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Abstract
This thesis presents the application and development of decomposition meth-
ods for Unsupervised Learning. It covers topics from classical factor analysis
based decomposition and its variants such as Independent Component Analysis,
Non-negative Matrix Factorization and Sparse Coding to their generalizations to
multi-way array, i.e. tensor decomposition, through models such as the CanDe-
comp/PARAFAC and the Tucker model. Extensions for these types of decom-
position models to incorporate shift, reverberation and general transformations
are also described. Finally, a connection between decomposition methods and
clustering problems is derived both in terms of classical point clustering but
also in terms of community detection in complex networks. A guiding principle
throughout this thesis is the principle of parsimony. Hence, the goal of Unsu-
pervised Learning is here posed as striving for simplicity in the decompositions.
Thus, it is demonstrated how a wide range of decomposition methods explicitly
or implicitly strive to attain this goal. Applications of the derived decompo-
sitions are given ranging from multi-media analysis of image and sound data,
analysis of biomedical data such as electroencephalography to the analysis of
social network data.
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Resumé
Denne afhandling præsenterer anvendelser og udvikling af dekompositionsme-
toder for Unsupervised Learning (indlæring uden supervision). Fra klassisk
faktor-analyse baserede dekompositioner med relaterede modeller såsom Inde-
pendent Component Analysis, Non-negative Matrix Factorization og Sparse
Coding til generaliseringer af disse modeller til multi-vejs data, dvs. tensor-
dekompositioner, ved modeller såsom CandeComp/PARAFAC og Tucker mod-
ellen. Udvidelser af disse typer af dekompositioner, der kan håndtere tids-
forskydninger, ekko-eﬀekter og mere generelle transformationer omhandles også.
Endelig udledes en forbindelse mellem dekompositionsmetoder og gruppering
af data (clustering) både med hensyn til klassisk geometrisk gruppering men
også med hensyn til detektering af grupper i komplekse netværk. Et vigtigt
underliggende princip for Unsupervised Learning og et gennemgående tema for
denne afhandling er at opnå simple repræsentationer. Således demonstreres det,
hvorledes en lang række dekompositionsmetoder eksplicit eller implicit søger
mod dette mål. Anvendelser af de udledte dekompositionsmetoder gives både
indenfor multi-medie analyse af billede og lyd, analyse af biomedicinske signaler
såsom elektroencefalograﬁ samt analyse af sociale netværk.
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2
i,j
F(u) The fourier transform of u, i.e. u˜f =
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−i2pi fJ j
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J τ
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Chapter 1
Introduction
Machine Learning is a rapidly growing ﬁeld devoted to the formal study of
learning systems. The ﬁeld is highly interdisciplinary and as such borrows and
builds upon ideas from statistics, computer science, engineering, neuroscience,
optimization, biology, psychology and physics. Machine Learning is related
to the ﬁeld of Artiﬁcial Intelligence (AI), however, while AI is motivated by
human beings and attempts to simulate them with the help of computers -
Machine Learning is mainly motivated by the capabilities of modern computers.
Hence the goal in Machine Learning is to explore all possible routs to create
automated learning as well as their applications. Machine Learning can roughly
be separated into the following three types of learning problems
• Supervised Learning: A technique for learning a function from a set of
training data. The goal is to make the learned function generalize from the
presented data to unseen situations in a reasonable way. The training
data consist of pairs of input as well as desired outputs.
• Reinforcement Learning: A technique for learning how an agent ought
to take actions in an environment so as to maximize some notion of long-
term reward. Reinforcement Learning diﬀers from the Supervised Learn-
ing problem in that correct input/output pairs are never presented, nor
sub-optimal actions explicitly corrected only rewards given for the actions
the agent takes.
2 Introduction
• Unsupervised Learning: Unsupervised Learning is distinguished from
supervised learning by the fact that there is no a priori output. In Un-
supervised Learning, a data set only of input objects is gathered. Unsu-
pervised learning then typically attempts to account for this data set by
some more simplistic representation.
This thesis will focus on Unsupervised Learning, namely, decomposition meth-
ods for these types of learning problem.
Much of our intelligence, in particular our perception, is acquired without a
teacher, hence, Unsupervised Learning is an important learning strategy in the
development of our brains. Just through mere exposure humans and animals
learn how to analyze their environments and recognize relevant objects and
events. Thus, Unsupervised Learning is not only an important type of learning
problem in Machine Learning but also an important aspect of Artiﬁcial Intelli-
gence.
For our brain to learn unsupervised there must be some guiding principle or
goal. However, what is this goal? What is it we want a system to learn without
giving external instruction? As Wang [2001] points out there is no simple answer
to this crucial question. In their tutorial on Unsupervised Learning Ghahramani
and Roweis [1999] deﬁne the purpose of Unsupervised Learning to be:
• Perform dimensionality reduction
• Build topographic maps
• Find the hidden causes or sources of the data
• Model the data density
• Cluster data
Beneath these objectives is the fundamental task of representation - Unsuper-
vised Learning attempts to derive hidden structure from the raw data. This is
a meaningful endeavor as pointed out by Wang [2001] because input data are
far from random but are produced by physical processes. As such, in their book
on Unsupervised Learning Hinton and Sejnowski [1999] deﬁne the purpose of
Unsupervised Learning as to extract an eﬃcient internal representation of the
statistical structure implicit in the inputs.
The goal of ﬁnding an eﬃcient internal representation of data has become a
highly relevant task due to the massive amount of data that has arisen due to our
ever increasing ability to store as well as analyze huge quantities of information.
3Figure 1.1: Examples of massive modern data sets. From the left a micro-array
recording of DNA sequences, a 3 tesla Siemens MRI scanner, term-document
occurrence matrix and a visualization of the link structure of the Internet.
I.e., the storage capacity and computational power has followed Moore's law
and doubled approximately every second years since the 1970's. These massive
amount of data arise in multiple of areas of research ranging from
• Bioinformatics (for instance DNA or protein microarray data and protein
interaction network data)
• Neuroinformatics (for instance data obtained from functional Magnetic
Resonance Imaging (fMRI), Electroencephalography (EEG) and Positron
Emission Tomography (PET))
• Web data mining (for instance term-document occurrence data, graphs
based on links between web pages, social networks as well as recorded
user behavior)
to mention but a few. For all these data the ability to extract an eﬃcient inter-
nal representation is crucial in ﬁnding the hidden causes as well as underlying
structure in the data. As such Unsupervised Learning has become an important
and fascinating ﬁeld of study that facilitates the analysis of these large modern
data sets. Not only do the methods used in Unsupervised Learning help ﬁnd
the hidden causes and structure of the data, but the way in which information
is extracted also open doorways to the understanding of how we human process
large quantities of information.
This thesis is devoted to decomposition methods for Unsupervised Learning.
Decomposition, as referred to in this thesis, is the process of ﬁnding hidden
internal representation of the data, i.e., to decompose the data into internal
representations. The guiding principle for an eﬃcient internal representation
will be simplicity of the representation. As is demonstrated in the next chapter
this aim has many names. Among many are perhaps the most well-known terms
parsimony, redundancy reduction and sparsity. Despite Wang [2001] pointing
out that there is no simple answer to the goal of Unsupervised Learning, this
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thesis will be completely biased towards a formulation of Unsupervised Learning
based on the goal of simplicity of the extracted internal representation.
The thesis is structure as follows
• Chapter 2 describes factor analysis based decomposition which are exam-
ples of some of the most fundamental and classic decomposition models
for Unsupervised Learning.
• Chapter 3 describes the extension of factor analysis based decomposition
to multi-way arrays, i.e. tensors. In particular to the CandeComp/PARAFAC
and Tucker model.
• Chapter 4 describes extensions of the aforementioned decompositions to
incorporate invariance. The main emphasis of the chapter will be invari-
ance to time delays and general shifts in the data.
• Chapter 5 will emphasize the relevance of decomposition methods for clus-
tering problems. Both in terms of classical geometric clustering problems
but also for community detection in graphs.
Chapter 2
Factor Analysis based
Decomposition
"It is the faith of all science that an unlimited number of phenomena
can be comprehended in terms of a limited number of concepts or
ideal constructs. Without this faith no science could ever have any
motivation." -Thurstone
Charles Spearman
(1863-1945)
Charles Spearman the father of factor analysis started his psy-
chology career relatively late in life, beginning his Ph.D. studies
at age 34 and accepting his ﬁrst university position at the age of
42. He was the ﬁrst to oﬀer a tenable psychometric deﬁnition of
intelligence, and is therefore considered to be the father of clas-
sical test theory [Jensen, 1994]. In his famous article, "General
Intelligence Objectively Determined and Measured" [Spearman,
1904], Spearman proposed the idea that intelligent behavior is
generated by a single, unitary quality within the human mind or
brain. Spearman derived this theoretical entity, called the gen-
eral factor, or simply g, through a new statistical technique called factor analysis
(http://www.indiana.edu/~intell/spearman.shtml). Although proponents
of multiple intelligence theory reject his proposed g quantity, factor analysis
remains one of the most important tools not only in 21st century intelligence
research but also for science in general.
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Figure 2.1: Two common graphical representations of the factor analysis model.
To the left, the model is given as a sum of rank one components. To the
right, the data X as well as the complete matrices A and S are given. In
general D < min{I, J} such that the factor analysis model forms a subspace
representation of the data.
The factor analysis model Spearman derived can be written as
XI×J ≈ AI×DSD×J . (2.1)
The data matrix, X, Spearman considered was given by the scores obtained by
diﬀerent subjects from various tests. Thus, Xi,j denoted test score of subject j
in intelligence test i. As such, the internal representation formed by the model
states that the subjects intelligences can be described by D underlying factors
such that test i is reﬂected in the dth factor to degree Ai,d. While the d
th factor
pertain to subject j with strength Sd,j . In general D < min{I, J}
Despite the above simple interpretation of the representation the model has
one major ﬂaw. The underlying factors are not uniquely deﬁned. Thus the
alternative model given by the invertible matrix QD×D
Â = (AQ−1), Ŝ = (QS), (2.2)
will give an equally good representation, i.e. X ≈ AS = ÂŜ. To resolve this
issue, additional constraints have to be imposed. Deriving constraints that well
suits the data X such that A and S are unique has been the focus of many
researchers ever since Spearman proposed his factor analysis model.
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2.1 Singular Value Decomposition and Principal
Component Analysis
The Singular Value Decomposition (SVD) of a matrixX is given by the decom-
position that solves the problem
minimizeU ,Σ,V ‖X −UΣV >‖2F
subjected to U>U = I
V >V = I
Σ is a diagonal matrix such that Σ1,1 ≥ Σ2,2 . . . ≥ ΣD,D
The solution can be obtained by solving a sequence of eigenvalue problems of
XX> and X>X, [Golub and Van Loan, 1996]. The diagonal of Σ contains the
singular values ordered such that the largest attainable value comes ﬁrst. The
decomposition is unambiguous if the eigenvalues are unique. This is achieved
by constraining the solutions in such a way that each consecutive basis vector of
the column and row space, i.e. ud and vd account for as much of the remaining
variation when subtracting previous found vectors. The SVD is sometimes also
referred to as Principal Component Analysis (PCA).
Gene H. Golub
(1932-2007)
Gene H. Golub was a very inﬂuential person in the numer-
ical analysis community. He and Kahan presented an eﬃ-
cient algorithm for calculating the SVD [Golub and Kahan,
1965] and with Charles Van Loan he authored the famous
book Matrix Computation [Golub and Van Loan, 1996].
Gene dedicated most of his life to the analysis of matrices
and as such his license plate could be no other than "PROF
SVD".
Al-
though the SVD is generally unique (i.e., as long as each eigenvalue is distinct),
the decomposition most often does not yield the desired internal representa-
tion of the data. However, the decomposition given by the SVD forms a good
starting point for resolving the generally ambiguous representation in the factor
analysis model as the method ﬁnds the subspace that accounts for as much of
the variation in the data possible. Thus, A = U I×DΣD×D and S = V >
D×J
can be used to solve for the general ambiguity Q.
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2.2 Quartimax, Varimax and Orthomax Rotation
Louis L.
Thurstone
(1887-1955)
In 1947 Thurstone wrote [Thurstone, 1947]
"In a factor problem one is concerned about how
to account for the observed correlations among
all the variables in terms of the smallest number
of factors and with the smallest possible residual
error."
Inspired by this, a variety of criteria for rotating the fac-
tor solutions were proposed. In 1953 Carrol [Carroll, 1953]
proposed the Quartimax criterion, i.e., maximizing the fol-
lowing quantity
CCarrol = −
∑
d>d′
∑
j
S2d,jS
2
d′,j (2.3)
Thus, the rotation matrix Q is to be estimated such that the oﬀ diagonal ele-
ments in the covariance matrix of the squared elements S.2S.2
>
is minimized.
In particular, this criterion requires that a large loading of one factor be oppo-
site small loadings of the remaining factors. Shortly after Carrol proposed his
Quartimax criterion the following similar criterions were suggested by Neuhaus
and Wrigley [1954]; Saunders [1953]; Ferguson [1954] respectively
CNeuhaus =
1
JD
∑
j
∑
d
S4d,j −
1
J2D2
∑
j
∑
d
S2d,j
2
CSaunders = JD
∑
j
∑
d S
4
d,j(∑
j
∑
d S
2
d,j
)2
CFerguson =
∑
j
∑
d
S4d,j
While Neuhaus criterion maximizes the total variance of the squared matrix S.2,
Saunders approach requires the fourth moment over second moment squared,
i.e. the kurtosis, to be maximal. Fergusons criterion simply seek to maximize
the fourth moment irrespective of the second moment structure. The Varimax
criterion proposed by Kaiser [Kaiser, 1958] is given by
CKaiser =
∑
d
(
∑
j
S4d,j −
1
J
(
∑
j
S2d,j)
2),
i.e., maximizing the variance of the squared loadings component-wise rather
than by the full matrix. Essentially, the aim of all the above criterions for factor
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rotation is simplicity or parsimony. That is to attain loadings with small or
large scores such that the factors pertain to speciﬁc aspects of the original data.
A simple extension of the above criteria form the Orthomax rotation criterion
[Crawford and Ferguson, 1970]
COrthomax =
∑
d
(
∑
j
S4d,j −
γ
J
(
∑
j
S2d,j)
2)
where γ interpolates between Quartimax (as deﬁned by Ferguson) γ = 0 and
Varimax γ = 1. Rotation of factors have been a very active ﬁeld of research
within Psychometry and a whole range of related criteria to the above such as
the Equimax and Parsimax [Crawford and Ferguson, 1970] have been proposed.
However, the goal of all the criteria are the same  to account for the data in a
way that is the most parsimonious.
2.3 Independent Component Analysis
The goal of Independent Component Analysis (ICA) is to minimize the statis-
tical dependence of the components of the representation. Since most of the
research on ICA has the application of source separation in mind, many authors
treating the ICA problem do not use the term ICA, but speak simply of blind
source separation (BSS). Just as for the Varimax and Quartimax method in the
previous section, the estimation of the data model of Independent Component
Analysis is usually performed by maximizing a socalled contrast function, i.e.,
an objective function measuring independence. The literature on ICA is exten-
sive, however, excellent reviews on the subject can be found in [Hyvarinen et al.,
2001; Amari and A., 1998; Cardoso, 1998; Hyvärinen, 1999; Lee et al., 2000].
A common approach to ICA is the maximum likelihood (ML) method [Pham
and Garrat, 1997; Hyvarinen et al., 2001] which corresponds to the approach of
maximizing information proposed in [Bell and Sejnowski, 1995]. In the frame-
work of ML a non-gaussian source distribution is assumed such that ambiguity
can be resolved up to the trivial ambiguities of scale and permutation by max-
imizing the likelihood of the sources given this source distribution. Stated in
terms of learning in a neural network [Bell and Sejnowski, 1995] the basic prob-
lem to be tackled is how to maximize the mutual information, I, that the output
Y of a neural network processor contains about its input S. This is deﬁned in
terms of entropy, H(x) = −E [log x],
I(Y ,S) = H(Y )−H(Y |S)
where H(Y |S) is whatever entropy the output has that does not depend on the
input. This term can be neglected since the relation under consideration be-
tween input and output is deterministic. Thus, the mutual information can be
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maximized by maximizing the entropy of the output alone [Bell and Sejnowski,
1995]. Let U = QS. Consider the non-linear function Y i,j = g(U i,j). As-
suming S is i.i.d. the multivariate probability density function is then given
by ∏
j
fyj (yj) =
∏
j
fsj (sj)
|J |
where J is the jacobian of the derivative of yj with respect to sj . We now have
H(yj) = −E
[
lnfyj (yj)
]
) = E [ln|J |]− E [lnfsj (sj)] .
Where the second term is independent of Q. Maximizing the entropy (i.e.
minimizing the neg-entropy) is equivalent to maximizing the likelihood of the
sources [Cardoso, 1997] when considering the non-linearity g(uj) a cumulative
distribution functions of the source distribution f(uj). By applying the change
of variable principle the log-likelihood of the observed ambiguous variables sj is
given by
logL =
∑
j
log f(Qsj) + J log |det(Q)|. (2.4)
where S is regarded a training set where each observation is equally likely.
Notice how the two terms of equation (2.4) penalizes deviation from source
distribution and non-invertibility of Q respectively. (The latter stems from the
fact that det(Q) measures the volume of Q and becomes zero if Q is rank
deﬁcient). This non-gaussian source distribution could for instance be given
by the Laplace distribution f(uj) ∝ e−‖uj‖1 corresponding to a rotation of the
sources such that the l1-norm, i.e. ‖U‖1, is as small as possible.
Another common approach to ICA is to jointly diagonalize some higher order
moments, cumulants [Comon, 1994] or autocorrelation functions of S [Molgedey
and Schuster, 1994]. Finally, some ICA approaches measure deviation from
normality for instance through the kurtosis [Comon, 1994] given by
kurt(S) = E[S.4]− 3E[S.2]2
For Gaussian random variables the kurtosis is zero. It is typically positive for
distributions with heavy tails and a peak at zero, and negative for densities
with lighter tails, see also ﬁgure 2.4. Distributions of positive (resp. negative)
kurtosis are thus called super-Gaussian (resp. sub-Gaussian) [Hyvärinen, 1999].
Thus, maximizing this objective will yield sparse representations such that the
elements of S is either small or large. Maximizing the kurtosis above corresponds
to maximizing CNeuhaus. Furthermore, dividing the kurtosis by the square
variance of S we get,
kurt(S)
σ4S
=
E[S.4]
σ4S
− 3
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this is also referred to as the excess kurtosis. Maximizing this quantity is equiv-
alent to maximizing CSaunders. Thus, this approach to ICA is equivalent to the
Quartimax criterions of the previous section. As such, Ferguson motivated his
Quartimax criterion already in 1954 [Ferguson, 1954] by writing
"It may appear farfetched that the concept of entropy in statistical
mechanics or the concept of information employed by Shannon in
communication theory should have direct relevance to the rotational
problem. An attempt will be made to demonstrate that concepts of
this type can be used in reformulating the rotational problem in such
a way as to admit the possibility of an acceptable objective solution."
while Comon [1994] entitled his paper on ICA "Independent component analysis,
a new concept?".
2.4 Non-negative Matrix Factorization
Non-negative Matrix Factorization (NMF) is given by the decomposition
X ≈ AS,
where X ∈ RI×J+ , A ∈ RI×D+ and S ∈ RD×J+ , i.e. such that the variables X,
A and S are non-negative. The decomposition is useful as it results in easy
interpretable part based representations [Lee and Seung, 1999]. As Lee and
Seung writes in the abstract to their Nature paper on NMF
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Daniel D. Lee
Sebastian Seung
"Is perception of the whole based on perception of its parts?
There is psychological and physiological evidence for parts-
based representations in the brain, and certain computational
theories of object recognition rely on such representations. But
little is known about how brains or computers might learn
the parts of objects. Here we demonstrate an algorithm for
non-negative matrix factorization that is able to learn parts
of faces and semantic features of text. This is in contrast
to other methods, such as principal components analysis and
vector quantization, that learn holistic, not parts-based, repre-
sentations. Non-negative matrix factorization is distinguished
from the other methods by its use of non-negativity constraints.
These constraints lead to a parts-based representation because
they allow only additive, not subtractive, combinations. When
non-negative matrix factorization is implemented as a neural
network, parts-based representations emerge by virtue of two
properties: the ﬁring rates of neurons are never negative and
synaptic strengths do not change sign."
Non-negative Matrix Factorization is also named Positive Matrix Factorization
(PMF) [Paatero and Tapper, 1994] and dates at least back to the work on
positive rank decomposition (the p-rank) [Berman and Plemmons, 1979; Gre-
gory and Pullman, 1983; Cohen and Rothblum, 1993]. The decomposition was
popularized by Lee and Seung due to a simple algorithmic procedure based on
multiplicative updates (MU) [Lee and Seung, 2000], see Box 2.4. The decom-
position has proven useful for a wide range of data where non-negativity is a
natural constraint. These encompass data for text-mining based on counts, im-
age data, biomedical data [Lee et al., 2001] and spectral data [Gobinet et al.,
2004; Pauca et al., 2006]. The decomposition can also be useful even when the
data in itself is negative by considering the amplitude of a spectral represen-
tation [Smaragdis and Brown, 2003; Schmidt and Mørup, 2006; Mørup et al.,
2007a]. Despite constraining the data and decomposition to the positive or-
thant the decomposition is not in general unique [Donoho and Stodden, 2004;
Laurberg et al., 2007]. The model simply states that the data is spanned by the
convex hull formed by [0 A] (by appropriate normalization). Thus, if the data
X resides well inside the positive orthant another representations [0 Â] will
also adequately form a convex hull for the data, see ﬁgure 2.2. To alleviate this
ambiguity sparseness is often imposed [Hoyer, 2002, 2004; Eggert and Körner,
2004; Mørup et al., 2008d]
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Figure 2.2: The NMF decomposition is not in general unique. For instance,
if the data resides well inside the positive orthant the data can be spanned
arbitrarily by any set of vectors that form a convex hull for the complete set
of data. To resolve ambiguity sparseness is often imposed on one of the modes
[Hoyer, 2002, 2004; Eggert and Körner, 2004]. By imposing sparseness, by the
l1-norm the sum of the coeﬃcients of the basis vectors is minimized. Hence, the
span given by the tighter convex hull in blue has a lower cost than the span of
the larger convex hull given in red.
Box 2.4: Multiplicative Updates (MU)
Let C(θ) be a given objective function of the non-negative variable θ.
Let further ∇θC = [∇θC]+ − [∇θC]− where [∇θC]+ and [∇θC]−
denotes positive and negative parts of the gradient respectively. Then
the multiplicative update is deﬁned by :
θ ← θ •
(
[∇θC]−
[∇θC]+
)
Since all quantities are non-negative, θ will remain in the positive or-
thant. A small constant ε = 10−9 can be added to the denominator to
avoid potential division by zero. By also adding the constant to the nu-
merator the corresponding gradient is unaltered. When the gradient is
zero [∂C(θ)∂θi,j ]
+ = [∂C(θ)∂θi,j ]
− such that θ is left unchanged. If the gradient is
positive [∂C(θ)∂θi,j ] > [
∂C(θ)
∂θi,j
]− hence θi,j will decrease and vice versa if the
gradient is negative. Thus, there is a one-to-one relation between ﬁxed
points of the multiplicative update rule and stationary points under gra-
dient descend.
Motivation of MU: In [Højen-Sørensen et al., 2002] the MU was mo-
tivated considering the lagrange multiplier L enforcing non-negativity.
The modiﬁed cost function including this Lagrange multiplier is C(mod) =
C − tr(L>θ). Solving for the Lagrange multiplier we get L = ∇θC The
Kuhn-Tucker condition requires Li,jθi,j = (∇θC)i,jθi,j = 0, hence, solving
this equation the multiplicative updates can be derived.
Proof of convergence: The convergence of multiplicative updates have
been proven by the use of auxiliary functions [Lee and Seung, 2000; Ding
et al., 2006a]: An auxiliary function G to the function C is deﬁned by:
G(θ,θt) ≥ C(θ) and G(θ,θ) = C(θ). If G is an auxiliary function then C
is non-increasing under the update θ = arg minθ G(θ,θt). Constructing
appropriate auxiliary functions is in general diﬃcult.
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Figure 2.3: Left panel: Comparison of 5 diﬀerent NMF algorithm for least
squares minimization analyzing the USPS handwritten digits dataset of size
7291× 256 using 9 components. MU is the algorithm formed by multiplicative
updates for NMF as proposed in [Lee and Seung, 2000]. Adaptive MU is the mul-
tiplicative updates with overrelaxed bound optimization proposed in [Salakhut-
dinov et al., 2003]. Proj.Grad is the projected gradient method proposed in
[Lin, 2007]. Proj.Grad.diagH is the projected gradient method including the di-
agonal Hessian. Active Set is the active set algorithm described in [Lawson and
Hanson, 1974; Bro and de Jong, 1997] and given in algorithm 2.4. Clearly, the
MU suﬀer from slow convergence, however, the two projected gradient method
as well as the Adaptive MU converges somewhat better. Despite these improve-
ments, the Active Set by far converges faster than the other algorithms as it
ﬁnds the optimal A for ﬁxed S and vice versa in each iteration. Right panel:
Average time in seconds to perform one iteration for each of the ﬁve algorithms.
Clearly, the MU, Adaptive MU, Proj.Grad and Proj.Grad.diagH takes about
the same amount of time whereas the Active Set algorithm is an order of 10
times as expensive as the other algorithms.
In particular, NMF has become a popular type of decomposition since the rep-
resentation generally results in easily interpreted representations. In the model,
the whole becomes the sum of its parts and as such no cancellation between
components can hamper the interpretability. Despite that multiplicative up-
dates have become by far the most popular approach to solving for NMF the
updates are known to suﬀer from slow convergence, see ﬁgure 2.3. The beneﬁt
is that the updates form a simple algorithmic framework that can be used for a
large variety of objective functions [Dhillon and Sra, 2006; Cichocki et al., 2006,
2007] while auxiliary functions have been derived that guarantee monotonic
decrease using the multiplicative updates [Lee and Seung, 2000; Ding et al.,
2006a; Mørup and Clemmensen, 2007]. As such MU was proven in [Lee and
Seung, 2000] to monotonically decrease the least squares error.
To alleviate the slow convergence of the multiplicative updates 'over relaxed
bound optimization' was proposed in [Salakhutdinov et al., 2003]. Here, a step
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size parameter α is tuned forming the overrelaxed update
θ ← θ •
(
[∇θC]−
[∇θC]+
).α
. (2.5)
This update can also ensure convergence since when α → 0 only inﬁnitesimal
steps in the negative gradient direction are taken. In [Lin, 2007] a projective
gradient method was derived based on a gradient based search where negative
elements were projected to the positive orthant. Despite these eﬀorts to improve
the NMF algorithms one of the best algorithms remains the classic non-negative
quadratic programming solver based on an active set procedure [Lawson and
Hanson, 1974; Bro and de Jong, 1997]. This procedure is given in Algorithm 2.4.
The method calculates the unconstrained solution of the active set and project
this solution optimally back to the positive orthant. Finally, optimization under
non-negativity constraints has been well studied within linear and quadratic
programming, see for instance [Dantzig, 1963; Saunders, 2003]. Here eﬃcient
interior points methods have also been derived imposing non-negativity through
log-barrier functions [Rojas and Steihaug, 2002].
Algorithm 2.4: Nonnegative Quadratic Programming s = nnqp(H, f)
solves argmins
1
2s
>Hs− f>s s.t. 0 ≤ s
1: A = ∅, I = {1, . . . , k}, d = 0, w = f −Hd
2: repeat
3: m = argmaxn∈I wn, A = A ∪ {m}, I = I \ {m}
4: sA = H−1A,AfA
5: while min(sA) ≤ 0 do
6: β = −minn∈A dn/(dn − sn)
7: d = d + β(s− d)
8: I = I ∪ {n}, A = A \ {n}
9: sA = H−1A,AfA, sI = 0
10: end while
11: d = s, w = f −Hd
12: until I = ∅ or maxn∈I wn ≤ 0
2.5 Sparse Coding
According to Barlow [Barlow, 1961] an important characteristic of sensory pro-
cessing in the brain is redundancy reduction. As Barlow writes in his introduc-
tion to the role of redundancy [Barlow, 1996]
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Horace Barlow
(1921-)
"What is a pattern? It is some kind of regularity or self-
similarity in a signal or set of data. If there is no regularity,
or no repetition caused by self-similarity, then surely there is
no pattern. But if there is such regularity or repetition, then
this is a form of redundancy, and oﬀers the opportunity for
recoding to reduce it. Of course the pattern element can be
completely arbitrary, a sequence of randomly selected digits for
example, but if repeated this element will make a pattern. Thus
it seems to me that the importance of redundancy is almost a
tautology and follows simply from the nature of pattern."
One method for performing redundancy reduction is Sparse Coding [Field, 1994].
Sparse Coding is a well established principles for feature extraction [Olshausen
and Field, 2004, 1996; Hoyer, 2002; Eggert and Körner, 2004; Olshausen and
Field, 1997]. The principle of Sparse Coding is to account for as much infor-
mation as possible while transmitting as little information as possible. Math-
ematically, this corresponds to attaining as few non-zero elements as possible
in the code (i.e., ideally to minimize the l0-norm). Olshausen and Field [2004]
argue that the brain might employ Sparse Coding since it allows for increased
storage capacity in associative memories, it makes the structure in natural sig-
nals explicit, it represents complex data in a way that is easier to read out at
subsequent levels of processing, and it is energy eﬃcient. Thus, sparseness is a
natural constraint for Unsupervised Learning and Sparse Coding often results
in parsimonious features. As such it was demonstrated in [Olshausen and Field,
1996] how Sparse Coding of image patches resulted in Gabor like features, see
also ﬁgure 2.5. As Olshausen and Field [1996] writes in their Nature article from
1996
Bruno A.
Olshausen
"We Show that a learning algorithm that at-
tempts to ﬁnd sparse linear codes for natural
scenes will develop a complete family of local-
ized, oriented, bandpass receptive ﬁelds, simi-
lar to those found in the primary visual cor-
tex. The resulting sparse image code provides
a more eﬃcient representation for later stages
of processing because it possesses a higher de-
gree of statistical independence among its out-
puts."
David J. Field
The Sparse Coding model is estimated minimizing an objective function both
penalizing reconstruction error as well as deviation from sparsity of the code
argminA,S D(X,AS)− λ log sp(S) (2.6)
where D(·, ·) is a distance measure of the reconstruction error for instance the
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Figure 2.4: Example of probability density functions (pdf) and cumulative dis-
tribution functions (cdf) for various choices of sp given in equation (2.6). The
corresponding excess kurtosis kurtexc for the priors are kurtexclog(1+x2) = 55.6,
kurtexc‖x‖0.50.5
= 13.3, kurtexc‖x‖1 = 3.1, kurtexc‖x‖22
= 0.0 and kurtexc‖x‖44
= −0.8
least squares error and sp is the sparse prior distribution of S. While the
optimal degree of sparsity can be stated in terms of the l0-norm optimizing for
the l0-norm is NP-hard and does not facilitate learning rules based on gradient
nor Hessian information. Thus, often sp is given by the laplace distribution
sp(Sd,j) ∝ e−|Sd,j | which is the closest convex proxy for the l0-norm [Donoho,
2006; Mørup et al., 2008d]. As such, Sparse Coding is related to maximum
likelihood Independent Component Analysis (ICA) [Bell and Sejnowski, 1995]
based on sparse priors. Hence, the Gabor features found by Sparse Coding, see
ﬁgure 2.5 has also been reported using ICA [Hateren and Van der Schaaf, 1998;
Hyvärinen and Hoyer, 2000]. λ is a parameter deﬁning the tradeoﬀ between
reconstruction error and sparseness of the code. The probability density function
(pdf) and cumulative distribution function (cdf) for various priors (i.e., choices
of sp) are given in ﬁgure 2.4.
The challenge when solving for the sparse code is to eﬃciently estimate S for
ﬁxed A where A and S are estimated using an alternating approach, i.e. based
on a Gauss-Seidel strategy. Normally, the norm of the components of A is kept
ﬁxed either using a Lagrange multiplier approach [Lee et al., 2007] or some
projected interior points method [Olshausen and Field, 1996; Blumensath and
Davies, 2004a], see also Appendix A.1.3.2. Using least squares as a measure
of reconstruction error and the Laplace prior as sparsity distribution the above
problem becomes the well known Least Absolute Shrinkage and Selection Op-
erator (LASSO) [Tibshirani, 1996] or Basis Pursuit Denoising (BPD) problem
[Shaobing and Donoho, 1994] for ﬁxed A
LASSO(S) : arg min
S
1
2
‖X −AS‖2F + λ‖S‖1. (2.7)
Although, the above objective is a convex optimization problem no closed form
solution exists thus iterative procedures have to be employed in order to solve
the problem. Several methods have been proposed: In [Olshausen and Field,
1996] and algorithms based on conjugate gradient (conj.grad.) was derived. In
sparselab (http://sparselab.stanford.edu/) the discontinuity of the deriva-
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Figure 2.5: Example of feature images of size 16× 16 obtained when analyzing
the patched natural image data X256 Pixels×10240 Patches given in [Olshausen
and Field, 1996]. Clearly, Gabor like features are obtained as reported in [Ol-
shausen and Field, 1996]. Similar Gabor like features have been reported using
ICA [Hateren and Van der Schaaf, 1998; Hyvärinen and Hoyer, 2000].
tive at zero is avoided by turning the problem into a non-negative quadratic pro-
gramming problem solving for the BPD. In [Lee et al., 2007] the signsearch
algorithm was formed based on an active set procedure to estimate the sign
of S such that a closed form solution could be found as (A>A)−1(A>X −
λ sign(S)). In [Blumensath and Davies, 2004a] the l1-penalty was approximated
by a quadratic penalty ‖S‖1 =
∑
d,j |Sd,j | =
∑
d,j
S2d,j
Qd,j
where Qd,j =
√
S2d,j
but Q kept ﬁxed when deriving the gradient and Hessian with respect to S
despite depending on S. This procedure we denote (bd-sc). In [Efron et al.,
2004; Osborne et al., 2000] an algorithm was derived to solve for S such that the
entire regularization path could be obtained, i.e. solution for all values of λ at
the cost of an ordinary least squares solution forming the Least Angle Regres-
sion and Selection algorithm (lars), see also Algorithm 2.5a. This algorithm
was extended in [Mørup et al., 2008d] to non-negativity constraints as outlined
in Algorithm 2.5b. All the above methods except the conjugate gradient based
approach rely on Hessian information thus become very memory intensive for
large scale problems. While BPD only require the diagonal Hessian it is still
more memory intensive as the problem size is doubled when solved as a non-
negative quadratic programming problem.
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Algorithm 2.5a: Least Angle Regression and Selection (lars)
1: repeat
2: c = X>(y −Xβ)
3: j = arg max(|cI |)
4: A = [A j]
5: I = I \ j
6: βA = βA + µ(X>X)
−1
A,A sign(cA)
7: µ = arg minµ
 ∃β˜Ak = 0 then I = [I Ak], A = A \Ak∃l ∈ I : |c˜l| = |c˜A|
c˜A = 0
8: until cA = 0
Algorithm 2.5b: Non-neg. Least Angle Regr. and Sel. (nlars)
1: repeat
2: c = X>(y −Xβ)
3: j = arg max(cI), cj > 0
4: A = [A j]
5: I = I \ j
6: βA = βA + µ(X>X)
−1
A,A1
7: µ = arg minµ
 ∃ βAk = 0 then I = [I Ak], A = A \Ak∃l ∈ I : c˜l = c˜Ac˜A = 0
8: until cA = 0
Unfortunately, simple gradient based methods normally fails in ﬁnding the op-
timal solution since they tend to get stuck in very small step sizes due to oscil-
lations around zero. To see this consider the gradient of the objective in (2.7)
given by
∇SLASSO(S) = A>(AS −X) + λSign(S).
A gradient based update would then yield
Snew = Sold − µ(A>(ASold −X) + λSign(Sold)).
However, if |λSign(Sold)d,j | >> |(A>(ASold −X))d,j | the regularization will
dominate the update and rather than forcing Sd,j to zero Sd,j will cross zero
and keep oscillating around zero until the step size µ becomes inﬁnitesimal small
despite that the regularization is in fact minimized when elements in S becomes
zero, see ﬁgure 2.6. At ﬁrst glance this might appear to be a minor concern,
however, when many elements of S are close to zero the joint eﬀect of all these
oscillations will completely dominate the update.
To avoid the oscillations, we proposed in [Mørup and Schmidt, 2008] to split
the gradient based update into a simple two step procedure; ﬁrst update the
gradient of the reconstruction error and next for the regularization forming the
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Figure 2.6: Illustration of how the gradient based sparse coding gb-sc alleviates
poor convergence due to oscillations around zero. Left panel: the progression
through 50 iterations of the gb-sc algorithm as well as regular gradient descent
on a problem with 100 variables. The dotted black line is the initial solution,
the solid black line is the solution obtained after 50 iterations, and the red lines
are intermediate results. For the gb-sc, the ﬁnal solution is the global mini-
mum of the problem. The regular gradient descent algorithm does not converge
fast to the optimum, but oscillates around zero. Middle panel: Inspection of
the progression of one variable (marked by the blue boxes in the left panel).
No oscillations around zero are found for the gb-sc based method, whereas the
regular gradient descent method oscillates around zero causing the algorithm to
suﬀer from slow convergence. Right panel: The progression of the coeﬃcients
through 17 iterations for a problem with 50 variables. Even for this relatively
small problem, regular gradient descent is stuck in suboptimal solutions due to
oscillations around zero, whereas the gb-sc eﬃciently ﬁnds the optimal solu-
tions.
Gradient Based Sparse Coding (gb-sc) algorithm given in Algorithm 2.5c. This
simple algorithm avoids the oscillatory behavior encountered in regular gradient
descent.
Algorithm 2.5c: Gradient Based Sparse Coding (gb-sc)
1: repeat
2: Update S according to reconstruction penalty
3: Snew = S − µ(A>(AS −X)
4: Update Snew according to the sparsity penalty such that
element crossing zero are set to zero
5: Snewd,j =
{
0 if |Snewd,j | < µλ
Snewd,j − µλSign(Snewd,j ) otherwise
6: if LASSO(Snew) < LASSO(S) then
7: µ = 1.2µ
8: S = Snew
9: else
10: µ = µ/2
11: end if
12: until convergence
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256 × 100 256 × 256 256 × 1000 256 × 2500
bd-sc 0.3641 ± 0.3044 11.625 ± 4.4922  
signsearch 0.0750 ± 0.0359 0.1984 ± 0.1342 0.3734 ± 0.1759 1.6969 ± 0.6441
conjugate gradient 0.4172 ± 0.0651 1.1219 ± 0.2560 9.0297 ± 1.8055 45.6297 ± 12.0142
lars 0.0453 ± 0.0226 0.1313 ± 0.0787 0.4313 ± 0.1477 1.9813 ± 0.6342
bpd 0.5703 ± 0.0696 0.9313 ± 0.0748 2.8719 ± 0.1389 15.5047 ± 0.7882
gb-sc 0.0125 ± 0.0066 0.3172 ± 0.2121 2.0688 ± 1.0760 22.8828 ± 12.2846
Table 2.1: Comparison of the CPU time for various Sparse Coding algorithms
on diﬀerent problem sizes. The problem solved is arg mins 12‖x−As‖2F +λ‖s‖1,
for λ = 0.05. J ×D denotes the size of A, (J image pixels and D basis vectors.)
The mean and standard deviation is given for 10 randomly generated problems,
each given by setting A to D randomly chosen image patches from the natural
images data set [Olshausen and Field, 1996] and x to a randomly selected image
patch, not already used in the dictionary, A. Notice, bd-sc, signsearch and
lars all ﬁnd the global optimum. The remaining algorithms were stopped, when
their deviation from the true minimum was less than 10−4. For D ≤ J , the gb-
sc was the fastest of all the algorithms, but for over-complete problems, i.e.,
D  J , the gb-sc algorithm is not in general as eﬀective as the other algorithms,
which use Hessian information; however, it is still faster than the conjugate
gradient based method. Hence, the gb-sc algorithm is not only simple, but also
eﬃcient, and even outperforms state of the art algorithms for D ≤ J . bd-sc for
256×1000 and 256×2500 was not included, as it was more than 100 times slower
than the conjugate gradient algorithm. The conjugate gradient algorithm was
obtained from www.l1-magic.org, whereas the bpd and lars were obtained
from www.sparselab.stanford.edu. The signsearch algorithm was kindly
provided by H. Lee [Lee et al., 2007].
Notice, although the procedure in algorithm 2.5c is given for least squares mini-
mization with sparsity penalty based on the Laplace prior, i.e. the l1-norm, the
approach of splitting the gradient into an update for the reconstruction error and
an update for the sparsity penalty generalizes to other types of reconstruction
metrics and sparsity penalty measures. Table 2.5 demonstrates the performance
of the afore mentioned algorithms to solve for the sparse codes.
What is the correct degree of sparseness is an open problem. In [Hoyer, 2004]
the sparseness of the decomposition was controlled by the sparseness measure
spPH−L1/L2(Sd,:) =
1√
J − 1(
√
J − ‖Sd,:‖1‖Sd,:‖2 ), (2.8)
where Sd,: denotes the d
th row of S. Notice, spPH−L1/L2 takes values between
0 and 1 based on the nmfsc algorithm described in [Hoyer, 2004]. Solving for
a speciﬁc sparsity level for each component is a diﬃcult problem. However,
solving for a speciﬁc sparsity on the full matrix S mounts to controlling the
single parameter λ which we demonstrated in [Mørup et al., 2008d] has a simple
solution. Through the lars and nlars the sparsity can be directly controlled
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for the following two types of sparsity measures on the full matrix S
spL0(S) = 1− ‖S‖0
DJ
(2.9)
spL1/L2(S) =
1√
DJ − 1(
√
DJ − ‖S‖1‖S‖2 ). (2.10)
The measure spL1/L2(S) is equivalent to the measure spPH−L1/L2(Sd,:), but for
the full matrix rather than for each row of S. On the other hand spL0 gives
direct control of the percentage of active elements in S, i.e., the L0 norm of S.
Both measures take values between 0 and 1, for instance spL0(S) = 1 implies
that all elements of S are turned oﬀ while spL0(S) = 0 that all elements are
nonzero. The eﬀect of imposing sparseness to various degree according to the
above measures can be seen in Figure 2.7.
While the above measures quantiﬁes the degree of sparseness, the optimal de-
gree of sparsity is still an open problem. We return to the quote of Thurstone:
"In a factor problem one is concerned about how to account for the observed
correlations among all the variables in terms of the smallest number of factors
and with the smallest possible residual error". Thus, the correct degree of
sparseness must be equivalent to the degree of sparsity for which the smallest
number of active variables are attained such that the residual error is unaﬀected.
Consequently, we proposed in [Mørup et al., 2008e] to use an L-curve approach
[Hansen, 1992] to select for the sparsity degree λ plotting the reconstruction
error vs. the L0-norm, i.e. inspecting the plot (‖S‖0, D(·, ·)). The region of
maximum curvature will give a relative indication of where the quality of the
reconstruction error begins to be aﬀected when increasing the regularization
strength λ. Thus, a value of λ just after this corner region is where the regular-
ization keeps decreasing the number of variables without severely aﬀecting the
reconstruction error, see also Figure 2.8.
2.6 Other Types of Matrix Decompositions
The above constraints to the factor analysis model given by imposing inde-
pendence, non-negativity and sparseness can be combined to form even more
restricted models, see for instance [Plumbley, 2003]. Furthermore, objectives
based on other types of metrics than least squares for the quality of reconstruc-
tion are conceivable. For instance, the lp-norm, Bregman, Csizcar and alpha di-
vergences [Blumensath and Davies, 2004a; Dhillon and Sra, 2006; Cichocki et al.,
2006] might be more relevant as measures of deviation between data and repre-
sentation when the noise can not be assumed Gaussian. It is worth noting that
an algorithm similar to LARS has been derived forming the full-regularization
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(a) MIT face data (b) USPS handwritten digits
Figure 2.7: Left panel: Result obtained analyzing the CBCL face database
using the nlars to control the sparsity of the decomposition. Top left panel:
Sparsity set to spL0 = 0.6. Top right panel: Sparsity set to spL0 = 0.9. Bottom
left panel: Sparsity set to spL0 = 0.96. Bottom right panel: Sparsity set to
spPH−L1/L2 = 0.76 corresponding to the value of sparsity given in the top right
panel of spL1/L2 = 0.76. The result obtained by the proposed nlars resembles
well the results obtained by the nmfsc algorithm. However, regularizing on the
full matrix S does not ﬁx the degree of sparsity within each component and
as such each component has diﬀerent degree of sparsity. Thus, component 16
is completely turned oﬀ when spLO = 0.96. Right panel: Result obtained
analyzing the USPS handwritten digit database using the nlars to control the
sparsity of the decomposition. Top left panel: Sparsity set to spL0 = 0.8. Top
right panel: Sparsity set to spL0 = 0.9. Bottom left panel: Sparsity set to
spL0 = 0.96. Bottom right panel: The nmfsc algorithm with sparsity set to
spPH−L1/L2 = 0.77 corresponding to the value of sparsity given in the top right
panel of spL1/L2 = 0.77. Again the solution for spL0 = 0.9 having spL1/L2 = 0.77
correspond well to the solution obtained for spPH−L1/L2 = 0.77 using the nmfsc
algorithm.
path for Least Absolute Deviation (LAD) (i.e., l1-norm minimization) [Wang
et al., 2006; Wu and Lange, 2008] while an algorithmic framework to approx-
imately ﬁnd the full-regularization path for objective functions in general has
been proposed in [Rosset, 2005].
A multitude of matrix decomposition models other than the above have been
proposed. One of many is the sparse PCA model proposed in [Zou et al., 2006]
given by
X ≈ AWX
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Figure 2.8: Left panel: Evaluation of the tradeoﬀ between reconstruction and
sparsity of the code given by a plot of the reconstruction error vs. the l0-
norm of the code. A candidate for a good value of sparsity imposed is the
region where the inclusion of more variables does not signiﬁcantly improve the
reconstruction error. This corresponds to the regularization value just after the
region with maximal curvature on the curve. Middle panel: Example of
the full regularization path obtained using the lars algorithm. Right panel:
Example of the full regularization path for the same problem obtained using the
nlars algorithm such that all coeﬃcients are constrained positive. Notice, the
piece-wise linearity forming the full regularization paths for both the lars and
nlars. The paths are shown from the point where the second parameter enter
the active set.
such that W is sparse. Thus, the desire here is to describe the data as a linear
combination of bases that are a combination of a few of the original data points.
Thus, the model corresponds to the regular Principal Component Analysis with
S = WX. The model can be estimated solving the following optimization
problem
argminA,W ‖X −AWX‖2F + λ1‖W ‖1 + λ2‖W ‖2F
subjected to A>A = I
Where λ1 and λ2 are regularization parameters for the l1 and l2 norm respec-
tively.
Yet another type of decomposition is the CUR decomposition (see for instance
[Mahoney et al., 2006]) given by
XI×J ≈ CI×D′UD′×DRD×J
Where C and R are given columns and row of the original data and U relates
the estimated row and columns spaces. Hence, the decomposition represents
the data in terms of original row and column observation which facilitates com-
ponent interpretation, thus, C = XT , R = WX where T and W are binary
matrices selecting rows and columns of X. The CUR decomposition can there-
fore be considered a strongly restricted sparse PCA where W is binary with
only one non-zero entry in each row while A = XTU . Thus, also the sparse
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PCA and CUR model attempt to describe the data through a simplistic repre-
sentation.
2.7 Model Selection
Estimating the adequate number of components D to model the data is an open
problem. For the SVD the eigenvalue-spectrum has often been evaluated and a
threshold chosen such that eigenvectors pertaining to eigenvalues less than this
threshold are considered to not signiﬁcantly contribute to the description of the
data.
Other approaches for estimating D include various types of information criteria.
Let L be the likelihood of the model (see also Appendix A.2), n the number
of observations and k the number of parameters in the model. Akaike [1974]
derived in 1974 the Akaikes Information Criterion (AIC) given by
AIC = − logL+ k
Inspired by this criterion Schwarz [1978] derived in 1978 the Bayesian Informa-
tion Criterion (BIC) given by
BIC = − logL+ k log n
2
Both criteria evaluate a tradeoﬀ between goodness of ﬁt (the negative log-
likelihood − logL) and complexity of the model (k, k logn2 respectively) such
that the minimal value of these criteria indicates the model which is the most
adequate. Notice how BIC tends to penalize model complexity more heavily
than AIC thus giving a more conservative estimate of what is considered the
best model. When two models equally well describe the data the criteria above
will favor the simpler of the models. As Schwarz [1978] writes
Gideon Schwartz
(1933-2007)
"Qualitatively both our procedure and Akaike's
give a mathematical formulation of the prin-
ciple of parsimony in model building"
Hirotsugu Akaike
(1927-)
In [Hansen and Larsen, 1996; Hansen et al., 1999] a similar criterion to AIC was
derived and the number of components estimated by splitting the data into a
training set used to ﬁnd model parameters and a test set used to estimate the
generalization error. We used a similar approach in [Rasmussen et al., 2008] to
estimate the number of components in an ICA model. Finally, the evidence (i.e.
26 Factor Analysis based Decomposition
marginal likelihood, see Appendix A.2) of the model have been approximated by
more involved methods such as variational Bayes or sampling-based approaches
[Beal, 2003]. As pointed out by Beal [2003] evaluating the evidence relates to
the principle of parsimony
"Integrating out the parameters (required when calculating the ev-
idence) penalises models with more degrees of freedom since these
models can a priori model a larger range of data sets."
2.8 Summary
For all the above models the principle of parsimony, i.e., ﬁnding the representa-
tion that most simply accounts for the data has been the main goal. As previ-
ously described there is a direct link between kurtosis maximization in ICA and
Quartimax/Varimax rotation. Furthermore, maximum likelihood ICA based on
sparse priors is strongly related to Sparse Coding such that the prior in ML ICA
relates to the measure of deviation from sparsity in Sparse Coding. However,
while the rotational approaches account for the maximal amount of variance in
the data, Sparse Coding introduces a bias when penalizing deviation from spar-
sity. The part based representation of NMF also attain sparse solutions since
there is no cancellation between components thus the whole is described by its
constituting parts. As such, all the above approaches are strongly related to
redundancy reduction as coined by Barlow. Within neuroscience, the principle
of redundancy reduction explains aspects of the early processing of sensory data
by the brain. Thus, the behavior of the aforementioned models also relate to
neural information processing. Thus, parsimony, redundancy reduction, spar-
sity of the code, part based representation and independence are all interrelated
goals that attempt to account for the data in a simplistic way. Finally, simplic-
ity was also the goal of the various model selection criteria from AIC and BIC
to the more involved approaches evaluating the evidence of the data to avoid
overﬁtting. Thus, we ﬁnish this chapter by looking at the insightful William of
Ockham.
William of
Ockham
(1288-1347)
Occam's razor is named after William of Ockham who stated
that the explanation of any phenomenon should make as few
assumptions as possible, eliminating those that make no diﬀer-
ence in the observable predictions of the explanatory hypoth-
esis or theory. The principle is in Latin expressed as "lex par-
simoniae" that is "law of parsimony" or "law of succinctness".
This is often paraphrased as "All other things being equal, the
simplest solution is the best." (source: wikipedia.org)
Chapter 3
Tensor Decomposition
Tensor decompositions are in frequent use today in a variety of ﬁelds including
psychometric, chemometrics, image analysis, graph analysis and signal process-
ing [Murakami and Kroonenberg, 2003; Vasilescu and Terzopoulos, 2002; Wang
and Ahuja, 2003; Jia and Gong, 2005; Sun et al., 2005; Gurden et al., 2001; Nør-
gaard and Ridder, 1994; Smilde et al., 1999, 2004; Andersson and Bro, 1998].
Tensors, i.e., X ∈ RI1×I2×...×IN , also called multi-way arrays or multidimen-
sional matrices are generalizations of vectors (ﬁrst order tensors) and matrices
(second order tensors). Tensor decompositions originated with Hitchcock in
1927 [Hitchcock, 1927b,a]. However, the idea of a multi-way model is attributed
to Cattell in 1944 [Cattell, 1944, 1952]. Nevertheless, these concepts received
little attention until the work of Tucker in the 1960s [Tucker, 1966] and Carroll
and Chang [Carroll and Chang, 1970] and Harshman [Harshman, 1970] in 1970.
A recent, thorough review paper on tensor decomposition can be found in [Kolda
and Bader, 2008]. Other good introductions to the ﬁeld are [Bro, 1998; Smilde
et al., 2004]. For aspects on computation see also [Tomasi, 2006]. The present
description only emphasizes some of the most important models and aspects of
tensor decomposition.
28 Tensor Decomposition
Figure 3.1: The CP and Tucker model both generalizes the 2-way matrix de-
composition to multi-way arrays. Left panel: The factor analysis based
decomposition decompose the data into a sum of rank 1 components. Mid-
dle panel: The CP model generalizes the sum of rank 1 components straight
forward to more modalities by introducing vectors pertaining to these extra
modalities. Right panel: The Tucker model also decompose the data into
vectors pertaining to each modality but through a core array the components of
each modality can interact across the modalities regardless of their component
index. While the CP model is closely related to the rank of a tensor, the Tucker
model generalizes compression by orthogonal matrices to tensors.
3.1 The CandeComp/PARAFAC model
The CandeComp/PARAFAC (CP) model independently proposed by [Hitch-
cock, 1927b; Carroll and Chang, 1970; Harshman, 1970] reads
xi1i2...iN ≈
∑
d
N∏
n=1
a
(n)
in,d
,
i.e., the data is decomposed into a sum of rank one components. Therefore, the
minimal D for which the approximation is exact yield the rank of the tensor X .
For the kth slab, X :,:,k, the CP model for a 3-way array reads
X(:,:,k) ≈ Adiag(Ck,:)BT = (AT )(T−1 diag(Ck,:)Q)(Q−1BT )
= Âdiag(Ĉk,:)B̂
T
.
Thus, if two solutionsA,B,C and Â, B̂, Ĉ exists there must be a mapping from
one solution to the other given by T and Q. However, for this mapping the term
T−1diag(Ck,:)Q has to be diagonal for all k which when A, B and C have full
rank restricts T and Q to be simple scale and permutation matrices [Harshman,
1972a; Möcks, 1988]. In [Kruskal, 1976, 1977] the uniqueness properties of the
CP model were thoroughly investigated and the following uniqueness criterion
generalized to N-ways arrays in [Sidiropoulos and Bro, 2000] given
N∑
n=1
kA(n) ≥ 2D +N − 1. (3.1)
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The Kruskal rank or k-rank kA of a matrix A is the maximal number r such
that any set of r columns of the matrix A is linearly independent. As Kruskal
wrote in [Kruskal, 1976], struck by his own uniqueness criterion,
Joseph B. Kruskal
1928-
"A surprising fact is that the nonrotatability characteris-
tic can hold even when the number of factors extracted is
greater than every dimension of the three-way array."
Thus, contrary to the regular factor analysis model, the CP model is attractive
since it will, under very mild conditions, admit a unique internal representation
of the data.
Unfortunately, degenerate solutions are known to occur. I.e., solutions in which
the component loadings are highly correlated in all the modes. This makes the
CP estimation unstable, slow in convergence and diﬃcult to interpret since the
components are dominated by strong cancellation eﬀects between the various
components in the model [Harshman and Lundy, 1984], see also Figure 3.3.
Furthermore, the decomposition does not admit any known closed form solution
as is the case in terms of the SVD for 2-way matrix decomposition, thus, there
is in general no guarantee the optimal solution can be attained.
3.1.1 Model estimation
Through the matrizicing operation, X(n), and Khatri-Rao product, , the
model can be written as a regular factor analysis based decomposition
X(n) ≈ A(n)Z, where Z> = A(N)A(N−1). . .A(n+1)A(n−1). . .A(1)
For the least squares objective for a three way array we get
X(1) ≈ A(1)(A(3) A(2))> ⇒ A(1) ←X(1)(A(3) A(2))(A(3)>A(3) •A(2)>A(2))−1
X(2) ≈ A(2)(A(3) A(1))> ⇒ A(2) ←X(2)(A(3) A(1))(A(3)>A(3) •A(1)>A(1))−1
X(3) ≈ A(3)(A(2) A(1))> ⇒ A(3) ←X(3)(A(2) A(1))(A(2)>A(2) •A(1)>A(1))−1
However, forming the Khatri-Rao product is expensive. Thus, the following
approach based on pre-multiplying the largest mode(s) with the data is much
more computationally eﬃcient [Tomasi, 2006]. Multiplying the ﬁrst mode with
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Figure 3.2: Example of a 5-way CP analysis of the inter trial phase coherence
of event related EEG data, for details see [Mørup et al., 2006a]. The analyzed
data comprise the inter-trial phase coherence (ITPC) recorded through sev-
eral electrodes for given frequencies at given time points across several subjects
through two conditions one where a visual stimuli of objects of known shapes
are presented the other of unknown shapes. Thus, the data has the following
5-way structure channel× frequency× time× subject× condition given to the
left. To the right is given the two extracted CP components. Whereas the ﬁrst
component indicates a quantitative diﬀerence between the ITPC in the occipital
region across the two conditions, the second component indicates a qualitative
diﬀerence where a slightly more anterior higher frequency activity prevails in
the non-object condition. Thus, the CP model can summarize eﬀects that are
otherwise diﬃcult to grasp from the raw data.
the data when updating for the second and third mode of a 3-way array gives
A(1) ← X(1)(A(3) A(2))(A(3)
>
A(3) •A(2)>A(2))−1
X̂(1) = A
(1)>X(1)
A(2) ← X̂(2)(A(3)  I)(A(3)
>
A(3) •A(1)>A(1))−1
A(3) ← X̂(3)(A(2)  I)(A(2)
>
A(2) •A(1)>A(1))−1
3.2 The Tucker Model
The Tucker model independently proposed in [Hitchcock, 1927a; Tucker, 1966]
reads
Xi1,i2,...,iN ≈
∑
j1j2...jN
Gj1,j2,...,jNA(1)i1,j1A
(2)
i2,j2
· ... ·A(N)iN ,jN ,
where G ∈ RJ1×J2×...×JN and A(n) ∈ RIn×Jn . To indicate how many vectors
pertain to each modality it is customary also to denote the model a Tucker
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Figure 3.3: Illustration of degeneracy in the CP model. When the solution
degenerate the loadings of each mode becomes highly collinear. Thus, despite
the vectors to the left and right both span all points in 2D space the collinear-
ity of the vectors to the left causes a strong degree of cancellation among the
components hampering interpretability of the decomposition. However, when
imposing non-negativity, cancellation can no longer occur thus the decomposi-
tion can no longer degenerate as demonstrated by the non-negative span to the
right.
J1 − J2 − · · · − JN . Using the n-mode tensor product ×n [Lathauwer et al.,
2000; Tucker, 1966] the model can be written as
X ≈ G ×1 A(1) ×2 A(2) ×3 ...×N A(N).
The Tucker model represents the data spanning the nth modality by the vectors
(loadings) given by the Jn columns ofA
(n) such that the vectors of each modality
interact with the vectors of all remaining modalities with strengths given by a
so-called core tensor G. As a result, the Tucker model encompass all possible
linear interactions between vectors pertaining to the various modalities of the
data. The CP model is a special case of the Tucker model where the size of
each modality of the core array G is the same, i.e., J1 = J2 = · · · = JN while
interaction is only between columns of same indices such that the only non-
zero elements are found along the diagonal of the core, i.e., Gj1,j2,...,jN 6= 0
iﬀ j1 = j2 = ... = jN . Notice, in the Tucker model a rotation of a given
loading matrix A(n) can be compensated by a counter rotation of the core G,
i.e., G ×nA(n) = (G ×nP−1)×n (A(n)P ). Thus, contrary to the CP model, the
Tucker model is not generally unique. While the factors of the unconstrained
Tucker model can be constrained orthogonal (which is useful for compression)
without hampering the reconstruction error, this is not the case for the factors
of the CP model.
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3.2.1 Model estimation
Traditionally, the Tucker model has been estimated using various alternat-
ing least squares algorithms where the columns of A(n) for the unconstrained
Tucker are orthogonal [Andersson and Bro, 1998]. An algorithm generaliz-
ing the SVD to the Tucker model based on solving N eigenvalue problems
has also been derived forming the higher order singular value decomposition
(HOSVD)[Lathauwer et al., 2000].
Using the n-mode matricizing and kronecker product operation the Tucker
model can be written as
X(n) ≈ A(n)Z(n) where Z(n) = G(n)(A(N)⊗...⊗A(n+1)⊗A(n−1)⊗...⊗A(1))
Thus, the model reduces to a sequence of regular factor analysis problem. As a
result, for least squares minimization this can be solved by pseudo-inverses, i.e.
A(n) ←X(n)Z(n)
†
. Again using pseudo-inverses the core can be estimated as
G ← X ×1 A(1)
† ×2 A(2)
† ×3 ...×N A(N)
†
.
3.3 Core Consistency Diagnostic
While the CP is given by a sum of rank one components, i.e. the straight forward
generalization of matrix rank to tensors, the Tucker model is strongly related to
data compression through the orthogonal projections compressing the data to
the core array G and can through the HOSVD be considered a generalization of
the SVD to tensors. Since the CP model is a special case of the Tucker model
where the core array G = I, i.e., is diagonal with ones across the diagonal, the
Tucker model can be used to evaluate the cross-talk between components of the
CP model. A measure of this is the core consistency diagnostic proposed in [Bro
and Kiers, 2003]
CorConDiag = 100 · (1−
∑
i1,i2,...,in
(Gi1,i2,...,in − Ii1,i2,...,in)2∑
i1,i2,...,in
Ii1,i2,...,in
)
Where G is estimated as
G ← X ×1 A(1)
†
CP ×2 A(2)
†
CP ×3 ...×N A(N)
†
CP .
where A
(n)
CP is the n-mode loadings of the CP solution. This CorConDiag
has been used to estimate the adequate number of components, D, in the CP
model. Too many components will result in a strong degree of cross talk across
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the loadings of the modes thus will yield a low value of the CorConDiag. Too
few components will not have any cross-talk at all. Thus, the correct num-
ber of components is taken to be just before a major drop-oﬀ in the curve of
{d,CorConDiag}. As Bro and Kiers [2003] explain
"As a rule of thumb, a core consistency above 90% can be interpreted
as 'very trilinear', whereas a core consistency in the neighborhood of
50% would mean a problematic model with signs of both trilinear
variation and variation which is not trilinear. A core consistency
close to zero or even negative implies an invalid model, because the
space covered by the component matrices is then not primarily de-
scribing trilinear variation."
Thus, the Core Consistency Diagnostic can be considered a measure of deviation
from trilinearity, i.e., a measure of simplicity of the core.
3.4 Constrained Tensor Decomposition
3.4.1 Orthomax rotation
Contrary to the CP model the Tucker model is not unique, thus, as for the
factor analysis type decomposition additional constraints are required to enforce
uniqueness of the decomposition. One choice of transformation is to simplify the
core structure in some way so that most of the elements of G are zero, thereby
eliminating interactions between corresponding components (diagonalizing the
core is in general impossible). This was ﬁrst observed by Tucker [Tucker, 1966]
and in [Kiers, 1998] an Orthomax type of function on the core was optimized to
simplify the core.
3.4.2 Independent CP and Tucker
For independent CP, independence is imposed on one of the modalities. Tra-
ditionally, orthogonality constraints have been imposed on one of the modes of
the CP model to alleviate degeneracy [Möcks, 1988; Field and Graupe, 1991],
however, in [Beckmann and Smith, 2005] a tensor ICA method was proposed
based on the CP model. Here, independence was simply imposed by matricizing
the data to solve a regular ICA problem on the matricized array. However, in
[De Vos M., 2007] it has been argued that this is not a correct generalization
of independence to tensors. Instead a method for independent CP was proposed
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that explicitly takes into account the multi-way structure of the data when im-
posing independence [De Vos M., 2007]. Similar to the approach of Beckman for
independence in the CP, independence has been imposed on the Tucker model
by matricizing the tensor and applying regular ICA on the matricized array
[Vasilescu and Terzopoulos, 2005]. However, this approach, again, does not take
into account the multi-way structure of the data when imposing independence.
3.4.3 Non-negative Tensor Factorization
Fully Non-negative Tensor Factorization (NTF) based on the CP model was
proposed in [Krijnen and Berge, 1992; Paatero, 1997; Reis et al., 2001] and
optimized using multiplicative updates in [Welling and Weber, 2001] naming
the decomposition Positive Tensor Factorization (PTF). Much focus has been
given to this type of decomposition lately as, contrary to the unconstrained
CP model, NTF cannot degenerate [Lim and Golub, 2006], see also ﬁgure 3.3
while the decomposition as for NMF yield easily interpreted part based repre-
sentations [Mørup et al., 2008b]. A fully non-negative Tucker decomposition
was proposed in [Mørup et al., 2008b] in combination with sparseness con-
straints to solve for the non-uniqueness of the decomposition forming the sparse
non-negative Tucker (SN-TUCKER), see Figure 3.4. In [Mørup et al., 2006a;
Griskova et al., 2007; Arnfred et al., 2007; Mørup et al., 2008b; Arnfred et al.,
2008] we demonstrated the usefulness of these types of decompositions when
analyzing wavelet transformed event related EEG data. We further developed
the toolbox www.erpwavelab.org described in [Mørup et al., 2007a] for this
purpose, see Figure 3.5.
3.4.4 Sparse CP and Tucker
An inherent problem for non-negative CP is that there is no guarantee of unique-
ness of the decomposition, i.e. several positive rank (p-rank) decompositions
exists for a tensor with p-rank r [Lim and Golub, 2006]. Thus, to alleviate this
uniqueness issue for the CP model imposing sparseness is useful. As the Tucker
model is not unique sparseness can improve the uniqueness of the decomposition
as well as its interpretability along the lines of the Orthomax rotation of the core
array. Finally, regularization in the CP model is known to alleviate degeneracy
[Paatero, 2000]. Thus, we proposed in [Mørup et al., 2008b] to impose sparse-
ness in the Tucker model and as such also in the CP model as a special case.
We further demonstrated how imposing sparseness on the core can help select
which model is the most appropriate for the data, Tucker or CP, see Figure 3.4.
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Figure 3.4: Analysis of the Inter Trial Phase Coherence (ITPC) data of EEG
consisting of 14 subjects undergoing weight change of left hand during odd trials
and right hand during even trials (for details on this data and the ITPC measure
consult [Mørup et al., 2006b]). Top left panel: Example of result obtained
when analyzing the data using SN-TUCKER. Top middle panel: Result when
imposing sparseness on the core (sparsity strength β = 1, range of data [0;0.4]).
Top right panel: The results obtained from the non-negative CP model corre-
sponding to a ﬁxed core having ones along the diagonal. Bottom left panel:
The results obtained using HOSVD. Bottom middle panel: Results obtained
using the Standard Tucker procedure provided by the N-way toolbox [Bro and
Andersson, 2000] without constraints. Bottom right panel: Results obtained
when imposing non-negativity on all the loadings but not on the core. Notice
how the fully non-negative decomposition gives a more part based representa-
tion since no cancellation between components are allowed. Notice also how
imposing sparseness on the core makes the Tucker decomposition resemble the
CP decomposition.
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Figure 3.5: Screen shot of www.erpwavelab.org a toolbox for multi-channel
analysis of wavelet transformed event related EEG data. One of the core features
of the program is decomposition and visualization of the data through Non-
negative Matrix and Tensor Factorization (NMF and NTF). For a thorough
description of the toolbox see [Mørup et al., 2007a].
3.5 Other Tensor Decomposition models
In a sense the CP and Tucker model can be considered two extremes. The CP
restricting the core to be diagonal, the Tucker the core to be arbitrary. By
imposing constraints on the core a whole range of model between the two can
be derived. However, a multitude of tensor decompositions that can not be
considered simple restrictions on the Tucker core also exist. We will presently
consider but a few of these.
3.5.1 PARAFAC2
The PARAFAC2 model was proposed in [Harshman, 1972b] and reads
X(k) ≈ U (k) diag(Sk,:)V >
where U (k) ∈ RI(k)1 ×D. Thus, the collection of data X(k) can vary in size across
the ﬁrst mode. PARAFAC2 is not unique without additional constraints since
U (k) diag(Sk,:)V > = (U (k) diag(Sk,:)Q−1D−1)D(V Q)> = Û
(k)
diag(Ŝk,:)V̂
>
Consequently, to improve the uniqueness properties, Harshman [1972b] imposed
the constraint U (1)
>
U (1) = U (2)
>
U (2) = . . . = U (K)
>
U (K) requiring the
components of the ﬁrst mode to have same covariance. The beneﬁt of the
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Figure 3.6: Left panel: The PARAFAC2 model allow data to vary in size over
the ﬁrst modality while decomposing the data into loadings such that each in-
dex of the third modality have speciﬁc loadings pertaining to the ﬁrst modality
such that only the covariance of these loadings have to be consistent. Middle
panel: The DEDICOM model models an asymmetric relationship between the
ﬁrst and second modality of the data. Thus, the loadings of ﬁrst and second
mode are identical while the matrix indicated in red captures their asymmetric
relationship. Right panel: The PARATUCK2 model also models an asym-
metric relationship here between two potentially diﬀerent types of modalities
while the number of components used for the ﬁrst and second modality can
diﬀer. Notice, two types of loadings are here used to model the third modality.
Considering the blue, red and green matrices as one large core array the model
corresponds to the Tucker2 model.
PARAFAC2 model is that the dimension of one mode can vary over another
mode, hence, the model relaxes the tensorial structure of the data. Further-
more, components across the ﬁrst mode can vary in structure for instance due
to component shifts or warping as long as the covariance of the components
remain the same. Thus, the PARAFAC2 model adds important ﬂexibility to
the CP model [Bro et al., 1999] while uniqueness of the decomposition is still
guaranteed.
3.5.2 DEDICOM, Tucker2 and PARATUCK2
Decomposition into directional components (DEDICOM) was proposed in [Harsh-
man, 1978]. The model is given by
X(k) = A diag(Dk,:)R diag(Dk,:)A>.
The model is motivated by data that reﬂects an asymmetric relationship between
two identical modalities. For instanceX(k) could be a document-document link
matrix and k index over time. Then A would denote document groups that are
asymmetrically related through R such that each component A is present to
degree D across time. The model has been generalized to the PARATUCK2
model [Harshman and Lundy, 1996] given by
X(k) = A diag(Sk,:)R diag(T k,:)B>
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Hence the model considers instead interactions between two possible diﬀerent
sets of objects where A ∈ RI1×D and B ∈ RI2×R pertain to each set of objects
respectively and R ∈ RD×R denotes their asymmetric relationship. The name is
derived from the fact that this decomposition can be considered as a combination
of CP and the so-called Tucker2 model, where the Tucker2 model is given by
the Tucker model having one of the loadings set to identity.
Richard A.
Harshman
(1943-2008)
Richard Harshman was a great innovator of tensor decom-
position and has fathered several important models apart
from the PARAFAC model also the PARAFAC2 model,
DEDICOM model, PARATUCK2 model and the ShiftCP
model (see next chapter). Furthermore, he was one of
the ﬁrst to propose Latent Semantic Indexing [Deerwester
et al., 1990].
3.6 Summary
While a multitude of tensor decomposition models have been presented, we have
also seen that for these types of decompositions - simplicity of the representa-
tion is an important guiding principle. Furthermore, we have demonstrated how
techniques from matrix analysis through the matrizicing, Khatri-Rao and Kro-
necker product operations can be used for the analysis of data with tensorial
structure. Tensor decomposition is a ﬁeld of growing attention and there are
still many open problems to solve ranging from ﬁnding the best rank approx-
imation, generalizing properties of the SVD to tensors and resolve the issues
in terms of degeneracy in the CP model as well as correctly incorporating the
tensorial structure of the data when imposing constraints such as independence.
Chapter 4
Decomposition with
Invariance
Plato's Theory of Forms asserts that Forms (or Ideas), and not the
material world of change known to us through sensation, possess the
highest and most fundamental kind of reality.
(source: www.Wikipedia.org)
"It's all quite loopy from a modern perspective. But if your strip
away the high-ﬂown metaphysics, you can see that he (Plato) was
really talking about invariance. His system of explanation was wildly
oﬀ the mark, but his intuition that this was one of the most important
questions we can ask about our own nature was a bull's eye"
- Jeﬀ Hawkins On Intelligence
In this chapter we will consider extensions of the factor analysis model incorpo-
rating various types of invariance. Often the factor model is too restrictive and
extensions are required to well capture the underlying structure of the data. One
such common violation of the factor model is shifts in the component proﬁles
due, for instance, to time delays between the sources and receivers. This is the
focus of section 4.1. Another violation is reverberation such that the sources are
repeated in some systematic way. This is addressed in the convolutive models of
section 4.2. Finally, the data can be formed through sources that are manipu-
lated through more general transformations than shifts. This will be treated in
section 4.3 where we will pay particular attention to invariance of 2D rotation.
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An important algorithmic framework for this chapter is the Time-Frequency
Gradient Method tfgm described in Box 4 we proposed in [Mørup et al., 2007c]
and formalized in [Madsen et al., 2008]. The method forms a framework to
perform optimization in the time domain while taking advantage of model rep-
resentation in the frequency domain.
Box 4: Time-Frequency Gradient Method (tfgm)
For objective functions, C, of the form
C =
∑
t
ft(xt) +
1
J
∑
f
gf (x˜f ), (4.1)
where ft and gf are real valued functions of the real and complex variables
xt and x˜f such that x˜ = F(x) the gradient with respect to xt and x˜f can
be written as
∂C
∂xt
= f ′t(xt) +
1
J
∑
f
g′f (x˜f )e
i2pi fJ t = f ′t(xt) + F−1(g′)t,
∂C
∂x˜f
=
∑
t
f ′(xt)e−i2pi
f
J t + g′f (x˜f ) = F(f ′)f + g′f (x˜f ).
Thus, the gradients of C can be converted arbitrarily between the time
and frequency domain.
Due to Parseval's identity the following holds∑
i,j
‖xj −Asj‖2F = 1J
∑
i,f
‖x˜f − A˜s˜f‖2F . (4.2)
Thus, the least square error in the time and frequency domain both have the
form given in (4.1). For convenience, we presently index the zero frequency x˜0.
4.1 Shifted Models
Assuming a reverberation-free environment with propagation delays form the
Shifted Factor Analysis (SFA) model
Xi,j ≈
∑
d
Ai,dSd,j−τ i,d . (4.3)
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In [Harshman et al., 2003a] strong support was found for the conjecture that the
incorporation of shifts can strengthen the model enough to make the parameters
identiﬁable up to scaling and permutation (essential uniqueness). As demon-
strated in Figure 4.3 this conjecture is not correct when allowing for arbitrary
shifts. Indeed, the model is, as for regular factor analysis, ambiguous. In the
complex domain the model reads
x˜f ≈ A˜
(f)
s˜f . (4.4)
where A˜
(f)
= A • e−i2pi fJ τ . Hence, the alternative model A˜′(f) = A˜(f)W˜ (f),
s˜′f = W˜
(f)−1
s˜f gives just as good an approximation, i.e. x˜f ≈ A˜
(f)
s˜f =
A˜′
(f)
s˜′f . Such that W˜
(f)
= W • e−i2pi
f
J τˆ is an invertible rotation, scaling and
shift matrix.
Assume the inverse of W˜
(f)
is also a rotation, scaling and shift matrix, i.e.
W˜
(f)−1
= V • e−i2pi
f
J τˇ . Since W˜
(f)
W˜
(f)−1
= I, we ﬁnd
∑
d′′
W d,d′′V d′,d′′e
−i2pi fJ (τˆd,d′′+τˇd′,d′′ ) =
{
0 for d 6= d′∀ f
1 for d = d′∀ f
From f = 0 we obtain the relation V = W−1. For the remaining frequencies
this expression can only be valid if τˆ dd′′ + τˇ d′′d = 0 (diagonal elements) and
τˆ dd′′ + τˇ d′′d′ = kdd′ (oﬀ diagonal elements) where kdd′ denotes an arbitrary
constant. The ﬁrst relation gives the constraint that τˆ = −τˇT . The second
relation further constraints all the elements of the columns of τˆ to be equal.
Thus the ambiguity is given by W˜
(f)
= [W diag(e−i2pi
f
J τ̂ )]. Where τ̂ is a
vector describing the shift ambiguity while W gives the ambiguity in terms of
mixing strengths.
Prior to the work of [Harshman et al., 2003a,b] Bell and Sejnowski [Bell and
Sejnowski, 1995] sketched how to handle time delays in networks based on a
model similar to equation 4.3. This was further explored in [Torkkola, 1996].
In [Emile and Comon, 1998] a diﬀerent model based on equally mixed sources,
i.e. A = 1, formed by moving averages incorporated non-integer delays by
signal interpolation. Yeredor [Yeredor, 2003] solved the SFA model by joint
diagonalization of the source cross spectra based on the AC-DC algorithm with
non-integer shifts for the 2× 2 system. This approach was extended to complex
signals in [Yeredor, 2005].
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(a) shifted ICA problem (b) shifted NMF problem
Figure 4.1: Left panel: Example of activities obtained (black graph) when
summing three components (gray, blue dashed and red dash-dotted graphs)
each shifted to various degrees (given in samples by the colored numbers).
Clearly, the resulting activities are heavily impacted by the shifts such that
a regular instantaneous factor analysis based decomposition would be inade-
quate. Right panel: Example of activities obtained (black graph) when sum-
ming three non-negative components (gray, blue dashed and red dash-dotted
graphs) each shifted to various degrees (given in samples by the colored num-
bers). Clearly, the resulting activities are again heavily impacted by the shifts
such that a regular instantaneous analysis of these non-negative components
also would be inadequate.
4.1.1 Shift Invariant Subspace Analysis
In the following we describe the Shift Invariant Subspace Analysis (sisa) pro-
posed in [Mørup et al., 2007b]. sisa ﬁnds a subspace that accounts for as much
of the variation possible in the SFA model similarly to the SVD of regular factor
analysis. The sisa is based on alternatingly solving for A, S and τ .
A update:
Let S˜
(n)
d,f denote the delayed version of the source signal S˜d,f to the i
th channel,
i.e. S˜
(n)
d,f = S˜d,fe
−i2pi fJ τ i,d . Then the SFA model can be restated as
Xi,: ≈ Ai,:S(i), (4.5)
This is the regular factor analysis problem giving the update
Ai,: = Xi,:S(i)
†
. (4.6)
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S update:
According to equation 4.4, sf can be estimated as
s˜f = A˜
(f)†
x˜f . (4.7)
Although, S is updated in the frequency domain the updated version has
to remain real when taking the inverse DFT. For S to be real valued the
following has to hold
s˜J−f = s˜∗f , (4.8)
where ∗ denotes complex conjugate. This constraint is enforced by updating
the ﬁrst bJ/2c + 1 elements, i.e. up to the Nyquist frequency, while setting
the remaining elements according to equation 4.8.
Non-integer delays in τ can be estimated through the Newton-Raphson proce-
dure described in Box 4.1.1a. However, this iterative update is sensitive to local
minima, see Figure 4.2. Thus, to improve the algorithm from being stuck in
suboptimal solutions integer shifts for τ is estimated by the cross-correlation
procedure given in Box 4.1.1b.
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Box 4.1.1a: Newton-Raphson update for τ
The least squares error for the model stated in equation 4.4, is given by
Cls = 1M
∑
f
(x˜f − A˜
(f)
s˜f )H(x˜f − A˜
(f)
s˜f ), (4.9)
where H denotes the conjugate transpose. Deﬁne T ID×1 = vec(τ ), i.e. the
vectorized version of the matrix τ such that T i+(d−1)I = τ i,d. Let further
Q˜i,d,f = A˜
(f)
i,d S˜d,f , e˜f = x˜f − A˜
(f)
s˜f . (4.10)
Then the gradient of Cls with respect to τ i,d is given as
gi+(d−1)I =
∂Cls
∂T i+(d−1)I
= ∂Cls∂τ i,d =
−1
J
∑
f
2ω=[Q˜i,d,f E˜
∗
n,f ]
The Hessian has the following structure
Hi+(d−1)I,i′+(d′−1)I =
{ −2
J
∑
f ω
2<[Q˜i,d,f Q˜∗i′,d′,f ] if i 6= i′ ∧ d 6= d′
−2
J
∑
f ω
2<[Q˜i,d,f (Q˜∗i′,d′,f + E˜
∗
i′,f )] if i = i
′ ∧ d = d′
As a result, τ can be estimated using the Newton-Raphson method
T ← T − ηH−1g,
where η is a step size parameter that is tuned to keep decreasing the cost
function.
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Figure 4.2: Four runs illustrating how using the cross-correlation (cc) proce-
dure every 20th iteration in combination with the Newton-Raphson (nr) update
(blue curve) rather than relying solely on the nr update to estimate the delays
(red curve) improves the algorithm from getting stuck in suboptimal solutions.
Whereas the nr method alone does not identify the global minima, this is found
in 3 out of the 4 trials when re-estimating the delays using the cc procedure.
Notice, how the sudden jumps in the curves using the cc procedure are initiated
at the iterations where the cross-correlation was used to re-estimate the delays.
Box 4.1.1b: Cross-correlation procedure for τ update
Let
R˜i,f = X˜i,f −
∑
d 6=d′
A˜
(f)
i,d S˜d,f ,
i.e., the signal at the ith sensor at frequency f when projecting all but the d′
source out of X˜. Then the least squares objective can be written as
1
2
∑
f
‖X˜f − A˜
(f)
s˜f‖2F =
1
2
∑
i,f
‖R˜i,f − A˜
(f)
i,d′S˜d′,f‖2F
=
1
2
∑
i,f
‖R˜i,f‖2F − 2R˜
∗
i,fAi,d′S˜d′,fe
−i2pi fJ τi,d′ + ‖Ai,d′S˜d′,f‖2F
Thus, the optimal value of τ i,d′ is given as the maximal absolute cross-
correlation between the d′ source and ith sensor given as c˜f = R˜
∗
i,f S˜d′,f .
Hence, τ i,d′ can be estimated as
τ i,d′ = t− (J + 1) where t = arg max
j
|cj |,
Ai,d′ =
ct
Sd′,:S
T
d′,:
.
The corresponding value of Ai,d′ is also given above.
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Figure 4.3: Results obtained by a shift invariant subspace analysis (sisa). Left
panel: The true factors forming a synthetic data set. To the left, the strength of
the mixingA of each source is indicated such that the mixing strength is given by
the size of the white and black areas where white is positive and black negative
mixing. In the middle, the three sources are shown and to the right is given the
time delays of each source to each channel. Right panel: The estimated factors
obtained by sisa. Although, all the variance is explained the decomposition has
not identiﬁed the true underlying components but an ambiguous mix. Clearly,
as for regular factor analysis the Shifted Factor Analysis model is not unique
thus additional constraints are required to resolve the ambiguities inherent in
the model.
4.1.2 Shifted Independent Component Analysis
As for regular factor analysis the ambiguities of the Shifted Factor Analysis
(SFA) can be resolved imposing independence on the sources forming the shifted
independent component analysis (sica). We will here consider the maximum
likelihood (ML) method for imposing independence. In the framework of ML a
non-gaussian distribution on the sources is assumed such that ambiguity can be
resolved up to the trivial ambiguities of scale, permutation and source shifting
relative to the time delays, see also section 2.3.
Deﬁne, u˜f = W˜
(f)
s˜f , i.e. the sources at frequency f when transformed accord-
ing to the rotation and shift ambiguity described in section 4.1. The ambiguity
can be resolved by maximizing the log-likelihood assuming the (non-gaussian)
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Figure 4.4: Result obtained using the sica on the decomposition found using
sisa. By imposing independence, e.g., requiring the amplitudes in the frequency
domain to be sparse, the rotation and shift ambiguity inherited in the model is
resolved. Clearly, the true underlying components and their respective mixing
are correctly identiﬁed. However, a local minima has been found, resulting in
errors in the estimation of the delays particularly for the ﬁrst component.
Laplace distribution p(u˜d,f ) ∝ e−|U˜d,f |, i.e.
p(s˜f |W , τ̂ ) =
∏
f
p(s˜f |W , τ̂ ) =
∏
f
|det(W˜ (f))|p(W˜ (f)s˜f )
Such that the log-likelihood as a function of W and τ̂ becomes
L(W , τ̂ ) =
∑
f
ln |det(W˜ (f))| −
∑
d
|W˜ (f)s˜f |d
By maximizing L(W , τ̂ ), W and τ̂ is estimated and a new unambiguous S
solution found by s˜SICAf = W˜
(f)
s˜SISAf . The corresponding mixing and delays
can be estimated alternating between the A and τ update given in section 4.1.1.
We initialized A as A = AW−1 and τ i,d by the cross-correlation procedure.
In Figure 4.4 is given the components found resolving the ambiguities using the
above sica.
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4.1.3 Shifted Non-negative Matrix Factorization
The Shifted Non-negative Matrix Factorization (ShiftNMF) proposed in [Mørup
et al., 2007c] is given by
Xi,j ≈
∑
d
Ai,dSd,j−τ i,d .
where X ≥ 0, A ≥ 0 and S ≥ 0. The model was motivated in [Mørup et al.,
2007c] considering the use of NMF on data such as magnetic resonance spec-
tra [Du et al., 2005], data obtained using astronomical spectrometers for the
identiﬁcation and classiﬁcation of space objects [Pauca et al., 2006] and data of
ﬂuorescence spectra [Gobinet et al., 2004]. For these types of data, the Shift-
NMF model is potentially useful since shift in the spectral proﬁles often occurs
for instance as a result of the Doppler eﬀect. Furthermore, NMF has proven
useful for extracting intensity proﬁles over time from biomedical data such as
PET imaging [Lee et al., 2001; Kim et al., 2001; Bödvarsson et al., 2007]. Here,
potential delays in the onset of the various proﬁles can also be handled by the
ShiftNMF model.
The non-negativity constraint is not transparent in the frequency domain. Thus,
a method combining the apparent representation of non-negativity in the time
domain with the eﬃcient implementation of shifts in the frequency domain is
desired. We recall that the least squares objective of the ShiftNMF model can
be written as
CLS(A,S) =
1
2J
∑
f
‖x˜f − A˜
(f)
s˜f‖2F .
Thus, in the frequency domain the objective is separable over frequencies such
that we can use the tfgm given in Box 4 to combine the above eﬃcient frequency
representation with non-negativity constraints residing in the time domain. The
gradient of the least squares cost function in the frequency domain is
g˜f =
∂CLS
∂S˜f
= − 1
J
A˜
(f)H
(x˜f − A˜
(f)
s˜f ).
By applying the IDFT on the gradient in the frequency domain the corre-
sponding gradient in the time domain is obtained. Splitting the gradient in
the frequency domain into what constitutes the positive and negative part of
the corresponding gradient in the time-domain gives
g˜+f =
1
J
A˜
(f)H
A˜
(f)
s˜f ,
g˜−f =
1
J
A˜
(f)H
x˜f .
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(a) True components (b) Est. comp. NMF (c) Est. comp. ShiftNMF
Figure 4.5: Left panel: The true factors forming the synthetic data (X ∈
R9×1400). To the left, the strength of the mixing A of each source is given by
the size of the white areas. In the middle, the three sources are shown and
to the right is given the time delays of each source to each channel. Middle
panel: Results obtained by conventional instantaneous NMF for the generated
synthetic data. Clearly, the model cannot account for the shifts in the data
hence the sources are incorrectly identiﬁed, thus, only 68 % of the variance of
the data can be accounted for. Right panel: The estimated factors obtained
by a ShiftNMF analysis. Clearly, the model with shifts has correctly recovered
the components of the synthetic data hence accounts for all the variance in the
data.
Consequently, by taking the IDFT of G˜+ and G˜− the corresponding positive and
negative part of the gradient in the time-domain are found. As a result, S can
be updated using multiplicative updates in the time domain, hence, enforcing
non-negativity through the update
S = S •
(
G−
G+
).α
.
A can be estimated using regular factor analysis according to (4.6) thus non-
negativity can be imposed straight forward using for instance the nnqp given
in Algorithm 2.4 or using multiplicative updates. τ can be estimated using
the Newton Raphson and Cross-correlation procedure given in Box 4.1.1a and
4.1.1b.
In Figure 4.5 we demonstrate the usefulness of the ShiftNMF over regular in-
stantaneous NMF when shifts are present in the data.
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4.1.4 Shifted Sparse Coding
The Shifted Sparse Coding model (ShiftSC) is given by
Xi,j ≈
∑
d
Ai,dSd,j−τ i,d .
where S is sparse. A and τ can be updates as described in the section on sisa
such that the components of A have unit l2-norm based on the normalization
invariance approach given in section A.1.3.2. We presently consider sparseness
as imposed using the Laplace prior, i.e. given by a l1-norm penalty term
C(A,S) =
1
2J
∑
f
‖x˜f − A˜(f)s˜f‖2F + λ‖S‖1.
Thus, in the frequency domain the least squares error is again separable over
frequencies, however, the sparseness constraint resides in the time domain. The
gradient of the least squares error in the frequency domain is
g˜LSf = −
1
J
A˜(f)
H
(x˜f − A˜(f)s˜f ).
Using the tfgm we now ﬁnd the gradient of the cost function including the
l1-norm penalty
∇SC = F(G˜LS) + λ sign(S).
As a result, S can be updated according to the gb-sc given in Algorithm 2.5.
4.1.5 Shifted CP
The Shifted Factor Analysis was generalized to the CP model in [Hong and
Harshman, 2003; Mørup et al., 2008a]. The model was in [Mørup et al., 2008a]
motivated considering NeuroImaging data. For NeuroImaging data it is custom-
ary, prior to or post averaging over trials, to decompose the data using various
types of factor analysis based decompositions, i.e.
Xi,j ≈
D∑
d
Ai,dBj,d
where we for convenience here write B instead of S [Donchin and Heey,
1978; Makeig et al., 1996, 1997, 2002; McKeown et al., 1998, 2003]. For Elec-
troencephalography (EEG) and functional Magnetic Resonance Imaging (fMRI)
data the recorded data can be represented by the channel/voxel by time ma-
trix X ∈ RI×J . The decomposition above then describes the data as a sum
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of components separated into time proﬁles Bd with corresponding spatial to-
pographies Ad. However, since modeling the data by this factor analysis type
decomposition is ambiguous additional constraints which are not necessarily
physiologically justiﬁed have to be imposed. Forming a decomposition based on
factor analysis where each component varies in strength over trials yields the
CP model
Xi,j,k ≈
D∑
d
Ai,dBj,dCk,d,
where Cd gives the degree in which the proﬁle time series Bd with spatial
topography Ad is present throughout the various trials. As described in chapter
3 the CP model is unique under mild conditions. Conditions that, in the presence
of noise in the data, are practically always satisﬁed. Consequently, modeling
repeated trials by CP in theory not only improves the component identiﬁcation
but also resolves the ambiguities encountered when modeling the data by (2-
way). Notice, the application of CP to EEG was already suggested in the original
paper on CP [Harshman, 1970] and later reinvented by Möcks [1988] naming the
model topographic component analysis. In Andersen and Rayens [2004] it was
further demonstrated how the CP model is useful in the analysis of neuroimaging
data such as fMRI [Andersen and Rayens, 2004]. Additional applications of
multi-way modeling in EEG and fMRI include [Möcks, 1988; Field and Graupe,
1991; Wang et al., 2000; Beckmann and Smith, 2005; Miwakeichi et al., 2004;
Mørup et al., 2006a; De Vos et al., 2007; Acar et al., 2007].
Unfortunately, in the above analysis degenerate solutions as described in chapter
3 are known to occur. This makes the CP estimation unstable, slow in conver-
gence and diﬃcult to interpret since the components are dominated by strong
cancelation eﬀects between the various components in the model [Harshman and
Lundy, 1984]. It has been argued in a number of papers that the degenerate solu-
tions might be explained by components being delayed with respect to each other
[Field and Graupe, 1991; Andersen and Rayens, 2004; Harshman et al., 2003a;
Hong and Harshman, 2003]. To overcome degeneracy, orthogonality [Field and
Graupe, 1991] or independence [Beckmann and Smith, 2005] has been imposed
or the signal analyzed considering purely additive models based on analysis of
amplitudes in a spectral representation [Miwakeichi et al., 2004; Mørup et al.,
2006a]. However, if shifts are causing degeneracy it is more natural to extend
the CP model to account for shifts rather than resorting to constraints such as
orthogonality or independence that are not necessarily physiologically justiﬁed.
Furthermore, the degeneracy into proﬁles which resemble pairs of functions and
their derivatives such as pairs of cosine and sine functions as found in [Field and
Graupe, 1991] gives strong indication that the data should be decomposed by
a model accounting for shifts rather than models based on instantaneous mix-
ing. Finally, for fMRI data shifts naturally occur due to hemodynamic delay
[Buxton et al., 1998] while for EEG data onset changes of physiological activity
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unrelated to the event such as eye blinks cause delays across the trials. The
ShiftCP model (shifted over third mode) reads
Xi,j,k ≈
D∑
d
Ai,dBj−τk,d,dCk,d
such that each time proﬁle Bd is shifted according to the index of the third
mode τ k,d time-samples. The ShiftCP model is illustrated in Figure 4.6.
Figure 4.6: As described in chapter 3 the CP model can be considered a straight-
forward generalization of 2-way (matrix) decomposition (left panel) to arrays of
more than two modalities (middle panel). Thus, the data is described by an
outer product of factors pertaining to each of the modalities. The ShiftCP
model extends the CP model to allow for shifts to occur over the second mode
such that for each index of the third mode the component of the second mode
is shifted a given amount (right panel).
In the frequency domain the ShiftCP model is given by
X˜i,f,k ≈
D∑
d
Ai,dB˜f,dCk,de
−i2pi fJ τk,d .
Let B˜
(k)
f,d = B˜f,d • e−i2pi
f
J τk,d , i.e. B˜ componentwise shifted according to the
delays to the kth channel. Let further Zj+k(J−1),d = Ck,dB
(k)
j,d , i.e. the Khatri-
Rao product between C and the shifted version of B.
Using the n-mode matricizing and the Khatri-Rao product we can as for regular
CP state the estimation of A, B and C as a sequence of ordinary factor analysis
problems
X(1) ≈ AZT ⇒ A←X(1)ZT
†
X˜(2)f,: ≈ B˜f,:(C˜
(f) A)T ⇒ B˜f,: ← X˜(2)f,:(C˜
(f) A)T †
X(3)k,: ≈ Ck,:(B(k) A)T ⇒ Ck,: ←X(3)k,:(B(k) A)T
†
Since the estimation is stated as regular factor analysis problems non-negativity
constraints for A and C can be imposed for instance using the nnqp given
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in Algortihm 2.4. As the estimation is based on regular factor analysis it is
also straight forward to derive the corresponding ShiftCP algorithms forming
a shifted Non-negative Tensor Factorization (ShiftNTF) as well as a Shifted
Sparse Coding model for tensors.
For the update of τ the following cross-correlation similar to the procedure
derived for the sisa given in Box 4.1.1b can be derived. Let
R(3)d′k,:
= X(3)k,: −
∑
d6=d′
Ck,d(B
(k)
d Ad)T ,
i.e. Rd
′
(3)k,:
is the remaining signal at the kth row when projecting all but the
d′th source out of X(3). Notice, with this notation the least squares error can
be rewritten as∑
k
‖X(3)k,: −
D∑
d
Ck,d(B
(k)
d Ad)T )‖2 =
∑
k
‖Rd′(3)k,: −Ck,d′(B
(k)
d′ Ad′)T ‖2
= ‖Rd′(3)k,:‖2 −Ck,d′
∑
j
Bj−τk,d′ ,d′
∑
i
Rd′i,j,kAi,d′ + ‖Ck,d′(B(k)d′ Ad′)T ‖2.
The ﬁrst and third term is independent of τ k,d′ . Thus, the least square error is
minimized when the second term is maximized. Since Ck,d′ is a constant this
can be omitted such that we get
r(k,d
′)
j =
∑
i
Rd′i,j,kAi,d′
c˜k,d′(f) = r˜
(k,d′)∗
f B˜f,d′ .
τ k,d′ can now be estimated as
τ̂ k,d′ = arg max
t
|ck,d′(t)|
τ k,d′ = τ̂ k,d′ − (J + 1).
I.e. as the delay corresponding to maximum absolute cross-correlation between
r(k,d
′)-the time proﬁle of the residual for the d′ component and bd′ -the com-
ponent time proﬁle. The value of Ck,d′ corresponding to this delay is given
by
Ck,d′ =
ck,d′(τ̂ k,d′)
BTd′Bd′
.
If C is constrained positive only positive values of ck,d(t) is considered. The
above procedure can only estimate integer delays. However, by minimizing the
least squares error in the complex domain with respect to τ a gradient and
Hessian can be calculated such that non-integer delays can be estimated for
instance by the Newton-Raphson procedure given in Box 4.1.1a.
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The number of components for the ShiftCP model can for instance be estimat-
ing using the CorConDiag given in section 3.3 based on the following Tucker
extension of the ShiftCP model
Xi1,i2,i3 ≈
∑
d1,d2,d3
Gd1,d2,d3AShiftCPi1,d1 B
ShiftCP
i2−τShiftCPi3,d2 ,d2
CShiftCPi3,d3 .
Notice, the ShiftCP model is no longer by itself trilinear and as such evaluating
further deviation from trilinear structure in the Core may seem questionable,
however, in practice this approach worked well on controlled experiments us-
ing synthetic data [Mørup et al., 2008a]. Unfortunately, the rigorous proof of
uniqueness by Kruskal using k-rank given in equation 3.1 is involved. However,
the uniqueness assuming A, B and C all of full rank can be proven by consid-
ering the CP model in a slab representation as described in chapter 3. For the
kth slab the CP model reads
X(:,:,k) ≈ Adiag(Ck,:)BT = (AT )(T−1 diag(Ck,:)Q)(Q−1BT )
= Âdiag(Ĉk,:)B̂
>
.
Thus, if two solutions A,B,C and Â, B̂, Ĉ exists we recall that there must be
a mapping from one solution to the other given by T and Q. However, for this
mapping the term T−1diag(Ck,:)Q has to be diagonal for all k which when A,
B and C have full rank restricts T and Q to be simple scale and permutation
matrices [Harshman, 1972a; Möcks, 1988]. For the ShiftCP model we instead
have
X(:,:,k) ≈ A diag(Ck,:)B(k)
T
= (AT )(T−1 diag(Ck,:)Q)(Q−1B(k)
T
)
= Âdiag(Ĉk,:)B̂
(k)T
Where B
(k)
d = Bj−τk,d,d. Although, the CP model is extended such that B is
shifted (T−1 diag(Ck,:)Q) still has to remain diagonal for all values of k. This
again strongly restricts T and Q. The obvious ambiguities are scaling, permu-
tation, relative shift and onset as well as period of the time-series. In [Mørup
et al., 2008a] we tested the uniqueness of the decomposition by investigating
the similarity of 250 decompositions randomly initialized. We found that the 50
decompositions with lowest least square error were all identical.
4.2 Convolutive Models
While the shifted models of the previous section can account for speciﬁc delays
between the sources and sensors the convolutive models of this section can take
into account general reverberation of the sources.
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4.2.1 Convolutive ICA
In for instance real acoustic environments we expect reverberations. To account
for general delay mixing eﬀects, the ICA model has been generalized to convo-
lutive mixtures (cICA), see e.g., [Attias and Schreiner, 1998; Parra et al., 1998;
Anemuller et al., 2003]
Xi,j ≈
∑
τ,d
Aτi,dSd,j−τ , xj ≈
∑
τ
Aτsj−τ .
Here Aτ is a ﬁlter that accounts for the presence of each source in the sensors at
time delay τ . The Shifted Factor model, thus is a special case of the convolutive
model where the ﬁlter coeﬃcients Aτi,d = Ai,d if τ i,d = τ else A
τ
i,d = 0. In the
frequency domain this convolutive extension can be expressed as
X(w) = A(w)S(w)
Thus, in the frequency domain the convolutive ICA problem becomes a regular
ICA type decomposition for each frequency. However, due to scale and per-
mutation ambiguity expressed through the matrix P (w) the solutions Â(w) =
A(w)P (w)−1 and Ŝ(w) = P (w)Ŝ(w) are equally good. Thus, there is an in-
herent problem relating the components obtained for each frequency to each
other. A range of solutions have been proposed to solve for this scale and per-
mutation problem based on optimizing for consistency of the ﬁlter coeﬃcients
or consistency of the spectrum of the recovered signals [Syskind et al., 2007].
Alternative methods have estimated the model in the time domain exploiting
that the problem can be stated in terms of Toeplitz structured matrices. A
thorough survey of convolutive ICA methods both in the time and frequency
domain can be found in [Syskind et al., 2007].
4.2.2 Convolutive NMF
The convolutive NMF (cNMF) model ﬁrst proposed in [Smaragdis, 2004] is given
by
Xi,j ≈
∑
τ,d
Aτi,dSd,j−τ , xj ≈
∑
τ
Aτsj−τ .
where X ≥ 0, A ≥ 0 and S ≥ 0. This model has been used to analyze the
absolute spectrogram of music signals [Smaragdis, 2004] based on multiplicative
updates. In [FitzGerald and Coyle, 2006] the model was extended to stereo and
multi-channel signals forming the convolutive non-negative CP model given by
Xi,j,k ≈
∑
τ,d
Aτi,dBj−τ,dCk,d.
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In [Schmidt and Mørup, 2006; Mørup et al., 2008e] the cNMF model was gen-
eralized to form a 2D convolution as well as extended to the CP model forming
a convolutive CP (cCP) based on the model
Xi,j,k ≈
∑
τ,φ,d
Aφ,τ,dBi−φ,j−τ,dCk,d.
Also this model was estimated using multiplicative updates. To handle the over-
completeness of the representation when including many lags τ and φ sparseness
was imposed on one of the modes. The model was used in [Schmidt and Mørup,
2006; Mørup et al., 2008e] to analyze image and sound data, see Figure 4.8.
4.2.3 Convolutive Sparse Coding
Convolutive Sparse Coding (cSC) is equivalent to the convolutive ICA model
but rather than imposing independence, S is constrained to be sparse. Thus,
the convolutive Sparse Coding (cSC) model reads
Xi,j ≈
∑
τ,d
Aτi,dSd,j−τ , xj ≈
∑
τ
Aτsj−τ .
where S is sparse. This model was originally motivated to form representations
that were invariant under temporal shifts, i.e. if the ﬁlterAτ constitutes a signal
across time τ then the sparse code S will denote the onset of this signal and
as such can code for temporal shifts in these feature signals, see also [Lewicki
and Sejnowski, 1999; Blumensath and Davies, 2004b; Smith and Lewicki, 2005;
Blumensath and Davies, 2004a]. In [Olshausen, 2003] the model was generalized
to code video images.
In [Madsen et al., 2008] we explored that the model is separable in the frequency
domain and can be optimized using the following objective of the form given in
(4.1)
C =
1
2J
∑
f
‖x˜f − A˜f s˜f‖2F − λ
∑
j
log(sp(sj)).
Where the ﬁrst term is the reconstruction error and second term the sparsity
penalty imposed with strength λ given by the sparse prior distribution sp. We
considered the Laplace prior given by sp(sj) ∝ e−‖sj‖1 forming a l1-norm reg-
ularization penalty. The sparsity in the time domain as well as regions where
the ﬁlter Aτ is zero is not transparent in a frequency domain representation.
However, the convolutive model is eﬃciently estimated in a frequency domain
representation. Thus, again the tfgm admits the beneﬁts of the representations
in the two domains. The gradient of the least squares error in the frequency
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domain is given by
∇A˜i,d,fC = −
1
J
(x˜i,f −
∑
d
a˜∗i,d,f s˜d,f )s˜
∗
d,f
∇S˜d,fClS = −
1
J
∑
i
x˜i,d,f (x˜i,f −
∑
d
a˜∗i,d,f s˜d,f )
Thus, the gradient in the time domain is given by
∇AτC = F−1(∇A˜C)τ
∇SC = F−1(∇S˜CLS) + λ sign(S)
Hence, by computing the gradient in the time domain it becomes transparent
how Aτ can be estimated such that only active regions of the ﬁlter Aτ are
updated. Notice, how the complexity of this approach does not increase when
increasing the ﬁlter length. Furthermore, the update in the time domain of
S enables the combination of sparseness constraint in the time domain with
eﬃcient representation in the frequency domain. While Aτ can be updated
using the normalization invariance approach described in section A.1.3.2, S can
be updated using the gb-sc algorithm described in section 2.5. In Figure 4.9
we demonstrate the cSC algorithm on the EEG-data set described in [Makeig
et al., 1999] based on a visual paradigm. We removed the three frontal electrodes
EOG1, EOG2 and FPz heavily confounded by eye artifacts prior to the analysis.
4.3 Rotation and Shift Invariant Sparse coding
While the previous sections considered various types of shift in the data we will
here consider more general transformation of the components. The approach
will be motivated by the representation of shifts and rotations of objects in the
processing of information in visual area 1 (V1) of the human brain, see also
[Mørup and Schmidt, 2008].
When we experience our surroundings, it is well known that our perception
does not alter when we move the head or change gaze. Thus, our brain man-
ages to interpret the world, despite the location and orientation of the objects
we navigate among. The visual area 1 (V1) in the visual cortex of the human
brain is retinotopically organized, such that neighboring regions of the retina
are also neighboring regions in V1 [Tootell et al., 1982]; however, the visual pro-
cessing in the human brain is also organized into orientation selective columns
[Albright, 1984; Hubel, 1995]. Here, a typical simple cell (typical simple cell
receptive ﬁelds are illustrated in Figure 4.10) responds best to some optimum
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stimulus orientation, and the response measured by the number of impulses, as
the receptive ﬁeld is passed through, falls oﬀ over 1020 degrees to either side
of the optimum, declining steeply to zero outside this region. If an electrode is
pushed through the cortex in a direction parallel to the surface, an amazingly
regular sequence of changes in orientation occurs. Every time the electrode
advances 0.05 millimeter, the preferred orientation shifts on average about 10
degrees clockwise or counterclockwise [Hubel, 1995]. Thus, it would be desirable
to take into account this highly organized structure of the visual processing in
the brain, both in terms of retinotopy as well as orientation selective columns
for the formation of rotation and shift invariant representations.
It is demonstrated in [Olshausen and Field, 1996] how Sparse Coding of image
patches results in Gabor like features, see also Figure 2.5, based on the following
model (equivalent to the factor analysis model) [Olshausen and Field, 1996,
1997]
I(k)(x, y) ≈
D∑
d=1
αk,dΨd(x, y).
where, I(k)(x, y) denotes the kth image patch of the same size as the desired
feature images, Ψd(x, y), and αd is the sparse code. Hence, image patches are
approximated by R(k)(x, y) =
∑D
d=1 αk,dΨd(x, y), i.e., a sparse linear combina-
tion of the feature images. Thus, the model is equivalent to the Sparse Coding
model given in (2.6) thus can be estimated by
arg min
α,Ψ
K∑
k=1
(D(I(k),R(k))− λ
D∑
d=1
log sp(αk,d))
where λ is a parameter, that deﬁnes the tradeoﬀ between reconstruction error
and sparseness of the code. D(·, ·) is a distance measure of the reconstruction
error, for example the least squares error, and sp is again the sparse prior
distribution of αk,d, for example given by the Laplace distribution sp(αk,d) ∝
e−|αk,d|.
In [Eggert et al., 2004; Wersing et al., 2003] it is demonstrated how the Sparse
Coding model can be extended to general transformation invariance of the fea-
ture images. The features are here invariant to a pre-speciﬁed set of operators,
Tr
Ik(x, y) ≈
D∑
d=1
R∑
r=1
αk,d,rTr(Ψd)(x, y).
These operators, Tr, account for any desired transformation within each patch,
such as scaling and rotation. The model is based on subdividing the image into
image patches; thus, a drawback of the above approach is that the extracted fea-
tures depend on how the image is subdivided, and the model cannot account for
simple transformations such as shifts without introducing redundant features.
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In [Mørup and Schmidt, 2008] we proposed the following model, that does not
rely on subdividing the image into patches, and allows the features to be invari-
ant to a given set of pre-speciﬁed transformations, Tr. Let I ∈ RX×Y be the
full image (without subdividing), then
I ≈
D∑
d=1
R∑
r=1
αd,r ∗ Tr(Ψd).
where ∗ denotes 2-dimensional convolution in valid regions, αd,r ∈ R(X+U−1)×(Y+V−1)
and Ψd ∈ RU×V . The above model is related to the convolutive Sparse Coding
model of the previous section, see also [Schmidt and Mørup, 2006; Mørup et al.,
2008e; Lewicki and Sejnowski, 1999; Lee et al., 2007; Blumensath and Davies,
2004a], with the extension of invariance to general transformations. The pro-
posed model directly implements shift invariance through 2-D matrix convolu-
tion, which can be eﬃciently implemented in the Fourier domain. In the follow-
ing, in addition to shift invariance, we consider invariance to rotation. Thus,
Tr denotes a rotation operator, such that Tr(Ψd) rotates the feature image,
Ψd, 2pi(r − 1)/R radians clockwise. From this formulation of shift and rota-
tion invariant Sparse Coding, a strong resemblance can be found between each
component of the sparse code and the retinotopic organization in the human
brain subdivided into orientation selective columns (see Figure 4.11). However,
contrary to the organization in the brain the above model explicitly enforces
the extracted features to be consistent across the visual ﬁeld. No such explicit
constraint is given for the processing of visual information in the brain.
To incorporate both shift and rotation invariance with respect to R diﬀerent ro-
tations, the sparse code, α ∈ R(X+U−1)×(Y+V−1)×R×D, becomes huge compared
to the previous shift and rotation dependent image decompositions, in which the
analyzed images were subdivided into image patches prior to the analysis, re-
sulting in a sparse code of size α ∈ RK×D. Thus, it is not feasible to solve for
the sparse code using traditional Sparse Coding algorithms based on computing
the Hessian matrix. Thus, in order to estimate the parameters of the model,
we used the memory eﬃcient gb-sc algorithm derived in [Mørup and Schmidt,
2008], see Algorithm 2.5c.
As we would like the model to extract features that are similar across various
diﬀerent images, we extended the model to N images of arbitrary size
I(n) ≈ R(n) =
D∑
d=1
R∑
r=1
α
(n)
d,r ∗ Tr(Ψd).
Hence, the nth image is modeled by a sparse code, α
(n)
d,r , convolved with the
pre-speciﬁed transformations of set of feature images, Tr(Ψd), that are shared
by all the N images.
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Using the least squares error for the reconstruction penalty and the Laplace
prior for the sparse code, we obtain the following objective
N∑
n=1
1
2
‖I(n) −R(n)‖2F + λ
∑
d,r
‖α(n)d,r‖1 (4.11)
Presently, we consider rotation invariant features, thus, r indexes a set of pre-
deﬁned rotation operators. For an illustration of this, see Figure 4.11 and 4.12.
The derivative of the objective function (4.11) with respect to α
(n)
d,r and Ψd is
∇α(n)d,r =
(
R(n) − I(n)
)
∗ Tpi(Ψd) + λ sign
(
α
(n)
d,r
)
, (4.12)
∇Ψd =
N∑
n=1
R∑
r=1
T−1r
(
R(n) − I(n)
)
∗ T−1r
(
Tpi
(
α
(n)
d,r
))
, (4.13)
where T−1r denotes the inverse rotation operator, and Tpi denotes rotation of 180
degrees. We implemented the rotation operator Tr using linear interpolation
between the image pixels. In image regions, where T−1r and Tr are not valid,
we zero padded the data. Ψd was updated such that ‖Ψd‖F = 1 using the
normalization invariance approach described in section A.1.3.2.
Figure 4.12 shows the result of a rotation and shift invariant sparse coding of
a synthetically generated dataset. The data consists of a number of bar and
C-shapes, randomly rotated between 20 uniformly distributed orientations over
the interval [0; 360◦[.
Figure 4.13 shows the results analyzing the natural images used in [Olshausen
and Field, 1996] based on shift-invariance and rotation-and-shift-invariance.
Whereas shift invariance alleviates redundancies in terms of shifts including
rotation invariance further removes redundancy to rotation. As a result, the
features extracted including rotation invariance more closely resemble simple
cell receptive ﬁelds than the Gabor-like features of Sparse Coding and shift in-
variant sparse coding. In the shift invariant model, we used 10 features with
feature image size 16 × 16. In the rotation and shift invariant model, we used
4 feature images of size 20 × 20 and 10 rotational representations covering the
interval [0; 180◦[ (due to rotation of the features the valid regions was compara-
ble to features of size 16× 16). The data set taken from [Olshausen and Field,
1996] consists of 10 natural images of size 512×512. Thus, the resulting sizes of
the sparse codes were (512 + 16− 1)× (512 + 16− 1)× 10× 1× 10 = 27, 772, 900
variables and (512+20−1)×(512+20−1)×10×10×4 = 112, 784, 400 variables
respectively.
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4.4 Summary
This chapter considered extensions of the factor analysis based decomposition
to handle delays as well as reverberation and general transformation of the
sources. Often the factor analysis based decomposition is too restricted, thus, it
is relevant to consider various extensions. As such we saw how the component
identiﬁcation improved when incorporating delays in the CP model and also how
features that more closely resemble simple cell properties could be obtained when
incorporating invariance to shift and rotation in the sparse coding of natural
images. Presently we considered only a very limited class of invariance, i.e.,
shift, reverberation and rotation. However, changes such as time warping and
more general non-linear transformations also form important extensions to the
factor analysis based decompositions [Tomasi, 2006].
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Figure 4.7: A 5 component ShiftCP analysis (top left panel) of a 64 channel x
1024 time-points x 313 trials event related EEG data set described in [Mørup
et al., 2008a] as well as the corresponding regular instantaneous CP analysis
(bottom left panel). For each component is given the spatial map ad, time
series bd, histogram of trial strengths cd and histogram of delays τ d. Above the
decomposition is given the absolute correlation between the various components.
Clearly, the instantaneous CP model has found a degenerate solution in which
the activity of the eye-blink has been captured in the four ﬁrst components.
Thus whereas the correlation between the factors is very small such that each
component model diﬀerent aspects of the data in the ShiftCP model a degenerate
solution is obtained in the regular CP analysis (see correlation matrices in the
top left corner of each decomposition). To the right is given the ERP image and
event related potential for the channel having the maximal activity in each of
the four shifted components as well as the activity when shifting the EEG data
according to the estimated component delays (the ERP images are smoothed
with a Gaussian window σ = 10). Whereas the ShiftCP model accounts for
36 % of the variance the instantaneous CP model only accounts for 21 % of
the variation in the data. Thus, extending the CP model to incorporate shifts
greatly improves component identiﬁcation.
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Figure 4.8: Left panel: A 2D convolutive CP analysis of an image of a brick
house. To the top left is given the raw image and to the top right the image
reconstructed from the feature images given below. The degree of regularization
is given by evaluating the tradeoﬀ between reconstruction and regularization
while the energy of each of the 8 features are given in the bar plot. At the bottom
is given the reconstructed image from component one and 5 mainly pertaining
to the bricks and window frames of the house respectively. Right panel: A
2D convolutive CP analysis of a stereo recording of the "Fog is Lifting" by Carl
Nielsen [Jensen and Johansen, 19xx]. To the top the score is given and just
below the waveform of the two stereo channels as well as the amplitude of the
log-spectrogram of the signal over time for the two channels. The 2D convolutive
CP analysis has well separated the stereo music into the harmonical structure
of the two instruments of the music, i.e. the harp and ﬂute respectively and the
scores the instruments play. By convolving the estimated harmonic structure
of the instruments with the estimated scores result in an estimate of the log-
spectrogram of the sound produced by each instrument. Arrows indicate the
estimated mixing strength of the harp and ﬂute respectively into the two stereo
channels. The waveform of each instrument is given at the bottom using spectral
masking based on the log-spectrogram of the two instruments found. For more
details on the above decompositions of music and image data consult [Mørup
et al., 2008e].
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Aτ S
Figure 4.9: Convolutive Sparse Coding analysis of EEG data obtained from a
visual paradigm sampled at 128 Hz. The size of the data isX ∈ R29×30504 while
Aτ ∈ R29×4 and τ ∈ [1, 2, . . . , 128], i.e. the ﬁlter length is 1 second. Top panel:
Analysis for λ = 0, clearly S given to the right is not sparse thus the EEG
activity is modeled both in the convolutive ﬁlter Aτ and in the sources S. The
scalp maps to the left gives the power of the ﬁlter coeﬃcients for the electrodes
of each component. The explained variation is 91% Middle panel: Analysis
based on λ = 200, clearly S has become sparse while the temporal structure of
the EEG data mainly is coded in the ﬁlter Aτ . The explained variation is 66%.
Bottom panel: When increasing the sparsity strength (λ = 700) S becomes
even more sparse. The explained variation is 35%. The activity captured by
the models are mainly the powerful alpha activity residing in a frequency band
around 8-12 Hz.
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Figure 4.10: Typical receptive-ﬁeld maps for V1 simple cells [Hubel, 1995]. The
oﬀ-regions and on-regions of the cells are illustrated by the black and white
colors.
Figure 4.11: Illustration of the Sparse Coding array for a given component,
d, i.e. αd,r for r ∈ {1, 2, . . . , 10} of a total of R=10 rotations corresponding
to the feature image of a bar being represented in the interval [0◦; 180◦[. The
sparse code representation is similar to the organization of V1 of the human
visual cortex, where the organization of the cells maintain the organization of
the receptive ﬁeld of the eye, i.e. the x and y coordinates, while each receptive
ﬁeld in V1 is organized into orientation selective columns, corresponding here
to the indexing r over rotations.
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Figure 4.12: A rotation and shift invariant sparse coding analysis of a synthet-
ically generated dataset. Left panel: The feature images consist of a bar and
a C shape, randomly rotated to generate the synthetic image data X. Middle
panel: Estimated features and data using the rotation and shift invariant sparse
coding algorithm. Right panel: Inspection of the results obtained for diﬀer-
ent values of the regularization parameter λ. Note that the gray background
of the features are due to a diﬀerent color axis used to show small regions of
the estimated feature images with negative values. When the regularization
strength is week, most of the information is coded in the sparse code, while for
the correct degree of sparsity, the information of the bar and C-shape is coded
in the features. When the regularization is too strong, only the most prominent
regions are coded, which results in features that are highly localized.
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Figure 4.13: Left panel: Shift invariant feature images, Ψ, of size 16 × 16
obtained when analyzing the natural image data using shift invariant sparse
coding. Similar to Sparse Coding, Gabor-like features are obtained; however,
the features are not redundant with respect to shift, since the model can use
each feature at any position. The features appear, however, are redundant
with respect to rotation. Right panel: Rotation and shift invariant feature
images Ψ of size 20× 20 obtained when analyzing the natural image data using
the rotation and shift invariant sparse coding algorithm. Notice, due to the
rotation invariance, only the central areas of the features are non-zero. The
ﬁrst feature obtained seem to mimic on-center oﬀ-surround behavior coding for
luminance, while the remaining three features resembles edge detectors varying
from high-frequent to low frequent edges. The features obtained seem to closely
resemble the typical simple cell behavior given in Figure 4.10. To the right, the
10 rotated representations of the four features are shown.
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Chapter 5
Decomposition Methods for
Clustering
The term cluster analysis was ﬁrst used in 1939 by Tryon [Tryon, 1939]. Clus-
tering is a division of data into groups of similar objects. Representing the data
by fewer clusters necessarily loses certain ﬁne details, but achieves simpliﬁca-
tion, i.e., it models data by its clusters [Berkhin, 2002]. Clustering is a central
problem in Unsupervised Learning. While most work has focused on clustering
of data vectors in Rn, clustering of graph-structured data, also known as graph
partitioning or community detection, has become increasingly important with
the growing interest in understanding data coming from biological, communica-
tion, computer, and social networks. The literature on clustering is extensive.
A review of algorithms for point clustering can be found in [Berkhin, 2002]
while a good introduction to the structure of complex network can be found in
[Newman, 2003]. A description of methods for community detection in com-
plex networks can be found in [Newman, 2006a]. A recent tutorial on spectral
clustering can be found in [von Luxburg, 2007]. Presently, we will focus on the
connection between clustering and matrix decomposition with emphasis on the
results given in [Mørup et al., 2008c].
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Figure 5.1: Hierarchical clustering represents the data points in a tree also called
a dendrogram. Considering given levels of the tree given by the red, blue and
yellow lines form a partitional clustering of the data.
5.1 Point Clustering
Point clustering is most often referred to as geometric clustering or k-means
clustering, however, the latter refers to the well-known iterative reﬁnement al-
gorithm. The point clustering problem can be separated into two approaches; hi-
erarchical algorithms that successively ﬁnds clusters and partitional algorithms
that determine all clusters at once.
5.1.1 Hierarchical Clustering
Hierarchical clustering represents the data points in a tree also called a den-
drogram with individual elements at one end united into a single cluster at the
other end. Naturally this gives rise to a top down or bottom up approach, i.e.
• Agglomerative: Bottom up approach in which nodes or groups of nodes
are joined based on some form of distance metric between data points.
• Divisive: Top down approach in which clusters are recursively split into
smaller clusters.
While each level of the hierarchical clustering problem can be found using a par-
titional clustering approach, see Figure 5.1, the hierarchical clustering problem
has no direct matrix decomposition formulation forming the full dendrogram.
Thus, the focus will here be on partitional clustering that admit a problem
formulation in terms of matrix decomposition.
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5.1.2 Partitional Clustering
Perhaps the most well known algorithm for partitional clustering is the k-means
algorithm proposed in [Hartigan, 1975]. The goal is to assign n points in Rm
to k clusters with cluster centroids c1, . . . , ck. This may be formulated as a dis-
crete optimization problem: the k centroids must be chosen so that the distance
between the data points and their assigned cluster centroids, i.e. the quantity∑k
`=1
∑
xj∈P`‖xj − c`‖22, is minimized. Here P` denotes the set of nodes be-
longing to cluster `. A naive solution involves an exhaustive search over all
possible choices of P` and c`. In fact, the problem is known to be NP-hard
even when k = 2. The k-means algorithm is based on a two step procedure - a)
assign data to clusters, b) estimate new cluster centroids. As such the algorithm
is strongly related to the two step Expectation Maximization (EM) procedure
[Moon, 1996] where the E-step estimates probabilities, which is equivalent to a
soft (fuzzy) reassignment and the M-step ﬁnds an approximation to a mixture
model, given current soft assignments [Berkhin, 2002; Banerjee et al., 2005]. As
demonstrated in [Banerjee et al., 2005] this approach can easily be generalized
to other distance metrics than least squares. As such, measuring distances by
the l1-norm is also referred to as k-medians as the cluster centers by this metric
are given by the median point of the data belonging to the given cluster.
5.1.3 Point Clustering as a Matrix Decomposition Prob-
lem
The k-means clustering problem can in matrix notation be written as
minimize ‖X −CS‖2F
subject to ‖sj‖0 = 1, sj ∈ {0, 1} (5.1)
where X,C, and S are real-valued matrices of sizes m × n, m × k, and k × n
respectively. The discrete combinatorial nature of the problem is hidden in the
fact that the constraints ‖sj‖0 = 1 and sj ∈ {0, 1} when imposed together
forces S to be a {0, 1}-valued indicator matrix  s`j indicates whether the jth
observation belongs to cluster ` (s`j = 1) or not (s`j = 0).
5.1.4 Spectral Relaxations
Spectral relaxations of clustering problems formulated in terms of matrix de-
compositions/approximations such as principal component analysis (PCA) and
nonnegative matrix factorization (NMF) or their variants, have lately attracted
considerable interest [Ng et al., 2001; Zha et al., 2001; Ding et al., 2005, 2006b;
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von Luxburg, 2007] as computationally tractable approximations to the original
NP-hard problems. Spectral clusterings essentially relax the discrete optimiza-
tion problems of clustering to continuous optimization problems whose objec-
tives share common properties. In [Mørup et al., 2008c] we demonstrated how
(5.1) admits the following l1-relaxation:
minimize ‖X −CS‖2F
subject to ‖sj‖1 = 1, 0 ≤ sj . (5.2)
Hence, S is no longer required to be {0, 1}-valued. The constraints ‖sj‖1 =
1, 0 ≤ sj say that sj is a point on the unit simplex thus the l1 relaxed k-
means problem we denoted Simplicial Point Clustering (SPC), being a simplicial
relaxation of the original k-means point clustering problem. In fact, one may
interpret s`j to be the probability that the jth data point belongs to the cluster
with center c`. The l1-relaxation is naturally motivated by the fact that ‖s‖1 is
the largest convex underestimator of ‖s‖0 on {s | ‖s‖∞ ≤ 1}. An l2-relaxation,
on the other hand [Ng et al., 2001; Bach and Jordan, 2004], cannot be similarly
motivated. For SVD /PCA, one minimizes ‖X − UΣV >‖2F subjected to the
constraints ‖ui‖2 = ‖vj‖2 = 1 and Σ being a diagonal matrix, see also section
2.1. One can prove that the optimal solution is given by an orthogonal matrix
U representing the most dominant subspace of the data. For NMF [Ding et al.,
2005; Have et al., 2006], one minimizes ‖X−WH‖2F subjected to the constraints
W ≥ 0 and H ≥ 0 such that the data points (with appropriate normalization
of the components) are spanned by the convex hull of [0 W ] as described in
section 2.4. While the above SPC method similarly projects data points to the
convex hull of C, the entries of C in (5.2) may well be negative. In Figure 5.2,
the qualitative diﬀerence between the spectral relaxations of k-means given by
SVD/PCA, NMF and SPC are illustrated. In Figure 5.3 is given a SPC analysis
of the www.netflixprize.com data.
5.2 Graph Clustering
Let G = (V,E) be a graph with vertex set V = {1, . . . , n}. Let X ∈ Rm×n
be the adjacency matrix of G, where we will always assume that xii = 1, i.e.
every node is connected to itself. The graph G is called undirected if m = n and
xij = xji and directed otherwise. Furthermore, the graph is called unweighted
if xij ∈ {0, 1} and weighted otherwise. In many applications involving networks
and graph structured data, it is critical to cluster nodes into highly intercon-
nected units with low intra-cluster connectivity. This is referred to variously as
community detection, graph partitioning, or graph clustering. As in the case of
point clustering, the problem is NP-hard.
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5.2.1 Graph Clustering as a Matrix Decomposition Prob-
lem
In [Mørup et al., 2008c] we proposed the metric
Dρ(X ‖ A) := (1− ρ)
∑
xij 6=0
|xij − aij |2 + ρ
∑
xij=0
|xij − aij |2. (5.3)
Using this metric the graph clustering problem may be recast as the following
matrix approximation problem with l0-norm constraints:
minimize Dρ(X ‖ R>S)
subject to ‖sj‖0 = 1, sj ∈ {0, 1},
‖ri‖0 = 1, ri ∈ {0, 1}.
(5.4)
The matrices R and S form the clustering of the nodes in the row and column
spaces of X respectively. For undirected graphs R = S. Since xii = 1 the
objective above favors clustering nodes to themselves. The ability of the above
objective to correctly cluster graphs is based on the following theorem derived
in [Mørup et al., 2008c]
Theorem 5.1 Consider an ensemble of undirected graphs with random adja-
cency matrices X ∈ Rn×n. For each member of the ensemble deﬁne a random
cluster assignment and let the adjacency matrix be drawn so that the average
link densities are ﬁxed within clusters (ρclust) and between clusters (ρnoise), ﬁ-
nally let ρclust > ρ > ρnoise . Then the ensemble expectation of the cost Dρ for
the `correct cluster assignment' is lower than the ensemble expectation of the
cost for any conﬁguration with a single misplaced node relative to the `correct'
assignment.
Proof. Consider the sub-ensemble deﬁned by a ﬁxed assignment, i.e., with
some k clusters of arbitrary but given sizes nj such that
∑k
j=1 nj = n. Consider
a conﬁguration with a node wrongly assigned to cluster w instead of r. The
expected value of Dwρ for this conﬁguration is
1
2
E[Dwρ ] = (1− ρ)ρclustnr + ρ(1− ρnoise)nw + (1− ρ)(ρnoise)
∑
j 6=r,w nj + c,
where the ﬁrst term represents the loss from edges not accounted for in the
true cluster r, the second term represents the cost of predicting links in the
wrong places in the wrong cluster w, the third term the cost of neglecting to
predict noise links and c is a constant giving the cost of the remaining graph
not pertaining to the wrongly assigned node. The expected cost of the correct
assignment is
1
2
E[Drρ] = ρ(1− ρclust)nr + (1− ρ)(ρnoise)
∑
j 6=r nj + c,
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where the ﬁrst term is the cost of predicting absent edges in the correct cluster
and the second term is the cost of not predicting noise-induced edges. The
diﬀerence E[Dwρ ] − E[Drρ] = (ρclust − ρ)nr + (ρ − ρnoise)nw is guaranteed to be
positive if ρclust > ρ > ρnoise . This holds for any value of the cluster sizes, i.e.,
as long as ρ is above the noise density and less than the clustering density. Thus
the result holds in any sub-ensemble deﬁned by a set of cluster sizes, hence in
general.
The condition ρclust > ρ > ρnoise is critical to the accuracy of the method. If
ρ is set too small the objective will favor clustering noise, if ρ is set too high,
i.e. above the density of the clusters, the objective is not guaranteed to favor
correct classiﬁcation [Mørup et al., 2008c].
Setting ρ to the average density of the graph agrees with one's natural notion of
clusters in a graph, that is, clusters are precisely the regions that are denser than
the average density. With this choice of ρ, the quantity Dρ measures deviation
from the `null hypothesis' of having average density and so clusters that are
denser than average will be favored by (5.5) and (5.4). As such, the parameter
ρ deﬁnes a cluster admissibility criterion, i.e. a threshold deﬁning when nodes
are to be potentially clustered together  when their inter-connectivity is above
this threshold. .
5.2.2 Simplicial Clustering, Graph Laplacian and Modu-
larity
The l1-relaxation of (5.4) proposed in [Mørup et al., 2008c] is given by
minimize Dρ(X ‖ R>S)
subject to ‖sj‖1 = 1, 0 ≤ sj ≤ 1,
‖ri‖1 = 1, 0 ≤ ri ≤ 1.
(5.5)
It is evident that (5.5) allows for nodes to belong to several clusters with proba-
bilities given by sj and rj respectively. In other words, overlapping communities
are naturally modelled by (5.5) forming the Simplicial Graph Clustering (SGC)
in analogy to SPC.
While X, S and R are nonnegative matrices, the resemblance to NMF or or-
thogonal NMF (ONMF) [Ding et al., 2006b] is only superﬁcial. First, the re-
construction objective is diﬀerent  Dρ(X ‖ R>S) instead of ‖X −WH‖2F .
Secondly, even an NMF or ONMF solution based on our reconstruction objec-
tive would not have the dual simplicial property reﬂected in the constraints of
(5.5), where the columns and rows of X are simultaneously approximated by
convex combinations of points on the unit simplex given by the columns of R
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and S.
The two most popular existing methods for graph clustering are not NMF-based
but spectral partitioning and modularity clustering. Given an undirected graph
G = (V,E) with |V | = n, |E| = r, and adjacency matrix X ∈ Rn×n. Let
kj :=
∑n
i=1 xij so that k is a vector containing the total number of links for
each node. The eigenvalue decomposition of the graph Laplacian L = diag(k)−
X has traditionally been used for spectral partitioning [Fiedler, 1973; Pothen.
et al., 1990; von Luxburg, 2007]. A more recent approach proposes to detect
community structures in complex networks by maximizing the modularity of
the graph [Newman and Girvan, 2004; Newman, 2006b], deﬁned as
Q(S) :=
1
4r
tr(SBS>), B = X − 1
2r
kk>.
Here S is a binary matrix with one non-zero entry in each column and 2r =∑n
j=1 kj . Note that Q(S) measures the deviation of the fraction of edges within
communities from the expected fraction of such edges. Hence, the model has
a built-in null hypothesis that communities should link more than expected in
terms of degree distributions. So maximizing the modularity should plausibly
give the optimal number of communities. A variety of approaches have been
derived to solve for the modularity based on spectral relaxations as well as Gibbs
sampling and simulated annealing [Lehmann and Hansen, 2007]. Nevertheless,
neither spectral partitioning nor modularity clustering can satisfactorily resolve
the following diﬃculties:
1. What is the right number of clusters?
2. How can overlapping communities be modeled?
3. Are there good convex approximations?
However, the Simplicial Graph Clustering (SGC) addresses all these issues. First
of all, the number of components automatically drops out of the SGC if initiated
with a k larger than the `true' number of clusters. This is due to the value of
ρ working as a null-hypothesis for the cluster admissibility. Secondly, with the
constraints ‖sj‖1 = 1 and sj ≥ 0, SGC naturally allows for observations to be-
long to multiple clusters with sj being the probabilities of cluster membership.
Thirdly, as demonstrated in [Mørup et al., 2008c] the SGC may be solved using
classical algorithms for non-negative quadratic programming. As an additional
advantage, the SGC solution facilitates easy visualization via the following pro-
cedure. The jth node is assigned the cluster with the highest probability s`j .
Clusters are sorted in descending order according to cluster-size and the nodes
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within each cluster are in turn sorted in descending order of their probabilities of
belonging to that cluster. Thus, the adjacency matrix X is permuted such that
largest clusters are in the upper left corner and smallest clusters in the lower
right. Within each cluster, the upper left corner corresponds to nodes mainly
connected to nodes within the cluster while the lower right corner corresponds
to nodes having a higher degree of connectivity to other clusters. Note that
the modularity approach, for example, would not work with such visualization
methods since its solution S is binary and lacks the information for sorting
nodes within clusters.
In [Mørup et al., 2008c] two algorithms were derived to solve for the SPC and
SGC respectively based on a modiﬁed version of the nnqp given in Algortihm
2.4. For details on how to solve for simplicial constraints see also Appendix
A.1.3.3. It is generally diﬃcult to directly compare clustering algorithms since
there is no universal yardstick. Even on synthetic data, performance of diﬀerent
methods will depend on underlying assumptions made in the generation of the
networks. Thus it is not uncommon to ﬁnd papers on clustering that do not
make their case via comparison with other existing methods but instead rely on
applications of the proposed method to real and synthetic networks for evaluat-
ing eﬀectiveness. For example, in Handcock et al. [2007], the proposed method
is illustrated on two social networks. In M. Hofman and Wiggins [2007]; Kemp
et al. [2004]; Newman and Girvan [2004], the performance of the algorithms
were evaluated on synthetic and real network data. One may argue that New-
man [2006b] is an exception since it compares modularity values for diﬀerent
algorithms. However, this clearly favors algorithms based on modularity opti-
mization. Had we evaluated existing clustering algorithms using Dρ, the results
would invariably favor our method too. Thus, as there is no universal yardstick
for comparing diﬀerent clustering algorithms we evaluated the SGC method on
the following three benchmark networks. For a qualitative comparison an analy-
sis of the ﬁrst two networks by the modularity based on the simulated annealing
approach described in [Lehmann and Hansen, 2007] are also given.
Dolphin network:
In Figure 5.4, is given an analysis of the dolphin network described in [Lusseau
et al., 2003] and also used in [Newman and Girvan, 2004]. The dolphin network
is a social network of relationship between dolphins based on two known disjoint
communities having six intercommunity edges. As can be seen from Figure 5.4
the sgc algorithm correctly identiﬁes the underlying two communities while the
modularity identiﬁes 4 communities with a great degree of overlap between the
last three identifed communities.
Zachary karate club:
The karate club network analyzed by Zachary [Zachary, 1977] is widely used as a
test example for methods for detecting communities in complex networks [New-
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man, 2004; Girvan and Newman, 2002]. The network consists of 34 members of
a karate club as nodes with 78 edges representing friendship between members of
the club as observed over a period of two years. Due to a disagreement between
the club's administrators and the club's instructors, the club later split in two.
Thus, the goal is to be able to predict this split. In Figure 5.5 it can be seen
that indeed the sgq has correctly identiﬁed the split of the club into two groups
constituting the instructors and administrators respectively. The modularity on
the other hand has incorrectly identiﬁed three clusters with administrators and
instructors clustered together.
College football:
The college football network [Girvan and Newman, 2002] represents the game
schedule of the 2000 season of Division I of the US college football league. The
nodes represent the 115 teams, while the edges represent 613 regular-season
games between teams. The teams are divided into conferences of about 812
teams each with on average seven intraconference games and four interconference
games. Interconference games are not uniformly distributed hence teams that
are geographically close to one another are more likely to play one another than
teams separated by large geographic distances. As expected, this dataset forms
a network with a great degree of overlaps between potential clusters. In Figure
5.6 a sgc analysis is given.
5.3 Summary
In this chapter it was described how both geometric as well as graph clustering
problems can be formulated in terms of l0-norm constrained matrix decompo-
sition problems as demonstrated in [Mørup et al., 2008c]. As the clustering
problem corresponds to a l0-norm constrained problem it can be considered the
extreme goal of simplicity  a problem given by the sparsest attainable code
still coding the data (i.e. the l0-norm set to one). Furthermore, this formula-
tion admits a simplicial relaxation formed by relaxing the l0-norm constraint
to a l1-norm constraint. An extension that naturally allow to handle overlap
between the clusters as demonstrated in Figure 5.2, 5.4, 5.5 and 5.6.
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Figure 5.2: Top panel: Comparison of the SPC algorithm and regular point
clustering (PC) (PC based on the best of 10 k-means) for 5 randomly generated
datasets each consisting of 3 clusters. Data resides in 20 dimensional space but
projected to the ﬁrst two principal components for visualization. The estimated
cluster centers c` are marked as black circles (o) and diamonds (*) for the PC
and SPC method respectively. Note that the data is according to the SPC
algorithm spanned by the convex hull generated by the cluster centers whereas
pc gives a hard clustering. Thus, as can be seen from the cluster centers it
is favorable to place the cluster centers more to the extreme of the clusters
such that the convex hull covers the data points better. Both SPC and PC
are within a few percent of the correct classiﬁcation. Bottom panel: Result
obtained when clustering the CBCL face data training set of 2429 faces each
of 19 × 19 pixels. Clearly, the extracted cluster centers of the pc correspond
more or less to actual faces. The PCA solution on the other hand consist of
components ranging from low resolution to high resolution features. Whereas
the NMF decomposition gives a part based representation as was also reported
in [Lee and Seung, 1999] the SPC algorithm ﬁnds a representation resembling
more actual faces than the PCA and NMF features. However, the faces obtained
looks more like freaks, i.e. being extreme cases in terms of expression. The
explained variation for pc is 96 % while the PCA, SPC and NMF all accounted
for more than 99 % of the variation.
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Figure 5.3: SPC analysis of the Netﬂix data (www.netflixprize.com). The
Netﬂix contest is based on a training dataset given by the sparse matrix of
17770 movies by 480189 users with 108 ratings taking the values {1, 2, 3, 4, 5}.
The goal is to predict the ratings of movies the users have not yet seen based
on the users preferences on rated movies as well as the preferences of other
users. This problem is also denoted collaborative ﬁltering. A test set used to
evaluate the predictions has been generated by randomly removing some of the
ratings from the training data. The ﬁrst to improve the root mean square error
(rmse) of the test set by 10% compared to Netﬂix own prediction system will
win 1 mio. US$. We modelled the Movie by Users rating matrix by the model
XMovies×Users ≈ WMovies×15H15×Users using the spc algorithm. Hence, we
modelled the data such that ‖hj‖1 = 1, hj ≥ 0 while 1 ≤ wd ≤ 5 such that the
columns ofW constituted speciﬁc user proﬁles. Entries inX that had not been
rated by the users as well as predictions taken out of the data for the test set was
treated as missing using the marginalization approach described in Appendix
A.1.3.5. To the left is given the estimated user proﬁles W while to the right
is given the probabilities that each user belong to each of the identiﬁed user
groups (i.e., H). While our model had a rmse = 0.9426 of the test set, Netﬂix
own method had a rmse = 0.9514. Consequently, the above decomposition
constitutes a 0.92% improvement.
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Figure 5.4: Result obtained by an sgc and modularity analysis of the dolphin
network. Top panel: The raw network, the network permuted according to
the clusters found as well as the density S>S both for the modularity and sgc
algorithm. Clearly, the sgc has identiﬁed 2 clusters and a few nodes belonging
to both clusters, whereas the modularity has split the graph into 4 clusters
despite a strong degree of overlap between the 3 last clusters found. Bottom
panel: A plot of the dolphin network where vertices are marked according to
the two clusters identiﬁed. The nodes overlapping are the same nodes set to
belong to both clusters by the sgc algorithm. Since we had no prior information
on the cluster densities ρ was set to the average density of the graph.
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Figure 5.5: An analysis of Zachary's karate club. Top panel: The raw network,
the network permuted according to the clusters found as well as the density S>S
both for the modularity and sqc algorithm. While the modularity identiﬁes 3
clusters, two clusters with overlap are found by the sgc method. Bottom
panel: The Network clustered according to the sgc algorithm. Indeed the cor-
rect two clusters have been found corresponding exactly to the nodes pertaining
to the instructors (red nodes) and administrators (blue nodes). Since we had
no prior information on the cluster densities ρ was set to the average density of
the graph.
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Figure 5.6: An sgc analysis of the college football network, ρ was set to the
average density of the graph. Top panel: The clustering results. 7 clusters
are identiﬁed and overlap between the clusters indicated in the S>S matrix to
the right. Middle panel A plot of the raw network as well as a display of the
permuted result obtained by permuting the data according to S. Clearly, the
intra cluster connectivity is stronger than the inter cluster connectivity. To the
bottom is given the nodes belonging to each cluster as well as their conference
code. Clearly, the clusters 4, 5, 6, and 7 correspond to conference 2, 8, 11, 4 while
cluster 3 has collapsed some of the teams from the sunbelt into southeastern.
Notice how Louisiana Tech from the Western Athletic conference here has been
clustered together with the remaining teams from Louisiana despite being in a
diﬀerent conference. Cluster 2 has collapsed conference 1, 5,and 6 marked in
the map by red, orange and purple respectively hence forming a geographically
close cluster. Cluster 1 has more or less collapsed the remaining conferences 0,
3, 7, and 10.
Chapter 6
Conclusion
"Success has many fathers, but failure is an orphan."
 Unknown
The guiding principle throughout this thesis has been simplicity in the decom-
position. We have demonstrated several strategies to attain this goal. In factor
analysis we saw that the classic methods of Quartimax and Varimax rotation
was based on attaining sparse loadings of the factors by minimizing objectives
related to kurtosis. This approach was strongly related to maximizing inde-
pendence between factors as in ICA. Forming fully non-negative models as in
Non-negative Matrix Factorization resulted in part based representations. How-
ever, part based representations are also strongly related to simplicity as the
whole is modelled as the sum of its parts. In Sparse Coding the aim of simplic-
ity was more directly formulated such that any decomposition was estimated
as a tradeoﬀ between reconstruction of the data and deviation from sparsity
of the components. We saw these principles generalized to tensors in chapter
3 as well as to more ﬂexible representations incorporating various types of in-
variance in chapter 4. In chapter 5 it was demonstrated how clustering data
can be considered a decomposition forming the ultimate sparse representation.
The k-means objective can be written as a matrix decomposition with l0-norm
constraint forming a highly sparse binary indicator matrix. For clustering of
graphs an equivalent matrix decomposition could be formulated using the Dρ
metric. Thus, clustering problems can also be considered guided by sparse rep-
resentations and as such strive for simplicity of the representation. As for Sparse
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Coding the l1-norm could be used as a convex proxy for the l0-norm to attain
these representations. Thus, parsimony, redundancy reduction, independence,
part based representations and clustering can all be considered strategies for
attaining the same goal (i.e., fathers of the same success). Namely, as stated
by William of Ockham already in the 13th century that among several possible
accounts of a phenomenon the simplest account is the best.
Perhaps the single most important algorithmic framework in this thesis was
Sparse Coding. At the end of chapter 4 a highly overcomplete rotation and
shift invariant analysis of natural images could be estimated using the principle
of Sparse Coding. Here a dataset of size 512 × 512 × 10 was attempted to be
explained by a model with (512+20−1)×(512+20−1)×10×10×4+20×20×4
variables (i.e., the model had more than 40 times as many free variables as ob-
servations). By imposing sparseness we demonstrated how this model could be
solved such that features that strongly resemble the simple cell receptive ﬁelds
of the brain was achieved. Thus, the principle of parsimony (i.e., sparseness of
the solutions) is an important strategy when facing overcomplete representa-
tion, is strongly related to the information processing in the brain and can be
considered an important strategy for the solution of inverse problems in general
which has classically been solved using Tikhonov regularization [Hansen, 1992;
Lawson and Hanson, 1974]. I.e., by imposing some form of l2-norm regulariza-
tion which does not admit sparse solutions. That sparse codes are an important
principle for neural information processing is emphasized in [Graham and Field,
2006; Olshausen and Field, 2004]. We here quote the overwhelming amount of
evidence given in [Graham and Field, 2006]
"...there are a number of studies suggesting that many neural sys-
tems utilize highly sparse codes. Deweese et al. [2003], recording
from auditory neurons in the rat, have demonstrated that neurons in
A1 can reliably produce a single spike in response to a sound. Ev-
idence from olfactory systems in insects ([Perez-Orive et al., 2002;
Theunissen, 2003]), somatosensory neurons in rat [Brecht and Sak-
mann, 2002], and recordings from rat hippocampus [Thompson and
Best, 1989] all demonstrate highly sparse responses. Prefrontal cor-
tex shows similar sparseness in behaving rhesus monkeys [Abeles,
1990]. As the authors of the latter study say, most areas of associa-
tion cortex are "not carrying out any computations for the majority
of the time....Motor neuron representations are often described as a
population code, where it is proposed that the accuracy of a movement
is guided by the degree of activity of a relatively large population of
neurons (see [Georgopoulos et al., 1986]). Here too, we ﬁnd evidence
of sparse responses. Some motor neurons in layer 6 of rabbit motor
cortex will produce just one spike during some movements [Belooze-
rova et al., 2003]. And stimulation of a single neuron in the rat is
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suﬃcient to deﬂect a whisker [Brecht and Sakmann, 2002]."
Thus, Sparse Coding is not only useful from a mathematical perspective but
seems also to be an important principle for learning in biological systems in
general.
While simplicity of the representation is attractive imposing too much sparse-
ness generally results in highly localized features that do not generalize, see for
instance Figure 4.12. Thus, while simplicity of the representation is attractive
ﬁnding an optimal tradeoﬀ between the simplicity of the representation and how
well this representation generalizes is an open problem. In [Mørup et al., 2008e]
we proposed to use an L-curve approach to investigate this tradeoﬀ, see also
Figure 4.8. Other approaches include evaluating information criteria such as
AIC and BIC as well as approximating the evidence of the data as described
in section 2.7. Somehow nature must have found a way to control the learn-
ing problem such that simplicity is evaluated relative to generalizability. As
Graham and Field [2006] suggest
"...there is a penalty that applies to learning if the system is too
sparse. An extremely sparse code (one in which neurons are highly
selective for speciﬁc objects in speciﬁc poses, lighting etc.) would
have neurons that ﬁred quite rarely. In order to eﬀectively learn
about the world, any system must keep track of the relative probability
of co-occurrences. No matter how a neural system keeps track of
these co-occurrences, if they occur too rarely it would be impossible
to determine whether any feature is statistically related to any other
feature. We cannot learn about how "faces" behave in particular
situations, if we have a neuron for every unique face. It is important
the system be invariant at some level so that we can collapse across
instances of the category. Most presentations of objects or events
will occur just once or not at all during development if the object is
deﬁned too precisely....We therefore argue that although the evolution
of large brains may allow a larger number of highly selective neurons,
the constraints of learning require that the selectivity go hand in hand
with a greater degree of invariance."
Indeed improving the invariance of the representation improves component iden-
tiﬁability as demonstrated in chapter 4. However, even very ﬂexible invariant
representations can become too speciﬁc if there is not a built in control mecha-
nism evaluating the generalizability. Thus, while sparseness, parsimony, reduc-
tion of redundancy etc. are important principles for Unsupervised Learning how
to control what is the correct degree of sparseness/simplicity/reduction in re-
dundancy is an important open problem. Without sound and eﬃcient methods
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to evaluate this important issue the correct internal representations can not
be obtained and the trust and usefulness of the aforementioned decompositions
becomes questionable. Thus, while eﬃcient methods have been derived to de-
compose data into internal representations eﬃciently and correctly evaluating
the right representation, i.e. the evidence of the model, is probably one of the
most challenging problems facing researchers in Unsupervised Learning.
Yet another challenge for Unsupervised Learning is to formulate the correct
models. Often the models considered are either too ﬂexible or too restricted for
the data at hand. In chapter 3 and 4 we considered a variety of extensions to the
factor analysis based model. In general, understanding the processes underlying
the generation of the data is crucial in formulating a good model that well extract
the underlying hidden internal representation. Small extensions of models can
signiﬁcantly change the structure of the estimated components as demonstrated
in Figure 4.5, 4.7 and 4.13. Thus, formulating the correct type of models with
the adequate amount of ﬂexibility to capture the underlying structure in the
data is perhaps the most important aspect of Unsupervised Learning requiring
a deep understanding of how the desired internal representation is formed, i.e.
how the data is generated.
Appendix A
Appendix
A.1 Aspects of Least Squares Optimization in Fac-
tor Analysis
This appendix is dedicated to useful aspects of least squares optimization not
described elsewhere in this thesis.
A.1.1 Cost function evaluation
The least squares cost function for the factor analysis model is given by
CLS =
1
2
‖X −AS‖2F =
1
2
trace(XXT ) +
1
2
trace(ASS>A>)− trace(XS>A>)
=
1
2
‖X‖2F +
1
2
1>(SS>) • (A>A)1− 1>(XS>) •A1
Furthermore, the derivative of the least squares cost function with respect to A
is given by
∇ACLS = A(SS>)−XS> (A.1)
Equation this gradient to zero gives
A = XS>(SS>)−1 (A.2)
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Thus, to updateA we need to calculateXS> and SS>. As a result, all we need
to compute to evaluate the cost function is 12‖X‖2F andA>A. Hence, evaluating
the Least Squares objective is inexpensive since most of the calculations required
are obtained from the gradient and Hessian used to update the variables.
A.1.2 Weighted least squares and general lp-norm opti-
mization
The weighted Least Squares problem is given by
CWLS =
∑
i,j
Qi,j(X −AS)2i,j (A.3)
Such that Q weights the importance of the observations in X. Diﬀerentiating
CWLS with respect to A and equating to zero we obtain
Ai,: = X diag(Qi,:)S
>(S diag(Qi,:)S
>)−1. (A.4)
We now observe that any lp norm objective can be written in the form
‖X −AS‖pp =
∑
i,j
|X −AS|pi,j =
∑
i,j
(X −AS)2i,j
|X −AS|2−pi,j
(A.5)
Thus, this can be solved as a weighted least squares problem where Qi,j =
|X −AS|p−2i,j .
A.1.3 Constrained Least Squares
A.1.3.1 Orthonormality
Solving the least squares problem 12‖X−AS‖2F with orthonormality constraint
on A, i.e. such that A>A = I can be done through the SVD of XS>. Let
[U ,Σ,V >] = svd(XS>) then A = UV > is a solution to the problem.
A.1.3.2 Unit lp-norm Constraints
For sparse coding and other regularized least squares problem a trivial solution
is to let the regularized variable go to zero while the remaining variables goes
to inﬁnity. To avoid this issue it is customary to enforce some form of norm
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constraint on the un-regularized variables. I.e. to require that ‖A‖p = 1 or
‖ad‖p = 1 that is that the norm of the matrix A or each component ad have
unit norm according to some lp-norm (most often unit l2-norm). In general there
are two useful approaches to solve for this problem - either to use Lagrange mul-
tipliers to enforce the constraint or to reformulate the objective function such
that it is invariant to the normalization.
Lagrange multiplier
Using Lagrange multipliers is a classic method in constrained optimization. Con-
sider the following lagrange equation that enforces unit norm constraints on the
columns of A by the lagrange multiplier λd
CA,λ =
1
2
‖X −AS‖2F +
∑
d
λd(a>d ad − 1) (A.6)
Diﬀerentiating the equation and equating to zero would yield the required equa-
tions. However, in [Lee et al., 2007] the following Lagrange dual method was
proposed. i.e.
A = XS>(SS> + diag(λ))−1. (A.7)
Thus, A can be substituted to form an objective only in the variable λ as
Cλ = trace(XX> −XS>(SS> − diag(λ))−1SX>)−
∑
d
λd (A.8)
The gradient and Hessian can be calculated for this objective and λ estimated
using for instance the Newton-Raphson method. Unfortunately, there is a risk
of ending in a suboptimal solution for λ since this is a non-convex objective -
thus, there is no guarantee that the correct λ are found every time. Similarly,
normalizing by the norm of the full matrix A gives
CA,λ =
1
2
‖X −AS‖2F + λ(
∑
d
a>d ad)− 1 (A.9)
Again, A can be substituted to form an objective only in the variable λ as
Cλ = trace(XX> −XS>(SS> − λI)−1SX>)− λ. (A.10)
Normalization Invariance
In the normalization invariance approach proposed [Eggert and Körner, 2004]
the objective function is reformulated such that it is invariant to a given normal-
ization. Deﬁne the lp-normalization invariant variable âd = ad‖ad‖p for invariance
to column-wise normalization and Â = A‖A‖p for invariance to normalization by
the full matrix. Then the objective function is rewritten as
CA =
1
2
‖X − ÂS‖2F (A.11)
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Hence, the objective is invariant to the normalization of A. By diﬀerentiating
this objective the gradient and Hessian can be calculated and A updated for
instance by the Newton-Raphson procedure. Notice, this objective is no longer
necessarily convex for ﬁxed values of S.
A.1.3.3 Simplicial Optimization
Consider the problem ‖X −AS‖2F subject to
∑
d Sd,j = 1, Sd,j ≥ 0 that is the
solution of each column of S resides on the unit simplex. This problem can be
separated into the following J subproblems.
minimize ‖xj −Asj‖2F
subject to ‖sj‖1 = 1, sj ≥ 0 (A.12)
Deﬁning the matrix Q = A− xj1> the problem above is equivalent to
minimize 12s
>
j Q
>Qsj
subject to ‖sj‖1 = 1, sj ≥ 0 (A.13)
This cost is trivially minimized when sj = 0 thus to make sure ‖sj‖1 = 1 we
add the lagrange multiplier −λ‖sj‖1 to the objective giving
argmin
sj
1
2
s>j Q
>Qsj − λ1>sj . (A.14)
This can be solved using the nnqp. The solution is given as ŝA,j = λ(QQ>)−1A,A1A,
where A index over active elements. Thus, it can be seen that λ simply scales
the solution such that the solution is given as sj =
ŝj
‖ŝj‖1 .
A.1.3.4 Smoothness Constraints
Traditionally, smoothness has been imposed penalizing changes over time in the
signal based on penalty terms such as local estimate of the temporal derivative,
(i.e., ‖st − st−1‖2F ) or curvature, (i.e., ‖st−1 + st+1 − 2st‖2F ) [Bro, 1998; Hastie
and Tibshirani, 1990]. This can in the frequency domain be expressed as
‖w˜fsf‖2F (A.15)
where w˜f = 1−e2pif/N and w˜f = e2pif/N +e−2pif/N−2 respectively. Smoothness
constraints in the time domain corresponds to reduced high frequency content.
Hence smoothness can be imposed by penalizing high frequency regions of the
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components. The above smoothness penalty has a closed form solution for least
squares optimization in the frequency domain. I.e.
CSmoothLS(S˜) =
1
2
∑
f
‖x˜f −As˜f‖2F + ‖w˜f s˜f‖2F (A.16)
Has the solution
s˜f = (A>A+ w˜f w˜∗fI)
−1A>x˜f (A.17)
Smoothness can be combined with constraints in the time domain through the
tfgm, see also [Madsen et al., 2008]. Notice, smoothness as imposed by the
Frobenius norm does not guarantee uniqueness of the decomposition since the
alternative solution given by the orthonormal matrix Q, i.e. S˜′ = QS˜ and
Â = AQ> gives identical value of CSmoothLS , i.e., ‖w˜f s˜f‖2F = w˜f w˜∗f s˜>f s˜f =
w˜f w˜
∗
f s˜
>
f Q
>Qs˜f = ‖w˜f s˜′f‖2F .
A.1.3.5 Missing Values
An important problem in least squares estimation is the handling of miss-
ing data. Traditionally, two strategies have been employed: Imputation and
Marginalization.
Imputation
In Imputation the missing values are estimated in each iteration (i.e., imputed)
based on the maximum likelihood estimate of the model such that the missing
values do not contribute to the objective function. I.e.
Xmissingi,j =
∑
d
Ai,dSd,j . (A.18)
A and S are then solved for by regular analysis including all entries in X where
missing entries are replaced by their estimated values.
Marginalization
By marginalizing the missing values in the objective function the missing values
do not contribute in the estimation of A and S. Thus, by considering the
weighted least squares objective
CWLS =
∑
i,j
Qi,j(X −AS)2i,j , (A.19)
values that are missing in X are given weight zero in the corresponding indices
of Q whereas values present are given weight one in Q. However, other values
in Q are conceivable. For instance, in text data mining let Xterm×document be
the term by document occurrence matrix. It is here not always clear whether
entries that are zero are a result of the term not being present in the document
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or because the document was too short for the term to appear. Thus, zero
entries can either be considered missing or having a value of zero. By setting
the corresponding values in Q between zero and one it is possible to interpolate
between these two interpretations of zero entries in the term-document matrix.
In fact, the weighted least squares can be interpreted in terms of a probability
distribution where each data point is drawn with varying certainty given by the
variance Q−1i,j .
A.2 Objective Functions and Likelihood Functions
According to Bayes' Theorem we have,
P (θ|X) = P (X|θ)P (θ)
P (X)
(A.20)
Where P (X) =
∫
θ
P (X|θ)P (θ). There are several approaches to estimating
parameters in the Bayesian setting [Petersen, 2005]. We will presently consider
Maximum Likelihood and Maximum a Posteriori estimation
• Maximum Likelihood (ML): ∂ log[P (X|θ)]∂θ = 0 that is the parameters
in θ are found so as to maximize the probability of the observed data set.
• Maximum a Posteriori (MAP): ∂ log[P (θ|X)]∂θ = 0 that is the parame-
ters in θ is found based on the assumed prior distributions of θ enabling
to form the posterior distribution P (θ|X) using Bayes' Theorem. If the
prior is uninformative this estimation becomes identical to ML.
For the model X ≈ AS we have using Bayes' theorem
P (A,S|X) = P (X|A,S)P (A)P (S)
P (X)
(A.21)
Where P (X) =
∫
A,S
P (X|A,S)P (A)P (S) is a normalization constant also
denoted the marginal likelihood or evidence. While the evidence is important
for model evaluation it is an intractable quantity to compute for almost all
models of interest [Beal, 2003]. Traditionally, the marginal likelihood has been
approximated either using analytical methods, for example the Laplace approx-
imation, variational Bayes also named ensemble learning or via sampling-based
approaches such as Markov Chain Monte Carlo[Beal, 2003].
Assuming further that each observation and source (i.e., xj and sj) are i.i.d. we
get
P (A,S|X) =
∏
j
P (xj |A, sj)P (A)P (sj)
P (xj)
(A.22)
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again, P (xj) =
∫
A,sj
P (X|A, sj)P (A)P (sj) is a normalization constant. The
log-likelihood is given by
log[P (A,S|X)] ∝
∑
j
log[P (xj |A, sj)] + log[P (A)] + log[P (sj)]. (A.23)
Hence, assuming Gaussian noise with covariance σ2I we ﬁnd
P (xj |A, sj) = 12pi|σI|e
− 1
2σ2
(xj−Asj)>I−1(xj−Asj) (A.24)
which yield the regular least squares objective. Thus, regularization terms on A
and S correspond to taking the log of given prior distributions of A and S, i.e.,
log[P (A)] and log[P (sj)] in equation (A.23). Thus, the objective functions of
this thesis including regularization can all be stated in terms of Bayesian learning
using MAP estimation while regular least squares estimation corresponds to ML
estimation based on a Gaussian noise model.
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Cross-correlation procedure, 45
cSC, 56
CUR decomposition, 24
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96 INDEX
graph Laplacian, 75
graph partitioning, 69, 72
graphs, 69, 72
Harshman, 38
Hierarchical clustering, 70
higher order singular value decomposi-
tion, 32
HOSVD, 32
ICA, 9, 34
independent component analysis, 9
invariance, 39
k-means, 71
k-medians, 71
k-rank, 29
Kaiser, 8
Kruskal, 29
kurtosis, 8, 10
L-curve, 22
Laplace distribution, 58
LARS, 18
LASSO, 17
Least Angle Regression and Selection
algorithm, 18
Least Angle Regression and Selection
Operator, 17
Lee, 12
Machine Learning, 1
marginal likelihood, 92
Missing values, 91
modularity, 75
Moore's law, 3
MU, 12
multi-way arrays, 27
multidimensional matrices, 27
multiplicative updates, 12
Neuhaus, 8
Newton-Raphson method, 44
NMF, 11, 72
nnqp, 15
Non-negative matrix factorization, 11
non-negative tensor factorization, 34
NTF, 34
Occam's razor, 26
Olshausen, 16
ONMF, 74
orthogonal NMF, 74
Orthomax, 9, 33
Orthonormality, 88
over relaxed bound optimization, 14
p-rank, 34
PARAFAC, 28
PARAFAC2, 36
PARATUCK2, 37
Parseval's identity, 40
Partitional clustering, 71
PCA, 7, 72
PMF, 12
Positive Matrix Factorization, 12
positive tensor factorization, 34
Principal Component Analysis, 7
principle of parsimony, 26
projective gradient method, 15
PTF, 34
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