Abstract. For weak solutions u ∈ W m,1 (Ω; R N ) of higher order systems of the type
Introduction
In this paper we are concerned with a regularity result for weak solutions of systems of higher order with p(x)-growth.
Let n ∈ N ≥2 , N ∈ N ≥1 and Ω ⊂ R n a bounded domain. We consider weak solutions of the system Additionally we assume that the coefficient A is continuous with respect to the first variable and that there exists a modolus of continuity for the exponent function p, which satisfies We show in this paper that there exists δ > 0 such that if |F | p(·) ∈ L q loc (Ω) with 1 < q < n n−2 + δ, and u is a solution of system (1.1), then |D m u| p(·) ∈ L q loc (Ω). In the case of second order equations (N = 1, m = 1) and for second order systems with special structure, as for example the p(x) Laplace system, such a result is proved in [3] , without any restriction on q. This is due to the fact that in this special situation one can prove a L ∞ estimate for the derivative Dw of the solution w of a suitable frozen problem. In the case of general systems (for the second order case see [14] ) this is not possible. Nevertheless one obtains higher differentiability in the sense that D m+1 w ∈ Lp with a suitable exponentp, depending on the exponent function p. This can be exploited to achieve the desired higher integrability in the sense of the above statement, with a restriction on the higher integrability exponent q.
The strategy of the proof in this paper follows in a certain sense the ideas in [3] and [14] . The key to the proof is an application of a Calderón-Zygmund type estimate on level sets of the maximal function of |D m u| p(·) . Therefore the solution will be compared to the solution w of a problem, which is 'frozen' in a point x M and therefore has the structure of a problem with constant growth exponent p 2 . The solution w turns out to be higher differentiable, which translates via Sobolev-Poincaré's inequality into higher integrability of |D m w| p2 . By a suitable comparison estimate between D m u and D m w, this carries over to the solution w.
One should note that we consider both the non degenerate (µ = 0) and the degenerate (µ = 0) elliptic case in this paper. Therefore the a priori estimates for the solution of the frozen problem are shown more or less in detail, especially pointing out the differences between the non degenerate and the degenerate case.
The author should mention that some parts of the proof (especially the comparison estimate) are widely similar to the proof in the second order case. Therefore at those points the estimates are shortened very much or cited from other papers. All of the statements are proved in a careful and extensive way in [11] .
Acknowledgements. I would like to thank Prof. Dr. Giuseppe Mingione for his helpful comments and many fruitful discussions about systems and functionals with p(x) growth.
Notations and Setting
We consider weak solutions of system (1.1). Note that, using multi indices, (1.1) reads as follows: In the sequel we assume that the following structure conditions are satisfied: Concerning the vector field A we suppose the mapping z → A(·, z) to be of class C 0 (R N ) ∩ C 1 (R N ) \ {0}) and to satisfy the following growth, ellipticity and continuity assumptions: for all x, y ∈ Ω, z, λ ∈ R N , z = 0 where ν −1 , L ∈ [1, ∞) , µ ∈ [0, 1]. The parameter µ is introduced in order to consider both, the degenerate and the non degenerate case. We assume that the modulus of continuity ω : R + → R + is a non decreasing, concave and continuous function satisfying ω(0) = 0. For the function p : Ω → (1, ∞) we assume that for all x, y ∈ Ω, where ω is supposed to fulfill condition (1.2).
Remark. By (2.1) we can assume that -eventually enlarging the constant L, reducing ν respectively -there holds:
(2.5) |A (x, z)| ≤ L µ 2 + |z| 2 (p(x)−1)/2 , and (2.6) ν µ 2 + |z| 2 p(x)/2 − L ≤ A(x, z), z for all x ∈ Ω, z ∈ R N .
Definition 2.1 (Generalized Lebesgue and Sobolev spaces). For a bounded domain Ω ⊂ R n and a measurable function p : Ω → (1, ∞) we define the generalized Lebesgue space
and the generalized Sobolev space
The main statement of this paper is the following 
, then for every given ε ∈ (0, q − 1) there exists a positive radius R 0 > 0, depending on
such that for any cube Q 4R ⋐ Ω ′ and R ≤ R 0 there holds
where c ≡ c (n, N, m, γ 1 , γ 2 , ν, L, q) and
Remarks on the notation. In the whole paper Ω ⊂ R n , (n ≥ 2) denotes a bounded domain in the space R n and Q (x, R) ≡ Q R (x) a cube whose axes are parallel to the axes of the coordinate system, with center x and side lenght 2R. Sometimes R will also be called the 'radius' of the cube. The Lebesgue measure of a measurable set A is abbreviated by |A| ≡ L n (A). For a locally integrable function u ∈ L 1 loc (Ω) we define the mean value on the cube Q by
In the case the centre of the cube is obvious from the context, we will often just write Q R or Q instead of Q(x 0 , R), (u) R instead of (u) x0,R respectively.
The letter c denotes a constant which will not necessarily be the same at different places in the paper and which may sometimes change from line to line. Constants that will be referred to at other points of the work, will be signed in a unique way, mostly by different indices. In the case we want to emphasize the fact that a constant changes from one line to another, we will label this by mathematical accents, as for examplec orc. For the survey we will not specify the dependencies of the constants in between the estimates, but of course at the end of them.
For Ω ⊂ R n , p > 1, let L p (Ω; R N ) be the well known Lebesgue space to the power p. For m ∈ N we define the Sobolev space
with the multi-index α = (α 1 , . . . , α n ) ∈ N n and the abbreviations |α| := α 1 + . . . + α n and
A priori estimates
As we will see in the proof, the most important difficulty compared to the proof in the second order case (m = 1, see [3] ) comes from the a priori estimate, which is different for higher order systems, since one can not obtain an L ∞ -bound for the derivative D m u. The optimal result is the following
is of the class C 1 and satisfies the conditions
, for all z ∈ R N . Then the following holds:
In the case 1 < p < 2 we have w ∈ W m+1,p loc Ω; R N together with the estimate
Additionally distinguishing the cases µ = 0 and µ = 0, we obtain furthermore
for any cube Q R ⋐ Ω and any τ ∈ (0, 1).
In the case
loc (Ω) and for any cube Q R ⋐ Ω and any τ ∈ (0, 1) there holds
Moreover the constants in the estimates above depend on n, N, m, p, τ and L/ν and c ↑ ∞ as τ ↑ 1.
Proof. We start by proceeding analoguously to the second order case. For h ∈ R with |h| < (1 − τ )R and x ∈ Q τ R we denote by τ s,h w(x) := w (x + he s ) − w (x) the finite difference and by ∆ s,h w := τ s,h w h , the difference quotient in direction e s , where e s denotes the sth unit vector in R n . We consider the test function
with a suitable polynomial P . Moreover for R > 0 and 0 < |h| < R we denote by
the inner parallel cube, whose sidelength is R − |h|.
). In the definition of ϕ we choose η ∈ C ∞ c (Q R ) to be a standard cut-off function with the properties 0
By the chain rule we immediately get
P : Ω → R N denotes the unique polynomial of degree m − 1 whose coefficients are chosen to satisfy
Existence and uniqueness of such polynomials are well known and can be found for example in [9] . Testing (3.1), using standard identities for difference quotients and the general chain rule, we obtain for |h| ≤ R(1 − √ τ ):
Now we distinguish the cases 1 < p < 2 and p ≥ 2. We start with the case p ≥ 2. We translate the growth and ellipticity conditions for A into conditions for ∆ s,h A. Elementary calculations together with the differentiability of A show that
Using (3.2) and the technical lemma 7.2 (with exponent p−2
2 ) we obtain the following pointwise estimates for B h :
Now, I
(1) ist estimated by (3.10) 2 from below as follows:
From (3.9) and (3.7) we infer that
where c ≡ c(n, m, τ ). (3.10) 1 and Young's inequality lead to
Summing up the estimates for I (2) k , subsequently choosing ε = c2ν 2c3Lm and taking into account that η ≡ 1 on Q τ R finally leads to (3.11)
where the constant c depends on n, m, p, τ and L/ν. Now we are going to estimate each of the terms appearing on the right hand side of (3.11). Writing
Since w ∈ W m,p (Q R ), using standard estimates for difference quotients (note that |h| ≤ R(1 − √ τ )) and subsequently applying Poincaré's inequality (k − 1) times (note the choice of the polynomial P in (3.8)) provides for any k = 1, . . . , m:
which finally leads to
where the constant c depends only on n, N, m, p, τ and L/ν. Furthermore we easily see
Therefore we obtain for any s = 1, . . . , n and 0 < |h| ≤ R(1 − √ τ ) that (3.12)
with c ≡ c(n, N, m, p, τ, L/ν). In the case 1 < p < 2 we proceed in a different way. However we note that the arguments which lead to the bound from below for I (1) in the case p ≥ 2 also work here. Using (3.10) 2 we get
To treat I (2) we use a different formula for ∆ s,h A. We do the following formal calculation, which holds for functions w ∈ W m+1,p . The result for w ∈ W m,p can then be achieved by approximation.
We write
By the growth condition (3.2) for A we find that
For I (2) we write
Taking into account (3.13) and sptη ⋐ Q √ τ R we obtain for I by partial integration
By (3.7) we obtain
and therefore
with constants c ≡ c(n, m, τ ). Combining the previous estimates we arrive at:
We first consider I (3) . Applying Young's inequality we get
By a suitable choice of ε, we can absorb the first term on the left hand side of (3.14). The second term can be estimated by Young's inequality (with exponents p ≡ p 2−p , q ≡ p 2(p−1) ) as follows:
)/p and obtain by Young's inequality
Combining the previous estimates we arrive at
with constants c ≡ c(n, m, τ, p, L/ν). By Hölder's inequality and Fubini's theorem we see
Analogously to the case p ≥ 2 we also have
Furthermore again by standard estimates for difference quotients we obtain
Inserting this above we find that (note that η ≡ 1 on Q τ R )
with c ≡ c(n, N, m, p, τ, L/ν). By the choice of the polynomial P (see (3.8)) we can apply (k − 1) times Poincaré's inequality to the integrals QR |D m−k+1 (u − P )| p dx; actually we have that
for all k = 2, . . . , m. Therefore we obtain
with c ≡ c(n, N, m, τ, p, L/ν). Hence for any p > 1 there holds (3.14)
with a constant c ≡ c(n, N, m, p, τ, L/ν).
Now we distinguish the cases 1 < p < 2 and p ≥ 2:
The case 1 < p < 2: We set 2α := p (2 − p), obtaining by Young's inequality
By (3.15), we see that the the sequence 
there holds
This implies the pointwise almost everywhere convergence of a subsequence of W h to (µ 2 + |D m w| 2 ) 1/2 . By Fatou's Lemma we now conclude with (3.14):
Therefore we end up with
On the other hand, by differentiating, we have the estimate
Therefore we conclude
which is exactly (3.4). We use an elementary algebraic property of the function V µ (z) :
Combining this estimate for µ = 0 with (3.14), we end up with
We see that the sequence
The estimate above together with the convergence yield the desired estimate (3.5).
The case p ≥ 2: We take (3.18) together with (3.14) to conclude
and therefore the sequence converges as h → 0 strongly in
The estimates above together with the convergence provide the desired estimate (3.6).
An additional Gehring improvement
Starting by Lemma 3.1, we can now achieve by standard techniques a further higher integrability exponent in the following sense: In the case 1 < p < 2 and µ = 0 we have the estimate
In the case 1 < p < 2 and µ = 0 we obtain
In the case p ≥ 2 there holds for any µ ∈ [0, 1]:
Proof. Since such a result is more or less standard, we only show the main ideas of the proof here. Our aim is to show a reverse Hölder inequality which translates via Gehring's lemma into the desired higher integrability result. Distinguishing both the cases p ≥ 2 and p < 2 and µ = 0, µ = 0, we proceed as follows: As in the proof of Lemma 3.1, we test system (3.1) with the function ϕ ≡ D(η 2m D(w − P )) with a suitable cut off function η and a polynomial of degree m which we specify later.
In the case p ≥ 2, following the estimates in the proof of Lemma 3.1, see (3.11), finally applying Young's inequality, we obtain
Having in mind (3.18), the left hand side is estimated from below by
Choosing the coefficients of the polynomial P in such a way that
we can use Poincaré's inequality and elementary algebraic calculations to estimate the second term of the right hand side from above by
Now choosing the highest order coefficients of the polynomial P such that
we can apply Sobolev-Poincaré's inequality to conclude a reverse Hölder inequality of the type
Gehring's Lemma now provides the desired higher integrability. Combining this result with the estimates in Lemma (3.1), we end up with (4.3).
Remark. Here we also need higher integrability of |D m w| p , which is standard to prove. See for example [10] for higher integrability results of this type.
In the case 1 < p < 2 and µ = 0, we obtain, using the same test function as above (see (3.14))
We now choose the highest order coefficients of the polynomial P in such a way that
which allows us to apply Sobolev-Poincaré's inequality, obtaining a reverse Hölder inequality of the type (note (3.17) for estimating the left hand side from below)
Again applying Gehrings Lemma and combining the result with the estimate of Lemma 3.1, provides the desired estimate (4.1). In the case µ = 0 we have by (3.14) and (3.18)
Choosing the coefficients of the polynomial such that
we deduce by Sobolev-Poincaré's inequality
Again Gehrings Lemma and finally the estimates of Lemma 3.1 lead to the desired estimate (4.2).
Calderón-Zygmund coverings
We consider a cube Q 0 ⊂ R n and define by D(Q 0 ) the set of all dyadic subcubes Q of Q 0 , i.e. those cubes with sides parallel to the sides of Q 0 that can be obtained from Q 0 by a positive finite number of dyadic subdivisions. We call Q p a predecessor of Q, if Q is obtained from Q p by a finite number of dyadic subdivisions. In particular we callQ ∈ D(Q 0 ) the predecessor of Q, if Q is obtained fromQ by exactly one dyadic subdivision fromQ.
The following lemma will play an essential role in the proof Theorem 2.2. The proof is done by Calderón-Zygmund coverings and can be found for example in [4] . Then there holds |X| < δ|Y |.
Hardy Littlewood maximal function
We will use properties of the Hardy Littlewood maximal function, which we will state here without proving them. For a more detailed discussion about maximal operators see [13] and [20] .
where Q denotes an arbitrary subcube of Q 0 , not necessarily centered in x ∈ Q 0 . In an analogue way we define for s > 1 and
We will need the following properties of the maximal function operator: 
and for any α > 0 there holds
and there holds 
A direct consequence of (M1) is the following
with the constant c W of (M 1).
Some technicalities
The following technical lemmas will be used at several points in the proof of the main theorem. Since they are more or less standard we will only cite them. 
Lemma 7.2 (see [5] ). Let a, b ∈ R N and µ > −1. Then there exist constants c(µ), C(µ) > 0, such that there holds
Proof of the main theorem
The proof of Theorem 2.2 is at many stages similar or identical to the proof in the case m = 1, which is done in [3] . Therefore some of the estimates will only be cited (for example the comparison estimate). We will especially point out the differences to the higher order case here.
Choice of constants and radii (I).
To proceed with the proof of Theorem 2.2 we initially fix some of the constants. The proof will take place on the cube Q 4R0 ⋐ Ω. The radius R 0 of this cube will be restricted at several points in the course of the proof. At first we choose the radius so small that
8.2. Higher integrability. We will show that the condition
on the modulus of continuity ω yields a certain higher integrability for |D m u| p(·) . We note that condition (8.3) is much weaker than condition (1.2) which is needed for proving the main theorem. Our result is the following 
Proof. Since the proof of this result is in many points similar to the proof in the case m = 1, we only show the main steps here. Let Q R ⊆ Q 4R0 be a cube and (8.7)
Then, p 2 − p 1 ≤ ω (2nR) and by the choice of R 0 in (8.1) we have
We test system (1.1) by the function ϕ 1 ≡ η mp2 (u − P ), where η ∈ C ∞ c (Q R ) denotes a standard cut-off function satisfying 0 ≤ η ≤ 1 and η ≡ 1 on Q R/2 as well as
. . , m and P : R n → R denotes the unique polynomial of degree m − 1 satisfying
It is easy to see that we have
Setting in the test function and using (8.5) we obtain
with the obvious labelling. Using (1.1), I 1 can be estimated by applying Young's inequality several times in a standard way (note that the constant in Young's inequality may depend on p(x); writing the constant down explicitely, one can easily see that it can be estimated by a constant depending only on γ 1 and γ 2 ) and using the fact that p(x) ≤ p 2 on Q R to obtain (8.11)
where c ≡ c (m, ε, γ 1 , γ 2 ). By (8.4), (8.10) and Young's inequality we estimate
where c ≡ c(n, m, γ 2 ). We rewrite the integral appearing on the right hand side as follows :
2,2 . The second integral we treat as usual noting that
Therefore it remains to get a bound for I 
Combining the estimates for I
2,1 and I
2,2 we finally arrive at
where the constant c depends only on n, m, γ 1 , γ 2 and ε. Now choosing as usual ε = ν 2cL (note that we can also assume that ε < 1 − 1/γ 2 by choosing c large enough) we can absorb the first integral on the right hand side. Dividing the resulting inequality by ν/2 leads us to (8.12)
where c depends only on n, m, γ 1 , γ 2 and L/ν. Taking into account the properties (8.9) of the polynomial P , using Poincaré's inequality and taking the mean values on both sides, we arrive at:
Taking into account the definition of P , i.e. (8.9), we can apply Sobolev-Poincaré's inequality on the right hand side with exponents p ≡ p 2 and p * ≡ np2 n+p2 to obtain
Note that the constants in Poincaré's and Sobolev-Poincaré's inequalities can be replaced by constants that only depend on γ 2 instead of p 2 , thus c SP ≡ c(n, N, γ 2 ). Hölder's inequality, applied with the exponents p ≡ p1s(n+p2)
.
Therefore we obtain
Noting that p2s p1 =s +s p2 p1 − 1 and
we get
where c ≡ c(n, γ 1 , γ 2 ). Withs p1 ≤ 2 and R ≤ 1 we obtain for the first term on the right hand side
Noting that by the localization properties (8.1) we see that R −2nω(2nR) ≤ c(n,L) and taking into account the definition of K 0 we conclude the following reverse Hölder inequality (note also that K 0 > 1 and p 1 ≥ γ 1 ):
where K 0 > 1 is from (8.2) and c ≡ c (n, N, m, M, γ 1 , γ 2 , L/ν). This inequality holds for any cube Q R ⊆ Q 4R0 and the appearing constants do not depend on the choice of the particular cube Q R . Gehring's Lemma in the version which is written in [2] with f ≡ |D m u| p(x)/s and ϕ ≡ (|F | p(x) +1)
1/s
under consideration of the restriction on σ finally provides the assertion.
Choice of constants and radii (II).
First we observe that, since K 0 ≥ 1 (see the definition of K 0 in (8.2)), we have for any K ≥ K 0 :
where σ 0 is the constant from Lemma 8.1. We set (8.15)
Therefore
We now choose the higher integrability exponent σ in Lemma 8.1 such that (8.18) σ :=σσ 0 with 0 <σ < min {γ 1 − 1, 1/2} .
Then by (8.14) we have for any β ∈ γ2 γ2−1 , γ1 γ1−1 and K ≥ K 0 :
By the choice of σ in (8.18) and the structure of the constant σ 0 in Lemma 8.1 we have that
Now we impose for a fixed choice ofσ a further restriction on the size of R 0 by claiming (1.2) . Furthermore let λ ≥ 1, 0 <σ < 1 as in (8.18 ) and B M > 1. If on some Q ∈ D (Q R0 ) we have
Then there exists a constant
then for the predecessorQ of Q there holds
Proof. We will prove the statement by contradiction. The constants A,ε as well as the radius R 1 will be chosen at the end of the proof. Let us assume that (8.24) holds, but (8.25) is false. Then there exists a point x 0 ∈Q, such that
i.e. we have
for all cubes C ⊆ Q 4R0 with x 0 ∈ C. We define S := 2Q. Since the cubeQ is obtained from the cube Q R0 by at least one dyadic subdivision, we haveQ ⊆ Q R0 and therefore S ⊆ Q 2R0 . Therefore by the smallness condition (8.1) imposed on the radius R 0 there holds (8.27) s := diam(2S) ≤ 8nR 0 , and therefore ω(s) ≤ σ/4.
In particular, since by x 0 ∈ 2S the cube 2S ⊆ Q 4R0 is an admissible cube in the maximal function M * Q4R 0
, by (8.26) there holds
Additionally (8.24) implies
so that there exists at least one point x ∈ Q, in which the maximal function M * 1+σ,Q4R 0
<ελ.
We now use the localization argument from before in order to estimate p(x) in a point x by constant exponents p 1 , p 2 . For this purpose we let (8.31)
Obviously the exponents p 1 and p 2 depend on the local situation, especially on the cube Q ∈ D(Q R ). Thus in the following estimates it will be necessary to take care of the dependencies of the occurring constants on p 1 and p 2 , eventually replacing them by constants which only depend on the global bounds γ 1 and γ 2 for p. We first use the fact that 2S ⊆ Q 4R0 , obtaining by the restriction (8.21) on the radius R 0 for any x ∈ 2S (8.32)
By (8.18) we haveσ < γ 1 − 1. Recalling that σ =σσ 0 and σ 0 < 1 (see Lemma 8.1) and γ 1 ≤ p 1 we have σ ≤ p 1 − 1, which implies 
where the constants depend only on n, N, m, γ 1 , γ 2 , M and L/ν.
8.4.2.
The frozen system. We consider the Dirichlet problem
Since the vector field A is frozen in the point x M , where the exponent p(x M ) = p 2 is constant, the structure conditions for the original vector field A(x, z) (see (2.1) and the remark after (1.2)) lead to the following structure conditions for the frozen vector field A(x M , z):
It is easy to see that one can write these conditions also in the form
The Dirichlet problem (8.36) admits a unique solution w ∈ u + W m,p2 0
Since the vector field A(x M , z) fulfills the hypothesis of Lemma 3.1 (with p, Q R replaced by p 2 , S), we can apply the lemma in combination with Lemma 4.1 to conclude that
• in the case p 2 ≥ 2 we have the estimate
, and for µ = 0 we have
withδ ≡δ(n, m, N, γ 1 , γ 2 , L, ν) > 0. Here we used the abbrevitations
Note that the function V µ : R k → R k is quite common in the recent papers about regularity for systems and functionals. We will use here the following algebraic property of V µ : For any
The proof of this property can be found for instance in [1, 12] .
8.4.3.
Energy estimate. Now we want to show the following energy estimate:
To prove (8.46) we test (8.36) with ϕ = u − w. ϕ is an admissible test function, since u, w ∈ W m,p2
The growth assumption (8.38) gives by Young's inequality
Combining these estimates, the asserted estimate follows by choosing ε = 2 1−p2/2 ν/4.
8.4.4.
Comparison estimate. The next step is to establish a comparison estimate between D m u and D m w. This turns out to be quite complicated, involving all the results from before, for example the energy estimate, higher integrability, the structure conditions of the frozen system, the localization and very fine estimates on the L log β L scale. Nevertheless the argument and estimates are exactly the same as in the second order case and can directly be taken from [3, p 134ff] . One ends up with For 1 < B < B M we now estimate the measure of the set
where A will be chosen later. First, by Lemma 7.1 we have:
where
Estimate for I 2 : Using property (M1) for the maximal function , the inclusion 
Estimate for I 1 : Since
We set
and distinguish the cases 1 < p 2 < 2 and p 2 ≥ 2.
The case p 2 ≥ 2: For η ∈ R N we estimate with (8.45 ) and Lemma 7.1 as follows (note that this estimate holds for any p 2 > 1)
with the definition of V µ (D m w) of (8.44) . Therefore by Corollary 6.2 we infer that (note also (8.49))
1,1 + I
1,2 , with the obvious labelling of I (1) 1,1 and I (1) 1,2 . We now choose η such that
Estimate for I
1,2 : In the case µ = 0 we have the identity
and therefore together with the energy estimate (8.46) and higher integrability (note that λ ≥ 1, K ≥ 1) a straight forward estimate shows
In the case µ ∈ (0, 1] we estimate (note that p 2 ≥ 2):
and therefore with Hölder's inequality, the energy estimate (8.46) and higher integrability (note that µ ≤ 1) we easily deduce
Estimate for I
(1) 1,1 : By the choice of η we can apply Sobolev-Poincaré's inequality to obtain
The apriori estimate (8.41), taken together with the energy estimate (8.46) and again higher integrability now provides
Taking all the estimates together we end up with
The case 1 < p 2 < 2: For µ ∈ (0, 1] we first estimate by Corollary 6.2 (again note (8.49)):
1,2 .
with the definition for H µ (D m w) of (8.44 ) and the obvious labelling of I
1,1 and I
1,1 : Applying Sobolev-Poincaré's inequality, the a priori estimate (8.42 ) and finally the energy estimate (8.46 ) and higher integrability, we obtain
(2) 1,2 : Here we use Hölder's inequality, the energy estimate (8.46) and higher integrability to conclude
In the case µ = 0 we proceed as follows, again using (8.51):
Therefore we write by Corollary 6.2 and again noting (8.49):
1,2 . We choose η such that
1,1 : Here we use Sobolev-Poincaré's inequality, the apriori estimate (8.43) and finally again the energy estimate (8.46) and higher integrability to conclude
Estimate for I 
1,2 in a completely analogous way as in the case p 2 ≥ 2 to obtain
Thus we have shown in any case (i.e. for any p 2 > 1 and for any µ ∈ [0, 1]):
Connecting this with the estimate valid for I 2 we finally arrive at (eventually enlarging the constants by a factor c(n))
Now we come to the rather involved choice of the parameters. First we determine
for all s ≤ 8nR 1 . Then if R 0 ≤ R 1 satisfies (8.1) and (8.21), we have
8.5. Proof of the main theorem. First we define
By the restriction imposed on the range of q there holds
With this choice of B M we set for 1 < K < K M and 0 < σ < σ M :
and moreover
where we have chosen
Here c W ≡ c W (n) denotes the constant from (6.3). By (6.3) and the definition of λ 0 we obtain
Let A be the constant from Lemma 8.2. Since A, B, K ≥ 1 we have ABK σ ≥ 1 and therefore
We now set
and show that for any h ∈ N ∪ {0} we have
To prove (8.66) we introduce the sets
and
and show that the hypothesis of Lemma 5.1 are fulfilled for the sets X and Y with B, B M from (8.58), (8.59 ) and ϑ from (8.61) . By the definition of µ 1 and (8.64) we have
which is (i) from Lemma 5.1. Next for a dyadic subcube Q ⊂ Q R with
we can apply Lemma 8.2 with λ =Ã h λ 0 > 1, obtaining for the predecessorQ of Q that:
This is assumption (ii) of Lemma 5.1. The application of Lemma 5.1 then yields
which means that (8.67)
This proves (8.66). Since (8.66) holds for all h ∈ N ∪ {0}, we can apply it iteratively, obtaining
Thus, for J ∈ N arbitrary we have
with the obvious labelling.
Estimate for I 1 : For I 1 we obtain using the definition ofÃ and the specific choice of B:
Estimate for I 2 : We interchange the order of summation and obtain Since the previous estimates for I 1 and I 2 hold for any J ∈ N, we obtain, passing to the limit J → ∞: Estimate for I 2 : To estimate I 2 we decompose the interval [λ 0 , ∞) into disjoint intervals [Ã n λ 0 , A n+1 λ 0 ) and use the monotonicity of µ 1 to conclude
Inserting the estimates for I 1 and I 2 above and using (8.69), we obtain Note that the right hand side is up to a constant equal to the sum in the right hand side of (8.71). For given ε > 0, we now want to reach the following smallness conditions to be fulfilled: (8.75) σn(1 + δ)q n(1 + δ) − q(n − 2) ≤ ε and (8.76) 2(n − 2)σq n(1 + δ) − q(n − 2) ≤ ε 3 , 2γ 1 σq (n(1 + δ) − q(n − 2))(γ 1 − 1) ≤ ε 3 , 2σ ≤ ε 3 .
These conditions hold for example, if (8.77) σ ≤ ε 9 min 1, (n(1 + δ) − q(n − 2))(γ 1 − 1) qγ 1 , n(1 + δ) − q(n − 2) n(1 + δ)q .
