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Die zweite Diskussionswelle über die Auswertungsprobleme 
eines 3-Wellen-Panels kategorischer Daten: Einige Anmerkungen 
zu der Entgegnung von Jagodzinski 
von Rolf Langeheine 
JAGODZINSKIs (1986) Arbeit in der ZA-Information 19 hat zu einer Dis-
kussion zwischen mir (LANGEHEINE 1987) und JAGODZINSKI (1987) geführ t , 
die in der ZA-Information 20 nachzulesen i s t . Solche Diskussionen, Debatten 
oder St re i tgespräche sind - gerade in wissenschaftlichen Foren - deshalb 
besonders in te ressan t , weil sie die Autoren zwingen, Dinge auf den Punkt 
zu b r ingen . Häufig en ts teh t damit die Chance, daß alle - Leser wie Autoren -
mehr bei der Sache lernen (jedenfalls kann ich es so in diesem Zusammen-
hang für mich s a g e n ) . Ich möchte im folgenden zunächst zeigen, daß 
JAGODZINSKIs und meine Ergebnisse in der Tat dramatisch differieren, und 
dann auf die beiden Thesen von JAGODZINSKI (1987) eingehen. 
Zum Punkt Reliabili tät/Stabili tät: 
Bei fast allen sozialwissenschaftlichen Datenerhebungen müssen wir davon 
ausgehen , daß Meßfehler eine Rolle spielen. Dies gilt auch für kategoriale 
Daten (vgl . z . B . BYE & SCHECHTER, 1986; SCHWARTZ, 1985; VAN DE POL 
& DE LEEUW, 1986). Im Fall von kategorialen Paneldaten bieten Latent-
Class-Modelle (LCM'e) nun die Möglichkeit, die beiden Aspekte Reliabilität 
und Stabilität zu t r ennen (ich betone dies , da es in meinem vorangegangenen 
Papier nicht deutlich genug geworden i s t ) . Unter Modell M4 z . B . läßt sich 
die bedingte Wahrscheinlichkeit von .876 als Reliabilität für die latente 
Klasse der Materialisten zum Zeitpunkt t1  i n te rp re t i e ren . Idealerweise ( d . h . 
bei Annahme per fekter Reliabilität) wäre die 3x3 Matrix (Kategorien x 
Klassen) zum Zeitpunkt t1 eine Einheitsmatrix (wie z . B . für die Klassen 
1-3 un te r Modell M2). Entscheidet man sich für diese Interpretat ionsmög-
lichkeit von LCM'en, so lassen sich die Parameter eines Modells dazu ve r -
wenden, detaillierte Fehlerra ten (Zeitpunkt je Klasse) oder generellere 
Fehlerra ten (Zeitpunkte bzw. Klassen) zu schätzen. Diese Fehlerraten 
differieren un te r den Modellen M3 und M4 in der Tat erheblich (M3: 
.604, .517, .517; M4: .230, .170, .146 - jeweils für t 1 - t 3 . Der 
Grund is t schlicht der , daß sich die beiden Modelle in den jeweils getroffe-
nen Annahmen s t a rk unterscheiden (damit ist noch nichts über die Ad-
äquathei t dieser Modelle gesag t ) . Der Anteil der Zeitstabilen ergib t sich 
dagegen je Klasse aus dem mit dem jeweiligen Klassenanteil gewichteten 
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Produkt der Reliabilitäten. Unter Modell M4 sind dies ingesamt 55.4%, un te r 
der LCM-Version von M3 erwartungsgemäß erheblich weniger, nämlich nur 
39.5%. 
Zu JAGODZINSKIs These 1; 
Es is t u n b e s t r i t t e n , daß die X2 _Approximation für kleines N und dünn b e -
se tz te Zellen in Zweifel gezogen werden kann . Trotzdem muß man deshalb 
n ich t , wie wir noch sehen werden, s tat is t ische Tests gleich ganz über 
Bord werfen. Das Problem hat eine Reihe von Stat is t ikern veranlaßt , in 
Monte Carlo Studien die X2 -Approximation für die Tests ta t is t iken L2 
(Likelihood Ratio Chi-Quadrat) und X2 (Pearson Chi-Quadrat) zu u n t e r -
suchen . Das Ergebnis dieser Studien i s t , daß X2 der X 2_Approximation 
häufig (aber eben nicht immer) besse r folgt als L 2 . Das Problem bei der 
Über t ragung dieser Resultate auf den konkre ten Fall bes teh t allerdings 
dar in , daß für das gerade zur Diskussion s tehende Modell meistens keine 
en t sp rechenden Monte Carlo Ergebnisse vorl iegen. Dies gilt für alle von uns 
be t rach te ten "Modelle. Streng genommen kann man sich also auf den Stand-
punk t stel len, daß die Ergebnisse solcher Simulationsstudien in der hier 
vorl iegenden Situation absolut nicht weiterhelfen, da man über den konkre -
ten Fall n ichts weiß. Man kann allerdings einen weicheren Standpunkt ein-
nehmen und die generellen Trends dieser Studien nu tzen , in der Annahme, 
sie würden auch für den je konkre ten Fall gel ten. Der Grund für das 
häufige Fehlen von Monte Carlo Studien ist der , daß zur Abdeckung aller 
möglichen Fälle in Monte Carlo Studien dera r t viele Faktoren var i ier t wer-
den müßten, daß ein solches Unternehmen von Anbeginn zum Scheitern 
verur te i l t wäre . Die Zahl dieser Faktoren , die in ausgewählten Kombinationen 
für loglineare Modelle un t e r such t wurden , erhöht sich bei LCM'en zusätz-
lich. Es ist daher nicht verwunder l ich , wenn es en t sprechende Studien 
für LCM'e nicht g ibt . Die einzige mir bekannte Monte Carlo Studie zu 
LCM'en (POULSEN, 1982) galt der Güte der Parameterschätzungen. Und die 
sind - auch für kleines N - dann ohne Bias, wenn sich die Klassen in 
ihren Profilen (bedingte Wahrscheinlichkeiten) gut t rennen lassen. Da dieses 
für alle von mir un te r such ten Modelle zutrifft , gibt es also ein gewisses 
Indiz dafür , daß wir den erwar te ten Häufigkeiten (die ja auf den Modell-
parametern be ruhen) t rauen können. Das ist wenigstens e twas. Es sagt 
aber noch nichts über die Angemessenheit der Chi-Quadrat Stat is t iken. 
Die Frage ist n u n , was man macht, wenn man trotz kleiner e rwar te te r 
ZA-Information 21 72 
Zellhäufigkeiten auf s ta t is t ische Tes t s n icht verzichten möchte. Die Antwort 
(für mich) i s t , daß es zwar keinen Königsweg, aber doch eine i n t e r s u b -
jektiv überprüfbare Strategie gibt . Ich habe mich dabei an die Regeln von 
FIENBERG (1979) gehal ten, die das Fazit der von ihm herangezogenen Monte 
Carlo Studien sind ( 1 . die minimale erwarte te Häufigkeit sollte 1 be t r agen ; 
2. N sollte wenigstens das 4- b is 5-fache der Anzahl der Zellen der Tabelle 
b e t r a g e n ) , und habe Zellen mit Erwar tungswert kleiner 1 zusammengefaßt. 
Es sei angemerkt , daß es für derar t ige Gruppierungen (Zusammenfassungen) 
verschiedene Stra tegien gibt . So kann man z . B . alle Zellen zusammenfassen, 
die das festgesetzte Minimum un te r schre i t en . Oder man kann so lange g r u p -
p ie ren , b is das Minimum er re ich t i s t und dann neu beginnen (und sich dabei 
noch über legen , ob benachbar te Zellen g ruppie r t werden sollen oder ob 
dies nach Zufall geschehen sol l) . Im allgemeinen scheint dies aber nicht 
zu unterschiedl ichen Konsequenzen zu führen. Hingegen scheint die Grup-
pierung mit zunehmendem Minimum ( 1 , 3, 5) nach den Ergebnissen von 
ROST (1988) einen ant ikonservat iven Effekt auf die Chi-Quadrat-Stat is t iken 
zu haben ( d . h . ein Modell wird schneller abge lehnt ) . Dies deckt sich mit 
FIENBERGSs (1979) Fazit . 
Da nun die korr ig ier ten L2-Werte für keines der von mir un te r such ten 
Modelle zu einer anderen Schlußfolgerung führten als die unkorr ig ie r ten 
Werte, fühlte ich mich relativ auf der sicheren Seite. Ich habe allerdings 
bislang (wegen der angenehmen Eigenschaft der Part i t ionierbarkei t von L2) 
nicht von der Möglichkeit Gebrauch gemacht, auch das Pearson X2 zur 
Prüfung der Modellgültigkeit heranzuziehen, was von einigen Autoren 
generell empfohlen wird. In Tabelle 1 finden sich daher unkorr ig ier te und 
kor r ig ie r te L 2 - u n d X2-Werte für alle von mir un te r such ten Modelle. Diese 
Tabelle zeigt n u n , daß alle Test -Sta t is t iken auf dem 5%-Niveau zu gleichen 
Schlußfolgerungen führen - mit einer Ausnahme: das Modell M3 (also 
JAGODZINSKIs Modell) wird nach L2 verworfen, nach X2 hingegen akzep-
t i e r t . Da beide Statist iken nicht zugleich r icht ig sein können , läßt sich 
über die Nicht-/Angemessenheit von M3 n u r anhand neuer Daten entscheiden. 
Dennoch sind wir damit noch nicht ganz am Ende der Reise. Trotz der 
Zweifel, die bei der vorl iegenden Datenkonstellation an den Statist iken für 
einzelne Modelltests angebracht s ind, ermöglicht die L2-Differenz zweier 
h ierarchisch geschalteter Modelle einen validen Test der H , daß beide 
Modelle die Daten gleich gut anpassen (für Details s. z . B . HABERMAN, 
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Tabelle 1; L2 und X2 Tests ta t is t iken für die in Langeheine (1987) 
be t rachte ten Modelle 
1978, S. 325 f f . ) . Somit ist zumindest eindeutig be legbar , daß die Anpassung 
un t e r M4 signifikant besse r ist als un te r M3 (ebenso paßt M3 signifikant 
besse r als M2). Da M4 3 und M3 4 Klassen 'ha t , mag es zunächst so e r -
scheinen, als ließe sich das res t r ik t ive re Modell M3 nicht durch Rest r ik-
tionen aus M4 ablei ten. Man kann jedoch ein Modell M41 spezifizieren, das 
neben den Klassen 1-3 wie un te r M4 zusätzlich eine Zufallsklasse wie die 
Klasse 4 von M3 enthäl t . Dann ist M3 ein Submodell von M4'. Aufgrund 
der Datenkonstellation zeigt sich nun in diesem speziellen Fall, daß M4 
ident isch ist mit M4', da die Zufallsklasse von M4' keine Fälle enthäl t . Dies 
muß natür l ich nicht für neue Daten gel ten. Das von JAGODZINSKI (1987) 
un te r Punkt 3 als angemessen erachte te Modell (M4' also) ist somit g r u n d -
sätzlich sinnvoll . 
Als Fazit e rg ib t sich also, daß die Verwendung von L2 zur Beurteilung der 
Anpassungsgüte einzelner Modelle zweifelhaft sein mag, daß L2 aber sehr 
wohl als inferenzstat is t isches Maß zur Diskriminierung der Modelle M2 - M4 
geeignet i s t . Aufgrund der Meßfehlerproblematik erscheint es mir im übrigen 
auch wenig sinnvoll, Meßfehler für die Klassen 1-3 nu r zum Zeiptunkt t1 
zuzulassen, diese aber für die weiteren Zeitpunkte in eine separate Klasse 
zu zwingen, in der der pu re Zufall r eg i e r t . JAGODZINSKI (1987) sagt 
un te r Punkt 3 se lbs t , daß dafür allein methodisch-technische Gründe v e r -
antwortl ich waren. 
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Zu JAGODZINSKIs These 2: 
Geht man von den Daten, d . h . der vorl iegenden 3x3x3 Kreuztabelle aus -
und das mußte JAGODZINSKI (1986) auch bei den Berechnungen für seine 
Modelle Ml bis M3 -, so werden (mit Ausnahme sa tu r i e r t e r Modelle und ex -
plizit über Restr ikt ionen perfekt angepaßter Zellen wie z . B . un te r M2 und 
M3) immer bestimmte Zellen ü b e r - bzw. un te r schä tz t . JAGODZINSKIs (1987) 
Beobachtung, daß un te r M4 39.3 zeitstabile Mischtypen geschätzt werden, 
während es nu r 38 beobachtete Fälle für dieses Antwortmuster g ib t , kann 
daher M4 nicht in Frage stel len. Um M4 aber abzus ichern , möchte ich an-
fügen: Ers tens wurden für M4 mehrere MLLSA-Läufe mit verschiedenen 
S ta r twer ten , aber gleichen Ergebnissen durchgeführ t . Es kann also a u s -
geschlossen werden, daß der i terat ive Prozeß in einem lokalen Maximum en-
de te . Zweitens habe ich M4 jetzt mit einem anderen Programm (LAT; 
HABERMAN, 1979) angepaßt . Das Ergebnis ist ident isch mit dem aus MLLSA. 
Der Gedanke h in ter diesem Check war , daß der Identif ikationstest in MLLSA 
zuweilen nicht greift , während man sich auf diesen Test in LAT ver lassen 
kann . M4 is t also identifiziert (und die Ergebnisse ändern sich auch nicht , 
wenn man ein wesentlich schärferes Konvergenzkriterium fo rde r t ) . 
Wenn JAGODZINSKI nun meint, daß M4 fehlspezifiziert i s t , weil er zeigen 
kann , daß dieses Modell die Ausgangsdaten (desaggregier te Daten) schlech-
te r reproduz ie r t als das Modell M3, dann kann dies auf ein Aggregat ions-
problem hinweisen. Die desaggregier ten Daten bes tehen aus einer 123-Tabelle 
(vgl . JAGODZINSKI 1986, Tabelle 1B und S. 43), die zu einer 33-Tabelle 
aggreg ie r t wurden - und nu r auf diese 33-Tabelle beziehen sich die von mir 
un te r such ten Modelle. Man kann jedoch - was wir jetzt getan haben - ein 
n iedr igeres Aggregationsniveau wählen und die 12 Antwortsequenzen (vgl . 
JAGODZINSKI 1986, Tabelle 1B) wie folgt zu 6 Kategorien zusammenfassen: 
(2)+(7) , ( 6 ) + ( l l ) , ( l ) + ( 4 ) , (3)+(10), (5)+(8) , (9)+(12). Dann resu l t ie r t 
eine 63-Tabelle mit Materialisten, Postmaterialisten und 4 Mischtypen. 
Analysiert man diese Tabelle mit den Modellen M3" und M4", die jeweils 
analog zu den Modellen M3 bzw. M4 gebaut sind (jetzt aber 7 bzw. 6 latente 
Klassen en tha l t en ) , so zeigt sich hinsichtlich Zeitstabilität das in Tabelle 2 
wiedergegebene Ergebnis . 
In te ressan t an diesem Ergebnis i s t , daß sich beide Modelle hinsichtlich der 
Schätzung der zeitstabilen Gruppen p rak t i sch nicht un te rsche iden , obwohl 
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Tabelle 2: Stabilität für Materialisten, Postmaterialisten und 4 Mischtypen 
für die Modelle M3" und M4" 
Mischtyp 1 = Antwortsequenz ( l ) + (4) 
Mischtyp 2 = Antwortsequenz (3) + (10) 
Mischtyp 3 = Antwortsequenz (5) +(8) 
Mischtyp 4 = Antwortsequenz (9) + (12) 
es eine Differenz in der Modellanpassung gibt 
in beiden Fällen ohne Korrektur für erwar te te 
Häufigkeiten kleiner 1 ) . Der Schluß aus diesem Ergebnis kann nu r sein, 
daß durch die Aggregation auf die 33-Ebene re levante Information ver loren-
gegangen i s t , so daß sich die Analyse auf dieser Ebene - im Nachhinein 
be t rach te t - verb ie te t . 
Zum Schluß: Es mag plausible Gründe dafür geben, im vorliegenden Kontext 
auf ein Modell zu bauen , das (wie M2 in extremer Weise) Meinungslosigkeit 
von Befragten annimmt. Die mögen sogar theoret isch eher auf der Hand lie-
gen als die Annahme, daß beobachtete Fluktuationen durch Antwortunsicher-
heit (also Meßfehler wie in M4) begründe t s ind. Auf der anderen Seite kön-
nen wir solche Meßfehler nicht ausschl ießen. Ich sehe einen Vorteil der in-
zwischen vorhandenen s tat is t ischen Ressourcen dar in , daß wir solche kon-
kur r i e renden Hypothesen gegeneinander tes ten können. 
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