Principal component-genetic algorithm-multiparameter linear regression (PC-GA-MLR) and principal component-genetic algorithm-artificial neural network (PC-GA-ANN) models were applied for prediction of melting point for 323 drug-like compounds. A large number of theoretical descriptors were calculated for each compound. The first 234 principal components (PC's) were found to explain more than 99.9% of variances in the original data matrix. From the pool of these PC's, the genetic algorithm was employed for selection of the best set of extracted PC's for PC-MLR and PC-ANN models. The models were generated using fifteen PC's as variables. For evaluation of the predictive power of the models, melting points of 64 compounds in the prediction set were calculated. Root-mean square errors (RMSE) for PC-GA-MLR and PC-GA-ANN models are 48.18 and 12.77 ºC, respectively. Comparison of the results obtained by the models reveals superiority of the PC-GA-ANN relative to the PC-GA-MLR and the recently proposed models (RMSE = 40.7 ºC). The improvements are due to the fact that the melting point of the compounds demonstrates non-linear correlations with the principal components.
Introduction
Melting point is a fundamental physical property of organic compounds, which has found wide use in chemical identification, as a criterion of purity and for the calculation of other important physicochemical properties such as vapor pressure and aqueous solubility. 1, 2 The solubility of a compound in water is strongly correlated with its melting point. An estimate of the water-solubility of a compound before it is synthesized, or available in sufficient purity for analytical measurements, would be most useful. 3 Adequate aqueous solubility is necessary for a compound to be transported to the active site within an organism. As noted above, melting point affects solubility, and solubility controls toxicity in that, if a compound is only poorly soluble, its concentration in the aqueous environment may be too low for it to exert a toxic effect. 4, 5 Thus, it would be helpful to be able to estimate the melting point of a compound from its chemical structure. 6, 7 Prediction methods for melting point, mainly can be categorized as property-property relationship (PPR), group contribution, and quantitative structure-property relationship (QSPR). 8, 9 Comprehensive reviews of the subject reveal that many studies involved hydrocarbons and homologous compounds. [10] [11] [12] This is because of the difficulty of melting point prediction for various organic compounds, since the numerous factors that control it are not easy to quantify.
The prediction of physicochemical and biological properties/ activities of organic molecules are the main objective of quantitative structure-property/activity relationships (QSPRs/ QSARs). The QSPR/QSAR models now correlate chemical structure to a wide variety of physical, chemical, biological (including biomedical, toxicological, ecotoxicological) and technological properties. [13] [14] [15] [16] [17] QSPR/QSAR models are obtained on the basis of the correlation between the experimental values of the property/activity and descriptors reflecting the molecular structure of the compounds. To obtain a significant correlation, it is crucial that appropriate descriptors be employed. A wide variety of molecular descriptors has been reported for using in QSPR/QSAR models. 18 However, as the number of descriptors (variables) increases, the model becomes complicated, and its interpretation is difficult if many variables are used in modeling. Therefore, the application of these techniques usually requires variable selection for building well-fitted models. A better predictive model can be obtained by ortogonalization of the variables by means of principal component analysis (PCA). 19, 20 The principal component analysis was used to compress the descriptor groups into principal components (PC's). In order to reduce the dimensionality of the independent variable space, a limited number of PC's are used. 21 Hence, selecting the significant and informative PC's is the main problem in all of the PCA-based calibration methods. [22] [23] [24] [25] Different methods have been addressed to select the significant PC's for calibration purposes. The simplest and most common one is a top-down variable selection where the PC's are ranked in the order of decreasing eigenvalues and the PC's with highest eigenvalue is considered as the most significant one and, subsequently, the PC's are introduced into the calibration model. However, the magnitude of an eigenvalue is not necessarily a measure of its significance for the calibration. 25 In the other method, which is called correlation ranking, the PC's are ranked by their correlation coefficient with the property and selected by the procedure discussed for eigenvalue ranking. 22, 23 Better results are often achieved by this method. Recently, genetic algorithm (GA) has been applied for the selection of the most relevant PC's instead of the older methods. Comparison of the results obtained using GA principal component selection with the two above-mentioned methods shows that GA gives a better result and close to the correlation ranking. [26] [27] [28] GA is a stochastic method to solve optimization problems applying evolution hypothesis of Darwin and different genetic functions, i.e., cross-over and mutation. 29, 30 Genetic algorithm is robust, global and generally more straightforward to apply in situations where there is little or no a priori knowledge about the process to be controlled. 29 Artificial neural networks (ANNs) have become popular in QSPR/QSAR models due to their success where complex non-linear relationships exist amongst data. 31, 32 An ANN is formed from artificial neuron, connected with coefficients (weights), which constitute the neural structure and are organized in layers. The layers of neurons between the input and output layers are called hidden layers. Neural networks do not need explicit formulation of the mathematical or physical relationships of the handled problem. These give ANNs an advantage over traditional fitting methods for some chemical applications. For these reasons in recent years, ANNs have been applied to a wide variety of chemical problems. [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] Very recently, QSPR models have been applied for prediction of the melting point of 323 set of drug-like compounds. 43 Ability of these models for prediction of the melting point is poor (for example, root-mean square error of the models is approximately 40.7 ºC). In order to predict accurately melting point of the same compounds, in the present work, principal component-genetic algorithm-multiparameter linear regression (PC-GA-MLR) and principal component-genetic algorithm-artificial neural network (PC-GA-ANN) models were employed to generate QSPR models between the principal components and melting point of the compounds and the results were compared with each other, the previous work and the experimental values.
Data and Methodology
Data set and theoretical descriptors. Melting points were taken from the recently published paper. 43 The data are mostly for the compounds that are solid at room temperature but also include some liquids and gaseous compounds. The melting points are spread between −118 and 345 ºC. The zmatrices (molecular models) were constructed with HyperChem 7.0 and molecular structures were optimized using AM1 algorithm. 44 In order to calculate the theoretical descriptors, Dragon package version 2.1 was used. 45 For this propose the output of the HyperChem software for each compound fed into the Dragon program and the descriptors were calculated. As a result, a total of 1481 theoretical descriptors were calculated for each compound in data sets (323 compounds).
Data pretreatment. The theoretical descriptors were reduced by the following procedure: 1) descriptors that are constant have been eliminated (292 descriptors). 2) in addition, to decrease the redundancy existing in the descriptors data matrix, the correlation of descriptors with each other and with melting point of the molecules are examined, and collinear descriptors (R > 0.9) are detected. Those of the descriptors which have the pair wise correlation coefficient above 0.9 and having the lower correlation with melting point values are removed from the data matrix (758 descriptors). 3) before statistical analysis, the descriptors are scaled to zero mean and unit variance (autoscaling procedure). The data matrix (431 descriptors) is subjected to principal component analysis using Matlab software package.
46 Multiparameter linear regression was obtained using spss software.
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Genetic algorithm (GA). To select the most relevant principal components, evolution of population was simulated. [48] [49] [50] [51] [52] Each individual of the population defined by a chromosome of binary values represented a subset of principal components. The number of genes at each chromosome was equal to the number of principal components. The population of the first generation was selected randomly. A gene took a value of 1 if its corresponding principal component was included in the subset; otherwise, it took a value of zero. The number of genes with a value of 1 was kept relatively low to have a small subset of principal components, 52 that is, the probability of generating 0 for a gene was set greater (at least 60%) than the value of 1. The operators used here were crossover and mutation. The probability of the application of these operators was varied linearly with generation renewal (0-0.1% for mutation and 60-90% for crossover). The population size was varied between 50 and 250 for different GA runs. For a typical run, the evolution of the generation was stopped when 90% of the generations took the same fitness. The GA program was written in Matlab 6.5.
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Artificial neural network (ANN).
A feed forward artificial neural network with a back-propagation of error algorithm was used to process the non-linear relationship between the selected principal components and the melting point. The number of input nodes in the ANN was equal to the number of PC's. The ANN models confined to a single hidden layer, because the network with more than one hidden layer would be harder to train. A three-layer network with a sigmoid transfer function was designed. The initial weights were randomly selected between 0 and 1. Optimization of the weights and biases was carried out according to the resilient back-propagation algorithm. The data set was randomly divided into three groups: a training set, a validation set and a prediction set consisting of 195, 64 and 64 molecules, respectively. The training and validation sets were used for the model generation and the prediction set was used for evaluation of the generated model. The performances of training, validation and prediction of models are evaluated by the mean percentage deviation (MPD) and root mean square error (RMSE), which are defined as follows:
where P i exp and P i cal are experimental and calculated values of melting point with the models and N denote the number of data points. Individual percent deviation (IPD) is defined as follows:
The processing of the data was carried using Matlab 6.5.
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The neural networks were implemented using Neural Network Toolbox Ver. 4.0 for Matlab.
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Results and Discussion
Principal component analysis. After the elimination of the constant and one of the collinear ones, 431 descriptors remained from 1481 theoretical descriptors calculated for the compounds. The results of application of PCA on the descriptors data matrix were shown that 99.9% of the variances in the descriptors data matrix are explained by 234 first PC's. Therefore, we focused our analysis on these PC's, and the reminders, which are noisy factors, were not considered.
Principal component-genetic algorithm-multiparameter linear regression. Obtaining the number of significant principal components is the main problem in the PCA-based methods. The first 234 principal components (PC's) were found to explain more than 99.9% of variances in the original data matrix. As noted previously, not all of the PC's is informative for QSAR/QSPR modeling. [25] [26] [27] Then, we used GA for the selection of the most relevant PC's instead of the older methods. The selected PC's are PC1, PC2, PC3, PC4, PC5, PC6, PC7, PC9, PC15, PC32, PC33, PC36, PC37, PC39 and PC86. As can be seen, the selected principal components are not based on their eigenvalue. For example, PC9 and PC15 are selected and PC8 is not considered in the model. This is due to the fact the information contents of some extracted PC's may not be in the same direction of the activity data. Multiparameter linear correlation of melting point values for 195 compounds in training set was obtained using the fifteen principal components. The calculated values of melting point for the compounds in training, validation and prediction sets using the PC-GA-MLR model have been plotted versus the experimental values of it (Figure 1) .
Principal component-genetic algorithm-artificial neural network. To process the non-linear relationships exists between the melting point and the PC's, the ANN modeling method combined with PCA for dimension reduction and GA for feature selection was employed. A principal component-genetic algorithm-artificial neural network (PC-GA-ANN) model, which combines the PC's with ANN, is another PC-based calibration technique for non-linear modeling between the PC's and dependent variables. [25] [26] [27] [28] The input vectors were the set of PC's, which were selected by GA, and therefore, the number of nodes in the input layer was dependent on the number of selected PC's. In the PC-GA-MLR model it is assumed that the PC's are independent of each other and truly additive relevant to the property under study. ANNs are particularly well-suited for QSAR/QSPR models because of their ability to extract non-linear information present in the data matrix. For this reason the next step in this work was generation of the ANN model. There are no rigorous theoretical principles for choosing the proper network topology; so different structures were tested in order to obtain the optimal hidden neurons and training cycles. [34] [35] [36] [37] [38] [39] [40] [41] [42] Before training the network, the number of nodes in the hidden layer was optimized. In order to optimize the number of nodes in the hidden layer, several training sessions were conducted with different numbers of hidden nodes (from one to thirty two). The root mean square error of training (RMSET) and validation (RMSEV) sets were obtained at various iterations for different number of neurons at the hidden layer and the minimum value of RMSEV was recorded as the optimum value. Plot of RMSET and RMSEV versus the number of nodes in the hidden layer has been shown in Figure 2 . It is clear that the twenty nine nodes in hidden layer is the optimum value.
This network consists of fifteen inputs (including PC1, PC2, PC3, PC4, PC5, PC6, PC7, PC9, PC15, PC32, PC33, PC36, PC37, PC39 and PC86), the same PC's in the PC-GA-MLR model, and one output for melting point. Then an ANN with architecture 15-29-1 was generated. It is noteworthy that training of the network was stopped when the RMSEV started to increases i.e. when overtraining begins. The overtraining causes the ANN to loose its prediction power. 31 Therefore, during training of the network, it is desirable that iterations are stopped when overtraining begins. To control the overtraining of the network during the training procedure, the values of RMSET and RMSEV were calculated and recorded to monitor the extent of the learning in various iterations. Results showed that overfitting did not see in the optimum architecture (Figure 3 ).
The generated ANN was then trained using the training and validation sets for the optimization of the weights and biases. For the evaluation of the predictive power of the generated ANN, an optimized network was applied for prediction of the melting point values in the prediction set, which were not used in the modeling procedure ( Table 1) Plot of the residual for melting point values in the training, validation and prediction sets versus the experimental values of it has been illustrated in Figure 5 . It is clear that the propagation of errors in both sides of zero is random. Then there is not systematic error in the model.
As a result, it was found that properly selected and trained neural network could fairly represent dependence of melting point for the drug-like compounds on the PC's. Then the 77 for the PC-GA-ANN model. As can be seen, ability of the proposed model to predict the melting point is very higher than the QSPR models proposed in recently published paper (RMSE of 12.767 should be compared with 40.7 ºC). It can be seen that although parameters appearing in the PC-GA-MLR model are used as inputs for the generated PC-GA-ANN model, the statistics has shown a large improvement. These improvements are due to the fact that melting point of the compounds shows non-linear correlations with the principal components.
The melting point of a compound is governed by the intermolecular hydrogen-bonding ability of the molecules, the molecular packing in crystals (effects from molecular shape, size, and symmetry), and other intermolecular interactions such as charge transfer and dipole-dipole interactions in the solid phase. 6 The solubility of a compound can be regarded as a partitioning of the compound between its crystal lattice and the solvent. If the forces holding the molecule in the crystal are high, then the solubility will be low. For the same reason the melting point will be high, since melting point is a measure of the energy required to disrupt the crystal lattice. The molar aqueous solubility can be calculated using melting point of compounds by the general solubility equation. 2 Then melting points affect solubility, and solubility controls toxicity in that; if a compound is only poorly soluble, its concentration in the aqueous environment may be too low for it to exert a toxic effect. 5 As a result prediction of melting point of the compounds using the proposed non-linear model is a valuable method in designing new drugs within a specified range of melting point and solubility.
Conclusions
Quantitative-structure property relationships have been applied for prediction of melting point for 323 drug-like compounds by using the principal component-genetic algorithm-multi parameter linear regression (PC-GA-MLR) and principal component-genetic algorithm-artificial neural network (PC-GA-ANN) methods. Comparison of the statistical parameters obtained for training, validation and prediction sets by the PC-GA-MLR and PC-GA-ANN models demonstrate superiority of the PC-GA-ANN model over the PC-GA-MLR model. Root-mean square error of 48.18 for the prediction set by the PC-GA-MLR model should be compared with the value of 12.77 ºC for the PC-GA-ANN model. Since the improvement of the results obtained using non-linear model (PC-GA-ANN) is considerable, it can be concluded that the non-linear characteristics of the principal components on melting point of the compounds is serious.
