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Fluid micro-electro-mechanical systems (MEMS) using induced-charge electro-kinetic
(ICEK) phenomena are important for promising biomedical applications such as a lab-
on-a-chip (LOC) and micro-total-analysis systems (µTAS). This is because ICEK phe-
nomena produce a large flow velocity (∼mm/s) with a small voltage (∼V) with simple
structures and can prevent the occurrence of dc problems such as chemical reactions in
an electrolytic solution. However, the designs of fluid MEMS using ICEK phenomena
are difficult and challenging because we basically lack the complete knowledge of ICEK
phenomena themselves. That is, to obtain the design method, we simultaneously need
to clarify fundamental physics of ICEK phenomena by analyzing complex multi-physics
problems coupled with fluid dynamics, electrostatics, and ion dynamics in the bounded
domain. Moreover, to show the usefulness of our ICEK device designs, we also need to
overcome a hydrodynamic resistance problem and a low Reynolds number problem in a
micro-channel. In this thesis, from the unified view point of fundamental physics, we
focus on a multi-physics design method for fluid MEMS using ICEK phenomena, and si-
multaneously demonstrate its usefulness by showing four kinds of design examples; i.e., a
stacking pump, a rotary valve, a chaotic mixer, and a micro-column device. In particular,
to consider a realistic bounded domain, we develop a multi-physics design method based
on the boundary element method along with the thin electric double layer approximation.
Further, to examine the validity of our design methods, we experimentally prove two key
predictions obtained through our designs. By using the multi-physics design methods
and microfluidic device designs, we believe that we can dramatically improve the size and
performance of promising microfluidic systems in the future.
Chapter 1
Introduction
1.1 State of the art
1.1.1 Induced-charge electro-kinetic phenomena
In an ionic solution, metal is polarized and the polarized charge is screened by surround-
ing ions. Since an applied electric field E acts on its own induced diffuse charge, the
representative slip velocity Uc on the metal surface is proportional to E
2. This nonlinear
phenomenon was termed induced-charge electro-kinetic (ICEK) phenomena by Bazant
and Squires [5, 83, 84, 4, 82], and served a unified view point to understanding the wide
range of problems of electrokinetics. It should be noted that ICEK phenomena include
induced-charge electro-osmosis (ICEO) and induced-charge electrophoresis (ICEP) since
they are intrinsically the same physical phenomena that are observed from different view-
points.
Although it was not known largely in the West until recently, the pioneering work
by Gamayunov et al. [29] first predicted quadrupolar flow due to ICEO around a po-
larizable sphere in a uniform electric field in 1986, and Murtsovkin et al. [55] observed
the phenomenon using mercury drops in 1991. However, many crucial aspects remain
unexplained from the beginning; for example, Gamayunov et al. [29] reported that the
vortex flow around metal was sometimes in the opposite direction to the theory, although
the flow reversal was conjectured to be due to Faradaic reactions [29, 4]. Further simi-
lar flows have also been studied on polarizable colloids [54], including the effect of such
flows on dielectrophoresis [79]. In particular, Dukhin [24] reported that the surface condi-
tion in highly charged-colloids leads to other “non-equilibrium electrosurface phenomena”
(NESP), and Mishchuk and Takhistov [53] reported that at very large voltage bulk space
charge may also drive a “second-kind electrokinetic phenomena”. However, these “large
voltage problems” are still an unclear and challenging problem.
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1.1.2 Diffused ion dynamics
To understand the flow reversal and large voltage problems, we need to explore diffusion
ion dynamics based on the Poisson-Nernst-Plank (PNP) equations, since diffuse-charge
dynamics plays an important role in the response of electrochemical and biological systems
subject to time-dependent voltages or electric fields [6, 20, 44, 45, 90, 81]. In particular,
Bazant et al. [6] showed a dc response of the diffuse-charge between electrodes by the one-
dimensional (1D) PNP analysis in 2004, and afterwards Chu and Bazant [20] performed
the two-dimensional (2D) PNP analysis. In addition, Kilic et al. demonstrated the steric
effects of ions based on the PNP equations [44, 45], and explained the flow reversal at
high frequencies [90]. Furthermore, Soestbergen et al. [81] demonstrated an ac response
of the diffused-charge. Moreover, Zhao and Bau [104] showed the effect of ICEO flows on
the movable particle near a wall by solving the PNP equations. However, the flow reversal
at low frequencies ( <∼100 Hz) has not been explained clearly, and should be clarified to
establish a fundamental understanding of ICEO phenomena.
1.1.3 AC electro-osmotic pump
Recently, pumps that use ac electro-osmotic flow (ACEO), which is intrinsically an ICEO
flow that is generated not around conductive particles but near the surface of planar
electrodes and driven using ac electric fields, were proposed in the context of microfluidics
and have attracted considerable attention [97, 16, 66, 1, 57], because they have a large
flow velocity (∼mm/s) with a small voltage (∼V) and can prevent the occurrence of dc
problems such as chemical reactions in an electrolytic solution. In particular, Ramos et al.
[67] first observed and modeled ACEO flows over a pair of micro-electrodes in 1999. Soon
afterward, Ajdari [1] predicted ACEO pumping by asymmetric electrode arrays, which
was demonstrated using planar electrodes of unequal widths and gaps [15, 66, 57]. In
2004, as related work, Lastockin et al. proposed a microfluidic pump and mixer designs
based on ac Faradaic polarization [49].
In 2006, Bazant and Ben [7] predicted that the flow rates of ACEO pumps that have a
three-dimensional (3D) stepped electrode are almost 20 times faster than the conventional
planer ACEO pump, and Urbanski et al. [97] demonstrated dramatic improvements in
flow rate by the 3D ACEO pump. Furthermore, Huang et al. [39] experimentally showed
the high-pressure (1.3 kPa) of the 3D ACEO pumps using a long serpentine microchan-
nel. Thus, ACEO and ICEO pumps that can be operated with small voltage with high
speed are promising, since electroosmotic micropumps are emerging as a viable option
for a number of applications such as micro-total-analysis systems (µTAS) as reviewed
in Ref. [69]. However, since the density of the generation of the pumping pressure is
lower than a porous electro-osmotic (EO) pump [102], the improvement of the pumping
efficiency on the power density is still required.
2
1.2 Motivation
1.2.1 Fluid MEMS using ICEK phenomena
Micro-electro-mechanical systems (MEMS) are technologies produced naturally from the
progress of integral circuit (IC) in the prosperous semiconductor industry, and they con-
tinue to provide innovative products such as the ink jet head for our printers, the inertia
sensor for our cars, and the digital mirrors in digital light projectors. Although these
technologies are matured to the commercial level, there is still plenty of room in this field.
That is, as Richard Feynman predicted in 1959 [27], this field even now continues to tell
us much of great interest about the strange phenomena that occur in complex situations
in the miniaturized world, and a lot of new things that would happen that represent
completely new opportunities for design.
In particular, fluid MEMS such as a lab-on-a-chip (LOC) and micro-total-analysis
systems (µTAS) are promising, since they control not only flows of electrons in an electric
circuit but also flows of substances in an fluidic circuit (channel); e.g., in a LOC, plural
substances are moved into some chambers by micro-pumps through microfluidic channels,
mixed with each other, and often reacted to obtain some valuable substances. Similarly,
in (µTAS), small amount of substances such as blood are often flowed in microfluidic
channels and analyzed by using various separation technique and high-sensitive small
sensors. Of course, fluidic valves also important in those systems to stop and flow liquids
in the micro-fluidic channels; it is something like a latched circuit or a transistor switch
in the electric IC. Namely, micro-pump, -valves, -mixers are essential to control fluids and
particles dynamically, and indispensable to perform innovative tasks in promising fluid
MEMS.
In particular, fluid MEMS using ICEK phenomena are important for promising biomed-
ical applications such as a LOC and µTAS. This is because ICEK phenomena produce
a large flow velocity (∼mm/s) with a small voltage (∼V) with simple structures and
can prevent the occurrence of dc problems such as chemical reactions in an electrolytic
solution.
1.2.2 Challenging problems
However, the designs fluid MEMS using ICEK phenomena are difficult and challenging
because we basically lack the complete knowledge of ICEK phenomena themselves; i.e., to
obtain the design method, we simultaneously need to clarify fundamental physics of ICEK
phenomena by analyzing complex multi-physics problems coupled with fluid dynamics,
electrostatics, and ion dynamics in the bounded domain. Moreover, to show the usefulness
of our ICEK device designs, we also need to overcome a hydrodynamic resistance problem
and a low Reynolds number problem in a micro-channel.
Fortunately, ICEK concept implies the unified viewpoint that ICEK phenomena should
3
be calculated as the complex but classical physical response for the externally applied
electric fields; i.e., the response of the system consisting of conductors and electric solu-
tions are uniquely calculated from the physical conditions including boundary conditions.
Namely, the zeta potential and electro-osmotic slip velocities around the conductors are
uniquely calculated from the physical conditions including boundary conditions. That is,
ICEK concept itself includes a clue to obtain the unified-multi-physics design method for
fluid MEMS using ICEK phenomena.
In fact, analytical solutions in an unbounded domain can be obtained based on this
fundamental ICEK concept, although to consider boundary conditions is essential to
design real devices. It should be noted that this unified viewpoint is very different from
that of classical linear electro-kinetics. Namely, in the classical electro-kinetics, the zeta
potential is always obtained through experiments as the physical property of the material
and thus we cannot predict anything without experiments. Thus, a study of a design
method for fluid MEMS is interesting and challenging since there is a possibility that we
can predict everything from the beginning based on the fundamental theory, although we
need to overcome complexity of multi-physics problems and unknown physical problems.
1.2.3 Objective of this thesis
In this thesis, from the unified view point of fundamental physics, we focus on a multi-
physics design method for fluid MEMS using ICEK phenomena. That is, to consider a
bounded domain concerning real device designs, we mainly develop three kinds of design
methods based on the boundary element method (BEM) along with the thin electric
double-layer approximation; i.e., we develop following three methods;
Method 1: This method is a basic design method based on the BEM along with the
analytical solutions of electro-kinetic slip velocities around elliptical conductive cylinders,
and has a merit that it can consider the fluidic boundary conditions for the realistic fluid
devices using ICEK phenomena. We believe that a series of proposals by Bazant and
Squires [5] for micro-fluidic devices can be examined theoretically by this method as a
first step. (See Chapter 2);
Method 2: This method is an advanced design method that uses a complete multi-
physics calculation technique for both fluidic and electrostatic problems based on the
BEM, and has a merit that it can consider the both fluidic and electrostatic boundaries
completely. We believe that this method provides a complete design method for ICEK
devices if we can neglect ion currents. (See Chapter 4);
Method 3: This method is another advanced design method to explore fundamen-
tal problems such as a reverse flow problem and a large voltage problem (mentioned
in Sec. 1.1). In this method, we consider one-dimensional (1D) Poisson-Nernst-Planck
equations to consider ion currents along with the two-dimensional (2D) analysis based on
Method 2. (See also Chapter 4).
Further, to demonstrate their usefulness, we propose four kinds of innovative ICEK
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devices, and examine their device performances theoretically. That is, by using the three
methods, we propose a stacking pump, a rotary valve, a chaotic mixer, and a micro-column
device, and clarify their design method. Furthermore, to examine the validity of our design
methods based on the unified view point of ICEK phenomena, we experimentally prove
two key predictions obtained through our designs. That is, by comparing theoretical
predictions with experimental results, we prove that
(1) asymmetrical stacking structures produce asymmetrical vortex flows, and
(2) an elliptical conductor rotates even near the electrodes through ICEK flows.
Note that (1) and (2) are also key issues to realize an ICEK stacking pump and an ICEK
rotary valve, respectively.
By using these multi-physics design methods and microfluidic device designs, we be-
lieve that we can dramatically improve the size and performance of promising microfluidic
systems in the future.
1.3 Organization of this thesis
This thesis is presented in ten chapters. In Chapter 2, we describe basic theory based on
the boundary element method. In Chapters 3 to 8, we propose a stacking pump, a rotary
valve, a chaotic mixer, and a micro-column device and examine them theoretically, based
on the basic and improved theories. In particular, in Chapters 4 and 6, we prove key
predictions for the stacking pump and rotary valve, respectively. Following discussions in
Chapter 9, our conclusions are summarized in Chapter 10.
Specifically, in Chapter 2, to analyze an ICEP flow in a microfluidic channel, we de-
velop a calculation technique to model induced-charge electrophoresis using the boundary
element method (BEM), and examine its validity. Using this method, we simulate a po-
larizable elliptical particle in a microfluidic channel in the presence of an electric field
parallel to the flow channel, and find that a polarizable particle feels a strong repulsion
force from the wall due to ICEP. Further, we find that two particles aligned in the di-
rection of the electric field attract each other, while they repel each other when they
are aligned perpendicular to the electric field. We believe that the presented method can
largely contribute to develop a design tool for ICEP devices as a basic calculation method.
In Chapter 3, we propose ICEO pumps that remove reverse flows using asymmetrically
stacked elliptical metal posts and numerically examine the pumping performance [92].
By the boundary element method along with double layer approximation (Method 1),
we find that the asymmetrical stacking configuration efficiently suppresses the unwanted
reverse flow and yields velocities of the order of a few millimeters per second, and this
configuration is compatible with that of an optimized half-coating pump. Further, we
propose a simple model for the stacking pump and predict that the velocity of such a
stacking pump with a thin limit is larger than 67% of that of a circular cylindrical half-
coating pump of the same length. Using this stacking pump, we can expect to significantly
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improve the pumping performance.
In Chapter 4, following theoretical predictions in Chapter 3, we report experimental
observations of asymmetrical reverse vortex flows around stacking structures of carbon
posts with a large height (∼110 µm) in water, prepared by the pyrolysis of a photoresist
film in a reducing gas. Further, by the use of a coupled calculation method that considers
boundary effects precisely (Method 2), the experimental results, except for the problem of
anomalous flow reversal, are successfully explained. i.e., unlike previous predictions, the
precise calculations here show that stacking structures accelerate a reverse flow rather than
suppressing it for a microfluidic channel, because of the deformation of electric fields near
the stacking portions; these structures can also generate a large net flow theoretically
in the direction opposite to that of a previous prediction for a standard vortex flow.
Furthermore, by solving the one-dimensional Poisson-Nernst-Plank (PNP) equations in
the presence of ac electric fields (Method 3), we find that the anomalous flow reversal
occurs by the phase retardation between the induced diffuse charge and the tangential
electric field. In addition, we successfully explained the nonlinearity of the flow velocity
on the applied voltage by the PNP analysis.
In Chapter 5, we consider using induced-charge electrophoresis (ICEP) to move ac-
tuators. We propose rotary microvalves in water using hydrodynamic force due to ICEP
and numerically examine the performance of valves [95]. By the multi-physics coupled
simulation technique between fluidics and electro-statics based on the boundary element
method along with the thin double layer approximation (Method 2), we find that rotary
valves using ICEP function effectively at high frequency. In the calculations, the electric
and flow field problems in a bounded domain are solved, and the proper boundary con-
ditions are discussed. By employing similar actuators using ICEP, we can dramatically
improve the performance of promising microfluidic systems such as lab-on-a-chip.
In Chapter 6, by using an elliptical conductive carbon element fabricated by the pyroly-
sis of a photoresist film coated with gold, we experimentally demonstrate that microvalves
can rotate near conductive electrodes. Namely, by numerically analyzing video data, we
show the time evolution of the rotation angle, the flow field, and the center position of the
microvalve. Further, we compare them with the theoretical results, and find that they are
in good agreement qualitatively. In the future, by using ICEP valves as a latch device,
we can significantly improve the size and processing speed of a fluidic integrated circuit.
In Chapter 7, we present an idea to generate mixing by “chaotic advection” in mi-
croscale geometries [36, 105]. That is, we consider using induced-charge electro-osmosis
to generate a second flow and then modulate between the pressure-driven and induced-
charge flows. By using the combined method consisting of the boundary element method
(Method 2), the Lagrangian particle tracking method, and the random walk method, we
analyze mixing efficiency, mixing time, and mixing length, with the effects of modulation
frequency and molecular diffusivity, and compare our proposed mixer with other mixers.
By this analysis, we find that chaotic mixing can be produced efficiently in a microfluidic
channel by switching between pressure-driven and induced-charge flows in a wide range
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of Peclet number under the specific condition of Strouhal number. By using our proposed
mixer, we can expect to realize efficient chaotic mixing with minimum voltage in an ordi-
nary flow channel with a simple structure without an oblique electric field even at large
Peclet number.
In Chapter 8, a direct simulation of a dispersed system of metallic particles in water
is performed to show that a microcolumn between electrodes is formed by the application
of an ac electric field [93]. By the multi-physics coupled simulation technique between
fluidics and electrostatics based on the boundary element method along with the double
layer approximation (Method 2), we find that microcolumns are formed by the growth
of clusters perpendicular to the electrodes under the condition that the number density
of particles is larger than the percolation threshold. Further, we propose a simple model
that efficiently explains the time dependence of the probability of the formation of a
microcolumn by considering standard collision theory and percolation theory. By this
analysis, we can greatly contribute to developments in studies on the self-organization of
microcolumns and biosensors.





Basic analysis of induced-charge
electrophoresis using the boundary
element method
Active control of fluids and particles by using induced-charge electrophoresis (ICEP) is
important and promising. To analyze an ICEP flow in a microfluidic channel, we develop a
calculation technique to model induced-charge electrophoresis using the boundary element
method (BEM), and examine its validity. Using this method, we simulate a polarizable
elliptical particle in a microfluidic channel in the presence of an electric field parallel to
the flow channel, and find that a polarizable particle feels a strong repulsion force from
the wall due to ICEP. Further, we find that two particles aligned in the direction of
the electric field attract each other, while they repel each other when they are aligned
perpendicular to the electric field. As a basic calculation method, the presented method
can largely contribute to develop a design tool for ICEP devices.
2.1 Introduction
Active control of fluids and particles by using induced-charge electroosmosis (ICEO) and
induced-charge electrophoresis (ICEP) is important and promising [5, 83, 84, 66, 1, 4, 82],
because they have a large flow velocity (∼mm/s) with a small voltage (∼V) with simple
structures and can prevent the occurrence of dc problems such as chemical reactions in
an electrolytic solution [97]. ICEO and ICEP are different from classical electroosmosis
and electrophoresis because they result from the interaction between the electric field and
ions in the electric double layer formed by the polarizing effect of the electric field itself.
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Figure 2.1: Schematic view of the calculation system. In (a), the variables used in the
ICEO-BEM formulation are shown. The semi-major axis is assumed to be along e2 and
its length is c while the semi-minor axis has length b. In (b), thin electric double layer is
shown around the elliptical conductive particle.
fibers in microfluidic systems, such as a lab-on-a-chip [42, 85]; e.g., a mixer which works at
low Reynolds number has been proposed by Bazant and Squires [5, 83] using an array of
conducting posts in a transverse ac electric field. The sedimentation of fibers with ICEP
has been studied by [72, 73]. However, to design active control devices using ICEO and
ICEP in a microfluidic channel, it is essential to consider the boundary effects, such as a
wall effect and particle-particle interactions. Thus, in this study, we focus on the basic
modeling and analysis of ICEP for a bounded domain, as a start point of more complex
analysis presented in [92, 93, 95, 94].
This chapter is presented in five sections. In Sec. 2.2, we describe theory for a geometry
model, a flow model, analytical solutions for an unbounded domain, and a simple model
using the thin body theory (SBT). Based on these models, the results of the basic analysis
for an elliptical conductive particle in the rectangular channel, are presented in Sec. 2.3.
Following a discussion in Sec. 2.4, our conclusions are summarized in Sec. 2.5.
2.2 Theory
2.2.1 Geometry model
Figure 2.1 shows the schematic view of our calculation system. As shown in Fig. 2.1, we
use the boundary element method (BEM) along with the analytical slip velocity (vs) to
calculate the flow around an elliptical conductive particle. In Fig. 2.1 (a), the variables
used in the ICEP-BEM formulation are shown. The semi-major axis is assumed to be
9
along e2 and its length is c while the semi-minor axis has length b. Figure 2.1 (b) shows
the schematic view of an ICEP flow, consisting of an elliptical particle suspended in an
unbounded electrolytic solution with an applied electric field E∞ = E0j. In Fig. 2.1(b),
thin electric double layer is shown around the elliptical conductive particle, and the slip
velocities were generated around the particles.
2.2.2 Flow model
We consider a two dimensional (2D) quasi-static Stokes flow without Brownian movement,
i.e. we consider the limit in which the Reynolds number Re → 0 and the Peclet number
is infinite. We assume the elliptical particles to be polarizable in an electrolytic solution
under dc or ac electric field. The boundary conditions are zero velocity on the wall and
given pressures at the inlet and outlet. We will discuss the boundary conditions at the
surface of the particles below. The motion of the surrounding fluid must satisfy the
following Stokes equations modified by the inclusion of an electrical stress (τ e) which
results from the interaction of the applied electric field with the thin electric double layer
at the particle’s surface:
Stokes’ equations: µ∇2v −∇p+∇ · τ e = 0, ∇ · v = 0 (2.1)
Boundary condition on Sp: v = U +Ω × r
Boundary condition at ∞: v → 0 for r →∞
}
(2.2)
where r = x−xb, xb is the center of the particle, µ is the viscosity, v is the velocity, U is
the translational velocity, Ω is the rotational angular velocity, and Sp denotes the surface
of the particle. Assuming a constant permittivity for the fluid, we have ∇ · τ e = ρeE
where ρe(r) is the charge density. The two additional relationships needed to solve for U
and Ω are that the net force and torque on the particle are zero.
In the electric double layer, if λD is small compared to the curvature of surface, the
fluxes of charge and fluid are locally one-dimensional and parallel to the particle’s surface.









On Sp: v = U +Ω × r (2.4)
where Φ is the electric potential, Φs (= limκy→∞Φ) is the electric potential on the surface
Sp, κ is Debye screening length, and Es (= −∇Φs) is the tangential component of the
electric field on Sp.
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Integrating Eq. (2.3) over y gives the following velocity on S+p :




where v(s) is the slip velocity, and S+p is the surface defined as the outer edge of the
double layer.
Using a matched asymptotic expansion [26] for the outer region where the electrical
stress tensor is negligible, Eqs. (2.1) and (2.2) reduce to the classical Stokes equations as
follows:
µ∇2v −∇p = 0, ∇ · v = 0 (2.7)
On S+p : v = U +Ω × r + v(s) and v → 0 for r →∞. (2.8)
Initially, when the electric field is “switched” on, charges move along electric field lines
and accumulate on the surface of the polarizable particle. As a result, in the thin electric
double layer approximation, the effective boundary condition which needs to be applied
is n · E = 0, where n is the surface normal unit vector. The ζ potential is defined as
Φ0 − Φ where Φ0 is the native ζ potential (assumed to be zero in this work) and Φ is
the electrostatic potential outside of the charge cloud. To obtain the tangential electric
field Es and the ζ potential, we solve the Laplace equation with the following boundary
conditions:
∇2Φ = 0, on S+p : n · ∇Φ = 0, at infinity: ∇Φ→ −E∞. (2.9)
We used the solution for a 3D ellipsoid from [26] to obtain the 2D solution for an
elliptical particle with semi-major axis c and semi-minor axis b. On the surface S+p :







e1 ⊗ e1 + (1 + α) e2 ⊗ e2 (2.11)
where α = b/c (α < 1), E+p is the surface electric field, x is the position on the surface,
ej is a unit coordinate vector. The symbol ⊗ is a tensor product so that (ej ⊗ej) ·E∞ =
(ej ·E∞) ej. The tangential component of the electric field Es is obtained:
Es = (I − nn) · G+p ·E∞ = (t ·E+p ) t (2.12)
where t is the unit tangential vector to the surface.
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2.2.3 Summary of ICEP formulations
Following the notations on Fig. 2.1, we denote by θ the angle between e2 and the electric
field E = E0j. The vector i is such that (i, j) is an orthonormal basis with positive
orientation. The surface of the elliptical particle is parametrized by ϕ with:
x = −cα sinϕ e1 + c cosϕ e2
From Eq. (2.6) for v(s) and Eq. (2.12) for Es, we obtain the following 2D-slip velocity








g(ϕ, θ) t, (2.13)
ζ = c(1 + α)E0 cos(θ + ϕ), (2.14)
E+p = (1 +
1
α
)E0 sin θ e1 + (1 + α)E0 cos θ e2, (2.15)
where
g(ϕ, θ) = sin(θ + ϕ) cos(θ + ϕ), (2.16)
t = −q−10 (α cosϕ e1 + sinϕ e2), (2.17)
q0 =
√
α2 cos2 ϕ+ sin2 ϕ. (2.18)
In addition, the following surface unit normal (pointing into the fluid) is needed in our
calculations: n = q−10 (− sinϕ e1 + α cosϕ e2).
It is important to note that the slip velocity in ICEP is proportional to E20 as shown in
Eq. (2.13). In particular, this means that even an ac field will generate some ICEP since
the resulting slip velocity always points in the same direction irrespective of the sign of
E0.
2.2.4 Analytical solutions for an unbounded domain
In addition to developing a numerical scheme to model our system, we consider analytical
formulas, used in particular to validate our numerical approach. In this section, we derive
important theoretical results which we apply in the next section to ICEP flows. We start
by deriving expressions for the stress on the surface of a translating and rotating elliptical
particle in an unbounded domain. By calculating the stress of an elliptical particle in
a Stokes flow σ = −pI + µ∇u + µ[∇u]T we can show that the differential stress on an
element dl(= ndl) on the surface of the elliptical particle is equal to:
dl · σtr = µ (n · x)K ·Udl (2.19)
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where U is the velocity vector of the elliptical particle andK is a constant diagonal tensor
related to the geophysical structure [48]. Note that although Brenner [14] and Jeffery [40]
performed the calculation in 3D, we obtain the corresponding result in 2D. Assume that
the elliptical particle is rotating with velocity r ×Ω the differential force on an element
dl is given by:
dl · σrot = −
2µ
bc
(n · x)Ω (e3 × x)dl (2.20)
As is done in [14] and [26], we can apply the Lorentz reciprocal theorem to find the
total force and torque exerted on an elliptical particle with an arbitrary surface velocity
vel.
Translation. The Lorentz reciprocal theorem can be written in the form:∫
S+p
dl · σel ·U =
∫
S+p
dl · σtr · vel
where σtr is the stress associated with an elliptical particle translating with velocity U ,




dl · σel is the total force, F el, on the particle with boundary condition vel.




µ (n · x)K · vel dl = µK ·
∫
S+p
(n · x)vel dl (2.21)
Rotation. We have in this case:∫
S+p
dl · σel · (Ωe3 × x) =
∫
S+p
dl · σrot · vel
Since this applies to an arbitrary Ω, we must have that the total torque is equal to:




(n · x) (x× vel) dl (2.22)
Using the above results and vel = v(s), we are now going to show that the translational
and angular velocities of a particle in an unbounded domain with an electric fieldE = E0j,
are given by:







sin 2θ e3 (2.24)
From those equations, we see that the particle will tend to align its major axis with the
electric field. For a sphere, Ωunbounded = 0. The angular velocity is also zero if E is
aligned with the major or minor axis of the elliptical particle. It is maximum when the
electric field is at a 45◦ angle. Moreover we always have |Ωunbounded| ≤ ²E20/µ, the largest
amplitude being achieved when α→ 0.
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2.2.5 Simple model using the SBT
If we consider a single thin elliptical particle (i.e., fiber) and neglect the perturbation of the
flow near the wall due to this particle, we can find an expression for the translational and




x(w − x)e2 (2.25)
where L is the length of channel, ∆P (= p2−p1) is the pressure difference, w is the width
of the channel, and x is the component of x along e1. With this background flow and the
slender body theory (SBT) of Batchelor [2, 3], the vectors U and Ω must now satisfy:∫
S+p
(n · x) (U + v(s) − u∞) dl = 0∫
S+p
(n · x) (|x|2Ω + x× (v(s) − u∞)) dl = 0




xb(w − xb)− 1
2





(w − 2xb) b




where xb is the x coordinate of the center of the elliptical particle.
2.3 Result
Figure 2.2 shows analytical solutions for an unbounded domain. As shown in Fig. 2.2
(a), angular velocities obtained from Eq. (2.24) are decreasing as b/c approaches to one.
Figure 2.2(b) shows G1 = 1 + c/b and G2 = 1 + b/c which are the first and second
components of the diagonal tensor G+p from Eq. (2.11). Contrary to the 3D electric field,
the component 1 of the electric field G1 ·E∞ diverges when α approaches to zero. Because
of this, the slip velocity near the ends of the particle (fiber) also diverges. However,
this singularity is weak enough that the translational and rotational velocities of the
particle remain bounded. Figures 2.3 (a) to (d) show the slip velocity vs = (v1, v2) at α
(= b/c) = 0.25. Figures 2.3 (e) to (f) show the flow fields around an elliptical particle
in an unbounded domain T0Uc/w = 0.02, T0∆P/µ = 0.002, b/c = 0.5, c/w = 0.2, and
L/w = 1.0. In Fig. 2.3 (e) and (f), the slip velocities are shown using arrows and was
calculated from Eq. (2.13). By using these analytical solutions along with the BEM, we





























 b / c 
G1=1+c/b
G2=1+b/c
(b) Dependence of G1 and G2 on b/c
Figure 2.2: Analytical solutions for an unbounded domain. In (a), angular velocities are
obtained from Eq. (2.24) under the condition that sin2θ = 1. In (b), the 2D-electric field
tensor G+p of Eq. (2.11) is diagonal and its first and second components are G1(= 1+ c/b)
and G2(= 1 + b/c).
As a next step, we examine the validity of our boundary element formulation (i.e.,
ICEP-BEM) by comparing the numerical results with the analytical results. First, as
shown in Fig. 2.4 (a), we compare the results of the ICEP-BEM with those of Eq. (2.24)
for an elliptical particle in an unbounded domain. The results of two methods show
close agreement with an error controlled by the number nf of discretization nodes for the
elliptical particle. Figure 2.4 (a) shows that many points are needed for small α (= b/c).
Second, as shown in Figs. 2.4 (b) and (c), we compare the results by the ICEP-BEM
with those of Eqs. (2.26) and (2.27) (by the SBT) for the translational and rotational
velocity Uy and Ω, respectively, in the rectangular channel with no electric field (nf = 72,
nx = ny = 32, and c = 0.1). Despite the fact that the analytical result is approximate, the
agreement is good under the condition that E = 0. Third, as shown in Fig. 2.4 (d), we
compare the results of ICEP-BEM with those of Eq. (2.27) (by the SBT) in the presence
of an electric field: T0Uc/w(= T0²cE
2
0/µ/w) = 0.01. As shown, these two methods yield
good predictions for Ω in the presence of a weak electric field.
The analytical results of Eqs. (2.24), (2.26), and (2.27) is only approximate and does
not account for the full particle-wall interactions. Figures 2.5 (a) and (b) show the hy-
drodynamic wall-particle interaction for a Poiseuille flow. In the absence of the wall (or
far away from it), the particle translates only in the j direction. However because of the
interaction with the wall, a net velocity in the i direction appears as shown in Figs. 2.5 (a)
and (b): see [63], [86], and [76]. When the direction of the particle is normal or parallel
to the wall, the hydrodynamic particle-wall interaction is zero. This is due to the fact
that the stresslet [71, 76] created by the particle is zero for those two orientations. On
the other hand, at about θ = 25◦ and 65◦, hydrodynamic wall-interaction exists. The











































































































(f) Flow field (θ = 30◦)
Figure 2.3: Slip velocities and flow fields. In (e) and (f), T0Uc/w = 0.02, Uc = εcE
2
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(d) Dependence of Ω on θ (E 6= 0)
Figure 2.4: Comparison between the numerical results and the analytical results. In (a),
we compare the numerical results of the ICEP-BEM with those of Eq. (2.24), which is an
analytical solution for an elliptical particle in an unbounded domain; Here, T0Uc/w = 0.01,
T0∆P/µ = 1, c/w = 0.2, and L/w = 1; e.g., w = 100 µm, T0 = 1 ms, and µ = 1 ms. In (b)
and (c), we compare the results of the ICEP-BEM with those of Eqs. (2.26) and (2.27)
for the translational and rotational velocity Uy and Ω, respectively, in the rectangular
channel with no electric field; Here, T0Uc/w = 0, T0∆P/µ = 1, b/c = 0.3, c/w = 0.2,
nf = 72, nx = ny = 32, and L/w = 1. In (d), we compare the results of the ICEP-BEM
with those of Eq. (2.27) for the rotational velocity Ω in the rectangular channel with a
weak electric field; Here, T0Uc/w = 0, T0∆P/µ = 1, b/c = 0.3, c/w = 0.2, nf = 72,

















































































(d) Dependence of Ux on θ (E 6= 0)
Figure 2.5: Wall-particle interactions. Here, L/w = 1.0, c/w = 0.1, and T0∆P/µ = 1; In













































(d) t = 20 sec
Figure 2.6: ICEP particle-particle interactions. Here, nf = 14, T0Uc/w = 0.02, b/c = 0.5,
c/w = 0.2, T0∆P/µ = 0.2, and L/w = 2.25.
(d) show the ICEP wall-particle interaction. We see a strong repulsive force between the
elliptical particle and the wall around θ ≈ 0◦ and ±90◦. This is a result of the slip velocity
due to the electric field. Note that only in the presence of a wall the slip velocity result in
a translation of the the particle. Different from hydrodynamic wall-particle interaction,
ICEP wall-particle interaction increases almost linearly as a particle approaches the wall
as shown in Fig. 2.5 (d).
Figure 2.6 shows particle-particle interactions when T0Uc/w = 0.02. On the one hand,
when the vector joining the centers of the two particles is parallel to the electric field,
there is an attractive force, as shown in Figs. 2.6 (a) and (b). On the other hand, when
it is perpendicular, the particles are repelled from one another, as shown in Figs. 2.6 (c)
and (d).
2.4 Discussion
For non-polarizable particles, hydrodynamic interactions between a wall and particles
have been investigated by Pozrikidis [63] because of the wide range of applications, such
as suspension flow, blood flow, flow cytometry and cell-based assays; e.g., Staben et
al. [86, 87] have developed an accurate boundary element method formulation for cases
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where the particle-wall gap is as small as 1.3% of the ellipsoid’s major axis. They report
an oscillating motion when the particle is near the midplane of the channel and a tumbling
motion when their center is further from the midplane. Pozridis [65] studied the orbiting
motion of a spheroid in a shear flow using a boundary element method. He observed
that for oblate particles, the complete orbiting motion is suppressed when the particle is
sufficiently close to the wall. Brebbia and Ingber [12] studied the motion of particles in a
converging channel. However, for polarizable particles, especially for an ICEO flow, there
has been no work that consider the BEM along with the thin double layer approximation,
except our previous works [93, 94], as far as we know.
Previously, Fair and Anderson [26] studied how the electric stress due to the thin
electric double layer can be modeled as a slip velocity in 3D. Besides, for fixed charged
linear electrophoresis, they provided analytical formulas for the slip velocity for a single
ellipsoid in an infinite region, and its translational and angular velocities. Similarly, we
derive a slip velocity for 2D polarizable particles in an electric field and we model their
motion in a microfluidic channel with arbitrary geometry using the boundary element
method (BEM) [62, 61, 13, 100]. As the results of using the analytical formulations for
slip velocities, the presented method becomes very attractive from the viewpoint of its
calculation cost; e.g., Patankar and Hu [59] modeled electro-osmotic flows with the finite
element method (FEM). They discretized the electric screening layer whose size is in the
order of the Debye length (∼ 1 µm). Thus, the calculation cost is quite high although
their method has the advantage of being applicable to a more complex flow.
Further, the slender body theory (SBT) of Batchelor [2, 3] has been used for low
Reynolds problems by Saintillan et al. [71, 77, 74, 78] and others [23, 22, 21, 18] to
analyze large systems with fibers. The main idea of SBT is that the disturbance motion
due to the presence of the body is approximated by a suitably chosen line distribution
of Stokeslets. Based on the Stokesian dynamics of Brady [11], Saintillan et al. [71]
proposed a fast method to model large systems with thin fibers. However, in the SBT,
wall-fiber and fiber-fiber interactions due to ICEP are not completely considered, but
just considered as a results of rotations through ICEP. Therefore, our presented method
(ICEP-BEM) is important to analyze ICEP and ICEO for a bounded domain; i.e., our
presented method can calculate wall-particle (wall-fiber) and particle-particle (fiber-fiber)
interactions precisely for ICEP flows in microfluidic channels of arbitrary geometry, as a
first start point of more complex analysis.
2.5 Conclusion
In conclusion, we have developed a calculation technique (ICEP-BEM) to model ICEP
using the boundary element method, and examined its validity by comparing it with
analytical solutions. Further, by this method, we have shown that (1) applying an electric
field tends to align polarizable elliptical particles in the same direction as the electric field
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thorough ICEP, even in the Poiseuille flow in a microfluidic channel; (2) in the presence
of an electric field parallel to the flow channel, a polarizable elliptical particle near a
wall always feels a repulsive force due to ICEP; (3) two polarizable elliptical particles are
repelled each other in side-by-side conformation through ICEP, while they are attracted
in head-and-tail conformation. We believe that our presented method gives the basis to
analyze an ICEP flow and ICEP devices in the bounded domain, and can be applied
to many design problems by little modifications; e.g., by the coupling with the Poisson
equations, we can consider not only the fluidic boundary effects but also the electrostatic
boundary effects along with ICEP and ICEO.
2.6 Appendix: Boundary element method coupled
with ICEP
2.6.1 2D-Boundary integral equation
In Sec. 2.2, we described how the slip velocity can be computed for a given particle
geometry and electric field. Eq. (2.13) for the slip velocity is combined with a boundary
integral equation to obtain the ICEP-BEM formulation. In this section, we describe the
ICEP-BEM formulation in detail.
















where ui is ith component of the fluid velocity and p is the pressure. For the 2D Stokes
problem, applying boundary formulation techniques, these equations can be transformed


















Gij = −δij ln r + rirj
r2
, Tijk = −4rirjrk
r4
, (2.29)
where r = x − x0 (r = |r|); the normal vector n is directed into the control surface S;
C is the boundary curve of S, Cji the free term, Gij the Green’s function or 2D Stokeslet
for an unbounded domain, and Tijk the associated stress field.
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2.6.2 Free term treatment using indirect method
We now explain how the tensor C in Eq. (2.28) can be computed. This tensor is constant
for smooth boundaries but its value changes at corner points. We first present a simple
technique to calculate C which has the drawback of potentially hiding coding errors in the
program. Therefore we present another approach, more tedious to implement but which
allows an independent verification of the computer code, which is obviously desirable.
Since Eq. (2.28) admits the solutions u1(x) = 1, u2(x) = 0, fi(x) = 0 and u1(x) = 0,









Once the system is discretized and a matrix T is assembled (see Eq. (2.40)), this equation
allows computing C by summing up some of the entries in the corresponding rows of T.
2.6.3 Short-range repulsion forces
When an elliptical particle approaches a wall, it feels a weak repulsive force or lubrication
force which prevents contact. However, in practice, unless a very high resolution is used
(i.e. a very fine mesh and small time step), particles will collide with the wall. In order
to prevent this from happening, following the work of [71] and [25], we add a short-range










where nw is the number of points on the wall. If we denote x
f
i the ith node on particle f
and xwj the jth node on the wall, then: hij = |xfi − xwj | and nwij = (xfi − xwj )/hij. The
parameter aw0 needs to be tuned and is used to adjust the magnitude of the force; 1/τ
w is
the distance beyond which the force becomes negligible.
A similar repulsion force is needed between particles. This is especially important
since we will show later on that particles tend to pair up when an electric field is applied
and consequently they often end up close to one another [72].













where mf is the number of particles and nf the number of points on each particle. As
before, we denote xfi (resp. x
g
j ) the ith (resp. jth) node on particle f (resp. g), h
g
ij =
|xfi − xgj |, and ngij = (xfi − xgj )/hgij.
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xfi × f exti , (2.33)






The particles in our system are modeled as rigid bodies. This leads to the following
equation for the fluid velocity on the surface S+p of the particle:
u = U +Ω × x+ v(s), (2.34)
The other boundary conditions are: u = 0 on the wall, f = f 1 (= −p1j) on the inlet,
f = f 2 (= p2j) on the outlet (f 1 and f 2 are constant). In addition, the following zero
force and moment conditions are required for the particle:∫
S+p
fdl + F extt = 0,
∫
S+p
x× fdl + T extt = 0. (2.35)
For an elliptical particle with semi-minor axis b and semi-major axis c:
dl = cq0dϕ, q0 =
√
α2 cos2 ϕ+ sinϕ2. (2.36)
2.6.5 Discretization
The boundaryD can be discretized into ne elementsDe. The velocity and traction vectors,
uk and fk, are defined at the nodes of the mesh. Inside, each element e, we use a local
element numbering and denote the velocity and traction vectors using uej and f
e
j . We




(1− s), φ2 = 1
2
(1 + s). (2.37)
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where C is a tensor (see Eq. (2.28)) and r = x− xi. Here we switched the indexing to a
node-based indexing.





Gik fk = 0. (2.40)
Let us consider a system having the following boundaries: Ds = Dw ∪ Di ∪ Do and
Dp (= S
+
p ), where Dw, Di, and Do correspond to the wall, the inlet, and the outlet,
respectively. Eq. (2.40) can be re-ordered as follows:
[
[Tss] [Gss] [Tsp] [Gsp]






 = {b} (2.41)
We use the [ ] notation to denote a matrix and { } to denote a column vector. {us} and
{f s} (resp. {up} and {fp}) are the unknown node vectors for the velocity and traction
on Ds (resp. Dp). [Tss] corresponds to the integration over Ds for an observation point
on Ds. Other T and G are similarly defined. Vector {b} is defined by
{b} = −[Tb] {ub} − [Gb] {fb}
where {fb} and {ub} are the known node vectors for the velocity and traction on Ds
(specified by the boundary conditions).
The zero net force and zero net torque condition (2.35) can be written as, using






















= −T extt .
(2.43)
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This corresponds to a uniform discretization along ϕ. The change of variable from s to
ϕ is done using Eq. (2.36). nf is the number of discretization nodes for each particle;
g (equal to 10 in our simulations) is the number of Gauss points inside each element;
ηi (−1 ≤ ηi ≤ 1) is the ith Gauss-integration point. If e is the element joining node j
and j + 1, ϕj(ηi) is the polar angle corresponding to the ith Gauss point in element e;
x(ϕj(ηi)) is the corresponding position vector on the elliptical particle.
If we write symbolically Eqs. (2.42) and (2.43) as [Z]{fp} = {bext} and add this new
equation to Eq. (2.41), we obtain the following matrix equation:
[Tss] [Gss] [Tsp] [Gsp][Tps] [Gps] [Tpp] [Gpp]












2.6.7 Treatment of the ICEP slip velocity in ICEP-BEM
For simplicity, we describe only a system with a single particle. The extension to multiple
particles is done in a similar fashion.
We decompose the velocity of the fluid around the particle into a rigid body motion
and an ICEP slip velocity (see Eq. (2.5)):
{up} = {u′p}+ {v(s)p }, (2.45)
where u′p = U + Ω × x. Even though the unknown velocity u′p is defined at many
discretization nodes for a given particle, it really is only a function of three parameters







By substituting Eq. (2.45) and (2.46) into Eq. (2.44), we obtain the following matrix
equation:
[Tss] [Gss] [T′sp] [Gsp][Tps] [Gps] [T′pp] [Gpp]


















 {v(s)p } (2.47)






Suppression of reverse flows in
pumping by induced-charge
electro-osmosis using asymmetrically
stacked elliptical metal posts
Several researchers have analyzed pumps that employ induced-charge electro-osmosis
(ICEO) using mainly coplanar electrode array structures in a lateral electric field. We
propose ICEO pumps that remove reverse flows using asymmetrically stacked elliptical
metal posts and numerically examine the pumping performance. By the boundary element
method along with double layer approximation, we find that the asymmetrical stacking
configuration efficiently suppresses the unwanted reverse flow and yields velocities of the
order of a few millimeters per second, and this configuration is compatible with that of an
optimized half-coating pump. Further, we propose a simple model for the stacking pump
and predict that the velocity of such a stacking pump with a thin limit is larger than 67%
of that of a circular cylindrical half-coating pump of the same length. Using this stacking
pump, we can expect to significantly improve the pumping performance.
3.1 Introduction
In an ionic solution, metal is polarized and screened by surrounding ions. Since an applied
field E acts on its own induced diffuse charge, the representative slip velocity Ub on the
metal surface is proportional to E2. This nonlinear phenomenon is called induced-charge
electro-osmosis (ICEO) [5, 83]. Recently, pumps that employ ICEO with broken symmetry
were proposed, and they have attracted considerable attention [97, 16, 66, 1, 57] because
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they have a large flow velocity (∼mm/s) with a small voltage (∼V) and can prevent the
occurrence of dc problems such as chemical reactions in an electrolytic solution. These
pumps are usually fabricated and analyzed by considering planar structures (structures
made by a thin film process) because the fabrication of planar structures is easier than that
of high-aspect-ratio structures (structures in which the ratio of the height to the width
is high). However, by the development of process technologies such as deep reactive ion
etching, the fabrication of high-aspect-ratio structures has also become a realistic option.
Bazant and Squires [5, 83] proposed the following high-aspect-ratio pumps using asym-
metrical ICEO flow around metal posts: (1) a half-coating metal pump, (2) an irregular-
shaped metal pump, and (3) an asymmetrical-channel pump. Further, motivated by these
studies, Bazant et al. [97, 16] significantly improved pumping velocity by using three-
dimensional (3D) stepped electrodes for suppressing reverse flow. However, thus far, no
attempts have been made for removing reverse flow by using asymmetrically stacked struc-
tures. In fact, the suppression of reverse flow occurs when ellipse metal posts are very
near. In this chapter, we focus on an ICEO pump that uses asymmetrical stacking as the
origin for the suppression of the reverse flow, and we elucidate its design concept.
3.2 Theory
Figure 3.1 shows the schematic view of the hierarchically stacked asymmetrical ICEO
pump considered in this study. As shown in Fig. 3.1, we place two 2nd-generation ellipses
with lengths b to the left of a 1st-generation ellipse of length 2b in order to suppress the
reverse flow of the 1st-generation ellipse. Similarly, we can suppress the reverse flow of
the 2nd-generation ellipse by placing two 3rd-generation ellipses of lengths b/2 to the left
of the 2nd-generation ellipse. By repeating this procedure, we can obtain a hierarchically
stacked asymmetrical structure. A pump that includes ellipses from 1st-generation ellipses
to Nth-generation ellipses is termed an Nth-generation pump. In the above explanation,
we consider type-A stacking pump that suppresses the reverse flows of both sides of the
1st-generation ellipse; however, it is possible to consider other types of pumps (type-B and
type-C, shown in Fig. 3.2) that suppress the reverse flow of one side of the 1st-generation
ellipse by the wall of a channel, while the reverse flow of the other side is suppressed by
the hierarchically stacked asymmetrical structure.
By considering the hierarchically stacked asymmetrical structure as the origin of the














where the first term (U forwardp ) describes the forward pumping, the second term (U
reverse
p )
describes the reverse pumping that is a function of a gap δ (= d − 2c), vmaxs is the




























Figure 3.1: Schematic view of hierarchically stacked asymmetrical ICEO pump. 1: pair of
electrodes. Here, ψ = θ = pi/2 rad, length L = 2.25w, width w = 100 µm, and V0 = 2.38 V
is applied to the electrodes. The ellipse has two semi-axes (b, c) with unit vectors (e1, e2)
that define the orientation of each semi-axis. Here, we place two 2nd-generation ellipses
with lengths b to the left of a 1st-generation ellipse of length 2b in order to suppress the
reverse flow of the 1st-generation ellipse.
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ηk(≈ (w −K)/w) and ηk1(≈ (w −K1)/w) are the effect of narrowing of the channel, K
and K1 are the width of objects obstructing fluid flow (K = 2c(2N − 1) + 2δ(N − 1),
2cN + δ(N − 1), 4cN + 2δ(N − 1), K1 = 2c, 2c + δ, 4c + 2δ, σk = 1.9, 0.7, and 0.7 for
Type-A, type-B, and type-C pumps, respectively), and ηn is the effect of the number of
the elliptical metal posts (ηn = 1 for type-A and type-C; ηn = 0.5 for type-B pump). It
should be noted that
Up0 ≈ η0.7k1 η0vmaxs (3.2)
is the the average flow velocity of the half-coating pump corresponding to the 1st-generation
ellipse.
We consider a two-dimensional (2D) quasi-static Stokes flow without Brownian move-
ment; that is, we consider the limit in which the Reynolds number Re tends to zero and
the Peclet number is infinite. We assume the ellipse posts to be polarizable in an elec-
trolytic solution under a dc or ac electric field. The motion of the surrounding fluid must
satisfy the Stokes equations modified by the inclusion of an electrical stress. However,
using a matched asymptotic expansion [26], we can reduce them to the classical Stokes
equations as follows:
µ∇2v −∇p = 0, ∇ · v = 0, (3.3)





2q−1b sin 2(ψ + ϕ+ θ)t, (3.5)
where qb =
√
cos2 ϕ+ β2 sin2 ϕ, Ub (= ²bE
2
0/µ) is the representative velocity, β = c/b,
x (= −b sinϕ e1 + c cosϕ e2) is the surface position of metals parameterized by ϕ,
t = −q−1b (cosϕ e1 + β sinϕ e2) is the tangential unit vector of the surface position,
electric field E = cosψj + sinψi, e2 = cos θj − sin θi, e1 = sin θj + cos θi, where i
and j are orthogonal unit vectors of the Cartesian coordinate system, µ (∼1 mPa·s) is
the viscosity, v is the velocity, vs is the slip velocity, p is the pressure, ² (∼80²0) is the
dielectric permittivity of the solvent (typically water), and ²0 is the vacuum permittivity.
It should be noted that the maximum absolute value of vs is
vmaxs = Ub(β + 1)
2 sinϕ0/
√
1 + β (3.6)
at ϕ0 = tan
−1√1/β when ψ = θ = pi/2. We calculate the flow fields of the ICEO pump
by the boundary element method using Eqs. (3.3) and (3.4). In particular, to obtain a
precise flow field near the wall and the metal surfaces, we use analytical integration to
obtain the elements of the matrix of the boundary element method (50 to 72 elements
for each ellipse). It is noteworthy that the Gauss integration produces a large error when









































Figure 3.2: Flow field of stacking pump without coatings. (a) Type-A pump (N = 1,
Up = 0 mm/s). (b) Type-A pump (N = 3, Up = 1.31 mm/s). (c) Type-B pump (N = 3,
Up = 0.97 mm/s). (d) Type-C pump (N = 3, Up = 1.52 mm/s). Here, Ub = 16 mm/s,
E0 = 23.8 kV/m, d/w = 0.06, δ/w = 0.01, and c/w = 0.025, where δ = d − 2c. In the



















(a) Up vs. δ for type-A pump at N = 2. At



















(b) Up vs. N for type-A pump. The maximum
performance is 1.31 mm/s at N = 3 when c/w =

















(c) Up vs. N for type-B and type-C pumps. The
maximum performances are 1.52 and 0.97 mm/s
for type-C and type-B pumps, respectively, when










(d) Flow field of triangle metal post pump. Here,
wh/w = 0.29, Lb/w = 0.8, and Up = 0.11 mm/s.
Figure 3.3: Performance of asymmetrical stacking pump (E0 = 23.8 kV/m, η0 = 0.12).
The lines show the analytical results obtained by Eq. (3.1). The symbols show the nu-
merical results obtained by the boundary element method.
3.3 Results
Figure 3.2 shows the flow field for the stacking pump when b/w = 0.4, c/w = 0.025, Ub
= 16 mm/s (E0 = 23.8 kV/m), d/w = 0.06, and δ/w = 0.01. On the one hand, for the
1st-generation pump shown in Fig. 3.2(a), we observe a symmetrical quadrupolar electro-
osmotic flow around an ellipse post, and the net flow is zero because the forward flow of
the left-hand part of the ellipse cancels the reverse flow of its right-hand part. On the
other hand, the type-A, type-B, and type-C stacking pumps (whose flow fields are shown
in Figs. 3.2(a)-3.2(c), respectively) function efficiently, i.e., the reverse flow is suppressed
by the hierarchically stacked asymmetrical alignment of the ellipses, probably because the
amount of the reverse pumping is limited in the level of 0.4vmaxs δ. Further, the forward
flow is stimulated by the increase of the surface of the forward slip velocity.
Figure 3.3 shows the performance of the asymmetrical stacking pump. As shown in
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Fig. 3.3(a), the suppression of the flow diminishes as the gap increases. Further, as pre-
dicted in Eq. (3.1), the reverse flow is considerably suppressed at the small gap (δ/w =
0.01). Here, Up is almost a strait line at least for δ/w < 0.1 without depending on the
value of c/w. The ultimate reason for having this behavior is the reverse pumping is
just proportional to δ/w because the amount of reverse flow is limited by the narrowest
gap δ without depending on the curvature of elliptical posts. Further, a kind of adjust-
ment mechanism works for the changes of the gradient dUp/d(δ/w) when c/w changes
as predicted in Eq. (3.1). That is as c/w increases from 0.025 to 0.1, dU forwardp /d(δ/w)
changes from -6 to -3 mm/s, whereas dU reversep /d(δ/w) increases from 7 to 8 mm/s. Thus.
|dU inversep /d(δ/w)| becomes approximately constant (∼12 mm/s) without depending on
the value of c/w. Here, we set η0 = 0.12, and Up is calculated on the boundary of the
inlet (y = 0 and 0 < x < w). Thus, we believe that the suppression of the reverse flow in
the stacking pump occurs because a small gap limits the amount of the reverse pumping.
Although the reverse flow is not completely suppressed for finite δ, a small gap that keeps
unwanted slip velocities is intrinsically required to suppress the reverse flow. If there is
no gap, the reverse flow in the x direction remains on the left-hand part of the pump,
and it degrades the performance of the pump. Figures 3.3(b) and 3.3(c) show the depen-
dence of the Up values of the type-A, type-B, and type-C pumps on N . We compare the
numerical results with theoretical results obtained using the simple model expressed in
Eq. (3.1). Although these results are not in complete agreement with each other, both
show that the effect of flow resistance is dominant. If we neglect the narrowing of the
channel, Up increases monotonously as N increases. However, in reality, Up attains the
maximum value at an optimum N in a real channel because flow resistance also increases.
When N = 3, b/w = 0.4, and c/w = 0.025, the maximum Up = 1.31, 0.97, and 1.52
mm/s for type-A, type-B, and type-C pumps, respectively. Note that a triangle metal
post pump which shape and size are similar to 3rd-generation stacking pump changes
the direction of reverse flow and shows the pumping performance (Up = 0.11 mm/s) as
shown in Fig. 3.3(d). However, the triangle metal pump cannot suppress the reverse flow
considerably. Here, wh (= 2c(2N − 1) + 2δ(N − 1) = 0.29w) and Lh (= 2b = 0.8w) are
the base length and the height of the triangle. Thus, the stacking pump is conceptually
different from the irregular-shaped metal pump.
Figure 3.4 shows the performance of the half-coating pump. Figure 3.4(a) shows the
flow of the optimum single half-coating pump at c/w = 0.15 when b/w = 0.4. Figure 3.4(b)
shows the dependence of Up on c. For this case, we compare the numerical results with the
theoretical results obtained by the simple model expressed in Eq. (3.2). Here, K1 = 2c.
Although these results are not in complete agreement, both show that the effect of flow
resistance is dominant. In a real channel, the pumping performance is the optimum at
an optimum c because flow resistance also increases. As observed in Fig. 3.4(b), the
maximum performances of the half-coating pump are Up = 2.13, 1.72, and 1.34 mm/s
at c/w = 0.15, 0.2, and 0.25 under the conditions b/w = 0.4, 0.3, and 0.2, respectively,


























































Figure 3.4: Performance of half-coating pump (E0 = 23.8 kV/m, η0 = 0.12). (a) Flow of
optimum single half-coating pump. Here, c/w = 0.15, b/w = 0.4, and Ub = 16 m/s. (b)
Up vs. c for the single half-coating pump. The Up value is the maximum (2.13 mm/s) at
c/w = 0.15 when b/w = 0.4. (c) Flow of optimum multiple half-coating pump. Here, N
= 2, b/w = 0.4, and c/w = 0.025. (d) Up vs. N for multiple half-coating pump. The
Up value is the maximum (2.44 mm/s) at N = 2 when b/w = 0.4 and c/w = 0.025. The
left-hand part of the ellipse was coated by insulators. The lines show the analytical results
obtained by Eq. (3.2). The symbols show the numerical results obtained by the boundary
element method.
performances of the type-C, type-A, and type-B stacking pumps are evaluated to be
approximately 71%, 61%, and 46%, respectively, of the performance of the optimum half-
coating pump. Figure 3.4(c) shows the flow of the optimum multiple half-coating pump
when N = 2, c/w = 0.025, and b/w = 0.4. Figure 3.4(d) shows the dependence of Up on
the number N of multiple half-coating pumps under the condition c/w = 0.025. Here, the
distance between the ellipses is w/(N +1). If we neglect the flow resistance, Up increases
as N increases. However, because of the flow resistance, Up has the maximum value in a
real channel; The maximum values of Up are 2.44, 1.72, and 1.34 mm/s at N = 2, 2, and
3 when b/w = 0.4, 0.3, and 0.2, respectively. Similarly, lateral arrangements also face a
flow resistance problem because of the potentially large width of an ellipse.
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3.4 discussion
The performance of hierarchically stacked asymmetrical pumps (46% to 71%) is good
because they can be fabricated without coating. Further, from Eqs. (3.1) and (3.6) we
can estimate Up ≈ 1.33Ubη0 for type-A and type-C pumps in the limits c → 0 and
N →∞, whereas Up0 ≈ 2Ubη0η0.7k1 for the half-coating pump at c/b = 1. Because η0.7k1 < 1,
the velocity of the stacking pump with a thin limit with infinite N is larger than 67% of
that of the half-coating pump of the circular cylinder of the same length 2b. Obviously,
we can place such thin pumps in a channel with high density, large slip velocity, and
small flow resistance. Further, such thin limit pumps with asymmetrically stacked metal
posts can be used for planar structures, though insulator may be required. Therefore, the
stacking pump can dramatically improve the pumping performance in terms of flow rate,
applied voltage, and applied electric field.
3.5 Conclusion
In conclusion, we have proposed ICEO pumps that employ asymmetrically stacked struc-
tures to suppress the reverse flow and examined the pumping performance by the bound-
ary element method in conjunction with the double layer approximation and a simple
model. The following are the conclusions of the numerical calculations. (1) The asym-
metrical stacking configuration efficiently suppresses the reverse flow and yields ∼mm/s
velocity, which is 46% to 71% of the performance of an optimum half-coating pump. (2)
The velocity of the stacking pump with a thin limit with infinite N is larger than 67% of
that of the half-coating pump of the circular cylinder of the same length. The use of this
stacking pump is expected to dramatically improve the pumping performance in terms of
flow rate, applied voltage, and applied electric field. In the future, we intend to evaluate
other stacking structures for suppressing reverse flow.
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Chapter 4
Pump 2 (Theory and Experiment):
Asymmetrical reverse vortex flow
due to induced-charge electroosmosis
around carbon stacking structures
Broken symmetry of vortices due to induced-charge electroosmosis (ICEO) around stack-
ing structures is important for the generation of a large net flow in a microchannel.
Following theoretical predictions in our previous study, we herein report experimental
observations of asymmetrical reverse vortex flows around stacking structures of carbon
posts with a large height (∼110 µm) in water, prepared by the pyrolysis of a photore-
sist film in a reducing gas. Further, by the use of a coupled calculation method that
considers boundary effects precisely, the experimental results, except for the problem of
anomalous flow reversal, are successfully explained. That is, unlike previous predictions,
the precise calculations here show that stacking structures accelerate a reverse flow rather
than suppressing it for a microfluidic channel, because of the deformation of electric fields
near the stacking portions; these structures can also generate a large net flow theoreti-
cally in the direction opposite to that of a previous prediction for a standard vortex flow.
Furthermore, by solving the one-dimensional Poisson-Nernst-Plank (PNP) equations in
the presence of ac electric fields, we find that the anomalous flow reversal occurs by the
phase retardation between the induced diffuse charge and the tangential electric field.
In addition, we successfully explain the nonlinearity of the flow velocity on the applied
voltage by the PNP analysis. In the future, we expect to improve the pumping perfor-




In this chapter, we focus on the experimental proof of the generation of asymmetrical
vortex flow due to ICEO around the stacking structures consisting of conductive posts
in an aqueous solution, as the basis of stacking ICEO pump. Furthermore, since the
conductive post is very near to the other conductive posts, 2D electric and flow field
problems in the bounded domain are solved precisely and discussed by considering proper
boundary conditions in the dc limit by the coupled calculation method [95]. Furthermore,
to explain the anomalous flow reversal, we solve 1D problems of an electrolyte cell bounded
by two parallel walls in the presence of ac electric fields by using the PNP equations, and
compare the theoretical results with the experimental results concerning the dependence
of the flow velocity on the applied voltage.
This chapter is presented in five sections. In Sec. 4.2, we describe methods for a
geometry model, fabrications of carbon structures, observations of asymmetrical vortex
flow, a 2D flow analysis using the coupled simulations, and a diffuse-charge analysis using
the 1D PNP equations. Based on these methods, the fabrication results of high-aspect-
ratio carbon structures, the observation results of asymmetrical vortex flows, the analysis
results of the 2D flow calculations using the coupled simulation method, and the analysis
results of the 1D flow calculations using the PNP equations, are presented in Sec. 4.3.
Following a discussion in Sec. 4.4, our conclusions are summarized in Sec. 4.5.
4.2 Method
4.2.1 Geometry model
Figure 4.1 shows the schematic view of the asymmetrical stacking structure considered in
this study. As shown in Fig. 4.1, we consider a rocket-shaped stacking structure consisting
of one larger elliptical conductive cylinder of length 2b and width 2c at the center [(x1/w,
y1/w) = (0.5, 0.9)] and two smaller conductive cylinders of length 1b and width 2c placed
on the upper and lower left-hand sides [(x2/w, y2/w) = (0.5− 2c/w − δ/w, 0.9− b/2w),
(x3/w, y3/w) = (0.5 + 2c/w + δ/w, 0.9 − b/2w)] in a rectangular channel of length L
and width w; here, δ is the gap between the conductive cylinders and (xi/w, yi/w) are
the centers of the cylinders. Since the stacking structure is symmetric for the plane of
x/w = 0.5 and asymmetric for the plane of y/w = 0.9, we can predict an asymmetrical
ICEO flow for the plane of y/w = 0.9 with a symmetrical flow for the plane of x/w = 0.5.
4.2.2 Fabrication method
To test this prediction in the first experimental study of an ICEO stacking pump, several
































Figure 4.1: Schematic view of ICEO stacking pump. 1: pair of electrodes. Here, ψ =
θ = pi/2 rad, L is the length, w is the width, and V0w is the voltage applied to the
electrodes. The ellipse has two semi-axes (b, c) with unit vectors (e1, e2) that define the
orientation of each semi-axis. Here, we place two 2nd-generation ellipses with lengths b
































































Figure 4.2: Schematic view of a calculation system for 1D-PNP analysis. Standard and
anomalous vortex flows are shown in (a) and (b), respectively, and we modeled region A
as (c). In (c), 2V0 sinωt is the applied voltage to the electrodes, Vs0 is a slip velocity on
the electrode, and 2W0 is the width between electrodes.
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cylinders with a large hight (∼110 µm) were microfabricated on a silicon substrate with
highresistivity (greater than 1000 Ωcm) by the pyrolysis of a photoresist film with a large
hight (∼130 µm) in a reducing forming gas [98]. That is, we used the epoxy-based negative
photoresist SU-8 2100 (Microchem Corp., Newton, MA) and spin-coated it on a silicon
substrate with a speed of 2000 rpm for 30 s, after spin-coating hexamethyldisilazane
(HMDS) on the substrate. The resist was then exposed to UV light through a contact
mask. A latent image was developed using the developer and rinsed. After the post-
and hard-baking processes, the photoresist was pyrolyzed in a closed-tube furnace in a
forming gas atmosphere (98% N2, 2% H2) that was introduced into the furnace under a
vacuum pressure of 4.1 × 10−4 Pa. Here, the photoresist on the substrate was heated at
a rate of approximately 1.5◦C/min to 300◦C, held at 300◦C for 1 h, then heated again at
the same rate to 900◦C, held at 900◦C for 1 h, and cooled down to room temperature. It
should be noted that if the vacuum pressure is not sufficiently low in the setting up of the
atmosphere or if we use just N2 gas instead of the forming gas, the resists will burn out.
4.2.3 Observation method
Diluted fluorescent particle suspensions (red fluorescence; Thermo Scientific Co.; ∼0.01–
0.05% solids; ∼1 µm φ) were injected into the channel between the electrodes, and then
covered with a cover glass placed under a microscope equipped with a digital video camera;
that is, the fabricated carbon structures were immersed in deionized water (∼18 MΩcm)
containing fluorescent particles that can visualize flow fields for the observation of an
ICEO flow around a stacking structure under ac electric fields. We measured the flow
fields quantitatively by particle image velocimetry (PIV), which yields a velocity vector
at a point by calculating the correlation function between two images at different times
[50].
4.2.4 2D flow model in the dc limit
Numerically, we consider a 2D quasi-static Stokes flow without Brownian motion: i.e., we
consider the limit in which the Reynolds number Re tends to zero and consider the Peclet
number to be infinite. We assume the posts of the conductive cylinder to be polarizable in
an electrolytic solution under a dc or ac electric field. The motion of the surrounding fluid
must satisfy Stokes equations modified by the inclusion of an electrical stress. However,
by using matched asymptotic expansion [26], we can reduce them to the classical Stokes
equations as follows:
µ∇2v −∇p = 0, ∇ · v = 0, (4.1)
on S+p
(j)




is the surface defined as the outer edge of the double layer on the j-th
conductive post (j = 1, 2,. . . , N). Further, x(j) (= − sinϕ i + cosϕ j) is the surface
position of the j-th conductive post parameterized by ϕ, i and j are orthogonal unit
vectors in the Cartesian coordinate system, µ (∼1 mPa·s) is the viscosity, v is the velocity,
and p is the pressure. Under a wide range of conditions, the local slip velocity v
(j)
s is given







(j) is the tangential component of the electric field, ε (∼80ε0) is the dielectric
permittivity of the solvent (typically water), and ε0 is the vacuum permittivity. Here, a







i are the final and initial potentials, respectively.
Before calculating the flow field, we solve the electric potential by the boundary ele-
ment method based on the following Laplace equation: ∇2φ = 0. Here, on the one hand,
we use the Dirichlet boundary condition for the upper and lower walls (electrodes); that
is, φ = +0.5V0 at x = 0 and φ = −0.5V0 at x = w, where V0 is the voltage applied across
the channel. On the other hand, we use the Neumann boundary condition for the left and
right walls (i.e., n∇φ = 0 at y = 0 and L, where n is the surface normal unit vector). In
addition to these boundary conditions, to obtain the final potential, we use the Neumann
boundary condition (i.e., n∇φ = 0) on the metal surface. Furthermore, to obtain the
initial potential, we use the condition that the j-th conductive post has an unknown sur-
face potential φ
(j)
i and requires the electrical neutral condition
∮
(j)
(n∇φ)ds = 0. Thus,
on the basis of Eqs. (4.1)–(4.3), we can numerically calculate a flow field for a bounded
domain. It should be noted that we use the boundary condition that the velocity on the
wall of the channel is zero and that the pressures of the inlet and outlet are P1 and P2,
respectively. (Here, P1 = P2 = 0 and ∆P = P2 − P1 = 0.) In this paper, we will refer to
this method as method B, while we will refer the previous method [see Chapter 3] [92] as
method A.
4.2.5 1D flow model using the PNP equations
Figures 4.2(a) and (b) show a standard and anomalous vortex flow around conductive
posts, respectively. Usually, we believe that a net negative (positive) charge that cancels
the positive (negative) induced-charge on the conductive posts exists near the surface of
the left-hand side (right-hand side) of the conductive posts under the presence of the
external electric field from the left to the right. Thus, as a standard vortex flow, we
expect clockwise (CW) and counter clockwise (CCW) vortex flows in the lower and upper
left-hand sides, respectively, while one expects CCW and CW vortex flow in the lower and
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upper right-hand sides, respectively, as shown in Fig. 4.2(a). However, experimentally,
we observe an anomalous reverse vortex flow, as shown in Fig. 4.2(b).
What happens in region A in Fig. 4.2(b)? To the best of our knowledge, there is no
design method that explains the flow reversal associated with the stacking structures of
conducting posts generally. However, at least in the case of the rocket-shaped structures
illustrated in Figs. 4.1, 4.2(a), and 4.2(b), ion dynamics in region A can be analyzed as
a 1D problem of an electrolyte cell as a fist step. In other words, if we can assume that
elliptical posts are oblate enough to be considered as a flat electrode, we can analyze
the ion distribution in region A as the 1D problem, although we need to correct the
charging time and applied voltage by considering the total electric circuit. Note that we
believe that the requirement of the flatness is very weak and even the circular cylinder
can be analyzed, since the main path of the electric field between the smaller post and
the electrode is basically 1D during the charging process. Further, as discussed later on
Fig. 4.5, a dominant driving force in region A seems to exist on the surface of the smaller
elliptical post. Thus, if we can assume that the effective tangential electric field (Es) that
contributes to the maximum slip velocity is the order of the applied electric field between
the smaller post and the electrode, the order of the maximum slip velocity on the surface
of a smaller elliptical post can be calculated by the integration similar to the procedure
of the thin double layer approximation [26].
Thus, to analyze the anomalous reverse vortex flow, we consider the 1D problem of an
electrolyte cell bounded by two parallel walls (at X = ±W0), filled with a z : z electrolyte,
at concentration c0, as shown in Fig. 4.2(c); that is, we consider the dimensionless 1D




























where cp = Cp/C0 (cn = Cn/C0) is a non-dimensional concentration of positive (negative)
ion, φ is a non-dimensional potential, Cp (Cn) is a dimensional concentration of positive
(negative) ion, ρ = cp − cn, x = X/W0, and ² = λD/W0. Here, λD ( = 1 µm for water at
pH = 7) is the Debye screening length and 2W0 is the width of the gap between electrodes
for a 1D PNP problem in Fig. 4.2. We solve Eqs. (4.4)–(4.6) under the boundary condition
that
φ = v± ∓ δ0²∂φ
∂x
, at x = ±1, (4.7)
where δ0 = λs/λD and λs is a length characterizing the compact-layer surface capacitance
(e.g., due to a Stern mono layer). Note that we cast the PNP equations in a dimensionless
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form using W0 as the reference length scale, τc = λDW0/D as the reference time scale,
φc = kT/ze (' 25 mV) as the reference potential, and fc = 1/τc as the reference frequency.
Here, D is the ion diffusivity, k is the Boltzmann constant, T is the temperature, and e
is the electric charge. We calculate the time evolutions of cp(x), cn(x), ρ(x), and φ(x) in
the presence of a dc or ac applied voltage (v± = v0 or v± = ±v0 sin 2pif0t, respectively)
by the finite element method (FEM) [for Eq. (4.6)] and the control-volume difference
method (CVDM) [for Eqs. (4.4)–(4.5)], since the FEM is convenient for dealing with the
mixed boundary condition of Eq. (4.7) and the CVDM is useful to preserve the number of
ions precisely. Note that the CVDM is a numerical method for solving partial differential
equations that calculates the values of the conserved variables averaged across the volume
and thus preserves the number of ions well, while ordinary numerical methods often do
not preserve the number of ions.
Now, we evaluate the order of the maximum slip velocities on the smaller elliptical
post from the results of the 1D PNP analysis by assuming the existence of the artificial
tangential electric filed Es = −V+/W0. Note that λD is smaller than the radius of curva-
ture of the surface. Thus, in the electric double layer, the charge flux is locally 1D and
the flow is parallel to the conductive post. Thus, using the Stokes equations modified by
the inclusion of an electrical stress term (∆τ e = ρeEs), we obtain the following equation




+ ρeEs = 0, (4.8)
where ρe is a dimensional net charge. Therefore, by integrating Eq. (4.8) under the









Note that from Eq. (4.9) we can derive Eq. (4.3) if we can assume the ζ potential in the dc
limit, and λ˜c(= λcW0) is a length of a condensed layer in which a tangential flow velocity
vy is assumed to be zero. From Eq. (4.9), by using vs,c = (C0N0ze)(W
2
0 )(kT/zeW0)/µ as








where es(t) = −v0 sinωt and −v0 for an ac and dc problem, respectively. Further, we
define the average slip velocity, the total charge, and the related value as
< vs > = −
∫ t2
t1













respectively. Although we can calculate Ct2 by using the values of φ, we prefer to calculate
it by Eq. (4.13); i.e., in the same manner as Eqs. (4.10) and (4.11). Note that in this
paper we set t2 = 4 and t1 = 2/f0 for f0 = 1; for other frequencies, we set t2 = 2 and
t1 = 2/f0.
Generally, a 2D flow velocity v is a function of f , V0w, and x, where f is a frequency,
V0w is an applied voltage, and x is a position [i.e., v ≡ v(f, V0w,x)]. Since v(f, V0w,x) ≡
[v(f, V0w,x)/vA(f, V0w)]vA(f, V0w), we can generally write the 2D flow velocity as
v(f, V0w,x) = vA(f, V0w)fA(x)
2D, (4.14)
where vA is a flow velocity of point A that is the center of region A and fA(x)
2D ≡
v(f, V0w,x)/vA(f, V0w). Furthermore, if we can assume that a dominant driving force in
region A is the maximum slip velocity on the surface of the smaller elliptical post, the
velocity of point A (vA) is proportional to the maximum slip velocity of the surface of
the smaller elliptical post (vs); i.e., vA(f, V0w) = CAvs(f, V0w), where CA is a constant.
Therefore, we can write the 2D flow velocity as v(f, V0w,x) ' vs(f, V0w)fA(x)2D under
the condition that CA ' 1. Thus, by assuming that vs(f, V0w) ' v1Ds and fA(x)2D '
fA(x)
2D
methodB, we can obtain the following equation:
v(f, V0w,x) ' v1Ds (f, V0w)fA(x)2DmethodB, (4.15)
where v1Ds (f, V0w)(≡< vs >) is the maximum slip velocity calculated by the 1D PNP
analysis and fA(x)
2D
methodB is the 2D flow velocity vector that was calculated by the coupled
simulation method (method B) and normalized by the value of point A. Here, we selected
the sign of fA(x)
2D
methodB so that it represents the standard vortex flow illustrated in
Fig. 4.2(a).
To compare the experimental results performed for the 2D system in Fig. 4.2(b) and
the theoretical results performed for the 1D system in Fig. 4.2(c), we need to reconsider
a charging time and an applied voltage as a whole circuit. Namely, we assume that
the concerning system is a voltage divider consisting of four resistors (R1 = ρb2W0/hb,
R2 = ρbδ/hb, R3 = ρbδ/hb, and R4 = ρb2W0/hb, where ρb is the bulk resistivity).
Thus, the applied voltage (2v0kT/ze) between the smaller post and the electrode is√







)]. Note that V0w is the effec-
tive value and 2v0kT/ze is a peak to peak value. Of course, W0 is obtained from the
geometrical conditions [i.e., W0 = (w − 6c − 2δ)/4]. Furthermore, under the assumption
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that LÀ 2b, we approximate the charging time of a 2D system τ 2Dc by the RC relaxation
time [6] for the whole electrolyte cell bounded by two parallel walls with the distance
w [i.e., τ 2Dc ' λDw/2D]. Thus, we assume that f0 = f/f 2Dc = fτ 2Dc [e.g., f0 = 40,
²(= λD/W0) = 0.005, τ
2D
c = 0.8 s, and W0 = 0.2 mm, when w = 1.6 mm, δ/w = 0.05,
c/w = 0.065, D = 1.0× 10−9 m2/s, f = 50 Hz, and λD = 1 µm]. Here, δ0(= λs/λD) can
be fixed as δ0 ∼ 1, since λs is conceptually a similar parameter to λc. It should be noted
that we packed most of the errors into λc [i.e., we use just one adjusting parameter λc to
describe the flow field].
Although we derived Eq. (4.15) as a better approximation for an exact formulation of
Eq. (4.14), Eq. (4.15) is suitable for analyzing the problem of reverse flow, because the 2D
flow model in the dc limit is reliable to some extent to obtain a spatial distribution of the
flow velocity and the 1D PNP model can describe an ion distribution in the presence of ac
electric fields. Thus, under the assumption that there is no flow normal to the conductive
surface near the surface and the ion distribution normal to the surface near the surface
is described by 1D PNP equations, Eq. (4.15) is justified. In other words, our 1D PNP
model coupled with the Stokes equation [Eq. (4.8)] can be used to explain the phenomena
associated with a 2D conducting post under the thin double electric layer approximation.
Fortunately, the above assumption or the thin double electric layer approximation is
usually satisfied in the concerning system, since the length of a diffused layer is always
much smaller than the concerning gap length (2W0). Actually, Eq. (4.15) is a natural
correction of the thin double electric layer theory described by Eqs.(4.1) to (4.3).
4.3 Results
4.3.1 Fabrication results
Figure 4.3 summarizes the fabrication results of the carbon structures. We first fabricated
a photoresist structure made of SU-8 with a large height (h = 130 µm) by the standard
process [in Fig. 4.3(a)]; then, we obtained a carbon stacking structure by pyrolysis in a
reducing gas [in Fig. 4.3(b)]. Figure 4.3(b) shows an example of fabricated carbon stacking
structures with carbon electrodes. In Fig. 4.3(b), the upper and lower black structures
are carbon electrodes. However, we cannot use them for the observations because they
break easily during preparation. Thus, we used copper electrodes (h ∼ 100 µm) that
were attached after removing the carbon electrodes in the subsequent observations of
ICEO flow fields. Further, as shown in Figs. 4.3(a) and (b), the edge of the fabricated
carbon structures is deformed by shrinkage during pyrolysis, whereas the edge of the resist
structure before carbonization is sharp. Figure 4.3(c) shows the side view of the fabricated
carbon cylinder. From this photograph, we measured the height of the carbon structures
as h ∼ 110 µm. Figure 4.3(d) shows an example of fabricated carbon stacking structures




Figure 4.3: (Color online) Fabrication results of carbon stacking structures by pyrolysis of
photoresists in reducing gas (98% N2; 2% H2; maximum temperature of 900
◦C). (a) Mi-
crograph of SU-8 photoresist structure before carbonization (h = 130 µm, w = 400 µm,
b = 160 µm, c = 40 µm, and δ = 20 µm). (b) Micrograph of carbon stacking structure
with carbon electrodes (h = 110 µm and w = 400 µm). (c) Side view of carbon structure.
(d) Micrograph of carbon structure with broken electrodes (h = 110 µm and w = 1.6
µm).
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electrodes having a fairly large area were usually broken because of the residual stress
in the pyrolysis and the weakness of the adhesive force between the substrate and the
carbon structure. Furthermore, those carbon stacking structures having a relatively high
aspect ratio (w = 200 to 800 µm for h ∼ 110 µm) often broken down by the electrostatic
rotational force during the experiment, and they often broke down just because of the
surface tension caused by the introduction of an aqueous solution. Thus, we used a
carbon stacking structure having a low aspect ratio (w = 1600 µm for h ∼ 110 µm)
between copper electrodes (h ∼ 100 µm) in the observations of ICEO flow fields.
4.3.2 Observations of asymmetrical reverse vortex flows
Figure 4.4 shows the results of experimental observations and their data analysis. As
shown in Fig. 4.4, we find that two strong reverse vortex flows are generated on the left-
hand side of the stacking structure (in the rear of the rocket-shaped formation) by the
application of a large ac voltage (∼15 V) at a low frequency (50 Hz) for the large-width
channel (w = 1.6 mm), whereas just an ICEO flow exists along a carbon post (h ∼ 110
µm) on the right-hand side. Namely, our basic prediction that an asymmetrical stacking
structure causes asymmetrical vortex flows [see Chapter 3] [92] is proved experimentally.
However, there are three major differences from the previous predictions. (1) The direction
of vortices in the experiments is in the opposite to that of the theory; (2) the observed
flow velocities of the vortices are much smaller than those of the theory; (3) two strong
vortices appear on the left-hand side of the stacking structure in the experiment, while
they appear on the right-hand side in the previous theory.
Figure 4.5 shows the transient flow around ac 8 V when the applied voltage is increased
from 0 to 15 V. As shown in Fig. 4.5, two flow fronts are pushed out from the upper and
lower carbon surfaces toward the upper and lower electrodes, respectively, as a transient
flow. Thus, we believe that the flows originate not from a bulk force due to a bulk
charge but from a surface force due to a surface charge; that is, although temperature-
induced inhomogeneities in medium conductivity and permittivity due to Joule heating
sometimes generate electrothermal (ET) flow [28], we believe that our observed flow is an
ICEO flow originating from the slip velocity due to ICEO on the surface of carbon posts.
Furthermore, in the initial stage of the experiment, we observed the generation of bubbles
as shown in Figs. 4.4(a) and 4.5, but it ceased under the condition that V0w < 20 V; thus,
we could continue to carry out our observations smoothly. Moreover, from this fact, we
believe that the observed flow reversal in our experiments dose not relate to the Faradaic
reactions.
4.3.3 Results of 2D flow analysis by the coupled simulation
Figure 4.6 shows the results of theoretical calculations performed by the coupled calcu-













Figure 4.4: (Color online) Experimental observations of asymmetrical reverse vortex flows
around a carbon stacking structure. (a) Micrograph of asymmetrical vortex flow (V0w = 15
V); (b) Experimental flow field obtained by PIV. (V0w = 15 V). Here, V0w = 15 V, f = 50
Hz, w = 1.6 mm, c/w = 0.065, b1/c = 4.6, b2/c = 2.3, δ/w = 0.05, tsUc/w = 0.00405,
and E0 = 9.4 kV/m.
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Figure 4.5: (Color online) Micrograph of transient flow around V0w ∼ 8 V, when V0 is
increased from 0 to 15 V. Here, V0w = 15 V, f = 50 Hz, w = 1.6 mm, c/w = 0.065, b1/c
= 4.6, b2/c = 2.3, δ/w = 0.05, tsUc/w = 0.00405, and E0 = 9.4 kV/m.
Chapter 3] [92]. As shown in Fig. 4.6(a), unlike previous predictions, the precise calcu-
lations in this study show that stacking structures accelerate a reverse flow rather than
suppressing it for a microfluidic channel. This is because the potential and electric fields
are largely deformed by the stacking structure as shown in Figs. 4.6(b) and (c); thus, the
ζ potentials and slip velocities around the conductive posts are also largely deformed, as
shown in Figs. 4.6(d) and (e). In particular, the slip velocity of a bounded domain of
an upper conductive post (triangle) around ϕ = 70◦ becomes approximately three times
that of an unbounded domain (broken line), and consequently, a reverse flow seems to
be accelerated rather than suppressed. Although there is a qualitative difference between
the experimental flow fields [in Fig. 4.4] and the theoretical flow fields [in Fig. 4.6(a)], we
believe that this is mainly because of the difference between the experimental and theoret-
ical conditions of the flow resistance (i.e., unlike in the calculation, we cannot expect an
ideally short channel in the actual experiment). Thus, we believe that the experimental
flow fields [in Figs. 4.4 and 4.6(a)] are explained theoretically, except for the problem of
the anomalous reverse vortex flow, by using the coupled calculation method that considers
the boundary effects precisely.
Further, Fig. 4.6(f) shows the comparison between the experimental results and the
theoretical results obtained by method B in the dependence of vy on x/w at y/w =
0.55 and 1.25 when V0w = 15 V. As shown in Fig. 4.6(f), they also just agree with
each other fairly well. Further, Umethod Bp = −1.28 mm/s, Λmethod Beff = −0.0025, and




p ) = +3.2 µm/s, while U
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p is approximately -3
µm/s; i.e., U eff,method Bp is not consistent with U
experiment
p . Nonetheless, we believe that


















































































Figure 4.6: Theoretical results obtained by the coupled calculation method (method B)
that considers precise boundary conditions for a bounded domain. (a) Theoretical flow
field (method B); (b) potential map; (c) electric field; (d) ζ potential; (e) slip velocity;
(f) dependence of vy on x/w (V0w = 15 V). In (d) and (e), the open circles and triangles
(the solid and broken lines) show the results around larger and smaller elliptical posts,
respectively, for a bounded domain (for an unbounded domain). In (f), the triangles and
circles (solid and broken lines) show the experimental (theoretical) results of vy at y/w =
0.55 and 1.25, respectively, and Λeff(≡ vexperimenty /vmethod By ) = −0.0025; tsUmethod Bp /w =




























Figure 4.7: Design of the ICEO stacking pumps by the coupled calculation method
(method B) that considers precise boundary conditions for a bounded domain. (a) Up
vs. δ; (b) theoretical flow field (c/w = 0.025 and δ/w = 0.11); Here, c/w = 0.025 to
0.100, b1/w = 0.4, b2/w = 0.2, T0Uc/w = 0.02, and Uc = ²cE
2
0/µ; e.g., if T0 = 1 ms, µ = 1
mPa·s, and w = 0.1 mm, then E0 = 21 kV/m.
conditions precisely. Probably, the small value of Up has a large error.
Figure 4.7 shows the design of the ICEO stacking pumps by the coupled calculation
method (method B). As shown in Fig. 4.7(a), the absolute value of Up increases mono-
tonically as the gap distance δ increases, and the sign of Up is negative. Surprisingly,
these results are contrary to the previous results obtained by method A (Fig. 3.3(a) in
Chapter 3; Fig. 3 in Ref. [92]) (i.e., method A suggested that Up decreases monotonically
as δ increases, and the sign of Up is positive). However, method B also predicts that
stacking structures can generate a large net flow to the level of the previous prediction.
In particular, when c/w is small and δ/w is large, we theoretically obtain a large net flow.
Figure 4.7(b) shows the flow field by method B under the conditions that δ/w = 0.11,
c/w = 0.025, and T0Uc/w = 0.02. In this case, we theoretically obtain a large net flow
that T0U
method B
p /w = −1.0; e.g., Umethod Bp = −1.0 mm/s when V0w = 2.1 V, w = 100
µm, T0 = 1 ms, and µ = 1 mPa·s.
4.3.4 Results of nonlinear dependence of |v| on V0w
To examine our 1D PNP model and the predictions (that will be explained in detail in
Sec. 4.3.5), we re-measured the same sample again in detail, unfortunately after keeping
it for a long period (∼5 months) in the air. Figure 4.8(a) shows the typical observation
results of the stream lines at V0w = 16 V, and Fig. 4.8(b) shows its flow fields measured
by PIV. Figures 4.8(a) and (b) show the similar results to those of Figs. 4.4(a) and (b),













Figure 4.8: (Color online) Experimental observations at V0w = 16 V. (a) Micrograph of
asymmetrical vortex flow (V0w = 16 V); (b) experimental flow field by PIV (V0w = 16 V);








































Figure 4.9: Comparison between the experimental results and theoretical results using
Eq. (4.14) by the 1D PNP equations and 2D flow analysis. (a) Dependence of sgnv|v| on
V0w at λc = 0.20, 0.22, and 0.25. (f0 = 40, ² = 0.0050, and δ0 = 1); (b) Dependence of
sgnv|v| on V0w at f0 = 37, 38, and 40. (λc = 0.20, ² = 0.0045, and δ0 = 1); Here, the circle
shows the experimental results of sgnv|v| at point A [(xA/w, yA/w) = (0.1375, 0.75)]. In
(a), the dashed, solid, and broken lines are the theoretical results at λc = 0.20, 0.22, and
0.25, respectively. In (b), the dashed, broken, and solid lines are the theoretical results
at f0 = 37, 38, and 40, respectively. In (a) and (b), “sgnv” represents the sign of v, and
the sign is defined as positive (negative) for the direction of the standard (anomalous)
vortex flow; w = 1.6 mm, c/w = 0.065, b1/c = 4.6, b2/c = 2.3, δ/w = 0.05, τ
2D
c ' 0.8 s,
W0 = 0.2 mm, D = 1.0× 10−9 m2/s, λD = 1 µm, and ∆t = 0.001.
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vortex flow in Figs. 4.8(a) and (b)]. It should be noted that, as shown in Fig. 4.8(a), there
was no bubble between electrodes, since we operated under the condition that V0w < 20
V.
Figure 4.9 (a) shows the comparison between the experimental results of v and theoret-
ical results using Eq. (15) by the 1D PNP equations and 2D flow analysis. In Fig. 4.9 (a),
the circle shows the experimental results of sgnv|v| at point A [(xA/w, yA/w) = (0.1375,
0.75)], while the broken, solid, and dashed lines are the theoretical results at λc = 0.20,
0.22, and 0.25, respectively. Here, “sgnv” represents the sign of v, and the sign is defined
as positive (negative) for the direction of the standard (anomalous) vortex flow. In this
analysis, λc is an only adjusting parameter when we fix δ0 = 1. Namely, other parameters
are determined by the experimental conditions (i.e., f0 = 40, ² = 0.005, τ
2D
c = 0.8 s,
W0 = 0.2 mm, w = 1.6 mm, δ/w = 0.05, c/w = 0.065, D = 1.0× 10−9 m2/s, f = 50 Hz,
λD = 1 µm. and |f(xA)2D| = 1). Thus, as shown in Fig. 4.9 (a), we find that the theo-
retical flow velocities by the 1D PNP equations agree with the experimental results fairly
well. when we assume that λc = 0.22. In particular, we find that the 1D PNP theory suc-
ceeds in predicting the flow reversal at 50 Hz and the order of the flow velocities correctly.





is reliable to some extent, since we already showed that fA(x)
2D
methodB is reliable to some
extent. Further, we find instability in the experimental results of |v| in the range that
16 ≤ V0w ≤ 19 as shown in Fig. 4.9 (a); We think that this is a sign that a Faradaic
reaction start to affect an ICEO flow, since we rely on the stability of our PIV results
that use about 70 pair images for ensemble averaging.
The good agreement between the experimental and theoretical predictions in Fig. 4.9
(a) is surprising since we did not assume that the relation between the voltage and the
velocity is quadratic. In other words, the relation between the voltage and the velocity is
very complex and generally has a strong nonlinearity as mentioned later on Figs. 4.13(b)
and 4.14(b), and thus it is very difficult to obtain a suitable dependence of sgnv|v| on V0w,
a suitable order of the magnitude, and a suitable sign at the same time with one adjusting
parameter λc, although the value of λc may have a large error due to the inaccuracy of CA
(= 1). In fact, the estimation of charging time affects seriously as shown in Fig. 4.9 (b).
In Fig. 4.9 (b), the dashed, broken, and solid lines are the theoretical results at f0 = 37,
38, and 40, respectively, when λc = 0.20, ² = 0.0045, and δ0 = 1. Namely, although a
slight decrease (∼10 %) of ² affects just limitedly the functional form (solid line), a slight
decrease (∼5-8 %) of f0 results in the dramatic change on its functional form and sign
(broken and dashed lines). Thus, we believe that our assumptions for the charging time
and applied voltage are appropriate as a first attempt, and the 1D PNP analysis is valid







































cp: t = 0.1
cn: t = 0.1
cp: t = 1.0



















Figure 4.10: Results of dc analysis by the 1D PNP equations. (a) Potential distribution;
(b) charge distribution; (c) ion density distribution; and (d) time evolutions of ct1 and
vs/v0; Here, ² = 0.2, δ0 = 1.0, v0 = 10 (dc), and ∆t = 0.001.
4.3.5 Results of diffused-charge analysis by the 1D PNP equa-
tions
Figure 4.10 shows the results of dc analysis by the 1D PNP equations. By applying a
dc voltage at the initial time (t = 0), the distributions of the potential and charge are
changing as shown in Fig. 4.10(a) and (b), respectively, for ² = 0.2, δ0 = 1.0, λc = 0,
and v0 = +10 (dc). As shown in Fig. 4.10(b), the region ( x < −0.8) near the negative
electrode (the electrode of the left-hand side) charged plus, while the region ( x > +0.8)
near the positive electrode (the electrode of the right-hand side) charged minus, since
the positive (negative) ions moves toward the left (right) in the presence of the electric
field from the right to left as shown in Fig. 4.10(c). Thus, the potential in the bulk
region (−0.8 < x < +0.8) approaches zero by the screening effect of the induced-charge






































































Figure 4.11: Results of ac analysis at a low voltage with a low frequency by the 1D PNP
equations. (a) Time dependence of ct1, ct2, and vs/v0; (b) charge distribution; (c) potential
distribution; and (d) ion density distribution; Here, ² = 0.2, δ0 = 1.0, v0 = 100 (ac), f0 =
1, and ∆t = 0.001. In (a), the circle, triangle, and square show ct1 ct2, and vs, respectively.




































































Figure 4.12: Results of ac analysis at a high voltage with a low frequency by the 1D PNP
equations. (a) Time dependence of ct1, ct2, and vs/v0; (b) charge distribution; (c) potential
distribution; and (d) ion density distribution; Here, ² = 0.2, δ0 = 1.0, v0 = 100 (ac), f0 =
1, and ∆t = 0.001. In (a), the circle, triangle, and square show ct1 ct2, and vs, respectively.



































λc = 0.00λc = 0.05λc = 0.20
(b)
Figure 4.13: Results of average slip velocities at a low frequency by the 1D PNP equations.
(a) the dependence of < vs > on λc (f0 = 1) and (b) the dependence of < vs > on v0

































λc = 0.00λc = 0.05λc = 0.10
(b)
Figure 4.14: Results of average slip velocities at a high frequency by the 1D PNP equa-
tions. (a) the dependence of < vs > on λc (f0 = 50); (b) the dependence of < vs > on v0
(f0 = 50); Here, ² = 0.2, δ0 = 1.0, and ∆t = 0.0001.
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found in Refs. [6, 45]. Further, as shown in Fig. 4.10(d), the total charge ct1 increasing
monotonously, and of course the sign of slip velocity is always plus.
Figure 4.11 shows the results of ac analysis at a low voltage (v0 = 10) with a low
frequency (f0 = 1). As shown in Fig. 4.11(a), by applying an ac voltage at t = 0, the
total charge ct1 (©) and related value ct2 (4) alternate the signs, and the slip velocity
vs also alternates its sign since the phase is different between a induced-charge and an
applied field. Figure 4.11(b) shows the anomalous positive charge remained near the
electrode of the left-hand side after the sign of the applied electric field changed from plus
to minus. Figure 4.11(c) shows that the screening effect does not work sufficiently for the
ac applied voltage and thus the bulk electric field does not become zero. Figure 4.11(d)
shows the time evolutions of cp and cn during the transition period. In Fig. 4.11(d),
the open and closed triangles show cp and cn, respectively, at t = 1.55, 1.60, 1.65, 1.70,
and 1.75. Although the plus-ion rich region is replaced by the minus-ion rich region by
the inversion of the applied electric field as shown in Fig. 4.11(d), the phase retardation
between the induced-charge and applied electric field occurs since the diffusion velocity
of ions is very slow. We believe that the remaining opposite charge due to the phase
retardation is a natural origin of the flow reversal phenomena.
Figure 4.12 shows the results of ac analysis at a high voltage (v0 = 100) with a low
frequency (f0 = 1). The results are intrinsically the same as the results of Fig. 4.8 except
that ions are exhausted because of the large voltage as shown in Fig. 4.12(d), and thus
ct1 and ct2 have flat periods. At room temperature, v0 = 100 corresponds to V0 = 2.5 V.
It should be noted that the “ion crowding” and “steric effects” [90, 44, 45, 4] probably do
not happen in our situation, since the concentration of ions (C0 = 10
−7 mol/l for water)
is much smaller than the concentration of the water (Cw ' 55.6 mol/l).
Figure 4.13 shows the results of the average slip velocities < vs > at a low frequency
(f0 = 1). As shown in Fig. 4.13(a), we cannot obtain the negative value of < vs > at
λc = 0 (i.e., if we do not assume the existence of the condensed layer, we cannot explain
the generation of flow reversal at low frequency). Figure 4.13(b) shows the dependence
of < vs > on v0. We find that complex nonlinearities of < vs > on v0 exist at a low
frequency, as shown in Fig. 4.13(b).
Figure 4.14 shows the results of average slip velocities at a high frequency (f0 = 50) by
the 1D PNP equations. As shown in Fig. 4.14(a), we find a reverse flow in the range that
0 < λc < 0.2, and only in the range | < vs > | has a large value, since the moving distance
of ions decreases as the frequency increases. Furthermore, as shown in Fig. 4.14(b), we
find that simpler nonlinearities of < vs > on v0 exist at a higher frequency than those
at a low frequency (i.e., the sign of < vs > is always negative and | < vs > | increases




Stacking ICEO pumps are important because of their potential to improve the obtainable
pressure of ICEO pumps to the level of porous dc electroosmotic pumps [102], since
the intrinsic density of a working surface of stacking structures is larger than that of
planar structures and equivalent to that of porous structures. Thus, the experimental
observations of the broken symmetry of vortex flows around the stacking structures are
important as the first step toward such an improvement. Furthermore, we have shown that
nonreactive and conductive carbon structures fabricated by pyrolysis [98] are useful for
realizing an ICEO device having a large-height conductive structures between electrodes
by a simple process. Furthermore, although the flow reversal at low frequencies (<100
Hz) is often conjectured to be due to Faradaic reactions [29], we first show that the phase
retardation of the diffuse-charge can cause the flow reversal at low frequencies.
In a simple ICEO model, counterions that cancel the induced charge on the conductive
surface slip along to the surface by the tangential component of electric fields on the
surface. However, as pointed out in Ref. [4], in many situations involving high induced
voltages, this simple ICEO model often cannot predict even the direction of ICEO flow
correctly. In our experiment, because of a high applied voltage (v ≡ ze|V0w|
kT
∼ 600),
the thickness of the unmovable “condensed” layer of counterions (lc) is probably very
large as predicted in Ref. [44]; Namely, from Eq. (4.21) in Ref. [44], we can evaluate
that lc ∼ λD
√
2νv ∼ 2.4λD at ν = 0.005 and v = 600, where ze is the charge, k is the
Boltzmann constant, T is the absolute temperature, and ν is the mean volume fraction of
ions in bulk (i.e., lc ∼ 2.4 µm since λD ∼ 1 µm in deionized water of pH = 7). Therefore,
in our theory, the assumption of a condensed layer that is introduced as an unmovable
layer in Eq. (4.9) is reasonable as a phenomenological assumption.
It should be noted that we did not consider the steric effects [90, 44, 45, 4] and the
obtained experimental value of λ˜c (∼ 40 µm) is much larger than lc (∼ 2.4 µm). However,
we are not surprised at the large value. Rather, we think that the value is reasonable
since it includes all errors as an adjusting parameter. Further, as discussed in Fig. 4.12,
the steric effects probably do not happen in our situation, since the concentration of
ions (C0 = 10
−7 mol/l for water) is much smaller than the concentration of the water
(Cw ' 55.6 mol/l). Probably, we need to consider other mechanisms that cause a dramatic
increase of viscosity near the surface (e.g, surface roughness may work as an effective
unmovable layer [52]). Or, as a practical approach, we might need to introduce an artificial
viscosity. Actually, even by the modified Poisson-Nernst-Planck (MPNP) equations [44],
an unrealistically large value of ν is usually required to explain flow reversal. Thus,
although we have not known well why the unmovable or condensed layer exits, we can
say that the unmovable or condensed layer plays an important role even for low frequency
problems to cause a reverse flow.
In addition, since
√
DT/2 (∼3.2 µm) ¿ w (= 1600 µm) and √DT/2 ∼ lc (∼2.4
µm) for typical ion diffusivity D = 10−9 m2/s and a half period time T/2 = 10 ms (i.e.,
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frequency of 50 Hz), we cannot expect the equilibrium state that is realized at a dc limit
even for low ac frequencies (∼ 50 Hz). Thus, we can naturally believe that the phase
retardation of diffuse charge occurs (i.e., even at low ac frequencies, ions cannot follow
the changes of an applied electric field, and thus it generates time dependent reverse
and forward flows near the surface of conductive posts). Therefore, the observed flow
velocity can be small because of the cancellation between the reverse and forward flows.
Furthermore, the existence of some unmovable layer can break the balance between reverse
and forward flows, and can produce a net anomalous reverse flow. This is a qualitative
explanation for the anomalous reverse flow, and is consistent with the results of our 1D
PNP analysis.
4.5 Conclusion
In conclusion, (1) we have experimentally shown that asymmetrical vortices due to ICEO
are generated around stacking structures consisting of conductive posts in an aqueous so-
lution. (2) By considering boundary effects precisely, except for the problem of anomalous
reverse vortex flow, we have successfully explained the experimental results that stack-
ing structures accelerate a reverse flow rather than suppressing it. (3) By the 1D PNP
analysis, we find that the anomalous flow reversal in low frequency occurs owing to the
phase retardation between an induced diffuse charge and a tangential electric field, and
successfully explained the observed nonlinearity of the flow velocity on the applied volt-
age. (3) We have shown that a large-height structure consisting of carbon posts fabricated
by pyrolysis of photoresists is useful for the fabrication of an ICEO device because of its
simplicity and nonreactive nature.
We believe that the use of this stacking pump can dramatically improve the pumping




High-speed rotary microvalves in
water using hydrodynamic force due
to induced-charge electrophoresis
The development of a high-speed microactuator in water is difficult because of electro-
static problems and hydrodynamic resistance. To overcome these problems, we consider
using induced-charge electrophoresis (ICEP) to perform actuators. We propose rotary
microvalves in water using hydrodynamic force due to ICEP and numerically examine
the performance of valves. By the multi-physics coupled simulation technique between
fluidics and electro-statics based on the boundary element method along with the thin
double layer approximation, we find that rotary valves using ICEP function effectively
at high frequency. In the calculations, the electric and flow field problems in a bounded
domain are solved, and the proper boundary conditions are discussed. By employing
similar actuators using ICEP, we can dramatically improve the performance of promising
microfluidic systems such as lab-on-a-chip.
5.1 Introduction
A hydrodynamic resistance due to viscosity increases rapidly in a microchannel as the
width of the channel decreases. Thus, the development of a high-speed microactuator in
water is challenging, though the development of a high-speed microactuator in air by using
electrostatic force is common in the field of microelectromechanical systems (MEMS). In
particular, it is very challenging to develop microvalves that function in water at high-
speeds similar to those of an electrostatic valve in air because valves are indispensable
for controlling flows in microchannels with mixers and pumps in promising biomedical
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applications such as lab-on-a-chip [51] and they are intrinsically movable devices. Note
that large pressure-driven valves are still used reluctantly for the design of lab-on-a-chip.
Recently, several researchers [30, 70] have observed motion in water using induced-
charge electrophoresis (ICEP). ICEP is different from classical electrophoresis because it
results from the interaction between the electric field and ions in the electric double layer
formed by the polarizing effect of the electric field itself [5, 83, 84, 97, 16, 30, 6, 20, 90,
17, 66, 1, 57]. In particular, Gangwal et al. [30] have observed the motion of a half-coated
metal sphere using ICEP and suggested its application to various devices. Moreover, the
rotation of micrometallic rods has been studied theoretically [75] and experimentally [70].
However, no attempt has been made to analyze microvalves that use ICEP. To overcome
the problems faced by actuators in water, we consider using ICEP to move valves and
then stop and release the flow of the channel. In particular, rotary-ICEP valves have
the potential to avoid viscosity problems since they are expected to move smoothly by
using the slip velocity on the surface. Thus, in this chapter, we focus on the development
of a rotary-ICEP valve in water using hydrodynamic force due to ICEP and elucidate
its design concept. In particular, we consider a rotary-ICEP valve that can be opened
by the pressure gradient without an electric field, and can be closed by an electric field
perpendicular to the channel wall to avoid complex geometries for electrodes. Further,
for the valve problem, the conductive (metal) cylinder is very close to the wall in order to
sufficiently stop the flow. Thus, in the calculations, the electric and flow field problems
in the bounded domain are solved, and the proper boundary conditions are discussed.
This chapter is presented in five sections. In Sec. 5.2, we describe theory for a geometry
model, a flow model, a slip velocity model for bounded and unbounded domains, an
electrorotational torque model for bounded and unbounded domains, and a simple model
for a multi rotary-ICEP valve. Based on these models, the results for the boundary effects
on ICEP, the basic design of Nth rotary-ICEP valve, the performance of a single rotary-
ICEP valve, and the performance of a twin rotary-ICEP valve, are presented in Sec. 5.3.
Following a discussion in Sec. 5.4, our conclusions are summarized in Sec. 5.5.
5.2 Theory
5.2.1 Geometry model
Figure 5.1 shows the schematic view of the rotary-ICEP valve considered in this study.
In Fig. 5.1, we place an elliptical conductive (metal) cylinder of length 2b and width 2c
in a rectangular channel of length L = 2.25w and width w = 100 µm. The center of
the cylinder of a single rotary valve is anchored near the center of the channel but is free
for rotation. Similarly, we can consider other valves using multi elliptical cylinders, as
shown in Figs. 5.2 and 5.16. Note that these rotary-ICEP valves have an intrinsically
two-dimensional (2D) structure. Moreover, we can probably neglect the friction between
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Figure 5.1: Schematic view of rotary-ICEP valve. 1: pair of electrodes. Here, ψ = 0 and
pi/2 rad for parallel and vertical electric fields, respectively; length L = 2.25w and width
w = 100 µm. The ellipse has two semi-axes (b, c) with unit vectors (e1, e2) that define
the orientation of each semi-axis.
the substrate and the elliptical cylinder by considering a hydrodynamic repulsion that
considerably reduces the friction between a spindle of the valve and a bearing.
5.2.2 Flow model
We consider a 2D quasi-static Stokes flow without Brownian motion: i.e., we consider the
limit in which the Reynolds number Re tends to zero and the Peclet number is infinite.
We assume the posts of the elliptical cylinder to be polarizable in an electrolytic solution
under a dc or ac electric field. The motion of the surrounding fluid must satisfy Stokes
equations modified by the inclusion of an electrical stress. However, by using matched
asymptotic expansion [26], we can reduce them to the classical Stokes equations as follows:
µ∇2v −∇p = 0, ∇ · v = 0, (5.1)
On S+p : v = U +Ω× x+ vs, (5.2)∫
S+p
fdl + F extt = 0,
∫
S+p
x× fdl + T extt = 0. (5.3)
where S+p denotes the surface defined as the outer edge of the double layer, U is the
translational velocity, Ω is the rotational angular velocity, f is the traction vector, F extt
and T extt are the total external force and torque, respectively, on the elliptical conductive
(metal) cylinder, x is the surface position of metals parameterized by ϕ, µ (∼1 mPa·s)
is the viscosity, v is the velocity, vs is the slip velocity, and p is the pressure. Note that
we use the boundary condition that velocity on the wall of the channel is zero and that
the pressures of the inlet and outlet are P1 and P2, respectively. (Here, ∆P = P2 − P1. )
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We calculate the flow fields of the ICEP valve using the boundary element method based
on Eqs. (5.1)-(5.3). In particular, to obtain a precise flow field near the wall and the
conductive surfaces, we use analytical integration to obtain the matrix elements of the
boundary element method. Moreover, to evaluate the valve performance we define Up as
the average flow velocity at the inlet.
5.2.3 Slip velocity model for a bounded domain
The basic phenomena of ICEP can be understood by considering initial potential state
and final potential state when we apply an external field [83, 84]. Immediately after an
external field E = E0i is applied to a conductive cylinder, an electric field is set up so
that field lines intersect conducting surfaces at right-angles because the cylinder works as
conductive material. Although this represents the steady-state vacuum field configuration,
mobile ions in electrolytic solutions move in response to applied fields. A current J = σE
drives positive ions into a charge cloud on one side the conductor, and negative ions to
the other, inducing an equal and opposite surface charge on the conducting surface. A
dipolar charge cloud grows as long as a normal field injects ions into the induced double
layer, and steady state is achieved when no field lines penetrate the double layer if the
induced charge is so small that the surface conduction is negligible. Thus, a zeta-potential
ζ around a conductor is generally defined as follows :
ζ = φi − φf (5.4)
where φi is the electric potential of the cylinder that is equal to the electric potential
without the double layer or the initial potential defined in this manuscript, and φf is
the electric potential just outside the double layer or the final potential defined in this
manuscript; i.e., the zeta-potential is the difference between the potential in the conductor
and the potential just outside the double layer. To model an ICEP-valve problem under
a bounded condition, we solve the electric potential at every time step before calculating
a flow field by the boundary element method based on the following Laplace’s equation,
∇2φ = 0. (5.5)
On the one hand, we use the Dirichlet boundary condition for the upper and lower
walls (electrodes); i.e., φ = +0.5V0 at x = 0, φ = −0.5V0 at x = w, where V0 is an applied
voltage across the channel. On the other hand, we use the Neumann boundary condition
for the left and right walls; i.e., n ·∇φ = 0 at y = 0 and L, where n is the surface normal
unit vector. In addition to those boundary conditions, to obtain a final potential, we
also use the Neumann boundary condition (i.e., n · ∇φ = 0) on the cylinder’s surface.
Further, to obtain an initial potential, we use the condition that j’s conductive cylinder
have an unknown surface potential φ
(j)
i , and require the electrical neutral condition that∮
(j)
(n·∇φ)ds = 0. It should be noted that we are assuming that the ellipsoid is a “floating
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conductor”, i.e., the total charge does not change with time. The ellipsoid does change
its potential φi with time, though it does not change its charge.





where vs is the slip velocity, and S
+
p is the surface defined as the outer edge of the double
layer, and Es is the tangential component of the electric field. Thus, we can numerically
calculate a flow field and an angular velocity of a elliptical cylinder for a bounded domain
(ΩICEP,bounded).
5.2.4 Slip velocity model for an unbounded domain
By using an analytical solution of Es for an unbounded domain in Appendix A, we can





2q−10 sin 2(ψ + ϕ+ θ)t, (5.7)
ζunbounded = c(α + 1)E0 cos(ψ + ϕ+ θ) (5.8)
where q0 =
√
α2 cos2 ϕ+ sin2 ϕ, Uc (= εcE
2
0/µ) is the representative velocity, α = b/c,
x = −b sinϕ e1 + c cosϕ e2, t = −q−10 (α cosϕ e1 + sinϕ e2) is the tangential unit vector
of the position, electric field E = cosψj+sinψi, e2 = cos θj− sin θi, e1 = sin θj+cos θi,
where i and j are orthogonal unit vectors of the Cartesian coordinate system, E0 = |E|, µ
(∼1 mPa·s) is the viscosity, ε (∼80ε0) is the dielectric permittivity of the solvent (typically
water), and ε0 is the vacuum permittivity. Further, from Eqs. (5.1)-(5.3) and based on
the 3D formulation of [26], we find that the 2D angular velocity of the elliptical cylinder
in unbounded domain is




(n · x) (x× vs) dl. (5.9)
Thus, by using Eqs. (5.7) and (5.9), we find that the 2D angular velocity of the elliptical






sin 2(θ + ψ) e3. (5.10)
Note that we will prove Eq. (5.10) in Appendix B.
Furthermore, a slip velocity vs can be calculated by the electric field calculations using
Eqs. (5.4)-(5.6) for a bounded domain. Therefore, we can also obtain an angular velocity
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Ωmethod-A that is predicted by Eqs. (5.4)-(5.6) and (5.9); i.e., by using the slip velocity
obtained by the bounded electric field calculation and the analytical prediction for angular
velocity using a integral form of Eq. (5.9). Note that Ωmethod-A is useful for separating a
boundary effect due to the electric field boundary conditions from that due to the flow field
boundary conditions. Similarly, we can obtain an angular velocity (Ωmethod−B) predicted
by Eqs. (5.1)-(5.3) and (5.7); i.e., by using the analytical slip velocity of Eq. (5.7) and the
numerical flow calculation for the bounded domain.
5.2.5 Electrorotational torque model for a bounded domain
Squires and Bazant [84] and Saintillan et al. [75] compute two contributions to the
angular velocity: one due to the electrokinetic flow (ICEP torque) and the other due to the
electrorotational torque [dielectrophoretic (DEP) torque]. Thus, to complete our analysis,
we need to consider the DEP torque due to the parallel electric field around a cylindrical
conductor; i.e., in thin-double-layer approximation, the Maxwell stress tensor just outside




Es is purely tangential to surface S
+







on S+p is different from zero. That is, the external torque in Eq.(5.3) is different from zero
and it is equal to the DEP torque. Note that for a bounded problem, we refer the method
that considers both the DEP and ICEO torques (i.e., T extt = T
DEP ) as method-D, while
we refer the method that considers just the ICEO torque (i.e., T extt = 0) as method-C.
5.2.6 Electrorotational torque model for an unbounded domain
By using Eq. (5.24) in Appendix A and Eq. (5.11), we find that the electrorotational





2 − 1) sin 2(θ + ψ) e3. (5.12)
Note that Eq. (5.12) is the same as the result provided in the classical book of W.R.
Smythe [80] with zero relative dielectric constant, which gives electric field lines purely
tangential to surface S+p . Since Ω = T /2pi(b
2 + c2)µ for the elliptical cylinder in the








sin 2(θ + ψ) e3. (5.13)








sin 2(θ + ψ) e3. (5.14)
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Figure 5.2: Schematic view of multi rotary-ICEP valve (N = 3).
5.2.7 Simple model for a multi rotary-ICEP valve
Fundamental requirements for the design of a rotary-ICEP valve are to achieve a maximum
average flow velocity for an open state and to close at a minimum leak with a maximum
angular velocity. Here, we consider a simple model for the design of a multi (Nth )
rotary-ICEP valve that has N elliptical cylinders with half lengths b = w/2N as shown in
Fig. 5.2(a). The Nth rotary valve has N − 1 channels with a width 2b and two channels
with a width b for an open state at the thin body limit of elliptical cylinders as shown
in Fig. 5.2(b). By considering 2D Poiseuille flow, we can estimate that the flow amounts


























)b3(N − 0.75). Thus, by considering b = w/2N , we can estimate a
maximum average flow velocity Up (= Q










Further, an angular velocity of a rotary valve has a maximum value at θ = 45 and 135 deg
when ψ = 90 deg from Eq. (5.14). Note that | sin 2(pi/4+pi/2)| = | sin 2(3pi/4+pi/2)| = 1.
Therefore, from Eq. (5.14), we can estimate a maximum angular velocity of the Nth








It should be noted that α (= b/c) = w/2Nc if c is constant for the Nth rotary valve. If
the electrorotational torque is neglected intrinsically because of a bounded effect for the
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5.3.1 Boundary effects on ICEP
Figure 5.3 shows the boundary effects on electrophoresis when θ = 135 deg, c/w = 0.2,
and α (= b/c) = 2.3. Figures 5.3(a) and 5.3(b) show a potential and electric field in
the rectangular channel, respectively. In Fig. 5.3(a), the symbols of “+” and “-” inside
the domain stand for the induced charge and ion by the application of an electric field.
In Fig. 5.3(b), an electric field around a conductive cylinder is parallel to the surface on
the conductor because of the boundary condition. In this case, an elliptical conductive
cylinder is very close to both the upper and lower electrodes. Therefore, the boundary
condition due to the existence of a thin double layer on the cylinder affects the surface
charge distributions on the upper and lower walls as shown in Fig. 5.3(c). On the contrary,
the charges of the surface on the upper and lower walls affect the zeta potential around
a conductive cylinder as shown in Fig. 5.3(d). Here, the maximum zeta potential of a
bounded domain (ζboundedmax /V0 = 0.47 at φ = 135 deg) is approximately 71% of that of
an unbounded domain (ζunboundedmax /V0 = 0.66 at φ = 135 deg). Further, Figs. 5.3(e) and
5.3(f) show the flow field and slip velocity, respectively. As shown in Fig. 5.3(e), ions
of the outer edge of the double layer slips along the tangential electric field and make a
flow around a conductive cylinder. Here, the maximum slip velocity of a bounded domain
(vboundeds,max /Uc = 1.2 at φ = 0 deg) is approximately 50% of that of an unbounded domain
(ζunboundedmax /V0 = 2.4 at φ = 0 deg) as shown in Fig. 5.3(f). Thus, peak values of a zeta
potential and a slip velocity around a cylinder are suppressed by the effects of electric
field deformations when 2c ∼ w. Furthermore, although we use method-D that considers
both the ICEO and DEP flow in the calculation of Fig. 5.3(e), the flow field is the almost
same as that by method-C because of the suppression of electrorotational torque due to
the bounded effect.
Figures 5.4(a) and 5.4(b) show the dependence of ζ and vs on ϕ when c/w = 0.02
and α (= b/c) = 2.3. As shown in Figs. 5.4(a) and 5.4(b), the values of a zeta potential
and a slip velocity around a cylinder in a bounded domain agree well with those of an
unbounded domain when c/w = 0.02. It should be noted that this verifies that our
numerical code is correct. Figures 5.4(c) and 5.4(d) show the dependence of ζ and Ω on
c/w when α (= b/c) = 2.3. As shown in Figs. 5.4(c), as c/w decreases, ζ (at φ = 135
deg) of a bounded condition asymptotically approach the values predicted with the thin
electric double layer approximation in an unbounded domain [i.e, the values predicted by




















































































(f) Slip velocity (c/w = 0.2)
Figure 5.3: Boundary effects. Here, c/w = 0.2, θ = 3pi/4, T0∆P/µ = 0, α (= b/c) = 2.3,
and T0Uc/w = 0.01, where T0 is representative velocity; Through this paper, we use a set
of typical values that µ = 1.0 mPa·s, w = 100 µm, and T0 = 1 ms; Here, we obtain the


































































(d) Angular velocity vs c/w
Figure 5.4: Boundary effects on c/w. Here, T0∆P/µ = 0, α (= b/c) = 2.3, and T0Uc/w =
0.01; e.g., µ = 1.0 mPa·s, w = 100 µm, T0 = 1 ms, ∆P = 0 Pa, Uc = 1.0 mm/s, and E0
= 11.9 kV/m; In (d), broken and solid lines show the analytical results by Eq. (5.10) and
(5.14), respectively (i.e., ΩICEP,unbounded and Ωunboundedt , respectively).
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Further, in Fig. 5.4(d), broken and solid lines show the analytical results by Eq. (5.10)
and (5.14), respectively (i.e., ΩICEP,unbounded and Ωunboundedt , respectively), while plus (+),
open triangle (4), open circle (©), and cross (×) show the numerical results by method-
A, B, C, and D, respectively. As shown in Fig. 5.4(d), the numerical results by method-C
and D tend to the analytical results by Eq. (5.10) and (5.14), respectively, for c/w going
to zero. Furthermore, from Fig. 5.4(d), we can find that in a perpendicular electric field,
the boundary effect due to a fluid boundary condition accelerates the angular velocity of
a elliptical conductive cylinder, whereas the boundary effect due to an electric boundary
condition decelerates the angular velocity of a elliptical conductive cylinder. In particular,
we can find that as c/w increases, the value of the DEP torque decreases and approaches
zero.
Figure 5.5 shows the boundary effects on xb/w when θ = 135 deg, c/w = 0.1, and
α (= b/c) = 2.3. Here, (xb, yb) is a position of the center of an elliptical conductive
cylinder. Figures 5.5(a) and 5.5(b) show potential and flow fields, respectively, for the
cylinder’s positions x/w = 0.75. In this case, we can find an asymmetrical zeta potential
and slip velocity around a cylinder as shown in Fig. 5.5(c) and 5.5(d). This is the result
from the redistribution of a surface charge on the lower electrode near the cylinder; i.e.,
when an elliptical conductive cylinder approaches the lower wall as shown in Fig. 5.5(a),
the negative surface charge on the lower electrode near the metal reduces considerably
because of the repulsion due to the existence of the negative ions on the metal surface
near the lower electrode as shown in Fig. 5.5(e). Figure 5.5(f) shows the dependence of Ω
on xb/w. Further, Fig. 5.6 shows the dependence of φi on xb/w. It should be noted that
the dependence of φi on xb/w is slightly nonlinear, and depended slightly on α (= b/c).
Figure 5.7 shows the dependence of ζ at φ = 135 deg and Ω on α (= b/c) when c/w =
0.1, θ = 135 deg, and xb/w = 0.5. As shown in Fig. 5.7(a), the ζ
bounded asymptotically
approaches the ζunbounded as α (= b/c) decreases. In Fig. 5.7(b), the angular velocities by
method-C and D asymptotically approach ΩICEP,unbounded and Ωunboundedt , respectively.
5.3.2 Basic design of Nth rotary-ICEP valve
Figure 5.8 shows the results of a basic design of a Nth rotary-ICEP valve by using
Eqs. (5.15), (5.16), and (5.17). Here, w = 100 µm, L/w = 2.25, ∆P = 4 Pa, E0 =
11.9 kV/m, and µ = 1 mPa·s. As shown in Fig. 5.8(a), the maximum Up in an open state
decreases rapidly as N increases. Further, as shown in Fig. 5.8(b), the maximum angular
velocity in a closing motion Ωclose decreases as N increases if c/w is constant. Thus,
selecting a small N number has advantages to obtain a large Up in an open state and a
large angular velocity in a closing motion. Therefore, as a realistic problem, considering a
single or twin valve is enough to overview a design concept of a rotary-ICEP valve. Note
that open circle and cross in Fig. 5.8 show the numerical results by method-C and D,
respectively. In Fig. 5.8, the agreement of Up between the numerical simulations and the
thin limit is good, while the agreement of Ω is poor. This is because Eq. (5.16) just gives
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(f) Dependence of Ω on xb
Figure 5.5: Boundary effects on xb/w. Here, T0∆P/µ = 0, α (= b/c) = 2.3, and
T0Uc/w = 0.01; e.g., µ = 1.0 mPa·s, w = 100 µm, T0 = 1 ms, ∆P = 0 Pa, Uc = 1.0
mm/s, and E0 = 11.9 kV/m; In (f), broken and solid lines show the analytical results by














Figure 5.6: Dependence of φi on xb/w. Here, c/w = 0.1, and T0Uc/w = 0.01; e.g.,






































(b) Dependence of Ω on α (= b/c)
Figure 5.7: Boundary effects on α (= b/c). Here, θ = 3pi/4, c/w = 0.1, T0∆P/µ = 0,
and T0Uc/w = 0.01; e.g., µ = 1.0 mPa·s, w = 100 µm, T0 = 1 ms, ∆P = 0 Pa, Uc = 1.0
mm/s, and E0 = 11.9 kV/m; In (b), broken and solid lines show the analytical results by





























(b) Ω vs N
Figure 5.8: Basic design of Nth rotary-ICEP valve. In (a), the symbol (©) shows the
numerical results by the boundary element method, and the solid line shows the analytical







). In (b), open circle (©) and
cross (×) show the numerical results by method-C and D, respectively, and solid and
broken lines show the analytical results predicted by Eqs. (5.16) and (5.17),respectively












]. Here, c/w = 0.1. Here,
L/w = 2.25, T0∆P/µ = 4, and T0Uc/w = 0.01; e.g., µ = 1.0 mPa·s, w = 100 µm, T0 = 1
ms, ∆P = 4 Pa, Uc = 1.0 mm/s, and E0 = 11.9 kV/m.
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rough predictions based on the solution for an unbounded domain, while Eq. (5.15) gives
good predictions based on the precise solution for 2D Poiseuille flows. In particular, the
prediction of Eq. (5.16) that considers both the DEP and ICEP torques overestimates the
angular velocity worse than that of Eq. (5.17) that just considers the ICEP torque, since
the DEP torque is intrinsically small for the valve problem because of the bounded effect.
Figure 5.9 show the results of a basic design of a single rotary-ICEP valve when
c/w = 0.1, α (= b/c) = 4.6, xb = 0.47, and Uc = 1 mm/s. Figures 5.9(a) and 5.9(b) show
the potential and flow fields of a single rotary-ICEP valve, respectively. Here, an elliptical
conductive cylinder is positioned off the center of the channel. Thus, the distribution
of a surface charge is slightly asymmetrical between the upper and lower electrodes as
shown in Fig. 5.9(c). Further, a zeta potential is biased to the positive direction as shown
in Fig. 5.9(d). Here, if a conductive cylinder locates at the center of the channel, the
conductive cylinder will not rotate from the closed state, and thus the single rotary-ICEP
valve will not realize an open state in the presence of the pressure difference. It should
be noted that the hydrodynamic force will always force the cylinder to be aligned with
the flow field. However, because of a balance of clockwise torque and counterclockwise
torque, the elliptical cylinder at θ = 0 deg will not rotate in the 2D Poiseuille flow if we
do not assume an artificial fluctuation. In Fig. 5.9(e), the maximum angular velocities of
a bounded domain by method-C and D are 60 and 66 rad/s, which are 65 and 49% of
those of an unbounded domain, respectively. Figure 5.9(f) shows the dependence of Up on
θ when ∆P = 4 Pa. In Fig. 5.9(f), the maximum and minimum velocities are 3.9 mm/s
and 0.3 mm/s at θ = 90 and 0 deg, respectively.
Figures 5.10 show the results of a basic design of a twin rotary-ICEP valve when
c/w = 0.1, α (= b/c) = 2.3, and Uc = 1 mm/s. Figures 5.10(a) and 5.10(b) show
the potential and flow fields of a twin rotary-ICEP valve, respectively. Here, we assume
that θupper metal = −θlower metal, where θupper metal and θlower metal are the θ of the upper
and lower conductive (metal) cylinders, respectively. Further, two elliptical conductive
cylinders are positioned at xb/w = 0.25 and 0.75. Thus, the distribution of a surface
charge is symmetrical between the upper and lower electrodes as shown in Fig. 5.10(c).
In Fig. 5.10(d), ζ/V0 = −0.249 and +0.249 at φ = 90 and 270 deg, respectively, when
θ = 0 deg, whereas ζ/V0 = −0.240 and +0.245 at φ = 90 and 270 deg when θ = 15 deg,
respectively; i.e., Because of the symmetrical geometry that θupper metal = −θlower metal,
the characteristics of the surface of one conductive (metal) cylinder near the electrode
and near the other metal cylinder are similar, but slightly different. In Fig. 5.10(e), the
maximum angular velocities of a bounded domain by method-C and D are 54 and 58
rad/s, which are 75 and 61% of those of an unbounded domain [by Eq. (5.10) and (5.14)],
respectively. Figure 5.10(f) shows the dependence of Up on θ when ∆P = 4 Pa. In
Fig. 5.10(f), the maximum and minimum velocities are 2.4 mm/s and 0.1 mm/s at θ = 90
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(f) Dependence of Up on θ
Figure 5.9: Basic design of single rotary-ICEP valve. Here, the center of the single valve
is anchored at (x/w, y/w) = (0.47, 1.125); α (= b/c) = 4.6 and c/w = 0.1; In (a)-(e),
T0∆P/µ = 0 and T0Uc/w = 0.01; In (f), T0∆P/µ = 4 and T0Uc/w = 0; e.g., T0 = 1 ms,
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(f) Dependence of Up on θ
Figure 5.10: Basic design of twin rotary-ICEP valve. Here, the centers of the twin valve
are anchored at (x/w, y/w) = (0.25, 1.125) and (0.75, 1.125), respectively; α (= b/c) =
2.3 and c/w = 0.1; In (a)-(e), T0∆P/µ = 0 and T0Uc/w = 0.01; In (f), T0∆P/µ = 4 and
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Figure 5.11: Opening [(a), (b), and (c) without an electric field] and closing [(d), (e),
and (f) with an electric field (T0Uc/0 = 0.01)] motions and flow fields of single rotary-
ICEP valve. Here, we use method-D that considers both ICEO and DEP effects due to
the parallel electric field on the conductive cylinder, and the center of the single valve is
anchored at (x/w, y/w) = (0.47, 1.125); T0∆P/µ = 4, α (= b/c) = 4.6, and c/w = 0.1;
e.g., T0 = 1 ms, µ = 1 mPa·s, and w = 100 µm.
5.3.3 Performance of single rotary-ICEP valve
Figure 5.11 shows the opening [(a), (b), and (c) without an electric field] and closing
[(d), (e), and (f) with an electric field E0 = 11.9 kV/m] motions and the flow fields for
the single rotary-ICEP valve. As shown in Figs. 5.11(a), 5.11(b), and 5.11(c), an elliptical
cylinder of the single valve continues to rotate counterclockwise by the presence of the
pressure difference ∆P = 4 Pa without an electric field because we place it slightly above
the center line of the channel. As shown in Figs. 5.11(d), 5.11(e), and 5.11(f), an elliptical
cylinder of the single valve closes in a vertical electric field (E0 = 11.9 kV/m). Though a
single rotary valve that is placed on the center line of the channel (i.e., xb/w = 0.5) has
a problem that no torque due to an ICEP works if θ = 90 deg at t = 0 ms, we can avoid
the problem by placing a valve slightly above the center line of the channel. Figure 5.12
shows the time evolution of a potential field[(a), (b), and (c)] and a electric field [(d), (e),
and (f)] in a vertical electric field. Figure 5.13 shows the time evolution of a zeta potential
[(a), (b), and (c)] and a slip velocity [(d), (e), and (f)] in a vertical electric field.
Figure 5.14 shows the performance of a single rotary-ICEP valve for an opening motion
[(a), (b), and (c)] and a closing motion [(d), (e), and (f)] when xb/w = 0.47, 0.48, and
0.49. Figures 5.14(a), 5.14(b), and 5.14(c) [Figs. 5.14(d), 5.14(e), and 5.14(f)] show the
dependences of Up, θ, and Ω on time t, respectively, in an opening motion [ in a closing
motion]. On the one hand, for the conditions xb/w = 0.47, 0.48, and 0.49, a single rotary
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Figure 5.12: Time evolution of potential field[(a), (b), and (c)] and electric field [(d),
(e), and (f)] in a closing motion in a vertical electric field. Here, we use method-D that
considers both ICEO and DEP effects due to the parallel electric field on the conductive
cylinder, and the center of the single valve is anchored at (x/w, y/w) = (0.47, 1.125);
T0∆P/µ = 4, α (= b/c) = 4.6, c/w = 0.1, T0Uc/w = 0.01; e.g., T0 = 1 ms, µ = 1 mPa·s,
w = 100 µm, Uc = 1 mm/s, and E0 = 11.9 kV/m.
at t (= topeningr ) = 244, 359, and 699 ms, respectively, without an electric field as shown
in Fig. 5.14(a). Here, topeningr is a response time in an opening motion, and the rotation
of a single valve generates a pulsating flow with period topeningp (= 2t
opening
r ). On the other
hand, for the conditions xb/w = 0.47, 0.48, and 0.49, a single rotary valve close with t
(= tclosingr ) = 33, 36, and 41 ms, respectively, by the application of a vertical electric field
E0 = 11.9 kV/m as shown in Fig. 5.14(d). Here, t
closing
r is a response time in an closing
motion. Note that if we use method-C in stead of method-D, t (= tclosingr ) = 35, 39, and
44 ms, respectively; i.e., if we neglect the DEP torque, we underestimate closing times
about 10%. It should be noted that the angular velocities of the triangle symbols (xb
= 0.47) in Fig. 5.14(c) spread wide around t = 0, 500, and 1000 ms corresponding to
θ = 0, 180, 360 deg in Fig. 5.14(b) because there are various factors that increase and
decrease the angular velocities in the small range near the angles due to the extremely
small gap (0.01 w) between the upper wall (w = 0) and elliptical cylinder. That is we can
expect a large counterclockwise torque at θ = 0 because we can neglect the flow through
the small gap. However, by the small rotation of the elliptical cylinder, clockwise torque
generates because of the flow between the upper wall and elliptical cylinder. Thus, the
angular velocity decreases rapidly. Moreover, by the additional small rotation, we can
expect another local maximum because of increase of counterclockwise torque due to the
flow distribution of 2D Poiseuille flow, and so on.












































































(f) t/T0 = 40
Figure 5.13: Time evolution of zeta potential [(a), (b), and (c)] and slip velocity [(d),
(e), and (f)] in a closing motion in a vertical electric field. Here, we use method-D that
considers both ICEO and DEP effects due to the parallel electric field on the conductive
cylinder, and the center of the single valve is anchored at (x/w, y/w) = (0.47, 1.125);
T0∆P/µ = 4, α (= b/c) = 4.6, c/w = 0.1, T0Uc/w = 0.01; e.g., T0 = 1 ms, µ = 1 mPa·s,



































































Figure 5.14: Performance of single rotary-ICEP valve for an opening motion [(a), (b), and
(c) without an electric field] and a closing motion [(d), (e), and (f) with an electric field
(T0Uc/w = 0.01)]. Here, we use method-D that considers both ICEO and DEP effects
due to the parallel electric field on the conductive cylinder, and open triangle, open circle,
and cross show the numerical results for the single valve which center is anchored at
(x/w, y/w) = (0.49,1.125), (0.48,1.125), and (0.47,1.125), respectively; T0∆P/µ = 4, α




























(b) tr vs xb/w (T0Uc/w = 0.01)
Figure 5.15: Dependence of Up and tr on xb/w for single rotary-ICEP valve. Here, we
use method-D that considers both ICEO and DEP effects due to the parallel electric field
on the conductive cylinder; T0∆P/µ = 4, α (= b/c) = 4.6, and c/w = 0.1; e.g., T0 = 1
ms, µ = 1 mPa·s, and w = 100 µm.
valve. As shown in Fig. 5.15(a), both Umaxp and U
min
p are almost constant though they
decrease gradually as xb increases. As shown in Fig. 5.15(b), t
opening
r increases rapidly
as xb/w increases, whereas t
closing
r increase gradually from 33 to 41 ms. Thus, a single
rotary-ICEP valve that is positioned off the center works well; i.e., it closes at high speed
(∼15 Hz) and can control the pulsating flow (∼3.9 mm/s for open state).
5.3.4 Performance of twin rotary-ICEP valve
Figure 5.16 shows the opening [(a), (b), and (c)] and closing [(d), (e), and (f)] motions
and the flow fields for a twin rotary-ICEP valve. As shown in Figs. 5.16(a), 5.16(b), and
5.16(c) the upper and lower cylinders of the twin valve continue to rotate counterclockwise
and clockwise, respectively, in an opening motion by the presence of the pressure difference
∆P = 4 Pa without an electric field because of the torque due to the Poiseuille flow. As
shown in Figs. 5.16(d), 5.16(e), and 5.16(f), an elliptical cylinder of the twin valve closes
in a vertical electric field (E0 = 11.9 kV/m). Figure 5.17 shows the time evolution of a
potential field [(a), (b), and (c)] and a electric field [(d), (e), and (f)] in a vertical electric
field. Figure 5.18 shows the time evolution of a zeta potential [(a), (b), and (c)] and a
slip velocity [(d), (e), and (f)] in a vertical electric field.
Figure 5.19 shows the performance of a twin rotary-ICEP valve for an opening motion
[(a), (b), and (c)] and a closing motion [(d), (e), and (f)] when α (= b/c) = 1.7, 2.0,
and 2.3. Figures 5.19(a), 5.19(b), and 5.19(c) [Figs. 5.19(d), 5.19(e), and 5.19(f)] show
the dependences of Up, θ, and Ω on time t, respectively, in an opening motion (in a
closing motion). On the one hand, a twin rotary valve in an opening motion has local
maximum values of Up = 2.83, 2.61, and 2.42 mm/s at t (= t
opening
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Figure 5.16: Opening [(a), (b), and (c) without an electric field] and closing [(d), (e),
and (f) with an electric field E0 = 11.9 kV] motions of twin rotary-ICEP valve. Here, we
use method-D that considers both ICEO and DEP effects due to the parallel electric field
on the conductive cylinder, and the centers of the twin valve are anchored at (x/w, y/w)
= (0.25,1.125) and (0.75,1.125), respectively; T0∆P/µ = 4, α (= b/c) = 2.3, and c/w =
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(d) t/T0 = 0 (e) t/T0 = 10 (f) t/T0 = 30 
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Figure 5.17: Time evolution of potential and electric fields of twin rotary-ICEP valve by
the application of a vertical electric field in an opening motion. Here, we use method-
D that considers both ICEO and DEP effects due to the parallel electric field on the
conductive cylinder, and the centers of the twin valve are anchored at (x/w, y/w) =
(0.25, 1.125) and (0.75, 1.125), respectively; T0∆P/µ = 4, α (= b/c) = 2.3, c/w = 0.1,
























































































(f) t/T0 = 30
Figure 5.18: Time evolution of a zeta potential and a slip velocity of twin rotary-ICEP
valve by the application of a vertical electric field. Here, we use method-D that con-
siders both ICEO and DEP effects due to the parallel electric field on the conductive
cylinder, and the centers of the twin valve are anchored at (x/w, y/w) = (0.25,1.125) and
(0.75,1.125), respectively; T0∆P/µ = 4, α (= b/c) = 2.3, c/w = 0.1, and T0Uc/w = 0.01;

























































































Figure 5.19: Performance of twin rotary-ICEP valve for an opening motion [(a), (b), and
(c) without an electric field] and a closing motion [(d), (e), and (f) with an electric field
(T0Uc/w = 0.01)]. Here, we use method-D that considers both ICEO and DEP effects
due to the parallel electric field on the conductive cylinder, and the centers of the twin
valve are anchored at (x/w, y/w) = (0.25,1.125) and (0.75,1.125), respectively; T0∆P/µ
= 4, α (= b/c) = 2.3, and c/w = 0.1; e.g., T0 = 1 ms, µ = 1 mPa·s, and w = 100 µm;
The symbols show the numerical results for a bounded domain; i.e., open triangle, open





























(b) Lower metal (metal 2)
Figure 5.20: φi vs t. Here, the centers of the twin valve are anchored at (x/w, y/w) =
(0.25,1.125) and (0.75,1.125), respectively; T0∆P/µ = 4, c/w = 0.1, and T0Uc/w = 0.01;
e.g., T0 = 1 ms, µ = 1 mPa·s, w = 100 µm, Uc = 1 mm/s, and E0 = 11.9 kV/m.
respectively, without an electric field as shown in Fig. 5.19(a). On the other hand, for
the conditions α (= b/c) = 2.0 and 2.3, a twin rotary valve close with t (= tclosingr ) = 22
and 21 ms, respectively, by the application of an electric field E0 = 11.9 kV/m as shown
in Fig. 5.19(d). Note that if we use method-C, t (= tclosingr ) = 23 and 22 ms, respectively.
It should be noted that the rotary-ICEP valve that α (= b/c) = 1.7 will not close by the
application of an electric field E0 = 11.9 kV/m because of the shortage of the torque due
to an ICEP. Further, Figs. 5.20(a) and 5.20(b) show the time evolution of φi for the upper
and lower cylinders (metal), respectively, in a closing motion. As shown in Figs. 5.20(a)
and 5.20(b), φi changes remarkably in the range that 17 ms < t < 35 ms when α (= b/c)
= 2.3.
Figure 5.21 shows the dependence of Up and tr on α (= b/c) for a twin rotary-ICEP
valve. As shown in Fig. 5.21(a), both Umaxp and U
min
p decrease as α (= b/c) increases.
As shown in Fig. 5.21(b), topeningr increase rapidly as b/c increases. It should be noted
that the twin rotary-ICEP valve close in the range that α (= b/c) ≥ 2.0. Thus, the
twin rotary-ICEP valve closes at high frequency (∼24 Hz) and a weak electric field (11.9
kV/m) in a microfluidic channel of 100 µm width and can control the pulsating pressure
flow (∼2.4 mm/s for open state).
5.3.5 Best rotary-ICEP valve
As a practical consideration, a valve often needs to work against external pressure gra-
dient. Figure 5.22 shows the maximum pressure head our proposed valves can operate
against. From Figs. 5.22(a) and (b), controllable maximum pressures for the single and


























(b) tr vs α (= b/c)
Figure 5.21: Dependence of Up and tr on α (= b/c) for twin rotary-ICEP valve. Here, we
use method-D that considers both ICEO and DEP effects due to the parallel electric field
on the conductive cylinder, and the centers of the twin valve are anchored at (x/w, y/w)
= (0.25,1.125) and (0.75,1.125), respectively; T0∆P/µ = 4, T0Uc/w = 0.01 , and c/w =
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(b) tr vs time for twin ICEP valve
Figure 5.22: Controllable maximum pressure. (a) The center of the single valve is
anchored at (x/w, y/w) = (0.48,1.125); (b) The centers of the twin valve are anchored
at (x/w, y/w) = (0.25,1.125) and (0.75,1.125), respectively; In (a) and (b), T0∆P/µ = 4,
T0Ucw = 0.01, L/w = 2.25, and c/w = 0.1; e.g., T0 = 1 ms, µ = 1 mPa·s, w = 100 µm,
∆P = 4 Pa, E0 = 11.9 kV/m, Uc = 1 mm/s. Here, we use method-D that considers both
ICEO and DEP effects due to the parallel electric field on the metal cylinder,
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i.e., controllable maximum pressure gradients of the single and twin rotary-ICEP valves
are 142 and 36 kPa/cm, respectively. Note that we mainly use the condition that ∆P
= 4 Pa for L = 2.25 µm (∆P/L = 18 kPa/cm) throughout calculations except Fig. 5.22
so that an average flow velocity for open state is approximately αUc (= 4.6 mm/s) that
is a maximum flow value to be expected. Further, in Fig. 5.22, maximum and minimum
average flow velocities for the single valve (at T0∆P/µ = 4) are 3.9 and 0.19 mm/s, while
those velocities for the twin valve are 2.2 and 0.26 mm/s; i.e., the values of Umaxp /U
min
p
for the single and twin rotary-ICEP valves are 20.1 and 8.4, respectively. Furthermore, a
single rotary-ICEP valve is simpler than a twin rotary-ICEP valve. Therefore, from the
view point of practical applications, we believe that a single rotary-ICEP valve is better
than a twin rotary-ICEP valve and any other multi rotary-ICEP valves, although the
response frequency of a twin valve is larger than that of a single valve. Thus, we believe
that a single rotary-ICEP valve is the best rotary-ICEP valve.
5.4 Discussion
Boundary effects on electrophoresis of colloidal cylinders have been analyzed by Keh et
al. [43], and the effect of induced electro-osmosis on cylindrical particle next to a surface
has been analyzed by Zhao and Bau [104]. However, the effect of ICEP on the rotation of
a elliptical conductive cylinder near a conductive surface in a flow channel has first been
analyzed in this paper by the multi-physics coupled simulation technique between fluidics
and electro-statics based on the boundary element method along with the thin double
layer approximation. Based on the analysis of boundary effects on ICEP, we have first
extended ICEP to design a microfluidic system’s component including a movable part,
albeit the induced-charge electro-osmosis (ICEO) has been utilized to enhance mixing in
principle [105, 5, 83], and it can also be exploited to pump the liquid [1, 5, 83, 84, 34,
66, 97, 30, 16, 90, 17, 92]. Namely, we have first shown that by the application of an
electric field perpendicular to the flow channel, the elliptical conductive cylinder in the
channel rotates to be aligned with the electric field due to ICEP and the elliptical cylinder
can block the flow, which serves as a valve. It should be noted that though the angular
velocity of a elliptical cylinder due to ICEP is diminished by the electric boundary effects,
it is accelerated by the fluidic boundary effects.
Further, from Eq. (5.17), we can estimate Ωmax = εE20/µ in the thin limit (α = b/c→
0) in water in an unbounded domain. Thus, if we consider a rotational electric field such
as sin 2(θ + ψ) = 1, the response time is tminr = piµ/2εE
2
0 and the response frequency is
fmaxr = 1/2t
min
r : i.e., for E0 = 11.9 kV/m, t
min
r = 16 ms and f
max
r = 32 Hz are ideal values.
Therefore, the response frequencies 15 and 24 Hz for the single and twin rotary-ICEP
valves in a microfluidic channel are 44% and 69% of the ideal value (32 Hz).
We assume that boundary conditions at the two electrodes (x = 0 and w) are those
of fixed potential for the electrical problem and zero slip velocity for the mechanical
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problem. In order to have an electric field in the electrolyte, electrical current should go
from one electrode to the other and, consequently, there must be Faradaic reactions at
the electrodes. This will surely generate problems such as bubbles generation, changes
in the electrolyte species, etc., although the problems are reduced to some extent by
the application of ac electric fields. In addition, the electrodes might need to be ideally
non-polarizable in this context. In this case, one of the possibilities might be to have
the electrodes further apart (to put the problems “the electrodes” outside the channel
where the valve is ) and to use porous walls, although we cannot deny that we still see
that there could be fluid motion generated at the boundaries x = 0 and w because of
concentration polarization. In other words, if the channel walls are conducting so that
electric field can be applied, the polarization of the electrolyte near the electrodes (x
= 0, w) will lead to shielding of the imposed dc electric field. In particular, a small
voltage, such as 1.19 V (= 11.9 kV/m × 100 µm), might be particularly susceptible to
polarization near the electrodes. Nevertheless, we believe that our predictions are still
valid mainly because there are various ways for applying an electric field to the device;
e.g., we can use the difference of charging time between electrodes and elliptical cylinders.
Further, real electrodes are not ideally non-polarizable and polarizable [9] and it is realistic
assumption that there is no tangential electric field that drives fluid as an ICEO flow at
the boundaries x = 0 and w. Furthermore, if the double layer is thin and Faradaic reaction
is fast, potential drop across the double layer will be uniform and the constant potential
boundary condition is still applicable, although the electrode will attract counter ions
and form electric double layer due to the electrostatics as long as there exists an electric
potential on the electrode.
However, it is true that there are some difficulties if we consider dc electric fields. Thus,
we need to consider ideally polarizable electrodes with ac electric fields, rather than ideally
non-polarizable electrodes with dc electric fields. Figure 5.23(a) shows the schematic view
of the electric circuit model considered in this discussion. As shown in Fig. 5.23, ideally
polarizable electrodes at x = 0 and w are modeled [83, 6, 67] as the two capacitors
of the capacitance Ce0 = εL
′d/λD, where λD (∼1nm in water) is the Debye screening
length, L′ (À 2b) is the length of electrodes, and d is a depth of the channel. Further,
the polarizable elliptical cylinder is approximately modeled as the two capacitors of the
capacitance Cp0 = ε2bd/λD. Furthermore, the resistance between electrodes is modeled
as Re = w/σbL
′d, and the resistance between the electrode and elliptical cylinder is
modeled as Rp = w/σb2bd, where σb = εD/λ
2
D is the bulk conductivity, D (∼ 103µm2/s)
is an ion diffusivity, and w is the effective gap length between the electrode and elliptical
cylinder. Since the gap length between the electrode and elliptical cylinder is w − 2c
(80 µm) and w − 2b (8 µm) for ψ = 90 and 0 deg, respectively, we can approximate w
as w ' √(w − 2c)(w − 2b) ∼ 25 µm as a first attempt. Therefore, we can simplify the
electrical circuit model as shown in Fig. 5.23(b). From the standard ac analysis, we obtain
the complex internal voltage V˜0 (= V0e
jωt) that is applied to the bulk region between two
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thin double layers of the electrodes as follows:
V˜0 =
jωCeRe[jωCp(Re +Rp) + 1]
jωCeRe(jωCpRp + 1) + [jωCp(Re +Rp) + 1]
V˜in, (5.18)
where V˜in is the complex external voltage that is applied between the electrodes including
thin double layers, and ω is a driving angular velocity of the ac external voltage. By
considering Rp À Re (because of L′ À 2b and w ∼ w), we can approximate V˜0 as
V˜0 ' jωτejωτe+1 V˜in, where τe = ReCe = λDw/2D (' 1nm×100µm/2×10−9m2/s ∼ 0.05 ms) is




















Figure 5.23(c) shows the dependence of V˜p on ω by using Eq. (5.20). From Fig. 5.23(c)
or Eq. (5.20), our proposed device can work well around ω0 = (τ
−1
p − τ−1e )/2 ∼ 0.4× 105
rad/s (f0 = ω0/2pi ∼ 6 kHz). Note that the ICEO flow around the elliptical cylinder
is set into motion exponentially over the cylinder charging time τp, but is terminated
exponentially over the longer electrode charging time τe as the bulk field is screened at
the electrodes. In other words, electric fields persist in the bulk solution when the driving
frequency is high enough (ωτe > 1) that induced double layers do not have time to develop
near the electrodes; Induced-charge electro-osmotic flows driven by applied ac fields can
thus persist only in a certain band of driving frequencies, τ−1e < ω < τ
−1
p . (Note that
these kinds of arguments are seen in [83, 6].)
By introducing dimensionless valuables vˆ = v/U0, xˆ = x/L0, tˆ = t/T0, and pˆ =
L0p/µU0, we can obtain the dimensionless form of Navier-Stoles equation [64] without an




+ Revˆ · ∇ˆvˆ = −∇ˆpˆ+ ∇ˆ2vˆ, (5.21)
where β = ρL20/µT0 is unsteadiness parameter (the Stokes number), Re = ρU0L0/µ is
the Reynolds number, and ρ is the density of the solution. Note that U0, L0, and T0 are
representative velocity, length, and time, respectively. The reciprocal number of frequency
of rotation or equivalently the time of rotation is of the order of 10 ms. Thus, calculations





(a) Schematic view of electro circuit





















(c) Dependence of V˜p on ω
for ICEO valve
Figure 5.23: Ac analysis using a simple circuit model.
electrical approximations. (a) The Reynolds and Stokes numbers associated to the angular
frequency are not much smaller than one under the condition that w = 100 µm and E0 =
11.9 kV/m; i.e., Re = ρΩmaxb2/µ ∼ ραUcb/µ ∼ 1000kg/m3 × 5mm/s× 50µm/1mPa · s ∼
0.25, and β = ρb2/µT0 ∼ 1000kg/m3 × (50µm)2/1mPa · s ∼ 0.25. Therefore, under the
condition that w = 100 µm and E0 = 11.9 kV/m, the term β
∂vˆ
∂t
+Revˆ·∇ˆvˆ might be present
in Eq. (5.21) to calculate more correctly. Or, we should reduce w; e.g., Re ∼ 0.0025 and
β ∼ 0.0025 under the condition that w = 10 µm and E0 = 11.9 kV/m. However, it is
customary in microfluidic and colloidal systems to neglect the unsteady term (ρ∂v/∂t)
in the Stokes equations, because ions diffuse more slowly than vorticity by a factor of
ρD/µ ' 10−3 [83]. Further, the condition that w = 100 µm and E0 = 11.9 kV/m (V0 =
1.19 V) is the most interesting condition for the wide range of biomedical applications. (b)
The two typical time for charging a metal/electrolyte double layer are RC times, τp and τe.
As mentioned before, these times are τp = λDw/2D ∼ 0.01 ms and τe = λDw/2D ∼ 0.05
ms for water. Therefore, it seems that to use an electrical quasi-static approximation
is justified for water. However, solutions that are used in biomedical applications have
various values of λD in the range that 1 to 100 nm. Thus, there is a possibility that to
use an electrical quasi-static approximation may not be justified; e.g., if λD = 100 nm,
τp ∼ 1 ms and τe ∼ 5 ms. In such a case, the electrical problem may need the following
boundary condition at the surface of ellipsoid and electrodes; ∂q/∂t = jn, where ∂q/∂t is
the derivative of surface charge in the double layer and jn is the normal current arriving
at them. Because of these two points, we may need to say that our calculations are a first
approach to the problem.
5.5 Conclusion
In conclusion, we have proposed rotary-ICEP microvalves in water using hydrodynamic
force due to induced-charge electrophoresis and numerically examined their performance.
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By the multi-physics coupled simulation technique between fluidics and electro-statics
based on the boundary element method along with the thin double layer approximation,
we find that (1) for the general problem, an angular velocity of an elliptical conductive
cylinder is accelerated by the fluidic boundary effect, and is decelerated by the electric
boundary effect; (2) for the valve problem, the electric boundary effect is stronger than
the fluidic boundary condition and thus it usually decelerates the angular velocity of
the valve, because the elliptical conductive cylinder is very close to the electrode; (3) to
obtain a large average velocity in an opening state and a large angular velocity in a closing
motion, single or twin rotary-valves have more advantages than the multi (N ≥ 3) rotary-
ICEP valves; (4) a single rotary-ICEP valve that is positioned off the center closes at high
frequency (∼15 Hz ) and a weak electric field (11.9 kV/m) in a microfluidic channel and
can control the pulsating pressure flow in an opening state; (5) a twin rotary-ICEP valve
closes at high frequency (∼24 Hz ) and a weak electric field (11.9 kV/m) in a microfluidic
channel and can control the pulsating pressure flow in an opening state. We believe
that actuators using ICEP will revolutionize the design concept of fluidic MEMS and can
greatly contribute to many promising biomedical applications. In the future, we intend
to evaluate other actuators using ICEP.
5.6 Appendix A: Tangential component of the elec-
tric field
We used the solution for a 3D ellipsoid from [26] to obtain the 2D solution for an ellipse
with semi-major axis c and semi-minor axis b. On the surface S+p :







e1 ⊗ e1 + (1 + α) e2 ⊗ e2 (5.23)
where α = b/c, E+p is the surface electric field, x is the position on the surface, ej is a unit
coordinate vector. The symbol ⊗ is a tensor product so that (ej⊗ej) ·E∞ = (ej ·E∞) ej.
The tangential component of the electric field Es is obtained thanks to:
Es = (I − nn) · G+p ·E∞ = (t ·E+p ) t (5.24)
where t is the unit tangential vector to the surface.
Proof. For completeness, we provide a proof of this result. Using Eqs. (5.21) in [26],




















(b2 + λ)(c2 + λ)
dλ
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e1 ⊗ e1 + (1 + α) e2 ⊗ e2.
5.7 Appendix B: 2D angular velocity of the elliptical
cylinder in an unbounded domain
Proof. The translational and rotational parts of the motion can be treated separately.
For the translational part, we write the velocity on the surface of the ellipse as
Uunbounded + vs. There should be no net force on the cylinder so that:∫
S+p
(n · x) (Uunbounded + vs) dl = 0 (5.25)
The integral of (n · x) can be computed easily using Green’s theorem and we find that:




(n · x)vs dl
where Ap = pibc is the area of the ellipse.
Similarly there should be no net torque on the cylinder so that:∫
S+p
(n · x) (|x|2Ωunbounded + x× vs) dl = 0 (5.26)
From this equation, we obtain:




(n · x) (x× vs) dl
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We can now prove Eq. (4.10) using Eq. (4.7) for vs. Recall that x and n are equal to:
x = −cα sinϕ e1 + c cosϕ e2
n = q−10 (− sinϕ e1 + α cosϕ e2)
from which n · x = bq−10 . The slip velocity vs is given by Eq. (5.7). The length element
can be shown to be equal to dl = cq0dϕ.
Here, we can set that Uunbounded = 0 because of the anchoring condition of our valves.
However, we can show that Uunbounded = 0 even if we do not consider the anchoring
condition. To show that Uunbounded = 0, we need to calculate the following integral:∫ 2pi
0
q−10 g tdϕ,
where g = g(ϕ) = 1
2
sin 2(θ+ ψ + ϕ) = sin(θ+ ψ + ϕ) cos(θ+ ψ + ϕ). However, we notice
that [q−10 g](ϕ + pi) = [q
−1
0 g](ϕ) while t(ϕ + pi) = −t(ϕ). Therefore this integral is equal
to 0.
Moving on to Ωunbounded, the cross product with x is equal to:























sin(θ + ψ + ϕ) cos(θ + ψ + ϕ)
α2 cos2 ϕ+ sin2 ϕ
If we expand sin(θ+ψ+ϕ) cos(θ+ψ+ϕ), we obtain three terms, with cos2 ϕ, sin2 ϕ, and
cosϕ sinϕ. Because of the anti-symmetry cos(−ϕ) sin(−ϕ) = − cosϕ sinϕ, the last term
makes no contribution. We are left with:




cos2 ϕ− sin2 ϕ
α2 cos2 ϕ+ sin2 ϕ
dϕ = pi sin 2(θ + ψ)
1− α
α(1 + α)
Inserting this result for
∫
g/q20 into the previous equation for Ω







sin 2(θ + ψ) e3
94
Chapter 6
Valve 2 (Theory and Experiment):
Rotation of a microvalve near
conductive electrodes via
induced-charge electrophoresis
In this chapter, by using an elliptical conductive carbon element fabricated by the pyrolysis
of a photoresist film coated with gold, we experimentally demonstrate that microvalves
can rotate near conductive electrodes. Namely, by numerically analyzing video data, we
show the time evolution of the rotation angle, the flow field, and the center position of the
microvalve. Further, we compare them with the theoretical results, and find that they are
in good agreement qualitatively. In the future, by using ICEP valves as a latch device,
we can significantly improve the size and processing speed of a fluidic integrated circuit.
6.1 Introduction
To the best of our knowledge, no attempt has been made to analyze microvalves that
rotate via ICEP, except for our previous study [95]. In our previous study, we proposed
a rotary-ICEP valve in water using hydrodynamic force due to ICEP and theoretically
demonstrated its design. To overcome the problems faced by actuators in water, we
adopted ICEP to move valves in order to stop and release the flow of the channel, and we
concluded that rotary-ICEP valves function effectively at high frequencies, in spite of the
electrostatic boundary effect (of the conductive electrodes) that suppresses the torques
due to ICEP and dielectrophoresis (DEP). Note that the flow resistance of ICEP valves
in a small channel is much smaller than that of ordinary valves that use an external
torque because ICEP valves can move smoothly at the velocity that is proportional to
the slip velocity on the surface, while structures in a viscous flow usually feel a strong
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Figure 6.1: Schematic view of ICEO stacking pump. 1: pair of electrodes. Here, ψ = θ =
pi/2 rad, L is the length, w is the width, and V0 is the voltage applied to the electrodes.
The ellipse has two semi-axes (b, c) with unit vectors (e1, e2) that define the orientation
of each semi-axis.
repulsion force when they move (with pushing water) since the pressure-driven flow rate
through small channels decreases with the third or fourth power of channel size. Further,
in the absence of ICEP torque, an elliptical cylinder cannot rotate near the walls because
the DEP torque is theoretically negligible. Thus, our investigation of the rotation of an
elliptical conductive cylinder near the walls under the application of an ac electric field
constitutes the first experimental study of an ICEP rotary valve. In this chapter, we
experimentally prove that a microvalve can rotate near conductive walls. In particular,
we experimentally demonstrate the time evolution of the rotation angle of an elliptical
carbon cylinder, and compare it with theoretical results.
6.2 Method
Figure 6.1 shows the schematic view of the rotary-ICEP valve employed in this study. We
placed an elliptical metal cylinder [major axis and minor axis of length 2b (= 1.42 mm)
and 2c (= 0.34 mm), respectively] in a rectangular channel having a width w (= 1.7 mm)
and length L (= 2.25w). Although the center of the cylinder of a single rotary valve is
usually anchored near the center of the channel to function as a valve, we assume that the
center (xb, yb) of the elliptical cylinder is not fixed, both theoretically and experimentally,
to analyze the effects of the walls during rotation. We neglect the hydrodynamic and
electrostatic frictions between the substrate and the elliptical cylinder as a first attempt
since we can assume a hydrodynamic repulsion (due to an ICEO flow) that hovers the
elliptical cylinder and considerably reduces those frictions.
We fabricated an elliptical gold-coated carbon cylinder (w = 1.7 mm, c/w = 0.1, and
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b/w = 0.43) having a large height (∼110 µm) on a silicon substrate of high resistivity
(>1000 Ωcm) by the pyrolysis of a photoresist film having a large height (∼130 µm), in
a reducing forming gas [98]. That is, we employed the epoxy-based negative photoresist
SU-8 2100 (MicroChem Corp., Newton, MA) and spin-coated it on a silicon substrate
at a speed of 2000 rpm for 30 s, after spin-coating hexamethyldisilazane (HMDS) on the
substrate. The resist was then exposed to UV light through a contact mask. A latent
image was developed using the developer, after which it was rinsed. After the post- and
hard-baking processes, the photoresist was coated with a gold film having a thickness
of 100 nm. Then, the photoresist was pyrolyzed in a closed-tube furnace in a forming
gas atmosphere (98% N2 and 2% H2 with a flow rate of 10 sccm) introduced into the
furnace under a vacuum pressure of 4.1 × 10−4 Pa. Here, the photoresist on the substrate
was heated to 300◦C at approximately 1.5◦C/min to 300◦C, maintained at 300◦C for 1
h, heated again at the same rate to 900◦C, maintained at 900◦C for 1 h, and finally
cooled down to room temperature. It should be noted that if the vacuum pressure is not
sufficiently low while setting up the atmosphere, or if we use only N2 gas instead of the
forming gas, the resist will burn out. Fortunately, because of the weak contact between
the fabricated carbon cylinder and the substrate, we could separate the elliptical cylinder
by applying ac 60 V (50 Hz) three times for several tens of seconds in water. Further, the
gold film was coated to increase the surface conductivity of the elliptical cylinder.
Diluted fluorescent particle suspensions (red fluorescence; Thermo Scientific Co.; ∼0.01%
solids; ∼1 µm φ) were injected into the channel between the electrodes, and then, covered
with a cover glass and placed under a microscope equipped with a digital video cam-
era. That is, the fabricated elliptical carbon cylinder was immersed in deionized water
(mill-Q, ∼18 MΩcm) containing fluorescent particles that facilitate the visualization of
flow fields, and hence ICEO flow around the elliptical cylinder was observed under ac
electric fields. We quantitatively measured the flow fields via particle image velocimetry
(PIV), which yields a velocity vector at a point by calculating the correlation function
between two images at different times [50]. Further, we obtained the time evolutions
of rotational angles and center positions of the elliptical cylinder via numerical analysis
of the video images captured during the rotations. After binarization with a suitable
threshold to detect the edges of the elliptical cylinder, we set a suitable window that
included only the elliptical cylinder as a black image, and we obtained the maximum
and minimum x (y) values of the black image as xmax and xmin (ymax and ymin), respec-
tively. Then, we obtained θ′(≡ |90 − θ|) = 1
2
tan−1[tan 2α cos[sin−1( sin 2χ
sin 2α
)] if 0 ≤ θ′ < 45
and θ′ = 1
2
tan−1[tan 2α cos[sin−1( sin 2χ
sin 2α
)] + 90 if 45 ≤ θ′ ≤ 90, where χ = tan−1 b/c and
α = tan−1 |(xmax − xmin)/(ymax − ymin)|.
Numerically, we use the coupled calculation method [95] that solves the Stokes equa-
tions and the Laplace equation, iteratively, by the boundary element method (BEM)
along with the correct boundary conditions; i.e., After calculating slip velocities vs on
the conductive cylinder (in the presence of applied voltage V0) by the Laplace equation
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(a) t = 2.3 s (b) t = 3.3 s (c) t = 4.3 s
Figure 6.2: (Color online) Micrographs showing rotation of rotary microvalve by appli-
cation of ac 15 V at frequency 50 Hz across channel. Here, h ' 0.11 mm, w = 1.7 mm,
c/w = 0.1, and b/w = 0.42.
(∇2φ = 0), we calculate flow fields by the Stokes equations:
µ∇2v −∇p = 0, ∇ · v = 0, (6.1)
On S+p : v = U +Ω× x+ vs, (6.2)∫
S+p
fdl + F extt = 0,
∫
S+p
x× fdl + T extt = 0. (6.3)
where S+p denotes the surface defined as the outer edge of the double layer, U is the
translational velocity, Ω is the rotational angular velocity, f is the traction vector, F extt
and T extt are the total external force and torque, respectively, on the elliptical metal
cylinder, x is the surface position of metals parameterized by ϕ, µ (∼1 mPa·s) is the
viscosity, v is the velocity, and p is the pressure. It should be noted that we adopted
the boundary condition wherein the velocity on the wall of the channel is zero and the
pressures of the inlet and outlet are P1 and P2, respectively. (Here, P1 = P2 = 0 and
∆P = P2 − P1 = 0.) Further, we assumed both the DEP and the ICEP torques (forces)
by setting T extt = T
DEP (F extt = F











2)ndl, and Es is purely tangential to surface S
+
p . Note that in our case,
since the DEP force and torque are just calculated from the maxwell stress around the
elliptical cylinder, they are calculated by the above equations.
6.3 Results
Figure 6.2 shows the micrographs obtained during the rotation of an elliptical conductive
cylinder in water by the application of ac 15 V. Here, the elliptical conductive cylinder
was fabricated by the pyrolysis of a photoresist coated with gold and the height (h) of
the elliptical carbon post is approximately 110 µm. As shown in Fig. 6.2, the edge of the
fabricated carbon structures was slightly deformed owing to shrinkage during pyrolysis,


























































Figure 6.3: Flow fields. Comparison between experimental fields [(a) to (c)] and theoret-
ical fields [(d) to (f)]. Here, V0 = 15 V (50 Hz), h ' 0.11 mm, w = 1.7 mm, c/w = 0.1,




























Figure 6.4: Time evolution of θ, xb, and yb. Here, h ' 0.11 mm, w = 1.7 mm, c/w = 0.1,
and b/w = 0.42; circle, triangle, and cross (solid,broken, and dotted lines) denote the
experimental results (the theoretical results) by the application of ac 15, 20, and 25 V,














Figure 6.5: Response frequency. Here, h ' 0.11 mm, w = 1.7 mm, c/w = 0.1, and
b/w = 0.42. The circles denote the experimental results, and the broken line denotes
the theoretical results obtained by the equation fR = ΛfR0V
2
0 , where Λ = 0.018 and
fR0 = 0.041 Hz/V
2.
Further, the microvalve rotated smoothly without streamlines of fluorescent particles;
however, we observed a slight disturbance in the flow near the electrodes. Moreover, the
conductive element seemed to hover slightly during the application of ac voltage, probably
because of a hydrodynamic repulsion; thus, the conductive element frequently deviated
from the axis during rotation, even though we set the hole of the elliptical cylinder on the
axis.
Figure 6.3 shows the comparison between the flow fields obtained experimentally from
the data analysis via PIV [(a) to (c)] and those obtained theoretically from the coupled
calculation method via the BEM [(d) to (f)]. In Figs. 6.3(a) to (c), we can see large body
velocity of the elliptical cylinder corresponding to its rotation, because the PIV method
calculates velocities without distinguishing between fluids and solids. Further, in both the
experimental and the theoretical results, we find a pair of opposite flows, which probably
is the origin of rotational torque, at the both sides of the elliptical cylinder. It should be
noted that the flow velocities around the elliptical post are much smaller than those at
the edge of the elliptical cylinder. We believe that this is because the elliptical cylinder
slips smoothly in the same topological surface by ICEP.
Figures 6.4 (a), (b), and (c) show the time evolutions of θ, xb, and yb, respectively, by
the application of ac 15–25 V at a frequency 50 Hz. The circle, triangle, and cross (solid,
broken, and dotted lines) denote the experimental results (the theoretical results) obtained
by the application of ac 15, 20, and 25 V, respectively. As shown in Fig. 6.4(a), the
experimental results of the time evolution of θ are in good agreement with the theoretical
results; the correction factor Λ, which indicates the difference between the experimental
and the theoretical values, is very small (Λ = 0.018) corresponding to a large difference
between the two. However, the experimental results of the time evolutions of xb and yb
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are not in good agreement with the theoretical results, as shown in Figs. 6.4(b) and (c),
even though the initial movements tend to follow the theoretical results. This is probably
because numerous complex subtle balances exist between the fluidic boundary effects
and the electrostatic boundary effects, as discussed in [95]; e.g., the fluidic boundary
effects accelerate the angular velocity of an elliptical cylinder, whereas the electrostatic
boundary effects decelerate it. It should be note that, theoretically, the center of the
elliptical cylinder gradually moves to the center of the channel with the left and right
motions during rotation, as shown in Figs. 6.4(b) and (c).
Figure 6.5 shows the response frequencies defined by fR = 1/2TR. The circles and
the broken line denote the experimental and theoretical results, respectively. As shown
in Fig. 6.5, the response frequency of the ICEP rotary valve tends to be proportional to
the square of the applied voltage. Here, although the number of the measuring points
are a very few, they are supported by a lot of data as shown in Fig.6.4(a) and reliable.
Thus, we believe that the observed rotations are caused by the non-linear phenomena
discussed in our previous analysis [95], although Λ = 0.018. Since Λ is often very small as
reported by many researchers [4], our results are reasonable. Probably, the condensation
of diffused ion due to the large applied voltage (V0 = 15 to 25 V) is a main reason for
small Λ [4], although the fluidic resistance between the cylinder and substrate also may
affect the reduction of the response frequency.
6.4 discussion
The application of ICEP to actuators in water, especially in microfluidics, is important
because of its potential to improve the response time of the actuators to the level of
actuators in air. Thus, experimental observations of the rotation of microvalves near
conductive electrodes constitute the first step toward such an improvement; albeit, there
were observations of the rotation of metal rods in the bulk region [70, 69], and observations
of the wall effects on a half-coated metal particle [30]. Note that if the major driving torque
is the DEP torque, it is difficult to improve Λ, because the DEP torque is intrinsically
suppressed near the conductive electrodes. Further, Λ is originally introduced as Λ ≡
1/(1 + δ), with δ = CD/CS = (²D/λD)/(²S/hS) = ²DhS/²SλD, where CD is the diffuse-
layer capacitance, ²D is the permittivity of the diffuse layer, λD is the Debye screening
length, and hS, ²S, and CS are the thickness, permittivity, and capacitance of the Stern
(condensed) layer, respectively [4, 58]. Thus, Λ = 0.018 indicated that hS ' 54.5²SλD/²D;
i.e., if we can assume that ²D/²S ' 80/4.6 ' 17.4 [58], hS is approximately 3 times
larger than the Debye length [typically, tens of nanometer in water] as a result of the
condensation of ions by the large applied voltage (∼20 V¿ kT/e = 25 mV) [4]. Therefore,
we can improve the performance of the ICEP rotary valve by making a smaller device
(e.g., w ' 100 to 500 µm) that works at a lower voltage. Moreover, a clean surface is
also important to improve Λ because contamination of the inducing surface is the major
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cause of ICEO flow suppression [58]. Furthermore, we have shown that nonreactive and
conductive carbon structures fabricated by pyrolysis [98] are useful for realizing ICEP
actuators having conductive structures of large height between electrodes, by a simple
process; in particular, the simplicity of the removal of the movable portion from the
substrate by applying a high ac voltage is useful.
6.5 Conclusion
In conclusion, (1) by using an elliptical carbon conductive cylinder coated with gold, we
experimentally showed that microvalves rotate near the conductive electrodes in deionized
water. (2) The time evolution of the rotation angle of the elliptical conducive cylinder was
obtained experimentally from the numerical analysis of an experimental image and suc-
cessfully compared with the theoretical results using the multiphysics coupled simulation
technique; the correction factor was very small (Λ = 0.018). (3) We have shown that a
carbon cylinder of large height fabricated by the pyrolysis of a photoresist is useful for the
fabrication of an ICEP device because of the simplicity of its removal from the substrate.
In the future, we believe that the use of ICEP actuators can significantly enhance the




Chaotic mixer using electro-osmosis
at finite Peclet number
Two pressure-driven streams of two miscible liquids can only mix by diffusion in mi-
crofluidic channels because of the low Reynolds number. We present an idea to gener-
ate mixing by “chaotic advection” in microscale geometries. That is, we consider using
induced-charge electro-osmosis to generate a second flow and then modulate between the
pressure-driven and induced-charge flows. By using the combined method consisting of
the boundary element method, the Lagrangian particle tracking method, and the ran-
dom walk method, we analyze mixing efficiency, mixing time, and mixing length, with
the effects of modulation frequency and molecular diffusivity, and compare our proposed
mixer with other mixers. By this analysis, we find that chaotic mixing can be produced
efficiently in a microfluidic channel by switching between pressure-driven and induced-
charge flows in a wide range of Peclet number under the specific condition of Strouhal
number. By using our proposed mixer, we can expect to realize efficient chaotic mixing
with minimum voltage in an ordinary flow channel with a simple structure without an
oblique electric field even at large Peclet number.
7.1 Introduction
Two pressure-driven streams of two miscible liquids mix only through diffusion in mi-
crogeometries. This is because the flows typically have low Reynolds numbers and the
residence times are typically too small for efficient molecular diffusion to occur. Hence, ef-
ficient mixers are important in the microfluidic applications; e.g., in the homogenization of
solutions of regents used in chemical reactions. Because of this importance, several meth-
ods for microfluidic mixing have been reported, typically based upon clever geometries
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[91, 19], miniature stirrers [103, 46], or external agitations using external fields [10, 89].
Recently, mixers that employ a vortex flow around metal posts due to induced-charge
electro-osmosis (ICEO) [5, 83, 84] are proposed, and they have attracted considerable
attention in the context of microfluidic applications [37, 105, 97, 16, 30, 66, 1, 57, 92, 93]
because they can produce a large vortex flow for mixing and a large net flow for pumping
(∼mm/s) with a small voltage (∼V) by the simple structure. ICEO is different from
classical electro-osmosis, because it results from the interaction between the electric field
and ions in the electric double layer formed by the polarizing effect of the electric field
itself [5, 83, 84, 6, 20, 90]; i.e., the velocity of resulting flow is proportional to the square of
the electric field, and thus ICEO can avoid many dc problems such as chemical reactions
in an electrolyte.
Aref [36] demonstrated that, when flow patterns form closed orbits, one can induce
Lagrangian chaos and effective stirring by alternating periodically between two or more
flow patterns. In this context, Zhao and Bau [105] have proposed a chaotic mixer using
ICEO in a closed chamber on the basis of Aref’s method that uses chaotic advection. In the
mixer, periodic switching between a vertical and an oblique electric field is used to produce
two kinds of vortex flows around a circular metal cylinder. The chaotic mixer using chaotic
advection is important because simple vortex mixers never work in microfluidic channels
in the absence of molecular diffusivity (i.e., at infinite Peclet number), because the vortex
flow is also a laminar flow.
However, mixing must be produced in a directional microfluidic channel in many realis-
tic applications such as micro total analysis systems (microTAS) and biological diagnostic
systems. Further, to satisfy the requirements for miniaturization and low-voltage design,
we require an ICEO mixer that can be operated in the absence of an oblique electric field.
Apparently, the design concept of an ICEO mixer in a flow channel is different from that
of the closed chamber. Thus, a chaotic ICEO mixer operated in a directional flow channel
without an oblique electric field is important as the simplest chaotic mixer that works
well in a wide range of Peclet number.
Nevertheless, thus far, no attempt has been made for producing chaotic mixing by
using a directional flow itself along with a vortex flow. Thus, we consider using induced-
charge electro-osmosis to generate a second flow and then modulates between the pressure-
driven and induced-charge flows. In this study, we focus on a chaotic ICEO mixer that
switches between a pressure-driven directional flow and a vortex flow produced by the ap-
plication of a vertical electric field, and elucidate its design concept by using the boundary
element method combined with the thin double layer approximation. Further, because
Peclet number is not truly infinite in a real channel, we consider finite Peclet number by
using the random walk method along with Lagrangian particle tracking method. Further-
more, we compare our proposed chaotic ICEO mixer with other several ideas that have
been proposed to mix two miscible streams.
This chapter is presented in five sections. In Sec. 7.2, we describe theory for a geometry






































Figure 7.1: Schematic diagram of chaotic ICEO mixer. 1 to 4: metal posts that induce
quadruple electro-osmotic flow, 11: pair of electrodes, 12: electric field. Here, L = 2.25w
and w = 100 µm are the length and width of the periodic part of the rectangular channel.
Lq1 and Lq2 are two liquids, and c = 0.1w is the radius of the metal posts; x1 = x3 =
0.5w + d0/2, x2 = x4 = 0.5w − d0/2, y1 = d1, y2 = 2d1, y3 = 3d1, y4 = 4d1, d0 = 0.6w ,
d1 = 0.45w, where (xi, yi) are the coordinates of the ith number.
method, the random walk method for the analysis of finite molecular diffusivity, and a
simple model at infinite Peclet number. Based on these models, the results for the basic
performance of chaotic ICEO mixers at infinite Peclet number, the effect of switching
period, and the effect of molecular diffusivity, are presented in Sec. 7.3. Following a
discussion in Sec. 7.4, our conclusions are summarized in Sec. 7.5.
7.2 Theory
7.2.1 Geometry model
Figure 7.1 shows a schematic diagram of the chaotic ICEO mixer that uses a pressure-
driven directional flow and a vortex flow. In Fig. 7.1(a), we assume that two liquids (Lq1,
Lq2) mix in the rectangular channel. As shown in Fig. 7.1(a), to produce a vortex flow
due to ICEO, we typically place four circular metal cylinders of radius c = 0.1w at the
positions (xi, yi) in a rectangular channel of length L = 2.25w and width w = 100 µm,
where xi and yi are the coordinates of the center of the cylinder of the ith number; e.g.,
x1 = x3 = 0.5w + d0/2, x2 = x4 = 0.5w − d0/2, y1 = d1, y2 = 2d1, y3 = 3d1, y4 = 4d1,
d0 = 0.6w, and d1 = 0.45w. In Fig. 7.1, the vortex flow produced by the zig-zag structure
is characterized by d0 and d1. As shown in Fig. 7.1(b), we alternate between period 1
(∆P 6= 0, V0 = 0) and period 2 (∆P = 0, V0 6= 0) to produce chaotic mixing, where ∆P




Numerically, we consider a 2D quasi-static Stokes flow without Brownian motion [93, 43,
104]: i.e., we consider the limit in which the Reynolds number Re tends to zero and the
Peclet number is infinite. We assume the posts of the metal cylinder to be polarizable in
an electrolytic solution under a dc or ac electric field. The motion of the surrounding fluid
must satisfy Stokes equations modified by the inclusion of an electrical stress. However,
by using matched asymptotic expansion [26], we can reduce them to the classical Stokes
equations as follows:
µ∇2v −∇p = 0, ∇ · v = 0, (7.1)
On S+p
(j)
(E 6= 0): v(j) = v(j)s , (7.2)
On S+p
(j)
(E = 0): v(j) = 0 (7.3)
where S+p
(j)
denotes the surface defined as the outer edge of the double layer, on the j’s
metal cylinder (j = 1,2,. . . ,N). Further, N is the number of the metal cylinders, E is the
electric field, v is the velocity, and p is the pressure. Under a wide range of conditions,
the local slip velocity v
(j)







(j) is the tangential component of the electric field, µ (∼1 mPa·s) is the viscosity,
² (∼80²0) is the dielectric permittivity of the solvent (typically water), and ²0 is the
vacuum permittivity. Here, a zeta-potential ζ(j) around the j’s metal is generally defined
as ζ(j) = φ
(j)
i − φ(j)f , where φ(j)i is the electric potential of the metal cylinder that is equal
to the electric potential without double layer, and φ
(j)
f is the electric potential just outside
the double layer





f ) before calculating a flow field by the boundary element method based on the
following Laplace’s equation, ∇2φ = 0. On the one hand, we use the Dirichlet boundary
condition for the upper and lower walls (electrodes); i.e., φ = +0.5V0 at x = 0, φ = −0.5V0
at x = w, where V0 is an applied voltage across the channel. On the other hand, we use
the Neumann boundary condition for the left and right walls; i.e., n ·∇φ = 0 at y = 0 and
L, where n is the surface normal unit vector. In addition to those boundary conditions,
to obtain a final potential, we also use the Neumann boundary condition (i.e., n ·∇φ = 0)
on the metal surface. Further, to obtain a initial potential, we use the condition that j’s
metal cylinder have an unknown surface potential φ
(j)





(n · ∇φ)ds = 0. Thus, we can numerically calculate a flow field for a
bounded domain. It should be noted that we use the boundary condition that the velocity
on the wall of the channel is zero and that the pressures of the inlet and outlet are P1 and
P2, respectively. On the basis of Eqs. (7.1)-(7.4), we calculate the flow fields of the ICEO
mixer for a bounded domain by the boundary element method. Further, it is convenient
to define the representative velocity of a vortex as U 0 (= cE
2
0/µ) [5], where c is the radius
of the metal posts and E0 =| E |= V0/w. Note that to obtain a precise flow field near the
wall and the metal surfaces, we use analytical integration to obtain the matrix elements
of the boundary element method because the Gauss integration produces a large error
near the wall.
7.2.3 Lagrangian particle tracking method with box counting
method
The Lagrangian particle tracking method in mixing is an analyzing method to visualize
a mixing state by tracking passive (tracer) particles in flow velocity fields on the basis
of the Lagrangian analysis of motion [46, 105]. i.e. dr/dt = v(r, t). In the simulation,
we switch between two flow patterns during a period T ; we apply the first flow pattern
for 0 < t < T/2 and then the second pattern for T/2 < t < T . This process is repeated
continuously over time, and passive particles are moved and spread. Note that we use
periodical condition when we move the particles to consider a long channel with a short
channel. By the Lagrangian particle tracking method, we obtain images of the distribution
of particles and visually evaluate the performance of the mixer for various parameters.
To evaluate the mixing performance quantitatively, we use the box counting method
[46]; we define the stirring index ε as εj =
∑i=K
i=1 ωij/K, where ωij = nij/nave,j if nij <
nave,j, and ωij = 1 if nij ≥ nave,j. Here, nave,j = Nj/K, Nj is the total number of
particle j, K is the number of boxes, and nij is the number of particle j in the ith box.
Note that particle 1 and 2 are corresponding to upper (red) and lower (blue) particles,
respectively, and particle 0 is a red or blue particle; i.e., ni0 = ni1+ni2 and N0 = N1+N2.





N1N2. Through this paper, we use the values that N0 = 20 × 40 × 2 = 1600,
N1 = N2 = 20 × 40 = 800, N3 = 800, and K = 10 × 20 = 200. In this case, nave,0 = 8,
nave,1 = nave,2 = 4, and nave,3 = 4.
If particles are concentrated in a small region, few overpopulated boxes (boxes under
the condition that nij > nave,j and ωij = 1) and many empty boxes (boxes under the
condition that nij = 0 and ωij = 0) are created. In this case, ε approaches 0. However,
if particles are distributed uniformly throughout the channel, many boxes containing the
average number of particles (boxes under the condition that nij ∼ nave,j and ωij ∼ 1) are
created. In this case, εj approaches 1. Hence, εj is interpreted as the stirring index. In
particular, ε3 is useful to evaluate the degree of mixing between particle 1 and 2.
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7.2.4 Random walk method for the analysis of finite molecular
diffusivity
Random walks are strongly related to diffusive process [99]; i.e., normal diffusion of tracers





〉− 〈x(t)〉2 = 2Dt, (7.5)
where D is the molecular diffusivity [x(t) represents one dimensional motion]. If the













where < ln > are the moments of Prw, and ∆t is the time between each step.
Thus, molecular diffusion is simulated by the random walk method combined with
Lagrange particle tracking method; i.e., at each time step, after moving particles as rL(t) '
r(t−∆t)+v(r, t−∆t)∆t, we move tracer particles as r(t) = rL(t)+∆rrw, where ∆rrw =
(∆x,∆y). Here, ∆x and ∆y are the random numbers that satisfy Eq (7.5), and they are
generated by the box-muller method. In the algorithm of the random walk process, if a
fluid particle moves into the region of circular cylinders, we do not move the particle.
7.2.5 Simple model at infinite Peclet number
As a first attempt, we can assume that
ε(t) = εmax(1− e−t/τm), (7.8)
where εmax is a maximum or saturated value and τm is a time constant of the mixing
phenomenon. If we define a mixing time tm as the time when ε(t) reaches 0.95εmax,
tm/τm = −ln0.05 ∼ 3. To modulate between flows, we consider that considerable motions
of fluid particles are required such that U0T > d0 and U1T > d1; i.e, 1/St0 ≡ U0/fd0 > 1
and 1/St1 ≡ U1/fd1 > 1, where f is a switching frequency and U1 is an average velocity
of a pressure-driven flow. Here, St0 and St1 are Strouhal numbers related to a vortex
flow and a pressure-driven flow, respectively. Strouhal number is a dimensionless number
oscillating flow mechanisms. Thus, we propose following phenomenological formulations
as a first attempt;
εmax = C1(1− e−1/St1)(1− e−1/St0), (7.9)
tm/T0 = C2 + C3e



























































Figure 7.2: Performance of chaotic ICEO mixer that has a zig-zag structure of four metal
posts (type A). (a) Flow 1 (E0 = 0); (b) Flow 2 (E0 6= 0, ψ = 90◦ ); (c) t/T0 = 0; (d) t/T0
= 100; (e) t/T0 = 200; (f) t/T0 = 500. Here, d0/w = 0.6 and d1/w = 0.45. (a)-(b): Two
flow fields; (a) a directional flow resulting from a pressure difference T0∆P/µ (= 2.4) when
E = 0 and (b) a vortex flow resulting from electro-osmosis induced around cylindrical
metal posts by the application of an electric field E = E0i (T0U0/w = T0cE
2
0/wµ = 0.04)
when T0∆P/µ = 0. If T0 = 1 mm/s, µ = 1 mPa·s, and w = 100 µm, a directional
flow and a vortex flow are driven by ∆P = 2.4 Pa and E0 = 2.38 V/m (U0 = 4 mm/s),
respectively. (c)-(f): Distribution of passive tracer particles at T/2T0 = 20.
Lm = U1tm, (7.11)
where T0 is a time scale. Here, C1, C2, C3, and C4 are constant parameters, while f(T )
is a function of T .
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7.3 Results
7.3.1 Basic performance of chaotic ICEOmixers at infinite Peclet
number
Figure 7.2 shows the performance of the chaotic ICEO mixer that has a zig-zag struc-
ture of four metal posts (type A). Here, d0/w = 0.6 and d1/w = 0.45. Figures 7.2(a)
and 2(b) show two flow fields: (a) a directional flow resulting from a pressure differ-
ence T0∆P/µ (= 2.4) when E = 0 and (b) a vortex flow resulting from electro-osmosis
induced around cylindrical metal posts by the application of an electric field E = E0i
(T0U0/w = T0cE
2
0/wµ = 0.04) when T0∆P/µ = 0, where T0 is a time scale; e.g., if T0 =
1 mm/s, µ = 1 mPa·s, and w = 100 µm, a directional flow and a vortex flow are driven
by ∆P = 2.4 Pa and E0 = 2.38 V/m (U0 = 4 mm/s), respectively. In Fig. 7.2(a), we
observe a typical pressure flow with viscosity; however, it resembles a winding flow of the
presence of metal posts near the wall. In Fig. 7.2(b), we observe large vortices across the
channel; they are produced by the presence of a pair of upper and lower metal posts. In
Figs. 7.2 (c)-(f), we show the dispersion of 1600 particles at various times. As shown in
Figs. 7.2 (c)-(f), chaotic mixing is produced by switching between the two flows. Here,
the time interval is T/2T0 = 20. In Fig. 7.2(c), to examine the mixing between the two
liquids emanating from the left of the channel, we place particle 1 (red) and particle 2
(blue) near the inlet; particle 1 (red) region, 0.1 ≤ x/w < 0.5; particle 2 (blue) region,
0.5 < x/w ≤ 0.9. The simulation begins from the interval in which the directional flow
is generated. The particles move from the left to the right along the streams of the di-
rectional flow shown in Fig. 7.2(a). After the interval, the particles are subjected to the
vortex flow shown in Fig. 7.2(a). Figure 7.2(d) shows the distribution of the particles at
t/T0 = 100. Although the particles are subjected to the directional flow 3 times and the
vortex flow 2 times across the channel, the switching times are not sufficient for mixing.
Figure 7.2(e) shows that mixing at t/T0 = 200 is also not sufficient for achieving a uni-
form distribution of particles. Figure 7.2(e) shows that at t/T0 = 500, the particle 1 (red)
and particle 2 (blue) spread over the entire mixing domain. An efficient mixer should be
capable of producing such a result. Note that we consider a periodic boundary condition
in order to represent a long channel as a short channel.
Figure 7.3 shows the performance of the ICEO mixer that has a linear geometry of
four metal posts (type B). As shown in Fig. 7.3, both particles do not mix each other,
although upper (red) and lower (blue) particles are dispersed independently in upper
and lower regions, respectively, Namely, a symmetrical structure in which the plane of
symmetry is at x = w/2 has a drawback in that it divides the flow into two symmetrical
regions; i.e., the upper and lower regions. Figure 7.4 shows the performance of ICEO
mixer that has 8 posts (type C). As shown in Fig. 7.4, it is disadvantageous to place
many small metal posts across the channel, because they create small vortices separated



























































Figure 7.3: Performance of ICEO mixer that has a linear geometry of four metal posts
(type B). (a) Flow 1 (E0 = 0); (b) Flow 2 (E0 6= 0, ψ = 90◦); (c) t/T0 = 0; (d) t/T0 =
100; (e) t/T0 = 200; (f) t/T0 = 500. Here, d0/w = 0.6 and d1/w = 0.45. (a)-(b): Two
flow fields; (a) directional flow resulting from a pressure difference T0∆P/µ = 2.4 when
E = 0 and (b) vortex flow resulting from electro-osmosis induced around cylindrical metal
posts when E = E0i T0U0/w = T0cE
2
0/wµ = 0.04, and T0∆P/µ=0; Typically, T0 = 1




























































Figure 7.4: Performance of ICEO mixer that has 8 posts (type C). (a) Flow 1 (E0 = 0);
(b) Flow 2 (E0 6= 0, ψ = 90◦); (c) t/T0 = 0; (d) t/T0 = 100; (e) t/T0 = 200; (f) t/T0
= 500. Here, d0/w = 0.6 and d1/w = 0.45. (a)-(b): Two flow fields; (a) directional
flow resulting from a pressure difference T0∆P/µ = 2.4 when E = 0 and (b) vortex flow
resulting from electro-osmosis induced around cylindrical metal posts when E = E0i,
T0U0/w = T0cE
2
0/wµ = 0.04, and T0∆P/µ=0; Typically, T0 = 1 mm/s, µ = 1 mPa·s,
and w = 100 µm. (c)-(f): Distribution of passive tracer particles at T/2T0 = 20. Here,
x1/w = x3/w = 0.4, x2/w = x4/w = 0.1, x5/w = x7/w = 0.9, x6/w = x8/w = 0.6,




























(b) ε3 vs time for type A to C
Figure 7.5: Dependence of stirring index ε on time. Here, T0U0/w = T0cE
2
0/wµ = 0.04






































(c) Lm vs T/2
Figure 7.6: Dependence of ε3, tm, and Lm on T/2 at infinite Peclet number for type
A. Symbols show numerical results; i.e., plus, open square, and open triangle show the
numerical results at T0U0/w = 0.01, 0.02, and 0.04, respectively, when T0∆P/µ = 1.8,
while cross, closed triangle, and open circle show the numerical results at T0∆P/µ = 0.6,
1.2, and 2.4, respectively, when T0U0/w = 0.04,
zig-zag structure of type A is more suitable for chaotic mixing in the flow channel than
the linear structure of type B and the 8 particle structures of type C.
Next, we present a quantitative evaluation of the mixing problem. Here, we use ε3
to evaluate mixing efficiency since ε0 and ε1 can increase even when particle 1 (red) and
particle 2 (blue) are stirred independently in type B, as shown in Fig. 7.5(a). Figure 7.5(b)
shows the dependence of ε3 on time for various ICEO mixers (type A, B, and C). As shown
in Fig. 7.5(b), type A shows good mixing performance, while mixing performance of type
B is zero. Furthermore, although it is difficult to determine the mixing time tmix from
Fig. 7.2 of the trajectory method, we can obtain tmix ' 350 ms for type A from Fig. 7.5(b)
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(f) Lm vs St1 (T0U0/w = 0.04)
Figure 7.7: Dependence of ε3, tm and Lm on f at infinite Peclet number. Here, the results
of Fig. 7.6 are replotted on St0 [(a)-(c)] and St1 [(d)-(f)]. Dotted, broken, and solid lines
show the analytical results by using Eqs. (5.9) to (5.11) at T0U0/w = 0.01, 0.02, and
0.04 [at T0∆P/µ = 0.6, 1.2, and 2.4], respectively, in (a) to (c) [in (d) to (f)]. Symbols
show numerical results; i.e., plus, open square, and open triangle show the numerical
results at T0U0/w = 0.01, 0.02, and 0.04, respectively, when T0∆P/µ = 1.8, while cross,
closed triangle, and open circle show the numerical results at T0∆P/µ = 0.6, 1.2, and 2.4,
respectively, when T0U0/w = 0.04.
7.3.2 Effect of switching period
Next, we show the effect of the switching period. Figure 7.6 shows the dependence of ε3,
tm, and Lm on T/2 at infinite Peclet number for type A. As shown in Fig. 7.6, there exists
an appropriate switching period for producing chaotic mixing, and the values of ε3 are
small when the switching periods are too short or long to mix the liquids. However, as
mentioned before, those results should be replotted on St0(= fd0/U0) and St1(= fd1/U1)
as shown in Fig. 7.7. Here, d0 (= 0.6w) and d1 (= 0.45w) are characteristic lengths of
vortex and directional flows. As shown in Fig. 7.7, we observe that the analytical results
of ε3, tm, and Lm agree fairly well with the numerical results, although the agreement
between numerical results and analytical results of tm and Lm is very bad in Fig. 7.7(b) and
(c). Here, we set that C1 = 0.62, C2 = 300, C3 = 400, C4 = 600, and f(T ) = 0.3(T/20)
1.5
in Eqs. (5.9)-(5.11). From Figs. 7.7(a) and (d), we find that mixing efficiency is enhanced
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(f) Lm vs U1 (T0U0/w = 0.04)
Figure 7.8: Dependence of ε3, tm, and Lm on U0 and U1 at infinite Peclet number (D = 0
m2/s) for type A. Lines show the analytical results of the simple model; i.e., solid, dashed,
and dotted lines show the analytical results of T/2T0 = 20, 40, and 80, respectively.
Symbols show numerical results; i.e., solid, dashed, and dotted lines plus, open triangle,
and open circle show the numerical results of T/2T0 = 20, 40, and 80, respectively.
(e), and (f), mixing time and length are approximately 1 s and 1 mm, respectively, in the
suitable range of Strouhal number (St0 < 1 and St1 < 1).
Figures 7.8(a), (b), and (c) [(d), (e), and (f)] show the dependence of ε3, tm, and Lm,
respectively, on U0 (U1) at infinite Peclet number for type A. In Fig. 7.8, lines show the
analytical results of the simple model, and symbols show numerical results. As shown in
Fig. 7.8, we observe that the analytical results of ε3, tm and Lm also agree fairly well with
the numerical results. Further, from Figs. 7.8(a) and (d), we find that mixing is enhanced
when 1/St0 > 1 and 1/St1 > 1 as predicted by the simple model. Furthermore, in
Figs. 7.8(b), (c), (e), and (f), we also find that mixing time and length are approximately
1 s and 1 mm, respectively, in the suitable range of Strouhal number (St0 < 1 and
St1 < 1).
7.3.3 Effect of molecular diffusivity
Next, we show the effect of molecular diffusivity. Figure 7.9 shows the dependence of ε3,
tm and Lm on f in the presence of molecular diffusivity (D = 1.0
−9 m2/s) for type A.
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(f) Lm vs St1 (T0U0/w = 0.04)
Figure 7.9: Dependence of ε3, tm, and Lm on f at finite Peclet number (D = 1.0
−9 m2/s)
for type A. Symbols show numerical results; i.e., plus, open square, and open triangle show
the numerical results at T0U0/w = 0.01, 0.02, and 0.04, respectively, when T0∆P/µ = 1.8,
while cross, closed circle, and open circle show the numerical results at T0∆P/µ = 0.6,
1.2, and 2.4, respectively, when T0U0/w = 0.04.
unsuitable range of Strouhal number (St0 > 1 and St1 > 1) as shown in Figs. 7.9(a) and
(d). Nevertheless, we can see the enhancement of mixing efficiency in the suitable range
of Strouhal number (St0 < 1 and St1 < 1). Further, for typical values, mixing time and
length are approximately 400 to 800 ms and 0.5 to 1.5 mm, respectively, in the suitable
range of Strouhal number.
Figure 7.10 shows the dependence of ε3, tm and Lm on D [(a)-(c)] and Pe1 (= U1w/D)
[(d)-(f)] for type A and the simple rectangular mixer (type D) that uses just molecular
diffusion, where Pe1 is a Peclet number for a directional flow. Note that Peclet num-
ber is a dimensionless number the rate of advection of a flow to its rate of diffusion.
Here, T0∆P/µ = 2.4 and T0U0/w = 0.04; T0U1/w = 0.024 and 0.09 for type A and
D, respectively. In Figs. 7.10(d)-(f), solid and broken lines show the scaling functions
that are made to fit numerical results for type D and A, respectively; i.e., for type D,
²max = 0.85, tm = 0.1wPe1/U1, and Lm = 0.1wPe; for type A, ²max = 1.96 − Pe0.0331 ,
tm/T0 = 340[1 − e−Pe1/60], and Lm/T0U1 = 340[1 − e−Pe1/60]. Namely, the mixing time
and mixing length of type A are almost constant, while those of type D are proportional
to Peclet number. Further, as shown in Figs. 7.10(e) and (f), mixing time and length of
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Figure 7.10: Dependence of ε3, tm and Lm on D [(a) and (c)] and Pe1 (= U1w/D) [(d)
and (f)] for type A and type D. Here, T0∆P/µ = 2.4, T0U0/w = 0.04, T0U1/w = 0.024 for
type A, and T0U1/w = 0.090 for type D. In (c)-(f), solid and broken lines show the scaling
functions that are made to fit numerical results for type D and type A, respectively;
for type D, ²max = 1.96 − Pe0.0221 , tm = 0.1wPe1/U1, and Lm = 0.1wPe1; for type A
²max = 1.96 − Pe0.0331 , tm/T0 = 340[1 − e−Pe1/60], and Lm/U1T0 = 340[1 − e−Pe1/60];
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(d) ²max vs. Pe
Figure 7.11: Performance of simple vortex mixers without switching. Open circle, plus,
and open triangle show the numerical results of the simple vortex mixers for the structures
of type A, B, and C, respectively. In (a) and (b), the performance of type D (close triangle)
is also plotted for the comparison. Here, T0∆P/µ = 2.4 and T0U0/w = 0.04; typically,
T0 = 1 ms, µ = 1 mPa·s, and w = 100 µm.
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respectively.
Figure 7.11 shows the performance of simple vortex mixers without switching for the
structures of type A, B, and C. Here, T0∆P/µ = 2.4 and T0U0/w = 0.04; typically, T0 = 1
ms, µ = 1 mPa·s, and w = 100 µm. From Fig. 7.11, we can find that the structure of type
A is more effective for mixing than those of type B and type C; i.e., the large vortex flow
to across two miscible liquid regions is required for simple vortex mixers to obtain good
performance. Further, as shown in Fig. 7.11(c), mixing times of simple vortex mixers
are approximately proportional to logarithm of Pe0, where Pe0 (= U0w/D) is a Peclet
number for a vortex flow. Furthermore, in Figs. 7.11(a) and (b), the performance of type
D is also plotted for the comparison. By this comparison, we can find that the values of
tm of simple vortex mixers are smaller than those of type D in the range that D < 2×10−9
m2/s, and thus it is useful to use vortex flow in this range.
7.4 Discussion
At infinite Peclet number and low Reynolds number, we need to use a chaotic mixer
proposed by Aref [36], and need to switch fluid orbitals finely. Nevertheless, so far,
researchers have only explored the chaotic mixer using two kinds of vortex flows [105].
Thus, we have first shown that the chaotic mixer using a directional flow and a vortex flow
is also useful for mixing, although Aref demonstrated that one can generate Lagrangian
chaos by alternating between two (or more) different closed-orbit patterns. In particular,
the chaotic mixer using a pressure-driven flow and a vortex flow due to ICEO is useful
because of its simplicity and effectiveness of applying voltage. Further, different from
ordinary chaotic mixers, the proposed chaotic mixer requires the specific modulation
frequency to modulate fluid orbitals each other; i.e., by the analysis using the boundary
element method combined with the thin double layer approximation, we have first shown
that chaotic mixing is produced under the condition that that St0 = fd0/U0 < 1 and
St1 = fd1/U1 < 1.
A simple microfluidic mixer and simple vortex mixers are also expected to work at
finite Peclet number, although these mixers never work at infinite Peclet number and low
Reynolds number. To clarify this problem, we have considered finite Peclet number by
using random walk method along with Lagrangian tracking method, and compared our
proposed mixer with a simple microfluidic mixer, simple vortex mixers, and other chaotic
mixers. From the view point of the random walk theory, the mixing time of a simple mixer
(type D) is estimated by the relation that
√
2Dtsimplem ' w/2; i.e., tsimplem ' w2/8D '
Pe1w/8U1 ∼ 0.1Pe1w/U1 and Lsimplem ' Pe1w/8 ∼ 0.1Pe1w. Thus, the numerical results
of a simple mixer using the random walk method along with the Lagrangian particle
tracking method are justified. Further, the values that D = 10−10 m2/s, w = 100 µm,
and U1 = 1 to 10 mm/s are the typical values of many BioMEMS applications. For
this system, Pe1 = U1w/D = 1000 to 10000 and Re = U1w/ν = 0.1 to 1, where ν
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is the kinematic viscosity of the fluid; the mixing length and mixing time of a simple
mixer are tsimplem ∼ 0.1Pe1w/U1 = 10 to 100 s and Lsimplem ∼ 0.1Pe1w = 1 to 10 cm,
respectively, while the mixing length and mixing time of a chaotic mixer are tchaosm ∼ 0.4
s and Lchaosm ∼ 1 mm, respectively. Thus, the proposed chaotic mixer is more effective
than the simple microfluidic mixer for many BioMEMS applications. Furthermore, the
mixing time of a simple vortex mixer of the structure of type A is tvortexm ∼ 0.7 s at
Pe0 = 1000, and is proportional to lnPe0. Thus, the simple vortex mixer is also more
effective than the simple microfluidic mixer. Note that we can see similar discussions in
[91]. However, mixing efficiency is decreasing as the Peclet number is increasing in the
range that Pe0 > 1000. Therefore, the chaotic mixer is more effective than simple vortex
mixers, since it works well in the wide rage of Peclet number.
To prevent sample dilution, the Harnett et al.[37] developed a ICEO mixer using many
large triangular posts that form two directional channels for loading and many connecting
channels for mixing. Although the ICEO mixer in [37] makes long vortex flows in the x
direction and pressure flows in the y direction, it is intrinsically a simple vortex mixer
because the directional flows are just used to prepare samples without mixing and the
vortex flows does not cross the directional flows. Thus, the design concept is completely
different from ours. Further, the performance of many passive mixers [91] that use baffles
or obstacles that create a tortuous pathway are probably similar to that of a simple vortex
mixer because the tortuous pathway also promotes mixing by stretching the interface
between the liquids and decreasing the distance over which diffusion must take place.
Note that Giona et al. [31] showed that mixing is enhanced due to the increase of the
inter-material contact area by the time-periodic sine flow by using the advection-diffusion
equation. Furthermore, Glasgow and Aubry [32] analyzed the effect of pulsing the classical
electro-osmotic flow rate in one inlet only as well as in the two inlets, and demonstrated
that the best results occur when both inlets are pulsed out of phase. In this case, interface
is shown to stretch, retain one fold, and sweep through the confluence zone, leading good
mixing. Although there are many similar points such that the mixer requires St1 ∼ 1
[33], it is not a chaotic mixer using chaotic advection and the performance is probably
similar to that of a simple vortex mixer.
7.5 Conclusion
In conclusion, we have proposed chaotic ICEO mixers that switches a pressure-driven
directional flow and a vortex flow and numerically examined their performance. By the
boundary element method combined with the thin double layer approximation and the
Lagrangian particle method along with random walk method, we find that (1) chaotic
mixing can be efficiently produced by switching between a pressure-driven directional
flow and a large vortex flow under the condition that St0(= fd0/U0) < 1 and St1(=
fd1/U1) < 1; (2) the mixing performance of the chaotic mixer that has a large vortex flow
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due to the zig-zag structure of four metal posts across a channel is better than that of
chaotic mixers that have many smaller vortex flows; (3) the mixing time of the proposed
chaotic mixer is almost constant in all the range of Peclet number, while the mixing times
of a simple microfluidic mixer and a simple vortex mixer are approximately proportional
to the Peclet number and the logarithm of the Peclet number, respectively. When Peclet
number is relatively large, our proposed method can be useful to produce chaotic mixing





electrodes in a narrow channel from
metallic colloidal suspension through
induced-charge electrophoresis
It is desirable to achieve the self-organization of a microcolumn between electrodes in a
flow channel because the microcolumn can be used as a biosensor with high sensitivity.
A direct simulation of a dispersed system of metallic particles in water is performed to
show that a microcolumn between electrodes is formed by the application of an ac electric
field. By the multi-physics coupled simulation technique between fluidics and electrostat-
ics based on the boundary element method along with the double layer approximation,
we find that microcolumns are formed by the growth of clusters perpendicular to the
electrodes under the condition that the number density of particles is larger than the per-
colation threshold. Further, we propose a simple model that efficiently explains the time
dependence of the probability of the formation of a microcolumn by considering standard
collision theory and percolation theory. By this analysis, we can greatly contribute to
developments in studies on the self-organization of microcolumns and biosensors.
8.1 Introduction
Patterned colloidal structures formed from dispersions of particles have many potential
applications [101]; thus, they have been researched extensively [96, 38, 8, 56]. In particu-
lar, because of its high aspect ratio, micro or nanocolumn or wire between electrodes in
a flow channel can be used as a biosensor with high sensitivity. Aksay et al. [96] have
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reported the formation of multi-colloidal columns by generating electrohydrodynamic flow
in a suspension of spherical BaTiO3 by the application of a dc electric field E0 = 50 to
200 kV/m. Further, Velev et al. [38] have reported the formation of microwires from
gold nanoparticle suspensions between gold electrodes through dielectrophoresis by the
application of an ac electric field E0 ≈ 25 kV/m. Their methods are similar in the sense
that they formed microstructures between electrodes from colloidal particle suspensions
by the application of ac or dc electric fields. In both these studies, it is pointed out
that the electro-osmotic flow plays a major role in the assembly process; however, their
findings are not directly predicted by theory, and to the best of our knowledge, a direct
simulation of a colloidal multiparticle system has not been performed. Electrophoretic
deposition, which can be used to form films on an electrode from colloidal suspensions by
the application of dc electric fields, is known to be a related phenomenon and has been
studied extensively [8, 56, 68].
Recently, Bazant and Squires [5, 83, 84] showed that an induced-charge electrokinetic
phenomenon (ICEP), which includes induced-charge electro-osmosis and electrophoresis,
is a key concept for understanding behaviors of metallic colloidal suspensions and flows
around a metal post; e.g., it has been found that conductors in an ionic solution with
a broken symmetry generate a large net flow velocity (of the order of a few millimeters
per second in an electric field of approximately 104 V/m) due to an ICEP [5, 83, 84, 97,
16, 30, 66, 1, 57]. An ICEP is different from classical electro-osmosis and electrophoresis
because it is caused by the interaction between an electric field and ions in an electric
double layer formed by the polarizing effect of the electric field. Moreover, it can be
driven by ac electric fields; therefore, problems due to a dc electric field can be avoided.
In this study, from this unified viewpoint i.e., ICEP, we focus on the self-assembly process
of a microcolumn in a narrow channel from metallic colloidal suspensions and elucidate
the effect of application of an electric field to a metallic dispersion system in water in a
microfluidic channel.
8.2 Theory
Figure 8.1 shows the schematic view of our simulation of the self-assembly process of a
microcolumn. As shown in Fig. 8.1, we consider a dispersion system of circular metallic
particles of radius c (= 0.08w), with N (= 18) number of particles between electrodes in
a rectangular channel of length L (= 2.25w) and width w (= 100 µm). To evaluate the
probability of the formation of a microcolumn, we generate random positions at t = 0 ms
by considering random number for metal particles; i.e., we define regular lattice positions
(Xi, Yj) and then consider irregular lattice positions (Xi+ δxij, Yj + δyij), where δxij and
δyij are uniform random numbers in the ranges |δxij| < w/8 − c and |δyij| < L0/10 − c,
respectively. Here, Xi = (i + 1/2)w/4 for i = 0, 1, 2, 3 if j = 0, 2, 4; Xi = (i + 1)w/4 for
















Figure 8.1: Schematic view of metallic particle dispersion system (in water) used for the
simulation of microcolumns. 1: pair of electrodes. Here, length L = 2.25w and width w
= 100 µm.
noted that we introduce a limitation length L0 to obtain samples that differ in number
density under the same particle number N since number density is defined as N/L0w.
Further, we assume that particles aggregate in the direction of x if rkλ < 2c + d0 and
|xkλ| < (2c + d0)/2, where rkλ is the distance between particles, d0 = 0.02w, and |xkλ| is
a distance in the x direction. By considering this connection in the x direction, we define
an average cluster size of each sample arrangement Λ as Sx,Λ ≡
∑s=∞
s=0 sPs, where s is the
cluster size, Ps = sns/N is the probability that one particle belongs to the cluster whose
size is s, ns is the number of clusters whose size is s, and N (= 18) is the number of
particles. Further, if particles belonging to the same cluster come in contact with upper
and lower electrodes at the same time, we can conclude that percolation occurs between
electrodes and at least one microcolumn is formed between electrodes. We set GΛ = 1
when percolation occurs and GΛ = 0 when no percolation occurs.
By considering standard collision theory and percolation theory [88], we propose a
simple scaling model that explains < Sx >≡
∑Λ=Ns




< Sx >≈ 1 + (Smaxx − 1)(1− e−t/τ1), (8.1)




respectively, where τ1 is a clustering time, τ2 is a threshold time of the formation of a
microcolumn, τ3 is a width of the threshold, S
max
x is the maximum value of < Sx >,
P (L0) ≡ 1/[e(L0−Lth0 )/∆L0 +1] is the percolation probability between electrodes, Lth0 is the
threshold of P , and ∆L is the width of the threshold of P . Although Eq. (8.1) seems to
be complex, it is just the reaction equation of the first order with a time constant τ1 in a
random system, except that it is modified so that < Sx > is one at the initial time and
becomes Smaxx at the final time because of the physical limitation of the cluster in our
random system. Similarly, Eq. (8.2) is just the phenomenological equation that describes
the phenomenon that < G > glows at t ' τ2 with the ambiguity time τ3, except that
it is designed so that < G > becomes the percolation probability P at the final time.
It should be noted that percolation theory provides the probability to form clusterings
that connect to infinite or finite regions in various random systems, and can be used to
explain a macroscopic conductance [88, 47]. Thus, Eq. (8.2) is an appropriate equation
that describes our random system, as a first attempt. Basically, all the parameters are
determined so that numerical results fit into Eqs. (8.1) and (8.2); i.e., from simulations,
we set τ1 = 4τ0, τ2 = 3τ0, τ3 = 0.6τ0, L
th
0 /w = 1.35, ∆L0/w = 0.3, U
eff
0 = U0/7, and
Smaxx ≈ 2.4 + 1.8(L0 − 2.2)2, where τ0 = 1/[4cU eff0 (N/L0w)] is a collision time, 4c is a
collision cross section, N/L0w is a number density of the particles, U0 (= ²cE
2
0/µ) is a
standard representative velocity, and E0 (= V0/w) is a representative electric field between
electrodes. It should be noted that we have derived Eqs. (8.1) and (8.2) by considering
random collisions between particles that move randomly with average velocity U eff0 . In
the random system, it is reasonable that < Sx > is subject to the reaction equation of
one order with τ1 = 4τ0, since clustering in the x direction occurs with the probability
of 1/4. Note that clustering is apt to occur from a lower or upper electrode owing to
attractive forces between a particle and a wall and attractive forces in the x direction
between particles; i.e., a cluster grows in the one x direction only when a particle collide
with the particle that positions at the edge of the cluster opposite to the wall. Of course,
if particles collide with each other in the y direction, clustering does not occur because
repulsive forces due to a ICEO flow around particles work between particles. Further, it
is reasonable that the stable value of < G > is an ordinary percolation probability for
a random configuration problem of a finite number of particles in a finite size under the
condition that ∆L0 6= 0, and < G > has a time threshold that is strongly related to τ1.
Numerically, we consider a 2D quasi-static Stokes flow without Brownian motion: i.e.,
we consider the limit in which the Reynolds number Re tends to zero and the Peclet
number is infinite. We assume the posts of the metal cylinder to be polarizable in an
electrolytic solution under a dc or ac electric field. The motion of the surrounding fluid
must satisfy Stokes equations modified by the inclusion of an electrical stress. However,
by using matched asymptotic expansion [26], we can reduce them to the classical Stokes
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equations as follows:
µ∇2v −∇p = 0, ∇ · v = 0, (8.3)
On S+p
(j)
: v(j) = U (j) +Ω(j) × x(j) + v(j)s , (8.4)∫
S+p
(j)






x(j) × f (j)dl + T ext,(j)t = 0. (8.5)
where S+p
(j)
denotes the surface defined as the outer edge of the double layer, U (j) is the





t are the total external force and torque, respectively, on the j’s metal
cylinder (j = 1,2,. . . ,N). Further, x(j) (= − sinϕ i + cosϕ j) is the surface position of
the j’s metal parameterized by ϕ, i and j are orthogonal unit vectors in the Cartesian
coordinate system, µ (∼1 mPa·s) is the viscosity, v is the velocity,and p is the pressure.
Under a wide range of conditions, the local slip velocity v
(j)








(j) is the tangential component of the electric field, ² (∼80²0) is the dielectric
permittivity of the solvent (typically water), and ²0 is the vacuum permittivity. Here, a
zeta-potential ζ(j) around the j’s metal is generally defined as ζ(j) = φ
(j)





i are final and initial potentials, respectively.
To consider a multi particle problem under a bounded condition, we solve the electric
potential at every time step before calculating a flow field by the boundary element method
based on the following Laplace’s equation, ∇2φ = 0. On the one hand, we use the Dirichlet
boundary condition for the upper and lower walls (electrodes); i.e., φ = +0.5V0 at x = 0,
φ = −0.5V0 at x = w, where V0 is an applied voltage across the channel. On the other
hand, we use the Neumann boundary condition for the left and right walls; i.e., n ·∇φ = 0
at y = 0 and L, where n is the surface normal unit vector. In addition to those boundary
conditions, to obtain a final potential, we also use the Neumann boundary condition (i.e.,
n · ∇φ = 0) on the metal surface. Further, to obtain a initial potential, we use the
condition that j’s metal particle have an unknown surface potential φ
(j)
i , and require the
electrical neutral condition that
∮
(j)
(n · ∇φ)ds = 0. Thus, we can numerically calculate a
flow field for a bounded domain. It should be noted that we use the boundary condition
that the velocity on the wall of the channel is zero and that the pressures of the inlet and
outlet are P1 and P2, respectively. (Here, P1 = P2 = 0 and ∆P = P2 − P1 = 0.) On the
basis of Eqs. (8.3)-(8.6), we calculate the flow fields of the ICEP multi-particle system for
a bounded domain by the boundary element method.
Further, we consider a short-range repulsive velocity ucol(rik) that prevents unphysical






i + ucol(rik)∆t/10 until all the distances rik become larger than
2c + d1, where d1 = 0.01w (< d0), ∆t (= 1 ms) is a time interval of the numerical
simulation, ucol(rik) = 0 if rik > 2c+d1, ucol(rik) = −2U0xik/rik if rik < 2c, and ucol(rik) =
−2U0 exp[−(rik − 2c)/d1]xik/rik if 2c ≤ rik ≤ 2c + d1. Here, xik = (xik, yik). Note that
unphysical overlapping between particles occur mainly because particles move relatively
large distances during ∆t. Thus, a small factor, such as 1/10, is needed to remove
unphysical overlapping. To the best of our knowledge, our developed simulator is the
only tool that can directly analyze ICEP multi-particle flow automatically by considering
hydrodynamic and electrostatic wall-cylinder interactions.
8.3 Results
Figure 8.2 shows an example of the formation of a microcolumn due to ICEP by a full
couple simulation when L0/w = 1.3, c/w = 0.08, ∆P = 0, τ0(= L0w/4aNU
eff
0 ) = 79.1
ms, U0 = 2 mm/s, U
eff
0 = U0/7, and E0 = 18.8 kV/m. Here, the applied voltage V0 = 1.88
V for w = 100 µm is reasonable for an ICEP caused by an ac voltage. In fact, such
strong electric fields have been used in previous experiments [96, 38, 97]. Metal particles
that are placed at random positions at t = 0 ms generate a complex flow field, as shown
in Fig. 8.2(a), and move in a complex manner due to an attractive force parallel to the
electric field and a repulsive force perpendicular to the electric field between particles.
Figure 8.2(b) shows an image of particles and flow fields at t = 80 (≈ 1.0τ0) ms. Because
of the attractive force that is parallel to the electric field, particles have a tendency to
aggregate in the direction of the electric field and form clusters. As shown in Fig. 8.2(c),
a microcolumn is formed first at t = 195 (≈ 2.5τ0) ms; i.e., there is no microcolumn
formation in the period t < 195 ms. There is a tendency that the system keeps to form a
microcolumn or multi columns even though there is movement as shown in Figs. 8.2(d),
8.2(e), and 8.2(f). It should be noted that we cannot observe a remarkable flow toward
the electrodes and a deposition of particles on the electrodes.
Figure 8.3 shows the results of clustering analysis by a full coupled simulation for Ns
(= 20) initial arrangements when L/w = 2.25, U0 = 2 mm/s, and E0 = 18.8 kV/m.
Figure 8.3(a) shows the time dependence of < Sx >. As shown in Fig. 8.3(a), the time
evolution of < Sx > is described by Eq. (1), which is similar to the reaction equation of one
order, derived from random collisions. Figures 8.3(b) and 8.3(c) show the time evolution
of < G >. As shown in Figs. 8.3(b) and 8.3(c), microcolumns form and then stabilize;
i.e., we cannot observe a decay of < G >. Figure 8.3(d) shows the dependence of P on
L0/w. Here, P is defined as P =< G >t=1000ms. As shown in Fig. 8.3(d), microcolumns
are well formed in the range L0/w < L
th
0 (= 1.35), although the width of the threshold
of P is rather wide; i.e., ∆L0 = 0.3. Thus, at a specific initial arrangements of particles,
the formation of microcolumn is not merely a coincidence. Further, from Fig. 8.3, we can





























































(f) t = 1000(≈ 12.6τ0) ms
Figure 8.2: Formation of microcolumn and ICEP flow fields of metallic particle dispersion
system by a full coupled simulation. Here, L0/w = 1.3, c/w = 0.08, ∆P = 0, τ0 = 79.1
ms, U0 = 2 mm/s, U
eff
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(d) Dependence of percolation probability P on
L0/w
Figure 8.3: Results of clustering analysis by a full coupled simulation. Here, L/w = 2.25,
∆P = 0, U0 = 2 mm/s, and E0 = 18.8 kV/m. The lines show analytical results obtained










µm (¿ 8) even for t = 100 ms, where kB is the Boltzmann constant and T (= 300K)
is a temperature. Therefore, we can neglect Brownian motion even though our proposed
system is colloidal. Thus, we have an idealized system of particles that is subject to
whatever external forcing we can impose. Further, the threshold value of L0 for P is
approximately 1.2 to 1.6, which corresponds to q ≈ 0.38-0.29, where q is the occupied
ratio defined as q = 4c2N/L0w. Since the threshold of bond percolation for a 2D triangular
lattice problem is approximately 0.35, we think that the current microcolumn is formed
because of the percolation occurring when the percolation threshold is exceeded in the case
of narrow channel. Thus, the formation mechanism of our microcolumn is different from
that of other microcolumns that can be explained by the concentration of electric fields
on the top of the growing tip of the microcolumn. Furthermore, though our system is not
driven by dielectrophoresis, a lot of similarities may exist between an electrorheological
(ER) fluid [35] and a multi particle system of ICEP since the phenomenon of organizing
particles in a plane normal to electrodes is common. In an ER fluid, the formation of
chains and columns parallel to the field is accompanied by a dramatic increase in the
apparent viscosity of the suspension. Thus, we expect that an ICEP can be used to
create a new high-performance ER fluid in the future. Further, the random configuration
of particles in our system will induce a nonuniform electric field and a nonuniform slip
velocity around particles. Thus, although it might not be in the unified viewpoint of
ICEP, if the phenomenon seen in the relative motion of suspensoid and medium resulting
from polarization forces produced by an inhomogeneous electric field is widely defined as
“dielectrophoresis” [60], we may need to say that a kind of “dielectric” effect also would be
automatically taken into account in our calculations through the nonuniform slip velocities





are zero in Eq. (8.5) by considering that the electrostatic force is screened by the existence
of counter ions; i.e., we consider that direct electrostatic interactions between particles
do not exist in perfectly polarizable solutions, as far as we use the boundary condition
that n ·∇φ = 0 on S+p (j) to obtain a steady electric field, because the boundary condition
means that there is no net charge to interact with.
8.5 Conclusion
In conclusion, we have proposed the formation of microcolumns between electrodes in a
narrow channel through an ICEP and percolation phenomena and numerically examined
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their characteristics. By full coupled simulations, we observe the following. (1) The for-
mation of clusters and a microcolumn in the direction of an applied electric field proceed
within the time that is approximately 4 to 5 τ0(= L0w/2aNU
eff
0 ). (2) A microcolumn is
formed under the condition that the occupied ratio of metal particles is larger than ap-
proximately 0.35; this value approximately agrees with the threshold of bond percolation
on a 2D triangular lattice. (3) The time dependence of the probability of the formation
of the microcolumn is characterized by a simple scaling model that considers standard
collision theory and percolation theory. (4) In a full coupled simulation that considers
precise boundary conditions, there is no remarkable flow toward electrodes, and the ef-
fective velocity becomes slower than an ordinary characteristic velocity. We believe that





9.1 Bridging a gap
Microfluidic devices are important and indispensable to obtain a promising biomedical
applications such as a Lab-on-a-chip (LOC) and micro-total-analysis systems (µTAS).
Although Bazant and Squires [5] suggested a wide range of microfluidic applications us-
ing ICEO and ICEP in 2004, fundamental design knowledge for microfluidic devices using
ICEO and ICEP were lacked in that time. Thus, our conceptual designs for stacking
ICEO pumps, rotary ICEP valves, chaotic ICEO mixers, and micro-column ICEP devices
are important, as a first attempt bridging a gap between fundamental physics and appli-
cations. In particular, we have clarified precise boundary effects on the devices by the
multi-physics coupled simulation technique along with the thin double layer approxima-
tion, since the boundary effects play a dominant role in microfluidic device using ICEO
and ICEP. Further, although classical ICEO theory sometimes cannot explain even the
direction of ICEO flow [4], we have clarified the physical picture of the electric double
layer that was induced by the ac electric fields and succeeded in explaining a reverse flow
problem at low frequency, by the ac PNP analysis. Furthermore, our proposed devices
can be fabricated on the same substrate in a same manner, and can compose a fluidic
integrated circuit, such as a LOC devices. Thus, we believe that we can significantly
improve the size and processing speed of a fluidic integrated circuit by using the ICEO
and ICEP devices in the future.
9.2 Remained problems
However, a lot of work remains to realize innovative industrial products using ICEO and
ICEP. First, we need to overcome two kinds of problems that limit ICEO and ICEP
applications. One is the problem that a flow velocity of an ICEO flow reduces as the
concentration of ions increases, and becomes zero at approximately 10 mM. The other is
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the problem that a pressure generated by a single ICEO unit is usually very low (∼4 Pa),
although the potential flow velocity is large (∼1 mm/s) with low voltage (∼V). Although
the proposed stacking structure is one of solutions for the low pressure problem, we need to
solve more intrinsically by increasing a performance of an ICEO working surface. Second,
although we clarified the physical picture on the double layer to some extent, we need to
explore more deeply the interface science between fluids and liquids, to solve the above
problems. For example, by clarifying the mechanism of high viscous layer in the electric
double layer, we have a possibility to overcome the 10 mM limit. Third, although pumps,
valves, and mixers are important, they are not enough to create innovative systems. Thus,
we need to obtain other core element technologies, such as sensors, which have a central
function and compose a system with pumps, valves, and mixers. Further, we need to
obtain system technologies to integrate fluidic devices, although we might use classical
technologies for this problem.
9.3 Beyond the ICEK
Moreover, possibility of ICEO and ICEP does not limit within the microfluidic applica-
tions. For example, smart materials that control microscopic structures of fluidics and
microscopic characters (like the micro-column device) are also promising as applications
of ICEO and ICEP. Further, recently, a Janus particle, which is proposed from the view
point of ICEP, has been attracted as a thermophoretic device [41]. Thus, we need to pur-
sue a unified view point beyond ICEO and ICEP, by exploring expand interface problems,
such as thermophoresis or double layer problems under the non-equilibrium conditions.
Through the true understanding of the interface between solids and liquids, we believe




In conclusion, we have developed several calculation methods based on the boundary
element method along with the thin electric double layer. By using these methods, we
have proposed the four kinds of fundamental microfluidic devices using ICEK (i.e., ICEO
and ICEP), and have elucidated their design concepts theoretically. Further, we have
proven two of key issues for our predictions experimentally.
Specifically, in Chapter 2, we have developed a calculation technique (ICEP-BEM) to
model ICEP using the boundary element method, and examined its validity by comparing
it with analytical solutions. Further, by this method, we have shown that (1) applying
an electric field tends to align polarizable elliptical particles in the same direction as the
electric field thorough ICEP, even in the Poiseuille flow in a microfluidic channel; (2) in the
presence of an electric field parallel to the flow channel, a polarizable elliptical particles
near a wall always feels a repulsive force due to ICEP; (3) two polarizable elliptical
particles are repelled each other in side-by-side conformation through ICEP, while they
are attracted in head-and-tail conformation.
In Chapter 3, we have proposed ICEO pumps that employ asymmetrically stacked
structures to suppress the reverse flow and examined the pumping performance by the
boundary element method in conjunction with the double layer approximation and a sim-
ple model. The following are the conclusions of the numerical calculations. (1) The asym-
metrical stacking configuration efficiently suppresses the reverse flow and yields ∼mm/s
velocity, which is 46% to 71% of the performance of an optimum half-coating pump. (2)
The velocity of the stacking pump with a thin limit with infinite N is larger than 67% of
that of the half-coating pump of the circular cylinder of the same length.
In Chapter 4, (1) we have experimentally shown that asymmetrical vortices due to
ICEO are generated around stacking structures consisting of conductive posts in an aque-
ous solution. (2) By considering boundary effects precisely, except for the problem of
anomalous reverse vortex flow, we have successfully explained the experimental results
that stacking structures accelerate a reverse flow rather than suppressing it. (3) By the
ac PNP analysis, we find that the anomalous flow reversal in low frequency occurs owing
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to the phase retardation between an induced diffuse charge and a tangential electric field,
and successfully explained the observed nonlinearity of the flow velocity on the applied
voltage. (3) We have shown that a large-height structure consisting of carbon posts fabri-
cated by pyrolysis of photoresists is useful for the fabrication of an ICEO device because
of its simplicity and nonreactive nature.
In Chapter 5, we have proposed rotary-ICEP microvalves in water using hydrodynamic
force due to induced-charge electrophoresis and numerically examined their performance.
By the multi-physics coupled simulation technique between fluidics and electro-statics
based on the boundary element method along with the thin double layer approximation,
we find that (1) for the general problem, an angular velocity of an elliptical metal cylinder
is accelerated by the fluidic boundary effect, and is decelerated by the electric boundary
effect; (2) for the valve problem, the electric boundary effect is stronger than the fluidic
boundary condition and thus it usually decelerates the angular velocity of the valve,
because the elliptical metal cylinder is very close to the electrode; (3) to obtain a large
average velocity in an opening state and a large angular velocity in a closing motion, single
or twin rotary-valves have more advantages than the multi (N ≥ 3) rotary-ICEP valves;
(4) a single rotary-ICEP valve that is positioned off the center closes at high frequency
(∼15 Hz ) and a weak electric field (11.9 kV/m) in a microfluidic channel and can control
the pulsating pressure flow in an opening state; (5) a twin rotary-ICEP valve closes at
high frequency (∼24 Hz ) and a weak electric field (11.9 kV/m) in a microfluidic channel
and can control the pulsating pressure flow in an opening state.
In Chapter 6, (1) by using an elliptical carbon conductive cylinder coated with gold, we
experimentally showed that microvalves rotate near the conductive electrodes in deionized
water. (2) The time evolution of the rotation angle of the elliptical conducive cylinder
was obtained experimentally from the numerical analysis of an experimental image and
successfully compared with the theoretical results using the multiphysics coupled simu-
lation technique; the correction factor was very small (Λ = 0.018). (3) We have shown
that a carbon cylinder of large height fabricated by the pyrolysis of a photoresist is useful
for the fabrication of an ICEP device because of the simplicity of its removal from the
substrate.
In Chapter 7, we have proposed chaotic ICEO mixers that switches a pressure-driven
directional flow and a vortex flow and numerically examined their performance. By the
boundary element method combined with the thin double layer approximation and the
Lagrangian particle method along with random walk method, we find that (1) chaotic
mixing can be efficiently produced by switching between a pressure-driven directional
flow and a large vortex flow under the condition that St0(= fd0/U0) < 1 and St1(=
fd1/U1) < 1; (2) the mixing performance of the chaotic mixer that has a large vortex flow
due to the zig-zag structure of four metal posts across a channel is better than that of
chaotic mixers that have many smaller vortex flows; (3) the mixing time of the proposed
chaotic mixer is almost constant in all the range of Peclet number, while the mixing times
of a simple microfluidic mixer and a simple vortex mixer are approximately proportional
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to the Peclet number and the logarithm of the Peclet number, respectively.
In Chapter 8, we have proposed the formation of microcolumns between electrodes
in a narrow channel through an ICEP and percolation phenomena and numerically ex-
amined their characteristics. By full coupled simulations, we observe the following. (1)
The formation of clusters and a microcolumn in the direction of an applied electric field
proceed within the time that is approximately 4 to 5 τ0(= L0w/2aNU
eff
0 ). (2) A micro-
column is formed under the condition that the occupied ratio of metal particles is larger
than approximately 0.35; this value approximately agrees with the threshold of bond per-
colation on a 2D triangular lattice. (3) The time dependence of the probability of the
formation of the microcolumn is characterized by a simple scaling model that considers
standard collision theory and percolation theory. (4) In a full coupled simulation that
considers precise boundary conditions, there is no remarkable flow toward electrodes, and
the effective velocity becomes slower than an ordinary characteristic velocity.
In the future, we believe that we can dramatically improve the size and performance
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