ABSTRACT Various side information has been exploited in recommender systems to help users finding items they prefer to alleviate data sparsity. Because item category can be used to view the user's preference in a high-level scope and an item can have more than one associated category, the existing works leverage this characteristic, that enriches the information density of item, to further improve the recommendation performance. However, the existing works either treat item categories or their correlations as additional information to compute the similarity between users and items, or introduce category hierarchy as a latent factor into matrix factorization (MF) models. In these works, each item corresponds to a category set, that makes it too difficult to utilize item category's potential and valuable information. In this paper, we propose a novel combinatorial category space based recommendation model, which can fully exploit item category information and reduce the difficulty by converting the relationship between item and its categories from one-to-many to one-to-one. It considers a combinatorial category associated with an item, not each of them individually. Specifically, we first define a combinatorial category space (CCS), which is viewed as a subset-superset lattice of item categories. Then semantic relations and semantic distances are defined to model a user preference, and a compound graph (CoGraph) is constructed to model users' interactive behaviors in CCS, respectively. Finally, two recommendation models, CCSRank and CCSMF, are exploited on user interactive graph. We carry out extensive experimental evaluations on two real datasets to show the effectiveness of our model.
related content, users can guess the story, atmosphere, scenes of the movie. Therefore, a user whether to watch a movie or not will be affected by its genre. In addition, each item may belong to multiple categories, so it is difficult to find a representative or the most import one without clear and sufficient information. For these reasons, the item category attribute has been widely used in various types of recommendation algorithms, such as user/item-based collaborative filtering (CF) models [11] , [12] , matrix factorization (MF) models [13] , [14] and random-walk based recommendation model [15] .
The existing category-driven methods can be mainly divided into four ctegories: (1) Improved CF models, which add item category information as additional information to the traditional CF model [11] , [16] , [17] . (2) The methods, which study the relationships between the users' preferences and item categories and recommend items according to the relationships [18] [19] [20] . (3) The methods, which calculate the correlation between item categories by considering the ratings, and recommend the items according to it [10] , [21] . (4) The methods, which focus on leveraging flat [22] , [23] or hierarchical [24] [25] [26] [27] category structures to refine recommendation performance.
In the methods above, since each item corresponds to a category set and it is very difficult for us to find its representative one, the relationship between item and its categories is one-to-many. That makes it very complex to utilize item category information. Recent flat or hierarchical structures based methods either do not consider the relationships between different categories or the same level categories. However, in fact there exists a category graph as shown in Fig.1 c) , with subset of the category set as nodes and edges/links representing the partial order relation between nodes. The category graph carries more information than the hierarchical tree, and thus can be adopted to further improve recommendation performance. Considering a Combinatorial category associated with an item gives more insights than considering each of them individually. In addition, different user interactive sequences on the category graph imply different semantic information of user preferences. For example, let items I 1 and I 2 belong to category sets c 1 = {c 1 , c 2 , c 3 } and c 2 = {c 1 , c 2 }, respectively. The user interactive sequence from item I 1 to I 2 implies that the user is narrowing his/her preferences. In contrast, the interactive sequence from item I 2 to I 1 means that the user is expanding his/her preferences. To the best of our knowledge, the existing works have not comprehensively exploited the rich information carried by the category graph for better recommendation.
In this paper, we propose a combinatorial category space based model for recommendation (CCSMR). We define a combinatorial category space (CCS), semantic relations, and semantic distance in CCS, construct a compound graph (CoGraph) to model user interactive behavior and exploit two kinds of recommendation models to improve performance.
Our contributions are summarized as follows: FIGURE 1. An illustration of mapping relationships among item space, category space (a high-dimensional space) and CCS (a low-dimensional space). a) A user interactive sequence in item and category space. b) Items and categories that items belong to. c) A compound graph (CoGraph) which is compound of the subset-superset lattice with dashed edges and user interactive graph with pink edges.
1) Combinatorial category space (CCS) is defined, in which each element corresponds to a set of item categories and each link between elements represents partial order relation. So, each item can be mapped into a unique element in CCS, and the one-to-many relationship of item and its categories can be converted into one-to-one to reduce the dimension and computational complexity. 2) Five types of semantic relations and two types of semantic distances are defined in CCS, which is used to model the user dynamic preference, and Two recommendation models, CCSRank and CCSMF, are exploited on user interactive graph, including more information, such as the temporal, semantic relations and semantic distances and ratings, to improve recommendation performance. The rest of the paper is organized as follows. The related works are discussed in Sec. II and combinatorial category space, semantic relations, semantic distances, and analyzing users'behaviors are presented in Sec. III. Then, the detailed process of ranking the user preference in CCS is presented in Sec. IV. Next, two kinds of recommendation models are described in Sec. V. Then, the proposed models are evaluated in Sec. VI. Finally, conclusion and future work are presented in Sec. VII.
II. RELATED WORKS
Many existing works have shown that item category attribute is highly informative and can be exploited for accurate recommendation. We survey these related works according to the way of coupling of item category attribute and different recommendation algorithms.
A. IMPROVING THE TRADITIONAL CF MODEL
These methods add item categories as additional information to the traditional CF model [17] , [28] . A user-genre matrix factorization model [16] was proposed to represent user preferences using latent genre factors, which not only VOLUME 7, 2019 required less computational resources, but also the matrix will be less sparse and at lower dimension. A category dependency matrix was established to impute the missing data [28] . Gantner et al. mapped the item category to latent factors and used Bayesian matrix factorization to predict ratings [17] . Item category information was taken into account in the random walk model to improves the recommendation performance [29] .A hybrid genre-based collaborative filtering method was proposed [30] . An improved user-based collaborative filtering algorithm was presented that investigated temporal dynamics of changes in user's preferences within different item categories [31] .
B. STUDYING CORRELATION BETWEEN THE USER'S PREFERENCES AND ITEM CATEGORIES
These methods study correlations between the user's preferences and item categories and apply them to the recommendation process. WENG et al. proposed a new recommendation model, which studied the implicit relationships between user's item preference and additional category preference together to alleviate the cold start problem [18] . Ren et al. defined the user preference as a time-ordered distribution sequence on item categories to complete T0P-N recommendation [19] , [20] . A drama was represented by the sequences of subcategories and was recommended using similarities between the user interest and drama [32] . Ma et al proposed a novel latent genre aware micro-video recommendation model, which simultaneously learned the latent genres of micro-videos and the optimal recommendation scores through extracting user-item interaction features and auxiliary features [33] .
C. STUDYING CORRELATION BETWEEN ITEM CATEGORIES
These models study correlations between different categories, rather than using individual item category. Hwang quantitatively measured the correlation between movie genres using ratings and classified movies to improve recommendation accuracy [21] . Choi used the combination relationship between item categories to calculate the correlations of item categories and applied them to item-based CF model, but whose favorite item categories were generally given in advance [10] . Reddy et al proposed a recommender system which had been built on the type of genres and genre correlation that the user might prefer to watch [34] .
D. USING FLAT OR HIERARCHICAL CATEGORY STRUCTURE
The category information is organized into flat structure [22] , [23] , [35] , [36] or hierarchical structure [24] [25] [26] [27] , [37] [38] [39] to recommend items by matrix factorization and other models. Category-driven recommendation algorithms, such as collective matrix factorization (CMF) [22] , SVDFeature [23] and factorization machine (FM) [36] , are all applied to flat category structure for implicit semantic models, but fail to consider the relationship between categories.
Category hierarchy [24] , [25] was applied to music recommendation, which assumed that the item latent factors were influenced by the linked categories in the hierarchy with equal weights. He et al. [26] and Yang et al. [37] learned the influence of categories by manual or automatic learning, which led to a high computational cost. Implicit category hierarchy was learned from historical data [38] , [39] , which can not truly uncover the inherent relationships among categories. Sun et al. [27] proposed a category hierarchy MF (CHMF) model, which automatically learned different effects of categories in different levels of category hierarchy from the perspectives of both users and items with a linear complexity.
Different from these methods, our proposed CCSMR first defines a combinatorial category space in which each element corresponds to a set of item categories and each link between elements represents partial order relation. It also defines five types of semantic relations and two types of semantic distances to model the user interest.
III. COMBINATORIAL CATEGORY SPACE (CCS)
Let U be a set of users, I be a set of items, and R be a useritem rating matrix. A rating r t ui ∈ R indicates the preference by user u on item i at time t, where high values mean stronger preference. Let C = {c 1 , c 2 , . . . , c l } be a set of categories, in which each category represents one specific topic. Let B (n×|C|) be an item-category Boolean matrix, in which each element b ic ∈ B represents the classification, i.e., b ic = 1 if the item i belongs to c, otherwise b ic = 0.
Suppose that a user's consumption process is i 1 (t 1 ) → i 2 (t 2 ) → i 3 (t 3 ) → i 4 (t 4 ), and their categories are {c 1 , c 2 }, {c 1 , c 2 , c 3 },{c 3 },{c 3 }, in which each item corresponds to a combinatorial category. So each item can be mapped to a unique element if each combinatorial category set is taken as a whole, as shown in Fig.1 . Each node in the graph represents a combinatorial category, and the edges between nodes can represent much information, such as correlation between categories, the time interval of users' interactive behavior jumps and jump times and so on. So it contains more information than hierarchical structure and can map each item to a unique combinatorial category. To fulfill such the unique mapping process, a combinatorial category space is defined.
A. DEFINITION OF COMBINATORIAL CATEGORY SPACE (CCS)
Definition 1: The combinatorial category space (CCS) is defined as a partially ordered set (℘(C), ), where ℘(C) is the power set of item category set C (its size is |℘(C)| = 2 |C| ), and is a binary subset relation with the reflexive, antisymmetric and transitive properties, i.e., which satisfies for all c i , c j , c k ∈ ℘(C): Thus the CCS is structured as a subset-superset lattice to specify the interactions among the different possible categories of item, effectively generating a Hasse diagram. For example, a subset-superset lattice with three item categories C = {c 1 , c 2 , c 3 } is shown in Fig.1 c) . Note that not all elements of ℘(C) are used in real application, so the practical set of CCS C is usually a subset of ℘(C).
B. USER BEHAVIOR ANALYSIS IN COMBINATORIAL CATEGORY SPACE
On the MovieLens 10M dataset, the distinct combinatorial category number of movies watched by users in the user life cycle is shown in Fig.2 . It shows that the user's watching pattern in combinatorial category space does change over time. We observe that new users tend to watch a larger range of distinct combinatorial category than experienced users, the number of distinct combinatorial categories declines rapidly in the first three weeks, and users' distinct combinatorial category preferences become stable after 20 weeks since they first join the system. Fig.3 shows the user distribution over the average weekly difference in distinct combinatorial category. It shows that the number of distinct combinatorial category increases with the proportion of users is growing. This shows that users' preferences are personalization and diversity. The number of distinct combinatorial categories watched by 80% users is over six in two consecutive weeks. This shows that a user preference is dynamic, and it can be described by a range of distinct combinatorial categories. Therefore, five kinds of semantic relations are defined as follows to describe the jump relationship between distinct combinatorial categories to better model a user preference. 
C. DEFINITION OF FIVE TYPES OF SEMANTIC RELATIONS IN CCS
Although each item may belong to many different categories, we can use one element in the CCS set C to represent several categories. Thus the user interactive behavior in CCS is a dynamic process with discrete states and continuous time, and can be defined as follows.
Definition 2: The user interactive behavior can be formulated by the dynamics { B t = ( C n , ∆T n ), n > 0, n ∈ N, t ≥ 0} for a given user, where { C n } is the user jump process in the C and {∆T n = t n −t n−1 } is the set of time slots between jumps.
For example, the dynamics of the user interactive behavior shown in Fig.1 
For any given interactive sequence, we use different semantic information to represent the user interests drifting over time. It is defined as follows:
Definition 3: For a given interactive sequence pair c i → c j ( C n = c i , C n+1 = c j ), we define five types of semantic relations from the user interactive sequence drift over time,
1) Preference expanding R e : c i ≺ c j . This implies that the user is probably looking for the target preference through expanding the scope of the preferences. 2) Preference narrowing R n : c j ≺ c i . This implies that the user is probably narrowing the scope of the preference and approaching to the target preference. 3) Preference stabilizing R s : c i = c j . This implies that the user probably has found the target preference and stabilized it. 4) Preference jumping R j : c i and c j are not comparable.
It may be that the user does not find the clue to the target preference. To further assess the degree of coming close to the target preference, R j is divided into R j n ( c i ∩ c j = ∅) and R j e ( c i ∩ c j = ∅), where R j n is more closer to the target preference than R j e .
D. ANALYZING USER BROWSING BEHAVIOR BASED ON FIVE TYPES OF SEMANTIC RELATIONS
We discuss the rationalities of five types of semantic relations based on observations in MovieLens10M dataset. Fig.5 shows that how vary five types of semantic relations over time. We can see that all the semantic relations are more random and tremendous for new users, that implies new users' preferences vary greatly. The semantic relations are rapidly reduced from five to two after two weeks, that shows the user's preference has begun to narrow after one week's interest search, and it can be continued to narrow under the guidance of certain relationship. Fig.6 shows the occurring number and time interval of five types of relations. R jn occurs most frequently and the average interval is very short. It indicates that users can jump quickly among different combinatorial categories during the process of finding interest when they first enter the system. R je occurs more often and the time interval is the longest. That indicates it is difficult for users to search their preferences. R s takes the shortest time and the number of it is the least, that shows items in the same combinatorial category are very easy to be found and a user preference is dynamic. R e and R n indicate that a user expands and narrows his interest in shorter time in the distinct combinatorial category with strong correlations.
From frequency perspective, we first define the average frequency of semantic relations (AF) and the average frequency of semantic relations under difference of ratings k (AFk). They are formulated as follows: 
where #(R i ) is the frequency of semantic relation (R i ), R i is a kind of semantic relation, i ∈ {e, n, s, j n , j e } and s( C n ) is the rating rated to an item which belongs to C n in CCS by a user. k ∧ R i means the difference of ratings is k and the semantic relation is R i when a user interactive behavior jumps from C n−1 to C n . The first record of Table 1 shows the AF and Fig.7 shows the AFk. The AF of R j e is the largest and the AF of R s is the smallest. It implies that the user preference is dynamic. In Fig.7 , the AFk of s( C n )−s( C n−1 ) = 0 with R s is the largest and the AFk of s( C n )−s( C n−1 ) = 0 with R j e is the smallest. This implies that AFk with k = 0 under preference stabilizing (R s ) is the largest while AFk with k = 0 under preference jumping with empty (R j e ) is the smallest. From rating difference perspective, we define the average absolute difference of ratings (AS) of semantic relation. AS is formulated as follows:
Based on the common sense, preference jumping R j implies the bigger average difference of ratings. The reason is that bigger span between preferences implies the bigger difference of ratings. AS(R j e ) with the biggest AF is also the biggest in Table 1 . From the transition probability perspective, the transition probability p ij is calculated as follows: where #(R i → R j ) is the frequency of edge from R i to R j , and O(R i ) is the out degree of R i , the results are shown in Table 2 .
From Table 2 , we obtain the following observations: (1) R e is more inclined to R je , that shows users tend to jump out of the current preference and randomly select the possible preference if their interests can not be matched well. (2) R n jumps to R e and R jn with lager probability, that indicates a user continues to search for his/her preference based on the original interest. (3) R s is easier to jump to R e and R s , that demonstrates a user's preference is stable or continues to expand gradually and steadily. (4) R jn and R je all jump to themselves with maximum probability, that describes the initial search process of user interest. Therefore, the rationality of the definitions of five kinds of semantic relations is fully illustrated through the observations above.
We focus on representing of the composite semantic rela-
between c 1 and c l+1 to describe a user's interactions. So semantic dynamics is defined as follows:
Definition 4: Semantic Dynamics in CCS. The semantic dynamics of user interactive behaviors is denoted in the form of c 1
between c 1 and c l+1 , where • denotes the composition operator on relations.
E. DEFINING SEMANTIC DISTANCES IN CCS
To model semantic information in CCS, two types of semantic distances are first defined to measure the preference drift over time between two elements in CCS. The semantic distances are related to two aspects. One is the actual distance of two elements on the Hass diagram, which is represented by the difference of them, including the number of the basic categories and public categories. The basic categories are those a item belongs to and the public categories are the union of categories item A and item B belong to. The other is the variety of a user's preference. So the distances consist of two components: linked distance and preference distance. 
It represents the actual distance between two elements in CCS. The more basic categories and more public categories two elements in CCS include, the greater the link distance is. Conversely, the linked distance is smaller.
Definition 6: The preference distance d P ( c 1 / c 2 ) is defined as formula 6: 
When a user interacts items from c 1 to c 2 , we can intuitively understand this interaction preference as following: 1) A interaction with c 1 c 2 means that the user's preference continues to shrink until it reaches its best preference, and the corresponding d P ( c 1 / c 2 ) is the smallest. 2) Instead, a interaction with c 1 ≺ c 2 implies that the user's preference is expanding from the baseline, and the corresponding d P ( c 1 / c 2 ) is the medium. 3) Finally, if c 2 and c 1 are not comparable, the sudden changed interaction means that the user still cannot find the preferences, and its corresponding preference distance is the largest.
IV. MODELING USERS' PERSONAL PREFERENCES IN CCS
In order to study users' preferences in CCS, we first build a user's interactive graph in which its edge is assigned different information related to user's preferences. Specifically, the interaction, temporal, semantic and rating information are considered as the weights of edge. Then we propose a novel personalized PageRank to model the user preference in CCS.
A. MODELING USERS' PREFERENCE ON USER INTERACTIVE GRAPH
In this subsection, we build a user interactive graph according to the user's interactive behaviors in CCS, and the semantic information of CCS is naturally added to the user interactive graph to model the user preference using a novel personalized PageRank.
Definition 7: User interactive graph. The user interactive graph is defined as a directed weighted graph G = ( C, E, A E ), where C are nodes representing a set of combinatorial categories from ℘(C), E = {< c i , c j >, a user interaction jumps from c i to c j }, A E = ( − → a E ij , i, j ∈ C) is a matrix composed of feature vectors of edges, (
Different from all the existing PageRank family algorithms for recommendation, our approach can fully leverage the multidimensional heterogeneous information in CCS. Consequently, the transition probability in PageRank is substantially modified in our approach.
Features of edge are integrated into the transition probability. The function f ( − → ω , c i → c j ) =< − → ω , − → a E ij > parameterized by vector − → ω = (ω 1 , ω 2 , . . . , ω h ) is defined to assign a weight to each edge in E. Therefore, each entry p ij ( − → ω ) of VOLUME 7, 2019 the transition probability matrix P( − → ω ) in our approach is calculated as follows:
Definition 8: Personalized preference vector. Given a user u, let − → b u be the interactive vector in which each element b u (i) (1≤ i ≤| C|) denotes the number of interaction c i . The personalized preference vector is defined as − → q u ∈ R | C| , where − → q u (i) is calculated as follows:
Then, we employ the loss function − → π (s+1) − − → π (s) 2 as the objective function, where − → π = (π 1 , π 2 , . . . , π n ) T is a ranking score vector of all nodes for a given user u and is iteratively calculated according to the principle of PageRank during the Markov random process,
At the same time, we simultaneously optimize the parameter − → ω during this process. Consequently, the objective function of our approach can be represented as following optimization problem:
B. OPTIMIZATION PROBLEM SOLUTION
To solve the optimization problem stated in (10), we use gradient descent algorithm to minimize function L. Each element ∇ω
of the partial derivatives of L with respect to ω can be calculated as
In formula 11, each entry of the partial derivative can be further calculated as
Each element ∇π
of the partial derivatives of L with respect to π can be calculated as − → ω (s) ;
4:
− → π (s) ; 5: Calculate: 
− L (s+1) | < then 16: stop ; − → π * = − → π (s+1) ; 17: else 18: s = s + 1; go to step 5; 19: end if 20: return − → π * In formula 13, the partial derivative can be further calculated as
This detailed algorithm is shown in Algorithm 1, where ρ is the learning rate and is an error estimator which indicates the stopping condition. From steps 2 to 4, we first initialize all static parameters (including λ, ρ, ), iteration variable s and optimizing parameters (including − → ω (s) , − → π (s) ). Steps 6 respectively calculates the transition probability matrix P (s) by formula (7) and objective function L (s) by formula (10) . From steps 7 to 8, the partial derivatives ∇ − → ω (s) and ∇ − → π (s) of L are calculated by formula (11) and (13), respectively. Steps 10 presents the update equations for − → ω (s+1) and − → π (s+1) .
Steps 12 normalizes each element of the vectors − → ω (s+1) and − → π (s+1) , respectively. In step 14, the objective function L (s+1) is updated on the parameters mentioned above by formula (10) . From steps 15 to 19, we first compare
| to , and then determine whether to continue this algorithm through the loop or stop. Finally, the results are returned in step 20.
V. ITEM RECOMMENDATION BASED ON USERS' PREFERENCES IN CCS
A user's preference representing as ranking for distinct combinatorial category is computed using our proposed PageRank algorithm, in which the interaction, temporal, semantic and rating information are considered as the weights of edges in CCS. In this section, a revised matrix factorization (MF) model is proposed, which focuses on introducing combinatorial category and ranking value as additional information into matrix factorization (MF) model to further improve recommendation performance on the user interactive graph.
User latent factors P u are influenced by their intrinsic features P u and combinatorial category feature matrix F, which is determined by the actual jumping on the user interactive graph and the user's ranking value on distinct combinatorial category. It is defined as follows:
where A u ∈ R m×|C| is a indicator matrix. If a user has watched an item belonging to this combinatorial category, then A u (g, k) = 1, otherwise, it is zero. W |C|×|C| represents the semantic distances and relationships. δ u is weight based on ranking value in CCS. f is a combinatorial category feature vector of item watched by user u every time. T is the number of interactive items for the user. Similar to the user latent factor, the item feature vector Q i consists of the intrinsic feature Q i and its corresponding combinatorial category feature F. It is defined as follows:
where B g i ∈ R n×|C| is a affiliation matrix. If the item belongs to this combinatorial category, B g i (i, g) = 1. j max is the max jump step, N is jump times. Finally, the objective function is expressed as follows:
The objective function is further expressed with P u and Q i , and it is optimized by using stochastic gradient descent.
VI. EXPERIMENTS A. EXPERIMENTAL SETTINGS 1) DATASETS AND EVALUATION METRICS
To measure the performance of our method, we evaluate the model on two datasets from different domains (movie and local business), which are common dataset for recommender systems.
• MovieLens 1M: 19) . 868 kinds of distinct combinatorial categories are formed. During the experiment, 80% of the data was used as training set and the remaining 20% was used as a test set, which was verified by 5 fold cross validation. We used three well-known ranking-based metrics Precision (P), Recall (R) and Area Under Curve (AUC) for top-N recommendation, and MAE and RMSE for rating prediction.
2) BASELINES
To illustrate the effectiveness of our model, we compare it with the following baselines.
• GUCF [31] : It is an improved user-based collaborative filtering algorithm that investigates temporal dynamics of changes in user's preferences within different item categories and propose time weight function that improves prediction accuracy of recommender systems.
• PMF: It is a probability matrix Factorization with l2-norm regularization.
• UBGC [21] : It is a method that calculates the correlations between movie genres and the user's preference to predict ratings.
• GENC [10] : The correlations between movie genres are calculated to recommend items.
• CHMF [27] :It establishes a hierarchical structure of categories, and adds the correlations information between hierarchical structure into matrix factorization to recommend items.
3) OUR MODELS
We validate our proposed model from two perspectives: random walk based recommendation algorithm in VOLUME 7, 2019 CCS (CCSRank) and matrix factorization based recommendation in CCS (CCSMF).
• CCSRank: It is a method that calculates user similarity using the ranking values obtained in section IV, and recommends items using user based collaborative filtering.
• CCSMF: It is a method introduced in section V, which adds combinatorial category information and ranking value as additional information into matrix factorization (MF) model to recommend items.
B. EXPERIMENTAL RESULTS

1) PARAMETER SENSITIVITY ANALYSIS a: IMPACT OF THE NUMBER OF NEIGHBORS
The number of neighbors will directly affect the performance of CF based algorithm. To understand it, we investigated the sensitivity of CCSRank in MAE and RMSE on MovieLens and Yelp when varying the neighbors number from 10 to 100. Fig. 8 and 9 respectively depicted the results on two datasets.
From the results, we clearly observed that MAE and RMSE decreased rapidly, and then slowly went down with the neighbors was growing. The effect of the number of neighbors on GCF was greater than UBGC and CCSRank. That was because the impact of item categories on GCF was affected by the number of neighbors, while UBGC and CCSRank was independent of it when using item categories. CCSRank highly outperformed GCF and UBGC because CCSRank was a method via learning individual usre's preference on combinatorial category space,whereas GCF and UBGC simply used item categories.
b: REGULARIZATION PARAMETERS λ AND LATENT DIMENSION SIZE K in CCSMF
We used PMF, CHMF, and CCSMF to understand the sensitivity of regularization parameters λ and latent dimension size K because other models did not contain the two parameters. We fixed K and varied lambda in range {0.01,0.05,0.10,0.15}. Then, we reported the average results of AUC, as shown in Fig.10 . The AUC of all methods decreased slowly with the increase of lambda on MovieLens and Yelp. It showed that AUC of these models were not very sensitivity to lambda, but our model produced better results than other baselines. We fixed λ and varied latent factors size K from 5 to 50, and the results on two datasets were as shown in Fig.11 . The AUC performances of PMF, CHMF, and CCSMF decreased slowly when increasing latent dimension size K , but the AUC of CHMF and PMF on MovieLens increased first and began to downgrade when the latent dimension size was increasing more. In general, latent factor size had less impact on AUC and all models were not very sensitive to it. Our model tended to achieve much higher performance in all cases.
2) PERFORMANCE OF THE BASELINES AND OUR MODELS
In our experiments, we repeated five times every experiment and regarded the average performance as the final results. The results of all methods on both MovieLens and Yelp datasets were shown in Table 3 . From the overall views, our models had achieved the best performances on both two datasets.
Firstly, for the results on MovieLens dataset, we had some interesting observations. CCSMF and CCSRank performed significantly better than all other methods on Precision, Recall and AUC. The results indicated that our proposed two models were good at organizing and utilizing item categories information through CCS, which included not only more category information, but also more interaction information. By transforming item categories into hierarchical tree, CHMF performed better than other baselines, sometimes even better than CCSRank, suggesting its superiority in utilizing item categories information and latent factor based MF model. The performances of GCF, UBGC and PMF were similar and better than that of GENC. The possible reason was that GCF and UBGC were CF based approach which exploited the correlations between categories, PMF was a latent factor model based approach, whereas GENC only used the relations between item categories, but not used the information of neighbors or latent factors.
Next, we turned to the experiments on Yelp dataset, which exhibited some different results from those on MovieLens dataset. CCSMF still performed better than all the other methods. But comparing with CCSRank, we could note that the CHMF provided more competitive results. We guessed a possible reason was that CCSRank only applied combinatorial category information for similarity calculation when it adopted the simplest user-based collaborative filtering to recommend, whereas CHMF adopted categories hierarchical tree and MF model. The advantages of CCS in CCSRank gradually disappeared on more sparser Yelp dataset. In addition, GENC performed better than UBGC, sometime even better than GCF. That may be because the role of neighbors decreased with the sparsity was growing.
Then, We noticed that the performances of all methods on Yelp were almost worse than on Movielens, especially precision and recall. One possible explanation could be that Yelp was much sparser and had less interactions than Movielens, thus the performances of all methods are expected to decline accordingly on Yelp. Moreover, the number of users on Yelp was much larger than MovieLens, that naturally made the predicting candidate set bigger, and therefore, led to less accurate result.
Overall, when compared with the best comparison method (CHMF) across the MovieLens datasets, our proposed CCSMF consistently achieved the better performance. The improvements of Precision, Recall and AUC were 0.7%, 17.6%, and 2.3% on average, respectively. The performances of our proposed CCSRank was close to CHMF, but it performed 138.7%, 141.9% and 14.4% improvement on Precision, Recall and AUC compared to other models (GCF, PMF, UBGC and GENC). While on Yelp, the case was slightly different. The improvements were 16.6%, 7.2%, 0.8% and -20.3%, 23.1%, 6.6%, respectively. The performance of CCSRank was worse than other four comparison models on Precision. This was possibly due to the extremely less interactions, leading to insufficient available information for the process of pagerank to take advantage of. Fig. 12 showed the best performance of MAE, RMSE, and AUC of all models. The performance trend was similar to Table 3 . MAE and RMSE of CHMF significantly outperformed others, but ranking performance of CCSRank and CCSMF were better than CHMF. It showed that CCSRank and CCSMF were more suitable for TOP-N recommendation, but CHMF could obtain better performance in rating prediction. Compared to other models without CHMF, our proposed models respectively performed best at least 6.6%, 9.2% and 2.9% 3.3% improvement on MAE and RMSE on MovieLens and Yelp.
VII. CONCLUSION
In this paper, we proposed an item category-driven model for recommendation, which exploited item category into Combinatorial Category Space in which each element corresponded to a set of item categories and each link between elements represented their partial order relations. We defined five semantic relations and two semantic distances and illustrated their rationality to model the user preference through analyzing users' behavior in CCS. We proposed a personal PageRank model combining combinatorial category information and interaction information to obtain the users' ranking of combinatorial category. Then CCSRank and CCSMF were proposed to recommend items. Through comprehensive experiments, we successfully demonstrated that our models outperformed almost all other baselines. We also analyzed how our model worked on different experimental settings. In the future extension of our model, we are interested in selecting word embedding to model recommendation. In addition, we are also interested in incorporating common-like combinatorial categories, common-disliked combinatorial categories and user-user common-occurrence in CCS into our model.
