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Abstract
This study presents an alternative method of empirical estimation of a logit model that uses the
full information on the attributes of agents and only aggregate measures of agents’ choices in an
application to the estimation of the costs of the adoption of conservation tillage by Iowa farmers.
The methodology treats the aggregated data as an expected value—the group average of
individual probabilities of choosing conservation tillage subject to measurement error. The study
then adapts the new methodology to the distinctive case where the researcher not only has the
group expected value but also knows the magnitude of the within group standard deviation of the
individual outcomes. The study derives the maximum likelihood estimator consistent with the
data structure described above.
The approach is illustrated in a Monte Carlo analysis and is further verified in applications to two
real-life datasets on farmer tillage choices. All three applications show that the new method
performs well. When applied to previously not studied 2002 and 2004 data the model estimates
average subsidy payments required to entice farmers to use conservation tillage to range from
$13/acre to $18/acre for corn and soybean farmers with a sample standard error of 0.18.
In general, the proposed method could be especially attractive in estimation of binary choice
models in the disciplines in which reliable aggregated choice data are routinely available. It
contributes to the development of econometrically sound approaches to modeling of imprecisely
measured (or noisy), aggregated data. Such models are of continuous interest in agricultural and
natural resource economics.
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CHAPTER 1
Introduction
There has been a significant public response to limiting agricultural pollutants and
environmentally unhealthy farm practices in the U.S. In response to this growing public concern,
the 1990 Food, Agriculture, Conservation, and Trade Act, the 2002 Conservation Security Act
and the 2008 Farm Bill among others, have been passed to bring about significant change in
farming practices. These acts allow government to offer incentive payments to farmers who
choose to adopt conservation practices (Feather & Cooper, 1995; Feng, 2007). As such, billions
of dollars are spent annually on getting farmers to continue using or to switch to conservation
methods (Lambert, Schaible, Johnasson, & Daberkow, 2006; Sheeder & Lynne, 2011). To
evaluate the effectiveness of such incentive payments and to efficiently design the programs that
offer the incentives, there is an ongoing need to understand the economic drivers of the adoption
of conservation practices.
This dissertation is on the development of a method for estimating discrete choice models
with aggregate choice data with the application for estimation of the costs of conservation tillage
(CT) adoption by Iowa corn farmers. The methodology treats the aggregated data as an expected
value—the group average of individual probabilities of choosing CT subject to measurement
error and develops a maximum likelihood estimator that recovers not only the parameters of
interest needed to understand the economic drivers but also quantifies the normal and logistic
error. This information is then used to estimate individual subsidies required for CT adoption.
The model can be applied to study the use of many other conservation practices involving
disaggregated data on choice determinants and aggregated data on choices. Such models are of
ongoing interest in agricultural and natural resource economics.
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CT is a tillage system that leaves at least 30% of crop residue on the soil surface. When
compared to conventional tillage, CT protects soil from excessive rain, wind, and sunlight,
improves soil structure, reduces soil temperature and evaporation, increases infiltration, and
reduces nutrient runoff and erosion (Uri, 2000b; Sullivan, 2003; Bricklemyer, Lawrence, Miller,
& Battogtokh, 2006; Williams, Crozier, White, Sripada, & Crouse ,2007; Tomer, Moorman,
James, Hadish, & Rossi, 2008). It contributes to soil organic matter and nutrient availability,
water retention, macro-invertebrate activity (Wilhelm, Johnson, Hatfield, Voorhees, & Linden,
2004; Soil Quality National Technology Department Team, 2006) and carbon sequestration
(Marland, McCarl, & Schneider, 2001; Kim & Dale, 2005; Huggins, Allmaras, Clapp, Lamb, &
Randall, 2007). While there are several forms of CT, the ones of interest to this study include notill, ridge-till and mulch-till. For the farming systems listed under CT to be accepted by farmers,
they must adequately control soil erosion, conserve moisture and accommodate the crops grown.
Most importantly, crop yields must be such that farmers’ profits are not negatively affected by
the conservation techniques (Mannering, 1983).
Numerous economic studies have been conducted on the adoption of CT that conclude
farmers can be encouraged to use conservation practices with incentive payments (see Rahm and
Huffman (1984), Fuglie (1999), De La Torre Ugarte, Hellwinckel, and Larson (2004) and
Kurkalova, Kling, and Zhao (2006)). The problem, however, is in identifying how much a farmer
will be willing to accept to adopt these practices. The studies done thus far show that the
incentive payments to adopt new practices vary depending on the age and experience of the
farmer, the amount of time spent on the farm and returns from using conservation methods
versus conventional methods, among others. Most of these studies involved the development of
binary choice models estimated with survey, farm-level data; however, such data are notoriously
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difficult to acquire. Because estimates of the use of conservation practices as well as
environmental attributes are often available on a regional basis, researchers are often forced to
work with aggregated data, despite the fact that this aggregation may cause bias in the coefficient
estimators (Hellerstein, 2005). Also because of unavailability of all the required information the
researchers oftentimes have to use auxiliary data to conduct analysis (e.g. Soule, Tegene, &
Wiebe, 2000, Lambert et al. 2006 and Lambert, Schaible, Johnasson, & Vasavada, 2007).
This new model compliments the model of Kurkalova and Rabotyagov (2006) of
estimating discrete choice models when only data on group choices are available. The method
uses this group choice data but keeps it in a discrete choice setting: a county proportion of
farmers using the CT are available and this average is used to calculate count-data points which
are estimated using the standard logit regression. While this method works, it is computationally
cumbersome and requires significant computer memory to estimate the parameters of interest.
The present model is an alternative model that would interpret the county average proportion of
land in CT as an expected value of CT adoption thereby making it unnecessary to create countdata points. Also, unlike previous studies that aggregate the characteristics, then make analysis
on the group (see Miller and Plantinga (1999)), this study uses all of the individual attributes
available in hopes of mitigating the individual-level information lost in the aggregation process
(Schuessler, 1999). The new method also estimates the sample standard error which may be used
in further analysis.
To illustrate the validity of the method the model is first applied to simulated data and to
previously examined Conservation Technology Information Center (CTIC) 1997 data and
presented in sections 3.1-3.4. It is then successfully applied to newly acquired CTIC 2002 and
2004 data. In order to explore other applications for the model it is adapted to include observed
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heteroscedasticity which is also tested on simulated data and on previously examined National
Resource Inventory 1992 data. With county-crop and year-county-crop rotation groupings the
model estimates subsidies necessary to induce farmers to switch from conventional tillage to CT.
Not only are the predictions comparable to similar studies, the method also produces separate
estimates of the errors associated with aggregation and the standard discrete choice model errors.
The reader should note that the 1992 and 1997 datasets have been thoroughly explored by
other studies. So as not to “reinvent the wheel” this study has adopted the Kurkalova et al. (2006)
model specification and uses its estimates as a baseline upon which to judge this new model’s
performance. For this reason, the details on model specification are only produced for the 2002
and 2004 CTIC data, where an original specification is explored. The following sections review
the current literature on tillage choice models, describe the empirical model and its applications
to simulated data, previously used data and new data. After that, the dissertation proceeds to the
description of the model’s adaptation to observed heteroscedasticity and application to
previously studied data. The dissertation concludes with the discussion of the significance of the
presented results and recommendations for future works.
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CHAPTER 2
Literature Review
2.1. Introduction
The literature review synthesizes the previously published works that have influenced
this project. The chapter begins by summarizing the tillage choice models upon which this work
builds (sections 2.2-2.3.1) and then discusses recent work done to correct potential biases due to
the use of aggregated data (sections 2.3.2-2.5). Each review begins with an overview of the type
of data used. Because more than one article may use the same data the summaries are grouped by
the datasets used. This allows for one description of the dataset to be given, thereby, eliminating
the need to discuss the same data more than once or asking the reader to refer to a previously
discussed section. Because the work below is fairly recent, several other articles reviewed have
been omitted from the discussion as they are already incorporated in the studies below. Section
2.6 reviews techniques that may be used to optimize functions in the maximum likelihood
approach.
The research reviewed suggests that incentive payments are high, and that as time passes,
more and more farmers are willing to adopt conservation practices. The hypothesized rationale is
that with time farmers become more aware of the conservation practices, they may become less
risk averse and recognize the potential gain in profits from adopting. It also shows that it is
essential to be able to use aggregated data as it is the type most available to researchers.
2.2. Data Used in Cooper and Keim (1996) and Cooper (1997)
The data used for analysis are taken from the 1992 Area Studies project conducted by the
National Resource Conservation Service (NRCS), the Economic Research Service (ERS), the
U.S. Geological Survey (USGS), and the National Agricultural Statistical Service (NASS). The
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U.S. Department of Agriculture (USDA) initiated the Water Quality Incentive Program (WQIP)
that attempts to reduce the negative effects of farming on water quality by using incentive
payments and technical assistance to help induce farmers to adopt the approved conservation
practices (Cooper and Keim 1996; Cooper 1997). The data on cropping and tillage practices and
input management were obtained from comprehensive field and farm-level surveys of about
1000 farmers. Each data point was taken from one of the designated watershed regions.
2.2.1. Using surveyed data. Cooper and Keim (1996) used the results of a dichotomous
choice survey of farmers to model the probability of adopting farming practices that encourage
water quality protection as a function of the incentive payments, and to model how many acres
the farmer will devote to the new practice. Questions about the farmers’ current use of the
preferred conservation methods as well as their willingness to adopt these practices (if they have
not already begun) were included in a supplemental survey which was mailed to the farmers. As
a result, Cooper and Keim (1996) were able to use a total of 1,261 observations in their analysis.
Two important notes about the survey are that no one who was in the WQIP program
participated in the survey and that the willingness to adopt question for all the conservation
practices had offering bids of $2, $4, $7, $10, $15 and $20. The bid amounts were placed
randomly on the surveys and the farmers were asked to answer “yes” or “no” to whether they
would adopt practices based on the offer. That the researchers only needed to determine whether
or not the farmer’s willingness to adopt is less than or equal to the bid simplifies the problem
(Cooper & Keim, 1996), but there may still be a question of whether an appropriate bid was
offered in the survey. With that said, a dichotomous approach is likely to reveal accurate
statements of value if the surveys provide reasonable incentives for value formulation and
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reliable value statements (Cooper & Keim, 1996). The farmers’ decision process is modeled
using the random utility model approach.
The univariate probit or logit was not used to analyze the data since the data were nonrandomly selected i.e. all respondents were nonparticipants. One major disadvantage of using the
nonrandom selection is that bias and inefficient coefficient estimates are produced (Cooper &
Keim, 1996). The model also incorporates a log-likelihood function which when maximized
offers efficiency gains over univariate probit. Two issues with the bivariate log-likelihood
function are convergence difficulties and covariance matrices are often singular (Cooper &
Keim, 1996).
The following model was used to determine how many acres the farmer is willing to
enroll:

PACRESi = z θ + u ,
where PACRESi is the amount of acres in the conservation practice,

(2.1)

z is a vector of explanatory

variables, and u is a random disturbance with mean zero. One major disadvantage of this
sampling process is that it inevitably generates bias: hypothetical acreage enrollments are only
observed for farmers who answered “yes” to the willingness to adopt question and only those
answering “no” to the sample selection question were asked the willingness to adopt question
(Cooper & Keim, 1996). Equation (2.1) was therefore corrected by applying the Heckman
procedure expanded to 3 equations creating the selectivity model with bivariate probit sample
selection. This was then applied to the tobit regression producing the double hurdle model for
which a log-likelihood function was derived. In an attempt to minimize bias, the data were scaled
by sampling weights.
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Table 2.1 below shows that the selectivity model with bivariate probit sample selection
was found to be the best method for predicting enrollment in practices. Cooper and Keim (1996)
generate graphs that show the relationship between the offer amount and the probability of
acceptance for those farmers who do not currently use the practices. There are positive adoption
rates at no incentive; this suggests that there are nonusers who are willing to adopt without any
incentive payment. The graphs also show that 10% will adopt at $10/acre; it is therefore costly to
get non-adopters to adopt. For farmers who already use the practices, the survey ranges from a
low 7.9% for manure testing to 45% for slit applications of nitrogen.
Table 2.1
Estimated results for Cooper and Keim (1996)
Desired parameter

Results from model

Number of days annually
operator worked off the farm

This was significant to at least the 5% level and had a
negative sign i.e. the greater amount of off-farm work the
primary operator performs the less likely the farmer is to
adopt practices.

Bid offer ($)

This is significant and has a correct sign for four of the five
practices. It is negative and insignificant for soil moisture
testing.

Total acres operated

Significant to the 5% level for all continuous portions of the
bivariate probit sample selection regressions.

Operation’s net farm income

Significant to the 5% level for all continuous portions of the
bivariate probit sample selection regressions.

While this model was not tested using data for CT, and it uses contingent rather than
observed data, it aids in the understanding of farmers’ willingness to adopt different farm
practices given identified farm and farmer characteristics and an incentive.
2.2.2. One-way-up model. The one-way-up model combines surveyed data and actual
market data, thereby increasing the information content in the analysis (Cooper, 1997). This
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study is of particular interest because it includes CT as a management practice for water quality
protection. The survey questions and methodology are the same as Cooper and Keim (1996)
however bids of $4, $6, $9, $12, $18 and $24 are now given for CT.
To test the equality of parameters between users and nonusers in the pooled hypothetical
and market data Cooper (1997) used the likelihood ratio test on GLS regressions for the adoption
equations:

LR = −2(LLr − LLu )

(2.2)

where LL r is the equation pooling both groups and LLu = LL1 + LL2 , is the unrestricted loglikelihood; it is the sum of the log-likelihood estimate for current nonusers ( LL1 ) and current
users ( LL 2 ). When the variance differences between users and nonusers were adjusted, the null
hypothesis of parameter equality between the two groups was rejected for CT. Even though the
likelihood ratios suggest that for other practices the two groups may have similar coefficients, as
in Cooper and Keim (1996), the probit cannot be used to estimate the adoption equation: the
probability that an agent chose “yes” on the survey was conditional on the probability that that
agent chose “no” to accepting $0. Three possible responses were considered: Yes, No-Yes, and
No-No. The Gauss Version 3.1 and the Gauss Maxlik package were used to program the
likelihood function and the analytic gradients found using the one-way-up model for estimations.
Table 2.2 shows key results. The percentage of time the estimated model correctly
predicts whether or not the farmer is a current user of the practice (%CUser), and the percentage
of correct predictions of adoption for current non-adopters (%CAd) were two additional statistics
given. It is worth noting that %CUser has values of over 90% for manure and soil moisture
testing and a low 70.7% for integrated pest management. (The statistic is 74.9% for CT.) %CAd
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is spread far more evenly across practices ranging from 79.9% for integrated pest management to
88.8% for manure and soil moisture testing. (The statistic is 82.1% for CT.)
Table 2.2
Key results for the one-way-up model (Cooper 1997)
Desired parameter

Results from model

Bid offer ($)

This has the correct sign and is significant at the 1% level for
all the practices. It has a t-statistic of 10 to14. The bid
coefficients suggest that it strongly outperforms the other
explanatory variables in explaining adoption.

Estimated market value per
acre of land

This was significant and negative for four of the five
practices, suggesting that farmers with high value lands view
the practice as decreasing profitability.

Operation’s net farm income

This was significant in only two cases and the sign was
positive.

Total acres operated

This was significant only for integrated pest management
practices indicating that farm size is not a good predictor of
adoption.

CT

This has a negative median, suggesting that farmers would be
willing to continue using the practice. Note that over 70% of
farmers surveyed currently use this practice with no incentive
payments.

2.3. Data Used in Kurkalova et al. (2006) and Kurkalova and Rabotyagov (2006)
The data used are a random sample drawn from the National Resource Inventory (NRI)
(USDA/NRCS, 1994). Data are for corn, soybeans, hay and wheat, for the state of Iowa. The
NRI data are supplemented with constructed net returns to conventional tillage, climate, and
farm operator characteristics data. 1975-1994 weather station data from the National Climatic
Data Center were used to construct temperature and precipitation data for each NRI data point.
Farm operator characteristics were constructed from the 1992 Census of Agriculture data.
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2.3.1. Binary model using observed choice data. Pautsch, Kurkalova, Babcock, and
Kling (2001) developed an adoption model of farmer’s tillage choice under the premise that
farmers are predicted to adopt CT practices if the expected profit from adoption exceeds that
from using current practices: π 1 ≥ π 0 . The model theorizes that since CT is a relatively new
practice π 0 is observed but π 1 is known by the farmer only. A linear model was therefore
developed that estimates the expected returns from the new practice; π 1 = β x + σε where π 1 is
the expected net returns to CT, β and σ are coefficients and ε is an additive random error. It
then follows that the probability expression of adoption from the researcher’s perspective is

(

Pr ( adopt ) = Pr (π1 ≥ π 0 + σε ) = Pr ε ≥ απ 0 − β x

)

(2.3)

where ε is a logistically distributed error term, α = 1 σ , β = β σ and σ is the standard
deviation multiplier. What is unique about this method is the introduction of π 0 as observed data
to recover σ . This allows one to estimate the value of the coefficients, β , in the logistic
regression (Pautsch et al., 2001).
One limitation of this model is there is no explicit formalization of the existence of the
adoption premium. Kurkalova et al. (2006) addressed this issue by incorporating the existence of
a premium associated with risk aversion in a study that also models CT adoption. This study
integrated the technique of error estimation developed by Pautsch et al. (2001) to retrieve
parameter values and predict incentive payments required for adopting the new practice. As this
is observed data, a more conventional approach to modeling the decisions that farmers make
with regard to adopting CT is taken. The adoption is modeled as a discrete choice based on the
relative profitability of conventional tillage and the resulting econometric model is estimated as a
logit.
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The model incorporates an adoption premium to reflect risk aversion and real options,
and recovers individual parameters (Kurkalova et al., 2006). It assumes that a farmer will adopt
CT when π 1 ≥ π 0 + P , where P is the adoption premium. And like Pautsch et al. (2001) it also
assumes that the farmer is experienced enough to know the expected net returns from
conventional tillage and focuses on returns to CT:
⎛
β x − π 0 − P (σ 12 , z ) ⎞
⎟,
Pr ( adopt ) = Pr ⎜ ε ≤
⎟
⎜
σ
⎝
⎠

(

(2.4)

)

where P σ 12 , z represents the premium as a function the variance of the return to CT, σ 12 , and of
its explanatory variables,

z and βx represents the net expected returns to CT. The parameters

are estimated using the maximum likelihood (ML) method and a few parameters of particular
interest are given in Table 2.3. The ML approach is convenient as this method is incorporated
into several software packages (Mendenhall, 2003). Once the model is estimated, the subsidies
that are needed to induce farmers to adopt CT are easy to calculate. Given the farmer’s soil, and
weather characteristics, the expected net return from CT ( πˆ 1 ) and the required adoption premium
( P̂ ) can be predicted. Let S be the maximum subsidy required for a farmer to adopt CT. If the
farmer has not already adopted CT, the minimum subsidy must satisfy πˆ 1 + S = π 0 + Pˆ . Then

{

}

S = max Pˆ + (π 0 − πˆ 1 ), 0 .

(2.5)

2.3.2. Binary model using aggregated choice data. Grouped choice rather than the data
collected from individuals were used in Kurkalova and Rabotyagov (2006). The study
constructed a likelihood function that allows estimation of a binary choice model when the
information on the choices of the farmers can be derived (from the grouped data) for individuals.
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Table 2.3
Key results for Kurkalova et al. (2006)
Desired parameter

Results from model

Temperature

Net returns are higher when the daily temperature variation is
higher. This was significant at the 1% level.

Farmer’s age

This was found to positively affect the adoption of CT. This
was significant at the 1% level for corn, the 5% level for
soybeans, and the 10% level for other crops.

Off-farm employment

This is found to increase the adoption rate. Farmers who also
work off-farm may be less risk averse. This was significant at
the 5% level for corn and soybeans.

Tenancy

This increases the expected net returns for CT but raises the
adoption premium. This was significant at the 5% level for
soybeans.

Returns to conventional
tillage

Decreases risk aversion. This was found to be significant at the
1% level for corn, soybeans, and other products.

Risk aversion

Risk aversion and risk premiums rise with age.

Premium for converting to
CT

The premium expected to be paid for both corn and soybeans is
13% of the annual expected returns for conventional tillage for
those crops. The premium is $9/acre for corn and $35/acre for
soybeans.

Annual subsidy needed to
induce adoption

$4.1/acre for corn and $6/acre for soybeans.

The method interprets the aggregate data as counts i.e. it accounts for all the possible group
outcomes and sums these probabilities of disjoint events.
A set of N observations corresponding to binary choices made by N individuals were
considered. The choice described by Y i where

⎧1, if A is adopted
Yi = ⎨
, i = 1, …, N.
⎩0, otherwise
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The predictors are given by x i and the relationship between Y i and x i is known to the farmers
and not to the researcher. Thus the probability of adopting A from the researcher’s perspective is
Pr (Yi = 1) =

exp (β ′x i )
,
1 + exp (β ′x i )

(2.6)

and is estimated using the ML method. Since only sums of Y i over certain groups are available,
the model couples grouped choice data with individual-level predictors (see referenced article for
the model). The data are grouped by crop and county in 240 groups for 1992 and 261 for 1997.
The average subsidy needed to induce adoption is noteworthy and is estimated at $12.36 for
1992 and $36.52 for 1997.
2.4. Data Used in the Multinomial Logit Models
Using simulated data, Hellerstein (2005) investigated the probability of individuals
visiting rural recreational sites. The study derived a multinomial logit (MNL) model that controls
for uncertainty in the dependent and independent variables by incorporating the probability that
an individual may in fact have visited a site in the region of the reported site, or may have
misreported site attributes. Hellerstein (2005) generated a set of sites and a population of visitors,
computed which site was selected and compared the results using a compensated variation
model.
2.4.1. UDV and UIV corrections. The MNL model uses auxiliary information to control
for uncertainty in observed choices (recreational sites) and in the attributes of a respondent’s
choice set (characteristics of the site). Supplementary aggregated data are used when site
attributes are obscure causing an error in variables bias to estimated coefficients. Hellerstein
(2005) therefore, introduced two augmented MNL models, an uncertain dependent variables
correction (UDV) and an uncertain independent variables correction (UIV), to correct this bias.
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For the UDV correction, the study considered the discrete choice model where a person i who
chooses from a k-element choice set (S) provides uncertain information (Di) instead of reporting
an actual choice (Si). The researcher can use Di instead of Di to assign a K ×1 vector of
probabilities ( π i ) that measure whether each alternative in S was actually chosen: the
probabilities ( π 1 , π 2 ,…π k ) of actually visiting each of the available sites ( S1 , S2 ,…, Sk ). The
researcher therefore needs a mechanism to generate each of these probabilities which may be
arduous depending on the specific application.
Incorporating π i yields a MNL model with UDV correction. It computes a predicted
probability of choosing an alternative by combining prior probabilities with the observed
attributes of these alternatives. The log-likelihood for the sample is

⎡ ⎛ K
⎞
⎛ K
⎞⎤
ln L = ∑ ⎢ln ⎜ ∑π ik exp ( X ik β ) ⎟ − ln ⎜ ∑ exp ( X ik β ) ⎟⎥ .
i ⎣
⎠⎦
⎝ k =1
⎠
⎝ k =1
I

(2.7)

Where the UDV correction, π ik = π ( k | Di ) , is the probability that a respondent i actually chose
alternative k, given that he/she reported Di .
The UIV model may be applied to reduce bias if there is doubt in the accuracy of the
independent variables and the researcher is forced to use aggregated data. The log likelihood for
observation i is

⎛ ⎡ K ⎛ exp μ
⎞
⎞⎤
(
ik )
⎜
⎢
⎥
⎜
⎟
× f (U ) dU ⎟ .
ln Li = ln ∫ ∑
π
⎟
⎜ M ⎢ k =1 ⎜ ∑ K exp ( μ ) ik ⎟ ⎥
ik
⎠⎦
⎝ ⎣ ⎝ k =1
⎠

(2.8)

where π ik is the UDV correction (if the chosen site is known with certainty π ik = 1 and π ik = 0 for
all other sites), M is the range of support of U, U is μi1 | … | μiK , and f (U ) is the probability of
observing U. Simulation methods were used to solve (2.8): for each observation R different
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K ×1 vectors ( M r , r = 1,…, R ) of critical values were drawn from a multivariate normal
distribution. The likelihood for a given observation was then the average of the R different values
(see Hellerstein (2005) simulation method details).
After running several simulations it was concluded that for models that include both
UDV and UIV corrections using only the UDV correction is very disappointing. However, when
combined with the UIV the results of the UDV correction improved so much so that for
aggregated models it performed almost as well as models that used accurate information. The
recommendation is that researchers faced with working with noisy data should consider using
models that explicitly incorporates uncertainty.
2.5. Data Used in Wu and Segerson (1995)

The data used for the application of the Wu and Segerson (1995) study came from 1987
NRI for Wisconsin. The sample consists of 54 counties, with a total of 2295 sample points with
information available on 200 attributes for each. The attributes include land-use and cover,
cropping history, tillage practice, conservation treatment need and soil characteristics.
2.5.1. Identifying bias when using aggregated data. Wu and Segerson (1995) presented

a basis for identifying different ways that county-level data can be affected by biases by
comparing estimates of polluting acreage based on county-level data and disaggregated data. The
study derived the total bias generated by using aggregated data as:
M N
⎡N
⎤
⎪⎧ M
Total bias = ∑∑ Z ( b j ) sij pij Ai − ⎨∑ Z * ( β i ) si* ⎢ ∑ pij ⎥ Ai
i =1 j =T
⎪⎩ i =1
⎣ j =T ⎦
T −1
τ −1
⎫⎪
j⎤
*
*⎡
+ ∑ Z ( β i ) si ⎢ ∑ pi ⎥ Ai − ∑ s* ( β i )si* Ai ⎬ .
i =1
i =1
⎣ j =1 ⎦
⎭⎪
M

(2.9)
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Where Z represents the true functional relationship among site characteristics, input decisions
and pollution, Z* is an approximation of Z, pij Ai denotes the total acreage of land in county i, s i j
is the share or agricultural land with index b j that grows crop 1 in county i, sij pij Ai is therefore
the total acreage of crop 1 on land with index b j in county i and β i is the county average of the
index. After further changes in notation and substitutions (2.9) becomes

Total bias = B1 + B2 + B3 + B4 + B5
where B1 represents the bias from equating the vulnerability index of each acre with the average
of the county to which it belongs, B2 represents the bias from the incorrect estimation of
pollution using county-level data, B3 represents the bias from the incorrectly estimated crop mix
effect, B4 represents the total pollution that is underestimated due to the exclusion of the
polluting land in those counties because of the use of a threshold and B5 is the total pollution that
is overestimated due to the inclusion of the nonpolluting land in those counties again because of
the use of a threshold (Wu & Segerson, 1995).
The results given are for biases B3, B4 and B5. Because actual pollution levels from
individual acres biases were not observed, B1 and B2 could not be calculated. Instead the
magnitudes of B1 and B2 were examined using a detailed process model that used a two-step
approach to quantify the biases (see Wu and Segerson (1995) for how the model was applied).
Bias B3 was found to be the same for all threshold levels and is small compared with the
polluting acreage, suggesting that the acreage of the polluting crops was relatively uniformly
distributed across all types of cropland in the study region. For B4 and B5 the results showed that,
depending on the threshold, both are large, but since one represents overestimation of polluting
acreage and the other represents underestimation, they work in opposite directions. When the
correlation coefficient between vulnerable acres and polluting crops is small and B4 and B5 offset
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each other the polluting acreage estimated from the county level is close to accurate. These
results show that that two large related biases canceled each other out does not diminish the fact
that they are independently large. In this case where the errors identify polluting acreage caution
should be used if policy choices are based on analyses that use a threshold approach.
2.6. Nonlinear Estimation

McCullough and Renfro (2000) examined different approaches to nonlinear optimization
problems and which numerical methods yield an appropriate solution. The study does this by
explaining why nonlinear procedures can produce inaccurate results and uses the ML function—
a function notorious for being difficult to work with large numerical problems—as its main
example.
The article gives an overview of an iterative process used in several numerical
optimization methods which focuses on the step length and direction of next step. The paper
notes the importance of choosing appropriate stopping or convergence criteria. The
recommendation is that the programmer chooses − eps < g (θ ) < eps , where eps is a
predetermined small value and g (θ ) is the gradient of the likelihood function. The problem
however, with choosing eps ≠ 0 is that the program may locate different maximums as there may
be several points where the gradient is close to zero. The convergence rule can affect the
robustness of the procedure therefore the programmer should allow himself flexibility to select
alternative stopping criteria. The authors recommend that the programmer chooses a combination
of the gradient condition above and the difference between step function values to determine
when a solution is found. Also, one can choose a larger eps to locate a point close to the
maximum and then continue using a smaller more appropriate eps to locate the true maximum.
This mix of eps could also lessen the number of iterations before convergence.
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When choosing numerical derivatives the authors recommend using central difference:
f ′ ( x ) = ( f ( x + h ) − f ( x − h )) 2h + R ( h ).

It requires more computation but yields a more accurate result than the finite difference method.
The programmer must therefore decide whether accuracy or faster computation time is more
important. Despite which is more important, the more variables that are added the more difficult
it will be to obtain accurate results. When using numerical derivatives one must be careful about
the size of h. A too large h may create truncation error while too small of an h produces
roundoff and cancellation error.
Because most software packages have been developed for specific needs it is wise to take
a hands-on approach to meeting optimization needs. This will allow one to focus on the details of
the algorithm and trace iterations so that errors and spurious solution can be discovered. When
choosing an algorithm it is important to note the algorithm details and the behavior of the
function. Tradeoffs may have to be made between the robustness of the algorithm and the cost of
execution.
2.7. Conclusion

The articles discussed show that farmers can be encouraged to use conservation practices
through the use of incentive payments. However, only few estimates have been developed on
how much a farmer will be willing to accept to adopt these relatively new systems. While all the
articles do not discuss the same conservation mechanisms or do this in the same region with the
same crops, this core problem is the same. The literature shows that the incentive payments to
adopt new practices are high and vary depending on the age, experience, the amount of time
spent on the farm, returns using conservation methods versus conventional methods, among
other factors (Blutena, 1983; Pautsch et al., 2001; Kurkalova et al., 2006). A better understanding
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of the factors influencing CT adoption would facilitate cost–benefit analysis to decide how
conservation funds should be distributed.
It has been found that adopting conservation practices do not necessarily mean reduced
profits for farmers. However, even when a farmer can expect to increase profits using
conservation methods he/she may opt to continue using conventional methods. This indicates
that risk aversion plays an important role in the farmer’s decision to adopt (Kurkalova et al.,
2006). It is hoped that with time, investment in new technology, education and through
observations of neighboring farmers that this feeling of risk will be reduced (and in turn, lower
the incentives needed to induce adoption). Formal education enhances information about the
existence of and general information about different technologies and improves farmers’
response to economic disequilibrium that will result from using a new farming system.
Investments in formal education are therefore imperative in making efficient adoption decisions
(Rahm & Huffman, 1984). The need for managerial and economic adjustments also cannot be
ignored (Klemme, 1985). Blutena (1983) found that significant differences in the variables were
found between farmers who were the first to adopt CT and those who adopted later. This further
emphasizes the importance of time and the waiting factor when considering adoption.
Kurkalova and Rabotyagov (2006) estimate discrete choice when only data on group
choices are available. That study uses group choice data but keeps the model in a discrete choice
setting. While this method works, it is computationally cumbersome and requires significant
computer memory to retrieve the parameters of interest. Computational errors leading to
imprecision could also be avoided if one could work with the data in the manner in which it was
provided: without converting the proportion data to count-data. The research that follows takes
the percentage data provided by each county and interprets them as an expected value thereby
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making it unnecessary to create count-data points. While doing this, however, one must keep the
work done in Hellerstein (2005) and Wu and Segerson (1995) in mind. Both studies have shown
that using aggregated data introduces bias in variables and discussed potential approaches to
reduce this bias both in dependent and independent variables. The research presented in this
dissertation suggests a new alternative and demonstrates results similar to Kurkalova et al.
(2006) and Kurkalova and Rabotyagov (2006) with additional estimation of the standard
deviation of the logistic error term while using less computation time and expense.
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CHAPTER 3
Aggregated Choice Data and Logit Models
3.1. Introduction

The ever growing need for agricultural environmental policy assessments intensified the
demand for discrete choice economic models of land-use compatible with biophysical models of
the natural resource processes impacted by the potential or realized land-use changes (Howitt &
Reynaud, 2003). While biophysical processes models commonly operate on detailed data
representing relatively small spatial objects such as the cropped fields, most known economic
land-use models have been estimated on the data aggregating heterogeneous fields to the scale of
farms (Wu & Babcock 1998), areas representing several farms (Kurkalova et al., 2006;
Lubowski, Plantinga, & Stavins, 2006; Lewis, Plantinga, & Wu, 2009), or even larger
geographic areas based on political delineations such as multi-county regions (McCarl &
Schneider, 2001; Howitt & Reynaud, 2003).
This mismatch in the scale of the biophysical and economic models results in the loss of
information when the data are aggregated to the level of less spatially detailed economic models.
The estimates of non-linear micro-level models obtained from aggregated data may be subject to
biases (Wu & Segerson, 1995; Schuessler, 1999), and the economic models operating on
aggregated data may be unable to adequately capture the marginal, rather than average, changes
in agricultural production (Just & Pope, 1999). However, the collection of all the data needed for
estimation of discrete choice economic models at the fine spatial scale is often impractical
because of the costs of data acquisition and/or confidentiality concerns (Feather & Hellerstein,
1997; Howitt & Reynaud, 2003).
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The absence of required detailed data may be partially offset with the econometrically
valid approaches to combining the data of different levels of aggregation. Most commonly the
approaches are based on the use of secondary information: the auxiliary data are used either to
fill-in the missing disaggregate data directly or to provide the estimates of the distributions of
unobserved disaggregate data (Miller & Plantinga, 1999; Howitt & Reynaud, 2003; Hellerstein,
2005). Alternatively, Kurkalova and Rabotyagov (2006) derive a maximum likelihood (ML)
estimator under the assumption that the aggregate choice data represent the exact sum (count) of
the choices aggregated. While intuitively appealing, the method does not allow for the errors in
aggregation and may require significant computational resources when the choices are
aggregated over a large number of decision makers.
This chapter presents an alternative method of empirical estimation of a binary choice
model that uses the full information on the attributes of agents and only aggregate measures of
agents’ choices and refers to it as the group dependent variable logistic (GDVL) model. Here
aggregated choices are the average proportions within populations, and the application is to the
estimation of the costs of the adoption of conservation tillage (CT) by Iowa farmers. The ML
estimation technique is organized around the sample enumeration approach (e.g. Train, 2009), by
which a sample average probability of an outcome is computed as the average of the individual
choice probabilities. The novelty of the proposed technique is in the use of the sample
enumeration to estimate rather than to summarize previously estimated individual choice
probabilities.
3.2. Empirical Model

Consider a group of N agents, indexed by i, each making a binary choice. The choice
outcome variable Yi is either 1 or 0 depending on whether a certain alternative A is chosen or not.
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Per standard logit model, the exact relationship between Yi and the set of K predictors

xi = ( xi1 ,..., xiK ) ' is known to the agents but is unknown to the researcher, and
Pr[Yi = 1] = Pr ⎡⎣σ ηηi < β'xi ⎤⎦ . Here the i.i.d. logistically distributed error termsη i represents the

researcher’s error, capturing, e.g., the effect of unobserved factors, σ η is the associated unknown
parameter, and β = (β1 ,..., βK )' is the vector of unknown parameters of primary interest. In most
logit model applications, the parameters of interest β can be estimated only up to the unknown
multiplier σ η , i.e., only the values β = β / ση can be estimated.
Suppose that the individual agents’ choices are not observed by the researcher. Rather,
the set of all agents {1,..., N } has been partitioned into the collection of nonempty sets (groups of
agents) G j , j = 1,..., J , so that

∑

j

N

Gj

= N , where N

Gj

is the number of agents in group G j ,

and experts are asked to report their estimates of the expected value of the group average of the
choice variables,

1
G
N j

∑

i∈G j

Yi . Allowing for an additive Gaussian white noise in the expert’s

G
opinions, the researcher observes p , j = 1,..., J , corresponding to the random variables
j

P

Gj

=

1
G
N j

∑

i∈G j

exp(β'x i )
+εj .
1 + exp(β'x i )

(3.1)

Here error terms ε j are i.i.d. N (0, σ 2 ) .
For the rest of the chapter, the term η is referred to as the researcher’s error, and the term

ε as the expert’s error. The latter error reflects the uncertainty and/or measurement error that
underlies expert estimates. Note that in the absence of the expert’s error, formula (3.1) represents
the sample enumeration method of aggregating the results of previously estimated discrete
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choice models (Train, 2009). Here the approach for estimation of the binary choice model is
used.
Model (3.1) leads to the following likelihood for the j th group of observations

1
1
L(β, σ p , xi (i ∈ G j )) = − ln(2πσ 2 ) − 2
2
2σ
Gj

⎧ Gj
1
⎨ p − Gj
N
⎩

2

exp(β'x ) ⎫
∑i∈G j 1 + exp(β'xi ) ⎬ .
i ⎭

(3.2)

Equation (3.2) is the basis for the method of ML of estimation of the parameters of the logit
model β and the standard deviation of the expert’s error σ . The function is optimized using
Stata’s ML routine.
The GDVL model complements that of Kurkalova and Rabotyagov (2006), which
interprets the group average proportion of the outcome literally, as the precise count of the agents
in the group that chose the outcome. Such rationalization of grouped choice data attributes all the
statistical noise to the researcher’s error in the standard logit (or probit) model, while no noise in
measuring the grouped outcome is allowed. The method is also an alternative to the popular
compromise of pairing aggregated choices with aggregated choice determinants (see Miller and
Plantinga (1999)) leaving the researcher with no choice but to base the analysis on groups rather
than on individuals in those groups. The proposed method builds an alternative interpretation of
the observed aggregated data: the group-average proportion of the outcome is thought to
represent an expert opinion which is further thought to be the expected value of the groupaverage of the binary outcome variable, subject to a random noise.
3.3. A Monte Carlo Simulation Study

This section analyzes the performance of the GDVL method on simulated data that
follow closely the Kurkalova and Rabotyagov (2006) Monte Carlo experimental design but
admits the possibility of the expert’s error. The simulations set N = 10,000 , K = 2 , randomly
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draw predictors xi1 , xi 2 , i = 1,..., N from Unif (0, 20) distribution, and consider 4 alternative
vectors β , (-1, 0.052)’, (-1, 0.18)’, (-1,0.59)’, and (-1,1)’, to ensure average response
probabilities (ARP) of 5%, 10%, 30% and 50% in the sample. For each of the vectors β , 3
values of parameter σ are considered ( σ : 6×10-2, 6×10-3, and 6×10-4). Finally, for each of the 12
scenarios considered (4 values of β times 3 values of σ ), random groupings of equal size with 2,
5, or 10 agents per group are created, corresponding to the total number of groups in the sample

J = 5000, 2000, or 1000, respectively, and the associate dependent variable values using (3.1).
Each scenario was regressed once and the estimators are obtained by maximizing the likelihood
function (3.2).
Overall, the behavior of the GDVL method is very promising. Similar to Kurkalova and
Rabotyagov (2006), one finds the standard errors of the estimates increasing with the number of
agents per group. Table 3.1 shows the results of estimation for β = (-1, 0.052)’, σ = 6×10-4, by
the group size. The results for the other parameter values considered (not reported) display a
comparable inverse relationship between the precision of estimation and the group size. Table
3.2 shows the results for J = 1000, by parameter values. Validating the intuition, the simulations
find that a larger noise in the expert opinion, as represented by a larger σ , reduces the precision
of the estimates of all parameters. The results for J = 5000 and 2000 (not shown) are
qualitatively identical to those reported here.

29
Table 3.1
Simulated data estimates, β = (-1, 0.052)’, σ = 6 ×10−4 , group size varies*
Agents per group
Parameter

*

2

5

10

β1

-1.00007 (1.7×10-4)

-1.00090 (4.1×10-4)

-0.99878 (7.9×10-4)

β2

0.051997 (2.1×10-5)

0.052081 (5.2×10-5)

0.05181 (1.1×10-4)

σ

5.890 × 10-4 (5.9×10-6)

5.873 × 10-4 (9.3×10-6)

6.03 × 10-4 (1.4×10-5)

Standard errors in parentheses

Table 3.2
Simulated data estimates, 1,000 groups of 10 agents
True
ARP, true

β'

10%, (-1, 0.18)

30%, (-1, 0.59)

50%, (-1, 1)

*

σ

Par.

6×10-4

6×10-3

6×10-2

β1

-0.99877 (6.5×10-4)

-1.0105 (6.4×10-3)

-1.017 (6.7×10-2)

β2

0.17973 (1.4×10-4)

0.1817 (1.4×10-3)

0.181 (1.4×10-2)

σ

6.03×10-4 (1.4×10-5)

5.82×10-3 (1.3×10-4)

5.93×10-2 (1.3×10-3)

β1

-1.00019 (6.3×10-4)

-0.9881 (6.0×10-3)

-1.011 (6.1×10-2)

β2

0.59011 3.8×10-4)

0.5826 (3.6×10-3)

0.599 (3.7×10-2)

σ

6.04×10-4 (1.4×10-5)

5.82×10-3 (1.3×10-4)

5.93×10-2 (1.3×10-3)

β1

-1.00042 (6.3××10-4)

-0.9884 (6.0×10-3)

-1.128 (7.1×10-2)

β2

1.00039 (6.3×10-4)

0.9881 (6.0×10-3)

1.126 (7.1×10-2)

σ

6.04×10-4 (1.4×10-5)

5.82×10-3 (1.3×10-4)

5.92×10-2 (1.3×10-3)

Standard errors in parentheses
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3.4. Illustration: Adoption of Conservation Tillage Using 1997 CTIC Tillage Data

To illustrate the use of the approach to real life data, a discrete choice model of the
adoption of CT in the state of Iowa is estimated. Individual farmer choice data on the use of this
environmentally benign farming practice is often costly to collect, while region average data
collected via a variety of techniques including expert opinion surveys are relatively commonly
available through, for example, the Conservation Technology Information Center (CTIC),
National Crop Residue Management Survey (NCRMS) (http://ctic.org/CRM).
Kurkalova et al. (2006) developed the logit model in which the probability of adoption of
CT by a farmer is modeled as a function of crop grown, soil characteristics, climatic factors,
expected net returns to conventional tillage, and farmer socio-demographic characteristics, and
estimated the model on a 1992 sample of the National Resources Inventory (NRI) data (Nusser
& Goebel, 1997). To overcome the absence of CT choice data in the 1997 NRI sample,
Kurkalova and Rabotyagov (2006) grouped individual NRI observations by crop and county and
estimated a binary choice model using the combined 1992 and 1997 NRI samples supplemented
with the 1997 CTIC county average CT use data. The 1997 data of Kurkalova and Rabotyagov
(2006) are used here, the reader is asked to refer to that study and to Kurkalova et al. (2006) for
further details on model rationale and data construction.
Table 3.3 presents sample statistics for the data, which cover 747 corn fields, 595
soybeans fields and 23 wheat or hay fields. The grouped dependent variable data, the countyaverage rates of CT adoption, are constructed by dividing the total area under CT by the total
area under the corresponding crop. The variability in NR allows one to identify the researcher’s
error term multiplier, σ η . The rest of the independent variables can be categorized into two sets:
the factors affecting the net returns to CT and those affecting the adoption premium. The
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variables that contribute to the CT net returns are an indicator for corn fields, the land slope, soil
permeability, soil water holding capacity, minimum temperature, maximum temperature, average
precipitation and the county average proportion of tenant farmers. The variables that contribute
to the premium are once again the county average proportion of tenant farmers, the county
average of farmers’ ages, the county average proportion of male farmers, the county average
proportion of farmers who also work off the farm, the net returns to conventional tillage, corn
and soybeans dummies. The premium contributions are all interacted with the variance of daily
precipitation over the growing season (Kurkalova et al., 2006).
Table 3.3
Definition of variables and sample descriptive statistics
Variable

Description

Units

Mean

SD

Average Adoption Rate

The CTIC county average proportion
of acres in conservation tillage

Number

0.569

0.222

CN

Corn (1-corn, 0-otherwise)

Number

0.547

0.498

SB

Soybeans (1-soybeans, 0-otherwise)

Number

0.436

0.496

OTH

Other crops (1-other crops, 0-corn or
soybeans)

Number

0.017

0.129

Slope

Land slope

Percentage

3.76

3.66

Perm

Soil permeability

Inches/hour

0.958

0.547

AWC

Soil available water capacity

Percentage

2.10

0.23
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Table 3.3 (cont)
Variable

Description

Units

Mean

SD

Tmax

Mean of daily maximum temperature
during the growing season

Fahrenheit

78.6

1.9

Tmin

Mean of daily minimum temperature
during the growing season

Fahrenheit

55.5

2.1

Precip

Mean of daily precipitation during
the growing season

Inches

0.140

0.012

NR

Net returns to conventional tillage

$/acre

104

22

2
σ prcip

Variance of daily precipitation during
the growing season

Inches2

0.110

0.017

Tenant

Proportion of harvested cropland
operated by tenants to the total
county-harvested cropland

Number

0.179

0.046

Offfarm

Proportion of operators working offfarm to the total number of farm
operators in the county

Number

0.521

0.046

Age

County average farm operator age

Years

52.1

1.8

Male

Proportion of male operators to the
total number of farm operators in the
county

Number

0.975

0.011

Table 3.4 reports the results of estimation of the following model

P

Gj

⎛ 26
⎞
NR
exp ⎜ ∑ β k xik − i ⎟
σ
η ⎠
1
⎝ k =1
= G j ∑ i∈G
+ε j,
26
j
⎛
N
NRi ⎞
1 + exp ⎜ ∑ β k xik −
σ η ⎟⎠
⎝ k =1

j = 1,..., J .

Here J = 217 is the total number of crop-county groups in the sample, and ∑ j N

(3.3)

Gj

= 1365 is the

total number of observations each representing an agent (farmer) making the choice between CT
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and conventional tillage. Because variable NRi enters the model without any unknown
multipliers, model (3.3) allows for the full recovery of both parameter σ η and vector β = ση β
which is then used to compute the subsidies (Kurkalova et al., 2006).
Table 3.4
ML estimates of the GDVL model using 1997 CTIC tillage data
Parameter, β k

Estimate

Standard error

p-value

CN

-1.21

0.76

0.111

Slope

0.045

0.020

0.026

Perm

-0.09

0.20

0.646

AWC

0.70

0.42

0.092

Tmax

0.001

0.041

0.973

Tmin

-0.037

0.044

0.402

Precip

-8.1

8.3

0.332

Tenant

26.5

6.9

0.000

14

82

0.865

2
σ prcip
⋅ CN

σ

2
prcip

⋅ SB

124

98

0.206

σ

2
prcip

⋅ OTH

-212

200

0.283

σ

2
prcip

⋅ NR ⋅ CN

-0.19

0.13

0.129

σ

2
prcip

⋅ NR ⋅ SB

-0.31

0.13

0.018

σ

2
prcip

⋅ NR ⋅ OTH

-0.18

0.11

0.105

2
σ prcip
⋅ Tenant ⋅ CN

219

63

0.001

2
σ prcip
⋅ Tenant ⋅ SB

292

64

0.000

2
σ prcip
⋅ Tenant ⋅ OTH

245

83

0.003

2
σ prcip
⋅ Offfarm ⋅ CN

22

16

0.170

2
σ prcip
⋅ Offfarm ⋅ SB

77

21

0.000

-30

48

0.538

σ

2
prcip

⋅ Offfarm ⋅ OTH

σ

2
prcip

⋅ Age ⋅ CN

-0.62

0.47

0.184

σ

2
prcip

⋅ Age ⋅ SB

-0.62

0.60

0.304

σ

2
prcip

⋅ Age ⋅ OTH

0.8

1.2

0.480
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Table 3.4 (cont)
Parameter, β k

Estimate

Standard error

p-value

-14

68

0.841

2
σ prcip
⋅ Male ⋅ SB

-156

82

0.058

2
σ prcip
⋅ Male ⋅ OTH

174

160

0.286

1 ση

0.022

0.014

0.097

σ

0.1582

0.0076

0.000

σ

2
prcip

⋅ Male ⋅ CN

3.4.1. Results and discussion. The estimates of β , shown in Table 3.4, are in general

agreement with those obtained by Kurkalova et al. (2006) and Kurkalova and Rabotyagov
(2006). One finds the average subsidy needed to induce the adoption of CT to be $7.00/acre,
which is also in the range reported in previous research (Cooper, 1997). Interestingly, the estimate of

the standard deviation of the researcher’s error ( σ η ) is 45 (standard error 27), which is lower
than the estimate of 251 (standard error 108) obtained by Kurkalova and Rabotyagov (2006).
The relative difference in the estimates of σ η between the two studies is intuitively plausible:
while the Kurkalova and Rabotyagov (2006) model attributes all the statistical noise to the
researcher’s error, this model allows for an additional source – the expert’s error. Ignoring the
expert’s error may wrongfully attribute all the statistical noise to the only allowed source and
result in over-estimation of the standard deviation of the researcher’s error.
3.5. Application to 2002 and 2004 CTIC Tillage Data

Unlike the previous illustration this section focuses on more current data that has only
recently become available to researchers. There have been few studies conducted that estimate
subsidies that promote using less intense tillage practices and none published using these most
recent data. This application of the GDVL model provides subsidy estimates that should closely
resemble the current cost of converting to CT. Like the previous illustrations, micro-level choice
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determinants are available but the standard logit cannot be utilized since the corresponding
tillage choices are unavailable to researchers. Unlike the previous illustration, this application
uses much finer field-level data to predict incentive payments. Therefore, in this application of
the GDVL model the subscript i indexes each individual field where an agent decides to use CT
or conventional tillage. The recent increase in corn acres due to the new market for biofuels
(Secchi, Gassman, Williams, & Babcock, 2009; Nassauer et al., 2011) makes this application an
important addition to the current resource economics literature.
Recall from section 2.3.1 that a farmer is presumed to adopt CT if the profits from the
practice are equal to or exceed those from conventional tillage plus an adoption premium:

π1 ≥ π 0 + P (Kurkalova et al., 2006). The probability of adoption is then modeled using equation
(2.4) which defines P as a linear function of the variance of the return to CT and of its
explanatory variables and defines the net expected returns to CT as a linear equation of its
explanatory variables. The net returns to conventional tillage are the only aspect of the equation
that is known. Both the net returns to conventional tillage and the variation on net returns to CT
used in this new study have not been considered by the previous studies.
The CT adoption logit model specification used here is original to this study and
therefore detailed descriptions of the data and selection rationale are provided. The five main
data sources are 2002 and 2004 CTIC NCRMS, 2002 Census of Agriculture, the National
Climatic Data Center (NCDC), the 2002 and 2004 U.S. Department of Agriculture (USDA)
National Agricultural Statistics Service (NASS) remote sensing crop cover maps and the Iowa
Soil Properties and Interpretations Database 7.0 (ISPAID). Both the NASS remote sensing data
and ISPAID data are provided by Dr. Silvia Secchi from Illinois State University. These datasets
are linked creating a database with both land-use and soil characteristics hence forth referred to
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as the soil database (see Secchi et al. (2009) for a detailed description of a similar dataset that
uses 2008 data). The choice of explanatory variables and the development of hypotheses about
CT use determinants are based on previous empirical studies. Details on variable justification
and sources are given below, with the sample statistics provided in Table 3.5.
Table 3.5
Variable descriptions and summary statistics for pooled dataset
Name

Description

Units

Mean

SD

Adopt CT

The county average proportion of corn and soybean acres
in conservation tillage

Number

0.588

0.258

CC

1-Corn following corn rotation; 0-Otherwise

Number

0.228

0.420

CS

1-Corn following soybeans rotation; 0-Otherwise

Number

0.306

0.461

SC

1-Soybeans following corn rotation; 0-Otherwise

Number

0.465

0.499

PRCP

Mean of daily precipitation during the corn growing
season

Inches

0.124

0.009

TMAX

Mean of daily maximum temperature during the corn
growing season

Fahrenheit

77.9

1.5

TMIN

Mean of daily minimum temperature during the corn
growing season

Fahrenheit

55.1

1.7

2
σ prcp

Variance of daily precipitation during the corn growing
season

Inches2

0.133

0.017

SLOPE

Land slope

Percentage

5.007

5.078

PERM

Soil permeability

Number

49.8

16.9

FLOOD

Flood frequency

Number

5.02

11.58

AGE

County average farm operator age

Years

54.3

1.6

MALE

Proportion of male operators to the total number of farm
operators in the county

Number

0.932

0.026

TENANT

Proportion of farms operated by tenants to the total county
farms

Number

0.121

0.041

CORP

Proportion of farms operating as family-held corporations
to the total county farms

Number

0.058

0.025
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Table 3.5 (cont)
Name

Description

Units

Mean

SD

Number

0.865

0.033

FAMILY

Proportion of family or individual farms to the total
county farms

SIZE

Median size of farms per county

Acres

206

57

NR

Expected net returns to conventional tillage

$/ acre

108

101

3.5.1. CTIC tillage adoption data/ dependent variable. Tillage data comes from the

2002 and 2004 CTIC NCRMS. This survey provides annual county level data on crop
management practices, including tillage choice, on a national scale. NCRMS produces
approximately 3100 responses which a panel of experts then uses to approximate the tillage
averages for each county (Uri, 1999a; Uri, 1999b; Ding, Schoengold, & Tadesse, 2009). Any
field that maintains 30% or more of crop residue after planting is considered to utilize CT
practice. CTIC provides estimates on three such systems: no-tillage, ridge tillage and mulch
tillage. A simple per county proportion of the CT acres relative to the total acres for each crop,
corn and soybeans, is used as the dependent variable in the model
3.5.2. Expected net returns to conventional tillage. In this profit maximizing model the

expected net returns to conventional tillage (NR) are vital to estimating the monetary incentives
to switch to CT methods. Here it is used in two ways, as a proxy for farm income and in this
empirical setting its coefficient estimate represents the inverse of the researcher’s error, 1/ση.
Field yields, cost and price are the three major components considered when calculating this
variable. However, since micro-level yields are unavailable, this study follows Secchi et al.
(2009) which estimates the yields as the product of the corn suitability rating (CSR) and a crop
yield coefficient, α:
yieldic = CSRic × αmc,

(3.4)
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where subscript i = 1 … n indexes fields in a given county, subscript m = 1 … M indexes
counties and c indicates the crop. The problem with (3.4) however is that αmc is also unknown.
Notice that αmc does not vary within each county. Therefore, if one considers the average county
yield, av_yld, to be weighted by acres then
n

⎛

n

⎞

α mc = av_yld mc ⋅ ∑ acresic ⎜ ∑ CSR ic × acresic ⎟ .
i =1

⎝ i =1

⎠

(3.5)

The yield multiplier has then been calculated using Johanns (2011a; 2011b) county average yield
data and the soil database’s field acres and CSR values.
Table A1 in the appendix gives a detailed list of cost inputs and data sources used to
estimate 2002 and 2004 field-level NR. As these data are homogeneous across the state the cost
distribution is driven by the distribution of the expected yields. The cost formula is an adaptation
of the Duffy and Smith (2002; 2004) production budgets and is calculated as the sum of
machinery, seed, chemical, interest on pre-harvest costs, labor and crop insurance costs. NR is
then the difference between the revenue received and the cost.
3.5.3. Farm operator and farm characteristics. The attributes used to estimate the

premium are farm operator characteristics available at the county level from the 2002 Census of
Agriculture (2004). Since this census is a farm mandatory survey one can assume that the
statistics provided are representative of the state of Iowa. With that said, the statistics are for all
farm types in the county; it is impossible to tease out the statistics related to soybeans or corn
produces from these publications. For example, if one is interested in utilizing the average age as
an independent variable, he/she must use the average age of farmers for all farm types, there is
no option that allows one to query the average age of corn farmers.
Here AGE is used as a proxy for experience. The theory that an older or more
experienced farmer is more likely to utilize CT mechanisms has been wildly tested with varying
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results: it is found to have a positive, negative and insignificant effect by different studies
(Kurkalova et al., 2006; Knowler & Bradshaw, 2007). However, given that the literature suggests
that over time, with more experience CT use will increase (Uri, 1999b; Al-Kaisi & Yin, 2004)
and that soybean yields are not affected by tillage methods (Al-Kaisi & Hanna, 2009; 2010) one
can trust that this proxy for experience is appropriate. AGE is therefore expected to have a
positive effect on the adoption of CT.
While the literature thus far suggests that women are more sensitive to environmental
concerns (Rogers & Vandeman, 1993; Corselius, Simmons, & Flora, 2003) the economic
literature on conservation practices indicates that men are more likely than women to adopt CT
(see Rogers and Vandeman (1993) and Kurkalova et al. (2006)) . The same positive response to
the MALE gender effect expected here.
Land tenure is thought to increase the likelihood of healthy soil practices (Knowler &
Bradshaw, 2007; Davey & Furtan, 2008) and therefore, increase the probability of using
conservation systems. However, several studies found that this is not the case (see Fuglie (1999),
Soule et al. (2000) and Kurkalova et al. (2006)). Claassen and Morehart (2009) on the other
hand, suggests that ownership allows farmers to position themselves to enter into conservation
programs more so then non-owners. This finding, coupled with the significant results found
when TENANT was used in the 1997 CTIC application is sufficient to further explore this
characteristic. It is expected to have a negative effect on CT adoption.
The size of the farm may affect tillage decisions in that larger farms are more likely to
adopt new technologies than smaller farms (Westra & Olson, 1997; Fuglie, 1999; Soule et al.,
2000; Fuglie & Kascak, 2001; Davey & Furtan, 2008) and explore more land-use options
(Lambert et al., 2006). The median farm size, SIZE, is used to capture the effect of farm size on
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adoption of CT. One disadvantage however, is that farm sizes change over time (Fuglie &
Kascak, 2001; Ding et al., 2009) and in this two year study the Census of Agriculture attributes
are static.
Contrary to some studies that suggest that the type of organization has no significant
effect on predicting conservation behavior (Napier & Tucker, 2001), this research tests the
hypothesis that the type of organization may have a similar effect to the farm size. In general,
20% of family or individual farms, 31% partnerships and 58% of family-held corporations are
500 to 999 acres or more (USDA, NASS, 2004). Different types of organizations may have
different types of expenditures, or have different types of leasing and tenure arrangements and
therefore may choose different management systems. Larger farms may also have the resources
to invest in expensive CT equipment while the opportunity cost for smaller farms may be too
great. The model estimated explores the effect on family farms, FAMILY, and familycorporations, CORP, with the partnerships being the reference group. Similar to the SIZE and
like results found in Davey and Furtan (2008), the CORP variable is expected to have a positive
and greater effect on the adoption of CT than FAMILY.
3.5.4. Climate variables. The climate data are the NCDC (2010) daily precipitation,

maximum temperature and minimum temperature measurements taken over the corn growing
season for years 1970-2004. The growing season dates used are the mid-date in the range of the
most active corn planting period and the mid-date in the range of the most active corn harvesting
period, May 10-October 23 1 (USDA, NASS, 2010). Constructing the climate regressors in this
manner captures the within season and cross seasonal variation in the variables of interest.

1

There are only 10 days between the corn growing season and soybeans growing season so I opt to use only the
corn growing season dates.
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To associate the climatic variable measurements with fields, the majority of the fields
were assigned to the weather stations that are physically the closest, and the rest of the fields
were assigned to a station that is in the same county though it is unknown whether the station is
indeed physically the closest. There are therefore 162 weather stations used in the study. This is a
minor discrepancy in the assignment of fields to stations that should not manifest in the results.
The econometric model utilizes climate variables in two ways, to contribute to the estimation of
the net returns to CT and to model the adoption premium.
The climate regressors used in the estimation of the net returns to CT are the means of the
temperature and precipitation (TMAX, TMIN and PRCP) for this 35 year period. Long term
weather variables such as these have been used with mixed results: Kurkalova et al. (2006)
shows positive and insignificant results for average precipitation, negative and significant results
for minimum temperature and positive and significant results for maximum temperature; Ding et
al. (2009) shows negative and insignificant results for precipitation, and positive insignificant
results for average temperature; Soule et al. (2000) shows a negative effect for precipitation and
temperature. With this said, the general consensus is that CT does not perform well on cold wet
soil (Soule et al., 2000), fields with more crop residue will be better apt at retaining soil moisture
and will therefore require less precipitation than fields with less crop residue (Uri, 2000a)
making CT beneficial to fields that experience dryer, warmer weather. PRCP is therefore
expected to have a negative effect on the adoption of CT, and TMAX and TMIN are expected to
have a positive effect.
2
, is calculated using the daily rainfall totals from
The variance of daily precipitation, σ prcp
2
the same 35 year period. The rationale for the development of σ prcp
is the sensitivity of crop
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yields to weather variability—precipitation in particular—which in turn affects the variability of
the payoff. Kurkalova et al. (2006) explains that assuming normality of the yield and price,
2
2
= σ y2 ⎡⎣(1 + ρ 2 ) σ p2 + μ p2 ⎤⎦ + 2ρμ pσ pσ y + μ y2σ p2 ~ σ prcp
σ payoff

(3.6)

where σ y2 and σ p2 are the variances of yield and price, µy and µp are the expected values of
yields and price, and ρ is the correlation coefficient between yields and price. To separate the
effect of the premium from the returns to CT the farm operator and farm characteristics are
2
.
interacted with the σ prcp

3.5.5. Management decisions. Management decisions is one the main considerations for

choosing tillage mechanisms (Al-Kaisi & Hanna, 2010). The management decision of interest is
rotation choice. Other management considerations such as chemical, fertilizer and equipment use
are also included in the construction of NR. This illustration takes special interest in how the
rotation decision affects the tillage decision.
Previous studies on adoption of conservation practices used the crop that is farmed as an
explanatory variable in the tillage choice model. This study explores the Secchi, Kurkalova,
Gassman, and Hart (2011) and Fuglie (1999) hypotheses that for farmers it is not only the crop
that is grown but more specifically, the rotation that the farmer chooses that affects many other
farming practice choices, including the tillage choice. Rotation choice also significantly affects
soil carbon and N2O (nitrous oxide) emissions (Dick et al., 1998; Kim & Dale, 2005) and is
therefore of interest when studying greenhouse gas emissions. While this study does not model
greenhouse gas emissions, one can see how such studies may make inferences based on rotations
effect on tillage choice (Wilhelm et al., 2004).
Estimates on the current and previous year’s crop choices come from the 2002 and 2004
USDA NASS remote sensing crop cover maps using a 400m by 400m resolution (approximately
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39 square acres). Land-use data pertaining to crop rotations are available for several years and
while the historical management practices may be useful in understanding tillage adoption this
leaves too many combinations of Iowa crops to be considered—Stern, Doraiswamy, and
Akhmedov (2008) discovered 128 possible crop combinations in a 7 year period. The study
focuses on corn and soybean fields and therefore omits all fields that harvest other crops. The
rotations being considered are therefore, corn following corn (CC), corn following soybeans
(CS) and soybeans following corn (SC). These rotations cover the majority of Iowa cropland
(Stern et al., 2008; Horowitz, Ebel, & Ueda, 2010).
In the case of soybeans an unusual 17% of the raw data sample was showing soybeans
following soybeans. Due to the problems with Heterodera glycines associated with this rotation
it is an unlikely choice for Iowa farmers, and this overestimation of soybeans following soybeans
was corrected by reassigning those fields to SC (Kurkalova, Secchi, & Gassman, 2010; Secchi et
al., 2011). While CC rotations may historically be unusual, ethanol and the new demand for corn
(Marland et al., 2001; Triplett & Dick, 2008; Nassauer et al., 2011) may change the previous
dynamic of equal corn to soybeans acres to one that produces more corn than soybeans (Duffy &
Correll, 2006). More acres may also be placed in continuous corn due to perceived
improvements in hybrid seeds, high corn prices and favorable weather conditions (Duffy &
Correll, 2006). Therefore CC rotations are retained as a measure of this recent shifting of
soybean fields to corn (Stern et al., 2008). The final two year sample has 123,157 observations
(with average field size of 303 acres) of which 23% is in CC, 31% in CS and 46% in SC.
The analysis focuses on rotated fields versus non-rotated fields i.e. the estimates for CS
and SC are given relative to CC. Although Fuglie (1999) found that crop rotation has an
insignificant effect on CT adoption, there is sufficient evidence that rotation choice does affect
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CT success (Hill, 2000). Therefore, the hypothesis tested here is that relative to CC, CS and SC
will have a positive effect on CT adoption and further predict that the magnitude of SC will
supersede that of CS. This is due to tillage choice having little effect on soybean yields (Al-Kaisi
& Hanna, 2010), evidence of more no-tillage systems already being applied more heavily to
soybean fields (Hill, 2001), problems with giant ragweed identified with corn fields (Gibson,
Johnson, & Hillger, 2006) and most importantly, no-tillage having greater economic returns for
soybeans than other tillage systems (Yin & Al-Kaisi, 2004).
3.5.6. Natural resource characteristics. Soil conditions are other important factors

when choosing tillage mechanisms (Al-Kaisi & Hanna, 2010). The soil conditions considered are
land slope, drainage in the form of permeability and frequency of floods. Resource and soil
characteristics such as HEL (highly erodible land) are important components to the tillage
preference. It is well known that land classified as HEL is oftentimes placed in conservation
programs or is subject to conservation compliance that requires the use of conservation practices
to maintain eligibility for government payments (Secchi et al., 2009). Therefore HEL status
positively affects the adoption of CT. And while this variable is available in the ISPAID
database, 1% of the observations are not assigned an HEL category. Hence, land slope (another
widely used variable see Kurkalova et al. (2006), Kurkalova and Rabotyagov (2006), Knowler
and Bradshaw (2007), Huang, Wang, Yang, and Kravchenko (2008) and Sheeder and Lynne
2011) is used as a proxy for HEL. SLOPE here is the average of the lowest and highest range of
the incline of the soil surface (IA SU, 2004). This variable’s high colinearity with HEL
(correlation coefficient of 0.8) and the retention of the observations makes it a favorable choice.
Precipitation shocks such as drought and flood may also affect tillage choice. Ding et al.
(2009) indicates that farmers who have experienced several years of drought are more likely to
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use no-till than those who do not. Such farmers may mitigate their cost of having to use irrigation
systems by using CT. Those farmers who experience floods may have high variability in
precipitation and therefore reduce risk by using conventional tillage. This effect is captured in
the estimated model by FLOOD. This variable quantifies how often soil is temporarily covered
with water from overflowing streams and runoff from adjacent slopes (IA SU, 2004). It is
indexed from 0 to 50 (from no flooding to ponded) and is therefore expected to have a negative
effect on CT adoption.
Well drained soil is important when using CT (Triplett & Dick, 2008; Al-Kaisi & Hanna,
2010) and soil permeability is used to capture this effect. Because of the residue cover on land
that is in CT, less permeable soil will have the potential to get waterlogged. De La Torre Ugarte
et al. (2004) has even found that incentives payments to fields with well drained soils are lower
than those made to poorly drained soils. The permeability variable ranges from 0 to 90 for high
to low permeability, and is therefore predicted to have a negative effect.
3.5.7. Results and discussion. Models estimated are given by the following general

specification

P

Gj

⎛ K
⎞
NR
exp ⎜ ∑ β k xik − i ⎟
ση ⎠
1
⎝ k =1
= G j ∑ i∈G
+ε j,
K
j
⎛
N
NRi ⎞
1 + exp ⎜ ∑ β k xik −
σ η ⎟⎠
⎝ k =1

j = 1,..., J .

(3.7)

Here J = 594 is the total number of year-county-rotation groups in the pooled 2002 and 2004
sample, and ∑ j N

Gj

= 123,157 is the total number of observations each representing a field where

an agent made a choice between CT and conventional tillage. Because several specifications are
reported, K has values from 18 to 27. Like (3.3), model (3.7) also recovers σ η so β and subsidies
can be estimated.
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Tables 3.6 and 3.7 display a synthesis of regression results from numerous model
specifications. The estimates presented are of β k (note β k = β ση ), which are used to predict the
effect the variable has on the likelihood of CT adoption. The discussion of results therefore keeps
both the probability of adoption and their effects on the subsidies in mind. With that said, the
tables’ purpose is twofold: to show how well the model works on county level data and to
display how changes in the specification affect the subsidy estimates. Equation identifiers are in
the first row and the first column displays the names of the regressors.
Table 3.6
ML estimates of the GDVL model using pooled CTIC tillage data*
Variables

Regression-1

Regression-2

Regression-3

CS

0.757 (0.584)

0.720 (0.603)

0.809 (0.581)

SC

4.701 (0.005)

4.910 (0.003)

5.598 (0.002)

SLOPE

0.218 (0.000)

0.266 (0.000)

0.278 (0.000)

PRCP

-50.216 (0.000)

-39.944 (0.003)

-43.790 (0.002)

TMAX

0.184 (0.002)

0.154 (0.01)

0.153 (0.012)

TMIN

-0.101 (0.147)

-0.110 (0.118)

-0.112 (0.117)

PERM

-0.039 (0.000)

-0.030 (0.001)

-0.033 (0.001)

FLOOD

-0.084 (0.006)

-0.083 (0.004)

-0.086 (0.005)

σ

2
prcp

⋅ AGE ⋅ CC

-1.000 (0.001)

-0.951 (0.001)

-0.621 (0.081)

σ

2
prcp

⋅ AGE ⋅ CS

-0.949 (0.002)

-0.921 (0.002)

-0.693 (0.061)

σ

2
prcp

⋅ AGE ⋅ SC

-0.455 (0.171)

-0.371 (0.246)

-0.642 (0.132)

σ

2
prcp

⋅ MALE ⋅ CC

69.196 (0.000)

63.850 (0.001)

90.501 (0.000)

σ

2
prcp

⋅ MALE ⋅ CS

70.675 (0.001)

65.782 (0.001)

86.255 (0.001)

σ

2
prcp

⋅ MALE ⋅ SC

64.392 (0.005)

57.053 (0.01)

42.623 (0.172)

σ

2
prcp

⋅ NR ⋅ CC

-0.373 (0.002)

-0.293 (0.014)

-0.285 (0.021)

σ

2
prcp

⋅ NR ⋅ CS

-0.362 (0.002)

-0.283 (0.038)

-0.275 (0.025)

σ

2
prcp

⋅ NR ⋅ SC

-0.434 (0.001)

-0.349 (0.128)

-0.339 (0.011)
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Table 3.6 (cont)
Variables

Regression-1

Regression-2

Regression-3

2
σ prcp
⋅ CORP ⋅ CC

-73.115 (0.014)

-141.620 (0.007)

2
σ prcp
⋅ CORP ⋅ CS

-61.583 (0.017)

-113.345 (0.03)

2
σ prcp
⋅ CORP ⋅ SC

-54.278 (0.008)

-16.892 (0.797)

2
σ prcp
⋅ FAMILY ⋅ CC

-51.724 (0.094)

2
σ prcp
⋅ FAMILY ⋅ CS

-39.015 (0.212)

2
σ prcp
⋅ FAMILY ⋅ SC

28.532 (0.5)

1 ση

0.053 (0.002)

0.042 (0.013)

0.041 (0.019)

σ

0.178 (0.000)

0.176 (0.000)

0.175 (0.000)

LL

182.940

188.814

191.405

* p-values in parentheses

Table 3.7
ML estimates of the GDVL model using pooled CTIC tillage data*
Variables

Regression-4

Regression-5

Regression-6

CS

0.823 (0.571)

0.839 (0.562)

0.929 (0.551)

SC

5.557 (0.001)

5.831 (0.001)

6.330 (0.001)

SLOPE

0.275 (0.000)

0.282 (0.000)

0.296 (0.000)

PRCP

-44.055 (0.001)

-44.636 (0.001)

-45.137 (0.002)

TMAX

0.164 (0.012)

0.160 (0.013)

0.156 (0.018)

TMIN

-0.127 (0.103)

-0.121 (0.122)

-0.113 (0.148)

PERM

-0.032 (0.001)

-0.033 (0.001)

-0.035 (0.001)

FLOOD

-0.083 (0.006)

-0.081 (0.008)

-0.088 (0.005)

SIZE

-0.001 (0.641)

σ

2
prcp

⋅ AGE ⋅ CC

-0.599 (0.093)

-0.647 (0.072)

-0.765 (0.063)

σ

2
prcp

⋅ AGE ⋅ CS

-0.672 (0.07)

-0.700 (0.061)

-0.798 (0.062)

σ

2
prcp

⋅ AGE ⋅ SC

-0.619 (0.143)

-0.634 (0.147)

-0.461 (0.307)

σ

2
prcp

⋅ MALE ⋅ CC

88.818 (0.001)

95.346 (0.000)

106.570 (0.001)

σ

2
prcp

⋅ MALE ⋅ CS

84.617 (0.001)

88.622 (0.001)

98.872 (0.003)

σ

2
prcp

⋅ MALE ⋅ SC

41.079 (0.181)

29.035 (0.353)

22.815 (0.507)
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Table 3.7 (cont)
Variables

*

Regression-4

Regression-5

Regression-6

2
σ prcp
⋅ NR ⋅ CC

-0.282 (0.021)

-0.288 (0.018)

-0.301 (0.018)

2
σ prcp
⋅ NR ⋅ CS

-0.271 (0.026)

-0.277 (0.022)

-0.292 (0.021)

2
σ prcp
⋅ NR ⋅ SC

-0.335 (0.012)

-0.333 (0.01)

-0.360 (0.009)

2
σ prcp
⋅ CORP ⋅ CC

-142.457 (0.007)

-139.001 (0.008)

-140.321 (0.013)

2
σ prcp
⋅ CORP ⋅ CS

-113.996 (0.028)

-112.673 (0.031)

-113.300 (0.042)

2
σ prcp
⋅ CORP ⋅ SC

-19.282 (0.764)

-29.286 (0.65)

-31.779 (0.632)

2
σ prcp
⋅ FAMILY ⋅ CC

-51.353 (0.094)

-53.044 (0.085)

-57.497 (0.079)

2
σ prcp
⋅ FAMILY ⋅ CS

-38.574 (0.215)

-39.872 (0.202)

-43.366 (0.189)

2
σ prcp
⋅ FAMILY ⋅ SC

28.483 (0.491)

37.309 (0.383)

40.681 (0.35)

2
σ prcp
⋅ SIZE ⋅ CC

-0.009 (0.52)

2
σ prcp
⋅ SIZE ⋅ CS

-0.004 (0.79)

2
σ prcp
⋅ SIZE ⋅ SC

0.031 (0.07)

2
σ prcp
⋅ TENANT ⋅ CC

-21.538 (0.448)

2
σ prcp
⋅ TENANT ⋅ CS

-14.614 (0.601)

2
σ prcp
⋅ TENANT ⋅ SC

36.175 (0.244)

1 ση

0.041 (0.019)

0.041 (0.016)

0.044 (0.015)

σ

0.175 (0.000)

0.175 (0.000)

0.175 (0.000)

LL

191.512

193.479

192.639

p-values in parentheses
2
For the contributions to the net returns to CT (the regressors are not interacted with σ prcp
),

the reader may interpret a positive result as increasing the likelihood of adoption while
decreasing the incentive payments and a negative result as decreasing the likelihood of adoption
while increasing the incentive payments. From the subsidy requirement (2.5), one sees that the
incentive payments and the premium move in the same direction. Therefore, for the contributions
2
), the reader may interpret a negative
to the premium (the regressors are interacted with σ prcp
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response as increasing the likelihood to adopt while decreasing the adoption premium and a
positive result as decreasing the likelihood of adoption while increasing the premium.
Coefficient estimates for SC, SLOPE, PRCP, TMAX, PERM and FLOOD, contributors to
the net returns to CT, all performed as predicted with regards to direction and statistical
significance with PRCP having the largest effect. The CS dummy is consistently positive,
statistically insignificant and has a much smaller estimate than SC relative to CC. This is an
indication that adoption may not in fact depend heavily on rotation. Rather it is the crop grown,
soil properties and precipitation levels that dictates which tillage mechanism is used. If in fact
farmers no longer perceive a yield lag from planting CC (Duffy & Correll, 2006) they may farm
corn more intensively exacerbating the ragweed problem (see Gibson et al. (2006)) hence
making conventional tillage systems more attractive. Evidence of this lack of yield lag is seen in
Table 3.8 with both CC and CS averaging 155 bu/acre for the two year period.
Table 3.8
Average yield, CTIC adoption of CT and acres for 2002 and 2004 data*
Rotation

CC
CS
SC
*

Year

Yield/Acre

Adopt CT

Acres (%)

2002

148 (57)

0.428 (0.211)

15

2004

161 (60)

0.416 (0.211)

15

2002

147 (56)

0.440 (0.214)

40

2004

163 (59)

0.430 (0.218)

38

2002

43 (16)

0.732 (0.173)

45

2004

44 (16)

0.808 (0.150)
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Standard deviations in parentheses

It may also be a case of poor data availability and construction. The CTIC average
adoption rates are only available by crop and tillage type, and as such there is no adoption
average based on rotations, i.e. equal adoption rates are used for CC and CS fields in the same
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county. The regressions may then be unable to find significant differences between the two
systems. One future possible solution would be to assign each CC field an average adoption rate
of 0 (since CC is most likely utilizing conventional tillage) and recalculate the rates for other
fields. However, these kinds of assumptions and data imputations were thought to be
unnecessary at this stage of the project.
Two other components of the net returns to CT that did not perform as expected are
TMIN and SIZE. While TMIN has a disappointing performance, its estimates are in line with
results from other studies. It is thought that as temperature increases so does the likelihood of CT
adoption. However the results show that minimum temperature has little bearing on tillage
adoption and find that it has a negative and insignificant result in most specifications. One can
also infer that while warm temperatures increase crop productivity, TMIN is not a good indicator
for warm temperatures. SIZE is the only variable included in the estimates of net returns to CT
that is not placed in every specification and when included shows negative, small and
insignificant results. Therefore while the direction is what one expects, its magnitude and
significance level suggest that this variable does not strongly influence the adoption decision in
this sample.
The choice of regressors to approximate the premium varies more widely than
contributors to the net returns to CT between the specifications considered. The premium
variables are the 2002 Census of Agriculture variables interacted with crop rotation dummies and
2
2
. These interaction terms are found to be highly collinear; however, the inclusion of σ prcp
is
σ prcp

imperative to this empirical model (Kurkalova et al., 2006) and is therefore included despite its
effect on the individual components of the premium specification. The tables show different
combinations of these variables and how they affect the subsidy payments. Since the ML
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estimates are consistent (Cameron & Trivedi, 2005; Wooldridge, 2009) the high standard errors
are only of concern when conducting hypothesis tests and should still yield reliable subsidy
estimates.
The tables show that AGE has a negative effect on the premium. This lends credence to
the theory that more experienced farmers are more likely to use conservation mechanisms (Rahm
& Huffman, 1984; Gould, Saupe, & Kleeme, 1989). Notice however that in several regressions
AGE and SC has an insignificant result. This is an indication of experience having little effect on
soybean agents’ choices which is consistent with the large percentage of soybean farmers already
using CT.
Contrary to earlier predictions, but similar to results found in Davey and Furtan (2008),
MALE has a negative and significant effect on CT adoption. Male farmers (which represent over
90% of Iowa farmers, see Table 3.5) may behave differently if there are environmental stressors
which unfortunately cannot be captured by climate variables. For example, in April 2002 (the
month before planting), the state experienced dramatic variations in temperature, extreme
weather events and up to 5.46 inches of precipitation in some regions (Iowa Department of
Agriculture). These weather shocks could create uncertainty which may entice farmers to use
conventional tillage mechanisms.
Like the Kurkalova et al. (2006) study, the NR interactions are used as proxies to farm
income and are found to be negative and highly significant. This is of no surprise since
profitability is of most importance when choosing tillage mechanisms (Napier & Tucker, 2001).
It is clear that as NR increases the probability of adoption decreases.
The SIZE variables are incorporated into regressions 4 and 5 as contributions to the net
returns to CT and the premium, respectively. Both regressions show size having an insignificant
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effect on CT adoption. It should be noted however that SIZE is added to models that included
family-held corporations and family farms, which are also theorized to be correlated to SIZE.
FAMILY has a positive and significant effect on CT adoption for CC rotations and a negative and
insignificant effect for SC. CORP has a strong positive effect on the adoption of CT and large
negative effect on the premiums for corn fields. The coefficients for soybean fields are much
smaller in absolute value and at times insignificant. This is an indication that the size variables
are highly correlated and it may have been unwise to use both the family-held corporations and
the family farms in the regression. However, the strong effect of CORP suggests that
organization type does have an effect on tillage choice. What is left undecided is what
unmeasured attributes are captured by either the size or the organization type.
Table 3.9 gives the sample averaged subsidy predictions calculated from Table 3.6 and
3.7 results. It is not surprising that SC subsidies are the lowest of the three rotations when one
considers that soybean yields are unaffected by tillage mechanisms (Al-Kaisi & Hanna, 2010)
and therefore choosing CT would lower cost without affecting yields (Yin & Al-Kaisi, 2004).
For corn fields, optimistic CT advocates would hope CT acres are more evenly distributed
between corn and soybean fields. Both Table 3.8 and Table 3.9 suggest that this is not the case.
While this sample has shown an overall increase in CT over the 2 years, it seems there has been a
switch in proportion of CT acres from corn to soybeans while the number of soybean acres is
simultaneously on the decline (Stern et al., 2008).
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Table 3.9
Sample average subsidy estimates for 2002 and 2004 CTIC tillage data*
Rotation

*

Regression

CC

CS

SC

Mean

1

21.05 (27.24)

21.54 (27.65)

4.03 (13.06)

13.28 (23.61)

2

26.87 (34.38)

27.33 (34.66)

5.01 (16.23)

16.84 (29.71)

3

28.49 (36.80)

29.03 (37.03)

5.44 (17.38)

17.93 (31.71)

4

28.29 (36.31)

28.84 (36.56)

5.22 (16.81)

17.73 (31.27)

5

27.95 (35.61)

28.47 (35.91)

5.22 (16.52)

17.54 (30.72)

6

28.06 (35.86)

28.47 (36.07)

5.45 (17.19)

17.67 (30.98)

Standard deviations in parentheses

The relatively small differences between CS and CC effects are clearly reflected by the
subsidy estimates: the subsidies for CC are almost identical to those for CS. The high corn acres
are most likely due to recent high corn prices (Secchi & Babcock, 2007; Smith et al., 2007) and
the high subsidies may be due to CT yield uncertainty caused by either weather variability in the
2
(see Table
month prior to planting or long-term precipitation variability seen by the large σ prcp

3.5). It may also be the case that the literature has underestimated farmers’ perceptions of the
ragweed problem associated with corn fields. This study estimates average subsidies for corn and
soybean farmers to range from $13/acre to $18/acre (given the specification) to be akin to
subsidies estimated by studies like Kurkalova et al. (2006) and De La Torre Ugarte (2004). From
Table 3.9 if is clear that this average is dramatically affected by the low incentives recommended
for soybean fields. There clearly needs to be more insight into factors that affect corn agents’
choices. Econometric analysis of this may be challenging using this model since isolating corn
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fields leaves the researcher with a low sample adoption rate, which in turn makes this model and
other logistic models difficult to estimate. 2 However, that the subsidy recommendations do not
vary widely from regression to regression demonstrates the robustness of the model and
legitimizes the theory behind variable choice.
One unique feature of this method is the ability to quantify both the researcher’s error and
the expert’s error. Tables 3.6 and 3.7 show that even in this large dataset the estimates of

σ = 0.18 are large and significant. From the simulations the reader knows that large error is
clearly echoed in the results and special care should be taken in model specification. Table 3.10
displays the estimates of ση, standard deviation of the researcher’s error, with confidence
intervals computed using the delta method. This is a convenient and widely used method for
obtaining standard errors without costly re-sampling of the data (Papke & Wooldridge, 2005).
The average of the estimates of ση is 23 which are much smaller than the 45 observed in the 1997
CTIC application. And while these relatively small estimates may be attributed to the division of
the statistical noise across the two errors large confidence intervals makes one wary of these
results.

2

The simulations also indicate that the model works best with a more equal distribution of the probabilities.
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Table 3.10
Estimates of ση with 95% CI derived using the delta method
Regression

Estimate of ση

Standard Error

Lower Bound

Upper Bound

1

18.8

5.9

7.1

30.4

2

23.6

9.5

5.0

42.1

3

24.2

10.3

4.1

44.4

4

24.5

10.4

4.1

44.9

5

24.1

10.0

4.5

43.8

6

22.6

9.3

4.4

40.8
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CHAPTER 4
Aggregated Choice Data and Logit Models with Observed Heteroscedasticity
4.1. Introduction

Aggregated data are commonly less expensive and easier to acquire than micro-level data
(Freedman, 1999), and understandably, disclosure issues prohibit many data providers from
supplying details to outside users. The data collectors may, however be permitted to disclose
statistics related to a group of firms/economic agents. Researchers oftentimes have no recourse
but to use these estimates or expected values as choice responses and combine this with auxiliary
data knowing that vital information may be lost in the aggregation process (Greenland, 2001).
This chapter is motivated by the distinctive case where the researcher not only has the estimates
of the means, but also has access to the measures of within group variability of the responses.
Specifically, this study examines a special case of data combination where the dependent
variable is an expected value with observed heteroscedasticity, and the independent variables are
individual characteristics taken from other sources.
The U.S. Department of Agriculture (USDA) is one example of a data provider that
aggregates data within geopolitical boundaries through its Agricultural Resource Management
Survey (ARMS) and supplies these estimates to outside users. ARMS conducts nationwide,
detailed surveys of production practices (including CT) for commodities such as corn and
soybeans on a periodic basis. The USDA not only provides researchers with means of the
practices in question but also assigns the standard errors associated with the means (Horowitz et
al., 2010). This chapter examines a case where data are collected from similar sources and
utilizes both the estimates and the standard errors provided in model estimation.
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The data are applied to the model presented in Chapter 3, the grouped dependent variable
logistic (GDVL) model adapted to include observed heteroscedasticity hence forth referred to as
the grouped dependent variable logistic with observed heteroscedasticity (GDVLOH) model.
Heteroscedasticity in this context is caused by the sample standard deviation of the group-mean
outcome. Therefore, the data provider reports the expected value (or average) of the responses
and the standard error of the mean for each group.
One possible explanation of the standard deviation of the group-mean is measurement
error, another is simply variation in the choices. The measurement error however, may be caused
by what Fowler (2002) calls the interviewer effect. The interviewers are not researchers and are
given brief training on how to conduct the interview, and in many cases they have no expertise in
the subject area of the questionnaire. This lack of full understanding may lead them to
inadequately explain some technical aspects of the survey or cause them to unwittingly mislead
the respondent. Ignorance of the questionnaire details can generate within group variability even
if the same interviewer executes all the surveys in that group. Also to no fault of the interviewer,
in surveys that cover large geographic regions, different communities may have different
definitions for farm practices (Horowitz et al., 2010), conflicting plants names or there may even
be a misunderstanding with units—say if a respondent had to recall distance (Hellerstein, 2005).
This reporting error may be captured in the variance of the error term resulting in the
heteroscedastic error or the measurement error.
Other possible sources of heteroscedasticity are model specification, group sizes,
sampling technique, or how the weights are created and applied, among other reasons. While it
may be difficult for the researcher to explain the variation in the responses, any measure of this
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variation constitutes some additional information that could be utilized to improve the estimation
precision. The model presented in this chapter affords such an opportunity.
Please note that the argument for the GDVLOH model is not as a substitute for the logit
or probit when enough information is available. It is however, a means to take advantage of
available micro-level attributes when using aggregated outcomes that mitigates bias in the
dataset caused by aggregating explanatory variables (Steel & Holt, 1996 3 ; Train, 2009). The
major caveat of the GDVLOH model is that the limited number of groups also limits the
number of usable regressors. This in turn leads to additional heteroscedasticity due to
misspecification requiring that the user be especially careful when choosing the attributes.
However, the results that follow clearly show that valuable information can be retrieved from a
carefully specified GDVLOH model.
4.2. Empirical Model

The GDVLOH model is an adaptation of the GDVL which uses a logistic model in a
grouped dependent variable setting to estimate incentive payments that promote environmentally
healthy farm practices. This model incorporates the measurement error reported by the data
provider and captures error caused by misspecification or omitted variables. The GDVL model
considers a group of N agents, indexed by i , each making a binary choice. The choice outcome
variable Yi is either 1 or 0 depending on whether a certain alternative A is chosen or not. The
exact relationship between Yi and the set of K explanatory variables xi = ( xi1 ,..., xiK ) ' is known to
the respondents but is unknown to the researcher, and Pr[Yi = 1] = Pr [ηi < β'x i ] ; where ηi is the
i.i.d. logistic error term and β = (β1,..., βK ) ' is the vector of unknown parameters of interest.

3

Steel and Holt (1996) discuss ecological fallacy. While that is not the focus the ecological fallacy problem presents
similar data constraints and the GDVLOH model may be easily applied to address this problem.
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Suppose that the data provider observes each respondent’s choice but cannot disclose this
detailed information to the researcher. He/she can however, supply group averages of the
outcomes using non-empty subsets, Gj, j = 1,…, J, of the set of all respondents{1,…,N}, so that

∑

j

N

Gj

= N , where N

Gj

is the number of individuals in subset Gj and N

Gj

≥ 2 to comply with

disclosure contracts. Then the averages based on the individual responses that the interviewers
report are,

1
G
N j

∑

i∈G j

Yi . Extending the model presented in Chapter 3, not one but two additive

Gaussian white noises are considered, one in the data disclosure and another in the model
G
misspecification. The researcher then observes p , j = 1,..., J , corresponding to the random
j

variables
P

Gj

=

1
G
N j

∑

i∈G j

exp(β'x i )
+ωj ,
1 + exp(β'x i )

(4.1)

where error terms ω j = ε j + α j ; the sum of the measurement error, ε j , and model
misspecification error, α j . Assuming that ε j and α j are independent normal random variables,

ω j ~ N ( 0, σ ε2 j + σ α2 ) (Casella & Berger, 1990). The novelty of this approach is that it assumes
that the measurement error is observed, σ ε j , and uses this additional information in estimation of

β and σ α .
Equation (4.1) leads to the following likelihood for the jth group of observations
L (β , σ α p

Gj

, x i , ( i ∈ G j ), σ ε j ) = −

1
⎡ ln (σ ε2 j + σ α2 ) + ln(2π )
2⎣

⎧ Gj
1
1
p − Gj
+ 2
2 ⎨
σε j +σα ⎩
N

2
exp( β'x i ) ⎫ ⎤
∑ i∈G j 1 + exp(β'x ) ⎬ ⎥⎥ .
i ⎭ ⎦

(4.2)

The likelihood function (4.2) constitutes the basis for the ML method of estimating parameters of
interest, β and σ α and is maximized using Stata’s ML routine.
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4.3. A Monte Carlo Simulation Study

This simulation focuses on how the average variation in the disturbance changes
parameter estimation when the group sizes vary and the researcher has a fixed number of groups.
The data used are constructed in the same manner as simulation data used in section 3.3, in that
only the error associated with aggregation is considered: because there is no question of correct
specification in the simulated data the specification error, σ α , is omitted for now and the
simulations focus on the estimation of the parameters given σ ε j (in this section referred to simply
as σ j ). In effect σ α = 0 so the likelihood function used in the simulations now becomes
1
1
L(β p , xi , (i ∈ G j ), σ j ) = − ln(2πσ 2j ) − 2
2
2σ j
Gj

⎧ Gj
1
⎨ p − Gj
N
⎩

2

exp(β'x ) ⎫
∑ i∈G j 1 + exp(β'xi ) ⎬ .
i ⎭

(4.3)

The observed σ j is drawn from the uniform distribution such that the averages of σ j , σ j are
0.001, 0.01, and 0.1. It is then used to simulate the normal error ensuring that ε j has a different
variance for each group. The regressors xi1 and xi 2 are also drawn from the uniform distribution,
Unif (0, 20). As in section 3.3 each scenario is regressed once.
Reported is the relative difference between the true parameter values and the parameter

(

estimates as a percentage: 100* abs ⎡ β − βˆ
⎣
N

Gj

)

β ⎤ . The tables are divided into 3 panels for each
⎦

displaying results from each standard error for 4 different sample average response

probabilities (ARP) i.e. each table has 3 sets of groupings with 12 scenarios per group. The
columns are the ARP for the sample, an indicator of the parameters and the relative difference
for each set of σ j .
In order to make the simulations close to what a researcher may encounter, the
simulations work with the premise that the researcher’s geographic region is a state and examine
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two popular geopolitical groupings for any state: crop reporting districts and counties.
Depending on the scope of the project there may be 2, 5, or 10 surveyed individuals in each
G

group. This scenario translates into J = 10, 100 with N j = 2, 5, 10 resulting in N = 20, 50, 100
and N = 200, 500, 1,000, respectively. The parameters, (-1, 0.052)’, (-1, 0.18)’, (-1, 0.59)’ and (1, 1)’, are deemed the true parameter values, and are chosen to ensure that the ARP of each
sample is approximately 5%, 10%, 30%, and 50%, respectively.
Table 4.1 shows remarkable results for J = 100 when varying σ j with only 15% of the
estimates not rounding to the true parameter value (4% for σ j = 0.01 and 11% for σ j = 0.1) and
all the true values being within the 95% CI. Figure 4.1 condenses the information given in Table
4.1 showing the averages for each grouping over all the ARPs. Figure 4.2 shows the average
percent of the correct estimates. Both figures confirm trends that one expects to see as σ j
increases and also shows that even for a large sigma, σ j = 0.1, on average the largest difference
from the true parameter value is only 6.2%.
Table 4.2, which displays the simulation results for J = 10, provides additional insights.
Figure 4.3 condenses the information given in Table 4.2 showing the averages for each grouping
over all the ARPs. Figure 4.4 shows the average percent of the correct estimates. Here 53% of
the estimates do not round to the true parameter value (6% for σ j = 0.001, 18% for σ j = 0.01,
and 29% for σ j = 0.1), 10% where the true parameter value falls outside the 95% CI (3% for σ j
= 0.01, and 7% for σ j = 0.1, see Figure 4.5), and 18% and 15% that are statistically insignificant
at the 5% and 10% level, respectively (this is only the case for σ j = 0.1, see Figure 4.6).

Table 4.1
Relative difference of parameter estimates from true parameter values as a percentage; J=100*
G

500 respondents; N
σ j = .001
σ j = .01

Gj

=5
σ j =.1

G

1,000 respondents; N j = 10
σ j = .001
σ j = .01
σ j = .1

ARP

Par.

5%

β1

0.07

0.36

9.3

0.012

0.86

4.2

0.068

2.11

4

β2

0.142

3.077

8.846

0.029

4.038

7.884

0.167

8.077

12.308

β1

0.01

0.23

4.2

0.078

0.46

9

0.068

0.21

5.3

β2

0.022

0.833

4.444

0.111

0.667

13.333

0.083

0.2778

5.555

β1

0.003

0.003

0.6

0.006

0.23

3.1

0.019

0.43

0.2

β2

0.002

0.007

0.678

0.007

0.220

4.576

0.015

0.424

0.169

β1

0.015

0.34

1.4

0.028

0.05

3.5

0.11

0.21

4.7

β2

0.014

0.3

0.9

0.029

0.05

3.8

0.1

0.24

4.9

10%

30%

50%
*

200 respondents; N j = 2
σ j = .001
σ j = .01
σ j =0.1

All estimates have p-value < 0.000
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Table 4.2
Relative difference of parameter estimates from true parameter values as a percentage; J=10*

ARP

Par.

5%

β1
β2

10%

β1
β2

30%

β1
β2

50%

β1
β2

20 respondents; N
σ j = .001
σ j = .01

Gj

=2
σ j =.1

50 respondents; N
σ j = .001
σ j = .01

Gj

=5
σ j = .1

100 respondents; N
σ j = .001
σ j = .01

Gj

= 10
σ j = .1

0.37

2.52

16

1.35

6.1

1

0.12

3.3
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(0.000)
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(0.000)

(0.000)

(0.223)

(0.000)

(0.000)

(0.308)

1.154

17.885

130.769

3.269

15.577

53.846

0.192

3.846

253.84

(0.000)

(0.000)

(0.367)

(0.000)

(0.000)

(0.613)

(0.000)

(0.013)

(0.548)

0.482

0.09

25.9

1.46

8.2

124

3.18

13

92

(0.000)

(0.000)

(0.06)

(0.000)

(0.000)

(0.155)

(0.000)

(0.000)

(0.444)

0.6556

1.222

28.333

1.889

8.333

94.444

3.611

16.111

188.88

(0.000)

(0.000)

(0.009)

(0.000)

(0.000)

(0.200)

(0.000)

(0.000)

(0.211)

1.1

3.2

54.4

0.2

1.3

37

0.55

18.8

50

(0.000)

(0.000)

(0.001)

(0.000)

(0.000)

(0.016)

(0.000)

(0.000)

(0.034)

1

3.559

59.322

0.102

1.356

38.983

0.593

20.339

52.542

(0.000)

(0.000)

(0.004)

(0.000)

(0.000)

(0.027)

(0.000)

(0.000)

(0.080)

0.29

4.5

13

0.38

2.4

4

1

5.1

160

(0.000)

(0.000)

(0.004)

(0.000)

(0.000)

(0.003)

(0.000)

(0.000)

(0.129)

0.22

3.8

16

0.38

1.9

4

0.9

5.3

156

(0.000)

(0.000)

(0.007)

(0.000)

(0.000)

(0.003)

(0.000)

(0.000)

(0.142)

* p-values in parentheses
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Figure 4.1. Average percent change from true parameter value for J = 100.

Figure 4.2. Percentage of correct estimates for J = 100.
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Figure 4.3. Average percent change from true parameter value for J = 10.

Figure 4.4. Percentage of correct estimates for J = 10.

66

Figure 4.5. Percentage of estimates where the true parameter value falls outside of the 95%

CI, J = 10.
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Figure 4.6. Percentage of significant estimates where

Overall

= 0.1 and J = 10.
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As expected, when the groups drop from 100 to 10 there is a dramatic difference in the
number of accurate parameter estimates, from 85% to 47%. Despite this, the reader should not be
disheartened by the simulation results from crop reporting district scenario. The tables illustrate
that the model can retrieve accurate estimates if there are reasonably sized σ j 's , and even if this
is not the case, recommendations based on CI are reliable.
What is vital here is that the model allows the recovering of the main parameters of
interest—those in the standard logit model. The inaccurate estimates produced by the GDVLOH
model are in keeping with the literature in that higher levels of aggregation can dramatically
affect estimation results (Garrett, 2003). The simulations indicate that as σ j increases, or as the
number of groups decreases, the accuracy of the results decreases. To put the results in a
practical perspective, even when there is large variation in the sample ( σ j = 0.1), the model
works well when there are 100 groups or more. This is similar to the cases of data grouped by
counties (e.g. there are 99 counties in Iowa and 102 counties in Illinois). But the simulations also
indicate that researchers may need to be cautious of estimations where there are a small number
of groups (10 or less) with large variability within the groups. This is similar to the cases of data
grouped by crop reporting districts (e.g. Iowa and Illinois each have 9 crop reporting districts).
4.4. Illustration: Application to Iowa 1992 NRI Tillage Data
The GDVLOH model’s performance is further tested on the Iowa 1992 NRI tillage
choice data used in Kurkalova et al. (2006). This is a random sample of 1336 Iowa crop fields
averaging 17 fields per county and is therefore analogous to the simulation case where J = 100
and N

Gj

= 10 . This sample has been utilized by several studies so the goal here is simply to

compare the GDVLOH model to the logit and possibly identify how aggregation in this context
may change inferences (Steel & Holt, 1996; Greenland, 2001). A smaller number of the
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explanatory variables that were used in the Kurkalova et al. (2006) specification are used here.
The reader is asked to refer to that study for variable rationale. A variable list and summary
statistics are provided in Table 4.3.
Table 4.3
Sample summary statistics for 1992 NRI Iowa data
Variable

Description

Mean

SD

AdoptCTa

Conservation tillage (1-yes, 0-no)

0.63

0.48

AvgAdoptCTb

County average rate of conservation tillage
adoption

0.63

0.30

Corn

Corn (1-corn, 0-other crop)

0.57

0.50

LandSlope

Land slope

4.1

3.9

SoilPerm

Soil permeability

1.7

2.2

SoilAWC

Soil available water capacity

1.85

0.28

MaxTemp c

Mean of the daily maximum temperature

78.7

1.8

MinTemp c

Mean of the daily minimum temperature

55.57

2.02

Precip c

Mean of the daily precipitation

0.141

0.012

Tenant

County proportion of harvested cropland
operated by tenants

0.200

0.050

VarPrecipNr c

Interaction variable: variance of daily
precipitation and net returns to conventional
tillage

VarPrecipTenant c

Interaction variable: variance of daily
precipitation and Tenant

0.0221

0.0070

VarPrecipOfffarm c

Interaction variable: variance of daily
precipitation and per county proportion of
operators working off-farm

0.052

0.010

Interaction variable: variance of daily
precipitation and county average farm
operator age

5.56

0.97

Interaction variable: variance of daily
precipitation and per county proportion of
farms operators that are male

0.108

0.018

VarPrecipAge

c

VarPrecipMale c

14.1

3.7
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Table 4.3 (cont)
Variable

a
c

Description

NegNr

Negative NR to conventional tillage

σε j

Standard error of the mean of county
agents’ adoption choices

Mean
-128
0.094

SD
29
0.049

Dependent variable used in the logit. b Dependent variable used in the GDVLOH.
Weather variables use measurements collected during the corn growing season.

Two scenarios have been compared: one where the researcher observes individual choice
(the logit) and another where the responses of that sample are grouped by county and the
standard error of the mean, σ ε j , for each group is reported (the GDVLOH). In order to do the
latter the average per county of CT choice variables is calculated from the individual choice data.
One county did not meet the constraint of N

Gj

≥ 2 and was omitted from the sample leaving N =

1335 individuals for the logit and J = 98 counties for the GDVLOH regression. Table 4.4
presents the coefficient estimates, β k , for these regressions.
4.4.1. Results and discussion. The GDVLOH results are very promising when compared
to the logit. Some noteworthy observations relate to three explanatory variables, Precip, Tenant
and VarPrecipTenant where the sign and magnitude of the new model’s estimates differ from the
logit. This is not particularly troubling since these variables are highly insignificant in both
models. There are however three cases for concern: Corn, SoilPerm and VarPrecipOfffarm,
which have similar magnitudes and directions in both models but are significant at the 5% level
in the logit model and insignificant in the new model. The large and significant specification
error, σα , could further explain heteroscedasticity in the model leading to inaccurate estimates
(Downs & Rocke, 1979).
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Table 4.4
Logistic regression estimations vs. GDVLOH regression estimations*
Parameter Estimates
Variables

Logit

GDVLOH

Corn

0.326 (0.064)

0.537 (0.677)

LandSlope

0.010 (0.552)

0.069 (0.510)

SoilPerm

0.097 (0.013)

0.615 (0.125)

SoilAWC

1.223 (0.000)

4.080 (0.087)

MaxTemp

0.286 (0.000)

0.408 (0.003)

MinTemp

-0.310 (0.000)

-0.446 (0.005)

Precip

0.211 (0.982)

-7.234 (0.775)

Tenant

-0.353 (0.969)

40.020 (0.263)

VarPrecipNr

-0.445 (0.001)

-1.491 (0.017)

VarPrecipTenant

-17.962 (0.826)

309.320 (0.341)

VarPrecipOfffarm

-59.121 (0.000)

-43.175 (0.274)

VarPrecipAge

-0.177 (0.626)

-1.381 (0.241)

VarPrecipMale

99.825 (0.000)

214.447 (0.019)

NegNr

0.057 (0.000)

0.184 (0.010)

σα

0.261 (0.000)

Groups
*

1335

98

p-values in parentheses

The results of the illustration on the real data are consistent with the simulations in that
aggregation error usually makes it harder to obtain statistically significant estimates. The
difficulty may become especially pronounced when the model employs a large number of
explanatory variables, as in the example considered. The literature is clear that there are many
factors that affect decisions on the adoption of environmentally friendly agricultural practices
(see e.g., Knowler and Bradshaw (2006) for a comprehensive list of widely used variables). But
including too many of these factors with a small number of groups may decrease the degrees of
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freedom and result in statistically insignificant results. When faced with this problem one
should limit the number of regressors to only those that are deemed absolutely necessary to the
model as well as take steps to increase the number of groups. This in addition to including the
measure of misspecification should help improve the number of significant estimates.
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CHAPTER 5
Conclusion and Discussion
This dissertation presents a method of estimation of a binary choice model developed on
the premise that choice determinants data are available yet individual choice data are not.
Instead, only grouped, potentially imprecisely measured, choice data are assumed to be
obtainable. It also presents an adaptation of this model to observed heteroscedasticity which may
be useful in cases where researchers do not have access to individual choices but because of
confidentiality concerns are presented with the means of aggregated data together with observed
within group measurement error. The new approach provides the means to econometrically
separate the standard logit model error from the error arising from the aggregation of choice data.
The model performed well in applications to simulated data and in the ML estimation of
the logistic models of CT adoption with the choice data grouped by crops and counties and by
year, county and crop rotation. The model performs as expected when applied to observed
aggregated data and the results from all three real data applications show consistencies in
estimation of the normally and logistically distributed errors (i.e. the expert’s and researcher’s
errors). Estimation of these errors is useful in applications to discrete choice models that cannot
be estimated using the traditional approaches because of data unavailability. Econometric models
of this type have the potential to provide the estimates that are greatly needed to improve agrienvironmental policy design.
It is important that government policies be beneficial to both society and firms, that they
are easily implemented and allow agents flexibility. Public policy is implemented via several
vehicles (Feather & Cooper, 1995) but this study focuses on incentive payments necessary to
make CT fiscally attractive to non-adopters. Since farmers focus on profit maximization (Napier
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& Tucker, 2001) and do not typically consider social impact when making management
decisions (Uri, 1998) policy needs to be such that social loss is mitigated while maintaining
profitability. Minimizing these payments is also in the public’s best interest and one way to do
this is through development of policies that incorporate individual farm or field characteristics
and not assume homogeneity across broad geographic regions. This model allows analysis based
on micro-level data even when the data on choices are only available on the aggregate level. The
estimates of the average CT adoption subsidies obtained in this study range from $13/acre to
$18/acre for Iowa corn and soybean producers. These estimates result from the CTIC 2002 and
2004 farm management data which makes them one of the most recent predictions of the cost to
switch to benign farm practices available.
Nonpoint sources of agricultural pollution commonly have a greater offsite economic loss
when compared to onsite (Uri, 2000b). Recently, agricultural policy discussions have focused on
two new and increasingly widely-debated environmental concerns: agriculture’s effects on
carbon sequestration and greenhouse gas emissions and the increasing use of biomass for
bioenergy (Feng, Kurkalova, Kling, & Gassman, 2006; Secchi et al., 2011). While there may be
some decent (see Baker, Ochsner, Venterea, and Griffis (2007)), agricultural land is widely
thought to have great potential for expansion of carbon sequestration (Marland et al., 2001) and
is targeted in this effort. But if land-use change is factored in the equation, ethanol from corn
may not reduce greenhouse gas emissions (Kim, Kim, & Dale, 2009). Therefore the promotion
of sustainable agriculture is necessary to reduce farms environmental impact. Effective subsidies
must be competitive with market prices and maintained over time or farmers will withdraw fields
(Hill, 2001; Napier & Tucker, 2001). Unfortunately, those agents who have strong economic
goals may simply not buy into conservation programs (Sheeder & Lynne, 2011). Also as corn
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prices and productivity increase (Secchi, Tyndall, Schulte, & Asbjornsen, 2008; Elmore &
Taylor, 2011), the subsidies needed to achieve these goals will be increasingly costly (Smith et
al., 2007). A better understanding of the drivers of CT adoption will be ever more imperative.
In general, the proposed method could be especially attractive in estimation of binary
choice models in the disciplines in which reliable aggregated choice data are routinely available.
For example, agricultural production statistics are commonly reported on county or crop
reporting district basis, presenting an opportunity to estimate discrete choice models of the
adoption of many environmentally sensitive agricultural practices. Understanding the use of
alternative farming practices is imperative for design of cost-effective agri-environmental
policies (Claassen, Cattaneo, & Johansson, 2008; Secchi et al., 2008).
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Future Works
This section briefly discusses additional works that may result from this research. The list
below describes how this body of work may lead to studies on crop rotation determinants, a
model that addresses heteroscedastic variances through robust standard errors, another model
that allows for clustered variances and individual-level contributions to the likelihood function,
and finally, simulations using the current model.
1. Crop rotation attributes. There has been increasing interest in agriculture’s role in
promoting a healthier environment (see Schahczenski and Hill (2009) and Kurkalova
et al. (2010)). Specifically how crop rotation affects CT and carbon sequestration
(Dick et al., 1998; Kim & Dale, 2005). Evidence from Chapter 3 suggests that there is
no significant link between crop rotation and tillage choice in the study area.
Therefore, if one is convinced that rotation mechanisms do in fact aid healthy farm
practices then careful analysis of rotation choice determinants needs to be continued.
Further research on management systems can be accomplished via a simple logit or
probit. The soils database used in this study is a primary example of micro-level data
that is available for such analyses.
2. Heteroscedastic model. The GDVLOH model demonstrated in Chapter 4 shows that
accounting for aggregation or expert’s error as well as the misspecification error helps
to explain the causes of implied error in the dependent variable. Accounting for
observed heteroscedasticity is too unique a case to be widely applicable. Since it is
unlikely that the data are homoscedastic or that the changes in the variance can be
modeled, a more general form of the GDVL model that allows for robust variances
would be useful.
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3. Clustered variance. There may be another approach to the model worth examining.
In this study the adoption rate is treated as an expected value and is applied to each
group. But suppose one takes this expected value and applied it to each individual in
the group; the idea being that on average each agent would have the same expected
value. The problem now is that the within group error is no longer independently
distributed. A problem that may be solved using clustered standard errors. This would
dramatically increase the number of observations included in the likelihood function
and Stata’s ML routine could still be utilized with the option or clustered errors.
4. Simulations. It may be worthwhile to conduct an investigation of how changes to the
independent variables affect the probability of adoption and subsidy
recommendations. Of particular interest would be attributes such as net returns inputs,
climate change, weather shocks and time. These simulations could generate subsidy
supply curves and possibly forecast incentive payments if present conditions change.
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Appendix
I. Deriving the maximum likelihood function
yi =

⎡ exp ( β 1 x i11 + β 2 x i 21 )
exp ( β 1 x i12 + β 2 x i 22 )
exp ( β 1 x i13 + β 2 x i 23 ) ⎤
+
+
⎢
⎥
⎣ 1 + exp ( β 1 x i11 + β 2 x i 21 ) 1 + exp ( β 1 x i12 + β 2 x i 22 ) 1 + exp ( β 1 x i13 + β 2 x i 23 ) ⎦
+ ε i ; w here ε i ~ N ( 0, σ )
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Since ln L = ∑ ln Li , the log-likelihood of each observation/county is
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II. Stata Code
// Tara Wade
// October 28, 2009
// Last Update: July 18, 2011
// Log-likelihood with Sigma using d1 method
// The program estimates beta and ln(sigma)
program LL_lnsigma_paneld1_1
version 11
args todo b lnf g
tempvar xb last G avg
tempname se
mleval `xb' = `b', eq(1)
mleval `se' = `b', eq(2) scalar //we will estimate lns_e to ensure that the program
does not look for a negative value for sigma
scalar `se' = exp(`se')
//MY_panel conatins the panel ID.
sort `by'
local y $ML_y1
quietly
{
by `by': gen `last' = _n==_N
by `by': gen `G' = _N
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by `by': gen double `avg' = 1/`G'*sum(invlogit(`xb'))
mlsum `lnf' = -.5*(ln(2*_pi*`se'^2)+(`y' - `avg')^2/`se'^2) if `last' == 1
if (`todo'==0 | `lnf'==.) exit
// compute gradient
tempvar B
tempname dxb dse
by `by': gen double `B' = 1/`G'*sum(invlogit(`xb')/(1+exp(`xb')))
mlvecsum `lnf' `dxb' = (`y'-`avg')*`B'/`se'^2 if `last'==1, eq(1)
mlvecsum `lnf' `dse' = -1/`se'+(`y'-`avg')^2/`se'^3 if `last'==1, eq(2)
mat `g' = (`dxb',`dse')
}
end
// Tara Wade
// July 22, 2011
// Using panel data model d1
// This do file runs the ml regression
clear
set more off
set mem 500M
use "C:\Program Files\Stata11\Project\CTIC0204 Project\CTIC0204
Dataset071211\IA_CTIC0204_full_072211.dta"
global MY_panel ycrot
ml model d1debug LL_lnsigma_paneld1_1 (adopt: avg_adopt_ct = $rhs, nocons) /lnsigma,
diparm(lnsigma, exp label(sigma))
ml check
ml search adopt 0 1 /*Since avg_adopt_ct varies between 0 and 1*/
ml maximize, gradient difficult
//debug max
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Table A1
Cost inputs used in expected net returns calculations

Variable

Units

Source

Yield

Bu/acre

Calculated: CSR×α

Average Yield

Bu/acre

ISU Extension

Price received

$/bu

NASS

Tandem Disk

$/acre

ISU Extension

Chisel Plow

$/acre

ISU Extension

Field Cultivator

$/acre

ISU Extension

Nitrogen Applicator

$/acre

ISU Extension

Planter

$/acre

ISU Extension

Sprayer

$/acre

ISU Extension

Nitrogen

$/lb

NASS

Phosphate

$/lb

NASS

Potash

$/lb

NASS

$

ISU Extension

$/1000k

ISU Extension

Seed (Soybean)

$/50lb

ISU Extension

Labor, Insurance

$/hr, $

ISU Extension

Haul

$/bu

ISU Extension

Drying

$/bu

ISU Extension

Handling

$/bu

ISU Extension

Combine

$/acre

ISU Extension

$

ISU Extension

Cost

$/acre

Calculated

NR

$/acre

Calculated

Lime, herbicide, insecticide
Seed (Corn)

Insurance, Miscellaneous

