We explore the connection between the area law for entanglement and geometry by representing the entanglement entropies corresponding to all 2 N bipartitions of an N-party pure quantum system by means of a (generalized) adjacency matrix. In the cases where the representation is exact, the elements of that matrix coincide with the mutual information between pairs of sites. In others, it provides a very good approximation, and in all the cases it yields a natural entanglement contour which is similar to previous proposals. Moreover, for one-dimensional conformal invariant systems, the generalized adjacency matrix is given by the two-point correlator of an entanglement current operator.
Introduction.-Entanglement is one of the most relevant features of the quantum world, constituting the main resource in quantum technologies [1] [2] [3] and characterizing the different phases of quantum matter [4, 5] . In the last years, it has been put forward that even the basic fabric of space-time might be built upon entanglement via the holographic principle and tensor networks [6] [7] [8] [9] [10] [11] [12] . Indeed, this suggestive connection stems from the area law: the entanglement entropy of blocks of low energy states of local Hamiltonians is frequently proportional to the measure of the boundary separating the block from its environment [13] [14] [15] [16] , with at most logarithmic corrections [17] [18] [19] . Yet, there are relevant exceptions to the area law, such as the rainbow state [20] [21] [22] [23] [24] [25] [26] [27] and the Motzkin state [28] [29] [30] [31] [32] [33] [34] . In some of these cases, as we will show, an area law is indeed fulfilled for a geometry that differs from the geometry defined by the local structure of the Hamiltonian. Thus, given a quantum state, it is relevant to ask: what is the geometry suggested by the entanglement structure?
Consider a pure state |ψ of N qubits. There are 2 N possible subsets or blocks A ⊂ Ω of the whole system, and we can compute the von Neumann entropies (alternatively, Rényi entropies), for each, S A = −Tr A (ρ A log ρ A ), where ρ A = TrĀ|ψ ψ| and Tr A and TrĀ denote the partial traces on subset A and its complementĀ respectively. Let I ∈ {0, · · · , 2 N − 1} index the subsets through its binary expansion, and let us compute the entanglement entropies for all of them, {S I } 2 N −1 I=0 . The main question that we will answer is: does this set of entropies respond to an area law for some geometry?
Defining a geometry.-For the purpose of checking the area law, we shall define a geometry through an adjacency matrix, J, such that J i j = 1 when qubits i and j are connected or zero otherwise. Nonetheless, it is far more convenient to allow for weighted links, thus only imposing J i j > 0 when i is connected to j. Thus, the von Neumann entropy of a subset A should be given by the sum of the weights corresponding to the broken links:
of course, Rényi entropies can be employed, thus defining S (n) A and J (n) i j . Alternatively, a constant s 0 term may be added to the rhs of Eq. (1), which may constitute a topological entropy term 1 . If Eq. (1) holds, matrix J will be termed the entanglement adjacency matrix (EAM) of the state. Notice that J i j is the entanglement entropy that we gain by separating node i from node j. An equation similar to (1) has been considered in the context of emergent gravity [11] . We may ask now: are there any real quantum states for which expression (1) is exact or, at least, approximate?
Exact examples.-Let us start with the Affleck-KennedyLieb-Tasaki (AKLT) state on a spin-1 chain [35] , defined by its matrix product form built on the Pauli matrices, A
As it is known, the entanglement entropy follows a strict area law, with a log 2 entropy per cut. This fact is easily represented through Eq. (1) using a tridiagonal entanglement adjacency matrix J i j = log 2 if |i − j| = 1. Notice that, in this case, the entanglement adjacency matrix presents the same geometric structure as the parent Hamiltonian.
Next, let us consider valence bond states, where qubits are paired into maximally entangled Bell pairs, |Ψ = |i 1 , j 1 ⊗ · · · ⊗ |i m , j m , with m = N/2 (for even N) and |i, j =
In that case, Eq. (1) represents exactly the entanglement entropy of every partition, as long as J i j = log 2 iff i = i k and j = j k (or viceversa) for some k. Interestingly, such states approximate the ground states (GS) of strongly inhomogeneous free-fermionic Hamiltonian,
where c i stands for the annihilation operator for a spinless fermion on site i and t i j are the hoppings. If we set t i,i+1 = (1 + (−1) i δ ), and all other t i j = 0, for |δ | 1, the GS will approximate the dimer state, whose J i j = log 2 only for i = 2k −1 and j = 2k, for k = 1, 2, . . . are established among symmetric qubits with respect to the center: 20, 21] . Thus, all the entanglement entropies of the rainbow state are reproduced by Eq. (1) using J i j = log 2 iff i + j = N + 1, and zero otherwise. Notice that, in the rainbow case, the entanglement adjacency matrix is not emerging as a restriction on the adjacency matrix representing the Hamiltonian. In other words, an observer trying to determine the geometry from observations of the entanglement will not find the geometry of the Hamiltonian. A different case is provided by the Greenberger-HorneZeilinger (GHZ) state,
In this case, the entanglement entropy of all partitions is equal to log 2. It can be proved that Eq. (1) can only represent this situation making J i j = 0 for all i, j and s 0 = log 2. This amounts to the fact that the GHZ state does not have a geometrical interpretation in this framework.
Graphical representation.-In order to compute the entanglement entropies of a block one should add up the entries of the entanglement adjacency matrix connecting the block and the environment. See an illustration in Figs. 1(a) and (b), where the shaded areas correspond to the matrix entries that build up the entanglement entropies of blocks A and B. The mutual information of blocks A and B, defined by I(A : B) = S(A) + S(B) − S(A ∪ B) can also be computed directly from the entanglement adjacency matrix, adding up the matrix entries shaded in panel (c). The lower row refers to the graphical representation of the entanglement adjacency matrices for the exact cases we discussed before: (d) is the AKLT state, (e) the dimer state and (f) the rainbow state. This representation provides a quantum version of the Venn diagrams used in classical information theory [36] .
Properties of the entanglement adjacency matrix.-The entanglement entropy of site a can be easily obtained if s 0 = 0: S a = ∑ j =a J a j . Similarly, the entropy of a block composed by sites a and b is given by
Thus, we can find the mutual information between sites a and b, I(a : b),
thus providing a simple physical interpretation for J i j as the mutual information of the pair of sites, i, j. Mutual informations must be positive, thus reinforcing our notion that J i j ≥ 0 must hold if s 0 = 0. The interpretation of the entries of the entanglement adjacency matrix as mutual information of sites yields the next corollary: if Eq. (1) is exact, knowledge about the entanglement of all single sites and all pairs of sites is enough to determine it (see also [11] ).
Moreover, entanglement entropies should fulfill certain subadditivity conditions. Given any three subsets, A, B and C ⊂ Ω, the strong subadditivity condition must hold [36] ,
Whenever Eq. (1) holds, even with s 0 = 0, this inequality will hold too. A formal proof is provided in Appendix A.
Computing the entanglement adjacency matrix.-Eq. (1) attempts to represent 2 N entanglement entropy values using only N p = N(N − 1)/2 parameters (neglecting s 0 ). The relation between parameters and entropies is linear, expressed through
where I = (x 1 · · · x N ) denotes the binary expansion for the index of each block, i.e. x k = 1 if site k belongs to block I (and zero otherwise), and A is a 2 N × N p matrix with entries given by
, and zero otherwise. Eq. (6) is a strongly overdetermined linear system which will be, in general, incompatible. Yet, it is possible to find an approximate solution in the least-squares sense, using the equation
where (A † A) (i j),(i j ) = 2 N−1 if (i j) = (i j ) and 2 N−2 otherwise (see Appendix B). Eq. (7) is a linear system of N p equations for N p unknowns with a unique solution, but the computational cost is still exponential because it requires the evaluation of 2 N entropies. Nevertheless, an approximate solution can be found using a random sample of the total set of entropies.
Optimal entanglement adjacency matrices.-In this section, we show the results of this optimization procedure for cases where expression (1) is not exact, along with the relative error made. LetŜ I be the estimate obtained through Eq. (7). The error will be defined as
We first consider free-fermionic systems, described in Eq. (2). The GS of (2) is a Slater determinant built with orbitals U k,i which are eigenstates of the hopping matrix [t i j ]. The correlation matrix is defined as
where K denotes the set of occupied orbitals, which we will assume to be the half with negative energies. The von Neumann entropy for a block A is found from the eigenvalues of the restriction of C i j to that block,
(10) Once the entropy values are computed, the optimal entanglement adjacency matrix can be obtained by solving the set of linear Eqs. (7). In Fig. 2 we plot the J(r) = J 2,2+r with the distance r, for the dimerized Hamiltonian, which can be derived from the free-fermionic model expressed in Eq. (2), for t i,i+1 = 1 + (−1) i δ . From the figure, we can see that starting from a high value, J(r) decreases with r. Moreover, J(r) presents slowly decaying parity oscillations. A true shortranged behavior emerges as the GS configuration tends towards the dimer configuration for higher values of δ . Subsequently, we present a scaling of the error (E) estimated in all these cases with the system size N. The maximum error turns out to be < 4 × 10 −2 .
We next discuss the optimal entanglement adjacency matrix obtained for an interacting model, the XXZ model, expressed as , obtained for the conformal case (see Table I in Appendix C).
where S k i (k ∈ x, y, z) are the spin-1/2 operators at site i, ∆ denotes the anisotropy constant. We additionally consider periodic boundary condition. We carry out the same analysis as before and obtain the entanglement adjacency matrix by solving the set of linear Eqs. (7) . However, in this case, the entropy values cannot be obtained from the correlation matrix. Rather, we need to perform an exact diagonalization method and obtain the reduced density matrices directly from the GS itself. The behavior of J(r) = J 2,2+r with the distance r is depicted in Fig. 3 , for the following values of the anisotropy parameter ∆ = 0.0, 0.5, 1.0 (critical cases), and 3.0, 5.0 (noncritical cases). In general, spin and the fermion representation leads to different reduced density matrix for non-consecutive blocks [38] . In our case, in order to obtain the optimized geometry, as we consider both consecutive and non-consecutive blocks, a clear difference emerges in the behavior of J(r) obtained in this case. We observe that unlike the fermionic case, the profile of J(r) obtained using spin representation does not exhibit the parity oscillations. The maximum error estimated in this case turns out to be 6 × 10 −2 .
Entanglement contour.-The entanglement contour for a given block A, introduced by Chen and Vidal [39] (see also [24, [40] [41] [42] [43] [44] [45] ), is a positive partition of the entanglement entropy associated to the block sites, i.e. a function s A (i) with i ∈ A, such that
Interestingly, the entanglement adjacency matrix provides a natural entanglement contour, using expression (1),
For free-fermion models, a proposal for the contour is [39] 
where
p,i is the eigenvector, with eigenvalue ν p , of the correlation matrix (9) restricted to the block A. Fig. 4 shows that the contours (13) and (14) for a free-fermion model are very similar. Analogously to (14) , an ansatz for the entries of the J matrix is
where Φ (Ā) p, j is the eigenfunction, with eigenvalue ν p , of the correlation matrix (9) restricted to the blockĀ, and the average is taken over all bipartitions. Employing (15) to find J i j presents some numerical instabilities which do not arise when using (7) . This equation however provides a physical interpretation of J i j for free-fermion models. Entanglement current.-The entanglement entropy of the ground state of a conformal field theory (CFT) for an interval A = (u, v) embedded in the infinite line is given by [17] [18] [19] 
where c is the central charge and ε > 0 a UV cut-off. Eq. (16) can be obtained from a continuous version of (1)
with
This equation indicates that J(x, y) is the two point correlator, on the complex plane, of a current operator J, whose integration along segments, as in Eq. (17), is invariant under reparametrizations. J(x, y)dxdy represents the amount of entanglement between the intervals (x, x + dx) and (y, y + dy). This interpretation of J holds in more general situations. Indeed, using the construction by Cardy and Tonni for entanglement Hamiltonians in CFT [46] , we can show that Eq. (17) reproduces the values of S A , for the space-time geometries Σ, that are conformally equivalent to an annulus. In these cases J(x, y) is given by the two point correlator (see Appendix C)
In Eq. (16) we neglected a constant term in S A that depends on non-universal data and boundary entropies [19] . We expect the latter term to be given by A dx J(x)ϒ for some operator ϒ associated to the boundary conditions at the entangling points of A. Applying (17) and (18) to two disconnected intervals on a line gives the formula derived for S A in [19] (see Appendix C), but misses the term that depends on the harmonic ratio of the entangling points [47] [48] [49] [50] [51] [52] [53] . It is an interesting problem whether this term can be captured by an extension of this approach. The current operator can be written as J µ = ∂ µ φ , where φ is a massless boson, that implies its conservation, i.e. ∂ µ J µ = 0. If the scalar field φ has a mass m, one can derive from (17) the entropy S A c 3 log(ξ /ε), that corresponds to a massive field theory in the scaling limit with correlation length ξ = 1/m [19] . Eqs. (17) and (19) can be generalized to models in D spatial dimensions recovering the area law for S A .
Eq. (4) and Eq. (18) seem to suggest that the mutual information I(x : y) in CFT has a universal scaling behaviour |x−y| −2 . This property holds for the free-fermion model studied above but not in general. A recent example was studied in ref. [54] , who found that I(x : y) ∝ |x − y| −η with η = 1/2 for the critical Ising model, and η = 1 for the XX spin model [54] . The latter results does not contradict (4) , that was derived under the assumption that (1) is exact, while in most models it will be an approximation.
Discussions.-To summarize, in this work, we introduced a framework to unveil the geometry suggested by the entanglement structure of any quantum many-body state. The optimal geometry is characterized by the elements of a generalized adjacency matrix, which is obtained by exploring the entanglement entropies computed for all possible bipartitions of the many-body state. We noted that in some cases, the optimal geometry turns out to be a mere restriction on the adjacency matrices describing the local structure of the Hamiltonian of the system. In contrast, for some other cases, e.g. rainbow state, it is found to be completely different from that suggested by the parent Hamiltonian of the model. We later showed how the optimized geometries can provide a natural route to compute the entanglement contour, introduced for non-interacting models. A possible generalization of the formalism for the interacting cases is also discussed. Finally, we showed that for a conformal invariant system, the elements of the generalized adjacency matrices can be related to the two-point correlator of an entanglement current operator. This field theory realization leads to think of entanglement as a flow among the parts of the system, in analogy to the flow of energy that is characterized by the stress tensor. Both entanglement and energy are, after all, fundamental resources of a physical theory [55] . It will also be interesting to analyze the relation of our approach to the geometry proposed for tensor networks [12] and to holography in static and dynamic scenarios [45, 56] . As a possible application of the formalism to other physical models, we plan to explore quantum disordered and quantum quenched systems in our future works. 
Let us first prove a very useful
Lemma: a partition of the nodes into blocks leads to an effective entanglement adjacency matrix neglecting the intra-block links and adding the inter-block ones. In other terms, if we define blocks
if k = l and J B kk = 0. Then, Eq. (1) still holds for partitions which do not break the blocks. The effective entanglement adjacency matrix entries retain their physical meaning of mutual informations.
Using this lemma, we can prove the strong subadditivity condition of three subsets of Ω, A, B and C. First of all, we find the effective entanglement adjacency matrix in which blocks A, B and C become sites a, b and c, with the rest of the system invariant (or renormalized into a d site, it does not change the results). Then we can prove the following:
which is the site equivalent of Eq. (5). We can compute each of the terms: In all these cases, the space-time left after the removal of the disk, or discs, can be mapped to an annulus A, of heigh 2π and width W A , by the conformal transformations given in Table I . Table I . Conformal maps f (z) from the geometries of Figs. 6 into the annulus of widths W A and the corresponding functions g(x, y). In the cases II, III,V , the length of A is denoted by .
Two disjoint intervals in the infinite line
Let us apply Eqs. (17) and (18) to compute the entanglement entropy of the ground state for two disjoint intervals A = (u 1 , v 1 )∪ (u 2 , v 2 ) (with u 1 < v 1 < u 2 < v 2 ). Choosing the regularization
one finds (discarding the cutoff ε)
This results agrees with the one first obtained in [19] . There is however a missing additive term in this expression of S A that depends on the harmonic ratio x = (u 1 − v 1 )(u 2 − v 2 )/((u 1 − u 2 )(v 1 − v 2 )) and the operator content of the CFT, and not only on the central charge [47-50, 52, 53] .. Extensive analytic and numerical work has been devoted to this problem but, to our knowledge, there is no a general analytic formula for S A (see [53] for a summary and an extended list of references). The generalization of (C15) to more than two intervals is straightforward.
