This paper discusses the question whether the discrete spectrum of the Laplace-Beltrami operator is infinite or finite. The borderline-behavior of the curvatures for this problem will be completely determined. Although the topological property of a given manifold M is reflected in that of the cut locus Cut(p0) of a point p0 of M , the main theorem is irrelevant to the property of the cut locus Cut(p0). Indeed, it concerns only the Ricci curvatures of the radial direction on M \Cut(p0), the complement of the cut locus.
Introduction
The Laplace-Beltrami operator ∆ on a noncompact complete Riemannian manifold (M, g) is essentially self-adjoit on C ∞ 0 (M ) and its self-adjoit extension to L 2 (M ) has been studied by several authors from various points of view. In many cases, the bottom of the essential spectrum of −∆ will be positive (see Brooks [B] ), and the discrete spectrum will appear below this bottom number. The purpose of this paper is to determine the borderline-behavior of curvatures for the question whether the Laplace-Beltrami operator −∆ has a finite or infinite number of the discrete spectrum. The Rellich's lemma (see, for example, M. Taylor [T] ) suggests that this problem depends on the geometry of manifolds at infinity. In the case of Schrödinger operators −∆ + V on the Euclidean space R n , the borderline-behavior − (see Reed-Simon [R-S] pp. 169 and Kirsh-S [Ki-S] ), which is equivalent to the Hardy's inequality −
. Our proof will be concerned with this borderline-behavior of the Hardy's inequality (see Proposition 2.1 in section 2) and use the classical transplantation method adopted by S. Y. Cheng [C] .
The main theorem of this paper is the following:
) be an n-dimensional complete Riemannian manifold and p 0 be a point of M . We set r( * ) := dist( * , p 0 ) and denote by Cut(p 0 ) the cut locus of p 0 . Assume that
for some constant κ > 0 and that there exist positive constants R 0 and β, satisfying β > 1 (n−1) 2 , such that
where ∇r stands for the gradient of the function r. Then the set
Although the topological property of manifolds is reflected in that of the cut locus, the theorem above does not concern the property of the cut locus at all but only the Ricci curvatures of the radial direction on the complement of the cut locus.
The following proposition shows that the curvature assumption in Theorem 1.1 is sharp:
Riemannian manifold and assume that the radial curvature
and there exists constants κ > 0, R 0 > 0 and β = 1 (n−1) 2 such that
, ∞ , and furthermore, σ disc (−∆) ∩ 0, Indeed, under the assumptions in Proposition 1.1, Ric (∇r, ∇r) = (n − 1)K(r) = (n − 1) −κ + β r 2 , and hence, the lower bound of the Ricci curvature in Theorem 1.1 is sharp. That is, the borderline-behavior of curvatures for our problem can be said to be −κ + 1 {(n−1)r} 2 . See also [A-Ku] Theorem 3.1 for the finiteness-result on not necessarily rotationally symmetric manifolds.
Construction of a model space and eigenfunction
In this section, we shall construct a model space and study the property of an eigenfunction, which will be transplanted on M to prove Theorem 1.1. Let R min : [0, ∞) → (−∞, 0] be a nonpositive-valued continuous function satisfying
where κ > 0 and R 1 > R 0 are constants. Using this function R min (t), consider the solution J(t) to the following classical Jacobi equation:
and set
Using this function J, let us consider a model space:
where r is the Euclidean distance to the origin and g S n−1 (1) stands for the standard metric on the unit sphere S n−1 (1). Then, the Laplacian comparison theorem (see Kasue [Ka] ) implies that
This inequality (2) is known to hold on M in the sense of distribution. Note that J(t) ≥ t > 0 due to the non-positivity of R min , and hence,
exists for all t ∈ (0, ∞).
Since
J(t) satisfies the Riccati equation
and R min (t) satisfies (1), it is not hard to see that the solution S(t) to this equation (3) has the asymptotic behavior
The following proposition serves to construct an eigenfunction on our model space M model : Proposition 2.1. For any R > 0 and δ > 0, consider the following eigenvalue problem ( * ):
Then, the first eigenvalue −λ 1 = −λ 1 (δ, R, k) of this problem ( * ) is negative, if k > 2 exp 12 δ ∧ 1 . Here, we write exp
where k > 2 is a large positive constant defined later. Set ϕ(x) := χ(x)x 1 2 . Then, the direct computation shows that
Integrating the both sides over [R, 2kR] , we have
Hence,
Therefore, mini-max principle implies that the first eigenvalue of the problem ( * ) is negative, if k > 2 exp 12 δ ∧ 1 . From our assumption β(n − 1) 2 > 1, we can choose small constant δ > 0 so that
For a fixed constant k > 2 exp 12 δ ∧ 1 , let −λ 1 = −λ 1 (k, R, δ) < 0 be the first Dirichlet eigenvalue of the problem ( * ) and ϕ 1 (x) be the corresponding eigenfunction. Then, we have
Then, direct computations show that
As for the last term − n−1 2 S(x) ϕ 1 (x) 2 ′ , we calculate
and hence,
where we have used equations (3) and (6). Here, by (1) and (4),
and, therefore,
Since β(n − 1)
for R ≥ R 0 (n, β, κ, δ). Now, for y ∈ M model , we set
Then, integrating (7) over S n−1 (1) with its standard measure, we have 
for R ≥ R(n, β, κ, δ). If we denote by ϕ 1 the first Dirichlet eigenfunction of this ball B(2kR) M model , ϕ 1 is radial, that is,
for some function h 1 : [0, 2kR] → R and h 1 satisfies the equation
on the interval (0, 2kR]. Since h 1 takes the same sign on [0, 2kR) (by maximum principle, or see Prüfer [P] ), we may assume that
Here, we claim the following crucial fact for our proof:
Lemma 2.1. Under the assumption (10), h 1 satisfies
Proof. The proof is by contradiction. First, let us assume that h ′ 1 (2kR) = 0. Then, since h 1 satisfies (9) and h 1 (2kR) = 0, h 1 (x) ≡ 0 which contradict our assumption (10). Therefore, we see that h ′ 1 (2kR) < 0 by (10) and h 1 (2kR) = 0. Next, let us assume that h ′ 1 (x 0 ) > 0 for some x 0 ∈ (0, 2kR). Then, h 1 must takes a minimal value at a point, say
by our assumption (10). However, this contradicts our assumption that h 1 takes a minimal value at x 1 . Therefore,
f (x) , we see that
and hence, by (9),
Two equations h ′ 1 (0) = 0 and (13) imply that 0 is a maximal point of h 1 . However, this contradicts our assertion, proved above, that x 1 = 0 is a minimal point of h 1 .
Thus, we have proved that
However, if h ′ 1 (x 2 ) = 0 for some x 2 ∈ (0, 2kR), x 2 must be a maximal point of h 1 by the same reason as is seen in (12). Therefore, h ′ 1 (x 2 − ε) > 0 for small ε > 0. This also leads to a contradiction as is seen above. Thus, we have proved (11).
3 Proof of Theorem 1.1
Let us start with notations involving the cut points of p 0 . We set
We identify U p0 M with the standard unite sphere (S n−1 (1), g 0 ) and write the Riemannian measure dv g on the domain exp p0 (D p0 ) as follows:
where r = dist (p 0 , * ) and dµ n−1 is the Riemannian measure on the (n − 1)-dimensional standard unit sphere U p0 M . As in S. y. Cheng [C] , we use the transplantation method.
where h 1 is the function defined by (8). Then F ∈ W 1,2 c (B(p 0 , R)) and
where we have used (10) and (11) at the first inequality, and (10), (11), ∆r = ∂r √ g √ g , and (2) at the second inequality, and (9) at the last line. Therefore, integrating both side of this inequality over U p0 M , we see that This inequality holds for all R ≥ R 0 (n, β, κ, δ), and hence, setting R i = R 0 (n, β, κ, δ)+ i and considering the corresponding functions F Ri as above, we get the sequence {F Ri } of functions in W 
