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rapporteurs de ce mémoire, José Antonio Carrillo, Marie Doumic et Frédéric Lagoutière, ont
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2 Un modèle semi-linéaire hyperbolique de chimiotactisme 23
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2.3 Simulations et limites du modèle . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
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II Modèle pour la formation de biofilms 73
6 Modélisation des biofilms 75
6.1 Qu’est-ce qu’un biofilm ? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
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7.1 Modèle hydrodynamique de formation de biofilms de cyanobactéries . . . . . . . 82
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– la thèse de Monika Twarogowska, soutenue en février 2012 à l’Università Dell’Aquila, qui
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Ce manuscrit présente les travaux effectués dans deux domaines : l’étude mathématique,
analytique et numérique, de modèles de chimiotactisme et l’étude de modèles pour la forma-
tion de biofilms, en utilisant des systèmes d’équations aux dérivées partielles. Ces deux sujets
entrent dans un cadre commun, l’étude mathématique des diverses formes de comportement
collectif qui cherche à comprendre comment des individus s’organisent et communiquent. Les
exemples de tels comportements ne manquent pas dans la nature, observables à des échelles très
différentes : des bancs de poissons aux essaims, des corps de fructification pluricellulaires des
myxobactéries aux tourbillons de phytoplanctons. Tous ces phénomènes peuvent être modélisés
par des interactions entre particules au niveau microscopique ou macroscopique. A noter que
les deux phénomènes de chimiotactisme et de croissance de biofilms ne sont pas totalement
déconnectés, puisque certaines bactéries comme Escheriscia Coli ou Pseudomonas Aeruginosa
pratiquent les deux. On citera de nombreuses études biologiques mettant en évidence l’effet
du chimiotactisme sur la formation de biofilms [138, 144] ou une étude récente qui utilise des
modèles de type chimiotactisme pour modéliser la formation de biofilms [68].
Les buts et les techniques employées pour mener à bien ces recherches sont communs aux
deux parties : nous nous attachons à comparer les solutions des modèles mathématiques avec
les résultats d’expériences menées par des biologistes. Les moyens mis en œuvre pour y par-
venir sont les mêmes, à savoir l’utilisation de systèmes d’EDPs de type hyperbolique. Enfin,
la procédure mise en place est identique : dans la phase d’étude mathématique, nous essayons
de croiser les renseignements donnés par l’analyse et les résultats obtenus numériquement.
Ainsi, les résultats analytiques trouvés nous permettent de valider les méthodes numériques
employées et nous indiquent également sur quel type de méthodes se concentrer, par exemple
les méthodes qui préservent les solutions stationnaires en tentant compte des termes sources ou
qui préservent l’asymptotique. En retour, les simulations numériques nous donnent des pistes
pour l’étude analytique du système, comme le type de solutions stationnaires avec zones de
vide. Entre les deux parties, un lien naturel existe puisque nous nous basons sur des tech-
niques similaires pour les études analytiques et numériques des modèles proposés et puisque
les résultats obtenus dans une partie alimentent notre réflexion sur les modèles à utiliser dans
l’autre partie. Voici quelques exemples parlants de problématiques qui se répètent au long du
manuscrit :
– traitement numérique des termes sources et équilibre avec les termes de flux aux chapitres
2, 3 et 4,
– traitement numérique des zones de vide aux chapitres 3 et 7,
– comparaison des comportements entre systèmes hyperbolique et parabolique aux chapitres
2 et 3,
– classification de solutions stationnaires aux chapitres 2 et 3,
– stabilité des états stationnaires aux chapitres 2 et 7.
Plus précisément, dans la première partie, nous cherchons à répondre aux questions sui-
vantes : est-ce qu’un modèle hyperbolique est nécessaire pour modéliser le chimiotactisme ?
Présente-t-il des propriétés différentes d’un modèle parabolique, plus simple à étudier ? Et, si
la réponse est oui à ces deux questions, quel modèle hyperbolique choisir ? La complexité d’un
modèle non-linéaire avec des termes inertiels est elle nécessaire ? Les études présentées ici nous
permettront de répondre en partie à ces questions et d’envisager des applications des modèles
étudiés.
L’objectif de la deuxième partie est de proposer un modèle pour la formation de biofilms qui
décrive finement l’évolution spatiale du biofilm, en montrant une vitesse de propagation finie
du front. Là aussi, l’étude du modèle hyperbolique envisagé permet de valider notre approche
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et nous pouvons utiliser le modèle pour tester différentes influences, comme celle de la lumière
ou encore l’étendre à des situations plus compliquées, comme la formation de biofilms sur des
dispositifs en mouvement. Il est à noter que la deuxième partie sur la modélisation pour la
formation de biofilms est encore en plein développement et que plusieurs projets associés sont
en cours, mais pas encore aboutis, ou sont en train de renâıtre après une phase de latence.
En particulier, des comparaisons plus poussées avec des expériences sont prévues, même si les
résultats présentés ici sont nés de nombreuses discussions avec des biologistes. De nombreux
contacts ont d’ailleurs été noués ou repris à l’occasion d’une conférence interdisciplinaire orga-
nisée à Nice en juin 2014 et devraient permettre d’obtenir des résultats d’expérience à comparer
avec notre modèle. Ce point sera détaillé au chapitre 8, consacré aux perspectives sur ce sujet.
Dans ce qui suit, on trouve quelques détails supplémentaires sur les travaux des chapitres à
venir et leur positionnement par rapport aux travaux existants.
Partie 1 : Etude mathématique de modèles hyperboliques pour le
chimiotactisme
Nous présentons les modèles classiques de chimiotactisme au chapitre 1 et les perspectives
envisagées sur ce sujet au chapitre 5.
Un modèle semi-linéaire de chimiotactisme. Le chapitre 2 présente l’étude du modèle
semi-linéaire (1.4), aussi bien au niveau théorique que numérique. Nous nous servons, en ef-
fet, des propriétés prouvées au niveau théorique pour construire des schémas numériques et,
réciproquement, nous essayons d’appréhender un comportement général à l’aide de simulations
numériques. Ce modèle a été dérivé à partir de modèles cinétiques [146, 85] et sa partie flux
est la même que celle du système des ondes dissipatives (ou de Cattaneo ou de la chaleur
hyperbolique).
Nous commençons donc l’analyse du modèle semi-linéaire par la stabilité de ses solutions
stationnaires et nous prouvons au passage un résultat d’existence globale en dimension 1 pour
des données initiales proches des états stationnaires constants stables [Ra7]. Ces résultats sont
établis aussi bien sur R tout entier que sur un intervalle borné de R. Une première exten-
sion en dimension 2 est présentée ici [Ra6] et est développée dans [61]. L’étude des solutions
stationnaires pour le système parabolique de Keller-Segel (1.1) a déjà été effectuée en détails
dans [143] et on remarque que dans le cas d’un intervalle borné avec conditions de type ” no-
flux ”, les solutions stationnaires cöıncident, mais peut-être pas la stabilité. Dans [Ra7], nous
étudions donc théoriquement et numériquement la stabilité de ces solutions stationnaires pour
le système hyperbolique. L’existence globale de solutions pour le système semi-linéaire a déjà
été étudiée en 1D dans [97, 100, 101] mais sous des hypothèses assez restrictives de majoration
des termes sources non linéaires, nous généralisons donc ces résultats en 1D et 2D sans hy-
pothèse restrictive en utilisant des estimations fines sur le système des ondes dissipatives [20].
Nous proposons également des résultats d’existence globale sur un domaine borné de R avec
conditions de type ” no-flux ” aux bords, ce qui n’avait pas été étudié à notre connaissance.
Quant au 2D, jusqu’alors, l’étude était surtout numérique [64].
Enfin, un schéma de type Asymptotic High Order est introduit afin d’approcher correctement
les solutions stationnaires, constantes et non constantes et des conditions aux bords discrètes
adaptées sont calculées dans le cas des conditions aux limites de type ” no-flux ” [Ra5]. En
effet, nous avons mis en évidence la difficulté de stabiliser le flux numérique (qui doit être
nul asymptotiquement, au vu de la théorie) par un simple schéma upwind car les solutions
stationnaires non constantes sont très concentrées à l’origine. Il est donc nécessaire d’introduire
des méthodes adaptées au calcul précis des solutions stationnaires, en équilibrant le flux et le
terme source. En s’inspirant des schémas de type Asymptotic High Order [5] pour des systèmes
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hyperboliques dissipatifs qui proposent un traitement efficace du terme source, nous les avons
améliorés sur deux points : ajout d’un terme source et calcul de conditions aux bords discrètes
adaptées à la conservation de la masse. A noter que ces schémas ne nécessitent aucune expression
exacte des solutions stationnaires, contrairement à certaines méthodes de type well balanced.
Ces résultats ont été ensuite retrouvés dans [82, 83] par des méthodes de type well balanced, qui
donnent des résultats tout à fait comparables. Les limites du modèle sont également présentées,
en particulier l’explosion des solutions en 1D pour des masses assez élevées car le système ne
conserve pas la positivité des densités.
Un modèle quasi-linéaire de chimiotactisme. Au chapitre 3, nous adoptons la même
démarche qu’au chapitre précédent, à savoir associer des résultats théoriques et numériques
en parallèle. Le modèle (1.5) que l’on considère à présent a été introduit afin de modéliser la
formation de vaisseaux sanguins dans [147] et sa partie flux correspond au système d’Euler
isentropique. Il a été utilisé pour effectuer des simulations numériques [38], mais a été peu
étudié théoriquement [62, 61].
Comme précédemment, nous étudions pour commencer les solutions stationnaires du systè-
me en 1D et nous nous intéressons particulièrement aux solutions stationnaires contenant une
zone de vide, où la densité est nulle. De nombreux résultats d’existence de solutions stationnaires
avec vide d’énergie minimale en dimension quelconque pour les étoiles gazeuses sont présents
dans la littérature [140] et restent valables dans ce contexte, car les modèles employés dans
les deux domaines, modélisation de la vasculogénèse et des étoiles gazeuses, sont extrêmement
proches. Cependant, grâce à des simulations numériques, nous observons asymptotiquement
toute une zoologie de solutions stationnaires avec une ou plusieurs zones de vide, d’énergie
minimale ou non. Dans [Rs1], nous arrivons à classifier entièrement en 1D ces solutions que
ce soit sur R tout entier ou sur un intervalle borné de R et, à notre connaissance, il n’existait
pas jusqu’alors de classification complète de ce type sur un intervalle borné. De plus, nous
ordonnons l’infinité de solutions obtenues en fonction de leur énergie. Il est à noter que dans
le cas de R tout entier l’existence et l’unicité de telles solutions stationnaires avaient déjà été
prouvées dans [11, 29] à l’aide d’une technique différente de la nôtre : les solutions ne sont pas
construites explicitement et sont cherchées comme minimiseurs d’une énergie bien choisie.
En revanche, l’étude de la stabilité de telles solutions ne peut se faire que numériquement.
On a besoin pour cela d’un schéma encore une fois adapté autour des solutions stationnaires.
Le caractère non linéaire des équations fait que l’on est amené à utiliser une technique de
type reconstruction aux interfaces, en s’inspirant pour le traitement de la source de [9], qui
étudie les équations de St Venant 1, et de [26], qui traite le système d’Euler compressible mais
sans chimiotactisme. La technique se rapproche de [78], mais nous avons à considérer en plus
le traitement numérique du vide par des solveurs adaptés, car le terme de pression que l’on
considère est non linéaire [Ra1]. Les résultats numériques obtenus dans [14] par une méthode
de type solveur de Riemann modifié cöıncident avec les nôtres.
Enfin, en vue d’établir une comparaison entre modèle parabolique et modèle hyperbolique,
nous considérons la limite temps long-forte friction du système, comme établi dans [119] sans
chimiotactisme ou dans [58]. Ces deux articles se placent sur R entier, alors qu’ici, nous nous
plaçons sur un intervalle borné, et aucune dilatation d’espace ne peut être prise en compte. Nous
montrons alors dans [Ra2] une propriété asymptotic preserving du schéma dans l’esprit de [26]
pour le cas sans chimiotactisme. Construire un schéma asymptotic preserving est une tâche
délicate [40, 39, 16]. Ici, nous obtenons un premier résultat surprenant, à savoir que le choix
de la reconstruction utilisée est essentiel pour garantir la propriété asymptotic preserving. En
utilisant le schéma mis au point, nous étudions les comportements en temps long des systèmes
hyperbolique et parabolique et nous observons numériquement des différences entre les états
1. avec des solutions stationnaires connues explicitement
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asymptotiques de ces deux systèmes, contrairement au cas semi-linéaire.
Applications des modèles de chimiotactisme. Le chapitre 4 est composé de deux ap-
plications distinctes du chimiotactisme. Nous commençons par présenter l’étude du modèle
semi-linéaire (1.4) sur un graphe, qui correspond aux articles [Ra3] et [Rp1] et qui cherche à
reproduire le déplacement des fibroblastes sur un réseau de fibres via le chimiotactisme. Le
mouvement des fibroblastes sur chaque arc est décrit par le modèle hyperbolique semi-linéaire
(1.4) de chimiotactisme 1D étudié au chapitre 2. A noter que la dimension 1 est particulièrement
adaptée à l’étude décrite ici. Nous proposons alors un modèle complet, en précisant les condi-
tions de transmission aux nœuds. Nous proposons également un schéma numérique d’ordre
élevé asymptotique, en s’inspirant du schéma calculé pour un intervalle à la section 2.2, afin
d’effectuer des simulations.
L’étude de lois de conservation ou de l’équation des ondes sur un réseau a déjà été considérée,
par exemple dans [81] pour le trafic routier, ou dans [55, 159] pour des cordes flexibles dis-
tribuées le long d’un graphe planaire. Cependant, cette étude est une des deux premières des
équations du chimiotactisme sur un réseau ; la 2e a été développée en même temps que la nôtre et
indépendamment dans [23] et concerne le modèle parabolique 1D de Keller-Segel sur un réseau.
A noter que dans un but applicatif similaire, un modèle cinétique 3D de mouvements de cel-
lules sur une matrice extra-cellulaire a été proposé dans [43] et que notre modèle peut être vu
comme une réduction 1D à un réseau de ce modèle 3D. De plus, les conditions de transmission
employées sont en elles-mêmes originales dans ce contexte, car la plupart des modèles d’EDPs,
comme celui de [23], utilisent la continuité des densités aux nœuds, alors que nous proposons
ici d’imposer la continuité des flux. Enfin, c’est, à notre connaissance, une des premières études
de schéma préservant les solutions stationnaires adapté à un réseau.
La deuxième partie du chapitre est consacrée à des modèles de poursuite-évasion, en prenant
comme brique de base les modèles de chimiotactisme usuels [Rs3]. Nous considérons deux
populations distinctes en interaction, une de proies et l’autre de prédateurs, réagissant selon un
principe d’attraction-répulsion. Nous négligeons les interactions à l’intérieur des populations et
nous proposons des modèles de chimiotactisme couplés en lien avec les modèles d’EDOs sous-
jacents. Il est intéressant de noter que le phénomène d’explosion pour le modèle de Keller-Segel
n’est pas présent dans ce cas, comme le montre un résultat d’existence globale et d’unicité de
solutions pour le système étudié.
Des modèles de poursuite-évasion ont été déjà proposés dans le contexte de modèles de jeux
de poursuite-évasion liés à l’équation d’Hamilton-Jacobi [10, 110] ou d’ équations paraboliques
couplées dans [150, 149, 148, 13] pour reproduire la formation de ” hotspots ” de l’activité
criminelle. Les deux articles [73, 158] étudient des modèles relativement proches du nôtre mais
avec une définition des mécanismes d’attraction-répulsion différente et le but de leur étude
est assez éloigné : recherche de solutions stationnaires et de leur stabilité. On remarque que
la littérature concernant différentes populations en interaction est assez étendue [72, 99, 117],
en comparaison des résultats concernant des espèces en compétition. Dans [59], les auteurs
s’intéressent à un cadre commun à ces deux situations et montrent des résultats d’existence
de solutions mesures faibles et d’unicité dans le cas de potentiels réguliers, en utilisant des
techniques différentes dans les deux cas.
Partie 2 : Modèle pour la formation de biofilms
On présente les modèles classiques de formation de biofilms au chapitre 6 et les perspectives
des travaux qui suivent au chapitre 8.
Modélisation de biofilms. Au chapitre 7, nous proposons un nouveau modèle multidi-
mensionnel pour la formation de biofilms, appliqué au cas particulier de cyanobactéries se
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développant au fond de fontaines. Un biofilm se développe en présence d’eau et au contact
d’une surface et les cyanobactéries produisent une matrice polymérique extra-cellulaire, ap-
pelée EPS. Les cyanobactéries sur lesquelles nous nous concentrons sont du type Chroococcales
Gloeocapsa et se servent de la photosynthèse pour obtenir de l’énergie, elles sont donc sensibles
à l’intensité lumineuse qu’elles reçoivent. Nous souhaitons développer un modèle qui décrivent
les déplacements mécaniques du biofilm et la dépendance en l’espace, tout en tenant compte
des propriétés biologiques des micro-algues étudiées.
L’intérêt croissant pour les biofilms a entrâıné l’étude de nombreux modèles mathématiques
pour les décrire. Une première catégorie de tels modèles sont les modèles ” discrets ” multi-
agents [122] de type automates cellulaires où chaque organisme est décrit individuellement. Une
autre approche que ces modèles, très coûteux, est l’utilisation de modèles de type EDPs [109].
L’utilisation d’un modèle de type multi-phase est une autre possibilité, plutôt que de décrire
une frontière entre le biofilm et le milieu à l’aide de techniques de mouvements de fronts [1], où
le déplacement du front doit être modélisé par une loi physique, ce qui n’est pas évident. Notre
modèle est dans la même veine que le modèle bi-phase décrit dans [165, 166] et qui traite en
particulier l’effet du détachement dû à un flux externe. Enfin, notre modèle généralise le modèle
mono-dimensionnel proposé dans [4] pour décrire l’effet du quorum sensing dans le cas de la
bactérie Pseudomonas aeruginosa ; ce dernier modèle est nettement simplifié sur la description
des vitesses par rapport au nôtre et il est limité, de ce fait, à la dimension 1.
Le modèle que nous étudions est un modèle de type multi-phase, basé sur la théorie des
mélanges [139, 8]. La première originalité est que, dans le système final, nous gardons les
termes inertiels dans les équations sur les vitesses, afin d’observer une vitesse finie de propaga-
tion du front [Ra4, Rp2]. La deuxième est que nous incorporons aussi dans les équations une
modélisation de la dépendance en la lumière via le coefficient de croissance des cyanobactéries.
Les paramètres du modèle sont estimés grâce à la littérature biologique et les expériences sur le
sujet. Une fois le modèle établi, nous étudions la stabilité des solutions stationnaires constantes
à vitesse nulle. De plus, le modèle présente des difficultés numériques liées notamment aux pos-
sibles apparitions et disparitions de phases. Nous proposons des solutions pour ces difficultés
et nous présentons des simulations numériques. Ces simulations nous permettent également
d’étudier l’influence des valeurs des paramètres choisis sur les résultats obtenus grâce à une
analyse de sensibilité numérique [Rs2].
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[Rs2] F. Clarelli, C. Di Russo, R. Natalini, and M. Ribot. A fluid dynamics multidimensional model
of biofilm growth : stability, influence of environment, and sensitivity. En révision, 2014.
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[Ra3] G. Bretti, R. Natalini, and M. Ribot. A hyperbolic model of chemotaxis on a network : a
numerical study. ESAIM Math. Model. Numer. Anal., 48(1) :231–258, 2014.
[Ra4] F. Clarelli, C. Di Russo, R. Natalini, and M. Ribot. A fluid dynamics model of the growth
of phototrophic biofilms. J. Math. Biol., 66(7) :1387–1408, 2013.
[Ra5] R. Natalini and M. Ribot. An asymptotic high order mass-preserving scheme for a hyperbolic
model of chemotaxis. SIAM J. Num. Anal., 50(2) :883–905, 2012.
[Ra6] C. Di Russo, R. Natalini, and M. Ribot. Global existence of smooth solutions to a two-
dimensional hyperbolic model of chemotaxis. Commun. Appl. Ind. Math., 1(1) :92–109, 2010.
[Ra7] F. R. Guarguaglini, C. Mascia, R. Natalini, and M. Ribot. Stability of constant states of qua-
litative behavior of solutions to a one dimensional hyperbolic model of chemotaxis. Discrete
Contin. Dyn. Syst. Ser. B, 12(1) :39–76, 2009.
Proceedings avec processus de révision :
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application à des équations paraboliques non linéaires et non locales. PhD thesis, Université
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Première partie
Etude mathématique de modèles





Le mouvement de cellules, bactéries ou autres micro-organismes sous l’effet d’un signal
chimique, représenté par le gradient d’une concentration de chimioattractant, a été largement
étudié en mathématiques ces dernières années. Commençons par quelques exemples concrets
bien connus en biologie.
Un premier exemple d’organisme se déplaçant sous l’effet d’un chimioattractant est une
bactérie, Escherichia coli, munie d’un flagelle qui alterne des phases de parcours en ligne droite,
appelées ” run ”, et des phases de rotation, appelées ” tumble ”. Dans un milieu homogène,
le déplacement de ces bactéries peut être modélisé par une diffusion, liée à la marche aléatoire
qu’elles effectuent. Si ces bactéries sentent des fluctuations du milieu où elles évoluent, la marche
aléatoire est biaisée et les phases de ” run ” s’allongent ou raccourcissent. Ces fluctuations du
milieu peuvent être dues à la variation d’une concentration chimique.
Un deuxième exemple d’organisme utilisant le chimiotactisme est une amibe, Dictyostelium
discoideum, aussi appelée Dicty. Cette amibe, dans des conditions de carence nutritionnelle,
émet un chimioattractant, le AMPc, qui attire les amibes des alentours. Après cette phase
d’agrégation, les amibes forment un pseudo-plasmode et vivent en société.
Citons également le phénomène de vasculogénèse, c’est-à-dire la première étape de formation
de vaisseaux sanguins par les cellules endothéliales via l’émission d’un chimioattractant, le
VEGF-A. Des expériences in vitro effectuées par l’équipe de Serini [147] à l’aide de cellules
endothéliales montrent que des réseaux vascularisés ne se développent que si la densité initiale
de cellules est comprise entre deux valeurs seuils. Une revue de modèles pour la vasculogénèse
et l’angiogénèse se trouve dans [145].
De nombreux modèles ont été proposés et étudiés pour décrire ce phénomène de chimio-
tactisme. On peut consulter à ce sujet, par exemple, les livres et revues suivants : [98, 99,
133, 123, 95]. Ces modèles sont identiques à ceux développés pour les systèmes auto-gravitants
de particules [42] avec l’analogie suivante [RaTh3] : la concentration de chimioattractant est
vue comme un potentiel, attractif ou répulsif et est obtenue via l’équation de Poisson ou, plus
généralement, par convolution avec la densité.
1.1 Des modèles paraboliques...
Le modèle le plus considéré est le système de Patlak-Keller-Segel [108, 131], où l’évolution de
la densité de cellules ρ est décrite par une équation parabolique et la concentration de chimioat-
tractant φ est donnée par une équation parabolique ou elliptique, selon le régime considéré. Le
système s’écrit :
{
∂tρ = ∇ · (κ∇ρ− χρ∇φ),
δ∂tφ = D∆φ+ aρ− bφ, (1.1)
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où κ, χ, D, a et b sont des paramètres strictement positifs. Dans la première équation, le terme
κ∆ρ est un terme de diffusion des cellules avec κ le coefficient de diffusion, alors que le terme
χ∇ · (ρ∇φ) est un terme d’advection des cellules le long du gradient de concentration du
chimioattractant avec un coefficient de réponse χ. La deuxième équation décrit l’évolution
de la concentration de chimioattractant, elle se compose d’un terme de diffusion D∆φ avec
un coefficient de diffusion D et d’un terme de réaction aρ − bφ qui traduit le fait que le
chimioattractant est produit par les cellules elles-mêmes. Le coefficient δ vaut δ = 0 dans le cas
d’un système parabolique-elliptique et δ = 1 dans le cas d’un système parabolique-parabolique.
Le comportement du système (1.1) avec δ = 0 est bien connu à présent : en dimension
1, la solution reste toujours globale en temps [124, 127], tandis qu’en dimensions supérieures,
la solution existe globalement en temps ou explose selon la ” taille ” de la donnée initiale
[22, 67, 89, 102]. Ces deux types de comportements s’expliquent par la compétition entre les
deux termes de l’équation sur ρ : le terme d’advection tend à concentrer les cellules, au contraire
du terme de diffusion. Lorsque l’advection est plus forte, on obtient une forte agrégation et une
explosion en temps fini de la solution. Le système parabolique-parabolique (avec δ = 1) est
plus complexe à étudier au niveau analytique [32, 33]. On note deux résultats très récents et
inattendus : dans [48], les auteurs mettent en évidence un phénomène de blow-up en 1D avec
un coefficient de diffusion non-linéaire approprié ; dans [21], les auteurs montrent l’existence
globale en temps de solutions dans le cas parabolique-parabolique pour des données grandes en
dimension 2 d’espace.
Pour l’étude des solutions stationnaires du système (1.1) et de ses variantes avec des coef-
ficients χ non linéaires, on consultera [143]. Enfin, du point de vue numérique, une première
méthode aux différences finies est proposée dans [142], une méthode d’éléments finis mixtes
dans [121] et un cadre général de méthodes aux volumes finis est analysé dans [76].
D’un point de vue biologique, l’explosion des densités de cellules ne semble pas être un
phénomène physique acceptable et on cherche donc à limiter les fortes concentrations produites
pour observer la création de motifs ou de structures permanentes. Des modifications du modèle
de Keller-Segel ont donc été proposées en conséquence, détaillées dans [95, 133], par exemple
en considérant l’effet ” volume-filling ” [94, 130]. On est alors capable de prouver l’existence
globale, même en dimensions supérieures à 1 [35, 12]. Une autre possibilité est d’introduire une
pression non-linéaire qui traduit le fait que les cellules ne se recouvrent pas à cause de leur
volume non nul [111, 31]. On obtient alors le modèle de Keller-Segel modifié :
{
∂tρ = ∇ · (∇p(ρ)− χρ∇φ),
δ∂tφ = D∆φ+ aρ− bφ, (1.2)
où p une fonction phénoménologique et dépendant de la densité, que l’on peut choisir égale à
la loi de pression pour les gaz isentropiques :
p(ρ) = κργ, γ > 1, κ > 0. (1.3)
On mentionne d’autres travaux utilisant un potentiel général et la structure flot-gradient du
système étudié [11, 29, 30, 37] ; certains de ces travaux traitent de résultats d’existence ou de
blow-up dans le cas de potentiels singuliers, de type Newtonien ou non [17, 19, 18].
1.2 ... aux modèles cinétiques et hyperboliques
A part les variantes hyperboliques [134, 57] de (1.1), des modèles de type cinétique, avec
un niveau de description plus fin, ont été introduits, analysés et leurs limites vers des modèles
macroscopiques ont été prouvées [146, 85, 153, 77, 65, 41, 133, 128, 27, 28]. Des arguments
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similaires ont été utilisés dans le domaine des systèmes auto-gravitants [84, 137]. Les aspects
numériques de ces systèmes cinétiques sont étudiés, par exemple dans [36, 161, 79].




∂tρ+∇ · v = 0,
∂tv + λ
2∇ρ = χρ∇φ− αv,
δ∂tφ = D∆φ+ aρ− bφ,
(1.4)
basé sur l’équation des ondes dissipatives (également appelée équation de la chaleur hyperbo-
lique ou équation du télégraphe ou équation de Cattaneo ou modèle P1). L’inconnue supplémen-
taire par rapport au système (1.1) est le flux moyen v des cellules. Ce système est étudié au
niveau analytique dans [Ra7, 91, 96, 97, 100, 101] et numériquement dans [Ra5, Ra3, 82, 83] dans
le cas mono-dimensionnel. Le cas de systèmes hyperboliques multi-dimensionnels est considéré
dans [Ra6, 77, 64, 92] , essentiellement du point de vue numérique et dans [61, Ra6] au niveau
analytique.
Enfin, un modèle hyperbolique quasi-linéaire est introduit pour modéliser les expériences de




∂tρ+∇ · (ρu) = 0,
∂t(ρu) +∇ · (ρu⊗ u) +∇p(ρ) = χρ∇φ− αρu,
δ∂tφ = D∆φ+ aρ− bφ,
(1.5)
basé sur l’équation d’Euler pour les gaz compressibles avec une pression du type (1.3). Ici, la
fonction ρu est le moment des cellules et le coefficient α est un coefficient de friction avec le
milieu. Le système (1.4) peut être vu comme une linéarisation autour de u = 0 du système
(1.5), en posant v = ρu. Ce système a été analysé dans [61, 62] et étudié numériquement dans
[Ra1, Ra2, 14] et également dans [78] pour le cas particulier γ = 1. On notera aussi que des
simulations numériques multi-dimensionnelles ont été présentées dans [3, 38].
Cependant, les solutions de ce système pour γ > 1 présentent des apparitions de zones de
vide au cours du temps, qui rendent les études théorique et numérique difficiles ; des résultats
analytiques pour un système similaire d’Euler-Poisson, sans terme de chimiotactisme, se trou-
vent dans [103, 104, 86]. Une classification complète des états stationnaires avec vide dans le
cas 1D sur domaine non borné ou borné est décrite dans [Rs1] et leur stabilité est étudiée
numériquement ; ces états sont intéressants d’un point de vue biologique car ils correspondent à
la formation de capillaires sanguins. L’existence et l’unicité de ces solutions stationnaires dans le
cas de R entier ont déjà été étudiées dans [11, 29]. Ces solutions stationnaires et leur apparition
au cours du temps se rapprochent des solutions plateaux observées dans [94, 136, 66] pour le
système (1.1) avec une diffusion constante et une fonction de chimiosensitivité χ non linéaire,
dépendant de ρ. Dans le cas des systèmes auto-gravitants de particules, et en particulier de la
description des étoiles gazeuses polytropiques, les états stationnaires multi-dimensionnels avec
vide d’énergie minimale sont étudiés dans de nombreux articles, par exemple [56, 140].
Enfin, on remarque que dans le cas d’un intervalle borné, les systèmes hyperboliques (1.5)
et (1.4) avec des conditions aux bords de type ” no-flux ” ont les mêmes solutions stationnaires
que le système parabolique (1.1) avec des conditions aux bords de type Neumann, mais que
leur stabilité n’est pas forcément identique. Le lien entre les modèles paraboliques de la section
1.1 et les modèles hyperboliques de la section 1.2 ne s’arrête pas là. Ces deux types de modèles
peuvent être dérivés à partir du même modèle cinétique avec des échelles différentes [77], et le
modèle parabolique-elliptique (1.2) avec δ = 0 peut-être vu comme la limite temps long-forte
friction du système hyperbolique (1.5), cf [58] (ou [119] sans chimiotactisme). Dans [Ra2], cette
limite est étudiée numériquement après avoir identifié un schéma de type asymptotic preserving
cohérent avec cette limite ; on y voit que les états asymptotiques sont des solutions stationnaires
différentes pour les deux systèmes (1.5) et (1.2).
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Chapitre 2
Un modèle semi-linéaire hyperbolique
de chimiotactisme
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Dans ce chapitre, nous étudions le modèle suivant introduit dans [146, 85] pour décrire le




∂tρ+ ∂xv = 0,
∂tv + λ
2∂xρ = χρ∂xφ− αv,
∂tφ−D∂xxφ = aρ− bφ,
(2.1)
avec les conditions aux bords :
v(0, .) = v(L, .) = 0, ∂xφ(0, .) = ∂xφ(L, .) = 0. (2.2)
Les inconnues sont la densité ρ(x, t), le flux v(x, t) et la concentration φ(x, t) avec x ∈ Ω ⊂ R
et t > 0.




ρ(x, t) dx = I(0) =
∫
[0,L]
ρ(x, 0) dx (2.3)
et nous nous attacherons à retrouver cette propriété au niveau numérique. Nous cherchons à
comparer ce système avec le système de Keller-Segel que nous rappelons ici en 1D :
{
∂tρ = ∂x(κ∂xρ− χρ∂xφ),
∂tφ = D∂xxφ+ aρ− bφ, (2.4)
avec des conditions aux bords de Neumann :
∂xρ(0, .) = ∂xρ(L, .) = 0, ∂xφ(0, .) = ∂xφ(L, .) = 0. (2.5)
Pour cela, nous commençons par décrire les solutions stationnaires du système (2.1)-(2.2) qui
sont communes avec celles de (2.4)-(2.5). Les solutions stationnaires sont alors telles que v = 0
et il existe et des solutions constantes et des solutions non homogènes en espace. Nous étudions
la stabilité des solutions stationnaires constantes, aussi bien dans le cas du domaine [0, L] que
de R tout entier. La stabilité des solutions stationnaires non constantes n’est pas évidente et
nous l’étudions donc numériquement. Nous remarquons qu’un schéma näıf ne donne pas un
flux v nul asymptotiquement comme il le devrait et nous introduisons alors un schéma d’ordre
élevé asymptotique, qui est précis pour les solutions stationnaires, ce qui règle le problème.
Enfin, nous mettons en avant les limites de ce modèle, c’est-à-dire que la densité ne reste pas
forcément positive au cours du temps.
Ce chapitre correspond aux articles [Ra7], [Ra6] et [Ra5].
2.1 Stabilité des états stationnaires constants
Dans cette section, nous commençons par décrire les solutions stationnaires du système
(2.1)-(2.2), qui forme un diagramme de bifurcation, cf figure 2.1, avec en abscisse la masse (2.3)
de la solution stationnaire : pour une masse faible, seule une solution stationnaire constante
existe. Nous montrons grâce à des estimations précises, qui couplent des estimations pour
la partie hyperbolique et d’autres pour la partie parabolique, que ces solutions stationnaires
constantes sont stables en dessous de la première branche de bifurcation. Ces résultats sont
tirés de l’article [Ra7] et une extension en 2D est également présentée dans [Ra6]. Pour des
masses plus grandes, des solutions non constantes existent mais l’étude de leur stabilité se fera
plus loin et numériquement.
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2.1.1 Solutions stationnaires et diagramme de bifurcation
Le but de cette section est de décrire l’ensemble des solutions stationnaires du système (2.1)
sur l’intervalle [0, L] avec les conditions aux bords (2.2). A l’aide de ces conditions aux bords
et de la première équation du système (2.1), on en déduit que le moment v est nul et que le
système se réduit au système suivant :
{
λ2 ∂xρ =, ρ∂xφ
−D∂xxφ = aρ− bφ,
qui cöıncide avec les solutions stationnaires du système parabolique de Keller-Segel avec les
conditions aux bords de Neumann (2.5). Une description précise de telles solutions, constantes




ρ(x) dx, φ(0)). Les solutions stationnaires constantes sont représentées par la
droite d’équation ax − by = 0. En particulier, pour tout k ∈ N∗, il existe une branche de
Figure 2.1 – Diagramme de bifurcation dans le cas a = b = D = 1 et λ = 10 sur [0, 1].
bifurcation Bk de solutions stationnaires non constantes qui part de la solution stationnaire









. Les dérivées des deux solutions u et φ de la
branche Bk s’annulent exactement k + 1 fois sur [0, L] [143].
Nous nous intéressons maintenant à la stabilité de ces solutions stationnaires en considérant
des perturbations de masse nulle en cohérence avec la propriété (2.3). Dans le cas parabolique,
des techniques classiques, comme le théorème de Crandall-Rabinowitz, permettent d’étudier
la stabilité des états stationnaires homogènes et des états stationnaires non homogènes au
voisinage des points de bifurcation. Ceci est détaillé dans [143]. On montre alors que, pour
l’équation de Keller-Segel (2.4), les constantes sont stables avant le premier point de bifurcation
et la première branche de bifurcation B1 est stable si et seulement si b < 2π2/L2.
Dans le cas du système hyperbolique (2.1), on se concentre sur la stabilité des solutions
stationnaires constantes, en l’absence de techniques similaires au cas parabolique pour étudier
la stabilité des états stationnaires non homogènes au voisinage des points de bifurcation. On
montre aussi numériquement plus loin que pour le système hyperbolique, comme pour le système
parabolique, la branche B1 est stable et que la deuxième branche B2 est instable, sauf si la donnée
initiale est symétrique.
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2.1.2 Stabilité des solutions stationnaires constantes sur [0, L]
Les résultats suivants de stabilité des solutions stationnaires constantes sont vrais dans le






∂tρ+ ∂xv = 0,
∂tv + λ
2 ∂xρ = g(φ, ∂xφ) ρ− h(φ, ∂xφ) v,
∂tφ−D∂xxφ = f(ρ, φ).
(2.6)
On fait les hypothèses suivantes sur les fonctions f , g et h :
(Hf) f ∈ C2(R2) et a = ∂ρf(0, 0) > 0, b = −∂φf(0, 0) > 0 ;
(Hg) g ∈ C1(R2) et g(0, 0) = 0 ;
(Hh) h ∈ C1(R2) et α = h(0, 0) > 0.
On considère les conditions initiales avec les hypothèses de régularité :
ρ0, v0 ∈ L∞(R) ∩ L1(R) , φ0 ∈ W 1,∞(R) ∩ L2(R) .
Pour étudier la stabilité des solutions stationnaires, dans [Ra7], nous commençons par
étudier les valeurs propres du linéarisé autour de la solution stationnaire constante (ρ∗, φ∗),
en utilisant le critère de Routh-Hurwitz. On trouve alors qu’il y a stabilité si et seulement si










On montre ensuite [Ra7] que les solutions stationnaires constantes en dessous du seuil défini
ci-dessus à l’équation (2.7) sont stables pour le système non-linéaire complet (2.1) :
Théorème 2.1 Soit f, g ∈ C2, h ∈ C1 avec g et h qui vérifient g(φ, 0) = 0 et h(φ, 0) > 0 pour
tout φ. Soit (ρ∗, 0, φ∗) une solution stationnaire constante de (2.1) telle que
χ = ∂ψg(φ
∗, 0) > 0, α = h(φ∗, 0) > 0, ∂φf(ρ
∗, φ∗) = −b < 0 < a = ∂ρf(ρ∗, φ∗). (2.8)










Soit w0 = (ρ0, v0, φ0) ∈ H1 une perturbation de masse nulle et w la solution correspondante
avec les conditions aux bords (2.2). Alors, il existe ε0, C, θ > 0 tel que, si ‖w0‖H1 ≤ ε0, alors
‖w‖H1(t) ≤ C ‖w0‖H1 e−θ t ∀ t > 0.
La preuve du théorème est basée sur une analyse détaillée de la fonction de Green du problème
linéarisé calculée à partir des valeurs propres obtenues à la section 2.1.2, qui montre une
décroissance exponentielle de la solution du linéarisé. On conclut ensuite à l’aide de la for-
mule de Duhamel pour obtenir l’estimation sur le problème non-linéaire.
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Dans le cas où les fonctions f et g vérifient des hypothèses de symétrie supplémentaires, la



















et que ρ0 est symétrique, la solution du système en temps long
ne peut pas être la solution stationnaire stable, non constante en espace et non symétrique.
Dans ce cas, si la donnée initiale est symétrique, la solution en temps long sera la solution
stationnaire constante, même si elle est génériquement instable.
On peut alors affaiblir la condition de stabilité (2.9) du théorème 2.1 et montrer ainsi la
stabilité de constantes supérieures au seuil explicité à l’équation (2.9).
Corollaire 2.2 Soit f, g, h tels que les conditions (2.8) soient vérifiées et on suppose, de plus,
que la condition suivante est vérifiée : g(φ,−ψ) = −g(φ, ψ), h(φ,−ψ) = h(φ, ψ). Soit (ρ∗, 0, φ∗)










Alors, la conclusion du théorème 2.1 reste vraie pour w0 = (ρ0, v0, φ0) qui vérifient les hypothèses
































2.1.3 Stabilité de la solution stationnaire nulle sur R
Sur R, l’étude de la stabilité non-linéaire est plus délicate. On montre alors le résultat
suivant [Ra7], à savoir la stabilité de la solution constante nulle sur R :
Théorème 2.3 Sous les hypothèses (Hf), (Hg), (Hh), il existe ε0 > 0 tel que, si
‖ρ0‖∞, ‖v0‖∞, ‖ρ0‖1, ‖v0‖1, ‖φ0‖1,∞, ‖φ0‖2 ≤ ε0,
alors il existe une unique solution globale (ρ, v, φ) au problème de Cauchy (2.6) telle que
ρ, v ∈ L∞(R×(0,+∞))∩L∞((0,+∞);L1(R)), φ ∈ W 1,∞(R×(0,+∞))∩W 1,∞((0,+∞);L2(R)).
De plus, soit (ρ̃, φ̃) la solution globale du système de Keller-Segel (2.4), alors on a les estimations
suivantes, pour tout t > 0 :
sup
(0,t)
{max{1, s 12}‖ρ(s)− ρ̃(s)‖2} , sup
(0,t)
{max{1, s 12}‖φ(s)− φ̃(s)‖2} ≤ C .
Le théorème se prouve à l’aide d’estimations précises sur la décroissance de la fonction de
Green pour le linéarisé de la partie hyperbolique du système (2.1), obtenues dans [20], c’est-
à-dire pour l’équation des ondes dissipatives. On remarque que la décroissance obtenue ici est
polynômiale, alors qu’elle était exponentielle dans le cadre du théorème 2.1. Ces estimations
sont combinées à des estimations classiques pour l’équation parabolique du système (2.1), c’est-
à-dire l’équation de la chaleur avec terme de réaction linéaire. La comparaison avec les solutions
du système parabolique (2.4) se fait de la même manière.
Ce résultat se généralise ainsi en dimension 2 en suivant la même technique [Ra6] :
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Théorème 2.4 Il existe ε0 > 0 tel que, si
‖ρ0‖Hs , ‖ρ0‖L1 , ‖v0‖Hs , ‖v0‖L1 , ‖φ0‖Hs+1 , ‖φ0‖W 1,∞ ≤ ε0,
alors le problème de Cauchy a une unique solution
ρ ∈ C(R+;Hs(R2)), v ∈ C(R+;Hs(R2)2), φ ∈ C(R+;Hs+1(R2)) pour s ≥ 2.
De plus, on montre les taux de décroissance suivants pour les fonctions ρ et φ :
‖ρ(t)‖L∞ ∼ t−1, ‖Dkxρ(t)‖L2 ∼ t−
k+1
2 , pour k = 0, 1, 2;
‖φ(t)‖L∞ ∼ t−
1
2 , ‖D1xφ(t)‖L∞ ∼ t−1, ‖Dkxφ(t)‖L2 ∼ t−
k+1
2 pour k = 0, 1, 2.
Ce résultat a ensuite été généralisé en dimension quelconque par C. Di Russo dans sa thèse
[61].
2.2 Un schéma d’ordre élevé asymptotique
Afin d’étudier la stabilité des solutions stationnaires non constantes, difficile à prouver au
niveau analytique, nous mettons au point un schéma précis pour les solutions stationnaires,
asymptotiquement d’ordre élevé, dont nous étudions les propriétés. Cependant, ce genre de
schéma nécessite des conditions aux bords adaptées dans le cas d’un domaine borné [0, L] et
nous les calculons de manière à vérifier la propriété (2.3) de conservation de la masse au niveau
discret. Nous exposons ici les résultats de l’article [Ra5].



























− + (∂xφ− λ)ρ+
)
,
∂tφ−D∂xxφ = a(ρ− + ρ+)− bφ,
(2.10)
où ρ+ (resp. ρ−) est la densité de cellules se déplaçant vers la droite (resp. la gauche). Ces
deux variables sont liées aux variables initiales ρ (densité totale de cellules) et v (flux total des
cellules) du système (2.1) par les relations suivantes :
ρ = ρ+ + ρ−, v = λ(ρ+ − ρ−).
Cette diagonalisation permet d’écrire naturellement un schéma upwind pour chacune des deux
premières équations du système (2.10) en tenant compte du signe de λ > 0. L’équation para-
bolique est discrétisée par un schéma de Crank-Nicolson classique en temps et des différences
finies centrées en espace. On a alors construit un schéma consistant avec le système (2.10)
et qui conserve les solutions stationnaires constantes, la masse totale et la symétrie des solu-
tions. Cependant, on observe à la figure 2.2 l’état asymptotique obtenu à l’aide de ce schéma
pour une donnée initiale au voisinage d’un état stationnaire non constant. On remarque que
le flux v ne s’annule pas asymptotiquement, contrairement à ce que prédit l’étude théorique, à
cause notamment de la solution stationnaire non constante, très concentrée vers l’origine. Pour
remédier à ce problème, on introduit des schémas qui sont d’ordre plus élevé au voisinage des
états stationnaires, constants ou non, en ne considérant que la partie hyperbolique du système
(2.10).
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Figure 2.2 – Etat asymptotique obtenu par la méthode upwind : pour ρ (à gauche) et pour v
(à droite).
2.2.1 Schéma Asymptotic High Order pour un système avec source
On introduit alors un schéma de type Asymptotic High Order (AHO) [5] dont on détaille le





et on réécrit la partie hyperbolique du système (2.10) sous
la forme :

























≤ 1. On considère les points de discrétisation xj = j∆x, 0 ≤ j ≤ M + 1, avec
x0 = 0 et xM+1 = L. Les temps de discrétisation sont définis par tn = n∆t, n ∈ N. On note
également ωni et F
n
i des approximations de ω(xi, tn) and F (xi, tn), et on considère les schémas



















où Bℓ (resp. Dℓ ) sont des matrices 2× 2 agissant sur les vecteurs ωni+ℓ (resp. F ni+ℓ) aux points
xi+ℓ, ℓ = −1, 0,+1.
Le schéma (2.11) est défini comme suit : à gauche, on retrouve le schéma upwind écrit sous
forme visqueuse et à droite, une discrétisation de la source considérée sur un stencil plus grand
que le stencil habituel, à savoir le stencil des deux schémas upwind. Le principe de ce schéma est
de distribuer l’approximation des termes sources sur tous les points du stencil, afin de prendre
en compte l’influence du traitement upwind non seulement sur le flux, mais aussi sur la source.
On définit ensuite les matrices Bℓ et Dℓ de façon à ce que les propriétés suivantes soient
satisfaites :
– consistance du schéma,
– monotonie du schéma,
– ordre deux (ou plus) pour les solutions stationnaires.
On détaille ici le dernier point. Pour cela, on considère l’équation différentielle vérifiée par une
solution stationnaire ω̂, à savoir Λ∂xω̂ = Bω̂ + F . Cette équation nous suffit dans ce qui suit
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et aucune expression plus explicite n’est nécessaire. L’erreur de troncature calculée dans le cas



























































En cherchant à annuler tous les termes de cette expression, on trouve alors des relations que
doivent vérifier les matrices Bℓ et Dℓ. Il s’agit d’un certain nombre de relations linéaires, et le
système obtenu est donc simple à résoudre.
Remarquons que ce schéma reste en général d’ordre 1, mais est d’ordre supérieur au voi-
sinage des solutions stationnaires. Comme on s’attend à ce que les solutions calculées tendent
asymptotiquement vers des solutions stationnaires, l’ordre du schéma s’améliore avec le temps.
Enfin, suite à l’article [Ra5], un schéma de type well balanced pour le même système a été
proposé [82, 83]. Ce deuxième schéma n’améliore pas la précision des solutions par rapport à la
technique AHO, puisque les solutions stationnaires ne peuvent pas être connues explicitement.
Le schéma well balanced proposé dans [82, 83] est donc limité à l’ordre 2, alors que nous obtenons
dans [Ra5] un schéma d’ordre 3.
2.2.2 Calcul des conditions aux bords
Maintenant, nous remarquons que nous devons également adapter les conditions aux bords
habituellement utilisées pour le schéma upwind et qu’il nous faut des conditions aux bords
supplémentaires à cause du stencil plus large. Deux conditions aux bords évidentes sont données
par la version discrète des conditions aux bords (2.2) :
vn0 = v
n
M+1 = 0. (2.12)
On s’intéresse alors à la conservation de la masse (2.3) et on cherche à retrouver au niveau
discret cette propriété essentielle ; on remarque, en effet, une forte dépendance par rapport à la
masse de la solution stationnaire asymptotique trouvée. Pour cela, on écrit la différence de masse
discrète entre deux pas de temps successifs et on annule exactement cette différence. Les termes
correspondant aux points intérieurs du domaine se compensent et il reste donc uniquement des






















































où les β1·,· et les γ
1
· sont des coefficients calculés à partir des matrices B
1 et D1. On remarque
que, à cause de la conservation de la masse de la donnée ρ, les conditions aux bords sont données
dans les variables (ρ, v) alors que le schéma est écrit dans les variables (ρ+, ρ−). On vérifie alors
que les conditions aux bords discrètes (2.13) sont bien consistantes avec les conditions aux
bords (2.2).
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2.2.3 Deux exemples de schémas AHO.



































(ρ−,ni − ρ+,ni ) +
1
4







qui cöıncide avec le schéma introduit par Roe [141]. Pour ce schéma, l’originalité de ce travail














































La condition de monotonie s’exprime ainsi : ∆x ≤ 4λ et ∆t ≤ 4∆x
∆x+ 4λ
.



















































































































La condition de monotonie s’exprime ainsi : ∆x ≤ 6λ et ∆t ≤ 3∆x
∆x+ 3λ
.
2.2.4 Propriétés du schéma
On montre la convergence du schéma (2.11) [Ra5] :
Théorème 2.5 Pour toute solution régulière du système (2.1) avec un terme source f régulier,
l’approximation donnée par le schéma (2.11), avec les conditions aux bords (2.13), converge et
on a l’estimation suivante de l’erreur numérique :
en(∆x,∆t) ≤ Cetn||B||∞tn(∆t+∆x),
où B (resp. D) est une matrice formée à partir des éléments des matrices Bℓ (resp. Dℓ).
La preuve de ce théorème repose sur le théorème de Lax-Richtmyer pour un schéma linéaire.
On peut prouver indépendamment :
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– la stabilité L∞ et L1 du schéma, donnée par l’inégalité suivante :
||Y n||1 ≤ etn||B||1
(





où Y n est le vecteur composé des valeurs de la solution du schéma (2.11) avec les conditions
aux bords (2.13), et qui repose sur une étude des matrices sous-jacentes,
– la consistance du schéma donnée par une estimation de l’erreur de troncature.
A la figure 2.2, on voit que les résultats obtenus avec le schéma AHO (en rouge) sont
plus précis que ceux obtenus avec le schéma upwind (en noir). En particulier, le flux v est
nul asymptotiquement comme prédit par la théorie. Maintenant que l’on a trouvé un schéma
adapté, nous l’utilisons pour trouver des résultats supplémentaires sur le système (2.1).
2.3 Simulations et limites du modèle
Nous présentons ici les résultats numériques de stabilité des solutions stationnaires non
constantes, afin de comparer les modèles hyperbolique et parabolique. Ces résultats laissent
penser que les solutions stationnaires communes des systèmes (2.1) et (2.4) ont également la
même stabilité, cf [Ra5], même si ceci n’a pas été démontré. Cependant, nous avons mis en
évidence dans [Ra3] un phénomène qui nous avait échappé au début de l’étude : l’explosion de
solutions due à la densité qui devient négative pour des masses assez élevées. Ce phénomène
ne possède pas de démonstration théorique pour le moment.
2.3.1 Résultats numériques
On peut étudier numériquement la stabilité des solutions stationnaires présentées précédem-
ment grâce au schéma AHO détaillé à la section 2.2. Le temps final dépend des simulations et
est calculé grâce à un test d’arrêt.
A la figure 2.3, les données initiales 1 sont des perturbations de la constante 1135, à sa-
voir une solution stationnaire constante entre les deux premiers points de bifurcation. Comme
attendu par l’étude du linéarisé du système (2.1), la constante est instable pour une pertur-
bation quelconque et la solution de la première branche B1 est stable. Pour une perturbation
symétrique, comme vu au corollaire 2.2, la solution constante est bien stable.
Figure 2.3 – Evolution des solutions ρ (en haut) et φ (en bas) sur l’intervalle [0, 1]. Les
données initiales (en noir) sont des perturbations de la constante 1135. A gauche, il s’agit d’une
perturbation quelconque et à droite, d’une perturbation symétrique.
1. avec les paramètres a = b = D = 1 et λ = 10 sur l’intervalle [0, 1].
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Ensuite, à la figure 2.4, nous refaisons les mêmes simulations en partant de perturbations
de la constante 4100, située après le deuxième point de bifurcation. On voit que pour une
perturbation quelconque, on converge asymptotiquement vers la solution stationnaire de la
première branche B1, alors que pour une perturbation symétrique, on converge vers une solution
stationnaire symétrique. Cette fois-ci, contrairement au test précédent, ce n’est plus la constante
mais une solution stationnaire de la deuxième branche B2.
Figure 2.4 – Evolution des solutions ρ (en haut) et φ (en bas) sur l’intervalle [0, 1]. Les
données initiales (en noir) sont des perturbations de la constante 4100. A gauche, il s’agit d’une
perturbation quelconque et à droite, d’une perturbation symétrique.
Enfin, nous effectuons une comparaison numérique des solutions des deux systèmes para-
bolique (2.4) et hyperbolique (2.1), toujours pour les mêmes paramètres, en partant d’une
perturbation de la même constante 1135. On remarque à la figure 2.5 que le comportement
asymptotique est identique. En revanche, le comportement transitoire est différent : la solution
ρ oscille beaucoup moins et converge plus vite pour le système parabolique. La fonction φ,
quant à elle, a à peu près la même allure dans les deux cas.
Figure 2.5 – Comparaison des systèmes hyperbolique et parabolique. Evolution des solutions
ρ (en haut) et φ (en bas) sur l’intervalle [0, 1], à gauche, pour le système hyperbolique et à
droite, pour le système parabolique. La donnée initiale (en noir) est une perturbation de la
constante 1135.
En dimension 2, les simulations numériques laissent présager un comportement similaire à
celui du système de Keller-Segel (2.4), à savoir l’existence globale de la solution si la masse est
petite et l’explosion de la solution si la masse est grande, cf figure 2.6. Le schéma utilisé ici est
un schéma de type relaxation avec des limiteurs de flux [6], car on ne sait pas, pour l’instant,
généraliser les schémas AHO en dimension supérieure ; en effet, les premiers calculs dans ce
sens montrent que le nombre de degrés de liberté introduits n’est pas suffisant pour permettre
de calculer un schéma satisfaisant aux critères demandés.
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Figure 2.6 – Simulations numériques en 2D sur un domaine [0, 20] × [0, 20], fonction ρ. En
haut, les deux conditions initiales : une perturbation de 0 à gauche, une perturbation de 0.2 à
droite. En bas, les solutions à des temps avancés (T = 140 à gauche, T = 70 à droite).
2.3.2 Limites du modèle
Nous considérons ici le cas L = 1 et λ = 10 et nous prenons comme condition initiale pour ρ
et φ une perturbation de la solution constante égale à 9000. La figure 2.7 montre que la solution
explose au temps T = 0.1. Cette explosion semble être associée à des valeurs négatives de la
densité ρ, valeurs non physiques. En raffinant le maillage, cette explosion reste présente au
même endroit et au même temps, ce qui exclut une instabilité numérique. Ceci semble être lié à
la violation de la condition sous-caractéristique [125], lorsque le gradient ∂xφ devient plus grand
que λ, condition suffisante qui assure que la solution reste positive. Cependant, cette condition
n’étant pas nécessaire, nous avons pu mener des simulations numériques alors que la condition
sous-caractéristique était violée. On remarque également que cette explosion n’intervient que

















Figure 2.7 – Explosion de la solution au temps T = 0.1 : sur la gauche, explosion des fonctions
ρ et φ et sur la droite du flux v.
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Conclusion
En conclusion, nous avons étudié dans ce chapitre un premier modèle hyperbolique semi-
linéaire (2.1) que nous avons cherché à comparer avec le modèle de Keller-Segel bien connu
(2.4). Pour cela, nous nous sommes servis aussi bien d’outils analytiques que numériques, en
développant un schéma adapté. L’analyse de stabilité nous a permis de prouver que la stabilité
des états stationnaires constants est la même pour les deux modèles, alors que des simulations
numériques nous montrent que ce résultat se généralise aux états stationnaires non constants.
Les simulations numériques montrent, en revanche, des différences dans les comportements
transitoires de ces deux modèles.
Nous avons aussi mis en évidence numériquement les limites de ce modèle qui ne préserve
pas la positivité des densités pour des masses assez grandes. Comme ce modèle se comporte,
par ailleurs, de façon attendue pour des masses petites et qu’il reste un modèle hyperbolique
assez simple, il serait intéressant de quantifier l’ensemble des paramètres pour lesquels le modèle
préserve la positivité, c’est-à-dire pour lesquels le modèle est fiable.
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Chapitre 3
Un modèle quasi-linéaire hyperbolique
de chimiotactisme
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Dans ce chapitre, nous nous concentrons sur le modèle (1.5) proposé dans [147] pour décrire










∂tφ = D∂xxφ+ aρ− bφ.
(3.1)
avec
p(ρ) = κργ. (3.2)
Les inconnues sont la densité ρ(x, t), la vitesse u(x, t) et la concentration φ(x, t) avec x ∈ Ω(=
R ou [0, L]) et t > 0.
Par rapport au chapitre précédent, le modèle comporte deux différences : la présence du
terme inertiel non linéaire et la présence de la pression non linéaire. La principale difficulté pour
l’étude de ce modèle, aussi bien au niveau analytique que numérique, est l’apparition de zones de
vide dans les solutions au cours du temps. Après un rappel du contexte biologique, nous allons
commencer par décrire toutes les solutions stationnaires du système (3.1) avec une ou plusieurs
zones de vide et par calculer leurs énergies afin de les comparer. Nous proposerons ensuite un
schéma numérique adapté, précis au voisinage des solutions stationnaires et qui traite bien le
vide. Enfin, nous étudierons si le schéma proposé est cohérent avec la limite temps long-forte
friction du système, à savoir le système parabolique correspondant.
Ce chapitre correspond aux articles [Rs1], [Ra1] et [Ra2].
Contexte biologique
L’étude de la formation de vaisseaux sanguins [145] a connu un intérêt accru ces dernières
années et est utile, entre autres, pour les thérapies anti-cancéreuses pour deux raisons : on peut
espérer contrôler la vascularisation des tumeurs via des thérapies anti-angiogéniques, mais on
peut espérer aussi qu’une normalisation du réseau sanguin permette une meilleure diffusion des
médicaments autour de la tumeur.
La formation de réseaux sanguins vascularisés est le fruit de deux mécanismes différents :
la vasculogénèse et l’angiogénèse. Nous considérons ici le phénomène de vasculogénèse, c’est-à-
dire le processus de formation de novo de vaisseaux sanguins pendant les premiers stades de
développement d’un organisme à partir de progéniteurs endothéliaux. L’angiogénèse, quant à
elle, est un autre type de processus de croissance de vaisseaux sanguins, associé à la réparation
et au remodelage de vaisseaux existants.
Tout d’abord, les cellules endothéliales progénitrices endothéliales migrent et se différentient
en des cellules endothéliales en réponse à des signaux locaux, comme des facteurs de croissance.
Ensuite, ces cellules diffusent et produisent des facteurs chimiques, comme le VEGF (Vascular
Endothelial Growth Factor) pour interagir les unes avec les autres via du chimiotactisme. Elles
forment alors un réseau de vaisseaux sanguins. Contrairement à l’angiogénèse, la vasculogénèse
peut être reproduite par des expériences in vitro : les cellules endothéliales, maintenues dans
une solution physiologique, sont déposées sur un substrat spécifique qui favorise la mobilité
des cellules et a des caractéristiques biochimiques similaires aux tissus vivants. Les cellules
choisissent alors une direction corrélée aux zones de fortes densités et migrent jusqu’à entrer en
collision avec les voisins les plus proches. Après la collision, les cellules s’attachent avec leurs
voisins et forment un réseau multi-cellulaire, qui va devenir plus fin ensuite. Ce processus est
régulé par trois facteurs : la présence de facteurs de croissance, tels le VEGF, la densité de
cellules et l’interaction avec la matrice extra-cellulaire.
Les expériences in vitro de vasculogénèse effectuées par l’équipe de Serini [147] en utilisant
des cellules endothéliales humaines sur Matrigel, reproduisent la première phase de migration
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et étudient la dépendance en la densité, déjà observée in vivo. Ainsi, au-dessus d’un seuil de
densité de cellules, vers 100 cellules/mm2, le réseau se forme (cf figure 3.1) et est caractérisé
par des distances inter-capillaires typiques, idéales pour un échange métabolique optimal. En
dessous de seuil, le réseau ne se développe pas et au-dessus d’un second seuil, le réseau est
inutilement trop fin. On observe également pour des densités très élevées la formation d’une
structure ” gruyère ”, à savoir un tapis continu de cellules avec des trous.
Figure 3.1 – Expériences de formation de vaisseaux sanguins par vasculogénèse [147]
Dans [147], le modèle (3.1) est alors proposé pour décrire ces expériences et il est basé sur
les hypothèses suivantes : les cellules endothéliales sont persistantes dans leur mouvement, elles
communiquent via la production et l’absorption d’un facteur de croissance (VEGF-A), elles ne
se reproduisent pas et ne meurent pas durant le processus, elles sont ralenties par la friction due
à l’interaction avec le substrat ; enfin, les cellules trop proches répondent mécaniquement pour
éviter de trop fortes concentrations. Des simulations numériques de ce modèle ont alors été
effectuées. Nous essayons de contribuer à l’étude de ce modèle dans ce chapitre en étudiant les
solutions stationnaires dans le cas mono-dimensionnel et en développant un schéma numérique
adapté. D’un point de vue mathématique, on considère que l’émergence de structures, comme
des réseaux de capillaires, peut être vue comme l’apparition de solutions non constantes avec
des zones de vide.
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3.1 Etude des solutions stationnaires avec vide
Dans cette section, nous commençons par présenter toutes les solutions stationnaires avec
vide du système (3.1) sur [0, L] ou sur R et à comparer leurs énergies respectives. On appellera
par la suite ” bump ” une région de densité strictement positive, entourée de deux régions de
vide et ” demi-bump ” un bump coupé en son milieu et collé à une extrémité de l’intervalle.
Sur [0, L], si L est assez grand, on peut construire des solutions avec autant de bumps que
voulu ; en revanche, sur R, il n’existe qu’une seule solution bump. L’autre résultat étonnant est
qu’il existe une infinité de solutions de type 2 bumps, définies par un paramètre. En comparant
les énergies de ces solutions sur [0, L], on se rend compte que celle composée d’1 demi-bump
à une extrémité est celle d’énergie minimale. Les résultats présentés dans cette section ont été
ébauchés dans [Ra1] et approfondis dans [Rs1]. Notons que ce type de solutions avec zones
de vide se retrouve dans d’autres contextes d’agrégation [75, 74], ou de mouvement collec-
tif de particules ou d’individus [44, 156, 117], où des solutions de type ”anneau” peuvent se
développer.
Nous cherchons les solutions stationnaires du système (3.1), soit sur R tout entier, soit sur
un intervalle borné [0, L] avec des conditions de type ” no-flux ” aux bords :
∂xρ(0, ·) = ∂xρ(L, ·) = 0, ∂xφ(0, ·) = ∂xφ(L, ·) = 0, ρu(0, ·) = ρu(L, ·) = 0 sur ∂Ω.
(3.3)
Dans ces deux cas, en régime stationnaire, le moment ρu est nul et les deux densités ρ et φ
vérifient les équations suivantes :
{
∂xp(ρ) = χρ∂xφ,
D∂2xxφ+ aρ−Dβ2φ = 0,
(3.4)
où β est défini par b = Dβ2 avec β ≥ 0. Nous imposons que les densités soient positives,
c’est-à-dire
ρ, φ ≥ 0 (3.5)
et qu’elles aient les régularités suivantes :
ρ ∈ C0(Ω), φ ∈ C2(Ω). (3.6)
A part pour le cas dégénéré γ = 1 traité numériquement dans [78], où les solutions restent
toujours strictement positives, la valeur du paramètre γ n’est pas claire dans un contexte
biologique et on considère toutes les valeurs de γ > 1, valeurs pour lesquelles des zones de
vide peuvent apparâıtre dans la solution. Le cas γ = 3 a été étudié dans [156], mais pour des
potentiels différents de celui considéré ici. Ici, nous nous concentrons sur le cas γ = 2, qui est
le seul cas pour lequel on peut trouver des expressions analytiques exactes pour les solutions
du système (3.4). En particulier, la première équation de (3.4) se simplifie en 2κρ∂xρ = χρ∂xφ,
ce qui donne ρ = 0 ou 2κρ = χφ − K avec K constante. Ces deux relations définissent deux
types d’intervalles : ceux où ρ est nul (les zones de vide) et ceux où ρ est strictement positif.
Il nous faut ensuite trouver des conditions pour définir une solution avec une transition entre
ces deux types d’intervalle, tout en vérifiant les conditions (3.5) et (3.6) et les conditions aux
bords éventuelles (3.3).
On peut montrer facilement que la relation suivante sur les paramètres aχ − 2bκ > 0 est
nécessaire pour construire de telles solutions, et que dans le cas contraire où aχ − 2bκ ≤ 0,
seules les solutions stationnaires constantes sur un intervalle borné existent.
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3.1.1 Classification des solutions stationnaires
Nous décrivons maintenant toutes les solutions stationnaires de [0, L] vérifiant les propriétés
précédentes. En extrapolant les résultats qui suivent, on ne peut construire une solution (pas
forcément unique) composée de k demi bumps que si la condition suivante qui relie la longueur
du domaine aux paramètres du système est vérifiée :
L ≥ kπ
ω




Dans cette formule, un bump est représenté par deux demi-bumps. En d’autres termes, une fois
la longueur L fixée, seul un nombre fini de configurations est possible.
Les résultats qui suivent ont été obtenus en calculant exactement les fonctions ρ et φ : dans
les zones de vide, correspondant à ρ = 0, φ est une combinaison d’exponentielles ; dans les zones
où ρ est strictement positif, ρ et φ sont des combinaisons de sinus et cosinus. Il reste ensuite à
ajuster les constantes pour que les solutions cherchées aient la régularité voulue.




ρ(x)dx donnée, où M > 0.









quel que soit le signe de
aχ
2Dκ
− β2. A partir de maintenant, on suppose que aχ
2Dκ
− β2 > 0.
Un bump. Il existe une unique solution formée d’1 bump de masseM , à condition que L ≥ 2π
ω
.
Cette solution est symétrique par rapport à L/2. En utilisant les notations de la figure 3.2, on
peut définir les longueurs des zones de vide par la formule suivante :









, d1 = d0.
Figure 3.2 – Notations utilisées pour le cas d’1 bump (à gauche) et de 2 bumps (à droite)
dans l’intervalle [0, L].
Un demi-bump. Grâce à la symétrie du bump calculé au paragraphe précédent, on peut
construire une solution composée d’1 demi-bump collé à une extrémité de l’intervalle dès que
L ≥ π
ω
. Cette solution est unique à une symétrie près, c’est-à-dire que le demi-bump peut se
situer à gauche ou à droite de l’intervalle.
Deux bumps. On essaie maintenant de construire une solution formée de 2 bumps dans
l’intervalle. On montre qu’une telle solution est nécessairement la concaténation de 2 bumps
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Figure 3.3 – Densité ρ pour différents types de solutions stationnaires : constante (en rouge),
1 demi-bump (en noir), 1 bump (en bleu), 2 bumps d’énergie minimale (en vert), 2 bumps
symétriques d’énergie maximale (en bleu cyan).
décrits au paragraphe ” Un bump ”, définis sur des intervalles plus petits L1 et L2 tels que
L1 + L2 = L, dès que L ≥
4π
ω
. Il existe alors une infinité de telles solutions, définies par le
paramètre d0 du premier bump (cf figure 3.2). Le paramètre correspondant pour le second bump
est alors d2 tel que H(d2) = L−H(d0) et d1 = d0 + d2. Les masses des 2 bumps sont données




















On remarque qu’il y a deux configurations extrêmes, en tenant compte de la symétrie de la
configuration entre les 2 bumps : le cas où d0 = 0 et le cas de 2 bumps symétriques tels que
d0 = d2 = H
−1(L/2).
Deux demi-bumps aux extrémités et un bump et demi. On construit une solution
formée de 2 bumps sur un intervalle de longueur 2L et pour une masse 2M , puis on garde
seulement la moitié du domaine et de la solution pour obtenir une solution composée de 2
demi-bumps aux deux extrémités de l’intervalle [0, L]. De même, on utilise une réflexion à une
extrémité de l’intervalle afin de construire une solution de type 1 bump et 1 demi bump à une
extrémité.
On peut voir à la figure 3.3 la représentation de la densité ρ d’une partie de ces états
stationnaires 1 et à la figure 3.4, les fonctions φ correspondant à des solutions 1 demi-bump et
1 bump pour ρ.
Remarque 3.1 On peut aussi chercher les solutions stationnaires non constantes en espace et
sans zone de vide. Ces solutions n’existent que dans le cas particulier où ωL ∈ πN et la densité
ρ est alors composée d’arcs de sinusöıdes.
Remarque 3.2 En suivant des calculs similaires, on peut montrer que dans le cas de R tout
entier, la seule solution stationnaire à masse fixée, à une translation près, est 1 bump unique.
1. Les paramètres sont les suivants : κ = 1, χ = 10, D = 0.1, a = 20, b = 10, L = 1 et M = 10.
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Figure 3.4 – A gauche, solution 1 demi-bump pour ρ et fonction φ correspondante ; à droite,
solution 1 bump pour ρ et fonction φ correspondante.
3.1.2 Comparaison des énergies de ces solutions stationnaires
On définit l’énergie suivante pour une solution quelconque du système (3.1) :
















où Γ est définie par ρΓ′′(ρ) = p′(ρ). En particulier pour γ = 2, on a Γ(ρ) = κρ2 = p(ρ). Cette
énergie décrôıt avec le temps. Dans le cas d’une solution stationnaire, le moment s’annule et










A partir de cette expression simple, on peut calculer une énergie associée à chacune des
solutions explicitées précédemment, à la section 3.1.1, et on peut montrer les comparaisons
suivantes :
– Pour tout L >
π
ω
, l’énergie d’une solution demi-bump est plus petite que celle de la
solution constante de même masse.
– Pour tout L >
2π
ω
, l’énergie d’une solution demi-bump est plus petite que celle de la
solution bump, qui est plus petite que celle de la solution constante.
– Pour tout L >
4π
ω
, l’énergie d’une solution 2 bumps est plus petite que celle de la
solution constante. L’énergie de 2 bumps est croissante avec d0 et l’énergie de la solution
symétrique, correspondant au d0 maximal, est plus grande que l’énergie d’1 bump.
Ces inégalités sont résumées à la figure 3.5, où sont représentées les énergies des solutions
stationnaires en fonction de la longueur du domaine. On en conclut que la solution constante
est celle avec l’énergie la plus grande, alors que le demi-bump, lorsqu’il existe, a la plus petite
énergie ; on s’attend donc à ce que ce soit une solution stationnaire stable.
3.1.3 Simulations numériques de la stabilité des solutions station-
naires
Pour étudier la stabilité des solutions stationnaires, nous avons dû concevoir des schémas
spécifiques, qui seront décrits plus loin. Les simulations mettent en évidence deux situations
très différentes :
Cas 1. Nous considérons les paramètres κ = 2, γ = 2, χ = 10, D = 0.1, a = 20, b = 10, α = 1
sur un domaine de longueur L = 3. En utilisant la formule (3.7), on trouve 1 ≤ k ≤ 28, c’est-à-
dire que l’on peut construire des solutions stationnaires composées d’au plus 14 bumps (ou 13
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Figure 3.5 – Graphe des énergies des différents types de solutions stationnaires (constante,
demi-bump, 2 demi-bumps, 1 bump, 2 bumps,...) en fonction de la longueur L du domaine.
bumps à l’intérieur de l’intervalle et 2 demi bumps aux extrémités). Nous étudions la stabilité
de différentes configurations : 1 demi-bump, 2 demi-bumps, 1 bump, 2 bumps. Quand il s’agit
de 2 demi-bumps ou de 2 bumps, nous avons testé la stabilité de différentes solutions possibles
(les deux extrêmes et une intermédiaire) et il s’avère que toutes ces configurations sont stables
numériquement, cf figure 3.6. On choisit la perturbation initiale de telle sorte que la densité
reste positive et que la masse reste identique.
Cas 2. Nous considérons les paramètres κ = 2, γ = 2, χ = 50, D = 1, a = 4, b = 1, α = 1 sur
un domaine de longueur L = 2. En utilisant la formule (3.7), on trouve 1 ≤ k ≤ 6, c’est-à-dire
que l’on peut construire des solutions stationnaires composées d’au plus 3 bumps (ou 2 bumps à
l’intérieur de l’intervalle et 2 demi bumps aux extrémités). Cette fois-ci, nous testons la stabilité
des solutions 1 bump et 2 bumps et nous présentons les résultats à la figure 3.7. Nous voyons
que ces deux configurations sont instables et que les solutions asymptotiques obtenues sont
respectivement 1 demi-bump et 2 demi-bumps. Les résultats pour les autres solutions de type
2 bumps sont identiques.
Ces deux cas nous montrent qu’il est difficile d’avoir une réponse claire et générale à la
question de la stabilité des solutions stationnaires. Celle-ci semble dépendre fortement des
paramètres du système.
A la section suivante, nous proposons un schéma numérique adapté à l’étude de ce système.
Les solutions stationnaires que nous venons de calculer permettront de contrôler les résultats
numériques obtenus dans certains cas et dans d’autres cas, le schéma décrit permettra d’étudier
des propriétés des états stationnaires, impossibles à prouver mathématiquement, comme leur
stabilité. Dans la suite de ce chapitre, nous ne nous restreignons plus au cas γ = 2.
3.2 Un schéma well balanced de reconstruction aux in-
terfaces
Nous allons maintenant construire un schéma fiable afin d’effectuer des simulations numéri-
ques du système (3.1) pour γ quelconque. Le système (3.1) couple des équations de différentes
natures, c’est-à-dire un système quasi-linéaire de lois de conservation avec sources couplé avec
une équation parabolique pour l’évolution du chimioattractant. La discrétisation en temps de
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Figure 3.6 – Cas 1 - Stabilité des solutions stationnaires suivantes : 1 demi-bump (1re ligne)
ligne), 2 demi-bumps (2e ligne), 1 bump (3e ligne), 2 bumps (4e ligne) avec des zooms.
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Figure 3.7 – Cas 2 - A gauche, la solution 1 bump est instable (et le demi-bump est stable).
A droite, la solution 2 bumps est instable (et la solution 2 demi-bumps est stable).
la partie parabolique peut être effectuée en utilisant le schéma classique explicite-implicite
de Crank-Nicolson. En revanche, pour la partie hyperbolique, les méthodes aux différences fi-
nies classiques testées, de type relaxation pour la partie homogène avec source traitée avec une
discrétisation centrée, présentent plusieurs inconvénients : diffusion trop forte, non conservation
de la masse et mauvaise approximation des solutions stationnaires. Deux problèmes majeurs
se dégagent : traiter le vide correctement et approcher précisément les solutions stationnaires.
Nous utilisons alors des schémas aux volumes finis avec une reconstruction aux interfaces, qui
conservent les solutions stationnaires et la positivité des solutions et qui traitent correctement
les zones de vide. Plusieurs reconstructions sont proposées et comparées. Cette section corres-
pond principalement à l’article [Ra1] et à une partie de [Ra2].
Nous représentons à la figure 3.8 les solutions asymptotiques obtenues au temps T = 100
pour différents schémas : différences finies classiques sans technique well balanced (DC - en
bleu), volumes finis classiques sans well balanced (VC - en rose) et volumes finis avec technique
well balanced (VW - en vert). Nous partons d’une perturbation d’1 demi - bump 2 et la so-
lution exacte, donnée par le calcul de la solution stationnaire, est représentée en rouge. Nous
remarquons que les volumes finis avec well balanced donnent clairement la meilleure précision.
∆x = 0.05 ∆x = 0.01
Figure 3.8 – Fonction ρ pour différents schémas.
2. avec les paramètres suivants : p(ρ) = ρ2, D = 0.1, a = 20, b = 10, χ = 10, M = 1 et L = 1.
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3.2.1 Schéma de reconstruction aux interfaces
Nous définissons U = (ρ, ρu)t le vecteur des deux inconnues, densité et moment et la partie
hyperbolique du système (3.1) s’écrit alors
∂tU + ∂xF (U) = S(U), (3.8a)

















Nous divisons l’intervalle [0, L] en N cellules Ci = [xi−1/2, xi+1/2), centrées aux nœuds xi, 1 ≤
i ≤ N . Nous supposons, par souci de simplification, que toutes les cellules ont la même longueur
∆x = xi+1/2 − xi−1/2.
Nous considérons comme approximation semi-discrète Ui(t) de la solution U sur la cellule





U(x, t) dx. Un schéma




Ui(t) + Fi+1/2(t)−Fi−1/2(t) = Si(t),
où Fi±1/2(t) approche le flux F (U(xi±1/2, t)) aux points d’interface xi±1/2 et Si(t) est une
discrétisation du terme source S(U) dans la cellule Ci.
Discrétisation classique des parties flux et source. Un choix classique est de définir





est n’importe quelle fonction de flux numérique
C1 consistante avec le problème homogène ∂tU + ∂xF (U) = 0, c’est-à-dire telle que
F(U,U) = F (U) pour tout U.
Une étude numérique sur les différents flux possibles pour la partie homogène nous a permis
de comparer les solveurs de Roe, de HLL et de Suliciu adapté au vide décrits dans [25] et nous
avons observé de bons résultats pour le traitement du vide avec les deux derniers.
Le terme source, quant à lui, est discrétisé par Si(t) = S(Ui(t)), où la dérivée ∂xφ est ap-
prochée par une formule centrée en espace ∂xφ|Ci ∼
φi+1 − φi−1
2∆x
, où φi±1 est une approximation
de la fonction φ aux points xi±1. Cependant, il est connu que ce genre d’approximation produit
de larges erreurs au voisinage des états stationnaires.
Discrétisation par reconstruction aux interfaces. L’idée est alors d’équilibrer le flux et
la source, c’est-à-dire de modifier les discrétisations précédentes en remplaçant les valeurs Ui
et Ui+1 par de nouvelles variables aux interfaces U
±
i+1/2 qui imposent une discrétisation exacte
des solutions stationnaires du système. Les termes de flux s’écrivent alors comme Fi+1/2 =
F(U−i+1/2, U+i+1/2) et le choix de ces variables aux interfaces sera précisé à la section 3.2.2.
Les termes sources sont également calculés dans l’esprit des méthodes USI (Upwinding
of the Source term at Interfaces) introduites dans [24], puis reprises par [135, 106, 26] en
décomposant Si = S−i+1/2 + S+i−1/2. On intègre alors la partie stationnaire du système (3.8),
c’est-à-dire ∂xF (U) = S(U), entre xi−1/2 et xi (resp. xi et xi+1/2), en utilisant le fait que le
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On remarque que la discrétisation du terme source n’est plus présente explicitement ni à travers
le terme Fi+1/2, ni à travers le terme source Si, mais implicitement dans la discrétisation U±i+1/2,
qui reste à définir.




Ui + F(U−i+1/2, U+i+1/2)−F(U−i−1/2, U+i−1/2) = S−i+1/2 + S+i−1/2. (3.10)
Discrétisation en temps. Soit un pas de temps ∆t et des temps de discrétisation tn =

























où Uni est une approximation de la solution U du système (3.8) sur la cellule Ci au temps tn et
Un,±i+1/2 sont les valeurs des variables aux interfaces au temps tn.
3.2.2 Différentes reconstructions possibles
Passons maintenant à la définition des variables d’interface U±i+1/2 de telle sorte que le schéma
vérifie les propriétés suivantes : consistance avec le système (3.8), conservation de la positivité
de la solution, conservation des états stationnaires de (3.8) à vitesse nulle [26, 24, 135]. Cette
construction permet d’améliorer la précision du schéma autour des états stationnaires. Dans
la suite, l’expression explicite exacte des solutions stationnaires n’est pas nécessaire et il nous
suffit de connâıtre l’équation vérifiée par celles-ci ; notre schéma n’est donc pas restreint au cas
γ = 2.
On considère les états d’équilibre à vitesse constante, qui vérifient :
∂xu = 0 et ∂xp(ρ) = χρ∂xφ− αρu. (3.12)
La deuxième équation peut, après division par ρ, se réécrire en fonction de l’énergie interne
e(ρ) définie par e′(ρ) =
p(ρ)
ρ2
, ce qui donne :







Les deux formes (3.12) et (3.13) donneront deux reconstructions différentes que l’on comparera
à la section 3.4.2.
On calcule alors les valeurs des reconstructions aux interfaces Un,−i+1/2 (resp. U
n,+
i+1/2) en




i+1/2, xi+1]) [9]. A partir de l’équation








i+1. Ensuite, en intégrant l’équation (3.13),











































où X+ = max(0, X), X− = min(0, X).
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Dans ces deux reconstructions, les parties positive (uni )+ et négative (u
n
i+1)− permettent




i+1) et la partie
positive extérieure garantissent que la positivité de la densité est conservée. Ces propriétés sont
énoncées à la section 3.2.3.
Remarque 3.3 Il est difficile de définir des valeurs aux interfaces dans le cas de solutions
stationnaires ne vérifiant pas la condition ∂xu = 0. En effet, dans ce cas, les solutions sta-
tionnaires possèdent un moment ρu constant et l’intégration amène à trouver les racines d’un
polynôme de degré plus grand que 2 dès que γ > 1.
Traitement implicite du terme de friction. Nous proposons dans ce paragraphe une va-
riante du schéma (3.11), qui consiste à discrétiser implicitement le terme de friction, qui est un
terme raide. En effet, dans les reconstructions précédentes (3.14) et (3.15), le terme de friction
était inclus dans la définition des densités aux interfaces et donc traité de manière explicite.











































































































pour la reconstruction P.
Comparaison numérique des différentes reconstructions. Nous comparons maintenant
les différentes reconstructions présentées plus haut dans le cas γ = 3. La figure 3.9 montre
les fonctions ρ et φ (en haut) et la fonction ρu (en bas) pour les reconstructions suivantes 3 :
3. avec les paramètres χ = 50, D = a = b = α = κ = 1 sur un intervalle de longueur L = 1. La donnée
initiale est égale à ρ0(x) = 1 + sin (4π|x− 0.25L|).
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reconstruction P à gauche (équations (3.15) ou (3.16d)), reconstruction E à droite (équations
(3.14) ou (3.16c)) ; le traitement implicite de la friction est représenté en rouge et le traitement
explicite en bleu. Les deux reconstructions donnent, dans ce cas, des résultats similaires. La
seule différence notable concerne le traitement explicite ou implicite du terme de friction :
lorsque ce terme est traité implicitement, les approximations des fonctions ρ et ρu sont plus
précises en moyenne, l’amélioration étant particulièrement visible pour les zones de vide.
Reconstruction P : ρ, φ Reconstruction E : ρ, φ
Reconstruction P : log |ρu| Reconstruction E : log |ρu|
Figure 3.9 – En haut, les fonctions ρ et φ ; en bas, le logarithme de la fonction ρu. Comparaison
entre les reconstructions P à droite, et la reconstruction E à gauche et entre le traitement
implicite de la friction (en rouge) et explicite (en bleu).
3.2.3 Propriétés des schémas semi-discrets et discrets
Dans les deux théorèmes suivants, nous prouvons quelques propriétés du schéma semi-discret
(3.10)-(3.9), puis du schéma complètement discrétisé (3.11) [Ra1].
Théorème 3.4 Soit le système (3.8) sur l’intervalle [0, L] avec les conditions aux bords (3.3).
Soit F = (Fρ,Fρu)t un flux numérique C1, consistant et qui conserve la positivité de ρ pour la
partie homogène du système (3.8), ∂tU+∂xF (U) = 0. Le schéma aux volumes finis (3.10)-(3.9)
avec la reconstruction (3.14) ou la reconstruction (3.15)
– est consistant avec (3.8) en dehors du vide,
– conserve la positivité de ρ,
– conserve les états stationnaires définis par (3.12) avec une vitesse nulle.
La preuve de la consistance se décompose en deux parties : la consistance de la partie flux vient
de la consistance de F et du développement au 1er ordre de U±i+1/2, c’est-à-dire
U−i+1/2 = Ui +O(∆x) et U
+
i+1/2 = Ui+1 +O(∆x).
La consistance de la partie source suit la définition donnée dans [135] et vient du développement
au 2e ordre du terme source discret, et donc de U±i+1/2, c’est-à-dire
















→ −αρ (u+ + u−) + χρ∂xφ = −αρu+ χρ∂xφ.
La positivité de ρ, quant à elle, découle de la propriété de conservation de la positivité de F
pour la partie homogène.
Passons maintenant au schéma complètement discrétisé (3.11). Les propriétés de consistance
et de conservation des états stationnaires restent vraies. Cependant, une condition de stabilité
est nécessaire pour assurer la positivité de la densité. On suit pour cela la preuve de [9], en
utilisant la notion de conservation de la positivité aux interfaces sous une condition CFL de
stabilité [25], pour un système homogène :
Définition 3.5 (Positivité aux interfaces) Un flux numérique F = (Fρ,Fρu)t pour le sys-
tème homogène ∂tU + ∂xF (U) = 0 conserve la positivité de ρ aux interfaces avec une vitesse
numérique σ(Uni , U
n























i+1 −Fρ(Uni , Uni+1)
)
≥ 0.
En effet, prouver directement que le schéma (3.11) conserve un domaine convexe, ici le demi-
plan positif, est rendu compliqué par le stencil à trois points du schéma (3.11). Considérer la
notion de conservation du domaine aux interfaces revient à prouver seulement deux inégalités
sur deux points chacune, ce qui simplifie beaucoup les calculs. Dans [25], il est prouvé que ces
deux notions sont équivalentes sous une condition de stabilité légèrement plus restrictive, qui
lie pas de temps, pas d’espace et vitesse numérique.
On a alors le résultat suivant :
Théorème 3.6 Soit un flux F pour la partie homogène qui préserve la positivité de ρ aux
interfaces au sens de la définition 3.5 . Alors, le schéma complètement discrétisé (3.11) avec
la reconstruction (3.14) ou (3.15) préserve la positivité de ρ aux interfaces, c’est-à-dire : si la































Maintenant que nous avons un schéma adapté, qui traite précisément les zones de vide et les
solutions stationnaires, nous l’utilisons pour explorer et comparer les solutions asymptotiques
obtenues pour différents cas. On souligne que les mêmes résultats numériques sont obtenus avec
un schéma de type solveur de Riemann modifié [15] dans [14]. L’idée principale est d’étudier la
dépendance en γ pour déterminer quel γ donne des résultats les plus proches des expériences
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de vasculogénèse citées dans l’introduction de ce chapitre. On regarde également pour cela la
dépendance en la masse de la donnée initiale. On retrouve ces simulations dans l’article [Ra1].
Dépendance en γ. Le coefficient γ présent dans le terme de pression n’a pas une valeur claire
dans un contexte biologique, contrairement au cas des gaz compressibles. Nous étudions à la
figure 3.10 les solutions asymptotiques obtenues pour les fonctions ρ (à gauche) et φ (à droite)
pour γ = 2, 3, 4, 5 4 et une donnée initiale sinusöıdale. Nous observons alors que le nombre de
bumps change en fonction des valeurs de γ : plus γ augmente, plus les forces de répulsion sont
fortes là où la densité est élevée, et cela empêche la formation de grandes concentrations de
cellules.
Figure 3.10 – Fonction ρ (à gauche) et φ (à droite) asymptotiques pour γ = 2 (bleu), 3 (vert),
4 (rouge), 5 (bleu cyan).
Dépendance en la masse. Ces expériences numériques sont guidées par les expériences biolo-
giques de [147] détaillées dans l’introduction de ce chapitre et qui montrent des comportements
dépendant de la masse initiale de cellules. Les régions de densité positive pourraient corres-
pondre aux capillaires sanguins et devraient devenir plus larges pour de grandes masses de
cellules. Enfin, au delà d’une masse critique, nous nous attendons à observer des solutions
stationnaires constantes.
Nous comparons donc à la figure 3.11 les cas γ = 2 (à gauche) et γ = 3 (à droite) et nous
représentons les états asymptotiques pour différentes valeurs initiales de la masse. Pour garder
un profil initial le plus proche possible, nous considérons la même donnée initiale sinusöıdale 5,
que nous multiplions par un coefficient ξ qui augmente. Dans le cas γ = 2, le nombre de bumps
et les supports des bumps restent constants, quelle que soit la masse, et seule la hauteur des
bumps augmente avec la masse. En revanche, pour γ = 3, la dépendance en la masse est très
différente et les configurations asymptotiques changent en fonction de la masse ; ceci semble
montrer un comportement plus proche des expériences biologiques décrites dans [147].
3.4 Comparaison avec un système parabolique limite
Nous allons étudier maintenant comment se comporte le schéma numérique pour la limite
temps long-forte friction du système (3.1), qui correspond à un système parabolique de type
(1.2). Ce résultat s’inscrit dans la lignée des deux résultats suivants : dans [119], la vitesse du
système d’Euler compressible sans chimiotactisme suit la loi de Darcy en temps long et dans
[58], les auteurs analysent la convergence du système (3.1) vers des systèmes paraboliques pour
plusieurs scalings. Le premier point intéressant est qu’il faut être attentif à la reconstruction
utilisée pour trouver un schéma asymptotic preserving, comme en témoignent également les
4. avec les paramètres κ = 1, D = 0.1, a = 20, b = 10, χ = 10, L = 3.
5. la donnée initiale vaut ρ0(x) = ξ (1 + sin(4π|x− L/4|)) , u0 = 0.
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Figure 3.11 – Fonctions ρ asymptotiques pour γ = 2 (à gauche) et γ = 3 (à droite) pour
différentes valeurs de la masse : ξ = 0.1 (bleu), 1 (vert), 5 (rouge), 10 (bleu cyan).
articles [40], [39] et [16]. On remarque aussi numériquement que les états asymptotiques des
systèmes hyperboliques et paraboliques ne sont pas nécessairement les mêmes, contrairement à
ce qu’on attend. Cette étude est présentée dans l’article [Ra2].




> 0, nous définissons les variables suivantes :
τ = εt, vε(x, τ) =
u(x, t)
ε
, ρε(x, τ) = ρ(x, t), φε(x, τ) = φ(x, t).
















ε + aρε − bφε.
Quand ε→ 0, ce qui correspond à la limite temps long-forte friction, nous obtenons à la limite
le système parabolique-elliptique suivant, c’est-à-dire le système (1.2) avec δ = 0 (cf. [58] pour
plus de détails) :
{
∂τρ = ∂x [∂xp(ρ)− χρ∂xφ] ,
0 = D∂xxφ+ aρ− bφ.
(3.17)
3.4.2 Propriété asymptotic preserving du schéma
Dans cette section, nous étudions la propriété asymptotic preserving du schéma numérique
(3.10) combiné avec la reconstruction (3.14) ou (3.15) pour le système (3.1), c’est-à-dire nous
cherchons à savoir si le schéma limite obtenu pour ε → 0 est consistant avec l’équation limite
(3.17), en s’inspirant de [26].
Plus précisément, on dit que le flux numérique est asymptotic preserving à la limite temps








où Fn,Pari+1/2 est un flux numérique conservatif et consistant avec l’équation parabolique :
∂tρ = ∂x (∂xp(ρ)− χρ∂xφ) .
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Le théorème 3.8 montre que cette propriété dépend de la reconstruction choisie.
Un point technique de la preuve du théorème nécessite la propriété suivante sur le flux
numérique, que nous appelons propriété de consistance forte :
Définition 3.7 (Consistance forte) Un flux numérique F consistant avec le flux F défini à
l’équation (3.8b) est fortement consistant si il vérifie les deux conditions suivantes :
– si Fρu(r, 0, R, 0) = p(r) alors r = R ;
– si Fρu(r, 0, R, 0) = p(R) alors r = R.
Cette condition découle d’une condition de [26] et est vérifiée, en particulier, pour les flux
HLL, HLL-Roe et le flux de relaxation de Suliciu adapté au vide, tous détaillés dans [25].
Nous pouvons alors passer à la limite dans le schéma pour le système hyperbolique et obtenir
les limites suivantes[Ra2] :
Théorème 3.8 Soit un flux numérique F consistant avec le flux F défini à l’équation (3.8b)
et fortement consistant au sens de la définition 3.7. On suppose que l’on a les développements
suivants pour ρε,ni et u
ε,n






















p(ri+1)− p(ri) + χri+1/2(φi − φi+1)
)
+O(ε∆x) +O(ε2)






(Ψ(ri+1)−Ψ(ri) + χ(φi − φi+1)) +O(ε∆x) +O(ε2)
dans le cas de la reconstruction E.
Par conséquent, dans le cas de la pression des gaz isentropiques (3.2), seule la reconstruction
P est asymptotic preserving à la limite temps long-forte friction.
Les détails de la preuve sont donnés dans [Ra2]. D’après (3.13), on remarque que le second










i+1 − rγ−1i ) + χ(φi − φi+1)
)
+O(ε∆x) +O(ε2).
dans le cas de la reconstruction E et de la loi de pression pour les gaz isentropiques (3.2).
Cela signifie que, en utilisant la reconstruction E (3.14), on obtient à la limite temps long-forte
friction, un schéma numérique pour le système parabolique-elliptique (3.17) qui est non conser-
vatif et qui a un coefficient de diffusion erroné. En revanche, la reconstruction P (3.15) utilisée
avec le schéma numérique (3.10) est consistante avec le schéma conservatif du second ordre
pour le modèle de type Keller-Segel (3.17). Dans la suite, nous utiliserons donc de préférence
la reconstruction P pour effectuer nos simulations numériques.
3.4.3 Simulations numériques
Schéma pour le système parabolique (3.17). L’équation linéaire de réaction-diffusion pour
φ ne pose pas de problème particulier et est résolue comme pour le système hyperbolique (3.1).
En revanche, à cause de la présence de vide, un schéma classique centré du second ordre en
espace ne conserve pas la positivité de ρ [26]. On utilise alors un schéma de relaxation, basé sur
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une approximation diffusive BGK [7]. Cette technique permet de conserver la positivité à l’aide
d’une viscosité artificielle et garantit la stabilité du schéma, sous une condition CFL adaptée,
en séparant de manière adéquate les termes linéaires et non-linéaires.
Nous présentons ici deux résultats numériques, le premier avec γ = 2, le deuxième avec
γ = 3. Le premier 6, présenté à la figure 3.12, montre les solutions asymptotiques du système
hyperbolique (3.1) et du système parabolique (3.17) au temps T = 150. Nous remarquons que
le comportement asymptotique des systèmes parabolique et hyperbolique est différent : pour
le système hyperbolique, la condition initiale est stable, alors que pour le système parabolique,
les 2 demi-bumps s’agrègent autour de t = 10.
Figure 3.12 – Solution asymptotique ρ pour le système parabolique (3.17) et pour le système
hyperbolique (3.1).
Nous arrivons à la même conclusion avec le 2e test 7 présenté à la figure 3.13. Nous observons
ici que l’évolution initiale du système hyperbolique est plus rapide et que les agrégations de
bumps se font entre t = 10 et t = 20. En revanche, dans le cas parabolique, on observe des
configurations métastables [94]. La configuration multi-bumps reste inchangée pendant un long
moment jusqu’à environ t = 10 où apparâıt une transition rapide vers une configuration ” 1
bump et 1 demi-bump ” ; cette situation reste stable jusqu’à environ t = 300 où une autre
transition apparâıt et seul 1 demi-bump reste. Asymptotiquement, il ne reste qu’1 bump et 2
demi-bumps dans le cas hyperbolique et 1 demi-bump dans le cas parabolique.
Conclusion
En conclusion, nous avons étudié dans ce chapitre le modèle de vasculogénèse (3.1) pro-
posé dans [147] en dimension 1. Nous avons présenté une classification complète des solutions
stationnaires présentant une ou plusieurs zones de vide et nous avons montré que pour une lon-
gueur de domaine assez grande, il existe une infinité de telles solutions à masse fixée. Dans le
cas d’un domaine borné, la solution composée d’1 demi-bump est celle d’énergie minimale. Les
simulations numériques, obtenues à partir d’un schéma well-balanced, montrent que la stabilité
de toutes ces solutions n’est pas du tout évidente.
Enfin, après avoir sélectionné un schéma asymptotic preserving, nous avons étudié numéri-
quement la limite parabolique, obtenue pas une limite temps long-forte friction dans le modèle
6. Les paramètres du système, à savoir γ = 2, χ = 50, D = a = b = α = κ = 1 et les données initiales sont
les mêmes.
7. Les paramètres sont égaux à χ = 10, D = 0.1, a = 20, b = 10, κ = α = 1 et γ = 3 et les données initiales
sont ρ0(x) = 1.5 + sin(4π|x− 0.25L|) et φ0(x) = 0.
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t = 0.1 t = 0.5
t = 3 t = 300
t = 331 t = 333
Figure 3.13 – Fonction ρ pour différents temps en comparant les systèmes (3.1) et (3.17).
hyperbolique. On observe alors que pour certains jeux de paramètres les solutions asymptotiques
hyperbolique et parabolique diffèrent, ce qui reste encore inexpliqué.
56
Chapitre 4
Applications des modèles de
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4.1.1 Modèle et conditions aux nœuds . . . . . . . . . . . . . . . . . . . . . 59
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Dans ce chapitre, nous appliquons les modèles de chimiotactisme étudiés précédemment à
deux situations distinctes.
La première application vient du phénomène de cicatrisation, au cours duquel les fibroblastes
se déplacent sur des fibres via un phénomène de chimiotactisme. Ce projet est né de discussions
avec des chercheurs du laboratoire d’ingénierie tissulaire de l’Université Campus Bio-Medico de
Rome, dont A. Rainer, qui cherchent à comprendre comment construire des réseaux optimaux
de fibres artificielles afin d’améliorer le déplacement de fibroblastes. De ces discussions, nous
avons obtenu de nombreux renseignements sur le comportement des fibroblastes, ce qui nous a
permis d’affiner le modèle présenté dans ce chapitre, en particulier les conditions de transmission
aux nœuds.
Dans le modèle présenté ici, on considère un réseau où les arcs représentent les fibres et les
noeuds leurs points d’intersection. Le mouvement des fibroblastes sur chaque arc est décrit par
le modèle hyperbolique semi-linéaire 1D de chimiotactisme étudié au chapitre 2. Nous voyons
donc ici l’intérêt d’étudier des modèles en dimension 1 qui suffisent et peuvent être facilement
utilisés pour un couplage sur un graphe. Cependant, pour compléter le modèle, il faut aussi
introduire des conditions de transmission aux nœuds aussi bien pour les densités ρ que pour la
concentration φ. Le schéma d’ordre élevé asymptotique du chapitre 2 a ensuite été adapté aux
conditions de transmission ainsi trouvées.
Une deuxième application concerne la proposition d’une hiérarchie de modèles pour le
problème de poursuite-évasion où une ou plusieurs proies sont poursuivies par des chasseurs. De
nombreux modèles ont été développés pour cette problématique et nous proposons ici d’utiliser
les modèles de chimiotactisme déjà cités et étudiés, un avec un noyau attractif, les chasseurs
étant attirés par les proies, l’autre avec un noyau répulsif, les proies étant repoussées par les
chasseurs. Nous proposons donc différents types de modèles aussi bien d’équations différentielles
que d’équations aux dérivées partielles, des simulations numériques liées et un théorème d’exis-
tence globale qui montre que le phénomène d’explosion du système de Keller-Segel ne se retrouve
pas avec ce couplage aux effets antagonistes.
Ce chapitre correspond aux articles [Ra3], [Rp1] et [Rs3].
4.1 Modèle de chimiotactisme sur réseaux
Contexte biologique
Nous étudions ici le phénomène de cicatrisation et plus particulièrement la phase de migra-
tion des fibroblastes sous l’effet du chimiotactisme. La cicatrisation d’une blessure se déroule en
plusieurs phases. La première phase est une réponse inflammatoire de l’organisme qui élimine
les corps étrangers ; pendant cette phase, un caillot sanguin se forme. Ensuite, une phase d’an-
giogénèse permet la formation de nouveaux vaisseaux sanguins qui alimenteront les cellules, en
oxygène notamment. Il y a alors une phase active de migration de cellules du tissu conjonctif et
en particulier de fibroblastes, pendant laquelle le caillot devient une croûte, qui formera fina-
lement la cicatrice. Elle est finalement suivie d’une phase de prolifération, puis de maturation
qui permet une reconstruction totale des différentes couches de la peau.
Le rôle des fibroblastes est important lors de ce processus, puisqu’ils sécrètent le collagène et
la matrice extra-cellulaire, c’est-à-dire les protéines qui forment les fibres du tissu conjonctif. Le
nouveau tissu ainsi formé diffère du tissu original et est moins fonctionnel que le tissu initial. Il
est à noter que la matrice extra-cellulaire permet aux fibroblastes qui la créent de se déplacer et
d’arriver jusqu’à la lésion, mais aussi facilite l’adhésion des cellules et leur organisation en tissu.
En particulier, les cellules s’alignent le long des fibres. Enfin, la production et la prolifération
des fibroblastes sont activées grâce à des facteurs de croissance, les FGF, que les fibroblastes
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produisent eux-mêmes.
Dans le domaine de l’ingénierie tissulaire [118, 88, 151], un tissu artificiel, dit scaffold, de
fibres polymériques croisées, est construit pour réparer le tissu endommagé et permettre le
déplacement des cellules. Le scaffold est ensuite posé à l’intérieur du corps et les fibroblastes se
déplacent sur ces fibres, sans avoir à les produire, cf figure 4.1. Il y a deux avantages à cela :
accélérer le déplacement des fibroblastes, qui ont déjà un support, et minimiser la taille de la
cicatrice en obligeant les cellules à se déplacer selon un réseau donné [151].
Figure 4.1 – A gauche, exemple de scaffold artificiel [46]. A droite, fibroblastes se déplaçant
sur un scaffold [118].
Dans ce chapitre, nous nous concentrons donc sur la modélisation de ce dernier phénomène,
à savoir le déplacement des fibroblastes le long d’un scaffold pré-construit. Plus précisément,
nous modélisons le réseau de fibres qu’est le scaffold par un graphe, chaque arc du graphe
représentant une fibre et les nœuds du graphe représentant les points d’intersection des fibres.
Sur chaque arc du graphe, les fibroblastes se déplacent, en étant soumis au chimiotactisme. Des
règles de passage doivent être définies à chaque nœud en accord avec les phénomènes biologiques
observés.
Les paramètres biophysiques et biochimiques qui affectent la mobilité des cellules en 3D
restent peu connus [88]. Cependant, les interactions aux nœuds affectent la persistance direc-
tionnelle, ainsi que la vitesse des cellules, ce qui donne un nouveau mécanisme de contrôle
de mobilité des cellules en utilisant la structure extra-cellulaire. Nous espérons donc que la
modélisation mathématique pourrait jouer un rôle crucial via une meilleure compréhension du
phénomène et une optimisation des scaffolds construits.
Dans cette section, nous proposons donc des équations aux dérivées partielles posées sur
les arcs d’un graphe et couplées entre elles avec des conditions de transmission adaptées et
originales, de continuité du flux et non continuité de la densité. Des conditions pour conserver la
masse sont données. Le schéma employé est ensuite adapté au cas du réseau et la technique pour
trouver des conditions aux bords discrètes du chapitre 2 est généralisée au cas des conditions de
transmission. Le cas de la partie hyperbolique de (2.1) sur un graphe a été traité dans [Rp1] et
ensuite étendu au système complet hyperbolique-parabolique (2.1) sur un graphe dans [Ra3].
4.1.1 Modèle et conditions aux nœuds
On se fixe un réseau G = (N ,A) composé de deux ensembles, un ensemble de nœuds N et
un ensemble de N arcs A, tels qu’un arc connecte deux nœuds. Le graphe n’est pas orienté,
mais on doit fixer une direction (artificielle) pour définir le signe des vitesses en jeu. Il y a alors
deux types d’intervalles à un nœud p ∈ N : les arcs entrants, dont l’ensemble est noté Ep, et
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les arcs sortants, dont l’ensemble est noté Sp. Un exemple est donné à la figure 4.2 où 1, 2 ∈ E
et 3, 4 ∈ S. On note également Eout et Sout les arcs entrants et sortants des bords du réseau.
Figure 4.2 – Exemple de réseau
On considère donc l’équation semi-linéaire (2.1) déjà étudiée au chapitre 2 sous la forme


























(∂xφ− λ)ρ+ + (∂xφ+ λ)ρ−
)
,
∂tφ−D∂xxφ = a(ρ+ + ρ−)− bφ,
(4.1)
et on note ρ±i et φi les valeurs correspondantes sur le i
e arc. On remarque que les cellules vont
toutes à la même vitesse sur un arc donné, on la note λi.
Nous insistons ici sur le fait que le modèle semi-linéaire 1D étudié au chapitre 2 est parti-
culièrement adapté à cette étude, malgré ses limites mises en évidence à la sous-section 2.3.2.
En effet, même si un modèle 1D n’est pas très réaliste dans un objectif de modélisation, il s’agit
de la dimension adaptée pour l’étude des EDPs sur un réseau tel qu’on le considère ici. De
plus, l’étude des conditions de transmission qui est faite à partir de maintenant n’est possible
que dans le contexte d’un modèle avec une partie homogène linéaire et elle demanderait des
adaptations importantes pour passer à un modèle quasi-linéaire.
Les conditions aux bords extérieurs pour les arcs ayant une extrémité au bord extérieur sont
les mêmes que celles pour le système sur un intervalle classique :
ρ+i = ρ
−
i (qui est équivalent à vi = 0) si i ∈ Eout ou Sout, (4.2)
c’est-à-dire que l’on considère que les flux de cellules sont nuls sur les bords.
Conditions de transmission aux nœuds. Pour l’instant, les fonctions ρ±i et φi définies sur
les différents arcs ne sont pas couplées, elles vont l’être par les conditions de transmission aux
nœuds. Au nœud p ∈ N , on pose les conditions de transmission suivantes, qui dépendent des




















j (0, t), si i ∈ Ep,










j (0, t), si i ∈ Sp,
(4.3)
où les constantes ξi,j ∈ [0, 1] sont les coefficients de transmission, c’est-à-dire la probabilité
pour une cellule au nœud p de passer de l’arc i à l’arc j, en incluant aussi la possibilité de faire
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demi-tour. Pour résumer, pour un arc entrant (resp. sortant), la valeur de ρ+i (resp. ρ
−
i ) à un
nœud est obtenue par les équations du système et la valeur de ρ−i (resp. ρ
+
i ) par les conditions
de transmission.
Cependant, on aimerait avoir la continuité des flux aux nœuds, ce qui signifie que l’on ne




λiξi,j = λj, j ∈ Ep ∪ Sp, (4.4)










i (0, t)− ρ−i (0, t)).












ρi(x, 0)dx, pour tout t > 0. (4.5)
Si on veut ajouter à ceci une propriété de dissipation pour la partie hyperbolique du système




ξi,j = 1 pour tout i ∈ Ep ∪ Sp. (4.6)
Conditions de transmission et aux bords pour φ. Sur les bords extérieurs, nous posons
les conditions aux bords classiques vues au chapitre 2 :
∂xφi = 0 si i ∈ Eout ou Sout. (4.7)
Encore une fois, nous nous contentons d’imposer la continuité du flux au nœud p, en utilisant la





κi,j(φj − φi), i ∈ Ep ∪ Sp, (4.8)
où les κi,j sont des coefficients positifs, ce qui garantit la décroissance de l’énergie de la partie
parabolique sans source. La conservation des flux au nœud
∑
i∈Ep∪Sp
Di∂nφi = 0 est vérifiée si
κi,j = κj,i, i, j = 1, . . . , N .
L’étude des solutions stationnaires du système est trop compliquée, mais on peut citer le
résultat suivant concernant les solutions stationnaires constantes [Ra3] :
Proposition 4.1 Soit un réseau général G = (N ,A) et le système (4.1) sur chaque arc du
réseau avec les conditions aux bords et de transmission (4.2), (4.3), (4.7) et (4.8).
(i) Pour des valeurs quelconques des coefficients de transmission ξi,j vérifiant (4.4), il n’y a
pas de solution stationnaire constante par arcs.
(ii) Pour le cas particulier des coefficients de transmission ξi,j vérifiant les relations de
dissipation (4.4) et (4.6) et des ratios ai/bi tous égaux, alors il existe une solution stationnaire
constante par arcs, définie à un paramètre près.
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Résultats numériques. Nous représentons à la figure 4.3 les solutions asymptotiques pour un
réseau composé de deux arcs et un nœud. A gauche 1, nous utilisons des coefficients vérifiant
la condition de dissipation (4.6), c’est-à-dire les hypothèses du point (ii) de la proposition 4.1
et à droite, 2, des coefficients vérifiant seulement le point (i) de la proposition 4.1. Les résultats
obtenus sont cohérents avec la proposition 4.1 : à gauche, on obtient asymptotiquement une
solution stationnaire constante par arcs, alors qu’à droite, nous obtenons des solutions non
constantes. Dans les deux cas, le flux est nul sur les deux arcs et n’est pas représenté ici.
Figure 4.3 – Solutions asymptotiques ρ (en haut) et φ (en bas) pour un réseau avec 2 arcs et 1
nœud. A gauche, avec des coefficients dissipatifs et à droite, avec des coefficients non-dissipatifs.
Remarque 4.2 Dans [Rp1], une première étude est présentée où le terme ∂xφ de la partie
hyperbolique de (4.1) est remplacé par une constante, par souci de simplification, et où l’équation
parabolique n’apparâıt donc pas. Les résultats sur les solutions stationnaires et les simulations
numériques sont très différents de ce qui est présenté ici, montrant une fois de plus l’importance
et la difficulté du couplage hyperbolique-parabolique étudié.
4.1.2 Adaptation du schéma AHO
Pour obtenir un schéma fiable, nous partons du schéma décrit à la section 2.2 et nous
l’utilisons sur chaque arc. On utilise alors la notation suivante : wn,ji est la discrétisation sur
la grille au temps tn et au point x
j
i d’une fonction wi, i = 1, . . . , N sur le i
e arc pour j =
0, . . . ,Mi + 1 et n ≥ 0.
Les conditions aux bords liées aux nœuds extérieurs sont les mêmes que celles dérivées à
l’équation (2.13), en plus de (2.12). Là encore, les conditions aux bords vont être données dans
les variables (ρ, v), alors que le schéma est écrit dans les variables (ρ+, ρ−). On utilise également































−,j, si i ∈ Sp.
(4.9)
Cependant, ces relations relient toutes les inconnues les unes avec les autres. Nous en sommes
à 2 équations par arc, alors qu’il nous en faut 4 pour calculer les solutions. Les 2 conditions
manquantes sont obtenues comme suit : sur les bords du domaine, on retrouve les conditions
calculées à l’équation (2.13). A l’intérieur du domaine, nous calculons la différence entre deux
temps successifs de la masse totale définie, cette fois, à l’équation (4.5). En annulant cette
1. A gauche, paramètres : λ1 = 5, λ2 = 4, ξ1,1 = 0.8, ξ2,1 = 0.25, ξ1,2 = 0.2, ξ2,2 = 0.75.
2. A droite, paramètres : λ1 = 5, λ2 = 4, ξ1,1 = 0.8, ξ2,1 = 0.25, ξ1,2 = 0.24, ξ2,2 = 0.7.
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quantité, nous obtenons les deux conditions manquantes, que nous n’écrirons pas ici, c’est-à-
dire si i ∈ Ep (resp. i ∈ Sp), on obtient ρn+1,Mi+1+,i (resp. ρn+1,0−,i ) en fonction des ρn+1,Mi(+1)±,i (resp.
ρ
n(+1),0
±,i ). Ces dernières quantités sont faciles à calculer car elles ne dépendent que de valeurs
au temps précédent et ce sont elles qui interviennent dans le membre de gauche de l’équation
(4.9), nous permettant donc de calculer ensuite la suite des données nécessaires aux nœuds.
Maintenant que l’on a bien 4 conditions aux bords discrètes par arc, comme nécessaire pour
la mise en place du schéma AHO, nous pouvons étudier la consistance de ces conditions avec
les conditions aux bords. Nous obtenons la consistance des dernières conditions calculées sous
la relation étonnante suivante, qui relie par une égalité les pas de temps et d’espace sur chaque
arc : ∆xi = 2∆tλi.
La discrétisation parabolique sur chaque arc est classique, mais la discrétisation des condi-
tions de transmission (4.8) l’est moins car ces conditions couplent toutes les inconnues φn,ji sur
tous les arcs, ce qui nous amène à résoudre un système linéaire à chaque pas de temps.
4.1.3 Résultats numériques
Nous étudions ici, à l’aide du schéma du paragraphe précédent, un réseau composé de 4
nœuds et 12 arcs représenté à la figure 4.4. On choisit des coefficients de transmission non dissi-
Figure 4.4 – Exemple de réseau composé de 12 arcs et de 4 nœuds.
patifs, mais satisfaisant la condition (4.4). Dans ce cas, nous ne savons pas ce que sera la solution
asymptotique, ni quelles sont les solutions stationnaires du système. Les densités 3asymptotiques
sont représentées nœud par nœud à la figure 4.5, et les flux à la figure 4.6. Les flux sont bien
stabilisés, comme le prévoit le schéma et nous remarquons que les flux des arcs connectés aux
nœuds extérieurs s’annulent, alors que les flux des arcs intérieurs au réseau sont constants et
tous égaux au signe près.
4.2 Modèles de poursuite-évasion
Dans cette section, nous proposons une hiérarchie de modèles proposée dans [Rs3] d’équa-
tions différentielles et d’EDPs pour décrire le phénomène de poursuite-évasion. La démarche
est assez similaire à celle de [34] pour les modèles d’essaim, qui ne font intervenir qu’une seule
population. Des simulations numériques décrivant le comportement des solutions sont présentées
et un résultat d’existence globale des solutions en temps est démontré. En revanche, il parâıt
compliqué de trouver un comportement asymptotique général au vu des simulations produites,
même si des solutions périodiques en temps sont attendues.
3. Paramètres : λi = λ = 10, Li = 1, ai = bi = Di = 1.
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Figure 4.6 – Flux asymptotiques v des arcs du réseau de la figure 4.4.
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4.2.1 Une hiérarchie de modèles
Modèles du premier ordre. Nous considérons deux populations en interaction : des proies
et des chasseurs, décrits par leurs concentrations ρp(t, x) et ρc(t, x). On suppose que la présence
de l’autre population influence la vitesse de la population en question selon la règle suivante :
les chasseurs sont attirés par les proies, les proies sont repoussées par les chasseurs. Les deux
densités peuvent être alors décrites par les équations :
∂tρp +∇ · (ρpVp) = 0, ∂tρc +∇ · (ρcVc) = 0, (4.10)
où l’on suppose que les vitesses Vp (resp.Vc) dérivent des potentiels Φp(resp. Φc) :
Vp = ∇Φp, Vc = ∇Φc. (4.11)
En s’inspirant des modèles de chimiotactisme déjà discutés, on définit les potentiels par les
équations de Poisson suivantes :
∆Φp = αρc (avec α > 0), −∆Φc = ρp, (4.12)
définition qui peut être vue comme la convolution d’une densité avec la solution élémentaire de




sgn(x− y)Γp(x− y) ρc(t, y) dy,
Vc(t, x) = −
∫
y 6=x
sgn(x− y)Γc(x− y) ρp(t, y) dy,
(4.13)
où la fonction Γ n’est plus une simple constante ((4.11)–(4.12) correspond à Γp = α/2, Γc =
1/2), mais dépend d’une vitesse maximale, d’un rayon de sécurité et d’un rayon de vigilance.
A partir de ce modèle, on peut décrire les positions Xp,1, ...Xp,Np , Xc,1, ...Xc,Nc ∈ R de Np



























sgn(Xp,j −Xc,i) Γc(Xp,j −Xc,i),
(4.14)









sont solutions de l’EDP (4.10) avec des vitesses définies par (4.13).
A l’aide de la forme de la solution élémentaire du laplacien, ce dernier système se généralise
facilement en dimension supérieure.
Modèles du second ordre. On décrit maintenant la dynamique des proies et des chasseurs par
l’évolution des paires positions/vitesses, chacune dans RN×RN , notées (Xp,j,Ξp,j) et (Xc,k,Ξc,k).




















66 Applications des modèles de chimiotactisme
où τ est un temps de relaxation et les potentiels sont définis grâce à un noyau de convolution.
A partir de ces modèles, on peut ajouter des fluctuations en vitesse. Un raisonnement
similaire à celui des modèles du 1er ordre nous amène à considérer des équations de type Vlasov.
En intégrant dans l’espace des vitesses, on est alors ramené à un modèle de type hyperbolique,
mais qui doit être fermé en trouvant des équations sur Jp et Jc :
∂tρp +∇ · Jp = 0, ∂tρc +∇ · Jc = 0. (4.15)
A partir de là, diverses hypothèses peuvent être faites. En fermant à l’aide d’une minimisation



















couplé à (4.15) et où les potentiels sont donnés par
Φp(t, x) =
∫
Gp(x− y)ρc(t, y) dy, Φc(t, x) = −
∫
Gc(x− y)ρp(t, y) dy.
En revanche, une fermeture de type régime champ faible donne les équations suivantes :
Jp = −θ̄∇ρp + ρp∇Φp, Jc = −θ̄∇ρc + ρc∇Φc,
qui, combinées avec l’équation (4.15), donnent le modèle suivant :
∂tρp +∇ · (ρp∇Φp − θ̄∇ρp) = 0, ∂tρc +∇ · (ρc∇Φc − θ̄∇ρc) = 0.
et l’on retrouve deux modèles de Keller-Segel couplés.
4.2.2 Simulations numériques
Nous présentons ici quelques simulations numériques obtenues à partir des modèles d’EDOs
et d’EDPs précédents. Les techniques numériques employées sont classiques.
Nous commençons par mettre en évidence un mouvement assez caractéristique dans le cas
du modèle d’EDOs (4.14) à la figure 4.7. On considère un ensemble de plusieurs proies (resp.
de plusieurs chasseurs) réparties aléatoirement autour d’une position donnée. Au point de ren-
contre des deux populations, les proies se séparent en deux parties, un bloc échappant aux
chasseurs, l’autre bloc étant poursuivi par l’ensemble des chasseurs, qui adoptent une vitesse
réduite.
Nous imposons ici des conditions périodiques en espace et nous observons des comportements
périodiques en temps, aussi bien pour le modèle d’EDOs 4 (4.14) en 1D avec un noyau modifié
pour la définition du potentiel, en haut de la figure 4.8, que pour le modèle d’EDPs (4.10)-
(4.11)- (4.12) en 1D, en bas de la figure 4.8. Dans les deux cas, les figures représentent l’évolution
des trajectoires en fonction du temps. On remarque que les trajectoires issues de deux points
très proches peuvent se séparer brutalement, aussi bien pour les EDOs que pour les EDPs.
Enfin, l’allure des trajectoires des proies est plus ou moins reproduite par celles des chasseurs,
même si il est difficile de décrire un comportement général, indépendant des paramètres et
des conditions initiales. Il est à noter que les simulations des EDOs et des EDPs sont très
dépendantes des pas de temps et d’espace utilisés et les motifs observés sont ainsi peu stables.
4. Paramètres : 10 proies, 5 chasseurs, temps final 0.5, pas de temps ∆t = 0.0001.
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Figure 4.7 – Un ensemble de proies (à gauche) poursuivies par les chasseurs (à droite) avec
Vp < Vc.








































Figure 4.8 – Cas 1D : Modèles d’EDOs (en haut) et d’EDPs (en bas) et conditions aux bords
périodiques. Trajectoires des proies (à gauche) et des chasseurs (à droite).
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Figure 4.9 – Simulations 2D avec des conditions aux bords périodiques. Lignes de courant des
proies (à gauche), concentration des proies (au centre), concentration des chasseurs (à droite)
à t = 47 (en haut), t = 55 (au milieu) et t = 63 (en bas).
Enfin, nous obtenons à la figure 4.9 des résultats en 2D avec le modèle d’EDPs (4.10)-
(4.11)- (4.12) où l’on observe clairement le mécanisme d’attraction/répulsion. Plus précisément,
la dynamique du système se décompose en quatre phases : les proies se déplacent vers le point
(0.5, 0.5), puis vers le point (1, 0.5) (figure du haut), vers le point (0.5, 1) (figure du milieu) et
vers le point (1, 1) (figure du bas) avant de retourner au point (0.5, 0.5). On rappelle que les
4 coins du domaine peuvent se ramener au point (1, 1) par périodicité. Les chasseurs suivent
un motif similaire, avec un certain retard cependant. Ici aussi, nous devons utiliser des pas de
temps et d’espace suffisamment petits pour observer les motifs.
4.2.3 Un résultat d’existence globale
Nous avons obtenu des systèmes très proches du modèle de Keller-Segel. Il est intéressant de
noter que la dynamique de ces systèmes à deux espèces est très différente et que l’on n’observe
pas d’explosion de solutions dans ce cas. On peut prouver, en particulier, l’existence globale
et l’unicité de solutions faibles pour le système (4.10)–(4.12), ainsi que la propagation de la
régularité [Rs3] :
Théorème 4.3 Soit ρp,Init, ρc,Init des fonctions positives de L
1 ∩ L∞(RN). Soit 0 < T < ∞.
Alors, il existe une unique solution faible (ρp, ρc) ∈ L∞(0, T ;L1 ∩ L∞(RN)) de (4.10)–(4.12)
68
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avec comme données initiales ρp,Init, ρc,Init. Cette solution est définie dans C0([0, T ];Lq(RN))
pour tout 1 ≤ q < ∞. Si, de plus, ∇ρp,Init,∇ρc,Init appartiennent à L∞(RN), alors la solution
appartient à L∞(0, T ;W 1,∞(RN)).
La preuve de ce théorème est basée sur des estimations a priori, mais la difficulté se situe
dans le manque de régularité des potentiels, définis par la convolution avec le noyau singulier
de l’équation de Poisson. Cependant, ici, le couplage empêche la formation de singularités en
temps fini, contrairement à l’équation de Keller-Segel et la solution reste bornée, au moins
localement en temps. On peut alors construire des solutions faibles, uniques, dans L1 ∩L∞ sur
tout intervalle [0, T ], 0 < T <∞. Le point clé est l’estimation a priori suivante :
Proposition 4.4 On suppose que les données initiales vérifient
ρp,Init ≥ 0, ρc,Init ≥ 0, ρp,Init, ρc,Init ∈ L1 ∩ L∞(RN).
Alors les solutions régulières de (4.10)-(4.12) vérifient
0 ≤ ρp(t, x) ≤ ‖ρp,Init‖L∞ , 0 ≤ ρc(t, x) ≤ ‖ρc,Init‖L∞ et‖ρp,Init‖L∞ .
La proposition se montre en utilisant les courbes caractéristiques, après avoir montré la régula-
rité des gradients des potentiels.
Ce résultat peut s’étendre sans trop d’efforts à des noyaux plus généraux.
Conclusion
Dans ce chapitre, nous avons présenté deux applications des modèles de chimiotactisme
étudiés aux chapitres 2 et 3 et des modèles reliés.
La première application vient de la modélisation du déplacement de fibroblastes sur un
réseau de fibres artificielles. Pour cela, nous avons étudié le modèle hyperbolique (1.4) posé sur
les arcs d’un graphe avec des conditions de jonction aux nœuds. Des simulations numériques
ont ainsi été obtenues, mais les limites du modèle déjà vues au chapitre 2 ne nous permettent
pas d’obtenir des solutions quelle que soit la masse de départ.
La seconde application vient de la modélisation du phénomène de poursuite-évasion. Pour
décrire l’interaction entre deux populations aux buts distincts, par exemples des proies et des
chasseurs, nous proposons une hiérarchie de modèles d’équations différentielles ou d’EDPs,
comprenant un noyau de type attractif et un de type répulsif. Dans le cas du modèle d’EDPs,
nous avons montré qu’il y a existence globale en temps de solutions et nous avons présenté des
simulations montrant des comportements périodiques en temps.
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Chapitre 5
Travaux en cours et perspectives
Voici quelques perspectives en lien avec les travaux déjà mentionnés dans cette partie.
Schémas numériques pour des modèles de chimiotactisme
Un premier point est donc l’étude numérique de certains modèles de chimiotactisme en
dimension 1 : nous avons vu que le schéma Asymptotic High Order proposé pour le modèle
de Greenberg-Alt (1.4) dans [Ra5] est une bonne alternative aux schémas well-balanced mieux
connus. C’est en effet une approche qui permet de trouver naturellement des schémas d’ordres
plus élevés, sans avoir besoin de connâıtre la forme exacte des solutions stationnaires. Nous
espérons pouvoir étendre les travaux effectués à des situations plus compliquées et proposer,
entre autres, un schéma de ce type pour le cas quasi-linéaire du système de Gamba-Preziosi
(1.5), c’est-à-dire passer d’un cadre linéaire avec source à un cadre non-linéaire avec source. Une
autre extension envisagée est le cas d’un modèle hyperbolique dérivé d’un modèle cinétique, que
l’on pense être plus réaliste pour modéliser le phénomène de ” run and tumble ”. Des simulations
de ce modèle en géométrie radiale sont prévues à l’aide d’un schéma de ce type dans un travail
en collaboration avec Vincent Calvez, Nikolaos Bournaveas et Cristiana Di Russo. Enfin, une
application à un modèle cinétique peut être également envisagée, pour améliorer par exemple
le schéma proposé dans [36].
Une autre direction de recherche est l’extension au cas multi-dimensionnel du schéma pro-
posé dans [Ra1, Ra2] ; de premières discussions ont été engagées avec Christophe Berthon, Anäıs
Crestetto et Françoise Foucher. Il s’agit de calculer les solutions avec vide du modèle de Gamba-
Preziosi (1.5) dans le cadre plus réaliste de la dimension 2 ou 3, en s’inspirant par exemple des
travaux de Christophe Berthon et Françoise Foucher sur l’équation de shallow-water en 2D
[15]. L’équation de shallow-water est une version simplifiée du modèle (1.5) puisqu’elle contient
la même partie flux avec un terme source plus simple. Ainsi, les solutions stationnaires du
système de shallow-water sont plus simples que celles du modèle de Gamba-Preziosi (1.5) et
sont connues explicitement. Il est à noter que dans le cas de dimensions supérieures à 1, la
classification complète des états stationnaires détaillée à la section 3.1 est inabordable et l’outil
numérique se révèle indispensable pour étudier le comportement asymptotique du modèle (1.5).
Solutions stationnaires avec vide du modèle (1.5)
Au vu de la démarche que nous avons adoptée jusqu’ici et qui consiste à coupler une analyse
numérique à des renseignements théoriques, nous espérons pouvoir progresser dans l’étude des
solutions stationnaires. Concernant les solutions stationnaires avec vide du modèle de Gamba-
Preziosi, une question qui reste en suspens et qui est importante pour la modélisation est
de déterminer quelle pression non linéaire (par exemple quelle loi de puissance) permet de
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reproduire les comportements observés. Pour y répondre, l’extension de la classification des
états stationnaires expliquée à la section 3.1 au cas γ 6= 2 ou au cas radial 2D pour γ = 2
seraient des avancées attendues. Cependant, cette extension est rendue difficile par le fait que
la forme explicite des solutions stationnaires que nous avons déterminée pour γ = 2 n’est plus
valide dans les autres cas. Nous prévoyons donc d’étudier ce point là à l’aide de simulations
numériques des équations différentielles sous-jacentes.
Modèles de poursuite-évasion
La première phase du projet de modélisation de la poursuite-évasion a été l’écriture d’une
hiérarchie de modèles, comme présenté à la section 4.2. Nous espérons trouver comme solutions
de ce modèle des solutions périodiques en temps ; une étude qualitative et numérique des solu-
tions est prévue, en collaboration avec Thierry Goudon, Boniface Nkonga et Michel Rascle et
notamment des simulations numériques des modèles hyperboliques développés.
Etude de modèles pour le chimiotactisme sur réseau
Après la soumission d’un premier article sur ce sujet [Ra3], l’étude des modèles hyperboliques
de chimiotactisme sur réseau est encore très incomplète. En particulier, nous avons mis en
évidence les limites du modèle de Greenberg-Alt (1.4) qui, sous certaines conditions, ne conserve
pas la positivité des densités. Ceci nous amène à envisager de travailler avec le système de
Gamba-Preziosi (1.5) qui, lui, devrait conserver la positivité des densités. Dans ce cas, les
conditions de transmission doivent être modifiées et un schéma numérique adapté notamment
aux conditions de transmission devrait être proposé et testé.
Cependant, le passage du modèle semi-linéaire au modèle quasi-linéaire, comprenant des
termes inertiels et une pression définie par une loi de puissance, n’est pas évident. Un premier
pas dans cette direction serait déjà de proposer un schéma numérique pour l’équation de shallow-
water sur réseau, en s’inspirant du modèle et des résultats d’existence proposés dans [120, 90].
Il est à noter que le modèle de shallow-water posé sur un réseau est utilisé dans la modélisation
des canaux d’irrigation. Ce travail fait l’objet d’une collaboration en cours avec Gabriella Puppo
et Maya Briani.
Schéma asymptotic preserving pour le trafic routier
Enfin, une activité annexe des précédentes a été le développement et la mise en oeuvre d’un
schéma numérique asymptotic preserving pour le modèle d’Aw-Rascle rescalé pour le trafic
routier. Le modèle d’Aw-Rascle est un système hyperbolique bien connu du domaine de la
modélisation du trafic routier ; il s’agit d’un système couplant une équation pour la densité
de voitures et une équation pour la vitesse et faisant intervenir une réserve de vitesse, qui
peut s’apparenter à une pression. En collaboration avec Florent Berthelin, Thierry Goudon et
Bastien Polizzi, nous proposons un schéma asymptotic preserving du système précédent, basé
sur le schéma de Glimm, avec une condition de stabilité indépendante du petit paramètre, et









6.1 Qu’est-ce qu’un biofilm ?
Un biofilm est une agrégation complexe, ressemblant à un gel, de microorganismes, comme
des bactéries, des cyanobactéries, des algues, des protozoaires ou des champignons. Ces mi-
croorganismes s’agglutinent ensemble, adhèrent à une surface et s’engluent dans une matrice
extra-cellulaire polymérique, appelée EPS, qu’ils produisent. Un biofilm est un mélange de so-
lide et de liquide et se développe principalement sur des surfaces qui sont en contact permanent
avec de l’eau. De plus, des nutriments présents dans l’environnement liquide sont amenés à
chaque individu du biofilm par advection - diffusion dans le liquide et diffusion dans le biofilm
lui-même.
Le terme ” biofilm ” a été proposé en 1978 par Costerton [53] pour décrire ce qui est
considéré, à présent, comme le mode de vie normal des bactéries dans les environnements
naturels, industriels ou hospitaliers. Quelques biofilms sont bénéfiques, par exemple certaines
bactéries en biofilms peuvent agir pour enlever des contaminants du sol, former une barrière
de protection contre la pollution dans les aquifères ou favoriser l’extraction du pétrole [45, 69].
Cependant, d’autres biofilms sont nuisibles et provoquent de sérieux problèmes sanitaires et
économiques. Ils sont la cause de nombreux problèmes dans des infrastructures, par exemple
les conduites industrielles, les centrales, les systèmes d’air conditionné ou les réseaux de distri-
bution d’eau. Les hôpitaux et le corps humain sont aussi susceptibles d’être colonisés par des
bactéries en biofilms [87] : des biofilms ont été observés dans les lentilles de contact, les im-
plants, les simulateurs cardiaques, les cathéters et on retrouve une structure de biofilm avec les
bactéries responsables de la plaque dentaire et, plus grave, de la mucoviscidose ou des infections
nosocomiales.
Les biofilms peuvent développer une résistance aux traitements, notamment antibiotiques
ou aux défenses immunitaires humaines et sont, de ce fait, très difficiles à éradiquer ; non
seulement l’EPS forme une barrière physique pour les petites molécules, mais certaines bactéries
deviennent résistantes (” persisters ” ) aux anti-biotiques. Ils peuvent également se former dans
des conditions extrêmes, comme des températures très élevées. Toutes ces propriétés sont dues à
une diversité microbienne importante au sein du biofilm, avec plusieurs phénotypes de la même
espèce en coopération et un mode de communication avancé. On a ainsi observé l’utilisation de
quorum sensing chez certaines bactéries, qui permet l’expression coordonnée de certains gènes
au sein d’une même population bactérienne. Il est donc crucial de comprendre les mécanismes
de la formation et de la croissance des biofilms, afin de proposer des traitements adaptés à leur
développement.
Ce développement se déroule en plusieurs temps : d’abord, des bactéries en forme plancto-
nique s’approchent d’une surface et s’y attachent. Ensuite, durant une phase de colonisation,
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elles perdent leur flagelle et produisent de l’EPS. Pendant la phase de croissance, les bactéries
construisent une structure 3D, influencées par les conditions environnementales, comme la
lumière, la température ou la quantité de nutriments disponible. Enfin, une ou plusieurs par-
ties du biofilm se détachent pour coloniser d’autres endroits de la surface, voir figure 6.1. Les
mécanismes connus de formation de biofilms sont exposés dans [87] et dans [116] pour Esche-
richia coli, Pseudomonas aeruginosa, Bacillus subtilis, Staphylococcus aureus.
Figure 6.1 – Phases de développement d’un biofilm.
6.2 Différents modèles mathématiques
L’étude des biofilms étant un sujet en plein essor, plusieurs types de modèles ont été proposés
pour décrire une des étapes de la formation de biofilms : certains se focalisent par exemple
sur la toute première phase de développement sans la formation d’EPS, alors que d’autres se
concentrent sur l’importance de l’EPS dans la formation de structures de type champignons
[50]. On trouve également une série d’articles qui s’intéressent au quorum sensing, mode de
” communication ” privilégié des bactéries dans un biofilm et aux traitements antibiotiques et
anti-quorum sensing et à leurs effets [4, 163] pour Pseudomonas Aeruginosa. Enfin, d’autres
s’attachent à modéliser l’effet des désinfections sur les bactéries résistantes [51]
Si ces modèles se distinguent les uns des autres par les phénomènes étudiés ou par les espèces
en jeu, on peut aussi les classer selon le type de modèle considéré [122, 109]. Les tout premiers
modèles introduits s’attachent à quantifier la croissance en 1D d’un biofilm et proposent un
modèle à 1 espèce et 1 substrat, sans s’intéresser à la structure spatiale du biofilm, puis ils ont été
généralisés à des modèles multi-dimensionnels, multi-espèces et multi-substrats. Il s’agit alors
principalement de modèles avec des équations de réaction-diffusion construites en appliquant
les lois d’action de masse, parfois avec des frontières libres [162, 122].
Ensuite, à l’aide des progrès de la microscopie, on s’est aperçu des structures très parti-
culières qui pouvaient se développer au sein d’un biofilm [63] et on a commencé à étudier les
comportements de type mécanique des biofilms. On s’est intéressé alors à des modèles de type
multi-dimensionnel basés sur des automates cellulaires [114, 122], qui représentent de façon
discrète les bactéries au sein du biofilm. Ces modèles qui suivent les bactéries une à une, per-
mettent d’ajouter de nombreuses règles microscopiques, mais ils sont très coûteux pour simuler
de grandes colonies et assez aléatoires du point de vue des solutions obtenues. Une autre pos-
sibilité est constituée des modèles entièrement continus [109], en considérant les propriétés
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visco-élastiques du biofilm qui se déforme sous l’effet de la pression. Ces propriétés ont été
mises en évidence par des expériences de physique [164] qui prouvent que le biofilm est un
fluide complexe et ont amené à considérer une approche hydrodynamique de la modélisation
des biofilms [115].
Parmi ces modèles, un certain nombre d’entre eux introduisent une interface entre la région
formée de biomasse et la région liquide [1, 163, 50, 51, 63, 45], interface pour laquelle il faut
trouver une loi physique pour pouvoir la décrire, ce qui n’est pas toujours facile. Pour éviter cela,
on peut considérer plusieurs phases différentes cohabitant. Par exemple, dans [4], on considère
un modèle 1D composé de 4 phases : cellules, cellules mortes, EPS et liquide avec une vitesse
pour la phase solide et une pour la phase liquide. Cependant, la fermeture du système ne permet
pas de généraliser cette étude à une dimension supérieure.
Finalement, afin d’avoir des modèles avec des vitesses finies de propagation des fronts, on
considère aussi des modèles multi-phasiques de type mélange [165, 166, Ra4, Rs2] comprenant
également des équations pour les vitesses. Dans ces modèles, l’évolution des fractions massiques
est donnée par les équations de conservation de la masse, comme précédemment, et l’évolution
des vitesses est calculée via le moment par les équations de bilan des forces. Nous écrivons alors
une équation pour chaque vitesse et, contrairement aux autres approches, nous ne négligeons
pas les termes inertiels, c’est-à-dire la dérivée en temps du moment et les termes non linéaires,
ceci afin de garder la structure hyperbolique du système.
Une fois ces modèles proposés, une étude numérique est effectuée, parfois en comparaison
avec des expériences. Les méthodes employées dépendent alors du type de modèle considéré ; par
exemple, dans [1], des méthodes level-set sont utilisées pour résoudre les problèmes de frontière
libre. En revanche, l’étude analytique des modèles n’est pas aisée et elle se fait généralement sur
des modèles simplifiés. Il s’agit alors de calculer des états stationnaires et leur stabilité [51, 165],
de calculer des travelling waves et leur stabilité pour des modèles de type advection 1D traitant
du quorum sensing [4, 163] ou d’étudier des solutions périodiques en réponse, par exemple, à un
traitement périodique [51]. Les résultats de type existence de solutions et caractère bien posé
du problème concernent essentiellement des modèles composés d’équations de réaction-diffusion
[70] ou des modèles avec frontière libre en 1D [63] ou en dimensions supérieures [129, 80].
Enfin, nous concluons en citant l’article [49] qui explore les liens entre modèles mathémati-
ques et expériences biologiques pour la formation des biofilms et qui clarifie la difficulté de
modéliser un système aussi complexe qu’un biofilm peut l’être.
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7.2 Stabilité des états stationnaires en 1D . . . . . . . . . . . . . . . . . 84
7.2.1 Simplification du système en 1D . . . . . . . . . . . . . . . . . . . . . 84
7.2.2 Etats stationnaires constants . . . . . . . . . . . . . . . . . . . . . . . 85
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Nous nous intéressons dans ce chapitre à la modélisation de la croissance de biofilms sur
des surfaces de monuments. Ce projet est né au tout début de discussions avec des chercheurs
de l’Istituto per la Conservazione e la Valorizzazione dei Beni Culturali (ICVBC), institut du
CNR italien basé à Florence qui regroupe des spécialistes de la conservation des monuments, des
chimistes, des géologues, etc... Ces chercheurs, parmi lesquels P. Tiano et O. Cuzman, désiraient
modéliser la croissance d’un biofilm au fond de fontaines, afin de comparer l’évolution au fond
de différentes fontaines, à Florence ou en Espagne. Ils souhaitaient, entre autres, comprendre
l’influence des conditions de lumière et de température sur le développement du biofilm, tout
en ayant une bonne connaissance de la répartition spatiale. Cependant, cet institut ne possède
pas de biologistes en son sein et nous avons dû contacter d’autres chercheurs afin d’obtenir les
renseignements biologiques nécessaires pour l’écriture d’un modèle réaliste. Nous avons ainsi
collaboré sur le comportement biologique de certaines cyanobactéries avec P. Albertano, R.
Congestri et F. Di Pippo [52, 60] du laboratoire de biologie des algues de l’Université Tor
Vergata de Rome. Après une phase de latence, nous nous proposons à présent de tester le
modèle présenté dans ce chapitre avec des expériences effectuées par R. Congestri et F. Di
Pippo à mettre en place avec elles.
Nous proposons ici un modèle de biofilms issu de la théorie des mélanges et comprenant 4
phases distinctes. Nous couplons les équations de conservation de la masse pour ces phases, ce
qui est la base de la plupart des modèles employés, à des équations de conservation du moment
sans simplifier les termes non linéaires, ce qui est nettement plus rare dans la littérature sur le
sujet. Nous incluons aussi une dépendance en la lumière, qui correspond aux cyanobactéries que
nous étudions. La stabilité des états stationnaires est analysée. Nous présentons également un
schéma numérique qui traite le problème de l’annulation des phases et du calcul de la pression
hydrostatique. Avant de présenter les simulations numériques correspondantes, nous estimons
les paramètres qui nous sont utiles et nous étudions leur sensitivité.
Ce chapitre correspond aux articles [Ra4], [Rs2] et [Rp2].
Contexte biologique
Nous avons rappelé au chapitre 1 ce que sont les biofilms et comment ils se forment. Nous
nous intéressons ici plus particulièrement à la croissance de biofilms sur des surface de monu-
ments anciens, tels les fonds des fontaines.
La microbiote des pierres représente un écosystème complexe qui se développe de différentes
manières, en fonction des conditions environnementales et des propriétés physicochimiques du
matériau, qui est lui-même affecté par les effets combinés de facteurs physique, chimique et bio-
logique. Des expériences montrent le rôle essentiel des agents biologiques dans la détérioration
de la pierre. En premier lieu, la colonisation des surfaces extérieures des bâtiments, des monu-
ments et des sites archéologiques par des microorganismes crée des patines non esthétiques à la
surface de la pierre. De plus, l’EPS produite peut engendrer des contraintes mécaniques de la
structure minérale, qui altèrent la constitution de la pierre [54], par exemple la distribution et la
taille des pores. Ceci modifie alors, entre autres, la perméabilité des minéraux, la circulation de
l’humidité à l’intérieur de la pierre ou le comportement de la pierre vis à vis de la température.
Enfin, la présence de biofilms sur des surfaces lapidaires accélère l’accumulation de polluants
atmosphériques, qui eux-mêmes auront un effet d’érosion de la structure minérale.
Le type d’organismes présents sur les monuments en pierre est très varié : on y trouve des
algues, des cyanobactéries, des mousses (classe des photolithoautotrophes), des champignons
(classe des chimioorganohétérotrophes) ou encore des bactéries chimiolithoautotrophes, qui pro-
duisent des acides, comme les acides nitriques ou sulfuriques qui changent le pH environnant.
Les microorganismes photoautotrophes peuvent aussi bien crôıtre sur la surface (phototrophes
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epilithiques) ou peuvent pénétrer de quelques millimètres dans le système de pores de la pierre
(phototrophes endolithiques).
De nombreuses études ont montré l’importance des phototrophes dans la détérioration phy-
sique et chimique des pierres [54]. Nous nous concentrons ici sur une classe particulière de
photoautotrophes : les cyanobactéries, très présentes au fond des fontaines. Les cyanobactéries,
aussi appelées algues bleu-vert ou bactéries bleu-vert ou Cyanophyta, forment un phylum de
bactéries qui obtiennent leur énergie par photosynthèse, grâce à un système élaboré et fortement
organisé de membranes internes, et qui tirent leur nom de leur couleur. Ces colonies peuvent
former des filaments ou des feuillets et chacun des individus de la colonie a typiquement un
mur cellulaire fin et gélatineux. Elles sont adaptées pour résister à des conditions difficiles en
raison de leur enveloppe extérieure et de la présence de pigments protecteurs. Comme elles sont
phototrophes et n’ont besoin pour crôıtre que de lumière, d’eau et d’ions minéraux, ces microor-
ganismes colonisent aisément les surfaces externes des monuments anciens et développent un
biofilm, qui, à son tour, altère l’apparence du monument et sert de substrat pour la croissance
d’autres détériogènes, qui amplifient la détérioration chimique et physique.
Ici, nous nous concentrons sur la micro-algue présente majoritairement, une cyanobactérie de
l’orde des Chroococcales, appeléeGloeocapsa, cf figure 7.1, qui est impliquée dans les dégradations
de la pierre. Il s’agit d’une bactérie photoautotrophe procaryote, qui sécrète une gaine d’EPS
gélatineuse individuelle qui l’enrobe [52, 60]. Nous proposons alors un modèle de formation de
Figure 7.1 – A gauche, structure d’un biofilm. A droite, Chroococcales Gloeocapsa.
biofilms de Chroococcales Gloeocapsa au fond d’une fontaine. Comme les cyanobactéries sont ca-
pables de développer un biofilm sans le concours d’autres organismes, nous pouvons considérer
une seule espèce en présence, à savoir les cyanobactéries et nous pouvons omettre, dans un
premier temps, la complexité de la coopération de différents microorganismes les uns avec les
autres. Ainsi, nous considérons un biofilm composé uniquement de cyanobactéries vivantes et
mortes (ou inertes), d’EPS et d’eau. Nous cherchons maintenant quels sont les facteurs essen-
tiels au développement de ce biofilm. Les nutriments sont supposés être de volume négligeable
et en quantité suffisante pour ne pas influencer la croissance du biofilm et nous ne les inclurons
pas dans le modèle initial. En revanche, l’eau et la lumière sont deux facteurs indispensables au
développement. Le taux de croissance des bactéries et le taux de production d’EPS dépendront
ainsi directement de la quantité d’eau disponible localement. La dépendance en la température
doit aussi être prise en compte de telle sorte que des conditions de température moins favo-
rables affectent le taux de reproduction des bactéries. Finalement, on suppose aussi que les
cyanobactéries sont totalement enrobées dans l’EPS qu’elles produisent et que la vitesse de
déplacement des bactéries et de l’EPS est donc identique. Toutes ces données fournies par les
biologistes avec qui nous collaborons ont été intégrées dans le modèle présenté dans ce chapitre.
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7.1 Modèle hydrodynamique de formation de biofilms
de cyanobactéries
On considère ici un modèle multi-phasique issu de la théorie des mélanges [139, 2] à 4
composantes, dont les inconnues principales sont les fractions volumiques de chaque phase, à
savoir des cyanobactéries (notée B) de type Chroococcales Gloeocapsa, des bactéries mortes ou
inertes (notée D), de la matrice extra-cellulaire polymérique (notée E) et du liquide (notée L).
On suppose que les densités de masse des phases sont constantes, en supposant que chaque
phase est incompressible, et par souci de simplification, qu’elles sont toutes égales entre elles.
Dans la suite, φ désignera une phase quelconque (avec φ = B,D,E, L).
Comme l’EPS englobe les cellules, on suppose que les cyanobactéries, les bactéries mortes et
l’EPS ont la même vitesse de transport, appelée vitesse solide et notée vS, alors que le liquide
a sa vitesse propre, notée vL.
7.1.1 Equations de conservation de la masse et termes sources
On note Γφ, avec φ = B,D,E, L, les taux d’échange de masse entre les phases. Les équations










∂tB +∇ · (BvS) = ΓB,
∂tD +∇ · (DvS) = ΓD,
∂tE +∇ · (EvS) = ΓE,
∂tL+∇ · (LvL) = ΓL.
(7.1)
On suppose que l’on a la contrainte suivante, qui traduit la conservation du volume et le fait
que le mélange est saturé :
B +D + E + L = 1. (7.2)
Nous supposons de plus la conservation totale de la masse du mélange, à savoir :
ΓB + ΓD + ΓE + ΓL = 0, (7.3)
qui indique que le mélange est fermé et qu’il n’y a pas de production de masse pour le mélange
global.
En ajoutant les 4 équations de conservation de la masse (7.1) et en utilisant (7.2) et (7.3),
on obtient la contrainte d’incompressibilité moyenne :
∇ · ((B +D + E)vS + LvL) = ∇ · ((1− L)vS + LvL) = 0. (7.4)
Il nous faut maintenant ajouter les considérations biologiques au modèle et nous les prenons
en compte dans les termes de production de masse suivants :
ΓB = kBLB − kDB,
ΓD = αkDB − kND,
ΓE = kELB − εE.
Le terme ΓB est la différence entre un terme de naissance avec un taux kBL, qui dépend donc
de la quantité d’eau disponible dans un voisinage, et un terme de mort avec un taux kD. Ce
dernier terme se retrouve comme un terme de création dans le taux d’échange de masse des
bactéries mortes ΓD avec un coefficient α, le reste se retrouvant dans le liquide. Dans ΓD, on
retrouve aussi un taux de décroissance naturelle. La production d’EPS est représentée par un
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terme avec un taux de croissance kEL, alors que la décroissance se produit avec un taux ε.
On remarque que le liquide est un facteur limitant, aussi bien pour la production de bactéries
que d’EPS. Enfin, le taux d’échange de masse pour le liquide ΓL est calculé à l’aide de (7.3),
c’est-à-dire ΓL = B ((1− α)kD − kBL− kEL) + kND + εE.
7.1.2 Equations de conservation des moments
En s’inspirant de [2, 8], nous écrivons l’équation de conservation des moments pour la phase
φ, après quelques manipulations, sous la forme :
∂t(φvφ) +∇ · (φvφ ⊗ vφ) = mφ − φ∇P +∇ · (φTφ) + Γφvφ, (7.5)
où φvφ est le moment de la phase φ, φvφ⊗vφ est le terme inertiel, Tφ le tenseur des contraintes
qui reflète les forces internes à une même phase, mφ les forces d’interaction entre les phases et
la force Γφvφ liée aux changements de phases. P est la pression hydrostatique et agit comme
un multiplicateur de Lagrange, qui permet de satisfaire la contrainte de saturation (7.2).
La conservation totale du moment, en l’absence de forces extérieures, implique que
∑
φ=B,D,E,L
(mφ + Γφvφ) = 0. (7.6)
Pour la phase liquide, l’équation s’écrit :
∂t(LvL) +∇ · (LvL ⊗ vL) = −L∇P +∇ · (LTL) +mL + ΓLvL.
Pour l’ensemble des 3 phases solides, on additionne les équations (7.5) pour φ = B,D,E qui
ont la même vitesse vS et on utilise les 3 équation (7.2), (7.3) et (7.6), ce qui donne








L)I avec γ > 0 et TL = 0, ce qui traduit que l’eau est au repos en l’absence de bactéries ou
d’EPS. On suppose aussi que les forces d’interaction suivent la loi de Darcy, à savoir mL =
−M(vL − vS), où M est une constante.
Le système complet se réécrit alors sous la forme suivante :
∂tB +∇ · (BvS) = B (kBL− kD) , (7.7a)
∂tD +∇ · (DvS) = αkDB − kND, (7.7b)
∂tE +∇ · (EvS) = kEBL− εE, (7.7c)
L = 1− (B +D + E), (7.7d)
∂t((1− L)vS) +∇ · ((1− L)vS ⊗ vS) + (1− L)∇P = ∇Σ + (M − ΓL)vL −MvS, (7.7e)
∂t(LvL) +∇ · (LvL ⊗ vL) + L∇P = −(M − ΓL)vL +MvS, (7.7f)
∇ · ((1− L)vS + L vL) = 0. (7.7g)
Sur les bords, on impose les conditions de Neumann pour les fractions de volume et des
conditions de type no-flux pour les vitesses :
∇B · n|∂Ω = ∇E · n|∂Ω = ∇D · n|∂Ω = 0, vS · n|∂Ω = vL · n|∂Ω = 0.
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7.1.3 Dépendance en la lumière
La lumière est une variable fondamentale pour les cyanobactéries photoautotrophes, per-
mettant à ces organismes de photosynthétiser des composés inorganiques [132]. Ils sont aussi
sensibles à la température et à la quantité de nutriments disponibles [113] et leurs taux de crois-
sance peuvent être affectés en cas de conditions environnementales non optimales [155, 71, 160].
On suppose que les taux kD, kE et kN sont indépendants de l’intensité lumineuse I [126],
au contraire de kB. Le taux kB dépend de I comme suit : kB(x, y, z, t) = kB0 · g(I(x, y, z, t)),
où kB0 est le taux optimal et g(I) ∈ [0, 1] est un facteur d’efficacité. L’intensité lumineuse




z µ(s)ds, avec µ = µ0 (1 + µh (B + E +D)) comme coefficient d’absorption. Le fac-
teur d’efficacité pour la croissance d’algues a la forme suivante [155, 71] :
g(I) = 2w (1 + β)
Î
Î2 + 2βÎ + 1









où Iopt est l’intensité lumineuse optimale, w est le taux de croissance maximal et β est un
paramètre à choisir. La fonction g est maximale en Iopt et s’annule en 0 et en l’infini.
L’objet de cette étude est de mettre en évidence les conditions optimales de croissance de
biofilms et en particulier de reproduire l’influence du manque de lumière au fond du biofilm :
la lumière étant absorbée par la biomasse qu’elle traverse, les bactéries du fond reçoivent moins
de lumière, ce qui implique une croissance plus grande en surface qu’en profondeur. Cette prise
en compte de l’éclairage permet aussi d’étudier la croissance des biofilms sous des conditions
de lumière artificielles, avec des éclairages à des fréquences plus ou moins rapides et de calibrer
les conditions d’éclairage optimales pour une culture de biofilms.
7.2 Stabilité des états stationnaires en 1D
7.2.1 Simplification du système en 1D
Nous nous concentrons ici sur le cas 1D avec des coefficients constants, ce qui nous permet
d’étudier la stabilité linéaire des états stationnaires. Dans ce cas particulier, on peut intégrer
l’équation d’incompressibilité à l’aide des conditions aux bords pour exprimer vL en fonction
de vS, lorsque L 6= 0 :
LvL + (1− L)vS = 0. (7.8)
De plus, à l’aide de cette dernière équation et en additionnant (7.7e) et (7.7f), on obtient une
expression simplifiée pour ∂xP :
∂xP = −γ∂x(1− L)− ∂x
(
(1− L)vS2 + LvL2
)
. (7.9)
Ainsi, en développant les équations du système (7.7), en les combinant et en utilisant les




























∂tB + vS∂xB +B∂xvS = kBBL− kDB,
∂tE + vS∂xE + E∂xvS = kEBL− εE,
∂tD + vS∂xD +D∂xvS = αkDB − kND,






















avec les conditions aux bords
∂xB = ∂xE = ∂xD = vS = 0 en x = 0 et en x = 1.
7.2.2 Etats stationnaires constants
Les états stationnaires doivent vérifier la contrainte B + D + E + L = 1 et les inégalités
0 ≤ B,E,D,L ≤ 1. Il y a deux solutions stationnaires constantes, à savoir




















, vS = vL = 0. (7.12)
On remarque que L = 0 ne donne pas de solution stationnaire constante et on peut donc
supposer que L 6= 0.
7.2.3 Stabilité linéaire des états stationnaires
On commence par étudier la stabilité linéaire des états stationnaires (7.11) et (7.12) pour






∂tB = kBBL− kDB,
∂tE = kEBL− εE,
∂tD = αkDB − kND,
(7.13)
avec kB, kD, kE, ε > 0. En linéarisant le système et en utilisant le critère de Routh-Hurwitz, on
montre le résultat de stabilité des solutions stationnaires suivant [Rs2] :
Proposition 7.1 – La solution stationnaire (7.11) est stable pour le système (7.13) ssi
kD > kB.
– La solution stationnaire (7.12) est toujours stable pour le système (7.13).
Le premier point montre que le liquide devient dominant partout, sans biofilm si et seulement
si le taux de mort des cyanobactéries est plus grand que leur taux de naissance.
Nous étudions maintenant la stabilité des solutions stationnaires pour le système hyperbo-
lique complet (7.10), que nous linéarisons autour des solutions stationnaires. Avec un dévelop-
pement en série de Fourier approprié, nous montrons le résultat suivant [Rs2] :
Proposition 7.2 La solution stationnaire (7.12) est toujours linéairement stable pour le sys-
tème hyperbolique complet (7.10)
7.3 Difficultés numériques
Nous résolvons maintenant le système complet (7.7) en 2D par une discrétisation aux
différences finies en espace et une méthode explicite-implicite en temps, afin de traiter les
phases qui peuvent s’annuler. Cette méthode est valide quelle que soit la dimension.
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Considérons un carré Ω = [0, L]× [0, L] et la grille de discrétisation xα = (α1∆x, α2∆x), où
α1, α2 sont des entiers tels que 0 ≤ α1, α2 ≤ N + 1 et ∆x est le pas d’espace. Nous appelons
∆t le pas de temps et tn = n∆t, n ∈ N les temps de discrétisation.
Le système hyperbolique (7.7) peut se réécrire comme









































































(M − ΓL)vL1 −MvS1
(M − ΓL)vL2 −MvS2
−(M − ΓL)vL1 +MvS1





































































































où vL = (vL1, vL2)
T et vS = (vS1, vS2)
T . La partie source est décomposée en trois termes
distincts.
On appelle Wn,α l’approximation de W au point xα ∈ Ω ⊂ R2 et au temps tn. Le schéma
final que nous utilisons se base sur le schéma suivant, provenant d’une méthode de relaxation
[6] et qui ressemble au schéma de Rusanov :











(Wn,αj+1 − 2Wn,α +Wn,αj−1) + ∆tFn,αmass +∆tFn,αforce +∆tFn,αpress,
(7.14)
où la notation α1 ± 1 (resp. α2 ± 1 ) désigne le bi-indice (α1 ± 1, α2) (resp. (α1, α2 ± 1)) et
où λ le maximum des valeurs propres des matrices Jacobiennes de A1 et A2. La condition de
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7.3.1 Problème de l’annulation de phase
Le calcul du schéma (7.14) nous donne les deux quantités (1 − Ln+1)vSn+1 et Ln+1vLn+1,
alors qu’il nous faut vS
n+1 et vL
n+1 pour calculer les quatre dernières composantes de Fn+1,αforce au
temps tn+2 . Ainsi, lorsque L
n+1 est égal à 1 (resp. 0), nous ne pouvons pas calculer vS
n+1 (resp.
vL
n+1) grâce au schéma ci-dessus. De plus, nous ne pouvons pas nous contenter de considérer
des données qui évitent ces valeurs critiques, car les zones de liquide pur (correspondant à
L = 1) ou de biofilm pur (correspondant à L = 0) sont pertinentes dans notre étude.
Pour résoudre ce problème, nous utilisons une discrétisation implicite pour les vitesses des
termes sources, tout en laissant inchangée la discrétisation des équations de conservation de la
masse (7.1). Concrètement, on remplace le terme Fn,αforce par F
n+1,α
force dans le schéma (7.14). Il
nous reste à résoudre un système de deux équations linéaires, ce qui est possible sans restriction
si Γn+1,jL < M et pour ∆t assez petit si Γ
n+1,j
L > M .
7.3.2 Traitement du terme de pression
Afin de calculer l’inconnue P pour laquelle on n’a pas d’équation explicite, on utilise une
méthode de projection, inspirée de celle proposée dans [47, 154] pour les équations de Navier-
Stokes. Un premier pas de prédiction nous donne des vitesses estimées et un second pas permet
de calculer P , en résolvant l’équation elliptique sur ∇P :
∆t∆∇P n+1 = ∇∇ ·
(
(1− Ln+1)vSn+1/2 + Ln+1vLn+1/2
)
,
tout en imposant la contrainte d’incompressibilité (7.4). Le calcul de la pression permet de
corriger les valeurs des vitesses comme suit :
vS
n+1 = vS
n+1/2 −∆t∇P n+1, vLn+1 = vLn+1/2 −∆t∇P n+1.
7.4 Choix des paramètres
Une grande difficulté avant d’effectuer des simulations numériques du modèle proposé est
d’estimer tous les paramètres du modèle, en l’absence d’expériences reproduisant le phénomène
étudié. Nous avons donc cherché dans la littérature pour trouver les paramètres présents à la
table 7.1 ; on notera que les paramètres estimés le sont le plus souvent pour des cyanobactéries
sous forme planctonique, et non sous forme de biofilms, et que les taux de croissance et autres
paramètres peuvent être différents dans ces deux situations. Pour le moment, il existe encore peu
d’articles correspondant au cas biofilm et des expériences dans ce sens seraient les bienvenues.
Enfin, nous étudions la sensitivité de ces paramètres afin d’estimer leur influence dans les
simulations proposées.
7.4.1 Estimation des paramètres
Un paramètre important qui n’est pas estimé en pratique est le paramètre γ. Comme
√
γ






2.7 · 10−8[cm/sec], en se basant sur une croissance de 1 mm en 30 jours [167]. Dans la suite, on
étudiera la dépendance en ce paramètre.
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Table 7.1 – Estimation des paramètres
Paramètre Valeur Description Référence
kB0 8 · 10−6 [1/sec] Taux de croissance cyanobactéries [122, 155, 105]
kD 2 · 10−7 [1/sec] Taux de croissance de D [122]
kE 12 · 10−6 [1/sec] Taux de croissance de l’EPS [126]
ε 1 · 10−7 [1/sec] Taux de perte de l’EPS
kN 1 · 10−6 [1/sec] Taux de perte de D
γ 5 · 10−16 [cm2/sec2] Coefficient du tenseur des contrainte
α 0.25 [dimensionless] Fraction de cellules mortes
M 10−8 [1/sec] Coefficient d’interaction
Iopt 0.01 [µmol · cm−2sec−1] Intensité lumineuse optimale [52, 60]
I0 0.01 [µmol · cm−2sec−1] Lumière incidente moyenne [52, 60]
w 1 [dimensionless] Constante liée à la lumière [71, 155]
β 0.1 [dimensionless] Constante liée à la lumière [167]
µ0 0.002 [cm
−1] Coefficient d’absorption de la lumière [152]
µh 6 [dimensionless] Coefficient d’absorption de la lumière [167]
7.4.2 Sensitivité des paramètres
Il est à noter que les paramètres estimés à la sous-section précédente 7.4.1 sont tirés d’articles
où ces paramètres ont été estimés dans des situations différentes de notre étude, par exemple
pour des cyanobactéries en suspension et non en biofilm. L’étude de sensitivité permet de
quantifier la variation des résultats obtenus en fonction des variations des valeurs des paramètres
et de pouvoir ainsi sélectionner les paramètres sensibles. Pour cela, on considère le modèle en
2D sur le carré [0, 5]× [0, 5] et les 2 sorties suivantes : volume total de cyanobactéries et de la
phase totale solide au bout de 30 jours. Les paramètres testés sont les suivants : la température
T , l’intensité lumineuse à la surface de l’eau I0 et les paramètres γ, M , kB0, kE, kD, ε, kN et
α. Les résultats sont donnés à la table 7.4.2 et on déduit que les paramètres kB0 et dans une
moindre mesure kE et γ sont ceux ayant la plus grande influence sur le résultat final de nos
simulations. Une étude de robustesse corrobore ces résultats.
7.5 Simulations numériques
7.5.1 Cas 1D
Nous commençons avec le cas mono-dimensionnel, qui n’est pas réaliste en pratique mais
qui permet de tester simplement le modèle. Ici la seule variable d’espace que nous considérons
est la hauteur, en supposant le biofilm homogène en les autres coordonnées. Nous étudions ainsi
deux points, à savoir l’influence de la lumière et l’influence du paramètre γ.
A la figure 7.2, nous pouvons comparer les fonctions B,D,E, L au bout de 60 jours dans 6
configurations différentes : pour 3 valeurs différentes de γ et 2 conditions de lumière différentes.
Nous remarquons effectivement l’influence de ces deux paramètres : dans le as de la lumière
variable, la proportion de cyanobactéries est moindre au profit de la proportion d’EPS. Pour ce
qui est du coefficient γ, nous notons que plus γ est grand et plus le front se déplace rapidement.
Ceci est confirmé par l’expérience numérique suivante. En effet, à la figure 7.3, nous voyons
le déplacement du front en fonction du temps pour différentes valeurs du paramètre γ et à
droite, la vitesse du front en fonction de
√
γ. La vitesse de déplacement du front, et donc de

















































































































Figure 7.2 – Fractions de volume B (bleu), D (vert), E (noir), L (rouge) pour 3 valeurs de γ,
γ1 = 10
−16 (cm2/sec2) (en haut), γ2 = 5 · 10−16 (cm2/sec2) (au milieu), γ3 = 10−15 (cm2/sec2)
(en bas). A gauche, avec un taux de croissance constant kB = kB0 et à droite, avec un taux
dépendant de l’intensité lumineuse suivant un cycle jour-nuit.
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Front velocity as function of γ
1/2
Figure 7.3 – A gauche, hauteur du biofilm (en cm) en fonction du temps (en jours) pour
différentes valeurs de γ entre 1.5 · 10−16 et 9.5 · 10−16 (cm2/sec2). A droite, la vitesse du front
(en cm/s) en fonction de
√
γ (en cm/s) .
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Paramètres Vbio Sbio VB SB
Sans variation 0.2441 0 0.0745 0
kB0 + δ +8.26% 1.65 +11.39% 2.28
kB0 - δ −8.05% 1.61 −10.84% 2.17
kE + δ +0.36% 0.07 −2.84% 0.57
kE - δ −0.35% 0.07 +2.99% 0.60
kN + δ +0.013% 0.0027 −0.013% 0.0025
kN - δ +0.014% 0.0028 −0.013% 0.0026
kD + δ −0.27% 0.054 −0.92% 0.184
kD - δ +0.3% 0.06 +0.9% 0.181
ε + δ −0.053% 0.011 +0.07% 0.014
ε - δ +0.08% 0.016 −0.095% 0.019
M + δ −0.13% 0.026 −0.13% 0.026
M - δ +0.16% 0.032 +0.11% 0.028
γ + δ +1.24% 0.247 +0.97% 0.195
γ - δ −1.24% 0.248 −1.03% 0.206
T + δ −0.16% 0.0325 −0.25% 0.0506
T - δ −0.18% 0.0362 −0.28% 0.056
I0 + δ +0.38% 0.076 +1.72% 0.345
I0 - δ −0.74% 0.149 −2.26% 0.452
Table 7.2 – Etude de sensibilité avec δ = 5%. Pour chaque sortie, on donne la variation de
volume et le paramètre de sensibilité, i.e. le ratio entre la variation relative de la sortie et la
variation relative du paramètre.
7.5.2 Cas 2D et 3D
Nous effectuons également des simulations numériques en 2D au bout de 30 jours, elles sont
présentées à la figure 7.4. Nous observons que l’intensité lumineuse est bien absorbée par la
biomasse elle-même.
Figure 7.4 – Evolution du biofilm en 2D. A gauche, la fraction de volume B ; à droite en haut,
les courbes de niveau de B et à droite en bas, les courbes de niveau de l’intensité lumineuse
(en µmol cm−2sec−1).
Finalement, dans le cas 3D, nous présentons des simulations numériques de l’évolution du
biofilm, effectuées en lumière variable. On représente à la figure 7.5 à la fois l’évolution des
cyanobactéries, à gauche, et l’évolution de l’intensité lumineuse, à droite. Bien qu’il ne soit
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pas possible pour le moment de faire de comparaisons directes avec des expériences, l’ordre de
grandeur de la hauteur de biofilms que l’on trouve, environ 1mm après 30 jours est cohérent
avec les expériences mentionnées dans la littérature [52, 60, 152] .
Figure 7.5 – Evolution du biofilm en 3D à 3 temps différents (T = 15, 22, 30 jours). A gauche,
évolution de la fraction de volume de cyanobactéries B et à droite, variation de l’intensité
lumineuse.
Conclusion
Dans ce chapitre, nous avons présenté, puis étudié un nouveau modèle hydrodynamique
de biofilms basé sur la théorie des mélanges et prenant en compte la dépendance spatiale. Ce
modèle est adapté au cas particulier de la croissance de biofilms de cyanobactéries au fond de
fontaines, et une dépendance des coefficients du modèle en la lumière a été présentée. Une étape
importante consiste à estimer les paramètres à travers la littérature, puis à étudier l’influence
de ceux-ci sur les solutions du modèle. Des simulations numériques effectuées en dimensions 1,
2 et 3 ont enfin permis de valider le modèle proposé.
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Chapitre 8
Travaux en cours et perspectives
Nous concluons cette deuxième partie par quelques développements et perspectives sur les
modèles de biofilms.
Comparaison avec des expériences ; application du modèle de formation de biofilms
à d’autres contextes
Tout d’abord, nous espérons pouvoir comparer les simulations numériques de ce modèle avec
des expériences faites par Francesca di Pippo et Roberta Congestri à l’Université Tor Vergata, à
Rome, biologistes à l’aide de qui nous avons mis au point le modèle. Le système d’EDPs utilisé
pourrait aussi être approfondi en essayant de voir ce que donnerait un tenseur des contraintes
visco-élastique de type Navier-Stokes à la place du tenseur linéaire utilisé ici. On espère que ce
changement permettrait de reproduire les comportements turbulents observés dans les biofilms.
Ensuite, dans le cadre de la thèse de Bastien Polizzi, nous travaillons avec Olivier Bernard de
l’INRIA Sophia Antipolis & Laboratoire Océanographique de Villefranche sur Mer à l’extension
du modèle proposé à des biofilms de micro-algues sur des dispositifs en mouvement. En effet,
les micro-algues sont considérées comme une source future de biocarburant à travers les lipides
qu’elles produisent. L’objectif poursuivi est alors de faire crôıtre des micro-algues en mode
biofilm et non en phase planctonique afin de les récolter plus facilement. L’adaptation du
modèle demande donc plusieurs étapes : nombre de phases plus important incluant le nitrate ;
prise en compte de la spécificité des micro-algues à travers la photosynthèse, la respiration et
les différentes réactions chimiques ; description de la dépendance par rapport aux nutriments,
comme l’oxygène ou le carbone inorganique... Enfin, l’idée serait de modéliser la formation de
ces biofilms sur des dispositifs tournants afin d’optimiser l’apport de lumière qu’ils reçoivent.
Une autre collaboration est prévue avec le Laboratoire Jacques - Louis Lions de Paris
6 (Benôıt Perthame, Luis Almeida et Nicolas Vauchelet) et l’INRA Jouy en Josas (équipe de
Laurent Tournier et Vincent Fromion) : il s’agit de modéliser la formation de biofilms bactériens
de type Bacillus Subtilis, pour lesquels des populations cellulaires différentiées ont été identifiées.
Le but est de comprendre comment fonctionne la communication inter-cellulaire entre cellules
de phénotypes distincts. Des résultats d’expérience seront fournis par l’équipe de l’INRA et un
projet d’ANR interdisciplinaire a été déposé avec ce programme cette année.
Une dernière extension du modèle pourrait être un couplage des modèles de chimiotactisme
et des modèles de biofilms étudiés. On pourrait chercher à reproduire les expériences de [138,
144] en modélisant l’importance du chimiotactisme pour la formation de biofilms.
Pour toutes ces collaborations, il faut tout d’abord adapter le modèle proposé au contexte
biologique précis, estimer les paramètres dans ce cadre et enfin effectuer une comparaison quan-
titative des résultats fournis par les simulations numériques avec les résultats expérimentaux.
Il est à noter que de nouveaux contacts ont été noués ou repris lors d’une conférence interdisci-
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plinaire sur les biofilms organisée en Juin 2014 à Nice, conjointement avec Agnese Seminara et
Nelly Henry, deux physiciennes spécialistes des biofilms et nous espérons que ces contacts nous
permettront de confronter le modèle développé à de nouvelles situations expérimentales.
Extension à un modèle de propagation des algues en Mer Méditerranée
Enfin, un des objets de la thèse de Bastien Polizzi concerne l’extension du modèle de la
formation de biofilms à un modèle de prolifération des algues Ostreopsis Ovata.
Ces algues sont présentes depuis une dizaine d’années sur les côtes de la Mer Méditerra-
née. Elles se développent au fond de l’eau sous la forme d’un biofilm et profitent de conditions
favorables de température et de lumière en été pour se développer rapidement, se propager dans
l’eau et former des macro-algues, puis se disperser dans l’air. Les conséquences sont importantes
pour l’éco-système environnant ainsi que pour la santé humaine (problèmes respiratoires ou
cardiaques). Cette recherche a débuté après des discussions avec des chercheurs du Laboratoire
d’Océanographie de Villefranche sur Mer.
La modélisation de ce phénomène doit donc coupler deux aspects différents que l’on considère
dans deux domaines distincts : sur une fine couche au fond de l’eau, on utilise le modèle
de formation de biofilms pour quantifier le développement des algues et dans le reste de la
mer, on utilise des équations cinétiques de coagulation-fragmentation afin de rendre compte de
l’agrégation des micro-algues en macro-algues. Dans cette partie, les algues peuvent nager et
se propagent en particulier à l’aide des courants marins.
Nous réfléchissons donc avec Bastien Polizzi et Thierry Goudon sur comment imposer les
conditions aux bords pour un tel couplage cinétique-hyperbolique entre deux domaines et com-
ment coupler efficacement deux schémas numériques adaptés, un sur chaque domaine. Plusieurs
pistes doivent être étudiées : modification du schéma en un schéma volume fini pour permettre
des géométries plus réalistes, utilisation d’une formulation cinétique pour le modèle sur les bio-
films afin d’avoir une formulation homogène sur les deux régions ou, au contraire, comparaison
du modèle cinétique-hyperbolique proposé avec un couplage de deux systèmes hyperboliques
sur les deux domaines.
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[9] E. Audusse, F. Bouchut, M-O. Bristeau, R. Klein, and B. Perthame. A fast and stable well-balanced
scheme with hydrostatic reconstruction for shallow water flows. SIAM J. Sci. Comput., 25(6) :2050–2065
(electronic), 2004.
[10] M. Bardi, M. Falcone, and P. Soravia. Numerical methods for pursuit-evasion games via viscosity solutions.
In Stochastic and differential games, volume 4 of Ann. Internat. Soc. Dynam. Games, pages 105–175.
Birkhäuser Boston, Boston, MA, 1999.
[11] J. Bedrossian. Global minimizers for free energies of subcritical aggregation equations with degenerate
diffusion. Appl. Math. Lett., 24(11) :1927–1932, 2011.
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[15] C. Berthon and F. Foucher. Efficient well-balanced hydrostatic upwind schemes for shallow-water equa-
tions. J. Comput. Phys., 231(15) :4993–5015, 2012.
[16] C. Berthon and R. Turpault. Asymptotic preserving HLL schemes. Numer. Methods Partial Differential
Equations, 27(6) :1396–1422, 2011.
[17] A. Bertozzi, J. A. Carrillo, and T. Laurent. Blow-up in multidimensional aggregation equations with
mildly singular interaction kernels. Nonlinearity, 22(3) :683–710, 2009.
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