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• During the last 4 months of the internship, my supervisor and I studied 
the book Introduction to Random Matrices, which is an area in 
theoretical and mathematical physics.  
• As you seen the plots on the first page, there are four histograms, 
which are semicircle, Gaussian Orthogonal Ensemble (GOE), Gaussian 
Unitary Ensemble (GUE) and Gaussian Symplectic Ensemble (GSE).  
• We started from GOE and then GUE to reach our goal, which is 
Wigner’s semicircle law for Gaussian matrices.
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• Produce a N × N matrix H whose entries are independently sampled 
from a Gaussian probability density function (pdf)1 with mean 0 and 
variance 1, N(0,1). 
• Some of the entries are positive, some are negative, none is very far 
from 0. There is no symmetry in the matrix at this stage, Hij= Hji.
Matrix for N = 6
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• Since the entries are random, we end up with a different matrix each 
time: we call all these matrices samples or instances of our ensemble. 
The N eigenvalues are in general complex numbers. 
• To get real eigenvalues, first, symmetrize our matrix using formula
.  
• Recall that a real symmetric matrix has N real eigenvalues.
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• Now the symmetric sample Hs looks like this: 
• whose six eigenvalues are all real {−2.49316,−1.7534, 0.33069, 
1.44593, 2.38231, 3.42944}. 




• Consider a 2 × 2 GOE matrix 
with x11, x2 ~ N(0, 1) and x3  ~ N(0, 1/2).  
• The pdf p(s) of the spacing s = 𝜆1-𝜆21 
between its two eigenvalues (𝜆12 > 𝜆2) is: 
• Which is called Wigner’s surmise.
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Plot of Wigner’s surmise
Wigner’s surmise is useful to help comparing with spacing between 




JOINT PROBABILITY DENSITY FUNCTION (JPDF) 
𝝆(X1,X2)
• Gaussian Integrals: 
• The entries in H are independent Gaussian variables, jpdf 𝝆(x1,x2) 
of the   entries {H11, . . . , HNN} of the matrix H: 





Hermitian N × N matrices
• In mathematics, an Hermitian matrix (or self-adjoint matrix) is a 
complex square matrix that is equal to its own conjugate transpose.
HISTOGRAM - GOE
• Histograms helps us a lot to find the difference between semicircle, GOE, 
GUE and GSE. We tried 5 different denominators under  to find out the 
most accurate one when creating the histograms of eigenvalues for GOE, 
which are ‘e/σ^2’,’e/σ’,’e/n√n','e/n','e'. Then, we concluded that ‘e/σ^2’ is 
the most suitable one using the MATLAB code shown below.
e
% create an n*n random matrix, n=100 (n can be any 
finite positive integer)
a = rand(100,100);
% make this matrix symmetric
A = a * (a.')
% eigenvalues of the matrix
e = eig(A) 
histogram(e/v)
title('Histogram for eigenvalues (/variance) of 




• Using this CODE in MATLAB, I got the histogram below with interval 
[-1.6,1.6] for GUE, looks similar to a semicircle.
HISTOGRAM - GUE
b = randn(3000);
B = (b + b')/2;
c = randn(3000);
C = (c + c')/2;
A = B + i*C;
ZA = conj(A);




title('Histogtam of eig for 3000*3000 




• Here is a sample histogram shown in the book.
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HISTOGRAM - GOE, GUE, GES
𝛽 = 1 (GOE) 
𝛽 = 2 (GUE) 
𝛽 = 4 (GSE) 
Is called  
Dyson index.
SADDLE POINT APPROXIMATION
• After Taylor Expansion, as N becomes larger only consider these two 
parts. 
• the simplest way to use the saddle point method is approximate 





• First, we proved the 
first line, which is 
circled in blue. 
• Then, we used saddle 










RESOLVE THE SEMICIRCLE 
Resolvent, an alternative way to solve semicircle using complex function 
RESOLVE THE SEMICIRCLE 
RESOLVE THE SEMICIRCLE 
GREEN FUNCTION





PROOF OF INFINITE REAL PART
INFINITE IMAGINARY PART
• The square root (with positive real part) of a complex number a + ib 
can be written as , with 










• We use L( ), L( ) and L( )  








• This Jacobian is precisely the Vandermonde determinant.
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• We first find ∆N(x1), ∆N(x1, x2), ∆N(x1, x2, x3), then by induction 
we concludes that
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THANKS FOR YOUR PATIENCE
• All the results shown above are the progress my supervisor and I have 
done during the last four months. 
• Wish you have a wonderful day!
