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1
Abstract. In this paper, we first review one of difficult parts of the proof
of Witten’s conjecture by Kontsevich that had not been emphasized before.
In the derivation of the KdV equations, we review the boson-fermion corre-
spondence method [17] to show that the trajectory of GL∞ action on 1 as an
element of the ring C[x1, x2, · · · ] yields the solutions of KP hierarchies. Then
we consider the corresponding theory in which the target manifold is a Ka¨hler
manifold. We conjecture that this nonlinear sigma model is equivalent to a
”planar graph” theory. Assuming the conjecture holds, we are able to get the
Virasoro constraints in the Virasoro conjecture.
1. introduction
In this paper we consider a problem from string theory whose solution in-
volves moduli spaces from algebraic geometry, unitary representations of infinite-
dimensional Lie groups arising as central extensions. We shall adopt standard
terminology from algebraic geometry, for example, ”a moduli space of a Riemann
surface of genus g with n points punched” is a geometric space which is the col-
lection of the complex structure with the n points on the Riemann surface [22].
Such spaces arise generally (as in our present analysis) as solutions to classifica-
tion problems: For example, if one can show that a collection of smooth algebraic
curves of a fixed genus can be given the structure of a geometric space, this then
leads to a new parametrization; so an object viewed as an entirely separate space.
This in turn is accomplished by introducing coordinates on the resulting space. In
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2this context, the term ”modulus” is used synonymously with ”parameter”; moduli
spaces are understood as spaces of parameters rather than as spaces of objects.
Examples: The real projective space RPn is a moduli space. It is the space of
lines in Rn+1 which pass through the origin. Similarly, complex projective space is
the space of all complex lines in Cn+1. More generally, the Grassmannian Gk(V )
of a vector space V over a field F is the moduli space of all k-dimensional linear
subspaces of V. The Hilbert scheme Hilb(X) is a moduli scheme. Every closed
point of Hilb(X) corresponds to a closed subscheme of a fixed scheme X , and every
closed subscheme is represented by such a point.
Moduli spaces are defined more generally in terms of the moduli functors, and
spaces representing them, as is the case for the classical approaches and problems
using Teichmu¨ller spaces in complex analytical geometry. Our presentation here
will take place within this generally framework of moduli spaces.
On the physics side, due to intensive study of string theory, in particular, non-
linear sigma model, the intersection number of moduli spaces play a fundamental
role, see [22], where the readers can find other references.
1.1. Notation. Let us recall some definitions in this subsection.
M¯g,n is the compactification of the parameter space of the complex structures of
a Riemann surface with genus g and n points punched out.
Li denotes the line bundle on M¯g,n ,which fiber at point {C;x1, x2, · · · , xn} is the
cotangent space T ∗xi(C).
c1(Li) denotes the first chern class of the line bundle Li.
When n = 0, M¯g,0 is the quotient space of the space of metrics Gg by the group
action of (Diff ×Weyl, where Diff and Weyl denotes diffeomorphism and Weyl
transformations [20].
The compactification of Mg,n is denoted by M¯g,n [2].
The following definitions are often used in this paper:
3Amplitude:
〈τd1τd2 · · · τdn〉 =
∫
M¯g,n
Πni=1(ci(Li))di .
Another notation that will be used is
〈τr00 τr11 τr22 · · · 〉 := 〈τd1τd2 · · · τdn〉,
where r0 of the dis are equal to 0;r1 of them are equal to 1,etc.
Free energy of genus g:
Fg(t0, t1, · · · ) = 〈exp(
∞∑
i=0
tiτi)〉 =
∑
(k)
〈τk00 τk11 · · · 〉
∞∏
i=0
tkii
ki!
, (1.1)
Partition function:
Z(t∗) = exp
∞∑
g=0
Fg(t∗), (1.2)
where the free energy Fg(t∗).
1.2. Witten’s 1990 conjecture. Witten’s conjecture (1990) asserts that the par-
tition function Z(t∗) = exp
∑∞
g=0 Fg(t∗) [28] is the τ-function of the KdV hierarchy.
A τ -function for the KdV hierarchy means from the τ -function, we can construct
the solution of the KdV equation:
∂U
∂t1
= U
∂U
∂t0
+
1
12
∂3U
∂t30
, (1.3)
where U = ∂
2 lnZ(t∗)
∂t20
.
The Korteweg-de Vires equations(KdV) have their origins in the story of water
waves in a shallow channel, and have numerous of applications different from their
origin. If x is the space variable, the standard form of KdV is
ut + uxxx + 6uux = 0. (1.4)
4This equation is known to have soliton solutions, i.e., u(x, t) = f(x − ct) where f
satisfies
−cf ′ + f ′′′ + 6ff ′ = 0. (1.5)
so,
f =
c
2 cosh2(
√
c
2 (x− a))
,
where a and c are constants. Since this initial discovery, other after invariants
have been found. The first such sequence of invariants came in 1960s from P.Lax’s
commutator method: Let u = u(x, t) be a function in two variables, and consider
(Lu(t)f)(x) = −f
′′
+ u(x, t)f(x),
i.e., the Schro¨dinger operator
Lu(t) = −( d
dx
)2 + u(x, t) (1.6)
acting on function f(x).
Lax (1968) found that if
A = 4(
∂
∂x
)3 − 3(u ∂
∂x
+
∂
∂x
u).
Then
∂
∂t
Lu(t) = [Lu, A] = LuA−ALu, (1.7)
and this accounts for one infinite family of ”integrals” or invariants. Specifically
with u = u(x, t), consider L = Lu as in (1.6), we then obtain that eigenvalues of
(1.6) yield invariants, and the relevant u in (1.7) is from the solutions to the KdV
equation (1.4).
1.3. KdV hierarchy. Kontsevich’s proof mainly consists of three steps:
1.Based on a theorem of Strebel, the one to one correspondence of the space M¯i×Rn+
5with the ”fat graphs”. And then the main identity is proved:
∑
d∗:
P
di=d
〈τd1 · · · 〉
n∏
i=1
(2di − 1)!!
λ2di+1i
=
∑
Γ∈Gg,n
2−v(Γ)
|AutΓ|
∏
e∈E
2
λ˜(e)
. (1.8)
2.By the main identity and the Feynman diagram techniques, the partition function
which is the exponential of the free energy F (t0(Λ), t1(Λ), · · · ), where
ti(Λ) = −(2i− 1)!!tr (Λ−(2i+1))
is the asymptotic expansion of the random matrix integral
IN (Λ) =
∫
exp(
√−1
6
tr (M3)dµ(Λ)(M), (1.9)
where the measure dµ(Λ)(M) =
− tr (M2Λ)2 dMR − tr (M2Λ)2 dM
.
3. By expansion of matrix Airy function and some properties of τ -functions of
KdV hierarchy,the author shows the integral (1.9) is the τ -function is the asymptotic
expansion of (1.9) as the rank of Λ goes to infinity.
1.4. the first step. A quadratic differential φ on a Riemann surface C of finite
type is a holomorphic section of the line bundle (T ∗)⊗2. A nonzero quadratic
differential defines a metric in a local coordinates z:
|φ(z)|2|dz|2, where φ = φ(z)dz2. (1.10)
A horizontal trajectory of a quadratic differential is a curve along which φ(z)dz2
is real and positive. JS quadratic differentials are those for which the union of
nonclosed trajectories has measure zero. Strebel proved in 1960s the following
Theorem 1.1. For any connected Riemann surface C and n distinct points x1, · · · , xn ∈
C, n > 0, n > χ(C) and n positive real numbers p1, p2, · · · , pn there exists a unique
JS quadratic differential on C/{x1, · · · , xn} whose maximal ring domains are n
punctured disks Di surrounding points xi with circumference pi.
6Based on Strebel’s theorem, Kontsevich found the one to one correspondence
between the fat graphs, which are formed by the closed horizontal trajectories,
which end at the zeros of the JS forms. and the product space M¯g,n × Rn+. Each
graph carries the following structures
(1)for each vertex a cyclic order on the set of germs of edges meeting this vertex is
fixed;
(2) to each edge is attached a positive real number, its length(which is determined
by the metric);
(3)the valency of each vertex of a fat graph is three(we can derive that each valency
is at least 3 by changing to polar system);
(4) the loops of the graph is numbered by 1, 2, · · · , n;
(5) we make these graphs double-line graphs(this is not required by the one to one
correspondence theorem).
For a fat graph, denote le the length of a edge(double) e and for each face f , the
perimeter pf =
∑
e⊂f le. Then we have
E − n− V = 2g − 2, (1.11)
2E = 3V. (1.12)
Kontsevich proved the first chern class c1(Li) can be written as (this step is not
hard)
ωi =
∑
a,b∈fi
d(l1/pi) ∧ d(lb/pi), (1.13)
and we can define a volume form on the fat graph space which is Ωd/d!, where
Ω =
∑
i p
2
iωi.
7Now since the volume form on the fat graph space M comb is defined, we can
compute the Laplace transform with respect to p1, p2, · · · , pn
n∏
i=1
(
∫ ∞
0
e−λipidpi)
∫
(
∑
i p
2
iωi)
d
(d)!
=2d
∑
d1+d2+···+dn=d
〈τd1 · · · τdn〉
n∏
i=1
(2di − 1)!!λ−2di−1i . (1.14)
On the other hand, by a very very delicate argument on complex cohomology, one
has
1/d!
∏
i
dpi ∧ (
∑
i
∑
a,b⊂fi
dl1 ∧ dlb)d = 25g−5+2ndl1 ∧ dl2 · · · dlE . (1.15)
In the right hand side, we endow a orientation. Therefore we get the main identity
∑
d∗:
P
di=d
〈τd1 · · · 〉
n∏
i=1
(2di − 1)!!
λ2di+1i
=
∑
Γ∈Gg,n
2−V (Γ)
|AutΓ|
∏
e∈E
2
λ˜(e)
. (1.16)
In the derivation of the factor in the right hand side of (1.15), the torsion of chain
complex plays an important role(see Appendix C [17]). The following definitions
and theorems are useful.
Definition 1. The chain complex C is said to be acyclic if the homology Hi(C) = 0
for all i. The chain complex C is said to be based if each Ci has a distinguished
basis ci.
Then the torsion is defined by
Definition 2. The torsion of C is
τ(C) =
∏
i
[bibi−1/ci](−1)
i+1 ∈ F∗. (1.17)
Let 0 → C′ → C → C ′′ → 0 be a short exact sequence of chain complexes. For
a fixed i, we have a short exact sequence Ai
0→ C′i → Ci → C
′′
i . (1.18)
8The following formula is straightforward
τ(C) = (sign
∏
i
τ(Ai))τ(C
′)τ(C
′′
). (1.19)
Let V be a vector space over the field F. Then let Ωi = ∧iV . For an acyclic
chain complex C, if each Ci is a linear subspace of Ωi, we can define a generalized
torsion on this chain complex
Definition 3.
τ(C) = [bi ∧ bi−1/(∧ni=1ei](−1)
i+1
, (1.20)
where bi is the wedge product of the basis elements of Bi = Im(∂i : Ci+1 → Ci).
{ei} is a basis of the vector space V .
By the virtue of the following theorem, we are able to transfer the torsion of
C ⊗ R to a computation of cohomology of C [26]:
Theorem 1.2. Let R be a Noetherian unique factorization domain. Let C =
(Cm → · · · → C0) be a based free chain complex of finite rank over R such that
rkHi(C) = 0 for all i. Let R˜ be the field of fractions of R. Then the based chain
complex C˜ = R˜⊗R C is acyclic and
τ(C˜) =
m∏
i=0
(ordHi(C))
(−1)i+1 . (1.21)
2. KP and KdV hierarchy
2.1. Solutions of KP hierarchy as the orbit of GL∞ action on C[x1, x2, · · · , ].
In Kac’s presentation, the infinite dimensional group GL∞ has a representation on
infinite wedge space Λ∞V . By the fermion-boson correspondence, GL∞ has a rep-
resentation on the space B = C[x1, x2, · · · ], the polynomial ring of infinite many
variables. Then we have a representation of GL∞ on B. Then the KP hierarchy is
the orbit Ω of the the vacuum 1 in B under the action of GL∞, i.e., Ω = GL∞ · 1.
9Also, Dirac’s positron theory can be given a representation-theoretic interpreta-
tion and used to obtain highest weight representations of these Lie algebras. The
following are the relevant definitions and theorems.
Representation theory.We will follow Jorgensen’s book [27] and Kac’s book
[17] to derive KP hierarchy. We offer a simple philosophy to get the the KP hier-
archy , which is a set of infinite many PDEs. Let A be the Heisenberg algebra, the
complex Lie algebra with a basis {an, n ∈ Z; ~}, with the commutation relations
[~, an] = 0, (n ∈ Z),
[am, an] = mδm,−n~ (m,n ∈ Z). (2.1)
, and {Ln} denotes the Virasoro algebra with central extension c,i.e.,
[Ln, Lm] = (n−m)Ln+m + δm,−n
12
c. (2.2)
One thing that is nice in the context of our two infinite systems of operators an
and Lk below in sections 4 and 5 is the following close analogue to an important
family of unitary representations of Lie groups. It is in fact a natural extension of
what was first realized for finite dimensional groups as the Weil-Segal-Shale repre-
sentations of the metaplectic groups. Details below: Consider the following setting
for a finite-dimensional Heisenberg group H . Let G be the corresponding group of
automorphisms of H which fix the center. Then G is a finite dimensional Lie group,
the metaplectic group. Pick a Schro¨edinger representation of H , and compose it
with an automorphism, so an element in G. The result is a second representation
of H . By the Stone-von Neumann uniqueness theorem the two representations are
unitarily equivalent, and so the equivalence is implemented by a unitary operator
U(g). By passing to a double cover of G˜ one can show that U(g) in fact then defines
a unitary representation of G˜. If we now pass to the corresponding Lie algebras
L(H) and L(G) we see that L(H) is normalized by L(G). Moreover L(H) in the
Schro¨edinger representation is spanned by Heisenberg’s canonical operators P , Q,
10
and the one-dimensional center; here we write P for momentum and Q for position,
possibly with several degrees of freedom.
Highest Weights. By comparison, in the Weil representation, the Lie algebra
L(G) is then spanned by all the quadratic polynomials in the P s and the Qs. Now
the Stone-von Neumann uniqueness theorem is not valid for an infinite number of
degrees of freedom, but nonetheless, the representations of the two Lie algebras we
present by the infinite systems of operators an and Lk in sections 4 present them-
selves as a close analogy to the Weil representations in the case of Lie groups, i.e.,
the case of a finite number of degrees of freedom. Our infinite-dimensional Virasoro
Lie algebra spanned by the infinite system {an}, and it is a central extension; hence
a direct analogue of the Heisenberg Lie algebra. Similarly, our infinite-dimensional
Lie algebra of quantum fields spanned by {Lk} normalizes the Virasoro Lie alge-
bra, and so it is a direct analogue of the Lie algebra of operators L(G) in the
finite-dimensional case. In both of these cases of representations, the operators in
the respective Lie algebras are unbounded but densely defined in the respective
infinite-dimensional Hilbert spaces. We show that our representations of the Lie
algebra of quantum fields spanned by {Lk} may be obtained with the use of highest
weight vectors, and weights.
Define the Fock space B := C[x1, x2, · · · ]. Given µ, ~ ∈ R, define the following
representation of A on B (n ∈ N):
an = ǫn∂/∂xn,
a−n = ~ǫ−1n nxn,
a0 = µI,
~ = ~I. (2.3)
When ~ 6= 0, the representation is irreducible, since one can get any polynomial
Let V = ⊕j∈ZCvj be an infinite dimensional vector space over C with a basis
{vj; j ∈ Z}.
11
The Lie algebra gl∞ := {(aij)i,j∈Z; all but a finite number of the aij are 0}, with
the Lie bracket being the ordinary matrix commutator.
The Lie algebra gl∞ is the Lie algebra of the Lie group
GL∞ = {A = (aij)i,j∈Z;A invertible and all but a finite number of aij − δij are zero}
(2.4)
. The group action is matrix multiplication. Define the shift operator Λk by
Λkvj = vj−k. (2.5)
Then the representation of V ect in Vα,β in the vector space V can be
Ln(vk) = (k − α− β(n+ 1))vk−n, (2.6)
which implies
Ln =
∑
k∈Z
(k − α− β(n+ 1))Ek−n,k. (2.7)
Then Ln ∈ a¯∞.
Definition 4. The elementary Schur polynomials Sk(x) are polynomials belonging
to C[x1, x2, · · · ] and are defined by the generating function
∑
k∈Z
Sk(x)z
k = exp(
∞∑
k=1
)xkz
k. (2.8)
We list the following propositions and theorems in Kac’s book [17] without
proofs. These propositions or theorems are useful in this paper. Then in [17],
there are the following
Definition 5. The generating series are defined by
X(u) :=
∑
j∈Z
uj vˆj , X
∗(u) =
∑
j∈Z
u−j vˇ∗j , (2.9)
where u is a nonzero complex number.
12
Proposition 1. Γ(u) and Γ∗(u) have the following form on B(m):
Γ(u)|Bˆ(m) = um+1z exp(
∑
j≥1
ujxj) exp(−
∑
j≥1
u−j
j
∂
∂xj
),
Γ∗(u)|Bˆ(m) = u−mz−1 exp(−
∑
j≥1
ujxj) exp(
∑
j≥1
u−j
j
∂
∂xj
). (2.10)
Then the representation gℓ∞ can be determined by the isomorphism
σm : F
(m) → B(m). (2.11)
Eij is represented by vˆivˇj .
Consider the generating function
∑
i,j∈Z
uiv−jEij . (2.12)
The representation in Fˆ of this generating function under r is
∑
i,j∈Z
uiv−jrB(Eij) ≡ σm(X(u)X∗(v))σ−1m =
(u/v)m
1− (v/u)Γ(u, v), (2.13)
where Γ(u, v) is the vertex operator
Γ(u, v) = exp(
∑
j≥1
(uj − vj)xj) exp(−
∑
j≥1
u−j − v−j
j
∂
∂xj
). (2.14)
Proposition 2. If τ ∈ Ω, then τ is a solution of the equation
∑
j∈Z
vˇj(τ) ⊗ vˆj(τ) = 0. (2.15)
Conversely, if τ ∈ F (0), τ 6= 0 and τ satisfies (2.15), then τ ∈ Ω.
Proposition 3. The Schur polynomials Sλ(x) are contained in Ω.
Proposition 4. A nonzero element τ of C[x1, x2, · · · ] is contained in Ω if and only
if the coefficient of µ0 vanishes in the expression:
u exp(−
∑
j≥1
2ujyj) exp(
∑
j≥1
u−j
j
∂
∂yj
)τ(x − y)τ(x+ y). (2.16)
13
Theorem 2.1. (Kashiwara and Miwa,1981) A nonzero polynomial τ is contained in
Ω if and only if τ is a solutioin of the following system of Hirota bilinear equations:
∞∑
j=0
Sj(−2y)Sj+1(x˜) exp(
∑
k≥1
ykxk)τ(x) · τ(x) = 0, (2.17)
where y1, y2, · · · are free parameters.
Then it becomes the Kadomtzev-Petviashvili(KP) equation:
3
4
∂2
∂y2
=
∂
∂x
(
∂u
∂t
− 3
2
u
u
∂x
− 1
4
∂3u
∂x3
). (2.18)
Corollary 1. The functions 2 ∂
2
∂x2 (log Sλ(x, y, t, c4, c5, · · · )), where c4, c5, · · · are
arbitrary constants, are the solutions of the KP equation.
2.2. highest weight condition. The τ -function of the KdV hierarchy is anni-
hilated by a sequence of differential operators, which form a half branch of the
Virasoro algebra. ([2],[6], and [16]). For the partition function here According to
[17], the Virasoro algebra with central charge cβ can be represented by
Li = rˆ(di) if i 6= 0,
L0 = rˆ(d0) + h0, (2.19)
where cβ = −12β2 + 12β − 2, hm = 12 (α −m)(α+ 2β − 1−m).
Now we can compute the highest weight condition: under what condition, a
function Z ∈ C[x1, x2, · · · , ] can be annihilated by Ln, n ≥ −1. In fact, when i 6= 0,
Li = rˆ(di) = rˆ(
∑
k∈Z
(k − α− β(i + 1))Ek−i,k)
=
∑
k∈Z
(k − α− β(i + 1))rˆ(Ek−i,k)
=
∑
k∈Z
(k − α− β(i + 1))r(Ek−i,k), (2.20)
14
and when i = 0,
L0 = rˆ(d0) + h0
= rˆ(
∑
k∈Z
(k − α− β)Ek,k) + h0
=
∑
k∈Z
(k − α− β)rˆ(Ek,k) + h0
=
∑
k>0
(k − α− β)(r(Ek,k)− I) +
∑
k≤0
(k − α− β)r(Ek,k) + h0
(2.21)
Moreover, since the transported representation rˆBm = σmrˆmσ
−1
m of A on B(m) is
rˆBm(Λk) =
∂
∂xk
,
rˆBm(Λ−k) = kxk,
rˆBm(Λ0) = m, (2.22)
which is a representation of Heisenberg algebra on B(m). Then by a result of Fairlie
[?], there is a oscillator representation of Virasoro algebra for arbitrary λ, µ
L0 = (µ
2 + λ2)/2 +
∑
j>0
a−jaj ,
Lk =
1
2
∑
j∈Z
a−jaj+k + iλkak, (2.23)
for k 6= 0(take ~ = 1 and a0 = µ). It is easy to verify that the central charge for
this Virasoro algebra is 1 + 12λ2.
15
Then in this case the representation of the Virasoro algebra on B(m) is
L0 = (µ
2 + λ2)/2 +
∑
j>0
jxj
∂
∂xj
,
Lk =
1
2
∑
j∈Z
jxj
∂
∂xj+k
+ iλk
∂
∂xk
, k ≥ 0,
Lk =
1
2
∑
j∈Z
jxj
∂
∂xj+k
+ iλk2xk, k ≤ 0. (2.24)
2.3. the difficulty of a conjecture of Kontsevich. Kontsevich also proposed
some conjectures in [17]. Let us see the some of them that are concerned with the
KdV hierarchies. First of all, one can introduce variables s :
Z(t0, t1, · · · , ; s0, s1, · · · ) = exp(
∑
n∗m∗
〈τd1 · · · τdn〉m0,m1,···
∞∏
i=0
tnii
ni!
∞∏
j=0
s
mj
j ). (2.25)
It can be shown ([17]) that that Z(t∗(), s∗) is an asymptotic expansion of
IN (Λ) =
∫
exp(
√−1
∞∑
j=0
(−1/2)jsj tr M
2j+1
2j + 1
)dµΛ(M). (2.26)
Then we can list the statements of these conjectures are
1. Z(t, s) is a τ-function for KdV-hierarchy in variables T2i+1 :=
ti
(2i+1)!! for arbi-
trary s.
2. Z(t, s) is a τ-function for KdV-hierarchy in variables T2i+1 :=
si
(2i+1)!! for arbi-
trary t.
3. Let T be any formal τ-function for the KdV-hierarchy considered as a matrix
function. Then
∫
T (X)dµΛ(X) is a matrix τ-function for the KdV-hierarchy in Λ.
We shall explain the difficulty of the first conjecture in this subsection. We recall
the Harish-Chandra formula [13].
Lemma 2.2. If Φ is a conjugacy invariant function on the space of hermitian
N ×N -matrices, then for any diagonal hermitian matrix Y ,
∫
Φ(X)e−
√−1trXY dX = (−2π√−1)N(N−1)/2(V (Y ))−1
∫
Φ(D)e−
√−1trDY V (D)dD,
(2.27)
16
where the last integral is taken over the space of diagonal hermitian matrices D;V
is the Vandermonde Polynomial determinant which is defined by
V (diag(X1, X2, · · · , Xn) :=
∏
i<j
(Xj −Xi) = det(Xj−1i ). (2.28)
Harish-Chandra generalized the above fact: [14]:
Let G be a compact simple Lie group, L its Lie algebra of order N and rank n,
W the Weyl group of L,R+ the set of positive roots, and mi = di − 1 its Coxerter
indexes. Also X and Y elements of L. Let (X,Y ) be a bilinear form which is
invariant under G,i.e.,(gX, gY ) = (X,Y ),for ∀g ∈ G. Then
∫
g∈G
exp(c(X, gY g−1)dg = const
∑
w∈W
ǫw exp(c(X,wY )/
∏
α∈R+
(α,X)(α, Y ).
(2.29)
We have the following
Lemma 2.3.
∫
Φ(X)e−
1
2 trΛX
2
dX = const
∫
Φ(D)V (D)
∑
w∈SN sign(w)e
− 12 tr(Λw(D2))
V (Λ)
∏
i<j(Di +Dj)
dD.
(2.30)
17
Proof. We apply Harish-Chandra’s result to the unitary group U(N), then
∫
Φ(X)e−
1
2 trΛX
2
dX
=const
∫
Φ(D)(
∫
e−
1
2 trΛUD
2U−1dU)V 2(D)dD
=const
∫
Φ(D)
· (
∑
w∈SN
sign(w)e−
1
2 tr(ΛU
−1D2U)/
∏
1≤i<j≤N
tr((ǫj − ǫi)Λ)tr((ǫj − ǫi)D2)V 2(D)dD
=const
∫
Φ(D)
· (
∑
w∈SN
sign(w)e−
1
2 tr(ΛU
−1D2U)/
∏
1≤i<j≤N
tr((ǫj − ǫi)Λ)tr((ǫj − ǫi)D2)V 2(D)dD
=const
∫
Φ(D)V (D)
∑
w∈SN sign(w)e
− 12 tr(Λw(D2))
V (Λ)
∏
i<j(Di +Dj)
dD
(2.31)

We need the following
Lemma 2.4. IN (Λ) is symmetric with respect to Λ and IN (Λ) is in the field C(Λ),
which is the field of polynomial ring of Λ.
Proof. By direct computation,
∫
exp(−1
2
trΛM2)dM = 2
N(N−1)
2 (2π)
N2
2
N∏
r=1
λ
− 12
r
∏
i<j
(λi + λj)
−1. (2.32)
By Lemma (2.3), (2.32) can be written as
const
∫
V (D)
∑
w∈SN sign(w)e
− 12 tr(Λw(D2))
V (Λ)
∏
i<j(Di +Dj)
dD = 2
N(N−1)
2 (2π)
N2
2
N∏
r=1
λ
− 12
r
∏
i<j
(λi + λj)
−1,
or
const
∫
V (D)
∑
w∈SN sign(w)e
− 12 tr(Λw(D2))∏
i<j(Di +Dj)
dD = 2
N(N−1)
2 (2π)
N2
2 V (Λ)
N∏
r=1
λ
− 12
r
∏
i<j
(λi + λj)
−1.
(2.33)
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Acting on both sides by operator
∑N
i=1
∂
∂λi
and multiplying
2−
N(N−1)
2 (2π)−
N2
2
∏N
r=1 λ
1
2
r ,
∏
i<j(λi + λj)
V (Λ)
we get
= const
2−
N(N−1)
2 (2π)−
N2
2
∏N
r=1 λ
1
2
r
∏
i<j(λi + λj)
V (Λ)
·
∫
(
N∑
i=1
D2i )V (D)
∑
w∈SN sign(w)e
− 12 tr(Λw(D2))∏
i<j(Di +Dj)
dD
= −
N∑
r=1
1
λr
−
∑
r<k
2
λr + λk
. (2.34)

Similarly, we can prove for all symmetric polynomials P (Λ), 〈P (Λ)〉 ∈ C(Λ), but
not in C[Λ]. This is the main reason why the first conjecture is hard to prove, since
the τ -function of KP hierarchy is in C[Λ].
3. Virasoro conjecture and matrix model
Let us recall the definition of M¯g,n(M,β) and some properties [22].
Definition 6. Let M be a non-singular projective variety. A morphism f from a
pointed nodal curve to X is a stable map if every genus 0 contracted component of
Σ has at least three special points, and every genus 1 contracted component has at
least one special point.
Definition 7. A stable map represents a homology class β ∈ H2(M,Z) if f∗(C) =
β.
The moduli space of stable maps from n-pointed genus g nodal curves to M
representing the class β is denoted M¯g,n(M,β). The moduli space M¯g,n(M,β) is
a Deligne-Mumford stack. It has the following properties:
(1)There is an open subset M¯g,n(M,β) corresponding maps from non-singular
curves.
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(2)M¯g,n(M,β) is compact.
(3)There are n ”evaluation maps” evi : M¯g,n(M,β)→M defined by
evi(Σ, p1, · · · , pn, f) = f(pi), 1 ≤ i ≤ n. (3.1)
(4)If n1 ≥ n2, there is a ”forgetful morphism”
M¯g,n1(M,β)→ M¯g,n2(M,β). (3.2)
so long as the space on the right exists.
(5)There is a ”universal map” over the moduli space:
(Σ˜, p˜1, · · · , p˜n) f¯−→M,
(Σ˜, p˜1, · · · , p˜n) pi−→ M¯g,n(M,β). (3.3)
(6)Given a morphism g : X → Y , there is an induced morphism
M¯g,n(X, β)→ M¯g,n2(Y, g∗β), (3.4)
so long as the space on the right exists. (7)Under certain nice circumstances, if M
is convex, M¯0,n(M,β) is non-singular of dimension
∫
β
c1(TM ) + dimM + n− 3. (3.5)
Definition 8. At each point [Σ, p1, · · · , pn, f ] of M¯g,n(X, β), the cotangent line to
σ at point pi is a one dimensional vector space, which gives a line bundle Li, called
the ith tautological line bundle.
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Traditionally, given classes γ1, γ2, · · · , γk ∈ H∗(M,Q),the gravitational descen-
dant invariants are defined by
〈τn1(γ1)τn2 (γ2) · · · τnk(γk)〉 :
=
∑
A∈H2(M,Z)
qA
∫
[ ¯Mg,k(M,A)]Virt
c1(L1)
n1 ∪ ev∗1(γ1) ∪ c1(L2)n2 ∪ ev∗2(γ2) · · ·
c1(Lk)
nk ∪ ev∗1(γk)〉 (3.6)
The free energy FMg can be written as
FMg (t) := 〈exp(
∑
n,α
tαnτn(α))〉g , (3.7)
where O1,O2, · · · ,ON form a basis of H∗(M,Q); α ranges from 1 to N ; n ranges
over nonnegative integers; only finite tαn are nonzero.
In 1997,T. Eguchi, K. Hori and C. Xiong and S.Katz proposed a conjecture which
generalized Witten 1990 conjecture [5]: Then the partition function is
ZM (t) := exp(
∑
g≥0
λ2−2gFMg (t)). (3.8)
The statement of Virasoro conjecture is that ZM (t) is annihilated by Ln, n ≥ −1,
which forms part of Virasoro algebra with central charge c = χ(M),i.e., {Ln} satisfy
[Ln, Lm] = (n−m)Ln+m + δm,−n
12
· χ(M), (3.9)
for m,n ∈ Z. Since this conjecture was proposed, there have been lots of efforts
on it. It has been confirmed up to genus 2 [12] and there have been good results
[8][9][10][11] and etc.
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The representation of Ln, n ≥ −1 is
L−1 =
N∑
α=0
∞∑
m=1
mtαm∂m−1,α +
1
2λ2
N∑
α=0
tαtα,
L0 =
N∑
α=0
∞∑
m=0
(m+ bα)t
α
m∂m,α + (N + 1)
N−1∑
α=0
∞∑
m=0
mtαm∂m−1,α+1
+
1
2λ2
N−1∑
α=0
(N − 1)tαtα+1 − 1
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(N − 1)(N + 1)(N + 3),
Ln =
∞∑
m=0
∑
α,β
∑
j
C(j)α (m,n)(Cj)βαtαm∂m+n−j,β
+
λ2
2
∑
α,β
∑
j
∑
m=0
D(j)α (C)βα∂αm∂n−m−j−1,β +
1
2λ2
∑
α,β
(Cn+1)βαtαtβ , (3.10)
bα = qα − dimM − 1
2
, (3.11)
where
Cβα =
∫
M
c1(M) ∧ ωα ∧ ωβ, (3.12)
and Cj is the j-th power of the matrix C;
C(j)α (m,n) =
(bα +m)(bα +m+ 1) · · · (bα +m+ n)
(m+ 1)(m+ 2) · · · (m+ n)
∑
m≤l1<l2<···<lj≤m+n
∏
j
(
1
bα + lj
); (3.13)
and
Djα(m,n) =
bα(bα + 1) · · · (bα +m)bα(bα + 1) · · · (bα + n−m− 1)
m!(n−m− 1)!
∑
−m≤l1<l2<···<lj≤n−m−1
∏
j
(
1
bα + lj
(3.14)
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The operators (3.10) form a Virasoro algebra with a central charge c =
∑
α 1 =
χ(M), if the following condition is satisfied
1
4
∑
α
bαbα =
1
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(
3−M
2
χ(M)−
∫
M
c1(M) ∧ cMM−1(M)). (3.15)
It was found that the above definition really forms a Virasoro algebra [5]. It is
instructive to verify it really forms an algebra here:
[Ln1 , Ln]
= [
∞∑
m1=0
∑
α1,β1
∑
j1
C(j1)α1 (m1, n1)(Cj1)β1α1tα1m1∂m1+n1−j1,β1
+
λ2
2
∑
α1,β1
∑
j1
∑
m1=0
D(j1)α1 (m1, n1)(Cj1)β1α1∂αm1∂n1−m1−j1−1,β
+
1
2λ2
∑
α1,β1
(Cn1+1)β1α1tα1tβ1 ,
∞∑
m=0
∑
α,β
∑
j
C(j)α (m,n)(Cj)βαtαm∂m+n−j,β
+
λ2
2
∑
α,β
∑
j
∞∑
m=0
D(j)α (m,n)(Cj)βα∂αm∂n−m−j−1,β
+
1
2λ2
∑
α,β
(Cn+1)βαtαtβ ]
=
∞∑
m1=0
∑
α1,β1
∑
j1
∞∑
m=0
∑
α,β
∑
j
C(j1)α1 (m1, n1)
(Cj1)β1α1C(j)α (m,n)(Cj)βα(δα,β1δm1+n1−j1,mtα1m1∂m+n−j,β − δm+n−j,m1δβ,α1tαm∂m1+n1−j1,β1)
−
∞∑
m1=0
∑
α1,β1
∑
j1
∑
α,β
∑
j
∞∑
m=0
λ2
2
C(j1)α1 (m1, n1)
(Cj1)β1α1D(j)α (m,n)(Cj)βα(ηαγδm1,mδγ,α1∂n−m−j−1,β∂m1+n1−j1,β1 + δn−m−j−1,,m1δα1,β∂αm∂m1+n1−j1,β1)
+
∞∑
m1=0
∑
α1,β1
∑
j1
∑
α,β
1
2λ2
C(j1)α1 (m1, n1)(Cj1)β1α1(Cn+1)βα(tα1m1(δβ1,αtm1+n1−j1,β + ηβ,γtαm1+n1−j1δβ1,γ))
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+
∞∑
m1=0
∑
α1,β1
∑
j1
∑
α,β
∑
j
∞∑
m=0
λ2
2
C(j)α (m,n)
(Cj)βαD(j1)α1 (m1, n1)(Cj1 )β1α1(ηαγδm,m1δγ,α1∂n1−m1−j1−1,β∂m+n−j,β1 + δn1−m1−j1−1,,mδα1,β∂αm1∂m+n−j,β1)
+
∑
α1,β1
∑
j1
∑
m1=0
∑
α,β
1
4
D(j1)α1 (m1, n1)(Cj1)β1α1(Cn+1)βα(δα,βδm1,n1−m1−j1−1 + ηααηββδm1,n1−m1−j1−1
+ δα,βtn1−m1−j1−1∂
α
m1 + t
α
n1−m1−j1−1ηββ∂
α
m1 + η
ααtm1,β∂n1−m1−j1−1,β + δα,βt
β
m1∂n1−m1−j1−1,β)
−
∞∑
m=0
∑
α1,β1
∑
j
∑
α,β
1
2λ2
C(j)α (m,n)(Cj)βα(Cn1+1)β1α1(tαm(δβ,αtm+n−j,β + ηβ1,γtα1m+n−jδβ,γ))
−
∑
α1,β1
∑
j
∑
m=0
∑
α,β
1
4
D(j)α (m,n)(Cj)βα(Cn1+1)β1α1(δα1,β1δm,n−m−j−1 + ηα1α1ηβ1β1δm,n−m−j−1
+ δα1,β1tn−m−j−1∂
α1
m + t
α1
n−m−j−1ηβ1β1∂
α1
m + η
α1α1tm,β1∂n−m−j−1,β1 + δα1,β1t
β1
m ∂n−m−j−1,β1)
= (n1 − n)(
∞∑
m1=0
∑
α1,β1
∑
j1
C(j1)α1 (m1, n1 + n)(Cj1)β1α1tα1m1∂m1+n1+n−j1,β1
+
λ2
2
∑
α1,β1
∑
j1
∑
m1=0
D(j1)α1 (m1, n+ n1)(Cj1)β1α1∂αm1∂n1+n−m1−j1−1,β
+
1
2λ2
∑
α1,β1
(Cn1+n+1)β1α1tα1tβ1)
= (n− n1)Ln+n1 (3.16)
Similar to [5], we have used identities:
j∑
j1=0
(Cj−j1)β1α1C(j−j1)α1 (m1, n1)C
(j1)
β1
(m1 + n1 − j1, n)
= (Cj−j1)β1α1((bα1 +m1 + n1)C(j)α1 (m1, n1 + n)
+ (m1 + n+ n1 − j − j1 + 1)C(j−1)α1 (m1, n1 + n)); (3.17)
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and
j∑
j1=0
(Cj−j1 )α1α D(j−j1)α (m,n)C(j1)α1 (n−m− j + j1, n1)
= (Cj−j1 )α1α ((bα + n−m− 1)D(j)α (k, n+ n1) + (n+ n1 −m− j)D(j−1)α (m,n+ n1)).
(3.18)
3.1. the planar graph interpretation of Virasoro constraints. The con-
straints L−1Z = 0 and L0Z have been obtained in [3] and [13]. We shall provide
a planar graphic interpretation for LnZ = 0, n ≥ 1. This interpretation is not
rigorous so far.
Two dimensional quantum gravity have been proved to be equivalent to hermit-
ian matrix theories. It is well known ,for a very general one matrix model is in fact
a planar graph theory [24][1][7],
ZN (t1, t2, · · · ) = 〈eN
P
i≥1 Tr(M
i/i)〉
=
∑
n1,n2,···≥0
∏
i≥1
(Nti)
ni
inini!
〈
∏
i≥1
Tr(M i)ni〉
=
∑
n1,n2,···≥0
∏
i≥1
(Nti)
ni
inini!
∑
all labeled fat graphs Γ with ni i-valent vertices
N−E(Γ)NF (Γ)
=
∑
fat graphs Γ
NV (Γ)−E(Γ)+F (Γ)
Aut(Γ)
∏
i≥1
g
ni(Γ)
i , (3.19)
where ni(Γ) denotes the total number of i-valent vertices of Γ and V (Γ) =
∑
i ni(Γ)
is the total number of vertices of Γ. We don’t know if there is a matrix theory that
is equivalent to the theory (3.8). However, we would like to propose
Conjecture The theory (3.8) is equivalent to a planar graph theory.
This conjecture is of course weaker than the statement ”the theory (3.8) is equiv-
alent to a matrix theory.” We expect that this conjecture can be generalized to some
other conformal theories.
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In the rest of this subsection, we assume that this conjecture holds, then we shall
show how the Virasoro constraints arise: To show that the partition function (3.8)
is annihilated by Ln, we will show that Ln is the generator of particle antiparticle
symmetry of the theory.
There are three terms in the right hand side of (3.10), we claim that the first
term corresponds the annihilation of a vertex and creation of a vertex, such that
the weight on the target increases n. There are two factors to realize this: once a
particle with target weightm+n−j is annihilated and a particle with target weight
m is created, from the graph, it is in fact a m + n − j valent vertex becomes a m
valent vertex. This makes n − j to the contribution of the n extra target weight.
The rest j target weight comes from directly from the factor (Cj)βα. The factor
Dj(m,n) is the ratio of the process from the graph:when 2(n− j) gluons or edges
are decoupled from a 2m+2n− 2j target weight vertex, to form the new graph, we
need to divide it by 1(2m+2)(2m+4)···(2m+2n−2j) . Mean while, when the new vertex
is created, those gluons get new freedoms to couple(it is different from decoupling.
When decoupling happens, there is no restriction) to the new vertex and the extra
weights, we need a factor which is (2qα + 2m − (N − 1))(2qα + 2m + 2 − (N −
1)) · · · (2qα +2m+2n− (N − 1))(
∑
m≤l1<l2···lj≤m+n
∏
( 12qα+2lj − (N − 1))(there is
N − 1 but not 2(N − 1) in these parenthesis because the maps in the moduli spaces
are holomorphic). That is the explanation of the first term.
For the second term, the process is that two vertices form one more genus. This
annihilation increases the target weight (m + n − j − 1 + 1). The last 1 in the
parenthesis is because two vertices are annihilated.The rest of the factors have the
similar explanation except the factor λ2. In fact, this is because when the two
vertices are annihilated,the Euler number increases by 2. The denominator 2 under
λ2 is because of the symmetry of the vertices.
The third term’s explanation can be realized similarly to the second term, by
splitting a genus into two vertices. But the target weight increases totally from the
Cj.
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Since Z is invariant under conformal transformation, and according to our anal-
ysis above, Ln, n ≥ 1 is the representation of generator of this conformal transfor-
mation. Therefore Z is annihilated by Ln, i.e., LnZ = 0.
Remark 1. this explanation of the Virasoro constraints is based on the existence
of the corresponding planar graph theory. More knowledge about this conjectural
planar graph theory is appreciated for deeper understanding of this explanation.
3.2. Virasoro constraints and conformal invariance. Now let us turn to physics.
To prove the partition function of a conformal field theory is annihilated by the
family {Ln}, n ≥ −1, one may wants to prove that function is invariant under the
action of conformal transformation, which is a local coordinate transformation by
a holomorphic function. Let us consider a sigma model from a Riemann surface to
the smooth projective manifold M . The Lagrangian is
L = L0 − ((
∫
Σ
∞∑
m=0
∑
α
tαmτm(α) +
r∑
i=1
(ln qi)X
∗(qi)) + (lnλ)χ(Σ)), (3.20)
where σ is the coordinate of the Riemann surface and gab is the metric on the
Riemann surface;ξms are fixed points on the Riemann surface; X
µ is the coordinate
of the target space and Gµν is the metric on the target space; qi in the front of
X(qi) denotes an indeterminate which corresponds a basis element of H2(M,Q)
and by abuse of notation, in X(qi), qi also represents the dual basis element in
H2(M,Q); {Oi} form a basis of H∗(M,Q).
Classically, this action is invariant under conformal transformation. If the genus
g is fixed, the path integral of the above classical action is the free energy for stable
curve with genus g, so let us consider the partition function in which the genus g
is summed up: we consider the following partition function
Z(t)M =
∑
Σ∈S
1
Aut(Σ)
∫
[dXdg]
Diff ×Weyl exp(−L). (3.21)
Here S is the collection of finite stable curves.This partition function is exactly the
partition defined in (3.8), by the definition of it. The partition function in (3.8) is
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invariant under the conformal transformation. Therefore the partition function in
(3.21) is also invariant under conformal transformation. conformal transformation
can also be realized by local coordinate transformation
z′ = z + ǫv(z) = z +
∞∑
n=−1
ǫnz
n+1
. Since the conformal transformation is local, we would like to conjecture:
The representation of the generators of conformal transformation with central
extension is (3.10).
Locally a point in the moduli space can be represented as (z, gij(z), X
µ(z))
(here we only write out the coordinate of one punched point) , which is an infinite
dimensional space. We could define the hermitian metric on this infinite dimensional
space, as the following
〈dza, dzb〉 = gab,
〈dzc, dgab〉 = gcd∂dgab,
〈dgab, dgcd〉 = gacgbd,
〈dza, dXµ〉 = gabGµν∂bXν,
〈dXµ, dXν〉 = Gµν . (3.22)
where all the indexes run over complex coordinate index and their conjugates. Then
it might be possible, but very complicated, to explicitly compute the first chern class
of the vector bundle Li and check the Virasoro condition.
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