The signature coding for M active users out of T total users over a multiple access OR channel is considered. The mathematical problem is equivalent to the M -coverfree problem of extremal set theory. We survey the upper and lower bounds on the minimal code word length n(T, M ), and present some code constructions. According to the current state of the theory, for 1 M T 1 2
inputs are 0, so the output is the Boolean sum of the inputs (cf. Figure 1 ):
A possible example for communication channel with OR property is the channel with OOK (on/off keying) modulation, where the bit 1 corresponds to a waveform and the bit 0 corresponds to the waveform constant 0. Then the demodulation is just a decision whether all users sent the 0 waveform.
For permanent activity of the users this channel is trivial, with time sharing the maximum utility 1 can be achieved. For partial activity, however, the problem is hard and is far from being solved.
For the coding at a multiple access OR channel, each user has a code word of length n. The coding problem is to find a code such that if at most M active users send their code words then from the output vector of the OR channel the set of active users can be identified.
UD and ZFD codes
Kautz and Singleton [22] introduced the concept of UD and ZFD codes.
Definition 1 (UD code)
A code which has T code words of length n is Uniquely Decipherable of order M (UD(T, M, n)), if every Boolean sum of up to M different code words is distinct from every other sum of M or fewer code words.
Formally, let C = {x 1 , x 2 , . . . , x T } be a code. The UD(T, M, n) property means that for any subsets A, B ⊂ {1, 2, . . . , T }, |A| ≤ M, |B| ≤ M, A = B we have
. . .
Fig. 1. Multiple access OR channel
Example: Retrieval files. Assume a library of documents (files) such that each document has attributes, called descriptors. The information retrieval can be done according to a descriptor such that we have to decide whether a given document has this descriptor. This inquiry can be organized by the head of the document which is a list of descriptors. If the total number of descriptors is T and a given document may have at most M descriptors, then this head can be encoded into a binary vector of length n = log M m=0 T m M log T .
If a document and its descriptors are changing from time to time, then the head is changing, too, therefore for generating the head we have an alternative way by UD codes. Let x i be a binary vector assigned to descriptor i, and if i 1 < · · · < i m are the descriptors, then generate the head by the Boolean sum:
M different code words logically includes no code word other than those used to form the sum.
It means that if for a k y ≥ x k , then x k = x i j for some i j . In the example of information retrieval it means that for a document with head y and for the descriptor k if y ≥ x k , then the document has the descriptor k. This is really a fast decoding rule.
The ZFD property is defined by a decoding rule, therefore a ZFD(T, M, n) is a UD(T, M, n). The question is that what is the loss with respect to UD if we need ZFD.
Theorem 3 (Kautz and Singleton [22] ) A UD(T, M, n) is ZFD(T, M − 1, n) and a ZFD(T, M, n) is UD(T, M, n).
PROOF.
(1) Assume that C is UD(T, M, n). If C were not ZFD(T, M −1, n) then there would be an x M / ∈ {x 1 , . . . , x M −1 } such that
i.e.,
(2) Suppose that C is ZFD(T, M, n) but not UD(T, M, n), then there exist sets of code words {x 1 , x 2 , . . . ,
Since the two sets are not equal, there exists a code word x i which is not in {y 1 , y 2 , . . . , y L }. However,
Corollary 4
The relationship between ZFD(T, M, n) and UD(T, M, n) codes is as follows:
. . , x T } and let C k , k = 2, 3, . . . be the set of all superposition sum of exactly k vectors of C 1 . Thus, the set C k contains T k vectors, which are not necessarily all different.
In considering the sequence of sets C 1 , C 2 , . . . , C k , . . . we are interested in the value of k at which duplicate vectors first appear, either within the same set C k , or between C k and some earlier sets.
Lemma 5 (Kautz and Singleton [22] ) If the sets C 1 , C 2 , . . . , C M +1 are disjoint, then C k contains exactly
PROOF. Suppose, that two of the T k vectors in C k were equal:
for every j = 1, 2, . . . , k. But C k+1 and C k are disjoint, therefore each of the code words y 1 , y 2 , . . . , y k must belong to the set of code words {x 1 , . . . , x k }, so there are no duplicates in C k .
Lemma 6 (Kautz and Singleton [22] 
PROOF. We use an indirect way of proof in both direction of the statement.
(1) Suppose, that C 1 is not ZFD, so there is a y / ∈ {x 1 , . . . ,
are not disjoint, so there are C j and C k for some 1 ≤ j < k ≤ M + 1 having common element
Because of j < k there is a y i / ∈ {x 1 , . . . , x j }, and
Lemma 7 (Kautz and Singleton [22] 
PROOF.
(1) Suppose, that the sets C 1 , C 2 , . . . , C M are disjoint and
different vectors, therefore no two superposition sum vectors of at most M code words can be equal without contradicting either the condition that
(2) Suppose, that the code C 1 is UD(T, M, n). Then any two superposition sum of at most M code vectors are different, therefore
Lemma 8 (Kautz and Singleton [22] ) Let the T × n matrix A consist of the code vectors of C 1 . The code C 1 is ZFD(T, M, n) iff every subset of M + 1 rows of A contains an (M + 1)-columned identity submatrix.
PROOF. The condition that C 1 be ZFD(T, M, n) is equivalent to the requirement that in each subset of M + 1 rows of A, no single row may be covered by the superposition sum of the other M . This will be the case iff each row of this (M + 1)-rowed submatrix has a 1 in some column in which all other rows have a 0. Conversely, if every subset of (M + 1) rows contains an identity submatrix of order (M + 1), then no one of these rows may be covered by the sum of the other M . Hence, C 1 is ZFD(T, M, n).
Example: Signature coding for multiple access OR channel. Consider a T user multiple access OR channel. Each user has an n length binary vector (code word), and if a user is active, then it sends its code word. From the output of the OR channel, i.e., from the superposition sum of the active code words one has to identify the set of active users. If at most M users can be active, then it is a UD(T, M, n) problem. If, moreover, we want to have an easy decoding by covering, then it is a ZFD(T, M, n) problem.
Example: Monitoring. Let us assume a public transportation company which has T buses. Each bus broadcasts its code word periodically. There is a receiver in a heavy-traffic junction. If there is only one bus in the range of the receiver, the problem is easy. If there are many buses, then suppose, that the modulation is OOK (infra red LED). Since in case of many simultaneous transmission the signal in the receiver can be modelled by the output of an OR channel, the received signal y is
are the identifiers of buses in the range of the receiver.
Example: Alarming. Let us chain as many as T fire-alarm station to one wire. Should an alarm station become active, it sends its own code word. If the number of simultaneous outbreaks of fire is not more than M , then the active stations can be identified from the signal on the wire.
Example: Login. Consider a communication system, which has lots of lowduty mobile users, but just a limited number of channels. Becoming active, a user may send his code word x i over a radio channel (multiple access OR channel) to a central control unit, and from the output of the OR channel the central control unit may detect the set of active users and assign dedicated channels for them.
Nowadays, mobile telecommunication systems use random access with feedback, so that users can log in to the system. This procedure can be replaced by coding for multiple access OR channel, where the advantage is that there is no need to process the acknowledgements.
Example: Collection of measuring data. We would like to collect electric energy consumption data of customers in a power line network. The power line can be used as a multiple access OR channel. The measuring instrument of a user sends its unique code word to this common channel if a user has consumed a unit (e.g., 1 kWh) of electric energy.
Example: Sending packets without error correction. Consider the collision channel without feedback (time hopping) with the restriction that there is no error correction over the packets, a user just repeats its packet several times, and needs at least one successful transmission. The sending is according to protocol sequences, user i has an n-length binary vector x i which is its protocol sequence. Assume that user i is active, i.e., has a packet to send. Then it has at least one successful transmission, if x i is not covered by the superposition sum of the protocol sequences of the other active users, which means that the protocol sequence set should be ZFD(T, M − 1, n), where M is the number of active users.
This problem is similar to the so-called locality based graph coloring [24, 29] .
Example: Non-adaptive hypergeometric group testing. [8] suggested pooling the blood samples from a number of persons and applying the Wasserman test to a sample from the resultant pool. The Wasserman test had sufficient sensitivity that the test would yield a negative result if and only if none of the individual samples in the pooled sample were diseased. Dorfman's paper was the beginning of a research area which has become known as group testing. Note that the word group merely means a set of items and does not imply any mathematical structure.
After the previous historical introduction, let us define group testing more formally. Assume T individuals which contain at most M defectives. In a test step one can ask whether a subset of T contains some defectives. The task is to identify the positive individuals using the minimal number of needed tests (in the worst case). A test plan is a sequence of tests such that, at the completion of it, the outcomes of these tests uniquely determine the states of all individuals. In the classical (adaptive) group testing there is a feedback, for selecting a set A in a step we know the results of the previous steps. One can see that the number of steps required is less than M log T , and for binomial model of the activity there are efficient strategies (cf. Hwang [20] , Wolf [31] , Sterrett [28] , Sobel and Groll [27] ).
In the problem of non-adaptive group testing (cf. Hwang and T. Sós [21] , Du and Hwang [9] , Knill et al. [23] ) we don't assume feedback, choose a priori a sequence of test sets (A 1 , A 2 , . . . , A n ). The trivial solution is the time sharing, when A i = {i}, i = 1, . . . , T , so n = T . The testing can be formulated in another way: the j-th individual has the binary code word (protocol sequence) x j and
and from y we should identify i 1 , . . . , i m .
As we show in the sequel, the number of steps required is at least c M 2 log M log T for some constant c.
Set theoretical approach
Let U be an n-element set (called underlying set). We denote by U k the set of the k-element subsets of U (0 ≤ k ≤ n), while 2 U denotes the power set
). A family F of subsets of U is a subset of the power set
Definition 9 (Cover-free family, cf. Füredi [16] , Erdős et al. [13] ) A family of sets F is called M -cover-free if
We are looking for the maximum cardinality T of an M -cover-free family F ⊆ 2 U , where |U | = n. This problem is analogous to the determination of minimal length of ZFD codes. Matching of parameters is the following. Put U = {1, 2, . . . , n}, and a set F ∈ F corresponds to a binary code word x F the i-th coordinate of which is 1 iff i ∈ F . Cardinality T of the family plays the role of number of potential users, M -cover-free property corresponds to the ZFD property of order M , and the size n of underlying set U corresponds to the code length.
Lower bounds
In the following we give bounds on the minimal code length n(T, M ).
Possibly the simplest lower bound can be computed using the fact that each sum of at most M code words must be distinct, so cannot exceed the number of n-digit binary numbers.
Sphere packing bound:
Using that
In the sequel we summarize the bounds (1
The unpublished result of Bassalygo gives the first bound which uses the following lemmata. Let t(w) denote the number of code words with weight w.
Lemma 10 (Kautz and Singleton [22, 11] ) If any code word of a ZFD(T, M, n) code has weight no greater than M , it must have a 1 in some position where no other code word has a 1, thus
PROOF. Suppose that there exists a code word of a ZFD(T, M, n) code which has weight no greater than M , but it has 1's just in positions where some of the other code words have 1, too. This code word is then covered by the sum of M other code words, so the code can not be ZFD(T, M, n).
Lemma 11 (Bassalygo, cf. Dyachkov and Rykov [11] , A [1] ) If C is a ZFD(T, M, n) code and it has a code word of weight w then
PROOF. Consider C as a T × n binary matrix. Choose a code word with weight w. In the code matrix, delete all columns where this fixed code word has 1's, and also delete the row corresponding to this code word. The resulting matrix of size (T − 1) × (n − w) can be easily verified to be a ZFD(
Theorem 12 (Bassalygo bound, cf. Dyachkov and Rykov [11, 12] 
PROOF. Let C be a ZFD(T, M ) code of length n and let w max be the maximum weight.
(1) If w max ≤ M , then by Lemma 10 we get
(2) If w max ≥ M + 1, then by Lemma 11 we get
Combining these two inequalities results in
We use induction. The statement holds for M = T = 1. Assume, that the statement holds for sizes up to T − 1, then
The main consequence of the theorem is that for any √ 2T < M < T , n(T, M ) = T , so in this range of M no ZFD(T, M ) code is better than the time-sharing.
Lemma 13 (Dyachkov and Rykov [11] ) In a ZFD(T, M, n) code number of code words which have weight w ≥ M + 1 is bounded
PROOF. Consider the ZFD(T, M, n) code as a family of sets F := {F 1 , F 2 , . . . , F T } on the underlying set {1, 2, . . . , n}. We shall show that the number t(w) of subsets of the family F which contain w elements, satisfies inequality (1).
Choose an arbitrary subset F ∈ F which contains w elements. Let us assume that w can be divided by M , and we set k = w M . We call subsets
number of all partitions is equal to
are different from one another iff there exists at least one pair of numbers (i, j) for which
We would like to determine the number of all non-intersecting partitions R(w, M, k). Let us fix an arbitrary partition
Therefore the number of partitions that intersect with
and for the number of non-intersecting partitions we get
From the M -cover-free property of F follows that each partition
contains at least one term A i , |A i | = k that belongs only to F and does not belong to any other F i , 1 ≤ i ≤ T . Therefore F contains at least R(w, M, k) subsets of volume k which do not belong to the remaining terms of family F 1 , F 2 , . . . , F T . Consequently,
From inequalities (2) and (3) we get
Now assume that w cannot be divided by M , i.e., w = kM + r, where
Let us fix an arbitrary subset A ⊂ F in which the number of elements |A| = r, and we consider partitions of F in the following form:
is one of the R(kM, M, k) non-intersecting partitions of set F \ A. It follows from the M -cover-free property of F that in any partition of F there exists a term A i (1 ≤ i ≤ M ) and element ω ∈ A, such that the set A i = A i + ω (|A i | = k + 1 = w/M ) belongs only to F and does not belong to any other F i , 1 ≤ i ≤ T . Then, we have an inequality similar to (3)
which means together with (2) that expression (1) is valid.
From Lemma 10, 11 and 13 follows the next theorem.
Theorem 14 (Dyachkov and Rykov [11, 12] ) The length n of any ZFD(T, M, n) code for 2 ≤ M < T satisfies the inequality
Theorem 14 implies a lower bound on the minimal code length.
Theorem 15 (Dyachkov and Rykov [11, 12] 
where the sequence K(M ) is defined recurrently. K(1) := 1 and if M ≥ 2 then K(M ) can be bounded by
PROOF. Let us take inequality (4) of Theorem 14 as starting point and apply the following bound on the binomial coefficients (cf. Gallager [18] ).
if a − b, b ≥ 1, where h(x) is the binary entropy function.
Taking the logarithm of both sides we get the following asymptotic lower bound for the code length
We are looking for the lower bound of the code length in the following form
so from (6) we know
From inequality (5) it follows that
Substitution (8) to inequality (7) results
Now our task is to determine an explicit formula for the recurrently given K(M ). We have K(1) = 1. We show that
is an asymptotic solution of inequality (9) . The left side of (9) can be written in view of (10)
Let us analyze the factors of denominator asymptotically.
Similar lower bounds have been proved using the set theoretical approach.
Lemma 16 (Füredi [16] ) If F is an M -cover-free family over an n-element underlying set U , then
PROOF. Let us fix an integer w which 0 < w ≤ n 2
. Define F w ⊂ F as the family of members having an own w-subset, i.e., , A ⊆ F , ∀F ∈ F, F = F }.
Let
F 0 := {F ∈ F : |F | < w}.
We show that
and for w :
which implies the lemma:
Let A be the family of the own w-subsets,
and let B be the family of w-sets containing a member of F 0 , i.e.,
In order to prove inequality (13) we need to show following inequalities:
For the first inequality observe that as F is an M -cover-free family, it has 1-cover-free (antichain) property too. F 0 ⊆ F, that is why the same is true for F 0 . Suppose a maximal length chain of
The 1-cover-free property of F 0 implies that at most one element of a maximal length chain can be a member of F 0 , and then the w-element set of this chain (C w ) is a member of B (because B contains all the w-sets which contains an element of F 0 ). The second inequality follows from the definition of own subsets, namely own subsets are different for every member of F w .
It is also true that A and B are disjoint. As an indirect way, suppose that there is a w-element set F * which is the member of both families. F * ∈ A implies that there is F ∈ F such that F * ⊆ F and for all F ∈ F, F = F we have F * ⊆ F . F * ∈ B implies that there is F 0 ∈ F 0 such that F 0 ⊂ F * .
Combining these relations F 0 ⊂ F * ⊆ F follows, which is a contradiction to the M -cover-free (even to antichain) property.
From the previous considerations the following inequality can be derived:
so (13) is proved.
Let F := F \(F 0 ∪F w ). The members of F are at least w-element sets having no own w-subset, then
In order to see this, suppose that
A j , where |A j | = w (sets
are not necessarily disjoint). As F ∈ F , for every A j ⊆ F there exists F j ∈ F :
and from this F ⊆ M i=1 F i follows which is a contradiction to the M -cover-free property.
So that to prove (14) , again, use an indirect way of proof. Assume that |F | > M . For F 1 , F 2 , . . . , F M +1 ∈ F inequality (15) implies that
The right hand side of this inequality exceeds n for w :
, which is a contradiction, implying (14) .
Theorem 17 (Füredi [16] 
PROOF. We get the upper bound from inequality (12) by using
Taking the logarithm of both sides we get asymptotically in M :
which corresponds to the statement of theorem.
Lemma 18 (Erdős et al. [13] 
is a maximal M -cover-free family over an n-element underlying set U , then
where we set k := w/M .
For the proof of Lemma 18 we need three lemmata which follow.
Let us define the family N (F ) of non-own-subsets of F of size k, i.e.,
Lemma 19 (Erdős et al. [13] ) If F w is an M -cover-free family, F ∈ F w and
PROOF. From the definition of N (F ) follows that for each A i ∈ N (F ) there exists an F i ∈ F w , F i = F for which A i ⊂ F i , so
too. If equality were true in the previous statement, F would be covered by the union of F 1 , . . . , F M which is a contradiction. For this reason the following inequality has to be satisfied,
Lemma 20 (Frankl [15] ) Let F be a finite set having w elements. Let N (F ) ⊂ F k be such that for A 1 , . . . , A M ∈ N (F ) we have that
PROOF. Let x 1 , x 2 , . . . , x w , x 1 be a cyclic ordering of the elements of F . We shall estimate the number of sets in N (F ) consisting of k consecutive elements relative to this ordering. If there exists at least one such set, then we may suppose that x w is the last element of either. (Last element means that its neighbor to the right is not contained in the set.) To all set in N (F ) consisting of consecutive elements relative to this ordering we associate the index of its last element but to the set ending with x w we associate all integers from interval [w, M k]. If there are i sets consisting of consecutive elements relative to the ordering, then we have associated with them M k − w + 1
Let us divide the elements of this interval into residue classes modulo k. Each class contains M elements. If we could pick out M sets from N (F ) consisting of consecutive elements relative to the cyclic ordering such that the integers associated with them completely cover one of the classes, then the union of these sets were F , because for every x j the smallest element in the class greater than j (in the cyclic sense) would be associated with a set of k consecutive elements which cover x j . This would be a contradiction to the property that
Hence, there exists an element in each of the classes to which we have not associated any of the sets. As we have associated with different sets different indices, we get:
There are (w − 1)! possible cyclic ordering and each has at most w − k sets consisting of consecutive elements relative to the cyclic ordering, and we count (w − k)! k! times each set of N (F ). Then we get the following upper bound to the cardinality of N (F ):
Lemma 21 (Erdős et al. [13] ) If F w is an M -cover-free family, F ∈ F w and k = w/M , then
, and |F | = w ≤ M k. Thus by Lemma 20
Proof of Lemma 18. Each F ∈ F w has w k k-subsets, and Lemma 21
implies that there are at most
non-own subsets from this. That is why each F ∈ F w has at least
own subsets. There are n k possible k-elements subsets, consequently,
holds, yielding the desired upper bound.
Lemma 22 (Ruszinkó [26] ) If F := {F 1 , F 2 , . . . , F T } is an M -cover-free family, F i ∈ F is an arbitrary element and A i ⊆ F i is an arbitrary subset of F i , then we can construct a new family
(1) As an indirect way of proof, suppose that
which is a contradiction (F is M -cover-free). (2) From the M -cover-free property of F it follows that F is 1-cover-free, too. That is why F j ⊆ F i for any i = j, so we left out only F i from F during the construction of F . Members of F are distinct. As an indirect way, suppose that
which is a contradiction (F is 2-cover-free, as M ≥ 2).
PROOF. During the proof we suppose that M 2 divides n and n M is even. If it is not true, then the same proof works, but we have to be more careful with the integer parts.
Let F be an M -cover-free family. We use the set compression algorithm of Lemma 22.
(1)
In each step of this algorithm we throw out more than 2n M elements. Since the members of F have not more than n elements (the underlying set is of size n), the algorithm will stop in at most
steps. Suppose that during this algorithm we threw out p elements from the underlying set in q steps. Let T (n, M, w) denote the maximum cardinality of an M -cover-free family which subsets have w elements (out of n). We know from Lemma 18 that
Using this bound and Lemma 22 it follows that binary one-weight vectors similarly to the Kautz-Singleton construction:
where each pattern has length L.
Theorem 24 (A and Zeisel [3] ) If T → ∞ and M is fixed
where
PROOF. Assume a random code with alphabet 1, 2, . . . , L (L ≥ M ) and length n L whose characters are independent and uniformly distributed. This code is mapped to a binary code C of length n by the previously described transformation. C is not a ZFD code if we can choose M code words out of the total number T and another (tagged) code word such that in each segment of length L there is at least one among the M code words having a bit 1 in the same position where the tagged code word.
If this probability is less than one, then there exists a ZFD code of order M , so the argument of the exponential function shall be below zero:
Expressing n from this inequality we get:
Asymptotically we get the following upper bound:
and use the inequality 1 −
≤ ln 2 ln e e −1 ≈ 1.5112
and the proof is complete.
We can get another upper bound on the code length, if we consider a random code such that the 1's in a code word are binomially distributed (instead of the constant weight case of Theorem 24).
Theorem 25 (Dyachkov and Rykov [12] 
Consider a binary random code C of length n. In a code word a bit is 1 with probability p and 0 with probability 1 − p, so the number of 1's in a code word is binomially distributed. C is not a ZFD code if we can choose M code words out of the total number T and another (tagged) code word such that for each position where the tagged code word has 1's there is at least one among the M code words having also a bit 1.
family over an n-element underlying set U , then
PROOF. Rödl [25] has shown that there exists a maximal (k, w, n)-packing for fixed k and w, whenever n → ∞. If we set w = M (k − 1) + 1, then a (k, M (k − 1) + 1, n)-packing P is M -cover-free, because |P ∩ P | ≤ k − 1 holds for all P, P ∈ P, so the union of M sets can cover at most M (k − 1) elements of the w = M (k − 1) + 1 elements of a distinct set.
If F w is a maximal (k, w, n)-packing, then for every G ∈
U w
there is an F ∈ F w such that |G ∩ F | ≥ k holds (otherwise F w ∪ G would also be a (k, w, n)-packing, that is why F w would not be maximal). Hence we have
Left-hand side inequality of (16) follows from the previous property that for every G ∈ U w there is at least one F ∈ F w such that |G ∩ F | ≥ k holds.
We get right-hand side inequality of (16) by considering the following. For an arbitrary F ∈ F w there are at most
with property |G ∩ F | ≥ k, because we can choose k elements from the w elements of F and w − k from the other n − k elements of U .
this yields the lower bound of |F w |, nh sum of any M 0 other code words since it overlaps each of these other code words in no more then c positions.
If every c-tuple appears in two or more code words, then for any code word whose weight is at most (M 0 + 1)c there can be found M 0 + 1 other code words whose sum covers it. Thus, C can not be ZFD code of order M 0 + 1.
Theorem 30 (Kautz and Singleton [22] , cf. Erdős et al. [13] ) Let C Q be a code over GF(Q) (Q is prime power) with parameters (n Q , k) and code distance d Q . Replace each Q-ary symbol by Q-length one-weight binary patterns. E.g., the mapping is the following: The maximum order of the concatenated superimposed code C is
PROOF. Obviously, T = |C| = |C Q | = Q k , n = Qn Q . The minimum Hamming distance of binary code is twice the Q-ary distance: d = 2d Q , and each code word has weight w = n Q . For binary code the maximum overlap is
Let us consider some special cases of Kautz-Singleton code construction.
Reed-Solomon code. (cf. A et al. [2] , Erdős et al. [13] , Zinoviev [32] ) Let C Q be a Reed-Solomon code with maximal length n Q = Q − 1. Resulting code C has T = Q k code words, each has weight w = n Q = Q − 1. Since Reed-Solomon code has MDS property, d Q = n Q − k + 1, and from this c = n Q − (n Q − k + 1) = k − 1.
In an MDS code any k symbol may be taken as message symbols, thus each c = k − 1-tuple is repeated exactly Q times in the binary code. So, Lemma 29 shows that the order of the ZFD code is exactly
By using k = log T log Q we get
If T and M are given and we would like to construct a Kautz-Singleton code with minimal code length n = Qn Q = Q(Q − 1), then we have to find the minimal (prime power) Q satisfying this inequality. code words, each has weight w = n Q = Q r − 1 and length n = Qn Q = Q(Q r − 1).
We can give lower bound on the minimum distance of C Q (cf. Blahut [5] ),
and for the order of C,
so this is approximately the same as in the case of Reed-Solomon code. Advantage of using BCH code is that we get a huge number T for potential users, even for small r. True enough code length n is also larger than in the Reed-Solomon case.
Reader can find a detailed survey on code constructions in Dyachkov et al. [10] . A promising code construction method may be the one based on algebraic geometry codes (cf. Ericson and Zinoviev [14] , Lint and Springer [30] ).
