Abstract Credit scoring is important for credit risk evaluation and monitoring in the accounting and finance domain. For financial institutions, the ability to predict the business failure is crucial, as incorrect decisions have direct financial consequences. A variety of pattern recognition techniques including neural networks, decision trees, and support vector machines have been applied to predict whether the borrowers should be considered a good or bad credit risk. This paper presents a hybrid approach to building the credit scoring model and illustrates how the unsupervised learning based on self-organizing map (SOM) can improve the discriminant capability of feedforward neural network (FNN). Within the hybridization scheme, the knowledge (i.e., prototypes of clusters) found by SOM is transferred as input to the subsequent FNN model. Four real-world data sets are used in the experiments for credit approval problems. By varying the parameters, the experimental results demonstrate the predictive model built by the hybrid approach can achieve better performance than the stand-alone FNN particularly when a limited amount of labeled data is available. This gives some insights on how to construct more accurate predictive models when the data collection is difficult in some financial applications. A complete and unique graphical visualization technique is shown which better outlines the trade-off between distinct metrics and attained performance.
Introduction
Credit scoring was introduced in the 1940s for the first time and over the decades has grown up significantly. In the 1960s, with the creation of credit cards, credit scoring in the credit granting process became more important for banks and other credit card issuers. Nowadays credit scoring has been widely used as an aid decision tool for diverse purposes [25] such as approving personal loan applications and predicting the bankruptcy of companies.
The credit scoring problem can be stated as follows: given a number of customers labeled as bad or good credit and a set of financial variables over a given period, build the predictive models to determine the credit score and creditworthiness of the customers.
Credit scoring models have evolved over time based on consumer behavior. Nowadays mortgage crisis and the economic downturn make credit scoring evermore important. Financial industry focuses on developing effective systems that can evaluate and manage the credit. There are different methods of credit scoring regarding how to predict the credit exactly for various purposes with special attention on classification tasks.
Before machine learning was introduced to credit scoring, traditional statistical classification methods have been used extensively for tackling this problem. In [9] , a statistical model for discrete choice of consumer loan default and credit card expenditure was derived. However, due to the massive increase in applicants which led to the overload of big data, it is often impossible to build such handcraft models. Thus, with the advance in information and computer technology there is an increasing need for machine learning techniques as a popular alternative in credit scoring tasks [19] . K-nearest neighbor (KNN) was proposed in [31] with an adjusted version of Euclidean distance metric for assessing the consumer credit risk. More recently, a thorough comparison of classification performance was performed among several credit scoring models including logistic regression and decision tree [30] . Later in [10] , support vector machine was used for credit scoring and received high accuracy.
Artificial neural networks (ANNs) have shown attractive capability in credit scoring compared with other competitive approaches [24] . A variety of ANN methods of different structures have been proposed, including feedforward neural network (FNN), self-organizing map (SOM), learning vector quantization (LVQ), radial basis function network (RBFN), probabilistic neural network (PNN), and support vector machine (SVM). An investigation of supervised neural network models was presented for credit risk evaluation under different learning schemes [15] . Among all neural networks, FNN is most widely used in the examined credit scoring area. For example, FNN is used to predict the credit rating category for Taiwan and US markets [11] . Self-organizing maps (SOMs) have been recognized as a powerful tool to find the intrinsic patterns from complex financial data. The capability of SOMs and their supervised variants was demonstrated in comparison with statistical and other intelligent methods [23] . In [4] , SOM was used to discover and visualize the bankruptcy trajectory patterns of companies over several years through a two-step clustering process.
A recent approach in the area of machine learning is the combination of supervised and unsupervised methods to improve the classification accuracy, although it was seldom used in financial risk area. In [28] , a comprehensive review was presented concerning the hybrid computing techniques applied to financial credit scoring. Normally in a hybrid system, several approaches are exploited in the analysis and only one is employed for the final prediction. A scheme of hybrid classification is clustering combination mode in which the training data are processed by unsupervised clustering to filter out the nonrepresentative samples, and subsequently fed to a supervised classification model to identify the patterns. In [7, 12, 14] , a fusion between supervised classification and unsupervised clustering was used to improve the classification accuracy.
In this paper, a hybrid classification approach is proposed in another way to predict the credit of customers. A SOM is trained in an unsupervised way and then labeled by voted method in a supervised way. For each neuron, the Voronoi set refers to the set of instances which take the underlying neuron as the best-matching unit (BMU) among others. The prototypes of SOM neurons that have nonempty Voronoi set with nonuniform class distribution (i.e., the majority class has more votes than the other) are selected as input to the subsequent FNN along with the original training data. The rational behind using SOM prior to FNN is that the prototypes found by SOM usually represent the center of clusters and therefore contribute to constructing accurate classification models. Three realworld data sets from UCI Machine Learning Repository and a Diane data set of French small and medium enterprises (SME) are used in the experiments for credit approval problems. By varying the parameters (size of training data sets, number of neurons of both FNN and SOM), the results demonstrate the proposed hybrid classification approach produces better performance than the stand-alone FNN using only training data as input. This means the prototypes found by SOM are good supplement as input to FNN particularly when the training data are in small size.
The rest of this paper is organized as follows. Section 2 introduces the background of ANNs with focus on FNN and SOM, and information visualization techniques. Section 3 presents the design of experiments including the data sets under exploration, the framework to build the predictive model in a hybridization scheme, and the performance evaluation. In Sect. 4, some experimental results are reported. The performance of the proposed approach is compared with the baseline FNN in terms of accuracy, sensitivity, and specificity. Lastly, the contributions and future improvements are given in Sect. 5.
Research background
We will briefly review in this section the ANN methods, in particular FNN and SOM which are used to construct a hybrid classification model for credit risk scoring tasks in this paper. The widely used information visualization techniques are introduced to display, compare, and analyze the performance results.
Feedforward artificial neural network
Information is processed by an ANN in a similar way to the human brain. There has been recently a renaissance of neural networks due to their remarkable capabilities in performing tasks related to perception with many layers of processing information. Although deep neural networks are extremely good for computer vision and speech recognition models, shallow networks are able to reduce resources requirement which convey for the problem handled in this work. In fact, a shallow ANN reduces memory requirements by storing a simple transfer function representing output values for multiple nodes. It typically consists of input nodes, output nodes, and hidden nodes.
A node can be referred as a data processing device that receives multiple inputs and generates a single output based on those inputs. During this process, input nodes receive one input, while both hidden nodes and output nodes receive several inputs. The hidden nodes do not receive any input data from sources outside and nor do they send output to any devices outside the ANN.
A FNN is a multilayer ANN where the connections between the nodes do not form a directed cycle and are unilateral. In this network, information always moves in one direction from the input nodes, through the hidden nodes and to the output node and never goes backwards [5] . Figure 1 shows an example of FNN composed of n input nodes, m nodes in one hidden layer, and k output nodes. FNN is widely employed as a classification tool in a variety of application domains, including medical analysis, credit scoring, pattern recognition, speech recognition, handwriting recognition, product inspection, drug discovery and development, biological classification, natural language processing, document classification, and network security [6, 8, 20] . In credit risk assessment, FNN is used to develop credit risk models from the historical data and predict the future corporate bankruptcies [1, 2, 27] . FNN is trained by a backpropagation learning algorithm:
1. Initialize the connection weights w ij and bias h j as small random values. 2. Present the input vector of pattern X i and the corresponding target vector Y i to the network. 3. Calculate the output of each node from the first layer to the last layer using an activation function f. For each input node j, O j ¼ X j ; for each node j in hidden layer or output layer,
4. Calculate the error for every node in backward order.
For an output node j, Err j is computed by the network output and the target value:
For node j in other layers, Err j is estimated by the errors of nodes in the next layer:
5. Update the connection weights w ij and bias h j for node j, where g is the learning rate:
6. Repeat from step 2 until the termination condition is satisfied.
Self-organizing map
A SOM invented by Teuvo Kohonen [17] is a type of ANN where the neurons are set along a grid. SOMs are different from other ANNs in the sense that they use a neighborhood function to preserve the topological properties of the input space. It provides a visual way to understand high-dimensional data in a low-dimensional output space. SOM is able to reduce the amount of data and simultaneously project the data nonlinearly onto a lower dimensional array. The neurons are distributed on a regular grid of usually two dimensions. Each neuron is related to a reference vector of the same dimension as the input data vectors, reflecting the association strength with the input vectors (see Fig. 2 ). A neighborhood kernel function h cp ðtÞ describes the topological relation of neurons, and the learning rate aðtÞ affects the speed of learning. In each iteration of the training process, the reference vectors are updated in such a way that the best-matching neuron and its neighbors on the grid are dragged toward the input. As a result, the neurons are topologically ordered on the grid, where instances that have similar features in the input space will be projected to the neurons located close to each other in the grid space. Due to capability of preserving the topological properties of the input space, SOMs are usually used for data clustering and visualization in different application domains, including speech recognition, clinical voice analysis, satellite images analysis, document organization and retrieval, DNA sequencing analysis, multimedia and Web mining, and transportation industry [13, 21, 32] . In bankruptcy prediction problems, SOM and its supervised variants can discover and visualize the bankrupt patterns from the financial data [3, 29] . Assume the map consists of m neurons, each associated with a prototype m p , the SOM is learned in an unsupervised and competitive way. 
Step 2 a few iterations until the termination condition is satisfied.
Information visualization techniques
Information visualization refers to the visual representation and interactive techniques for users to understand the data in an easy way. Information visualization plays an important role in data mining applications. In the preprocessing phase, information visualization is used to explore the distribution and property of the data. In the mining phase, information visualization helps to detect the process of model generation and adjust the parameter setting. In the validation phase, information visualization is able to display the discovered knowledge and compare the performance among various learning algorithms. Due to the complexity of result analysis, there is a growing demand for effective visualization techniques to better understand the information hidden in the research results. The information visualization techniques can be divided into two categories. One is the visualization techniques of original data, including 1D visualization (histogram, box plot etc.), and two-or multiple-dimensional visualization (scatter plot, dendrogram, heatmap, plot matrix, cladogram, graph drawing, hyperbolic tree, parallel coordinates, tree mapping, cobweb, etc.). Among these techniques, cobweb is a radial multilevel pie chart adequate for large data set. It divides a circle chart into equal-width pies whose length represents the numeric data. The cobweb graph has advantages on displaying different levels (or dimensions) of information in one graph. In [22] , it was used to visualize and compare the contribution of member SVMs to the ensemble classifier. In this paper, we use cobweb as an information visualization technique to display the research results of different classifiers, data, and metrics in a compact representation. The other is visualization of high-dimensional data including principal component analysis, multidimensional scaling, SOM, manifold learning, which transform the data from a high-dimensional space to a lowdimensional space through a linear or nonlinear projection while approximating the relative distance between samples. These techniques are able to visualize any dimensional data theoretically with the risk of information loss.
Methodology
In this section, we will describe the data sets used in the experiments, the general framework of hybrid classification, and the metrics for performance evaluation.
Data set description
In the experiments described in Sect. 4, we used three realworld data sets: Australia, German, and Japanese taken from UCI Machine Learning Repository for credit approval [18] . For each data set, the class composition of instances and the attributes are characterized in Table 1 Table 2 . A balanced subset of 1200 samples is used in the experiment. For all data sets, the categorical attributes are converted to continuous numbers, and all attributes are normalized to zero mean and unit variance. Finally we convert the bad credit to 1 and the good credit to 0.
Experimental design
The proposed hybrid approach is implemented based on Neural Network toolbox and SOMToolbox [16] in MATLAB environment. The general framework of the experimental design is outlined in Fig. 3 . In details, the experiments are performed in the following steps:
Step 1 A parameter TrRate is set as the percent of samples selected from the original data set. By varying the value of TrRate from 5 to 60 %, we can get a series of training data sets in different sizes.
Step 2 The data set is divided into two subsets randomly dependent on the value of TrRate. The training data set is used for model training, and the testing data set is used for model validation.
Step 3 In each trial, SOM is applied to the training data set in an unsupervised manner and then labeled in a supervised manner. The training samples are projected to the best-matching unit (BMU), i.e., the winner neuron with the closest reference vector to the input, that results into a number of Voronoi sets. Each Voronoi set is composed of the instances which take the underlying neuron as the BMU.
Step 4 By detecting the composition of Voronoi sets, the neurons are selected which have nonempty Voronoi set with nonuniform class distribution (i.e., the majority class has more votes than the other) and assigned by the majority vote method. Fig. 3 General framework of the experimental design The prototypes as well as the label serve as a supplement to the training data in the next step.
Step 5 A FNN is trained taken as input the training data and the prototypes.
Step 6 In the validation, each sample of the testing data set is fed to the learned FNN. Then the accuracy, sensitivity, and specificity are calculated by comparing the predicted class with the real class.
Step 7 For each configuration of parameter TrRate, 10 trials are performed with random division of training data and testing data. For each training data set, 10 models are trained with different The default configuration is used to create a SOM; that is to say, the topology lattice is 'hexa' and shape is 'sheet.' The number of map neurons is determined by a heuristic
where N is the number of training instances. Afterward, the ratio between sidelengths of the map grid is set to the square root of the ratio between the two biggest eigenvalues of the training data. Thus the sidelengths are set so that their product is as close to the desired number of map units as possible [16] .
A FNN of 10 hidden nodes and one output node is constructed in the experiments. The number of input nodes is determined by the examined data set. Other parameters are set by the default values of the MATLAB function, e.g., the default transfer function is 'transig' for hidden layer and 'purelin' for output layer. During the learning of FNN, each pair of input-output values is fed into the network for a number of epochs until the network learns the relationship between the input and output. Levenberg-Marquardt backpropagation numerical optimization algorithm is used to optimize the performance function. The output layer of FNN produces a value between 0 and 1, so with a threshold 0.5 we can get a binary class in the following way:
• If the output [0.5, assign the label 'bad credit' to the input; • Otherwise, assign the label 'good credit' to the input. 
Performance evaluation
In order to evaluate a binary decision task, we define a contingency matrix representing the outcome of the classification, as given in Table 3. In this table, 
Results and discussion
In this experimental work, we carry out an empirical study of the proposed hybrid classification method (SOM?FNN) for credit risk scoring with comparison of the baseline FNN. In the former, the training instances along with the prototypes found by SOM are input to FNN, while in the latter only the training instances are used as input to FNN. Table 4 shows the results of Australian data set in terms of accuracy, sensitivity, and specificity by varying the percent of training samples from 5 to 60 %. In this Fig. 9 Accuracy, sensitivity, and specificity of Japanese data set less than 0.05 (marked by * in the table), there is significant difference between the two methods. As was shown, the hybrid classification method always produces better performance in all metrics than the stand-alone FNN although the benefit is not significant in some cases. Particulary the superiority tends to be more significant (p value \0.05) when the size of training data decreases and the classification becomes more difficult. This means the prototypes found by SOM are good supplement to the training data for improving the discriminant ability of FNN. The experimental results of the other three data sets are given in Tables 5, 6 , and 7, respectively, also demonstrating the benefit of the hybridization approach. The performance comparison between the two algorithms in terms of accuracy, sensitivity, and specificity is shown Figs. 4, 5, 6 , and 7, respectively. As was disclosed, for both algorithms the classification performance tends to be better when using more samples for training, on the other hand, the hybrid classifier (SOM?FNN) always produces better results in three metrics than the stand-alone FNN, particularly in the case of small-scaled training data set.
Performance comparison
We have generated a cobweb graph for each data set that allows to compare the performance of the two methods. Compared to the previous graphs, cobweb provides a compact representation which includes all the parameter configurations and metrics in one meaningful graphical visualization. For the lack of space, we only show the cobweb graph of Australian and Japanese data sets in Figs. 8 and 9 . The performance results are presented in a visual way in terms of accuracy, sensitivity, and specificity, obtained, respectively, for Australian and Japanese data sets. Note that, in general, higher value of TrRate corresponds to better results as a more accurate predictive model can be constructed based on more training samples. Moreover under the same configuration, SOM?FNN algorithm always achieves the better performance than the stand-alone FNN algorithm.
SOM is a useful multivariate visualization method able to display the information hidden in multidimensional data on a two-dimensional map. Figure 10 , taken as an example, shows the visualization of SOM output using a subset of Japanese data set with 10 % instances as the training data. A SOM of ½8 Â 5 grid size is used to train the 67 samples, which are then projected to the winner neuron via the bestmatching manner. Various information is shown in the place of each map neuron, including (a) the number of hits taken the underling neuron as the winner; (b) the label by majority vote method; (c) the class distribution in pie chart of Voronoi set; (d) the class histogram of Voronoi set. As is shown, the map neurons separate the training instances into a number of disjoint clusters in a good way. The prototype is the reference vector of map neuron, representing the center of the corresponding clusters. After discarding the 10 neurons with empty Voronoi set and 3 neurons whose Voronoi set has uniform class distribution (e.g., the number of positive and negative instances is the same), we get 27 prototypes which will be used as input to FNN.
Parameter discussion
There are some parameters of the proposed hybrid algorithm, such as the number of neurons, neighborhood, learning rate, and initialization for SOM, and the number of neurons, number of training cycles, and parameters of learning algorithms for FNN. In the following experiments, we take into consideration some important parameters: TrRate, #units, and #nodes. The notation of these parameters is given in Table 8 . For each training data set, a FNN [5, 30] is created with a random number between 5 and 30 of hidden nodes and then combined with a SOM by varying the number of units from 10 to 100. As expected, in all cases the hybrid algorithm receives better classification results than the stand-alone FNN, demonstrating the superiority of SOM?FNN regardless of the parameters. Additionally, the number of SOM neurons determines the cluster prototypes found by SOM and thus impacts the performance of hybrid classification. Figures 11, 12 , and 13 show the performance of SOM?FNN on Australian, Diane, and Japanese data set, respectively, by varying the number of map neurons from 10 to 100 with a randomly selected hidden node of FNN. The size of training data set is varying from 5 to 60 % of the original data set. It was observed the value of #units has relatively more impact on the discriminative ability of FNN in the case of small- Fig. 12 Performance of SOM?FNN using Diane data set scaled training data set. When more training samples are used, the importance of cluster prototypes tends to decrease. On the other hand, increasing the number of map neurons does not always contribute to the discriminative ability of FNN. Too small number of neurons is difficult to separate the instances in a good way, while too big number of neurons results in many empty and small clusters that are probably discarded in prototype selection phase. A well-defined SOM is able to improve the functioning of the subsequent FNN.
Conclusion
Nowadays the combination of supervised and unsupervised methods receives increasing attention in credit scoring tasks to improve the classification accuracy. SOMs have been widely used in data clustering as a valuable tool due to the unique properties of data summarization and visualization. In this paper, we present a hybrid approach to transferring the learned knowledge from SOM to FNN. Thus, the FNN inputs are the prototypes found by SOM along with the original training data. Four real-world data sets are used in the experiments for credit approval problems. From the experimental results, some conclusions can be obtained. The hybridization technique actually contributes to boosting the performance of FNN for credit scoring; however, the benefit is closely related to the number of training instances. The benefit becomes more significant when the training data are in small size. This gives some insights on how to construct weakly supervised learning models [26] in the sense that with limited amount of labeled data the transfer of learning is possible and the performance improves. Moveover the superiority of the hybrid classifier remains stable when varying the parameters of the algorithm. A complete and unique graphical visualization technique is shown to better outline the tradeoff between distinct metrics and attained performance.
In the future work, some limitations will be addressed as the research directions. Firstly, the parameters of both SOM and FNN will be deeply investigated and optimized to advance the classification performance. Additionally, the presented study is not limited to SOM and FNN to build the hybrid classification model. The hybridization of other unsupervised learning methods and supervised methods might result into valuable tools for credit scoring.
