Corresponding to a certain Wronskian identity, we present two types of new Casoratian identities. We apply these identities to the Darboux transformations of quantum mechanical systems. The Wronskian identity is applied to the ordinary quantum mechanics, and the two Casoratian identities are applied to the discrete quantum mechanics with pure imaginary and real shifts, respectively.
There is a nice generalization of the Wronskian identity (1) [15] . It is Theorem 1 (10), and the above identity corresponds to m = 2 case. It is expected that Casoratian identities (2) and (3) have also similar generalizations. The first purpose of this paper is to find Casoratian identities corresponding to Theorem 1. They are presented as Theorem 2 and 3.
The second purpose of this paper is the application of Theorem 1-3. We apply them to the deformation of quantum mechanical systems by multi-step Darboux transformations.
A Darboux transformation deforms a system almost isospectrally. The property of the deformed system depends on the employed seed solution: seed solution deformed system virtual state wavefuntion ⇒ isospectral eigenstate wavefunction ⇒ state deleted pseudo virtual state wavefunction ⇒ state added . and eigenstate wavefunctions labeled by D e as seed solutions. We interpret this in two ways: 
(for n = 0, we set W[·](x) = 1). . . , f ′ n ](x), (7) where f ′ k (x) def = d dx f k (x). 
This theorem is proved by induction on n. By applying Proposition 1.1 to Theorem 1 (for later use, n is changed to l), we obtain the following.
Corollary 1 For functions f 1 (x), . . . , f l (x) and u 1 (x), . . . , u m (x) (l ≥ 0, m ≥ 1), 
Casoratian identities for idQM
Next let us consider the Casoratian appearing in idQM. In our study of the deformations of idQM systems [4, 9, 14] , the Casoratian identity (2) has been used extensively. Parallel to the Wronskian in § 2.1, we present the definition of the Casoratian, its basic properties, Theorem and Corollary. Here we present their proofs. We use the convention n−1 j=n a j = 1.
Definition 2
The Casorati determinant of a set of n functions {f k (x)} n k=1 , W γ , is defined by
(for n = 0, we set W γ [·](x) = 1). Here γ is a nonzero real constant and i is the imaginary unit.
Lemma 2.1 For functions f (x) and g(x),
.
Proof: Direct calculation shows this lemma.
where
Proof: By definition, the LHS is written as a determinant. In the determinant, subtract the j-th row from the (j + 1)-th row (j = n, . . . , 2, 1 in turn), and expand the determinant along
Proof: By definition, the LHS is written as a determinant. In the determinant, for each j-th row, move the factor g(x (n) j ) out of the determinant.
Proposition 2.
2 For functions f 1 (x), . . . , f n (x) and g(x) (n ≥ 0),
Remark: The overall factor in the RHS is written as n j=2 g(x (n+1) j ) −1 for n ≥ 1.
Proof:
where we have used (i): 
The following theorem is a new result.
Theorem 2 For functions f 1 (x), . . . , f n (x) and u 1 (x), . . . , u m (x) (n ≥ 0, m ≥ 1),
Proof: Let us prove this theorem by induction on n. It is trivial for n = 0. For n > 0, since it is trivial for f 1 (x) = 0, we assume f 1 (x) = 0. For n = 1, we have
j+1 . Hence n = 1 case holds. Assume that (17) holds till n (n ≥ 1). Then we have The Casoratian identity (2) corresponds to m = 2 case of Theorem 2.
We present a corollary of Theorem 2 (for later use, n is changed to l).
where w(x)
where we have used (i): Proposition 2.1, (ii): Theorem 2, (iii): direct calculation.
Remark: We regard the square root function √ in Corollary 2 as a complex function.
The Casoratian W γ reduces to the Wronskian W in the γ → 0 limit.
Proof: For a determinant of an n × n matrix, let us define the operation O m (1 ≤ m ≤ n − 1)
as follows: Subtract the j-th row from the (j + 1)-th row (j = n − 1, n − 2, . . . , m in turn 
where we have used (i): Taylor expansion, (ii): the following sum formula
By multiplying γ − 1 2 n(n−1) and taking the γ → 0 limit, we obtain (19) . By multiplying appropriate powers of γ and taking the γ → 0 limit, the properties of the Casoratian W γ presented in this subsection reduce to those of the Wronskian W in § 2.1.
Casoratian identities for rdQM
Next let us consider the Casoratian appearing in rdQM. In our study of the deformations of rdQM systems [5, 8, 13] , the Casoratian identity (3) has been used extensively. Parallel to the Wronskian in § 2.1, we present the definition of the Casoratian, its basic properties, Theorem and Corollary. Since their proofs are similar to those of § 2.2, we omit them.
Definition 3
The Casorati determinant of a set of n functions {f k (x)} n k=1 , W C , is defined by
(for n = 0, we set W C [·](x) = 1).
Remark: The LHS of (21) is expressed as D f g (x).
Remark: The overall factor in the RHS is written as n j=2 g(x + j − 1) −1 for n ≥ 1. The following theorem is a new result.
The Casoratian identity (3) corresponds to m = 2 case of Theorem 3.
We present a corollary of Theorem 3 (for later use, n is changed to l).
. . , f l ](x + 1).
Remark: We regard the square root function √ in Corollary 3 as a real function. We have
Application to Quantum Mechanical Systems
In this section we consider the application of Theorem 1-3 to the deformation of quantum mechanical systems by multi-step Darboux transformations. As quantum mechanical systems, we consider oQM, idQM and rdQM, to which Theorem 1, 2 and 3 are applied respectively.
For simplicity of presentation, we assume that rdQM systems are semi-infinite systems.
We assume that the original system with the Hamiltonian H, which is hermitian and positive semi-definite, has the eigenfunctions (eigenstate wavefunctions) φ n (x),
and the virtual state wavefunctionsφ v (x) [7, 8, 9, 13, 14] ,
The virtual state wavefunction has a definite sign for the physical value of x. As seed solutions of the multi-step Darboux transformations, we take both the virtual state wavefunctions
Here D v and D e are sets of labels of the virtual states and the eigenstates respectively, and we set them as
where v j 's are mutually distinct and e j 's are mutually distinct. If there are two types of the virtual states, the label includes the type. By combining these, we set 
If the Krein-Adler condition [17, 18] ,
is satisfied (it is trivial for D e = ∅), the norm of φ D n (x) becomes positive definite, [17, 18, 4, 5] . This condition (32) means
). For oQM, it is shown that the deformed Hamiltonian H D with (32) is well-defined and hermitian (for an appropriate range of the parameters) [17, 18] . For dQM, it is conjectured that the deformed Hamiltonian H D with (32) is well-defined and hermitian (for an appropriate range of the parameters) [4, 5] . This is strongly supported by the positive definiteness of the norm.
It is also supported by numerical calculation for each system. The eigenfunctions φ D n (x) are expressed in terms of the Wronskian/Casoratian.
Let us reinterpret this deformation as (4) . First, by the multi-step Darboux transforma- 
Schrödinger equation of this deformed system is
H Dv φ Dv n (x) = E n φ Dv n (x) (n ∈ Z ≥0 ).(33)H DvDe φ DvDe n (x) = E n φ DvDe n (x) (n ∈ Z ≥0 \D e ).(34)
Application to oQM
First let us consider oQM. The virtual states are studied for the exactly solvable systems whose eigenfunctions are described by the Laguerre and Jacobi polynomials [7] . The Hamil-tonian H of oQM has the following form:
where x is the coordinate and p is the momentum, p = −i d dx . The deformed Hamiltonian H D (31) is given by
and its eigenfunctions φ D n (x) are given by (for example, see § 2 of [4] and Appendix A of
On the other hand, the eigenfunctions of H Dv (33) are given by [7] φ Dv n ( 
We will show that two expressions (37) and (39) are actually identical by using the Wronskian identity, Corollary 1.
Corollary 1 with the replacements m → m + 1 and u m+1 = v becomes
Dividing this equation by (11), we obtain
This shows the equality φ D n (x) = φ DvDe n (x) by the following replacements:
Application to idQM
Next let us consider idQM. The virtual states are studied for the exactly solvable systems whose eigenfunctions are described by the Wilson and Askey-Wilson [9] , Meixner-Pollaczek and continuous Hahn [14] polynomials. The Hamiltonian H of idQM has the following form:
where x is the coordinate and p is the momentum, p = −i d dx , and γ is a nonzero real constant. The potential function V (x) is an analytic function of x and the * -operation on an analytic function f (x) = n a n x n (a n ∈ C) is defined by f * (x) = n a * n x n , in which a * n is the complex conjugation of a n . The function √ is the square root function as a complex function. The deformed Hamiltonian H D (31) is given by [4, 9, 14 ]
and its eigenfunctions φ D n (x) are given by
On the other hand, the eigenfunctions and the potential function of H Dv (33) are given by [9, 14] φ Dv n (x) =
So the eigenfunctions of H DvDe (34) are expressed as
We will show that two expressions (45) and (48) are actually identical by using the Casoratian identity, Corollary 2.
and, by the replacements m → m + 1 and u m+1 = v, it becomes
From these two equations, we obtain
In the following, we consider the replacements (identification) (41). The eigenfunctions (46) of H Dv are expressed as 
and a short calculation shows
For the potential function V Dv (x) (47), a short calculation shows
From (54), (52)-(53) and (49), we obtain
= (45), namely the equality φ D n (x) = φ DvDe n (x).
Application to rdQM
Next let us consider rdQM. The virtual states are studied for the exactly solvable systems whose eigenfunctions are described by the Racah and q-Racah [8] , Meixner and little q-Jacobi (Laguerre) [13] polynomials. The Hamiltonian of rdQM, H = (H x,y ), is a tri-diagonal real symmetric (Jacobi) matrix and its rows and columns are indexed by integers x and y, which take values in {0, 1, . . . , x max } (finite) or Z ≥0 (semi-infinite) or Z (full infinite),
There exist finite and semi-infinite rdQM systems with virtual states [8, 13] , but we do not know full infinite rdQM systems with virtual states. In the following, for simplicity of presentation, we consider semi-infinite systems only (For finite systems, some modification is needed). The potential functions B(x) and D(x) are real and positive but vanish at the boundary: B(x) > 0 (n ∈ Z ≥0 ), D(x) > 0 (n ∈ Z ≥1 ) and D(0) = 0. The function √ is the square root function as a real function. We take the normalization of φ n (x) (27) and
φ v (x) (28) of the original system as φ n (0) =φ v (0) = 1. For simplicity in notation, we write the matrix H as follows:
where matrices e ±∂ are (e ±∂ ) x,y def = δ x±1,y and the unit matrix 1 = (δ x,y ) is suppressed. The notation f (x)Ag(x), where f (x) and g(x) are functions of x and A is a matrix A = (A x,y ), stands for a matrix whose (x, y)-element is f (x)A x,y g(y). Note that the matrices e ∂ and e −∂ are not inverse to each other: e ∂ e −∂ = 1 but e −∂ e ∂ = 1. This Hamiltonian can be expressed in a factorized form:
The deformed Hamiltonian H D (31) is given by [5, 8, 13 ]
where the potential functions B D (x) and D D (x) are
Its eigenfunctions φ D n (x) are given by
where the sign factor ǫ D is defined by
(for M = 0, 1, we set ǫ D = 1. D is regarded as an ordered set.). Here E ψ j is E ψ j =Ẽ v k for d j = v k and E ψ j = E e k for d j = e k . This sign factor ǫ D was written as (−1)
but we missed it in [5, 8] . The sign factor ǫ D is important for Darboux transformations, but not as an eigenfunction.
Before we go any further, let us mention the square root function and the sign of We missed pointing out this remark in [5] .
We adopt the following rule for f (x). If it is not necessary, the value of f (x) is not evaluated and is left as it is. By using the property √ a √ b = √ ab , the calculation is continued as follows:
. We remark that this rule gives correct results for the function with a definite sign. Let us illustrate this rule by the calculation on the sign factor ǫ D .
We assume that the virtual state energyẼ v (28) is a monotonically increasing or decreasing function of v, which is possible by choosing the range of parameters appropriately. We 
where the potential functionsB d 1 ...ds (x) andD d 1 ...ds (x) arê
Its "eigenfunctions" φ d 1 ...ds n (x) are
By calculation with careful treatment of the square root, the next step "eigenfunction"
where we have used (i):
: the rule f (x) 2 = sgn f (0) · f (x) and the Casoratian identity (3). This calculation establishes the sign factor ǫ D in (61).
Let's return to the main topic of this subsection. The eigenfunctions φ D n (x) (31) are given by (61). On the other hand, the eigenfunctions of H Dv (33) are given by [8, 13] φ Dv n (x) = (−1) Mv ǫ Dv
and the potential functions of H Dv are
So the eigenfunctions of H DvDe (34) are expressed as 
In the following, we consider the replacements (identification) (41). The sign factor ǫ in (71) becomes ǫ = ǫ Dv . The eigenfunctions (68) of H Dv are expressed as 
Summary and Comments
The Wronskian and Casoratian identities (1), (2) and (3) have played an important role in the study of deformations of the quantum mechanical systems (oQM, idQM and rdQM, respectively) by the multi-step Darboux transformations. A generalization of the Wronskian identity (1) is known as Theorem 1. Corresponding to this generalization, we have presented similar generalizations of the Casoratian identities (2) and (3) as Theorem 2 and 3, respectively.
We have also discussed the application of these Theorem 1-3 to quantum mechanical systems. Multi-step Darboux transformations with both the virtual state wavefunctions and the eigenstate wavefunctions as seed solutions are considered. By interpreting this deformation in two ways, as (4), we obtain two different expressions of the eigenfunctions.
The equality of these two expressions is shown by using Theorem 1-3.
The multi-indexed orthogonal polynomials P D,n , whose characteristic feature is the missing degrees, are obtained from the eigenfunctions φ D n (x) by removing the "ground state" part [4, 5, 7, 8, 9, 13, 14] . The multi-indexed polynomials P Dv,n obtained from (38), (46) and (68) are case-(1) polynomials, namely the set of missing degrees Z ≥0 \{deg P Dv,n |n ∈ Z ≥0 } is {0, 1, . . . , ℓ − 1}. For D e = ∅, the multi-indexed polynomials P D,n obtained from (37), (45) and (61) are case-(2) polynomials, namely the set of missing degrees is not {0, 1, . . . , ℓ − 1}.
Since the expressions (37), (45) and (61) are equal to (39), (48) and (70), respectively, we obtain another expression of P D,n from (39), (48) and (70). Namely, the case-(2) polynomials P D,n are expressed in terms of the case-(1) polynomials P Dv,n . For their explicit forms, we leave them as an exercise for interested readers.
