objectives To examine the effect of neighbourhood socioeconomic factors on human immunodeficiency virus (HIV) prevalence in young women (aged 15-24 years) in Zambia.
Introduction
After several decades of epidemiological research focussing on individual-level behavioural and biological risk factors, there has been a resurgence of interest in population-level risk factors, acknowledging the fact that an individual's risk is not only determined by their own behaviour but to a large extent by the context in which they live (Pearce 1996; Susser & Susser 1996) .
This population approach builds on Geoffrey Rose's concept of 'sick populations and sick individuals' (Rose 1992) . It is now again increasingly appreciated that there are underlying 'causes of causes' which affect individuals directly or constrain the choices they make, and that group-level factors can contain information not, or not easily, captured by individual-level data (Diez-Roux 1998) . Acknowledging the role of context can, for instance, help explain the uneven spread of infections through popula-tions and subgroups and why identical individual behaviour can have different outcomes (Aral et al. 2005) .
In order to take the hierarchical relationships between different factors into account when controlling for confounding variables and for variables on the causal pathway, a conceptual framework is required, as suggested by Victora et al. (1997) . Such a hierarchical 'proximatedeterminants' framework was originally used in the fertility literature and was recently applied to human immunodeficiency virus (HIV) infection by Boerma and Weir (2005) . The proximate determinants (e.g. sexual behaviour variables) are the link between biological factors and underlying socioeconomic, sociocultural and demographic determinants.
Few studies on socioeconomic status (SES) and HIV infection in women have looked at population-level factors, compared with the many studies of individuallevel factors. Wojcicki (2005) recommended in her review that 'future studies should examine SES at the individual and ecological level' to fill this gap. A study conducted in South Africa found a non-linear relationship between individual and community SES and HIV infection (Johnson & Budlender 2002) . Risk was highest there among medium SES individuals in medium SES communities, which had a high proportion of migrant workers. A study in rural Tanzania also found strong community-level effects on HIV risk for variables associated with population mobility and mixing (Bloom et al. 2002) . Another study in Zimbabwe found that community type was a determinant for HIV infection in women, but not in men (Lewis et al. 2006) .
Data from the 'Multicentre study on factors determining differences in rate of spread of HIV in sub-Saharan Africa' (Buve et al. 2001a ) have been used to examine the effect of (individual-level) education and socioeconomic factors on HIV prevalence (Hargreaves 2002; Glynn et al. 2004) . In this analysis, we examine the role of neighbourhood and individual factors on HIV infection in young women aged 15-24 years in Ndola, Zambia. Young women have a very high HIV prevalence and are a key target group for interventions (Laga et al. 2001) . As there is relatively little mortality in this group, risk factors should be those for acquiring infection rather than those associated with survival.
Methods

Data collection
A population-based sero-survey was conducted in Ndola in 1997 ⁄ 1998 as part of a study on factors which could explain the different prevalences of HIV in East and West African cities. Full details of the methods have been published (Buve et al. 2001a) . In summary, two-stage sampling was used to obtain a random sample of around 1000 men and 1000 women. Trained interviewers visited households and sought consent to interview all adults aged 15-49 years who slept there the previous night. Interviewers also recorded features of the cluster, such as availability of electricity and running water. Participants were then asked to give blood to test for HIV, herpes simplex virus type 2 (HSV2) and syphilis in addition to urine to test for gonorrhoea and chlamydia.
Laboratory tests
For HIV testing, an enzyme-linked immunosorbent essay (ELISA) was used with confirmation of positive samples with a rapid test. Samples giving discrepant results were tested by Western blot or two further tests. Syphilis was tested using rapid plasma reagin (RPR) and positive samples were tested by Treponema pallidum particleagglutination (TPPA). Individuals positive on both tests were considered to have positive syphilis serology. HSV2 tests were performed with an HSV2 type-specific IgG ELISA (Buve et al. 2001a) .
Derived neighbourhood-level variables
The 32 clusters sampled in Ndola belonged to 16 neighbourhoods. Five socioeconomic variables were derived to represent various aspects of SES: education, occupation and employment levels among all adults over 24 years of age were each categorized into tertiles. Electricity and water availability was high and therefore categorized into only two groups: uniformly available in the neighbourhood or not.
Using these five derived variables, a composite SES variable was constructed: the lowest category of each variable scored zero credits, the highest scored two and any middle categories scored one. This resulted in a SES composite variable with a score of 0-10, which was grouped into three similarly sized groups: 0-3 = lower, 4-6 = middle, 7-10 = higher SES.
To address concerns that education might be different from other SES variables, neighbourhood classification was repeated excluding the education level of adults. This made very little difference to the groups: only one neighbourhood containing 14 girls would be classified differently (medium instead of low SES). The classification including education level was used in the subsequent analyses.
Another two derived neighbourhood-level variables were created: circumcision level in men (binary, as levels were very low) and HIV prevalence in men. HIV prevalence and education level were age-standardized, as they were strongly associated with age.
Conceptual framework
The conceptual multilevel framework underlying this analysis ( Figure 1 ) is based on Boerma and Weir's proximate determinants framework (2005) for HIV infection. Underlying determinants such as socioeconomic and environmental factors influence the so-called proximate determinants which include sexual behaviour, circumcision and sexually transmitted infections (STI), which in turn have a direct effect on biological mechanisms.
Statistical analysis
Participants with missing data on HIV or on any of the exposures were analysed for systematic differences in other variables. All further analysis was then restricted to individuals with known HIV status.
As two-stage sampling was used, the data are potentially clustered on two levels, cluster level and household level. There was no evidence [likelihood ratio test (LRT) P = 1.0] of any within-household correlation [intraclass correlation coefficient (ICC) = 9.3 x 10 )8 ] when looking at HIV infection in young women, but there was some evidence (LRT P = 0.04) of within-cluster correlation (ICC = 0.05). Therefore, regression modelling took account of the clustering at cluster level by using two-level random effects models.
The distribution of potential risk factors was described and their association with HIV examined. Age was adjusted for as a linear effect. The distribution of risk factors was compared over the three levels of SES.
Multivariate model building was guided by the hierarchical framework and built stepwise from distal to proximal (Victora et al. 1997) . Models were built for all women and for sexually active women separately. Separate models were built first for underlying factors only, then including sexual behaviour variables and additionally including STI, as factors that may be on the causal pathway. Controlling for factors that are indeed on the causal pathway should reduce the associations found, to the extent to which they explain these associations. Variables were kept in the model if they reached significance on the 5% level, or on the 10% level if they influenced the odds ratio (OR) of other variables substantially (±15%). When adding proximate stages to the model, those distal variables that had become insignificant were kept in the model in order to show this.
Effect modification by the a priori defined factors -age, marital status, SES and male HIV prevalence, was examined using Mantel-Haenszel stratification and tested in the multivariate models with LRT.
Results
Ten per cent of eligible young women (15-24 years) and 25% of eligible men were not interviewed. This was mainly due to not finding them at home despite repeat visits. Few of those who were found refused to be interviewed (Buve et al. 2001a) .
For 90% (447 ⁄ 496) of the young women who were interviewed, data on HIV status were available. Sixteen per cent of the young women from lower SES neighbourhoods refused testing compared with only 5% in middle SES neighbourhoods and 8% in higher SES neighbourhoods (v 2 test P = 0.004). Young women who agreed to testing were more likely to have completed primary school than those who refused (P = 0.02).
The overall HIV prevalence among women aged 15-24 years in Ndola was 28.4% (127 ⁄ 447), with a rise in HIV prevalence from 4.8% in 15-year-olds to 47.4% in 24-year-olds. Neighbourhood SES, having a market nearby, occupation and alcohol use were all associated with HIV (Table 1) . Young women from middle and lower SES neighbourhoods had 2.4 (95%CI 1.4-4.3) and 2.3 (95%CI 1.3-4.2) times the odds of HIV infection compared with those from higher SES neighbourhoods. As HIV risk in the non-student occupational groups (housework, sales ⁄ service, unemployed) was similar, these were combined into one group.
Several proximate factors were associated with HIV in this analysis (Table 2) . Sexual activity, number of lifetime partners and having had a non-marital partner in the previous 12 months were associated with higher HIV prevalence. When adjusting for non-marital partners, the effect of lifetime number of partners was lost and the effect of marital status became significant. Infection with HSV2 or syphilis were also risk factors for HIV infection. Male HIV prevalence in the neighbourhood was associated with HIV prevalence in young women in univariate analysis, but this was lost after adjustment for behavioural factors (OR 1.29, 95% CI 0.8-2.1, P = 0.31).
In order to assess which of the individual risk factors are likely to be on the causal pathway between SES and HIV infection in young women, we examined the association of SES with more proximate risk factors (Table 3) . Women from lower SES neighbourhoods had lower education levels and they started sexual activity earlier and got married earlier than those from higher SES neighbourhoods. Among those who were sexually active, there was no difference in the number of lifetime partners and nonmarital partners in the previous year between the SES strata. The poorer the neighbourhood a young woman came from, the more likely she was to have received money for sex if she had any non-marital partners.
As the neighbourhood SES variable was constructed using education, occupation and employment levels among adults over 24 years of age in the neighbourhood, in addition to electricity and water availability, there is no automatic correlation with the characteristics of the young women under study.
In the multivariate model of underlying risk factors in all young women (Table 4) , associations with having a health centre in the cluster (OR 0.41) and higher educational level (OR 1.45) were seen that were not apparent in the univariate analysis. There was some evidence of interaction (Table 4 ). The multivariate analysis of risk factors among sexually active young women was restricted to those 96% of women with data on all important variables. The same underlying risk factors were identified as in young women on the whole (Table 4) . However, SES, alcohol use and currently being a student were slightly less important as some of their action seemed to have been mediated by influencing initiation of sexual activity. Including marital status in the model reduced the effect of SES on HIV infection, while including 'non-marital partner in the previous year' reduced the effect of alcohol use. Additionally adding STI to the model diminished the effect of SES on HIV infection further. Moreover, the protective effect of being a student was reduced by adding HSV2. The effects of market availability and education however got stronger (Table 4 ). There were no statistically significant interactions between SES and other risk factors.
Discussion
The SES of the neighbourhood was found to be an important determinant of HIV infection in young women in Ndola. Girls from lower or middle SES neighbourhoods had much higher HIV prevalence than girls from higher SES neighbourhoods. Living in a neighbourhood near a market also increased the risk of HIV infection for young women substantially, whereas the presence of a health centre decreased it. The magnitude of these effects was comparable to that of individual-level factors.
Controlling for neighbourhood factors revealed an association between higher individual educational level and HIV infection that had not been apparent before as it had been negatively confounded by neighbourhood SES and current student status. This shows that ignoring population-level factors might lead to different conclusions concerning the role of individual-level factors.
We identified some differences between the women in the different SES neighbourhoods that could help to explain the HIV patterns found. Young women from middle and lower SES neighbourhoods were more likely to be sexually active, married and infected with HSV2 or syphilis than women from higher SES neighbourhoods; these factors were all risk factors for HIV. Their inclusion in the multilevel model reduced the effect of SES by around 20%, suggesting that they may indeed be on the causal pathway. However, even after controlling for proximate factors, girls from poor and middle SES neighbourhoods still remained at nearly twice the odds of HIV infection in comparison with girls from higher SES neighbourhoods. A large proportion of the association of SES and HIV infection thus remains unexplained by the proximate factors measured.
Current students had a lower HIV prevalence than non-students, which seemed to be mediated by students being less likely to drink alcohol, to be sexually active or infected with HSV2, as adding those factors diminished the effect of student status. Surprisingly, the effects of market and health centre availability in addition to individual education became stronger rather than weaker when adjusting for individual behaviour, STI or male HIV prevalence. It seems that the proximate factors are acting as negative confounders rather than being on the causal pathway.
None of the studies compared in the review by Wojcicki (2005) analysed the interactions between SES and other risk factors. In this analysis, SES was not found to be a significant effect modifier for other risk factors, but power might have been too low to detect any. It seems quite possible that depending on the SES of the neighbourhood, a different set of risk factors might play a role in determining HIV prevalence among young women.
There are several limitations to this study. As in any cross-sectional study, the time sequence of exposures and outcome cannot be easily established. While being a student may be protective, pregnancy leads to school exclusion and drop-out. Similarly, current neighbourhood SES might not have been the aetiologically relevant exposure. Since the study was limited to young women, HIV infection is likely to be recent, but movement between neighbourhoods cannot be excluded.
The 10% of young women who refused HIV testing were more likely than those tested to live in lower SES neighbourhoods and not to have completed primary school. The response rate was very high among young women and lower among men, which could have led to biased estimates of background HIV prevalence among men in the neighbourhood. This and the small numbers of individuals in each neighbourhood limit the ability to detect associations. It is also probable that women have partners from neighbourhoods other than their own, which makes it difficult to measure HIV prevalence in potential partners accurately. It seems likely that this factor accounts for some of the SES effect unexplained by sexual behaviour variables in the women. Therefore, the role of background HIV prevalence requires further, more detailed study. Social desirability of answers is likely to have caused misclassification in the sexual behaviour variables. It is known that women are likely to underreport sexual experiences, while men may over-report them (Buve et al. 2001b; Glynn et al. 2001) . Of 106 girls in Ndola who claimed to be virgins, 16 had an STI. Assuming that these 'virgins' had the same STI prevalence (46%) as declared sexually active girls with the same age distribution would imply that a third of all declared virgins were not really virgins. Under-reporting of sexual behaviour will lead to underestimation of the role these factors play on the causal pathway of more distal factors. The small number of women reporting nonmarital partners also hampered the analysis of specific risk factors in this subset.
Information on sociodemographic and socioeconomic factors should be more reliable than on behavioural factors. However, SES is a construct out of various aspects which also change over a lifetime; hence, any definition will always have its limitations (Braveman et al. 2005) . As socioeconomic factors were not the main focus of the original study, data on these are limited. It is therefore possible that some important aspects were missed. Similar associations of low SES with HIV have been described for young women in Kenya (Zutavern 2001; Hargreaves 2002) and elsewhere (Wojcicki 2005 ) but mostly on the individual level and without identifying any factors on the causal pathway. It has also been described that young women living in trading villages are at higher HIV risk than those in rural villages (Konde-Lule et al. 1997) and that HIV prevalence is higher in economically active communities (Johnson & Budlender 2002) . Our analysis indicates that market proximity might also be a risk factor inside towns. In rural Tanzania (Bloom et al. 2002) , strong associations of HIV infection with several community-level factors related to trading, mobility and mixing were weakened in women when including individual-level factors. It has been suggested that early in the HIV epidemic, educated people of higher SES, who could travel, were predominantly affected and that this trend may reverse as the epidemic becomes more wide-spread and prevention measures are starting to have an effect (Over & Piot 1996; Gregson et al. 2001; Hargreaves & Glynn 2002) . Several studies during the 1990s seemed to confirm this (Kilian et al. 1999; Crampin et al. 2003; De Walque et al. 2005) . In Ndola, the turning point might have been around the time of the multicentre study 1997 ⁄ 1998. A previous analysis of the Ndola data (Glynn et al. 2004 ) did not find any association between education and HIV prevalence, but did not account for neighbourhood-level SES. More recent data from Zambia (Fylkesnes et al. 2001; Michelo et al. 2006 ) showed a decline in HIV prevalence among higher educated young people, while prevalence in less educated youths was stable or rising.
Our results show that individual-level and populationlevel factors are quite distinct concepts and can have different effects. When considering the role of context on a global scale, it is obvious that an individual with, say, two non-marital partners is at much higher risk of HIV infection when living in Zambia than in England. Even within the smaller scale of a town, context is an important determinant of disease. This analysis showed that neighbourhood SES and market proximity are as important risk factors for HIV infection among young women as sexual activity or syphilis. To confine analysis to individual and behavioural factors is ignoring the underlying causes and modifying factors of behaviour. In studies where there is no information on population-level SES, it might therefore be useful to at least adjust for area.
The interplay of population-level and individual risk factors is complex and probably differs depending on time and place. Nevertheless, it seems important to try and disentangle risk factors at different levels in order to identify those populations and individuals most at risk and to understand the reasons why they are at risk, as this would help to design the most appropriate intervention and prevention measures.
