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ABSTRACT
Quantum Mechanical H Hz Collisional 
Cross Section Calculation 
for Astrophysics
by
David Michael Archer
Dr. Stephen Lepp, Ph.D. Examination Committee Chair 
Professor o f Physics 
University o f Nevada, Las Vegas
The purpose o f this work is to perform a quantum mechanical calculation of the 
collisional state-to-state cross sections for H-H2 required for astrophysieal modeling. 
Previous quantum and semi-classieal cooling rates eomputed from cross sections have 
shown unexplained discrepancies. This attempts to clarify the situation and provide 
reliable cross sections to the astrophysieal community. As a side benefit of this 
calculation geometric phase effects in the H-H2 collision dynamics are investigated at 
higher energies than previously attempted. Cooling is critical to the formation of the first 
objects formed in the early universe, and other diverse phenomenon of interest to 
astrophysics. For instance, in order to collapse into objects, the gravitational potential 
energy o f primordial density fluctuations must be radiated away. The most abundant 
element in the universe is hydrogen, and cooling processes involving hydrogen are 
important in several contexts.
Ill
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CHAPTER 1 
INTRODUCTION
The primary purpose of this thesis is to determine a fairly comprehensive database of 
the state-to-state integral cross sections that are required to analyze collisional cooling of 
atomic hydrogen with molecular hydrogen using quantum scattering calculations over a 
wide range o f total energies. This is a natural continuation o f the work performed in my 
master's thesis. In that work the rate coefficients and cooling curves for collisional 
cooling of Hz by H were calculated by a quasi-classical method for astrophysieal 
purposes. That work compared existing quasi-classieal and quantum mechanical 
calculations and identified major discrepancies.
The aim of this work then is to perform a more detailed quantum meehanical 
calculation o f the H-Hz state-to-state collisional cross sections for a wide range of 
energies and transitions to be able to resolve the existing discrepancies and provide a 
database of quantum mechanically derived rate coefficients for the astrophysieal 
community, as well as cross section data for use in other fields. This work used an 
implementation o f a time-independent coupled-ehannel hyperspherical coordinate 
method that solves the Schrodinger equation on a single potential energy surface, the 
ABC reactive scattering program, to compute the required scattering matrix elements that 
are used to compute integral cross sections. These integral cross sections are then
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
converted to rate coefficients to compare with previous works and also for astrophysieal 
applications. To get a reasonably comprehensive set of integral cross sections to compare 
against previous quasi-classieal calculations one must include higher total angular 
momentum and energy than have been accomplished previously with quantum 
mechanical calculations. This is due both to the fact that agreement should be better at 
higher energies, and that for the higher energies and impact parameters used in the quasi- 
elassical calculations result in a higher total angular momentum quantum number J to be 
equivalent to the classical angular momentum. Also at high energies a large number of 
angular momentum partial waves contribute to the cross section, which makes the 
calculation computer intensive.
Historically there are four potentials for the H3 system that are well documented and 
widely used in the literature. These are the Liu-Siegbahn-Truhlar-Horowitz' (LSTH), the 
double many-body expansion^ (DMBE), and those of Boothroyd-Keogh-Martin-Peterson^ 
(BKMF & BKMP2). These and other potentials and how they were determined are 
described in more detail in chapter 3.
The differences in rate coefficients computed using the LSTH, DMBE, and BMKP 
potentials was examined by Lepp, Buch, and Dalgamo" using quasi-classieal methods. 
They found that rate coefficients determined from the LSTH, DMBE, and BMKP 
potentials agreed well for reactive collisions, and for higher rotational angular momenta; 
but disagreed by as much as an order of magnitude for some non-reaetive collisions, such 
as those involving pure rotational transitions from j=0 to 2 and j= l to 3 levels, where j is 
the rotational quantum number of the Hz molecule.
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
The implementation of the method used to solve the time-independent Schrodinger 
equation for H+Hz collisional processes, the ABC code, produces state-to-state S-matrix 
values. From the S-matrix values, integral cross sections and rate coefficients can be 
determined. Modifications had to be made to the ABC code in order to facilitate this 
work, most significantly the code was modified to use the more recent BKMP2 potential 
and the DMBE potential for comparison purposes. In addition the program was modified 
to take an input list of total energies so that the grid o f energies used could be more 
precisely controlled to allow for the possibility o f computing cross sections at low kinetic 
energies for each transition o f interest. This code was run on approximately 10 dual 
processor machines for approximately two years to generate the required scattering 
matrix data.
To compare with previously published results, cross sections were also generated for 
a limited set o f energies with the DMBE potential. The difference between the BKMP2 
and DMBE potential results were compared at these energies, and the differences were 
consistent with the semielassieal results mentioned above.
There are of course other methods that can be used to solve the quantum mechanical 
scattering problem on a single Bom-Oppenheimer potential surface. One method that can 
be used to simplify the computation is to ignore reaetive channels, which is implemented 
in the time-independent coupled-ehannel code MOLSCAT^, which was used in Flower's 
work to generate rate coefficients. Since this method does not solve the reactive problem, 
for Flower to use the method, an artificial barrier had to be incorporated into the potential 
to prevent reaetive scattering. An example of a time-dependent method, which solves the 
time-dependent Schrodinger equation using mass-scaled Jacobi coordinates as opposed to
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
the time-independent Schrodinger equation in the ABC program is implemented in 
another existing code, Dynasol.
Once this data was generated, software to analyze the data was written to sort the 
resulting data by transition, and then to compute the required cross sections. These cross 
sections were used to compute thermally averaged cross sections and rate coefficients 
that were used to compare with previous work. In addition, this work takes the 
calculation o f integral cross sections of the H+Hz collision process using quantum 
mechanical methods to higher rovibrational states than have been calculated previously, 
in addition to the higher energies already mentioned.
Due to the exchange degeneracy o f the H3 system, some method of 
postantisymmetrizing the results must be accomplished. This involves the proper 
combinations of the reactive and non-reactive parts o f the S-matrix computed assuming 
distinguishable particles in some manner. The combination o f the reaetive and non- 
reaetive parts of the S-matrix is different depending on whether or not geometric phase 
effects are included. Geometric phase is a result of the Born-Oppenheimer 
approximation that occurs due to a term in the resultant Hamiltonian as described in the 
chapter on geometrie phase. This term in the Hamiltonian has the form of a magnetic 
vector potential, the net result is a change of sign in interference terms when combining 
the reaetive and non-reaetive S-matrix values to determine an integral cross section. This 
result is of interest in its own right, and is explained further in a later section. For the 
purposes of this work, the integral cross sections were calculated both including and not 
including geometric phase effects. This was to be able to compare with previous work 
that ignored geometric phase, as well as determine the size o f the effect on the integral
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cross section. The results that were obtained are consistent with what was observed in 
previous work at lower energies where geometrie phase effeets cancel in the integral 
cross sections when summing over all values o f J, the total angular momentum quantum 
number. The analysis software was used to perform the calculation with and without 
accounting for geometric phase effects so that any differences that could be attributed to 
geometric phase could be brought to the surface.
There are several motivations for determining these quantities, other than resolving 
any discrepancies with previous methods. State-to-state vibrational and rotational 
transition rate coefficients are important in several astrophysieal contexts. Hydrogen is 
the most abundant ordinary matter in the universe, and processes involving hydrogen are 
expected to be a significant contributor to phenomena of astrophysieal interest. In 
particular, for giant molecular clouds to condense to form stars, they must have some 
mechanism for radiating away their gravitational potential energy or one can show that 
any gravitational collapse will cease. Furthermore, it has to radiate the energy away at 
low temperature. The H+Hz and H+HD provide some of the lowest temperature 
mechanisms that can make a significant contribution to cooling. Somehow molecular 
hydrogen must exist in order for this to be a viable option.
In the aftermath of the big bang, the only elements that were in existence were 
hydrogen, helium, and lithium with hydrogen making up roughly 90% of the matter in the 
universe, a situation that is still true today. All other elements require the existence of 
stars in order to be synthesized. Before molecular hydrogen can form, there must be 
neutral hydrogen in existence, which can’t form before recombination when the entire 
universe existed as hot plasma. There are several known methods that hydrogen
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
molecules eould be formed at this stage. One would involve 3-body collisions with 
neutral hydrogen atoms, such an unlikely event that this could be ruled out as any 
significant contribution to the creation o f molecular hydrogen. The second method would 
involve radiation via the quadropole interaction, as the dipole interaction is a forbidden 
process for the formation of Hz molecules. This mechanism is extremely unlikely as well, 
and would not contribute significantly. Another mechanism that is feasible is the 
formation of Hz on the surfaee of “dust” grains, where the grain plays the role o f a third 
partner in the collision to allow the molecule to form, but not in the early universe. This 
is due to the fact that there is no “dust” until the first generation o f stars have formed. 
There are two remaining mechanisms that can form molecular hydrogen in the early 
universe, the collision H + e' ->H" + y followed by H' + H Hz + e’ and the two-step 
process H+H^-^H y followed by H^+H-^Hz+H^.
Before other atoms can form, and other things like iron, carbon, and humans can 
exist, stars must be brought into existence in order to synthesize the remaining elements. 
All elements up to the atomic number of iron are made in the centers of stars, and all 
other elements are developed in that fraction of stars that meet a violent death. For stars 
and galaxies to exist in the first place requires the gravitational collapse o f primordial 
density fluctuations into galaxies and stars. This in turn requires that some method of 
cooling is utilized in order to radiate away the gravitational potential energy so that the 
primordial density fluctuations in existence after recombination can collapse to form stars 
and galaxies. As previously stated, molecular coolants have the advantage that they can 
provide significant cooling at the lowest temperatures. Without some mechanism that can 
provide significant cooling at the lowest temperatures, the collapse required for the
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
existence o f stars and therefore the human race could not happen.
To provide cooling at low temperatures to faeilitate gravitational collapse o f a cloud, 
one requires transitions that can be excited with low kinetic energy collisions. This would 
require molecular levels. The only molecular coolants available for low temperature 
cooling in the early universe are therefore Hz, HD, Dz, HeH^ and LiH. Lepp and Shulf 
provide a summary o f the molecular state affairs at this time in the history o f the 
universe.
One would think that Hz would provide the lowest temperature cooling, but because 
o f the symmetry o f the molecule, spontaneous deexeitation after collisional excitation can 
only take place via the quadropole interaction, the lowest energy transition available for 
cooling is the v==0, j =2 to v=0, j =0 transition, where v is the vibrational quantum number 
o f the Hz molecule. This transition is approximately 0.04392 eV, which roughly 
corresponds to a temperature o f 520 K. The HD and LiH molecules can deexeite via 
dipole interaction therefore the v=0,j=l to v=0,j=0 transition is available for cooling. 
However, there is far more Hz than HD, so it is a major contributor nevertheless.
In addition to providing one of the mechanisms that explains the existence o f the 
world around us, molecular cooling, once understood, can be used to probe the 
temperature, density, and chemical composition o f lower temperature regions of the 
universe via observation of infrared or microwave spectra. It is important to know the 
state-to-state collisional rate coefficients for molecular reactions, as well as the rates of 
spontaneous and stimulated emission processes be known so these tools can be used as a 
window into astrophysieal processes. One can also look at microwave spectra to 
determine the red shift of molecular clouds for distant objects.
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
For instance, by eomputing equilibrium populations of all the rovibrational states 
using the H-Hz state-to-state rate eoeffieients, one can predict the infrared speetra o f a 
molecular cloud of given temperature and density. This allows for diagnostics that can be 
used in space-born infrared telescopes to check consistency with other models that are 
used to determine temperature, density, and chemical composition o f a hydrogen rich 
area o f the universe.
Another area o f interest for this type o f calculation is in chemistry, where the 
quantities of interest are primarily cross sections, but rate coefficients are of interest in 
that field as well. There are applications in hydrogen combustion, where H+Hz collisional 
cooling may place limits on the efficiency of combustion.
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CHAPTER 2
HYDROGEN COLLISIONAL COOLING IN ASTROPHYSICS 
The standard model of the universe involves the concept of what is called the big 
bang. It is an observational fact that the universe is expanding. One can imagine running 
time backwards, resulting in a universe that would be contracting as one goes further 
back into the past, and one would eventually come to a point when the entire universe is 
reduced to a single point, a singularity. This implies the universe has a finite age, which 
can be determined through observation. As a result o f the expansion, the further away an 
object is, the faster the object appears to be moving away. As a result of the Doppler 
shift, electromagnetic radiation emitted from an object is shifted to longer wavelengths. 
This is the famous “red shift” o f objects that are receding from the observer. For the 
purposes o f characterizing the red shift it is useful to define the quantity
where A is the observed wavelength and Agis the unshifted wavelength. This quantity (z) 
is a measure o f the relative change in wavelength since the time of the emission o f the 
observed electromagnetic radiation. Because o f the expansion of the universe this 
quantity is also a measure o f time. The higher the value of z, the further back in time that 
the light was initially emitted. We can know the initial unshifted wavelength o f far-away 
objects, because the mechanisms that create emission line speetra are well understood.
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There is a slight caveat here in that there can be motion that is not due to the expansion of 
the universe, called the peculiar motion, which is more important for the relatively close 
objects, that one needs to account for. As an example o f this, the Andromeda galaxy is 
actually blue-shifted and is on a collision course with the Milky Way.
After the big bang, the matter in the universe consisted o f approximately 90 percent 
hydrogen, 10 percent helium, and a trace amount o f lithium and nothing else. From 
shortly after the big bang to a time called recombination (a bit o f a misnomer), the 
universe consisted of hot plasma, and there were no atoms or molecules, just free nuclei 
and electrons. At recombination, which occurred approximately 500,000 years after the 
big bang at a red shift o f about z==1089 +/- 97 (from WMAP), the universe was cool 
enough due to expansion that electrons could combine with the nuclei, and then 
subsequently decay to their ground states. At this point the universe was suddenly 
transparent and the photons created in this era make up of what we now call the cosmic 
microwave background (CMB) radiation. Current measurements o f the CMB with the 
COBE and WMAP satellites show anisotropies that essentially provides a map of the 
hydrogen distribution in the universe at recombination.
The two mechanisms that can form molecular hydrogen in the early universe,
H + e' -^El + Y 
H '+ H  ->H2 + e"
and
h + h ^ -> h ;+7
are the primary processes that significantly contribute to the primordial molecular
10
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hydrogen. Depending on the specific model used the fractional abundances o f molecular 
hydrogen stabilizes on the order o f 1 part in 10  ̂range at approximately z~300.
When the primordial density fluctuations are established at recombination, the 
gravitational attraction of the over dense regions begin to collapse. Almost immediately 
halts any further collapse that must be overcome. In the absence of any cooling, the 
collapse is an adiabatic collapse, in which the temperature and pressure rise very quickly 
to the point that the collapse will stop ifom almost immediately to at most a factor of two 
reduction in volume before the over dense region stops collapsing.
So for collapse to continue, some non-adiabatic process must take place, i.e. energy 
must be able to leave the region by some process, and in the early universe that is limited 
to primarily H+Hz collisional cooling.
Realistic models o f cloud collapse o f the primordial density fiuetiuations show the 
clouds collapse by a factor of two in the absence o f cooling. The actual mechanisms of 
cloud collapse are quite complicated, and rely on the fact the overdense regions are 
embedded in a fairly uniform background pressure. See, for example, Shapiro, Iliev, and 
Raga’; and Abel, Bryan, and Norman*. Which of course do not try to assume that cooling 
does not take place. The actual mechanism o f cloud collapse is quite complicated and 
must include other factors.
The temperature o f the CMB has a redshift dependence o f 2.7 (1+z) Kelvin^, resulting 
o f a temperature at recombination o f the order of 3000 K, which corresponds to a quarter 
o f an electron volt.
Given the relatively low temperature at recombination compared to atomie energy 
levels, it is apparent that the only significant mechanism that can facilitate collapse o f the
1 1
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primordial density fluctuations at such a relatively low temperature is through collisional 
excitation followed by radiational deexeitation of molecular hydrogen and to a very 
minor extent HD and LiH. This is due to the energy level separations on the order of 
tenths to whole electron volts for molecular levels.
Given that collisional cooling by molecular hydrogen would be the primary coolant 
that would lead to the collapse o f the primordial density fluctuations, one must also 
consider the issue of the colliding partner in the process. The only significant collision 
partners of molecular hydrogen in the early universe, and to a large extent even today, 
are atomic hydrogen, molecular hydrogen, and helium. As we shall see in chapter 7, the 
rate coefficient for H+Hz is roughly 1000 times larger than for either Hz or He as a 
collision partner. Even if the fraction of atomic hydrogen was only 10% by number of the 
total molecular hydrogen, the contribution o f H+Hz to the total cooling rate would still be 
100 times larger than Hz+Hz. For similar reasons He+Hz would contribute significantly 
less cooling under most realistic conditions, as the density o f He is roughly 10% of the 
total hydrogen. It is thus likely that the dominant cooling mechanisms in the early 
universe are H+Hz and H+HD collisional cooling. Now H+Hz collisions are much more 
likely than H+HD collisions, but the HD molecule is expected to be more efficient as a 
cooling mechanism due to the dipole moment o f the molecule that allows more 
deexeitation channels for cooling. The relative importance and magnitude of the H+HD 
reaction in astrophysics is a topic for further researeh.
In order to determine the cooling that can be accomplished via H+Hz collisional 
cooling processes one needs to know the population o f the various molecular states.
There are four mechanisms that can cause a molecule to enter a specific state, stimulated
12
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emission from a higher energy state, spontaneous emission from a higher energy state, 
absorption o f photons from a lower energy state, and collisional processes that result in a 
change o f state. The same processes obviously will cause a molecule to leave a particular 
state. In equilibrium, the total number leaving a particular state is equal to the total 
number entering that state. In the case o f a collapsing cloud, the usual assumption made 
is that any photon generated leaves the region without interacting, so that absorption and 
stimulated emission processes are ignored, and that at any given time, at least locally, the 
cloud can be considered in thermodynamic equilibrium. These are valid assumptions as 
long as the density and temperature are not too high. The system of equations that 
governs the time evolution o f the population o f molecular states is thus'*':
dn,
k<j j  k k>j(ft "
where
Aji. = the rate of spontaneous emission from the state j to k (Einstein A coefficient)
Hj = the number density of molecules in the state J
n = the number density of atomic hydrogen
f  jij = rate coefficient for collisional transitions from the state j to k
j ,k  = indicies that label the states such that E . < for all j 
It is clear how to add terms to the equations if one wants to relax the assumptions. Once 
the equilibrium populations are known, the total cooling per atom can be determined 
from
13
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
kJ i-1
A = cooling per atom = ^  ̂  -  E^)
;=l ; = 0
Since the molecular transitions are in the infrared region of the electromagnetic spectrum, 
one can make predictions for the observed speetra by plotting the quantity n, A,^^E, -  E^.j
as either a function o f frequency ---- — -  or wavelength
E , - E A  . .  ̂ Ac
h /
To solve these equations to determine cooling available for collapse of primordial 
density fluctuations so that the initial development o f the universe can be modeled, or to 
solve for the corresponding contribution o f the collapse o f interstellar clouds to form 
further generations o f stars, o f one requires accurate rate coefficients. This work will 
provide a comprehensive set o f quantum-meehanieally derived rate coefficients for a 
wide range o f temperatures that can be used for such models.
Current models predict that the first generation o f stars were more massive, and were 
more efficient than current generations of stars at producing other elements. At the end of 
life of this first generation of stars, the interstellar medium is enriched with other 
elements as these stars release their constituent materials through various mechanisms.
As a result, cooling processes to facilitate the collapse o f over dense regions the enhanced 
interstellar medium to form the second generation o f stars have a larger number of 
mechanisms that are efficient at lower temperatures. This is due to the larger number of 
molecular species that can take part in collisional cooling in the interstellar medium.
Even in though there are additional molecular collision processes that enhance cloud 
collapse, H+Hz cooling is still an important contribution due to the relative abundance of 
hydrogen.
14
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When the first generation o f stars has formed, the universe would have a new 
mechanism for production of Hz. The formation o f “dust” from the first generation of 
stars now can create Hz on the surfaee of a dust grain, essentially using the dust grain as a 
collision partner to form Hz. This mechanism enhances the molecular hydrogen available 
for cooling.
Due to the ability to predict infrared spectra o f the H+Hz collisional cooling process, 
the rate coefficients determined from this work can be used as an observational tool, a 
diagnostic on the temperature and density of regions of space containing molecular 
hydrogen. By cross-correlation o f modeled with observed speetra from infrared 
telescopes, these parameters for a particular region o f space can be inferred.
One of such an infrared telescope is the Short Wave Spectroscope (SWS) on the 
Infrared Space Observatory (ISO), which was the first instrument to observe infrared 
spectral lines from the rovibrational spectrum of the Hz molecule” .
Another area where the infrared spectra are an important diagnostic tool is in 
photodissociation regions. Photodissociation regions are gaseous regions where there is a 
source of photons with sufficient energy to dissociate molecules. These photons are in the 
ultraviolet range and typically are produced near bright O and B stars'^. Knowing the H- 
Hz rate coefficients, one can infer the H to Hz ratio in the region, the rate o f dissociation, 
and therefore determine the photon flux.
Intersteller shocks are another phenomenon that can be studied via its infrared 
spectrum. Shocks are formed whenever a portion o f a region of gas expands faster than 
the speed of sound in the region, forming a pressure pulse’̂ . These pulses are formed by 
violent events such as supernova and nova explosions, photoionized gas, stellar winds
15
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and collisions o f fast-moving regions of interstellar gas. When a pulse such as this forms, 
the front o f the pulse tends to compress because the back of the pulse tends to catch up to 
the front o f the pulse as the speed of sound is faster in the higher density region, and as a 
result there is a discontinuity that builds in amplitude at the front of the shock. Just as 
with photodissociation regions, the properties of interstellar shocks can be established 
through observation of their infrared spectra. An example of such shocked region that has 
been observed is the BN-KL region of Orion'"'. This region had a large emission from Hz. 
In this case the observed line intensities did not agree with models for early observations, 
which lead to the observation by Smith’  ̂that the observed Hz line ratios could be 
explained by a phenomenon called a bow shock.
Both o f the above processes, photodissociation and shocks, are present in starburst 
galaxies. A starburst galaxy is a galaxy going through a stage o f rapid star formation. 
There is no clear definition o f how rapid star formation has to be to elassify a galaxy as a 
starburst galaxy. One candidate is that the star formation rate is so large that the galaxy 
would exhaust its supply of gas in less than the age o f the universe. One mechanism for 
forming a starburst galaxy would be the merging o f two galaxies, which would enhance 
the raw material available for star formation. When the Andromeda galaxy collides with 
the Milky Way in the future, it is likely that the Milky Way will become a starburst 
galaxy. Again, for these types o f galaxies, Hz emission is important as a diagnostic tool 
to understand the underlying mechanisms.
16
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CHAPTER 3
Ha POTENTIAL SURFACES
The determination o f the hydrogenic wavefunctions and energy eigenvalues is the 
simplest and most accurate quantum mechanical determination made for a 2-body 
system. It is natural to assume that when attempting a quantum mechanical solution for 
molecular systems the first diatomic molecule to examine would be the Hz molecule, or 
possibly the HD molecule, as there is not a problem with symmetrization o f the 
wavefunction for the HD molecule.
One of the methods for solving the Hz or HD problem is to solve the electronic 
eigenvalue problem for the molecule with the H and the H (or D) at a fixed distance R, 
and compute this for a number of inter-nuclear spacings. This gives an effective potential 
that govern the nuclear dynamics. This procedure is the Born-Oppenheimer'^ 
approximation.
One can solve the three-body problem in the same manner, assuming the three atoms 
are at fixed coordinates, and determine a potential energy surface in the three coordinates 
required to describe the relative positions o f three atoms.
The potential energy surfaces are subsequently used in quantum mechanical (time- 
dependent or time-independent) or quasi-classical calculations to determine the dynamics 
o f the interaction and to calculate the reaction probabilities. How this is accomplished is 
discussed in the next chapter.
17
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Described so far are calculations that are derived from first principles or ab initio 
determinations o f the potential energy surface. One can also employ semi-empirieal 
methods to determine the potential energy surface, where first principle calculations are 
supplemented with experimental results.
One o f the earliest examples o f an H3 potential surface is that o f London’’ whose 
potential surface did not agree well with experimental data, and some of the early 
criticism of this work is that some of the terms neglected were o f the same order of 
magnitude as those retained in the calculation. However this early work was quoted 
extensively by the early potential surface calculations, and the techniques developed in 
this early work was the basis for all the early calculations.
One of the early ab initio calculations o f the H3 potential surface was that of 
Hirschfelder, Eyring, and Rosen’” in 1936 using variational methods to compute the 
potential for linear symmetric configuration o f the three hydrogen atoms. The restriction 
to linear configurations is a common technique for this reaction as it is known that the 
predominant contributions to the cross sections come from linear configurations, and is 
utilized in this present work as well. This early calculation used trial wavefunctions that 
had the proper behavior under exchange when minimizing the energy. The limitation to 
symmetric configurations made it possible to evaluate certain integrals up to that point 
neglected. Even so, this calculation, and most o f the earlier ab initio surfaces, did not 
agree very well with existing experimental results. In this environment, developing semi- 
empirical potential surfaces was important as computers and numerical techniques that 
could be used to compute the difficult integrals that were neglected were not yet 
available.
18
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An example of a semi-empirical potential energy surface for the H+Hz reaction was 
the Porter-Karplus'^ surface from 1964. This is an important surface as it was the 
potential used in the first quasi-classical calculation making use o f Monte-Carlo 
sampling. The quasi-classical calculation is explained in the next chapter. This potential 
surface had an analytical form so that it could be determined at the large number o f points 
required for the solution o f the classical equations of motion, and was a not linearly 
constrained as many o f the previous potentials. This was one o f the first potentials that 
required numerical calculation with a computer, quoting from the paper when referring to 
the potential “Although the function is somewhat more formidable in appearance than its 
predecessors, modern computing techniques reduce energy and gradient calculations for 
several thousand configurations to the point of triviality.” This is a clear break with the 
past, where from this point forward, numerical techniques would dominate calculations 
o f this nature.
The LSTH potential energy surface was developed over a period of time. The first 
step of this development was by Liu’” who developed a potential energy surface for linear 
H3. Essentially a 1 dimensional Born-Oppenheimer approximation was used to 
determine the potential energy surface for the motion o f three nuclei in a collinear 
geometry. A one-dimensional potential is a reasonable approximation for this reaction as 
it is linearly constrained, especially at low energies, as contributions from higher 
projections o f the angular momentum on the inter-nuclear axis to the integral cross 
section are small. The electronic wave function was expanded in Slater determinants of 
spin-orbitals and the Schrodinger equation is solved in terms o f these functions using the 
configuration interaction method. Siegbahn and Liu”  then extended the potential to three
19
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dimensions. Truhlar”  and Horowitz then made a least-squares analytical fit to this 
potential, resulting in the LSTH potential as we know it today.
Varandas^, Brown, Mead, and Truhlar, starting with the calculations o f Siegbahn and 
Liu, and adding more points to fit, created a new analytic fit to the existing points that is 
the DMBE potential. In addition there were some empirical corrections that were made 
to the ab initio calculations to deal with some known problems with the LSTH potential. 
This fit used 316 points of the potential surface to determine the analytical fit.
The BKMP2 potential is also an analytical fit, but to 8701 points, and is thought to be 
more accurate than the DMBE or LSTH potentials. However, there is experimental 
evidence that there may be regions o f the potential energy surface that are less accurate as 
presented in Banares” . Banares however points out that there have been no new 
experimental data in this regime since late 60’s and early 70’s. It should be pointed out 
that there is very little experimental data for the H+Hz reaction in the literature. As shown 
later there are significant differences between the BKMP2 and DMBE potentials when 
used to compute collisional cross sections.
Two more recent potentials include the Extensive Quantum Monte Carlo (EQMC) 
potential of Wu” , and the potential o f Mielke’ .̂
Given the potentials, one needs to compute the cross sections or rate coeffieients to be 
able to compare with experiment, or for modeling astrophysical phenomenon. Once the 
potentials are determined there are three main methods o f determining the cross sections; 
the quasi-classical method, the time-dependent quantum mechanical method, and the 
time-independent quantum mechanieal method. These will be examined in the next 
chapter.
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CHAPTER 4
SOLUTION OF THE THREE-BODY PROBLEM -  HISTORY 
Once one has an H3 potential surface, one can solve for the dynamics o f the system. 
Like the purely classical case, the three-body problem is difficult. The equations of 
motion can be solved in a purely classical manner, and then quantization of the results 
imposed, as is the case in the quasi-classical method, or one can construct time-dependent 
or time-independent quantum mechanical solutions o f the Schrodinger equation. These 
type o f caleulations have a long history, going back at least to 1929. It wasn’t until 
approximately 1965 with the development o f the computer and numerical techniques that 
this type o f ealeulation could be performed that would favorably be compared with 
experiment, or for that matter be performed at all. Some of the integrals involved can 
only reasonably be determined numerically. It is not surprising that the development of 
more accurate results o f this nature to some extent is tied to the advancement of 
computing technology. A recent review paper (Aoiz, Banares, and Herrero’”) gives a 
good historical perspective of these types o f calculations.
Before diseussing the history in detail, one must first review some o f the basic theory 
in order to discuss the historical development o f the H+Hz reaction. The topics to be 
considered in this short review are postantisymmetrization, the S-matrix, some basic 
scattering theory, and a diseussion o f the coordinates involved.
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Postantisymmetrization
Quantum mechanics requires that the H3 wavefunction must be antisymmetrie under 
exchange o f any two o f the nuelei, as the nuclei are indistinguishable fermions. Many of 
the calculations performed on this system do not assume that the nuclei are 
indistinguishable fermions, but instead treat the three nuclei as distinguishable particles.
After the fact, in these calculations that assume distinguishable particles, the 
distinguishable particle wavefunction can be properly antisymmetrized, a process called 
naturally postantisymmetrization. If the S-matrix values (to be discussed later) are 
calculated from the distinguishable particle wavefunctions, the correct S-matrix results 
for the properly antisymmetrized wavefunctions can be obtained by appropriately 
combining the reactive and non-reactive components o f the distinguishable particle S- 
matrix for a given transition. This could even be performed on quasi-classical results to 
impose the proper quantum mechanical exchange behavior.
The S Matrix
For a given problem, there is a unitary operator (the propagator) that determines the 
time evolution of a wavefunction, i.e., xp{t) = U{t,tf^)ip{tQ). The S matrix operator is an 
operator that connects states in the infinite past with states in the infinite future, i.e., if  at 
some infinite time in the past the wave function had the form 
W(-oo)= limW (t)
is some state, say of a definite energy and angular momentum etc.., and after the 
interaction takes place the system is in the state 
W(oo) = limW(r)
22
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then
W(oo) = W (-oo).
In terms of the propagator U(tj,t2)  
S = lim
/j -*-00 
-*00
In the context o f scattering the S-matrix is the matrix elements o f the S operator that 
connects the initial and final states. The S operator is a unitary operator, in order to assure 
that energy is conserved this has to be the case, as well as the total probability for 
something to happen to be unity. Thus the S matrix value squared is the probability that a 
given input wavefunction will result in a given output wavefunction, or in the time- 
independent case the S-matrix value squared represents the fractional contribution that a 
given outgoing wavefunction basis function contributes to the total outgoing 
wavefunction.
To be a little more concrete, assume that one wanted the probability that a given input 
state, say a member o f a particular basis set |y,.), the outgoing asymptotic wavefunction 
can be determined using the S operator
and the amplitude that a given outgoing basis state, say lyA , is observed is obtained by 
determining its projection on the outgoing asymptotic wave function
The probability of a given transition between two o f the basis set states in a collision is 
therefore
R=|{(p .̂|5l<p,.)| .
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Scattering Theory
Free particles in quantum mechanics correspond to plane waves. For elastic scattering 
the solution o f the problem can be described asymptotically as incoming plane wave, and 
an outgoing plane wave (corresponding to no scattering) in addition to an outgoing 
spherical wave.
çüa
Figure 1 - Scattering Wave Vector Relationships
Far from the scattering center, the outgoing wave function has the form
/ _/k'r \
-  /I e * '  + / ( k ,k T  
\  ^  /
where A represents a normalization constant, and the complex function/(k ,k ’) 
represents an angle-dependent amplitude for the outgoing spherical wave and is called the 
scattering amplitude. In the case o f the initial direction along the z-axis this beeomes
, i k r \
In the elastic case, the scattering amplitude only has a 6 dependence.
For the inelastic and reactive scattering case there is an outgoing spherical wave state 
for each possible transition of the target particle, and each possible arrangement of the 
particles. In this case we are interested in atom-diatom interaction, including the
24
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possibility o f reactive scattering. The total outgoing wave function is the sum of all these 
possible outgoing states.
vjm
The quantity fayjm ^a(,voj„m „  represents that fraction of the wavefunction that is scattered 
into a given solid angle dQ,  and its absolute square represents the probability of being 
scattered into dQ.  If  a beam of particles was used, the number o f particles that crosses a 
given differential area dS (= r^dO^m the direction o f dQ  per unit time is the fraction
scattered into that solid angle, times the velocity of the outgoing partcles, times the 
number density o f incident particles. So the outward flux per unit solid angle is
Similarly the incident flux per unit area is
hnc = "mAmc
the differential cross section is defined as the ratio o f the outgoing flux per unit solid
angle divided by the incoming flux per unit area, and therefore can be computed from
^ avj I r  ( f)
j / - )  „  K«v>«^a„v„yo'«() V ’ r) \
and the integral cross section
~ S y  |-̂ «y/>n«-«oV|)yorao (^’*̂ )| '
where
a  = index labelling the arrangement of the three particles 
V = vibrational quantum number of the diatom
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j  = rotational quantum number of the diatom 
m  = projection of the diatom angular momentum along the z-axis 
V . = outward velocity corresponding to the transition and initial energy 
v^y . = initial velocity of incoming beam 
A subscript o f “0” indicates the initial state.
Note that for elastic scattering, there is no change of state, therefore the incident and 
outward velocities do not change, resulting in the well-known result for elastic scattering:
—«0 V I) J„m„
dQ
Coordinates
There are three commonly used coordinate systems that are used to solve the 
Schrodinger equation for reactive scattering problems. These are Jacobi coordinates, 
mass-scaled Jacobi coordinates and hyperspherical coordinates. These can be used to 
solve for the dynamics three-body problems in classical as well as quantum mechanics.
For the three possible arrangements of the three bodies (in our case hydrogen atoms), 
one can assign a label. Let these three labels be a,  /3, y. One can then define a set of 
three different coordinates that describe the three atoms’ orientation. One coordinate is 
the vector between two of the atoms (the diatom), the second coordinate is the vector 
from the center-of-gravity o f the diatom to the third atom. These two vectors have an 
angle 6 between them. There are three sets of such vectors that can be used to define the 
coordinates for the different arrangement labels, resulting in the coordinates in figure 2.
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Figure 2 -  Relationships between Jacobi Coordinates
The set coordinates (R,,rj) where i is one of « ,  or y , are referred to as Jacobi 
coordinates.
One can define the mass-scaled Jacobi coordinates 
R =A,R
r= = A,r,.
where
A; = , A*/?, JL
The reduced masses used in the above can be defined as
a  = ntj +
M-k,
m^[mj + m,)
+ My
i,j,k = a,/3,y and cyclic permutations
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and
lA:
The mass-scaled Jacobi coordinates are related to one another through what is called 
a kinematic rotation o f the form^^’̂ *’̂ ^
where
' COS%̂.,. 'r ;
cos%„ .
m-rn-
)Km, + m,.
again with i, j ,k  = a,/S,y and cyclic permutations from which it can be seen that the 
quantity
= R .R  + r / r .
= (R,cos%yv + rsin%y,)'(RTos%.. + i;.sin%..) + (-R,sin%^, + rcos%.,)"(-R,sin%^, + i^ c o s /j  
= R,"R,.cos^%.. + 2R,'r,sin% .̂cos% ,̂ + T ^ s in 'x ,, +
R,. • R sin" Xji - 2R/ '  T sin% ,̂ c o s % + r. • f. cos" Xji 
= (R, • R + n • t)(cos" Xji + sin" %
= R * R + r » f .
= ^" + ^"
as shown here has the property that its value is independent of which of the three sets o f 
mass scaled Jacobi coordinates is used to calculate it. This is suggestive that this is a 
coordinate that could be use to solve part of the problem, independent of arrangement.
28
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Thus, one can define the hyperradius^^, one component in the hyperspherical 
coordinate system using p  = , a coordinate that is independent o f the
arrangement labels. The value o f the parameter rmax, a parameter required by the ABC 
code used here (see Appendix A), is the maximum value o f p  considered. The other 
coordinates in this system are called hyperspherical angles, whieh describe the bound 
molecular motions.
The Hamiltonian associated with these coordinates for the atom-diatom system is 
-A"H
2p  dp 8pp
where Hs is referred to as the surfaee Hamiltonian, which is a function o f the hyperradius 
and the other hyperspherical coordinates. One form^’ o f this surface Hamiltonian is
1 -4A"
2pp" sino)„
+  1 sinm„ + ( J  ~ jg ) ^ ___
cos"( I s in " '^ "
+ y (p ,m ^ ,e j
2 j ( 2
where J  is the total angular momentum, is the angular momentum of the diatom in the 
a  arrangement. The hyperspherical angles corresponding to this form o f the Hamiltonian 
are defined by
- 2 t a n - ' ^ , (O ^ C0„ < 7c)
and
e  - 2 c o s - ' '^ "
O f course one can choose any number o f quantities to use as hyperspherical angles, 
which will result in different forms for the Hamiltonian.
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Many o f the techniques for solving the three-body problem involve using 
hyperspherical coordinates. See for example, Zhang and Miller, Schatz^^, and Park and 
Light^^. The ABC reactive scattering program used in this work also solves the 
Schrodinger equation using hyperspherical coordinates.
These three commonly used coordinate systems can be used in quasi-classical, as well 
as time-dependent and time-independent quantum mechanical calculations, which will 
now be discussed in turn.
Quasi-Classieal Calculations 
As implied in the introduction, one o f the purposes o f this work is to validate previous 
quasiclassical calculations performed with the BKMP2 potential, including those done 
for my master’s thesis. The quasi-classical method utilizes a large number N  of randomly 
chosen classical trajectories for a given impact parameter b that are computed using the 
potential energy surface with initial conditions that are consistent with the desired initial 
conditions ( v , j )  in order to compute the desired cross sections. The energy transfer to the 
Hz molecule is determined, and if  the energy is consistent with a given rovibrational level 
( v',y'), the molecule is counted as having undergone a transition to that level. The 
integral cross section is determined by
where n^,j, is the number of total trajectories counted for the particular final rovibrational
state. It has empirically demonstrated to be more accurate to do this type of calculation 
only for the downward transitions, with the upward transitions determined by detailed 
balance from the downward results. One reason for this is that the quasi-classical results
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are not guaranteed to be consistent with detailed halanee, so using this method enforces 
detailed balance. Another reason for performing this ealeulation in this manner is to 
ensure the proper behavior at threshold. Downward transitions are always allowed, even 
at zero kinetie energy, which is then used to provide the proper balance at threshold for 
upward transitions.
The primary advantage to the quasi-classical method is that it is significantly less 
computationally intensive, and as such can provide a complete set o f cross sections and 
rate coefficients to high energies in a reasonable time frame. The primary disadvantage is 
that it will not give good results at low temperatures, and where purely quantum- 
mechanical effects such as tunneling and zero-point energy have significant contribution 
to the cross sections. As a result quasi-elassieal caleulations will not reveal many 
phenomenon that are strictly quantum mechanieal in nature. Examples o f quasiclassical 
calculations are those o f Tine’ and Lepp; and Martin and Mandy quoted in the 
introduction. Quasi-classical calculations have been used to illuminate differences 
between the various potentials^"*.
In 1965, Karplus, Porter, and Sharma^^ performed a pioneering quasi-classical 
calculation to determine total reaction cross section that defined the technique. This work 
used the Porter-Karplus potential, and described in detail were the coordinates and 
classical equations o f motion used, how the equations o f motion were integrated, how to 
determine cross sections, and how to select the trajectories. In particular that the angular 
variables are chosen from a uniform distribution, and the impact parameter should chosen 
so that the square o f the impact parameter comes from a uniform distribution if choosing 
randomly for the impact parameter in the Monte-Carlo averaging procedure.
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An comparison of quasi-classical calculations on the LSTH surface with experimental 
data was performed by Mayne and Toennies^^ in 1981. They found that transitions among 
the v=0 levels agreed well with experiment, but that the v=l transitions did not. This was 
not attributed to effects such as tunneling corrections. Eventually experiments such as the 
crossed-beam experiments o f Gotting, Herrero, Toennies, and Vodegel^’ in 1987 proved 
that the earlier experimental values were in significant error, and that more accurate 
measurements validated the earlier quasi-classical results. The v=0 results agreed well 
with experiment down to temperatures where there would have been significant 
difference with quantum mechanical results. This was attributed to fortuitous cancellation 
o f errors, in particular that tunneling effects should cancel with zero point energy effects.
An interesting quasi-elassical calculation was performed by Adhikari and Billing^* in 
1997 to compute geometric phase effects (see chapter 9). This calculation used 
hyperspherical coordinates with an addition o f a vector potential and the equations of 
motion were solved classically. Their results differed from quantum mechanical 
calculations, but it was able to capture the effect o f geometric phase qualitatively. This 
calculation used a classical technique to determine a purely quantum mechanical effect.
Part o f the motivation of the present work is the lack of a comprehensive set of 
quantum mechanical calculations o f the H+Hz interaction to high enough total J and high 
enough total energy to validate the quasi-elassical results in existence when this work 
was started. The highest value o f J found in the literature calculated for this reaction is 
J=33, whereas to validate the quasi-classical calculations require a total J=103 at the 
highest energies. There are no available quantum mechanical calculations above 2 eV, 
again required for comparison with the quasi-classical results. Another issue that was
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discovered in proceeding with the present work is the relative lack of theoretical results in 
the literature that correctly handled the indistinguishable particle aspect o f the H+Hz 
interaction. Most calculations assume that the hydrogen atoms are distinguishable 
particles, but theoretical results that make this assumption would not be consistent with 
experimental results. Since this is the case, there has been little comparison o f existing 
theoretical calculations with experimental data, of which there is a surprising dearth, on 
the H+Hz collisional cross section.
My master’s work uncovered discrepancies between the quasi-classical, and a 
quantum mechanical calculation, even in regions where they are expected to agree. The 
graph shown below depicts one o f the representative rate coefficients that exhibit this 
behavior.
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Figure 3 -  Rate Coefficient (2,4) -> (0,0) vs Temperature
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The "Flower" rates portrayed on this graph (and graphs in Appendix D) are those 
rates that were derived in a quantum mechanical calculation by Flower^^ and are found on 
the website "http://ccn7.dur.ac.uk/cooling_by h2/". The "Martin & Mandy" rates are 
those available at the website "http://www.cita.utoronto.ca/~pgmartin/h2hdist/" from 
their work"*"'"** "*". The “Tine & Lepp” rates were provided to me by S. Lepp from their 
work on quasiclassical calculations"*^.
Time-dependent Quantum Mechanical Calculations 
Time-dependent quantum mechanical calculations solve the time-dependent 
Schrodinger equation for the time evolution of a given initial wavefunction. For each 
initial state, S-matrix elements that correspond to that initial state are calculated from the 
initial wavefunction and the wavefunction propagated to a time well after the interaction 
takes place. Essentially this produces one eolumn o f the overall S-matrix. To produce the 
full S-matrix, this process must be repeated for each possible initial state. An important 
teehnical detail o f time-dependent calculations is what is to be done in the asymptotic 
regions, as the absence of the appropriate boundary eonditions can cause unintended 
effects like reflections from the boundary. Typieally some type o f absorbing boundary 
conditions are used to deal with this problem. In general, time-dependent calculations are 
more computationally intensive than time-independent techniques, and the recent interest 
in revisiting time-dependent techniques is direetly linked to the explosive inerease in 
computing power that is a characteristic of modern times, which also made this work 
possible.
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Time-dependent calculations solve the time-dependent Schrodinger equation:
 ̂  ̂ at
If  one defines the initial state wave function 
V(r,0) = V«(r)
the formal solution to the time-dependent Schrodinger equation a finite time At later is
- A h
W{r,At) = U{At)%{r) = e ” ^ ^ (r) 
where the operator U[t) is the propagator and the Hamiltonian is assumed to he time- 
independent. Onee the propagator is established for a finite time interval, one can 
compute the wavefunction at future multiples o f that time interval hy using
The solution of the problem at finite time intervals then requires determining the 
propagator for a single time interval. One cannot find the propagator exactly in most 
cases o f interest, so one must come with an approximation. The propagator is a unitary 
operator since the Hamiltonian is Hermitian, therefore whatever approximation used must 
maintain the unitary property o f the propagator. Numerically, what is typically done is 
that the solution for a given time interval is used on the right hand side for the initial state 
in the next time interval instead o f taking powers of the propagator.
Taking advantage o f the fact that the H+Hz reaction is primarily a collinear reaction, 
i.e. it is essentially a one dimensional problem, in 1959 Mazur and Rubin"*"* performed a 
two-dimensional time-dependent quantum mechanical calculation o f a general A-HBC 
system using a model potential. The problem was solved by factoring the initial state 
total wavefunction into the product o f a wave function representing the initial state
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At , -1 ' .At , '
1 + i— H \ — i— FI
A A
molecular wavefunction and a Gaussian wave packet far from the molecule 
corresponding to an atom with a particular energy. The total wavefunction is then 
propagated in time until the outgoing wave packets are far from the interaction region 
using a finite difference method. From this wavefunction reaction prohabilities can be 
calculated. This was a general calculation that assumed distinguishable particles. To 
solve the problem in three dimensions for a realistic potential required another decade to 
have the computing power to be able to make the calculation feasible.
This method o f solving for the H+Hz time-dependent dynamics quantum 
mechanically with a realistic potential surfaee was demonstrated hy McCullough and 
Wyatt"*  ̂in 1970 using the Porter-Karplus surface. The propagator approximate using
[/(At)
and the seeond-order derivatives required for the evaluation of the Hamiltonian were 
calculated using the finite difference formula
d^F _  F(%. + Ax,.) -  2F(x,.) + F[x --  Ax,)
Ac" "  Ax"
The three atoms were assumed collinear for this calculation, greatly simplifying the 
caleulations, as only two spatial coordinates are needed to specify the problem. 
McCullough and Wyatt also performed quasi-classical calculations as well on the same 
potential surface and compared the results.
In 1989 Neuhauser, Baer, Judson, and Kouri"*  ̂performed in their own words “the first 
successful application o f the 3D quantum body frame wave packet approach to reactive 
scattering.” They used a time-dependent method to determine reaction probabilities for 
the H+Hz reaction on the LSTH potential surface.
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A more recent (2005) time-dependent approach (Juanes-Marcos and Althorpe"*’) was 
used to investigate geometric phase effects in the H+Hz reaction. This was accomplished 
by introducing a vector potential into the Hamiltonian and solving the time-dependent 
Schrodinger equation using the BKMP2 potential. They pointed out that introducing a 
vector potential has the result o f increasing the computational effort by a factor o f three. 
There results were consistent with the time-independent results o f Kendrick described 
below.
The work of Ying and Guo"*** in 2006 used a wave-packet approach to solve for the 
state-to-state cross sections using the BKMP2 potential. They performed a comparison of 
the output o f the ABC code using the BKMP2 potential and found no significant 
difference between the two approaches. Comparison o f their results with what is 
presented here shows the same trend, there is no significant difference.
Time-Independent Quantum Mechanical Calculations
Time-independent methods are generally more effieient than time-dependent methods 
for solving of the Schrodinger equation. The time dependence o f the equation can be 
removed from eonsideration by separation of variables, provided the potential has no 
explicit time dependence. Resulting in a time-dependent part that is trivial to solve, and a 
part that depends only on spatial coordinates. This will be described next.
Consider a solution o f the Schrodinger equation of the form"*̂
W(r,t) = 0 (r);c(t)
Inserting this into the time-dependent Schrodinger equation assuming no explicit time 
dependence in the potential results in
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which can be shown to be equivalent to
Since the left hand side is a function o f time and the right hand side is a function of 
position, they can only be equal if  both sides are equal to a constant, say E (= hco). The 
left hand side can be easily integrated to give
-i~t
and the right hand side yields the time-independent Schrodinger equation
A"
^ (r) = E ^(r)
An early time-independent quantum mechanical calculation for the H+Hz reaction 
was accomplished in 1976 by Kuppermann, Schatz, and Baer̂ **’̂ ' using the Porter- 
Karplus potential. The energy range considered in this calculation was from 0.3 to 0.7 
eV. This calculation did take into account the identical particle problem by properly 
postantisymmetrizing the results.
Miller and Jansen op de Haar^^ in 1987 described a new method for determining the 
S-matrix for scattering calculations, which was later applied to the H3 system by Zhang 
and Miller^^, based on what is called the Kohn variational method that will be 
summarized here. The Green’s function
G^(E) = lim (E + /£ -//)■ ' 
can be shown via a variational procedure to be approximated with a discrete basis as
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/,Z'=0
where
{«,} is a finite basis set in the space of the Hamiltonian and 
[l û] |E - N | Uj, ) j represents the (/, I ’) element of the inverse of the
(N+l)x(N +l) matrix (^Ui^E -  H\u,.).
One can formally define the T operator in terms o f the potential and the Green’s function 
through the expression
T = V + VG"{E)V
which can be used to determine the S-matrix. For the case o f elastic s-wave potential 
scattering, the S-matrix reduces to a scalar S. One can then determine S  in this case from 
from the T  operator in this case via the relation
where 0 represents the wavefunction of a free particle. Combining this expression with 
the expressions for T and (E) one obtains
4i
^  = 1
fi w \ * )  + \e  -  n \  |v|^>
In order for the solution to be regular at the origin and have the correct asymptotic 
behavior at infinity, the basis function for /=0 must satisfy 
lirnMo(r) = lim(r|Mo) = 0
and
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To generalize this to multichannel reactive scattering, the expression for the S-matrix 
becomes
4/
/,/'=0
where
O', = initial arrangement label 
«2 = final arrangement label
n, = index representing all quantities corresponding to the initial diatom state 
nj = index representing all quantities corresponding to the final diatom state 
Vg = interaction potential for the arrangement a
Manolopoulos and Wyatt^"* in 1988 combined the improved log derivative method of 
Manolopoulos^^ with the Kohn variational method for use in scattering theory. They 
used s-wave scattering as well to describe the essential features o f the log derivative 
method which will be reproduced here. The form of the Scrodinger equation for s-wave 
scattering is
cf
+ =  0
dR"
The asymptotic form of the wave function must be o f the form 
^^{R^<x>) = I [ R ) -0 { R )S  
where I  is the incoming wave and O is the outgoing wave and are of the forms 
1{R) =
The log derivative Y(R) is defined by 
W'(/?) = T(/?)W(R)
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where the prime represents differentiation with respect to R. If  we differentiate the 
asymptotic form of the wavefunction and equate it to the above
W'{R) = I \R )  -  0'{R)S = Y{R)W{R) = r(R)(/(/?) + 0(R)5) 
with a little algebra, one can solve for S in the asymptotic form resulting in
s  .  [k(R)o («) -  o '(R )]''[y (« )/(R ) -  /(R )]
which is still the correct form when generalized to matrix quantities for multichannel and 
reactive scattering. There is a distance s where V { R ^ s) = 0 in the asymptotic region, 
where the above expression should be evaluated. Since W(/î) has to be regular at the 
origin, solving the Schrodinger equation with the following boundary conditions 
W(0) = 0
V(6) = 1
will give Y(s) as a function o f W (5), which then solves the problem. After going through 
a variational procedure Monoloupolos showed that if  one defines the following matrix
K,j -  f  c ) + " ,(« ) [ ''( ' ')  -
0
where {uj(R)} is a set of basis functions satisfying the boundary conditions 
M.(0) = 0 / = 0,1,2,...,M
«^(5) = 0 i = l,2,...,M
then the variational approximation to Y(s) can be written
where
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A"o, = M X 1 row matrix with elements Kg, where i =
K,j = M X M matrix with elements where i,j = 1,2,...,M 
K,o = 1 X M column matrix with elements Kjo where i = 1,2,...,M
The ABC reactive scattering program of Skouteris, Castillo, and Monopoulos^^ 
released in 2000 that used in this work is a time-independent code that solves for the S- 
matrix values by solving the time-independent Schrodinger equation in hyperspherical 
coordinates. It does this using the log derivative version of the Kohn variational method 
described above (generalized to the multichannel case) to determine the S-matrix.
In 2002 Kendrick^’ investigated geometric phase effects in H-Ha collisions using a 
time-independent quantum mechanical approach. The method uses hyperspherical 
harmonics as basis functions and requires calculation o f all inter-molecular axis 
projections (k) o f the angular momentum j, so takes substantially longer computer time to 
perform a calculation o f the type described in this work. Presumably this procedure 
would be more accurate but would require approximately 400 times as long to complete 
as the work described here. Using the Kendrick methodology at this stage in the 
evolution o f computing technology for the purposes here is not a viable option. As we 
shall see, the restriction of the k does not significantly reduce the accuracy for the 
purposes o f this calculation.
Integral Cross Section from Quantum Mechanical Calculations
Just like in the quasi-classical case the integral cross section is a “characteristic area” 
times the probability that a given result is obtained. Defining a characteristic length that 
is analogous to the quasi-classical impact parameter for a given maximum total angular 
momentum
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■yj2 [ A .i^ E kinetic
the general form for a cross section for a given transition can be defined as
Op -  7Cb
where Cf, is some sort of unitless normalization constant. It should be chosen so that cross 
section calculations agree with the quasi-classical calculation in regions where the quasi- 
classical results should provide accurate results, using the correspondence principle. In 
this case it will turn out that for a given total J, Qf=2J+l.
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CHAPTER 5
CONVERGENCE TESTING 
To allow for sufficient energy points for the calculation, and to assure that a grid 
point does not correspond to a particular state o f the H2 molecule, it was decided that
0.001 eV (approximately equivalent to l2  K) would be added to each level’s energy to 
determine the energy grid up to some maximum level. This guarantees that at least one 
point o f the grid will correspond to low kinetic energy (i.e. low temperature) for each 
transition. This assures that low temperature cross sections can be meaningfully 
calculated for each transition down to 100 K, having significant points in the low energy 
tail when integrating the cross sections over a maxwellian distribution. The resulting grid 
is shown in the following table. Energies are relative to the minimum of the potential of 
the three hydrogen atoms and are in eV.
It is doubtful that the highest energy calculations performed with this grid are very 
accurate; however, they are accurate enough to be used to provide a meaningful 
integration over the high-energy tail o f a maxwellian distribution. The majority o f the 
calculation time was spent in the highest energy region o f this table. This is true both for 
the ABC runs, and in the analysis software that takes the ABC S-matrix files as an input. 
The choice o f the highest energy was both determined by computation time and on 
accuracy considerations. The S-matrix files alone for this energy grid occupies 500 GB of 
hard disk space uncompressed, so storage was also a consideration in this calculation.
44
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Table 1 -  Energy Grid for S-matrix Calculations
V j GridE V j GridE V j GridE V j GridE V j GridE V j GridE
0 1 0.28588 0 13 1.45151 4 1 2.17374 5 4 2^7338 5 10 3.12456 4 16 3.48551
0 2 0.31511 2 5 1.46804 2 12 2.19714 1 18 2.70002 3 16 3.14222 7 7 3.54053
0 3 0.35862 1 10 1.49630 4 2 249728 5 5 2.72679 6 6 3.14867 6 11 3.55408
0 4 0.41604 2 6 1.54325 1 15 2.21092 3 13 2.73145 0 23 3.20329 1 23 3.55634
0 5 0.48685 0 14 1.60981 4 3 2J3230 4 10 2.75980 1 21 3.21127 5 14 3.55902
0 6 0.57046 1 11 1^2559 3 9 2J5885 2 16 2.77033 6 7 3.21574 2 21 3.55908
0 7 0.66621 2 7 1.62932 4 4 2.27845 5 6 2.78974 5 11 3.22563 0 25 3.57091
0 8 0.77334 2 8 1.72556 0 18 2.29200 0 21 2.83531 4 14 3.22612 3 19 3.57986
1 0 0.78710 3 0 1.73196 2 13 2.33283 5 7 2.86163 2 19 3J3858 8 0 3.59776
1 1 0.80105 3 1 1.74449 4 5 233531 3 14 2.86424 7 0 3.28243 8 1 3.60668
1 2 0.82882 1 12 1.76250 3 10 2.36671 4 11 2.86800 3 17 3.28602 7 8 3.60960
1 3 0.87016 3 2 1.76943 1 16 2.37040 1 19 2.86882 6 8 3.29048 4 17 3.61928
0 9 0.89108 0 15 1.77376 4 6 2.40235 2 17 2.92391 7 1 3.29212 8 2 3.62443
1 4 0.92469 3 3 1.80653 0 19 2.47118 6 0 2.93748 7 2 3.31138 8 3 3.65078
1 5 0.99192 2 9 1.83122 2 14 2.47408 5 8 2.94185 5 12 3.33222 6 12 3.65271
0 10 1.01860 3 4 1.85545 4 7 2.47899 6 1 2.94790 7 3 3.34001 5 15 3.67779
1 6 1.07129 1 13 1.90621 3 11 2.48194 6 2 2.96862 4 15 3.35423 7 9 3.68501
0 11 1.15508 3 5 1.91574 1 17 2.53366 4 12 248228 6 9 3.37225 8 4 3.68543
1 7 1.16215 0 16 1.94260 5 0 2.56381 6 3 2.99942 7 4 3.37768 2 22 3.72003
1 8 1.26378 2 10 1.94556 4 8 2.56457 3 15 3.00140 1 22 3.38375 8 5 3.72797
2 0 1.27382 3 6 1.98685 5 1 2.57494 0 22 3.01909 0 24 3.38739 1 24 3.72851
2 1 1.28705 1 14 2.05595 5 2 2.59707 5 9 3.02972 2 20 3.39840 3 20 3.72862
0 12 1.29965 2 11 2.06780 3 12 2.60377 1 20 3.03944 7 5 3.42399 0 26 3.75337
2 2 1.31340 3 7 2.06820 2 15 2.62016 6 4 3.03999 3 18 3.43211
2 3 1.35260 0 17 2.11558 5 3 2.63000 2 18 3.08020 5 13 3.44359
1 9 1.37543 3 8 2.15910 0 20 2.65248 6 5 3.08990 6 10 3.46035
2 4 1.40430 4 0 2.16192 4 9 2.65841 4 13 3.10190 7 6 3.47846
One reason to expect that the results for the highest energies in the above table are not 
particularly accurate is that a single potential surface is used for this calculation, but it is 
expected that contributions from the next higher potential surface involving electronic
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excitation should start manifesting itself as additional resultant channels that are not taken 
into account. The minimum of the next higher potential energy surface occurs 
approximately at 2.7 eV. However this does not mean that the calculation above this 
energy is without value. For one thing it will allow one to determine the relative effect of 
the energy surface if some future calculation involving multiple potential surfaces is 
made, and it will also determine the relative contributions o f this to geometric phase 
results that also should become more pronounced at higher energies. In addition the 
accuracy required by the astrophysical community for such highly averaged quantities 
such as thermally averaged rate coefficients is o f a nature that these calculations will still 
meet those needs.
There are several input parameters to the ABC program that can affect the accuracy 
o f a given calculation. Most o f these parameters have the property that the larger the 
value, the more accurate is the calculation, but the longer the calculation takes. A tradeoff 
o f accuracy vs. calculation time must be balanced to allow the calculation to be 
completed in a reasonable timeframe.
Doing the most accurate calculation possible with the ABC program would take 
approximately 100 years of computing time, clearly outside the scope of a Ph.D. thesis, 
however 100 computers could do the calculation in one year. For this work, there were 
only 10 processors available, so some compromise had to be reached, but some future 
project to do the more accurate calculation may be warranted. This type of calculation 
obviously would be better performed on a large cluster o f machines, but the facilities 
available at the start o f this work made such an effort just feasible with existing stand­
alone computers.
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Before starting the calculations for each total energy (one of the input parameters), 
the best set o f parameters that converge within reasonable accuracy in an acceptable time 
period must be determined. This was accomplished with a series o f convergence tests for 
each of the input parameters.
The first converge test was performed at a total energy of 0.31511 eV for the 
parameters that control the step size and the largest hyperradius considered, and will be 
described in detail here. At this total energy, this system is essentially a two-level system,
i.e., there are only four possible transitions available to the hydrogen molecule upon 
interaction with the H atom. These four possibilities for the Hz molecule at this energy 
are for (v,j) are (0,0)->(0,0), (0,0)->(0,2), (0,2)->(0,2), and (0,2)->(0,0) transitions. The 
first convergence test is performed for J=0, at the lowest energy, as this would require the 
largest rmax of all the available transitions as well as the smallest step size to obtain an 
accurate result.
The first input parameter to test convergence is mtr. This parameter controls the step 
size in the calculation, as the step size Ar=rmax/mtr. This calculation was done with 
jtot=0 as described above, and rmax=20.0 bohr, a distance assumed to be sufficiently 
large not to compound the calculation with insufficient convergence with respect to rmax. 
The other parameters were set to a large enough value to not be an issue in determining 
the convergence with respect to the parameter mtr. To summarize this particular test, the 
following input parameters were used: jtot=0, ipar=l, jpar=l, jmax=20, rmax=20.0, 
emax=3.5, enrg=0.31511, and mtr=200, 300, 400, 500, 600, 700, and 800. The results of 
this calculation have been collected in the following table.
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Table 2 - S-matrix vs mtr
(0,0)->(0,0) (O.OMO^)
mtr Re(S) Im(S) |sp Re(S) Im(S) |Sp
200 -0.45750 0.88903 0.99969 -0.01768 -0.00003 0.00031
300 -0.48707 0.87317 0.99966 -0.01832 -0.00227 0.00034
400 -0.49734 0.86736 0.99965 -0.01847 -0.00308 0.00035
500 -0.50207 0.86462 0.99964 -0.01852 -0.00346 0.00036
600 -0.50464 0.86312 0.99964 -0.01855 -0.00367 0.00036
700 -0.50724 0.86160 0.99965 -0.01837 -0.00387 0.00035
800 -0.50719 0.86162 0.99964 -0.01857 -0.00388 0.00036
(0,2)->(0,0) (0,2)->(0.0)
200 -0.01768 -0.00003 0.00031 0.45403 0.89081 0.99969
300 -0.01832 -0.00227 0.00034 0.25962 0.96553 0.99966
400 -0.01847 -0.00308 0.00035 0.18874 0.98185 0.99965
500 -0.01852 -0.00346 0.00036 0.15563 0.98764 0.99964
600 -0.01855 -0.00367 0.00036 0.13759 0.99031 0.99964
700 -0.01837 -0.00387 0.00035 0.11598 0.99307 0.99965
800 -0.01857 -0.00388 0.00036 0.11963 0.99264 0.99964
To determine what a reasonable compromise might be for the value of mtr with a 
rmax of 20, the previous data was rescaled so that they are represented as a fraction of 
their value at an mtr o f 800. The assumption made here is that an mtr of 800 is more than 
adequate for accurate convergence. However, going to higher values of mtr greatly 
increases the computation time, so some sort o f assumption had to be made on the 
maximum value o f mtr to test. This analysis shows what fraction o f the data's final value 
has reached at a given mtr, i.e. the values Re(S(mtr))/Re(S(mtr=800)), 
Im(S(mtr))/Im(S(mtr=800) and |S(mtr)|^/|S(mtr=800)p. These values are collected in the 
following table.
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Table 3 - "Normalized" S-matrix vs mtr
(0,0)->(0,0) (0,0)->(0,2)
mtr Re(S) Im(S) |S|' Re(S) Im(S) |sp
200 .90203 1.03181 1.00005 0.95207 0.00773 0.86111
300 0.96033 1.01340 1.00002 0.98654 0.58505 0.94444
400 0.98058 1.00666 1.00001 0.99461 0.79381 0.97222
500 0.98991 1.00348 1.00000 0.99731 0.89175 1.00000
600 0.99497 1.00174 1.00000 0.99892 0.94588 1.00000
700 1.00010 0.99998 1.00001 0.98923 0.99742 0.97222
800 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000
(0,2)->(0.0) (0,2)->(0,2)
200 0.95207 0.00773 0.86111 3.79529 0.89741 1.00005
300 0.98654 0.58505 0.94444 2.17019 0.97269 1.00002
400 0.99461 0.79381 0.97222 1.57770 0.98913 1.00001
500 0.99731 0.89175 1.00000 1.30093 0.99496 1.00000
600 0.99892 0.94588 1.00000 1.15013 0.99765 1.00000
700 0.98923 0.99742 0.97222 0.96949 1.00043 1.00001
800 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000
It appears that an mtr o f 700 is required to have reasonable convergence. At this value 
there is only a 3% change between 700 and 800, for the worst case.
The next issue is the convergence with respect to rmax. Since the step size, not mtr, is 
important in the previous convergence tests, the convergence with respect to rmax will be 
at constant step size. Since the step size at rmax=20 is Ar=rmax/mtr=20/700=l/35, the 
value of mtr for constant Ar as a function of rmax is;
mtr = 35 * rmax
The following table shows the parameters that were used to test convergence with 
respect to rmax.
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Table 4 -  Test parameters for rmax at constant step size
rmax mtr
15 525
16 560
17 595
18 630
19 665
20 700
Perfoming the same analysis for rmax as mtr, the results are in the following tables:
Table 5 - S-matrix vs rmax at constant Ar
(0,0)->(0,0) (0,0)->(0;2)
rmax Re(S) lm(S) |sp Re(S) Im(S) |Sp
15 -0.50419 0.86339 0.99965 -0.01835 -0.00373 0.00035
16 -0.50456 0.86317 0.99964 -0.01861 -0.00381 0.00036
17 -0.50458 0.86316 0.99964 -0.01859 -0.00381 0.00036
18 -0.50465 0.86312 0.99964 -0.01857 -0.00380 0.00036
19 -0.50468 0.86310 0.99964 -0.01856 -0.00380 0.00036
20 -0.50464 0.86312 0.99964 -0.01856 -0.00380 0.00036
(0,2)->(0,0) (0,2)->(0,2)
15 -0.01835 -0.00373 0.00035 0.13890 0.99013 0.99965
16 -0.01861 -0.00381 0.00036 0.13729 0.99035 0.99964
17 -0.01859 -0.00381 0.00036 0.13715 0.99037 0.99964
18 -0.01857 -0.00380 0.00036 0.13733 0.99034 0.99964
19 -0.01856 -0.00380 0.00036 0.13748 0.99032 0.99964
20 -0.01856 -0.00380 0.00036 0.13759 0.99031 0.99964
Again the data in this table is normalized by dividing the above tables by the values 
that correspond to an rmax o f 20 to determine the relative change o f the S-matrix value
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for smaller maximum hyperradius. Performing this calculation results in the following 
table.
Table 6 - "Normalized" S-matrix vs rmax at constant Ar
(O.OTXO.O) (0,0)->(0,2)
rmax Re(S) lm(S) |Sp Re(S) Im(S) |Sp
15 0.99878 1.00043 1.00001 0.98869 0.98158 0.97222
16 0.99959 1.00014 1.00000 1.00269 1.00263 1.00000
17 0.99970 1.00010 1.00000 1.00162 1.00263 1.00000
18 0.99990 1.00003 1.00000 1.00054 1.00000 1.00000
19 1.00002 1.00000 1.00000 1.00000 1.00000 1.00000
20 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000
(0,2)->(0.0) (0,2)->(0,2)
15 0.98869 0.98158 0.97222 1.01452 0.99977 1.00001
16 1.00269 1.00263 1.00000 1.00024 1.00000 1.00000
17 1.00162 1.00263 1.00000 0.99826 1.00003 1.00000
18 1.00054 1.00000 1.00000 0.99929 1.00001 1.00000
19 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000
20 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000
These results show that a rmax o f 16.0 and an mtr of 560 are reasonable compromises 
between accuracy and computation time. All further convergence tests were performed 
using these input parameters.
The next parameter to determine the optimum convergence is emax. The effect of 
chosing emax is to reduce the total number o f basis functions that are used in the 
calculation o f the final result. There is no point in choosing emax above the Hz 
dissociation energy of approximately 4.75 eV relative to the minimum of the BKMP2 
potential surface, as continuum states would be difficult to deal with in the basis set. As a
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result 4.75 eV was used as the maximum energy to consider. At the same zero total 
angular momentum, different values o f emax will be evaluated. The values chosen were 
2.0 eV to 3.75 eV in 0.25 eV steps, and the calculation was performed again at 0.31511 
eV total energy. This resulted in the following table.
Table 7 - S-matrix vs emax
(0,0)->(0,0) (0,0)->(0,2)
emax Re(S) Im(S) |Sf Re(S) lm(S) isp
2.00 -0.50612 0.86225 0.99964 -0.01861 -0.00381 0.00036
2.25 -0.50603 0.86231 0.99964 -0.01861 -0.00381 0.00036
2.50 -0.50603 0.86231 0.99964 -0.01861 -0.00381 0.00036
2.75 -0.50601 0.86232 0.99964 -0.01861 -0.00381 0.00036
3.00 -0.50600 0.86232 0.99964 -0.01862 -0.00381 0.00036
325 -0.50599 0.86233 0.99964 -0.01862 -0.00381 0.00036
3.50 -0.50598 0.86233 0.99964 -0.01861 -0.00381 0.00036
3.75 -0.50598 0.86234 0.99964 -0.01862 -0.00381 0.00036
(02)->(0,0) (0,2)->(0,2)
2.00 -0.01861 -0.00381 0.00036 0.12605 0.99184 0.99964
225 -0.01861 -0.00381 0.00036 0.12644 0.99179 0.99964
2.50 -0.01861 -0.00381 0.00036 0.12650 0.99179 0.99964
2.75 -0.01861 -0.00381 0.00036 0.12657 0.99178 0.99964
3.00 -0.01862 -0.00381 0.00036 0.12662 0.99177 0.99964
3.25 -0.01862 -0.00381 0.00036 0.12667 0.99176 0.99964
3.50 -0.01861 -0.00381 0.00036 0.12673 0.99176 0.99964
3.75 -0.01862 -0.00381 0.00036 0.12678 0.99176 0.99964
The table was then normalized by dividing the above values by the 3.75 eV results.
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Table 8 - "Normalized" S-matrix vs emax
(O.OMO.O) (0,0)->(02)
emax Re(S) Im(S) |S|' Re(S) Im(S) ISp
2.00 1.00028 0.99990 1.00000 0.99995 1.00000 1.00000
225 1.00010 0.99997 1.00000 0.99995 1.00000 1.00000
2.50 1.00010 0.99997 1.00000 0.99946 1.00000 1.00000
2.75 1.00006 0.99998 1.00000 0.99946 1.00000 1.00000
3.00 1.00004 0.99998 1.00000 1.00000 1.00000 1.00000
325 1.00002 0.99999 1.00000 1.00000 1.00000 1.00000
3.50 1,00000 0.99999 1.00000 0.99946 1.00000 1.00000
3.75 1.00002 1.00000 1.00000 1.00000 1.00000 1.00000
(02)->(0.0) (02)->(02)
2.00 0.99995 1.00000 1.00000 0.99424 1.00008 1.00000
225 0.99995 1.00000 1.00000 0.99779 1.00003 1.00000
2.50 0.99946 1.00000 1.00000 0.99779 1.00003 1.00000
2.75 0.99946 1.00000 1.00000 0.99779 1.00003 1.00101
3.00 1.00000 1.00000 1.00000 0.99834 1.00002 1.00000
3.25 1.00000 1.00000 1.00000 0.99874 1.00001 1.00000
3.50 0.99946 1.00000 1.00000 0.99913 1.00000 1.00000
3.75 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000
This shows reasonable convergence down to the lowest tested emax. This analysis 
was repeated for several values o f the total energy and the results are summarized in the 
following table, which shows the value o f emax which results in less than 15% difference 
from the highest tested energy for S-matrix values greater in magnitude than 0.05. Any 
values smaller than this will be considered an insignificant contribution.
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Table 9 -  emax convergence results for other total energies
Total
Energy
emax within 
15% of max
0.99192 2.5
1.49630 2.75
1.74449 4.75
2.40235 4.75
This indicates that one must include all levels in the calculation after reaching 1.5 eV 
total energy in order to get 15% accuracy. This significantly slows down the calculation. 
Due to the time constraints, a compromise maximum emax of 4.25 eV was chosen above 
1.7 eV total energy, as a reasonable compromise between accuracy and numerical effort.
The next issue in convergence is the value o f Jmax, the maximum value of the total 
angular momentum quantum number. The approach taken was to determine for a given 
energy what value o f total J gives S-matrix values for transitions that are negligible. From 
that value an equivalent impact parameter is computed, that is used to compute a 
maximum J from the total energy. An impact parameter of 6=2.5 x 10'"^ meters was 
found to be adequate, which is consistent with the value used in previous semi-classical 
calculations. The maximum J for a given E is then calculated from
J  =max +  1.
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Jmax vs E 
For im p a c t  p a r a m e te r  2 .5  A n g str o m s
120
100
8 0
6 0
4 0
20
0 .5 2 .5 3 .5
Total E (eV)
Figure 4 -  Jmax vs E for impact parameter of 2.5 Angstroms
For some of the lower energies the maximum J calculated was lower than that in the 
above curve, as all the S-matrix values corresponding to transitions were computed to be 
zero. For example for a total energy of 0.31551 eV, the J=9 was the highest J with a non­
zero S-matrix values for anything but the cross section for no state change, which 
corresponds to a completely elastic collision. At the higher energies, the highest J S- 
matrix values calculated were non-zero for what corresponded to elastic collisions, but 
these values where relatively small. This result indicates that this is a good choice for the 
maximum J to consider in this analysis, and is an independent verifcation that 2.5 
angstroms was a good choice for a maximum impact parameter for quasi-classical 
calculations performed in the past.
The last parameter that needs to be set is kmax, the maximum projection o f the 
angular momentum on the intermolecular axis. Normally one would want to compute all
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projections and average over the initial k and sum over the final k to determine the final 
result. However this would take much longer to do the calculation, and the H+H2 reaction 
only has significant cross sections for nearly co-linear arrangement o f the three hydrogen 
atoms. So it is reasonable to limit the maximum angular momentum projection and trade 
off a decrease in accuracy to be able to complete the calculation in a reasonable amount 
of time. To check that the kmax chosen is reasonable, convergence tests similar to the 
ones shown above were performed.
In the high energy limit, agreement with the quasi-classical results is sufficient to 
confirm convergence in kmax, as to actually perform a convergence test at the highest 
energy would require making the calculation for a high energy with a large value of 
kmax, which would take longer than to do the whole calculation at a lower kmax, so there 
would be no advantage to choosing a lower kmax.
The value kmax=5 was ultimately chosen as a reasonable compromise. To perform 
the convergence test one must use a transition where j>kmax, otherwise the kmax will 
automatically be limited to j, that is the maximum projection of the angular momentum 
on the intermolecular axis can not be larger than the angular momentum quantum number 
j itself. The result will be exact for up to j=5. The total angular momentum J must also be 
greater than kmax for this test, since the maximum value of j, and therefore kmax, is 
limited to J.
A total energy of 1.54325 eV was chosen as the point to do the convergence testing 
with respect to kmax. The relative difference of choosing a kmax o f 15 vs. a kmax of 5 
was chosen in this range. For each transition that was possible below the energy chosen, 
the relative difference in the integral cross section was determined and order statistics
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were used to evaluate the resulting errors. The cumulative probability distribution was 
determined as a function of the relative error of the integral cross section, and the results 
are shown in the following graph.
Cumulative Probability Distribution for Errors < X
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Figure 5 -  Cumulative Probability Distribution for Errors < X
This shows that roughly 68% of the points lie below a relative error o f 30%. This 
roughly corresponds to a one standard deviation limit. The peak error was found to be 
250%, which is still a reasonable number for astrophysical purposes. The RSS 
combination o f errors with respect to all convergence tests is 34%.
If one is willing to go through the extra effort, one can choose transitions with low 
relative error to increase accuracy of diagnostic predictions, at the expense of some detail 
in the computed infra-red spectra. For the purposes o f generation o f cooling curves, a 
35% uncertainty is certainly adequate with this data set.
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To try to determine if there was some pattern to the distribution of errors, several 
plots were generated. Initially it was thought that the higher relative error points might be 
related to the size o f the converged cross section. The following graph shows that is not 
the case.
Relative Error vs Cross Section Scatter Plot
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Figure 6 -  Relative Error vs Cross Section Scatter Plot
It almost appears that there may be some slight increase in the spread o f the relative 
error with cross section, which is somewhat unexpected.
Scatter plots with the relative error plotted as a function o f initial and final J were 
interesting. The increase in spread as a function o f initial J was expected, but there almost 
appears to be an decreasing trend in the spread as a function of final J.
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Figure 7 -  Relative Error vs Initial j Scatter Plot
R e la t iv e  Error v s  Final j
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Figure 8 -  Relative Error vs Final j Scatter Plot
As will be seen in later chapters and in the appendix, the agreement with the quasi- 
classical calculations were quite good at high energies, indicating good kmax 
convergence in that region.
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The parameters that control the accuracy of the calculation were chosen as described 
in this section, and were used for all the calculations performed in this present work. The 
next chapter will described how the S-matrix values produced by this calculation were 
transformed into integral cross sections.
An interesting result is obtained when plotting the relative error as a function o f Ay.
R e la tiv e  Error v s  Aj=jf-jj
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Figure 9 -  Relative Error vs Change in j Scatter Plot
This shows that the majority o f the large relative errors are for downward transitions, 
which can be explained by considering the details when averaging over the initial k. This 
suggests that the peak error can be reduced by only considering the upward transitions, 
and determining the downward transitions by detailed balance calculations.
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CHAPTER 6
S-MATRIX CONVERSION TO INTEGRAL CROSS SECTIONS 
To compute the state-to-state cross sections for transitions between states o f the H2 
molecule induced by collision with a hydrogen atom, first one must convert the S-matrix 
values which characterize the probability o f each transition for a given initial angular 
momentum and total energy to cross sections and perform a suitable average over the 
initial angular momentum distribution (assumed uniform). These integral cross sections 
would be cross sections at constant total energy. These would then be converted to 
integral cross sections at constant kinetic energy by taking the difference between the 
total energy and the initial state energy to label the calculated cross section. These cross 
sections would then be averaged over a Maxwellian distribution of relative speeds of H 
and H2 to determine a state-to-state rate coefficients at a given temperature.
The ABC program outputs parity-adapted S-matrix elements that first
have to be converted to the helicity representation S-matrix elements 5',^v'/c,avy/t(^) for 
the A+B2 and A+A2 cases, which is described in the ABC manual and reproduced below. 
This conversion is achieved using
çj _  çV _  -\/(̂  Â.,o) r ç 2,+l ç7 ,-j "I
^ a ' v '  j ' k ' , a v j k  a ' v '  j ' - k \ a v j - k  ^  \_ a ' v ' J ' k ' , a v j k  a ' v '  j ' k ' . a v j k ^
and
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ç j  cJ ( 1 y  ^*>0) r ç,j.+i oj,-i 1
‘̂ a V j ' - k \ a v J k  ~  ‘̂ a V f k \ a v j - k  “  V V  ^  a V j ' k ' , a v j k  ‘̂ a V f k ' . a v j k J
where the primed quantities represent the final state, a  is an index indicating a particular 
arrangement o f  the three atoms, v  is the diatomic vibrational quantum number, j  is the 
diatomic rotational quantum number, and k  represents helicity (intermolecular axis 
angular momentum projection). There is an additional complication that j./,.
should be set equal to zero in the above equations when k  and/or k ' is zero and P=(-l)^^’. 
This particular combination o f  parities does not occur for the A+BC case.
The S-matrix elements can normally be used to calculate the integral cross section for 
distinguishable particles using
j t  2
^ a 'v ' f k ' i - a v j k i ^ k i n e t i c ' }  ~  ^2 O l'^ a 'v '
'■ii J - 0
where
^ k in e tic
^ k in e t ic  -  ^  ^ v j
E^,j = energy of the initial rovibrational level v j
7n,ax = The maximum J determined by convergence tests described below
and
mAm^ + m^) 2 . „
= —  ----------- -- = — m y , =  reduced mass of the H +H 2 system.
+ m2 + OT3 3
This equation is still useful, even though it does not deal with the degeneracy o f  the 
H+H2 system correctly. This is only valid for the A+B2 and A+BC cases. One can use 
this equation to compute a total reactive cross section that can be used to perform some
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degree o f comparison with experimental data for the H+H2 system that will be performed 
in a later section. However, the high degree o f  degeneracy must be dealt with in the H+H2 
system. In the H+H2 S-matrix values computed from the ABC program the initial 
arrangement state is always a = l,  and the final state is either a ’= l or a ’=2 . The a ’=2 
index represents the reactive transition.
The ABC program treats the three particles as distinguishable particles. To get correct 
results for the H3 system, one must postantisymmetrize the results. In this process the 
distinguishable results are combined in such a way to maintain the antisymmetry under 
exchange o f  the H nuclei, which are fermions. For the H+H2 reaction there is no 
consnesus in the literature on how this is to be done, primarily due to confusion about 
effects such as geometric phase, and coriolis terms as examples that affect the sign o f  the 
terms involved. The H3 potential has a conical intersection where geometric phase effects 
may manifest. The question o f how geometric phase and other effects should be taken 
account in the postantisymmetrization process is not clear at this point.
Kendrick^* explains the situation in his paper, although his conclusion is that the 
current state o f  affairs favors not including geometrical phase effects in the 
postantisymmetrization process. To some extent it is potential dependent, the BKMP2 
potential when compared with experiment implies that there are no geometric phase 
effects to account for, whereas some o f the other potentials imply that there are. There 
will have to be further experimental and theoretical progress to be made to resolve this 
issue, and there are still issues with the potential surface where the issue could be decided 
theoretically. Fortunately, for reasons that are not well understood at this time, integral 
cross sections, and therefore rate coefficients do not seem to change in either case.
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There is a problem that exists when there is a desire to postantisymmetrize the ABC 
code output for the A+Ag and A+B2 cases. In these cases there are only two arrangement 
channels that are output from the software, the reactive one being a combination o f the 
two reactive output channels.
The ABC program sums the output o f  the two identical reactive channels in the 
following manner:
cj,p  \
output \ 2v'/Æ',iv/<:,internal internal j
where
'̂ 2yy"A'.i#.output is the S-matrix value output by the ABC code for reactive channels 
'̂ ẑ /c.iv/t.intemaiis A e S-matrlx value determined for transitions to arrangement 2 . 
‘̂ 3vV'A:',ivy-t.intemaiis the S-matrix value determined for transitions to arrangement 3 .
From the symmetry considerations it must be the case that
cW _ oV.f
‘̂ 2v ’/A '',iv7'Æ,internal ‘̂ 3 v ’7'AMy/X,internal
One can now conclude that
oJ.P i
‘̂ 2v'/t-',lvyi,output 2v'/C,liÿÂ:,internal " 2v ' y'A'.lryl.internal
SO that for reactive channels in the A+A2 and A+B2 cases the S-matrix values are too 
large by a factor o f V2 . For the remainder o f  this document we will drop the “output” 
subscript when referring to the ABC program output.
Sun and Dalgamo^^ and Miller^®, when augmented by Kendrick’s results to account 
(or not) for geometric phase effects (which involves the change o f  sign o f  the reactive S- 
matrix value), and correcting for the reactive channel S-matrix values determined by the 
ABC program being too large, provide the basic solution to dealing with this exchange
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parity problem for integral cross sections by combining the reactive and non-reactive 
elements to determine the individual integral cross sections in the following manner:
y „ ,JC
^ r ' f k ' ^ v j k  = 77  ^  (2 -̂  + 1) ^ i ' f k ' i v j k  -  { - 1) ^ i v ' f k W v j k  -  ^ v ' v ^ j j A k ’
= + i f ; , / a r e  even
7= 0
^ v ' f k ’^ v j k  ~  +  0 (  ^ \ v ' j ' k W v j k  +  ( “ ^ )  ^ I v ' j ' k W v j k  ~  ^ v ' v ^ j j A k '
n 7 - 0
+ ' l̂ l̂v'fkWvjk jf^kk'l
Jl
7= 0
jr
^ { 2 J  + l ) \ s i . if7,7' are odd
^v ’fk'^vjk -  ,2 )̂̂ 1‘̂ 2v'/*Mv77|
7 = 0
JC
? 7 _ 0
2  (27 + 1)3|S;(,̂ .,̂ „̂ „̂ |̂ if j  is even, and /' is odd
<rt/_ . |2
^ v ' f k ' ^ v j k  -  , 2  ^ ( 2 7  +  l)|'^ 2v'7'7'.ly ,7
K  7= 0
2
|2
2 ( 2 i  + ])py'7'A-'<-#| ify is odd, a n d /  is even
7 - 0
where igp = 0 if geometric phase is not taken into account, 1 otherwise. To compare 
against Sun and Dalgamo, igp=l needs to be used. Two calculations, one with each sign, 
were performed to determine if  the geometric phase effects continue to cancel at higher 
energies.
The agreement with this previous work validates that these equations are consistent 
with what Sun and Dalgamo used, when using the DMBE potential instead of the 
BKMP2 potential, and that the calculation software written for this work is performing as 
expected. To duplicate these results from the above cross sections, there is one more step.
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averaging over the initial k and summing over the final k, to come up with a total state-to- 
state integral cross section.
A final state-to-state integral cross section is then determined using
(  p  \  ^  ^ v ' ] ' k ' < - v j k \ ^ k i n e t i c  )
v ' / ^ v y l  k i n e t i c ) -  2  2  2 m i n ( 7 k  1 +  1 '
The above equation is an averaging over the initial k states and a sum over the final k 
states. This form takes account o f the fact that the maximum value o f k is restricted to a 
range of -kma% to kmax instead o f - j to j to facilitate calculations that can be completed in 
reasonable time. The value of kmax was determined through convergence testing that is 
described in the next chapter.
The software written to analyze the ABC program output performs four passes on 
the data files. The reason for this is to perform the calculation as described in the 
equations above would require more memory than available in the computers used for 
this effort. Some manner o f doing the calculation in multiple passes had to be determined 
in order to get around this complication.
In the first pass, the transformation to helicity representation o f the S-matrix is 
performed as described above, writing all S-matrix value corresponding to a given J and 
total energy to a separate file. In the second pass
v '  j ' k ' < - y j k i . ^ k i n e t i c  )
(F  \ ^  2 J  + 1 I y |2
is calculated from the output files o f the first pass. The advantage here is that a file 
containing the parity combined S-matrix values for one total angular momentum J and 
one kinetic energy can be held in the available memory.
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For reasons described in chapter 5 below,
y  iE  1 - ^  I ,  ,2
^ a ' v ' f k ' * - a v j k \  k in e t ic  ) 2,ÏXl\ï\{̂ j k  ̂I
is also computed in this pass and stored separately, again with a separate file a given 
v ’j  ’yj. In the third pass this data is converted to integral cross sections using either
min( ) min( ) y„,,„
^ v ' k i n e t i c )  ~  ^ v '  i 'k '— v ik  k in e t ic  )
k —  min( ) 7 '= - min( ) 7=0
or
inin( ) y„,„
^ a ' v ' k i n e t i c )  ~  ^ « 'v  ' i ’k ' - t - a v ik  k in e t ic  )
k = - m m { J ,k „ ,^ ^  ) k ' = - m m ( j \ k „ „ ^ ) J = 0
into one file (depending on what was being calculated). Then in the fourth pass integral 
cross sections are converted to rate coefficients and the result averaged over a 
Maxwellian distribution o f the relative speed of H and Hz for a range of temperatures of 
interest as described below.
To define relationships between quantities to be used in this analysis the following 
formula is used
^ k i n e t i c  == ^ ^ e  =
where Te is an "equivalent Temperature" corresponding to Ekinetic, and v« an equivalent 
velocity magnitude. Expressing the equivalent velocity in terms o f the equivalent 
temperature results in
and defining the integral cross section as a function o f equivalent temperature
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the collisional rate coefficient at constant energy for a given collisional process can be 
expressed*' as
fv 'y '^ -v y  ^  e ^ v '  k m e t k )  ^  j  ^
Writing the rate coefficient averaged over a Maxwellian distribution at temperature T one
obtains^^
0
Breaking this into intervals of width Ar„ = where the are the temperatures
corresponding to each kinetic energy calculated, one obtains the following 
approximation:
J  n - \  ^ M=] \  /
since we will assume zero cross section at zero energy, we will assume that the first part
T
of this approximation to the integral will be triangular in shape, i.e. A7̂  = ÿ
The rate coefficients at constant temperature are then converted to averaged cross 
sections by dividing through by the average equivalent velocity,
5—
e
where
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t» œ 1 r ,
1 ( 2 k \ ïi ' ) \ i  - 
— - -  -
Q--------------- = _Q------
00 m v:  “  ^e
J e ' ^ d v ,  J e ^ d T ^
0 0
which is the average value of Ve at constant T.
Combining the expression for with the above, converting the last integral
above to a sum and simplifying, one obtains
N  I T„
2 2 T ,.f _ ,( 7 :K V 'A 7 :
n=\
/ yv 1
y r > > A 7 ;
n =1
This result then can be used to determine an average rate coefficient as follows:
where v  ̂ = is the average thermal velocity.
V Er
It is the thermally averaged rate coefficients that will be compared with the semi- 
classical calculation results in order to validate those calculations.
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CHAPTER 7
COMPARISON WITH EXPERIMENTAL DATA 
As one can imagine, experimental confirmation of the results o f this calculation 
would be difficult. It was considered important to attempt to tie the results of this 
calculation to some experiments in the literature, even if  the results were very rough. 
Surprisingly, there is very little experimental data available for the H+Hz collisional cross 
sections.
One example can be found in Flower’s book^^ which quotes a rate coefficient for the 
v=l to v=0 transition at 299K of 3.0 x 10''^ cm^ s’’ derived from the work of Heidner and 
Kasper^" .̂ This is the total rate, which involves the sum of the probability per molecule of 
being in the given initial state times the rate from that state to each final state. The 
expression for this calculation is
+ 3  2 ( 2 7 + i K "
» _ J-0̂ 2A...__________I______________  I______
/ v=0̂ v=] Ê I I
2 ( 2 y  + l ) / ‘T + 3  2 ( 2 y + l F
>0,2,4... >1.3.5...
and the result from this work is a rate coefficient of 7.3 x lO'*"̂  cm^ s'’, a factor o f 4 
smaller than the experimental result is found when one assumes no geometric phase 
effects, assuming geometric phase results in 7.1 x 10"’'’ cm^ s '’.
Reproducing the graph from Flowers book, with the theoretical H-Hz thermal rate 
coefficient from this work superimposed, illustrates that even though the theoretical result
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is a factor o f  four smaller than the experimental value, both are significantly larger 
contribution than the curves o f  the next closest significant collision partner, as mentioned 
in chapter 2. This graph confirms the importanee o f  the H+H2 reaction compared to all 
others available in astrophysics.
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Figure 10 -  Rate Coefficient vs Comparison with Experiment
Given the lack o f  experimentally determined H-H2 collisional cross section data, the 
next best thing is to use D+H2 and H+D2 data which is more abundant, and perform some 
selective calculations in order to more fully compare these results with available 
experimental data.
The approach here is to determine the total reactive cross section and use that to 
compare with experimental data^  ̂o f  the D+H2 reactive rate coefficients ' 0.66.67,68.69 
H+D2 reactive rate coefficients' as a function o f  energy. Although not the same 
reaction, the cross sections should be similar and show a similar result as a function o f
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kinetic energy. Additionally, these reactions all take place on the same potential surfaee, 
the primary difference being the mass o f each o f the constituent nuelei.
As mentioned in Chapter 3, we will start with the ineorrect formula
^ a ' v ' j ' k ' i - a v j k i ^ ^ k i n e t i c )  ,2
7=0
to compute a total reactive cross section. The next step in this process is performing the 
following averaging operation
min(y,;,i,„„ ) ) ( p  \
(  p  \  \  V j ' k ' - a v j k  V ̂  k i n e t i c }
a ' v ' r ^ a v A  k i n e t i c )  2  Z  2 m i X l i  j  k  1+1
A=-niin(7,y.A„,,„ )A:'=-min(y,,/'A„„, ) '^max }  +  ^
and computing the total reactive integral cross section from
^  _  V y=0,2,4..._____________+ /  V y-1,3.5..._____________+ / __________
'•G } ^  ^
2  2 ( 2 y + i y + 3 2  2 ( 2 / + ' k ' "
V 7=0,2,4... V 7=1,3,5...
This is the result we can compare against the D+H2 and H+D2 reactive rate coefficient 
data by converting the cross sections above to thermally averaged rate coefficients as 
described in Chapter 3. The energy levels for H2, D2 and HD relative to the minimum of 
the BKMP2 potential are in the appendix to facilitate reproduction of this calculation.
To perform this calculation a pass through the parity-combined results files will be 
performed where for each reactive S-matrix value (those with a ’=2) corresponding to a 
given kinetic energy the following quantity will be computed and stored in its own file 
cA (E  \ (27 + 1) I 2 |2
and the total reactive cross section for that kinetic energy will be computed by summing 
the data after thermally averaging.
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Comparison with Experiment
Total Reactive Rate Coefficient vs Inverse Temperature
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Figure 11 -  Total Reactive Rate Coefficient vs Inverse Temperature
The H+Hz results for this calculation are realatively close to the experimental data for 
D+H2, unfortunately there is no experimental FI+H2 available to directly compare against 
for obvious reasons. This is suggestive however that the results are reasonable. The only 
concievable reactive rate that could be determined would be that corresponding to ortho­
para or para-ortho transitions, by observing the infrared spectra.
The H+D2 calculations at first glance do not appear to agree with the experimental 
data. The problem is, there is insufficient data in the calculation performed, and any 
calculation outside o f the range o f 3-10 in the above plot is an extrapolation past where 
any calculation was made. Zooming in on the range where this calculation is expected to 
be valid, one obtains the following:
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Comparison with Experiment
Total Reactive Rate Coefficient vs Inverse Temperature
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Figure 12 -  Total Reactive Rate Coefficient vs Inverse Temperature Expanded
In this range, the H+Da calculation performed here actually agrees reasonably well 
with experimental data. This calculation is actually closer to the experimental results o f 
Michael than the experimental results o f Mielke is to the experimental result o f Michael, 
which implies the calculation is within experimential error of the measurements.
On this scale it is clear that the H+Hz calculation differs from the experimental results 
o f the D+Hz measurements by a factor o f 2-3. This is not unreasonable, as they are not 
expected to be identical, but the closeness o f the result is encouraging that there is 
nothing substantially incorrect with the calculation.
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CHAPTER 8
COMPARISON WITH PREVIOUS THEORETICAL WORK 
In this chapter intercomparisons with existing theoretical calculations for the state to 
state eross sections calculated here. The majority of previous quantum mechanical 
calculations were at lower energy, and the vast majority of previous work does not handle 
the symmetry of the problem correctly, or only provide the reactive part o f the 
calculation. As a result different methods o f analyzing the data had to be used for each 
type o f intereomparison.
The first intereomparison that is relevant would be one using previous work that 
properly handled indistinguishable nature o f the H3 system. Here the published work of 
Sun and Dalgamo^, which took into account the symmetry o f the problem, with the 
current work. Sun and Dalgarno used the DMBE potential, known to have significant 
differences with the BKMP2 potential, therefore cross sections were recomputed for the 
DMBE potential to compare with their result. The results did show that there are 
significant differences between the DMBE and BKMP2 potential as far as the computed 
cross sections for low kinetic energies are concerned. This was also done to assure that 
the method we were using to treat the hydrogen atoms as indistinguishable particles was 
consistent. The non-reactive cross sections are shown in figure 13. The non-reaetive 
rates have no issues concerning geometric phase that might complicate the analysis.
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C ro ss  S e c tio n  v s  K ine tic  E n erg y  (DMBE)
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Figure 13 -  Cross Section vs Kinetic Energy (DMBE)
The agreement is quite good for the previous results. What follows is an 
intereomparison of reactive cross sections.
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Figure 14 -  Reactive Cross Section vs Kinetic Energy (DMBE)
76
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
Again the agreement is quite good. There are very few published cross sections in the 
literature that consider the H-H2 system as three indistinguishable particles, and fewer 
that use the BKMP2 potential and properly antisymmetrize the results, so this is the best 
that can be done for intereomparison with properly antisymmetrized results.
What can be done is compare the DMBE and BKMP2 potentials. Semi-classical 
calculations have shown differences between these potentials, which can be quite 
significant for some transitions. The next logical thing is to compare the results o f the 
ABC program for these two potentials, and to see if they could be related to the previous 
intercomparisons using semi-classical methods. The semi-classical methods did find 
significant differences between the BKMP and DMBE potentials, so it is expected that 
similar results will yield for the BKMP2 and DMBE potentials.
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Figure 15 -  Comparison of DMBE and BKMP2 Results
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Comparison of DMBE and BKMP2 abc Results
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Figure 16 -  Comparison of Reactive DMBE and BKMP2 Results
As can be seen there are signifieant differences at low energies between the DMBE 
and BKMP2 potentials, but as the kinetic energy increases, they agree much better. 
Plotting the ratio of the BKMP2 cross sections to the DMBE cross sections highlights 
these differences. The data seems to group into two categories. The initial j and final j 
both odd or even differ by an order of magnitude at the lowest energies and appear to be 
converging as the kinetic energy increases. The odd-even or even-odd transitions differ 
by roughly a factor o f three at low kinetic energies and again appear to be converging at 
higher energies.
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BKMP2 Cross Section/DMBE Cross Section vs Kinetic Energy
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Figure 17 -BKM P2/DM BE Cross Section vs Kinetic Energy
What remains is to compare the thermally averaged rate coefficients with previous 
work. The next graph shows the results o f this work on the same graph shown in Chapter 
3. As can be seen, all the semi-classical and quantum mechanical calculations, with the 
exception o f the Flower results, agree at higher temperatures.
R a t e  C o e f f i c i e n t  2 , 4 - > 0 , 0  v s  
T e m p e r a t u r e
CJ)
-i
CO
OC
1 . 0 0 E - 0 1 0  ,
1 .00E-01 1 
1.00E-012 
1 . 0 0 E - 0 1 3  
1 . 0 0 E - 0 1  -4 «P 
1 - 0 0 E - 0 1 5  
1 - 0 0 E - 0 1 6  
1 - 0 0 E - 0 1 7  
1 0 0 E - 0 1 8  
1 . 0 0 E - 0 1  ©
1 .0OE-O20 n  
1.00E-021 ^
♦  F l o w e r
■ I  M a s t e r s  T h e s i s  
A  L e p p
■ I  M a r t i n  &  M a n c l y  
4 »  T h i s  W o r k
1 O O O  1 o o o o
T e m p e r a t u r e  ( K )
Figure 18 -  Rate Coefficient (2,4)->(0,0) vs Temperature
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For this particular transition, the semi-classical results from the BKMP2 potential 
performed for my masters thesis are nearly identical to that obtained from the ABC 
results above 500K. There is obvious deviation from previous quantum mechanical 
results below this temperature. For more examples o f this type o f intereomparison see 
Appendix C.
One o f the goals of this research was to validate the quasi-classical calculations at 
high kinetic energies, where one would expect that the results should converge. The 
results thus far seem to validate that the quasi-classical calculations agree with the ABC 
quantum mechanical calculations at high energies, even though they deviate from other 
quantum mechanical calculations such as that o f Flower.
There has been a more recent calculation o f Wrathmall and Flower’  ̂using the 
MOLECOL^'* code to compare the results o f the BKMP2 and Mielke potentials. The next 
plot compares those results to the present work.
C ross S e c t io n  v s  E nergy fo r  H-Hg v = 0  j = 2  to  v = 0  j = 0
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.01
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Figure 19 -  Cross Section vs Kinetic Energy (0,2)->(0,0)
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Cross Section vs Kinetic Energy H-H2 v=0 j=3 to v=0 j = l
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Figure 20 - Cross Section vs Kinetic Energy (0,3)->(0,l)
This shows there are significant differences between the two approaches, even when 
using the same potential. The Mielke potential has an order of magnitude lower cross 
sections at the lowest energies, which should be possible to confirm experimentally. The 
Wrathmall and Flower results do not deal with the indistinguishable particle nature o f the 
problem by eliminating reactive components from the cross section, which may be the 
primary difference between the two BKMP2 results.
The agreement between H+Di reactive cross section experimental data from the 
previous chapter is promising. In this chapter we compare the same cross sections with 
one theoretical result. Comparison was made with theoretical calculations from Kendrick 
with results that can be observed in figures 21 and 22.
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Figure 21 -  H+D2(0,0) -> D+HD(0,j) Cross Section vs Energy (Kendrick)
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Figure 22 - FI+D2(0,0) -> D+HD(0,j) Cross Section vs Energy (ABC)
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These results compare quite favorably up to j-7 , but deviate from each other for j>7 
and at kinetic energies greater than about 1.1 eV. It is possible however that these results 
are not fully converged, as no convergence tests on the H+D2 system were performed, 
since it was not the purpose of the present work to produce H+D2 results. These graphs 
still are within the range of accuracies expected for the H+H2 system as shown in the 
convergence tests, although the agreement is not as good, as j ’ increases.
Jaunes-Marcos and Althorpe using time-dependent techniques calculated a set of 
reactive integral cross sections for H-H2. Figures 23 and 24 compare the reactive part of 
the cross section calculated in this present work with the results o f Jaunes-Marcos and 
Althorpe. The curves marked (t.d.) are their time-dependent results, and the two graphs 
are at a total energy of 1.8 and 2.3 eV.
Cross Section v s j for (v = l,j= 0 ) -> (v ,j )  @ 1.8 eV
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Figure 23 -  Cross Section vs j for (l,0)->(v,j) (@ 1.8 eV
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Cross Section vs j (v=l,j=0)->{v,j) @ 2.3 eV
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Figure 24 - Cross Section vs j for (l,0)->(v,j) @ 2.3 eV
As can be seen in this data there is a discrepancy between the v=0 results at a total 
energy o f 2.3 eV, however this is still within the expected error bounds for this 
calculation shown in the convergence tests section.
To compare against the work of Ying and Guo, mentioned in chapter 4, only the 
reactive part o f the cross section is needed, as that is what was reported in their work. 
This is useful as they used a time-dependent wave packet approach, a completely 
different method, so agreement with their results would be an independent confirmation 
o f results o f this work in the lower-energy regime.
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Figure 25 -  Comparison with Ying and Guo
As can be seen in all these examples, the work performed here compares favorably 
with other theoretical results to within the established limits for this calculation.
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CHAPTER 9
GEOMETRIC PHASE 
The existence o f what are called geometric phase effects have implications on how 
the postantisymmetrization o f the S-matrix results as discussed in previous chapters. In 
this chapter, the derivation of how the Born-Oppenheimer approximation leads to a term 
in the Hamiltonian that appears as a magnetic vector potential will be presented, and the 
interesting observation that geometric phase effects cancel in the integral cross section is 
extended to higher energies than previously determined using the data produced from this 
present work.
The Hamiltonian for the H3 system can be written
where Hn is the nuclear Hamiltonian and He is the electronic Hamiltonian. The 
Schrodinger equation for the total wave function is thus
When the center-of-mass motion is separated out, the Hamiltonian can he written in 
the form
where the Laplacian is the six-dimensional Laplacian in the nuclear coordinates and x/, 
%2, and X3 represent the relative internal nuclear coordinates.
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The electronic eigenfunctions can he determined from
where r  represents the electronic coordinates. Since these functions form a complete 
basis, they can be used to expand the total molecular wave function
N
M=0
where W^(x) is the wave function representing the nuclear motion, x represents the six 
nuclear coordinates after removal o f the center-of-mass motion, and represents the 
nuclear spin wavefunction. N should be infinity, but the wavefunction typically can he 
determined with sufficient accuracy with relatively small N.
Substituting this equation back into the Schrodinger equation one obtains
A
^2 A'
m = 0
Manipulating the first term slightly 
= %^V - (VW^(x)ÿ^(r,x„%2,X3))
= - (^^(r,x„X2,X3)VW^(x) + V ^(x)V ^^(r,x„X 2,xJ)
= %;v(^«(r,x„X2,X3)V^W^(x) + 2W ^(x)-Vÿ^(r,x„X2,X3)+V^(x)V^^^(r,x„X2,X3))
Substituting back in to the Schrodinger equation and eliminating the nuclear spin from 
both sides results in
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Æ  *2
-  A z v v .  - V ÿ . - +  V .V .ÿ . .  E ^ V J , ,
2/  ̂ 2 f i  I f i .
Premultiplying by (^*and integrating over the electronic coordinates one obtains
- f  V X  + v y .  - f t ^ f  ■ V ^ y r - f 2 f £ V , V \ d = r  -  OT.
As described in Zygelman’ ,̂ if  we define the vector A,y as
Aÿ = ( J <t),V<pjd r 
and the scalar By as
the above equation simplifies to
_ | 1  V X  + V.V, -  f  22/V>P„ - a . .  -  -  CT.
As an intermediate step, starting with the completeness relation
and taking the gradient of both sides 
v / ^ > ; f c r f v - v « . „ . o
- i f  ‘p y < l > J ' ' r - ( i f  <>y<l>,d‘ r j  
- A .  - a ;nm mn
one can n ow  conclude
A = Anm mn
showing that the matrix is Hermitian.
Consider the divergence o f Ay, it can be written in the form
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- i ( / v ^ . : - v ^ . „ ,d v + / ^ ; v v . r f v )
- f V ÿ :
therefore
V t / r + i V  A ..
- - /v # ; ( r ) - V ^ . . ( r ) d V  + i V - A „ .
Using the definition of the delta function one can write 
V '( ' . ( r ) . / « ( r - r ' ) V ^ J r ' ) d V .
Substituting this result into the previous equation
-  - /  Vÿ: (r) • / 5 ( r  -  r ' ) V t  (r')rfV 'dV + iV - A ., 
and changing the order o f integration results in
-  - / /  ■ «(r - r ') V ^ , . ( r 'K r W +  ;v  ■ A„„,
but the delta function can be represented by
k
substituting this into the previous expression, one obtains
( r ' ) W , (V)d^r'd^  + 1̂  A _
\ k
Changing the order o f summation and integration and performing the remaining steps 
- - 2 f f * M V * : ( r ) - ÿ : ( r ' ) V t ( r 'W Y . ; ' r + / V - A , . „
k
- 2 ' f  •fy<i>.‘e r ' + i v  ■ A
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= > A ^ ' A ^  + /V.A,
We now have
l 2  N
■ f  v x  + V.'V, -  C  22 'V W . . A „  - | -  J w J  J a , ,  ■ A .» + iV ■ a ,
2/^ 2^m = 0 m=0 \  it
which can be further simplified to
\
= £^„
2  Z ” 2 ~ A „J • (-«■ V - A ^ )  + 6^%,
m = 0 k = 0
which reproduces the equation found in Kendrick’ .̂
The Born-Oppenheimer approximation assumes that the expansion of the total 
nuclear wavefunction requires only the first term. i.e. that
V,», « %
and therefore only the first of the eigenvalue equations is used to determine this 
wavefunction
h
 ( V - , A ) + V
2/^
which has a term that is identical in form to that of a magnetic vector potential added to 
the Schrodinger equation. In analogy to the Aharonov-Bohm^^ effect, this implies that the 
processes that encircle the conical intersection would cause the wave function to change 
sign. This would be the case for reactive scattering in the H+H2 system. In this 
approximation the only effect would be the interference of the reactive and non-reactive 
parts of the wavefunction that must be properly anti symmetrized with respect to
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interchange o f the three hydrogen atoms. This is the source of the change o f sign in the 
interference terms in the equations used to calculate the integral cross sections.
To search for geometric phase effects, the ABC ortho-ortho and para-para transition 
data was processed both for signs coresponding to including or not including geometric 
phase effects in the results. The graphs below shows a sampling o f the results.
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Figure 26 -  Geometric Phase Effects from v=0 (Av=0 Aj=2)
91
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
0.25
0.2
Cross Sections v s Kinetic Energy from 1,0  
With and W ithout Geom etric Phase
0 .1 5
% O'!(A
1 .0 -2 ,0  w /o  GP 
= 1 ,0 -2 ,0  w  GP
1 .0 -2 .2  w /o  GP
1 .0 -2 ,2  w G P
■ 1 ,0 -2 ,4  w /o  GP
1 .0 -2 ,4  w  GP
0 .0 5
0 i 
0 0 .5 2 .5
-0 .0 5
Kinetic Energy (eV)
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Figure 28 -  Geometric Phase Effects (l,l)->(2,j)
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It appears that there is close to exact cancellation of potential geometric phase effects 
up to the highest energies considered. It could be the case that the incomplete cancelation 
o f geometric phase effects observed here may be due to inaccuracies in the S-matrix 
values at higher energies, which would require further investigation. This may indicate 
that geometric phase is not a consideration for the H3 system integral cross sections.
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CHAPTER 10
SELECTED RESULTS 
This work generated results for approximately ten thousand transitions at 
approximately 150 energies. The ABC output data set occupies approximately 50 GB 
compressed, and 500 GB uncompressed. As a result, at best only a tiny fraction of the 
results can be presented here. The complete data set will be available upon request for 
those who may wish to use the data for some other purpose. In addition, the processed 
data with just the cross sections as a function o f kinetic energy, and thermally averaged 
cross sections and rate coefficients are also available on request.
Since the time between collisions for most problems of astrophysical interest are 
typically much larger than the mean lifetime of the exited states, it is o f interest to look at 
the upward transitions from the ground state at first. Since the lifetime of the v -0  j - I  
state is significantly longer since it must take place through a higher order transition, 
transitions from this state are also o f interest. O f course, when the densities and 
temperatures are sufficiently high, all of the transitions come into play. We will only 
present a random handful o f the approximately 10"* transitions that are part o f the data set.
The following graph shows upward rotational transitions from the ground state of the 
Hz molecule. This graph only shows transitions where the final rotational quantum 
number j is even, to show processes that can occur both by reactive and non-reactive 
channels.
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Cross Section v s Kinetic Energy from vOjO 
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Figure 29 - Cross Section vs Kinetic Energy (0,0)->(0,j), for even j
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Cross Section vs Kinetic Energy 
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Figure 30 -  Cross Section vs Kinetic Energy (0,j)->(0,0)
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Reactive Cross Sections vs Kinetic Energy from vOjO 
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Figure 31 -  Reactive Cross Sections vs Kinetic Energy (0,0)->(0,j), odd
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Cross Section vs Kinetic Energy (0,j)->(0,0)
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Figure 32- Reactive Cross Section vs Kinetic Energy (0,j)->(0,0), odd j
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Vibrational Transitions from vOjO
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Figure 33 -  Vibrational Transitions from (0,0)
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Figure 34 -  Vibrational Transitions to (0,0) 
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The dominant rotational transitions are those with Ay = ± 2 ,  as A /  = ± 1  transitions are 
all reactive transitions, and thererfore would have smaller integral cross sections. For that 
reason, it is worthwhile to plot these transitions as well as those that involve the ground 
state. The next few plots show the behavior of these transitions.
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Figure 35 -  Cross Section vs Kinetic Energy (0,j)->(0,j-2)
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Figure 36 - Cross Section vs Kinetic Energy (0,j)->(0,j-2) (log-log)
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Figure 37 -  Cross Section vs Kinetic Energy (0,j)->(0,j+2)
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H + H 2(v= 0 ,j)-> H + H 2(v= 0 ,jl2 )
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Figure 38 - Cross Section vs Kinetic Energy (0,j)->(0,j+2) (log-log)
It is also expected that the Av = ±1 vibrational transitions should be the dominant 
vibrational transitions. So it is again worthwhile to plot some o f these values.
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Figure 39 -  Cross Section vs Kinetic Energy (v,0)->(v-l,0)
A more interesting result would be the total cross sections for the Av = ±1 transitions 
from 7=0 and j= \,  summed over the final j ,  giving the total vibrational excitation and 
deexcitation integral cross sections. The figures 41 and 42 show the Av = -1 transitions 
summed over final j  for each v, the first graph being all vibrational states starting with 
7=0, and the second graph being all states starting with7- I .
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Figure 40 -  Cross Section vs Kinetic Energy Av=-1 initial j=0 sum over final j
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Figure 41 - Cross Section vs Kinetic Energy Av=-1 initial j= l sum over final j
104
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
Ai^ = + 1  in itia l 7 = 0  t r a n s i t io n s
su m m e d  o v e r  f in a l j
1.2
0.8
<
i
0 .4
0.2
0 .0
v = 0
v = l  
v=2  
v = 3 
v = 4  
v = 5  
v = 6
0 .5 1 .5  2
Kinetic Energy (eV)
2 .5 3 .5
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Figure 43 - Cross Section vs Kinetic Energy Av=l initial j= l sum over final j
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Cross sections determined from the present work were used to determine thermally 
averaged rate coefficients, o f which the following are a few representative values.
Thermally Averaged Rate Coefficient vs Temperature
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Figure 44 -  Thermally Average Rate Coefficient vs Temperature
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CHAPTER 11
SUMMARY A M ) CONCLUSIONS
As a result o f my master’s thesis, it became apparent that there were discrepancies 
amongst various calculations for the integral cross sections and thermal rate coefficients 
for the H-H2 collisional cooling process. This work was undertaken in part to resolve 
those discrepancies, and to provide a large database of quantum mechanically derived 
cross sections and rate coefficients for H+H2 collisional cooling process for use in 
astrophysics. In addition, there was a motive to validate the quasi-classical calculations 
performed in previous work, at energies where the quasi-classical treatment should be 
fairly accurate from considerations of the correspondence principle. To provide quantum 
calculations in this region requires going to higher energies and higher angular 
momentum quantum numbers. This is primarily why the calculations took over eighteen 
months on a series o f dual-processor computers.
The results validate the quasi-classical treatment as being adequate above 500K or so. 
There still appear to be discrepancies among some o f the low-temperature cross sections 
among the various quantum calculations. A known limitation o f this work is that the 
ABC program outputs fixed format numbers for the S-matrix with only six significant 
figures. S-matrix values less than 0.000001 were represented as 0. The lower temperature 
cross sections may be limited in accuracy for that reason. In retrospect, it would have 
been better to further modify the ABC program to output its results in scientific notation,
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but it would take several more months o f a follow-on effort to make this modification and 
reproduce the lower energy calculations.
Given that there are computational resources available that were not present when this 
work began, it may be worthwhile to perform a follow-on effort to provide calculations at 
a higher kmax in order to reduce the overall uncertainty in the result. This would not 
have to be performed for the whole data set in order to get substantially improved results.
Also since the recent results o f Wrathmall and Flower that show significant 
discrepancies between the BKMP2 and Mielke potentials, a future effort to verify this 
calculation using the ABC program with proper postantisymmetrization of the results for 
both potentials would be a worthwhile effort. Since the discrepancy is in the low-energy 
regime, this calculation would only take a few months to aecomplish.
There is still the unresolved issue o f how geometric phase effects should be 
accounted for when postantisymmetrizing the ABC results. It is apparent that there is 
insufficient experimental data to conclusively determine that geometric phase is an issue, 
or to even validate that the BKMP2 potential is adequate for this purpose. There is just 
not much H+H2 data available. It is not known if  the newer potentials that are available 
would resolve this issue. The results o f this work indicate however that geometric phase 
effects are small in the integral cross section calculation, and may cancel at the highest 
energies. It may be the case that if  a higher accuracy calculation is made (for instance 
using all values o f k) that the geometric phase effects may cancel exactly.
Because o f the relatively low importance to astrophysics, and the amount of time it 
would have taken to do the additional processing and validation of the results, differential 
cross sections were not computed from the data set. Flowever, there is no reason why
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they couldn’t be calculated from the data in the future. A complete set of S-matrix values 
were calculated as part o f this work, which is all that is required.
There is clearly follow-up work that needs to be accomplished using quantum 
calculations for the BKMP2 potential for H+D2, H+HD, D+HD, and D+H2 reactions, 
where there is much more experimental data. It may be more likely to resolve the 
geometric phase issue with these reactions. This work has built a more extensive 
foundation for that work to proceed. In addition, because of the dipole moment o f the HD 
molecule, it is likely that H+HD collisional cooling is more efficient than the H+H2 
process, so that it may be an even more significant coolant. Also because of the HD 
dipole moment, lower energy transitions are available for cooling, which means that 
H+HD molecular cooling would be significant at temperatures that are lower than where 
H+H2 cooling begins to be significant.
As stated previously the next highest potential surface corresponding to an excited 
electronic state should start opening up other channels as the total energy approaches 2.7 
eV, which is how far away the next highest potential surface is above the ground state 
surface. To do a calculation including the effects of the next higher potential surface 
would take approximately four years with current computational resources available at 
UNLV. This work is useful as it can be used as a basis for comparison to determine the 
relative effect of including the next higher potential surface in the caleulation, in addition 
to the relative effect of geometric phase, but that is an issue for someone in the future.
The main result of this work is that there is now an extensive database of quantum 
mechanical calculations on the H+H2 system to high total energies that is available to be 
used to perform future research.
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APPENDIX I
PROCESSING DETAILS
The ABC program is a general purpose atom-diatom time-independent reactive 
scattering program that can be used to compute state-to-state scattering matrix values, 
including both reactive and non-reactive ehannels. For this work the ABC program was 
modified to use the BKMP2 and DMBE potentials for three hydrogen atoms. In addition 
a modification was made to the program to allow input o f discrete energy lists. There are 
several parameters that control the execution of the ABC program.
The parameters mass, jtot, ipar, jpar, enrg, dnrg, and nnrg define the problem to be 
solved for a given run of the ABC program. The parameters emax, jmax, kmax, rmax, 
and mtr are used to control how the problem is solved, and are used to make a 
compromise between computational accuracy, computation time, and complexity. The 
parameters nout and j out determine which initial v and j levels for which S-matrix output 
will be provided.
The “mass” input parameter takes three values, the first is for particle “A”, the 
second for particle “B”, and the third for particle “C”. The value is the mass number I for 
H, 2 for D, which are the only choices used in this work. The original program also has 
fluorine and chlorine as additional choices for collision partners with H2, HD and D2.
The following table summarizes the input parameters for the modified ABC code.
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Table 10 -  The modified ABC program input parameters
Parameter Description
m ass= l,l,l The mass of the three atoms involved in the collision
jtot The total angular momentum J
ipar Triatomic parity eigenvalue P
jpar Diatomic parity eigenvalue p
emax Maximum internal energy in any channel (eV)
jmax Maximum rotational quantum number in any channel
kmax Helicity truncation parameter kmax
rmax Maximum hyperradius (Bohr)
mtr Number of log derivative propagation sectors
enrg Initial scattering energy (eV)
dnrg Scattering energy increment
nnrg Total number o f scattering energies
nout Maximum value o f v for which output is required
jout Maximum value o f /  for which output is required
elist Modified input parameters to allow energy lists
The program treats each particle as distinguishable for most reactions, so when the 
reaction takes place three identical particles, the results have to be antisymmetrized. 
However, the ABC program does attempt to do a postantisymmetrization of reactions of 
the form A+B2 so that one has to be careful in the A+A2 case as will be discussed later.
To interpret the ABC output, one must understand the arrangement labels a. The 
label cf=l implies that particle “A” is not bound in the molecule, «=2 that particle “B” is 
not bound in the molecule, and of=3 that particle “C” is not bound in the molecule. In the 
case o f a collision A+A2, only arrangements o= l and a  =2 are output, as the a  =3 case is
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identical to the a  =2 result. So the initial state arrangement label describes the incoming 
particle that is to eollide with the molecule, and the final state arrangement label 
describes which particle is leaving the reaction.
The parameter jtot is the total angular momentum for the ealculation. In order to 
eome up with a cross section, that is consistent with a given initial state, one must sum 
over a wide range o f total angular momentum up to some maximum J, whieh can be 
related to a maximum impact parameter for a given energy in the classical case as 
described in the section on convergence testing. The highest value o f jtot used in this 
work was 103, and the lowest was 30.
The parameter ipar is the triatomic parity P, for which there are two choices P = 1 or 
-1. The two triatomic parity results must be combined to determine a overall S-matrix 
value in the results.
The parameter jpar determines the parity state of the diatom in the A+B2 and A+A2 
cases. This parameter is limited to +/- 1. In the case o f H+H2, it is just a label that 
identifies the initial parity state and is equal to (-ly.
The three parameters jtot, ipar, and jpar then determine the total number of input 
files that must be generated. There are 4 files that must be generated for each jtot, 
corresponding to the (ipar,jpar) combinations (1,1),(1,-1),(-1,!),(-!,-1), with the 
exception o f the case jtot=0, where only the case ipar=l gives a result.
The parameter emax is the maximum internal energy in any channel in eV. This 
determines primarily the highest energy basis function to use in the calculation. This 
value was determined through convergence testing. A compromise had to be made on 
accuracy for the highest energies computed between accuracy and computation time.
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The projection o f the total angular momentum on the intermolecular axis is labeled 
“k”, kmax is the maximum projection of the angular moment that is considered in the 
calculation. As the H+H2 collision cross section is dominated by reactions where the 
three hydrogen atoms are co-linear, it makes sense to limit the maximum projection in the 
calculation. This value is again determined by convergence testing.
The parameter rmax is the maximum hyperradius in Bohr. This is another parameter 
that is determined by convergence testing, and corresponds roughly to how far of an 
initial separation one must consider between the atom and diatom in order to establish the 
asymptotic values required to determine the S-matrix values. The value chosen will be 
largest for low angular momentum, low total energy reactions. So convergence testing to 
determine rmax was done at j=0 and j= l for the lowest energy collision considered.
The value mtr is essentially a parameter that determines the step size in the grid for 
propagation along the hyperradius. In fact the grid o f spatial points has a separation 
Ar=rmax/mtr.
The parameter enrg was the total energy considered in eV. In this work we chose a 
grid of energies in order to get thermal rate coefficients that where good down to 
approximately 100 K up to energies that would give good comparisons with quasi- 
classical results. The maximum energy considered in this work was 3.75 eV.
The parameter dnrg is used when it is desired to have a set o f equally spaced 
energies calculated. It is the step size in eV. This is coupled with nnrg, the number of 
total energy values for which S-matrix elements were calculated.
The output is controlled by the parameters nout and jout, which corresponds to the 
maximum value of v  and j, respectively, for which results are desired.
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The software was modified to take a new parameter elist, which is a comma- 
delimited list o f energies in eV. A list o f size 20 was deemed optimal for the computers 
used in this calculation.
For each energy of interest, approximately 400 input data files need to be created 
and run corresponding to J=0 to 100 for four parity cases (the J=0 run produces 2 parity 
cases). For this work approximately 150 energies were run for a grand total o f 
approximately 60000 input files and separate runs had to be accomplished. Obviously 
this process had to be automated. The modification o f the ABC program to accept energy 
lists reduced the number of input files by a factor of 20, which was the maximum that can 
be run while using less than 1 GB of memory. Appendix A contains a listing o f a Perl 
script used to generate the ABC input files and the scripts that excecuted ABC. Appendix 
B contains an example input file generated by this script. The Perl script generates input 
files for each J up to some maximum described in Chapter 5, shell script files for each J, 
and a master shell script that calls each of these scripts in turn.
This work was run both on dual processor Linux workstations and on dual 
processesor Macintosh computers with G5 processors. The Linux workstations compiled 
ABC with the IBM FORTRAN compiler, and the Mac with g77. To run ABC at higher 
energies, one needs to increase the number o f basis functions beyond the 1500 hardwired 
into the software the g77 compiler can not be used due to the way the g77 compiler 
handles dynamic arrays in Fortran by placing them in limited stack space. The IBM 
compiler did not have this problem and for energies that required more than 1500 basis 
functions, the Linux workstations using the IBM compiler had to be used for the 
calculation.
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The Macintosh computers had the advantage that they ran approximately twice as fast 
as the Linux counterparts, presumably due to the G5 optimized LAPACK and BLAS 
libraries, but had the disadvantage that the number o f basis functions was limited by the 
way the g77 compiler deals with variables placed on the stack.
As stated earlier, when modified to use the DMBE potential, the most recent version 
o f the g77 compiler would not produce an executable that would result in a meaningful 
answer. The program would run, but give nonsensical results. It is not clear why this is 
the case. It was verified that the previous quasi-classical codes that previously functioned 
when compiled under the latest version o f the g77 compiler would not function properly. 
Apparently older versions o f the g77 compiler did not have this problem, so one needs to 
be careful when using the DMBE code.
Another issue occurs with ABC for calculating outputs for J greater than the high 
80’s. Occasionally the ABC program will quit with no error indication and leave a file 
that has no ohvious problems at first glance. It is believed that this problem has 
something to do with memory limitations, as it occurs more often when multiple eopies 
are running on a multiprocessor machine. This also will oceur if using a memory­
intensive application like Exeel or Word while trying to compute the S-matrix for these 
high J values. For lower values of the total angular momentum J, it was advantageous to 
run two separate instanees o f the software from a time perspective. When performing 
high J calculations, only one instance o f ABC was run to deal with this problem.
Initially the ABC software places one o f the three hydrogen atoms at 100 bohr 
(essentially at infinity) and computes the equilibrium distance o f the diatom components 
and computes the potential as a function of the distance between the diatom components
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(0.01 to 10 bohr). The minimum separation at the maximum energy is computed for each 
arrangement label, and the grid on which the equations are to be solved.
The eigenvalue problem is solved and a set of basis functions are determined. The 
energy eigenvalues o f the H2 molecule are printed out. The hyperradial part o f the 
Schrodinger equation is solved on a grid determined by the minimum separation and the 
input parameters. The rest is solved by matching the asymptotic boundary conditions for 
each set of input parameters. Once the wave functions are calculated, the program 
calculates the S matrix.
An issue that required some investigation is a problem in the interpretation of the 
ABC results for the A+B2 system. Instead o f reporting the individual output channel 
results, a single reactive channel S-matrix value is formed from the combination of the 
two identical output channels by taking the sum of the two reactive channel S-matrix 
values and dividing by the square root o f two.
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APPENDIX II
EXAMPLE PERL SCRIPT FOR GENERATING ABC INPUT FILES
#!/usr/bin/perl
$kmax=5 /
$nnrg=9 /
$mtr=560;
$emax=3 .75;
$jmax=24;
$rmax=16.0 ;
$enrg=0 .28588;
$elist[11=0.28588
$elist[2]=0.78710
$elist[3]=1.27382
$elist[4]=1.73196
$elist[5]=2.16192
$elist[6]=2.56381
$elist[7 ] = 2 . 9 3 748
$elist[8 ] = 3 . 28243
$elist[9]=3.59776
$elist[1 0 3 = 0
$elist[1 1 3 = 0
$elist[1 2 3 = 0
$elist[133=0
$elist[14 3=0
$elist[153=0
$elist[163=0
$elist[173=0
$elist[183=0
$elist[193=0
$elist[20 3=0
### Compute maximum j from maximum energy at 5 ao ### 
$h=6.63E-34;
$m=1.67E-27;
$E=$elist[$nnrg]*1.6E-19;
$nmax=int(2*3.14159265*2.5E-10*sqrt(2*$E*$m)/$h)+l;
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### Create main batch file 
$mainfilename="doit.sh"; 
open(MainFile,"> $mainfilename"); 
print MainFile "#!/bin/sh\n";
for ($jtot = 0; $jtot < $nmax; $jtot++)
{ $BatchFilename="j${jtot}.sh";
open (BatchFile,"> $BatchFilename");
print BatchFile "#!/bin/sh\n";
print MainFile "./${BatchFilename}\n";
for ($ipar=-l;$ipar<2;$ipar=$ipar+2)
{ for ($jpar=-l; $jpar<2; $jpar=$jpar+2) 
{ if ( $jtot == 0 )
{ $ipar=l;
$jpar=l;
}
$InputFilename="j${jtot}e${enrg}ip${ipar}jp${jpar}k${kmax}m 
${mtr}em${emax}jm${jmax}.d";
print BatchFile "/Users/dave/ABC/a.out < 
$InputFilename > ${InputFilename}ata\n";
CreatelnputFile($InputFilename,
$jtot,
$ipar,
$jpar,
$jmax,
$kmax,
$mtr,
$emax,
$rmax,
$enrg,
$enrg,
$nnrg,
$elist);
}
}
close(BatchFile);
}
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close(MainFile) ; 
exit;
sub CreatelnputFile 
{ my ($InputFilename,
$jtot,
$ipar,
$jpar,
$ jmax,
$kmax,
$mtr,
$emax,
$rmax,
$enrg,
$denrg,
$nnrg,
$elist) =
open( InputFile , "> $InputFilename");
print InputFile 
print InputFile 
print InputFile 
print InputFile 
print InputFile 
print InputFile 
print InputFile 
print InputFile 
print InputFile 
print InputFile 
print InputFile 
print InputFile 
print InputFile 
print InputFile 
print InputFile
&input\n"; 
mass=l,1,l\n" 
jtot=$jtot\n" 
ipar=$ipar\n" 
jpar=$jpar\n" 
jmax=$jmaxVn" 
kmax=$ kmax\n" 
mtr=$mtr\n"; 
emax=$ emax\n" 
rmax=$rmax\n" 
enrg=$enrg\n" 
dnrg=$denrg\n 
nnrg=$nnrg\n" 
nout=14\n"; 
jout=31\n"; 
elist=";print InputFile 
for ($i=l;$i<$nnrg;$i++)
{
p r i n t  I n p u t F i l e  "$ e l i s t [ $ i ] , "
}print InputFile "$elist[$nnrg]\n 
print InputFile " &end\n";
close (InputFile);
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APPENDIX III
EXAMPLE ABC INPUT FILE
&input
mass=l,1,1
jtot=3
ipar=-l
jpar=-l
jmax=24
kmax=5
mtr=560
emax=3.75
rmax=16
enrg=0.28588
dnrg=0.28588
nnrg=9
nout=14
jout=31
e l i s t = 0 . 2 8 5 8 8 , 0 . 7 8 7 1 , 1 . 2 7 3 8 2 , 1 . 7 3 1 9 6 , 2 . 1 6 1 9 2 , 2 . 5 6 3 8 1 , 2 . 9 3 7  
4 8 , 3 . 2 8 2 4 3 , 3 . 5 9 7 7 6  
&end
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APPENDIX IV
COMPARISON WITH PREVIOUS RATE COEFFICIENTS
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Figure 45 -  Rate Coefficient (3,2)->(3,0) vs Temperature
R a t e  C o e f f i c i e n t  0 , 4 - > 0 , 2  v s  T e m p e r a t u r e
- §
cS
CD
”c SQC
1 .OOE 
1 OOE 
1 OOE 
1 OOE 
1 .OOE 
1 .OOE 
1 -OOE 
1 .OOE 
1 OOE 
1 OOE 
1 OOE 
1 OOE 
1 OOE 
1 OOE 
1  O O E  
1 OOE 
1 OOE
009
010 
■011 
012
013 ,
014
015
016 
01 7 
018
019
020 
021 
022
023
024
025 100
-a
F l o w e r
M a s t e r s  T h e s i s  
T i n e  &  L _ e p p  
M a r t i n  & .  M a n d y  
T h i s  W o r k
1OOO 1 oooo
T e m p e r a t u r e  ( K )
Figure 46 -  Rate Coefficient (0,4)->(0,2) vs Temperature
121
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
R ate C oe ffic ien t 3 ,2 ->2 ,2  vs  Tem perature
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Figure 47 - Rate Coefficient (3,2)->(2,2) vs Temperature
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Figure 48 -  Rate Coefficient (2,3)->(l,3) vs Temperature
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Rate Coefficient 1,5->0,5 vs Temperature
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Figure 49 -  Rate Coefficient (l,5)->(0,5) vs Temperature
Rate Coefficient 2,4->1,2 vs 
Temperature
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Figure 50 -  Rate Coefficient (2,4)->(l,2) vs Temperature
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R ate  C o e ffic ie n t 2 ,1->0,1  vs  T em pera tu re
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Figure 51 -  Rate Coefficient (2,1)->(0,1) vs Temperature
Rate Coefficient 2,4->0,0 vs 
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Figure 52 -  Rate Coefficient (2,4)->(0,0) vs Temperature
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R ate  C o e ffic ie n t 1 ,7 -> 1 ,1 vs  T e m p e ra tu re
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Figure 53 -  Rate Coefficient (1,7)->(1,1) vs Temperature
Rate Coefficient 3,8->2,10 vs 
Temperature
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Figure 54 -  Rate Coefficient (3,8)->(2,10) vs Temperature
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APPENDIX V
CONSIDERATION OF THE NUCLEAR SPINS 
The nucleus o f the H atom is a spin % particle. When two hydrogen atoms form a 
molecule, the nuclear part o f wave function must have the appropriate symmetry and 
normalization. Spin V2 wave functions combine in the usual manner to provide a singlet 
(S=0) state and a triplet (S=l) state. The singlet state is represented by
and the triplet states are 
where
= spin up (+) or spin down (-) spin wave function for particle n
1 1 
2'2
1 _1 
2 '  2
The singlet state is antisymmetric under particle exchange, and the triplet states are 
symmetric under particle exchange. This means that the remainder o f the wavefunction
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must be symmetric and antisymmetric respectively for the total wave function to be 
antisymmetric. The parity-combining step described in chapter 5 essentially after the fact 
makes sure that the proper symmetrization for the total wave function is taken into 
account properly. This needs to be done because the ABC program does not consider the 
nuclear spin o f the three particles involved in the collision.
A complication arises in the case o f H+H2, as all three particles are identical, so the 
previous symmetrization is insufficient. Assuming the previous symmetrization was 
accomplished, we have now the problem of combining two spins, a spin ‘A particle with a 
spin 0 particle and a spin 1 particle.
Starting with the combination o f the spin V2 particle with a spin zero particle, there are 
two linear combinations that have spin 'A.
0,0) ( x ' l V  -  -  x " ' x ? x T )
^ 4 4 " 4
= |0,0>5 . - 5 )  -
The combination of a spin A particle with a spin 1 particle results in either a spin A 
particle or a spin 3/2 particle. Defining
~ (-̂ 12  A 3  A, ̂  I 2  A 3 ,  ^ 1 2  ,  ^ , , 3  )
(the Clebsch-Gordan coefficient) one can produce the proper states using
l - ^ n A s A ; ^ )  =  ^  ^  J - ^ i 2 A ’3 ’ ^ . v l 2 ’ ^ . v 3 )  •
'̂.ïl2̂ .ïT
This results for three particles
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i l l '
1 1 1
2 - 5 - 2 / ^ ^  > r
,( l)_ (2 )_ (3 )
4 - 5 - 4 )  ■
y ( l ) y ( 2 ) y ( 3 )/v- Ai- A +
‘■5-I-5) ■ 4 +zi'y.V)
1 3 1 \ 1
' 2 ' 2 ' " 2 r i ^ 3 + x V x T )
i \ \ . - l - x ' ”x ' - V
128
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
APPENDIX VI
Hz, Dz AND HD ROVIBRATIONAL ENERGY LEVELS 
Table 11 -  Energy levels for Hz relative to minimum o f BKMP2 surface
V j E V j E V j E V j E V j E V j E
0 0 0.27019 0 12 1.29865 0 16 1.94160 2 14 2.47308 4 11 2.86700 5 11 3.22463
0 1 0.28488 2 2 1.31240 2 10 1.94456 4 7 2.47799 1 19 2.86782
0 2 0.31411 2 3 1.35160 3 6 1.98585 3 11 2.48094 2 17 2.92291
0 3 0.35762 1 9 1.37443 1 14 2.05495 1 17 2.53266 6 0 2.93648
0 4 0.41504 2 4 1.40330 2 11 2.06680 5 0 2.56281 5 8 2.94085
0 5 0.48585 0 13 1.45051 3 7 2.06720 4 8 2.56357 6 1 2.94690
0 6 0.56946 2 5 1.46704 0 17 2.11458 5 1 2.57394 6 2 2.96762
0 7 0.66521 1 10 1.49530 3 8 2.15810 5 2 2.59607 4 12 2.98128
0 8 0.77234 2 6 1.54225 4 0 2.16092 3 12 2.60277 6 3 2.99842
1 0 0.78610 0 14 1.60881 4 1 2.17274 2 15 2.61916 3 15 3.00040
1 1 0.80005 1 11 1.62459 2 12 2.19614 5 3 2.62900 0 22 3.01809
1 2 0.82782 2 7 1.62832 4 2 2.19628 0 20 2.65148 5 9 3.02872
1 3 0.86916 2 8 1.72456 1 15 2.20992 4 9 2.5741 1 20 3.03844
0 9 0.89008 3 0 1.73096 4 3 2.23130 5 4 2.67238 6 4 3.03899
1 4 0.92369 3 1 1.74349 3 9 225785 1 18 2.69902 2 18 3.07920
1 5 0.99092 1 12 1.76150 4 4 2.27745 5 5 2.72579 6 5 3.08890
0 10 1.00860 3 2 1.76843 0 18 2.29100 3 13 2.73045 4 13 3.10090
1 6 1.07029 0 15 1.77276 2 13 2.33183 4 10 2.75880 5 10 3.12356
0 11 1.15408 3 3 1.80553 4 5 2.33431 2 16 2.76933 3 16 3.14122
1 7 1.16115 2 9 1.83022 3 10 2.36571 5 6 2.78874 6 6 3.14767
1 8 126278 3 4 1.85445 1 16 2.36940 0 21 2.83431 0 23 3.20229
2 0 127282 1 13 1.90521 4 6 2.40135 5 7 2.86063 1 21 3.21027
2 1 1.28605 3 5 1.91474 0 19 2.47018 3 14 2.86324 6 7 3.21474
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Table 12 -  Energy levels for Dz relative to minimum o f BKMP2 surface
V j E V j E V j E V j E V j GridE V j E
0 0 0.19172 0 15 1.00848 3 9 1.54966 2 18 1.96359 1 24 2.32437 7 8 2.68376
0 1 0.19130 1 11 1.01226 4 0 1.58853 1 21 1.97506 5 12 2.35265 6 13 2.70003
0 2 0.21391 2 5 1.02140 2 14 1.58935 4 11 1.98932 6 7 2.36254 7 9 2.73126
0 3 0.23600 2 6 1.06164 4 1 1.59492 3 15 1.99035 3 19 2.36328 5 17 2.73971
0 4 0.26529 1 12 1.08948 4 2 1.60766 5 5 1.99294 4 16 2.37406 4 20 2.74327
0 5 0.30167 0 16 1.10769 3 10 1.61118 0 24 2.02168 2 22 2.38773 8 0 2.75773
0 6 0.34495 2 7 1.10811 4 3 1.62670 5 6 2.028741 6 8 2.40729 8 1 2.76313
0 7 0.39497 2 8 1.16064 1 18 1.64780 4 12 2.05801 1 5 13 2.42273 6 14 2.77109
0 8 0.45151 1 13 1.17170 4 4 1.65194 2 19 2.06564 6 9 2.45696 8 2 2.77388
0 9 0.51434 0 17 1.21091 0 21 1.65813 5 7 2.07007 4 17 2.46205 3 23 2.77921
1 0 0.56283 2 9 1.21898 2 15 1.67725 3 16 2.07861 3 20 2.46389 7 10 2.78324
1 1 0.56998 1 14 1.25865 3 11 1.67783 1 22 2.08940 7 0 2.48653 8 3 2.78994
10 0.58321 3 0 1.26100 4 5 1.68326 5 8 2.11675 7 1 2.49217 8 4 2.81123
1 2 0.58424 3 1 1.26764 4 6 1.72053 4 13 2.13110 5 14 2.49673 5 18 2.82681
1 3 0.60555 3 2 1.28088 3 12 1.74933 5 9 2.16858 2 23 2.49954 8 5 2.83763
1 4 0.63381 2 10 1.28292 1 19 1.75399 3 17 2.17037 7 2 2.50343 7 11 2.83946
11 0.65785 3 3 1.30066 4 7 1.76356 2 20 2.17052 6 10 2.51132 4 21 2.84188
1 5 0.66889 0 18 1.31786 2 16 1.76912 6 0 2.20124 7 3 2.52024 6 15 2.84535
1 6 0.71064 3 4 1.32690 0 22 1.77709 1 23 220592 7 4 2.54252 8 6 2.86901
12 0.73798 1 15 1.35002 4 8 1.81218 6 1 220713 4 18 2.55310 3 24 2.88798
1 7 0.75887 2 11 1.35219 3 13 1.82543 4 14 2.20831 3 21 2.56692 7 12 2.89971
1 8 0.81338 3 5 1.35946 2 17 1.86466 6 2 221888 7 5 2.57016 8 7 2.90521
0 13 0.82333 3 6 1.39820 4 9 1.86616 5 10 222533 6 11 2.57017 5 19 2.91651
] 9 0.87395 2 12 1.42653 0 23 1.89836 6 3 2.23644 5 15 2.57441 6 16 2.92282
0 14 0.91360 0 19 1.42824 5 0 1.90192 6 4 2.25971 7 6 2.60302 4 22 2.94249
2 0 0.91917 3 7 1.44295 3 14 1.90586 3 18 2.26535 2 24 2.61314 8 8 2.94607
2 1 0.92606 1 16 1.44553 5 1 1.90805 2 21 2.27797 6 12 2.63324 7 13 2.96373
2 2 0.93981 3 8 1.49351 5 2 1.90192 5 11 228677 7 7 2.64095 8 9 2.99137
1 10 0.94033 2 13 1.50568 4 10 1.92529 6 5 228857 4 19 2.64692
2 3 0.96035 0 20 1.54176 5 3 1.93860 4 15 2.28979 5 16 2.65549
2 4 0.98759 1 17 1.54489 5 4 1.96285 6 6 2.32291 3 22 2.67211
130
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
Table 13 -  Energy levels for HD relative to minimum of BKMP2 surface
V j E V j E V j E V j E V j GridE
0 0 0.23435 0 14 1.27564 0 19 1.97935 4 11 2.46784 3 18 2.90106
0 1 0.24541 2 6 1.32039 4 3 1.95994 1 20 2.49392 7 0 2.93495
0 2 0.26745 1 11 1.33484 4 4 1.99605 5 7 2.50619 1 23 2.93787
0 3 0.30032 2 7 1.38736 3 10 2.01856 3 15 2.53734 7 1 2.94277
0 4 0.34380 0 15 1.40760 4 5 2.04070 4 12 2.56156 7 2 2.95835
0 5 0.39760 1 12 1.44368 2 14 2.06199 2 18 2.56527 6 9 2.96559
0 6 0.46138 2 8 1.46264 1 17 2.07031 5 8 2.57093 2 21 2.97491
0 7 0.53474 3 0 1.51965 4 6 2.09358 0 23 2.59812 7 3 2.98156
0 8 0.61723 3 1 1.52930 3 11 2.11127 6 0 2.61282 4 16 2.98336
1 0 0.68465 0 16 1.54446 0 20 2.13078 6 1 2.62110 5 13 2.98553
1 1 0.69523 2 9 1.54576 4 7 2.15433 6 2 2.63761
0 9 0.70838 3 2 1.54853 2 15 2.18179 1 21 2.64022
1 2 0.71631 1 13 1.55871 1 18 2.20852 5 9 2.64233
1 3 0.74776 3 4 1.61512 3 12 2.21000 3 16 2.65518
I 4 0.78935 2 10 1.63626 4 8 2.22258 4 13 2.66046
0 10 0.80767 3 5 1.66202 5 0 226950 6 3 2.66220
1 5 0.84081 1 14 1.67941 5 1 227823 6 4 2.69469
1 6 0.90179 0 17 1.68571 0 21 2.28467 2 19 2.69951
0 11 0.91459 3 6 1.71757 5 2 229565 5 10 2.71995
1 7 0.97193 2 11 1.73364 4 9 229788 6 5 2.73485
0 12 1.02859 3 7 1.78142 2 16 2.30593 0 24 2.75688
1 8 1.05077 1 15 1.80526 3 13 2.31425 4 14 2.76405
2 0 1.11293 0 18 1.83084 5 3 2.32160 3 17 2.77658
2 1 1.12305 2 12 1.83740 1 19 2.34987 6 6 2.78237
1 9 1.13787 3 8 1.85316 5 4 2.35591 1 22 2.78833
2 2 1.14320 4 0 1.9051 1 4 10 2.37979 5 11 2.80334
0 13 1.14912 4 1 1.91431 5 5 2.39832 2 20 2.83621
2 3 1.17325 3 9 1.93237 3 14 2.42353 6 7 2.83692
2 4 1.21299 4 2 1.93263 2 17 2.43392 4 15 2.87184
1 10 1.23273 1 16 1.93572 0 22 2.44059 5 12 2.89202
2 5 1.26214 2 13 1.94702 5 6 2.44853 6 8 2.89813
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