Abstract. We develop an approximate algorithm to efficiently calculate the discrete Fourier transform on the rotation group SO(3). Our method needs O L 3 log L log(1/ε) + log(1/ε) 3 Q arithmetic operations for a degree-L transform at Q nodes free of choice and with desired accuracy ε. Our main contribution is a method that allows to replace finite expansions in Wigner-d functions of arbitrary orders with those of low orders. It is based on new insights into the structure of related semiseparable matrices. This enables us to employ an established divide-and-conquer algorithm for symmetric semiseparable eigenproblems together with the fast multipole method to achieve an efficient algorithm.
1. Introduction. The fast calculation of the discrete Fourier transform on the rotation group SO(3) is important for a number of applications. This includes texture analysis [10] , protein-protein docking [16, 24] , robot workspace generation [4] , and magnetic resonance spectra calculation from powders [27] .
For a degree-L transform at Q nodes the direct calculation of the discrete SO(3) Fourier transform requires O(L 3 Q) arithmetic operations. Kostelec and Rockmore [15] have discussed an O(L 4 ) algorithm for 8L 3 particular nodes. The acceleration is achieved by exploiting the tensor product character of the SO(3) basis functions and the particular choice of nodes; see also [19] . It is acknowledged that a variation of the Driscoll-Healy algorithm [5] could improve this to O(L 3 log 2 L), but concerns about performance under practical conditions are noted.
A similar line of thought was nevertheless pursued by Potts, Prestin, and Vollrath [22] and combined, for the first time, with the nonequispaced fast Fourier transform (NFFT) [23] to an approximate O L 3 log 2 L + (1/ε) 3 Q algorithm for Q nodes free of choice, thus generalizing a similar algorithm for the discrete Fourier transform on the sphere S 2 [14, 17] . The comparison of both schemes in [22] shows mixed results. For relatively large transform sizes (roughly L > 1000) the asymptotically faster algorithm outperforms the other. But unfortunately, issues with a stabilization scheme that must be employed for numerical stability appear to change the asymptotic cost. Therefore, it seems impossible, at least at this point, to clearly prefer one algorithm over the other. Also, for both methods, the enormous memory requirements have to be considered. It may be reasonable to attach as much importance to the memory question as to the theoretical arithmetic cost of the underlying algorithm.
We propose to replace the Driscoll-Healy-like method with a different algorithm. Our approach thereby generalizes results established by Rokhlin and Tygert [25] for the discrete Fourier transform on the sphere S 2 . The result is a new type of algorithm that also avoids the grave numerical problems mentioned above.
Our investigations are organized as follows. We start by collecting basic material about the rotation group SO(3) and the discrete SO(3) Fourier transform in Section 2. We then briefly outline our strategy for computing the transform.
In Section 3, we present our main contribution, that is, a new efficient method to calculate a particular linear transformation that allows us to replace Wigner-d functions of arbitrary orders with those of low orders. These functions arise with the decomposition of SO(3) basis functions.
Our results show that the matrix representation of this transformation is related to the eigendecomposition of certain semiseparable matrices. This enables us to employ a divide-and-conquer algorithm developed by Chandrasekaran an Gu [3] that we combine with the well-known fast multipole method (FMM) [9] to the desired fast algorithm.
We give a condensed but complete description of our entire fast SO(3) Fourier transform algorithm in Section 4. Finally, we compare in Section 5 our new method to the existing ones on the basis of some numerical results. Our conclusion is that the new method offers distinct advantages over previous approaches.
1.1. Related Algorithms. In addition to the previously mentioned examples, there exists a number of algorithms for the fast computation of the spherical harmonic transform which is closely related to the transforms of SO(3) basis functions. Another Driscoll-Healy-like method can be found in [28] . The main difference to the algorithm used in [17] is the way of coping with numerical instabilities. The latter uses discrete cosine transforms resulting in an O L 2 log 2 L log(1/ε) algorithm that is exact in exact arithmetic, but needs to employ a stabilization scheme apart from very small transform sizes. The former uses the fast multi-pole method (FMM) for approximate polynomial multiplication, thus providing some flexibility in the choice of internally needed interpolation nodes. The result is an approximate O L 2 log L log(1/ε) algorithm. The method described in [30] is essentially based on the observation that the decomposed SO(3) basis functions are solutions to very similar differential equations. It shares many characteristics with the method we will discuss, but instead of semiseparable matrices this method deals with tridiagonal self-adjoint matrices. It enables an approximate O L 2 log L log(1/ε) algorithm. In [20] a method based on matrix compression is proposed that needs
2. Preliminaries.
Rotations in R
3 . An orthogonal 3 × 3 matrix with unit determinant represents a linear mapping that is called a rotation in R 3 . The special orthogonal group SO(3) is the collection of these matrices,
equipped with the usual group action, and neutral and inverse elements. One can conceive many different ways to characterize its structure. We follow Varshalovich, Moskalev, and Khersonski [33] with the Euler angle decomposition. Definition 2.1. The Euler angle decomposition of a rotation R ∈ SO(3) is the representation
with angles α, γ ∈ [0, 2π) and β ∈ [0, π], and the Y -axis and Z-axis rotation matrices
Wigner-D functions.
Any function f defined on SO(3) can be represented in Euler angles, that is, we may write f (α, β, γ). The space of square integrable functions is denoted L 2 (SO(3)) and defined via the standard inner product
A convenient orthogonal basis for L 2 SO (3) is given by the Wigner-D functions
which carry the degree and orders m, n satisfying max{|m|, |n|} ≤ , and where d 
hence, normalized Wigner-D functions are given byD m,n = 1 2π
Wigner-d functions.
Before we describe Wigner-d functions d m,n , we introduce some symbols that we will conveniently use throughout the rest. Definition 2.2. For fixed orders m and n we define
We are now ready for our definition of Wigner-d functions.
where
−L * (x) are the Jacobi polynomials. Note that d m,n is a polynomial of degree if m + n is even. Otherwise, it is a polynomial of degree − 1 times a factor of (1 − x 2 ) 1/2 . For fixed orders m and n, the Wigner-d functions represent an orthogonal system on the interval [−1, 1] and satisfy
2)
The normalized flavours are therefore given byd m,n = 
Another one isd m,n (cos β) =d −m,n cos(π − β) .
The single most important observation in our context is that Wigner-d functions are solutions to the differential equation (see [34, p. 138 
We may equivalently say that they are eigenfunctions of the differential operator
to the eigenvalues ( + 1).
Wigner-d functions of different orders.
At the heart of this text is a method to replace Wigner-d functions d m,n of certain orders m and n with those of different orders m and n . Our particular choice of m and n is given and justified in the following result. L which is spanned by the Jacobi polynomials
L−1 , each multiplied by (1+x). The reasoning in the remaining cases is entirely equivalent.
Throughout the rest of this text, the orders m and n are always understood to depend on given orders m and n.
2.5. Nonequispaced discrete SO(3) Fourier transform. We are now ready to describe the discrete Fourier transform on SO(3). Every function f ∈ L 2 SO(3) has a unique series expansion of the form
where the Fourier coefficientsf m,n are given by the integralŝ
For obvious reasons, we only deal with finite expansions of the form
To allow for a convenient notation, we introduce the index set
which contains all admissible tupels ( , m, n) that appear in (2.6). Similarly, we collect a number of Q arbitrary nodes on SO(3) in the set
Definition 2.5. The nonequispaced discrete SO(3) Fourier transform (ND-SOFT) is defined as the evaluation of the sums
for given Fourier coefficientsf m,n and nodes (α q , β q , γ q ).
In matrix-vector notation, we may write f = Df , with vectors f = f (α q , β q , γ q ) andf = f m,n , and the matrix D = D m,n (α q , β q , γ q ) .
The NDSOFT is a linear transformation, but is generally not invertible. However, we can recover the Fourier coefficientsf m,n from the function values f (α q , β q , γ q ) if a suitable quadrature rule with weights w q to discretize the integrals (2.5) is available. Then we could calculate the sumŝ
The adjoint NDSOFT is defined as the calculation of the product D H f , so we may identify (2.8) with the matrix-vector product
The direct calculation of the (adjoint) NDSOFT takes O(L 3 Q) operations. In the following, we develop an approximate O L 3 log L log(1/ε) + (1/ε) 3 Q algorithm to compute the same result within a prescribed accuracy ε free of choice.
2.6. Nonequispaced fast SO(3) Fourier transform. This section is to outline our strategy for a fast approximate SO(3) Fourier transform algorithm. The chief idea to calculate the sums in (2.7) is to rewrite these as
This is a plain three-dimensional Fourier sum and we can use the NFFT algorithm to evaluate it with O L 3 log L+(1/ε) 3 Q operations; see [23] . The remaining question is: Can we calculate the coefficientsĝ m,n efficiently? We provide an affirmative answer through the following steps.
First step. We can rearrange (2.7) to
Lemma 2.4 allows us to replace the Wigner-d functions in the inner sums with those of low orders. Setting x = cos β, we arrive at 1 2π
Our task in Section 3 is to show that we can calculate the coefficientsf m,n from the coefficientsf m,n with no more than O L 3 log L log(1/ε) arithmetic operations.
Second step. Clearly, the functionsd
. These are the only cases that remain in (2.10) after the first step. We rewrite the right-hand side for m, n = −L, . . . , L using the Chebyshev polynomials of first kind
where χ = [m + n odd]. We show in Section 4 how the coefficientsf m,n may be computed from the coefficientsf m,n with O L 3 log(1/ε) arithmetic operations.
Third step. We are now able to replace the Chebyshev polynomials of first kind with complex exponentials,
Section 4 explains how we can compute the coefficientsĝ m,n from the coefficientsf
with O(L 3 ) arithmetic operations. The obtained form is now ready to be inserted into (2.7) to become (2.9).
Expansions in Wigner-d functions of distinct orders.
In this section we fix the orders m and n. Our primary goal is to analyze the relationship between the coefficientsf m,n andf m,n in the formula
More precisely, we seek to efficiently calculate the linear transformationf m,n = A m,nf m,n , represented by the matrix
To simplify the following investigation, let us observe special cases and symmetries.
Furthermore, the following identities hold:
Proof. All statements are direct consequences of (2.3) and Lemma 2.4. Without loss of generality, we safely assume from now on that 0 ≤ n ≤ m ≤ L and that m and n do not fall into any of the simple cases in (3.1). The key idea for our analysis of the transformation represented by the matrix A m,n is based on a related matrix G m,n that we define as follows.
Definition 3.2.
For the matrix A m,n we define the matrix G m,n = (g ,k ) by
The next result shows how the matrices A m,n and G m,n are related.
Then a k is a normalized eigenvector of the matrix G m,n to the eigenvalue k(k + 1).
Proof. We recall thatd
) .
Now we can use that
and work backwards to get
The vectors a k are normalized since the Wigner-d functions for the order m, n and m , n are normalized themselves. Our plan for the rest of this section is as follows. After calculating the entries of the matrix G m,n explicitly, we will observe that it belongs to a particular class of structured matrices. This, as will be shown, can be exploited to obtain a fast approximate method to apply the desired matrix A m,n to any vector.
3.1. Explicit expressions for the matrix G m,n . Our task is to calculate the entries of the matrix G m,n . To this end, we observe that the difference between the two differential operators D m,n and D m ,n has the form
We split the entries g ,k of the matrix G m,n as follows,
and write G m,n =D + S − + S + , wherê
2) The next goal is to state explicit expressions for the entries s ± ,k . Lemma 3.4. For ≤ k the entries of the symmetric matrices S − and S + are
Proof. We give the proof for the entries s − ,k . The procedure for s + ,k is analogous. Our first aim is to fully expand the expression for s − ,k using (2.3). We obtain
Next, we specialize the expression to the respective cases for the orders m, n, and hence m , n . Note that for m = n, we have s − ,k = 0. In the remaining cases we have
We now derive explicit expressions for the three remaining integrals, where we can assume ≤ k without loss of generality. We start with the case when n + m is odd. Our main ingredient is the relation
Then we can calculate the respective integral with partial integration,
The next case, m + n even, is slightly more complicated but can be handled by applying partial integration twice,
. Now for the harder part, that is, the case n = −m. In the following, we calculate the corresponding integral I ,k by double induction over and k to
3)
The base case = 1 for the outer induction over is resolved by the formula [8, p. 228, 7.391, 2.],
For the inductive step, we fix ≥ 2 and assume that (3.3) is true for replaced by − 1 and all k ≥ − 1. We now calculate the integral I ,k by the inner induction over k. The first base case is given by formula [8, p. 228, 7.391, 5.],
The second base case is the integral I , +1 . Using the recursive formula [29, p. 71],
we obtain
The first and the third integral are identical to I , and I −1, , respectively, and the second one may be rearranged to
For the integral on the right-hand side the following formula holds,
Now, all quantities in (3.5) are known and we arrive at
To complete our proof, we work out the inductive step for arbitrary but fixed k ≥ +2. Let us assume that (3.3) is valid if we replace k by k − 1 or k − 2. With the help of the recursive formula (3.4) we finally obtain
.
We are now endowed with explicit expressions for the entries of the matrix G m,n that has its eigenvectors, up to scaling, identical to the columns of the matrix A m,n . This puts us in a position to observe that the matrix G m,n belongs to the class of semiseparable matrices that is defined as follows.
Definition 3.5. An n × n matrix G is called diagonal plus symmetric (R)-generator representable semiseparable if there exist vectors d, u r , v r ∈ R n , r = 1, . . . , R, such that
Here [31] . Clearly, the matrix G m,n falls into this category.
Corollary 3.6. The matrix G m,n is diagonal plus symmetric (2)-generator representable semiseparable,
with the vectors
, and y = (y ) for = L * , . . . , L, where
else.
Remark 3.7. It is not entirely surprising that the results in this section can be generalized to all classical associated functions. A detailed description of the general case is found in [12] .
3.2.
A fast algorithm for the symmetric semiseparable eigenproblem. We need a fast algorithm to apply the eigenvector matrix of the matrix G m,n to a vector. In the following we therefore give a brief description of a minor extension of a method developed by Chandrasekaran and Gu [3] . For specific details concerning the implementation, we refer the reader to the original manuscript.
The algorithm is based on the divide-and-conquer paradigm. In the divide phase, the matrix at hand is split into successively smaller matrices of the same type until we can afford to compute their eigendecompositions with a standard algorithm. In the conquer phase, the eigendecompositions of smaller matrices are combined to the desired eigendecomposition. At this point, we will also see how we can apply the eigenvector matrix to a vector efficiently.
Divide phase. Given a symmetric (2)-generator representable semiseparable matrix
we would like to write this in the form of several smaller matrices. This can be done in the following way. We take ρ 1 , ρ 2 = ±1 to be freely chosen. Then we split each of the vectors d, u, v, x, and y into 2 vectors with the first n/2 components in the first vector and the remaining components in the second vector. That is, we define
, two additional vectors w 1 , w 2 , and write G such that
whereĜ 1 andĜ 2 are defined to the symmetric (2)-generator representable semiseparable matricesĜ
This result can be easily verified. We may now decompose the matricesĜ 1 andĜ 2 into a similar pattern.
Conquer phase.
In the conquer phase we regroup the subproblems into larger problems. Suppose that two symmetric (2)-generator representable semiseparable matricesĜ 1 andĜ 2 , obtained from the divide phase, have the eigendecomposition
with diagonal eigenvalue matrices Λ 1 and Λ 2 and orthogonal eigenvector matrices V 1 and V 2 . Then G has the representation
and where ρ 1 , ρ 2 are defined as they were for the divide phase. Now suppose that we can efficiently compute the eigendecomposition of the symmetric rank-two modified diagonal matrix Λ + ρ 1 z 1 z
, which is written as
We can then write the eigendecomposition of G as
The critical step is the calculation of the eigendecomposition of the rank-two modified diagonal matrix Λ + ρ 1 z 1 z
and the efficient application of the eigenvector matrix U. Important for us is that the application of the matrix U can be accelerated by the fast multipole method (FMM) [9] . This way, we achieve an algorithm that applies the eigenvector matrix V to any vector with O L log L log(1/ε) arithmetic operations. For the details, we refer the reader to [3] and the references therein.
4. Detailed description of the algorithm. In this section, we offer a more detailed description of our nonequispaced fast SO(3) Fourier transform algorithm.
First step. We start with given Fourier coefficientsf
We combine the results from Section 3.1 and the algorithm described in Section 3.2 to compute the coefficientsf m,n from the coefficientsf m,n in
We can represent this step in matrix-vector notation bȳ
For a fixed pair of orders m, n we need O L log L log(1/ε) arithmetic operations to compute the transformation. This totals up to O L 3 log L log(1/ε) operations for the whole step.
Second step.
We now replace the Wigner-d functionsd m ,n with the Chebyshev polynomials of first kind T to obtain
We may write this asf
To obtain the representation of the matrix B m,n , we need to use a number of identities. With the defining equation (2.1) and formulae (22.7.15), (22.7.15) found in [1, p. 782], we can expand the functionsd m ,n for all remaining cases for m and n into Jacobi polynomials as follows,
Next, we want to replace the Jacobi polynomials P (1,0) , P (0,1) , and P (1,1) with the Legendre polynomials P (0,0) . For this, we use the formulae
,j = (−1)
Finally, the Legendre polynomials P (0,0) may be replaced with the Chebyshev polynomials of first kind via the formula
We may now define the matrices
that have the form
. . .
which we combine in the respective cases for m and n to
The diagonal and bidiagonal matrices B 0,0 , B 0,1 , B 0,2 , B 1,1 , and B 1,−1 clearly may be applied to a vector with O(L) arithmetic operations. The same holds for the matrices C 0,1 , C 1,0 , and C 1,1 owing to the separability of the entries with respect to the indices and j; see [32, p. 98] . For the matrix D 0,0 there is an approximate FMM-based algorithm that applies the matrix to any vector with O L log(1/ε) arithmetic operations; see [2, 11] . In total, we can compute this step with O L 3 log(1/ε) arithmetic operations.
Third step.
We have arrived at the form
Our goal is to rewrite this as
To this end, we note that
Consequently, we define the matrices
Then this step can be represented in matrix-vector notation aŝ
Clearly, we may compute this step with O(L 3 ) operations.
Fourth step.
We invoke the NFFT algorithm on the three-dimensional Fourier sum (4.4). The cost is identical to that of a three-dimensional FFT plus a linear term for the Q nodes, that is, O L 3 log L + log(1/ε) 3 Q . We represent this step as the matrix-vector product f = Fĝ. 4.5. Summary. Our realization of the nonequispaced discrete SO(3) Fourier transform algorithm may be summarized as the calculation of the product
where we collect all matrices A m,n , B m,n , and E m,n for m, n = −L, . . . , L in the block diagonal matrices A, B, and E. Note that these do not depend on the nodes X , but only on the expansion degree L. With the same algorithms, we may also compute the adjoint product
3 log L log(1/ε) + log(1/ε) 3 Q arithmetic operations. This compares favorably with O(L 4 ) for the algorithm from [15] (which requires particular nodes) and O L 3 log 2 L + log(1/ε) 3 Q for the algorithm from [22] (which seems to have higher cost in practice).
5. Numerical Tests. We have described an efficient mechanism for computing discrete SO(3) Fourier transformations that is based on an efficient method to transform an expansion in Wigner-d functions of arbitrary orders m and n into one with well-defined low orders m and n .
The main goal of this section is to test this algorithm under realistic conditions and to weigh the results against those of others. Not all of the tested algorithms are similarly efficient, but can serve as reference points with respect to numerical stability and performance. For the comparison, we selected a total of four algorithms that are described below.
Ranking the available algorithms amounts to more than just comparing timing and error figures. The different algorithms realize slightly different transformations, but can essentially serve the same purpose as part of a whole SO(3) Fourier transform algorithm. They are also distinguished by other properties such as the amount of work for precomputation or advantages offered for certain corner cases. Therefore, we also describe the specific advantages and disadvantages of each method.
Test Environment.
All algorithms were implemented in double precision C on an Intel Core 2 Duo 2.16 GHz MacBook Air with 4GB RAM running Mac OS X 10.6.7. We have used Apple's llvm-gcc-4.2 compiler with the optimization flags -O3 -fomit-frame-pointer -malign-double -ffast-math -mtune=core2 -march=core2. Time spans were measured accurately using the CPU cycle counters interface from the popular FFTW library [7] . In addition to our own code, we used the software libraries FFTW 3.2.1 [7] , NFFT 3.1.4 [13] , MPACK [21] , and MPFR [6] that we compiled with the same settings.
Test Description.
Since not all of the tested algorithms calculate exactly the same transformation, they cannot be compared directly next to each other. Even if that were the case, it would still be a formidable task to calculate the exact and correct output for each given input to be able to assess the accuracy. Therefore, we resort to a more feasible method that, at the same time, is also closer to the actual application in mind and thus allows us to define a standardized way to compare all algorithms. The test consists in evaluating a linear combination of Wigner-d functions for a given pair of orders m, n and with uniformly random expansion coefficients, i.e.,
where x sweeps across Q = 1000 uniformly random nodes in the interval [−1, 1].
First, we assure ourselves that computation of the correct output (within the bounds of double precision) is feasible. From [26] , we know that the Clenshaw algorithm satisfies the error bound
where f (x) is the exact value andf (x) is the computed value. Furthermore, [18] asserts the bound
While we have no general proof at hand, our numerical results strongly indicate that a bound for Wigner-d functions of arbitrary order is
which implies the error bound
By using the Clenshaw algorithm together with the MPFR library in quadruple precision, i.e., ≈ 10 −31 , we thus make sure that we can compute reference values that can be considered exact in double precision. Also, the MPFR library offers a large exponent range that ensures that intermediate calculated numbers remain representable to full precision.
The bound (5.1) also motivates the definition of the error
to assess the accuracy achieved by any of the tested algorithms in double precision. For each of the algorithms under consideration, our test procedure starts with a given expansion in Wigner-d functions with random expansion coefficients. Since all methods realize a change of basis to replace the given Wigner-d expansion with a new one in a different set of functions, we proceed by applying these transformations. Finally, using the Clenshaw algorithm for the new set of functions, we evaluate the resulting expansion at the desired random nodes and compute the error E as in (5.2 1/2 or (1 − x 2 ) 1/2 that cannot be represented by the target polynomials. Therefore, this factor is formally pulled out and applied at a later stage.
The method consists in applying the Clenshaw algorithm to evaluate the source expansion at Chebyshev nodes in the interval [−1, 1] . From there, the expansion coefficients with respect to Chebyshev polynomials can be computed with a discrete cosine transform.
The method requires O(L 2 ) arithmetic operations for the actual transformation and O(L) for a moderate precomputation stage. The Clenshaw algorithm is provably backward stable (see [26] ) and thus, while not very efficient, interesting as a reference point with respect to numerical stability. It must be noted though that backward stability does not prevent calculations from leaving the range of floating point numbers representable in the numerical format of choice -visible in the actual numerical results below.
FPT.
The fast polynomials transform (FPT) is a more efficient variant of the DPT. The principal idea is that consecutive steps in the Clenshaw algorithm may be combined to a single one that can be realized by a fast polynomial multiplication in the Chebyshev basis. The acceleration is achieved through fast discrete cosine transforms. By using a tree-like scheme of arranging the successively larger polynomial multiplications, the resulting algorithm achieves an arithmetic cost of O(L log 2 L). However, numerical evidence has shown that this method is often unstable even for moderate sizes and thus requires a stabilization technique. This affords additional calculations that likely increase the actual cost. Therefore, O(L log 2 L) must be only considered a lower bound.
Besides these issues, the FPT algorithm inherits the same numerical problem from the Clenshaw algorithm, that is that the numerical range of numbers may not be large enough to carry out the computation for any expansion in Wigner-d functions exceeding a certain degree L. During our calculations, we observed exactly this behavior which renders the FPT unusable, save for some special cases, for transformations with L above a defined bound.
LAPACK.
Our main result, as presented in Section 3 is that any expansion in Wigner-d functions can be transformed into an equivalent one from a small set of well-defined low orders m and n . To this end, we have constructed a semiseparable matrix G whose eigenvectors to certain known eigenvalues form the matrix that represents the desired linear transformation.
While we have also described how the structure of the matrix can be used to accelerate the computation, there is also the option of applying a standard algorithm (e.g. provided by the LAPACK software library) to compute the full eigendecomposition of G explicitly. Then, the respective transformation matrix may be applied directly to compute the desired result. We chose this algorithm as it allows for an insightful comparison with the Clenshaw algorithm and the new and asymptotically faster divide-and-conquer method.
Of course, in general, pre-computation as well as the actual transformation have a relatively high arithmetic cost, namely O(L 3 ) and O(L 2 ). On the other hand, standard routines to compute the eigendecomposition of G have proven robust and the direct application of the transformation matrix eliminates the approximate nature that characterizes the divide-and-conquer method. For special cases like L * = L, the transformation (but not precomputation) is actually realized at cost O(L) since the transformation matrix collapses to a single column.
Generally, the LAPACK method provides numerical stability close to the optimum, but the rapidly growing precomputation and transformation time, as well as the substantial memory requirements, make this method suitable only for moderately sized problems.
5.3.4. DAQ. This is our new divide-and-conquer method that computes the same transformation as the LAPACK method, but differs from it by exploiting the structure offered by the matrix G to obtain a more efficient way of applying the transformation matrix with the help of the FMM. In Section 3.2 we have described how the structure of G may be exploited for an approximate O L log L log(1/ ) implementation that needs O L 2 operations for pre-computation 1 . Due to the nature of the algorithm, the work needed for a single transformation does not vary significantly with the choice of the orders m and n.
An interesting aspect is that the FMM is an approximate algorithm that can nevertheless be tuned to achieve almost full accuracy. Our tests convincingly show that this is the case for the desired transformation. On the negative side, the divideand-conquer algorithm is relatively complicated to implement and has many places where an all too straightforward implementation can quickly jeopardize the numerical stability of the whole method. In our implementation, we actually found it necessary to use the MPFR library with almost quadruple precision for pre-computation to achieve satisfactory results. A negative side effect of increasing the precision there is that this stage now also takes substantially longer than in double precision (about a factor of 100). On the positive side, the extra precision is not needed during the actual transformation which we thus implemented in double precision. to the different combinations of orders m and n.
The DPT algorithm ( Figure 5 .1), anyway asymptotically slower than the more efficient methods, produces NaN values for most scenarios with transform size L > 1024. The effect can be explained with the nature of the Clenshaw algorithm that, applied to Wigner-d functions, leads to intermediate numerical values that leave the range representable in double precision whenever L is just large enough -save for corner cases like m = n = 0 and m = n = L. In conclusion this algorithm is neither very efficient, numerically stable or otherwise suitable as a reference point.
The FPT algorithm ( Figure 5 .2) has a behavior similar to the DPT algorithm, but with a few differences. First, it is interesting to note that a substantial number of the tested scenarios shows no substantial asymptotical advantage in speed over the DPT algorithm -while some others do. The only explanation is that the employed stabilization mechanism implies too many extra computations to be able to attain the O(L log 2 L) bound anymore. Instead, the observed cost seems to be close to O(L 2 ) for the problematic cases. Second, the FPT algorithm inherits the numerical issues causes by the Clenshaw algorithm and shows an even worse behavior since a degradation in accuracy can already be observed for L < 512. Similar to the DPT, this algorithm must be considered problematic for its numerical issues and the undesirable numerical cost.
The LAPACK algorithm ( Figure 5. 3) justifies its position as reference algorithm in our series of tests. It shows the expected relatively high arithmetic cost O(L 2 ) (for a few corner cases: O(L)) but achieves satisfactory numerical accuracy for our error measure over the tested scenarios.
Finally, the DAQ algorithm ( Figure 5.4) shows a very similar profile with respect to numerical accuracy when compared to the LAPACK algorithm while achieving the claimed asymptotic cost of O L log L log(1/ε) . This makes this method the algorithm of choice among the tested methods, especially for any transform size L ≥ 1024.
In conclusion, we have developed, implemented, and tested a new efficient algorithm for FFT-like transforms involving Wigner-d functions that marks a substantial improvement over methods known so far.
