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Abstract
The aim of this paper is to discuss the Cauchy problem of the quasilinear hyperbolic equation of
the form
ut + (um)x = up
with nonnegative σ -finite Borel measures as initial conditions, where m > 1, 0 < p  1 are some
given real numbers. In particular, the existence of BV solutions for the above problem is obtained.
 2005 Elsevier Inc. All rights reserved.
Keywords: Quasilinear hyperbolic equation; BV solutions; Existence of solutions
1. Introduction
In this paper we consider the quasilinear hyperbolic equation
ut + (um)x = up (1.1)
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u(x,0) = µ(x) (1.2)
for all x ∈ R, where m > 1, 0 < p  1, and µ(x) is a nonnegative σ -finite Borel measure
in R ≡ (−∞,+∞).
By BV(QT ), we mean the class of all functions in QT of locally bounded variation. In
other words, u ∈ BV(QT ) if and only if u ∈ L1loc(QT ) and ut and ux are regular measures
in QT of locally bounded variation. By BV(R), we mean the class of all functions in R of
locally bounded variation.
Clearly, the Cauchy problem (1.1)–(1.2) has no classical solution in general,we consider
its local BV solution.
Definition 1.1. A nonnegative function u :QT → (0,+∞) is said to be a solution of (1.1),
if u satisfies the following conditions (H1) and (H2):
(H1) For all R ∈ (0,+∞), and all s ∈ (0, T ), we have
u ∈ L∞(0, T ;L1(−R,R))∩L∞((−R,R) × (s, T ))∩ BV((−R,R)× (s, T ));
(H2) For any φ ∈ C∞0 (QT ) with φ  0, we have∫ ∫
QT
sgn(u− k)
[
(u− k)∂φ
∂t
+ (um − km)∂φ
∂x
+ upφ
]
dx  0, ∀k ∈ R.
Definition 1.2. A nonnegative function u :QT → (0,+∞) is said to be a solution of the
Cauchy problem (1.1)–(1.2), if u is a solution of (1.1) and satisfies the initial condition
(1.2) in the following sense:
ess lim
t→0+
∫
R
ψ(x)u(x, t) dx =
∫
R
ψ(x)dµ, ∀ψ ∈ C∞0 (R).
Our main result is
Main Theorem. Let µ be a nonnegative σ -finite Borel measure satisfying the following
growth condition:
Mr ≡ sup
R>r
(
R−
m
m−1
0∫
−R
dµ
)
< ∞, r ∈ (0,+∞). (1.3)
Then the Cauchy problem (1.1)–(1.2) at least has a solution u ∈ QT (µ) such that∥∥u(·, t)∥∥
L1(−R,0)  γ1R
m
m−1 Mr, ∀R > r,
and ∥∥u(·, t)∥∥ ∞  γ2R 1m−1 [Mr + (t− 1m + F− 1m )M 1mr ], ∀R > r,L (−R,0)
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Tr(µ) = γ3M∗r ,M∗r = min
{
M−(m−1)r ,M
1−p
r ,M
1− 1
m
r
}
,
T (µ) = lim
r→+∞Tr(µ),
and γ1, γ2, γ3 are positive constants depending only on m,p, and m > 1, 0 < p  1, F =
r(1−p)/(m−1).
Such result has been first obtained by T.P. Liu and M. Pierre [1] for the Cauchy problem
of the form{
ut + φ(u)x = 0,
u(x,0) = µ(x),
in 1984, where µ(x) is finite Borel measure, φ :R → R is locally Lipschitz continuous,
and φ(0) = 0.
In addition, the existence and nonexistence of solutions are proved by F.R. Guar-
guaglini [2] for the Cauchy problem of the form{
ut + (um)x = −up,
u(x,0) = δ(x),
in 1995, where m> 1 and p > 1, and δ(x) is the Dirac measure centered at origin.
In addition, some results are obtained by one of authors, see [3–7] and H. Yuan and
X. Zheng [8], and H. Yuan and X. Xu [9].
In particular, the existence and uniqueness of the Cauchy problem of the form{
ut + (um)x = 0,
u(x,0) = µ(x),
are obtained by one of authors in 1998 (see [4]), where µ(x) is any nonnegative σ -finite
Borel measure satisfying the growth condition (1.3).
The proof of Main Theorem is completed in Section 5. In the proving process we need
some results in Sections 2–4.
2. Some fundamental lemmas
First, we state the following definitions, which can also be found in [4,10].
Definition 2.1. For a bounded domain O ⊂ R, we denote a class of functions
BV(O) = {f ∈ L1(O): f ′ is a finite Borel measure in O}
with the following modulus:
‖f ‖BV(O) = ‖f ‖L1O + |f |BV(O),
where
|f |BV(O) = sup
ψ∈C∞0 (O),−1ψ1
∣∣∣∣∣−
∫
O
ψ ′f (x)dx
∣∣∣∣∣.
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BV(G) = {g ∈ L1(G): gx and gt are a finite Borel measures in G}
with the following modulus:
‖g‖BV(G) = ‖g‖L1(G) + |g|BVx(G) + |g|BVt (G),
where
|g|BVx(G) = sup
φ∈C∞0 (G),−1φ1
∣∣∣∣∣−
∫ ∫
G
φxg dx
∣∣∣∣∣
and
|g|BVt (G) = sup
φ∈C∞0 (G),−1φ1
∣∣∣∣∣−
∫ ∫
G
φtg dx dt
∣∣∣∣∣.
Lemma 2.1. Let f :Qt → R be a nonnegative function satisfying the following conditions:
f ∈ L∞(QT )∩L∞
(
0, T ;L1(R))∩ BV(QT ), (2.1)
then f ∈ L∞(0, T ;Lq(R)), 1 q +∞.
The proof can be found in [4]. Then the details are omitted.
Lemma 2.2. Assume that α > 1, β > 1, λ ∈ (0,1), 0 < µ < 1, A > 0, B > 0, D > 0 are
given real numbers. Let y(t) be the unique smooth solution of the Cauchy problem{
y′(t) = B[(t−λ +D−λ)yα(t)+ yβ(t)+D−1yµ(t)],
y(0) = A. (2.2)
Then we have
0 y(t) 5
1
α−1 A (2.3)
for all t ∈ (0, T (A)), where
T (A) =


min
{
A−(β−1)
5B(α−1) ;
[ 1−λ
5B(α−1)
] 1
1−λ A
1−α
1−λ ; DA−(µ−1)5B(α−1) ; D
λA1−α
5B(α−1)
}
, if α  β,
min
{
5
−(β−α)
(α−1)λ A
−(β−α)
λ ; [ 1−λ5B(α−1) ] 11−λ A 1−α1−λ ; DA−(µ−1)5B(α−1) ; DλA1−α5B(α−1)}, if α < β.
Proof. We consider the following cases: (i) α  β and (ii) α < β .
(i) α  β . Denote a function as
F(t) =
[
A1−α − B(α − 1) t
1−λ
1 − λ −B(α − 1)D
−λt −B(α − 1)Aβ−αt
−B(α − 1)D−1Aµ−αt
]− 1
α−1
(2.4)
for all t ∈ (0, T (A)), where
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{
A−(β−1)
5B(α − 1) ;
[
1 − λ
5B(α − 1)
] 1
1−λ
A
1−α
1−λ ; DA
−(µ−1)
5B(α − 1) ;
DλA1−α
5B(α − 1)
}
,
if α  β.
Clearly, from (2.4), we have
F(0) = A, A F(t) 5 1α−1 A, ∀t ∈ (0, T (A)). (2.5)
Using (2.4) and (2.5), we compute
F ′(t) −B(t−λ + D−λ)Fα(t)−BFβ(t)− BD−1Fµ(t)
= BFβ(t)
[(
F(t)
A
)α−β
− 1
]
+BD−1Fµ(t)
[(
F(t)
A
)α−µ
− 1
]
 0,
which implies that
F ′(t) B(t−λ + D−λ)Fα(t)+BFβ(t)+ BD−1Fµ(t), (2.6)
∀t ∈ (0, T (A)). Applying the comparison principle, by (2.2), (2.5), (2.6), we get
y(t) F(t), ∀t ∈ (0, T (A)). (2.7)
By (2.5) and (2.7), we have y(t) 51/(α−1)A, ∀t ∈ (0, T (A)). Thus, in the case α  β , we
obtain (2.3).
(ii) α < β . Denote a function as
G(t) = {A−(α−1) − 2B(α − 1)(1 − λ)−1t1−λ − B(α − 1)D−λt
−B(α − 1)D−1Aµ−αt}− 1α−1 (2.8)
for all t ∈ (0, T (A)), where
T (A) = min
{
5−
β−α
(α−1)λ A−
β−α
λ ;
[
1 − λ
5B(α − 1)
] 1
1−λ
A
1−α
1−λ ; DA
−(µ−1)
5B(α − 1) ;
DλA1−α
5B(α − 1)
}
,
if α  β.
Clearly, we have
G(0) = A, tλGβ−α(t) 1, AG(t) 5 1α−1 A, ∀t ∈ (0, T (A)). (2.9)
Using (2.8) and (2.9), we compute
G′(t) −B(t−λ +D−λ)Gα(t) −BGβ(t)−BD−1Gµ(t)
= Bt−λGα(t)[1 − tλGβ−α(t)]+BD−1Gµ(t)[(G(t)
A
)α−µ
− 1
]
 0,
which implies that
G′(t) B(t−λ + D−λ)Gα(t)+BGβ(t)+BD−1Gµ(t), ∀t ∈ (0, T (A)). (2.10)
Applying the comparison principle and using (2.2), (2.8), (2.9), we get
y(t)G(t), ∀t ∈ (0, T (A)).
From (2.10), it follows that y(t) 51/(α−1)A for all t ∈ (0, T (A)). Thus (2.3) is proved in
the case α < β . Therefore the proof of Lemma 2.2 is completed. 
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In this part, we discuss the existence and uniqueness of the Cauchy problem of the form{
∂u
∂t
+ ∂um
∂x
= fk(u), (x, t) ∈ QT ,
u(x,0) = u0(x), x ∈ R,
(3.1)
where u0(x) ∈ L∞(R) ∩ BV(R) is a nonnegative measure σ -finite function and fk(s) =
min{s, k}p , k ∈ (1,+∞), m> 1, 0 <p  1.
At first we consider the regularized equations of the form
ut + φ(u)x − εuxx = ψ(u), (x, t) ∈ QT , (3.2)
with initial conditions
u(x,0) = u0ε(x), x ∈ R, (3.3)
where
φ(u) =
(
u2 + ε
εu2 + 1
)m
2
, ψ(u) = (Jε ∗ fk)(u), u0ε(x) = (Jε ∗ u0)(x).
and Jε satisfies suppJε ⊂ (−ε,+ε),
∫
R
Jε(x) dx = 1, Jε(x) ⊂ C∞0 (R).
From classical parabolic theorem, problem (3.2)–(3.3) has a nonnegative smooth solu-
tion uε(x). By some ideas in [10], we can obtain some estimates on uε(x).
First, applying Maximum principle, we have
sup
QT
∥∥uε(x, t)∥∥Mk (3.4)
for some positive constant Mk .
Denoting ∂uε
∂t
by vε and differentiating (3.2) on both sides, we have
∂vε
∂t
= ε(vε)xx −
(
φ′(uε)vε
)
x
+ψ ′(uε)vε, (3.5)
where QT = R × (0, T ), for 0 θ ∈ C∞0 (QT ).
Multiplying θHη(vε) on both sides of (3.5), and integrating on R, we have
∂
∂t
∫
R
θΘη
(
vε(x, t)
)
dx
=
∫
R
θHη(vε)
(
(εvε)xx −
(
φ′(uε)vε
)
x
+ψ ′(uε)vε
)
dx, (3.6)
where Θη(s) =
∫ s
0 Hη(σ)dσ, Hη(s) =
∫ s
0 hη(ρ)dρ, where hη(s) = 2η (1 − |s|η )+, and∫
R
θHη(vε)(εvε)xx dx = −
∫
R
(
θHη(vε)
)
x
(εvε)x dx
= −
∫
θhη(vε)(εvε)x(vε)x dx +
∫
εvε
(
θxHη(vε)
)
x
dxR R
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∫
R
hη(vε)
∣∣(vε)x∣∣2θ dx + ε
∫
R
vεθx(vε)xhη(vε) dx + ε
∫
R
vεHη(vε)θxx dx,
∫
R
θHη(vε)
(
φ′(uε)vε
)
x
dx
= −
∫
R
θvεhη(vε)φ
′(uε)(vε)x dx −
∫
R
vεHη(vε)φ
′(vε)θx dx.
Substituting to (3.6), letting η → 0, and noticing limη→0 shη(s) = 0, limη→0 Hη(s) =
sign s, we have∫
R
θ
∣∣vε(x, t)∣∣dx 
∫ ∫
QT
ε
∣∣vε(x, t)∣∣θxx dx ds +
∫ ∫
QT
∣∣vε(x, t)∣∣φ′(uε)θx dx ds
+
∫ ∫
QT
θ
∣∣vε(x, t)∣∣ψ ′(uε) dx ds.
By approximation, we can replace θ in the above inequality by
θ = ωλ(x) ≡ exp
{−λ√1 + x2 },
we obviously have(
ωλ(x)
)
x
 Cλωλ(x),
(
ωλ(x)
)
xx
 Cλωλ(x).
Then by the maximum estimate, we get∫
R
∣∣vε(x, t)∣∣ωλ(x)dx Cλ
∫ ∫
Qt
|vε|ωλ(x)dx ds.
By Gronwall’s inequality, we obtain the following estimate on ∂uε
∂t
:
sup
0<t<T
∫
R
∣∣∣∣∂uε∂t
∣∣∣∣ωλ(x)dx  C. (3.7)
Similarly we have
sup
0<t<T
∫
R
∣∣∣∣∂uε∂x
∣∣∣∣ωλ(x)dx  C. (3.8)
From the above estimates, we can select a subsequence of {uε}, and for convenience,
we still denote by {uε}, such that
uε → u in L1loc(QT )
as ε → 0+, where u ∈ BV(QT ) ∩ L∞(QT ). On the other hand for any θ ∈ C∞0 (R), by
(3.2)–(3.3), we have∫ ∫
sign(u − k)
[
(u− k)∂θ
∂t
− ε ∂u
∂x
∂θ
∂x
+ (φ(uε)− φ(k))∂θ
∂x
+ψ(uε)θ
]
dx dt  0.QT
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R
(
uε(x, t)− uε(x,0)
)
θ dx =
t∫
0
∫
R
[
εuεθxx +
(
φ(uε)
)
θx +ψ(uε)θ
]
dx ds.
Letting ε → 0, we have
∫
R
(
u(x, t)− u(x,0))θ dx =
t∫
0
∫
R
(
umθx + upk θ
)
dx ds.
For the maximum estimate, we have∫
R
u(x, t) − u0(x) dx 
(‖θx‖L∞Mk + |θ |L∞Mk)t.
Letting t → 0, by Definition 1.2, u is a solution of (3.1).
4. Several estimates of solutions
Let us consider the following equation:{
∂u
∂t
+ ∂um
∂x
= fk(u), (x, t) ∈ QT ,
u(x,0) = u0(x), x ∈ R,
(4.1)
where
u0(x) ∈ L∞(R) ∩ BV(R)
is a nonnegative function in R and fk(s) = min{s, k}p , k ∈ R, m> 1, 0 <p  1.
From Section 3, the Cauchy problem (4.1) has solution u ∈ L∞(QT ) ∩ BV(QT ). In
addition, we have the following results.
Lemma 4.1. Assume 0 < p < m and u is a solution of the Cauchy problem (4.1), then we
have
∂u
∂t
−K
t
u,
in the sense of distribution, where K = 1
m−1 .
Proof. Denote a number of functions by
ur(x, t) = ru(x, rm−1t), (x, t) ∈ QT ,
for all r ∈ ( 12 ,1). Clearly, the function ur(x, t) is the unique solution of problem of the
form 

∂ur
∂t
+ ∂umr
∂x
= rm−p(min{ru(x, rm−1t), rk})p  rm−p(fk(ur)) fk(ur),
(x, t) ∈ QT , (4.2)ur(x,0) = ru0(x) u0(x), x ∈ R,
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ur(x, t) u(x, t)
for a.e. (x, t) ∈ QT . This implies that
u(x,λt)− u(x, t)
λt − t 
[λ1/m−1 − 1]u(x, t)
λt − t ,
where λ = rm−1 ∈ (21−m,1). Letting λ → 1− in the above inequality, we have
∂u
∂t
− u
(m− 1)t
in the sense of distribution. Thus Lemma 4.1 is proved. 
Lemma 4.2. Let 0 <p  1 and u be a solution of the Cauchy problem (4.1).Then we have
Φ(t) CΨ (t)+ C(t− 1m + F− 1m )Ψ 1m (t)
for a.e. t ∈ (0,+∞), where
Φ(t) = sup
R>r
[
ess sup
−R<x<0
u(x, t)
R1/(m−1)
]
, r > 0, (4.3)
Ψ (t) = sup
R>r
[
R−
m
m−1
0∫
−R
u(x, t) dx
]
, r > 0, (4.4)
and F = r(1−p)/(m−1).
Proof. Applying Lemma 2.1 and Definition 1.2 we conclude that
Φ(t) ∈ L∞(0,+∞), Ψ (t) ∈ L∞(0,+∞).
For all ε ∈ (0,1), denote a number of nonnegative functions Zε ∈ C∞0 (R) such that
suppZε ⊂ (−ε, ε),
∫
R
Zε dx = 1. (4.5)
Then, by Lemma 4.1 and (4.1), we have
∂
∂x
[
(Zε ∗ um)(x, t)
]
 K
t
Zε ∗ u(x, t) +Zε ∗ fk(u)
 K
t
Zε ∗ u(x, t) +Zε ∗ up(x, t) (4.6)
for all x ∈ R and a.e. t ∈ (0,+∞).
For R ∈ (0,+∞), denote a number of nonnegative functions ξR ∈ C∞0 (R) such that

ξR(x) = 1, ∀x ∈ (−R,∞),
ξR(x) = 0, ∀x ∈ (−∞,−2R),
0 ξ ′  C , ∀x ∈ R.
(4.7)
R R
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Zε ∗ um(x, t) = ξR(x)(Zε ∗ um)(x, t) − ξR(−2R)(Zε ∗ um)(−2R, t)
=
x∫
−2R
∂
∂y
[
ξR(y)(Zε ∗ um)(y, t)
]
dy
=
x∫
−2R
ξR(y)
∂
∂y
(Zε ∗ um)(y, t) dy +
x∫
−2R
ξ ′R(y)(Zε ∗ um)(y, t) dy
 K
t
x∫
−2R
(Zε ∗ u)(y, t) dy +
x∫
−2R
Zε ∗ up(y, t) dy
+ C
R
x∫
−2R
(Zε ∗ um)(y, t) dy
 K
t
0∫
−2R
(Zε ∗ u)(y, t) dy +
0∫
−2R
Zε ∗ up(y, t) dy
+ C
R
0∫
−2R
(Zε ∗ um)(y, t) dy
for x ∈ (−R,0). Letting ε → 0+, we get
ess sup
−R<x<0
um(x, t) K
t
0∫
−2R
u(y, t) dy +
0∫
−2R
up(y, t) dy + C
R
0∫
−2R
um(y, t) dy
for all R > r . This implies that
ess sup
−R<x<0
(
u(x, t)
R1/(m−1)
)m
 K
t
R−
m
m−1
0∫
−2R
u(y, t) dy + ess sup
−2R<x<0
(
u(x, t)
R1/(m−1)
)m−1
× R− mm−1
0∫
−2R
u(y, t) dy +R− 1−pm−1
[
R−
m
m−1
0∫
−2R
u(y, t) dy
]p
 C
t
(2R)−
m
m−1
0∫
u(y, t) dy +C ess sup
−2R<x<0
(
u(x, t)
(2R)1/(m−1)
)m−1
−2R
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0∫
−2R
u(y, t) dy +CF−1
[
(2R)−
m
m−1
0∫
−2R
u(y, t) dy
]p
for all R > r . Thus we have
Φ(t) Ct− 1m Ψ 1m (t)+CΦ m−1m Ψ 1m +CF− 1m Ψ pm (t).
Using Young’s inequality we have
Φ(t) 1
2
Φ(t)+CΨ (t)+C(t− 1m + F− 1m )Ψ 1m (t).
Therefore, the proof of the lemma is completed. 
Lemma 4.3. Let u be a solution of the Cauchy problem (4.1). Then we have
Ψ (t)CNr +C
t∫
0
[
Φm−1(τ )Ψ (τ)+ F−1Ψp(τ)]dτ
for a.e. t ∈ (0,+∞), where Φ(·) and Ψ (·) are defined by (4.3)–(4.4), and F =
r(1−p)/(m−1),
Nr = sup
R>r
[
R−
m
m−1
0∫
−R
u0(x) dx
]
.
Proof. From Definitions 1.1 and 1.2, we have∫
R
u(x, t)ϕ(x, t) dx −
∫
R
u(x, s)ϕ(x, s) dx
=
∫ ∫
QT
[
u(x, t)
∂ϕ
∂t
+ um(x, t)∂ϕ
∂x
+ fk(u)ϕ
]
dx dτ

∫ ∫
QT
[
u(x, t)
∂ϕ
∂t
+ um(x, t)∂ϕ
∂x
+ upϕ
]
dx dτ (4.8)
a.e. s ∈ (0,+∞) and for all 0 ϕ ∈ C∞0 (R).
For ρ ∈ (0,+∞), we denote by ζρ(x) ∈ C∞(R) such that

ζρ(x) = 0, ∀x ∈ (0,+∞),
ζρ(x) = 1, ∀x ∈ (−∞,−ρ),
ζ ′ρ(x) 0, ∀x ∈ R.
(4.9)
Choosing ϕ(x, t) = ξR(x)ζρ(x) in (4.8), we have∫
u(x, t)ξR(x)ζρ(x) dxR
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∫
R
ξR(x)ζρ(x)u0(x) dx +
t∫
0
∫
R
um(x, τ )
[
ξR(x)ζρ(x)
]′
dx dτ
+
t∫
0
∫
R
up(x, τ )ξR(x)ζρ(x) dx dτ

∫
R
ξR(x)ζρ(x)u0(x) dx +
t∫
0
∫
R
um(x, τ )ξ ′R(x)ζρ(x) dx dτ
+
t∫
0
∫
R
um(x, τ )ξR(x)ζ
′
ρ(x) dx dτ +
t∫
0
∫
R
up(x, τ )ξR(x)ζρ(x) dx dτ

0∫
−2R
u0(x) dx + C
R
t∫
0
0∫
−2R
um(x, τ ) dx dτ +
t∫
0
0∫
−2R
up(x, τ ) dx dτ.
Letting ρ → 0, by (4.9), we get
R−
m
m−1
0∫
−R
u(x, t) dx
C(2R)−
m
m−1
0∫
−2R
u0(x) dx
+ C
t∫
0
ess sup
−2R<x<0
[
u(x, τ )
R1/(m−1)
]m−1
× R− mm−1
0∫
−2R
u(x, τ ) dx dτ
+ CR− 1−pm−1
t∫
0
[
R−
m
m−1
0∫
−2R
u(x, τ ) dx
]p
dτ
for all R ∈ (r,+∞). This implies that
Ψ (t) CNr +C
t∫
0
Φm−1(τ )Ψ (τ) dτ + F−1
t∫
0
Ψp(τ) dτ
for all R ∈ (r,+∞). Thus the conclusion of is true. The proof of Lemma 4.3 is com-
pleted. 
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problem (4.1). Then there exist positive constants γ1, γ2, γ3 depending only on m,p such
that 

supR>r
[
R−
m
m−1
∫ 0
−R u(x, t) dx
]
 γ1Nr,
supR>r
[
R−
1
m−1 ess sup−R<x<0 u(x, t)
]
 γ2
[
Nr +
(
t− 1m + F− 1m )N 1mr ]
for a.e. t ∈ (0, Tr (u0)), where
Tr(u0) = γ3N∗r , N∗r = min
{
N−(m−1)r ,N
1−p
r ,N
1− 1
m
r
}
.
Proof. From Lemmas 4.2 and 4.3, it follows that
Ψ (t) γNr + γ
t∫
0
[(
τ
−(m−1)
m + F −(m−1)m )Ψ 2− 1m (τ) +Ψm + F−1Ψp(τ)]dτ
for a.e. t ∈ (0,+∞), where Φ(·) and Ψ (·) are defined by (4.3) and (4.4), γ is a positive
constant depending only on m,p. Using the comparison principle, we have
Ψ (t) y(t) (4.10)
for a.e. t ∈ (0, T ∗), where y(t) is the smooth solution of the following problem:{
y′(t) = γ (t −(m−1)m + F −(m−1)m )y2− 1m (t)+ γym(t)+ γF−1yp(t),
y(0) = γNr,
(4.11)
and
T ∗(A) =


min
{
mγ¯ (γNr)
−(m−1); (γ¯ )m(γNr)−(m−1);
Fmγ¯ (γNr)
1−p;Fpmγ¯ (γNr)1− 1m
}
, if m¯m,
min
{
5−
(m−1)2
2m−1 (γNr)−(m−1); (γ¯ )m(γNr)−(m−1);
Fmγ¯ (γNr)
1−p;Fpmγ¯ (γNr)1− 1m
}
, if m¯m,
with
γ¯ = 1
5γ (m− 1) , F = r
1−p
m−1 , m¯ = 2 − 1
m
.
Choosing
α = 2 − 1
m
, β = m, µ = p, D = F, λ = m− 1
m
, A = γNr, B = γ,
in Lemma 2.2 and using (4.11), we conclude that
Ψ (t) 5
m
m−1 γNr ≡ γ1Nr, ∀t ∈ (0, T ∗). (4.12)
for a.e. t ∈ (0, T ∗).
Denote by
Tr(u0) = γ3N∗r ,
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γ3 = min
{
γ−(m−1);γ−(m−1)mγ¯ ;γ−(m−1)γ¯ m;5 −(m−1)
2
2m−1 γ−(m−1);
Fmγ¯ γ 1−p;Fpmγ¯ γ 1− 1m },
N∗r = min
{
N−(m−1)r ;N1−pr ;N1−
1
m
r
}
.
Therefore, we have
0 Tr(u0) T ∗.
By (4.10)–(4.12), we get
Ψ (t) γ1Nr, t ∈
(
0, Tr(u0)
)
.
In addition, by applying Lemma 4.2, we have the conclusion of Proposition 4.1. Thus the
proof is completed. 
Proposition 4.2. Assume that r ∈ (0,∞), l ∈ (0,∞), and u is a solution of the Cauchy
problem (4.1), then there exists a positive constant γ4 depending on m,p such that
ess sup
0<x<l
u(x, t) γ4
(
r
1
m−1 Nr +
(
l + r
t
) 1
m−1 + l 1m−1 +
(
r
F
) 1
m−1)
,
a.e. t ∈ (0,∞), where m> 1, 0 <p  1.
Proof. Assume that Zε and ξR are defined by (4.5), (4.7), respectively. Denote
χR(x) = ξR(x −R), ∀x ∈ R.
Then, for R ∈ (0,+∞), l ∈ (0,+∞), using (4.6) we compute
Zε ∗ um(x, t)
x∫
−R
∂
∂y
[
χR(y)(Zε ∗ um)(y, t)
]
dy
 K
t
x∫
−R
[
χR(y)(Zε ∗ u)(y, t)
]
dy +
x∫
−R
χ ′R(y)(Zε ∗ um)(y, t) dy
+
x∫
−R
[
χR(y)(Zε ∗ up)(y, t)
]
dy,
∀x ∈ (0, l). Letting ε → 0, by (4.6)–(4.7), we have
ess sup
0<x<l
um(x, t) K
t
l∫
−R
u(y, t) dy + C
R
0∫
−R
um(y, t) dy +
l∫
−R
up(y, t) dy.
Applying Young’s inequality and Proposition 4.1, we get
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0<x<l
u(x, t)
(
K
t
l∫
−R
u(y, t) dy + C
R
0∫
−R
um(y, t) dy +
l∫
−R
up(y, t) dy
) 1
m
 C
(
l
t
) 1
m (
ess sup
0<x<l
u(x, t)
) 1
m + Ct− 1m
( 0∫
−R
u(x, t) dy
) 1
m
+ R 1m−1 ×
(
R−
1
m−1 ess sup
−R<x<0
u(x, t)
)
+Cl 1m
(
ess sup
0<x<l
u(x, t)
) p
m
+ R 1m−1 ×
(
1
Rm/(m−1)
0∫
−R
u(x, t) dx
) 1
m
 1
2
ess sup
0<x<l
u(x, t)+ C
(
l
t
) 1
m−1 +Cl 1m−1 + Ct− 1m R 1m−1 N
1
m
r
+ CR 1m−1 N
1
m
r + CR 1m−1
[
Nr +
(
t−
1
m + F− 1m )N 1mr ]
 1
2
ess sup
0<x<l
u(x, t)+ C
(
l
t
) 1
m−1 + l 1m−1 + CR 1m−1 Nr +
(
R
t
) 1
m−1
+
(
R
F
) 1
m−1
,
which implies that
ess sup
0<x<l
u(x, t) CR
1
m−1 Nr +
(
l +R
t
) 1
m−1 + l 1m−1 +
(
R
F
) 1
m−1
.
Letting R → r , we get
ess sup
0<x<l
u(x, t) Cr
1
m−1 Nr +
(
l + r
t
) 1
m−1 + l 1m−1 +
(
r
F
) 1
m−1
.
Thus Proposition 4.2 is proved. 
Proposition 4.3. Assume that r ∈ (0,+∞), and u is a solution of the Cauchy problem
(4.1). Then we have
|u|BVt (QT (R)) + |um|BVx(QT (R))  γ5R
m
m−1
[
Nmr +
(
1
T
) m
m−1 +
(
1
F
) m
m−1 + 2
]
for all R ∈ (r,+∞) and all T ∈ (0, Tr (u0)), where QT (R) = (−R,+R)× ( T2 , T ), and γ5
is positive constant depending only on m,p.
Proof. Using Propositions 4.1 and 4.2, we have
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−2R<x<2R
u(x, t) ess sup
−2R<x<0
u(x, t) + ess sup
0<x<2R
u(x, t)
 CR
1
m−1
[
Nr +
(
t−
1
m + F− 1m )N 1mr ]
+C
[
r
1
m−1 Nr +
(
(2R)+ r
t
) 1
m−1 + (2R) 1m−1 +
(
r
F
) 1
m−1 ]
 CR
1
m−1
[
Nr + t− 1m−1 + F 1m−1 + 1
]
for all R ∈ (r,+∞), and a.e. t ∈ (0, Tr (u0)). This implies that
ess sup
−2R<x<2R
u(x, t) CR
1
m−1
[
Nr + t− 1m−1 + F 1m−1 + 1
]
. (4.13)
It follows from Lemma 4.1 that
∂(tKu)
∂t
= tK ∂u
∂t
+ KtK−1u 0, (4.14)
in the sense of distribution, where K = 1
m−1 . Using Definition 1.1, we conclude that
∂(tKu)
∂t
is a nonnegative σ -finite Borel measure in QT , we compute
|tKu|BVt (QT ) ≡ sup
ϕ∈C∞0 (QT )−1ϕ1
∣∣∣∣∣−
T∫
T/2
R∫
−R
∂ϕ
∂t
(tKu)dx dt
∣∣∣∣∣
= sup
ϕ∈C∞0 (QT )−1ϕ1
∣∣∣∣∣
T∫
T/2
R∫
−R
ϕ
∂(tKu)
∂t
dx dt
∣∣∣∣∣

T∫
T/2
R∫
−R
∂(tKu)
∂t
dx dt

∣∣∣∣∣
T∫
T/2
R∫
−R
(
φR(x)θε(t)
)∂(tKu)
∂t
dx dt
∣∣∣∣∣

T+ε∫
T/2−ε
R∫
−R
(
φR(x)θε(t)
)∂(tKu)
∂t
dx dt,
where φR(x) ∈ C+∞0 (−2R,2R) and θε(t) ∈ C+∞0 ( T2 − ε,T + ε) are function satisfying
the following conditions:
φR(x) = 1, x ∈ (−R,R), 0 φ  1,
∣∣φ′R(x)∣∣ CR , x ∈ (−2R,2R),
θε(t) = 1, t ∈
(
T
,T
)
, 0 θε  1, t ∈
(
T − ε,T + ε
)
.2 2
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|tKu|BVt (QT (R)) −
T+ε∫
T/2−ε
R∫
−R
∂(φR(x)θε(t))
∂t
(
tKu(x, t)
)
dx dt. (4.15)
Denote QεT (2R) = (−2R,2R) × (T /2 − ε,T + ε). Then it follows from (4.1), (4.14),
(4.15) that
|tKu|BVt (QT (R)) 
∫ ∫
QεT (2R)
θε(t)
[
tKφ′R(x)um +KtK−1φRu+ tKupφR
]
dx dt
for all ε ∈ (0, T2 ). Letting  → 0, we get
|tKu|BVt (QT (R)) 
∫ ∫
Qt(2R)
[
tKφ′R(x)um +KtK−1φRu+ tKupφR
]
dx dt. (4.16)
Applying Young’s inequality, (4.13), and (4.16), we compute
|u|BVt (QT ) =
∣∣t−K(tKu)∣∣BVt(QT (R))
 CT −K |tKu|BVt
(
QT (R)
)+CT −1 ∫ ∫
QT (R)
udx dt
 CT −K
∫ ∫
QT (2R)
[
tKφ′R(x)um + KtK−1φRu+ tKupφR
]
dx dt
+CT −1
∫ ∫
QT (R)
udx dt
 C
∫ ∫
QT (2R)
[
φ′R(x)um + upφR
]
dx dt +CT −1
∫ ∫
QT (R)
udx dt
 C
R
∫ ∫
QT (2R)
um dx dt + C
∫ ∫
QT (2R)
up dx dt + CT −1
∫ ∫
QT (R)
udx dt
 CR
m
m−1
[
Nr +
(
2
T
)− 1
m−1 + F 1m−1 + 1
]m
+CR mm−1
[
Nr +
(
2
T
)− 1
m−1 + F 1m−1 + 1
]
+CT −1R mm−1
[
Nr +
(
2
T
)− 1
m−1 + F 1m−1 + 1
]
 CR
m
m−1
[
Nr +
(
2
)− 1
m−1 + F 1m−1 + 1
]mT
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{[
Nr +
(
2
T
)− 1
m−1 + F 1m−1 + 1
]m
+ (1 + T −1) mm−1
}
 CR
m
m−1
[
Nmr +
(
1
T
) m
m−1 +
(
1
F
) m
m−1 + 2
]
for all R > r . This implies that
|u|BVt (QT )  CR
m
m−1
[
Nmr +
(
1
T
) m
m−1 +
(
1
F
) m
m−1 + 2
]
. (4.17)
By (4.14) and (4.16), we compute
|u|mBVx(QT ) ≡ sup
ϕ∈C∞0 (QT )−1ϕ1
∣∣∣∣∣−
T∫
T/2
R∫
−R
∂ϕ
∂x
um dx dt
∣∣∣∣∣
 sup
ϕ∈C∞0 (QT )−1ϕ1
∣∣∣∣∣−
T∫
T/2
R∫
−R
∂u
∂t
ϕ dx dt +
T∫
T/2
R∫
−R
up dx dt
∣∣∣∣∣
 |u|BVt (QT ) +CR
T∫
T/2
(
ess sup
−R<x<R
u(x, t)
)p
dt
 |u|BVt (QT ) +CR
m
m−1
[
N
p
r + T −
p
m−1 + F pm−1 + 1].
Thus the proof of Proposition 4.3 is completed. 
5. Existence of solutions
In this section we shall prove my main theorem.
We consider the Cauchy problem of the problem{
∂u
∂t
+ ∂um
∂x
= fn(u), (x, t) ∈ QT ,
u(x,0) = µn(x), x ∈ R,
(5.1)
where fn(s) = min{s, n}p , n 1, m > 1, 0 < p  1, µn(x) = (gn ∗ µ¯n)(x), gn ∈ C∞0 (R),
and µ¯n(x) are nonnegative functions satisfying the following conditions:
suppgn ⊂
(
−1
n
,
1
n
)
,
∫
R
gn(x) = 1, (5.2)
µ¯n(x) = µ
(
x − 1
n
)
, |x| n, µ¯n(x) = 0, |x| > n. (5.3)
By (5.2), (5.3), we conclude that µn(x) ∈ C∞0 (R) are nonnegative functions which have
the following properties:
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R>r
(
R−
m
m−1
0∫
−R
µn(x)dx
)
C sup
R>r
(
R−
m
m−1
0∫
−R
dµ(x)
)
, (5.4)
lim
n→+∞
∫
R
ψ(x)µn(x) dx =
∫
R
ψ(x)dµ(x), ∀ϕ ∈ C∞0 (R). (5.5)
Clearly, the Cauchy problem (5.1) has a unique nonnegative un satisfying Definitions 1.1
and 1.2.
In addition, for T ∈ (0, T (µ)), there exists a positive constant r ∈ (0,∞), such that
T  Tr(µ). Using (5.4)–(5.5) and the estimates in Propositions 4.1–4.3, we can select a
subsequence {unj } of {un} such that
unj → u, (x, t) ∈ K, (5.6)
as nj → ∞ for every compact set K ⊂ QT .
Now, let us prove that the function u is a solution of the Cauchy problem (1.1)–(1.2)
in QT .
Applying Propositions 4.1–4.3 and using (5.6) we conclude that u is a nonnegative
function satisfying (H1). In addition, by (5.6), u also satisfies (H2). Therefore, by Defini-
tion 1.1, u is a solution of (1.1).
We now prove that u satisfies the initial condition (1.2) in the sense of Definition 1.2.
For any ψ ∈ C∞0 (R), there exists a positive constant L such that
suppψ ⊂ (−L,L).
Let us consider the following function:
Un(x, t) = un(x +L, t), (x, t) ∈ QT ,
where un is the above solution of (5.1). Clearly, Un is a solution of the following problem:{
∂u
∂t
+ ∂um
∂x
= fn(u), (x, t) ∈ QT ,
u(x,0) = µn(x +L), x ∈ R.
For Un(x, t), applying Proposition 4.3 and using (5.4) and (5.5), we have
sup
R>r
[
R−
m
m−1
0∫
−R
Un(x, t) dx
]
 CMr(L) (5.7)
and
sup
R>r
[
R−
1
m−1 ess sup
−R<x<0
Un(x, t)
]
 C
[
Mr(L)+
(
t−
1
m + F− 1m )M 1mr (L)] (5.8)
for a.e. t ∈ (0, Tr (µ;L)), where
Mr(L) ≡ sup
R>r
R
m
m−1
L∫
L−R
dµ,
Tr(µ;L) = CM∗r , M∗r (L) = min
{
M−(m−1)r (L),M
1−p
r (L),M
1− 1
m
r (L)
}
.
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sup
R>r
[
R−
m
m−1
L∫
L−R
un(x, t) dx
]
 CMr(L) (5.9)
and
sup
R>r
[
R−
1
m−1 ess sup
L−R<x<L
un(x, t)
]
 C
[
Mr(L)+
(
t−
1
m + F− 1m )M 1mr (L)] (5.10)
for a.e. t ∈ (0, Tr (µ;L)).
Choosing ϕ(x, t) ≡ ψ(x) in (4.8), we compute∣∣∣∣∣
∫
R
un(x, t)ψ(x)dx −
∫
R
un(x, s)ψ(x)dx
∣∣∣∣∣

∣∣ψ ′(x)∣∣
L∞(R)
t∫
s
L∫
−L
umn (x, τ ) dx dτ +
∣∣ψ(x)∣∣
L∞
t∫
s
L∫
−L
fn(un)(x, τ ) dx dτ

∣∣ψ ′(x)∣∣
L∞(R)
t∫
s
L∫
−L
umn (x, τ ) dx dτ +
∣∣ψ(x)∣∣
L∞
t∫
s
L∫
−L
u
p
n (x, τ ) dx dτ

∣∣ψ ′(x)∣∣
L∞(R)
t∫
s
[
ess sup
x∈(−L,L)
um−1n (x, τ )
L∫
−L
un(x, τ ) dx
]
dτ
+ ∣∣ψ(x)∣∣
L∞
t∫
s
L1−p
( L∫
−L
un(x, τ ) dx
)p
dτ
Λ
(
t + t 1m )
for a.e. t ∈ (s,min{T ,Tr(µ,L)}) with s ∈ (0,min{T ,Tr(µ,L)}), where Λ is a positive
constant depending only on m,p,L,R,Mr(L),ψ .
Letting s → 0 and n = nj → ∞, by (5.4) and (5.5), we conclude that u satisfies the
initial condition (1.2) in the sense of Definition 1.2. Thus the proof of the main theorem is
completed.
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