Abstract-We combine detection and tracking techniques to achieve robust 3D motion recovery of people seen from arbitrary viewpoints by a single and potentially moving camera. We rely on detecting key postures, which can be done reliably, using a motion model to infer 3D poses between consecutive detections, and finally refining them over the whole sequence using a generative model. We demonstrate our approach in the cases of golf motions filmed using a static camera and walking motions acquired using a potentially moving one. We will show that our approach, although monocular, is both metrically accurate because it integrates information over many frames and robust because it can recover from a few misdetections.
INTRODUCTION
R ECENT approaches to modeling people's 3D motion from video sequences can be roughly classified into those that detect specific postures in individual frames and those that track the motion from frame to frame given an initial pose. The first category usually involves matching against a large image database and is becoming increasingly popular, but requires very large training data sets to be effective. The second category involves predicting the pose in a frame given the pose computed in previous ones, which can easily fail if errors start accumulating in the prediction, causing the estimation process to diverge.
Neither technique is clearly superior to the other, and both are actively investigated. In this paper, we show that they can be combined to accurately reconstruct the 3D motion of people seen from arbitrary viewpoints using a single, and potentially moving, camera. At the heart of our approach is the fact that human motions often contain characteristic postures that are relatively easy to detect. Given two consecutive such postures, modeling intermediate poses becomes an interpolation problem, which is much easier to solve reliably than open-ended tracking.
More specifically, we show that we can reconstruct 3D golfing motions filmed using a static camera and walking motions acquired using a potentially moving one. In the golf case, the easy-to-detect postures are the starting position, when the golfer transitions from upswing to downswing, and the final one. For walking, they are the ones that occur at the end of each step when people have their legs furthest apart. We therefore use a chamfer-based method [11] that was designed to detect key postures from any viewpoint, even when the background is cluttered and background subtraction is impractical because the camera moves, as is the case in Fig. 1a . Because the detected postures are projections of 3D models, we can map them back to full 3D poses and use them to select and warp motions from a training database that closely match them. This yields initial pose estimates such as those of Fig. 1b . It lets us create the synthetic images we would see if the person truly were in those positions. These images are depicted by Fig. 1c and we refine the pose until they match the real ones. This yields the results depicted by Figs. 1d and 1e.
The importance of combining detection and tracking to achieve robustness has long been known [9] , [23] and manually introducing a few 3D keyframes in a tracking algorithm has been shown to be effective [10] . More recently, a fully automated approach to combining tracking and detection has been shown to be robust at following multiple people over very long sequences in [28] in 2D. This is achieved by detecting people in canonical poses and tracking them from there, which still has the potential to diverge. By contrast, interpolating between detected silhouettes prevents this and yields 3D reconstructions.
We chose walking and golfing to demonstrate our approach because we had access to both the relevant motion databases and silhouette detection techniques. The framework, however, is general because most human motions include very characteristic postures that are easier to detect than completely arbitrary ones. Athletic motions are a good example of this. Canonical postures can be detected when a tennis player hits the ball with a forehand, a backhand, or a serve [38] . In a work environment, there also are very characteristic poses between which people alternate, such as sitting at their desk and walking through doors.
The fact that canonical postures are common is important because one of the limitations of state-of-the-art detection-based approaches to 3D motion reconstruction is that huge training databases would be required to detect all possible postures. By contrast, if one only needs to detect a few easily recognizable postures, much smaller databases should suffice, thus making the approach easier to deploy. 
RELATED WORK
Existing approaches to video-based 3D motion capture remain fairly brittle for many reasons: Humans have a complex articulated geometry overlaid with deformable tissues, skin, and loose clothing. Their motion is often rapid, complex, self-occluding, and presents joint reflection ambiguities. Furthermore, the 3D body pose is only partially recoverable from its projection in one single image, where usually the background is cluttered and the resolution is poor. Reliable and robust 3D motion analysis, therefore, requires good tracking across frames, which is difficult because of the poor quality of image-data and frequent occlusions. Recent approaches to handling these problems can roughly be classified into those that
. Detect: This implies recognizing postures from a single image by matching it against a database and has become increasingly popular recently [40] , [1] , [13] , [24] , [20] , [12] , [19] , [30] , [25] , [4] , [42] but requires very large sets of examples to be effective. Moreover, this often relies on background subtraction and on clean silhouettes, such as those that can be extracted from the HumanEva data set [35] , which require static cameras or controlled environments. Finally, these methods are usually able just to obtain a good reconstruction of the body pose but cannot correctly locate it in a 3D environment. . Track: This involves predicting the pose in a frame given observation of the previous one. It thus requires an initial pose and can easily fail if errors start accumulating in the prediction, causing the estimation process to diverge. The possibility of drifting is usually mitigated by introducing sophisticated statistical techniques for a more effective search [9] , [7] , [8] , [45] , [46] , [37] , by using strong dynamic motion models as priors [33] , [27] , [34] , [2] , [43] , [39] , [29] , or even by introducing physics-based models [5] . Neither technique has been proven to be superior, and both are actively studied and sometimes combined: Manually introducing a few 3D keyframes is known to be a powerful way to constrain 3D tracking algorithms [10] , [22] . In the 2D case, it has recently been shown that this can be done in a fully automated fashion to track multiple people in extremely long sequences [28] . This involves tracking forwards and backwards from individual and automatically detected canonical poses. While effective, this approach to tracking still has the potential to diverge. In this paper, we avoid this problem and go to full 3D by observing that automated canonical pose detections can be linked into complete trajectories, which let us first recover rough 3D poses by interpolating between these detections and then refining them by using a generative model over full sequences. A similar approach has been proposed for 3D hand tracking [41] but makes much stronger assumptions than we do by requiring high-quality images so that the hand outlines can accurately and reliably be extracted from the background.
The work presented in this paper builds on some of our own earlier results. We rely on spatiotemporal templates to detect the people in canonical poses [11] and on PCA-based motion models [44] to perform the interpolation. However, unlike in this latter paper, the system does not require manual initialization. This means that we had to develop a strategy to link detections, infer initial 3D poses from them, and perform the pose refinement even when the camera moves or the background is cluttered. As a result, we can now operate fully automatically under far more challenging conditions than before.
APPROACH
We first use a template-based approach [11] to detect people in poses that are most characteristic of the target activity, as shown in Fig. 1a . The templates consist of consecutive 2D silhouettes obtained from 3D motion capture data seen from six different camera views and at different scales. This way the motion information is incorporated into the templates and helps to distinguish actual people who move in a predictable way from static objects whose outlines roughly resemble those of humans. For each detection, the system returns a corresponding 3D pose estimate.
In theory, a person should be detected every time a key pose is attained, which the template-based algorithm does very reliably. The few false positives tend to correspond to actual people but detected at somewhat inaccurate scales or orientations and false negatives occur when the relative position of the person with respect to the camera generates an ambiguous projection and the key pose becomes hard to distinguish from others. In our experiments, this almost never happened in the golfing case and sometimes did in the walking case when the camera moved and saw the subject against a cluttered background and from a difficult angle. To handle such cases, we have implemented a Viterbi-style algorithm that links detections into consistent trajectories, even though a few may have been missed. Since the camera may move, we perform this computation in the ground plane, which we relate to the image plane via a homography that is recomputed from frame to frame.
Finally, we use consecutive detections to select and timewarp motions from a training database obtained via optical motion capture. As shown in Fig. 1b , this gives us a rough estimate of the body's position and configuration in each frame between detections. To refine this initial estimate and since the camera may move from frame to frame, we first compute homographies between consecutive frames and use them to synthesize a background image from which the moving person has been almost completely removed. When we know the camera to be static, we synthesize the background image by simple median filtering of the images between detections. We then learn an appearance model from the detections and use it in conjunction with the synthesized background to produce new images, which lets us refine the body position by minimizing an objective function that represents the dissimilarity between the original and synthetic images. For increased robustness, we perform this minimization over all frames simultaneously. This yields the refined poses depicted by Figs. 1c, 1d , and 1e.
In the remainder of this section, we first introduce the models we use to represent human bodies and their motion. We then briefly describe our approach first to detecting people in canonical poses, second to using these detections to estimate the motion between frames, and, finally, to refining this estimate.
Body and Motion Models
As in [44] , we represent the human body as cylinders attached to an articulated 3D skeleton and use a linear subspace method to represent the motion between canonical poses. This body model has standard dimensions and proportions; thus it allows us to obtain reasonable results on different subjects without the need of being specifically trimmed. Adapting the skeleton proportions would have required an a priori knowledge of their more likely variations, as was done, for example, in [3] using the SCAPE model. In practice, we have not found it necessary to do so because of the scale ambiguity inherent to monocular reconstruction. Using a model that is slightly too small or too big simply results in variations in the recovered camera position with respect to the subject. A pose, whether canonical or not, is given by the position and orientation of its root node, defined at the sacroiliac, and a set of joint angles. More formally, let D denote the number of joint angles in the skeletal model. A pose at time t is then given by a vector of joint angles, denoted t ¼ ½ 1 ; . . . ; D T , along with the global position and orientation of the root
A motion between two canonical poses can be viewed as a time-varying pose. While pose varies continuously with time, we assume a discrete representation in which pose is sampled at N distinct time instants. In this way, a motion becomes a sequence of N discrete poses
Since motions can occur at different speeds, we encode them at a canonical speed and time warp them to represent other speeds. We let the pose vary as a function of a phase parameter that is defined to be 0 at the beginning of the motion and 1 at the end. For periodic motions such as walking, the phase is periodic. For nonperiodic ones such as swinging a golf club, it is not. The canonical motion is then represented with a sequence of N poses, indexed by the phase of the motion. For frame n 2 ½1; N, the discrete phase n 2 ½0; 1 is simply
In practice, we learn motion models from optical motion capture data comprised of several people performing the same activity several times. For walking, we used a Vicon2 system to capture the motions of four men and four women on a treadmill at speeds ranging from 3 to 7 km/h by increments of 0.5 km/h. The body model had D ¼ 84 degrees of freedom. While one might also wish to include global translational or orientational velocities in the training data, these were not available with the treadmill data. We therefore only learn motion models for the joint angles. Four cycles of walking and running at each speed were used to capture the natural variability of motion from one gait cycle to the next for each person. Similarly, to learn the golf swing model, we asked two golfers to perform 24 swings each.
Because our subjects move at different speeds, we first dynamically time warp and resample each training sample. This produces training motions with the same number of samples, and with similar poses aligned. To this end, we first manually identify a small number of key postures specific to each motion type. We then linearly time warp the motions so that the key postures are temporally aligned. The resulting motions are then resampled at regular time intervals using quaternion spherical interpolation [31] to produce the training poses
Given a training set of M such motions, denoted, fÉ j g M j¼1 , we use Principal Component Analysis to find a low-dimensional basis with which we can effectively model the motion. In particular, the model approximates motions in the training set with a linear combination of the mean motion Â 0 and a set of eigen-motions fÂ i g m i¼1 :
The scalar coefficients, f i g, characterize the motion and m M controls the fraction of the total variance of the training data that is captured by the subspace. In all of the experiments shown in this paper, we used m ¼ 5, which has proven sufficient to achieve good reconstruction accuracy. A pose is then defined as a function of the scalar coefficients, f i g, and a phase value, . We therefore write
Note than now Â i ðÞ are eigen-poses, and Â 0 ðÞ is the mean pose for that particular phase.
Detection and Initialization
As in our earlier publication [11] , people in canonical poses are detected using spatiotemporal templates that are sequences of three silhouettes of a person, such as the one of Fig. 2c . The first corresponds to the moment just before they reach the target pose, the second to the moment when they have precisely the right attitude, and the third just after. Matching these templates against three-image sequences let us differentiate between actual people who move in a predictable way and static objects whose outlines roughly resemble those of humans, which are surprisingly numerous. As a result, it turns out to be much more robust than earlier template-based approaches to people detection [26] , [15] , [16] .
As shown in Fig. 2a , to build these templates, we introduced a virtual character that can perform the same captured motions we used to build the motion model discussed above and rendered images at a rate of 25 frames per second as seen from virtual cameras in six different orientations. The rendered images are then used to create templates such as those depicted by Fig. 2b . The rendered images are rescaled at seven different scales ranging from 52 Â 64 to 92 Â 113 pixels so that an image at one scale is 10 percent larger than the image one scale below. From each one of the rendered images, we extract the silhouette of the model. Each template is made of the silhouette corresponding to the canonical pose, the one before, and the one after. The silhouettes are represented as sets of oriented pixels that can be efficiently matched against image sequences. We refer the interested reader to our earlier publication for further details [11] .
An added bonus of this approach to detecting people, is that to each detection we can associate the set of f i g PCA coefficients, as defined in (4) . Averaging the coefficients corresponding to two consecutive detections and sampling the n phase parameter of (3) at regular intervals gives us a pose estimate in each intermediate frame. In the golfing case where the body's center of gravity moves little, this is enough to characterize the whole motion since we can assume that the g t vector of (1) that encodes the position and orientation of the body root remains constant except for the component that encodes the rotation around the z axis. In the walking case, this is of course not true and we use the position of the detected silhouettes on the ground plane to estimate the person's 3D location and orientation. We then use spline interpolation to derive initial g t values in between, as will be discussed in more details in Section 4.3.
Refinement
The poses obtained using the method discussed above are only approximative. To refine them, we generate for each one the synthetic images we would see if the person truly were in that pose and compare to the original one. Minimizing the dissimilarity between real and synthetic image then lets us refine the poses in each individual frame.
In our implementation, we depart from typical generative approaches in two important ways. First, to increase robustness, we refine the poses over all the frames simultaneously by optimizing with respect to the PCA coefficients of (4) and g t root node positions and orientations of (1) . Second, as shown in Fig. 1c , we not only create an appearance model for the person but also for the background so that the synthetic images we produce include both. As illustrated by Fig. 3 , this is important because it effectively constrains the projections of the reconstructed model to be at the right place and allows recovery of the correct pose even when the initial guess is far from it.
To perform the refinement, we define the objective function LðÉÞ as À logðpðÉjI 1 
The pðI 1 ; . . . ; I N Þ term is constant and can be ignored. Because we have a dependable way to initialize É, we express the prior as a distance from its initial value and write its negative log as
where 0 k represents the initialization value for the kth PCA parameter, given by the detections, and k is the eigenvalue associated to the kth eigenvector.
Assuming conditional independence of the appearance in consecutive frames given the motion model, we can decompose pðI 1 ; . . . ; I N jÉÞ as
. . . ; m Þ is the pose in image I i , as defined by (5) . Assuming for simplicity that, given an estimated pose^ i , a background, and a foreground model, all of the pixels ðu; vÞ in image I i are conditionally independent, we write
pðI i ðu; vÞ j^ i ;ĝ i Þ:
We estimate pðI i ðu; vÞ j^ i Þ for each pixel of frame i as follows: Given the generated background images, we project our human body model according to pose^ i . As discussed above, individual limbs are modeled as cylinders to which we associate a color histogram obtained from the projected area of the limb in the frames where the silhouettes were detected. We project the body model onto the generated background image to obtain a synthetic image, such as those depicted by Fig. 1c. If ðu; vÞ is located Fig. 3 . Refinement process. The images are, from left to right, the input image, the initialization given by the interpolation process, the result obtained without using a background image, and finally the result obtained as proposed. Whole parts of the body can be missed when the background is not exploited. within
&
where F represents the projection of the body model into the image. Modeling both the foreground and background appearance helps in achieving more accuracy and robustness, as already noted in literature [18] , [32] for static camera cases.
Given (7)- (9), we can write
À logðpðI i ðu; vÞj^ i ÞÞ; ð10Þ
and refine all of the poses between detections by minimizing LðÉÞ with respect to ð 1 ; . . . ; N ; g 1 ; . . . ; g N ; 1 ; . . . ; m Þ, which define the motion in the whole sequence. This minimization is performed stochastically by sampling particles thrown in the parameter space around the initialization.
FROM DETECTIONS TO TRAJECTORIES
To reconstruct golf swings, we treat as canonical poses the transition between the upswing and the downswing and the end of the upswing, as shown in Fig. 4 . Since there is a little motion of the golfer's center of gravity during the swing, we take the g t vectors of (1) to be initially all equal, and during the optimization we only allow a rotation around the z axis. Furthermore, since the camera is static in the examples we use, we simply median filter frames in the whole sequence to synthesize the background image we need to perform the pose refinement of Section 4.3.
To track walking people, we use the beginning of the walking cycle, when the legs are furthest apart, as our canonical pose. Our spatiotemporal templates detect this pose reliably but with the occasional false positive and false negative. Such errors must be eliminated and the valid detections linked into consistent trajectories, which is more involved than in the golf case since people move over time and the camera must be allowed to move also to keep them in view.
In this section, we first describe the linking procedure, discuss how we initialize the g t vectors that encode the person's global motion, and, finally, account for the fact that the direction in which people face and in which they move are strongly correlated. 
Linking Detections
In our scheme, people should be detected at the beginning of every walking cycle but are occasionally missed. To link these sparse detections into a complete trajectory, we have implemented a Viterbi-style algorithm. It is important to note that the system is trained on a very specific pose, the left leg in front of the right one, which helps our algorithm resolve ambiguities by giving higher scores to the correct detections. We could have used two key poses instead of one for each walking cycle, but we empirically found that using one was a good trade-off between tracking robustness and computational load. As shown in Section 5, even missing a detection out of two can still lead to reliable results. Finally, these detections include not only an image location but also the direction the person faces, which is an important clue for linking purposes.
Ground Plane Registration
Since the camera may move, we work in the ground plane, which we relate to each frame by a homography that is computed using a standard technique [36] , which is illustrated in Fig. 5 . In practice, we manually indicate the ground plane in one frame and compute an initial homography between it and the world ground plane G w À H w 0 . Then, we detect interest points in both the reference frame and the next one and match them. From the set of correspondences, we compute the homography between the subsequent frame ground plane and the reference frame ground plane H 0 1 , and further from the subsequent frame ground plane and the world ground plane H w 1 . We repeat this process for all the frames I i , i ¼ 1::N obtaining the homographies between them and world ground plane H w i , i ¼ 1::N, N being the number of the sequence frames. This makes it easy to compute the world ground plane coordinates of the detections knowing the 2D coordinates in the frame ground plane. Since there are specific orientations associated with each detection, we also recalculate these orientations with respect to the world ground plane.
Formalizing the Problem
The homographies let us compute ground plane locations and one of the possible orientations for all detections, which we then need to link while ignoring potential misdetections. To this end, we define a hidden state at time t as the oriented position of a person on the ground plane L t ¼ ðX; Y ; OÞ, where t is a frame index, ðX; Y Þ are discretized ground plane coordinates, and O is one of the possible orientations.
We introduce the maximum likelihood estimate of a person's trajectory ending up at state i at time t,
where I j represents the jth frame of the video sequence.
Casting the computation of À in a dynamic programming framework requires introducing probabilities of observing a particular image given a state and of transitioning from one state to the next. We therefore take b it , the probability of observing frame I t given hidden state i, to be
where d bayes-chamfer is a weighted average of the chamfer distances between projected template contours and actual image edges. This makes sense because the coefficients used to weight the contributions are designed to account for the relevance of different silhouette portions in a Bayesian framework [11] . We also introduce the probability of transition from state j at time t 0 to state i at time t, 
Linking Sparse Detections
Given the probabilities of (12) and (13), if we could expect a detection in every frame, linking them into complete trajectories could be done using the Viterbi algorithm to recursively maximize the À t maximum likelihood of (11) . However, since we can only expect a detection approximately every N c ¼ 30 frames, we allow the model to change state directly from L t 0 at time t 0 to L t at time tðt 0 < tÞ, N c À t < t À t 0 < N c þ t, and skip all frames in between. t is a frame distance tolerance that we set to 10 in our implementation.
This lets us reformulate the maximization problem of (11) where t 1 < t 2 < Á Á Á < t n , n are the indices of frames I in which at least one detection occurred, and N c À t < Át < N c þ t.
This formulation lets us initially retain for each detection several hypotheses with different orientations and allow the dynamic programming algorithm to select those that provide the most likely trajectories according to the probabilities of (12) and (13) . If a detection is missing, the algorithm simply bridges the gap using the transition probabilities only. For the sequences of Figs. 7 and 9, this yields the results depicted by Figs. 8 and 10.
Predicting 3D Poses between Detections
A complete trajectory computed as discussed above includes rough estimates of the body's position, orientation, and 3D pose parameterized by a set of joint angles for the frames in which the key posture was detected. We use straightforward spline interpolation to predict positions and orientations of the body between the two detections, which allows us to initialize the g vectors of (1) .
The whole procedure is very simple and naturally extends to the case where a key posture has been missed, which can be easily detected by comparing the number of frames between consecutive detections and the median value for the whole sequence. In this case, a longer motion must be created by concatenating several motion cyclesusually two, and never more than three in our experimentsdepending on the number of frames between detections. This new motion is then resampled as before. Obviously, the initial predictions then lose in accuracy, but they usually remain precise enough to retrieve the correct poses, thanks to the refinement process described in the following section. 
Refining the Predicted Poses
To track a person walking about, the camera usually has to move to keep him in view. Therefore, we cannot use a simple background subtraction technique to create the background image we require for refinement purposes and adopt the more sophisticated approach depicted by Fig. 11 . We treat each image of the sequence in turn as a reference and consider the few images immediately before and after. We compute homographies between the reference and all other images [17] , [36] , which is a reasonable approximation of the frame-to-frame deformation because the time elapsed between successive frames is short and lets us warp all the images into the reference frame. Then, by computing the median of the values for each pixel in HSV color space, we obtain background images with few artifacts.
To account for the fact that walking trajectories are smooth both spatially and temporally, we do not treat the g i and i as independent from each other. Instead, as we did for initialization purposes, we represent trajectories as 2D splines lying on the ground plane and whose shape is completely defined by the position and orientation of the body root node at the end points of a sequence, which we denote as g start and g end . In other words, we write all the g i as functions of g start and g end . Similarly, we introduce a We can now refine the pose between two detections by optimizing the objective function LðÉÞ of (10) with respect to ð c ; 1 ; . . . ; m ; g start ; g end Þ. Our experiments have shown that using this reduced set of variables regularizes the motion and yields much better convergence properties than using the full parameterization. However, this formulation does not exploit the fact that people usually walk in the direction they are facing, which means that the body global position, which is controlled by the first three variables of the 6D g start and g end vectors is not independent from the other three, which control orientation. We can therefore further improve our results by adding an additional term to our objective function to enforce this constraint. We define
where ðiÀ1Þ!i is the angle between the direction the person faces and the direction of motion and is a weighting term which is kept constant for all our experiments, and whose purpose is to make the two terms of the same order of magnitude. As demonstrated in [14] and as will be shown in Section 5, minimizing L walk ðÉÞ instead of LðÉÞ has little influence on the recovered poses but yields more realistic global body orientations.
RESULTS
In this section, we present our results on golfing and walking sequences that feature subjects other than those we used to create our motion databases and seen from many different perspectives. A computationally expensive part of the algorithm is the refinement step of Section 4.3 since, for each particle, we must render the whole sequence, be it a walking cycle or a golf swing, and compute the image likelihood for each frame. Therefore, finding the best solution for an activity can require around 10 minutes on a standard computer, in our current MATLAB implementation. Fig. 12 depicts a golf swing by a professional golfer. By contrast, Fig. 13 depicts one performed by one of the authors of this paper who does not play golf and whose motion is therefore far from correct. In both cases, our system correctly detects the key postures and recovers a 3D trajectory without any human intervention. This demonstrates that it is robust not only to the relatively low quality of the imagery but also to potentially large variations in the exact motion being recovered. Notice that there are some artifacts, for instance, in the feet area, which are anyway overcome by our algorithm.
Golfing

Walking
We now demonstrate the performance of our algorithm on walking sequences acquired under common but challenging conditions. In all cases except when we use the HumanEva data set [35] to quantify our results, the subject is seen against a cluttered background and the camera moves to follow him, which precludes the use of simple background subtraction techniques. In the sequences of Figs. 15 and 16 the camera translates. Furthermore, in Fig. 16 , the subject is seen first from the side and progressively from the back as he becomes smaller and smaller. In the sequence of Fig. 17 , the subject walks along a circular trajectory and the camera follows him from its center. At some point, the subject undergoes a total occlusion, but the global model allows the algorithm to nevertheless recover both pose and position for the whole sequence. We can also recover the instantaneous speeds and the ground plane trajectory, as shown in Fig. 18 .
All of these results were obtained by minimizing the objective function of (16) that explicitly enforces consistency between the direction the person faces and the direction of motion. We also computed results by minimizing the objective function of (10), which does not take this consistency into account. When shown in projections in the original images, these two sets of results are almost indistinguishable. However, the improvement becomes clear when one compares the two trajectories of Fig. 18 , one obtained without enforcing the constraint and the other with. To validate these results, we manually marked the subject's feet every 10 frames in the sequence of Fig. 17 and used their position with respect to the tiles on the ground plane to estimate their 3D coordinates. We then treated the vector joining the feet as an estimate of the body orientation and the midpoint as an estimate of its location. As can be seen in Table 1 , linking orientation to motion produces a small improvement in the position estimate and a much more substantial one in the orientation estimate, which is consistent with what can be observed in Fig. 18 . Obviously, these numbers should only be considered in a relative way and, to have an idea of the quantitative performance of our algorithm, we refer the reader to the results on the HumanEvaII sequence. Fig. 7 , which was acquired by a camera translating to follow the subject. Fig. 16 . Final result for the subject of Fig. 9 who moves away from the camera and is eventually seen from behind. (a) Frames from the input video with reprojected 3D skeletons. (b) 3D skeletons seen from a different viewpoint. The 3D pose is correctly estimated over the sequence, even when the person goes far away and eventually turns his back to the camera. Note that the extremely similar poses in which it is very hard to distinguish which leg is in front are successfully disambiguated by our algorithm.
In the sequence of Fig. 19 , the subject walks along a curvilinear path and the camera follows him so that the viewpoint undergoes large variations. We are nevertheless able to recover pose and motion in a consistent way, as shown in Fig. 20 which depicts the recovered trajectory. Again, linking orientation to motion yields improved results. Fig. 21 demonstrates the robustness of our approach to missed detections. We ran our algorithm on the same sequence as in Fig. 1 but ignored one out of every two detections. Note that, even though the subject is now only detected every other step, the algorithm's performance barely degrades.
To further quantify our results, we tracked subject S4 of the HumanEvaII data set [35] over 230 frames acquired by camera C1, as depicted in Fig. 23 . Since it is static, we used the same simple approach as in the golf case to synthesize the background image we use to compute our image likelihoods. In Fig. 22 , we plot the mean 3D distance between the real position of some reference points and those recovered by our algorithm, which are commensurate with the numerical results of Table 1 that we obtained using our own sequences. Given that our approach is strictly monocular-we simply ignored the input of the other cameras-the 158 mm average error our algorithm produces is within the range of methods that make similar assumptions. By comparison, errors around 200 mm are reported in [21] and between 100 and 200 mm in [6] . This is encouraging given the fact that we only use relatively coarse models and motions described by a reduced number of parameters. In other words, our algorithm is designed more for robustness, moving cameras, and We provide the mean and standard deviation of the absolute positional error in the X and Y coordinates in centimeters and the mean and standard deviation of the recovered orientation error in degrees.
recovery from situations where other algorithms might lose track, such as total occlusions, than for accuracy. Of course the algorithm, even if it is designed for robustness, can fail. In the walking case, this can happen if the subject performs very sharp turns, thus preventing the Viterbi algorithm to infer the correct trajectory. Similarly, facing the camera for too long can result in loss of track since our detector is designed for people not seen completely frontally. This could be overcome by adding an appropriate detector, which would be fairly easy to do since it could take advantage of the very reliable frontal head detection algorithms that now exist. In the golfing case, a misdetection of either the initial or the final pose would also cause a failure, but they are infrequent because the pose is so characteristic.
CONCLUSION
The walking and golfing motions contain characteristic postures that are relatively easy to detect. We have exploited this fact to formulate 3D motion recovery from a single video sequence as an interpolation problem. This is much easier to achieve than open-ended tracking, and we have shown that it can be solved using straightforward minimization.
This approach is generic because most human motions also feature canonical poses that can be easily detected. This is significant because it means that we can focus our future efforts on developing methods to reliably detect these canonical poses instead of all poses, which is much harder.
A limitation of our approach is that we do not handle transitions from one activity to another, as Markovian motion models could. However, since transitions typically also involve key poses, the approach could potentially be extended to this much more demanding context given a sufficiently rich training database. This would involve choosing which motion model to use to connect these key poses and modeling the transition probabilities between activities, and is a topic for future research. His research interests include human body modeling from images, optimization-based techniques for image analysis and synthesis, and the use of information theory in the area of model-based vision. He has (co)authored more than 100 publications in refereed journals and conferences. He is an associate editor of the IEEE Transactions for Pattern Analysis and Machine Intelligence and has been a program committee member of several major vision conferences. He is a senior member of the IEEE.
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