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Abstract—Preamble collision is a bottleneck that impairs the
performance of random access (RA) user equipment (UE) in
grant-free RA (GFRA). In this paper, by leveraging distributed
massive multiple input multiple output (mMIMO) together with
deep learning, a novel access point (AP) clustering scheme is
proposed to mitigate the preamble collision problem in GFRA.
The key idea is to identify and employ the neighboring APs
of a collided RA UE for its data decoding rather than all the
APs, so that the mutual interference among collided RA UEs can
be effectively mitigated. To this end, we first design a tailored
deep neural network (DNN) to enable the preamble multiplicity
estimation in GFRA. With the estimated preamble multiplicity,
we then propose a K-means AP clustering algorithm to cluster
the neighboring APs of collided RA UEs and organize each
AP cluster to decode the received data individually. Simulation
results show that a decent performance of preamble multiplicity
estimation in terms of accuracy and reliability can be achieved
by the proposed DNN, and confirm that the proposed DNN based
AP clustering scheme is effective in preamble collision resolution
in GFRA, which is able to achieve a near-optimal performance
in terms of uplink achievable rate per collided RA UE, and offer
significant performance improvement over traditional schemes.
Index Terms—Preamble collision resolution, grant-free random
access, deep learning, distributed massive MIMO, clustering.
I. INTRODUCTION
The Fifth Generation (5G) and future wireless communica-
tion focus on three major communication categories: enhanced
mobile broadband (eMBB), ultra-reliable low-latency commu-
nication (URLLC), and massive machine-type communication
(MTC) (mMTC) [1]. Among them, mMTC has been regarded
as an essential communication paradigm for a wide range
of applications including healthcare, smart home, smart agri-
culture, and logistics and tracking [2]. Since mMTC usually
features with massive uplink access and limited packet size in
nature, it imposes new requirements and challenges in terms
of random access (RA) design [3].
In Long Term Evolution (LTE) systems, a typical grant-
based RA procedure is used to provide reliable access for
human-type communication (HTC). Since the grant-based RA
requires handshaking to issue exclusive channel reservation
for each RA user equipment (UE), it is unable to support
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massive access due to limited channel resource utilization and
also results in high signalling overhead to mMTC RA UEs. In
the light of this, grant-free RA (GFRA) procedure has been
recently actively studied in MTC for low signalling overhead
and latency [4]–[6].
In GFRA, the request-grant handshaking steps in grant-
based RA for channel reservations are skipped, which allows
RA UEs to access the network without grant acquisition once
they have data to send. As a result, the signalling overhead
is reduced. Nevertheless, RA UEs have to contend for RA
channel resources in an uncoordinated manner due to no
channel reservation. Therefore, making efficient use of channel
resources to simultaneously support a large number of RA UEs
is essential.
Recently, massive multiple input multiple output (mMIMO)
has been a key technology in 5G and future wireless communi-
cation to mitigate wireless resource scarcity and increase chan-
nel resource utilization [7]. As a large number of either co-
located antennas (co-located mMIMO) or distributed antennas
(distributed mMIMO) are employed at the base station (BS)
in mMIMO, mutual channel orthogonality among RA UEs
(also known as favorable propagation) can be asymptotically
achieved as the number of antennas increases [8], [9]. By
taking advantage of this property, RA UEs can share the same
channel resource simultaneously without the need of channel
reservation, while beamforming techniques can be used to
spatially separate them in an effective manner. Thus, mMIMO
has been considered a prominent enabler for GFRA.
A number of research works have been undertaken to
study the performance of GFRA with co-located mMIMO. As
pointed out by [10], preamble collision (i.e., multiple RA UEs
choose the same preamble) is the main bottleneck in GFRA
with co-located mMIMO that curbs the performance of RA
UEs. In fact, since the traffic of mMTC RA UEs is usually
random and sporadic, the BS has neither prior information of
RA UEs’ activity nor their channel state information (CSI) in
each GFRA slot. Thus, each RA UE needs to send a preamble
prior to data for channel estimation. However, since the num-
ber of orthogonal preambles is limited and RA UEs choose
preambles in a random and uncoordinated manner, there could
be multiple RA UEs that select the same preamble. As a
result, the estimated CSI for these collided RA UEs becomes
inaccurate and data from them would be incorrectly decoded.
Various approaches have been developed to address the pream-
ble collision issue in GFRA with co-located mMIMO. For
instance, non-orthogonal preambles are considered in [11] to
expand preamble space without constraint on the preamble
length and sporadic traffic pattern of RA UEs is exploited to
2detect and identify active RA UEs. In [12], a super-preamble
consisting of multiple short preambles is adopted and features
of favorable propagation and channel hardening in mMIMO
are exploited to identify the super-preamble of each RA UE.
In [13], an ensemble independent component analysis (EICA)
based pilot random access is proposed to enable joint active
UEs detection and uplink data decoding. These approaches are
effective in reducing the preamble collision. However, how
to resolve the preamble collision when it occurs is still an
open issue in GFRA with co-located mMIMO. In particular,
since all the signals of collided RA UEs are multiplexed and
assembled at the centralized BS in co-located mMIMO, the
BS can only deem that the received signals come from a
single RA UE, making it practically difficult to find preamble
multiplicity (i.e., the number of the RA UEs that select the
same preamble) and resolve the preamble collision. Note that
in [14], an effective preamble collision resolution scheme is
proposed in co-located mMIMO. However, it only works in
grant-based RA as a feedback after preamble detection from
the BS to RA UEs is required.
Different from co-located mMIMO in terms of antenna
topology, distributed mMIMO employs a large number of
geographically distributed access points (APs) to serve UEs,
and each AP is equipped with a single or a few antennas.
Compared to co-located mMIMO, distributed mMIMO pro-
vides macro-diversity and has enhanced network coverage
and capacity [15]–[20]. Nevertheless, the existing works on
distributed mMIMO mainly focus on the performance analysis
under the conditions that fully or partially CSI of UEs is
known at the BS, which is not the case in the context
of GFRA. Thus, GFRA with distributed mMIMO has not
been well investigated yet. On the other hand, since APs
are spatially distributed in distributed mMIMO and signals
to different APs undergo different levels of large-scale fading,
only neighboring APs within a communication range of an UE
have non-negligible channel gains [18], [19], which implies
signal spatial sparsity in distributed mMIMO [21]. This feature
opens up a possibility for preamble collision resolution in
GFRA. Specifically, due to the sporadic traffic pattern of
RA UEs, collided RA UEs could be separate in space and
surrounded by different groups of APs. If the BS is able to
identify neighboring APs of a collided RA UE in GFRA and
only employs the neighboring APs rather than all the APs to
serve the collided RA UE, the interference from other collided
RA UEs in the preamble domain could be largely mitigated
and its performance is expected to be improved as a result.
Motivated by this, a novel deep learning based AP clustering
scheme is proposed to resolve preamble collision in GFRA
by leveraging distributed mMIMO. To facilitate preamble
collision resolution, collided preamble multiplicity needs to be
estimated by the BS. To this end, we first design a tailored deep
neural network (DNN) to enable the preamble multiplicity
estimation in GFRA. With the estimated preamble multiplicity,
we propose a K-means AP clustering algorithm to cluster the
neighboring APs of collided RA UEs, and then each AP cluster
is employed to decode the received data individually. Under
practical wireless environments and different deployments of
distributed mMIMO, we investigate and analyze the perfor-
mance of the proposed DNN and show that decent estimation
accuracy and reliability can be achieved. Simulation results
further confirm that the proposed DNN based AP clustering
scheme is able to achieve a near-optimal performance in
terms of preamble collision resolution, and provide significant
performance enhancement over the traditional schemes.
The novelty and contribution of this paper are summarized
as follows.
• We propose the idea of DNN based AP clustering scheme
to mitigate the impact of preamble collision on the per-
formance of collided RA UEs in GFRA with distributed
mMIMO, which requires neither prior information of RA
UEs’ activity nor their CSI. To the best of our knowledge,
this is the first work that aims to resolve the preamble
collision in GFRA by taking advantage of distributed
mMIMO.
• To enable preamble collision resolution in GFRA, the
preamble multiplicity is an indispensable parameter that
needs to be estimated by the BS. To this end, we for
the first time leverage deep learning based classification
models to enable the preamble multiplicity estimation in
distributed mMIMO, where connections between received
preamble signal patterns and preamble multiplicities are
exploited.
• With the estimated preamble multiplicity, we further
propose a K-means AP clustering algorithm to enable
the neighboring AP clustering of collided RA UEs and
organize each AP cluster instead of all the APs to decode
data of collided RA UEs individually. Thereby, the mutual
interference among collided RA UEs in the preamble
domain could be effectively mitigated, which results in
appreciable performance improvement.
The remainder of this paper is organized as follows. In Sec-
tion II, the system model of GFRA with distributed mMIMO
is introduced and the motivation of this work is explained
theoretically by a toy example. In Section III, the proposed
DNN for preamble multiplicity estimation is detailed and
its estimation performance is investigated. In Section IV, the
proposed K-means AP clustering algorithm is presented and
its performance in terms of uplink achievable rate per collided
RA UE is evaluated. The work is concluded in Section V.
Notation: Boldface lower and upper case symbols represent
vectors and matrices, respectively. In is the n × n identity
matrix. The conjugate, transpose, and complex conjugate
transpose operators are denoted by (·)∗, (·)T and (·)H. ‖ · ‖
denotes the Euclidean norm. x ∼ CN (0,Σ) indicates that x
is a circularly symmetric complex Gaussian (CSCG) random
vector with zero-mean and covariance matrix Σ.
II. SYSTEM MODELS AND MOTIVATION
A. System Model
We consider a distributed mMIMO system in a wide area
to serve N MTC UEs that are scattered in the area (each UE
is equipped with a single antenna). As illustrated in Figure
1, there are M APs uniformly and spatially distributed. We
assume that these distributed APs are connected to a BS central
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Figure 1: Illustration of distributed mMIMO systems and an
example with preamble multiplicity of two.
processing unit (CPU) via an error-free backhaul and each AP
is equipped with S antennas.
In a GFRA channel slot1, suppose that U UEs, indexed
as 1, 2, . . . , U , are active to access the channel for uplink
transmission in a grant-free manner, where U follows the
binomial distribution Bino(N, ρ) and ρ (ρ≪ 1) is the sporadic
activation probability of each UE.
To enable channel estimation at the BS, each RA UE
directly transmits an RA preamble before data, which is
randomly selected from an orthogonal preamble pool of size
L (L ≪ N ), i.e., P = {p1,p2, . . . ,pL}, where pl denotes
the lth orthogonal preamble vector of length L, ‖pl‖2 = L
and pTl p
∗
l′ = 0, for l 6= l′, l, l′ ∈ {1, 2, . . . , L}.
Specifically, the received preamble signal, Y ∈ CMS×L,
can be given by
Y =
U∑
u=1
√
PTguψ
T
u +N, (1)
where PT is the transmit power of each RA UE, gu =
[gTu1,g
T
u2, . . . ,g
T
uM ]
T ∈ CMS is the channel response vector
between RA UE u and the BS and gum =
√
βumhum ∈ CS
is the channel response vector between RA UE u and AP
m, where βum denotes the large-scale fading coefficient and
hum ∼ CN (0, IS) stands for the small-scale fading vector,
ψu ∈ CL is the selected preamble by RA UE u from the
preamble poolP, andN is the noise matrix with i.i.d. elements
distributed as CN (0, σ2).
Due to the randomness of preamble selection by each RA
UE, a key issue to be addressed is the preamble collision,
which constrains the throughput and transmission reliability
of collided RA UEs. In the sequel, we detail the performance
impairment caused by preamble collision in GFRA and present
the intuition and motivation of preamble collision resolution
in distributed mMIMO.
1In practice, a GFRA slot consists of multiple channels over frequency and
each channel can accommodate a number of RA UEs. Since each channel is
independent in frequency, we only focus on a single channel scenario in this
work.
B. Performance Impairment due to Preamble Collision
Without loss of generality, we consider the RA UE with
index 1 as the RA UE of interest and explain the impact of
preamble collision on its performance. In the case of preamble
collision, without any prior CSI information, the least-squares
(LS) based channel estimation for RA UE 1 can be used and
the estimate is given by
gˆ1 =
Yψ∗1√
PTL
= g1 +
∑
u′∈Φψ1
gu′ +
1√
ρTL
n, (2)
where Φψ1 is the set of indices of RA UEs that select ψ1
other than RA UE 1, |Φψ1 | ≥ 1, ρT = PT/σ2 is defined as
the uplink transmit signal-to-noise ratio (SNR) corresponding
to each RA UE, and n ∼ CN (0, IMS). From (2), we see that
the estimated channel under preamble collision is distorted by
the channels of other RA UEs that select the same preamble.
Following preamble, each RA UE transmits its data. At the
BS, the received data symbol vector r ∈ CMS is given by
r =
U∑
u=1
√
PTgusu + n¯, (3)
where n¯ the background noise vector distributed as
CN (0, σ2IMS) and su is a data symbol transmitted by RA
UE u and E[|su|2] = 1.
With (2) and (3), the estimated data symbol of RA UE 1
after conjugate beamforming is given by
sˆ1 =
gˆH1 r
MS
√
PT
=
gˆH1 g1s1
MS
+
∑U
u=2 gˆ
H
1 gusu
MS
+
gˆH1 n¯
MS
√
PT
. (4)
As M →∞ (here we fix S), it becomes
sˆ1∞ = lim
M→∞
(
gˆH1 g1s1
MS
+
∑U
u=2 gˆ
H
1 gusu
MS
+
gˆH1 n¯
MS
√
PT
)
(a)
= lim
M→∞
M∑
m=1
β1ms1
M
+
∑
u′∈Φψ1
lim
M→∞
M∑
m=1
βu′msu′
M
=β1s1 +
∑
u′∈Φψ1
βu′su′ , (5)
where
(a)
= is obtained based on Chebyshev’s Theorem, i.e.,
g
H
ugu
MS
P−−−−→
M→∞
M∑
m=1
βkm
M
and
g
H
ugu′
SM
P−−−−→
M→∞
0 when u 6= u′. In
addition, βu , lim
M→∞
M∑
m=1
βum
M
, u = 1, 2, . . . , U .
As a result, the asymptotic signal-to-interference-and-noise
ratio (SINR) of RA UE 1 is expressed by
SINR1∞ =
β21∑
u′∈Φψ1
β2u′
. (6)
As we can see, even the number of antennas increases without
bound, it does not change the fact that the interference from
the collided RA UEs that select the same preamble as RA UE
1 cannot be vanished and could have a significant impact on
4the performance of RA UE 1.
In co-located mMIMO, since all M APs are geographically
centralized, we have βu1 = βu2 = · · · = βuM , βu and thus
the observation in (6) still holds. Unfortunately, in co-located
mMIMO, since all the signals are multiplexed and assembled
at the centralized BS, it is difficult to find preamble multiplicity
under preamble collision and the performance impairment of
collided RA UEs exists no matter where collided RA UEs
are spatially located. However, distributed mMIMO opens up
chances for mitigating the impairment thanks to the signal
spatial sparsity in distributed mMIMO and random geographic
distributions of RA UEs.
C. Preamble Collision Resolution in Distributed mMIMO
based GFRA
In distributed mMIMO, considering the distance disparity
between an RA UE and different APs, it is demonstrated that
only neighboring APs within a communication range of an RA
UE have non-negligible channel gains. Since all the collided
RA UEs are uniformly and independently distributed in the
area, they can be separate in space and surrounded by different
groups of APs. If the BS can distinguish the neighboring APs
of a collided RA UE in GFRA, it can organize the neighboring
APs to serve the collided RA UE, which is expected to
improve the performance of collided RA UEs significantly.
Herein, we use a toy example to explain the potential
performance gain achieved by such a strategy. In particular,
we assume that RA UE 1 is far away from the RA UEs in
Φψ1 so that the strength of received signals from the other
collided RA UEs is negligible at the neighboring APs of RA
UE 1 (for example in Figure 1, RA UE 1 and RA UE 2 are
the collided RA UEs that select the same preamble but their
locations are far away from each other). For simplicity, let
M1 = [1, 2, . . . ,M1] denote the set of indices of neighboring
APs of RA UE 1 and M1 = |M1| = ω1M , where ω1
(0 < ω1 ≪ 1) is a scaling factor that represents the ratio
of the sizes of a communication range of RA UE 1 to the
considered area.
By only employing the M1 APs to decode data, similar
to (2), the channel estimate of RA UE 1 over the M1 APs,
gˆ1,M1 ∈ CM1S , can be written by
gˆ1,M1 =g1,M1 +
∑
u′∈Φψ1
gu′,M1 +
1√
ρTL
nM1 , (7)
where gu,M1 = [g
T
u1,g
T
u2, . . . ,g
T
uM1
]T and nM1 ∼
CN (0, IM1S).
Similar to (3), the received data symbol vector over the M1
APs, rM1 ∈ CM1S , is written by
rM1 =
U∑
u=1
√
PTgu,M1su + n¯M1 , (8)
where n¯M1 ∼ CN (0, σ2IM1S).
In the considered example, due to significant large-scale
fading between RA UE u′ in Φψ1 and APm inM1, gu′,M1 ≈
0, u′ ∈ Φψ1 . Thus, we have following approximations:
gˆ1,M1 ≈ g1,M1 +
1√
ρTL
nM1 ,
and
rM1 ≈
√
PTg1,M1s1 +
∑
u6=Φψ1
u6=1
√
PTgu,M1su + n¯M1 .
Then, the estimated data symbol of RA UE 1 after conjugate
beamforming as M →∞ (as M1 = ω1M , M →∞ leads to
M1 →∞) becomes
sˆ1∞ = lim
M1→∞
gˆH1,M1rM1
M1S
√
PT
(b)≈ lim
M1→∞
M1∑
m=1
β1ms1
M1
= β1,M1s1. (9)
Similarly,
(b)≈ is obtained based on Chebyshev’s Theorem as
M1 →∞ and β1,M1 = lim
M1→∞
M1∑
m=1
β1m
M1
.
From (9), we can see that the received signal of RA
UE 1 approximately becomes interference-free from preamble
collision under the given scenario asM →∞, which indicates
the possibility and practicality of preamble collision resolution
(mitigating the interference due to preamble collision) in
GFRA with distributed mMIMO.
Nevertheless, to achieve the potential preamble collision
resolution and improve the performance of collided RA UEs in
GFRA by distributed mMIMO, there are two issues remained
to be addressed as follows:
• How to detect preamble collision and find preamble
multiplicity?
• How to differentiate the neighboring APs of collided RA
UEs for performance enhancement?
To address the above issues, it is expected to fully exploit
the information obtained from the received preamble signals
at APs. To this end, we propose a DNN based K-means
clustering scheme in this paper.
Specifically, to mitigate the performance impairment of
collided RA UEs in GFRA with distributed mMIMO, we first
design a tailored DNN to enable the preamble multiplicity
estimation. With the estimated preamble multiplicity, we then
employ the K-means clustering algorithm to separate the
neighboring APs of collided RA UEs and use each associated
AP cluster to serve individual collided RA UE.
III. DNN BASED PREAMBLE MULTIPLICITY ESTIMATION
For the estimation of preamble multiplicity of an arbitrary
preamble, e.g., pl, l = 1, 2, . . . , L, we need to find out the
mapping relationship between the preamble multiplicity and
the received preamble signal associated with pl at APs, i.e.,
F : CMS−→N0
gBl 7→ Bl, l = 1, 2, . . . , L (10)
where F denotes the mapping function, N0 = N ∪ {0}, Bl is
the set of indices of RA UEs that select pl among U RA UEs
5and Bl = |Bl| ∈ N0 denotes the preamble multiplicity (e.g.,
Bl = 0 indicates that pl is not selected by any RA UE), and
gBl ∈ CMS represents the received preamble signal associated
with pl at APs, which has a similar expression as in (2) and
it is given by
gBl =
Yp∗1√
PTL
=
∑
u∈Bl
gu +
1√
ρTL
n, (11)
where gBl = [g
T
Bl1
,gTBl2, . . . ,g
T
BlM
]T and gBlm is the re-
ceived preamble signal vector associated with pl at AP m.
In the considered problem, obtaining F by traditional
programming algorithms is not a trivial task since deriving
a general mathematical detection model to recognize subtle
patterns associated with different preamble multiplicities and
summarize the random patterns of RA UEs’ geographic loca-
tions and wireless environments in GFRA is too complex and
may be infeasible.
A. Proposed DNN Structure
Input layer
Hidden 
layer 1
Hidden 
layer 2
Hidden 
layer J
Output layer
0I 1J +I
$
{ }0 0,W b { }1 1,W b { },J JW b
Figure 2: A simplified illustration of the proposed DNN
diagram for preamble multiplicity estimation, where the circle
nodes of different colors represent the neurons of different
layers.
To solve the problem in an effective manner, we design a
feed-forward DNN (multi-layer perception) [22] in this section
thanks to its powerful approximation and prediction ability. As
aforementioned in Section II-C, only neighboring APs within
a communication range of an RA UE have non-negligible
channel gains in distributed mMIMO. Thus, the neighboring
APs of an RA UE usually capture more significant signal
energy than the other APs. On the other hand, the separation
of RA UEs in space makes the signals of different RA UEs
concentrate in different geographic clusters. By capitalizing
these properties, one could envision that there exists connec-
tion between the preamble multiplicities and the distribution
patterns of received preamble signal energy overM distributed
APs. Therefore, the proposed DNN is used to explore the
features so that the desired function F can be approximately
modelled.
As illustrated in Figure 2, the proposed fully connected
DNN consists of J+2 layers, including one input layer (layer
0), J hidden layers (layers 1 to J), and one output layer (layer
J + 1). Let Nj denote the number of neurons at layer j,
j = 0, 1, . . . , J + 1.
In the proposed DNN, layer 0 contains N0 = M neurons,
which forwards the instantaneous information of gBl to the
following layers. Let EBl = [EBl1, EBl2, . . . , EBlM ]
T ∈ RM
denote the received preamble signal energy vector associated
with pl, where
EBlm =
‖gBlm‖2
S
,m = 1, 2, . . . ,M, (12)
denotes the received preamble signal energy associated with
pl at AP m. With EBl , the input vector of layer 0, denoted
by I0 = [I01, I02, . . . , I0M ]
T ∈ RM , is given by
I0 = sortD(EBl), (13)
where sortD(·) is a function that sorts the elements in de-
scending order.
In Figure 3, we plot an example to illustrate the pattern
features of normalized I0 corresponding to different preamble
multiplicities with M = 100, where we randomly generate
three data sets for each individual preamble multiplicity based
on the system setup in Section III-C1. As shown in the exam-
ple, different preamble multiplicities lead to different received
energy patterns, which can be exploited by the proposed DNN
to predict preamble multiplicity.
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Figure 3: An example of pattern differences of normalized I0
corresponding to different preamble multiplicities with M =
100.
Building on I0, the hidden layers of the feed-forward DNN
are constructed through the following J iterative processing
steps:
Ij = f(Wj−1Ij−1 + bj−1), j = 1, 2, . . . , J, (14)
where Ij ∈ RNj is the output of layer j, f(·) represents a
non-linear activation function, and Wj−1 ∈ RNj×Nj−1 and
bj−1 ∈ RNj respectively stand for the weighting matrix and
bias vector at layer j−1, which are used to encode the output
of layer j − 1. In this paper, a sigmoid function defined as
σ(x) = 11+e−x is used as the activation function f(·).
As usually done in pattern recognition problems, the pre-
dicted output of the proposed DNN in layer J+1 is expressed
6by
IˆJ+1 = softmax(WJIJ + bJ ), (15)
where IˆJ+1 = [IˆJ+1,1, IˆJ+1,2, . . . , IˆJ+1,NJ+1 ]
T ∈ RNJ+1 and
softmax(·) is the softmax function [22]. In the proposed DNN,
NJ+1 is set to Tmax+1, where Tmax is the maximum number
of colliding RA UEs that we are interested in detecting. Thus,
the output IˆJ+1 represents a predicted probability distribution
over the Tmax + 1 different possible preamble multiplicities
and the value of IˆJ+1,i indicates the predicted probability that
the preamble multiplicity equals i− 1, i = 1, 2, . . . , Tmax+1.
In the light of this, the estimated preamble multiplicity of
pl according to the output of proposed DNN is given by
Bˆl = argmax(ˆIJ+1)− 1, (16)
where argmax(ˆIJ+1) returns the index of the largest entry of
IˆJ+1.
B. Training Phase
For an accurate approximation of the desired function F ,
the proposed DNN needs to learn and adjust the parameter
sets of θj = {Wj,bj}, j = 0, 1, . . . , J , in the training phase.
Specifically, based on the system configurations in GFRA,
we randomly generate Q training sample sets. For sample
set q (q = 1, 2, . . . , Q), it consists of a pair of the received
preamble signal energy EBq and the corresponding preamble
multiplicity Bq, which is associated with an arbitrary preamble
(here we omit the subscript l for notation simplicity). With
known training sample set q, we can obtain a mapping pair of
the proposed DNN, denoted by (Iq0, I
q
J+1), where the input I
q
0
is obtained from EBq by (13), and the target output I
q
J+1 can
be expressed by
I
q
J+1 = eBq+1, (17)
where ei ∈ RTmax+1 denotes the standard basis vector that has
a single nonzero entry with value 1 at entry i.
By using the Q mapping pairs, the proposed DNN is trained
by back-propagation (BP) algorithm to adjust and optimize
the parameter sets of all layers, i.e., θ = [θ0, θ1, . . . , θJ ], so
that the cross-entropy loss function between the target outputs
{IqJ+1}Qq=1 and the predicted outputs {IˆqJ+1}Qq=1, which is
given in (18), could be minimized:
L(θ) = −
Q∑
q=1
Tmax+1∑
i=1
IqJ+1,i ln
(
IˆqJ+1,i(I
q
0, θ)
)
. (18)
To achieve the minimization of L(θ), a number of out-of-
the-box gradient methods including the gradient descent and
the conjugate gradient can be used. In this paper, we employ
the scaled conjugate gradient method [23] to iteratively update
parameter sets θ [24].
C. Performance Analysis of Proposed DNN
1) Simulation Setup: In this subsection, we evaluate the
performance of the proposed DNN for preamble multiplicity
estimation under practical wireless environments, where the
large-scale fading coefficient, depending on the RA UE’s
location and the propagation environment, is modelled as [25],
βum =
Xum
1 + PL(d0)
(
dum
d0
)v , (19)
where Xum stands for the the shadow fading that is a log-
normal random variable with standard deviation σSF (dB),
PL(d0) is the path loss at a reference distance d0 (m), dum
is the distance between UE u and AP m, and v is the path
loss exponent. The additive thermal noise is assumed to have
a power spectral density of −174 dBm/Hz, while the front-
end receiver at the AP is assumed to have a noise figure of 9
dB according to [26]. Thus, the noise power σ2 is −112 dBm
with a narrow bandwidth of Bw = 200 KHz.
We consider a square area of 1 km2 and the distributed APs
are deployed on a square grid. Three different deployments
are considered: 1) M = 10× 10 APs with S = 2 antenna; 2)
M = 10 × 10 APs with S = 1 antenna; and 3) M = 7 × 7
APs with S = 2 antennas. The rest of system parameters are
summarized in Table I.
Table I: System parameters
Number of UEs N 2000
Activation Probability ρ 0.01
Number of Preambles L 20
Transmit Power PT 17 dBm
Shadow Fading σSF 0 or 8 dB
Reference Distance d0 1 m
Path Loss PL(d0) 30 dB
Path Loss Exponent v 3.8
For the proposed DNN, we simulate Q = 105 realizations
to generate sample sets, which are randomly divided into the
training sample sets (80% of total instances) and the test
sample sets (20% of of total instances). For each realization,
the active RA UEs are randomly distributed in the considered
area and their number U is generated following the binomial
distribution Bino(N, ρ). Since each preamble is selected by
RA UEs uniformly at random in GFRA, the preamble mul-
tiplicity B associated with an arbitrary preamble follows the
binomial distribution Bino(N, ρ/L) as mentioned earlier. With
the given system parameters, i.e., N = 2000, ρ = 0.01, and
L = 20, over 99% realizations are generated in the way that
a preamble is selected by 4 RA UEs at most. As a result, we
set Tmax = 4 as the maximum preamble multiplicity that we
are interested in estimating. In the following, we discuss the
performance of the proposed DNN in terms of classification
accuracy and reliability in different deployments.
2) Performance Analysis for Different Deployments: We
first consider the performance of deployment 1 with M =
10 × 10 and S = 2. In this deployment, the proposed DNN
consists of 4 hidden layers, whose numbers of neurons are
128, 128, 64, and 32, respectively.
To understand the classification accuracy of the proposed
DNN for preamble multiplicity, confusion matrices for dif-
ferent σSF in Table II are included. In the scenario with no
7Table II: Confusion matrix for the proposed DNN in the
deployment of M = 100 and S = 2.
Predicted Bˆ
0 1 2 3 4
Target
B
σSF =
0 dB
0 1 0 0 0 0
1 0.002 0.997 0.001 0 0
2 0 0.012 0.979 0.009 0
3 0 0 0.067 0.918 0.015
4 0 0 0.002 0.120 0.878
σSF =
8 dB
0 1 0 0 0 0
1 0.002 0.991 0.007 0 0
2 0 0.046 0.923 0.031 0
3 0 0 0.151 0.838 0.011
4 0 0 0.002 0.211 0.787
shadow fading, i.e., σSF = 0, it is seen that the proposed DNN
model is able to predict (estimate) the preamble multiplicity in
GFRA with high accuracy over a wide range of multiplicities.
In terms of the performance of preamble detection, i.e.,
determining whether a preamble is selected or not by any
RA UE, the proposed DNN model provides almost error-free
performance, with negligible false alarm and missed detection
errors (0.2% missed detection probability occurs merely when
preamble is selected by only one RA UE). When the preamble
collision occurs, about 98% and 88% estimation accuracy can
be achieved when the preamble multiplicity equals 2 and 4,
respectively. The main reason that the estimation accuracy
declines as the preamble multiplicity increases is due to the
fact that, a larger preamble multiplicity means that more
collided RA UEs select the same preamble. As a consequence,
there are comparably more chances that some of the collided
RA UEs are co-located in vicinity, which could make the
proposed DNN mistakenly treat these close-located RA UEs as
a single RA UE and results in an incorrect estimated preamble
multiplicity that is smaller than the actual one. Therefore, the
estimation performance is degraded. Nevertheless, it is noticed
that, almost all the incorrect estimated multiplicities are only
offset by 1 compared to the actual ones. For example, when the
preamble multiplicity equals 2 and 3, the proposed DNN only
gets the multiplicity wrong by ±1 (mostly by −1). When the
preamble multiplicity equals 4, the proposed DNN guarantees
an estimation result that is either correct or incorrect by ±1
with a high probability of 99.8% (only gets the multiplicity
incorrect by −2 with a as little as 0.2% probability). These
observations demonstrate the accuracy as well as the reliability
achieved by the proposed DNN for preamble multiplicity
estimation.
In addition, we also consider a practical channel scenario
with shadow fading σSF = 8. Under such a condition, it
is not surprising that, due to the impact of shadow fading
variations on channel gains, the classification accuracy of the
proposed DNN degrades compared to the case without shadow
fading. As we can see, although shadow fading has little
impact on the preamble detection performance of the proposed
DNN, it incurs certain accuracy degradations for estimating
collided preamble multiplicities. For instance, the estimation
accuracy for a preamble multiplicity of 4 is decreased from
87.8% to 78.7% and more errors are introduced by incorrect
estimation to multiplicity 3, which indicates that the channel
randomness induced by shadow fading inherently increases
confusion between adjacent multiplicity classes. Nevertheless,
an estimation accuracy of 78.7% for preamble multiplicity 4
is still considered decent, under such an amount of collided
RA UEs coexists at the same time. Besides, similar to what
we observed in the case with no shadow fading, almost all the
incorrect estimated multiplicities differ from the true ones by
±1 when σSF = 8, which reveals that although the accuracy
performance of the proposed DNN is affected by the shadow
fading, its estimation reliability remains uninfluenced.
Table III: Confusion matrix for the proposed DNN in the
deployment of M = 100 and S = 1.
Predicted Bˆ
0 1 2 3 4
Target
B
σSF =
0 dB
0 1 0 0 0 0
1 0.004 0.992 0.004 0 0
2 0 0.038 0.943 0.019 0
3 0 0 0.116 0.864 0.020
4 0 0 0.002 0.218 0.780
σSF =
8 dB
0 1 0 0 0 0
1 0.006 0.981 0.013 0 0
2 0 0.051 0.919 0.030 0
3 0 0 0.174 0.786 0.040
4 0 0 0.004 0.269 0.727
We also consider other two deployments, i.e., deployment
2 with M = 10 × 10 and S = 1 and deployment 3 with
M = 7×7 and S = 2. Their confusion matrices are illustrated
in Table III and Table IV, respectively. In deployment 2, the
proposed DNN consists of 4 hidden layers, whose numbers of
neurons are the same as those in deployment 1. In deployment
3, the proposed DNN consists of 4 hidden layers, whose
numbers of neurons are 64, 128, 64, and 32, respectively.
As observed in Table II, similar observations and conclusions
can be drawn from Tables III and IV. In terms of estimation
accuracy of the proposed DNN, we can see that it is slightly
degraded in deployment 2 compared to that in deployment
1, which is mainly due to a loss of channel diversity in
deployment 2 with S = 1. Nevertheless, a 72.7% estimation
accuracy for preamble multiplicity 4 is still achievable with
σSF = 8 in deployment 2. Moreover, with the roughly same
amount of antennas in deployments 2 and 3, a reasonably
close multiplicity estimation performance is observed without
considering shadow fading. However, results show that the
performance in deployment 3 seems more sensitive to the
channel randomness resulted from shadow fading. In partic-
ular, under σSF = 8, its estimation accuracy for preamble
multiplicities 3 and 4 is significantly degraded compared to
that under σSF = 0. This could be explained by the fact
that the antenna distribution in deployment 3 is more sparse,
which makes that the shadow fading comparably has more
8significant impact on the channel fluctuations. As a result, the
classification confusion between preamble multiplicities 3 and
4 gets more pronounced.
Table IV: Confusion matrix for the proposed DNN in the
deployment of M = 49 and S = 2.
Predicted Bˆ
0 1 2 3 4
Target
B
σSF =
0 dB
0 1 0 0 0 0
1 0.003 0.994 0.003 0 0
2 0 0.034 0.946 0.020 0
3 0 0 0.138 0.830 0.032
4 0 0 0.002 0.233 0.765
σSF =
8 dB
0 1 0 0 0 0
1 0.003 0.971 0.026 0 0
2 0 0.061 0.924 0.015 0
3 0 0 0.313 0.663 0.024
4 0 0 0.018 0.396 0.586
In the next section, the estimated preamble multiplicity
information will be used to cluster neighboring APs of collided
RA UEs for their performance enhancement.
IV. K -MEANS AP CLUSTERING
The estimated preamble multiplicity Bˆ (associated with an
arbitrary preamble) based on the proposed DNN indicates the
status of associated preamble in GFRA, i.e., whether or not
it is selected by any RA UE, and if selected then how many
RA UEs select it. When Bˆ ≥ 2, the BS assumes that preamble
collision occurs. Under such conditions, as revealed in Section
II-C, it is expected that the BS only allocates the neighboring
APs of a collided RA UE (rather than all the APs) to decode
its data so that the mutual interference among collided RA
UEs in the preamble domain can be mitigated.
In this paper, we denote Mc as the average number of
neighboring APs to decode for each collided RA UE in the
case of preamble collision. Ideally, the neighboring APs of
a collided RA UE can be the Mc APs with its strongest
channel gains [27]. In practice, this scenario is desirable, but
unattainable in GFRA since the BS has no prior CSI of RA
UEs. As a compromised solution, the K-means AP clustering
algorithm is proposed to cluster neighboring APs for collided
RA UEs.
On one hand, the neighboring APs in the vicinity of an
RA UE usually capture more significant signal energy than
other APs. As the collided RA UEs are randomly distributed in
space, it can be reasonably envisaged that the APs with McBˆ
strongest received preamble energy are most likely composed
by the neighboring APs of Bˆ collided RA UEs. On the
other hand, the K-means clustering algorithm is one of the
most popular clustering algorithms, which aims to partition
observations into K clusters where each observation belongs
to exactly one cluster with the nearest mean cluster centroid
[28]. For these reasons, it motivates us to propose theK-means
AP clustering algorithm that iteratively partitions the APs
corresponding to largest McBˆ entries of EB into Bˆ clusters
based on their coordinates. Note that the deployment of dis-
tributed APs along with their coordinates are pre-determined
and known at the BS.
Herein, we denote A
Bˆ
as the set of indices of APs corre-
sponding to the largest McBˆ entries of EB and |ABˆ| = McBˆ.
Then, we have C
Bˆ
= {cm | m ∈ ABˆ} as the coordinate set of
the APs in A
Bˆ
, where cm = [xm, ym]
T denotes the coordinate
of AP m, m ∈ A
Bˆ
, in a 2-dimensional Euclidean space.
With C
Bˆ
, the proposed K-means AP clustering algorithm
is described in Algorithm 1.
Algorithm 1 Proposed K-means AP clustering algorithm
Input: Mc, Bˆ, and CBˆ;
Output: A set of Bˆ clusters, i.e., Zk = {m | zm =
k,m ∈ A
Bˆ
}, k = 1, 2, . . . , Bˆ;
Initialization: Randomly select Bˆ coordinates from C
Bˆ
as the initial cluster centroids µ1,µ2, . . . ,µBˆ;
1: repeat
2: AP assignment, i.e, assign each AP in C
Bˆ
to its closest
cluster centroid with label: zm = argmink‖cm − µk‖2;
3: Update the cluster centroids, i.e., compute the mean
coordinates of APs assigned in each cluster to obtain new
cluster centroid: µk =
McBˆ∑
m=1
1(zm=k)cm
McBˆ∑
m=1
1(zm=k)
;
4: until {Cluster centroids are stabilized}
With the AP clusters {Zk}Bˆk=1, the BS deems that there ex-
ists one collided RA UE in the vicinity of each AP cluster, and
organizes each cluster to decode the received data individually.
A. Exemplary Outputs of Algorithm 1
With a predetermined Mc, the outcome of the proposed
AP clustering algorithm relies on the estimated preamble
multiplicity of proposed DNN. As observed and discussed
in Section III-C, the proposed DNN is able to provide a
decent estimation accuracy for each preamble multiplicity.
In most error multiplicity estimation, the proposed DNN
only gets the multiplicity wrong by −1. For instance, for
preamble multiplicity 3 in deployment 2 with σSF = 8 dB, an
estimation accuracy of 78.6% is achieved and an estimation
error of 17.4% is caused by mistakenly classifying it as
multiplicity 2. Based on these facts, we present two kinds
of representative outcomes of the proposed AP clustering
algorithm with Mc = 4 in Figure 4(a) and Figure 4(b),
respectively. Specifically, under deployment 2 with σSF = 8
dB, the outcome in Figure 4(a) represents a typical clustering
output for correctly estimated preamble multiplicity 3, while
the outcome in Figure 4(b) represents a typical clustering
output for incorrectly estimated preamble multiplicity 3. In
both subfigures, red empty circles represent the locations
of M = 100 deployed APs in a 2-dimensional Euclidean
space, blue diamonds represent the locations of collided RA
UEs (associated with a certain preamble) that are randomly
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(a) With correct preamble multiplicity estimation.
-0.5 0 0.5
x (km)
-0.5
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0.5
y 
(km
)
1
5
7
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
(b) With incorrect preamble multiplicity estimation.
Figure 4: Exemplary outputs of Algorithm 1 with Mc = 4, in
deployment 2 with σSF = 8 dB.
generated, and the APs filled with same color form an AP
cluster outputted by the proposed AP clustering algorithm.
Note that there exists other RA UEs in space, however, since
their signals are orthogonal to those of the displayed collided
RA UEs in the preamble domain, we omit them herein.
As shown in Figure 4(a), RA UEs 1, 5, and 14 select the
same preamble over the same GFRA channel. With the correct
preamble multiplicity estimation, the proposed AP clustering
algorithm divides the 12 APs with the strongest received
preamble signal energy into 3 clusters. Since the three collided
RA UEs are geographically separate, different collided RA
UEs are surrounded by different clusters of APs, each of which
represents a group of APs capturing the strongest signals from
a specific collided RA UE. Using each individual AP cluster
rather than all the APs to decode the data of the collided RA
UE in its vicinity is beneficial since the mutual interference
due to preamble collision is significantly discarded. In Figure
4(b), RA UEs 1, 5, and 7 select the same preamble. Since
RA UEs 1 and 5 are located in vicinity to each other, they
are treated as a single collided RA UE by the proposed DNN,
which thus mistakenly estimates the preamble multiplicity as
2. With the incorrect preamble multiplicity estimation, the
proposed AP clustering algorithm divides the 8 APs with the
strongest received preamble signal energy into 2 clusters. In
this example, RA UEs 1 and 5 share the same AP cluster.
Although it is unable to mitigate the mutual interference
between them, the interference from RA UE 7 is mitigated
by only using their neighboring clustered APs rather than all
the APs. On the other hand, for RA UE 7, the interference
from the other two RA UEs becomes small at the clustered
APs surrounding it, using the AP cluster to decode its data is
thus beneficial.
In the following, performance evaluation on uplink achiev-
able rate per collided RA UE is conducted by simulations
to validate the effectiveness of the proposed DNN based AP
clustering scheme in preamble collision resolution in GFRA.
B. Performance Evaluation on Achievable Rate per Collided
RA UE
In this paper, we consider the uplink achievable rate of an
arbitrary RA UE under preamble collision as a performance
metric. Like in Section II-C, we consider RA UE 1 as the
collided RA UE of interest under preamble collision (|Φψ1 | ≥
1) andM1 as the set of indices of APs employed for decoding
data of RA UE 1. Based on (7) and (8), the estimated data
symbol of RA UE 1 is given by
sˆ1 =
gˆH1,M1rM1
M1S
√
PT
=
gˆH1,M1g1,M1s1
M1S
+
∑
u′∈Φψ1
gˆH1,M1gu′,M1s
′
u
M1S
+
∑
u6=Φψ1
u6=1
gˆH1,M1gu,M1su
M1S
+
gˆH1,M1n¯M1
M1S
√
PT
. (20)
From (20), the uplink achievable rate of RA UE 1 under
preamble collision is given by
R1 = Bw log (1 + SINR1) , (21)
where SINR1 is the uplink SINR of RA UE 1, which is given
by [27]
SINR1 =
ρT|gˆ
H
1,M1
g1,M1 |
2
∑
u′∈Φψ1
ρT|gˆH1,M1gu′,M1 |
2+
∑
u 6=Φψ1
u 6=1
ρT|gˆH1,M1gu,M1 |
2+|gˆH
1,M1
n¯M1 |
2
.
(22)
To show the performance superiority of the proposed DNN
based AP clustering scheme in terms of R1 in GFRA,
simulation results are presented in the sequel. Throughout
the simulations, the three deployments in Section III-C1 are
considered only with σSF = 8, and the following four schemes
are compared:
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Figure 5: Uplink achievable rate CCDF per collided RA UE of the proposed scheme, with different Mc and σSF = 8 dB.
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Figure 6: Comparisons of uplink achievable rate CCDF per collided RA UE among different schemes, with σSF = 8 dB and
Mc = 4.
• Proposed DNN based AP clustering scheme: in the pro-
posed scheme, the AP cluster closest to RA UE 1 is
employed as set M1.
• All-AP scheme: in this scheme, without preamble multi-
plicity estimation, all M APs are employed as set M1.
• Mc-strongest-AP scheme: in this scheme, without pream-
ble multiplicity estimation, theMc APs with the strongest
received preamble signal energy are simply employed as
set M1.
• Genie-aided scheme: in this genie-aided scheme, we
assume that the set of APs that have the Mc largest
channel gains of RA UE 1 is perfectly known at the BS
and these APs are employed as setM1. The performance
of this scheme can be seen as an upper bound of the
proposed scheme, which is desirable but unattainable in
practical GFRA.
We first investigate the performance of the proposed DNN
based AP clustering scheme with different Mc in the con-
sidered three deployments with σSF = 8. In Figure 5,
uplink achievable rate complementary cumulative distribution
functions (CCDF) per collided RA UE with different Mc
are presented. As observed, compared to the all-AP scheme,
the proposed scheme is able to significantly improve the
achievable rate for collided RA UEs with a wide range of Mc.
In addition, different Mc leads to different performance. By
comparing the 95%-likely performance, it is clear to see that,
throughout the three deployments, the proposed scheme with
Mc = 4 provides the highest achievable rate, for example,
achieving about 16 dB performance gain over the case of
Mc = 1 and 4dB over the case of Mc = 16 in deployment 1.
This is mainly explained by the facts that: 1) compared to large
Mc, the proposed scheme with Mc = 1 is more vulnerable to
the clustering errors as only a single AP is used to decode
the data. As a result, it is more likely to provide low rate
for collided RA UEs when clustering errors occur; 2) Since
the signal of an RA UE is usually concentrated at its few
neighboring APs, a largeMc brings little benefit to the amount
of desired signals, but introduces more interference from all
of the other RA UEs in GFRA. Thus, setting a too small or
too large Mc is not desirable in the proposed scheme. In the
following, we further study the performance of the proposed
scheme with only Mc = 4 in different deployments.
In Figure 6, the uplink achievable rate CCDF per collided
RA UE in different deployments are shown. Under different
deployments, both the all-AP and Mc-strongest-AP schemes
provide poor performance for collided RA UEs due to the
preamble collision in GFRA. Interestingly, we see that the
all-AP scheme is more preferable to the Mc-strongest-AP
scheme in terms of the 95%-likely performance. This results
from that, without preamble multiplicity information and
sensible AP clustering, the Mc-strongest-AP scheme leads
to severe clustering errors, which make the selected APs
contain little desirable signals of the targeted RA UE, but
strong interference from other collided RA UEs at most time.
This implies the necessity of preamble multiplicity estimation
to enable correct AP clustering. Contrastingly, based on the
DNN based preamble multiplicity estimation, the proposed
AP clustering scheme is significantly superior to the all-AP
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Figure 7: Comparisons of uplink ergodic achievable rate per
collided RA UE under different schemes, with σSF = 8 dB
and Mc = 4.
and Mc-strongest-AP schemes. For instance in deployment
1, compared to the two schemes, the 95%-likely achievable
rate of a collided RA UE can be largely enhanced by 26 dB
and 34 dB, respectively. This performance superiority is also
validated in Figure 7, where the uplink ergodic achievable
rates per collided RA UE in GFRA in different schemes and
deployments are presented. Compared to the all-AP and Mc-
strongest-AP schemes, the proposed scheme is able to provide
an improvement of 187% and 150%, respectively, in terms of
the ergodic rate per collided RA UE in deployment 1. Similar
improvement can also be seen in other two deployments.
Furthermore, it is shown that the CCDF curves of the proposed
DNN based AP clustering scheme are close to those of the
genie-aided scheme. In deployment 1, for example, a 7 dB per-
formance gap is observed in terms of 95%-likely performance.
Considering that the performance of the proposed scheme is
achieved without any CSI information of RA UEs, we claim
that this performance gap is quite acceptable. This insight is
also supported by the results in Figure 7. In particular, only
around 7.0% and 8.5% ergodic rate losses in deployment 1
and deployment 3 are observed respectively, by comparing the
proposed scheme to the genie-aided one. These observations
indicate that the proposed scheme is able to achieve a near-
optimal performance under preamble collision, validating its
effectiveness in terms of preamble collision resolution under
given deployments of distributed mMIMO.
V. CONCLUSION
In this paper, a novel DNN based AP clustering scheme was
proposed to mitigate the impact of preamble collision on the
performance of collided RA UEs in GFRA with distributed
mMIMO. By taking advantages of signal spatial sparsity in
distributed mMIMO and sporadic traffic pattern of mMTC
RA UEs, we first developed a tailored DNN to enable the
preamble detection and estimate the preamble multiplicity in
GFRA. Under practical wireless environments and different
deployments of distributed mMIMO, we analyzed and com-
pared the performance of the proposed DNN and showed that
decent estimation accuracy and reliability can be achieved.
With the estimated preamble multiplicity, we then proposed a
K-means AP clustering algorithm to cluster the neighboring
APs of collided RA UEs rather than all the APs to decode
the received data individually. Simulation results verified the
effectiveness of the proposed scheme in preamble collision
resolution in GFRA. Particularly, as examples shown in the
simulation, the proposed scheme is able to achieve a close
performance to the genie-aided scheme in terms of uplink
achievable rate per RA UE under preamble collision. In the
considered deployments of distributed mMIMO, the proposed
scheme provided its best performance when Mc = 4, which
exhibits a significant performance gain of up to 26 dB over
the all-AP scheme.
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