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1. INTR~DIJCTION 
Consider the following model of Thomas-Fermi which occurs in Quantum 
Mechanics (see [14]): In the space R3 there are K nuclei of positive charge nti 
placed at fixed points ai (1 < i < K) and a “cloud” of electrons with density 
p(x), x E R”. The Thomas-Fermi functional 
where 
then represents the total energy of the system, and one seeks to solve the 
problem 
mi$n&e b(p), where K = /p ELI, p > 0, JR, P(N) dx = I/, (1.2) 
where I is a given positive number. 
THEOREM I .l. Set 1, = & m, . Then, 
(a) q 0 < I < 1, , there exists a unique sobtion p of (1.2); 
(b) if I > I6 , there is no solution of(l.2); 
(c) if 0 < I < I, , the solution p(x) has compact support. 
This theorem is due to Lieb and Simon [14]. 
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Recently, Benilan and Brezis [3] gave a more direct proof of a more general 
theorem. Their method relies on transforming the problem (1.2) into the 
following equivalent problem: 
Find a solution u and a constant h < 0 such that 
where 
-Au + y(u + X) = -AV-i, 
u(m) = 0, 
I 
+ + A) dx = I, 
R3 
y(y) =p-ll~P-l)~ll(P-l) if P>O, 
zzz 0 if r<O 
(1.3) 
(1.4) 
and p = 5/3. In fact, they show that the problem (1.2) with p5/3 replaced by pp 
is equivalent to the problem (1.3) with 
PC4 = Y@(X) 4 4 (1.5) 
provided p > 312. Next they prove: 
THEOREM 1.2. Let p > 413. Then 
(a) ij 0 < I < I, , there exists a unique solution u, X of (1.3); 
(b) ;fl > I,, , there is no solution of (1.3); 
(c) if 0 < I < I, , the function p(x) (defined by (1.5)) has compact support. 
Actually they proved corresponding results for more general y and 17. 
The purpose of this paper is to study the boundary X? of the set 
5;! = (x; p(x) > 01, U-6) 
under the assumption that 0 < I < I’. The set 8s is the boundary of the 
electrons’ cloud; it will be called the free boundary. 
A problem similar to (1.2) but with the sign of the last term in b(p) reversed 
appears in models of a star [Z] and in models of thermonuclear plasma [ 16, 17,4]. 
These problems are two dimensional, and can also be written in a form similar 
to (1.3); however r(u + h) is replaced by --y(u + h). Existence of a regular 
solution was proved in the above cited articles. The regularity of the free 
boundary for the plasma problem was established in [lo, 11, 121. 
In Section 2 we shall establish some general results on the solution u and 
on the set 52, for the problem (1.3). Then in Sections 3-6 we study the free 
boundary. First, in Section 3, we establish a fundamental lemma on a function v 
which satisfies the condition 
1 Aa 1 < C 1 x 18 for 1 x 1 < 6 (g > 0, 6 > 0). 
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The lemma asserts that, provided fi is not an integer, 
v=ptr 
where P is a harmonic polynomial of degree [/3J + 2 and j I’ / < C ] x jBt2. 
We prove this lemma in R3; the proof however is valid for any number of 
dimensions. A related result in two dimensions was proved by Hartman and 
Wintner by complex variables methods [8]. 
Using this lemma, we establish in Section 4 the structure of the solution 
near the free boundary. In Section 5 we show that the free boundary is C3ia 
everywhere except on at most a finite number of Cl curves. 
2. PRELIMINARY RESULTS 
Denote the solution of (1.3) by Us . Since un( co) = 
- Ll V, the maximum principle gives 
IIence 
24, < v. 
As shown in 131 the function 
I(A) = j- y(z&) + A) dx 
R3 
V(co) = 0 and -42~~ < 
(2. I) 
(2.2) 
(2.3) 
is continuous and nondecreasing in h, - 00 < X < 0, and it is strictly increasing 
wherever it is positive. Further, I(- co) = 0, I(0) = I0 . Hence, if I < 1, 
then h < 0. Since V(w) = 0 it follows that y( L’(X) + h) = 0 if h < 0 and 
j x: j is sufficiently large. Recalling (2.2) we conclude that P(X) = pn(x) = 
r(zc,(x) + X) vanishes if ] x ] is sufficiently large and A < 0. This is how the 
assertion (c) of Theorem 1.2 is proved in [3]. 
Set 
(2.4) 
Since we take p > 413 in Theorem 1.2, we have q < 3. 
In the sequel we tacitly assume that X < 0, so that p = pn has compact 
support. 
LEMMA 2.1. For any bounded domain G C R3 such that ai 6 Gjw 1 < i ,( k, 
zt belongs to Cz+[@-*-EQ1(G) if q is not an integer, and to Cl+q+@(G) (for nny 
0 < 8 < 1) if q is an ifzteger. 
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Proof. From (2.2) it follows that y(u + A) is a bounded function in a 
neighborhood of G. Since -Au + y(u + A) = 0 in this neighborhood, it 
follows that u is Holder continuous. We can now apply the Schauder estimates 
in order to complete the proof. 
LEMMA 2.2. Let p > 312. Then, in a neighborhood of any point ai , 
u- V.Ca fey some 01 > 0. (2.5) 
Proof. Since y(V + A) EL&,, for any p < 3/n, the same is true for y(u + A). 
Recalling that -A(u - 1;‘) + y(u + A) = 0, we deduce, by the L” elliptic 
estimates, that u - lJ belongs to 14’:;: . Since 4 < 2, we may take p > 3/2. 
Hence, by the Sobolev imbedding theorem [7], u - V is locally Holder con- 
tinuous. 
COROLLARY 2.3. If p > 312, then the set Q (defined in (1.6)) contains a 
neighborhood of each point ai . 
Indeed, by Lemma 2.2, u - V is bounded in a neighborhood of ai . Since 
V(x) -+ co if 3~’ --f ai , it follows that U(X) + co if x -+ ai , so that 
p(x) = y@(r) + A) > 0 
if 1 x - ai 1 is sufficiently small. 
LEMMA 2.4. Axy conmcted component of Q must contain at least one poilzt ai . 
Proof. Let G be a connected component of .Q. Then G is a bounded set. 
Suppose ai $ G for all 1 < i < K. The function w = u + h then satisfies 
-Aw = -y(w) < 0 in G, 
w=o on aG, 
w>o in G, 
thus contradicting the maximum principle. 
LEMMA 2.5. If p > 312 then the set s2, = R3\!? is connected. 
Proof. The set 9, contains a neighborhood of co. If this set is not connected 
then there is a bounded component G, of this set. By Corollary 2.3, G, does 
not contain any of the points ai . Consequently, Aw = 0 in Gr , where w = 
u + A. Since also w = 0 on aG, and w < 0 in Gr , we get a contradiction 
to the maximum principle. 
We summarize most of the results obtained above, for the case p > 312 
(that is, 4 < 2). 
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THEOREM 2.6. Let p > 312. Then (i) the open set G is bounded, it contains 
a neighborhood of(al ,..., ak}, and any component of Q contains at least one point ai ; 
(ii) the set Q,, = R3\~ is connected; (iii) the solution u is locally in ~+~qJ*n-[ql 
awayfrom the set {a, ,..., uk} if q is not an integer (and in C1+q+8, for any 0 < tJ < 1, 
if q is an Gzteger), and u - V is in Ca (for some 01 > 0) locally in R3. 
3. A FUNDAMENTAL LRivnk4 
Denote by B, (r > 0) the ball in R3 with center 0 and radius Y. The folIowing 
lemma will be fundamental for the study of the free boundary. 
LEMMA 3.1. Let p be a positizle non-integer, ,8 > p, > 0, and let v(x) be a 
function satisfying 
I44 < q3 I x Ia in&, c, > 2e. 
Then 
v(x) = P(x) + T(x) in B, , 
where P(x) is a harmonic polynomial of degree [/3] + 2 and 
B 1 r(x)1 < CC, < CC, (B> j x lBf2 in B, , 
/ VT(x)1 < CC, 5 j x /@+l in B, zuhere (/3> = mini/3 - [$?I, 1 + 
(3.1) 
(3.2) 
(3.3) 
PI - 81; 
(3.4) 
C is a constant depending only on /3,, , and on upper bounds on I el(x)I, I Vv(x)I 
Proof. Let e, = (I, 0,O). Then (see [13, p. 1251) 
/ x ; el I = lf I x In Pn(cos 0) 
72=1 
where cos 6 = x1/i x I and P,(u) is the Legendre polynomial of order n. Notice 
that 
r.,(x) = [ x In P,(cos e) 
is a homogeneous harmonic polynomial of degree n. Since (see [13, p. 1281) 
I p&4 < 1 if lul<l, 
we have 
I Cdx)I < I x in. 
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More generally, if 1 x 1 < / y 1, 
1 1 1 
lx-y1 =- IYI LtY 
I --& 
= & il rn w1 (+)I 
IYI
where M, is an orthogonal transformation which maps e, into y/I y /. Thus 
1 m 
I x -y 1 = z1 1y;n+1 r~y(4 (lxI< IYI) (3.5) 
where r;u(x) is again a homogeneous harmonic polynomial in x of degree 7~, and 
I rTz”(4I G I x In. (3.6) 
Now, by Green’s formula, 
(3.7) 
We break up the last integral into two integrals: 
In II we have 
I 4Y)l < cl3 (1 + $)” I x le 
so that 
(we use here the fact that the integral of l/l x - y I taken over a ball with 
center 0 is smaller than the integral taken over a ball with the same radius 
but with center y). 
For y E B1\B(I+I,s)~3c~ , the series 
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is absolutely and uniformly convergent; we can therefore integrate it term 
by term. For n < /3 + 2 we shall add to the nth term 
the integral 
The sum 
is a homogeneous polynomial of degree n. Also, by (3.1), (3-Q 
where C is a generic constant depending only on j$ . Hence 
(3.9) 
The terms Izn with n > /3 + 2 are estimated by 
c e c, I x ldfZ 1 + pl _ p (1 +;r(l +f,-“. 
Summing over n, we obtain the bound 
Collecting the above estimates we conclude that 
-J2 = PO(X) + r,(x) (3.W 
where PO is a harmonic polynomial of degree [/3] + 2 and r, is bounded by the 
right hand side of (3.3). 
505/343-3 
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From (3.5) and the definition of I*,g(x) we obtain an expansion for 
in terms of harmonic polynomials. Since (see [13, p. 1281) 
(3.11) 
we find that 
Jl(4 = f %(4 (3.12) 
.?kO 
where a,(x) is a homogeneous harmonic polynomial of degree TZ and 
I u&q < C-P I x In (for any 6 > 1); (3.13) 
C depends on 6 and on upper bounds on j v /, / Vv / in aB, . 
If 1x1 <pwherepS < 1,then 
where C’ depends on C, 6, p. If p < I x I < 1, then 
j .;+, %(4 1 = 1 J1 - c 44 1 G c + c I %c4 
_I VK3+2 n<d+2 
R+2 < c + c c 6” < c’s”+2 < C’ - 0 
; I x /a+2 
n<!3+2 
with another constant c’. 
Choosing 6 = 514, p = 314 we conclude that 
Setting 
I ,;,, uPdx) I 
< c2a / x Ia+2 if Ixl<l. 
q4 = PO(X) + c %(X>, 
n<P+2 
(3.14) 
and recalling (3.7), (3.10), (3.12), th e assertion (3.3) follows for the function 
T(X) defined by (3.2). 
From the definition of T,Y(x) and (3.11) it follows that 
1 v,r,v(x)I < cn2 1 x p-l. 
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Using this, we can estimate V,l’,(x) in the same way that we have estimated 
Fa(x) above, with some minor changes. We find that (3.4) holds for r replaced 
by r,. Since j Pi( < Cn3 (which follows by induction, using the relation 
P;(u) - &-r(u) = ~9,-~(zc); see [13, p. 127]), we can obtain for C,jr(z) an 
expansion similar to (3.12) with the corresponding u,(x) still satisfying (3.13). 
Estimating the remainder term as before, the proof of (3.4) is complete. 
4. THE SOLUTION NEAR THE FREE BOUNDARY 
LEMMA 4. I. Let z(x) be a bounded function satisfying: 
1 Out < C j @(x)lx irz B, (C > 0, 01 > l), (4.1) 
v(0) = 0, (4.2) 
Z(X) + 0 in B, . (4.3) 
Then there exists a homogeneous harmonic polymmial H,(x) f 0 of precise 
degree n > 1 such that, in B, , 
v(x) = H,(x) + K(x) (4.4) 
where 
I &x)1 d c I x ln+S, (4.5) 
1 GK(x)l < c 1 x p+a-1 (6 > 0, c > 0). (4.6) 
Boof. Without loss of generality we may assume that 1 < z < 2. By 
the L” elliptic estimates, z’ is in C l. Therefore 1 n(zc)I < C,, j x j. It follows that 
1 Ll7gs)l < cc,a 1 x p. 
By Lemma 3.1 
v(x) = P,(x) + r,(x) in B, , 
where PI(s) is a harmonic polynomial of degree [ti] + 2 = 3 a.nd 
I rIGa < c, I x Itise in B, . 
If PI(x) $ 0 then the assertion of the lemma follows. Otherwise, c coincides 
with I’, , so that 
1 dv(x)I < cc,a 1 x I+- in Bl . 
Applying Lemma 3.1 once again, we conclude that, provided a(,: + 2) f integer, 
v(x) = P&v) + r&) in B, ) 
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where Pz(x) is a harmonic polynomial of degree 01~ = [a(a -t 2)] + 2 and 
if a(ol + 2) is an integer then the above remains true with a(a + 2) replaced 
by a(a + 2) - E for any E > 0. If Pi + 0 then the proof of the lemma 
follows. Otherwise we apply again Lemma 3.1. 
Proceeding in this way step by step we conclude that if the assertion of 
the lemma is not true, then 
/ dv(x)I < CR, I x I’** in B, , (4.7) 
in B,, (4.8) 
where C e, > 2sm and jITn t CO. It follows that V(X) vanishes at s = 0 to any 
order. By a well known result on unique continuation [l, 6, 9, 151 it follows 
that v = 0 in B, , thus contradicting (4.3). 
For the sake of completeness we shall give an independent and relatively 
very short proof of the unique continuation result for the present case. 
Notice that (4.7), (4.8) hold with /3rfi such that 
Pm = u4n-1+ 2b - Rn (4.9) 
where 0, > 0 and /Im is not an integer. We can choose the 0, so that 0 < 0, < 1 
and 
an> 3 c2 c>o (c independent of m) (4.10) 
for all m. 
We shall estimate the /3?,, Ca, by induction. The inductive assumption 
is that 
Pm b Ae (A > O), (4.11) 
,3m < BP P > 0) (4.12) 
C& > 24r”, (4.13) 
CRm = KoKamDm (K,,>l,K>l,D,<D) (4.14) 
for all m < n, where D, = cCzl i/c&, c > 0. 
From (4.9) with m = n + 1 we then get 
,i3n+l > (fin + 2)a - 1 > A@+l + 2a- 1 > A&l, 
so that (4.11) holds for 112 = n + 1. Next, taking the logarithm in the inequality 
B m+1 G Nn + 21% 
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we get 
Summing over WE, 1 < m < n, and using (4.11), 
This gives (4.12) for 1% = IZ + 1. 
Since (4.9) holds with m = n, lz = R + 1, and since (4.7) and (4.12) hold 
with nz = n, Lemma 3.1 gives 
Thus we can take C, ?I+1 to be any positive constant satisfying 
(4.15) 
It remains to show that if 
C 
13 ri+1 
= KJpn+%+I 
then both (4.15) and (4.13) (with vz = n + 1) are satisfied. Now, by (4.12) 
withm =n+ 1, 
As for (4.15), one can easily verify it by using (4.12) with m = n + 1, provided 
c in the definition of the D, is sufficiently large, depending on K,, , K, 01. 
From (4.8), (4.10), (4.11), (4.12), (4.14) we obtain the inequality 
in B, . If 1 x 1 < (l/K)D/am then 
where p = p(x) < 1. 
Taking n + co, we conclude that U(X) z 0 if / x / < (l/K)@‘““. 
Let pa be the largest number <l such that V(X) = 0 in BoO . If p,, < 1 then 
we can repeat the previous argument and show that, for some p1 > 0, z: = 0 
in any ball with center in B,. and radius pr . Since this contradicts the definition 
of p0 , it follows that pa = 1, i.e., ‘u E 0 in B, . 
We shall now use the notation 
W(X) = u(x) + h (4.~6) 
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where u is the solution of (1.3). Then, away from the set {n, ,..., a,}, 
-Aw = -,upwq (pp = p-w-l)), (4.17) 
where 4 = l/(p - 1). If p < 2 then 4 > 1, and therefore Lemma 4.1 can be 
applied at any point x0 where w(x”) = 0. 
For the remainder of this section and in Section 5 we assume that 
#<p<2. (4.18) 
THEOREM 4.2. The set where w = 0 has 1~) interior points. 
Proof. Suppose w = 0 has an interior point x0. If x0 = 0, then in the 
representation ,zu(x) = Pz(x) + r,( x occurring in the proof of Lemma 4.1 ) 
(with u = w) we must have Pz(x) 3 0. It follows that w = I’, . Next we show 
that w E rs , etc. Hence, by unique continuation, w = 0 in any ball B.,. which 
does not contain any points ai . This argument shows that if the set (x; w(x) = 01 
has a nonempty interior G, then G does not have boundary points except 
possibly a, , . . . . a, . But this is impossible since w(x) + cc if x + ai (by 
Theorem 2.6). 
THEOREM 4.3. Let x0 belong to the free boundary kX2. Then there exists a 
homogeneous harmonic polynomial H,r8(x) of precise degree n, n > 1, such that 
w(x) = H,(x - x0) + I’,(x) (4.19) 
in a neighborhood of x0, and 
/ r,(x)] < c 1 x - x0 p+s (4.20) 
1 W,(x)\ < c 1 x - x0 p+d--l (C > 0, 8 > 0). (4.21) 
The proof follows from Lemma 4.1; the fact that w(x)’ + 0 in a neighborhood 
of 50, which is needed here, is a consequence of Theorem 4.2. 
5. SMOOTHNESS OF THE FREE BOUNDARY 
It will be convenient to denote points of R3 by X = (x, y, z). 
We denote by A, the space of all polynomials of degree <n, by Tm the space 
of all harmonic polynomials of degree <n, and by <% the space of all homo- 
geneous harmonic polynomials of degree 7t. Since ;5% is a finite dimensional 
space, any two norms are equivalent. This is true in particular for the norms 
L”(4)> L2(BJ 
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and the norms 
where B, is the unit ball; notice that the last “inf” is actually “min.” We shall 
usually drop the symbol B, in the sequel. 
Pt is well known [13] that 
Writing P in E’, as a sum 
we find that 
Hence the inequality 
holds in any other norm of &. 
We now introduce a nonnegative constant 01 = a(P,) for P, E Z, , which 
measures the extent to which P, differs from a polynomial of two variables 
only. 
DEFINITION. Let 
P,(X) = i Q,(X - X0), 0, h omogeneous polynomiais of degree k, 
b0 
be the expansion of P, E Z, into Taylor’s series around a point x0. Then 
here the L” norm is taken when X varies in B, , 
Utilizing (5.1) we find that 
(5.2) 
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LEMMA 5.1. Let P, E 2, . Then there exist polynomials A, B in & such that 
P, = A + 3, (5.4) 
R(A) = 0, (5.5) 
II 3 II < G4PrJ> (5.6) 
where C, is a constant depending only on n. 
Proof. Assume that ~1 is attained at X0 = (0, 0, l), and write 
P,(X) = i aL(x, y)zk = jJ uB(x, y)((z: - 1) + 1)” 
k=O k0 
= go a& y)b - 1)” +gl zk adxy Y) (t) cz - 
where 
n-1 
-Q&,Y,Z--I)+ c Qz(X,Y,Z--1) 
z=o 
QZ = 1 
TZ-?+S=Z 
(3 4x, Y)(Z - 1)“. 
1)” 
(5.7) 
Here uk is a homogeneous polynomial of degree n - k and Qz is a homogeneous 
polynomial of degree I (in (x, y, .s - 1)). By the definition of 01, 
II 0, lip < cx for l<n (5.8) 
(where the L” norm is taken for (x, y, z) in BJ. 
If I = 0 then n - k + s = 0 (in (5.7)) implies k = n + s < n, so that 
s = 0, k = 12. Thus a,(~, y) = Qo(x, y, z - 1). It follows that 
Similarly, for I = I, n - k + s = 1 gives s = 1 or s = 0. The term corre- 
sponding to s = 1 is a, which is estimated in (5.9). Hence the term corre- 
sponding to s = 0 can also be estimated, giving 
Proceeding step by step, we obtain 
II a, lILm < Ca for 1 < k < n. (5.10) 
From the definition of /I lld it f 11 o ows that there exists a CJ E fl, such that 
0 = 4% Y), 
A+, Y> = da,@, Y) = --24x, Y) 
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and 
We now take A = a, - (T, B = P, - A. It is clear that A E ,Z9z , jj B I! ,< 0~. 
Finally, a!(A) = 0 with a(A) attained at X0 = (0, 0, 1). 
Remark. From the above proof we obtain: If a(P*) = 0 then P, = PJx, y) 
in a suitable system of coordinates. 
We shall now employ Theorem 4.3. Suppose the origin 0 is a point of the 
free boundary %2. Then 
w(x) = P,(X) + O(l x l”+y (8 > 0) 
where P, E Zr, , n > 1; we may assume that 6 < 1. 
In the next lemma E, is a positive number such that 
c&%z < l/2, 
(5.11) 
where C, is defined in Lemma 5.1. 
LEMMA 5.2. Suppose 
4Pn) < % Ii p?z lip . (5.12) 
Then, after a suitable rotation of the coordinates, the following is true: If 
VW&x?) = 0 fey some X1 = (x, y, z) f 0, l-=/<l, 
then 
(2.3 + y2)(+-1)/2 < (CCL + 1 A'1 I") j x1 y--l (C > 0). 
Proof. In a suitable coordinate system 
A(%, y) = Cop* cos no, p = (x2 + yzps 
where Co is a real number. In view of (5.6), (5.12), C, f 0 and 
11 A IIL” = I CO I > (1 - C&,) II P, IIp b 4 II P, ilp . 
Since 
II VB llLm < G !I B llLn (C, constant), 
we obtain 
(5.13) 
I VP,(Aq)/ > C&J--~ - C, )I B 11 m-l 
where Ci are positive constants depending on n (and C, depends also on C,), 
and r = j J? I. Thus, by Theorem 4.3 (see (4.21)), 
1 Vw(xl)i > Czpn--l - (C, 11 B Ii T”-~ + O(p”-lf8)). 
If VW(Z) = 0 then (5.13) clearly follows. 
In what follows we denote a ball with center X and radius X by B,(X). 
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LEMMA 5.3. Suppose ol = a(P,) > 0. Then there exists a neghborhood 
&,-do) (c > 0) f OY which the following is true: if w(XO) = 0 where x0 E 
&do), the-n 
w(X) = &(X - X0) + O( I x - x0 I”+“) (5.14) 
for some k < n, where p,C E .Z, . 
Proof. Let 
Writing 
J++ where Y = /X0/. 
P,(X) = Z&(X - X0), 
P,(X) = Z&(X - 20) 
and comparing the Taylor’s expansion, we iind that 
coefficients of Qlc = m-k times the coefficients of Qk . 
Hence 
II Qk IILmcB 
CI 
A(xo)) 3 co II &,t llLm k’>‘~‘~-’ (A > 1) 
where C > 0, co > 0. Choosing k such that 
II&k lip 3 v,> 
and using (5.1), we get 
I/ P, IIL”ocBC&O,) > C0c&“A%n--8 3 coc&+? 
Suppose now that the assertion of the lemma is not true. Then 
(5.15) 
w(X) = Qx - X0) + O(l x - x0 1”+8) 
with I/ p% IILa < C. It follows that 
II ZcI I 03 L (Bc$XoH < co?? (5.16) 
Now, by Theorem 4.3, 
I/ ‘,I IILffi(B A(Xo)) d ’ I/ w lILm(Bc,#)) + crw’ (5.17) CF 
Substituting the estimates from (5.15), (5.16), we obtain 
Choosing X = (a + 8)/n we get 01 < ~cv-s/~, that is, Y > C’~LY?@ for some 
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C’i > 0. This contradicts the hypothesis that X0 E B,,,,a(O), provided c < C, . 
Let 
MS = (X0; w(;yD) = 0, Vw(X0) = 0, w(x) = P,(X - X0) + O(l x - x0 pq>, 
(5.18) 
where P.,% = Pz” is a homogeneous harmonic polynomial of degree PE (depending 
on x0). 
LEMMA 5.4. 8’0~ any x0 E l& there exists a neighborhood Ba,fXo) and a 
line segnzent L contai&ng X0 such that lW% n Bso(Xo) is contained iu the cusp-like 
region 
(X; c j x - x0 IlfE > d(X, L)) 
wlzere E = 6/n(n - I), C > 0 and d(X, L) = distance from X to L. 
Proof. Denote o~(Pi’) by ax0 . If 
1 x - x0 j < c(axo)@, x f x0 
then, by Lemma 5.3, X 6 n/r, . Thus it remains to consider the case where 
We shall apply Lemma 5.2 with the origin replaced by X0 and the axis corre- 
sponding to the x-axis denoted by L. Then (5.13) gives, for x E A& n B,&XO), 
d(X, L)“-1 < c / x - x0 y-1 j X - x0 16/n, 
that is 
d(X, L) < c I x - X0 11--e. 
We can now state the main result of this section. 
THEOREM 5.5. Let 2 < p < 2. (a) There exist a jinite number qf open Cl 
curves r, ,..., rz such that asZ\u,“=, ri is a C 3+a ma~zifold, where a: = I/( p - 1) - 1; 
(b) the positive (negutizye) limit set of each Fi is a single poi?zt Xi+ (Xi-); (c) there 
exists a direction li+ at X+-I such that for X E ri , X rzeaF X!+, the angle 8 between 
Xi+ - X and Ii+ satz$es 
6 < c 1 xi+ - x Ifi for some C > 0, jl > 0, 
i.e., X lies in a cusp-like region with axis ii+. 
Proof of (a). The constants 6, , C in Lemma 5.4 depend only on a lower 
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bound on [I P, /I. For any X1 E Mn, denote by Pf' the polynomial P, corre- 
sponding to X0 = Xl. From Theorem 4.3 we easily find that 
II P,“‘II > c II pn II 
if X1 is in a small neighborhood of X0. It follows that the assertion of Lemma 5.4 
is valid for any Xr E M% n &(X0), with 6, , 6, and C sufficiently small and 
independent of x1. Thus, for any x1 E ikIn n B,l(Xo) (X0 EM,) there is a 
line segment Lx1 containing X1 such that il& n &(X1) lies in the cusp-like 
region 
(X; c I x - Xl IlfE > d(X, L&}. 
It is also easily seen that 
if 6 = angle between L,, , Lx, , then 0 < ~(1 X1 - Xs I), 
(5.19) 
where a(t) + 0 if t -+ 0. 
Now take for simplicity X0 = (0, 0, 0), Lx0 = z-axis. Then the plane x = I; 
(I 5 1 small) can intersect M% in a neighborhood of x0 in at most one point; 
otherwise (5.19) is contradicted. Thus the points of 
M, f-7 %,(X0) (6, sufficiently small) 
lie on a graph X = X(h) where X is a parameter of Lx0 . (We can take, for 
instance, X = x.) If we extend the graph linearly then, in view of (5.19), the 
extended graph, defined on some h-interval, is Lipschitz continuous. 
Following [5] we can actually achieve a Cl extension X(X) of X(h). Indeed, 
take a partition of the X-interval into m intervals of equal length and choose 
in each subinterval one point of X(h), p rovided such a point exists. We connect 
two adjacent points PI, Pz by a Cl parabolic curve such that the tangents 
at PI , P, coincide with the directions of Lpl , Lp, respectively. 
Denote this extension by X,(h). By (5.19), the derivative of X&) has a 
modulus of continuity in h, uniform with respect to M. Hence, a subsequence 
of X,(h) is uniformly convergent to a Cl curve X(h). Since X(h) = X(h) for 
a dense set of points X(h) of M, n B,o(S,), X(X) is a Cl extension of X(h). 
It follows that llIfi is contained in a finite union of points or Cl curves I’,,, , 
the Cl modulus of continuity depending on a lower bound on the norm /I P, //. 
Next, for every compact region of ZJ there is a finite number no such that 
n/l, = o if 11 > ?zo . It follows that Un M, is contained in a finite number 
of Cl curves ri . Outside these curves, VW f 0 on &?. Since ‘w E Csfa, the 
assertion of (a) now follows by the implicit function theorem. 
Proof of (b). In the construction of a curve r’,,, one can proceed locally 
as follows: After a segment, say Fn,i , is constructed, if an end point, say p%,< , 
THOMAS-FERMI ATOMIC MODEL 353 
belongs to MS then we use it as a center of a new coordinate system in order 
to possibly extend pS,i . The extension takes place if pn,i is a limit point of 
points of J& not lying entirely in p;,,i ; otherwise r,,: terminates at pn,i . 
When we extend r,,i beyond FVIE,i , its new end point is again taken to be 
in n.f, .
To prove (b) we may now parametrize any curve & by t and assume that 
it is not Ct at its (say, right) end point; otherwise there is nothing to prove 
for this curve. We then have to show that the points X(t) of r,,i converge 
to a point x(00) as t -+ cc. Denote by I’;t,a the right limit set of r,,i, i.e., 
the limit set of X(t) as t ---f co. Denote by P,(t) the polynomial Pnx at X = X(t). 
We claim that without loss of generality we may assume that 
II P&>ll - 0 if t-+co. (5.20) 
Indeed, denote by ?n,i,j (j = 1,2,...) the sequence of points pn,i used 
in the construction of r,,i as t -+ 00. Denote by tj the parameter t corre- 
sponding to Fn,i,j . We shall first show that we may assume that 
II P&)ll -+ 0 if j + cc. (5.21) 
The extension of r,,i beyond pn,i,j takes place in a ball Bj with center Fn,.f,i 
whose diameter TV depends on 11 Pn(ti)ll. If (5.21) is not ‘true, then ri 3 c > 0 
for a subsequence of j’s. It follows that two balls Bjl , Bjz (j, < j,) must 
intersect. From the construction of I?,,i we see that we can then modify the 
construction of r,,i in Bjl so that it becomes a closed Cl curve in Bjl U Bj, , 
still containing all the points of MS in Bil U Bi . But since for a closed Cl 
curve the assertion (b) is trivial, we may exclude &s case. 
Having established (5.21) and noting that the mapping Xi -+ !/ P,“‘// is 
continuous, the assertion (5.20) follows. 
From (5.20) it follows that if a curve rm,,i is not Cl up to the (say, right) 
end point, then any point in r’zF,i is in fln,+l , * this is impossible since A& = i~i 
if n > n,, . Thus each rnO,, is etther a pomt or a Cl curve up to the end points. 
We next consider a curve I’,+i. Since it is connected, also ri6-1,i is con- 
nected and compact. Each point of .r&, belongs to A&, (by (5.20)) and 
therefore it is either contained locally in a Cl- curve whose points lie in A&, or 
it is an isolated point. We now assume that 
r;o-,,, contains at least two points. (5.22) 
Then, being connected, r,t,_,,, is locally a Cl curve, and therefore also a global 
Cl curve. 
By Lemma 5.3, a(Pn,) = 0 along r& . Therefore, by Lemma 5.2, the 
set tJ ik?, in a neighborhood of each point of r;t,-,,, must lie on a C1 curve, 
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and this curve must necessarily then be the curve FzO-l,i . Since however 
r no--l,i n C-,,i C J&z,-, n K, = m , 
we cannot have points of rn,-l,i in a small neighborhood of any given point 
Of q,,i ; a contradiction. 
Next, we show for each curve r,O-,,, if it is a Cl curve open at one side, 
say when t -+ co, then its limit set I’z0-2,i must consist of a single point. Indeed, 
since r&,,i is a connected, compact set, each of its points is a point of accumula- 
tion of the set. Suppose there exists a point X E I’&,,i such that X E Mnodl . 
Then in a neighborhood V of X there cannot be any points of A&,. By 
Lemma 5.3, c@‘~,-r) = 0 along rzO-s,, , and by Lemma 5.2 any other point 
in u Mfl must be contained in the Cr curve which coincides with r&, n ik& 
near X. Now we get a contradiction as before, because points of r’,+e,i do 
in fact converge to any point on that curve. 
Consider next the case where no points of I&, belong to A&r . Then 
.FzO-a,i C il&, and we can proceed as in the case of I’,,,i . 
Proceeding in the above fashion step by step, the proof of (b) is complete. 
Proof of (c). Let X0 be an end point of some curve ri and take X0 to be 
the origin and the z-axis to be a direction along which the gradient of P, at 
X0 vanishes. Expand Pa(X) as in the proof of Lemma 5.1, so that 
P,(X) = f %(T Y) + c (;) %(T Y>(Z - 1)” 
k=O s>o 
where a,(~, y) is a homogeneous polynomial of degree n - K. Let I be the 
largest index of K such that ak + 0. Since AP, = 0, we also have Au, = 0. 
Hence 
1 V,,a,(x, y)I > cpn--l--l cc > 0) 
where p = (A+ + y2)1/“. It follows that 
I VP,(x) 2 cpn-z--l - CP-l 
where r” = (a? + y” + (x - 1) 2 l/a. ) But -then, in any small opening B around 
the z-axis, 
1 VP,(X)/ 3 c&--l--l if ?=l. 
Since VP, is homogeneous of degree n - 1, we get 
/ .VP,(X)I > ces-z-v-1 (r = I Xl)- 
Hence, by Lemma 4.1, 
I WX>l > 0 
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if 
p+s-I < ~~~z-z-11’7~-1 (8 > 0). 
The same is true with respect to any other direction along which G& = 0. 
Thus the points of U Mi which lie in a small neighborhood of P must lie in 
cusp-like regions with vertex X0 as described in the assertion (c). This result, 
together with (b), give the assertion (c). 
From the assertions (a), (b) of Theorem 5.5 we deduce: 
COROLLARY 5.6. For any E > 0, the (1 f c)-dimelzsiorzal Hausdoffl nzeaswe 
of the set U J/r, is equal to Zero. 
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