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It is well known that the timetabling problem is NP-hard, which means that it is 
unlikely to be solved by a polynomially-bound optimal algorithm. Therefore, many 
heuristic algorithms were proposed and developed to deal with this hard combinatorial 
problem in the literature. 
In this thesis, we address a timetabling problem that arises from a university in 
Indonesia. The timetabling problem consists of two subproblems, the teacher 
assignment problem and the course scheduling problem. For the first subproblem, the 
objective is to balance the teacher’s work load, while for the second subproblem, the 
objective is to achieve an even distribution of course schedule. 
In this study, the timetabling problem is modeled as a mathematical 
programming model. Three metaheuristics, SA, TS and GA, are proposed for solving 
the timetabling problem.  
For the teacher assignment problem, the proposed procedure consists of two 
phases. The first phase focuses on allocating the teachers to the courses and 
determining the number of courses to be assigned to each teacher. From the results 
obtained in Phase 1, the second phase will then schedule the teachers to the course 
sections in order to balance the teachers’ load. 
For the course scheduling problem, the proposed procedure focuses on the 
allocation of course sections to specific time periods throughout the six working days 
at university level. 
The performance of the proposed algorithms is evaluated against two sets of 
real data taken from the Industrial Engineering Department of a university in 
Indonesia. The computational results show that the SA, TS and GA algorithms are able 
 v 
to generate better solutions when compared to the allocations scheduled by the 
department manually.   
To further test the performance of the proposed algorithms, the algorithms have 
also been applied to solve a set of randomly generated problem instances. The 
computational results show that the proposed three metaheuristics are able to generate 
good solutions for this set of problems too. In general, the TS algorithm could perform 
better than SA and GA in the teacher assignment and course scheduling problems.  
  
Keywords: Timetabling problem; teacher assignment; course scheduling; 






The following nomenclatures will be used throughout the thesis: 
i  the index of teacher 
j  the index of course 
k  the index  of course section 
l  the index of time period 
m  the index of day 
v  the index of group of full time teachers 
y  the index of student group 
é ùa  the smallest integer greater than or equal to a 
|A| the number of elements in the set A 
I set of all teachers 
J set of all courses  
K set of all course sections  
L set of all time periods of a day 
M set of all possible days of a week 
IF set of full time teachers  
IFv set of Group v of full time teachers 
IP set of part time teachers 
Ij set of teachers who are able to teach Course j 
Ijk set of teachers who teach Section k of Course j 
JIF set of courses that could be taught by full time teacher only 
JIP set of courses that could be taught by part time teacher only 
JIFP set of courses that could be taught by either full time or part time teacher 
 vii 
Jy set of courses for student Group y 
Ji set of courses that could be taught by Teacher i 
Kj set of sections of Course j 
Kij set of sections of Course j taught by Teacher i 
Ky set of course sections for student Group y 
Lm set of time periods on Day m 
Lim set of time periods on Day m on which Teacher i are available for assignments 
FLim set of the starting period of an interval on Day m on which Teacher i are 
available for assignments 
PRA1 set of pre-assignments of teachers to course sections  
PRA2 set of pre-assignments of course sections to time periods  
Cj  number of credits of Course j 
Tj number of consecutive time periods needed by Course j 
Loi load of Teacher i 
oL  average load of full time teachers 
voL  average load of Group v full time teachers  
X the maximum number of teachers can be assigned to teach a section of a course 
Nj number of sections of Course j = jK  
jT ¢  maximum number of teachers that could teach Course j 
R maximum number of courses that could be taught by each full time teacher 
CL number of available classrooms for each time period 














































(ˆ jZF penalty function of jZ
~
   
Pi penalty value of fi(T) 
wv weight of Group v full time teachers 
Wi weight of fi(T) 
iW
)
 weight of penalty function Pi(T) in GA of course scheduling problem 
 
 ix 
List of Figures 
Figure 1.1  Classification of the timetabling problem      3 
Figure 2.1  The”Uphill” movement in SA      20 
Figure 3.1  Flow chart of the proposed algorithm     37 
Figure 3.2  Single move in Phase 1 of the proposed algorithm   39 
Figure 3.3  Double moves in Phase 1 of proposed algorithm   39 
Figure 3.4  Double moves in Phase 2 of proposed algorithm   40 
Figure 3.5  Single move in Phase 2 of proposed algorithm    40 
Figure 3.6  The genetic representation of Phase 1     42 
Figure 3.7  The genetic representation of Phase 2     42 
Figure 3.8  The comparison of CV among all metaheuristics   53 
Figure 3.9  The comparison of total variance     55 
Figure 3.10  The comparison of coefficient of variation (CV)   55 
Figure 4.1  Single move of proposed algorithm     67 
Figure 4.2  The genetic representation of course scheduling problem  68 








List of Tables 
Table 1.1  The time periods         5 
Table 2.1  The differences between the school and university course  
 timetabling          9 
Table 3.1  Data set for teacher assignment problem    45 
Table 3.2  The minimum and maximum number of teachers that could  
 teach in a course       45 
Table 3.3  The best results of teacher-course allocation (Phase 1)   48 
Table 3.4  Computational results of average initial total variances of Phase 2 50 
Table 3.5  Computational results of average final total variances of Phase 2 51 
Table 3.6  Computational results of average initial total loads of Phase 2  51 
Table 3.7  Computational results of average final total loads of Phase 2  52 
Table 3.8  Computational results of initial coefficient of variation (CV)  52 
Table 3.9  Computational results of final coefficient of variation (CV)  53 
Table 3.10  The average computational time (in minutes) of teacher  
 assignment problem       54 
Table 3.11  The comparison of the average results and the actual results of  
 teacher assignment problem      54 
Table 3.12  The comparison of the GAMS solutions and metaheuristic results 57 
Table 3.13    The average computational time of small data instances (in seconds) 57 
Table 4.1  Data set for course scheduling problem    72 
Table 4.2  The average initial results of the objective function of course   
 scheduling problem       74 
Table 4.3  The average final results of the objective function of course  
 scheduling problem       74 
 xi 
Table 4.4  The average computational time (in minutes) of course  
 scheduling problem       75 
Table 4.5  The average improvement (in percentage) of course scheduling 
 problem         76 
Table 4.6  The comparison of the average results and the actual results of  
 course scheduling problem      77 
Table 4.7  The comparison of the best results and the actual results of 





       
       






In this thesis, a timetabling problem that arises from a university in Indonesia is 
addressed.  The two subproblems addressed are the assignment of teachers to the 
courses and course sections (teacher assignment problem) and the allocation of course 
sections to specific time periods throughout the six working days at university leve l 
(course scheduling problem). 
Three metaheuristics, simulated annealing (SA), tabu search (TS) and genetic 
algorithm (GA), are proposed for solving the two subproblems. Two sets of real data 
from a university in Indonesia and a set of randomly generated problem instances are 
tested against these algorithms in order to evaluate the performance of the proposed 
algorithms. 
In this introductory chapter, the background information, the classification of 
the timetabling problem, definition and terms used in the timetabling problem, the 
purpose of this study as well as the organization of this thesis are presented. 
 
1.1 Background 
Over the last few decades, the timetabling problems in the educational sector 
have been widely studied by many researchers. Several methods have been proposed 
for solving these problems in the literature. See de Werra (1985), Carter and Laporte 
(1998), Schaerf (1999), and Burke and Petrovic (2002) for example. 
In this thesis, we focus on two timetabling problems, the teacher assignment 
and course scheduling problems that arise from a university in Indonesia. The teacher 
assignment and the course scheduling have always been done manually. It has 
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gradually become more difficult and unmanageable especially due to some factors, 
such as increasing of number of courses offered, increasing of number of students and 
limitation of available classrooms.  
The university addressed in this study consists of seven faculties. One of them 
is the Engineering Faculty. The Engineering Faculty consists of 5 departments, in 
which the Industrial Engineering Department is the largest department of the Faculty 
of Engineering in terms of the number of teachers and the number of students. In this 
thesis, we focus on the timetabling problem in the Industrial Engineering Department. 
 
1.2 The Classification of the Timetabling Problem 
It has been proven that most timetabling problems are NP-hard, such as course 
timetabling problem (Even et al., 1976 ; Eikelder and Willemen, 2001; and Socha et 
al., 2003) and class-teacher problem (de Werra, 1985). The computing time required in 
order to find an optimal solution especially when the problem size is large becomes 
prohibitive. In other words, the time for finding the solution would increase 
dramatically as a problem size increases.    
Two main categories of timetabling problem are course timetabling and 
examination timetabling problems (Burke, 2002). Another type of classification was 
proposed by Schaerf (1999). He classified the timetabling problem into three main 
classes: school timetabling, course timetabling, and examination timetabling. 
 Many researchers developed some algorithms for the timetabling problems in 
the school level and the university level. The following figure shows the classification 
of the timetabling problem. 
 
 










          
           
           
   
 
Figure 1.1 Classification of the timetabling problem 
 
The detail of course timetabling and examination timetabling problems will be 
described in details in Chapter 2. 
 
1.3 Definition and Terms for Timetabling Problem 
Some common definitions and terms for the teacher assignment and course 
scheduling problems from the Industrial Engineering Department that will be used in 
the entire thesis are described in details.  
Course refers to the subject taught one or more times within a week. Each 
course has certain number of credits, where credit refers to a certain number of 
consecutive time periods needed per week. For instance, Course A has 2 credits. This 
means that Course A  is taught in two consecutive time periods per week. In this thesis, 
one time period is equivalent to fifty-five minutes.  
Courses are classified into 5 groups: Basic Science and Mathematics, General 
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Design, Humanities and Social Sciences, and Industrial Management. The normal 
duration required for obtaining a degree is 8 semesters. One semester is equivalent to 6 
months.  
Due to the capacity of the class and the number of students registered, almost 
all the courses have to be taught repeatedly by the same or different teachers at the 
same or different time periods. Each of these repeated courses is called a section of the 
course. For instance, there are two sections of Course A (Section 1 and Section 2).  
Students are divided into three groups: first, second and upper year students. 
First and second year students have to take certain compulsory courses. For instance, 
the first year student (student Group 1) with matriculation numbers in the range of 
6xx3001 – 6xx3070 have to attend Course Section 1 for all first year courses.  
The higher year courses are also divided into several sections due to the 
capacity of classrooms. However, there is no student division. The higher year students 
could choose any courses as long as there is no clash among their choices. 
In order to graduate, each student has to complete a number of courses with 
total credits of at least 152 which consist of 144 credits for compulsory courses and 8 
credits for elective courses.  
Teachers are divided into two groups: full time and part time teachers. For the 
Industrial Engineering Department, some courses could be taught jointly by part time 
teachers and full time teachers. Part time teachers’ requirements, such as the course 
can only be taught during certain time periods have to be satisfied. For the full time 
teachers, they are further divided into two subgroups, Groups 1 and 2. Group 2 refers 
to those teachers who are holding some key administrative positions such as Vice 
Dean, Dean, and Chairperson and hence have to be assigned a lighter load. Other full 
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time teachers who do not hold any key administrative position are called Group 1 
teachers. 
The head of department and head of laboratories work together to determine 
which full time teachers would be able to teach a particular course. However, when no 
full time teachers is able to teach a particular course, the head of department will find 
some part time teachers from other departments or universities to teach that particular 
course.  
The university operates for six days a week. The time periods are divided into 
three categories: morning, afternoon and evening time periods. The following table 
presents the division of the time periods which is peculiar to the Engineering Faculty 
of a university in Indonesia. 
 
Table 1.1 The time periods 
   
No Categories Monday – 
Thursday 
Friday Saturday 
1 07.25 – 08.20 07.25 – 08.20 07.25 – 08.20 
2 08.20 – 09.15 08.20 – 09.15 08.20 – 09.15 
3 09.15 – 10.10 09.15 – 10.10 09.15 – 10.10 
4 10.10 – 11.05 10.10 – 11.05 10.10 – 11.05 
5 11.05 – 12.00 11.05 – 12.00* 11.05 – 12.00 
6 
Morning 
12.00 – 12.55 12.00 – 12.55* 12.00 – 12.55 
7 12.55 – 13.50 12.55 – 13.50 12.55 – 13.50 
8 13.50 – 14.45 13.50 – 14.45 13.50 – 14.45 
9 
Afternoon 
14.45 – 15.40 14.45 – 15.40 14.45 – 15.40 
10 15.40 – 16.35 15.40 – 16.35 
11 16.35 – 17.30 16.35 – 17.30 
12 
Evening 
17.30 – 18.25 17.30 – 18.25 
 
     * these time periods could not be used  
The objective of the teacher assignment is to balance the teachers’ work load, 
where load refers to the total number of credits assigned to each teacher. For instance, 
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if a 3 credit-course is assigned to two teachers, the total load of each teacher will be 
incremented by 1.5 credits. The objective of the course scheduling is to achieve an 
even distribution of course schedule. 
 
1.4 Purpose of the Study 
The purpose of this research work is to apply three metaheuristics, SA, TS and 
GA to the timetabling problems. This study considers two types of timetabling 
problems: teacher assignment problem and course scheduling problem. In order to 
evaluate the performance of the proposed algorithms, computational experiments are 
carried out. 
In addition, the results of proposed algorithms are also compared with those of 
actual allocations that have been done by the department manually.  
 
1.5 Organization of the Thesis 
This thesis focuses on the application of metaheuristics for solving the 
timetabling problems.  
In Chapter 2, a comprehensive literature review about education timetabling 
problem is conducted. The details of course timetabling classification, the constraints 
and objective functions that have been used by other researchers and summary of the 
algorithms that have been applied to the education timetabling problem will also be 
described in details. We also present a detailed description of SA, TS and GA 
algorithms. 
In Chapter 3, a detailed description of the teacher assignment problem is 
presented. A mathematical programming model, a proposed procedure and a detailed 
description of three metaheuristics for solving the teacher assignment problem are also 
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described. Finally, the performances of the proposed algorithms for solving the teacher 
assignment problem based on the real data sets and randomly generated instances are 
presented and discussed in details. 
In Chapter 4, we present a detailed description of the course scheduling 
problem, followed by a mathematical programming model, a proposed procedure and a 
detailed description of three metaheuristics for solving the course scheduling problem. 
The computationa l experiments of course scheduling problem are also presented and 
analyzed in details. 
Some conclusions, main contributions of this study, as well as suggestions for 
further research are presented in Chapter 5. 
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Chapter 2 Literature Survey for Timetabling Problem 
 
2.1 Introduction 
The timetabling problems cover the construction of weekly timetables in 
secondary, colleges, and universities (Johnson, 1993). Two significant developments 
caused the interest in the timetabling problems are (Johnson, 1993): 
1. Changes in the subjects offered, facility requirements, number of students and 
teachers. 
2. Development in the computing facilities in the education institutions. Computer 
and data base system are widely used in the timetabling problem because they 
could provide high- level information storage and processing. Some data items 
used are meeting file, lecturer names file, course names file, and so forth. 
Computer could also cope the complexity, the changes, such as introduction of 
new courses, and allow the modification (Collum, 1998). 
In this chapter, a detail description about timetabling problem will be 
presented. The common constraints and objective functions that were used by other 
researchers will also be described, followed by presenting a summary of the algorithms 
that were applied to the timetabling problem and a description of metaheuristics used 
in this entire thesis. 
  
2.2 Timetabling Problem 
Burke (2002) classified the timetabling problem into two main categories: 
course timetabling problem and examination timetabling problem. 
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2.2.1 Course Timetabling Problem 
 The purposes of course timetabling are either to assign the teachers and/or 
students to courses and course sections or to assign course and course sections to time 
periods and/or classroom or both.  
 The timetabling problem structure varies from one institution system to 
another, especially between the school and university institution. Some common 
components in course timetabling were presented by Carter and Laporte (1998). 
 The major differences between the school and university timetable scheduling 
problems were also presented by Carter and Laporte (1998). The following table 
summarizes the differences. 
 
Table 2.1 The differences between the school and university course timetabling 
 
Characteristic  School University 
Scheduling - By classes - By students 
Choice -  Only few choices 
-  Highly structured programs 
-  Many electives 
-  Loosely structured programs 
Teacher availability - Heavy teaching load - Light teaching load 
Rooms -  Only few rooms used 
-  Same size 
- Many rooms used 
- Variety of sizes 
Student load - Very heavy - Fairly light 
Criteria  - No conflicts - Minimum conflicts 
Available rooms - Negligible  - Limited  
 
Carter and Laporte (1998) classified the course timetabling problem into five 
subproblems: course scheduling, class-teacher timetabling, student scheduling, teacher 
assignment, and classroom assignment.  
The timetabling problem may consist more than one of the subproblems listed 
below: 
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· Course Timetabling 
The aim is to assign courses or course sections to time periods 
provided. Carter and Laporte (1998) distinguished course timetabling into 2 
systems: Master Timetable system and Demand Driven system. This 
classification is based on the planning sequence of timetabling arrangement. In 
the master timetable, the institution releases the course timetable (including 
their sections and times) and students choose the course sections based on their 
preferences. In the demand driven systems, the institution releases only the 
course offered. Students select their courses from the list. The number of 
sections and time periods will be determined and allocated based on the student 
requirement. 
Examples of master timetable systems and the demand driven systems 
are course timetabling system at the University of Waterloo (Carter, 2001) and 
University of Valencia Spain (Valdes, 2000), respectively. 
· Class-Teacher Timetabling 
In this subproblem, students who take a similar group of courses are 
arranged into a class. This problem frequently arises in the school level. The 
main purpose is to construct a schedule to assign teachers to classes. It is 
assumed that the assignment of teachers to courses and classes has been 
determined and fixed.  
· Student Scheduling 
This problem arises when the course is divided into several sections due 
to the number of students and room capacity. The purpose in this scheduling is 
to assign the students to the course section.   
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· Teacher Assignment 
The aim is to assign teachers to the courses by taking their preferences 
into consideration. Some researchers have discussed about the teacher 
assignment problem in the literature.  
Schniederjans and Kim (1987) presented some factors that could affect 
the size and complexity of the teacher assignment problems. They also 
mentioned that predetermined assignments could reduce the assignment 
problem size and complexity.  
· Classroom Assignment  
Courses have to be assigned to specific rooms and time periods. For 
simplification, the assignment of courses to the time periods is usually done 
before the assignment of events to the rooms.   
 Blakesley et al. (1998) described some aspects that should be considered for 
developing a timetable that meets students’ needs and requirements. How to schedule 
the classes and how to assign individual student to classes become important aspects. 
Some factors that have to be considered are number and size of rooms, curricular 
requirements, timing of courses, length of the academic week, and variations in time 
patterns.   
  
2.2.2. Examination Timetabling Problem 
 The examination timetabling problem is to allocate a number of examinations 
to a certain number of time periods in such a way that there would be no conflict or 
clash (Carter and Laporte 1996). A survey of practical applications of examination 
timetabling algorithms was discussed by Carter (1985). 
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 Carter (1986) and Burke and Petrovic (2002) highlighted the differences 
between course and examination timetabling in terms of the number of classrooms 
used, the distribution of students’ courses, and the length of the courses.  
  
2.3 Constraints and Objective Function in the Timetabling Problem 
2.3.1 Constraints 
Timetabling constraints are often divided into two categories: hard constraints 
and soft constraints (Burke and Petrovic, 2002). The hard constraints have to be 
obeyed or could not be violated. These constraints are embodied as constraints in the 
mathematical formulation. A feasible schedule is one that satisfies all the hard 
constraints (Costa, 1994).  
The soft constraints are stated as penalties in the objective function. Those 
terms in the objective function are supposed to be minimized or if possible reduced to 
zero. The classification and importance of the constraints depend on each institution.  
Some other constraint classifications were proposed by other researchers. 
However, all such classifications are based on the  ”hard” and ”soft” constraint 
classification. 
Saleh et al. (1998) and Eiselt and Laporte (1987) proposed an additional 
constraint classification. The constraints are classified into three different categories: 
hard, medium and soft constraints. The difference between medium and soft 
constraints lies on the weight, penalty or cost associated in the objective function.  
Birbas et.al. (1994) used a different approach to classify the constraints. It is 
based on the feasibility and quality rules. All the feasibility rules are considered as 
hard constraints. Some quality rules are divided into hard and soft constraints.  
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Other terms were represented by Costa (1994). The set of constraints are 
divided into two partitions: essential constraints and relaxed constraints. Basically, 
both types of constraints are equivalent to hard and soft constraints respectively.  
The constraints could also be classified by dividing into several categories, 
such as room, student group, staff, and class requirements (Loo et.al. 1986). In each 
category, the authors also divided it into two groups: soft and hard constraints. 
The following section describes the general constraints encountered in the 
course timetabling and examination timetabling problem. However, the determination 
and classification of the constraints varies, and would depend on the requirements and 
the characteristics of each institution. 
 The common constraints in the course timetabling that are considered as hard 
constraints are as follows (Saleh et.al., 1998; Carrasco and Pato, 2001): 
1. No student or no class attends more than one lesson or one room at a 
specific time period. 
2. No teacher is simultaneously involved in more than one lecture. 
3. Certain lectures are pre-assigned to specific periods. 
4. All lessons are scheduled. 
5. The room capacity is not being exceeded for the lessons assigned. 
 Some examples of the soft constraints are: (Saleh et al. 1998; Birbas, 1997): 
1. Certain lectures are pre-assigned to specific periods. 
2. Each class and teacher should have a lunch break. 
3. The schedules of all the teachers should include a minimum number of 
empty time-periods. 
4. Identical lectures should be spread as uniformly as possible throughout the 
days of the week. 
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2.3.2 Objective Function 
The objective function measures the quality of the current schedule. Most 
timetabling problems have been formulated as feasibility problems (de Werra, 1985). 
The purpose is to find a feasible solution rather than to get an optimal solution 
(Johnson, 1993). However, it is not possible to get a feasible solution without violating 
some of the constraints in some occasions. In order to solve this type of problem, some 
constraints are relaxed (Tripathy, 1980).  
Many researchers represented the objective function using several different 
approaches or models. The first approach represents the objective function in a 
minimization model. The objective function could be expressed as a cost function.  
This function involves a weighted sum of penalties associated with the soft constraints. 
The weights are determined by each institution based on its preferences and rules. 
Some examples of this approach were represented by Abramson (1991), Costa (1994) 
and Wright (1996).  
Some other researchers used another approach, instead of formulating the 
objective function as a minimum function; they formulated the objective function in a 
maximization form. Tripathy (1992) defined the objective function as a maximization 
function which optimizes the desirable schedule. The author assumed that the morning 
time periods are more desirable. Bullnheimer (1998) developed a model for a small 
scale examination scheduling by formulating it as a quadratic assignment problem. The 
objective function is to maximize the students’ study time. Wang (2002) also 
formulated the objective function in the maximization form that involves maximizing 
the teaching willingness for a particular course by a group of teachers.        
Another approach to tackle the multiple objectives in the timetabling problem 
was discussed by Carrasco and Pato (2000). They argued that some objective functions 
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are not comparable and cannot be mixed by taking a linear combination of the 
objective functions. The Pareto based methodology has been widely used for solving 
this type of problem. This methodology evaluates each solution relative to the multiple 
objectives. 
 
2.4 Formulation of the Timetabling Problem 
Some of the basic and traditional models about the timetabling problem were 
presented by de Werra as bipartite multigraphs (1985). The author summarized some 
basic class-teacher problems with several variations like pre-assignment schedules for 
several teachers or classes, unavailability schedules for several teachers or classes. All 
those problems were presented as integer programming problems and the edge 
coloring problems.  
The integer programming modeling were used by Valdes et al. (2000) for 
student assignment subproblem, by Valdes et al. (2002) and Birbas et al. (1997) for 
course scheduling subproblem and by Wang (2002) for teacher assignment 
subproblem. However, Yu and Sung (2002) argued that group coloring algorithm 
could not incorporate the non academic constraints into the problem formulation. They 
also mentioned that the integer programming approach would encounter some 
modeling difficulties when the number of variables and constraints increase. 
Gosselin and Truchon (1986) formulated the classroom allocation problem as a 
linear programming model. Aubin and Ferland (1989) and Hertz (1991) formulated the 
large scale timetabling problem as an assignment problem. Bullnheimer (1998) 
modeled the basic examination scheduling problem as a Quadratic Semi Assignment 
Problem (QSAP). Tripathy (1992) formulated the course scheduling problem as a 
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modification of the transportation problem with the addition of conflict matrix 
constraints. 
 
2.5 Algorithms for the Timetabling Problem 
Carter and Laporte (1998) classified the algorithms used to solve the course 
timetabling problems into four groups: global algorithms, constructive heuristic s, 
improvement heuris tics (metaheuristics) and interactive systems.  
 
2.5.1 Global Algorithms 
Algorithms that are considered as global algorithms are integer linear 
programming, network flow formulation, and goal programming. Global algorithms 
are applied directly for problems with small size. The following is a summary of some 
applications of global algorithms that have been done by some researchers. 
Andrew and Collins (1971) developed a procedure based on a simple linear 
programming technique for assigning the teachers to courses. Some drawbacks of the 
proposed model were highlighted by Tillet (1975). He noted that the model does not 
take into consideration some factors such the number of courses taught by each 
teacher. 
Tillet (1975) proposed a zero-one integer programming algorithm for the 
teacher assignment problem in the secondary school level. Breslaw (1976) highlighted 
the major drawback of the proposed model by Tillet (1975), namely, that the 
computation time of the algorithm can be prohibitively large as the problem size 
increases. He proposed a model to overcome this major drawback and could be 
applicable at the university level. 
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Tripathy (1980) developed an algorithm based on the Lagrangian relaxation 
approach to course timetabling. The aim was to determine the number of periods 
required to schedule the courses. The results obtained were compared with Barham and 
Westwood’s result (1978). The author argued that the algorithm could produce the 
guaranteed minimum objective value.   
The timetable problem for Greek high schools was solved by Birbas et al. 
(1997) using an integer programming approach. The paper focuses on creating 
schedules for schools with major and elective courses and several student groups. 
CPLEX solver was used to obtain the optimal solution. Birbas et al. (1997) argued that 
the integer model proposed has some advantages and strengths. The model could 
describe the low level details of the education system of Greece and satisfy a series of 
conflicting requirements. There is also ease in changing rules or creating additional 
rules and constraints in the model. 
The use of linear programming to assign classrooms on a daily basis has also 
been applied by Gosselin and Truchon (1986). They proposed two stages for 
classroom allocation. Due to cost and preparation reasons, the rooms and requests were 
grouped into categories and types respectively. The first step is to use a linear 
programming approach for finding how many request of each type could and should be 
met with rooms of each category. To ensure that the problem always has a feasible 
solution, fictitious rooms were introduced. The simple algorithm proposed in the next 
step involves assigning a particular room to each request. Those assignments have to 
be compatible with the solution generated from the first step.  
Dimopoulou and Miliotis (2001) developed a system that produces a combined 
course and examination timetable schedule for the Athens University of Economics 
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and Business. In the course scheduling part, an integer programming model was used. 
The examination timetabling was developed by using a simple heuristic method.  
    One of the latest applications of integer programming was presented by 
Daskalaki et al. (2004). They modeled a university timetabling problem as an 
optimization problem using 0–1 variables. Different sizes of the problem have been 
solved by the proposed integer programming model.  
Harwood and Lawless (1975) used the goal programming to solve the teacher 
assignment problem. Schniederjans and Kim (1987) highlighted the major drawback of 
the Harwood and Lawless’ model. The model might be very difficult to implement. 
They also presented some factors that could affect the size and complexity of the 
teacher assignment problem and proposed a model to overcome the major drawback. 
Badri (1996) proposed a goal programming model for the faculty-course-time 
assignments. This timetabling problem consists of two stages. The first stage is how to 
allocate the lecturers / faculty members to the courses. The second stage is about the 
assignment of the courses to the available time periods. The model used in the first 
stage is a modification of the model proposed by Schniederjans and Kim (1987). The 
additional constraints included are to minimize the number of preparations per lecturer. 
The results from the first stage were used as inputs in second stage. 
 
2.5.2 Constructive Heuristics 
When the problem size gets larger, it could be difficult to find and prove the 
existence of an optimal solution, especially a short computing time (Costa, 1994). It 
would be necessary to develop a heuristic approach in order to find a good solution 
within a reasonable amount of time.   
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The heuristic method tries to find a feasible solution by making sequential 
assignments. However, backtracking might be needed in order to undo some of the 
previous allocations. The heuristic procedure consists of two phases (Eiselt and 
Laporte, 1987). The first phase tries to find a feasible solution. If there is no feasible 
solution, we could rearrange the assignments or relax some requirements. In the 
second phase, we improve the current feasible solution till a local optimum is reached.    
Some examples of heuristic approaches in the course scheduling problem were 
proposed by Barham and Westwood (1978), Loo et al. (1985), and Tripathy (1992). 
Caramia et al. (2001) and Johnson (2003) presented a heuristic algorithm in the 
university examination timetabling problem.  
The large scale timetabling problems were solved by some researchers. This 
problem involves two sub problems which are related to each other: the timetabling 
sub problem and the grouping problem. Aubin and Ferland (1989) proposed a heuristic 
approach (an iterative descent method) in order to handle both sub problems iteratively 
and reach an improved solution.  
Wright (1996) proposed a heuristic search for course scheduling in a large and 
complex secondary school in Lancashire, England. The courses which have to be 
simultaneously conducted are grouped into a block. The length of the timetabling 
period is based on a fortnightly cycle. Both situations cause the course scheduling is 
considered to become more complicated.  
Laporte and Desroches (1986) developed a heuristic method in order to allocate 
students to course sections in Ecole Polytechnique de Montreal (EPM), one of 
Canada’s leading Engineering schools.  
Another constructive heuristic is based on constraint logic programming. 
Abdennadher and Marte (2000) used constraint logic programming for modeling the 
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university course timetabling problem. They showed how to model the timetabling 
problem as a partial constraint satisfaction problem. The developed prototype takes 
only a few minutes to create a timetable for 89 courses. 
 
2.5.3 Improvement Heuristics  
Recently, modern search methods called metaheuristics have been widely used 
in the timetabling problem. These include SA, TS, GA, and ant colony optimization 
(ACO). The following is a summary of some applications of these algorithms that have 
been done by researchers. 
 
Simulated Annealing 
SA was developed by Kirkpatrick et al. (1983) for finding good solutions to a 
wide variety of combinatorial optimization problems. SA has been successfully 
applied to a variety of combinatorial optimization problems, such as the traveling 
salesman problem, machine scheduling problem and timetabling problem. 
The SA algorithm is a type of local-search heuristic algorithm to avoid getting 
trapped at a local minimum by accepting ”Uphill” moves that increase the objective 
function value, using a probabilistic acceptance criterion. This situation makes it 
possible for the solution to escape from the local optimum, and finally to converge to 
the global optimum as shown in the following figure.  
Figure 2.1 The”Uphill” movement in SA 
X2 
X1 
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The acceptance or rejection of an uphill move is determined by a random 
acceptance function which is equal to exp(-? /T). T is the control parameter, called 
temperature in analogy with the physical annealing process, and ? is the difference of 
objective function values between two successive moves.    
 Several cooling schedules have been proposed in the literature (Saleh et al., 
1998).In this thesis, we use the geometric cooling schedule which is similar to the one 
used in Saleh et al. (1998) and Liu and Ong (2002).  
If the percentage of accepted moves in the last neighbor moves is greater than 
some predetermined level min_percent, we reset the number of iterations to zero. 
 
SA procedure  
Step 1.    Generate an initial solution s. 
Step 2.    Set the initial best solution s* = s. 
Step 3.    Compute objective function value of s: Z(s). 
Step 4.    Select an initial temperature T = T0. 
Step 5.    Set number of iteration number_ of_ iter = 0, and the number of moves to be 
performed at each temperature T = neighbor_moves. 
Step 6.    Set number of accepted moves accepted_moves = 0. 
Step 7.    Perform the following steps neighbor_moves times: 
   7.1.   Select a random neighbor s’ from the neighborhood space of s and 
compute the objective function value of s’: Z(s’). 
   7.2.   Calculate the difference ?(Z) = Z(s’) – Z(s). 
   7.3.   If ?(Z) < 0 {downhill move} 
            - Set s = s’ and accepted_moves = accepted_moves +1. 
       - If Z(s) < Z(s*) then set s* = s. 
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   7.4.   If ?(Z) = 0 {uphill move} 
            - Generate a random number r uniformly from [0,1]. 
       - Calculate the acceptance probability p = exp(-?(Z) / T). 
            - If r < p then s = s’ else go to Step 7.1. 
Step 8.  Update temperature T = T × cooling_factor. 
Step 9. If the percentage of accepted moves in the last neighbor_moves is greater 
than some predetermined level min_percent, reset number_of_iter to zero and 
go to Step 6. Otherwise, set number_of_iter = number_of_iter + 1. If 
number_of_iter is less than the preset maximum number of iterations,  
max_count, go to Step 6.  
Step 10.  Return the best solution found s*.  
 
One of the applications of the SA in course scheduling problem was proposed 
by Saleh et al. (1998). The problem is to assign the teacher- class pairs into a certain 
number of time periods without any clash.  
The different simulated annealing algorithms used are: 
1. Simulated annealing with geometric cooling. 
2. Simulated annealing with adaptive cooling. 
3. Simulated annealing with adaptive cooling and reheating as a function of cost. 
4. Simulated annealing with a rule-based system as a preprocessor (using each of the 
three different cooling schedules). 
The major difference among those algorithms is the method of updating the 
temperature in the SA. The reheating function helps when the iterations get stuck in the 
local optima. If there is no improvement after a certain number of iterations, the 
temperature in the reheating process is increased. 
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SA was applied by some researchers such as Abramson (1991), Bullnheimer 
(1998) and Abramson et al. (1999).  
 
Tabu Search 
TS is a heuristic for solving discrete optimization problems. TS was initially 
presented by Glover (1986). The basic idea was also sketched by Hansen (1986). 
Additional efforts of formalization for TS were reported in detail by Glover (1989, 
1990).  
It is designed to guide other local search approaches to continue exploration 
without falling back into local optima from which it previously emerged (Du and 
Pardalos, 1998). TS is based on gradual local improvement of a current solution of an 
optimization problem. The fundamental idea of tabu search is the use of flexible 
memory of search history which thus guides the search process to surmount local 
optimal solutions.   
Similar to SA, TS searches a new solution in the neighborhood of the current 
one. The difference between TS and SA is the method of choosing a new solution from 
the neighborhood. SA chooses the new solutions randomly, while TS searches the new 
solution from the whole or subset of the neighborhood space for a good solution. 
When we get a better solution, we treat the new one as the current solution. 
However, when there is no better solution, the ‘best’ solution (although it is actually 
worse than the current one) in the neighborhood is picked. This situation differs from 
that of SA which may accept a worse solution with certain probability.  
The basic elements of the TS algorithm are the moves, tabu list, and aspiration 
level (criterion). The tabu list consists of certain solutions or moves that are forbidden 
and are called tabu moves. The size of the tabu list has a great effect on the solution 
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quality. It must be large enough to prevent cycling, but not too small to forbid too 
much moves. The aspiration criterion is introduced in the TS in order to determine 
when a tabu move could be overridden. The main purpose is to enable tabu moves that 
could possibly lead to an optimal solution. The use of aspiration criterion allows TS to 
lift the tabu restrictions and intensify the search into a particular region of solution 
space. 
In TS, we also apply the intensification strategy. If the best solution has not 
improved within a certain number of iterations, we focus the search once again starting 
from the best solution obtained.  
 
TS procedure 
Step 1. Generate an initial solution s. 
Step 2.    Set the initial best solution s* = s. 
Step 3.  Set the number of iterations to a predetermined number max_iter and 
initialize the tabu list to empty set. 
Step 4. Perform the following steps max_iter times: 
4.1. From the neighborhood space (neighbor_size) of s, choose a best 
neighbor s’ which is not tabu or satisfies the aspiration level. 
4.2. Set s = s’. 
4.3. If s is better than s*, s* = s. 
4.4. If there is no improvement within certain number of iterations, 
intensification strategy will be applied, set s = s*.  
Step 5. Return the best solution found s*. 
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Hertz (1991) dealt with the large scale timetabling problem by proposing a new 
global approach based on TS. Two algorithms proposed are TATI (TAbu search for 
TImetabling) and TAG (TAbu search for Grouping). They were also applied iteratively 
to both sub problems. The advantage of those techniques compared with an iterative 
descent method (Aubin and Ferland, 1989) is the ability to avoid being trapped by 
local optima. TATI and TAG have also been used in examination scheduling. 
Hertz (1992) proposed a new global approach which is based on the TS 
algorithm. Each subject is divided into several topics. A certain number of time 
periods have to be assigned to a particular topic. Those time periods should be divided 
into daily amounts of consecutive time periods called the daily quantum.  
The fundamental difference with other course scheduling is that the length and 
the number of some courses is not known in advance. An additional requirement in 
this paper is the predecessor-successor relation between the topics has to be satisfied. 
Some other applications of TS were presented by Valdes et al.(1996) and 
Valdes et al. (2002) for class timetabling problem, by Costa (1994) for class-teacher 
timetabling problem, and by Valdes et al. (2000) for student scheduling problem. 
 
Genetic Algorithm 
GA proposed by Holland (1975) is a heuristic search method for hard 
combinatorial optimization problems which is inspired by biological systems. The 
basic GA consists of three parts (Davis, 1991): genetic representation, fitness function, 
genetic operators.  
 In GA, an initial population consists of n chromosomes with each chromosome 
corresponding to a solution. A chromosome is usually represented as a string of bits, 
integer or characters. The variable in a position on the chromosome is called the gene 
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at that position. A fitness function is introduced in order to measure the quality of each 
solution. It consists of two components: objective function and penalty function. The 
penalty function measures the weighted sum of the number of hard-constraint 
violations. If a solution is feasible, the penalty function has a value of zero. 
 New solutions are generated through genetic operators. These operators include 
the cloning, crossover, and mutation operators. Cloning selects a certain percentage of 
the chromosomes which are copied into the next generation. A majority of the 
remaining individuals in the next population are generated by crossover. Some 
crossover operators such as one-point crossover and two-point crossover have been 
developed in the  literature. Only a small percentage of the next population is generated 
by mutation.  
 
GA procedure 
Step 1. Generate a population consisting n initial solutions. 
Step 2. Evaluate the fitness value for each solution. 
Step 3. Set iteration = 0 and find the best solution s* from the current population. 
Step 4. Apply the cloning, crossover and mutation operators to generate the 
population for the next generation. 
Step 5.  Re-evaluate the fitness value of the new population.  
Step 6.  Select the best solution s’ from the new population. 
Step 7.    Compare the current best solution s’ to s*, if s’ is better than s*, set s* = s’. 
Step 8.  Set iteration = iteration + 1, if the iteration is less than a preset maximum 
number of iterations, go to Step 4, otherwise go to Step 9. 
Step 9.  Return to the best solution s* found. 
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The applications of the genetic algorithm in the class/teacher timetabling 
problem were presented by Carrasco and Pato (2001). They used a special multi 
objective genetic algorithm called the non-dominated sorting genetic algorithm 
(NSGA). The multi objective genetic algorithm incorporates two distinct and 
competitive objectives: teacher-oriented objective and class-oriented objective. The 
basic idea is to minimize the penalties due to violations of constraints with respect to 
the two competing aspects: classes and teachers.  
The GA was also used by some researchers: Wang (2002) for teacher 
assignment problem, Ueda et al. (2001) and Yu and Sung (2002) for course scheduling 
problem.  
 
Ant Colony Optimization (ACO) 
The application of ACO in the timetabling problem was not widely used yet. 
Socha et al. (2002 and 2003) presented two ACO algorithms called the Ant Colony 
System (ACS) and MAX-MIN Ant System (MMAS) to solve a simplified version of a 
typical university course timetabling problem. The data was generated using a 
generator written by Paechter1.   
Socha et al. (2002) presented the application of MAX-MIN Ant System 
(MMAS) combined with the local search routine. The comparison of the MMAS 
algorithm and a random restart local search (RRLS) algorithm was also presented. It 
was concluded that the result of MMAS is better than that of RRLS. 
Socha et al. (2003) also presented the differences and similarities between ACS 
and MMAS algorithms and the comparison of both ACO algorithms with some other 
algorithms such as SA, Iterated Local Search, and RRLS. For the medium-sized 
                                                 
1 http://www.dcs.napier.ac.uk/~benp 
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instances, SA’s performance is better than others. However, in the large instances, 
MMAS has the best performance. ACS and MMAS have also been compared using 
some additional instances. The results show that MMAS performs better than ACS. 
 
2.5.4 Interactive Systems  
Some researchers propose interactive (semi–automatic) procedures to handle 
timetabling problems. Human intervention is still needed especially in the final output 
(Schaerf, 1999). Timetabling system could be classified by the degree of user and 
system interaction. Almost all of the current literature describe that the relevant data is 
entered into the system before the execution starts. It is referred to as the batch 
oriented system. Only few literatures have used the interactive mode which the 
updating data could be introduced without having to redo the entire program. In the 
following, some research has on using an interactive systems would be described. 
White and Wong (1988) proposed an algorithm that uses piecewise incremental 
construction. A lot of problems that have been discussed only focus on courses and 
periods. The teacher allocations are assumed to be fixed earlier. The algorithm is based 
on the approach presented by Selim (1982). 
Chalal and de Werra (1989) proposed an interactive system for small class-
teacher timetabling. The problem was formulated as a network flow model. The 
difference with other class-teacher problems was that the authors did not determine 
who would teach which topic to each class. They concluded that an interactive system 
is an effective tool. 
Carter (2001) presented and summarized a comprehensive and interactive 
course timetabling and student scheduling system developed from 1979 until 1987 at 
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the University of Waterloo. The system developed integrates course timetabling across 
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Chapter 3 The Teacher Assignment Problem 
 
3.1 Introduction 
 As discussed in Chapter 2, teacher assignment problem is a type of timetabling 
problem (Carter and Laporte, 1998).  In this chapter, we give a description of the 
teacher assignment problem. The characteristics of the teacher assignment problem are 
peculiar to an Engineering Faculty of a university in Indonesia.  
Some requirements, a mathematical model, a proposed procedure and 
characteristics of metaheuristics in the teacher assignment problem such as 
neighborhood structures are described in details in the following sections. 
 In the last section, computational results based on a set of real data and 
randomly generated instances are presented. 
 
3.2 Description of the Teacher Assignment Problem 
The problem in the teacher assignment is how to assign and schedule the 
teachers to the courses by taking some factors such as teacher’s abilities and number of 
courses offered into consideration. The aim is to balance the full time teachers’ load, 
where load refers to the total number of credits assigned to each teacher.  
Some requirements imposed on the problem are as follows: 
· Each course section has a limit on the number of teachers to teach 
(Requirement 1). 
· Part time teachers are required to teach some courses (Requirement 2). 
· The maximum number of teachers that can be assigned to a particular course. 
This depends on the number of sections offered (Requirement 3). 
Chapter 3                                                                   The Teacher Assignment Problem 
 
 31 
· The total number of different courses taught by each full time teacher should 
not exceed a certain number (Requirement 4). The aim of this constraint is to 
reduce the amount of preparation time for each teacher.  
· Teaching workload for full time teachers should be balanced (Requirement 5). 
The part time teachers’ load will not be considered by the department offering 
the courses. 
 The first four requirements will be regarded as constraints while the last one is 
considered as a preference and will be incorporated into the objective function.  
 
3.3 Mathematical Programming Models 
The following notations are used for representing the problem: 
i  the index of teacher 
j  the index of course 
k  the index  of course section 
v  the index of group of full time teachers 
y  the index of student group 
I set of all teachers 
J set of all courses  
K set of all course sections  
IF set of full time teachers  
IFv set of Group v of full time teachers 
IP set of part time teachers 
Ij set of teachers who are able to teach Course j 
Ijk set of teachers who teach Section k of Course j 
JIF set of courses that could be taught by full time teacher only 
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JIP set of courses that could be taught by part time teacher only 
JIFP set of courses that could be taught by either full time or part time teacher 
Jy set of courses for student Group y 
Ji set of courses that could be taught by Teacher I  
Kj set of sections of Course j 
Kij set of sections of Course j taught by Teacher i 
Ky set of course sections for student Group y 
PRA1 set of pre-assignments of teachers to course sections  
Cj  number of credits of Course j 
Loi load of Teacher i 
oL  average load of full time teachers 
voL  average load of Group v full time teachers  
X the maximum number of teachers can be assigned to teach a section of a course 
Nj number of sections of Course j = jK  
T’j maximum number of teachers that could teach Course j 
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A mathematical programming model of the teacher assignment problem can be 
formulated as follows: 
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xijk = 0 or 1   iÎI, j Î J, k Î K (3.7) 
The above mathematical model is formulated based on the approach suggested 
by Daskalaki et al. (2004) with some modifications. 
The objective function (3.1) is to minimize the variance of teaching load. It 
consists of two weighted components (w1 and w2), one for each of the two groups of 
full time teachers. We could not combine both groups into a single component since 
full time teachers in Group 2 are allowed to teach only a few courses and an even 
distribution of teaching load for Group 1 is more important. Note that the variances for 
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the two groups of full time teachers are defined if 2³jIF . If 1£jIF then the variance 
for Group j is defined to be zero. 
Constraint (3.3) will ensure that each course section has a limit on the number 
of teachers who could teach. At least one teacher has to be assigned to each course 
section. Constraint (3.4) is the pre-assignment of part time teachers to course sections. 
Each course has a limit of number of teachers who could teach. This depends 
on the number of sections offered. These requirements are imposed by Constraint 
(3.5). Note that Constraint (3.5) is non- linear and this constraint can be linearized by 
replacing it with the following three constraints (3.8), (3.9) and (3.10): 





jij JIFPJIFjTU  (3.9) 
Uij = 0 or 1   iÎI, j ÎJ (3.10) 
Constraint (3.6) stipulates that each full time teacher should not teach more 
than R different courses. This constraint is non- linear and it can be linearized by 





ij IFiRU  (3.11) 
Finally, Constraints (3.7) and (3.10) impose the 0-1 conditions on the decision 
variables xijk and Uij.      
Once a solution to the mathematical programming model has been obtained, 
the total average load and coefficient of variation (CV) of total load can be calculated 
by the following formulas: 
2211 oLwoLwoL +=  (3.12) 
oL
Z
CV =  (3.13) 
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3.4 The Proposed Procedure  for the Teacher Assignment 
The inputs of the following procedures are list of courses and course sections 
offered, list of part time and full time teachers.  
The procedures for the teacher assignment problem are described as follows: 
1. Classify courses into three categories: courses taught by part time teachers 
only, by full time teachers only, by both part time and full time teachers. In this 
thesis, the teacher assignment problem is focused on the second and third 
categories. 
2. Determine the minimum and maximum numbers of teachers for each course 
and each course section. 
3. Construct an initial allocation of teachers to courses randomly. In the 
construction, only teachers who are able to teach a particular course can be 
chosen randomly. In this step, the number of teachers allocated is based on the 
maximum number permitted for each course. 
4. Determine whether the number of courses taught by each full time teacher 
exceeds the maximum number. If none of the teacher exceeds this limit, go to 
Step 6. Otherwise go to Step 5. 
5. Reassign the teachers to courses by replacing the assigned teachers using the 
SA, TS or GA algorithm, and go to Step 6.  
6. Construct an initial allocation of teachers to the various course sections 
randomly. 
7. Reassign the teachers to other courses or course sections in order to balance the 
load of each full time teacher by using the SA, TS, or GA algorithm until the 
total number of iterations reaches a predetermined maximum number of 
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iterations. In this step, the reassignment of teachers is restricted to those moves 
that are feasible. 
The outputs of the proposed algorithm are the allocation of teachers to courses 
and course sections.   
Figure 3.1 represents the steps of the proposed algorithm. Phase 1 focuses on 
the allocation of the full time teachers to the courses based on the ir abilities. In this 
phase, we try to find the maximum number of courses could be allocated to each full 
time teacher in such a way that no teacher would teach more than the maximum 
number R. The rational of allocating the maximum number of courses to a full time 
teacher is to ensure that most of the courses can be allocated to the available full time 
teachers and to make full use of the full time teacher. 
After we determine how many courses could be allocated to each full time 
teacher, we continue to allocate the full time teachers to the course sections in Phase 2. 
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3.5 Metaheuristics for the Teacher Assignment Problem 
 For a problem in which the objective function is to be minimized, a descent 
method that starts with an initial solution is the simplest form of local search. From an 
initial solution, we generate an effective neighbor of the current solution. If the 
generated neighbor has a smaller objective value, it becomes the new current solution; 
otherwise the current solution is retained.  
 The process is repeated until it reaches the preset maximum number of 
iterations. However, the iterative steps may get stuck at a local minimum, which may 
be far away from any global minimum. This is one of the disadvantages of simple local 
search methods. Therefore, some metaheuristics such as SA, TS and GA were being 
used by researchers in the literature review to overcome this disadvantage. 
 The following subsections will describe the characteristics of three 
metaheuristics, SA, TS and GA, in the teacher assignment problem. 
 
3.5.1 Simulated Annealing 
SA algorithm is a type of local search heuristic algorithm to avoid getting 
trapped at a local minimum by accepting a neighborhood move that increases the 
objective value, using a probabilistic acceptance criterion. The types of neighborhood 
structure used in the teacher assignment problem will be described in the following. 
 
Neighborhood structure 
In Phase 1, the neighborhood search techniques are based on two types of 
movement: a single move and double moves. The idea of the single move is to pick 
any teacher who has been assigned more than certain number of courses to teach and 
remove him from teaching a particular course as long as there is no violation of hard 
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constraints without reallocating the course to another teacher (Figure 3.2). The double 
moves is to pick any teacher who has been assigned more than certain number of 
courses to teach and remove him from teaching a particular course as long as there is 
no violation of hard constraints with reallocating the course to another teacher who is 
able to teach the course (Figure 3.3).  
 
Teachers assigned to teach Course A which has 2 sections 
 
 
        Teacher I3 to be removed from teaching  
  
  
         
 
 
Figure 3.2 Single move in Phase 1 of the proposed algorithm 
 
 
Teachers assigned to teach course A which has 2 sections 
 
 
    Teacher I2 to be removed and replaced by I4 
     
     
     
 
 
Figure 3.3 Double moves in Phase 1 of proposed algorithm 
 
 The same concept of moves could be applied in Phase 2 of the proposed 
algorithm. We try to improve the load of some teachers by applying double moves to a 
particular course. Initially, we generate a set of teachers who have the higher load, 
which is called the Excess List. It is assumed that the length of the Excess List is equal 
to certain percent of the total number of full time teachers.  
A teacher is chosen randomly from the Excess List followed by choosing one 
course section that has been allocated to that teacher. This teacher is released from 
teaching the selected course section which is to be assigned to someone else if possible 
 I1 I2 I3 
I1 I2 
 I1 I2 I3 
I1 I3 I4  
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(double moves – Figure 3.4). In this step, we keep the number of teachers who teach a 
particular course unchanged. The changes are only on the distribution of teachers’ load 
in that course. Suppose there is no teacher could replace, we simply drop the teacher as 
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Figure 3.4 Double moves in Phase 2 of proposed algorithm 
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3.5.2 Tabu Search 
TS algorithm is an iterative improvement approach designed to escape from 
terminating at a local optimum. Similar to SA, TS uses the neighborhood mechanism 
to move from one region of the search space to another in order to find a better 
solution.      
 
Neighborhood structure 
In Phase 1, the neighborhood structures used in the SA and TS are similar. In 
Phase 2, two types of neighborhood structures are used. The first neighborhood 
structure used in the TS (which is called neighborhood1) is similar with the one used 
in the SA algorithm. The second neighborhood structure (which is called TS 
neighborhood2) is started by choosing a teacher who has an excess load randomly. The 
next step is to examine all the possible teachers and choose one of them which gives 
the best allowed neighbor.  
In this thesis, we define the teacher and his course or course section that has 
been removed as an element of the tabu list. The next move is dismissible if the new 
teacher and course is in the tabu list. 
Additionally, an aspiration level is defined to deal with the case in which a 
move that leads to a new best solution is tabu. Its tabu status would be canceled if a 
move can satisfy the aspiration level, and finally it becomes an allowable move. The 
aspiration level is defined to be the case when a move could lead to a new best 
solution. 
  
3.5.3 Genetic Algorithm 
As described in Chapter 2, the basic genetic algorithm consists of three parts: 
genetic representation, fitness function, genetic operators.  




In this paper, each chromosome is identified as a one-dimensional matrix 
(number of course offered × maximum number of teacher for each course) as shown in 
Figures 3.6 and 3.7.  
In Figure 3.6, which refers to Phase 1, the order represents the different courses 
and the elements in the matrix represent teachers who teach these courses. In Phase 2 
(Figure 3.7), the order represents the different courses and course sections and the 
elements in the matrix represent teachers who teach the course sections. 
 
 
Figure 3.6 The genetic representation of Phase 1 
 
 
Figure 3.7 The genetic representation of Phase 2 
 
Fitness Function 
 Fitness function consists of two components: the objective function and the 
penalty function. Penalty function measures weighted sum of the number of hard-
constraint violations.  
 In Phase 1, the penalty function measures how many teachers teach more than 
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proper selection of genetic representation, the teacher assignment problem in this 
thesis can be treated as a constraint free problem so every chromosome generated is a 





 Crossover is an operation used to generate a new chromosome from two parent 
chromosomes (Murata et al., 1996). The crossover operator used in this paper is 
described as follows: 
1. Use a random process to select a paired chromosome within the population. 
2. In each selected chromosome, use one-point or two-point crossover operator to 
select the crossover points. 
3. Exchange the combination of paired chromosomes to generate the child 
chromosomes. 
In Phase 1, we use a random process to select a course as a crossover point 
(one-point crossover) or two courses as crossover points (two-point crossover). In 
Phase 2, we select a course and a section randomly as a crossover point when we apply 
one-point crossover operator. In two-point crossover, we select two courses and two 
sections as crossover points. 
 
Mutation operator 
 Mutation operation is to select one chromosome and change one chosen gene. 
A gene here refers to a course and a course section in Phases 1 and 2, respectively. 
The mutation operator is constructed as follows: 
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1. Select a random gene in a chromosome.  
2. Find a teacher and exchange him with another possible teacher for the selected 
gene randomly.  
 
3.6 Computational Experiments 
3.6.1 Introduction 
Two types of real data are used in our computational study to evaluate the 
performance of the proposed algorithm. These two sets of data which called real data 1 
and real data 2 are collected from the Industrial Engineering Department from a 
university in Indonesia. These are Semesters I and II of Academic Year 2002 / 2003 
data sets.  
In teacher assignment problem, we only consider the courses which will be 
taught by full time teachers. Courses which involve only part time teachers would not 
be taken into consideration.  
The characteristics of each data set will be presented in the following 
subsections. A set of randomly generated problem instances have also been used in 
order to figure out and compare the performance of the proposed metaheuristics. 
All the algorithms for solving the problems are coded in Visual C++6.0 and 
tested on the Intel Pentium III 497 MHz Processor with 128 MB RAM under the 
Microsoft Windows XP Operating System. For the real data, the best solutions 
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3.6.2 Problem Data and Parameters of Metaheuristics 
Table 3.1 summarizes the characteristics of each set of data and parameters of 
metaheuristics used for teacher assignment problem. 
Table 3.1 Data set for teacher assignment problem 
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The following table summarizes the minimum and the maximum number of 
teachers allowed to teach a course which depend on the number of sections offered.  
 
 
Table 3.2 The minimum and maximum number of teachers that could teach in a 
course 
 
Number of sections Minimum (teachers) Maximum (teachers) 
1 1 2 
2 1 3 
3 1 3 
4 3 4 
5 3 5 
6 3 6 
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The parameters of the proposed algorithms are chosen experimentally to ensure 
a compromise between the running time and the solution quality. The values of the 
parameters used in the computational study are summarized as follows: 
Phase 1 
SA algorithm   
The number of neighbor moves = number of full time teachers × number of courses  
The number of iterations  = 1000 
Initial temperature  = 1000 
The cooling factor  = 0.99 
min_percent = 10% 
 
TS algorithm   
The number of iterations  = 2500 
Neighborhood size  = 2 × number of full time teachers 
Intensification strategy  = 100 iterations 
Size of tabu list = 7 
 
GA algorithm (one-point and two-point crossover)   
The number of iterations  = 1×104 
Population size  = 100 
Percentage of cloning  = 20 % 
Percentage of crossover  = 75 % 
Percentage of mutation = 5 % 
 
 




SA algorithm   
The number of neighbor moves = number of full time teachers × number of courses× 4  
The number of iterations  = 1×105 
Initial temperature  = 1000 
The cooling factor  = 0.99 
min_percent = 10%  
 
TS algorithm (neighborhood1)   
The number of iterations  = number of full time teachers×2×104 
Neighborhood size  = number of full time teachers × number of courses ×   
2 
Intensification strategy  = 100 iterations 
Size of tabu list = 7 
 
TS algorithm (neighborhood2)   
The number of iterations  = number of full time teachers ×107 
Intensification strategy  = 100 iterations 
Size of tabu list = 7 
 
GA algorithm (one-point and two-point crossover)   
The number of iterations  = 1×105 
Population size  = 100 
Percentage of cloning  = 20 % 
Percentage of crossover  = 75 % 
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Percentage of mutation = 5 % 
 
3.6.3 Computational Experiment for the Teacher Assignment Problem 
As described earlier, the proposed algorithm consists of two phases. The 
computational experiment will be presented in detail in the following subsections. 
 
Computational results of teacher – course allocation (Phase 1) 
 From the results shown in Table 3.3, we could determine how many courses 
should be allocated to each full time teacher. For instance, by applying SA and TS 
algorithms, the minimum number of courses taught by each full time teacher is three 
and four courses for Semesters I and II, respectively. However, by applying GA 
algorithm, at least four courses have to be taught by each full time teacher for both 
semesters. 
 
Table 3.3 The best results of teacher-course allocation (Phase 1) 
 
Number of full time teachers 
teach more than R courses 
Penalty Value  Maximum number of 
courses taught by 
each teacher (R ) SA TS GA SA TS GA 
2 9 9 9 18 18 24 
3 0 0 2 0 0 6 
Real  
data 1 
4 or more 0 0 0 0 0 0 
3 8 6 5 11 11 19 Real  
data 2 4 or more 0 0 0 0 0 0 
6 3 4 3 4 4 21 Random 
data 1 7 or more 0 0 0 0 0 0 
12 11 7 3 18 18 21 Random 
data 2 13 or more 0 0 0 0 0 0 
14 2 2 1 2 2 12 Random 
data 3 15 or more 0 0 0 0 0 0 
5 49 43 40 96 96 89 Random 
data 4 6 or more 0 0 0 0 0 0 
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 By referring to the random data 3 and 4 results, the minimum number of 
courses that should be allocated to each full time teacher is considered large since the 
number of full time teachers is small compared with the number of courses offered. 
 Penalty values represent the excess of total number of courses taught by full 
time teachers who have to teach more than R courses. If the maximum number of 
courses taught by each full time teacher is set to two courses, there will be nine 
teachers teaching more than two courses for Semester I Academic Year 2002 / 2003. 
Most of them have to teach around four or five courses. The total excess numbers of 
courses are eighteen courses for SA and TS algorithms and twenty four courses for GA 
algorithm.  
 Similarly for Semester II Academic Year 2002 / 2003 data, if the minimum 
number of courses is set to three courses, there will be eight, six and five teachers 
teaching more than three courses by applying SA, TS and GA algorithms, respectively. 
The penalty values of SA and TS algorithms are eleven courses. The penalty value of 
GA algorithm is nineteen courses. Although GA algorithm could produce a better 
number of teachers teaching more than three courses, its penalty value is the highest 
value. It means that five teachers who have excess number of courses taught have to 
teach a large number of courses. 
 
Computational results of teacher – course section allocation (Phase 2) 
In Phase 2, in SA and TS algorithms, we set the maximum number of courses 
that could be taught by each full time teacher for Semesters I and II academic year 
2002 / 2003 to be three and four courses, respectively. When applying GA algorithm, 
we set the maximum number of course to be four courses for Semesters I and II 
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Academic Year 2002 / 2003, respectively. The similar approach is also applied to 
random data sets. 
Phase 2 is started by using a randomly generated initial solution which is 
dependent upon the results of Phase 1. From Phase 1, we have three results for each 
data set, which are generated by the SA, TS and GA algorithms. In Phase 2, five 
different initial solutions are generated for each data set and followed by applying the 
SA, TS and GA algorithms. In GA, only the best of initial solutions are presented in 
the Table 6.    
 Tables 3.4 and 3.5 summarize the average initial total variances of the initial 
solutions and the average minimum variances obtained after applying the SA, TS and 
GA algorithms.  
 
Table 3.4 Computational results of average initial total variances of Phase 2 
 










Read data 1 3.79 3.78 3.78 4.07 4.07 
Real data 2 7.91 7.30 7.30 6.92 6.92 
Random data 1 19.00 12.73 12.73 11.34 9.77 
Random data 2 28.72 23.1 22.23 26.71 27.17 
Random data 3 24.6 35.16 32.76 24.45 21.97 
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Table 3.5 Computational results of average final total variances of Phase 2 
 










Read data 1 0.80 0.45 0.43 2.83 2.26 
Real data 2 2.15 1.91 1.89 4.28 3.19 
Random data 1 2.52 2.09 2.07 4.23 3.85 
Random data 2 1.06 1.06 1.03 2.14 1.34 
Random data 3 2.31 0.33 0.22 0.62 0.44 
Random data 4 3.92 3.12 2.34 2.99 2.54 
 
In general, the SA, TS and GA algorithms improved the initial total variance. 
The performance of the TS algorithm is better than those of the SA and GA algorithms 
in terms of the average total variance obtained. The best performance is shown by TS 
(neighborhood2).   
Tables 3.6 and 3.7 represent the average initial total loads and the average final 
total loads of each data set by SA, TS and GA algorithms, respectively. 
 
Table 3.6 Computational results of average initial total loads of Phase 2 
 










Read data 1 4.71 4.68 4.68 4.75 4.75 
Real data 2 6.20 6.63 6.63 6.85 6.85 
Random data 1 10.48 10.52 10.52 9.68 9.59 
Random data 2 28.5 27.4 27.4 17.74 17.74 
Random data 3 29.02 28.79 27.65 27.43 27.31 
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Table 3.7 Computational results of average final total loads of Phase 2 
 










Read data 1 4.90 4.83 4.83 4.84 4.75 
Real data 2 6.35 6.67 6.67 6.52 6.46 
Random data 1 9.16 9.45 9.44 9.61 9.86 
Random data 2 21.65 22.08 21.81 18.23 18.20 
Random data 3 26.8 26.57 26.97 27.32 27.51 
Random data 4 10.88 11.21 11.14 7.52 7.74 
 
  
  Table 3.8 represents the average initial CV of load of each data set. Table 3.9 
represents the average CV by SA, TS and GA algorithms. In general, all metaheuristics 
could decrease the coefficient of variation of the load.   
 
Table 3.8 Computational results of initial coefficient of variation (CV) 
 










Read data 1 0.42 0.42 0.42 0.42 0.42 
Real data 2 0.45 0.41 0.41 0.38 0.38 
Random data 1 0.42 0.34 0.34 0.35 0.33 
Random data 2 0.19 0.18 0.18 0.29 0.29 
Random data 3 0.17 0.21 0.21 0.18 0.17 
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Table 3.9 Computational results of final coefficient of variation (CV) 
 










Read data 1 0.18 0.14 0.14 0.35 0.32 
Real data 2 0.23 0.21 0.21 0.32 0.28 
Random data 1 0.17 0.15 0.15 0.21 0.20 
Random data 2 0.05 0.05 0.05 0.08 0.06 
Random data 3 0.06 0.02 0.02 0.03 0.03 
Random data 4 0.18 0.16 0.14 0.23 0.21 
 
 
 For the real data, the best average results are obtained by the TS 
(neighborhood2). The average total variances of load for Semesters I and II Academic 
Year 2002 / 2003 are 0.43 and 1.89, respectively. The average CV of Semesters I and 
II Academic Year 2002 / 2003 are 0.14 and 0.21, respectively.  
 Figure 3.8 shows the comparison of average final coefficient of variation (CV) 







































































Figure 3.8 The comparison of CV among all metaheuristics 
Chapter 3                                                                   The Teacher Assignment Problem 
 
 54 
Table 3.10 shows the average computation time (in minutes) for each proposed 
algorithm.  
 
Table 3.10 The average computational time (in minutes) of teacher assignment 
problem 
 










Read data 1 16.2 15.3 20.5 18.5 19.2 
Real data 2 15.4 15.4 21.2 15.5 16.3 
Random data 1 17.2 18.3 24.3 19.2 20.1 
Random data 2 20.3 21.1 27.0 22.2 23.4 
Random data 3 10.2 11.3 14.0 12.2 13.0 
Random data 4 28.2 29.0 31.2 28.3 28.9 
 
The SA algorithm is faster than the TS and GA algorithms in terms of 
computation time. TS (neighborhood2) needs the longest time. 
 
Comparison of the algorithms and real allocation 
The results obtained by the proposed algorithms are compared with those from 
actual allocations that have been done by the department. Table 3.11 summarizes the 
comparison results.  For the TS, we chose the average result of TS (neighborhood2) 
and for the GA, we chose the average result of GA (two-point crossover).  
 
Table 3.11 The comparison of the average results and the actual results of teacher 
assignment problem 
 
Best average total variance Coefficient of Variation (CV) Data set 
SA TS GA Actual SA TS GA Actual 
Real data 1 0.80 0.43 2.26 3.35 0.18 0.14 0.22 0.44 
Real data 2 2.15 1.89 3.19 5.21 0.23 0.21 0.28 0.56 
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Figures 3.9 and 3.10 illustrate the comparison of the metaheuristics and the 



















































Figure 3.10 The comparison of coefficient of variation (CV)  
 
The actual results are worse than those of SA, TS and GA algorithms. In 
practice, the department has not restricted the maximum number of courses to be 
taught by each full time teacher. It would create unbalanced load among full time 
teachers since some of them would teach too few courses, while others would teach a 
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large number of courses. By setting the maximum number of courses to be taught by 
each teacher, we can reduce the total variance of the load. 
 
Comparison of the algorithms and the optimal solutions for small sets of randomly 
generated instances 
 
It is well known that the timetabling problem is NP-hard (Even et al., 1976). 
The computation time required in order to find an optimal solution, especially when 
the problem size is large, becomes prohibitive. 
In order to figure out the performance of the proposed algorithms, we try to 
find the optimal solutions of some small randomly generated data sets. These sets of 
data consists of 5 full time teachers and 5 courses (5 × 5), 8 full time teachers and 8 
courses (8 × 8) and 10 full time teachers and 10 courses (10 × 10).  
Table 3.12 represents the Coefficient of Variation (CV) obtained by GAMS 
software and average CV obtained by metaheuristics. For TS algorithm, we only 
applied the second neighborhood structure (neighborhood2). For GA algorithm, we 
applied two-point crossover operator. The percentage of solution deviated from GAMS 
solution is defined by Pct = (CV obtained by metaheuristic – CV obtained by GAMS) / 
CV obtained by GAMS × 100. For each problem type, the average percentage (Aver 
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Table 3.12 The comparison of the GAMS solutions and metaheuristic results 
 















5 × 5 0.033 0.033 0.000 0.033 0.000 0.033 0.000 
5 × 5  0.069 0.069 0.000 0.069 0.000 0.071 2.866 
8 × 8 0.079 0.081 2.649 0.079 0.000 0.081 2.649 
10 × 10 0.069 0.073 5.560 0.070 1.140 0.073 5.860 
  
We conclude that the proposed metaheuristics could perform well. For the 
small data sets, all metaheuristics could generate the average results which are close to 
solutions obtained by GAMS. In small randomly generated instances, TS performed 
better than SA and GA algorithms.  
Table 3.13 represents the comparison of GAMS and metaheuristics in term of 
computational time (in seconds). 
 
Table 3.13 The average computational time of small data instances (in seconds) 
 
Problem type GAMS  SA TS GA 
5 × 5 14.96 3.62 3.63 3.61 
5 × 5  12.80 3.92 3.94 3.92 
8 × 8 18.33 4.25 4.37 4.28 
10 × 10 23.88 10.59 11.01 10.62 
 
 
 In terms of computational time, all metaheuristics could perform better than 
GAMS. Although metaheuristics could not always get the optimal solutions, they 
require less computational time compared with GAMS and the devia tions of the 
solutions from the GAMS solutions are not so large.     
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3.7 Conclusions  
In this chapter, the teacher assignment problem is modeled as a mathematical 
programming model. Three metaheuristics, SA, TS and GA, are proposed for solving 
the teacher assignment problem. 
The proposed algorithms consist of two phases. The first phase focuses on 
allocating the teachers to the courses and determining the number of courses to be 
assigned to each teacher. From the results obtained in Phase 1, the second phase will 
then schedule the teachers to the course sections in order to balance the teachers’ load. 
In this chapter, extensive experiments for teacher assignment problem are also 
carried out. To evaluate the performance of the proposed algorithms, we have tested 
the algorithms on two sets of real data and some randomly generated instances.  
The computational results show that in general, the three metaheuristics, SA, 
TS and GA are able to improve the initial solutions and generate good solutions to the 
problems. TS algorithm outperforms the SA and GA algorithms in terms of the 
solution quality.  
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Chapter 4 The Course Scheduling Problem 
 
4.1 Introduction 
In this chapter, we give a detailed description of the course scheduling 
problem. As mentioned earlier, the characteristics of the course scheduling problem are 
peculiar to the Industrial Engineering Department in the Engineering Faculty of a 
university in Indonesia. 
 Some requirements, a mathematical model, a proposed procedure and 
characteristics of metaheuristics in the course scheduling problem such as 
neighborhood structures are described in details in the following sections. The last 
section will present the computational results. 
 
4.2 Description of the Course Scheduling Problem 
Currently, the allocation of course sections to time periods and days each week 
in the Industrial Engineering Department is  done manually. The course scheduling 
problem of the Industrial Engineering Department which is presented in this thesis 
differs from other common course scheduling problems. In particular, the following 
two features cause the problem to become more complex: 
· The number of course sections that has to be taught is large. 
· Some pre-assignments are required, especially if part time teachers are 
involved.  
In order to assign courses, some requirements are to be considered. These 
requirements are classified into two categories: hard and soft constraints. Requirements 
that could not be violated are considered as the hard constraints. The rest, which are 
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called soft constraints, are used for improving the quality of the result. The soft 
constraints are incorporated into the objective function. 
 
Hard Constraints 
The following rules represent the hard constraints for the Industrial 
Engineering Department: 
· For the first and second year students, the courses are scheduled based on their 
groups. No group attends more than one course section at each time period 
(Basic rule 1). 
· The teacher could not teach more than one course section at each time period 
(Basic rule 2). 
· All courses planned have to be scheduled in the timetabling (Basic rule 3). 
· Courses which have more than one credit have to be taught in consecutive time 
periods (Basic rule 4). 
· No teacher teaches during 10.10 am – 12.55 pm on Friday since they have to 
attend either a weekly department meeting or other compulsory activity during 
these time periods (Basic rule 5). 
· Time period preferences for part time teachers have to be obeyed (Basic rule 
6). 
· The maximum number of available classrooms for each time period depend on 
the Engineering faculty rules (Basic rule 7). 
 
Soft Constraints 
The following rules specify the soft constraints for the Industrial Engineering 
Department: 
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· The courses which have more than one section are spread evenly through a 
week (Quality rule 1). In the objective function, this quality rule is represented 
by f1(T). 
· Courses are scheduled as early as possible (Quality rule 2). In this thesis, the 
time periods are divided into three categories: morning, afternoon and evening. 
In the objective function, this quality rule is represented by f2(T) and f3(T) for 
afternoon and evening categories, respectively.   
 
4.3 Mathematical Programming Models 
 
The following notations are used for representing the problem: 
l  the index of time period 
m  the index of day 
L set of all time periods of a day 
M set of all possible days of a week 
Ijk set of teachers who teach Section k of Course j 
Lm set of time periods on Day m 
Lim set of time periods on Day m on which Teacher i are available for assignments 
FLim set of the starting period of an interval on Day m on which Teacher i are 
available for assignments 
PRA2 set of pre-assignments of course sections to time periods  
Tj number of consecutive time periods needed by Course j 
CL number of available classrooms for each time period 
Zjm number of sections of Course j that are taught on Day m 















































(ˆ jZF penalty function of jZ
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Pi penalty value of fi(T) 
Wi weight of fi(T) 
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)
 weight of penalty function Pi(T) in GA of course scheduling problem 
 
1 if Teacher i who teaches Section k of Course j is allocated to  
        Time period l on Day m 
xijklm =   
       
        0     otherwise  
 
A mathematical programming model of the course scheduling problem can be 
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The above mathematical model is formulated based on the approach suggested 
by Daskalaki, et al. (2004) with some modifications. The soft constraints (quality rule 
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constraints) are incorporated into the objective function. Each quality rule has its own 
weight or relative importance, pre-determined by the department. The component fi(T) 
computes the degree of violation of the i-th quality rule in the timetabling T.   
f1(T) measures the spread of courses through a week.  The department tends to 
schedule the same courses to be spread as evenly as possible. When sections of a 
particular course are not spread evenly, we give a high penalty to the course by 
defining ( )jF Z~ˆ  appropriately. For instance, Course j has two sections which are both 
allocated on the same Day 2 and is highly undesirable. In this situation, we give a high 



























Fˆ  to take on a large positive value when compared to ( )jF Z~ˆ  
for other more desirable jZ
~
.A detailed discussion on how to calculate and determine 
the ( )jF Z~ˆ value is given in Appendix A. 
f2(T) and f3(T) evaluate the number of teachers involved in the afternoon and 
evening time periods, respectively. Most of the teachers prefer to teach courses in the 
morning time periods. However, due to certain limitations, they may have to teach the 
courses in the afternoon and evening time periods when necessary. The afternoon 
periods are more preferable than the evening ones.  
Constraint (4.2a) will ensure that at most one course has to be attended by first 
and second year students at each time period. Constraint (4.2b) guarantees that 
teachers who jointly teach the same course section are scheduled at the same time 
periods. 
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Constraint (4.3) ensures that each teacher will not teach more than one course 
section at each time period. All course sections have to be scheduled in the 
timetabling. This requirement is imposed by Constraint (4.4). 
Constraints (4.5a) and (4.5b) express that if Course j is assigned to a given 
period of a day, then the following (Tj-1) periods have to be assigned to the same 
Course j. Constraint (4.5a) assures the consecutiveness request is satisfied if the first 
period of an available interval is assigned to Course j, and constraints (4.5b) do the 
same in all other cases.  
Constraint (4.6) ensures that no course taught by full time teachers is scheduled 
on Friday (from 11.05 am – 12.55 pm) due to other activity. The pre-assignment of 
part time teachers who teach course sections are imposed by Constraint (4.7). 
Constraint (4.8) stipulates that the maximum number of course sections taught 
for each time period is CL course sections due to classroom availability. Constraint 
(4.9) calculates the number of sections of Course j would be taught on day m and 
the jZ
~
’s would be used in the objective function formulation. 
Finally, Constraint (4.10) imposes the 0–1 conditions on the decision variables 
xijklm. 
 
4.4 The Proposed Procedure  for Course Scheduling Problem 
The inputs of the following procedures are list of courses and course sections 
offered (include the teacher names), list of course classifications, and list of available 
time periods.  
The procedures for the course scheduling problem are described as follows: 
1. Allocate the part time teachers’ schedules in the timetabling 
2. Allocate the first year courses subject to basic rule constraints. 
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3. Allocate the second year courses subject to basic rule constraints. 
4. Allocate the other courses to the available time periods subject to the basic rule 
constraints until all courses are allocated to certain time periods. 
5. Calculate the objective function value. 
6. Reallocate the courses to the time periods and days of the week in order to 
improve the solution by applying the SA, TS or GA Algorithm. Go to Step 5. 
7. Repeat Step 6 until the total number of iterations reaches a predetermined 
maximum number of iterations. 
The output of the procedures is allocation of course sections to the time 
periods. 
 
4.5 Metaheuristics for the Course Scheduling Problem 
 Three metaheuristics, SA, TS, and GA, are applied for solving the course 
scheduling problem. The following subsections will describe these three metaheuristics 
characteristics in the course scheduling problem. 
 
4.5.1 Simulated Annealing 
One important aspect in the SA is the neighborhood structure. The type of 




The choice of moves could not be fully randomly generated. A type of 
neighborhood structure is proposed by choosing a course randomly and allocating it to 
other time periods as shown in Figure 4.1. The new time periods are chosen randomly. 




                          Day                                           Day   
              1       2       3       4                       1       2       3      4   
                 
                 
                 
                 




Figure 4.1 Single move of proposed algorithm 
 
4.5.2 Tabu Search 
Similar to SA, TS searches a new solution in the neighborhood of the current 
one. The difference between TS and SA is the method of choosing new solution from 
the neighborhood. SA chooses the new solutions randomly, while TS searches the new 
solution from the whole or a subset of the neighborhood space for a good solution.  
Two types of neighborhood structures are used in the TS algorithm. The first 
one is similar to the neighborhood structure used in the proposed SA algorithm and is 
called TS neighborhood1. The second neighborhood structure, TS neighborhood2, is 
started by choosing one course section randomly. The next step is to examine all the 
new possible time periods and choose the best allowed neighbor.  
In this thesis, we define the course section including its day and time periods 
that has been removed as an element of the tabu list. The aspiration level is defined to 
be the case when a move could lead to a new best solution. 
 
4.5.3 Genetic Algorithm 
The basic parts of GA: genetic representation, fitness function, genetic 
operators in the course scheduling problem will be described in the following.  
 
 
                   1 
                    









In this thesis, each chromosome is represented as a one-dimensional matrix as 
shown in Figure 4.2. The order represents the different courses and course sections and 
the elements in the matrix represent day (m) and starting time period (l) allocated to a 
particular course section.  
 
 
Figure 4.2 The genetic representation of course scheduling problem 
 
Crossover operator  
 Crossover is an operation used to generate a new chromosome from two parent 
chromosomes (Murata et al., 1996). The crossover operator used in this thesis is 
described as follows: 
1. Use a random process to select a paired chromosome within the population. 
2. In each selected chromosome, use one-point or two-point crossover operator to 
select the crossover points. 
3. Exchange the combination of paired chromosomes to generate the child 
chromosomes. 
We select a course and its section randomly as a crossover point when we 
apply one-point crossover operator. In two-point crossover, we select two courses and 
two sections as crossover points. 
m0/l2  m2/l4  
 
……… 








Sect 0      Sect 1     Sect 2 
Course 1 
……… mx/ly  
Sect 0      
Course j 
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 However, the crossover operators may produce infeasible child chromosomes 
which violate some hard constraints. As an example, one or more teachers have to 
teach more than one course section in a particular time period.  
Possible violations of hard constraints are  
· A particular group of students has to attend more than one course section in a 
certain time period and day (violation of Basic rule 1). 
· A teacher has to teach more than one course section in a certain time period 
(violation of Basic rule 2). 
· The number of classrooms needed in a certain time period exceeds the 
maximum number of available classrooms (violation of Basic rule 7). 
The fitness function F(T) of a solution can be formulated as follows: 
)()()( TPTfTFMin +=       
 (4.11) 
The penalty function P(T) consists of three possible violations as described above. 
)()()()( 772211 TPWTPWTPWTP
)))
++=  (4.12) 
Each violation is described in the following: 
Basic rule 1 
å å åå å å
Î Î ÎÎ Î Î
+=
Mm Ll KkMm Ll Kk mm
PPTP
21




































































1   
Chapter 4                                                                     The Course Scheduling Problem 
 
 70 
11P and 12P  refer to the number of excess course sections that have been 
allocated in a certain time period to a particular student group of first and second year 
students, respectively. For instance, on Day 1 and Time period 2, the first student 
group of first year students has to attend three courses. The penalty value of this 
student group is two courses.   
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21   
21P refers to the number of excess course sections to be taught  by a teacher in a 
certain time period. For instance, on Day 1 and Time period 2, teacher A has to teach 3 
course sections at the same time. The pena lty value is two course sections. 
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71P refers to the number of scheduled classrooms in excess of the classrooms 
available in a certain time period. For instance, on Day 1 and Time period 3, the 
requirement of number of classrooms is ten rooms and the maximum number of 
available rooms CL is eight. The penalty value is two rooms. 
 
Mutation operator  
 Mutation operation is to select a chromosome and change one gene chosen.  
A gene here refers to a course section. In this study, the mutation operator is 
constructed as follows: 
1. Select a random gene in a chromosome.  
2. Find a new day and a new starting time period for the selected gene randomly. 
 
4.6 Computational Experime nts 
4.6.1 Introduction 
Two types of real data used in our computational study are similar to those 
used in the teacher assignment problem. However, we have to include the courses 
which involve part time teachers only in order to make a complete schedule. A set of 
randomly generated problem instances are also being used in order to figure out the 
performance of the proposed algorithms. 
 
4.6.2 Problem Data and Parameters of Metaheuristics 
Table 4.1 summarizes the characteristics of each set of data and parame ters of 
metaheuristics used for course scheduling problem. 
 
 
Chapter 4                                                                     The Course Scheduling Problem 
 
 72 
Table 4.1 Data set for course scheduling problem 
 























































We use the following values in the computational experiments to ensure a 
reasonable comparison for the running time and solution quality. The values of the 
parameters used are summarized as follows: 
 
SA algorithm   
The number of neighbor moves = number of days × number of max time periods per 
day   × number of course offered 
The number of iterations  = 1000 
Initial temperature  = 1000 
The cooling factor  = 0.95 
min_percent = 20%  
 
TS algorithm (neighborhood1)   
The number of iterations  = 1×104 
Neighborhood size  = number of days × number of max time periods per 
day × number of course offered 
Intensification strategy  = 100 iterations 
Size of tabu list = 7 
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TS algorithm (neighborhood2)   
The number of iterations  = 1x108 
Intensification strategy  = 50 iterations 
Size of tabu list = 7 
 
GA algorithm (one-point and two-point crossover)   
The number of iterations  = 1×105 
Population size  = 2 × number of teachers  
Percentage of cloning  = 20 % 
Percentage of crossover  = 75 % 
Percentage of mutation = 5 % 
 
 We also assume the weights in the objective function as follows: W1 = 0.5, W2 
= 0.2, W3 = 0.3, 1W
)
 = 100, 2W
)
 = 10 and 7W
)
 =10.     
 
4.6.3 Computational Experiment for the Course Scheduling Problem 
Five different runs of the SA, TS and GA algorithms are performed for each 
data set using randomly generated initial solution. The following tables represent the 
average initial objective function values and the results obtained by applying SA, TS 
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     Table 4.2 The average initial results of the objective function of course scheduling 
problem 
 











Real data 1 4516 4516 4516 5153 5153 
Real data 2 3624 3624 3624 4178 4178 
Random data 
1 
2490 2490 2490 3219 3219 
Random data 
2 
4841 4841 4841 5902 5902 
Random data 
3 
2624 2624 2624 3236 3236 
Random data 
4 
2739 2739 2739 3234 3234 
 
 














Real data 1 2689 2763 2685 4003 3934 
Real data 2 1920 2123 1911 2345 2286 
Random data 
1 
1224 1193 1183 1462 1316 
Random data 
2 
1399 1510 1375 2514 2527 
Random data 
3 
1176 1190 1176 1392 1341 
Random data 
4 
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Real data 1 29.4 29.3 34.9 30.2 30.4 
Real data 2 43.1 49.7 50.7 48.6 48.7 
Random data 
1 
17.3 18.2 19.8 18.8 19.1 
Random data 
2 
22.2 23.0 25.1 23.1 24.5 
Random data 
3 
31.1 32.8 35.6 33.8 34.4 
Random data 
4 
30.5 31.2 36.4 33.1 32.7 
 
 
In general, the SA, TS and GA algorithms improved the initial objective 
function values. The performance of the TS algorithm (neighborhood2) is slightly 
better than that of the TS (neighborhood1), SA and GA algorithms in terms of the best 
objective function value obtained. However, the TS algorithm (neighborhood2) takes 
slightly longer time in order to find the best objective function value.  
On the contrary, the TS algorithm (neighborhood1) is worse than the SA 
algorithm in terms of the best objective function value obtained and CPU time needed. 
The GA algorithm can generate feasible solutions but with worse results than SA and 
TS.  
Table 4.5 summarizes average improvement (in percentage) from the initial 
solutions for each data set. The percentage is defined by (objective function value of 
proposed algorithm – objective function value of initial solution) / objective function 
value of initial solution × 100). 
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Real data 1 40.4 38.8 40.6 22.3 43.8 
Real data 2 47.0 41.4 47.3 24.3 45.3 
Random data 
1 
50.8 52.1 52.5 54.6 59.1 
Random data 
2 
71.1 68.8 71.6 57.4 57.2 
Random data 
3 
55.2 54.6 55.2 57.0 58.6 
Random data 
4 
57.4 57.2 57.2 60.1 61.4 
 
 
For real data sets, the TS algorithm (neighborhood2) can improve the initial 
random solution better than other algorithms. The average improvements by TS 
algorithm (neighborhood2) are 40.6 % and 47.3 % for Semesters I and II data set, 
respectively.  
 
Comparison of the proposed algorithms and real allocations 
 The average results obtained by the proposed algorithms are also compared 
with those from actual allocations that have been done by the department. Table 4.6 
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          Table 4.6 The comparison of the average results and the actual results of course 
scheduling problem 











Actual allocation 4741 - 3667 - 
SA algorithm 2689 43.3 1920 47.6 
TS algorithm 
(neighborhood1) 
2763 41.7 2123 42.1 
TS algorithm 
(neighborhood2) 
2685 43.4 1911 47.9 
GA 
(one-point crossover) 
4003 15.6 2345 36.1 
GA 
(two-point crossover) 
3934 17.0 2286 37.7 
 
 The largest improvement is done by the TS algorithm (neighborhood2). The 
average improvement by TS (neighborhood2) for Semester I Academic Year 2002 / 
2003 and Semester II Academic Year 2002 / 2003 data sets are 43.4 % and 47.9 %, 
respectively. 
We also compare the actual allocations done by the department with the best 
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Table 4.7 The comparison of the best results and the actual results of course 
scheduling problem 













Actual allocation 4741 - 3667 - 














































































Figure 4.3 The percentage improvement (%) of metaheuristics 
 
The actual results are worse than those of the SA, TS and GA algorithms. In 
current situation, some course sections of a particular course appear at the same day or 
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in consecutive days. In other words, these course sections are not spread evenly. Also, 
some course sections have to be taught during afternoon and evening time periods due 
to limitation on the number of classrooms. 
 The proposed algorithms can produce a better schedule. The course sections 
under the same course could be spread evenly. The number of course sections and 
teachers assigned to the afternoon and evening time periods can also be reduced. The 
largest improvement is done by the TS algorithm (neighborhood2). 
 
4.7 Conclusions  
In this chapter, the course scheduling problem is modeled as a mathematical 
programming model. Three metaheuristics, SA, TS and GA, are also proposed for 
solving course scheduling problems. 
Two sets of real data from an institution in Indonesia and some randomly 
generated instances are tested against these algorithms in order to evaluate the 
performance of the proposed algorithms. 
The computational results show that the SA, TS and GA algorithms are able to 
generate better solutions when compared to the allocations scheduled by the 
department manually. The TS algorithm (neighborhood2) is the best algorithm 
compared with other proposed algorithms. However, it would require slightly longer 
time for solving the problem. 
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Chapter 5 Summary and Conclusions 
  
This thesis addresses two timetabling problems, the teacher assignment and 
course scheduling problems that arise from a university in Indonesia. A mathematical 
programming model for each of the two problems are formulated. Three metaheuristics 
are proposed for solving them. 
The proposed algorithms and computational results are discussed throughout 
Chapters 3 and 4. The computational experiments show that the proposed algorithms 
are efficient in solving the timetabling problems. In this chapter, some concluding 
remarks and main contributions of this study are presented. Some possible future 
research areas are also highlighted. 
 
5.1 Summary and Conclusions  
 It is well known that the timetabling problem is NP-hard, which means that a 
polynomially-bound optimal algorithm is unlikely to exist for the timetabling problem. 
Hence, many heuristic algorithms were proposed to deal with this hard combinatorial 
problem in the literature. 
 In this thesis, three metaheuristics, SA, TS and GA, are proposed to handle two 
subproblems of timetabling problem, the teacher assignment problem and the course 
scheduling problem. A mathematical programming model for each of these two 
problems are formulated. The mathematical models proposed are peculiar to the 
Industrial Engineering Department from the Engineering Faculty of a university in 
Indonesia. Three metaheuristics are also proposed to handle these two subproblems.  
 The performance of the proposed algorithms is evaluated against two sets of 
real data taken from the Industrial Engineering Department and a set of randomly 
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generated problem instances. The comprehensive computational results show that the 
proposed algorithms are efficient for solving the teacher assignment problem and 
course scheduling problem. 
 In Chapter 1, the basic concepts concerning the timetabling problem are given 
and explained. A comprehensive literature review about timetabling problem and 
metaheuristics used in this thesis are given in Chapter 2. Timetabling problem consists 
of five different subproblems: course scheduling, class-teacher timetabling, student 
scheduling, teacher assignment, and classroom assignment. Several methods proposed 
in the literature are reviewed in details.   
A detailed description of the teacher assignment problem, the mathematical 
formulation of the problem and a detailed description of three metaheuristics for 
solving the teacher assignment problem and course scheduling problem are presented 
in Chapters 3 and 4, respectively.  
The performance of the proposed algorithms for solving the teacher assignment 
problem and course scheduling problem based on the real data set and randomly 
generated data set are also presented and discussed in Chapters 3 and 4. 
Finally, the following conclusions can be drawn in this study: 
(1) The proposed three metaheuristics, SA, TS and GA are efficient in solving 
the teacher assignment problem and course scheduling problem when 
compared with the allocation done by the Industrial Engineering 
Department manually. 
(2) TS algorithm could perform better than SA and GA in terms of the 
objective function value obtained.  
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5.2 Main Contributions  
Some requirements in the teacher assignment and course scheduling problems 
are quite general and common although the problem highlighted in this thesis is 
peculiar to a university in Indonesia, which makes the findings of this paper applicable 
to some other universities as well. 
Some of these requirements include some teachers share and teach a particular 
course section, the number of course sections that could be taught in a particular time 
period which depend on the number of available classrooms, pre-assignments of some 
teachers and no student attend more than one course section in a particular time period. 
 In this thesis, another contribution is the comparisons among three 
metaheuristics, SA, TS and GA, were highlighted. In the literature, not many 
researchers have done this comparison in details. Some of them only apply one 
metaheuristic and compare with the actual schedule done by the institution manually. 
 
5.3 Suggestions for Further Research 
 Some possible directions for future research are listed as follows: 
 In this thesis, metaheuristics have been applied to two subproblems of 
timetabling problem: the teacher assignment problem and course scheduling problem. 
One promising research area is to apply metaheuristics to other subproblems: class-
teacher timetabling problem, student scheduling problem, and classroom assignment 
problem, as well as the examination timetabling problem. 
The second possible area for further research work includes application of other 
metaheuristics, such as ant colony algorithm, as well as the development of other types 
of neighborhood structure.  
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Since each university has different characteristics and requirements such as 
limitation of number of course sections that can be taught by each teacher, no division 
of full time teachers, differences of maximum number of course can be taught by each 
teacher, and various number of available classrooms for each time period, and so forth, 
the mathematical programming models formulated in this study can always be 
extended to adapt to these characteristics and requirements with some modifications.
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Pn  = penalty value of a course with n sections 
n
bP        = penalty value of a course with n sections and the difference between two 
consecutive sections are b days 
P1 = the penalty value of f1(T) 
 
Number of sections: 
· 1 
01 =P  
Example: 
Course j has only one section, the possible value of :)
~



























































































































































































































































































































































































































































































































































































































Course j has three sections, some possible values of :)
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Course j has four sections, some possible values of :)
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Course j has five sections, some possible values of :)
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Course j has six sections, some possible values of :)
~
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