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Resumen
En la actualidad existen incontables fuentes de 
información en tiempo real que provienen de redes 
de sensores, plataformas de observación del tiempo, 
mediciones de gases, observación de la tierra desde 
plataformas satelitales, ciudades inteligentes, entre 
un sin número de instrumentos que censan y trans­
miten datos. A su vez, hay una creciente demanda 
por el desarrollo de herramientas que permitan ex­
traer conocimiento a partir de esos grandes repo­
sitorios de datos. El aprendizaje automático es un 
área de la inteligencia artificial, donde sus métodos 
contribuyen en el proceso de descubrimiento de co­
nocimiento para la toma de decisiones inteligentes. 
Las demandas para la extracción de conocimien­
to en entornos de Big Data han acrecentado el in­
terés por la utilización de técnicas tradicionales de 
aprendizaje automático en distintos problemas de 
repositorios masivos y entornos de flujos (o strea­
ming ) de datos donde muchas veces no es posible su 
almacenamiento, pero se requiere tomar decisiones 
en tiempo real.
Contexto
Este proyecto es el comienzo de una nueva línea 
de investigación del Departamento de Ciencias 
Básicas (UNLu) que tiene como principal aspira­
ción profundizar los conocimientos sobre métodos 
actuales de aprendizaje de máquina como herra­
mienta para el descubrimiento de conocimiento en 
problemas de Big Data sobre streaming de datos 
de diversas naturaleza.
Introducción
En la actualidad existen muchas aplicaciones que 
hacen un uso intensivo de datos, haciendo que el 
volumen y la complejidad de estos crezcan rápi­
damente. Los motores de búsqueda, redes sociales, 
e-ciencia (por ejemplo: genómica, meteorología y 
salud) y financieras (por ejemplo: banca y mega- 
tiendas entre otros) son algunas de sus aplicacio­
nes [1, 13]. Esta problemática se conoce como el 
problema de Big Data [16].
Big Data se caracteriza principalmente por tres 
aspectos: (a) los datos son numerosos, (b) los datos 
no pueden ser categorizados en bases de datos re­
laciónales regulares, y (c) los datos son generados, 
capturados y procesados muy rápidamente [12]. Si 
bien el volumen es y será un desafío significativo del 
Big Data, se debe prestar mucha atención a todas 
las dimensiones del problema: Volumen, Variedad 
y Velocidad (conocidos como las 3Vs) [6].
El concepto de streaming en Big Data tiene algu­
nas características distintivas, en estos sistemas los 
datos se reciben como una secuencia continua, in­
finita, rápida, en ráfagas, impredecible y que varía 
en el tiempo [8]. El monitoreo (por ejemplo: tráfi­
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co de red, redes de sensores, cuidado de la salud, 
etc.), seguimientos de clics en la web, transaccio­
nes financieras, detección de fraudes e intrusiones 
son algunas aplicaciones de streaming de Big Data
[5].  Todos estos productores de datos que generan 
el streaming a menudo se encuentran distribuidos 
y con capacidades de procesamiento y memoria li­
mitados.
En tareas de extracción de conocimiento dos pa­
sos muy importantes son la selección de features (o 
atributos) y las tareas de mining de datos [14]. Los 
entornos de streaming de datos proponen nuevos 
retos con respecto a estas etapas. Una característi­
ca importante en selección de features es la ha­
bilidad para manejar grandes volúmenes de datos 
[18, 20]. Gran parte de las publicaciones existentes 
en la Web arriban como streaming (documentos, 
imágenes, contenidos multimedia, etc.), detectar un 
subconjunto de features útiles en estos flujos de da­
tos en una tarea compleja debido a limitaciones de 
memoria, tiempos de respuesta, etc. [11, 23, 22].
Además del problema de selección de features, 
hay cuestiones enmarcadas dentro de las tareas de 
stream mining para extracción de conocimiento. La 
problemática aquí radica en que los patrones de da­
tos evolucionan continuamente y se torna necesario 
diseñar algoritmos de minería para tener en cuenta 
los cambios en la estructura subyacente del strea­
ming de datos [3, 2, 21]. Incluso la distribución sub­
yacente puede cambiar en el tiempo, lo que genera 
que algunos modelos ya no sigan siendo válidos. 
Estos aspectos hacen que las soluciones de los pro­
blemas sean aún más difíciles desde un punto de 
vista algorítmico y computacional [7].
En este trabajo se proponen diversas líneas de in­
vestigación sobre los temas mencionados, con apli­
caciones en flujos de datos y problemas reales. Se 
abordan tanto problemas de mejoras de rendimien­
to ante distintos niveles de exigencia de precisión 
como también la escalabilidad de las diferentes apli­
caciones a datos reales.
Líneas de I+D
En este proyecto se inician lineas de I+D relacio­
nadas principalmente con el análisis y adaptación 
de algoritmos de aprendizaje automático en entor­
nos de Streaming de datos. Puntualmente se está 
trabajando con árboles de decisión adaptativos en 
aplicaciones de cache de consultas sobre motores de 
búsqueda. Por otro lado, se está trabajando en pro­
fundizar los conocimientos en selección de atributos 
sobre streaming de datos. Asimismo, se están anali­
zando diferentes opciones de topologías con Storm 
Apache1 para la resolución de problemas de ETL 
(Extract, Transform and Load). A su vez, en el últi­
mo tiempo se ha incorporado una nueva linea de in­
vestigación que refiere al estudio de algoritmos de 
clasificación multi-etiquetas, también en ambientes 
de streaming de datos. A continuación se hace una 
descripción somera de estas líneas de I+D.
http://storm.apache.org/
a. Arboles de decisión adaptativos
Los árboles de decisión corresponden al aprendi­
zaje supervisado y son ampliamente utilizados en 
problemas de clasificación. Estos algoritmos inten­
tan, a partir de las instancias vistas, generar hipó­
tesis con las cuales hacer predicciones de futuras 
instancias [15].
En aprendizaje sobre flujo de datos (strearn lear- 
ning), en general no es necesario computar es­
tadísticas sobre todo el pasado, siendo suficiente 
con hacerlo sobre el pasado reciente [9]. Una de 
las formas mas clásicas y simples de mantener los 
ejemplos correspondientes a ese pasado es almace­
nar solo una ventana de instancias.
Los árboles de decisión adaptativos, o Hoeffding 
Adaptive Tree (HAT) [3], son una variante de Hoeff­
ding Tree que utilizan ventanas deslizantes para 
mantener ajustado el árbol, sin embargo no requie­
re que el usuario le especifique el tamaño de venta­
na a utilizar. Esto se debe a que el tamaño de ven­
tana óptimo se calcula individualmente para cada 
nodo, utilizando detectores de cambios y estimado­
res llamados ADWIN [4].
2
Los resultados preliminares de aplicar HAT en el 
dominio de gestión de caché de consultas en mo­
tores de búsqueda han sido muy alentadores [19]. 
Como objetivo principal, se propuso evaluar la per­
formance de un árbol de decisión adaptativo (HAT) 
para aplicar al diseño de una política de admisión 
para un motor de búsqueda web que recibe (y pro­
cesa) consultas en modo streaming. Se ha trabajado 
modelando la admisión como un problema de cla- 
sicación binario, intentando capturar los cambios 
de concepto en el tiempo, manteniendo un mode­
lo siempre ajustado. Una vez ajustado el modelo, 
se integró el mecanismo de decisión como política 
de admisión y se evaluó la performance del caché 
de resultados, comparando el modelo resultante de 
utilizar árboles de decisión adapt ativos con algorit­
mos de clasificación tradicionales. Siendo, de acuer­
do a nuestro conocimiento, la primera vez que se 
propone un árbol de decisión adaptativo para la 
detección de términos de búsqueda frecuentes en 
motores de búsqueda, en los experimentos realiza­
dos, se ha observado un incremento del rendimiento 
del 18 % en comparación con la utilización de técni­
cas de clasificación tradicionales.
El siguiente paso es realizar experimentos en 
otros dominios como, por ejemplo, análisis de sen­
timientos en redes sociales. De esta manera espe­
ramos cuantificar la respuesta de éste método de 
extracción de conocimiento en contextos sometidos 
a constantes cambios de conceptos.
b. Selección de atributos
Enormes conjuntos de datos se generan continua­
mente a partir de fuentes tales como redes sociales, 
difusión de noticias, etc., y típicamente estos datos 
se encuentran en espacios de alta dimensión (como 
el espacio de vocabulario de un idioma). La selec­
ción de atributos, o Feature Selection (ES), para 
descubrimiento de conocimiento, ha representado 
un gran desafío durante los últimos años tanto en 
estadística como en problemas de aprendizaje au­
tomático [22]. En el contexto de streaming de datos 
de gran volumen, detectar un subconjunto de featu­
res que sean relevantes es un problema muy difícil 
de resolver por las siguientes razones:
1. El stream de datos puede ser infinito, por lo 
que cualquier algoritmo que trabaje off-line 
que intente almacenar toda la secuencia para 
el análisis se quedará sin memoria.
2. La importancia de los atributos cambia 
dinámicamente con el tiempo debido a la vola­
tilidad de un concepto, un atributo importante 
pueden volverse insignificantes y viceversa.
3. Para varias aplicaciones en línea, es importan­
te obtener el subconjunto de características en 
tiempo casi real.
Esta línea de investigación es complementaria de 
la anterior y se propone analizar la precisión en 
métodos supervisados para selección de features en 
fuentes de datos no estructuradas provenientes de 
redes sociales. Este abordaje va a permitir trabajar 
la dinámica de los cambios de conceptos en strea- 
ming de datos en tareas de clasificación.
c. Topologías Storm
En esta línea de investigación se propone traba­
jar con herramientas de Stream Processing Engi­
ne (SPE) para probar los diferentes algoritmos de 
aprendizaje automático (como HAT) y las diferen­
tes estrategias de selección de atributos. Un SPE 
es un framework que tiene por objetivo abordar 
el desafío de procesar grandes volúmenes de da­
tos, en tiempo real y sin requerir el uso de código 
específico. Sobre los SPE es posible implementar 
algoritmos de machine learning para extraer cono­
cimiento de los streaming de datos.
La idea de utilizar herramientas como Apache 
Storm2 es poder definir topologías de procesamien­
to de manera ágil para gestión de estadísticas ne­
cesarias para las etapas de selección de features y 
en tareas de aprendizaje supervisado y no supervi­
sado.
2http://storm.apache.org/
d. Clasificación multi-etiquetas
La clasificación multi-etiquetas es un nuevo pa­
radigma de aprendizaje supervisado que generaliza 
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las técnicas clásicas de clasificación para abordar 
problemas en donde cada instancia de una colección 
se encuentra asociada a múltiples etiquetas [10].
La mayor parte de los trabajos de investigación 
en este campo han sido realizados en contextos de 
aprendizaje por batch [8]; sin embargo, los ambien­
tes de flujo continuo de datos (o streaming) pre­
sentan nuevos desafíos debido a las limitaciones de 
tiempo de respuesta y almacenamiento que aca­
rrean. A esto se agrega la naturaleza evolutiva de 
este tipo de escenarios, que obligan a los algoritmos 
a adaptarse a cambios de concepto [17].
Una propuesta para esta linea de investigación 
sugiere aplicar algoritmos de clasificación multi- 
etiquetas a colecciones estructuradas y no estruc­
turadas, combinando estos algoritmos con técnicas 
de procesamiento de lenguaje natural sobre la co­
lección no estructurada. A su vez, por último, se 
proponen abordar estrategias de ensambles de al­
goritmos en búsqueda de una mejora en la calidad 
de la tarea de predicción de objetos no observados 
por el modelo.
Resultados y Objetivos
El objetivo principal de la propuesta es estudiar, 
desarrollar, aplicar, validar y transferir modelos, 
algoritmos y técnicas que permitan construir he­
rramientas y/o arquitecturas para abordar algunas 
de las problemáticas relacionadas con el tratamien­
to de información masiva utilizando algoritmos de 
aprendizaje automático de Big Data para dar res­
puestas en tiempo real. Se propone profundizar so­
bre el estado del arte y definir, analizar y evaluar 
nuevos enfoques sobre aprendizaje automático a 
partir de streaming de datos. En particular se es­
tudiarán las siguientes líneas principales:
1. Estrategias de gestión streaming de datos ma­
sivos para determinar las mejores herramien­
tas para extracción de features y resolución de 
los problemas clásicos de ETL en el contexto 
del real-time.
2. Evaluar la escalabilidad de los algoritmos tra­
dicionales del área de aprendizaje automático 
a problemas de respuestas en tiempo real so­
bre streaming de datos masivos en diferentes 
dominios.
3. Elaborar metodologías para el desarrollo de 
modelos en linea para toma de decisiones a 
partir de fuentes de información heterogénea.
Formación de Recursos Huma­
nos
Este proyecto brinda un marco para que algunos 
docentes auxiliares y estudiantes lleven a cabo ta­
reas de investigación y se desarrollen en el ámbito 
académico. Recientemente se ha finalizado un tra­
bajo final correspondiente a la Lie. en Sistemas de 
Información (UNLu), se están dirigiendo dos más 
y se espera dirigir al menos dos por año hasta la 
finalización del proyecto. Por otro lado, se está di­
rigiendo una beca de investigación EVC y se espera 
presentar dos candidatos más a becas de investiga­
ción.
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