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ERROR BOUNDS FOR THE ASYMPTOTIC EXPANSION
OF THE HURWITZ ZETA FUNCTION
GERGO˝ NEMES
Abstract. In this paper, we reconsider the large-a asymptotic expansion of the Hurwitz zeta
function ζ(s, a). New representations for the remainder term of the asymptotic expansion are
found and used to obtain sharp and realistic error bounds. Applications to the asymptotic
expansions of the polygamma functions, the gamma function, the Barnes G-function and the
s-derivative of the Hurwitz zeta function ζ(s, a) are provided. A detailed discussion on the
sharpness of our error bounds is also given.
1. Introduction and main results
In the present paper, we reconsider the large-a asymptotic expansion of the Hurwitz zeta
function which is defined for complex s and a by the series expansion
ζ(s, a) =
∞∑
n=0
1
(n+ a)
s ,
when ℜ(s) > 1 and a /∈ Z≤0. The Hurwitz zeta function has a meromorphic continuation in the
s-plane with a simple pole of residue 1 at s = 1. The Riemann zeta function is a special case
since ζ(s, 12 ) = (2
s − 1)ζ(s) and ζ(s, 1) = ζ(s). As a function of a, with s (6= 1) fixed, ζ(s, a)
is analytic in the domain |arg a| < pi and (in general) possesses branch-point singularities at
non-positive integer values of a.
It is well known that, as a → ∞ in the sector | arg a| ≤ pi − δ, with s (6= 1) and δ > 0 being
fixed, the Hurwitz zeta function has the asymptotic expansion
(1.1) ζ(s, a) ∼ 1
2
a−s +
a1−s
s− 1 + a
1−s
∞∑
n=1
B2n
(2n)!
(s)2n−1
a2n
,
where the B2n’s denote the even-order Bernoulli numbers and (w)p = Γ(w + p)/Γ(w) is the
so-called Pochhammer symbol (see, e.g., [14, p. 25] or [17, eq. 25.11.43]). In the special case
that a = N is a large positive integer, (1.1) can be regarded as an asymptotic expansion for the
tail of the Dirichlet series expansion of the Riemann zeta function ζ(s), because
(1.2) ζ(s,N) =
∞∑
n=0
1
(n+N)s
=
∞∑
n=N
1
ns
= ζ(s)−
N−1∑
n=1
1
ns
.
In this special case, formula (1.1) is most likely due to Euler (see, e.g., [7, Chapter 6]), who
used it to compute the numerical values of ζ(s) for s = 2, 3, . . . , 15, 16. Gram [8] combined (1.1)
and (1.2) to evaluate numerically the first several zeros of the Riemann zeta function ζ(s) in the
critical strip 0 < ℜ(s) < 1. A refinement of Gram’s analysis was provided by Backlund [2], who
also gave precise bounds for the remainder term of the asymptotic expansion (1.1) in the case
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that a is a positive integer. Recently, Johannson [10] gave a numerical treatment of ζ(s, a) based
on the asymptotic expansion (1.1).
The main aim of the present paper is to derive new representations and bounds for the
remainder of the asymptotic expansion (1.1). Thus, for | arg a| < pi, s 6= 1 and any positive
integer N , we define the Nth remainder term RN (s, a) of the asymptotic expansion (1.1) via the
equality
(1.3) ζ(s, a) =
1
2
a−s +
a1−s
s− 1 + a
1−s
(
N−1∑
n=1
B2n
(2n)!
(s)2n−1
a2n
+RN (s, a)
)
.
Throughout this paper, if not stated otherwise, empty sums are taken to be zero. The derivations
of the estimates for RN (s, a) are based on new representations of this remainder term. Before
stating the main results in detail, we introduce some notation. We denote
Πp(w) =
wp
2
(
e
pi
2 ipeiwΓ(1− p, we pi2 i) + e−pi2 ipe−iwΓ(1 − p, we−pi2 i)) ,
where Γ(1 − p, w) is the incomplete gamma function. The function Πp(w) was originally intro-
duced by Dingle [5, pp. 407] and, following his convention, we refer to it as a basic terminant
(but note that Dingle’s notation slightly differs from ours, e.g., Πp−1(w) is used for our Πp(w)).
The basic terminant is a multivalued function of its argument w and, when the argument is fixed,
is an entire function of its order p. We shall also use the concept of the polylogarithm function
Lip(w) which is defined by the power series expansion
Lip(w) =
∞∑
n=1
wn
np
for |w| < 1 and by analytic continuation elsewhere [17, §25.12]. The order p of this function can
take arbitrary complex values. Finally, we shall denote
χ (p) = pi
1
2
Γ
(
p
2 + 1
)
Γ
(
p
2 +
1
2
) ,
for any complex p with ℜ(p) > 0.
We are now in a position to formulate our main results. In Theorem 1.1, we give new repre-
sentations for the remainder term RN (s, a).
Theorem 1.1. Let N be a positive integer and let s be an arbitrary complex number such that
s 6= 1 and ℜ(s) > 1− 2N . Then
(1.4) RN (s, a) = (−1)N+1 2
Γ(s)
1
(2pia)
2N
∫ +∞
0
ts+2N−2
1 + (t/2pia)2
Li1−s(e
−t)dt
provided | arg a| < pi2 , and
(1.5) RN (s, a) = (−1)N+1 2 (s)2N−1
(2pia)
2N
∞∑
k=1
Πs+2N−1(2piak)
k2N
,
(1.6) RN (s, a) =
(s)2N
(2N)!
as−1
∫ +∞
0
B2N −B2N (t− ⌊t⌋)
(t+ a)
s+2N
dt
provided | arg a| < pi, where the B2N (t)’s denote the even-order Bernoulli polynomials.
Our derivation of (1.5) is based on the integral representation (1.4). Alternatively, formula
(1.5) can be deduced from the more general expansion (1.11) of Paris or from an analogous result
about the Lerch zeta function by Katsurada [11, Theorem 1].
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The subsequent theorem provides bounds for the remainder RN (s, a). The error bound (1.7)
may be further simplified by employing the various estimates for supr≥1 |Πp(2piar)| given in
Appendix A.
Theorem 1.2. Let N be a positive integer and let s be an arbitrary complex number such that
s 6= 1 and ℜ(s) > 1− 2N . Then
(1.7) |RN (s, a)| ≤ |B2N |
(2N)!
|(s)2N−1|
|a|2N
sup
r≥1
|Πs+2N−1(2piar)| ,
(1.8) |RN (s, a)| ≤ |B2N |
(2N)!
|(s)2N−1|
|a|2N
|s+ 2N − 1|
ℜ (s) + 2N − 1 sec
ℜ(s)+2N
(arg a
2
)
max(1, e−ℑ(s) arg a),
provided that | arg a| < pi, and
(1.9)
|RN (s, a)| ≤ |B2N |
(2N)!
|(s)2N−1|
|a|2N
(
1 +
|s+ 2N − 1|
ℜ(s) + 2N − 1χ(ℜ(s) + 2N − 1)max(1, e
−ℑ(s) arg a)
)
,
provided that | arg a| ≤ pi2 .
In the special case that a is a positive integer, the bound (1.8) is equivalent to that obtained
by Backlund.
For the case of positive a and real s, we shall show that the remainder term RN (s, a) does not
exceed the first neglected term in absolute value and has the same sign provided that s 6= 1 and
s > 1− 2N . More precisely, we will prove that the following theorem holds.
Theorem 1.3. Let N be a positive integer, a be a positive real number, and let s be an arbitrary
real number such that s 6= 1 and s > 1− 2N . Then
(1.10) RN (s, a) =
B2N
(2N)!
(s)2N−1
a2N
θN (s, a),
where 0 < θN (s, a) < 1 is a suitable number that depends on s, a and N .
We remark that the special case of this theorem when a is a positive integer is known and it
appears, for example, in [18, exer. 3.2, p. 292].
We would like to emphasize that the requirement ℜ(s) > 1− 2N in the above theorems is not
a serious restriction. Indeed, the index of the numerically least term of the asymptotic expansion
(1.1) is n ≈ pi|a|. Therefore, it is reasonable to choose the optimal N ≈ pi|a|, whereas the
condition s = o(|a|) has to be fulfilled in order to obtain proper approximations from (1.3).
Paris [19] studied in detail the Stokes phenomenon associated with the asymptotic expansion
of ζ(s, a) by establishing an exponentially improved extension of (1.1). In particular, he proved
that if {Nk}∞k=1 is an arbitrary sequence of positive integers and s is any complex number such
that s 6= 1 and ℜ(s) > 1 − 2Nk for each k ≥ 1, then the Hurwitz zeta function has the exact
expansion
ζ(s, a) =
1
2
a−s +
a1−s
s− 1 + a
1−s
(
∞∑
k=1
Nk−1∑
n=1
(−1)n+1 2 (s)2n−1
(2piak)2n
+
∞∑
k=1
(−1)Nk+1 2 (s)2Nk−1
(2piak)2Nk
Πs+2Nk−1(2piak)
)
,
(1.11)
as long as | arg a| < pi. Paris’ proof of (1.11) uses techniques based on Mellin–Barnes integrals.
We will give an alternative proof of his result in Section 2. Note that in his paper, Paris uses
a notation of the basic terminant which is different from ours. Applying Stirling’s formula and
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Proposition A.4, it can readily be shown that if the Nk’s are chosen so that Nk = pi|a|k +O(1),
as a → ∞, then the infinite series involving the basic terminants converges very rapidly in the
closed sector | arg a| ≤ pi2 , with its kth term behaving like (|a|k)ℜ(s)−1e−2pi|a|k.
The remaining part of the paper is structured as follows. In Section 2, we prove the repre-
sentations for the remainder term stated in Theorem 1.1 and the convergent expansion (1.11).
In Section 3, we prove the error bounds given in Theorems 1.2 and 1.3. Section 4 provides ap-
plications of our results to the asymptotic expansions of the polygamma functions, the gamma
function, the Barnes G-function and the s-derivative of the Hurwitz zeta function ζ(s, a). The
paper concludes with a discussion in Section 5.
2. Proof of the representations for the remainder term
In this section, we prove the representations for the remainder RN (s, a) stated in Theorem
1.1 and the convergent expansion (1.11).
We begin by deriving formula (1.4). It is known that the remainder term RN (s, a) may be
expressed in the form
(2.1) RN (s, a) =
as−1
Γ(s)
∫ +∞
0
(
1
eu − 1 −
1
u
+
1
2
−
N−1∑
n=1
B2n
(2n)!
u2n−1
)
us−1e−audu,
provided that | arg a| < pi2 , s 6= 1 and ℜ(s) > 1 − 2N (cf. [14, p. 24] or [17, eq. 25.11.28]).
Temme [21, eq. (3.26), p. 64] showed that
(2.2)
1
eu − 1 −
1
u
+
1
2
−
N−1∑
n=1
B2n
(2n)!
u2n−1 = (−1)N+1 2
∞∑
k=1
u2N−1
(u2 + 4pi2k2) (2pik)2N−2
for any u > 0 and positive integer N . Suppose for a moment that a is real and positive.
Substitution of the right-hand side of (2.2) into (2.1) yields
RN (s, a) = (−1)N+1 2a
s−1
Γ(s)
∫ +∞
0
∞∑
k=1
us+2N−2e−au
(u2 + 4pi2k2) (2pik)2N−2
du
= (−1)N+1 2a
s−1
Γ(s)
∞∑
k=1
∫ +∞
0
us+2N−2e−au
(u2 + 4pi2k2) (2pik)
2N−2
du
= (−1)N+1 2
Γ(s)
1
(2pia)
2N
∞∑
k=1
∫ +∞
0
ts+2N−2
1 + (t/2pia)2
e−kt
k1−s
dt(2.3)
= (−1)N+1 2
Γ(s)
1
(2pia)
2N
∫ +∞
0
ts+2N−2
1 + (t/2pia)2
∞∑
k=1
e−kt
k1−s
dt
= (−1)N+1 2
Γ(s)
1
(2pia)2N
∫ +∞
0
ts+2N−2
1 + (t/2pia)2
Li1−s(e
−t)dt.
In passing to the third equality, we have performed the change of integration variable from u to
t by t = au/k. The changes in the orders of summation and integration are permitted because
of absolute convergence. Now an analytic continuation argument shows that this result is valid
for any complex a satisfying | arg a| < pi2 , and the proof of the representation (1.4) is complete.
The representation (1.5) can be proved as follows. By making the change of variable from t
to v via v = kt in (2.3) and employing the integral representation (A.2) of the basic terminant,
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we find
RN (s, a) = (−1)N+1 2
Γ(s)
1
(2pia)2N
∞∑
k=1
1
k2N
∫ +∞
0
vs+2N−2e−v
1 + (v/2piak)2
dv(2.4)
= (−1)N+1 2 (s)2N−1
(2pia)
2N
∞∑
k=1
Πs+2N−1(2piak)
k2N
.(2.5)
Since Πp(w) = O(1) as w →∞ in the sector | argw| < pi, by analytic continuation, the represen-
tation (2.5) is valid in a wider range than (2.4) (or, equivalently, (1.4)), namely in | arg a| < pi.
Alternatively, (1.5) can be deduced from (1.11) by setting Nk = N for each k ≥ 1.
We now turn to the proof of formula (1.6). Our starting point is the integral representation
RN (s, a) = − (s)2N−1
(2N − 1)!a
s−1
∫ +∞
0
B2N−1(t− ⌊t⌋)
(t+ a)s+2N−1
dt,
which is valid when a > 0, s 6= 1 and ℜ(s) > 2− 2N (cf. [17, eq. 25.11.7]). Integrating once by
parts, we obtain
RN (s, a) =
B2N
(2N)!
(s)2N−1
a2N
− (s)2N
(2N)!
as−1
∫ +∞
0
B2N (t− ⌊t⌋)
(t+ a)
s+2N
dt(2.6)
=
(s)2N
(2N)!
as−1
∫ +∞
0
B2N −B2N (t− ⌊t⌋)
(t+ a)s+2N
dt.(2.7)
An analytic continuation argument then allows one to conclude that (2.7) is valid under the more
general conditions | arg a| < pi, s 6= 1 and ℜ(s) > 1−2N . This finishes the proof of formula (1.6).
We close this section by proving the convergent expansion (1.11). For this purpose, suppose
that | arg a| < pi2 , s 6= 1 and ℜ(s) > −1. Under these assumptions, formula (2.4) applies and
gives
(2.8) R1(s, a) =
2
Γ(s)
1
(2pia)2
∞∑
k=1
1
k2
∫ +∞
0
vse−v
1 + (v/2piak)2
dv.
Now let {Nk}∞k=1 be an arbitrary sequence of positive integers. We can expand the integrands
in (2.8) by applying the geometric series:
1
1 + (v/2piak)2
=
Nk−1∑
n=1
(−1)n+1
( v
2piak
)2n−2
+ (−1)Nk+1 1
1 + (v/2piak)2
( v
2piak
)2Nk−2
.
Substituting these expressions into (2.8) and using the the integral representation (A.2) of the
basic terminant, we deduce
(2.9) R1(s, a) =
∞∑
k=1
Nk−1∑
n=1
(−1)n+1 2 (s)2n−1
(2piak)2n
+
∞∑
k=1
(−1)Nk+1 2 (s)2Nk−1
(2piak)2Nk
Πs+2Nk−1(2piak).
By appealing to analytic continuation, this expansion is valid under the more general assumptions
| arg a| < pi, s 6= 1 and ℜ(s) > 1 − 2Nk for each k ≥ 1. By the definition (1.3) of the remainder
term R1(s, a), the expansion (2.9) is seen to be equivalent to (1.11).
3. Proof of the error bounds
In this section, we prove the bounds for the remainder term RN (s, a) given in Theorems 1.2
and 1.3.
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We begin with the proof of the bound (1.7). Suppose that N is a positive integer and s is an
arbitrary complex number such that s 6= 1 and ℜ(s) > 1− 2N . From (1.5) we infer that
|RN (s, a)| ≤ 2 |(s)2N−1|
(2pi |a|)2N
∞∑
k=1
|Πs+2N−1(2piak)|
k2N
≤ 2 |(s)2N−1|
(2pi |a|)2N
∞∑
k=1
1
k2N
sup
r≥1
|Πs+2N−1(2piar)| ,
which, after using the well-known identity
(3.1) B2N = (−1)N+1 2(2N)!
(2pi)2N
∞∑
k=1
1
k2N
,
simplifies to the required result (1.7).
We proceed by proving formula (1.10). Note that 0 < Πp(w) < 1 whenever w > 0 and p > 0
(see Proposition A.1). Therefore, employing the representation (1.5) and observing that the
terms of the infinite sum in (1.5) are all positive, we can assert that
RN (s, a) = (−1)N+12 (s)2N−1
(2pia)2N
∞∑
k=1
1
k2N
θN (s, a),
for some 0 < θN (s, a) < 1 depending on s, a and N . The identity (3.1) then shows that this
expression is equivalent to the required one in (1.10).
The bound (1.8) can be proved as follows. It is easy to see that, for any positive real t and
complex a with | arg a| < pi, the following two inequalities hold:
(3.2)
1∣∣ (t+ a)s+2N ∣∣ =
1
|t+ a|ℜ(s)+2N
eℑ(s) arg(t+a) ≤ 1
|t+ a|ℜ(s)+2N
max(1, eℑ(s) arg a)
and
(3.3)
|t+ a|2 = t2 + |a|2 + 2t |a| cos(arg a) = (t+ |a|)2 + 4t |a| sin2
(arg a
2
)
≥ (t+ |a|)2 cos2
(arg a
2
)
.
Also, by the Fourier series of the Bernoulli polynomials [17, eq. 24.8.1], we have
(3.4) (−1)N+1 (B2N −B2N (t− ⌊t⌋)) = 2(2N)!
(2pi)2N
∞∑
k=1
1− cos(2pikt)
k2N
≥ 0
for any t > 0. Consequently, if N ≥ 1 is fixed, the function B2N −B2N (t− ⌊t⌋) does not change
sign. From (1.6), using (3.2)–(3.4), we can conclude that
|RN (s, a)| ≤ |(s)2N |
(2N)!
∣∣as−1∣∣ ∫ +∞
0
|B2N −B2N (t− ⌊t⌋)|
|(t+ a)s+2N | dt
≤ |(s)2N |
(2N)!
∣∣as−1∣∣
∣∣∣∣∣
∫ +∞
0
B2N −B2N (t− ⌊t⌋)
|t+ a|ℜ(s)+2N
dt
∣∣∣∣∣max(1, eℑ(s) arg a)
≤ |(s)2N |
(2N)!
∣∣as−1∣∣ ∣∣∣∣
∫ +∞
0
B2N −B2N (t− ⌊t⌋)
(t+ |a|)ℜ(s)+2N dt
∣∣∣∣ secℜ(s)+2N (arg a2
)
max(1, eℑ(s) arg a)
=
|(s)2N |
(ℜ(s))2N
∣∣as−1∣∣
|a|ℜ(s)−1
|RN (ℜ(s), |a|)| secℜ(s)+2N
(arg a
2
)
max(1, eℑ(s) arg a)
=
|(s)2N |
(ℜ(s))2N e
−ℑ(s) arg a |RN (ℜ(s), |a|)| secℜ(s)+2N
(arg a
2
)
max(1, eℑ(s) arg a)
=
|(s)2N |
(ℜ(s))2N |RN (ℜ(s), |a|)| sec
ℜ(s)+2N
(arg a
2
)
max(1, e−ℑ(s) arg a).(3.5)
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By Theorem 1.3, the factor |RN (ℜ(s), |a|)| may be bounded as follows:
|RN (ℜ(s), |a|)| ≤ |B2N |
(2N)!
(ℜ(s))2N−1
|a|2N
=
|B2N |
(2N)!
|(s)2N−1|
|a|2N
(ℜ(s))2N
|(s)2N |
|s+ 2N − 1|
ℜ(s) + 2N − 1 .
Substituting this inequality into (3.5) yields the prescribed estimate (1.8).
We close this section by proving the estimate (1.9). It follows from the first equality in (3.3)
that for any positive real t and complex a with | arg a| ≤ pi2 , the inequality |t+ a|2 ≥ t2 + |a|2
holds true. We also have |B2N (t− ⌊t⌋)| ≤ |B2N | for any t > 0 [17, eq. 24.9.1]. Applying these
inequalities and (3.2) in (2.6), we deduce that
|RN (s, a)| ≤ |B2N |
(2N)!
|(s)2N−1|
|a|2N
+
|B2N |
(2N)!
|(s)2N |
∣∣as−1∣∣ ∫ +∞
0
dt
|t+ a|ℜ(s)+2N
max(1, eℑ(s) arg a)
≤ |B2N |
(2N)!
|(s)2N−1|
|a|2N
+
|B2N |
(2N)!
|(s)2N |
∣∣as−1∣∣ ∫ +∞
0
dt
(t2 + |a|2)ℜ(s)+2N2
max(1, eℑ(s) arg a)
=
|B2N |
(2N)!
|(s)2N−1|
|a|2N
+
|B2N |
(2N)!
|(s)2N |
|a|2N
|as|
|a|ℜ(s)
1
2
∫ +∞
0
u−
1
2
(u+ 1)
ℜ(s)+2N
2
dumax(1, eℑ(s) arg a)
=
|B2N |
(2N)!
|(s)2N−1|
|a|2N
+
|B2N |
(2N)!
|(s)2N |
|a|2N
e−ℑ(s) arg a
pi
1
2
2
Γ
(ℜ(s)+2N−1
2
)
Γ
(ℜ(s)+2N
2
) max(1, eℑ(s) arg a)
=
|B2N |
(2N)!
|(s)2N−1|
|a|2N
+
|B2N |
(2N)!
|(s)2N−1|
|a|2N
|s+ 2N − 1|
ℜ(s) + 2N − 1χ(ℜ(s) + 2N − 1)max(1, e
−ℑ(s) arg a),
which is equivalent to (1.9). In arriving at the final result, we have made the change of integration
variable from t to u by u = t2/ |a|2 and used the known integral representation of the beta function
[17, eq. 5.12.3] and the definition of χ(p).
4. Application to related functions
In this section, we show how the remainder terms of the known asymptotic expansions of the
polygamma functions, the gamma function, the Barnes G-function and the s-derivative of the
Hurwitz zeta function ζ(s, a) may be expressed in terms of the remainder RN (s, a). Thus, the
theorems in Section 1 can be applied to obtain representations and bounds for the error terms of
these asymptotic expansions. Some of the resulting representations and bounds are well-known
in the literature but many of them, we believe, are new.
The asymptotic expansion of the digamma function ψ(z) = d
dz
log Γ(z) may be written
(4.1) ψ(z) = log z − 1
2z
−
N−1∑
n=1
B2n
2n
1
z2n
+R
(ψ)
N (z),
where N is any positive integer and R
(ψ)
N (z) = ON (|z|−2N ) as z →∞ in the sector | arg z| ≤ pi−δ,
with δ > 0 being fixed (cf. [14, p. 18] or [17, eq. 5.11.2]). (Throughout this section, we use
subscripts in the O notations to indicate the dependence of the implied constant on certain
parameters.) Employing the known limit [23, p. 271]
ψ(z) = lim
s→1+0
(
1
s− 1 − ζ(s, z)
)
for the right-hand side of (1.3) and comparing the result with (4.1), we obtain the following
relation:
(4.2) R
(ψ)
N (z) = −RN(1, z).
8 G. NEMES
A combination of (4.2) and (1.8), for example, reproduces the known bound for R
(ψ)
N (z) (cf. [17,
§5.11(ii)] or [18, exer. 4.2, p. 295]).
The polygamma function ψ(k)(z) = d
k
dzk
ψ(z), with k being any fixed positive integer, has the
asymptotic expansion
(−1)k+1 ψ(k)(z) = Γ(k + 1)
2
1
zk+1
+
N−1∑
n=0
B2n
(2n)!
Γ(k + 2n)
zk+2n
+R
(ψ(k))
N (z),
for any N ≥ 1, where R(ψ(k))N (z) = ON,k(|z|−k−2N ) as z →∞ in the sector | arg z| ≤ pi − δ, with
any fixed δ > 0 (see, for instance, [14, p. 18]). The functional relation [17, eq. 25.11.12]
(−1)k+1ψ(k)(z) = k!ζ(k + 1, z)
implies that
R
(ψ(k))
N (z) = k!z
−kRN (k + 1, z).
The standard asymptotic expansion of the logarithm of the gamma function takes the form
(4.3) log Γ(z) =
(
z − 1
2
)
log z − z + 1
2
log(2pi) +
N−1∑
n=1
B2n
2n(2n− 1)
1
z2n−1
+R
(Γ)
N (z),
where N is any positive integer and R
(Γ)
N (z) = ON (|z|−2N+1) as z → ∞ in the sector | arg z| ≤
pi− δ, with δ > 0 being fixed (see, e.g., [14, p. 12] or [17, eq. 5.11.1]). The asymptotic expansion
(4.3) is usually attributed to Stirling however, it was first discovered by De Moivre (for a detailed
historical account, see [1, pp. 482–483]). If we substitute (1.3) into the right-hand side of the
equality [17, eq. 25.11.18]
log Γ(z) =
1
2
log(2pi) +
∂ζ(s, z)
∂s
∣∣∣∣
s=0
and compare the result with (4.3), we find that
(4.4) R
(Γ)
N (z) = lims→0
(zRN (s, z)/s).
A combination of (4.4) and (1.8), for example, reproduces Stieltjes’ error bound for the asymp-
totic expansion of log Γ(z) (cf. [17, §5.11(ii)] or [18, eq. (4.06), p. 294]). Other known estimates
for R
(Γ)
N (z) including those of Lindelo¨f [12], F. W. Scha¨fke and A. Sattler [20], and Guari˘ı [9] can
all be deduced as direct consequences of (4.4), (1.7) and the bounds given in Appendix A.
The G-function, introduced and studied originally by Barnes [3], has the asymptotic expan-
sions
logG(z + 1) =
1
4
z2 + z log Γ(z + 1)−
(
1
2
z2 +
1
2
z +
1
12
)
log z − logA
+
N−1∑
n=1
B2n+2
2n(2n+ 1)(2n+ 2)
1
z2n
+R
(G1)
N (z)
(4.5)
and
(4.6)
logG(z+1) = −3
4
z2+
z
2
log(2pi)+
(
1
2
z2 − 1
12
)
log z+
1
12
−logA+
N−1∑
n=1
B2n+2
2n(2n+ 2)
1
z2n
+R
(G2)
N (z),
for any N ≥ 1, where R(G1)N (z) and R(G2)N (z) are both ON (|z|−2N) as z → ∞ in the sector
| arg z| ≤ pi − δ, with any fixed δ > 0. The asymptotic expansion (4.5) was established by
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Ferreira and Lo´pez [13], whereas (4.6) is due to Barnes [4]. The Barnes G-function is related to
the Hurwitz zeta function through the functional equation [15, eq. (2.2)]
(4.7) logG(z + 1) = z log Γ(z + 1)− z log z + 1
12
− logA− ∂ζ(s, z)
∂s
∣∣∣∣
s=−1
,
which, after using (1.3), gives
(4.8) R
(G1)
N (z) = lim
s→−1
(z2RN+1(s, z)/s(s+ 1)).
An application of the identity log Γ(z + 1) = log Γ(z) + log z and the expansion (4.3) for the
right-hand side of (4.5) shows that
R
(G2)
N (z) = R
(G1)
N (z) + zR
(Γ)
N+1(z).
Explicit expressions and bounds for the remainder term R
(G1)
N (z) were given recently by the
present author [15]. The results of the paper [15] are special cases or consequences of the relation
(4.8) and Theorems 1.1–1.3.
Elizalde [6] studied the large-a asymptotic behaviour of the s-derivative of the Hurwitz zeta
function ζ(s, a) evaluated at negative integer values of s. In particular, he showed that
∂ζ(s, a)
∂s
∣∣∣∣
s=−1
= −1
4
a2+
(
1
2
a2 − 1
2
a+
1
12
)
log a+
1
12
−
N−1∑
n=1
B2n+2
2n(2n+ 1)(2n+ 2)
1
a2n
+R
(∂ζ)
N (−1, a)
and
∂ζ(s, a)
∂s
∣∣∣∣
s=−2
= −1
9
a3 +
1
12
a+
(
1
3
a3 − 1
2
a2 +
1
6
a
)
log a
+
N−1∑
n=1
2B2n+2
(2n− 1)2n(2n+ 1)(2n+ 2)
1
a2n−1
+R
(∂ζ)
N (−2, a),
(4.9)
where N is any positive integer and R
(∂ζ)
N (−1, a) = ON (|a|−2N ), R(∂ζ)N (−2, a) = ON (|a|−2N+1)
as a → ∞ in the sector | arg a| ≤ pi2 − δ, with δ > 0 being fixed. From (4.7) and (4.8) we infer
that
R
(∂ζ)
N (−1, a) = −R(G1)N (a) = − lims→−1(a
2RN+1(s, a)/s(s+ 1)).
Differentiating the right-hand side of (1.3) with respect to s and comparing the result with (4.9),
we obtain
R
(∂ζ)
N (−2, a) = lim
s→−2
(2a3RN+1(s, a)/s(s+ 1)(s+ 2)),
provided N ≥ 2. An immediate consequence of these relations is that Elizalde’s expansions are
actually valid in the wider sector | arg a| ≤ pi − δ, with any fixed δ > 0.
5. Discussion
In this paper, we have derived new representations and estimates for the remainder term of
the asymptotic expansion of the Hurwitz zeta function. In this section, we shall discuss the
sharpness of our error bounds.
First, we consider the bound (1.7) with s being real. In particular, the asymptotic expansions
discussed in Section 4 belong to this case. Let N be any non-negative integer, s a real number
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and a a complex number. Suppose that s 6= 1, s > 1 − 2N and | arg a| < pi. Under these
assumptions, it follows from Theorem 1.2 and Propositions A.1, A.4 and A.5 that
(5.1)
|RN (s, a)| ≤ |B2N |
(2N)!
|(s)2N−1|
|a|2N
×


1 if |arg a| ≤ pi4 ,
min
(
|csc(2 arg a)| , 1 + 1
2
χ(s+ 2N − 1)
)
if pi4 < |arg a| ≤ pi2 ,√
2pi(s+ 2N − 1)
2 |sin(arg a)|s+2N−1
+ 1 +
1
2
χ(s+ 2N − 1) if pi2 < |arg a| < pi.
By the definition of an asymptotic expansion, lima→∞ |a|2N |RN (s, a)| = |B2N |(2N)! |(s)2N−1| for
any fixed N ≥ 0. Therefore, when | arg a| ≤ pi4 , the estimate (5.1) and hence our error bound
(1.7) cannot be improved in general.
Consider now the case when pi4 < |arg a| ≤ pi2 . The bound (5.1) is reasonably sharp as long as
|csc(2 arg a)| is not very large, i.e., when | arg a| is bounded away from pi2 . As | arg a| approaches pi2 ,
the factor |csc(2 arg a)| grows indefinitely and therefore it has to be replaced by 1+ 12χ(s+2N−1).
By Stirling’s formula,
(5.2) χ(s+ 2N − 1) ∼
(
pi(s+ 2N − 1)
2
) 1
2
as N → +∞, and therefore the appearance of this factor in the bound (5.1) may give the
impression that this estimate is unrealistic for large N . However, this is not the case, as the
following argument shows. We assume that s is fixed, |s+2N−1−|2pia|| is bounded, | arg a| = pi2
and N is large. The saddle point method applied to (A.11) shows that when | argw| = pi2 and
|p− |w|| is bounded, the asymptotics
(5.3) |Πp(w)| ∼ 1
2
(pip
2
) 1
2
, |Πp(kw)| = o(|Πp(w)|) k ∈ Z>1
hold as p→ +∞. Combining the estimates (5.2)–(5.3) with the representation (1.5) yields
|RN (s, a)| ∼ 2 |(s)2N−1||2pia|2N
|Πs+2N−1(2pia)| ∼ |B2N |
(2N)!
|(s)2N−1|
|a|2N
|Πs+2N−1(2pia)|
∼ |B2N |
(2N)!
|(s)2N−1|
|a|2N
1
2
(
pi(s+ 2N − 1)
2
) 1
2
∼ |B2N |
(2N)!
|(s)2N−1|
|a|2N
(
1 +
1
2
χ(s+ 2N − 1)
)
.
Consequently, when | arg a| is equal or smaller but close to pi2 , the estimate (5.1) and thus the
error bound (1.7) cannot be improved in general.
Finally, assume that pi2 < | arg a| < pi. Elementary analysis shows that the factor√
2pi(s+ 2N − 1)
2 |sin(arg a)|s+2N−1
+ 1 +
1
2
χ(s+ 2N − 1),
as a function of N , remains bounded, provided that | arg a| − pi2 = O(N−
1
2 ). This gives a
reasonable estimate for the remainder term RN (s, a). Otherwise, | sin(arg a)|s+2N−1 can take
very small values when N is large, making the bound (5.1) completely unrealistic in most of the
sectors pi2 < | arg a| < pi. This deficiency of the bound (5.1) (and (1.7)) is necessary and is due to
the omission of certain exponentially small terms arising from the Stokes phenomenon related to
the asymptotic expansion (1.1) of the Hurwitz zeta function (for a detailed discussion, see [19]).
Thus, the use of the asymptotic expansion (1.1) should be confined to the sector | arg a| ≤ pi2 .
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For other ranges of arg a, one should use the analytic continuation formulae
(5.4) RN (s, a) = RN (s, ae
±pii) + e±
pi
2 is
(2pi)s
Γ(s)
as−1 Li1−s(e
∓2piia),
which can be derived from the representation (1.4) using the residue theorem.
Let us now turn our attention to the case when s is allowed to be complex in (1.7). Let N
be a positive integer and let s and a be complex numbers such that s 6= 1, ℜ(s) > 1 − 2N and
| arg a| < pi2 . Under these assumptions, it follows from Theorem 1.2 and Propositions A.1 that
(5.5) |RN (s, a)| ≤ |B2N |
(2N)!
|(s)2N−1|
|a|2N
Γ(ℜ(s) + 2N − 1)
|Γ(s+ 2N − 1)| ×
{
1 if |arg a| ≤ pi4 ,
|csc(2 arg a)| if pi4 < |arg a| < pi2 .
Now, we make the assumptions that ℜ(s)+2N−1→ +∞ and ℑ(s) = o(N 12 ) as N → +∞. With
these provisos, it can easily be shown, using for example Stirling’s formula, that the quotient
of gamma functions in (5.5) is asymptotically 1 for large N . Consequently, if N is large, the
estimates (5.5) and (1.7) are reasonably sharp in most of the sector | arg a| < pi2 . If the assumption
ℑ(s) = o(N 12 ) is replaced by the weaker condition ℑ(s) = O(N 12 ), the quotient in (5.5) is
still bounded and hence, the estimates (5.5) and (1.7) are still relatively sharp. Otherwise, if
ℜ(s)+2N−1 is small and ℑ(s) is much larger than N 12 , this quotient may grow exponentially fast
in |ℑ(s)|, which can make the bound (5.5) completely unrealistic. Therefore, if the asymptotic
expansion (1.1) is truncated just before its numerically least term, i.e., when N ≈ pi|a|, the
estimate (5.5) is reasonable in most of the sector | arg a| < pi2 as long as s = O(|a|
1
2 ). Although
(1.1) is valid in the sense of generalised asymptotic expansions [17, §2.1(v)] provided s = o(|a|),
the stronger assumption s = O(|a| 12 ) guarantees the rapid decay of the first several terms of (1.1)
for large a.
When | arg a| is equal or smaller but close to pi2 , the estimate (5.5) may be replaced by
|RN (s, a)| ≤ |B2N |
(2N)!
|(s)2N−1|
|a|2N
×
(
1
2
+
|s+ 2N − 1|
2(ℜ(s) + 2N − 1)χ(ℜ(s) + 2N − 1)max(1, e
−ℑ(s) arg a) +
Γ(ℜ(s) + 2N − 1)
2 |Γ(s+ 2N − 1)|
)
,
(5.6)
which can be derived from Theorem 1.2 and Proposition A.4. If s satisfies the requirements
posed in the previous paragraph and ℑ(s) arg a is non-negative, the factor in the second line of
(5.6) is O(N 12 ) for large N . By an argument similar to that used in the case of real s, it follows
that (5.6) is a realistic bound. Otherwise, if ℜ(s) + 2N − 1 is small and ℑ(s) is much larger
than N
1
2 or ℑ(s) arg a is negative and large, the right-hand side of the inequality (5.6) may be
a serious overestimate of the actual error.
Similarly to the case of real s, for values of a outside the closed sector | arg a| ≤ pi2 , one should
make use of the continuation formulae (5.4).
We continue by discussing the bound (1.9). Let N be a positive integer, s a real number and a
a complex number. Suppose that s 6= 1, s > 1− 2N and | arg a| ≤ pi2 . Under these requirements,
the bound (1.9) takes the form
|RN (s, a)| ≤ |B2N |
(2N)!
|(s)2N−1|
|a|2N
(1 + χ(s+ 2N − 1)).
It is easy to see that the right-hand side is always larger than the right-hand side of the inequality
(5.1). Hence, the estimate (5.1) (and thus the error bound (1.7)) is superior over (1.9). However,
for complex values of s with ℑ(s) 6= 0, the bound (1.9) can be sharper than (5.5) and (5.6) since
it does not involve the gamma function ratio which grows exponentially fast in |ℑ(s)|.
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We conclude this section with a brief discussion of the error bound (1.8). With the same
assumptions as those for the estimate (5.1), the bound (1.8) simplifies to
|RN (s, a)| ≤ |B2N |
(2N)!
|(s)2N−1|
|a|2N
secs+2N
(arg a
2
)
.
It is seen that, in general, this bound is weaker than that given in (5.1) and hence it is mainly of
theoretical interest. In the case that s is complex, the estimate (1.8) is reasonably sharp as long
as ℑ(s) arg a is non-negative and | arg a| is small.
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Appendix A. Bounds for the basic terminant
In this appendix, we prove some estimates for the absolute value of the basic terminant Πp(w)
with ℜ(p) > 0. These estimates depend only on p and the argument of w and therefore also
provide bounds for the quantity supr≥1 |Πs+2N−1(2piar)| which appears in Theorem 1.2.
Proposition A.1. For any complex p with ℜ(p) > 0 it holds that
(A.1) |Πp(w)| ≤ Γ(ℜ(p))|Γ(p)| ×
{
1 if |argw| ≤ pi4 ,
|csc(2 argw)| if pi4 < |argw| < pi2 .
Moreover, when w and p are positive, we have 0 < Πp(w) < 1.
We remark that it was shown by the author [16] that |Πp(w)| ≤
√
e
4
(
p+ 32
)
provided that
pi
4 < |argw| ≤ pi2 and p is real and positive, which improves on the bound (A.1) near | argw| = pi2 .
Proof. Our starting point is the integral representation [16]
(A.2) Πp(w) =
1
Γ(p)
∫ +∞
0
tp−1e−t
1 + (t/w)2
dt,
which is valid when |argw| < pi2 and ℜ(p) > 0. For t ≥ 0, we have∣∣∣∣1 +
(
t
w
)2∣∣∣∣ ≥
{
1 if 0 ≤ | argw| ≤ pi4 ,
| sin (2 argw) | if pi4 < | argw| < pi2 ,
and therefore
|Πp(w)| ≤ 1|Γ(p)|
∫ +∞
0
tℜ(p)−1e−t
|1 + (t/w)2|dt ≤
Γ(ℜ(p))
|Γ(p)| ×
{
1 if |argw| ≤ pi4 ,
|csc(2 argw)| if pi4 < |argw| < pi2 .
In the case of positive w and p, notice that 0 < 1/(1 + (t/w)
2
) < 1 for any t > 0. Therefore, the
integral representation (A.2) combined with the mean value theorem of integration imply that
0 < Πp (w) < 1. 
Proposition A.2. For any complex p with ℜ(p) > 0, we have
(A.3) |Πp(w)| ≤ 1
2
secℜ(p)(argw)max(1, eℑ(p)(∓
pi
2−argw)) +
1
2
max(1, eℑ(p)(±
pi
2−argw))
and
(A.4) |Πp(w)| ≤ 1
2
secℜ(p)(argw)max(1, eℑ(p)(∓
pi
2−argw)) +
Γ(ℜ(p))
2 |Γ(p)| ,
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for 0 ≤ ± argw < pi2 .
Proof. It is enough to prove (A.3) when 0 ≤ argw < pi2 , because this inequality for the case
−pi2 < argw ≤ 0 can be derived by taking complex conjugates. To do so, we consider the integral
representation
(A.5) Πp(w) =
1
2
∫ +∞
0
e−t
(1− it/w)p dt+
1
2
∫ +∞
0
e−t
(1 + it/w)p
dt,
which is valid when | argw| < pi2 and ℜ(p) > 0. This integral representation follows from the
definition of the basic terminant Πp(w) and a well-known representation of the incomplete gamma
function [17, eq. 8.6.5]. To estimate the right-hand side of (A.5), we note that for any positive
real t and complex w with 0 ≤ argw < pi2 , the following inequalities hold:
1
|(1 ± it/w)p| =
1
|1± it/w|ℜ(p)
eℑ(p)(arg(t∓iw)±
pi
2−argw) ≤ 1
|1± it/w|ℜ(p)
max(1, eℑ(p)(±
pi
2−argw))
and
|1− it/w| ≥ cos(argw), |1 + it/w| ≥ 1.
Consequently, we obtain
|Πp(w)| ≤ 1
2
∫ +∞
0
e−t
|1− it/w|ℜ(p)
dtmax(1, eℑ(p)(−
pi
2−argw))
+
1
2
∫ +∞
0
e−t
|1 + it/w|ℜ(p)
dtmax(1, eℑ(p)(
pi
2−argw))
≤ 1
2
secℜ(p)(argw)max(1, eℑ(p)(−
pi
2−argw)) +
1
2
max(1, eℑ(p)(
pi
2−argw)).
The estimate (A.4) can be proved in an analogous way, starting from the representation
(A.6) Πp(w) =
1
2
∫ +∞
0
e−t
(1− it/w)p dt+
1
2Γ(p)
∫ +∞
0
tp−1e−t
1 + it/w
dt,
which is valid when | argw| < pi2 and ℜ(p) > 0. This integral representation may be deduced from
the definition of the basic terminant Πp(w) and two different representations of the incomplete
gamma function [17, eqs. 8.6.4 and 8.6.5]. 
The following estimate was proved by the author in [16] and is valid for positive real values
of the order p.
Proposition A.3. For any p > 0 and w with pi4 < |argw| < pi, we have
(A.7) |Πp (w)| ≤ |csc (2 (argw − ϕ))|
cosp ϕ
,
where ϕ is the unique solution of the implicit equation
(p+ 2) cos (2 argw − 3ϕ) = (p− 2) cos (2 argw − ϕ)
that satisfies 0 < ϕ < −pi4 + argw if pi4 < argw < pi2 , −pi2 + argw < ϕ < −pi4 + argw if
pi
2 ≤ argw < 3pi4 , −pi2+argw < ϕ < pi2 if 3pi4 ≤ argw < pi, pi4+argw < ϕ < 0 if −pi2 < argw < −pi4 ,
pi
4 +argw < ϕ <
pi
2 +argw if − 3pi4 < argw ≤ −pi2 and −pi2 < ϕ < pi2 +argw if −pi < argw ≤ − 3pi4 .
We remark that the value of ϕ in this proposition is chosen so as to minimize the right-hand
side of the inequality (A.7).
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Proposition A.4. For any complex p with ℜ(p) > 0, we have
|Πp(w)| ≤ 1
2
+
|p|
2ℜ(p)2F1
(
1
2
,
ℜ(p)
2
;
ℜ(p)
2
+ 1; sin2(argw)
)
max(1, e−ℑ(p) argw)
+
1
2
max(1, eℑ(p)(±
pi
2−argw))
≤ 1
2
+
|p|
2ℜ(p)χ(ℜ(p))max(1, e
−ℑ(p) argw) +
1
2
max(1, eℑ(p)(±
pi
2−argw))
(A.8)
and
|Πp(w)| ≤ 1
2
+
|p|
2ℜ(p)2F1
(
1
2
,
ℜ(p)
2
;
ℜ(p)
2
+ 1; sin2(argw)
)
max(1, e−ℑ(p) argw)
+
Γ(ℜ(p))
2 |Γ(p)|
≤ 1
2
+
|p|
2ℜ(p)χ(ℜ(p))max(1, e
−ℑ(p) argw) +
Γ(ℜ(p))
2 |Γ(p)| ,
(A.9)
for pi4 < ± argw ≤ pi2 .
Proof. It is sufficient to prove (A.8) for pi4 < argw ≤ pi2 , as the estimates for −pi2 ≤ argw < −pi4
can be derived by taking complex conjugates. Integrating once by parts in (A.5), we obtain
(A.10) Πp(w) =
1
2
− p
2iw
∫ +∞
0
e−t
(1 − it/w)p+1 dt+
1
2
∫ +∞
0
e−t
(1 + it/w)p
dt.
Assuming that pi4 < argw ≤ pi2 , we can deform the contour of integration in (A.10) by rotating it
through a right angle. And therefore, by Cauchy’s theorem and analytic continuation, we have
(A.11) Πp(w) =
1
2
− p
2w
∫ +∞
0
e−it
(1 + t/w)p+1
dt+
1
2
∫ +∞
0
e−t
(1 + it/w)p
dt
when pi4 < argw ≤ pi2 . Hence, we may assert that
|Πp(w)| ≤ 1
2
+
|p|
2 |w|
∫ +∞
0
dt
|(1 + t/w)p+1| +
1
2
∫ +∞
0
e−t
|(1 + it/w)p|dt
≤ 1
2
+
|p|
2 |w|
∫ +∞
0
dt
|1 + t/w|ℜ(p)+1
max(1, e−ℑ(p) argw)
+
1
2
∫ +∞
0
e−t
|1 + it/w|ℜ(p)
dtmax(1, eℑ(p)(
pi
2−argw))
≤ 1
2
+
|p|
2 |w|
∫ +∞
0
dt
(1 + 2t/ |w| cos(argw) + t2/ |w|2)ℜ(p)+12
max(1, e−ℑ(p) argw)
+
1
2
max(1, eℑ(p)(
pi
2−argw))
=
1
2
+
|p|
2
∫ +∞
0
du
(1 + 2u cos(argw) + u2)
ℜ(p)+1
2
max(1, e−ℑ(p) argw)
+
1
2
max(1, eℑ(p)(
pi
2−argw)).
In the last step, we have performed the change of integration variable from t to u by u = t/|w|.
The u-integral can be evaluated in terms of the hypergeometric function (see [16]) giving the
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first estimate in (A.8). To obtain the second inequality in (A.8), note that
2F1
(
1
2
,
ℜ(p)
2
;
ℜ(p)
2
+ 1; sin2(argw)
)
≤ 2F1
(
1
2
,
ℜ(p)
2
;
ℜ(p)
2
+ 1; 1
)
=
Γ
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The bounds (A.9) can be proved in a similar way, starting from the representation (A.6). 
Proposition A.5. For any complex p with ℜ(p) > 0, we have
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(A.12)
for pi2 < ± argw < pi.
The dependence on |w| in these estimates may be eliminated by employing the bounds for
|Πp(we∓pii)| that were derived previously.
Proof. The proof is based on the functional relation [16]
(A.13) Πp(w) = ±piie
∓pi2 ip
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∓pii).
We take the upper or lower sign in (A.13) according as pi2 < argw < pi or −pi < argw < −pi2 .
Now, from (A.13) we can infer that
|Πp(w)| ≤ pieℑ(p)(±pi2−argw) 1|Γ(p)| |w|
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Notice that the quantity rqe−rα, as a function of r > 0, takes its maximum value at r = q/α
when α > 0 and q > 0. We therefore find that
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The second inequality can be obtained from the well-known fact that
√
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2 e−q ≤ Γ(q) for
any q > 0 (see, for instance, [17, eq. 5.6.1]). We derive the second bound in (A.12) from the
result that (q
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for any q > 0 (see, e.g., [17, eq. 5.6.4]) and the definition of χ (q). 
Finally, we mention the following two-sided inequality proved by Watson [22] for positive real
values of p: √
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.
The upper inequality can be used to simplify the error bounds involving χ(p).
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