Three Decades of Industrialization Moshe Syrquin and Hollis Chenery
Economists have long searched for patterns that relate successful development to structure and policy. This article reviews the experience of growth and industrialization in the postwar period in more than 100 economies, drawing on time-series data over a three-decade period. Economies are classified according to their population size, the share of primary or manufactured goods in their exports, and the weight of exports in gross domestic product (GDP) . We examine the composition of demand, trade, output, manufacturing type, and factor use overall and between sectors as they relate to income growth. Higher income growth and more marked transformation are found among the groups with large populations, a predominance of manufactures in exports, and a larger role of exports. We also find that the patterns suggested by cross-country analysis are robust when tested using the time series data now available. Although development experiences may vary over time and across countries, there is sufficient uniformity within them for the main features of structural transformation to emerge as clear and consistent patterns of modern economic growth.
Since its origins in the 1950s, the study of development economics has been concerned with similarities in the way countries grow. Uniform features of the development process, commonly known as "stylized facts of development," have been identified, but significant questions about the common processes remain and are addressed here. We draw on time-series data from three decades of observation to examine whether the patterns emerging from cross-country comparisons of structure and level of development actually reflect transformations that occur over time. This work also brings to light some of the causes of the typical shifts in the composition of production and employment as incomes rise. And finally, we begin to separate out the differential patterns linking economic growth to initial conditions and to development policies.
Early studies on these patterns were conducted by Clark (1940) , Kuznets (1957 Kuznets ( , 1966 , Houthakker (1957) , Chenery (1960) , Temin (1967) , and Chenery and Taylor (1968) . Kuznets identified the transformation of the structure of an economy as the main outcome of "modern economic growth." The comparative approach in the research program that Kuznets initiated was predicated on "the existence of common, transnational factors, and a mechanism of interaction among nations that will produce some systematic order in the way modern growth can be expected to spread around the world" (1959, p. 170) . The principal transnational factors identifed by Kuznets are systems of production using technologies derived from the modern sciences, a "community of wants and aspirations," and the emergence of the nation-state in global economic relations. The way these factors affect the pattern of growth is conditioned by such features as a country's size, location, natural resources, and historical heritage.
We made an earlier initial attempt to quantify some of the patterns of "modern economic growth" and the differential effects of initial conditions and development policies on the basis of the 1950-1970 period of rapid growth and relative stability in the world economy (Chenery and Syrquin 1975) . We analyzed processes that are commonly used to define structural transformation: accumulation of physical and human capital; shifts in the composition of demand, trade, output, and factor use; and such socioeconomic trends as urbanization, demographic transition and changes in income distribution.
A similar approach was used in the UNIDO studies of industrial change (1979, 1983) , McCarthy, Taylor, and Talari's work on trade patterns (1987) and the studies of nineteenth-century patterns of development by Adelman and Morris (1984) and Crafts (1984) . Individual country studies of growth and transformation that adopt a comparative approach can be found in Ofer (1987) on the U.S.S.R.; World Bank (1985) on China; and Syrquin (1986 Syrquin ( , 1987 on Israel and Colombia.
This article draws on much of the earlier work and uses the same analytical framework as our 1975 study. The current work looks only at processes of resource allocation. In the 1975 study two commodity-producing sectors were distinguished: primary and industry. The primary sector is divided here into agriculture and mining, and industry into manufacturing and construction. The relation of the composition of the manufacturing sector to the level of development is also analyzed, for a smaller sample, extending the results of previous studies (Chenery 1960; Chenery and Taylor 1968; Maizels 1963; and Prakash and Robinson 1979) . In this study we extend our data base to 1983. We thus increase the coverage of our time series by more than 50 percent and include the more recent period of slower growth and greater instability. This makes it possible to test the robustness of our principal findings and to obtain more valid comparisons of cross-section and time-series estimates, which is a central issue in this type of analysis.
Patterns of development reflect the association of changes in structure and the level of development. In a cross-country framework, markets and prices are seldom studied directly. Therefore the links to policy are examined using indirect methods. Similarly, although the relations uncovered reflect some influence Syrquin and Chenery of economic structure on growth, they do not quantify that impact. To do so, it would be necessary to introduce behavior more explicitly and to rely on more country-specific experience.
Patterns of development, based on intercountry comparisons, are average relations. The same overall pattern of transformation can accommodate significant differences in the timing and sequencing of particular aspects of change. Uniformities at a broad level of aggregation can hide wide variation in the behavior of individual components.
Finally, because we examine only the processes of growth, our findings are of little help in analyzing the causes of stagnation in countries with very low income. The average patterns of transformation, however, may serve as indicators of feasible paths to growth.
We account for some of these limitations in our analysis here and in other related work (Syrquin 1988) . But others are inherent in the analysis and must be recognized as qualifications to it. We will address these limits as they arise in the following discussion.
We begin by outlining the data and procedures used, before reviewing the general patterns of structural transformation in section II. Several hypotheses are examined in section III that link differences in economic growth to differences in initial structure or government policy. Short-term patterns within countries are analyzed in section IV.
I. ECONOMETRIC PROCEDURES AND DATA
In the analysis, we initially estimate the relation of a series of variables reflecting economic structure with the countries' income and population. The available data set covers the period 1950-83 for a maximum of 108 countries (see appendix table A-l at the end of the article). Because the centrally planned economies pursued a unique strategy of urbanization and industrialization that significantly altered their patterns of development in comparison with other economies (see, for example, Ofer 1980) they are excluded from our analysis. We also omit all countries with a population in 1965 of less than 1 million.
The variables selected reflect intersectoral demand, trade, production, factor use, and relative prices (table 1). They are expressed as shares of GDP, or, in the case of sectoral employment, as shares of the total labor force. Our findings concerning changes in relative, prices are examined in section IV.
To facilitate comparison with previous studies we generally used the same methods as in our earlier work (Chenery and Syrquin 1975) . Our basic crosscountry regression, estimated for all variables, 1 is:
(1) x = a + /S.ln y + j3 2 (ln y) 2 + 7,ln N + 72 (ln N) 2 + E5,T,. We use the semilog formulation because many of the processes we examine seem to follow a logistic or S-type function. In addition, the fitted equations and predicted values derived for the components of an aggregate add up identically to the fitted equation and predicted value for the aggregate (provided all estimates refer to exactly the same sample).
Equation 1 was run for pooled samples combining the individual time series for all countries or for groups of countries according to the typologies described below. In general, most of the variance to be explained in these regressions is due to variation among countries, but to a lesser extent than in previous studies. This reduction in the between-country variation is the result of our longer time series and the substantial growth and transformation exhibited in the group of newly industrializing countries since the early 1950s.
The individual time series are also analyzed directly in two ways. Average time-series relations are estimated by allowing each country to have its own intercept:
(2) x = a ; + j3,ln y + /3 2 (ln y) 2 + E6.T, where a, = intercept for country /'. This eliminates all the variation between countries and pools the withincountry variation. The estimated parameters are weighted averages of the individual time-series estimates, with weights related to the variance of the explanatory variables. In time series analysis any uniform change is indistinguishable from a time trend. Population growth would appear only as a trend, and thus it is omitted from the equation.
Individual time-series relations within countries are also estimated in all cases for which a minimal number of annual observations were available. In these regressions only the log of income, In y, appears as an explanatory variable.
The quality of the data is not uniform across countries or over time. All the data come from the World Bank's data tapes and often incorporate adjustments made to remove discrepancies and inconsistencies evident in the original series. Although the series used are probably the best comparable data available for a large number of countries, undoubtedly errors of measurement still remain.
When such measurement errors are random with no systematic component, least-squares estimates are inconsistent and biased toward zero. This does not, however, apply to predictions based on the variables as measured, which remain unbiased. This problem is compounded when squared terms are used, as occurs with income, y, and population, N, in this study. In such cases the coefficient of the nonlinear term is biased as the square of the bias factor of the linear term. The principal effect of such errors in our study is the underestimation of income effects, so that the magnitude of the structural transformation and the strength of nonlinear effects during the process are larger than our estimates suggest.
Systematic nonrandom errors of measurement create effects similar to those arising from model misspecification due to omitted variables. An important instance of such a systematic association in this study is the effect of using exchange rates for converting local currencies to U.S. dollars instead of using at The University of Miami Libraries on August 12, 2011 wber.oxfordjournals.org
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purchasing-power parities (PPPS) (see Chenery and Syrquin 1986 for a discussion of the effects). Attempts have been made to estimate real incomes (converted at PPPS rather than at exchange rates) for samples of countries (see, for example, Kravis 1984) . The exchange-rate deviation indexes estimated tend to be higher for poorer countries, so that use of exchange rates rather than PPPS in comparing GDP tends to undervalue GDP for the low-income countries. The result of relevance for our study is that differences across countries in incomes converted at exchange rates tend to exaggerate the real differences in income. The transformation in the structure of an economy, therefore, takes place over a narrower range of real income than is implied by our estimates.
If the systematic effect causing the error in measurement is expected to continue, then it can be argued that the uncorrected estimates are the more relevant, even though they combine both (real) quantity effects and price effects.
The use of exchange rates may affect differently the various components of GDP. Reports of the International Comparisons Project (ICP) give information on the price structures of the countries studied (for an overview of the project, see Kravis, Heston, and Summers 1982) . They show that the relative price of government consumption generally rises with income, whereas the relative price of investment declines. While the ICP does not examine sectoral production, we assume also that the relative price of services tends to increase with income.
The influences of the expected biases strengthen some of our results but qualify or even nullify others. For instance, we find that investment increases with income. The result is strengthened when one accounts for the undervaluation of investment at higher income levels created by use of exchange rate rather than PPP conversions. Conversely, the expected bias in valuation of services would undermine our finding that the share of services increases with income. The case of services is further discussed below.
Finally, if the systematic errors of measurement associated with income vary primarily between countries and are relatively invariant within a country over time, then in the average time-series formulation (equation 2) the omitted effects thus implied become part of the country-specific intercept, and correct for the specification bias.
These are the main expected effects from possible errors in measurement. A more extended discussion and references are provided in Chenery and Syrquin (1975, technical appendix) .
II. DIMENSIONS OF THE STRUCTURAL TRANSFORMATION, 1950-83
Average growth in total and per capita income during the three decades was significantly higher than in any comparable period in recent history ( 
Multiple of initial income per capita after thirty years
2.04 1.27 1.76 2.89 2.57 Note: Growth rates are computed by least-squares regressions for all observations available within a country. Sixty countries had thirty or more annual observations, forty-one countries had between twenty-four and twenty-nine observations, and seven had fewer than twenty-four observations (see appendix table A-l). Libya and Saudi Arabia are included only in the total.
Source: Calculations based on data from the World Bank.
low-income group had negative rates of growth. In the twenty-two with positive growth, the average rate equalled 1.4 percent. Developing countries experienced a clear acceleration of growth as income rose, reaching an average rate of 3.6 in the upper-middle-income group. At this rate the initial income level would increase by a factor of about 3 in thirty years. Several countries multiplied their starting income level by a factor of 4, or even 5. This rapid rate of growth means that several countries traversed a large segment of the total range of per capita incomes seen across all countries. Accompanying this growth of income was a transformation of the structure of the economy. In our earlier work, we observed that about 75-80 percent of this transformation took place within the income interval of $100-51,000 in 1964 U.S. dollars (Chenery and Syrquin 1975, p. 19) . In this study we define the transition range in 1980 U.S. dollars as the interval from $300 to $4,000 per capita GNP. These revised figures account for inflation since 1964 and reflea the tendency for real exchange rates in developing countries to depreciate relative to the average for industrial economies-and the lower the income level, the greater the depreciation (Wood 1987) . Table 3 shows the predicted values for the shares of the various components of economic structure at different levels of per capita income. These figures are derived by estimating equation 1 for the 1950-83 period for a hypothetical country of average size (N = 20). In calculating the predicted values for the five levels of per capita income we incorporate uniform shifts up to the post 1973 period, but not any shifts after 1979. That is, we set T t = T 2 = T 3 = 1 and T 4 = 0. (The estimated regressions appear in Syrquin and Chenery 1989.) Because logistic functions are characterized by upper and lower asymptotes, at the two income extremes ($300 > y > $4,000 in 1970) instead of presenting the predicted values, we calculated the actual average shares for the intermediate period, 1960-72, which was more stable than the later period, and for which we had higher quality data. The difference between these two extremes, which is a measure of the magnitude of change as income rises, is also shown. Finally, we indicate the differences in the timing of the change in these components. The last column shows the level of income at which half of the total structural change has taken place, for variables where change is significant and monotonic.
The evidence presented in table 3 suggests that the uniformity of the structural transformation revealed in our earlier work is quite robust. When we compare the goodness of fit of the former estimates for 1950-70 to the present ones through 1983, the standard errors of the estimates for the two studies are remarkably similar, and when different, they favor the new study (Syrquin and Chenery 1989) .
The transformation in final demand is one of the most uniform features of the process of development. On average, the share of private consumption in GDP declines with the level of income, as the share of investment rises and the trade deficit declines. Food consumption drops by about 20 percentage points, while nonfood consumption (not shown separately) goes up. The shift from consumption to investment takes place at a lower income level; the decline in food consumption is spread over a wider income range.
Only a small part of the variation in aggregate trade can be related to income. In the composition of exports we do find a fairly steady increase in manufactures throughout and a decline in the share of primary products in the later periods. No such change takes place in imports, for which there is an increase in both components. Only in large countries do we find a decline in manufactured imports, which is clearly related to early import substitution.
Changes in final demand and trade reinforce each other. They combine with complementary changes in intermediate uses and productivity growth to produce a more pronounced shift in the structures of production and labor use.
The share of value added in agriculture declines sharply over the transition, whereas manufacturing, construction, and utilities double their share and the services sector share rises by about 50 percent. It has been argued that the rise in services is wholly a product of increasing services prices (Kravis, Heston, and Summers 1983) . Although there is a significant price effect in the rising share of services, we will show in section IV that it does not account for all of the increase.
For the earlier period, the rising industrial output share surpassed the declining primary share at an income level of approximately $300 (1964 U.S. dollars), when both industry and the primary sectors accounted for about 26 percent of total value added. The same transition point was reached in the present study at an income of $1,500 (1980 U.S. dollars), when the two sectors equal about 25.5 percent of output. The rise in manufacturing and industry production shown here is smaller than that found for earlier periods, probably reflecting the deindustrialization of the developed countries.
The decline in the share of agriculture in employment is more pronounced than in production, but since it starts from a much higher level its percentage at The University of Miami Libraries on August 12, 2011 wber.oxfordjournals.org Downloaded from decline is smaller than for agricultural production. Thus the relative productivity of labor in agriculture (share in value added divided by share in employment) drops through income levels of around $3,000 before the gap in average productivity begins to narrow.
The sectoral correspondence of the structures of demand, trade, and production in table 3 is only approximate. Strict comparability would require matching the classification schemes (International Standard Industrial Classification, and Standard International Trade Classification), and an interindustry framework to allocate expenditure categories to industries and to account for intermediate goods.
Over the course of the transition there is a significant shift in value added from primary production to manufacturing and nontradables. For each sector we analyzed the sources of this shift arising from changes in the composition of demand for intermediate and final goods and from changes in net trade (Syrquin and Chenery 1989) . The average patterns thus derived show a very close correspondence with those shown in the directly estimated shift (table 3) . Changes in domestic demand (Engel effects) seem to account directly for less than half of the change in structure, and changes in net trade for about 10 percent on the average.
Changes in the use of intermediate inputs as income rises push down the share of primary-sector value added in two ways (information on intermediate production comes from a comparative study of interindustry relations by Deutsch and Syrquin, forthcoming) . First, as income rises, producers in all sectors substitute manufactured inputs for natural intermediates because of changes in prices and production technology, accounting for around 15 percent of the decline in the primary sector share. Second, producers in the primary sector increase their use of inputs relative to output, reducing the ratio of value added to gross output. About one-fourth of the decline in the share of primary sector output results from this increase in the use of inputs in the primary sector. In an input-output model, the variation in intermediate use can be further attributed to changes in final demand, trade, and input-output coefficients (see, for example, Chenery, Shishido, and Watanabe 1962 , for Japan, or Chenery and Syrquin 1980 and 1986a , for a cross-country analysis).
Manufacturing: Disaggregated Results
During the process of industrialization, the composition of the manufacturing sector changes considerably. At a less aggregated level, country-specific features and policy become more prominent in determining the pattern of specialization. Large countries can better exploit economies of scale within their domestic markets and can more easily afford a strategy of import substitution. Variation in resource endowments is expected to generate differences in production patterns within manufacturing, particularly in small economies. Nevertheless, various studies have shown that a high degree of uniformity still remains in the pattern of change within the industrial sector.
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There have been various attempts in the literature to group industrial sectors into homogeneous categories differing in their technology, their dynamism, or the demand for their produrts. Hoffmann (1958) stressed the systematic decline in the ratio of consumer to producer goods. At the Economic Commission for Latin America (1964) the labels became more emotive: dynamic and vegetative branches. In this study nine industrial branches were distinguished. The results in table 3 are aggregated into three industry groups "according to the stage at which they make their main contribution to the rise of industry" (Chenery and Taylor 1968, p. 409) . Early industries are established at low income levels to satisfy the essential demands of the population (food, textiles, clothing). They are characterized by simple technologies and low income elasticities of demand. Their share in GDP remains static during the transition at an average about 7-8 percent. Within manufacturing their share goes down significantly, although there are some recent exceptions where the output of some branches in this group expanded rapidly for exports.
Middle industries typically double their share in GDP early in the transition, from about 3 percent to 6 percent, but show little further increase. A large proportion of their output is used as intermediate inputs by other sectors (chemicals, nonmetallic minerals). This source of demand expands at lower income levels when the matrix of interindustry relations becomes more dense. Income elasticities for the finished produrts from the group of middle industries are generally above unity.
The group of late industries accounts for virtually all of the increase in the manufacturing share in the latter stages of the transformation. This group includes investment goods (machinery), some intermediates (paper), and durable consumer goods with high income elasticities of demand (metal products). At low income levels this group typically accounts for less than 3 percent of GDP, whereas by the end of the transition it commonly reaches or exceeds 10 percent of GDP.
Shifts over Time
Some long-run processes of change proceed over time independently of variations in income. For example, changes in the level of technology, the international environment, or the strategies of development may lead to shifts in the dependent variables. To the extent that those long-run processes of change can be assumed to be universal and to affect all countries alike, their effect would be captured by the time dummy variables in equation 1. In a more general model the time-shift variables would be replaced by the processes for which they stand as proxies.
Some of the omitted variables vary primarily among countries and are relatively invariant within a country over time. If these variables are correlated with income across countries, the cross-country patterns will differ from timeseries estimates and this difference may end up as part of the time trend in the intercountry estimates.
Finally, we have the case of random or unanticipated shocks, such as the quadrupling of the price of oil in 1973. If the impact of the shocks is uniform for all countries, it will appear in the time-shift variable. If it is random, it may impair the accuracy of the estimates. When the impact of the shock is different for different groups of countries, an additive time-shift variable will fail to represent the differential effect. If there is reason to believe that the effect of the change (in oil prices for example) varies systematically with income or some other characteristics, we could introduce interaction terms or split the sample to estimate separate regressions for the time periods before and after the change, and compare predicted values at various income levels.
The uniform time shifts up to the late 1970s shown in table 4 reinforce the income-related decline in food consumption and rise in investment, government consumption, trade shares and trade deficits. The large shift from agricultural production to all other sectors in the pre-19.73 period can be explained by the nature of technological progress and the substitution of fabricated products for natural materials. The exogenous shift after 1979 from tradables to nontradables combines the effects of the depression and worsening terms of trade in oilimporting countries, with the changes in structure in oil-exporting economies known as "Dutch disease." Dutch disease results when a sudden drastic increase in foreign exchange earnings leads to currency appreciation and to an increase in the relative prices of nontradables. As a result exports become less competitive and, in general, output and employment in the tradable sectors fall.
To evaluate the uniformity of the time trends, separate regressions were run for the pre-1973 and post-1973 periods and predicted values compared at three income levels: $300, $1,000, and $4,000 (Syrquin and Chenery 1989) . In general the predicted values for the two periods are not very different, so that the hypothesis of homogeneity cannot be rejected. The most significant nonuniform shifts are related to trade. The increase in manufactured and total exports after 1973 (holding income and size constant) is positively correlated with income, whereas the import surplus increases most at low income levels. The shares of manufactured output and industrial employment are almost the same before and after 1973 at low and middle incomes but fall significantly in the richer countries. The counterpart is a positive time shift in services employment in advanced countries.
III. TYPOLOGY OF DEVELOPMENT PATTERNS
We review here the average patterns of economic transformation related to the initial conditions and policy objectives of each country studied. We consider some of the factors that lead to diversity in patterns of resource allocation, and we classify countries into more homogeneous groups by population size, share of manufactures in exports, and share of exports in GDP. We exploit the large samples to estimate separate regressions for each group, and we then define a typology of development strategies.
Country Classification
Countries are classified first as large or small based on their population in 1965. We then divide countries into two groups according to the predominance of primary or manufactured goods in their exports. This commodity composition is reflected in a trade orientation index (TO), which substracts the predicted difference between primary and manufactured exports (as a share of total merchandise exports) from the actual share:
TO = (EP -EM)/EMR -(EP -EM)/EMR
where EP, EM, and EMR are primary exports, manufactured exports, and merchandise exports respectively, and the hat over a variable refers to predicted at The University of Miami Libraries on August 12, 2011 wber.oxfordjournals.org
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values. 2 The TO index was calculated for data from 1965 and 1980 on the basis of separate regressions by country size (small and large) and period (pre-and post-1973) . Countries with positive TO values were classified as primary-oriented and countries with negative TOS as manufacturing-oriented.
We also classify countries according to their observed share of merchandise exports in GDP relative to the predicted share for 1965 and 1980, on the basis of separate regressions by size and period. A high relative export level led to an outward classification whereas a low level resulted in an economy being classified as inward.
Although the relative export level is much influenced by trade policies, our simple measure of openness is not directly based on policy instruments but on realized levels of trade. Some studies rely directly on the policy variables for identifying trade strategies. A recent example is the analysis of trade orientation in World Development Report 1987. However, such a classification tends to vary significantly over time and, by ignoring initial conditions, implicitly assumes an unrealistic degree of flexibility in the structure of the economy. The correspondence between the typology in the World Development Report and the one below nevertheless is quite high. We aim to identify significant differences among broad groups and to provide relevant benchmarks for country analysis. For these purposes reclassifying a few countries among the types has only a marginal effect on the results.
All countries in our sample were classified on the basis of the three factors: size, specialization, and openness (see appendix table A-l). In the great majority of cases the classification resulted from adherence to fixed sets of criteria: one for small countries and one for large ones. But, the computed indexes for 1965 and 1980 at times gave conflicting results. Where a clear shift between the two points could be discerned, we gave a larger weight to the position in the terminal year in classifying the country for the whole period. In addition, the indexes of specialization and openness are based on merchandise exports only. In some cases we also considered exports of services and the trade balance as shares of GDP, especially where extreme values of the variables were recorded and where the classification was not a clear-cut one. (For more details on the classification see Syrquin and Chenery 1989.) 
Variations in Patterns of Resource Allocation
Many of the variations from the average patterns of growth are a reflection of the interaction of comparative advantage with policy. For example, a great relative abundance of natural resources that are economical to exploit at given prices and technology (especially oil and other minerals), is expected to lead to a high share of primary exports. Although it is difficult to measure the availability of resources, a simple proxy for the proportion of resources to population is the density of the population. A high density has been shown to be significantly associated with lower trade shares and a higher share of manufactured goods in total exports (Perkins and Syrquin 1989) .
The level of income affects the composition of exports in two ways. First, a higher income level is associated with greater absorptive capacity, so there is less surplus to be vented. Second, the ratio of capital (physical and human) to labor is positively associated with per capita income. As a country develops it tends to go through "stages of comparative advantage" moving from resourceintensive commodities to labor-intensive and then to more capital-and skillintensive goods (Balassa 1979 , Learner 1984 . Although the share of total exports seems to be only weakly associated with the level of income, the commodity composition shows a significant shift from primary to manufactured exports.
' Size and specialization. We identify four categories of countries: small primary, small manufacturing, large primary and large manufacturing. Separate regressions were run for each group, and a summary of the most salient contrasts appears in table 5. The first column shows the expected level of a variable at an income of $1,000 derived from the average patterns in section II. The last four columns give the ratio of predicted levels from group-specific regressions to the average figures in the first column.
Large countries export a much smaller share of output than small ones. Among large countries there are significant differences. In the typical large primary-exporting (LP) countries, the relative abundance of natural resources is reflected in its trade composition. Many countries in this group followed an import substitution strategy for a large part of the period after 1950. One result of this policy was a failure to develop manufactured exports, which also shows up in the smaller share of industries classified as "early" and in the relatively low share of industrial employment. By contrast, among the large manufactured (LM) goods exporters, the overall share of exports is still low but manufactured exports are substantially higher than in the average pattern, as is the share of early industry in GDP. The exploitation of economies of scale is reflected in the high shares of investment and of middle and late industries.
In small countries trade is more important, but in the small primary-exporting (SP) economy, primary exports more than offset the shortfall in manufactured exports. In the small manufactured good exporters (SM), however, the high level of manufactured exports is accompanied by a high share of primary and manufactured imports. The high level of manufactured imports reflects input requirements, as well as final imports which are a concomitant of the higher degree of specialization and integration in the international economy of the resource-poor SM country.
For the average economy it was shown in table 3 that the major source of growth in manufacturing during the transition is in the late industries, characterized by high capital intensity and economies of scale. When we analyze changes in the four groups, this result still holds, except for the SM group, in which the development of labor-intensive exports of manufacturers leads to an expected rise in the share of early industries of about 5 percentage points in the range $300 to $4,000 (for details, see Syrquin and Chenery 1989) .
Export share. In the four-way typology analyzed above the degree of openness has not been explicitly considered. Further splitting the types would reduce the samples too much for statistical analysis. To assess the average effect of our openness measure (the relative share of merchandise exports in GDP) on the patterns of resource allocation, we add a dummy variable for openness to the regressions within the four types. The variable equals one for countries classi- fied as outward (in appendix table A-l). The coefficient of the dummy variable indicates the added effect of openness after controlling for size and specialization (table 6) . Some of the results follow trivially from the way we have classified countries. Thus trade ratios are strikingly higher in the more open subgroups. Greater merchandise exports are associated with lower trade deficits and higher investment shares, implying higher saving proportions. In the SP group the expected difference in the share of investment is close to 6 percentage points.
The relation with the degree of industrialization differs according to the type of specialization. In primary-oriented countries greater merchandise exports are associated with larger mining shares and lower shares of manufacturing, particularly among large countries. This pattern reflects the combined effect of the import-substitution strategy in inward-oriented countries, and the Dutch disease syndrome in mineral exporters.
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In exporters of manufactures, the more open the economy the larger the share of industry in output. In the small economy (SM) this increase is located in early-light industries while in the large economy (LM) it appears as higher shares of late-heavy industries.
Structures and Strategies
We have classified economies into four general types according to their structural features and trade policies. The typology includes developing countries that are far enough into the transition to identify the strategy being followed and that have the data required for classification. The fifty economies in table 7 include all those identified as semi-industrial on the basis of the contribution of manufacturing to the growth of commodity production (the industry index); per capita GNP; and the share of manufactures in exports and production. It also includes some countries that satisfy only two or even one of the criteria, to enlarge the coverage of the classification (Chenery and Syrquin 1986b) . Because the approach used here follows that of our earlier work, and the results of that work appear to be robust, we describe here only the main features of the strategies and structures.
Outward, primary-oriented economies. The countries in this category have very high export shares made up almost completely of primary commodities. The strong primary specialization appears to originate more in resource endowment than in a deliberate policy choice.
The continued primary specialization into the advanced phase of the transition can be characterized as a strategy of delayed industrialization. The production and exports of labor-intensive manufactures tend to lag in primaryoriented economies. (For a review of the development experience of such economies, see Lewis 1989.) All the agricultural exporters are small economies. Large countries that might have been classified in this group in the past have usually pursued a strategy of inward development through import substitution. Among the most successful examples of an outward, primary-oriented strategy is Malaysia. It has maintained relatively neutral incentives among sectors; the result has been substantial growth of manufactured exports while primary exports have stayed at a i high level.
The three large economies are mineral exporters. At low income levels (Indonesia and Nigeria) the abundance of mineral resources dominates the effects of large size which would normally lead to low shares of trade and high shares of manufactures in exports.
The cases of Indonesia and Nigeria illustrate well the importance of structural characteristics for determining a development strategy. In a study of very large countries (Perkins and Syrquin 1989) , Indonesia and Nigeria had to be treated separately. Their patterns of development resembled more those of small economies than those typical of large ones. World Development Report 1987 classifies Indonesia as "moderately inward" during 1973-85 and Nigeria as "moderately inward" in the first period and then "strongly inward" in the second. As far as the system of incentives is considered, the classification appears to be accurate, but it ignores the abundance of natural resources that leads to the relatively high export and low manufacturing shares in these countries. Thus, the structures of their economies suggest that Indonesia and Nigeria are best classified as "outward, primary-oriented." Most mineral (oil) exporters evidenced some signs of Dutch disease in the wake of the sharp increases in the price of energy. The share of mining in output increased at the expense of both manufacturing and agriculture (Ecuador, Iraq, Venezuela).
Inward-oriented economies. Among large, inward-oriented countries, two groups can be distinguished. The first comprises three very large countries of Asia with relatively low incomes. The second includes the large countries of Latin America plus Turkey. The Asian group has substantially lower incomes and has a poorer endowment of natural resources reflected in the much higher density of population.
The main difference between the Asian and Latin American economies is in their trade orientation. The large Asian economies here fall into the manufacturing-oriented category while Latin American countries start with a strong primary orientation. By 1980, however, in most Latin American countries manufactured exports had risen appreciably. This development of manufactured exports, hastened by the debt crisis of the 1980s, may not be unrelated to the earlier phase of inward-looking industrialization, during which the economy acquired a basic technological mastery which then facilitated the exporting of manufactures on a significant scale. Teitel and Thoumi (1986) argue that in the large countries of Latin America import substitution provided a preamble to the export stage. Bruton (1989) also calls for a more balanced appraisal of the import-substitution strategy.
Balanced economies. The countries in this group, except Egypt, 3 shifted from a primary to a manufacturing specialization in trade, while in most cases maintaining or increasing their normal trade shares. The difference between this group and the inward-orientation group is one of degree because both made extensive use of protection, even during the opening episodes.
Industry-oriented economies. The trade policy of these economies has been mostly outward-oriented, particularly in the Asian economies in the group (Republic of Korea, Taiwan, and the city-states of Hong Kong and Singapore). In most cases the rapid rise in manufactured exports followed an earlier phase 3. In Egypt between 1962 and 1980 the share of fuels, minerals, and metals in merchandise exports rose from 4 percent to 69 percent. In addition, by 1980 remittances and earnings from the canal allowed a deficit in the current account exceeding 15 percent of GDP.
of import substitution behind high protection. The initial inward-looking policies continued for a relatively short period in Korea and Taiwan; in Israel they were supplemented by export-promotion policies.
Performance
Among the alternative development patterns we categorize, the one that has elicited the most interest has been the relation between performance and the inward-outward distinction. Studies have found a significant positive relation between an outward orientation and strong macroeconomic performance, growth, efficiency in resource allocation or reallocation, higher labor absorption and factor productivity, and adjustment to external shocks (see for example, Balassa 1989 , Krueger 1983 , Feder 1983 , Chenery 1986 , and World Bank 1987 .
Besides the inward-outward distinction, we considered size and specialization and ended up with eight subgroups. This permits us to make four comparisons of average performance between economies we classify as less and more open with different combinations of initial conditions. Table 8 shows the average growth rate and sample size for the countries in each of the eight subgroups (as listed in appendix table A-l) based on data for 1950-83.
In each case, GDP growth is higher in the outward group, the difference between the outward and inward subgroups varying from a maximum of 1.4 percentage points for small primary exporters down to 0.2 points for large primary exporters. As for the other classifying criteria (size and specialization), the results are less conclusive but still indicate that a manufactured specialization performed better than a primary specialization and that large countries grew faster than small ones (for the relation of size and performance, see Perkins and Syrquin 1989) . However, most of the very fast growers during this period were small or medium-size countries. The smaller countries, being more specialized, were more subject to the commodity lottery. Within larger economies there is an internal averaging that masks the extremes of performance among separate regions, whereas the variance of growth performance has been higher among small countries. The average rates of total factor productivity growth shown in table 9 were derived from a simple growth accounting framework in which increases in factor productivity are calculated as a residual. The estimates in the table are based on crude assumptions and data, but the differences for groups of countries are striking and proved to be quite robust under alternative assumptions.
Although tables 8 and 9 do not refer to identical periods, they suggest that differences in growth rates are related to differences in productivity growth and not just to differences in the growth rates of inputs. On average, productivity growth was positively associated with larger size, with trade specialization in manufacturing, and with an outward orientation.
These results are suggestive of interrelations between growth and structure, even if they do not point to the mechanisms involved or to the direction of causality. The results indicate some dimensions that have to be considered in any comparative assessment of performance.
IV. TIME-SERIES PATTERNS
Empirical research on the characteristics of modern economic growth originally assumed that cross-country comparisons of less developed countries would be adequate substitutes for relations within countries over time. This now seems unrealistic. Cross-section analysis does not take into account technological innovations and changes in consumer tastes (Kuznets 1966 (Kuznets , 1971 , varying policies, other dynamic effects, and changes in the international environment. Thus attention has turned to the determination of average patterns over time, and to an exploration of the relation between time-series and cross-section patterns.
Average Time Series
To analyze the time-series experience within countries and still take advantage of the degrees of freedom afforded by the large cross-country sample, the individual time series can be pooled in a covariance framework to obtain average time-series patterns. Specifically, we let each country have its own intercept by using country dummy variables (using equation 2: x = a t + fiyLn y + /3 2 (ln y) 2 + E6,T,). This amounts to considering only the within-country variation over time, letting the different intercepts represent the longer-run variation among countries (due to endowments and history). The estimated income slopes are weighted averages of the within-country slopes, with weights related to the time variance of income in the different countries.
We used information on current and constant price shares to estimate average time-series relations for the structures of demand and production. There are at The University of Miami Libraries on August 12, 2011 wber.oxfordjournals.org Downloaded from Table 9 . Estimate of Productivity Growth by Subgroup, 1960-70 and 1970-82 two sources of variation in relative prices in our sample: the variance across countries at a point in time, and the variance over time within a country. In the time-series analysis, in which only the within-country information is considered, the former type of variation is eliminated. The second source of variation is analyzed here. We also accounted for the changes in relative prices within countries over time for demand and production. In the case of cross-country patterns, the effect of such price variation was minimal and was therefore not shown. We measure the average change in price structures during the period for the pooled sample, letting each country have its own intercept and adding a time dummy for* a: 1983 (T 3 ):
(3)
In p = a,:
where p stands for the price of a demand or production variable relative to GDP and p equals 1 for 1970. The estimated annual rate of change is given by b, whereas d stands for a one-time jump in the relative price associated with the oil price shock. The estimates of b and d in table 10 are averages of sometimes quite disparate experiences, but they are of help in the following discussion. shares appear in table 11, where they are compared with the cross-country patterns. The results are presented in the form of expected total change in structure over the income range $1,000 to $2,000. This range corresponds roughly to the one traversed by the average middle-income country between the late 1950s and the late 1970s. We observe a high degree of similarity in the total change in final demand predicted from cross-country regressions and from the average time-series in current prices. The direct income effect implied by the short-run (time-series) patterns is larger than the one suggested by the crosssection; this is largely offset by the smaller time trends in the time series in current prices. The larger income effects in the time-series patterns appear in the cross-country regressions as time shifts. The interpretation of such shifts as reflecting changes in exogenous processes such as technology has to be broadened to admit also divergences between the short-run transformation reflected in the time series and the one implied by the accumulated experience of different countries at various levels of income.
The constant price regressions indicate that the increase in government consumption in the time series at current prices is predominantly a price effect. The trend in export prices during the earlier period was negative, but the events of 1973 drastically changed the picture. The income-related increase in export shares is composed of a significant real increase and a price effect. Because imports went up faster in current prices, the implications for the current account were negative.
The total change in commodities trade is generally more pronounced in the average time series than in the cross-country patterns. As in the case of demand, the greater income effects in the time-series show up as time trends in the crosssectional regressions.
The period after 1950, and in particular after 1960, saw a remarkable increase in world trade. Among the advanced countries the rapid increase of trade took the form of exchange of manufactures based on an increased intraindustry specialization, as reflected in the time trend growth for manufactures. The decline in prices of primary products other than oil also emerges in the time-series data. The main differences between the short-run (time-series) and the long-run (cross-country) estimates of total change in sectoral production at current prices are the greater increase of the mining share and the much smaller increase in services in the time series. In the constant price estimates mining shows no significant increase, but the income effect for manufacturing is quite large, indicating a significant decrease in its relative price.
Income effects and total change in employment are lower in the time series than in the cross-country estimate. The transformation in the sectoral composition of employment in the last three decades fell significantly short of that predicted from the long-run patterns. The relatively low labor absorption in the industrial sector has been shown to be related to the nature of technological progress and to distortions in product and factor markets (see, for example, Little, Scitovsky, and Scott 1970, and Krueger 1983) .
Individual Time Series
Have the average time series effects been representative of the individual experiences? To explore this question, we estimated simple regressions for the structures of output and employment in about one hundred countries. The equation estimated was:
(4)
x = a + b In y where x stands for a share in GDP or employment and y for per capita income. The estimates of b are measures of structural change with respea to income per capita, giving the expected change in x over a thirty-year period during which y grows at an annual rate of 3.4 percent. Given the growth rate of 2.4 percent (the average for the whole period), to calculate the expected change in x, b has to be multiplied by hi 1.024 30 = 0.71. Table 12 shows the means and distribution of the estimated parameters for the individual countries and table 13 for countries grouped by level of development.
The most striking result is the almost universal inverse association of income and the share of agriculture in income and employment. Of the ninety-two countries for which adequate time series were available, the income coefficients for the share in value added at current prices come out positive in only seven cases. In three of them (Liberia, Nicaragua, and Zambia), statistically the estimated coefficient did not differ significantly from zero. In another three (Niger, Senegal, and Somalia), per capita income fell during the period; hence the positive coefficient signifies that the share of agriculture diminished in spite of the decline in income. The seventh, Burma, is the only true exception to this general phenomenon. The average income slopes of the share of manufacturing at current prices is positive in developing countries but diminishes with the level of income. There are many more exceptions in this case than was true with agriculture. In almost one-third of the cases recorded, the estimated slope is negative. It is instructive to identify the main cases with negative income elasticities. Among the verylow-income countries we find some with negative growth (Niger, Somalia). In oil-exporting countries (Algeria, Congo, Egypt, Iraq, Iran, Libya, and Saudi Arabia), the decline in industry is the result of the oil boom-Dutch disease. In a third group the manufacturing share fell, but from extremely high values (Hungary, Israel, Yugoslavia). Finally, in virtually every industrial country there was evidence of deindustrialization. Negative slopes were estimated in thirteen of the eighteen countries defined as industrial for which the required data was available. For the sixty-two countries with positive coefficients, the average slope was 0.08.
The decline in the share of employment in agriculture follows the decline in value added but with a lag. It is interesting to note the steep slope of agriculture employment with respect to income in industrial countries.
Comparing the results for value added in current and constant prices we find that, in almost every case, the prices of agriculture and manufacturing relative to the price of total GDP declined in the period. At constant prices, the decline in agriculture's share was smaller and the increase in manufacturing larger than was true of the current price shares. Offsetting these changes in relative prices were the relative increases in the prices of mining and nontradables. A significant part of the shift in industrial countries from tradables to services was therefore a price effect. These results suggest that the association of growth with a reallocation of economic activity away from agriculture is among the most robust of the stylized facts of development.
Our figures show that only between a third and a half of the decline in agriculture's share was taken up by industry (which includes mining, construction, and public utilities). Has this pattern been different from the experience of the industrial countries? Information on the sectoral composition of employment in sixteen industrial countries for 1870 and 1950 produces average income slopes between the two dates of -0.27 for agriculture and 0.09 for industry (Maddison 1980) . This suggests that the average response of industrial employment to income for middle-income countries has remained remarkably stable over time. The response of industrial employment may have declined somewhat, again reflecting recent deindustrialization in the wealthier economies.
V. CONCLUSIONS
In this article we examined a set of development patterns focusing on resource allocation or industrialization. The results confirmed the strong association of economic structure with the level of income. Instead of a dichotomy between less developed and industrial countries, each group with its own dis-at The University of Miami Libraries on August 12, 2011 wber.oxfordjournals.org Downloaded from tinctive structure, we find that the changes in structure that accompany economic growth are a transition from a low-income agrarian economy to an industrial urban economy with substantially higher income. The transition may not be smooth and it may follow a variety of alternative paths, but the overall process of structural transformation has enough common elements to justify its representation by a set of stylized facts.
Development patterns are not invariant over time. Technological changes and other exogenous factors influence the patterns of structural change, especially at the micro level. Nevertheless, the main features of transformation, identified by Kuznets as the core of modern economic growth on the basis of long-term experience in advanced countries, can clearly be identified in the shorter time series of a large number of developing countries.
One limitation of the approach we used here is worth emphasizing again. Development patterns represent the expected changes in structure as a country develops. They are of little help in analyzing stagnation in countries with very low income levels, although in such countries the patterns may still be useful in charting possible routes of transformation.
In the early stages of modern economic growth, there was a distinct acceleration in the pace of growth. It was very significant in historical perspective, but it pales in comparison to the acceleration of growth in the postwar period in most regions and groups of countries. Since the association of structure and growth in this period resembles the historical pattern, the implication is that structural transformation has also been much more pronounced than in any previous period.
The typology of trade patterns used in previous studies was expanded here. In addition to size and trade orientation, the share of exports in GDP was used to represent the degree of openness in an economy. The results suggest that faster growth was associated with greater size, with a manufacturing orientation and with larger share of exports in income. This typology may help to explain divergences from a uniform path of transformation and may be useful as a frame of reference for country analysis.
Finally, the longer time-series data analyzed here show that long-term patterns are quite robust. The instability of the 1970s affected some of the results, increased the variability of experiences, and reinforced the view that there are significant common elements in the process of industrialization. 
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