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Abstract
We introduce the bin counts constraint, which deals with the problem of counting the
number of decision variables in a set which are assigned values that lie in given bins. We
illustrate a decomposition and a filtering algorithm that achieves generalised arc consistency.
We contrast the filtering power of these two approaches and we discuss a number of appli-
cations. We show that bin counts can be employed to develop a decomposition for the χ2
test constraint, a new statistical constraint that we introduce in this work. We also show how
this new constraint can be employed in the context of the Balanced Academic Curriculum
Problem and of the Balanced Nursing Workload Problem. For both these problems we carry
out numerical studies involving our reformulations. Finally, we present a further application
of the χ2 test constraint in the context of confidence interval analysis.
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χ2 test constraint.
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1 Introduction
In Constraint Programming (CP) [34] counting constraints and value constraints represent two
important constraint classes which can be used to model a wide range of practical problems in
areas such as scheduling and rostering.
Given a list of numbers, counting the number of elements in the list whose values lie in suc-
cessive bins of given widths represents a problem that is often faced in spreadsheet modeling and
mathematical computation. Tools that deal with this problem are available in most modern spread-
sheets and mathematical computation programs. In ExcelTM, this modeling tool takes the form of
command FREQUENCY; in MathematicaTM, of command BinCounts.
In this work we introduce the bin counts constraint, which models the aformentioned problem
in a declarative fashion. To the best of our knowledge, no comparable constraint exists in state-
of-the-art CP solvers.
We first introduce a decomposition for this constraint, as well as a polynomial filtering algorithm
that achieves generalized arc consistency. We then present a number of applications for this
new constraints. In our first application, we show how bin counts can be used to develop a
decomposition for a new statistical constraint [35]: the χ2 test constraint. In our second and third
applications, we demonstrate the advantage of enforcing generalised arc consistency in the context
of two standard CP benchmark problems: the balanced academic curriculum problem [6] and the
balanced nursing workload problem [5]. Finally, we present a further application of a variant of
the χ2 test constraint in the context of confidence interval analysis.
This work is structured as follows. In Section 2 we provide relevant notions on CP. In Section
3 we introduce the bin counts constraint. In Section 4 we discuss a decomposition for this
constraint and in Section 5 we introduce a polynomial filtering algorithm that achieves generalised
arc consistency. In Section 6 we contrast performance of these two approaches. In Section 7 we
discuss applications of the constraint. In Section 8 we survey related works in the literature and
in Section 9 we draw conclusions.
2 Formal background
A Constraint Satisfaction Problem (CSP) is a triple 〈V,C,D〉, where V is a set of decision variables,
D is a function mapping each element of V to a domain of potential values, and C is a set of
constraints stating allowed combinations of values for subsets of variables in V [34]. A solution
to a CSP is an assignment of variables to values in their respective domains such that all of the
constraints are satisfied.
There are different kinds of constraints used in CP: e.g. logic constraints, linear constraints,
and global constraints [32]. A global constraint captures a relation among a non-fixed number
of variables. Constraints typically embed dedicated filtering algorithms able to remove provably
infeasible or suboptimal values from the domains of the decision variables that are constrained
and, therefore, to enforce some degree of consistency, e.g. arc consistency (AC) [18], bounds
consistency (BC) [7] or generalised arc consistency (GAC) [10]. A constraint is generalized arc-
consistent if and only if, when a variable is assigned any of the values in its domain, there exist
compatible values in the domains of all the other variables in the constraint. A classical example of
an arc consistency algorithm is the one presented in [30] for the all different constraint, which
constrains a given number of decision variables to take values that are all differents. Filtering
algorithms are repeatedly called until no more values are pruned; this process is called constraint
propagation.
In addition to constraints and filtering algorithms, constraint solvers also feature a heuristic
search engine, e.g. a backtracking algorithm guided by dedicated variable and value selection
heuristics. During search, the constraint solver explores partial assignments and exploits filtering
algorithms in order to proactively prune parts of the search space that cannot lead to a feasible or
to an optimal solution.
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3 The bin counts constraint
Consider a list of n integer values and a set of m bins covering intervals [bj , bj+1), j = 1, . . . ,m,
our aim is to count, for each bin, the number of elements in the list whose values lie in it.
Example. Consider the following list of n = 10 values {1, 1, 5, 3, 1, 2, 1, 1, 3, 1} and a set of
m = 3 bins covering intervals [1, 3), [3, 4), [4, 6). By using command BinCounts in MathematicaTM
we obtain the following counts for the 3 bins considered: {7, 2, 1}.
Without loss of generality and for ease of exposition, in what follows, we will keep referring
to the case in which values and bin sizes are integer. However, it should be noted that the
bin counts constraint can be extended to the case in which both values and bin sizes are real
values; the generalized arc consistency propagator in Section 5 seamlessly applies to this case.
Now, let b1, . . . , bm+1 be scalar values, xi for i = 1, . . . , n be decision variables with domain
Dom(xi) and cj for j = 1, . . . ,m be decision variables with domain Dom(cj).
Definition 1. bin countsb1,...,bm+1(x1, . . . , xn; c1, . . . , cm) holds iff cj is equal to the count of
values assigned to x1, . . . , xn which lie within interval [bj , bj+1).
4 A decomposition strategy
The global cardinalityv1,...,vm(x1, . . . , xn; c1, . . . , cm) constraint [21] requires that, for each
j = 1, . . . ,m, decision variable cj is equal to the number of variables x1, . . . , xn that are assigned
scalar vj .
We decompose bin counts by means of bm+1−b1 auxiliary variables, a global cardinality
constraint, and a set of linear equalities as shown in Fig. 1. Essentially, we count occurrences ok
of individual values k ∈ ⋃mj=1[bj , bj+1) that appear in any of the bins (constraint 1). Then we sum
all occurrences that belong to a given bin (constraint 2). Finally, we make sure that bin counts cj
sum to n (constraint 3). Note that this latter constraint can be formulated as an inequality (≤) if
we want to allow the xi to take values that fall outside the range of values covered by bins.
Constraints:
(1) global cardinalityb1,...,bm+1(x; o)
(2)
∑bj+1−1
k=bj
ok = cj j = 1, . . . ,m
(3)
∑m
j=1 cj = n
Parameters:
b1, . . . , bm+1 bin boundaries
n number of value variables
m number of bins
Decision variables:
xi value variables
cj bin counts
ok occurrences of value k
Figure 1: bin counts decomposition
Example. Consider the following numerical example with n = 3 variable xi, such that
Dom(x1) = {3, 4}, Dom(x2) = {1, 2, 4}, and Dom(x3) = {2, 3, 4}; and m = 2 bins (b1 = 1,
b2 = 3, and b3 = 5) where Dom(c1) = {1, 2, 3} and Dom(c2) = {0, 1}. We apply constraint prop-
agation to the above decomposition by enforcing GAC on each constraint until a fixed point in
reached. After filtering, domains are reduced as follows: Dom(x1) = {3, 4}, Dom(x2) = {1, 2, 4},
Dom(x3) = {2, 3, 4}, Dom(c1) = {2, 3}, and Dom(c2) = {0, 1}.
As we will show in the next section, these domains can be further reduced, therefore this
decomposition does not achieve GAC. We shall next introduce GAC filtering for the bin counts.
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Figure 2: Bipartite network flow graph for the numerical example; arc (vxi , v
c
j) labels are shown in
curly brackets, arc flows are shown in bold; we omit arc (vxi , v
c
j) capacities, which are all set to 1
5 Enforcing generalized arc consistency
In this section we first illustrate theoretical properties and then present our filtering strategy that
achieves GAC.
5.1 Theoretical properties
We reformulate bin counts as a bipartite network flow problem [2]. We generate a bipartite graph
with one set of vertexes vx1 , . . . , v
x
n and another set of vertexes v
c
1, . . . , v
c
m. An arc (v
x
i , v
c
j) exists
between node vxi and node v
c
j if and only if there exists at least a value in the domain of xi which
falls in bin [bj , bj+1). We label arc (v
x
i , v
c
j) with the set of relevant values from Dom(xi) that fall
within bin [bj , bj+1); note that these labels do not reflects arc capacities, which are all set to 1 for
arcs (vxi , v
c
j). We add a source node s linked to nodes v
x
1 , . . . , v
x
n and a terminal node t linked to
nodes vc1, . . . , v
c
m; arc flows from s to xi are set to 1; flow cj passing through arc (v
c
j , t) must take
a value in Dom(cj). We shall initially assume that all Dom(cj) are compact; this assumption will
be relaxed at the end of this section.
Example. Consider once more the example introduced in Section 4. The associated bipartite
graph is shown in Fig. 2.
The feasible region of bin counts can be expressed as a system of linear equations. In the
aforementioned graph theoretical construct let fij denote the flow from v
x
i to v
c
j . The linear
inequalities that define our problem are∑m
j=1 fij = 1 i = 1, . . . , n (1)∑n
i=1 fij ≤ cj j = 1, . . . ,m (2)∑n
i=1 fij ≥ cj j = 1, . . . ,m (3)
where cj and cj represent the upper and the lower bounds of the domain of cj , respectively.
Note that the fact that a decision variable xi is assigned a value v, where v falls within bin
[bj , bj+1), can be expressed by adding a constraint fij = 1. Similarly, if during search constraint
propagation on xi filters all values listed in the label of arc (v
x
i , v
c
j),
1 this can be expressed by
adding a constraint fij = 0. As we will discuss later, these observations can be exploited to
develop incremental propagators.
Theorem 1. The feasible region associated with the system of linear equations stemming from the
definition of bin counts is an integral polyhedron.
Proof. We show that the constraint matrix is totally unimodular (TUM); this implies that feasible
region associated with the system of linear equations is an integral polyhedron [40]. In [14] the
authors proved that, if A is a matrix whose rows can be partitioned into two disjoint sets B and
C, the following four conditions together are sufficient for A to be totally unimodular:
1. every column of A contains at most two non-zero entries;
2. every entry in A is 0, 1, or −1;
1The removal of all values in the label of arc (vxi , v
c
j ) does not necessarily lead to a wipeout of Dom(xi) since
some values of the domain may appear in the label of arcs (i, k), where k 6= j.
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f11 f12 . . . f1m f21 f22 . . . f2m . . . fn1 fn2 . . . fnm
1 1 . . . 1 0 0 . . . 0 . . . 0 0 . . . 0
0 0 . . . 0 1 1 . . . 1 . . . 0 0 . . . 0
...
...
. . .
...
...
...
. . .
...
. . .
...
...
. . .
...
0 0 . . . 0 0 0 . . . 0 . . . 1 1 . . . 1
1 0 . . . 0 1 0 . . . 0 . . . 1 0 . . . 0
0 1 . . . 0 0 1 . . . 0 . . . 0 1 . . . 0
...
...
. . .
...
...
...
. . .
...
. . . 0
...
. . .
...
0 0 . . . 1 0 0 . . . 1 . . . 0 0 . . . 1
BC
Figure 3: TUM constraint matrix A
3. if two non-zero entries in a column of A have the same sign, then the row of one is in B, and
the other in C;
4. if two non-zero entries in a column of A have opposite signs, then the rows of both are in B,
or both in C.
We reformulate the above set of linear inequalities in standard form as follows∑m
j=1 fij = 1 i = 1, . . . , n (4)∑n
i=1 fij + sj = cj j = 1, . . . ,m (5)∑n
i=1 fij − ej = cj j = 1, . . . ,m (6)
where sj and ej are nonnegative. We then consider the coefficient matrix A of this system of
linear equations and show that it satisfies the four conditions above. It is possible to show that
TUM matrices are closed under the following operations: adding a row or column with at most
one non-zero entry, and repeating a row or a column [41, lemma 9.2.2]. We therefore remove from
A all columns with one or less non-zero entries (i.e. columns corresponding to slack variables sj
and excess variables ej), as well as repeated rows and columns — after removing matrix columns
associated with slack/excess variables, matrix rows corresponding to constraints 5 and 6 become
identical. The resulting constraint matrix is shown in Fig. 3. If we partition rows as shown in the
figure, this will satisfy the four conditions.
Proposition 1. bin counts admits a feasible assignment iff the above system of linear equations
admits a solution.
Proof. follows by construction and from Theorem 1.
Proposition 2. BC and GAC are equivalent for bin counts.
Proof. the feasible region is a convex integral polyhedron (Theorem 1).
More intuitively, holes in Dom(cj) do not lead to filtering since each arc (v
x
i , v
c
j) contributes at
most one unit of flow; for this reason, we can now relax the assumption that Dom(cj) is compact.
Domain contraction on xi leads to filtering only when xi is instantiated to a value (i.e. fij = 1) or
when we observe a label wipeout on arc (vxi , v
c
j) (i.e. fij = 0).
5.2 Filtering fij and cj variables
GAC on cj and xi variable can be enforced by solving 2(n+ nm) linear programs based upon the
above system of linear equations; solving linear programs is in P [16].
For all j = 1, . . . , n a lower bound (resp. upper bound) for Dom(cj) can be found by solving
min (resp. max) cj (7)
subject to
Eq. (1), . . . , (3)
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For all i = 1, . . . ,m and j = 1, . . . , n a lower bound (upper bound) on fij can be found by
solving
min (resp. max) fij (8)
subject to
Eq. (1), . . . , (3)
If fij = 0, all values in arc (i, j) label should be removed from Dom(xi); conversely, if fij = 1, all
values that do not appear in arc (i, j) label should be removed from Dom(xi).
The GAC propagator pseudocode is provided in Algorithm 1. The algorithm takes as input the
set X ≡ {x1, . . . , xn} of value decision variables, the set C ≡ {c1, . . . , cm} of bin counts decision
variables, and the set of bin boundaries B ≡ {b1, . . . , bm+1}. The first loop (line 1) tightens upper
and lower bounds for the variables in C. The second loop (line 11) tightens upper and lower bounds
for the variables in X. Both loops use the filtering logic introduced in the previous paragraphs of
this section.
Algorithm 1: bincounts GAC propagator
Input: Sets of value X ≡ {x1, . . . , xn} and bin counts C ≡ {c1, . . . , cm} decision variables;
set of bin boundaries B ≡ {b1, . . . , bm+1}
Output: Filtered domains for decision variables in X and C
1 for j ← 1 to m do
2 clbj ← min cj subject to Eq. (1),. . . ,(3)
3 cubj ← max cj subject to Eq. (1),. . . ,(3)
4 if the linear program is infeasible then
5 Dom(cj)← ∅
6 else
7 inf(Dom(cj))← clbj
8 sup(Dom(cj))← cubj
9 end
10 end
11 for i← 1 to n and j ← 1 to m do
12 f lbij ← min fij subject to Eq. (1),. . . ,(3)
13 fubij ← max fij subject to Eq. (1),. . . ,(3)
14 if the linear program is infeasible then
15 Dom(fij)← ∅
16 else if f lbij = 1 then
17 for l← 1 to m, l 6= j do
18 Dom(xi) = Dom(xi) \ [bl, bl+1)
19 end
20 else if fubij = 0 then
21 Dom(xi) = Dom(xi) \ [bj , bj+1)
22 end
23 end
A pseudocode for incremental propagation triggered by a change in the domain of a variable
v ∈ X ∪C is shown in Algorithm 2. Incremental propagation requires a set of stored booleans gij ,
for i = 1, . . . , n and j = 1, . . . ,m; in CP solvers, stored booleans are boolean variables whose state
is tracked during search and restored by backtracking. At the beginning of search, after Algorithm
1 has been applied to enforce GAC, each gij takes value true if and only if Dom(xi) contains at
least a value that fits in [bj , bj+1). Algorithm 2 takes then as input the set X ≡ {x1, . . . , xn}
of value decision variables, the set C ≡ {c1, . . . , cm} of bin counts decision variables, the set
of bin boundaries B ≡ {b1, . . . , bm+1}, and the stored booleans gij . The propagation logic is
divided into two procedures. Let v be the decision variable for which a change in the domain
triggered propagation. Procedure updateDomainsBin does not present any substantial difference
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from the first loop of Algorithm 1. Conversely, procedure updateDomainsValue presents a number
of differences from the second loop of Algorithm 1. More specifically, if v belongs to X (line 2)
and i is the index of v in X, we record in boolean variable gˆj the current value of stored boolean
gij for all bins j = 1, . . . ,m. Then, we iterate for all combinations of i and j (line 8). For a given
combination of i and j, if v belongs to X and gˆj and gij are not both true (line 9) — i.e. domains
of variable xi and variable v do not contain at least a value each that fits in [bj , bj+1) — we move
to the next combination of i and j. Otherwise, we update domains similarly to the second loop
(line 11) of Algorithm 1 while also updating stored booleans gij .
Algorithm 2: bincounts GAC incremental propagator
Input: Sets of value X ≡ {x1, . . . , xn} and bin counts C ≡ {c1, . . . , cm} decision variables;
set of bin boundaries B ≡ {b1, . . . , bm+1}; stored booleans gij
1 Algorithm propagate(v)
2 updateDomainsBin()
3 updateDomainsValue(v)
1 Procedure updateDomainsBin()
2 for j ← 1 to m do
3 clbj ← min cj subject to Eq. (1),. . . ,(3)
4 cubj ← max cj subject to Eq. (1),. . . ,(3)
5 if the linear program is infeasible then
6 Dom(cj)← ∅
7 else
8 inf(Dom(cj))← clbj
9 sup(Dom(cj))← cubj
10 end
11 end
1 Procedure updateDomainsValue(v)
2 if v ∈ X then
3 Let i be the index of v in X
4 for j ← 1 to m do
5 gˆj ← gij
6 end
7 end
8 for i← 1 to n and j ← 1 to m do
9 if v ∈ X and ¬(gˆj ∧ gij) then
10 continue
11 end
12 f lbij ← min fij subject to Eq. (1),. . . ,(3)
13 fubij ← max fij subject to Eq. (1),. . . ,(3)
14 if the linear program is infeasible then
15 Dom(fij)← ∅
16 else if f lbij = 1 then
17 for l← 1 to m, l 6= j do
18 Dom(xi) = Dom(xi) \ [bl, bl+1)
19 gil ← false
20 end
21 else if fubij = 0 then
22 Dom(xi) = Dom(xi) \ [bj , bj+1)
23 gij ← false
24 end
In the context of an incremental propagator, instead of rebuilding the linear programs from
scratch at every propagation round, one may store the current state of the constraint matrix and
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enforce additional constraints when some fij are ground. Dual simplex can then be used to find
a new feasible and optimal solution. However, in practice the overhead associated with rebuilding
the linear programs during propagation is minimal.
Example. For the example introduced in Section 4 filtered domains are Dom(x1) = {3, 4},
Dom(x2) = {1, 2}, Dom(x3) = {2}, Dom(c1) = {2}, and Dom(c2) = {1}. These domains are
smaller than those obtained via the decomposition discussed in Section 4.
It is finally worth mentioning that the filtering algorithm described requires all variables xi
to be assigned a value that can be mapped to one of the available bins. Alternatively, one may
want to implement a semantics that simply disregards variables xi that are assigned a value that
cannot be mapped to one of the available bins. This extension of the above propagator is relatively
straightforward: one simply needs to add to the graph theoretical construct a “hidden” bin to
which all values that cannot be mapped to any other bin will be mapped.
6 Computational study
In this section we contrast performance of the decomposition presented in Section 4 and of the
GAC filtering presented in Section 5. All experiments in this paper are carried out on a 2.2GHz
Intel Core i7 Macbook Air fitted with 8Gb of RAM.
We implemented the decomposition (Dec) discussed in Section 4 by using two systems featur-
ing implementation of global cardinality: JaCoP2 [17], which features a BC implementation
based on [15]; and Choco 3.3.03 [28]. We developed a bin counts global constraint in Choco
implementing the GAC filtering in Section 5; the linear programming library used in the filtering
algorithm is oj! Algorithms.4
We consider a set of 50 randomly generated instances. Each instance features n = 15 variables
vi and m = 9 bins such that bi = 5(i − 1) for i = 1, . . . ,m + 1. Dom(vi) comprises up to 10
integer values uniformly distributed in[0, 60) — if a value is generated more than once, the domain
will contain less than 10 values. Recall that cj is a decision variable representing the count of bin
j, Dom(cj) comprises values {0, . . . , Uj}, where Uj is a random integer uniformly distributed in
[0, n+1). We set as a goal the instantiation of a given fraction f ∈ {0, 0.2, 0.4, 0.6, 0.8} of variables
v, i.e. v1, . . . , vbn∗fc under a min domain/min value search strategy. All instances generated do
admit a solution. In Fig. 4 we contrast filtering power for these two approaches. In Fig. 5 we
contrast search time to achieve the goal. In both figures, we report the 5th and the 95th percentiles,
as well as the mean. GAC filters more, but it is slower than the decomposition both in its basic
and incremental variants. The decomposition in Choco features a stronger filtering compared to
the one in JaCoP.
7 Applications
In this section we present a number of applications of bin counts. In our first application we
introduce a new statistical constraint [35] — the χ2 test constraint — and we develop a decompo-
sition for it which relies on bin counts; in our second and third applications, we discuss variants
of the Balanced Academic Curriculum Problem [6] and of the Balanced Nurse Workload Problem
[5] which makes use of this new statistical constraint; finally, in our fourth application, we employ
a variant of the χ2 test constraint in the context of a well-known problem from the literature on
confidence interval analysis.
Since all models presented feature a mix of continuous and real variables, we rely on the
extensions discussed in [9], which makes it possible to model real variables and constraints within
a Choco model and delegate associated reasoning during search to Ibex,5 a library for constraint
processing over real numbers.
2http://jacop.osolpro.com/
3http://www.choco-solver.org/
4http://ojalgo.org/
5http://www.ibex-lib.org/
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Figure 4: Relative performance of the decomposition presented in Section 4 and of the GAC
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Constraints:
(1) bin countsb1,...,bm+1(v1, . . . , vn; c1, . . . , cm)
(2)
∑m
i=1(ci − ti)2/ti ≤ F−1χ2m−1(1− α)
Parameters:
b1, . . . , bm+1 bin boundaries
F−1
χ2m−1
inverse χ2 distribution with
m− 1 degrees of freedom
α target significance for the χ2 test
Decision variables:
v1, . . . , vn observed values
c1, . . . , cm bin counts
t1, . . . , tm target counts for each bin
Figure 6: χ2 test statistical constraint decomposition
7.1 Pearson’s χ2 test statistical constraint
Statistical constraints were originally discussed in [35]. A statistical constraint is a constraint that
embeds a parametric or a non-parametric statistical model and a statistical test with significance
level6 α that is used to determine which assignments satisfy the constraint. Recent applications
include [22, 33].
Existing statistical constraints include the Student’s t test constraint and the Kolmogorov-
Smirnov constraint, both of which rely on the associated statistical tests. Although no implemen-
tation exists for the Student’s t test constraint, if one exploits Choco extensions for modeling real
variables, a decomposition is immediate since the associated test statistic can be easily modelled
as an algebraic expression and forced to be less or equal to a given critical value.
A statistical constraint not yet discussed in the literature is the χ2 test constraint. This
constraint relies on Pearson’s χ2 test of goodness of fit [23], which establishes whether an observed
frequency distribution differs from a theoretical distribution. In the χ2 test statistical constraint
χ2-testαb1,...,bm+1(v1, . . . , vn; c1, . . . , cm; t1, . . . , tm)
vi is a decision variable that represents a random variate; cj is a decision variable that represents the
number of variables vi which take a value in [bj , bj+1); tj is a decision variable that represents the
theoretical reference count for bin [bj , bj+1). An assignment satisfies χ
2 test statistical constraint
iif a χ2 test at significance level α fails to reject the null hypothesis that the observed difference
between the theoretical reference counts and the observed counts arose by chance.
A decomposition for the χ2 test statistical constraint is shown in Fig. 6: constraint (1) deals
with the computation of the counts, constraint (2) restricts the χ2 test statistic.
For the χ2 test statistical constraint it is worth observing that an α close to one restricts
the solution space to those assignments for which the observed difference between the theoretical
reference counts and the observed counts is small. As α decreases, higher fluctuations from the
theoretical reference counts will be tolerated.
Example. We consider a problem with n = 24 variables vi and m = 6 bins such that bi =
5(i− 1) for i = 1, . . . ,m+ 1. Dom(vi) comprises values {0, . . . , Uxi }, where Uxi is a random integer
number uniformly distributed in [0, 30). Dom(cj) comprises values {0, . . . , n}. We implemented
the model and set as a goal the instantiation of variables v1, . . . , vn. Theoretical reference counts tj
for the m bins are t = {2, 4, 10, 4, 2, 2}. The bin counts for two solutions obtained for significance
levels α ∈ {0.95, 0.99} are shown in Fig. 7 and contrasted against theoretical reference counts.
6The significance level is the probability of rejecting a null hypothesis, given that it is true.
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7.2 Balanced academic curriculum problem
CSPLib [11] problem 30, the Balanced Academic Curriculum Problem (BACP) [6], asks to assign
courses to semesters in such a way as to balance academic load — the sum of credits from courses
in a semester — among semesters. In addition, there are constraints on minimum and maximum
number of courses per semester, and some courses are prerequisite to others, e.g. course B must
be assigned to a semester following the one in which course A is assigned. The objective that
is optimised in order to achieve a balanced curriculum varies from work to work: the original
formulation seeks to minimise the maximum load in any given semester, other formulations, see
e.g. [24], employ the L2-deviation to measure balance. In this section we discuss a different
strategy, based on the χ2 test statistic, to measure curriculum compliance with a target credit load
distribution among semesters.
Constraints:
(1) global cardinality1,...,S(s; c)
(2) bin packingw(s; l)
(3) si < sj (course prerequisites)
(4) bin countsb1,...,bm+1(l; o)
(5)
∑m
k=1(ok − tk)2/tk ≤ F−1χ2m−1(1− α)
Parameters:
b1, . . . , bm+1 bin boundaries
S number of semesters
wi course i credits
tk target occurrences in bin k
Decision variables:
si course i semester
lj semester j load
cj number of courses in semester j
ok load occurrences in bin k
Figure 8: A CP formulation for the BACP
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As discussed in [24], a CP formulation for the BACP (Fig. 8) includes one decision variable
si per course i, which indicates to which semester the course is assigned; one decision variables
lj per semester j recording its academic load; and one decision variable cj per semester recording
the number of courses allocated to it. On these variables we enforce a global cardinality
constraint (1) that links si and cj to record the number of courses in each semester; a bin packing
constraint (2) that links si and lj to capture course credits in each semester; and binary inequalities
(3) between pairs of si variables to record course prerequisites.
In addition to the standard constructs above, our formulation includes a list of scalar bin
boundaries b1, . . . , bk, . . . , bm+1 and associated scalar target occurrences tk, for k = 1, . . . ,m, which
are employed to capture the ideal semester load distribution we aim for. The load occurrences in
bin k are recorded by one decision variable ok per bin via a bin counts constraint (4) that links
variables lj and ok. Finally, the associated χ
2 test statistic is forced to be less or equal to a relevant
critical value (5).
Our formulation leads to a constraint satisfaction and not to a constraint optimisation problem.
Alternatively, one may decide to model target occurrences tk as decision variables and minimise
or maximise a given measure associated with the load distribution, e.g. mean, variance, loss,
etc; therefore our study can be seen as a generalisation of existing studies that investigated the
optimisation of specific moments of a distribution.
The traditional smallest-domain-first (variable) and semester with the smallest academic load
(value) criteria [36] is not suitable for our problem, since our goal is not do minimise the maximum
load or the deviation from the mean load. Our aim is chiefly to demonstrate the effectiveness
of GAC propagation, therefore we adopted a simple min domain/min value search strategy on
variables si. We also implemented the symmetry breaking strategy in [20].
We considered the 28 instances in [11]. All instances feature 50 courses, 10 semesters, a
min of 2 credits and a max of 100 credits per semester; a min of 2 courses and a max of 10
courses per semester. Let Lub be the load per period upper bound, we consider bin bounds
{0, 15, 20, 30, 35, Lub + 1} and associated target occurrences {1, 2, 4, 2, 1}; significance level α is set
to 0.99.
Example. We consider the instance “bacp-1” from the CSPLib testbed. A feasible schedule
is shown in Fig. 9; semester loads are shown in Table 1.
Semester 1 2 3 4 5 6 7 8 9 10
Load 50 34 29 17 7 33 23 29 24 17
Table 1: Semester loads of the feasible course schedule (Fig. 9) for instance “bacp-1” from the
CSPLib testbed.
Fig. 12 shows the maximum solution time and the maximum number of nodes observed for any
given number of instances. Because of the high value of α, for all instances solved the observed χ2
statistic is zero, i.e no deviation from target occurrences; in the next sections we will investigate
cases in which a lower value of α, and thus larger deviations, are both relevant and desirable. For
the GAC model the average solution time is 11.6s; half of the instances are solved in less than 2.5s;
the average number of nodes explored is 662; three instances (bacp-22,25,27) could not be solved
within the given time limit of 60s. The Dec model could only solve 7 instances within the given
time limit; the average solution time is 49.1s; the average number of nodes explored is 1466725.
GAC therefore brings orders of magnitude improvements in both nodes explored and search time.
7.3 Balanced nursing workload problem
We further investigate application of bin count in the context of CSPLib [11] problem 69, the
Balanced Nursing Workload Problem (BNWP), which was originally introduced in [5]. The aim
in this problem is to design a balanced workload for nurses caring newborn patients requiring
different amount of care (acuity). Patients belong to a zone and a nurse can only work in a single
zone. There are lower and upper limits on the number of patient the nurse can handle and on the
associated workload expressed in terms of total acuity.
The authors in [5] proposed a Mixed Integer Programming approach. CP approaches based
on the spread constraint were discussed in [39, 37], where the authors proposed a decomposition
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Course load
Figure 9: Feasible course schedule for instance “bacp-1” from the CSPLib testbed.
strategy that pre-computes the number of nurses for each zone and then solves each zone separately.
An alternative CP approach based on the dispersion constraint was discussed in [24] and more
recently in [25], where nurse dependent workloads are modelled.
It is out of the scope of this section to provide a comprehensive discussion on the BNWP. Our
key concern here is to provide an alternative reformulation for the problem based on the bin count
constraint. While most previous works on this problem focused on minimizing the L2-norm. We
suggest an alternative approach in which the decision markers assigns a certain number of “slots”
to each nurse and then sets an “ideal” workload distribution over these slots. For instance, each
nurse should be dealing with up to 6 patients of which ideally, 2 should have acuity in [0,30), 2
in [30,60), and 2 in [60,100). Fluctuations from this ideal patient distribution are accepted, but
should be minimised for the nurse population.
While modeling our variant of the problem we deviate from the standard CP formulation
discussed in [24]. More specifically, in our model (Fig. 11) there are N nurses, P patients, and S
patient slots per nurse. The acuity of patient p is ap. The model features S ·N decision variables
gns , each of which represents patient allocated to slot s of nurse n. The acuity condition of g
n
s
is represented by decision variable cns . Acuity occurrences in bin k of nurse n are represented
by decision variable onk . There are b1, . . . , bm+1 acuity bin boundaries and, as mentioned, the
decision maker must set a target number of patients in bin k for a nurse. Note that it is possible
to express nurse dependent target occurrence distributions; but to keep the discussion simple, we
will here assume all nurses share the same target occurrence distribution. On these variables and
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Figure 10: Solution times for the BACP test bed
parameters we enforce the following constraints: an all different constraint (2) on variables gns ,
to ensure all patients are assigned to different nurses’ slots — note that to ensure that the number
of patients is a multiple of S · N it is possible to insert a number of dummy patients with zero
acuity; an element constraint (3) to ensure that variable cns represents the acuity of patient g
n
s ;
a bin counts constraint (4) for each nurse to relate variables variable cns with acuity occurrences
onk ; and a linear inequality (5) that ensures the normalised deviation from target occurrences
(effectively a χ2 statistic) remains below K for all nurses. K is finally minimised in the objective
(1).
Objective function:
(1) min K
Constraints:
(2) all different(g)
(3) element(cns , a, g
n
s ) for all n and s
(4) bin countsb1,...,bm+1(c
n; o) for all n
(5)
∑m
k=1(o
n
k − tk)2/tk ≤ K for all n
Parameters:
N number of nurses, index n
P number of patients, index p
S number of patient slots per nurse, index s
ap acuity of patient p
b1, . . . , bm+1 acuity bin boundaries
tk target # patients in bin k for a nurse
Decision variables:
gns patient allocated to slot s of nurse n
cns acuity condition of g
n
s
onk acuity occurrences in bin k of nurse n
Figure 11: A CP formulation for the BNWP
By using the model introduced, we solved slightly modified versions of the test instances
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Nurse 1 Nurse 2 Nurse 3
s 1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6
gns 1 4 7 11 13 18 2 5 8 12 14 17 3 6 9 10 15 16
cns 59 44 39 32 26 0 57 42 39 27 22 11 50 40 33 33 20 17
Table 2: Optimal nurse-patient allocation for instance “2zones0”
Bins
[0,30) [30,60) [60,100) K (χ2 statistic)
Nurse 1 2 4 0 4
Nurse 2 3 3 0 3
Nurse 3 2 4 0 4
Target 2 2 2
Table 3: Observed patient acuity occurrence distributions for instance “2zones0”
originally proposed in [39] and available on CSPLib. More specifically, we did adopt a de-
composition approach and we thus solved each zone separately. Most importantly, we set the
number of slot per nurse to 6 and adopted the previously mentioned “ideal” workload distribu-
tion, which assigns for each nurse 2 patients to each of the 3 bins identified by bin boundaries
b1 = 0, b2 = 30, b3 = 60, b4 = 100. We precomputed the number of nurses needed for patients in
any given zone, i.e. N = dP/Se, and we extended the list of patients to include P ′ patients, with
Z = P ′ − P zero-acuity patients to ensure that P ′ = N · S. We ignored the min/max number
of patients per nurse as well as the maximum workload, since these instance parameters become
irrelevant once an “ideal” workload distribution is defined for the nurses.
Example. We consider instance “2zones0” available on CSPLib. In this instance, we have two
zones and 11 nurses. To keep the example simple, we decompose the problem and focus solely on
zone 1. There are P = 17 patients with acuities
a = {59, 57, 50, 44, 42, 40, 39, 39, 33, 33, 32, 27, 26, 22, 20, 17, 11}.
We assume each nurse should care of S = 6 patients in total therefore we can cover the zone by
using N = 3 nurses in total; a dummy patients (#18) with zero acuity must then be added to
ensure that P ′ = N · S. The allocation plan that minimises K is shown in Table 2; the observed
patient acuity occurrence distributions are shown in Table 3. The minimised maximum χ2 statistic
value of the optimal plan is 4. It is clear that balancing allocations in such a way as to minimise
fluctuations from an ideal workload distribution is not a trivial task even for an instance as small
as this one.
Once more, we adopted a simple min domain/min value search strategy in which our goal is
instantiation of variables gns . We also implemented a naive symmetry breaking strategy that forces
gns < g
n
s+1 for all s and n; and also g
n
1 < g
n+1
1 for all n. Results of our computational study are
shown in Fig. 12, which as before illustrates the maximum solution time and maximum number
of nodes observed for any given number of instances. Because of the zone-based decomposition
we adopted, we eventually solved a total of 91 instances. Similarly to what we have done for the
BACP, we here investigate differences between the GAC and the decomposition approach for the
bin count. Surprisingly, the decomposition approach is generally one order of magnitude faster
for this problem. However, by observing the number of nodes explored, it is clear that the GAC
approach still leads to more effective pruning.
7.4 Determining confidence intervals for the multinomial distribution
In the previous two sections the χ2 test statistic has been essentially employed as as a least square
measure of discrepancy from a desired distributional form. In the context of these applications,
α therefore represents a constraint “softening” coefficient, rather than a significance level. In this
section, we introduce an application of a variant of the χ2 test statistical constraint in the context
of the well-known problem of determining simultaneous confidence intervals for the multinomial
distribution. In the context of this application, α retains its original nature of statistical significance
level.
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Figure 12: Solution times for the BNWP test bed
In statistics a multivariate generalisation of the χ2 test is the so-called “score test,” which
can be used to carry out hypothesis testing on multivariate distributions (see [19], chap. 5). In
this section we shall concentrate on the multinomial distribution (see [42], section 3). Consider a
multinomial distribution with event probabilities p1, . . . , pk, where k is the number of categories,
and N trials. Let x1, . . . , xn be n i.i.d. random variates and c1, . . . , ck be associated observed
cell counts in a sample size of N =
∑k
i=1 ci. The problem of determining simultaneous confidence
intervals for p1, . . . , pk was developed in the Sixties by [12, 13, 29].
The maximum likelihood estimators of pj are pˆj = cj/N , j = 1, . . . , k. The random vector
pˆ ≡ (pˆ1, . . . , pˆk) is asymptotically distributed according to a multivariate normal distribution with
mean vector p ≡ (p1, . . . , pk) and covariance matrix Σ/N with elements σjj = pj(1 − pj) and
σij = −pipj for i 6= j. In what follows, we shall concentrate on the work of [29], who discuss
confidence intervals based on the quadratic form
N(pˆ− p)′Σ−1(pˆ− p)
which is asymptotically distributed as a χ2 distribution with k−1 degrees of freedom. Let 1−α be
the desired confidence level, confidence intervals are obtained, for j = 1, . . . , k, as the two solutions
of equation
N
(pˆj − pj)2
pj(1− pj) = F
−1
χ2k−1
(1− α)
The very same intervals can be easily computed via a simple variant of the model originally
presented in Fig. 6, in which Pearson’s χ2 statistic is replaced by Quesenberry and Hurst’s statistic.
The revised model is shown in Fig. 13; constraint (3) ensures this model computes confidence
interval lower bounds.
In [13] the authors discussed tighter version of Quesenberry and Hurst’s intervals. This and
other variants such as the one in [12] can be modelled by simply modifying the original statistic in
constraint (2).
Example. We consider N = 10 i.i.d. observations drawn from a multinomial with event
probability vector p = {0.3, 0.3, 0.4}. The ten observations are x = {1, 1, 2, 0, 1, 1, 1, 0, 2}, the
associated cell counts are c = {3, 5, 2}. We set the target significance for the score test α = 0.1
(i.e. a confidence level 1 − α = 0.9); in Table 4 we compare confidence intervals obtained using
Quesenberry and Hurst’s closed form expressions and intervals obtained as solutions of our model
(Fig. 13) based on the score test statistical constraint.
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Constraints:
(1) bin counts1,...,k+1(x1, . . . , xn; c1, . . . , ck)
(2) N
(cj/N−pj)2
pj(1−pj) = F
−1
χ2k−1
(1− α) j = 1, . . . , k
(3) pj ≤ cj/N j = 1, . . . , k
Parameters:
F−1
χ2k−1
inverse χ2 distribution with
k − 1 degrees of freedom
α target significance for the score test
Decision variables:
x1, . . . , xn random variates
c1, . . . , ck observed cell counts
p1, . . . , pk lower bounds for multinomial event probabilities
Figure 13: A score test statistical constraint decomposition to compute lower bounds of Que-
senberry and Hurst’s confidence intervals. To compute the respective confidence interval upper
bounds constraint (3) should be replaced by pj ≥ cj/N .
Quesenberry and Hurst’s Score test decomposition
(plb1 , p
ub
1 ) (0.0981, 0.6280) (0.0981,0.6280)
(plb2 , p
ub
2 ) (0.2192, 0.7808) (0.2192,0.7808)
(plb3 , p
ub
3 ) (0.0509, 0.5383) (0.0509,0.5383)
Table 4: Confidence intervals for our numerical example
In the example here presented the ten observations and the associated cell counts were scalar
values. However, the constraint program in Fig. 13 models random variates and bin counts
as decision variables. This opens up opportunities for declarative modeling with applications in
multiple domains [35, 27, 22, 33].
8 Related works
Constraint categories that are related to bin counts include counting constraints and value con-
straints. Given a set of decision variables, the count constraint can be exploited to constrain the
number of variables which take a given scalar value; among [3] constrains the number of decision
variables which take values contained within a given set of scalar values; essentially this constraint
can be seen as a bin counts over a single bin. interval and count [8] and assign and counts
[4] deal with the allocation of tasks to bin. However, in both cases the semantics involve properties
of the task — such as being assigned a given colour — and determines a single common bound on
the number of item that are allocated to a bins, rather than counting, for each bin, the number
of elements allocated to it. The cumulative constraint [1] enforces that at each point in time,
the cumulated height of the set of tasks that overlap that point does not exceed a given limit; the
interval and sum constraint, derived from the previous one, fixes the origins of a collection of
tasks in such a way that, for all the tasks that are allocated to the same interval, the sum of the
heights does not exceed a given capacity. In both these constraints all intervals have the same
size and, once more, these constraints does not count, for each interval, the number of elements
allocated to it, they enforce instead a common capacity limit.
The global cardinalityv1,...,vK (x1, . . . , xn; c1, . . . , cm) constraint [21] requires that, for each
j = 1, . . . ,m, decision variable cj is equal to the number of variables x1, . . . , xn that are assigned
scalar vj . The bin counts constraint represents a generalisation of global cardinality in
which scalar values v1, . . . , vn are replaced by intervals representing bins. A GAC algorithm for
the global cardinality constraint, which builds upon and generalises the results in [30], was
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discussed in [31]. Our GAC approach for bin counts generalises this latter discussion, since the
approach in [31] does not reduce the domains of the count variables cj .
Finally, bin counts can be used to express generalisations of constraints such as spread [26]
and deviation [38]. These generalisations can be used to model aspects of a distribution that
go beyond moments such as mean and standard deviation. As we have shown with the χ2 test
constraint, this paves the way to a range of applications in the context of statistical constraints.
9 Conclusions
We discussed the bin counts constraint, which deals with the problem of counting the number
of decision variables in a set which are assigned values that lie in given bins. We presented a
decomposition and a GAC propagation strategy, as well as a decomposition for a new statistical
constraint — the χ2 test constraint — based on bin counts. We discuss three applications of
the χ2 test constraint: reformulations for the BACP and the BNWP, as well as an application
in confidence interval analysis. In our computational study we illustrate the enhanced filtering
achieved by our GAC propagation strategy over a constraint decomposition in the context of a set
of randomly generated instances. This enhanced filtering led to order of magnitude improvements
observed for search performance — both in terms of computational time and number of nodes
explored — in the context of an existing CSPLib test bed for the BACP. A decomposition based
on the global cardinality constraint led to superior performance in terms of computational
time in the context of an existing CSPLib test bed for the BNWP; however, also in this case, a GAC
propagation strategy led to stronger filtering. Finally, we presented an application of the χ2 test
constraint in the context of a well-known problem from the confidence interval analysis literature:
the problem of determining simultaneous confidence intervals for the multinomial distribution.
Although this problem is well-known in the literature, to the best of our knowledge a declarative
approach based on statistical constraints has never been presented before.
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