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Abstract
We review Xia’s analytic model for subnormal tuples of operators as well as a matricial decompo-
sition of pure subnormal tuples of Eschmeier and Putinar. Based on these developments we create a
matricial construction of pure subnormal tuples of finite type from the Xia unitary invariants. In the
process we develop necessary and sufficient conditions for sets of operators {Cj0 ,Dj1 } to be the Xia
invariants of a subnormal tuple.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
In [5] Xia developed an analytic model for subnormal tuples of operators similar to the
models developed in [3,4] for the single variable case. In this paper Xia develops a set
of unitary invariants for a subnormal n-tuple which he called {Λj,Ck,j }j,k=1,...,n. In the
paper he shows that these invariants when taken with the spectrum of the subnormal tuple
form a complete unitary invariant.
In [1] Eschmeier and Putinar were able to eliminate the need for the spectrum by study-
ing a matricial model of the tuple. This model cuts the Hilbert space in such a way that the
subnormal operator is shown to be unitarily equivalent to an operator represented by a two
diagonal matrix.
✩ Some results of this paper are contained in J. Gleason’s Ph.D. dissertation presented to the University of
California at Santa Barbara under the direction of Mihai Putinar.
E-mail address: gleason@math.utk.edu.0022-247X/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0022-247X(03)00366-4
592 J. Gleason / J. Math. Anal. Appl. 284 (2003) 591–600In this paper we will study these invariants for subnormal tuples whose defect space,∨d
j=1[S∗j , Sj ]H, is finite dimensional which we will call subnormal tuples of finite type.
We will show that the matricial model of Eschmeier and Putinar can be constructed from
the unitary invariants in this case and we will give necessary and sufficient conditions for
operators {Λj,Ck,j }j,k=1,...,n to be invariants of this type.
2. Xia’s analytic model
Let M be a separable Hilbert space. Then let e(·) be a positive semidefinite L(M)-
valued measure with compact support γ ⊂ Cn such that e(γ ) = IM. If in addition there
are operators {Λj,Ck,j }j,k=1,...,n in L(M), which satisfy the following properties:
∫
γ
(uj I −Λj)
t∏
q=1
(umq − zq)−1 e(du)= 0 (1)
for |zq | large, and∫
F
((
u¯kI −Λ∗k
)
(uj I −Λj)−Ckj
)
e(du)= 0 (2)
for every Borel set F ⊂ γ , then we will call e(·) a compressed spectral measure.
For each of these compressed spectral measures, we defineL2(e) to be the Hilbert space
of all measurableM-valued functions f satisfying
‖f ‖2 =
∫
γ
〈
e(du)f (u), f (u)
〉
<+∞,
where f and g are considered the same function if ‖f − g‖ = 0.
Let D be the largest open set of z ∈ Cn \ γ such that (1) holds for all j , and let K =
Cn \ D. Thus we can define the space R2(K, e) to be the closure in L2(e) of all linear
combinations of the functions f (·)=∏nj=1(uj − zj )−1α with z ∈D and α ∈M.
For each f ∈R2(K, e) we can define the operator Sj as
(Sj f )(u)= (uj )f (u).
Then S = (S1, . . . , Sn) is a pure subnormal tuple on R2(K, e) with minimal normal exten-
sion N on L2(e) defined by
(Njf )(u)= (uj )f (u) for f ∈L2(e).
In the following theorem, we will see that in fact every subnormal tuple is of this type.
Theorem 1 [5, Theorem 1]. Let S be a pure subnormal tuple on a separable Hilbert space
H with minimal normal extension N on a Hilbert space K ⊃ H with Taylor joint spec-
trum σ(N) and whose spectral measure we will denote by E(·). LetM be the defect space∨d
j=1[S∗, Sj ]H and let Q be the injection from M into H. Then there exists a positivej
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isfies the following:
e
(
σ(N)
)= I, (3)
∫
(uj I −Λj)
t∏
q=1
(umq − zq)−1 e(du)= 0 (4)
for j = 1, . . . , d , zq ∈ ρ(Smq ), and 1mq  d , and∫
F
((
u¯kI −Λ∗k
)
(uj I −Λj)−Ckj
)
e(du)= 0 (5)
for every Borel set F ⊂ σ(N), where Λ∗j = (S∗j |M) and Cj = [S∗j , Sj ]|M. Furthermore,
the operator U , defined by
Uf (N)α = f (·)α
for every bounded Borel function f and α ∈M, extends to a unitary operator from K onto
L2(e) satisfying
UH= R2(σ(S), e), (USjU−1f )(u)= (uj )f (u),
and (
US∗j U−1f
)
(u)= (u¯j )
(
f (u)− f (Λ))+Λ∗j f (Λ)
for f ∈ R2(σ (S), e), where
f (Λ)=
∫
σ(N)
e(du)f (u)=Q∗U−1f.
In the proof of this theorem Xia makes use of a set L(M)-valued analytic functions
Skj (z,w)=Q∗
(
w¯I − S∗k
)−1
(zI − Sj )−1Q
for z ∈ ρ(Sj ) and w ∈ ρ(Sk) which we will call the determining functions. He then proves
that these determining functions can also be written as
Skj (z,w)=
((
w¯I −Λ∗k
)
(zI −Λj)−Ckj
)−1
.
Since the majority of the proof of this theorem is primarily computational we will omit the
proof here and the reader is referred to [5] for the details.
3. The Eschmeier and Putinar matricial model
In [1, Section 4], Eschmeier and Putinar prove a decomposition theorem for commuting
tuples of operators in order to prove that the set of operators {Ckj ,Λj } discussed in the
previous section form a complete set of unitary invariants for a pure subnormal tuple. This
decomposition resembles the Jacobi matrix decomposition of a self-adjoint matrix.
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without proof.
Let S = (S1, . . . , Sd) ∈ L(H)n be a commuting tuple of bounded linear operators on a
separable Hilbert space H. Then the space
H0 =
⋂
β∈Nd
⋂
α∈Nd
ker(S∗βSα − SαS∗β)
is the largest reducing subspace for S such that S|H0 is normal. Similarly, for k ∈ N the
spaces
Mk =
⋂
0|β|k
⋂
α∈Nd
ker(S∗βSα − SαS∗β)
form a decreasing sequence of invariant subspaces for S such that
S∗j Mk+1 ⊂Mk, k  0, 1 j  d.
Then by letting Hp =Mp−1 Mp for p  1, we construct a canonical decomposition of
the space H with respect to the tuple S which satisfies the following relations:
(i) H=⊕p0Hp ;
(ii) H0 is the largest reducing subspace for S such that S|H0 is normal;
(iii) H1 is invariant under S∗;
(iv) S∗jHp ⊂Hp−1 ⊕Hp, p  2, 1 j  d ;
(v) SjHp ⊂Hp ⊕Hp+1, p  1, 1 j  d ;
(vi) Hp ⊕Hp+1 = (Hp +∑dj=1 SjHp), p  1;
(vii) dimHp+1  d dimHp , p  1.
In the following we will assume that the tuple S is pure which forcesH0 = 0. Hence, with
respect to the decomposition H =⊕∞p=1Hp , Sj has the following matricial structure for
each 1 j  d :
Sj =


D
j
1 0 0 0 · · ·
C
j
1 D
j
2 0 0 · · ·
0 Cj2 D
j
3 0 · · ·
0 0 Cj3 D
j
4 · · ·
...
...
...
...
. . .


.
Using condition (vi) above one easily obtains that the operators
Cp :Hdp →Hp+1, (xj ) →
d∑
j=1
C
j
pxj ,
have dense range for p  1.
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H⊥1 =M1 =
d⋂
j=1
⋂
α∈Nd
ker
(
S∗j Sα − SαS∗j
)⊂
d⋂
j,k=1
ker
[
S∗j , Sk
]
.
Thus by taking orthogonal complements we see that
∨d
j,k=1 ran[S∗j , Sk] ⊂H1 and we have
the following relations for 1 j, k  d :[
D
j∗
1 ,D
k
1
]+Cj∗1 Ck1 = [S∗j , Sk]
∣∣H1 ,[
D
j∗
p ,D
k
p
]+Cj∗p Ckp = Ckp−1Cj∗p−1, p  2,
C
j∗
p D
k
p+1 =DkpCj∗p , p  1.
These properties are able to be used to create the following canonical form of a pure com-
muting tuple.
Proposition 2. Let S ∈ L(H)d be a pure commuting tuple of operators. Then there are a
sequence (Jp)∞p=1 of Hilbert spaces and bounded operators djp :Jp → Jp, cp :J dp → J dp ,
with cp positive, satisfying
Jp+1 ⊂ J dp , J dp  Jp+1 = ker(cp), cp  0,
such that S is unitarily equivalent to the tuple T = (T1, T2, . . . , Td) acting on J =⊕∞
p=1 Jp with components
Tj =


d
j
1 0 0 0 · · ·
c
j
1 d
j
2 0 0 · · ·
0 cj2 d
j
3 0 · · ·
0 0 cj3 d
j
4 · · ·
...
...
...
...
. . .


, 1 j  d.
Here the coefficients cjp :Jp → Jp+1 are determined by the operators cp via the rule
cp(x1, x2, . . . , xd)=
d∑
j=1
c
j
pxj .
Furthermore, one can achieve that
Mp(T )= Jp+1 ⊕ Jp+2 ⊕ · · · , p  1.
Proof [1]. Let H =⊕∞p=1Hp be the intrinsic decomposition obtained in the comments
above. Define J1 =H1, W1 = IJ1 , and J2 = J d1  kerC1. Since
J2 C1→H2
is injective with dense range, there exists a unitary operator
W2 :J2 →H2.
Define C˜1 =W∗C1 ∈ L(J d,J2) and D˜j =W∗DjW2 ∈L(J2).2 1 2 2 2
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J d2
⊕
W2−−−→Hd2
C2−→H3
is dense, there exists a unitary operator W3 :J3 → H3, where J3 = J d2  ker(C2 ◦
(
⊕
W2)). Define as before C˜2 by W3 ◦ C˜2 ◦ (⊕W2), and set D˜j3 =W∗3Dj3W3, 1 j  d .
Continuing in this way one obtains a sequence of spacesJp with Jp+1 ⊂ J dp , p  1, to-
gether with operators C˜p :J dp →Jp+1, D˜jp :Jp →Jp , Wp :Jp →Hp , p  1, 1 j  p,
such that, for p  1 and j = 1, . . . , d (with D˜j1 =Dj1 ),
(i) Wp+1C˜p = Cp(⊕Wp);
(ii) Each Wp is unitary;
(iii) WpD˜jp =DjpWp ;
(iv) ker C˜p = J dp Jp+1;
(v) C˜p has dense range.
Note that in this way we obtain a unitary operator
W =
⊕
Wp :J =
∞⊕
p=1
Jp →H=
∞⊕
p=1
Hp,
which carries the matricial decomposition of each entry of S into a matrix as in the state-
ment, except for one condition: the maps C˜p :J dp → Jp need not be positive. To achieve
this last requirement, we rotate again the spaces Jp with the unitaries coming from the
polar decomposition of the operators C˜p and finally obtain the positive operators cp in the
statement. ✷
If the underlying Hilbert space of a tuple T has such a decomposition it is said to be
in standard form. This definition makes sense since every pure tuple is isomorphic to one
in standard form and we see from the following propositions that two tuples are unitarily
equivalent if they are isomorphic to unitarily equivalent standard forms.
Proposition 3. Let T = (T1, T2, . . . , Td) and T˜ = (T˜1, T˜2, . . . , T˜d) be two commuting tu-
ples in standard form, relative to the decompositions
H=
∞⊕
p=1
Jp, H˜=
∞⊕
p=1
J˜p,
respectively. Suppose that there exists a unitary operator U :J1 → J˜1 such that
U
(
T ∗j
∣∣
J1
)∗ = (T˜ ∗j ∣∣J˜1
)∗
U and U
[
T ∗j , Tk
]= [T˜ ∗j , T˜k]U
on J1, for all 1 j, k  d . Then T and T˜ are unitarily equivalent.
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tuples. Suppose that there exists a unitary operator U :H1(S)→H1(S˜) such that
U
(
S∗j
∣∣
H1(S)
)∗ = (S˜∗j ∣∣H1(S˜)
)∗
U and U
[
S∗j , Sk
]= [S˜∗j , S˜k]U
on H1(S), for all 1 j, k  d . Then S and S˜ are unitarily equivalent.
In the case where S is a pure subnormal tuple onH we have that the set {Ckj ,Λj } from
Xia’s analytic model form a complete unitary invariant for the tuple S.
4. Subnormal tuples of finite type
If for a pure subnormal tuple S = (S1, . . . , Sd) dimension of the space ∨dj=1[S∗j , Sj ]H
is finite then we will call the tuple finite type. In this case we are able to gain some specific
results regarding the composition of the tuple using the matrix decomposition from the
previous chapter. For instance, we have a new proof of the following generalization of
Morrel’s theorem which was given in [5] and is a corollary of Corollary 2 in [6].
Theorem 5. Let S = (S1, . . . , Sd) be a pure subnormal tuple on a Hilbert space H. If
dim
d∨
j=1
[
S∗j , Sj
]H= 1,
then S is unitarily equivalent to a tuple T = (T1, . . . , Td) such that Tj = αj I + βjU+ for
some αj ,βj ∈C with ∑j |βj |2 > 0, where U+ is the unilateral shift of multiplicity one.
Proof. Let S = (S1, . . . , Sd) be a pure subnormal tuple on a Hilbert space H. Let
U+ be a unilateral shift of multiplicity one on a decomposition of H such that M =∨d
j=1[S∗j , Sj ]H = (I − U+U∗+)H. Let T = (T1, . . . , Td) be a commuting tuple such that
for each j = 1, . . . , d , Tj = αj I + βjU+, where α,β ∈C. We shall prove this theorem by
finding such αj and βj so that the unitary invariants are the same for both S and T .
First, since [T ∗j , Tj ] = |βj |2(I − U+U∗+) we let βj be the real number corresponding
to the square root of [S∗j , Sj ]. (Note that
∑ |βj | > 0 since S is rank 1.) Then [T ∗j , Tj ] =
[S∗j , Sj ]. Furthermore, since T ∗j |M = α¯j I |M we let α be the complex number correspond-
ing to (S∗j |M)∗. Then the other unitary invariant is the same for both tuples. Since the
invariants are the same, we have from Proposition 4 that S and T are unitarily equivalent.✷
Another result that can be seen from this matricial structure is a generalization of the
work of Putinar in [2] in which we show a construction of a subnormal tuple from the Xia
invariants.
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L(Jp,J dp+1) and Djp+1 ∈ L(Jp+1,Jp+1), j = 0, . . . , d , be a set of operators such that
the operator Cp ∈L(J dp ,Jp+1), defined by
Cp(x1, . . . , xd)=
d∑
j=1
C
j
pxj ,
has dense range in Jp+1, J dp  Jp+1 = kerCp , and Cp|Jp+1 > 0. Assume this set of
operators also satisfies the condition
({
CkpC
j∗
p −
[
D
j∗
p+1,D
k
p+1
]}d
j,k=1
)
> 0.
Then the Hilbert space Jp+2 and the new set of operators {Cjp+1,Djp+2}j=1,...,d , defined
by
Cp+1 =
({
CkpC
j∗
p −
[
D
j∗
p+1,D
k
p+1
]}d
j,k=1
)1/2
,
Jp+2 := ran(Cp+1)J
d
p+1,
Cp+1(x1, . . . , xd)=
d∑
j=1
C
j
p+1xj for (xj )dj=1 ∈ J dp+1,
Dkp+2 =
(
C−1p+1
(⊕
Dkp+1
∣∣∣J dp+1
)
Cp+1
)∣∣∣Jp+2,
satisfies for large values of |z| and |w|,
det
[
I − (Dkp+2 − z)−1(Dk∗p+2 − w¯)−1C2p+1]
= det
[
I −
(⊕
Dk∗p+1 − w¯
)−1(⊕
Dkp+1 − z
)−1
× {ClpCj∗p − [Dj∗p+1,Dlp+1]}dj,l=1
]
.
Proof. The proof is based on a series of determinant identities
det
[
I − (Dkp+2 − z)−1(Dk∗p+2 − w¯)−1C2p+1]
= det[(Dkp+2 − z)−1((Dkp+2 − z)− (Dk∗p+2 − w¯)−1C2p+1)]
= det
[(
C−1p+1
(⊕
Dkp+1
)
Cp+1 − z
)−1]
× det
[(
C−1p+1
(⊕
Dkp+1
)
Cp+1 − z
)
−
(
Cp+1
(⊕
Dkp+1
)∗
C−1p+1 − w¯
)−1
C2p+1
]
= det
[
C−1p+1
(⊕
Dkp+1 − z
)−1
Cp+1
]
× det
[
C−1p+1
(⊕
Dkp+1 − z
)
Cp+1 −Cp+1
(⊕
Dk∗p+1 − w¯
)−1
C−1p+1C
2
p+1
]
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[(⊕
Dkp+1 − z
)−1]
× det
[(⊕
Dp+1 − z
)
−C2p+1
(⊕
Dk∗p+1 − w¯
)−1]
= det
[(⊕
Dkp+1 − z
)−1]
× det
[(⊕
Dkp+1 − z
)(⊕
Dk∗p+1 − w¯
)
−C2p+1
]
det
[(⊕
Dk∗p+1 − w¯
)−1]
= det
[(⊕
Dk∗p+1 − w¯
)−1(⊕
Dkp+1 − z
)−1]
× det
[(⊕
Dkp+1 − z
)(⊕
Dk∗p+1 − w¯
)
− {ClpCj∗p − [Dj∗p+1,Dlp+1]}dj,l=1
]
= det
[
I −
(⊕
Dk∗p+1 − w¯
)−1(⊕
Dkp+1 − z
)−1
× {ClpCj∗p − [Dj∗p+1,Dlp+1]}dj,l=1
]
. ✷
Corollary 7. With the above notation, the following relations hold:
tr
(
C2p+1
)= tr(C2p), tr(Dkp+1)= d tr(Dkp),
and ∥∥Dkp+1
∥∥ ∥∥Dkp∥∥
for all p  1 and k = 1, . . . , d .
Proof. From the notation in the theorem we have that
det
(
z−Dkp+1
)= det(z− (C−1p ⊕DkpCp))
= det
(
C−1p
(
z−
⊕
Dkp
)
Cp
)
= det
(
z−
⊕
Dkp
)
.
Looking at the coefficients of the expansion of these polynomials, we have that
tr
(
Dkp+1
)= tr(⊕Dkp
)
and so
tr
(
Dkp+1
)= d tr(Dkp).
Likewise, by taking the trace of both sides of the equation
C2p+1 =
{
ClpC
j∗
p −
[
D
j∗
p+1,D
l
p+1
]}d
j,l=1
we have that
tr
(
C2p+1
)= tr(C2p).
Finally, we have that
∥∥Dkp+1
∥∥ ∥∥C−1p ∥∥
∥∥∥⊕Dkp
∥∥∥‖Cp‖ =
∥∥∥⊕Dkp
∥∥∥= ∥∥Dkp∥∥. ✷
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following theorem where necessary and sufficient conditions are given for a set of opera-
tors {Cjj ,Λj }dj=1 on a finite dimensional Hilbert space to be a set of Xia invariants for a
subnormal tuple.
Theorem 8. There exists a bijection between the set of pure subnormal tuples S =
(S1, . . . , Sd), where H1 =∨dj=1 ran[S∗j , Sj ] is finite dimensional and the sets of operators
{Cj0 ,Dj1 } which satisfy the conditions in Theorem 6 for all p  0 as well as the commuta-
tivity conditions
C
j
pD
k
p +Djp+1Ckp = CkpDjp +Dkp+1Cjp, Dj1Dk1 =Dk1Dj1 ,
and
C
j
p+1C
k
p = Ckp+1Cjp
for all p  1 and j, k = 1, . . . , d . More specifically, C0 =∑[S∗j , Sj ] and Dj∗1 = S∗j |H1 .
5. Open questions
One of the open questions with regard to this matrix construction has to do with whether
or not it is possible to prove the boundedness of the constructed matrix without the use
of determinants. This would be useful to find the similar result in the case that the self
commutator is not finite rank.
Another area of research in this area is to determine necessary and sufficient conditions
on the Xia invariants in order to be related to a subnormal operator. In the single variable
case some progress has been made by Yakubovich [7,8] which involves geometry. It would
be nice to simplify this work as well as develop analogous results for the multi-variable
case.
References
[1] J. Eschmeier, M. Putinar, Some remarks on spherical isometries, Preprint, 2000.
[2] M. Putinar, Linear analysis of quadrature domains, III, J. Math. Anal. Appl. 239 (1999) 101–117.
[3] D. Xia, The analytic model of a subnormal operator, Integral Equations Operator Theory 10 (1987) 258–289.
[4] D. Xia, Analytic theory of subnormal operators, Integral Equations Operator Theory 10 (1987) 880–903.
[5] D. Xia, Analytic theory of a subnormal n-tuple of operators, in: Operator Theory: Operator Algebras and
Applications, Part 1 (Durham, NH, 1988), American Mathematical Society, Providence, RI, 1990, pp. 617–
640.
[6] D. Xia, On some classes of hyponormal tuples of commuting operators, in: Topics in Operator Theory: Ernst
D. Hellinger Memorial Volume, in: Oper. Theory Adv. Appl., Vol. 48, Birkhäuser, Basel, 1990, pp. 423–448.
[7] D.V. Yakubovich, Subnormal operators of finite type, II. Structure theorems, Rev. Mat. Iberoamericana 14
(1998) 623–681.
[8] D.V. Yakubovich, Subnormal operators of finite type, I. Xia’s model and real algebraic curves in C2, Rev.
Mat. Iberoamericana 14 (1998) 95–115.
