This paper describes a new method for fuzzy segmentation based on spatial constraints. Taking into account the neighborhood influence two techniques are used. First a new feature is derived from Peano scans to represent a spatial relationship among neighbors. Second we incorporate a regularization term to Fuzzy C-means algorithm (FCM). The algorithm is tested on both synthetic and multispectral images. Experimental results are presented and discussed. They show the effectiveness of the method.
INTRODUCTION
Image segmentation is an essential task for image understanding and analysis. A large variety of methods have been proposed in the literature. Image segmentation can be defined as a classification problem where each pixel is assigned to a specific class. Clustering methods are considered as an unsupervised classification, where there is no need for prior knowledge about the data set. Many different clustering techniques have been proposed [1] [2] in computer vision and pattern recognition. Among those techniques Fuzzy c-means algorithm [3] which is widely used for image segmentation [4] . FCM algorithm allows points to belong to two or more classes with appropriate membership. This flexibility during the classification process is a useful property since it informs about the confidence attributed to a particular class or cluster. Although the original FCM algorithm yields good results for segmenting noisefree images, it fails to segment images corrupted by noise, outliers and other imaging artifact. Therefore segmenting real world images such as remote sensing images by FCM can lead to a erroneous segmentation. One way to deal with this problem is to filter image before applying FCM. However filtering may lose important information. It is advantageous to explicitly incorporate the neighborhood information along with pixel intensities in the image plane. Earlier works [5] show the improvement in segmentation results by incorporating the spatial information into the FCM algorithm. Pahm et al [6] propose a method by incorporating a second constraint term to allow the membership function to be influenced by neighborhood membership functions. In the same context, Ahmed et al [7] add a second term to the FCM objective function in order to influence the classification of a given point by its neighborhood values. Those methods are based on direct contribution of neighbors' intensity values and do not take into account any other property of that neighborhood. Another approach which merges naturally the spatial context is Markov Random Field (MRF) [8] . It is widely used for segmentation problem, but computationally very expensive due to the complexity of parameters estimation. Generally segmentation methods are sensitive to contrast change or illumination conditions. We need to encode the neighborhood context in such a way as being:
1) Invariant to a shift in the pixel intensities as well as contrast changes 2) Able to encode a small number of parameters properties in a non-parametrized way as the estimation of such is often a very difficult task.
3) The encodeship should be local just as the pixel values so that the segmentation can be performed in a single pass.
Peano space filling curves have good topological properties [9] they preserve a spatial proximity, generally used to map a multi-dimensional space onto one dimension. Peano scans have been also used for mulitresolution image analysis [10] . However earlier works of [11] uses optimal Peano scans to generate a local patterns called motifs. It has been shown that method is efficient for texture analysis and image retrieval.
In this paper we present an approach based on spatial constraints for FCM. Two techniques are combined to incorporate the spatial context. The first one is an additional feature: rather than pixel intensity we introduce a new representation of neighborhood relationship by using local space filling curves. The second consists in modifying FCM objective function by adding a second term. This term allows the pixel to be influenced by its neighbors which yield a regularization effect. The proposed algorithm improves robustness to noise, outliers and retain simplicity. This paper is organized as follows. Section 2 describes the use of the local Peano scan to evaluate the relationship between adjacent pixels. Then, in the following section we present a new objective function for FCM. Our segmentation method is tested on both synthetic and real images, results are illustrated in section 4. The paper is concluded in section 5.
FEATURE SELECTION

Optimal Scan
The relationship among adjacent pixels is an important feature. It allows a better efficiency for image segmentation. In this section we describe a method that uses Peano space filling curves properties to encode the relationship in local neighborhood. Our method consists in determining the dependence between four adjacent pixels in term of intensity variation. A 2x2 pixels grid is traversed by a set of Peano curves to obtain a path which minimizes the intensity value over the scan, yielding an optimal scan. Given four adjacent pixels p 1 p 2 p 3 p 4 the optimal scan follows the permutation r * that corresponds to
Fixing the start point in 2x2 grid yields a set of 6 possible paths (motifs). Changing the start point in the grid results in a different set of motifs. Using all possible scans results in 24 possible motifs. Referring to the minimization criterion Fig. 1 . 12 possible scans to account for all pairs traversing the four adjacent pixels in Eq. 1, the number of motifs can be reduced to 12 as illustrated in Fig. 1 . Note that given four adjacent pixels one of 12 paths yields a minimum value δ. The advantage for using the optimal scan is that it brings information about adjacent pixels by minimizing the variation of intensity. Small value of δ means that there are less variation of intensity. In particular case where 2x2 pixels have the same values, all motifs scan optimally those pixels and δ is equal to 0.
Neighborhood Contribution
Consider a set of grey level values of 8-connected pixels.
The centre pixel and its neighbors are divided into four groups
, e}, g 3 = {o, e, f, g}, g 4 = {o, g, h, a}, where each group contains four adjacent points as illustrated in Figure 2 . Using this configuration one can obtain δ (optimal scan) in each set. Then the four optimal values will be considered as a feature that represents the relationship between a given pixel and its neighbors. However in order to control the influence of this feature a weight w is attributed. Finally the feature vector of a given pixel shows the flowing structure:
Adding the same intensity to a four adjacent pixels do not affect the optimal path. 
MODIFIED FCM
The traditional FCM algorithm minimizes the objective function J(U, V ) which is defined by sum of similarity measures. The objective function is given by
where X = {x 1 , x 2 , ..., x N } denote the set of data (x k correspond to feature vector described in section 2.2). V = {v 1 , v 2 , ..., v C } represents the prototypes, known as the clusters centers. U = [u ij ] is the partition matrix which satisfies the following conditions:
m is a fuzzifier which indicate the fuzziness of membership for each point. FCM algorithm is based on an iterative process by minimizing the distance between each point and the prototypes. As we can notice from Eq. 2 the FCM objective function does not incorporate any spatial constraint. This can lead to a formation of small undesirable regions. More over in presence of noise classification process is affected directly by the noise. In order to overcome this problem, the regularization term is added to constraint the Eq. 2 allowing the classification of each point to be influenced by its neighborhood. The modified objective function can be expressed as follow:
where Ω is a set of neighbors. The parameter α is a weight that controls the influence of the second term. The objective function (5) has two components. The first component is the same as FCM, the second is a penalty term. This component reaches a minimum when the membership value of neighbors in a particular cluster is large. The optimization of (5) with respect to U will be solved by using Lagrange multiplier technique.
the derivative of (6) with respect to u ij
solving for u ij we have
solving for λ j with respect to the constraint (4) we obtain
As λ j does not depend in the term of the sum this yield
substituting in (8) we obtain the following update membership
As seen from (11), the neighboring membership values (u pk ) influence u ij to follow the neighborhood behavior. For instance if a given point has a high membership value to a particular cluster and its spatial neighbors have a small membership values to this cluster, the penalty term plays the role to force the point to belong to the same cluster as its neighbors. As we can notice from (11), the weight α controls the importance of the regularization term. In the particular case when α = 0 the membership value, u ij , is independent of the neighborhood membership values and it turn out the same standard FCM membership function. If α is too large, the segmentation result will be very smooth and the shape of regions can be affected. The value α should be chosen with respect to trade-off between both terms.
The prototype update equation is the same as standard FCM, since the second component of (5) does not depend on v i . Thus we obtain the centroids update by the following equation:
The Modified FCM (MFCM) algorithm can be summarized in the following steps:
Step 1 Fix the number of clusters Initialize u ij by random value ∈[0,1] Initialize the centers by random points from data set
Step 2 Compute the distance x j − v i
2
Step 3 Update the partition matrix using (11) Step 4 Update centroids using (12)
Step 5 Repeat step 2 to step 5 till convergence The convergence of the process is considered here to be reached when the change in membership values is less than the threshold.
EXPERIMENTS
In this section we illustrate the application of the proposed algorithm on synthetic images corrupted by noise and remote sensing (RS) images. In all experiences the parameter α was set to 70, w=0.5 and m is chosen to be 2. Fig. 3 (a) shows a synthetic image containing five class patterns corrupted by 20% of shotnoise. Fig. 3 (b) shows the result of applying FCM to the original image. As we can 
CONCLUSION
In this paper we proposed a new method for segmentation.
A new feature and a new FCM objective function are used to incorporate spatial information, aiming for more effective segmentation. We compared our results with traditional FCM. The MFCM proves more robust than FCM on both synthetic and RS images. In future works more criteria will be considered for additional constraints such as automatic determination of the number of classes and probabilistic methods to calculate weights.
