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Formal equivalence between Tsallis and extended Boltzmann-Gibbs statistics
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A formal correspondence between the q−distribution obtained from the Tsallis entropy and non-maxwellian
distributions obtained from the Boltzmann-Gibbs entropy is afforded.
PACS numbers: 05.70.Ce, 05.40.Fb, 13.85.Tp, 95.85.Ry
As is well known, generalized nonextensive statistics have
increasingly received attention, and the physical needs for de-
parture from Boltzmann-Gibbs statistical mechanics and ther-
modynamics have been investigated by several authors [1].
Since generalized nonextensive statistics are related to a new
physics, it is a fundamental point to ask for the necessity of
introducing nonextensivity at all. It is our purpose here to
show a formal correspondence between the ρq distribution as-
sociated with Tsallis entropy and the ρ distribution obtained
rightly from the Boltzmann-Gibbs entropy.
Tsallis entropy is defined by [2]
Sq = kT r
ρ− ρq
q − 1
, (1)
where ρ is the density matrix, k is a positive constant and
q ∈ R is the entropic index. Since the rule
Sq(A+B) = Sq(A)+Sq(B)+(1−q)Sq(A)Sq(B) > 0 (2)
is verified for two independent systems A and B, the q pa-
rameter has been interpreted as a measure of nonextensivity.
When q = 1 the Boltzmann-Gibbs entropy,
S = −kT rρ ln ρ, (3)
is recovered and corresponds to the extensive case. When q <
1 and q > 1 the system is said to possess superextensive and
subextensive properties, respectively. The statistical operator
ρq obtained maximizing Sq subject to the constraints
Trρ = 1, (4)
and
TrρqH = 〈E〉q , (5)
is
ρq = Ẑ
−1
q [1− (1− q)βH ]
1
1−q
, (6)
where H is the Hamiltonian, β = 1/kT is the absolute tem-
perature, k is the Boltzmann constant and
Ẑq = Tr [1− (1− q)βH ]
1
1−q (7)
is the generalized partition function. The hat above Ẑq remind
us of its operational character in contrast with the partition
functionZq. Once there is no ambiguity in the other operators
appearing here, there is no need for using hat. Eq.(6) can be
rewritten in the expanded form
ρq = Ẑ
−1
q exp
[
−
∞∑
n=1
(1− q)
n
n−1
(βH)
n
]
. (8)
As usual, we want to maximize the Boltzmann-Gibbs en-
tropy Eq.(3), subjected to certain constraints. If we know
nothing about the system, except that Trρ = 1, then in the
energy representation where H |E〉 = E |E〉 all the states are
equally likely, i.e., P (E) = 〈E| ρ |E〉 = constant. On the
other hand, if we know the Hamiltonian H for the system
and the corresponding mean energy 〈E〉 = TrρH , thus us-
ing Lagrange multipliers it is straightforward to show that the
entropic form Eq.(3) leads to the Maxwell-Boltzmann distri-
bution P (E) = Z−1 exp(−βE). If additional measurements
are made on the system such that, besides the mean energy,
we also know the mean square, or more generally, the central
moments of order p, i.e., 〈(∆E)p〉 = 〈(H − 〈E〉)p〉, we can
impose this knowledge as additional constraints. Note that,
classically, if we know all order of moments, we can precisely
characterize the distribution function. Thus, let us consider
〈(∆E)
n
〉, n integer, as new constraints and redefine the en-
ergy level such that now we have the moments
〈(∆E)
n
〉 = TrρHn. (9)
When we vary ρ in Eq.(3) and in those for the constraints
Eq.(9), multiplying each constraint by the undetermined La-
grange multipliers β0,β1,β2, ...βn and adding the result, we
obtain
Tr
(
1 +
∞∑
n=0
βnH
n + ln ρ
)
δρ = 0. (10)
Since all variations are independent and δρ is arbitrary, it fol-
lows the extended (non-maxwellian) distribution
ln ρ = −1−
∞∑
n=0
βnH
n
, (11)
or, equivalently
ρ = Ẑ−1 exp(−
∞∑
n=1
βnH
n), (12)
where
Ẑ = Tr exp(−
∞∑
n=1
βnH
n) (13)
2is the partition function. In the energy representation, Eq.(12)
and Eq.(13) reads, respectively,
P (E) = Z−1 exp(−
∞∑
n=1
βnE
n), (14)
and
Z =
∑
E
exp(−
∞∑
n=1
βnE
n). (15)
Eq.(15) can be used to obtain all the Lagrange multipliers con-
sidering formally Ek = Yk as independent variables:
βk = −
∂ lnZ
∂Ek
. (16)
The formal correspondence between the q−distribution
Eq.(8) and the extended distribution Eq.(12) can be found,
both leading to the same result, imposing
βn =
(1− q)n−1
n
βn. (17)
From Eq.(17) we see that, in general, in order to get ρ = ρq ,
an infinite number of constraints is needed. However, if
the energy dispersion is not significative, being the distribu-
tion highly concentrated around the mean energy, or, equiv-
alently, if all the Lagrange multipliers except β1 are very
small, the sum in Eq.(12) and Eq.(8) can be truncated, and
q in Eq.(17) will differ only slightly from the unity. Actu-
ally, three decades ago, to solve discrepancies between the
observed and predicted fluxes of solar neutrino, D.D. Clayton
[3] proposed that the Boltzmann factor exp(−βE) was mod-
ified to exp(−βE − β2E2), which can be rewritten as
P (E) = Z−1 exp
[
−βE − δ (βE)2
]
, (18)
where δ is a small parameter needed to fit experimental re-
sults. As Clayton noted, δ ∼ 0.01 is enough to explain the
solar neutrino fluxes. The agreement between the extended
Boltzmann-Gibbs statistics and the result by Clayton can be
obtained truncating Eq.(14) after the quadratic term:
P (E) = Z−1 exp(−β1E − β2E
2), (19)
with
Z =
∑
E
exp(−β1E − β2E
2). (20)
In the same way, the result by Clayton follows from Tsallis
statistics choosing q = 1 − 2δ. In this context, since q < 1
the system is regarded as superextensive, and the inadequacy
of Boltzmann-Gibbs entropy is claimed [4]. Also, a possi-
ble correspondence between the Clayton parameter and the
anomalous diffusion phenomena related to the nonextensive
entropy Eq.(1) was discussed in Ref.[5]. Further discussion
following this approach can be found in [6], all of them re-
inforcing the nonextensivity. However, we see that Clayton
proposals can be derived from the Boltzmann-Gibbs entropy
simply considering the mean square energy as an additional
constraint. The formal correspondence between Tsallis and
the extended Boltzmann-Gibbs statistics, in this case, is ob-
tained from Eq.(17): β1 = β and β2 = (1−q)2 β2. Note
that in our derivation the Clayton parameter acquires a natural
meaning, stemming from the energy fluctuations of the sys-
tem, which we consider as a new constraint in the maximiza-
tion of the Boltzmann-Gibbs entropy. Besides, as a general
rule, the factor correcting Boltzmann-Gibbs statistics is negli-
gible whenever the dispersion be highly concentrated around
the mean energy, i.e., (∆E)2 ∼= 0, which is undoubtedly the
most common situation. On the other hand, corrections to the
Boltzmann factor are expected whenever the fluctuations be-
come dominant. Also note that to recover the Boltzmann fac-
tor from the extended Boltzmann-Gibbs entropy, it is neces-
sary to impose that all moments (∆E)n become successively
small, implying that the energy does not deviate very much
from the mean value. This is specially evident if we rewrite
Eq.(14) as
P (E) = Z−1 exp(−
∞∑
n=1
β˜n
(
E − E
)n
), (21)
where β˜n are the new Lagrange multipliers that maxi-
mize the Boltzmann-Gibbs entropy subject to the constraints
〈(∆E)
n
〉 =
〈
(H − E)n
〉
. To relate the constraints in Eq.(21)
with those in Eq.(14) we have to solve the following equality
∞∑
n=1
β˜n
(
E − E
)n
) =
∞∑
n=1
n∑
k=1
n!
(n− k)!k!
β˜nE
k
(
−E
)n−k
),
(22)
and, for the special case of the Clayton proposal discussed
above, Eq.(21) reduces to
P (E) = Z−1 exp
[
−β˜1(E − E)− β˜2(E − E)
2
]
, (23)
which, when compared to Eq.(18), gives the new constraints:
β˜2 = δβ
2 and β˜1 = β + 2δβ2E. On the other hand, Eq.(6)
and its corresponding distribution function in the energy rep-
resentation, is obtained from Tsallis entropy with the con-
straint given solely by the mean energy, and the Boltzmann
factor is recovered from Tsallis entropy simply establishing
the limit q → 1 without reference to the variance or the mo-
ments (∆E)n. Also, note that, for all systems having the same
absolute temperature, the Lagrange multiplier associated with
the mean energy is the same, that is β1 = β, while, in general,
the others Lagrange multipliers βn+1 will be different for each
system. This is true for the generalized distribution stemming
from Boltzmann-Gibbs entropy as well as for the generalized
distribution stemming from Tsallis entropy, thus giving rise to
free parameter(s). That this must be, in general, true is par-
ticularly illuminating from the approach presented here. In
fact, based on Eq.(21) we can immediately see that, since the
3second central moment is related to the mean square devia-
tion, two or more distributions having the same temperature,
i.e., the same mean energy, can be distinguished by the energy
dispersion. However, if the mean energy and its dispersion is
not enough to distinguish between two or more distributions,
the third central moment, being proportional to the coefficient
of skewness, which is a measure of the asymmetry of the prob-
ability distribution, can be used. If even the third central mo-
ment is not enough, we can use the fourth central moment,
which is proportional to the kurtosis, and so on. Therefore,
we can conclude that by maximizing the Boltzmann-Gibbs en-
tropy we will find, in general, that the values for the Lagrange
multipliers in Eq.(16), related to energy fluctuations, will de-
pend on the system under consideration, turning difficult, if
not impossible, to assert a priori their values. This same dif-
ficulty applies to the q entropic index, which is argued to be
related to the microscopic dynamics intrinsic to each system.
In summary, we have shown a formal correspondence be-
tween Tsallis and the extended Boltzmann-Gibbs statistics.
This formal correspondence is obtained assuming that the in-
finite constraints maximizing Boltzmann-Gibbs entropy, and
leading to an extended distribution function, are related to the
q entropic index appearing in Tsallis entropy in such a way
that both the distribution function obtained by maximizing
Tsallis entropy and the distribution function obtained by maxi-
mizing Boltzmann-Gibbs entropy become identical. Also, we
have suggested a relationship between the q entropic index
and the higher order moments of the extended Boltzmann-
Gibbs entropy. As a final remark, we stress that the for-
mal equivalence between Tsallis and the extended Boltzmann-
Gibbs statistics demonstrated here rises an interesting ques-
tion related to a possible pseudo nonextensive situation, a sub-
ject hereafter deserving more attention.
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