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Introduction
Quite frequently, Euclidean geometry is considered as a theory with points, lines, and line orthog-
onality as the only primitive notions (cf. [18]). It is merely a classical result of foundations of geometry
that at least 4-dimensional Euclidean geometry can be expressed in the language with lines as individuals
and line orthogonality as the only primitive notion, proved in [32]. Independently, orthogonality-pre-
serving bijections of the line set in at least 3-dimensional Euclidean space were fully characterized
in [6]. If the Euclidean space is of dimension at least 4, then orthogonality-preserving bijections of
its line set are all determined by automorphisms of the underlying space. In dimension 3 this is not
true; there are bijections of a 3-dimensional Euclidean space that preserve orthogonality and are not
determined by any space automorphisms nor by any transformation of points but instead they are
connected with derivations of the ground ﬁeld (see also [13]). Consequently, (cf. [14]), 3-dimensional
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Euclidean geometry cannot be formalized in the languagewith line orthogonality as a single primitive
notion. Line orthogonality together with binary line intersection are sufﬁcient to axiomatize at least
3-dimensional Euclidean geometry as shown in [32] and, in a more general setting, in [7].
The question whether a particular geometry can be expressed as a theory of line orthogonality has
been already answered for other classical geometries. Following [10], in an elliptic space of dimension
other than 3 all Plücker transformations, i.e. automorphisms of the Plücker space formed by lines
of the elliptic space and line orthogonality (cf. [5, p. 199]), are induced by orthogonality-preserving
collineations. Analogous result for symplectic spaces can be found in [11] and for hyperbolic spaces in
[20] (see also [21–24]).
Euclidean geometry is just a particular (although historically the ﬁrst to be invented and considered
the most “real”) case of a metric afﬁne geometry. A metric afﬁne space is an afﬁne space A equipped
with a binary relation of line orthogonality determined by a symmetric bilinear form deﬁned on the
vector space representingA. Theclassof suchmetric afﬁnespaceswasaxiomatized invarious (logically
equivalent) languages (cf. [15,17,29,30]). In thispaperweprove that everyat least4-dimensionalmetric
afﬁne geometry with sufﬁciently large lines can be expressed in the language with lines as individuals
and line orthogonality as the only primitive notion.
One of the main notions of metric afﬁne geometry (and, more generally, of a “metric geometry”) is
the notion of a reﬂection in a subspace (i.e. an involutory isometry that ﬁxes this subspace pointwise);
in particular: in a line. Investigations of abstract properties of reﬂections lead to the so called “reﬂection
geometry” (cf. [4,19]). Many interesting geometries were characterized in its language, for example:
plane Euclidean geometry, general Euclidean geometry (cf. [1]), and some metric afﬁne geometries:
Minkowskian geometry (cf. [31,33,34]; see also [8]). There exists a reﬂection in a subspace X of ametric
afﬁne space M if X is regular. In particular, a line is regular iff it is nonisotropic. If M is Euclidean,
then each of its ﬁnite dimensional subspaces is regular, but if M has an isotropic line then it has
also nonregular subspaces. Following ideas of reﬂection geometry we identify a subspace with the
reﬂection in it. Consequently, from the point of view of reﬂection geometry in the case of general
metric afﬁne spaces we should restrict “lines” to “regular lines”. In this paper we also prove that every
at least 4-dimensional metric afﬁne geometry with sufﬁciently large lines can be expressed in the
language with regular lines as individuals and line orthogonality as the only primitive notion.
In dimension 3, the geometry in question cannot be expressed as a theory of line orthogonality
(neither deﬁned on all the lines nor on regular lines only). To characterize orthogonality-preserving
bijections of lines some methods of [13] or of [6] can be used to obtain analogous results, but we do
not address the problem to characterize this group in this paper.
1. Formulation of problems and the main result
Let M be a metric afﬁne space. In this paper, this means the following: Let V be a n-dimensional
(n < ∞) vector space over a ﬁeld F equipped with a nondegenerate symmetric bilinear form ξ and
let Sub(V) be the set of vector subspaces of V. We write θ for the zero vector of V. To avoid some
ambiguities we assume that char(F) /= 2. As frequently accepted for Z1, Z2 ⊂ V we write Z1 + Z2 =
{z1 + z2: z1 ∈ Z1, z2 ∈ Z2}; if v ∈ V and Z ⊂ V then v + Z = {v} + Z; if Z ⊂ V andZ ⊂ ℘(V) then Z +Z ={
z + C: z ∈ Z ,C ∈Z}. A translation by v ∈ V will be written as τv. We set
H :=
⋃{
V/U:U ∈ Sub(V)} = {u+ U:u ∈ V ,U ∈ Sub(V)} ,
Subk(V) := {U ∈ Sub(V): dim(U) = k} and
Hk :=
{
u+ U:u ∈ V ,U ∈ Subk(V)
}
.
Let U1,U2 ∈ Sub(V), u1,u2 ∈ V . We put
U1 ⊥ U2 ⇐⇒ ξ(U1,U2) = 0, u1 + U1 ⊥ u2 + U2 ⇐⇒ U1 ⊥ U2 and
u1 + U1 ‖ u2 + U2 ⇐⇒ U1 = U2. (1)
Then
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M = 〈V ,H1, ‖,⊥〉.
The structure
A := 〈V ,H1, ‖〉
is simply the afﬁne space overV, the lines ofA (and thus ofM as well) are the elements ofL :=H1,
and the set ℘(A) of the subspaces of A is the classH ∪ {∅}. For A = u+ U ∈H we write dim(A) =
dim(U). For any subset Z ⊂ V we write Z for the least subspace of A that contains Z; clearly ∅ = ∅,
{u} = {u} for every u ∈ V , and if u ∈ Z then Z = u+ Span({z − u: z ∈ Z}), where Span(X) is the vector
subspace ofV spanned by X ⊂ V . With u ∈ V we write also 〈u〉 := Span({u}).
For A1,A2 ∈ ℘(A) we write A1 unionsq A2 := A1 ∪ A2. If A1,A2 are lines we write A1 ∼− A2 when A1 ∩ A2
is a point.
Two types of subspaces of M must be distinguished: We set
Q = {U ∈ Sub(V):U ⊥ U}, Qk = {U ∈ Q:dim(U) = k} and
I = V + Q, Ik = V + Qk.
The elements ofI are called isotropic subspaces. For short we writeJ =I1 for the class of isotropic
lines. We distinguish the class R of regular vector subspaces:
R := {U ∈ Sub(V):U ∩ U⊥ =}(
= {U ∈ Sub(V):V = U ⊕ U⊥} = {U ∈ Sub(V): Rad(ξ |U) is trivial}
)
.
and then we deﬁne the classR of regular subspaces of M:
R = V + R ⊂H. In a standard way we introduce the familiesRk .
Wewrite shortlyG =R1 for the class of regular lines ofM. Clearly,Ik ,Rk ⊂Hk andH0 =R0 =I0
is, practically, the set V of points of M. The index ind = ind(ξ) of ξ (and thus of M) is deﬁned by:
ind = max{k: Qk /= ∅}.
In essence, the metric vector structure imposed onV gives rise to three closely related structures
metric afﬁne spaceM = 〈V ,L,⊥〉 (see, e.g. [30]; recall that the relation ‖ is deﬁnable in terms
of the incidence structure 〈V ,L〉),
afﬁne polar space 〈V ,J〉, and
regular metric afﬁne space 〈V ,G,⊥〉.
In what follows the geometry of the structure 〈V ,J〉 and investigations on corresponding relations
on lines in J are left alone, as this is a subject of another paper (cf. [25]). In accordance, we shall
investigate relations in the setL of all afﬁne lines and in the set G of regular lines which sufﬁce to
express the geometry of M.
In any of the two above families of lines we consider the binary relation ⊥∗ which holds when its
arguments are distinct, orthogonal, and intersect (in a point), i.e.
L1 ⊥∗ L2 iff L1 ⊥ L2 and L1 ∼− L2.
We say that a relation ρ deﬁned in the setX ⊂L sufﬁces to express the geometry ofM (or that ρ sufﬁces
to characterize the geometry ofM) if all the notions ofM are deﬁnable in terms of ρ. Thismeanswe can
deﬁne in terms of ρ the ternary concurrency of lines (thus re-deﬁning the notion of a point), ternary
relation of collinearity of points (thus re-deﬁning the classL, ifXL), and the orthogonality ⊥. We
shall prove that one can take ρ =⊥∗ for this purpose. Note that ⊥ is deﬁnable from ⊥∗ and ‖, so to
prove that ⊥∗ can be used to characterize the geometry ofM it sufﬁces to deﬁne the concurrency and
the collinearity. The following is clear.
Fact 1.1. LetX =L orX = G. The relation ⊥ in the familyX is insufﬁcient to express the geometry
of M; moreover, ⊥∗ is insufﬁcient when dim(M) = 2.
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Proof. Let us ﬁx a line K ∈X, and let f be a non identity homothety of M. It sufﬁces to quote the
definition of the map F from [26,32]:
F:L  L −→
{
L, when L ∦ K ,
f (L), when L ‖ K . (2)
Such F preserves ⊥ and the classG (it also preserves ⊥∗ when dim(M) = 2), but it does not preserve
the copunctuality. 
Let us also quote a crucial result of afﬁne geometry (cf. [12]).
Proposition 1.2. If dim(A) 3 then the relation ∼− deﬁned in the family L sufﬁces to express the
geometry of A.
Thenmain results of Sections 3 and 4, Theorems I and II constitute the principal result of our paper:
Theorem. LetX =L orX = G and assume that the coordinate ﬁeld of M is inﬁnite. Then the relation
⊥∗ deﬁned in the setX sufﬁces to express the geometry of M iff dim(M) 4.
2. Cliques
In what follows we shall need to know the maximal cliques of the relation ⊥∗ in the familyL. In
fact, it will sufﬁce to establish maximal families of vectors that are pairwise orthogonal. LetK ⊂ V
be such a family; we put W := Span(K) ∈ Sub(V). Next, let E be a maximal linearly independent
subset ofK; then t := |E| = dim(W). Suppose, ﬁrst, that there is e ∈K \E, a linear combination of
e1, . . . , el ∈ E. From this we derive that e1, . . . , el are isotropic. On the other hand if e1, . . . , el ∈K are
isotropic then U := 〈e1, . . . , el〉 ∈I and U ⊂ W ⊂ U⊥. Clearly, U⊥ /∈R. More precisely, Rad(ξ |U⊥) = U.
Let now E′ be the set of all isotropic vectors in E and U = Span(E′). We see that U⊥ = W . The form
ξ determines the quotient form on W/U and this form is radical-free. Finally, we see thatK has the
following form:
K = U ∪ {e1, . . . , en−2l},
where U ∈ Ql , {e1 + U, . . . , en−2l + U} is an orthobasis in U⊥/U. (3)
Note that the quotient space U⊥/U may contain an isotropic vector u+ U, but such a vector may not
be a coset of an element u ofK. Consequently, isotropic vectors in the set difference U⊥ \ U may not
be elements ofK.
3. Results, metric afﬁne space
Amaximal⊥∗-cliquemust be contained in a∼−-clique and thus its elements either are all contained
in a plane or they all pass through a point. Applying (3) we see that a maximal ⊥∗-clique in the setL
is a setK of lines such that one of the following holds:
K is a selector of the horizon of a plane A ∈I2, (4)
K = τu
(
Sub1(U) ∪ {〈e1〉, . . . , 〈en−2l〉}
)
, where u ∈ V ,
U ∈ Ql , {U + e1, . . . ,U + en−2l} is an orthobasis in U⊥/U. (5)
It is known that the afﬁne structureA can be recovered from the structure 〈L,∼−〉 (cf. Proposition
1.2). Through the following subsections we prove (cf. Propositions 3.1, 3.2, 3.4 and 3.7)
Proposition. Let dim(M) 4; if ind > 1we assume additionally that the coordinate ﬁeld ofM is inﬁnite.
The relation ∼− inL is deﬁnable in terms of ⊥∗ . If dim(M) = 3 then ∼− is not deﬁnable in terms of ⊥∗ .
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Then (cf. Fact 1.1 and Proposition 1.2) the main result of this section follows directly:
Theorem I. Let ind be arbitrary; if ind > 1weassume additionally that the coordinate ﬁeld ofM is inﬁnite.
The structure M can be deﬁned in terms of the relation ⊥∗ considered in the familyL iff dim(M) 4.
3.1. Case ind = 0
Now simply J = ∅. This case is already completely solved, we quote after [32,14] the relevant
results which, on the other hand, follow from more general results of Section 4 (observe thatL = G
and apply Theorem 4.9 and Corollary 4.15).
Proposition 3.1. If ind = 0 then the relation⊥∗ is sufﬁcient to express the geometry ofM iff dim(M) 4.
3.2. Case ind = 1
Since “nonstandard” cliques appearwhen ind > 1we beginwith the simplest case ind = 1 (aMink-
owskian geometry) in which the cliques of the form (5) are ﬁnite and the cliques of the form (4) do not
appear. In this case a maximal clique of the relation ⊥∗ consists of n lines L1, . . . , Ln through a point p
such that Li = p+ Ui, Ui = 〈ui〉 for i = 1, . . . ,n and {u1, . . . ,un} is an orthobasis, or of n− 1 lines Li such
that u1 is isotropic and {u2 + U1, . . . ,un−1 + U1} is an orthobasis in U⊥1 /U1. Assume that n 4.
We claim that the following holds.
Proposition 3.2. Let ind = 1 and dim(V) > 3. The formula
L1 ∼− L2 ⇐⇒ L1 ⊥∗ L2 ∨ ∃M1,M2 [M1 ⊥∗ M2 ∧M1,M2 ⊥∗ L1, L2] (6)
deﬁnes the relation ∼− in the familyL.
Proof. It is clear that the right-to-left implication in (6) is valid. To justify the left-to-right implication
of (6) we consider, ﬁrst, the plane A = L1 unionsq L2 ∈H2. Let p be the common point of L1 and L2. Without
loss of generality we can assume that p = θ and thus A ∈ Sub(V).
(i) Assume that A ∈R2. Then dim(A⊥) 2 and the geometry on A⊥ is nondegenerate. Thus there
are at least two distinct nonisotropic and orthogonal linesM1,M2 through p contained in A
⊥.
(ii) Assume that A /∈R and let L0 = A ∩ A⊥; clearly L0 ∈L. Moreover, there is a line M2 through p
which is contained in A⊥ butM2 ∩ A = {p}. Clearly, L0 ⊥ L1, L2.
(ii.i) Assume that L0 /= L1, L2. In this case we takeM1 = L0.
(ii.ii) Assume that L0 = L1. Then, evidently, L1 ⊥∗ L2. Analogous relation holds when L0 = L2.
This closes the proof. 
In view of Proposition 3.2 line intersection is deﬁnable in terms of⊥∗ and thus the afﬁne geometry
of A is deﬁnable as well; ﬁnally, the whole metric afﬁne structure M is deﬁnable in terms of ⊥∗
provided M is an at least 4-dimensional Minkowskian space. The assumption dim > 3 of Proposition
3.2 is necessary: Let dim(V) = 3; note that Q1 is the set of isotropic directions of M. Let μ: Q1 −→ V
be any function such that for isotropic vector u and v = μ(〈u〉) we have u ⊥ v (in essence we choose
any vector v ∈ u⊥). Note that if L ∈J then the line L0 ∈ Q1 with L ‖ L0 is unique; let us write L0 = π(L).
Then we deﬁne the function Gμ:L −→L by the formula
Gμ(L) =
{
L if L /∈J,
τμ(π(L))(L) if L ∈J.
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Proposition 3.3. The function Gμ is a bijection of the setL which preserves the relation ⊥∗ . If μ(L0) is
nonisotropic for some line L0 ∈ Q1 then Gμ does not preserve the concurrency of lines.
Proof. From definition, Gμ(L) ‖ L. It is clear that Gμ(L \J) = id and thus it is a bijection ofL \J.
Let us have a look at GμJ; let L′, L′′ ∈J and Gμ(L′) = Gμ(L′′ ). Therefore L′ ‖ L′′ and thus π(L′) = π(L′′ )
which gives v := μ(π(L′)) = μ(π(L′′ )). Applying the definition of Gμ we obtain τv(L′) = τv(L′′ ) which
yields L′ = L′′ . Thus we proved that GμJ is a bijection of the setJ.
Let L′ ⊥∗ L′′ . If L′, L′′ /∈J then Gμ(L′) ⊥∗ Gμ(L′′ ) is evident. Suppose that L′ ∈J and let A be the plane
which contains L′ and is orthogonal to L′. Then L′′ /∈J and L′′ ⊂ A. Clearly, Gμ(L′) ⊥ Gμ(L′′ ) = L′′ . On the
other hand, from definition the vector μ(π(L′)) is parallel to A and thus Gμ(L′) ⊂ A, so L′′ and Gμ(L′)
have a common point. Finally, Gμ(L
′) ⊥∗ Gμ(L′′ ) as well.
Now, suppose that for some isotropic vector u we have u /= θ and v = μ(L0) is nonisotropic with
L0 = 〈u〉. Since v ∈ u⊥ =: A we have u∦ v. Let L1, L2 be any two lines through θ contained in the plane
A and distinct from L0; then L1, L2 are nonisotropic, so Gμ(Li) = Li for i = 1, 2. But Gμ(L0) = τv(L0) ⊂ A
and Gμ(L0) /= L0 (as v /∈ L0). Therefore, the line Gμ(L0) does not pass through θ and thus the lines
Gμ(L0),Gμ(L1),Gμ(L2) are not concurrent. 
Corollary 3.4. If ind = 1 and dim(M) = 3 then the relation ⊥∗ in the setL is insufﬁcient to express the
geometry of M.
3.3. Case ind > 1
Recall that n = dim(V) < ∞ andM is coordinatized by a ﬁeldF. Let q = |F | and letK be amaximal
⊥∗-clique. Then
|K| =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
q+ 1 when q < ∞
∞ when q = ∞
}
whenK has form (4),
n− l when l = 0, 1
ql−1
q−1 + (n− 2l) when q < ∞
∞ when q = ∞, l /= 0, 1
⎫⎪⎬
⎪⎭ whenK has form (5).
(7)
In view of (7), if q = ∞ then the only cliques which contain at most one isotropic vector are ﬁnite.
What is more, we have
Lemma 3.5. Assume that F is inﬁnite. For arbitrary L ∈L we have
L ∈J iff every ﬁnite maximal ⊥∗ clique that contains L
has exactly n− 1 elements. (8)
Consequently, the classJ is deﬁnable in terms of ⊥∗ .
It is known (cf. [25]) that the afﬁne structure may be recovered from 〈J,⊥∗〉 (recall that 〈V ,J〉
is simply an afﬁne polar space; if L1, L2 ∈J then L1 ⊥∗ L2 is equivalent to the conjunction of two
conditions: L1 ∼− L2 and L1 unionsq L2 ∈I2). Thus the afﬁne structure may be recovered from the relation
⊥∗ inL. The point is, however, how to deﬁne the copunctuality of lines inL directly in the language
of the relation ⊥∗.
To do this we consider the case when the coordinatizing ﬁeld F is inﬁnite.
In this case we note the following
Lemma 3.6. Let three distinct L1, L2, L3 ∈L satisfy Li ⊥∗ Lj for i /= j. If there is a ﬁnite maximal⊥∗-clique
that contains L1, L2, L3 then the lines L1, L2, L3 have a common point.
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Using symbols we can write the above relation as follows:
(L1, L2, L3) ⇐⇒ ⊥∗ (L1, L2, L3) ∧
∃L4, . . . , Ln
[∨t=n,n−1 (⊥∗ (L4, . . . , Lt) ∧ L1, L2, L3 ⊥∗ L4, . . . , Lt
∧ ∃M[M ⊥∗ L1, . . . , Lt ]
)]
(9)
Proposition 3.7. Let ind > 1. Then, clearly n = dim(V) > 3. Let L1, L2 ∈L be distinct. Then
L1 ∼− L2 ⇐⇒ L1 ⊥∗ L2 ∨ ∃M1,M2
[
(M1,M2, L1) ∧(M1,M2, L2)
]
, (10)
i.e. the relation of intersection is deﬁnable in terms of ⊥∗ in the classL.
Proof. The right-to-left implication is evident. To prove the converse implication we proceed as in the
proof of Proposition 3.2. Let A = L1 unionsq L2 and p be the common point of L1, L2.Without loss of generality
we assume that p = θ . Then Li = 〈yi〉 for non zero vector yi and i = 1, 2.
(i) IfA ∈R2 then there is anorthobasis e1, . . . , en−2 inA⊥; letMi = 〈ei〉 for i = 1, 2. Then(M1,M2, L1)
and(M1,M2, L2). It is clearwhen L1, L2 /∈J. If L1 ∈Jwenote that L⊥1 is spanned by y1 and the vectors
e1, . . . , en−2 and thus e1, . . . , en−2 can be considered as an orthobasis in L⊥1 /L. Analogous reasoning can
be applied when L2 ∈J. This observation together with (4) justiﬁes the claim.
(ii) Assume that the plane A is not in R. If A ∈I then L1 ⊥∗ L2. If not then A⊥ ∩ A is a line L0.
If L0 = L1 or L0 = L2 then L1 ⊥∗ L2 as well; thus we assume that L0 /= L1, L2. Let L0 = 〈e0〉. Consider
vectors e1, . . . , en−3 which, together with e0 span A⊥. Then e0, yi, e1, . . . , en−3 span L⊥0 and yi, e1, . . . , en−3
is an orthobasis in L⊥
0
/L0. WithM1 = L0,M2 = 〈e1〉 we obtain(M1,M2, L1) and(M1,M2, L2).
Now the proof is complete. 
4. Results, regular metric afﬁne space
The incidence geometry U := 〈V ,G〉 of a regular metric afﬁne space R := 〈V ,G,⊥〉 is not widely
investigated, though it is crucial in so called reﬂection geometry (cf. [2, Ch. III, 4], [28,3]), as the
hyperplanes of ourmetric afﬁne spaceM that are axes of symmetries are exactly the regular subspaces
ofM, i.e. the elements ofR. The observations given below are known in the folklore of the reﬂection
geometry, however we shall need them explicitly stated and, for the completeness of the results we
include some short justiﬁcations of them.
Proposition 4.1. The underlying afﬁne structure A with the familyJ distinguished is deﬁnable in terms
of the incidence structure U.
A sketch of Proof (In essence it is an adaptation of the reasoning presented in Section 4 of [27]). In the
ﬁrst step we note that the parallelism of regular lines is deﬁnable in terms ofU. The formula deﬁning
it states that parallel lines either coincide or are disjoint and cross two other lines which intersect
each other. To justify this definition it sufﬁces to note that two parallel lines span a plane which is not
isotropic and thus contains at most two isotropic directions.
Next, we note that given two intersecting lines L,K ∈ G the set⋃
{L′ ∈ G: L′ ‖ L, L′crossesK}
is a plane of M and every nonisotropic plane of M can be presented in such a form.
Finally, note that the relation deﬁned for points a, b, c of M by the conditions:
a, b, c are pairwise distinct, lie in a nonisotropic plane,
and are pairwise nonjoinable in U
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holds iff a, b, c are on an isotropic line. To justify this statement it sufﬁces to note that every isotropic
line is contained in at least one nonisotropic plane. This yields that the classJ is deﬁnable inU. Since
L = G ∪J and A is deﬁnable in 〈V ,L〉, we are through. 
Proposition 4.2. If ind > 0 (i.e. ifJ /= ∅) then the relation ⊥ inL is deﬁnable in terms of the structure
〈V ,L,J〉.
Hint. In essence, this is a counterpart of the known result that the conjugacy of ametric projective space
is deﬁnable in terms of the underlying projective space with the quadric – the set of self conjugate
points distinguished, cf. [9].
Proposition 4.3. Let dim(V) 3. The (binary) relation∼− of intersection in the classG sufﬁces to deﬁne
the concurrency in this class and thus the structure U is deﬁnable in the structure 〈G,∼−〉.
A sketch of Proof. It sufﬁces to note that the maximal cliques of the relation ∼− deﬁned inG are the
sets of one of the following forms:
(i) all the lines inG which pass through a point a, and
(ii) all the lines ofG which lie in a plane A and yield a selector of the set of directions of regular lines in
A (then, necessarily, A is nonisotropic, though not necessarily regular).
These two classes are distinguishable with standard techniques of afﬁne geometry (cf. [26]): ifK has
form (i) then a maximal cliqueK′ that contains the setK \ {L} for a line L ∈K is the setK again,
while ifK has form (ii) then there is a maximal cliqueK′ such thatK /= K′ ⊃K \ {L}. Now the
claim is evident. 
In view of Propositions 4.1–4.3 to show that the underlying structure M with dim(M) 3 can be
deﬁned in terms of the relation ⊥∗ restricted toG it sufﬁces to prove that the relation ∼− is deﬁnable
in terms of ⊥∗. This problem will be investigated in the subsequent subsections. Note, ﬁrst, that the
case dim(V) = 2 is already solved in Fact 1.1, therefore we start our analysis with the assumption
dim(V) 3. Note also that if ind = 0 thenG =L and thuswe arrive to the case explained in Proposi-
tion 3.1; consequentlywe could assume that ind > 0. This assumption, however, will not be adopted in
investigations of Sections 4.1–4.2, since wewant to refer a uniform proof of the general case, including
also Euclidean geometry.
Summing up Fact 1.1, Propositions 4.3 and 4.4, Theorem 4.9, and Corollary 4.15 we obtain the main
theorem of this section.
Theorem II. If the coordinate ﬁeld ofM is inﬁnite, then the relation ⊥∗ deﬁned in the is setG is sufﬁcient
to express the geometry of M iff dim(M) 4.
4.1. Case dim(V) 5
This case is easy to handle.
Proposition 4.4. Let dim(V) 5. The formula (6), deﬁning ∼− in terms of ⊥∗, remains valid for elements
of G. Consequently, the geometry of M can be expressed in terms of the relation ⊥∗ deﬁned in the family
G.
Proof. Clearly only the left-to-right implication of (6) needs a justiﬁcation. So, let a be a commonpoint
of the lines L1, L2 ∈ G and let A = L1 unionsq L2 be the plane spanned by L1, L2. Without loss of generality we
can assume that a = θ , so A ∈ Sub2(V). Note that A is not isotropic and thus A ∩ A⊥ is at most a line,
and dim(A⊥) 3. If A is regular, then A⊥ is regular as well, and thus, it contains at least two orthogonal
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regular linesM1,M2. If not, we set L0 := A ∩ A⊥. Then A⊥/L0 is regular and dim(L0) = 1; one can write
A⊥ = L0 ⊕W with regularW and dim(W) 2. Clearly, required linesM1,M2 are to be found inW . 
4.2. Case dim(V) = 3
In this case two values of ind are admissible: ind = 0 and ind = 1. The technique of derivations
which was used by Kramer to prove that the relation ⊥∗ is insufﬁcient in 3-dimensional Euclidean
geometry is not commonly known in foundations of geometry and thus we shall describe it below in
some details, even in a slightly more general setting including both cases ind = 0 and ind = 1.
Let V = R3 and let δ0 be an arbitrary derivation in the ﬁeldR i.e. let δ0:R −→ R be a map with the
properties:
δ0(a · b) = δ0(a) · b+ a · δ0(b), (11)
δ0(a+ b) = δ0(a) + δ0(b) (12)
for arbitrary a, b ∈ R. We extend the map δ0 to the map δ:V −→ V putting
δ[u1,u2,u3] := [δ0(u1), δ0(u2), δ0(u3)] (13)
for u = [u1,u2,u3] ∈ V . The map δ0 ≡ 0 is always a derivation; we refer to it as to the trivial derivation
and then, clearly, δ ≡ θ with δ deﬁned by (13). The point is that the ﬁeld R admits also nontrivial
derivations (cf. [16, Section 10.7]).
Recall that in a suitably chosen coordinate system the form ξ(u, v) = u ◦ v is deﬁned by one of the
following formulas. Let u, v ∈ V and u = [u1,u2,u3], v = [v1, v2, v3]
u ◦ v =
{
u ◦E v = u1v1 + u2v2 + u3v3 if ξ is Euclidean i.e. ind = 0,
u ◦M v = u1v1 − u2v2 + u3v3 if ξ is Minkowskian i.e. ind = 1. (14)
In the corresponding cases an associated vector product u× v (more precisely, u ×E v associated with
◦E and u ×M v associated with ◦M) is deﬁned by the formula
u× v =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
[∣∣∣∣u2 u3v2 v3
∣∣∣∣ ,−
∣∣∣∣u1 u3v1 v3
∣∣∣∣ ,
∣∣∣∣u1 u2v1 v2
∣∣∣∣
]
if ξ is Euclidean,
[∣∣∣∣u2 u3v2 v3
∣∣∣∣ ,
∣∣∣∣u1 u3v1 v3
∣∣∣∣ ,
∣∣∣∣u1 u2v1 v2
∣∣∣∣
]
if ξ is Minkowskian.
(15)
Recall threebasicproperties of theoperation× : × is a2-linearmap,u× v = −v × u, andu, v ⊥ u× v
i.e. u ◦ (u× v) = 0.
The map δ satisﬁes for vectors u, v ∈ V and a ∈ R
δ(u+ v) = δ(u) + δ(v),
δ(u× v) = δ(u) × v + u× δ(v),
δ0(u ◦ v) = δ(u) ◦ v + u ◦ δ(v),
δ(a · u) = δ0(a) · u+ a · δ(u)
for both × = ×E , ◦ = ◦E and × = ×M , ◦ = ◦M .
Note that δ0(0) = 0 and δ0(1) = 0. This yields, in particular, that
if u ◦ u = ±1, 0 then δ(u) ◦ u = 0 i.e. δ(u) ⊥ u and (16)
if u ◦ v = 0 (i.e. u ⊥ v) then u ◦ δ(v) = −δ(u) ◦ v. (17)
From this we can compute the following:
Lemma 4.5. Let u, v ∈ R3 be vectors such that
u ⊥ v, u ◦ u = ±1 and v ◦ v = ±1.
Then the lines (sign(u ◦ u) · (u× δ(u))) + 〈u〉 and (sign(v ◦ v) · (v × δ(v))) + 〈v〉 have a common point.
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Proof. Let us set α1 := sign(u ◦ u), α2 := sign(v ◦ v), and ρ := δ(u) ◦ v. Observe that by (17) we
have δ(v) ◦ u = −ρ. From the assumptions we obtain u× (u× v) = ε1v and v × (u× v) = ε2u with
ε1, ε2 = ±1.
Note that, since v ⊥ u,u× v and v ⊥ δ(v) we can write δ(v) = γ · u+ μ · (u× v) for γ = α1(δ(v) ◦
u) = −α1ρ and some μ. Then we have v × δ(v) = γ · (v × u) + μ · (v × (u× v)) = (α1ρ) · (u× v)
+ (ε2μ) · u.
Analogouslywewrite δ(u) = λ · v + ν · (u× v), where λ = α2(δ(u) ◦ v) = α2ρ. Then u× δ(u) = (α2ρ) ·
(u× v) + (ε1ν) · v.
Substitutingweobtainα2(v × δ(v)) − α1(u× δ(u)) = (α2ε2μ) · u− (α1ε1ν) · v. Finally, thepointα2(v ×
δ(v)) + (α1ε1ν) · v = α1(u× δ(u)) + (α2ε2μ) · u is the required common point. 
Let us observe also that if a vector u is isotropic, i.e. u ◦ u = 0 then u ⊥ δ(u), which yields
if u ◦ u = 0 then u× δ(u) = α · u for some α, i.e. u× δ(u) ‖ u. (18)
Let u ∈ R3, u /= θ be an arbitrary nonzero vector and L = a+ 〈u〉 be a line with u as a direction
vector; note that sign(ω ◦ ω) = sign(u ◦ u) for every direction vector ω of L. Then one of the following
holds:
u ◦ u /= 0: There are exactly two direction vectors ω1, ω2 of L with ωi ◦ ωi = sign(u ◦ u); then
ω1 = −ω2 and thus ω1 × δ(ω1) = ω2 × δ(ω2).
u ◦ u = 0: In this case we can take ω1 = ω2 = u.
In any case we set
Fδ(L) := τ (L) = L +  , where  = sign(ωi ◦ ωi) · ωi × δ(ωi).
Clearly, if δ is the trivial derivation then Fδ = id.
In what follows we shall need some simple analytical formulas
Lemma 4.6. If δ0(γ ) /= 0 for a derivation δ0 inR and some γ ∈ R, then 0 /= δ0(−γ ), δ0
(
1
γ
)
as well.
Proof. Note, ﬁrst, that γ /= 0,±1. Then it sufﬁces to recall two formulas:
δ0(−γ ) = −δ0(γ ) and δ0
(
1
γ
)
= − δ0(γ )
γ 2
,
which follow from (11) and (12). 
Lemma 4.7. Assume that (i) : γ > 1 or (ii) : 0 < γ < 1. We have
δ0(
√
γ 2 − 1) = γ δ0(γ )√
γ 2 − 1 in case (i) and
δ0(
√
1− γ 2) = − γ δ0(γ )√
1− γ 2 in case (ii).
Proof. Consider case (i) ﬁrst. Set z =
√
γ 2 − 1; then z2 = γ 2 − 1 and thus 2zδ0(z) = δ0(z2) = δ0(γ 2 −
1) = 2γ δ0(γ ). This gives δ0(z) = γ δ0(γ )z = γ δ0(γ )√γ 2−1 , as required. Case (ii) is considered analogously. 
Proposition 4.8. For every derivation δ the function Fδ is a well deﬁned bijection of the setL such that
L ‖ Fδ(L) for every line L. Moreover,
if L′ ⊥∗ L′′ for nonisotropic lines L′, L′′ then Fδ(L′) ⊥∗ Fδ(L′′ ).
For nontrivial derivation δ the map Fδ does not preserve the relation of intersection of nonisotropic lines,
Proof. The relation L ‖ Fδ(L) follows directly from the definition of the map Fδ .
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It is immediate from Lemma 4.5 that the map Fδ preserves the relation of intersection for noniso-
tropic orthogonal lines: it sufﬁces to note that if L = a+ 〈u〉 ∈L then with L0 = 〈u〉 we have Fδ(L) =
a+ Fδ(L0).
From the relation (18), Fδ(L) = L for an isotropic line L. Suppose that with L′ = a+ 〈u〉′, L′′ = b+
〈u′′〉 we obtain Fδ(L′) = Fδ(L′′ ); our goal is to show that L′ = L′′ . From the definition of Fδ we can
assume that u′ = u′′ =: u and, in view of the above it sufﬁces to consider the case L′, L′′ ∈L \J.
We take w = u1 × δ(u1) with u1 suitably chosen for the given direction vector u and then τw(L′) =
Fδ(L
′) = Fδ(L′′ ) = τw(L′′ ). Now the relation L′ = L′′ is evident. This proves that Fδ is a bijection of the
setL.
Consider two vectors u := [1, 0, 0] and v = [0, 1, 0] and the lines L1 := 〈u〉, L2 := 〈v〉. Then u ⊥ v (i.e.
u ◦ v = 0) bothwith ◦ = ◦E and ◦ = ◦M;moreoverneitherunor v is isotropic. In any case, δ(u) = θ = δ(v)
and thus u× δ(u) = θ = v × δ(v) which gives Fδ(L1) = L1 and Fδ(L2) = L2. Assume that δ is nontrivial;
thus there exists γ ∈ R such that δ0(γ ) /= 0. Two cases arise:
(i) the form is Euclidean, then in view of Lemma 4.6 we can assume that 0 < γ < 1,
(ii) the form is Minkowskian, then analogously, we assume that γ > 1.
We put
w :=
⎧⎪⎨
⎪⎩
[√
1− γ 2, γ , 0
]
, in case (i),
[√
γ 2 − 1, γ , 0
]
, in case (ii),
and then we take L3 := 〈w〉. It is clear that w ◦w = 1 in case (i) and w ◦w = −1 in case (ii). With 4.7
we compute
δ(w) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
[
− γ δ0(γ )√
1−γ 2 , δ0(γ ), 0
]
, in case (i),
[
γ δ0(γ )√
γ 2−1 , δ0(γ ), 0
]
, in case (ii),
and then
w × δ(w) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
[
0, 0, δ0(γ )√
1−γ 2
]
, in case (i),
[
0, 0,− δ0(γ )√
γ 2−1
]
, in case (ii).
The lines L1, L2, L3 are concurrent and coplanar; they are contained in the plane A of equation u3 = 0.
Note that Fδ(L3) is contained in the plane τ (A), where  = sign(w ◦w) ·w × δ(w) /= θ . The plane
τ (A) misses A and thus the lines Fδ(L1), Fδ(L2), and Fδ(L3) are not concurrent. (In particular: L1 ∼− L3
and Fδ(L1)− Fδ(L3).) 
This yields
Theorem 4.9. The relation ⊥∗ considered in the familyL \J = G is insufﬁcient to express the geometry
of nondegenerate metric afﬁne space in dimension 3.
4.3. Case dim(V) = 4
This is the most complex case, though only two nonzero values of the index are admissible: ind =
1, 2. At the beginning, let us state explicitly several easy but useful observations.
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Lemma 4.10. The following holds true:
(i) If L1 ⊥∗ L2 with regular lines L1, L2, then L1 unionsq L2 ∈R2.
(ii) Every regular plane contains a pair of orthogonal regular lines.
(iii) For every L1, L2 ∈ G with L1 ⊥∗ L2 there are M1,M2 ∈ G such that M1 ⊥∗ M2 and Li ⊥∗ Mj for i, j =
1, 2.
Proof. (i) Indeed, L1 unionsq L2 is an afﬁne plane as L1, L2 intersect each other; this plane is not isotropic as
it contains a nonisotropic line, and it has no radical line since otherwise this one yields the unique
direction in the plane L1 unionsq L2, orthogonal to L1.
(ii) is evident.
(iii) To justify this it sufﬁces to use (i) and (ii) and note that if L1 unionsq L2 = A ∈R2 and A ⊥ B ∈H then
B ∈R2. 
Next, note
Lemma 4.11. If L1, L2 ∈ G and L1 ⊥∗ L2 then the set
[L1, L2]⊥∗ =
{
M ∈ G:M ⊥∗ L1, L2
}
is the pencil
pr(a,A) = {M ∈ G: a ∈ M ⊂ A},
where a ∈ A ∈R2, A ⊥ L1 unionsq L2 and a ∈ L1, L2.
Proof. Clearly, the plane A is regular, since L1 unionsq L2 is regular. The rest is evident. 
The formulas of Lemma 4.11 can be rewritten as follows:
If a ∈ L1, L2 ∈ G and L1 ⊥∗ L2 then
pr(a, L1 unionsq L2) = [M1,M2]⊥∗ iff M1 ⊥∗ M2 andMi ⊥∗ Lj for i, j = 1, 2.
In view (ii) and (iii) of Lemmas 4.10 and 4.11 we proved
Proposition 4.12. The class Pr := {pr(a,A): a ∈ A ∈R2} of regular pencils is deﬁnable in the structure
〈G,⊥∗〉.
Next, given two regular pencils pi = pr(ai,Ai) for i = 1, 2 we write p1 ⊥ p2 iff L1 ⊥∗ L2 for every
L1 ∈ p1, L2 ∈ p2. It is clear that for a regular pencil p1 there is the unique pencil p2 := p⊥1 orthogonal to
p1. It sufﬁces to note that if p
r(ai,Ai) = [L′i, L
′′
i
]⊥∗ then p1 ⊥ p2 iff L′1, L′2 ⊥∗ L
′′
1
, L
′′
2
; this is equivalent, on
the other hand to: a1 = a2 and A1 ⊥ A2. From definition, L1 ⊥∗ L2 for any L1 ∈ p, L2 ∈ p⊥. Let us write
p(a,A) for the class of all lines ofA through a point a contained in A ∈H2, S(a) for the class of all lines
through a, and Sr(a) for the set of all regular lines that pass through a.
Let p be a regular pencil, we write
S(p) :=
⋃{
pr(a, L1 unionsq L2): L1 ∈ p, L2 ∈ p⊥
}
.
From definition it is clear that the setS(p) is contained in Sr(a), where a is the vertex of p. It is also
evident that if pi is a regular pencil with vertex ai for i = 1, 2 and |S(p1) ∩S(p2)| 2 then a1 = a2.
Lemma 4.13. Assume that F is inﬁnite. Let p1, p2 be two regular pencils with common vertex a. Then
|S(p1) ∩S(p2)| 2.
Proof. Let pi = pr(a,Ai) be a regular pencil for i = 1, 2; without loss of generality we can assume that
a = θ , and then p⊥
i
= p(a,A⊥
i
). The afﬁne lines through a yield a projective 3-space P (in fact, it is a
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metric projective space). Fix one i = 1, 2. Then Ai,A⊥i (pi, p⊥i , if one prefers this way of thinking) are two
skew (more precisely: nonisotropic and conjugate) lines ofP. These projective lines span the spaceP,
so S(a) = ⋃{p(a, L1 unionsq L2): L1 ∈ pi, L2 ∈ p⊥i
}
. Each one of afﬁne pencils p(a,Ai),p(a,A
⊥
i
) contains at most
two nonregular lines and thus the setFi := Sr(a) \S(pi) consists of projective points on at most four
planes of P (no three of them have a line in common).
Suppose that |S(p1) ∩S(p2)| 1. ThenF1 ∪F2 ∪ Q1 is thewhole point set ofP or it is the point
set ofPwith exactly one point deleted. But it is impossible to decompose the point set of P into any
ﬁnite number of planes, so our supposition leads to a contradiction. 
Proposition 4.14. If F is inﬁnite, then the class Sr = {Sr(a): a ∈ V} of regular stars is deﬁnable in the
structure 〈G,⊥∗〉.
Proof. Clearly, if L is a regular line and a ∈ L then there is a regular pencil p with vertex a such that
L ∈ p; it sufﬁces to take any regular line through a contained in L⊥ and use Lemma 4.10(i). Thus from
Lemma 4.13 we get directly
Sr(a) =
⋃{
S(p′): p′is a regular pencil, |S(p′) ∩S(p)| 2},
where p is an arbitrary regular pencil with vertex a. This closes the proof. 
Corollary 4.15. Assume that F is inﬁnite and dim(V) = 4. The line intersection in the set G is deﬁnable
in terms of the relation ⊥∗ .
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