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Abstract
The aim of this thesis is to develop and implement a robust reactive simulation tool that can aid in the design
of explosive devices by numerically investigating the reactive mechanism of different explosive materials;
study how detonation waves travel through them and determine how to initiate explosives with the smallest
amount of booster material. These types of problems are numerically challenging to model and require
multiple components that interact with each other. Multi-material models are necessary since shocks and
detonation waves will travel through and impinge on material interfaces. High order and robust methods
are needed to maintain sharp representations of these material boundaries. They need to be capable of
numerically maintaining stable interfaces between high energy explosive materials and low density inerts
such as air. This is a challenging problem since it involves strong wave interactions at the interface, large
pressure and density gradients across the same, and non-linearity issues that result from the use of real
equations of state. From a software developing point of view, consistent code infrastructure also needs to
be followed to allow the ability to easily implement new models and modify existing ones. Also, given the
multi-scaled nature of these types of problems, methods need to be efficient and scalable in both shared and
distributed memory architectures for parallel computing.
The proposed parallel and robust numerical reactive hydrodynamic solver implementation maintains
sharp solid and material interfaces. The solver is designed to run on distributed memory architectures
using a simple yet efficient MPI communication implementation. Multiple level sets are used to track the
evolution of material interfaces over time and represent internal solid regions. Approximate Riemann solvers
and the Ghost Fluid Method or Overlap Domain Method are used to enforce appropriate interface boundary
conditions. Ghost nodes are set by a new local and point-wise node sorting algorithm that decouples these
nodes by establishing their connectivity to other ghost nodes. This approach allows us to enforce boundary
conditions via a direct procedure removing the need to solve a coupled system of equations numerically.
Issues concerning the use of reactive, non-ideal equations of state and their implementation in high explosive
hydrodynamic codes are studied. The accuracy and fidelity of the solver is examined by simulating a series
of explosive multi-material problems, showing good agreement between numerical results and experimental
data.
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Chapter 1
Introduction
The aim of this thesis is to develop and implement a robust reactive simulation tool that can aid in the
design of explosive devices by numerically investigating the reactive mechanism of different condensed phase
explosive materials; study how detonation waves travel through them and determine how to initiate explosives
with the smallest amount of booster material. A detonation is a supersonic combustion wave. It is supported
by a high energy exothermic chemical reaction initiated by a strong leading shock compressing and heating
a reactant material. Chemical energy is released over a small length or reaction zone [1]. As the material
reacts, volumetric expansion of gases pushes the shock forward, further consuming reactants. To predict with
high accuracy how detonation waves behave in these devices and explosive materials under different physical
and thermal conditions is of great importance when assessing their performance, safety, cost and reliably.
Examples of target explosive device application problems are shown on Figures 1.1(a) and (b). These devises
consist on multiple explosives/inert material interactions with rate laws that serve as predictive multipoint
initiation experiments. The Single point detonation problem consists in a detonator used to initiate a reactive
flow model for a high energy explosive material (i.e., PETN, HMX, TATB, etc). The detonation is then
used to initiate a larger acceptor material. This problem serves as a basic building block, allowing to test
different rate laws and implement more complex kinetics. The Twinkie test is an explosive train; a detonator
fires into a right circular cylinder of PBX-9502 which is long enough to support a steady detonation. The
output of the PBX-9502 driver section goes into smaller, separated PETN (donor) pellets that in turn go
into a larger radius PBX-9502 (acceptor) charge.
These devises, and in general these types of problems, are numerically challenging to model, and require
multiple components that interact with each other. A few of these components are:
(a) Multi-material capabilities to maintain sharp boundary interfaces and enforce interfacial boundary con-
Figure 1.1: Example target explosive devise problems. (a) Shows a Single point detonation problem and (b)
the “Twinkie” problem.
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ditions. Maintaining numerically stable interfaces are necessary since shocks and detonation waves will
travel through and impinge on material interfaces. If these interfaces are not treated sharply, density will
diffuse across the interface requiring a mixture equation of state to describe and maintain a continuous
pressure field in this non-physical region [2]. High order and robust methods are needed to maintain
sharp representations of these material boundaries. They need to be capable of numerically maintaining
stable interfaces between high energy explosive materials and low density inerts, such as air. This is a
challenging problem since it involves strong wave interactions at the interface, large pressure and density
gradients across the same, and non-linearity issues that result from the use of real equations of state
[3, 4].
(b) Models to accurately track and advect these material interfaces. The methods need to be able to handle
topological changes that naturally evolve in time and allow separate segments of fronts to merge and
break. For these reasons the Level Set Method [5] (LSM) is a good choice for tracking both solid
boundaries and material interfaces. It relies on an implicit representation of the interface that evolves as
a function of a motion rule that can depend on geometrical local properties like curvature or independent
properties like fluid velocity fields, or properties of the front itself. The LSM has been proven a powerful
tool; but to accurately implement this method, other numerical “sub-models” and important details
need to be considered. For example: re-initialization, re-distancing, triple points, narrow banded vs. full
level sets, just to name a few.
(c) Reactive rate chemistry models that support rapid combustion or detonation, and methods to handle
the non-linearity of the Equations of State (EOS) used to describe explosives. Running real material
simulations on typical engineering problems can lead to strange behavior at seemingly stable regions in
the flow. Issues concerning non-ideal EOS are normally the culprit. For a multi-component/equation of
state mixture we assume that all components are uniformly well-mixed, sharing one common pressure
and temperature. When using non-ideal EOS this process will lead to a nonlinear root solving problem
which is notorious for its convergence issues, but seldom discussed in literature.
All of these components in themselves are numerically challenging to model and hence very complex when
they are integrated with each other. From a software developing point of view, consistent code infrastructure
needs to be followed to allow the ability to easily implement new models and modify existing ones. Given the
multi-scaled nature of these types of problems, efficient parallel designs for imposing internal and interfacial
boundary conditions need to be implemented to maximize all available computational resources. In particular
they need to efficiently run on distributed memory architecture machines (i.e., clusters).
In this thesis a robust reactive flow hydrodynamic solver is developed which is able to handle non-ideal
equations of states, stiff chemical reaction rates and flow interactions between multiple and distinct materials.
Three main overarching themes/objectives are addressed in this thesis:
1. Develop a robust solver able to accurately simulate multi-material reactive flow problems. To achieve
this goal multiple models and methods were integrated to overcome difficulties associated with explosive
system design. Work on improving nonlinear root finding issues endemic to the use of real equations
of state to describe explosive materials was also addressed.
2. Implement new and effective methods for enforcing solid and material boundary conditions. Ghost
nodes needed for enforcing these boundaries are set by a new local and point-wise node sorting algorithm
that decouples these nodes by establishing their connectivity to other ghost nodes. The node sorting
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method applied to solid boundaries was first presented by Herna´ndez et al. [6]. This approach allows
us to enforce boundary conditions via a direct procedure removing the need to solve a coupled system
of equations numerically.
3. Given the multi-scaled nature of these types of target application problems, efficient parallel designs
need to be implemented to maximize all available computational resources as well as following consis-
tent code infrastructure. The goal is to present a detailed path to build robust and parallel reactive
flow solvers which are not commonly documented and presented in literature. Although some of the
individual components incorporated in the solver are not novel by themselves, integrating them and
providing a clear and detailed implementation procedure for solving complex reactive flow problems is
of merit.
The outline of this thesis is as follows. In Chapter 2 the governing equations are given along with the
equations of state and rate laws used throughout this thesis. A discussion on issues concerning pressure
temperature equilibration and how they are manifested in hydrodynamic codes are given in Section 2.4.
Solutions strategies used to remedy these issues are also provided and discussed in the reminder of the
chapter.
Chapter 3 describes the hydrodynamic (hydro) solver and the level set model used to represent solid
boundaries and track material interfaces. The hydro solver uses a semi-discrete approach to solve the
governing equations, where the spatial operator is discretized with Lax-Friedrich flux splitting and a fifth
order WENO scheme. A third order TVD Runge-kutta scheme is used to advance in time. Internal and
material boundaries are described by two level set fields, ψ(~x) and φ(~x), which represent the geometrical
solid surface to imbed in the flow or the interface/contact boundary between distinct materials. Topics on
level set re-initialization and re-distancing are discussed along with the numerical implementation of the
level set model.
The new node sorting algorithm and its extension to three dimensions is described on Chapter 4. A
brief discussing of other popular and historical methods for enforcing internal solid boundaries is presented
followed by concepts of sorting nodes by priority, the interpolation procedure needed to apply the reflective
boundary condition, and how to update Internal Boundary (IB) nodes.
Chapter 5 describes in detail the numerical multi-material models and schemes used in this thesis as well
as identifying implementation nuances that are seldom found in literature. The implementation maintains
sharp interfaces by using the level set field, φ(x), to track the evolution of these interfaces over time. Details
on the level set model along with its implementation are given. The Ghost Fluid Method of Fedkiw, Aslam
et al. [7] or Overlap Domain Method of Stewart et al. [8] was used to enforce appropriate interface boundary
conditions at ghost nodes. The near interface real fluid states were redefined by implementing approximate
Riemann Solvers. The node sorting strategy presented in Chapter 4 is extended for populating overlap region
nodes. The numerical implementation of the multi-material model is explained in detail at the end of the
chapter.
In Chapter 6, a simple yet efficient and scalable parallel design is described. Common performance metrics
are defined to asses the effectiveness of the adopted parallel design. The serial code is profiled to determine
areas that would benefit most from parallelization. Each component of the parallel design is described in
detail, starting from the underlaying domain decomposition model, hydrodynamic solver implementation
and finally the internal and multi-material models.
Numerical results are provided in Chapter 7. The underlying hydrodynamic solver is first validated by
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solving a series of 1D problems: Sod’s shock tube problem, Lax problem and the 1D reactive problem of [9].
The node sorting algorithm is then verified by running three test cases and comparing the numerical results
with experimental and published data. Lastly, the multi-material methodology is verified by solving a series
of problems: (a) the Mach 1.22 air shock collapse of a helium bubble, (b) a two-dimensional disk explosive
problem,(c) an explosive rate stick simulation for PBX-9501, and (d) the Single Point Experiment. This
test problem consists of multiple explosive/inert material interactions with different rate laws that serve as
predictive models of multipoint initiation experiments.
Chapter 8 focuses on the three-dimensional extension of the level set method for tracking shocks, generat-
ing surface representations of detonation fronts and the multi-material model. A list of numerical methods,
algorithms and schemes implemented when developing the reactive hydrodynamic solver presented in this
thesis are given in Appendix B. And finally the conclusions as well as topics of future research to further
improve on the current solver base are given in Chapter 9.
4
Chapter 2
Governing Equations and
Constitutive Relations
In this chapter the governing equations and constitutive relations used to model reactive flow problems are
presented. The different closure rules, EOS used are listed on Section 2.2. For a multi-component mixture
we assume that all components are uniformly well-mixed, sharing one common pressure and temperature.
When using real EOS to describe explosives this assumption leads to a nonlinear problem where a root
solving problem needs to be solved. This is referred to as pT Equilibration and is discussed on Section 2.3.
For a general EOS, the physically admissible domain is limited to p ≥ 0, T ≥ 0. Typical explosive simulations
are well behaved at high pressure near the shock Hugoniot. In these regions volume and energy surfaces
are well behaved. For certain reactants EOS, however, there are regions on the energy and volume surface
that are undefined. This will cause numerical convergence issues during the pT equilibration procedure. In
Section 2.4, a discussion on these issues is presented as well as solutions for having a more thermodynamically
consistent EOS solution space. Other topics and numerical techniques on modeling EOS in hydrodynamic
codes, and their implementation, are presented. And finally in Section 2.5 the rate laws used throughout
this thesis are listed.
2.1 Reactive Euler Equations
The compressible reactive Euler Equations are a system of non-linear hyperbolic conservation laws where
the effects body forces, vicious forces and heat flux are negligible and hence ignored. The primitive variables
needed to describe the flow are density, ρ, pressure, p, and the laboratory-based x, y, and z-coordinate
velocities u, v and w. The three-dimensional reactive Euler equations, in conservative form are:
∂U
∂t
+
∂F(U)
∂x
+
∂G(U)
∂y
+
∂H(U)
∂z
= S(U) (2.1)
with conserved variables and fluxed defined as:
U =

ρ
ρu
ρv
ρw
ρE
ρ~λ

,F =

ρu
ρu2 + p
ρuv
ρuw
u (ρE + p)
ρu~λ

,G =

ρv
ρvu
ρv2 + p
ρvw
v (ρE + p)
ρv~λ

,H =

ρw
ρwu
ρwv
ρw2 + p
w (ρE + p)
ρw~λ

,S =

0
0
0
0
0
ρr~λ

E = e+
1
2
(
u2 + v2 + w2
)
(2.2)
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where S is the source term, E is total energy per unit mass, e is internal energy per unit volume, ~λ is the
reaction progress variable vector and r~λ is the reaction rate of the form r(p, ρ, T, λ) where T is temperature.
Given a system of N components or species, the Nth component is defined as:
λN = 1−
N−1∑
i=1
λi (2.3)
A reactive flow has an additional law of the form shown on Equation (2.4), where r is the reaction rate
law that links the reaction progress variable, λ, with energy depletion. It is typically a function of pressure,
specific volume and the reaction progress variable. For a fully unreacted state λ = 0 and for a fully reacted
state λ = 1. More complicated laws may involve a superposition of three or more states. Reactive models
are listed on Section 2.5.
dλ
dt
= r (λ, v, p) . (2.4)
For cylindrical axi-symmetric flow, Equation (2.1) is reduced to a two-dimensional problem by adding a
geometric source term, Equation (2.5), where now u = u(r, z), v = v(r, z) and r measures the distance from
the axis of symmetry.
S(U) = −1
r

ρu
ρu2
ρuv
u(ρE + p)
 (2.5)
The sound sound speed, c, for a mixture is given by
c2 =
N−1∑
i=1
λic
2
i (2.6)
where c is defined by Equation (2.7) for an EOS of the form e = e(v, p) or Equation (2.8) for an EOS
e = e(p, T ),
c2
v2
=
p+
(
∂e
∂v
)
p(
∂e
∂p
)
v
(2.7)
1
c2
= − 1
v2
(
∂v
∂p
)
T
+
1
v2
(
∂v
∂T
)
p

(
∂e
∂p
)
T
+ p
(
∂v
∂p
)
T(
∂e
∂T
)
p
+ p
(
∂v
∂T
)
p
 (2.8)
To close the system of equations, an EOS that describes a constitutive relationship between the material
density, pressure, and energy is provided. These are typically of the form v = v(p, T ), e = e(p, T ) or
e = e(v, p). Here v is the specific volume defined as 1/ρ. Equations of state are further discussed on Section
2.2.
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2.2 Equations of State
This section describes the equations of state used in this thesis. In general an EOS provides a mathematical
relationship between the different primitive variables, such as pressure, temperature, volume and internal
energy. Each EOS is defined by constants (which are usually calibrated experimentally) and different con-
stitutive equations that close the system of equations defined by Equation (2.1). The Jones-Wilkins-Lee
(JWL), Wide-Ranging (WR), Mie-Gru¨neisen (MG) and Fried Howard (FH) EOS have nonlinear mechanical
and thermal forms; for this reason, the pT-Equilibration described in Section 2.3 is necessary.
2.2.1 Ideal EOS
The Ideal EOS is given by
pv = nRT (2.9)
where R = 8.134 J/mol K is the universal gas constant. For a calorically perfect or polytopic gas, the above
can be written as:
e =
(vP )
γ − 1 −Qλ (2.10)
where Q is the heat of reaction and γ the gas adiabatic constant.
2.2.2 Mie-Gru¨neisen EOS
The Gru¨neisen parameter is defined as:
Γ = Γ0
(
v
v0
)q
(2.11)
where Γ0 and q are material constants. A linear approximation is assumed which sets q = 1. The mechanical
form of the Mie-Gru¨neisen EOS is then,
p(e, v) =
Γ
v
e+ f(v), e(p, v) =
v
Γ
[p− f(v)] (2.12)
States below the reference point can occur for sufficiently strong rarefactions which might lead to negative
sound speed and unphysical values of ρ and e [10]. To account for these situations, the function f(v) is
defined as
f(v) =

ρ0C
2
sµ
(1− Sµ)2
[
1− Γ
2v
(v0 − v)
]
if v ≤ v0
C2s
(
1
v
− 1
v0
)
if v > v0
(2.13)
where µ = 1−v/v0, S is the linear Hugoniot slope coefficient (S = dUs/dUP ), ρ0 and v0 the reference density
and specific volume.
(
∂e
∂v
)
p
=

ρ0C
2
sv
2
0 [Γ0(v − v0) + v0 + S(v0 − v)]
Γ0 [S(v − v0) + v0]3
if v ≤ v0
C2sv0
Γ0v2
if v > v0
(2.14)
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(
∂e
∂p
)
v
=
v0
Γ0
(2.15)
2.2.3 John Wilkins Lee EOS
The Jones-Wilkins-Lee (JWL) EOS is a popular choice for describing products of high explosives. Introduced
by Kury et al. 1965 and Lee et al. 1968 [11], the JWL is of the Mie-Gru¨neisen form with constant Gru¨neisen
coefficient and specific heat. The mechanical and thermal JWL EOS are given by
E =
pV
ω
+A
(
1
R1
− V
ω
)
e−R1V +B
(
1
R2
− V
ω
)
e−R2V + E0 (2.16)
p = Ae−R1V +Be−R2V +
ωCvT
V
(2.17)
where A, B, R1, R2, Cv, V0 and ω are calibrated constants. Here V is the relative volume, E the specific
internal energy and E0 is the reference energy with V = v/v0, E = e/v0 and E0 = e0/v0. Here v = 1/ρ,
v0 = 1/ρ0 (ρ0 is the reference density).
2.2.4 Wide Ranging EOS
The Wide Ranging EOS (WR) was introduced by Wescott et al. [12]. Unlike the JWL, the WR-EOS has
different mechanical and thermal forms depending if a component is classified as a reactant or product.
Below, the different EOS forms and constants used to model reactants and products are defined. More
information on this EOS can be found in [12, 13].
Reactants
For the reactant EOS, the calibrated constants are Z, B, C Γ0r, A, αst and C
0
v . The Mechanical EOS is
given by
pr = p
s
r(v) +
Γr(v)
v
[e− esr(v)] (2.18)
where the subscript s indicates that the function is defined on an isentrope (the one passing though the
Chapman-Jouguet state) and the subscript r denotes the detonation-reactants,
psr(v) = pˆ

3∑
j=1
[
(4By)j
j!
]
+ C
(4By)4
4!
+
y2
1− y
 (2.19)
with y = 1− vv0 and pˆ =
ρ0A
2
4B , where A and B are determined from experimental shock Hugoniot data. We
further define
esr(v) = e0 + v0
∫ y
0
psr (y¯) dy¯ (2.20)
Γr(v) = Γ
0
r + Zy (2.21)
The Thermal EOS is defined as:
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Tr = T
s
r (v) +
e− esr(v)
Cv
(2.22)
T sr (v) = T0e
−Zy
(
v
v0
)−(Γ0r+Z)
(2.23)
where on Equation (2.23) the e is an exponential, αst is a constant used to calibrate the shock temperature,
and C0v is obtained from the thermodynamic relationship,
C0v = Cp (1 + βΓT )
−1
(2.24)
Products
For the products EOS, the calibrated constants are k, α, a, n, b, k, e0, pc, vc and Cv. The Mechanical EOS
is given by
pp = p
s
p(v) +
Γp(v)
v
[
e− esp(v)
]
. (2.25)
Like with the reactant EOS, the subscript s indicates that the function is defined on an isentrope (the
one passing though the Chapman-Jouguet state) and the subscript p denotes the detonation-products. The
rest of the of the EOS functions are defined as:
psp(v) = pc
1
2
[
(v/vc)
n
+ (v/vc)
−n
]a/n
(v/vc)
k+a
k − 1 + F (v)
k − 1 + a (2.26)
F (v) =
2a (v/vc)
−n
(v/vc)
n
+ (v/vc)
−n (2.27)
Γp(v) = k − 1 + (1− b)F (v) (2.28)
esp(v) = ec
1
2
[
(v/vc)
n
+ (v/vc)
−n
]a/n
(v/vc)
k−1+a (2.29)
ec =
pcvc
k − 1 + a (2.30)
where pc, vc, a, k, n and b are used to calibrate the experimental data. The thermal form is then given by
Tp = T
s
p (v) +
e− esp(v)
Cv
(2.31)
where the temperature on the principle isentrope is
T sp (v) = Tc
1
2
[
(v/vc)
n
+ (v/vc)
−n
](a/n)(1−b)
(v/vc)
k−1+a(1−b) (2.32)
Tc =
2−ab/n
k − 1 + a
pcvc
Cv
(2.33)
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2.2.5 Explicit Gibbs Free Energy EOS
The Explicit Gibbs Free Energy equation of state (I refer to it as Fried-Howard EOS) of Fried and Howard
[14] was originally derived for modeling solid and liquid carbon. This EOS provides a closed form for the
Gibbs free energy G(p, T ), where thermodynamic properties may be easily derived and was shown to be
consistent with more recent literature. The EOS is more thermodynamically consistent than the WR and
JWL EOS. In Lee et al. [15] using the Fried Howard (FH) EOS form, the thermodynamic properties of
PBX-9501 and PBX-9502 were matched to shock Hugoniot experimental data. The FH EOS form is written
as:
v(p, T ) = v0[nκ0p+ f(T )]
−1/n (2.34)
e(p, T ) = h0 +
∫ T
T0
cp(T )dT +
v0
κ0(n− 1)
(
ηn−1 − ηn−10
)
(2.35)
− v0
κ0n
Tf
′
(T )
{
[nκ0p+ f(T )]
−1/n − [nκ0p0 + f(T )]−1/n
}
− pv0[nκ0p+ f(T )]−1/n
where
∫ T
T0
cp(T )dT =
2∑
i=1
ai
[
x
ex − 1 − ln (1− e
x)
]xi
x0
+ a3 (T − T0) (2.36)
cp(T ) =
2∑
i=1
ai
(θi/T )
2e(θi/T )
(e(θi/T ) − 1)2 + a3T
f(T ) = e−n[g(T )−g(T0)]
g(T ) = α0T + α1
[
T − T
∗
2
(
e−T/T
∗ − 2
)2]
η = v0/v = [nκ0p+ f(T )]
1/n
η0 = η(p0, T )
g′(T ) = α0 + α1
(
1− e−T/T∗
)2
(2.37)
2.3 Pressure-Temperature Equilibration
For a multi-component mixture we assume that all components are uniformly well-mixed, sharing one com-
mon pressure and temperature. We also assume mechanical equilibrium (all components have the same
particle velocity). Given a chemical reaction with N components and under the above assumptions, the
total mixture internal energy and mixture volume is defined as:
e =
N∑
i=1
λiei (p, vi) , v =
N∑
i=1
λivi (p, T ) (2.38)
The solution of the above nonlinear equations involves an equilibration algorithm to solve for the mixture
pressure and temperature which I will refer to as pT-Equilibration. As part of the nonlinear solution process,
the residual on Equation (2.39) is defined. This is obtained by setting Equation (2.38) equal to zero. The
solver then requires the user to provide a guess for p and T which is used to start an iterative algorithm
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until converge is achieved. For a 3-component model example refer to Asay et al. [16].
F1 = e−
N∑
i=1
λiei (p, vi) = 0, F2 = v −
N∑
i=1
λivi (p, T ) = 0 (2.39)
As part of the solution process, vi (p, T ) which is unknown also needs to be inverted. Given a fixed
pressure and temperature, vi (p, T ) can be solved by using the EOS thermal and/or mechanical form. For
the WR and JWL EOS, these forms only depend on partial volume, pressure and temperature hence one
equation and one unknown. Setting this equation equal to zero, Equation (2.40), partial volume can be found
via the one-dimensional Newton method or other non-linear root solvers. Here θ is a function of (and/or)
pressure, temperature and volume. Convergence and monotonicity of Equation (2.40), will depend on the
EOS used and is not always guaranteed.
fi = θ (p, T, vi) = 0 (2.40)
For a multi-dimensional nonlinear Newton-Rhapson root solver the Jacobian is defined as:
J =

∂ei
∂p
∂ei
∂T
∂vi
∂p
∂vi
∂T
 (2.41)
The pT-Equilibration is a computational expensive process since it involves solving a system of nonlinear
equations which in turn also requires solving another nonlinear equation as part of the process.
2.4 Problems with the EOS
Running real material simulations on typical engineering problems can lead to strange behavior at seemingly
stable regions in the flow. For example, Figure 2.1 shows a simple expanding blast problem. A circular disk
of PBX-9502 is ignited by a hotspot placed at the center of the domain. The WR EOS was used for both
reactant and products and the ideal EOS for inert air. A radially outward expanding detonation wave is
generated as PBX-9502 reactants are consumed. The simulation fails at a seemly stable region which is away
from the air/explosive interface as shown on the right image of Figure 2.1.
A possible cause for the error could be that the underlaying hydrodynamic spatial solver is not positive
preserving; density and pressure could become negative. But in this case, p > 0 and T > 0, so the solution
is still physically valid. Nonetheless a lower order positive preserving method was used and the same error
occurs roughly at the same location and time. Further analysis reveals that at this node the pT equilibrator
fails in the reactants, which is indicative of an EOS issue. Typical hydro code related errors due to EOS
issues are: p < 0, T < 0, negative sound speed or very large temperature/pressure spikes. These issues are
endemic to all explosive engineering codes and are not commonly disused or apparent. A common “cover-
up” technique is to “patch the states” when points with unphysical values are encountered. For example, if
p < 0, set p = p0 where p0 is some reference minimum pressure. Such fixes are ad-hoc and abandon more
physically based approaches.
For a general EOS, the physically admissible domain is limited to p ≥ 0, T ≥ 0. Typical explosive
simulations are well behaved at high pressure near the shock Hugoniot. In these regions volume and energy
surfaces are well behaved. For certain reactants EOS however there are regions on the energy and volume
11
Figure 2.1: Simple expanding PBX-9502 blast problem. Left image shows the initial problem set up and the
right image shows the density pseudo-color plot at t = 0.04µs where failure occurs. The states at the fail
node are: ρ = 2.233 g/cc, p = 1.159 GPa, e = 3.79 kJ/cc and λr = 0.003 (λp = 1− λr).
surface that are undefined. For example, Figure 2.2(a) shows JWL EOS reacted and unreacted Hugoniot
curves for PBX-9501; and Figure 2.2(b) shows the v(p, T ) surface. It is clear that above the intersection
point the p−v plot is unphysical; the un-reacted Hugoniot lies on-top of the reacted Hugoniot, (i.e., product
internal energy is higher than the reactant internal energy). In part, this was the motivation behind the
development of the Wide Ranging EOS. It is based on empirical fitting forms calibrated from experimental
measurements of Hugoniot curves, isentropes and thermodynamic properties [12]. Here the Hugoniot curves
for PBX-9501 are physically correct as seen on Figure 2.3(a); however as shown on Figure 2.3(b), there is a
range of p-T values that lead to an unphysical solution. Numerically this is problematic for the equilibrator,
since it can sample p and T states in this unphysical region as part of the root solving process.
To improve the modeling of explosive systems, better EOS forms or improved thermodynamic properties
in the explosive performance space need to be measured. To this end the following objectives need to be
achieved,
(1) monotonically increasing energy and volume surfaces,
(2) wider admissible range for the v(p, T ) and e(p, T ) functions,
(3) take full advantage of modern Molecular Dynamics (MD) and Reactive MD (RMD) [17] information.
Along these lines, a popular approach for having a more thermodynamically consistent EOS solution
space is finding better calibrated parameters by comparing with experimental data [18, 19, 20] and/or MD
simulation results [21, 22].
Another solution is to use different EOS for different components, in particular use an EOS for the
reactants that fits the objectives listed above. In Lee et al. [15] explosives were modeled by using the
WR EOS for the products component and the Explicit Gibbs free energy EOS for the reactants. The
Explicit Gibbs free equation of state of Fried and Howard [14] was originally derived for modeling solid and
liquid carbon. This EOS provides a closed form for the Gibbs free energy G(p, T ) where thermodynamic
properties may be easily derived and was shown to be consistent with more recent literature. The EOS
is more thermodynamically consistent than the WR and JWL EOS (fitted to match experimental data)
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Figure 2.2: PBX-9501 using the JWL EOS. (a) Shows Reacted and un-reacted Hugoniot curves (b) v(p, T )
surface plot.
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Figure 2.3: PBX-9501 using the WR EOS. (a) Shows Reacted and un-reacted Hugoniot curves (b) v(p, T )
surface plot.
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Figure 2.4: PBX-9501 using the FH EOS. (a) Shows the un-reacted Hugoniot curve (b) v(p, T ) surface plot.
which makes it better suited for modeling low pressure and temperature states. In [15] the thermodynamic
properties of PBX-9501 and PBX-9502 were matched to shock Hugoniot experimental data; Figure 2.4(a)
shows the Hugoniot curves and Figure 2.4(b) shows the v(p, T ) surface. Even with the greater accessible
p − T range there is still a small region near ambient that was shown to be multivalued in energy. Such
behavior can be suppressed but at the expense of less accurate matching between experimental data.
Implementing this EOS combination for PBX-9501 in our reactive flow solver showed improved perfor-
mance and stability in the pT equilibrator. Examples are discussed on Chapter 7.
2.4.1 Pre-computed Volume Tables
As mentioned on Section 2.3 as part of the pT equilibration process, the partial volumes, vi, need to be
determined. In the Fried-Howard EOS, volume is an explicit function of pressure and temperature, hence
partial volumes are determined by simply evaluating the vi(p, T ) EOS form; while for the WR and JWL
EOS volume is nonlinearly dependent on pressure and temperature. Convergence and monotonicity of the
inversion will depend on the EOS used and is not always guaranteed. For this reason, v(p, T ) tabular data is
generated by pre-computing the volume and removing unphysical solution branches ensuring monotonicity.
A table is created for both the reactant and products by posing the non-linear problem of Equation
(2.40). A Newton-Bisection method is then used to reduce the residual until convergence is achieved. For
example, replacing v in Equation (2.31) by using Equation (2.25) for the WR products, a residual which is
a function of T and p is obtained,
f = pp − psp −
CvΓp
vp
(
Tp − T sp
)
. (2.42)
Non-converging solutions (un-physical regimes) are excluded from the table. Filtering data is still an
ongoing project, but good and stable behavior has been mostly observed. A geometric growth rate for varying
pressure is used such that more data is available at near ambient pressure, since multi-valued solutions are
mostly found in this region.
For a given pressure and temperature, the table is then queried and volume data is obtained through
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bilinear interpolation. The interpolation process is optimized by pre-indexing the tables, thus focusing the
search in close vicinity of the target value. Some degree of accuracy loss is expected due to interpolation,
but it is reduced by introducing more sample points to the tables and/or by higher order interpolation.
2.4.2 Other Numerical “Fixes”
If the pT equilibrator fails to converge to a p and T value, a simple “fix” is performed: the largest progress
variable, λmax, among the reactants and product components is determined. Then the EOS associated with
λmax is used to compute p and T . For example, let the FH EOS be used for reactants and the WR for
products, then if λp > λr the products EOS (WR) is used to compute p and T . This is reasonable since
convergence failure occurs mostly when a very small amount of reactants (λr < 10
−6) is present in the
mixture.
It is possible that the sampling values for p and T (next Newton guess in the iterative process) are
unphysical. This will happen when accessing the unphysical branch of the v(p, T ) surface, causing problems
with the EOS, since these values are outside the physically admissible domain. In these cases the current
values are discarded and a simple “reset” of p and T is used by using the EOS associated to λmax to find
the new guess p and T . Another more ad-hoc approach is to reset p and T by using the average of adjacent
node pressure and temperature values as the next seed iterate.
2.5 Reaction Rate Laws
In this section the rate laws used in this thesis are described. Each rate is defined by constants (which are
usually calibrated experimentally). These are given in Appendix A for each material used in our simulations.
Below λ is the products progress variable.
2.5.1 Pressure Based Rate Law
This is a simple pressure based Arrhenius law proposed by Lambert et al. [20] for modeling PBX-9501,
r = k (1− λ)ν
(
p
pCJ
)N
(2.43)
where ν is the depletion exponent, pCJ is the pressure at the Chapman-Jouguet point, N is the pressure
exponent and k is the rate constant. These parameters are calibrated to match experimental data.
2.5.2 Ignition and Growth Rate Law
The Ignition and Growth model (I&G) was introduced by Lee et al. [23]. It represents a mixture on an
unreacted and reacted explosive. The I&G rate law allows a great degree of flexibility to “fit” the model
to experiments. For a 2-component reaction, the model is often expressed as the sum of three terms where
each is thought as to control a regime of exothermic reaction, mainly: 1) Ignition, 2) Growth (or Growth
1), and 3) Completion (or Growth 2). Ignition represents the formation of a hotspot, Growth 1 describes
the effect of the propagation of reacting waves in the explosive and Growth 2 models completion. These are
represented by the following expression,
r = rignition + rGrowth1 + rGrowth2 , (2.44)
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where each term in the above is typically represented by a pressure dependent expression,
rignition = I (1− λ)b
(v0
v
− 1− a
)x
for 0 ≤ λ ≤ λIGmax (2.45)
rGrowth1 = G1 (1− λ)c λdP y for 0 ≤ λ ≤ λG1max (2.46)
rGrowth2 = G2 (1− λ)e λgP z for λG2min ≤ λ ≤ 1 (2.47)
the parameters are material specific and calibrated to experimental data [23]. In Stewart et al. [13] a list of
calibrated parameters for HMX, Nitromethane (NM) and TATB are provided.
2.5.3 Wide Ranging Rate Law
The two-component WSD model uses the Wide-Ranging EOS and are specifically calibrated to match avail-
able shock Hugoniot data for reacted and unreacted explosives, distance to detonation data, shock velocity
data and diameter effects on explosive rate sticks. The WSD reaction rate is written in a form than resembles
I&G. The rate is given below where the forms of the different rate components are defined in [12].
r = rISI(λ) + rGSG(λ) + [1− SG(λ)] (2.48)
with,
rG = rIGW (ρSH) + rDG [1−W (ρSH)] (2.49)
rI = k1
(
ρ
ρ0
− 1− a
)g1
(1− λ)g5H
(
ρ
ρ0
− 1− a
)
(2.50)
rIG = kIG
(
ρ
ρCJ
)g2
λg7(1− λ)g6 (2.51)
rDG = kDG
(
ρ
ρCJ
)g3
λg7(1− λ)g6 (2.52)
rB = kB
(
ρ
ρCJ
)g4
λg8(1− λ)ν (2.53)
rI(λ) =
1
2
{1− tanh [g11 (λ− g9)]} (2.54)
rG(λ) =
1
2
{1− tanh [g12 (λ− g10)]} (2.55)
W (ρSH) =
1
2
{
1− tanh
[
g13
(
ρSH
ρc
− 1
)]}
(2.56)
The shock density, ρSH , is a time dependent parameter which is found by advecting Equation (2.57).
ρSH is added as an independent variable in the Euler equations.
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∂ρSH
∂t
+
(ρuρSH)
∂x
+
(ρvρSH)
∂y
+
(ρwρSH)
∂z
= 0 (2.57)
Parameters are material specific and calibrated to experimental data [12]. In [13] a list of calibrated
parameters for HMX, NM and TATB are provided.
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Chapter 3
Hydrodynamic Solver and Level Set
Model
This chapter describes the hydrodynamic (hydro) solver and the level set model used to represent solid
boundaries and track material interfaces. The hydro solver, described in Section 3.1, uses a semi-discrete
approach to solve the governing equations, where the spatial operator is discretized with Lax-Friedrich flux
splitting and a fifth order WENO scheme. A third order TVD Runge-kutta scheme is used to advance in
time. The Level Set Method is presented in Section 3.2. Currently a full level set field is solved but a narrow
band approach will be implemented in the next version of the solver. Internal and material boundaries are
described by two level set fields, ψ(~x) and φ(~x), which represent the geometrical solid surface to imbed in
the flow or the interface/contact boundary between distinct materials. The ψ(~x) field is stationary while
φ(~x) can be dynamic (function of time). Generating the signed distance functions, SDFs, needed to describe
level set fields was performed through an in-house computational tool GeoHUG which is briefly described on
Section 3.2.1. Topics on level set re-initialization and re-distancing are discussed on Section 3.2.3. Finally
at the end of this chapter the numerical implementation of the level set model is described in detail.
3.1 Hydrodynamic Solver
3.1.1 Spatial Solver
To numerically solve the reactive Euler equations of Equation (2.1), the computational domain is discretized
in a structured finite difference gird where dx = dy = dz. Node points are located in the computational grid
by i, j, k indices which represent x, y and z-coordinate locations along the physical domain. The method-
of-lines (MOL) approach is used to reduce the PDEs of Equation (2.1) to a system of ordinary differential
equations allowing the temporal and spatial problem to be solved independently, see Chapter 9.2 of [24].
Equation (2.1) can then be re-written as:
dU
dt
= L(U) (3.1)
where L(U) is the spatial operator on U and is taken to be
L(U) = Si,j,k −
[
1
dx
(
fˆi+1/2,j,k − fˆi−1/2,j,k
)
+
1
dy
(
gˆi,j+1/2,k − gˆi,j−1/2,k
)
+
1
dz
(
hˆi,j,k+1/2 − hˆi,j,k−1/2
)] (3.2)
where, S is the source term, fˆ , gˆ and hˆ are the interface fluxes in the x, y and z-coordinate direction,
respectively. The spatial operator is calculated component-wise as a 1D directional solve along a given
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Figure 3.1: Flux splitting scheme where circles are the computational nodes and the red vertical line the cell
interfaces.
coordinate direction (i.e., to solve the fˆ interface flux the j and k indices are held fixed). The Higher-order
Weighted Essential Non-Oscillatory (WENO) interpolation of Jiang and Shu [25] is used to approximate the
cell interface flux, fˆj+1/2 along with Lax-Friedrich flux splitting given by Equation (3.3)
f±(u) =
1
2
(f(u)± αu) (3.3)
where α is the dissipation coefficient defined as α = max (f ′(u)). Figure 3.1 shows how fluxes are split to
construct interface fluxes. A Local Lax-Friedrich (LLF) formulation for the dissipation coefficient is used,
which in the context of the Euler equations is defined as:
α = max (|uj |+ c, |uj+1|+ c) (3.4)
where c is the sound speed. The WENO scheme approximates the interface fluxes by means of high-order
interpolation through a convex combination of polynomial interpolants
fˆj+1/2 =
r−1∑
k=0
ωkq
r
k (fj+k−r+1, ..., fj+k) . (3.5)
ωk =
αk∑r−1
j=0 αj
(3.6)
where r is the order of the scheme, f is the flux, qrk are the interpolants and ωk are weights given by Equation
(3.6). The nonlinear weights, αk, are given by
αk =
Crk
(+ ISk)
p (3.7)
here IS are smoothes indicators, Crk are optimal weights,  is a sensitivity parameter used in the interpolation
to avoid dividing by zero; and p controls the amount of numerical dissipation. For a third order WENO
scheme (r = 3) with fifth-order convergence (2r − 1 = 5), a 5-point stencil is used with interpolants defined
as:
q0 =
1
3
fj−2 − 7
6
fj−1 +
11
3
fj
q1 = −1
6
fj−1 +
5
6
fj +
1
3
fj+1
q2 =
1
3
fj +
5
6
fj+1 − 1
6
fj+2
(3.8)
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Figure 3.2: WENO (r = 3) 5-point numerical stencil. The circles are the computational nodes, the vertical
red line is the interface flux, fˆj+1/2, and q0, q1, q2 are the three interpolants.
and smoothness indicators given by,
IS0 =
13
12 (fj−2 − 2fj−1 + fj)2 + 14 (fj−2 − 4fj−1 + 3fj)2
IS1 =
13
12 (fj−1 − 2fj + fj+1)2 + 14 (fj−1 + 3fj+1)2
IS2 =
13
12 (fj − 2fj+1 + fj+2)2 + 14 (3fj − 4fj+1 + fj+2)2
(3.9)
The optimal weights for r = 3 in Equation (3.7) are C0 = 1/10, C1 = 6/10 and C2 = 3/10. A value of
 = 10−10 and p = 2 are used. The interface flux is then constructed following Equation (3.10). Figure 3.2
shows the WENO stencil used for r = 3.
fˆj+1/2 = (fˆ
+
j + fˆ
−
j+1) (3.10)
Generally higher order schemes like WENO are not guaranteed positive preserving which could lead to
non-physical values for density and pressure (i.e., p < 0 and ρ < 0). In these cases the positive preserving
method of Hu et al. [26] is used. This scheme uses a flux limiter to detect critical numerical fluxes that may
lead to negative values for density and pressure; it then limits these fluxes by combining the higher-order
WENO flux with a first-order positive preserving Lax-Friedrich flux.
3.1.2 Temporal Integration
Numerical integration of the system of ODEs is performed using a Total Variation Diminishing (TVD)
third-order Runge-Kutta solver presented by Shu and Osher [27],
u1 = un + ∆tL (un)
u2 =
3
4
un +
1
4
u1 +
1
4
∆tL
(
u1
)
un+1 =
1
3
un +
2
3
u2 +
2
3
∆tL
(
u2
)
.
(3.11)
To advance the solution from time n to n+ 1 a time step given by Equation (3.12) is taken
∆t =
CFL
dim
min
(
dx
c+ |u| ,
dy
c+ |v| ,
dz
c+ |w|
)
, (3.12)
where dim is the dimension of the problem (for three-dimensional simulations dim = 3) and CFL is the
Courant-Friedrichs-Lewy condition.
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Figure 3.3: Convention for the static, ψ, and dynamic, φ, level set fields.
3.2 Level Set Model
Internal and material boundaries are described by two level set fields, ψ(~x) and φ(~x), which represent the
geometrical solid surface to imbed in the flow or the interface/contact boundary between distinct materials.
The ψ(~x) field is stationary while φ(~x) can be dynamic (function of time). Both of these level set fields are
initialized as a signed distance function (SDF) that adopts the convention:
ψ (~x) , φ (~x)

< 0 if ~x ∈ ΩA
= 0 if ~x ∈ Γ
> 0 if ~x ∈ ΩB
(3.13)
where Γ is the interface or boundary of interest (zero level curve). Figure 3.3 shows this convention. Here
Ωs is the solid region and Ωo the flow region. For simple geometrical shapes such as spheres and rectangles,
analytical SDFs can be easily defined; for example, a two-dimensional cylinder is
ψ (x, y) =
√
(x− x0)2 + (y − y0)2 −R (3.14)
where (x0, y0) is the center of the cylinder and R is the radius. For more general geometries such analytical
functions are not available, hence a numerical approach is adopted. For these cases the Eikonal partial
differential equation is solved
‖∇ψ (~x) ‖ = 1, ψ (~x ∈ Γ) = 0 (3.15)
where ‖∇ψ(~x)‖ is the Euclidean norm of the gradient of the level set field. In three-dimensions, ~x = [x, y, z],
and the Euclidean norm is defined by
‖∇ψ (x, y, z) ‖ =
√
ψ2x + ψ
2
y + ψ
2
z . (3.16)
For tracking material or interface boundaries, the Level Set Method (LSM) introduced by Osher and
Sethian [5] is used. It refers to a numerical algorithm that can be used to propagate level curves (or surfaces)
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Figure 3.4: Shows a 3 material junction problem with the corresponding split level set fields. The thick black
line is the material interface.
according to a defined motion rule. In our case the level curve of interest is the zero level contour which
represents the interface boundary between different materials. The hyperbolic LS equation is given by
φt + u~∇φ = 0 (3.17)
where u is the local particle velocity (valid near the interface, see Section 3.2.5). The numerical solution of
Equation (3.17) is described in Section 3.2.5.
To represent multiple material interfaces, the multiple level set approach of Merriman et al. [28] was
used. Here each material is assigned a unique level set field, φi, where i ranges from 1 to n materials. Figure
3.4 shows an example of a 3 material problem along with its corresponding level set fields. The thick black
line is the material interface.
3.2.1 Generating Signed Distance Functions (SDF)
I developed a computational tool, GeoHUG, that generates SDFs from the combination of simple analytical
shapes and unorganized data points stored in point-cloud files by applying different boolean operations and
geometric transformations. The four basic boolean operations used are: union, difference, intersection and
exclusion. When boolean operations are applied to multiple simple geometric shapes, the intersection of the
different base shapes might produce sharp corners that require special treatment like the ones applied to
rectangle corners and triangle vertices. For these cases, the Eikonal PDE is solved using the Fast Sweeping
Method of Zhao [29] which is described in Section 3.2.4. The solution gives an unsigned distance function;
but since we know what regions of the geometry are positive and negative (using the information from the
simple base shapes), an SDF can be easily defined.
When importing shapes via point-cloud files, there is no information that defines what regions are con-
sidered interior or exterior to the boundary. For these cases a similar procedure, as adopted in [30, 31] to
build an SDF, is followed. It consists in approximating the outer boundary defined by ψ = 0 by a distance
contour, , which is an offset of the true shape boundary. This offset is such that it encapsulates (a shell)
the shape manifold and is a good approximation to the actual boundary.
To construct the SDF, the interior and exterior region of the domain need to be identified; that is,
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Figure 3.5: Unsigned distance function convention used to build the SDF. Here Ω∞ is the outer region, −Ω∞
the inner region, Γ is the shell approximation to the actual shape boundary, Γ, and the grey area (Ω<) is
the region between the outer and inner region which is bounded by Γ.
Figure 3.6: Summarized code flowchart.
determine which nodes are located inside and outside the shape boundary. After the FSM method is
applied, the shape boundary is now defined by the outermost Γ shell, as shown in Figure 3.5. Here Ω∞ is
the outer region, −Ω∞ the inner region, Γ is the shell approximation to the actual shape boundary, Γ, and
the grey area (Ω<) is the region between the outer and inner region which is bounded by Γ. To classify
the computational nodes as exterior or interior points, a Flood-Fill tagging algorithm is used.
Figure 3.6 shows the general solution flow chart for creating new SDFs in GeoHUG. As an example, the
SDF shown on Figure 3.7 was generated by combining multiple simple shapes by boolean operations; and
Figure 3.8 was obtained by importing a point-cloud file into GeoHUG.
3.2.2 Intermediate States (Triple Points)
A multi-material model is adopted where a level set field is assigned to each material region; in other words,
multiple level sets are used to track the interface boundaries. A problem with this approach is the evolution
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Figure 3.7: Pacman shape signed distance function. Shown on the left is the zero level curve.
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Figure 3.8: Horse signed distance function. Shown on the left is the zero level curve.
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Figure 3.9: Figure (a) shows the triple junction point at time = 0. At a later time an intermediate state is
formed, as shown in (b). After applying 6 iterations of Equation (3.18), the intermediate state is reduced as
shown in (c).
of intermediate states or triple points. These are ambiguous regions that occur when the level sets do not
coincide at a node. This poses a problem since (a) it is a distortion of the level fields which will grow
progressively worse as time advances, and (b) there is uncertainty as to what material is associated to nodes
in this region. To reduce the generation of intermediate states, the projection implemented by Losasso et al.
[32] is used. It computes the average of the two smallest level set functions and then subtracts the average
from all level set fields. Another similar approach was presented by Merman et al. [28] that reduced the
generation of intermediate states by a predictor-corrector type iterative approach [33] which modifies the
level set field by Equation (3.18),
φic =
1
2
(
φip −max
i 6=j
(φjp)
)
(3.18)
where the subscript p stands for predictor and c for corrector; the superscript corresponds to the material
ID index (i = 1, 2 ... n). Figure 3.9 shows how the intermediate state is reduced when applying the iterative
correction process. Both the method of [32] and [28, 33] produce almost identical results, but in [32] the
signed distance function is preserved. Even after the above approach, intermediate states can still persist.
For these cases, the simple strategy presented in Algorithm 1 is used.
Algorithm 1 Assign material to undefined nodes
1. if node (i, j) is undefined then
2. look at neighbor nodes (i+ 1, j), (i− 1, j), (i, j + 1) and (i, j − 1) and see what material is associated
to which of these nodes.
3. end if
4. Then assign node (i, j), the material ID that reoccurs the most from its four neighbor nodes.
3.2.3 Level Set Re-initialization
The evolution of the level curve / surface, φ = 0, in general will not maintain φ as a distance function
(|~∇φ| 6= 1). This poses a problem since maintaining φ as distance function is important for accurately
tracking material interfaces. To this end a re-initialization of the level set function is performed to regain the
SD property. The procedure outlined in [34, 35, 36] was used to solve the Hamilton-Jacobi equation shown
below,
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φt + S (φ0) (|∇φ| − 1) = 0. (3.19)
Here S (φ0) is a smeared out sign function defined by Equation (3.20), where  is a small parameter taken
to be ∇φdx2.
S (φ0) =
φ√
φ2 + 
(3.20)
The re-initialization equation is solved in fictitious time after each hydrocode time iteration using dt =
dx/10 as the pseudo time step. For the spatial solver, a 5th order WENO scheme is used; and third order
TVD RK scheme is used to advance in time. Iteration continues until a converge criteria is achieved. It was
found that re-initializing every time step for 3 to 4 sweeps of Equation (3.19) maintains the SDF property.
3.2.4 Level Set Re-distancing
The Fast Sweeping Method (FSM) of [29] is a numeral algorithm used to solve the Eikonal equation on a
rectangular grid. This is an iterative scheme that uses Gauss-Seidel iterations with alternating sweeping
ordering. The FSM uses Gudunov up-winding to discretize Equation (3.15) by
[
(φi,j − φxmin)+ + (φi,j − φymin)+
]2
= h2 (3.21)
where h is the discretization size (dx = dy), φxmin = min (φi−1,j , φi+1,j), φxmin = min (φi,j−1, ψi,j+1) and
the (x)+ operator is defined as
(x)+ =
{
x if x > 0
0 if x ≤ 0
The number of sweeping steps in each Gauss-Seidel iteration is of the order 2n, where n is the dimension
of the problem. In two-dimensions, the sweeping order is
(1) i = 0→ nx and j = 0→ ny
(2) i = 0→ nx and j = ny → 0
(3) i = nx→ 0 and j = 0→ ny
(4) i = nx→ 0 and j = ny → 0
where nx and ny are the number of nodes in the x− and y− coordinates respectively. The FSM is started
by initially setting all grid nodes to a large value, except within a small band that encapsulates the zero level
curve (material interface). This band has an exact (or good approximation) of the minimum distance form
a point to the zero level cure. Letting a = φxmin and b = φymin the solution to solution Equation (3.21) is
φ¯ =
{
min (a, b) + h for |a− b| ≥ h
a+b
√
h2−(a+b)2
2 for |a− b| < h
(3.22)
Since all uninitialized nodes are set to a large value at the start of the algorithm, the solution is defined
as φnew = min(φold, φ¯). Equation (3.22) is solved for each of the ordered sweeping steps until convergence
to a steady state solution. The complexity of the algorithm is of order O(N) for a total of N grid points.
For details on the parallel implementation of the FSM please refer to Chapter 6.
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3.2.5 Interface and Level Set Implementation
For simplicity, the implementation is described in two-dimensions. A Cartesian finite difference grid is
assumed with grid spacing dx = dy.
Level Set Discretization
The same method-of-lines approach used for hydrodynamic solver is used for the level set equation, hence
Equation (3.17) is re-writing as:
dφ
dt
= L(φ), with L(φ) = −(uφx + vφy) (3.23)
The gradient is discretized using the WENO scheme along with the Local Lax Friedrich method for
Hamilton-Jacobi equations [37]. First defining the operators D−i and D
+
i in the x−coordinate direction as:
D−i =
φi − φi−1
dx
, D+i =
φi+1 − φi
dx
(3.24)
the φx is then discretized by
φ−x = WENO
(
D−i−2:i+2
)
φ+x = WENO
(
D+i+2:i−2
) (3.25)
the spatial operator L(φx) is approximated by
L(φ)x =
u (φ−x + φ
+
x )− α (φ+x − φ−x )
2
(3.26)
with
α = max (|u− 1|, |u|, |u+ 1|) . (3.27)
A similar procedure is used for approximating φy. Numerical integration of the system of ODEs is
performed using the same TVD third-order Runge-Kutta scheme of Equation (3.11).
Maintaining a Proper Signed Distance Field
The level set method requires that the velocity at the interface be used to advect the level set field on all
computational nodes. A popular method for mapping the interface velocity is by the Velocity Extension
procedure presented by Adalsteinsson and Sethian [38]. It essentially consists in zero order extrapolation of
the interface velocity to the rest of the computational domain.
In this implementation, the local velocity field is used as apposed to the interface velocity. This is
valid close to the interface, but at the rest of the domain it is incorrect. Figure 3.10(a) shows an example;
near the interface, the field is smooth; but as we start to move outwards, the issues are apparent. This is
corrected by re-distancing the level set field to generate and maintain a smooth proper distance function.
This procedure is very similar to a narrow banded level set implementation. It is important to note that the
FSM will generate a distance function which is not signed; for this reason, the sign of each node after the
re-initializing step is stored. The procedure is as follows
Step 1 Reduce intermediate steps by applying Equation (3.18) on all level set fields.
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Figure 3.10: (a) Shows the distorted level set field when using the local velocity field with no correction. (b)
shows the level set field after the proposed reconstruction. The solid red line is the material interface on
both images.
Step 2 Re-initialize the level set fields but only within a fixed band that encapsulates the zero level
curve (i.e., material interface). This is done to force the gradient of φ to be equal to one close to the
interface. A bandwidth of φ = 5.0dx is used.
Step 3 Re-distance the rest of the level set field while keeping the values within the band as initial
“know” data. The SDF is then recovered by restoring the sign of each node.
The strategy is summarized on Algorithm 2. After applying the correction, a proper signed distance field
is obtained as seen in Figure 3.10(b).
Algorithm 2 Level Set Field Reconstruction
1. Join the multiple level sets by applying Equation (3.18) to reduce intermediate states.
2. Re-initialize φ on a bandwidth of 5.0dx for each material.
3. Store the sign of each node in the φ field.
4. Re-distance φ by using the field within a 1.5dx band as initial data.
5. Scan through each node and re-assign the appropriate sign.
Boundary Condition on the Level Set Field
To keep the level set characteristics flowing outward, the boundary condition from [7] shown on Equation
(3.28) is applied. This amounts to linearly extrapolating the level set field data from the interior of the
domain to the ghost node region (not to be confused with the multi-material ghost nodes).
φB = φB−1 + S(φB−1) |φB−1 − φB−2| (3.28)
where φB lies on the boundary, φB−1 and φB−2 are adjacent points on any given coordinate direction and
S (φB−1) is the smeared out sign function defined on Equation (3.20).
Maintaining Proper Normal Vectors
To address issues for computing normal vectors at discontinuous points, the discretization method of Macklin
et al. [39] was applied. The basic idea is to select either central or forward/backward sided differences
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depending on the value of the “normal quality function”, Q (∇φ), defined on Equation (3.29),
Q (∇φ) = |1− ‖∇φ‖| (3.29)
since for a signed distance function |∇φ| ≈ 1, Q (∇φ) can be used to detect points near kinks. Setting
Qi,j = Q (∇φ(xi, yj)) then if Qi,j ≥ η, where 0 < η < 1, the point (xi, yi) is on or near a kink. A value of
η = 0.1 was used and a central difference stencil is used for computing ∇φ.
A direction field, ~D(xi, yj) = (Dx(xi, yj), Dy(xi, yj)) is then introduced to determining whether two
points are on the same side of the kink. The ~D is determined component wise according to the value of Q
at point (xi, yj) and its surrounding eight neighbor points which form a direction set,
ξ = {(0,−1), (0, 1), (−1, 0), (−1,−1), (−1, 1), (1, 0), (1,−1), (1, 1)}.
Also, for a function f at point (xi, yi) they defined the ~D−difference of ∇f component wise by
∂xf =

fi,j − fi−1,j
dx
if Dx = −1
fi+1,j − fi,j
dx
if Dx = 1
fi+1,j − fi−1,j
2dx
if Dx = 0
(3.30)
Dx is determined by,
∂xf =

−1 if Qi−1,j < η and Qi+1,j ≥ η
1 if Qi−1,j ≥ η and Qi+1,j < η
0 if Qi−1,j < η and Qi,j < η and Qi+1,j < η
0 if Qi−1,j ≥ η and Qi,j ≥ η and Qi+1,j ≥ η
undetermined otherwise
(3.31)
Dy is determined in a similar fashion. If Dx or Dy are undetermined then the below steps are followed
to determine Dx and Dy
Step 1 ~D′ is set equal to the most parallel element in the set ξ. For two vectors to be parallel, the angle
between them is 0◦ or 180◦. By defining the residuals R1 = ~ξn · ~Q−‖~ξn‖‖ ~Q‖ and R2 = ~ξn · ~Q+‖~ξn‖‖ ~Q‖
the minimum in the set is just the vector with the smallest residual. Where n = 1, 2, 3..., 8.
Step 2 Set ~D1 and ~D2 to be perpendicular to ~D′ and define ~v1 and ~v2 to be the ~D1− and ~D2− differences
of ∇φ.
Step 3 If Q(v1) < Q(v2) + µ then choose ~D = ~D1 otherwise ~D = ~D2. Here µ was set to η/8.
Once the ~D values are known, the gradient is computed by the ~D−difference of ∇φ. See [39] for further
details.
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Chapter 4
Explicit Algorithms for Imbedding
Solid Boundaries in Cartesian Grids
The need to develop accurate and robust solvers able to handle non-ideal equations of state, stiff chemical
reaction rates, and interactions of flows with internal boundaries has inspired the development of internal
boundary schemes for the past several decades. The simulation method developed by Xu et al. [9] is a finite
difference based with a point-wise internal boundary scheme that uses level sets to represent solid boundaries
of arbitrary shapes. They were interested in applications involving energetic materials, in which problems are
multi-scaled, highly non-linear, and involve sensitive reaction rate chemistry that can support rapid combus-
tion or detonation. Given these applications they found that compared to finite volume boundary methods
[40], immersed boundary, and Cartesian cut cell methods, their method had the following advantages: (a)
There were no time step restrictions due to small cells, nor did it require solving Riemann problems due
to distorted cells near the boundary, (b) There was no need to modify the governing equations to account
for internal boundaries, (c) it was simpler to implement higher-order boundary conditions on the internal
body, and (d) it was computationally efficient and their results exhibited higher order (close to fifth-order)
convergence. However, for general boundary shapes their method required an iterative solution over all of
the boundary nodes (ghost nodes) to enforce boundary conditions. Therefore the method was not amenable
to straight forward parallelization; and in addition, they did not present a three-dimensional extension to
their method. In this chapter a new local internal boundary method is implemented that will allow us to
extend the method presented in [9] to three-dimensions in such a way that it can efficiently run on parallel
machines while still maintaining the same advantages mentioned earlier.
The internal boundary method of [9] consists of a layer of ghost nodes placed inside the internal boundary
and near the fluid/solid interface. Reflective boundary conditions are enforced via bilinear interpolation to
set the values of these internal boundary, or ghost nodes, as a function of the surrounding flow nodes.
Depending on how the solid boundary is placed on the Cartesian grid and the interpolation stencil used,
internal boundary nodes (which are referred to as IB nodes throughout the rest of the thesis) can become
coupled with each other. IB nodes are coupled when they are part of another IB node’s interpolation stencil;
in other words, the same IB node is needed to set other IB nodes. This interdependence can be observed in
Figure 4.1. Here the shaded region is the immersed body, the dashed blue lines are the interpolation stencils
needed to set the IB nodes (shown as big open circles). The IB node values are unknown but they appear
as part of other IB nodes’ interpolation stencils. Nodes used in multiple stencils are shown as big filled red
circles.
Setting the values of coupled IB nodes leads to a system of equations that need to be solved numerically
by an iterative process which might not converge to a specified tolerance. These iterative schemes introduce
higher data dependency which impose lower levels of parallelism. The difficulty for the Euler Equations is
removed by applying a node sorting algorithm that was first introduced by Herna´ndez et al. [41] for solving
problems in Detonation Shock Dynamics (DSD). Here a partial differential equation was solved for evolving
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Figure 4.1: Coupling of internal boundary nodes. The shaded region is the immersed boundary, unfilled big
circles are internal boundary nodes and the big red filled circles are IB nodes that are part of other IB node
interpolation stencils.
a level set function coupled with a Dn motion rule (Equation (6) in [41]) subject to boundary conditions that
arise while considering the interaction of the detonation front with the edge of an explosive or inert material.
By sorting nodes by their connectivity with one another, the method demonstrated improved convergence
properties, accuracy and overall robustness compared to narrow band level set function solvers that use an
iterative approach to set the DSD boundary conditions [42]. I will refer to the method of [9] as AXS-LS and
our new extension with node sorting as AH-SORT.
In AH-SORT, boundary conditions are applied with ghost nodes that are sorted by their connectivity
to other IB nodes. This allows the boundary conditions to be enforced via a local and direct procedure.
As a consequence, there is no need to numerically solve a coupled set of equations, and given the locality
of the algorithm it can efficiently run on parallel machines. The node sorting strategy can naturally be
extended to three-dimensions with minimal additional work while still preserving the improved locality.
Other boundary conditions can also be applied using the node sorting concept; for example, in [41] a node
priority classification idea was used to enforce the DSD angle boundary condition.
4.1 A Brief Review of Popular and Historical Methods to
Enforce Internal Boundary Conditions
Here we give a short discussion of popular methods for enforcing boundary conditions on solid internal
boundaries. We focus on the Immersed Boundary, Cartesian Cut Cell, and Embedded Level Set Methods,
and we give a description of each along with their inherent advantages and disadvantages.
4.1.1 Immersed Boundary Method
The Immersed Boundary Method was originally developed by Peskin in 1972 [43] to simulate the mechanics
associated with blood flow around heart valves. This method was intended to solve the incompressible
Navier-Stokes equations on rectangular Cartesian grids with moving immersed boundaries. In his study, the
boundaries were flexible leaflet heart valves modeled as elastic fibers. The stress and deformation of the fibers
were calculated via a constitutive relationship (Hooke’s Law). The effects of these fibers on the surrounding
flow were taken into account by adding a source term (forcing function) to the momentum equations. The
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work in [43, 44] used a “continuous forcing approach”, where the forcing function is added as a source term
to the governing equations before discretizing them. One of the main advantages of the immersed boundary
method is that the governing equations are discretized on non-conforming rectangular grids, which simplifies
the task of computational meshing. Generating unstructured or body conforming grids can be a tedious
task, especially for complex geometries, and even more so when the boundaries are dynamic, since after the
solution advances in time a new grid must be generated, thus increasing computational cost.
However, simulations involving complex flow or with irregular and or deformed boundaries frequently
encounter issues with accuracy, since the computational solution along the boundary is smeared or diffused
across the width of the cell size due to smoothing of the forcing function, which limits the ability to produce
sharp interfaces. Another drawback is that governing equations are modified and discretized on the whole
domain (including in the immersed boundary body) thus increasing computational cost. Rigid boundaries
also present some challenges due to the forcing term not being well behaved in the rigid limit [45].
Improved interface sharpness was shown in Ghias et al. [46] by proposing a finite difference immersed
boundary method that uses ghost cells [47] for enforcing boundary conditions on the immersed boundary.
Here ghost cells were used in a layer inside and adjacent to the immersed boundary so that the boundary
conditions were satisfied precisely on the boundary. A bilinear interpolation procedure was used to set the
values of the ghost cells as a function of surrounding fluid cell nodal values. As in AXS-LS, the ghost cells in
this method can also be coupled. Their method used a semi-implicit temporal discretization scheme, where
the momentum and energy equations are solved by a Gauss-Seidel line successive over-relaxation (SOR)
iterative method. Setting the ghost cell values was simultaneously absorbed as part of this SOR routine.
This procedure is unlike that used in [9] where ghost nodes were initialized independently from the numerical
solver in a pre-processing step prior to running the simulation.
We suggest to the reader the annual review article by Mittal and Iccarino [45] for further information on
immersed boundary methods and subsequent related work.
4.1.2 Cartesian Cut Cell Methods
Cut Cell methods were first introduced to simulate inviscid flows with imbedded solid boundaries on Cartesian
grids (Clarke et al. [48], Zeeuw and Powell [49]). Like the immersed boundary method, cut cell methods
are another alternative to using body-fitted grids. These methods do not modify the governing equations by
adding a force distribution but instead cut out solid portions of rectangular cells to conform to the shape
of the boundary [50]. The boundary is approximated as a polygon or a set of parametrized C1 continuous
curves, and the cut cell is represented using poly-lines. These types of methods are normally presented using
a finite volume approach. The cells can be very small depending on how the solid boundary intersects the
Cartesian grid, and can impose stability restrictions on time step increments [51, 52]. To avoid these issues,
cell-merging techniques are used [53], which consist of combining multiple cells such that waves can travel
across without reducing the time step. Recent work on improving the stability of small cells was presented by
Hartmann et al. [54]. Here a finite volume method was introduced for two and three-dimensional arbitrarily
refined meshes. The method used cut cells, ghost nodes, and a simple cell merging algorithm to improve or
remove numerical instabilities associated with small cells.
The main advantage of the cut cell method is the ability to represent complex boundaries with relatively
large Cartesian cells. However, the method is computationally expensive because it requires that the fluxes
on each cell boundary be balanced [54]. In other words, the contribution of a cell edge to the conservation
equations must be the same for the two cells that share that edge. This requires solving all cells simulta-
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neously by approximating the Euler equations as a series of linear equations. Using an efficient linear least
squares solver, the computation cost varies quadratically with the number of cells. In three-dimensions, the
task of cutting cells can lead to complex polyhedral cells. This makes the discretization of the governing
equations (i.e., Navier-Stokes) and computing fluxes on the different faces of the cell more difficult.
4.1.3 Embedded Level Set Methods to Enforce Boundary Conditions
Level set methods were introduced by Osher and Sethian [5] as a computational tool for tracking moving
surfaces. It relies on an implicit representation of the interface that evolves as a function of a motion rule
that can depend on geometrical local properties like curvature or independent properties like fluid velocity
fields, or properties of the front itself. Level set methods are useful for handling topological changes that
evolve in time. These methods allow separate segments of fronts to merge and break without presenting
logical difficulties in the representation. They can naturally be extended to higher dimensions and computing
geometrical quantities such as normal vectors, and curvature can easily be approximated. These methods
have been used in a wide variety of applications, including to track interface boundaries in multi-material
flow problems. Fedkiw, Aslam et al. [7] used a level set function to track the dynamic interface between
different materials. The method was used to solve the two-dimensional compressible Euler equations where
boundary conditions across the interface were maintained by using ghost cells and an isobaric fix technique to
prevent the density profile from smearing out. Similar work was presented by Stewart et al. [8], specialized
for simulating energetic and inert materials modeled by non-ideal equations of state. An overlap domain
method (ghost nodes) with a density extension was used across the interface to enforce boundary conditions
and maintain sharp interface representations. Bilinear interpolation was used to set the values of the ghost
nodes to enforce interface boundary conditions. As in AXS-LS, the ghost nodes in this method could also
be coupled, leading to a system of equations that was solved via a fixed point iteration scheme. Problems in
material science for modeling grain boundaries have also been studied using level sets. Zhang et al. [33] used
multiple level sets to model grain boundary migration under curvature-induced driving forces. Applications
also extend to incompressible flow [34, 55], detonation and combustion [56, 42], just to name a few.
4.2 Reflective Boundary Conditions
Reflective or wall boundaries are used to divide fluid and solid regions in the simulation domain. These
boundaries require that the velocity component normal to the boundary be zero at the boundary. By using
a level set to represent this boundary, we can compute the surface normal to any contour of ψ(~x) by,
nˆ =
∇ψ(~x)
‖∇ψ(~x)‖ (4.1)
since by definition ‖∇ψ (~x) ‖ = 1 for all ~x, and nˆ is constant along a trajectory perpendicular to any surface
in ψ(~x). This condition allows us to compute the normal vector at points that are not necessarily at the
boundary. Defining PA to be a point in the flow field along the normal to the boundary and PB the nearest
interior node to the boundary (IB centering node or reflected point), the reflective boundary condition can
then be defined in the context of the Euler equations as:
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:Exterior ﬂow regionInterior region
R
R
ψ > 0
PB
PA
Figure 4.2: Decomposition of the velocity field and level set convention.
Density: ρPB = ρPA
X-Momentum: (ρun)PB = − (ρun)PA and (ρut)PB = (ρut)PA
Y-Momentum: (ρvn)PB = − (ρvn)PA and (ρvt)PB = (ρvt)PA
Total Energy: EPB = EPA
Progress Variable: ~λPB =
~λPA
where the subscripts n and t are the normal and tangential velocity components. In 3D we would have a
similar expression for z-momentum. Applying the wall boundary for momentum requires us to decompose
the total velocity vector, ~V , in its normal and tangential components as shown on Figure 4.2. Here ψ(~x) = 0
is the shape boundary, ψ(~x) > 0 corresponds to flow (exterior) region and ψ(~x) < 0 corresponds to the
interior boundary region. Also shown is the velocity triangle used for the reflective boundary condition.
Here R = ‖ψ(~x)PB‖ is the magnitude of the normal distance from the IB node to the boundary surface Γ.
If we let ~V = uiˆ+ vjˆ, then the magnitude of the normal component is found by computing
Vn = ~V · nˆ (4.2)
where nˆ is as defined in Equation (4.1). Having found the magnitude of Vn we can define the normal velocity
component vector, ~Vn = Vnnˆ, and find the tangential component vector, ~Vt, by
~Vt = ~V − ~Vn (4.3)
After applying the reflective boundary condition on momentum, we are left with ~VPB =
~Vt + (−1) ~Vn, which
simplifies to
(ρu)PB = (ρu)PA − 2(~V · nˆ)nx
(ρv)PB = (ρv)PA − 2(~V · nˆ)ny
(4.4)
where nx and ny are the components of nˆ in the x and y-coordinate directions, respectively.
4.3 Node Sorting of Internal Boundaries
In this section we describe how to implement our node sorting algorithm. We discuss the concept of sorting
nodes by priority, the interpolation procedure needed to apply the reflective boundary condition, and how
to update the internal boundary nodes. Some simple data structures for indexing IB nodes are provided.
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As mentioned in the introduction, IB node interconnectivity is dependent on the interpolation stencil used.
For simplicity we will use bilinear interpolation to find the values of the reflected point, but our node
sorting algorithm can also be coupled with higher-order interpolation schemes. At the end of Section 4.3.2
we show how we can incorporate higher-order biquadratic interpolation with our algorithm. Higher-order
interpolation often requires larger stencils, resulting in higher coupling of IB nodes and possibly a larger
number of priority groups.
For simplicity we will describe these topics applied in two-dimensions, and then in Section 4.3.3 we
describe the natural extension to three-dimensions.
4.3.1 Decoupling Internal Boundary Nodes
As previously mentioned, internal boundary node coupling leads to a system of equations that need to be
solved numerically by an iterative process. To break this interconnectivity, we establish an IB classification
system that sorts IB nodes by priorities; or in other words, we set the order in which IB nodes are populated
such that the interpolation stencil will always contain 1) either flow nodes or 2) IB nodes that have been
already set. Below we describe the steps needed to sort these nodes.
Step 1: The first step in the algorithm is to classify the IB nodes as “nearest,” “second nearest,” and
“third nearest” neighbors. Nearest neighbors are the IB nodes closest to the boundary interface defined by
ψ(~x) = 0. These are found by searching for a sign change in ψ(~x) along the principle coordinate directions.
If the node has ψ(i, j) < 0, and ψ(i+ 1, j) ≥ 0 or ψ(i−1, j) ≥ 0 or ψ(i, j+ 1) ≥ 0 or ψ(i, j−1) ≥ 0 then this
is a nearest neighbor node. Second and third nearest neighbors are IB nodes that are a distance dx and 2
dx away from nearest neighbor nodes. We need these last two sets because we are using a 5th order WENO
interpolation scheme for solving the spatial operator of Equation (3.2) which requires a five point stencil.
Depending on the spatial solver more IB node neighbors would be required.
To store and keep track of all the IB nodes, we create an integer array called IBnode(n); here we assign
a unique index integer value, n, to each IB node. We then define a matrix that stores the index location of
this IB node in the computational (i, j) grid, IBcord(n,1:2), where we let IBcord(n,1)= i and IBcord(n,2)= j.
Step 2: Having identified all the IB nodes, we proceed in finding their respective interpolations stencils.
The magnitude of ψ(i, j) at the IB node is the distance from this node to the boundary surface along the
normal. The reflected point where interpolation would need to be performed is then a distance 2ψ(i, j) away
from the target IB node. We locate the grid points for each interpolation stencil and store the (i, j) index
location of each. For bilinear interpolation, this stencil has four nodes (see Section 4.3.2) hence we need to
store the i, i + 1, j,and j + 1 index locations of each. To this end we create a matrix IBinterp(n,1:4) that
follows the convention: IBinterp(n,1)= i, IBinterp(n,2)= i+ 1, IBinterp(n,3)= j, IBinterp(n,4)= j + 1.
Step 3: We establish IB node interconnectivity by determining how many IB nodes are present in the
interpolation stencil needed to set the reflected point. For example, if the interpolation stencil includes one
IB node (other than itself) the connectivity for this node is equal to one. If the interpolation stencil has
two IB nodes then the connectivity is equal to two, and so on. In two-dimensions the connectivity will at
most be equal to three since bilinear interpolation uses a four node stencil. If there are no IB nodes in the
interpolation stencil, then these nodes can be set directly since they are not coupled. We classify these as
connectivity zero and consequently set them as Priority 0 nodes. Priority 0 IB nodes can be easily identified
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by noting that all the nodes in the interpolation stencil will be “flow points”, or in other words, points where
ψ(~x) > 0 . The only exception to this rule would be if the reflected point is part of its own interpolation
stencil. These will still be classified as Priority 0 nodes but will be treated differently when applying the
reflective boundary condition (see Section 4.3.2). We store the IB node priority in the integer array prty(n).
Step 4: To set node priorities, we look at each node in the reflected points interpolation stencil starting
from all connectivity one IB nodes. If a node in the interpolation stencil was set to Priority 0 and all other
nodes are flow nodes (or if the stencil includes the reflected point) then we set this IB node as Priority 1. If
one of the stencil nodes that is being inspected has yet to be classified with a priority, we tag it as undefined
and move to the next IB node. We repeat this process following the below criteria until all nodes have a
priority,
Priority 0 IB nodes that have no other IB nodes in their interpolation stencils,
Priority 1 IB nodes that have one or more Priority 0 IB nodes in the interpolation stencil,
Priority 2 IB nodes that have one or more Priority 0 or 1 IB nodes in the interpolation stencil,
Priority 3 IB nodes that have one or more Priority 0, 1 or 2 IB nodes in the interpolation stencil,
...
Priority n IB nodes that have one or more Priority 0 to n− 1 IB nodes in the interpolation stencil.
Below we show simple pseudo-code for classifying IB nodes in priority groups. The DO WHILE statement
is executed until all IB nodes have an assigned priority group. The k index loops through each node in the
bilinear interpolation stencil (from k = 1 to 4). This loop inspects each node in the interpolation stencil and
checks if they are “flow points” or IB nodes. If there are IB nodes we check to see if they have been given a
priority. If the priority group value of each of the four nodes is less than the current priority group which is
being set, then we set this node as Priority l. The m index is an integer that maps from the interpolation
local stencil back to global coordinates. For example, say that node IBinterp(1,2) in the interpolation stencil
corresponds to IB node m = 50 which is located in the computational gird at index (i, j) = (4,70).
Figure 4.3 shows a graphical example on how we determine priority groups. Nodes 1 through 6 are IB
nodes. In the left image the unfilled circles are Priority 0 nodes since their interpolation stencils, denoted by
S# (blue dashed rectangles), do not depend on other IB nodes other than the reflected point that is being
set. The (red) filled circles are Priority 1 nodes, since they depend on the Priority 0 nodes shown as the
crossed circles in their interpolation stencils (S6 and S5) on the right image. As can be inferred, in order
to update Priority 1 nodes, all Priority 0 nodes need to be set first. This same example extends to higher
priority groups (i.e., Priority 2 nodes require that Priority 0 and/or 1 nodes be set first, etc).
After all IB nodes have been inspected, we come back and look at the tagged IB nodes and repeat the
above process until all IB nodes have a priority associated to them. Figure 4.4 shows an example of the node
sorting procedure applied to a circular cylinder. Here the red solid line is the surface described by ψ(~x) = 0,
the black circles are Priority 0 IB nodes, the blue squares Priority 1 IB nodes, the magenta triangles Prior-
ity 2 IB nodes and the unfilled circles Priority 3 IB nodes. The same logic described for Figure 4.3 was applied.
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Algorithm 3 IB priority sorting
1. l = 1 (current priority group to be set)
2. while number of tagged IB nodes > 0 do
3. for n = 1 to number of IB nodes do
4. for k = 1 to number of nodes in the bilinear interpolation stencil (4) do
5. Check nodes in IBinterp(n,k)
6. map k from the interpolation index to the global index m
7. if node m is a flow point or prty(m)< l or m=n then
8. count = count + 1
9. end if
10. end for
11. if count = 4 then
12. prty(n) = l
13. else
14. tag the IB node
15. end if
16. end for
17. l = l + 1 (next priority group)
18. end while
S1 S3
S2
S4
6
4
1
3 5
2
S5
S6
6
4
1
3 5
2
Figure 4.3: Example of how to determine priority groups. The left image shows Priority 0 interpolation
stencils (S1-S4), the image on the right shows Priority 1 interpolation stencils (S5 and S6).
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Figure 4.4: Priority classification of a 2D cylinder. The black circles are Priority 0 IB nodes, the blue squares
Priority 1 IB nodes, the magenta triangles Priority 2 IB nodes, and the unfilled circles Priority 3 IB nodes.
The red solid line is the surface described by ψ(~x) = 0.
4.3.2 Interpolation
Bilinear interpolation is used to find the conserved variables at the reflected point P given four nodal values,
φi,j as shown in Figure 4.5. At each φi,j node the total energy, progress variables, density and values of the u
and v particle velocities are known. The i, j index indicates the position of each φ node in the interpolation
stencil. We perform bilinear interpolation using Equation (4.5),
φp =
2∑
j=1
2∑
i=1
φi,jLi,j(x, y) (4.5)
where Li,j(x, y) = Li(x)Lj(y), φp is the value of the interpolated quantity at point P and Li(x) and Lj(y)
are the Lagrange interpolation basis defined as,
Li(x) =
2∏
m=1
m 6=i
xp − xm
xi − xm , Lj(y) =
2∏
m=1
m 6=j
yp − ym
yj − ym (4.6)
such that xp, yp correspond to the location of point P on the physical domain.
There are two main cases that can occur when computing values, φ, at point P : (a) the interpolation
stencil only has flow nodes / nodes set by the decoupling procedure of section 4.3.1 or (b) the interpolation
stencil includes the IB node which is being set. Figure 4.5 shows these different cases. For the first case
setting the IB node just involves finding the conserved variables at P from Equation (4.5) and then applying
the reflective boundary condition. The second case typically occurs when the IB node is very close to the
boundary (close to ψ(~x) = 0), such that it is part of its own interpolation stencil. Since IB nodes are sorted
38
(a) (b)
x2x1
P(xp,yp)
y1
y2
P(xp,yp)
Figure 4.5: (a) Shows the bilinear interpolation stencil. The special case when the IB node, φIB , is part of
its own interpolation stencil is shown on (b). The grey area is the interior region where ψ(~x) < 0 and the
interpolation stencil is shown by the dashed light blue line.
by priority we can set values at P directly, unlike in [9] in which a system of coupled equations needed to
be solved numerically. To find values at P for density, total energy and the progress variable we note that
the reflective boundary condition requires that φIB = φp, where the index IB is the location of the IB node
in its interpolation stencil (φIB = φIBi,IBj ). Substituting this expression in Equation (4.5) we obtain
φIB =
1
α
2∑
j=1
2∑
i=1
0, if (i, j) = (IBi, IBj)φi,jLi,j(x, y), otherwise (4.7)
where α = 1 − LIBi(x)LIBj (y). For example, if i = 1 and j = 2 is the location of the IB node in the
interpolation stencil then α = 1 − L1(x)L2(y). For momentum we follow a similar procedure, substituting
Equation (4.4) in Equation (4.5) leads to a system of four equations and four unknown, (ρu)P , (ρv)P , (ρu)IB
and (ρv)IB which can be solved directly,
(ρu)IB = (ρu)P − 2ψx
∇~ψ ·
[
(ρu)P iˆ+ (ρv)P jˆ
]
‖∇~ψ‖2
(4.8a)
(ρv)IB = (ρv)P − 2ψy
∇~ψ ·
[
(ρu)P iˆ+ (ρv)P jˆ
]
‖∇~ψ‖2
(4.8b)
(ρu)P = η(ρu)IB +
2∑
j=1
2∑
i=1
0, if (i, j) = (IBi, IBj)φi,jLi,j(x, y), else (4.8c)
(ρv)P = η(ρv)IB +
2∑
j=1
2∑
i=1
0, if (i, j) = (IBi, IBj)φi,jLi,j(x, y), else (4.8d)
where η = LIBi(x)LIBj (y), (ρu)P and (ρv)P are the values at point P for momentum in the x and
y−coordinate directions respectively, (ρu)IB and (ρu)IB are the values for x and y momentum at the IB
node which is being set.
The node sorting algorithm also allows the use of other (higher-order) interpolation schemes. For example,
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P(xp,yp)
Figure 4.6: Shows the biquadratic interpolation stencil. The special case when the IB node, φIB , is part of its
own interpolation stencil is shown. The grey area is the interior region where ψ(~x) < 0 and the interpolation
stencil is shown by the dashed light blue line.
biquadratic interpolation is used by changing the upper summation limit on Equation (4.5) from 2 to 3 to
account for the larger stencil outlined on Figure 4.6. As with bilinear interpolation, the two main cases still
occur. For momentum we can proceeded in a similar fashion and obtain a system of equations which can be
solved directly. Another extrapolation example that uses the same node sorting concept was shown in [41]
where angle boundary conditions were applied to solve Detonation Shock Dynamics (DSD) problems. Here
second order central differences were used for the extrapolation of the interior explosive solution onto the
ghost node point in either the x, y or x− y direction (see Section 3.2 in [41]).
4.3.3 Extension to 3D
The three-dimensional extension of the IB node sorting algorithm is straightforward. Nearest neighbor IB
nodes are now found by searching for a sign change in ψ(~x) along all principle coordinate directions, that is
if the node has ψ(i, j, k) < 0, and either ψ(i+1, j, k), ψ(i−1, j, k), ψ(i, j+1, k), ψ(i, j−1, k), ψ(i, j, k+1), or
ψ(i, j, k−1) are greater than or equal to 0, then this node is a nearest neighbor. The node sorting description
given in 4.3.1 remains unchanged for the 3D case.
Trilinear interpolation is used to find the conserved variables at the reflected point P given the eight
nodal values, φi,j,k. We define trilinear interpolation by Equation (4.9) using the short hand notation∑2
i,j,k=1 =
∑2
k=1
∑2
j=1
∑2
i=1 for the triple sum,
φp =
2∑
i,j,k=1
φi,j,kLi,j,k(x, y, z) (4.9)
where Li,j,k(x, y, z) = Li(x)Lj(y)Lk(z), φp is the value of the interpolated quantity at point P and Li(x),
Lj(y) and Lk(z) are the Lagrange interpolation basis. The two interpolation cases presented in Section 4.3.2
are still valid in three-dimensions. For the case in which the interpolation stencil is composed of flow nodes,
computing the conserved variables at P is done by using Equation (4.9) and then applying the reflective
boundary condition. When the interpolation stencil includes the IB node which is being set, we follow the
same procedure as in two-dimensions. To find the values of the interpolated quantities at the reflected point,
P , for density, total energy and the progress variable, we again note that the reflective boundary condition
requires that φIB = φp (with φIB = φIBi,IBj ,IBk); then by substituting this expression in Equation (4.4)
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like was done in 2D we obtain
φIB =
1
α
2∑
i,j,k=1
0, if (i, j, k) = (IBi, IBj , IBk)φi,j,kLi,j,k(x, y, z), else (4.10)
where α = 1 − LIBi(x)LIBj (y)LIBk(z). For momentum we now add the contribution of the z−component
which leads to a system of six equations and six unknowns. Equations (4.11a and 4.11b) show the two extra
equations that need to be added to the system:
(ρw)IB = (ρw)P − 2ψz
∇~ψ ·
[
(ρu)P iˆ+ (ρv)P jˆ + (ρw)P kˆ
]
‖∇~ψ‖2
(4.11a)
(ρw)P = η(ρw)IB +
2∑
i,j,k=1
0, if (i, j, k) = (IBi, IBj , IBk)φi,j,kLi,j,k(x, y, z), else (4.11b)
where η = LIBi(x)LIBj (y)LIBk(z), (ρw)P is the value at point P for momentum in the z-coordinate direction,
(ρw)IB is the z-momentum value of the IB node which is being set.
4.3.4 Updating the Internal Boundary Nodes
For fixed internal boundaries, the location of the various interpolation stencils and the node sorting routines
only need to be computed once at the beginning of the algorithm. For each IB node we compute the
point along the normal to the surface (defined by ψ(~x) = 0) using either bilinear (2D) or trilinear (3D)
interpolation. If the IB node is part of its own interpolation stencil we use Equation (4.7). For the reflective
boundary condition we set density, momentum and the progress variable at the IB node to be equal to the
value at the interpolated point. For momentum we use Equation (4.8). We compute the gradient ‖∇ψ(~x)‖
needed to evaluate the normal, nˆ, by second order accurate central differences,
ψx =
ψi+1,j,k − ψi−1,j,k
2 dx
, (4.12)
similar stencils are used for ψy and ψz directions.
All IB nodes are updated after each Runge-Kutta sub-step of Equation (3.11) or each time the conserved
variables are modified. We first update all Priority 0 IB nodes, then Priority 1, 2, and so on until all n
priority groups are updated. Second nearest neighbors and third nearest neighbors will most likely fall in
the Priority 0 group. In general, one can expect that most of the IB nodes that need to be updated will be
Priority 0. We recommend to further split the prty array mentioned in Section 4.3.1 into separate priority
specific arrays, prty-m, where m is the priority group. For a sequential code this is not necessary, but for a
parallel application this would be needed to correctly update IB nodes.
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Chapter 5
Multi-material Boundary Condition
As previously mentioned, I am are interested in numerically designing explosive devices that consist in
multiple explosive and inert materials that interact with each other. Multi-material models are necessary,
since shocks and detonation waves will travel through and impinge on material interfaces (i.e., contact
discontinuities). High order and robust methods are needed to maintain sharp representations of these
material boundaries. They need to be capable to numerically maintain stable interfaces between high energy
explosive materials and low density inert, such as air. This is a challenging problem since it involves strong
wave interactions at the interface, large pressure and density gradients across the same, and non-linearity
issues that result from the use of real equations of state. Also, given the multi-scaled nature of these
types of problems, these methods need to be efficient and scalable in both shared and distributed memory
architectures for parallel computing. This chapter describes in detail the numerical multi-material models
and schemes used in this thesis as well identifying implementation nuances that are seldom found in literature.
In summary, the implementation maintains sharp interfaces by using the level set field, φ(~x), to track
the evolution of these interfaces over time. The multiple level set approach of Merriman et al. [28] was
used, where each material has a level set field associated to it. Details on the level set model along with its
implementation are found in Chapter 3. The Ghost Fluid Method of Fedkiw, Aslam et al. [7] or Overlap
Domain Method of Stewart et al. [8] was used to enforce appropriate interface boundary conditions at ghost
nodes. The near interface real fluid states were redefined by implementing approximate Riemann Solvers. In
Section 5.2.1 we define the Riemann Problem and on Section 5.2.2 describe the Primitive Variable Riemann
Solvers (PVRS) and the Harten, Lax and Van Leer with Contact (HLLC) approximate Riemann solvers
presented by Toro [57]. The node sorting strategy presented on Chapter 4.3 [6] is extended for populating
overlap region nodes. At the end of the chapter, the numerical implementation of the multi-material model
is explained in detail along with node sorting.
5.1 Brief Review of Methods for Imposing Multi-material
Boundary Conditions
There are two main approaches for solving hyperbolic conservation laws: shock capturing and front tracking
methods. For Conservation laws (i.e., Euler Equations in conservation form) shock capturing schemes inher-
ently capture discontinuities since they limit to the Rankine-Hugoniot relations. But due to inherit numerical
truncation errors, shock capturing methods introduce diffusion across discontinuities. These can cause issues
in flow models where sharp changes in material properties (large gradients) as well as different constitutive
relationships in the form of equations of states are present. Cocchi [2] pointed out that when numerical
diffusion is present, density diffuses across the interface requiring a mixture equation of state to describe
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and maintain a continuous pressure field in this non-physical region. For the multi-component reactive flow
models of interest in this thesis, having a mixture equation of state leads to similar convergence issues as
explained in detail on Chapter 2. Spurious pressure oscillations are also observed when applying these types
of schemes. These drawbacks were part of the motivation behind the development of higher order schemes.
The development of higher order (high accuracy) shock capturing interpolation schemes such as Shu
and Osher’s Essentially non-oscillatory (ENO) [27] and the weighted essentially non-oscillatory (WENO) of
Jiang and Shu [25] have been shown to perform well for single fluid media with discontinuities. But when
applied to multi-material flows, spurious pressure oscillations are generated near material interfaces. Since
characteristics run parallel across the interface, the effects of these computational disturbances spread form
the interface to the rest of the flow field. These oscillations result from numerical smearing of the interface
which are extended when enforcing boundary conditions across the interface. Several approaches have been
developed to rectify this problem, for example [2], Karni [58], Abgrall [59] among others.
The Ghost Fluid Method (GFM) of Fedkiw, Aslam et al. [7] and similarly that of Stewart et al. [8],
are interface tracking methods that embed a level set field to track material interfaces, thus allowing sharp
interface representations. The main idea behind these methods is to extend the real fluid onto another fluid
by means of a band of ghost nodes, or in other words define an overlap region that extends the real fluid
onto its neighbor fluid. The overlap regions are then populated by enforcing that pressure and the normal
component of velocity are continuous across a contact discontinuity. This is done by directly copying the
pressure and velocity of the real fluid near the interface to its overlap region. In [7] the real fluid entropy is
used to compute the density at the overlap region; this is called the Entropy Extension (an Entropy fix was
also presented). It was noted in [8] that when using non-ideal equations of states the entropy extension had
some accuracy problems. Hence, they opted for the Density Extension suggested by Yoh [60]. Here the real
fluid density is copied to its overlap region. Even though some overheating errors in density at the interface
where observed, they were able to resolve reactive flow problems robustly. The advantage of these methods is
that they allow the use of single media methods such as ENO and WENO on each material separately, thus
avoiding the generation of spurious pressure oscillations at the interface. A sharp interface representation
is then maintained by simply choosing which overlap region to keep depending on the location of the zero
level curve (material interface location).
The simplicity of the GFM has made it a popular choice for resolving weak shock/interface interactions;
but for strong shock interactions, the method fails to maintain non-oscillatory pressure at the interface.
This was noted by Liu et al. [4]. In these situations, the flow properties near the interface may experience
large gradients or jumps, thus using these values to populate the ghost nodes can impose incorrect interface
boundary conditions. To correct this, they performed a characteristic analysis at the interface by solving a
local Riemann problem. Later Wang et al. [61] and Sambasivan et al. [62] further suppressed these errors
by redefining the real fluid states near the interface by solving a local Riemann Problem. Then using the
GFM framework to enforce interface boundary conditions, that is use near interface points to set ghost
nodes, a more accurate representation of the flow field around the interface was achieved. They showed
that nonphysical pressure oscillations are greatly suppressed with their methods. The idea of solving a local
Riemann problem across discontinuities was previously presented by Aslam [63]. He proposed a level set
algorithm for tracking discontinuities in hyperbolic conservation laws where a local Riemann problem was
solved to populate ghost nodes.
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Figure 5.1: Shows the location of the overlap regions (ghost nodes) for a two material fuel/air example. The
red circles are the overlap region of fuel onto air and the blue circles the overlap of air onto fuel.
5.2 Interface Boundary Condition
A material interface is a contact discontinuity where the pressure and the particle velocity along the normal
direction, un = ~u · nˆ, are continuous across the interface. Let the subscript L define and a point near and to
the left of a contact discontinuity and the subscript R be a point to the right of the same, then the interface
boundary condition is defined as
pL = pR = p, u
n
L = u
n
R = u (5.1)
where un is the normal component of the velocity vector. In the framework of the GFM ghost nodes or
overlap regions are an extension of the real fluid onto another fluid. This idea is shown on Figure 5.1; here
the shaded region is fuel and the white is air. The red nodes are the overlap region of fuel onto air and the
blue nodes are the overlap region of air onto the fuel region.
Two popular methods to set the flow properties at the overlap region are the Entropy and Density
Extension. The entropy extension consists in extending the real fluid entropy, S, onto its overlap region while
in the density extension the density of the real fluid is extended to its overlap. The values of (ρ, ut, λ) for the
density extension or (S, ut, λ) for the entropy extension are then extended along the normal direction onto
the overlap region. The particle velocity is then reconstructed at the ghost nodes in Cartesian coordinates
by solving for u and v from,
un = unx + vny, u
t = uny − vnx. (5.2)
where ut is the tangential velocity component. The total energy and sound speed in the overlap region
are then computed using the EOS of the real fluid and the pressure of the material where the overlap lies.
As previously discussed, both the entropy and density extension are not suitable in the presence of strong
shocks. Instead the Riemann extension is implemented to set ghost nodes. Here the local Riemann Problem
(see Section 5.2.1) is solved at near interface nodes to obtain the correct flow properties across the contact
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Figure 5.2: Left image shows the Riemann extension in 1D and the right in 2D.
discontinuity. Only the “star region” states need to be found; these are the primitive variables across the
contact discontinuity. Figure 5.2 shows how the Riemann extension is applied in 1D and 2D. Here the vector
W holds the primitive variable (i.e., W = [ρ, u, v, p, ~λ]). In 1D having found the star states, W ∗L|R, the flow
states at the near interface nodes are redefined, as depicted by the red nodes. One then simply copies these
values onto the ghost nodes. For 2D the process is more involved as described below
Step 1 Identify the near boundary nodes on either side of the interface,
Step 2 Locate the L|R points along the normal to the interface,
Step 3 Interpolate the primitive variable fields near the L|R points to find the WL|R states,
Step 4 Compute W ∗L|R and redefine the WL|R states at near boundary nodes,
Step 5 Extrapolate the W ∗L|R states to the ghost nodes.
Details on computing the star region states for polytropic gases are found in [57] and for real EOS, Kamm
[64] provides a solution procedure for an analytical Riemann solver. For general EOS the analytical Riemann
problem is computationally expensive since it involves solving a nonlinear problem for both pressure and
density, and requires accurate guesses for these unknown primative variables. To avoid issues with nonlinear
convergence, approximate Riemann solvers such as Primitive Variable Riemann Solvers (PVRS) or the Harten
Lax and van Leer-Contact (HLLC) [57] are used. These two approximate methods are discussed on Section
5.2.2.
To show the differences between the density, entropy and Riemann extension, a simple two material shock
tube problem is solved. The material interface is located at x = 0 with the following initial conditions
(
ρ u p γ
)
=
{
(1.0 0.0 1.0 1.4) if x ≤ 0.,
(0.125 0.0 0.1 1.4) else
Figure 5.3 shows the comparison. The entropy and Riemann extension are in good agreement with the
analytical solution while the density extension exhibits “over-heating” which correspond to the under and
overshoots in density. Again, both the entropy and density extension fail for strong shocks.
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Figure 5.3: Comparison between the entropy (green line), density (blue line) and Riemann (black line)
extension methods against the analytical solution (dashed red line). The sub-plot shows a zoomed-in view
of the interface region.
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Figure 5.4: The Riemann problem on the x-t plane.
5.2.1 The Riemann Problem
The exact solution to the Riemann problem represents the solution to a system of hyperbolic conservation
laws. For the Euler equation, the Riemann problem includes the shock-tube problem which is a fundamental
problem in Gas Dynamics. Given the conservation equation, Equation (2.1), and a constitutive equation
of state one can determine the structure of the solution and the mathematical character of the same. For
simplicity, the Riemann problem for the one-dimensional Euler equations is (in conservation form),
∂(U)
∂x
+
∂f(U)
∂x
= 0 (5.3)
subject to initial condition,
U(x, 0) =
{
UL if x < 0
UR if x > 0
(5.4)
The data consists in two states separated by a contact discontinuity at x = 0. The left state has primitive
variables WL(ρ, uL, pL) and the right state WR(ρ, uR, pR). For the case in which no vacuum is present, the
exact solution has three waves which are associated with the eigenvalues λ1 = u− c, λ2 = u and λ3 = u+ c.
These three waves separate four constant states, WL , W
∗
L, W
∗
R and WR which are shown in the x-t plane on
Figure 5.4. The middle wave represents the contact discontinuity and the region between the WL and WR
is known as the “star region” state which are denoted as W ∗L and W
∗
R. In this region both pressure, p
∗, and
particle velocity, u∗ are constant. It is this star region which is used for computing the various flow states
needed for implementing the Riemann extension. The left and right going non-linear waves can either be
shock or rarefaction waves. There is no exact solution to the Riemann problem for the Euler equations, but
an iterative scheme can be implemented in which the solution is computed numerically. This approach is
referred as the analytical solution and it consists in solving the Rankine-Hugoniot relations for shock states,
JρuK = 0q
ρu2 + p
y
= 0r
e+ 12u
2 + pρ
z
= 0
(5.5)
and for rarefaction (entropy) waves,
dx
dt
= u,
dx
dt
= u+ c,
dx
dt
= u− c. (5.6)
Further details on the iterative procedure can be found on [65, 57] when using an Ideal EOS. It is important
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to note that the solution of the above set of equations will consist in a non-linear solve for computing p∗.
For real, non-linear EOS the solution is computationally more expensive since it involves a nested root solve:
the top one which computes p∗ and then an inner one for estimating the ρ∗L and ρ
∗
R. If the solution involves
a rarefaction fan, then an ODE also needs to be solved as part of the nonlinear process. Further details on
the analytical Riemann solution for general EOS can be found in [64].
5.2.2 Approximate Reimann Solvers
Approximate Riemann solvers do not need an iterative processes to determine the star region states as is the
case when using an analytical solution to the Riemann problem. Two approximate solvers are implemented:
the Primitive Variable Riemann (PVRS) and The Harten, Lax and Van Leer with Contact (HLLC) solvers.
To determine the wave speeds in the HLLC, three different approaches are considered: (a) the Davis [66], (b)
Einfeldt [67] and (c) Glaister [68] approximations. The best choice between these wave speed approximations
is mostly problem specific. I noticed that for weak shocks crossing material interfaces the PVRS is more
accurate, while for strong shocks crossing the interface the HLLC with the Glaister wave speed approximation
was a better choice.
Primitive Variable Riemann Solvers (PVRS)
This is a simple linearized approximate solution to the star region states in the Riemann problem in terms
of the primitive variables, ρ, p, and u. These are derived from the homogeneous Euler equations in primitive
(or canonical) form. In 1D they are written as
∂U
∂t
+A(U)
∂U
∂x
= 0 (5.7)
where U = [ρ, u, p]T and A(U) is the coefficient matrix (diagonalizable) given below,
A(U) =
 u ρ 00 u 1/ρ
0 ρc2 u
 (5.8)
From here the equations are cast in characteristic form by
Q−1
∂U
∂t
+Q−1A(U)
∂U
∂x
= 0 (5.9)
where Q are the eigenvectors of A(U). After some manipulation we can derive the characteristics equations,
dP
dt
+ ρc
∂u
∂t
= 0 along
dx
dt
= u+ c (C+) (5.10)
dP
dt
− ρc∂u
∂t
= 0 along
dx
dt
= u− c (C−) (5.11)
dP
dt
− c2 ∂ρ
∂t
= 0 along
dx
dt
= u (C0) (5.12)
which hold along characteristic directions. The star values are then found by connecting the W ∗L state to
the WL state (see Figure 5.4) by integrating Equation (5.10) along its characteristic where ρc is evaluated
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at the foot of the characteristic. We then connect W ∗R to WR by integrating Equation (5.11) and W
∗
L to WL
and W ∗R by integrating Equation (5.12) to obtain
p∗ =
CRpL + CLpR + CLCR (uL − uR)
CL + CR
u∗ =
CRuL + CLuR + (pL − pR)
CL + CR
ρ∗L = ρL + (p
∗ − pL) /c2L
ρ∗R = ρL + (p
∗ − pR) /c2R
(5.13)
where C = ρc. The star region sound speeds, c∗L and c
∗
R, are then computed using the appropriate EOS form
and the approximated star region states. Further details can be found in [57].
The Harten, Lax and Van Leer with Contact (HLLC)
This method approximates the exact Riemann solution by two waves, SL and SR which are the fastest signal
velocities that perturb the initial data states UL|R [57]. The star region states (i.e., ρ∗, p∗ and u∗) which
are needed to set the states across the contact discontinuity, need to be approximated. The wave speed SL
and SR are unknown and need to be estimated. At the star region we have that
u∗ = uL = uR, p∗ = pL = pR (5.14)
hence can define S∗ = u∗ which would correspond to the contact wave speed for the Euler equations.
Following the derivation presented in [57] we can define S∗ as a function of SL, SR and the UL|R states by
S∗ =
pR − PL + ρLuL (SL − SL)− ρRuR (SR − SR)
ρL (SL − SL)− ρR (SR − SR) (5.15)
Pressure in the star region is then obtained by
p∗ =
pL + ρL (SL − uL) (S∗ − uL) + pR + ρR (SR − uR) (S∗ − uR)
2
. (5.16)
The W ∗L and W
∗
R states are then defined as
ρ∗K = ρK
(
SK − uK
SK − S∗
)
u∗K = S
∗
E∗K =
EK
ρK
+ (S∗ − uK)
[
S∗ +
PK
ρK (SK − uK∗)
] (5.17)
where K = L for the left star states and K = R for the right.
5.2.3 Wave Speed Estimates
As mentioned in the previous section, the wave speeds SL and SR need to be estimated in order to approxi-
mate the star region states. Davis [66] proposed the following simple estimates
SL = min (uL − cL, uR − cR) , SR = max (uL + cL, uR + cR) . (5.18)
These in general are too simple and are rarely used in practice. Einfeldt [67] proposed a better estimate
that uses Roe averaged eigenvalues for the left and right waves,
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SL = u¯− d¯, SR = u¯+ d¯ (5.19)
where u¯ = (uL + uR)/2 and d¯ is defined as
d¯2 =
c2L
√
ρL + c
2
R
√
ρR√
ρL +
√
ρR
+ η (ur − uL)2 , η =
√
ρL
√
ρR
2
(√
ρL +
√
ρR
)2 (5.20)
Another approximation using Roe averaged values was proposed by Glaister [68],
SL = min (uL − cL, u˜− c˜) , SR = max (u˜+ c˜, uR + cR, ) . (5.21)
Here u˜ and c˜ are Roe averaged velocity and sound speed. The Roe averages for sound speed will need to
be computed using the appropriate EOS form, which would require the evaluation of Roe averaged ∂e/∂p
and ∂e/∂v for both the L and R states. We define the function µRoe(fL|R) as
µRoe =
√
ρLfL +
√
ρRfR√
ρL +
√
ρR
(5.22)
Having found p∗ and S∗ the star region density is approximated by
ρ∗L = ρL (SL − uL) / (SL − S∗) , ρ∗R = ρR (SR − uR) / (SR − S∗) (5.23)
The star region sound speeds, c∗L and c
∗
R, are then computed using the appropriate EOS form and the
approximated star region states. It is possible to obtain negative approximate star density values; for these
cases we switch from the Einfeldt or Glaister approximations to the more diffusive PVRS estimate. I have
noticed that for weak shocks crossing material interfaces the PVRS is more accurate, while for strong shocks
the Glaister approximation is a better choice.
5.3 Numerical Implementation
In this section the numerical implementation of the multi-material model is described in detail. For simplicity,
the implementation is applied in two-dimensions. In Chapter 8, topics on the 3D application are described.
A Cartesian finite difference grid is assumed with grid spacing dx = dy. The summary of the multi-material
implementation is shown on Algorithm 4.
5.3.1 Finding Near Interface and Overlap Nodes
Near interface nodes needed for the Riemann extension are found by searching for a sign change in φ(~x)
along the principle coordinate directions. If the node has φ(i, j) < 0, and φ(i+1, j)φ ≥ 0 or φ(i−1, j) ≥ 0 or
φ(i, j + 1) ≥ 0 or φ(i, j − 1) ≥ 0 then this is a nearest neighbor node. Diagonal directions are also searched,
hence scanning in an 8-point stencil centered at (i, j).
The overlap region is simply a band of nodes a distance (i + sign(nx)Nw) and (j + sign(ny)Nw) away
from the (i, j) index of each near interface node, where the width of the band is Nw and sign(nˆ) is the sign
of the normal direction. In other words, the overlap nodes are located in the region where φ ≥ 0. The
size of Nw mostly depends on the spatial solver used. A conservative value of Nw = 12 was used in this
implementation.
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Algorithm 4 Multi-material implementation
1. Initialize φk where k = 1, 2, ...n materials.
2. Apply correction to build the global material ID space.
3. while t+ dt < trun do
4. Apply the Riemann extension at interfacial nodes for all materials.
5. for k = 1, n materials do
6. for m = 1, 3 RK sub-steps do
7. Advect φk by φt + u~∇φ = 0
8. Identify overlap regions and corresponding interpolation stencils.
9. Extrapolate the real fluid onto its overlap region by Algorithm 5.
10. Compute L(U) and advance in time
11. Apply physical boundary conditions and compute p, T and c
12. end for
13. Copy the overlap region of k in a temporary array.
14. end for
15. Apply Algorithm 2 to the φ level set fields.
16. Find the new location of the interface by inspecting φki φ
k
i+1 ≤ 0 for all materials.
17. Decide what nodes correspond to each material and what overlap region to use.
18. Update the global solution space by copying from the appropriate overlap region.
19. Apply correction to build the global material ID space.
20. end while
5.3.2 Locating and Computing the WL and WR States
Selecting the points where the WL and WR are defined needs to be done carefully. If the distance from the
interfacial node to the WL|R location point is too small it might be polluted by numerical noise generated
at the interface, or if the distance is too large then W ∗L|R will not reflect local physics near the interface. A
distance of 1.5dx was shown to be a good balance. For consistency, points that lie in the φ < 0 region are
defined as Left state, and where φ > 0 as Right state. With this convention the points are found by
PI = Px + |φx|nˆ (5.24)
PL = PI − (1.5dx)nˆ, PR = PI + (1.5dx)nˆ (5.25)
where P is the (i, j) location of the point, the subscript I denotes the location of the interface (see Figure
5.5) and the subscript x is a node where the star state is to be computed. Since the interface will seldom
coincide with grid points, the location of PI is found first by Equation (5.24) where |φx| is the magnitude of
φ at node x. Finally, Equation (5.25) is evaluated to find points where the WL and WR states are defined.
An issue with this approach is a “skip” of information across the interface. This is shown on the left image
on Figure 5.6. Here there is a “skip” in the pressure field once the shock front crosses the interface between
Material B and C. The right image is a 1D sketch of the issue. The WL state lies inside the shocked region
(light blue color) while the W ∗L state node is in the ambient region (light yellow color). The red line shows
where the shock is located. Since the W ∗R node is influenced by WL data, part of the shock (dashed red line)
is being reflected across the interface. The width of the “skip” is bound by the size of dx and hence with
increasing spatial resolution the width length decreases.
The WL and WR state values are obtained by bilinear interpolation. Stencil points should always be
of the same material; offender points (i.e., different material) need to be excluded from the interpolation
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Figure 5.5: Locating the PL and PR points to compute the WL|R states.
Figure 5.6: Riemann issues when finding the WL and WR states.
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process. For these cases Inverse Distance Weighting (IDW) interpolation proposed by Shepard [69] given
below is used
α (~x) =

∑N
i=1 wi (~x)αi∑N
i=1 wi (~x)
if d(~x, ~xi) 6= 0 for all i,
αi if d(~x, ~xi) = 0 for any i
(5.26)
with weights, wi(~x), defined by
wi (~x) =
1
d (~x, ~xi)
2 (5.27)
where N is the number of data points; α(~x) is the interpolated value at point ~x; ~xi are points where the
primitive variables, αi, are known; and d(~x, ~xi) is the distance between these two points.
5.3.3 Populating the Overlap Region
The most common way of extending the real fluid values onto its overlap region is achieved by solving the
following PDE to steady state [61, 62, 7],
∂Ψ
∂τ
+H (φi,j)n · ∇Ψ = 0 (5.28)
where H (φi,j) is a Heaviside function that is 1 when φi,j < 0 and 0 when φi,j > 0 and Ψ are the values to
be extended.
An equivalent way to perform the extrapolation, and the method used in this thesis, is to populate the
overlap nodes via bilinear interpolation. One identifies the interpolation stencils needed to set each overlap
node by searching along the normal to the material interface. Since the interface will generally not coincide
with the computational grid, bilinear interpolation is used for computing the primitive variables at each
node.
This approach is very similar to that used for reflective Internal Boundaries, since it leads to a system
of coupled equations. Depending where the interface lies on the Cartesian grid and the interpolation stencil
used, overlap nodes can become coupled with each other. Overlap nodes are coupled when they are part of
another overlap node’s interpolation stencil; in other words, the same overlap node is needed to set other
overlap nodes. Setting the values of the overlap node will then lead to a system of equations that need to
be solved numerically by an iterative process. For example, Successive Over Relaxation (SOR) given on
Equation (5.29) can be used,
P (ξi)
new = (1− ω){P (ξi)old + ωf [P (ξi)old]} (5.29)
where P (ξi) is the value of the primitive variables (also includes sound speed, c, and temperature, T ) at a
ghost node with ~ξ = [ρ, u, v, p, T, c], ω is the relaxation parameter and f(x) is a function that applies the
interface boundary condition at ghost nodes.
The sorting method in Chapter 4.3.1 can also be used for setting overlap nodes. The overlap nodes are
first classified in two groups: (a) 1st nearest neighbors which are the closest nodes to the material interface (a
distance dx and dx
√
2); and (b) all other overlap nodes, which we call outer neighbors. One key observation
is that the interpolation stencils needed to set outer neighbors depend on either interface nodes or 1st nearest
neighbors; in other words to set outer neighbor nodes all 1st nearest neighbors need to be determined first.
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Figure 5.7: Overlap node classification for enforcing interface boundary conditions.
This is better observed on Figure 5.7. Here the blue circles are 1st nearest neighbors, the green circles are
outer neighbors and the red crosses are nodes needed in the interpolation stencils to set all overlap nodes.
The region where the 1st nearest neighbors are located is labeled as Zone I and Zone II the region where we
find all outer neighbor. As can be observed, the Zone II nodes only depend on Zone I nodes. This means
that one can first set all 1st nearest neighbors and then set outer neighbors by a direct (explicit) approach.
Notice that Zone II is much larger than Zone I, hence by separating the overlap nodes into these two groups
an almost x(Nw − 1) reduction of computational work is achieved (as apposed to setting all overlap nodes
by an iterative method).
Computational work is further reduced by applying node sorting to 1st nearest neighbors. A few observa-
tions: (a) the φ level set is transient, which means that nodes need to be sorted after each time iteration; and
(b) it is more likely that not all nodes can be sorted since interface boundaries can have more complicated
geometrical shapes. With these observations in mind the steps outlined on Algorithm 5 are proposed for
setting overlap nodes. This strategy is also summarized on the flow chart in Figure 5.8. For the SOR solve,
a hard limit on the number of iterations is set. Currently the limit is set to 10 iterations; so far no cases
with non-converging residuals have been encountered.
Algorithm 5 Setting overlap nodes
1. Find all overlap nodes.
2. Find and make lists of all 1st nearest neighbors and outer neighbor nodes.
3. Sort all 1st nearest neighbor nodes by priority.
4. If not all nodes from Step 3 can be sorted, identify the offender nodes.
5. Set the interface boundary condition to all sorted nodes by direct evaluation.
6. Set the interface boundary condition to all offender nodes by SOR.
7. Set the interface boundary condition to all outer neighbors by direct evaluation.
For the offender nodes, setting the initial guess values needed to start the SOR process must be done
carefully. Using the values of the real fluid’s adjacent neighbors as the initial guess for the overlap nodes can
lead to convergence issues and incorrect values. For example, if two fluids have a large density gradient near
the boundary; then having both densities present in the interpolation stencil is not an accurate representation
of extrapolating from the real fluid to its overlap. Extending the real fluid onto its overlap should not depend
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Figure 5.8: Setting overlap nodes flowchart.
on node values from its neighbor materials. In Algorithm 6, a simple way to generate more accurate initial
guesses is shown. Note that the unknown nodes in the overlap will all have φ(i, j) > 0
Algorithm 6 Overlap initial guess strategy
1. Find each overlap node’s interpolation stencil.
2. Identify the minimum value of φ in the stencil and store it’s location, φmin.
3. Scan the sign of φ(i, j) for each node.
4. if if φ(i, j) > 0 then
5. Replace the values of the primitive variables with that of the φmin node.
6. end if
This ensures that when extrapolating the real fluid onto it’s overlap there is no influence from it’s
neighbor. To avoid issues with nodes that coincide with material interfaces, φ(i, j) = 0, an ID identification
list is created that associates each material with a particular node in the computational grid.
5.3.4 Updating the Real Fluid Domain
After all the overlap domains are set, the Euler equations are solved for each material (real fluid plus its
overlap) separately, and the movement of the interface is tracked by solving the level set PDE. The overlap
regions are populated for all materials after each Runge-Kutta sub-step. After the 3rd RK step, the conserved
variable values in the overlap regions are stored in temporary storage arrays. As the interface moves through
the domain nodes that belonged to a material at one time, might belong to another at a later time. To
determine if a node has changed owner, the value of φ(i, j) at time n is compared with its new value at time
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Figure 5.9: The blue nodes are Material A nodes and the green circles are Material A overlap nodes. (a)
Shows Material A and Material B time = n. In (b) the interface has moved after advancing by time = n+1,
the dark yellow region shows what nodes in the overlap are now considered material A nodes.
n + 1. If the sign changes then the (i, j) node has changed owner. The new conserved variable values at
node (i, j) are then simply copied from the appropriate storage array. This is shown on Figure 5.9. In (a)
the blue circles are Material A nodes and the green circles are material A’s overlap nodes. After advancing
the interface from time = n to time = n+ 1 in (b), the nodes in the yellow region that belonged to Material
B are now material A points. The conserved variables at these node are then set to Material A’s overlap
region values.
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Chapter 6
Parallel Implementation
Given the multi-scaled nature of the class of problems of interest, efficient parallel designs for imposing
internal and interfacial boundary conditions need to be implemented to maximize all available computational
resources. The present parallel implementation is designed for distributed memory architecture machines
(i.e., clusters); here each processor has its own local memory. The main difficulty with these systems is the
need to map data structures associated with global memory to local memory. This is discussed on Section
6.3. Communication between processors consists of a message passing model; in other words, exchanging
information between processors is achieved through sending and receiving messages. This exchange has to
be coordinated in such a way that if a send is posted it must have a matching receive. The communication
interface implemented is MPI, which stands for Message Passing Interface. A simple domain decomposition
model is then used that partitions the physical domain into a set of contiguous cubes (or rectangles for
two-dimensional simulations) that cover the entire simulation region. Here there is a one-to-one mapping
between processors and domains. Each processor has a band of processor ghost nodes (or halos) which are
used to share data between each other.
This chapter describes a simple, yet efficient and scalable parallel design. Common performance met-
rics are first defined in Section 6.1; these are used to asses the effectiveness of the adopted parallel design.
The serial code is profiled to determine the areas that would benefit most from parallelization. The follow-
ing sections then describe each component of the design in detail: starting from the underlaying domain
decomposition model and hydrodynamic solver implementation in Section 6.3 and finally the internal and
multi-material models in Section 6.4 and 6.5, respectively. For the boundary models, the node sorting
implementation in parallel is discussed in detail.
6.1 Performance Metrics
Here common analysis concepts used to measure and compare the performance of a parallel design are
defined. Three variables dominate the design process for any parallel algorithm. These are the time spent
on: (1) the sequential portion of calculation, σ(N) ≤ 0, (2) the parallel portion of the calculation, pi(N) ≤ 0,
and (3) the inter-processor communication and redundancies, O(N,P ) ≤ 0 (parallel overhead) required to
coordinate the parallel calculation. The variables N and P are the problem size (numerical resolution) and
the number of processors, respectively. In terms of these variables, two metrics have been defined that set
upper bounds on the parallel speedup, S(N,P ), and processor utilization efficiency, E(N,P ), obtained with
a parallel design [70]
S(N,P ) =
sequential execution time
parallel execution time
≤ σ(N) + (N)
σ(N) + pi(N)/P +O(N,P )
(6.1)
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and
E(N,P ) ≤ S(N,P )/P. (6.2)
The goal is to minimize the parallel overhead, O(N,P ), and the sequential code, σ(N), which gives the
maximum speedup and parallel efficiency. Amdahl’s law is used as a means for these metrics to judge the
quality of the parallel model, where it is assumed that the limit with no parallel overhead, O(N,P ) = 0. For
a fixed problem size, N = fixed, the maximum speedup given by Amdahl’s law is
SA(P ) ≤ 1
f + (1− f)/P , (6.3)
where f is the fraction of time spent on the sequential portion
f =
σ(N)
σ(N) + pi(N)
(6.4)
and s is the fraction of time spent in the parallel portion doing serial work
s =
σN
σ(N) + pi(N)/P
. (6.5)
6.2 Profiling the Serial Code
Before describing the parallel implementation it is important to profile the serial algorithm, providing insight
as to how computational work is distributed among the various subroutines and portions of the program.
Apple Instruments Version 9.1 (9B55) [71] was used to profile the code running on a 2.8 GHz Intel Dual
Core i7, 16 GB cache Apple MacBook Pro laptop. Since code performance will vary depending on the type
of EOS being used, the number of components in the simulation and number of materials, different problem
types were profiled under different resolutions.
For single material, linear EOS (no equilibration) problems with internal solid boundaries, it was found
that the spatial solver took 78.0% of the functional work (the flux reconstruction and WENO interpolation)
and the IB updating subroutines about 1.5%. Computing the pressure and temperature took about 3.5%, the
temporal solve was about 7.0% (includes copying and updating the various intermediate solution arrays) and
the remaining 10.0% was distributed on various miscellaneous routines that include some output routines,
internal code infrastructure, etc. As the problem size was increased, less time is spent on IB updating
routines. This is expected, since the IB updating portions of the program scale as O(Nx +Ny), while work
spent on the spatial subroutines scales as O(NxNy).
For a two-material problem using a linear EOS, it was found that approximately 20.0% of functional
work is spent solving the spatial operator and about 35.0% is spent solving the level set fields (this includes
solving the PDE, re-distancing, re-initialization, and various routines used to keep track of material interface
location). The multi-material update was about 10.0% and the Riemann solve was just below 2.0%.
Lastly a two-material problem that uses a two-component non-ideal EOS was profiled. In this case it
was found that 15.0% is spent on pressure-temperature equilibration, about 12.0% on the spacial operator,
20.0% on the Level Set routines and 12.0% on the multi-material update.
Given these results, the spatial and level set solver tasks would benefit the most from parallelization. The
multi-material update can be made to run in parallel but expect that it will introduce the largest parallel
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overhead out of the four main functional processes in the code. Most of the code can be made to run in
parallel with the exception of a handful of initialization subroutines that are called at the beginning of the
program. Note that functional work spent on the various component of code will depend on the type of
problem and EOS used. Further details are provided in this chapter, where most of the strategies focus on
these routines, mainly increase solver efficiency and reduce simulation wall times.
6.3 Hydrodynamic Model
A simple domain decomposition model is used that partitions the physical domain into a set of contiguous
cubes (or rectangles for two-dimensional simulations) that cover the entire simulation region. Each cube is
assigned to a processor.
The workload per processor, NX , is assigned by dividing the Nglobal nodes among P processor such
that NX is roughly the same (NX ± 1). Since this model is designed for distributed memory architectures,
mapping would be required to go from the local domain, whose indices range from 0 to NX , to the global
domain with indices going from 0 to Nglobal. Mapping between these indices is achieved through the istart,
jstart and kstart integer variables which are the starting node indices of each local domain in the global
domain.
In this parallel design, information is shared between processors through border exchanges. Each proces-
sor is assigned a band of processor ghost nodes (or halo) which are used for exchanging data. The halos are
needed since data at local sub-domain edges depend on data from other processors (i.e., WENO interpolation
uses a 5-pt stencil, hence at edges adjacent sub-domain nodes are needed). This is showed on Figure 6.1.
The light grey nodes represent the physical domain and the white nodes are the halo for each processor. In
the figure, the halo for processor P0 are populated by copying data from other processors as indicated by the
arrows. The halo is the extension of the other processors on P0, thus ensuring that the same solution from
the serial problem is obtained by the parallel implementation. The size of the halo needs to accommodate
the spatial solver stencil, locating normal points used for applying boundary conditions and finding the WL
and WR state points for the Riemann extension. A conservative value of 15 nodes for the halo was used.
Sharing of information is done through the MPI communication interface. To post sends and receives, the
relative location of each processor (what processor neighbors are adjacent to each processor) has to be known
to determine which sub-domain edges are next to each other and what processor pairs need to communicate
with each other.
In this parallel model one processor, processor 0, (processor who was assigned a rank of zero) is responsible
for executing the domain decomposition routines and printing code diagnostics; it also assigns itself a sub-
domain and work load. After processor 0 performs the domain decomposition it sends each processor the
following information: (1) work load Nx (2) the mapping indices istart, jstart and kstart and (3) relative
location of each sub-domain in the rectangular arrangement of processors. With this information each
processor can then work independently on its own sub-domain and only shares information with other
processors via halo regions. Information must be shared between processors whenever:
(a) Conserved/primitive variables are changed/updated. This happens after each Runga-Kutta sub-step,
after redefining near interface nodes by the Riemann extension and after enforcing the multi-material
boundary condition.
(b) When the level set fields are advected (requires sharing the φ field).
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Figure 6.1: Shows how the halo for P0 is populated. The light grey nodes represent the physical domain and
the white nodes are the halo for each processor. Arrows indicate which nodes are used to populate the halo.
(c) Computing the global time step, dt, or when computing an error value across multiple sub-domains. To
compute these quantities, each subdomain finds its own local time step/error measure then through a
call to MPI ALLREDUCE the minimum value is found and used to advance in time, or the total error
is found by summing the local errors.
6.4 Internal Solid Boundary Model
Enforcing internal solid boundary conditions is simple and straightforward to implement. Since solid bound-
aries are stationary, node sorting is performed only once at the beginning of the simulation. For this reason
sorting is left as a sequential task; that is, all processors will sort all the IB nodes defined on the global
computational domain. As with the hydrodynamic model, several mapping arrays that relate the global
node indices with the processor local indices are created.
As discussed on Chapter 4.3.4, the internal boundary update is performed in priority order; that is, all
Priority 0 nodes have to be updated first in order to update Priority 1 nodes. By the same token, all Priority
0 and 1 nodes need to be set before updating Priority 2 nodes and so on. This implies that after each priority
group is updated, information must be shared between processors through halo edge exchanges.
6.5 Level Set and Multi-material Model
In this section the parallel implementation of the Riemann extension, level set model and multi-material
boundaries are discussed. The parallel strategies used in this section are simple to implement and scale well
with increasing processor pool and problem size.
6.5.1 Riemann Extension
After redefining the primitive variables at near interface points, information needs to be exchanged between
processors; but finding the Left and Right states needed to solve the local Riemann problem can be solved
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locally without the need of MPI communication routines. Since the WL and WR states are found a distance
1.5dx from the interface and the halo is at-least 15 nodes wide, all the interpolation stencils should be
contained in the processor’s local memory pool.
6.5.2 Level Set Model
As previously mentioned, after the φ field is advected information needs to be exchanged between processors.
This is also the case for the level set re-initialization component. Here each processor solves the Hamilton-
Jacobi equation on its local domain sharing information through ghost nodes via MPI calls after each
Runge-Kutta sub-step (this is done on all sweeps). After one complete iteration, convergence is checked by
introducing a synchronization point (all processors need to reach the same point before continuing to work)
and then a call to MPI ALLREDUCE to sum the residuals on each processor.
The parallel model for the Fast Sweeping Method is similar to that proposed by Zhao [72]. Each processor
performs the FSM on its local domain, after the four Gauss-Seidel sweeps boundary values are shared with
other processors (only 1 node needs to be updated in the ghost node region). We then check for convergence
by introducing a synchronization point and a call to MPI ALLREDUCE to sum the residuals on each
processor.
6.5.3 Multi-material Model
Identification of the overlap region nodes is performed locally on each processor. All 1st nearest neighbor
overlap nodes in each processor’s memory pool are sorted by priority (includes halo nodes). Sorting nodes
involves some degree of non-local data dependency. For example the priority of a particular node might
depend on the priorities of nodes on adjacent processors. To reduce this dependency the processor halos
are set to about 2x the size of the overlap nodes (15 nodes). Even with the larger halos it is still possible
that nodes at the edges of the halo still depend on adjacent processor nodes. In these cases the problematic
nodes are excluded from the sorting process and lumped in the “offender” node list.
As with Internal Boundary nodes, after each priority group is set, a call to MPI boundary conditions
needs to be made to share data. The maximum number of priority groups across all processors needs to be
known since a call to MPI communication is posted after each group by all processors. To determine the
highest priority group among all processors, a call to MPI ALLREDUCE (with MPI MAX) is used. MPI
sends and receives are also posted after the offender nodes are set and after each SOR iteration. To determine
if the SOR solve converged, a call MPI ALLREDUCE is used after each each complete SOR iteration; here
the residual across all processors are added and the value compared with an exit tolerance criteria.
It is important to note that sharing MPI ghost nodes “wipes-out” the overlap values if they are in the
processor’s ghost node region. Figure 6.2 shows a 1D case were the overlap nodes are also part of processor
1’s ghost node region. The blue nodes are P1 overlap nodes, the black nodes are physical nodes (light green
background correspond to P1) and the nodes in the grey shaded area are ghost nodes. As can be observed
when applying the MPI boundary condition, P1’s ghost nodes will be P2’s physical nodes; hence the overlap
node information is lost. To remedy this a simple fix is applied: (1) set the overlap nodes and store them
in a temporary array, (2) apply MPI boundary conditions and (3) re-set the overlap node values by coping
them back from the temporary solution array. If a processor has no overlap nodes in its ghost node region
then step (3) is skipped.
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Figure 6.2: 1D problem sketch of the MPI boundary condition and how it replaces the overlap region values.
6.6 Parallel Performance
In this section the parallel performance of the current solver base is determined by using speedup and
efficiency metrics. Two different problems are studied, (a) the shock diffraction over a sphere problem, see
Chapter 7.6, and (b) a modification of the helium bubble problem, see Chapter 7.8. In the first problem the
performance of the internal solid boundary model is asset (i.e., the node sorting strategy) and in the second,
the multi-material model is studied.
To benchmark the solid boundary implementation, the shock diffraction over a sphere problem was
chosen. The problem ran on a 64 AMD Opteron-6378 processors with 6144K L3 cache memory machine.
Two problem size resolutions, 400x200x400 and 200x100x200, were used running on 2n processor increments
(with n = 0 to 5). Each processor was assigned Nx x Ny x (Nz/P ) nodes, where P is the number of processors
used and N the number of grid points. Table 6.1 shows wall times, speedup S(P,N), and efficiency, E(P,N),
at each resolution.
In Figure 6.3 the speedup for each resolution to that predicted by Amdahl’s law assuming that the
fraction spent on sequential work is negligible (f = 0) is compared. Overall good performance metrics
are observed. Strong scaling is shown on the 400x200x400 fixed problem size for up to 8 processors. The
optimal strong-scale limit, or optimal balance between computational work and parallel overhead, has yet
to be determined. Larger resolutions would need to be tested as well as a larger pool of processors [73].
It is important to note that the strong-scale limit will also be influenced when solving problems with local
reactive flow chemistry and the use of general non-ideal EOS. These factors in a sense dampen the amount
of communication overhead allowing finer granularity. For example, for a multicomponent EOS mixture, all
components are assumed to be uniformly well mixed, requiring more computational work coming from root
solving methods to equilibrate local pressure and temperature.
The modified helium problem consists in having air occupy half of the domain and helium the other
half (no bubble is present). The same initial conditions are used. From serial code profiling, the timing
values for the multi-material component vary depending on the problem physics, (i.e., if an ideal or non-
ideal EOS is used), the distribution of inert to High Explosive (HE) nodes in the domain and the number of
interfaces. As a consequence, parallel granularity and communication overhead is problem dependent. For
example, the overhead associated with processor idle time is larger when non-ideal EOS are used because of
pT Equilibration effects. In other words, in some areas the solver takes longer to converge due to the root
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Table 6.1: Solid boundary parallel performance
200x100x200 400x200x400
P Wall time (s) S(P,N) E(P,N) Wall time (s) S(P,N) E(P,N)
1 35220 1.00 1.00 763924 1.00 1.00
2 18540 1.90 0.95 358650 2.13 1.07
4 10200 3.45 0.86 194040 3.95 0.98
8 5400 6.52 0.82 97800 7.81 0.98
16 3000 11.74 0.73 51720 14.8 0.92
32 2111 16.68 0.52 30780 24.8 0.78
1 2 4 8 16 32
Processors
5
10
15
20
25
30
Sp
ee
du
p
Ideal Speedup
400x200x400
200x100x200
Figure 6.3: Speedup comparison for the shock diffraction over a sphere problem for sizes 200x100x200 and
400x200x400.
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Table 6.2: Multi-material problem parallel performance
200x200 400x400 800x800
P Wall time (s) S(P,N) E(P,N) Wall time(s) S(P,N) E(P,N) Wall time(s) S(P,N) E(P,N)
1 1576 1.00 1.00 15600 1.00 1.00 158760 1.00 1.00
2 737 2.14 1.07 6300 2.48 1.24 75600 2.10 1.05
4 417 3.78 0.94 2869 5.44 1.36 27120 5.85 1.46
8 242 6.51 0.81 1620 9.63 1.20 13860 11.45 1.43
16 207 7.61 0.48 1070 14.58 0.91 8316 19.09 1.19
32 224 7.04 0.22 1044 14.94 0.47 6270 25.32 0.79
1 2 4 8 16 32
Processors
5
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ee
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p
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Figure 6.4: Speedup comparison for the multi-material problem for sizes 200x200, 400x400 and 800x800.
finding problem. No non-linear effects are present in this modified problem, hence it is a good measure of
the multi-material implementation (Riemann extension and enforcing the interfacial boundary conditions).
It ran on the same 64 AMD machine. Three problem size resolutions, 200x200 and 400x400, and 800x800
were used running on 2n processor increments (with n = 0 to 5). Each processor was assigned Nx x Ny x
(Nz/P ) nodes, where P is the number of processors used and N the number of grid points. Table 6.2 shows
wall times, speedup S(P,N), and efficiency, E(P,N), at each resolution. In Figure 6.4 the speedup for each
resolution to that predicted by Amdahl’s law (f = 0) is compared.
Comparing Figure 6.3 and Figure 6.4 the higher communication overhead is expected for the multi-
material problem. But good performance is generally observed. At lower resolution the speedup starts to
level off at 32 processors, also indicated by the lower efficiency. This is mostly because the computational
work per processor is too small, and for a larger processor pool, communication and synchronization overhead
is high [74]. As the resolution is increased, better efficiency is obtained.
Super-linear speed up is observed from 4 to 16 processors on all resolutions and it tends to increase as
resolution increases. The multi-material implementation is memory intensive and computationally expensive
since it consists in multiple level set solves (along with re-initialization), a Riemann solve, the multi-material
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update which itself consists in node sorting and possible iterative method, and lastly the hydrodynamic
solve. By partitioning data in to smaller “chunks” the subproblem can fit in cache memory, thus explaining
the super linear-speed up. This is attributed to a larger processor pool which increases the available cache
memory. Shi [75] classified the parallel version of an algorithm as persistent or non-persistent. Persistent
means that each processors executes the same number of tasks in serial and parallel, while in the former the
parallel version does not. Increase cache for parallel execution is a common reason for super-linear speed
up in persistent algorithms [74]. The multi-material implementation would be classified as mostly persistent
(with the exception of the FSM and level set re-initialization), further validating the suspicion of cache
related super-linear speedup. Further parallel/memory distribution analysis would need to be performed to
fully understand the causes of the observed super-linear speedup.
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Chapter 7
Numerical Results
The underlying hydrodynamic solver is first validated by solving a series of 1D problems: Sod’s shock tube
problem [76], Lax problem [77] and the 1D reactive problem [9]. For the convergence and error study the
L1-norm, ||E||1 was used, defined as
L1 = ||E||1 = dx
i=N∑
i=0
|Ti − ti| (7.1)
where N is the number of nodes used in the simulation, dx is the spatial discretization, Ti is the exact
solution at the ith spatial grid point and ti is the numerical (approximate) solution at the grid point.
The hydro solver was also verified by Lieberthal et al. [78]. Here it was used to solve Geometrical Shock
Dynamic problems on condensed phase materials. The node sorting algorithm is then verified by running
three test cases and comparing the numerical results with experimental and published data. For the 2D
shock diffraction over a wedge, 2D shock diffraction over a cylinder, and the 3D shock diffraction over a
sphere problems, numerical Schlieren images where generated following a similar procedure as outlined in
[79]. For the shock diffraction over a cylinder problem the method of [9] was compared to the node sorting
algorithm in terms of computational work and improved efficiency from parallelization.
Lastly, the multi-material methodology is verified by solving a series of problems: (a) the Mach 1.22 air
shock collapse of a helium bubble. This is a 2D problem consisting two materials using a polytropic EOS. (b)
The two-dimensional disk explosive problem. It consists of 3 materials and 4 region modeled by a reactive
polytropic EOS. (c) An explosive rate stick simulation for PBX-9501. Here the steady state detonation
velocity as a function of the stick radius is computed and compared with experimental measurements. This
is a 2D problem consisting of two materials and a non-ideal EOS for the explosive. And (d) the Single Point
Experiment. It consists of multiple explosive/inert material interactions with different rate laws that serve
as a predictive model of multipoint initiation experiments. This problem is in collaboration with Los Alamos
National Laboratory.
7.1 Sod’s Problem
Sod’s shock tube problem [76] is a one-dimensional Riemann problem on a domain interval from x = 0 to
x = 1, with the following initial data,
(
ρ u P
)
=
{
(1.0 0.0 1.0) if x ≤ 0.3,
(0.125 0.0 0.1) if x > 0.3
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Figure 7.1: Density profile for Sod’s problem at time = 0.2. The exact solution is the solid black line and the
simulation solution is given by the red circle symbols. (a) The simulation solution using Nx = 100 plotting
every 2nd node. (b) The simulation solution using Nx = 800 plotting every 16th node.
with γ = 1.4, Q = 0 and outflow boundary conditions at x = 0 and x = 1.
The solution was integrated to time = 0.2 using a CFL value of 0.475 with Nx = 100, 200, 400, 800,
1600, 3200 and 6400. The solid black line in Figure 7.1 is the exact solution, the red circle symbols of Figure
7.1(a) shows the solution at Nx = 100, plotting every 2nd node, and Figure 7.1(b) shows the solution at
Nx = 800, plotting every 16th node. Table 7.1 shows the L1-error norms as a function of spatial resolutions.
The convergence rate using the WENO5-LLF is O
(
∆x0.955
)
, as shown in Figure 7.3. The convergence rates
from Table 7.1 show agreement with those found on Table 9 in [80] using the characteristic-wise WENO5.
7.2 Lax’s Problem
Here Lax’s shock tube problem [77] is solved. The problem domain is defined on the interval x = 0 to x = 1,
with the following initial data,
(
ρ u P
)
=
{
(0.445 0.698 3.528) if x ≤ 0.5,
(0.5 0.0 0.571) if x > 0.5
with γ = 1.4, Q = 0 and outflow boundary conditions at x = 0 and x = 1.
The solution was integrated to time = 0.13 using a CFL value of 0.475 with Nx = 100, 200, 400, 800,
1600, 3200 and 6400. The solid black line in Figure 7.2 is the exact solution, the red circle symbols of Figure
7.2(a) shows the solution at Nx = 100, plotting every 2nd node and Figure 7.2(b) the solution at Nx = 800,
plotting every 16th node. Table 7.1 shows the L1-error norms as a function of spatial resolutions. The
convergence rate was O
(
∆x0.857
)
, as shown in Figure 7.3.
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Figure 7.2: Density profile for Lax’s problem at time = 0.13. The exact solution is the solid black line
and the simulation solution is given by the red circle symbols. (a) The simulation solution using Nx = 100
plotting every 2nd node. (b) The simulation solution using Nx = 800 plotting every 16th node.
Table 7.1: Convergence study for Sod’s and Lax’s problem
||E||1
Nx dx SOD LAX
100 0.01 0.007412816 0.021028029
200 0.005 0.003937690 0.010559910
400 0.0025 0.001972766 0.006088645
800 0.00125 0.000990291 0.003440978
1600 0.000625 0.000500606 0.001874323
3200 0.0003125 0.000270292 0.001033792
6400 0.00015625 0.000143977 0.000570611
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Figure 7.3: Convergence rate for the Sod’s and Lax’s problem.
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Table 7.2: Reactive problem convergence
No Shock Shock
Nx dx ||E||1 Convergence ||E||1 Convergence
200 0.06 0.001583690 - 0.503969241 -
400 0.03 0.000139221 3.507838782 0.102191206 2.302064632
800 0.015 5.75784358E-6 4.595707717 0.052872208 0.950689566
1600 0.0075 1.89653466E-7 4.924090950 0.031665219 0.739610479
3200 0.00375 6.74236335E-9 4.813967554 0.017496531 0.855830126
7.3 Reactive Problem
This test problem was taken from [9]. The domain is defined on the interval x = 0 to x = 12 with the initial
conditions given below,
(
ρ u p
)
=
{
(ρ∗ 1.0 0.0) ,
where the density is given by the function ρ∗ = 1/
(
1 + 3e−x
2
)
, γ = 1.4 and the heat release Q = 50.0.
The boundary condition applied at x = 0 was set to reflective while outflow was applied at x = 12. The
Arrehenius reaction rate given below was used
rλ1 = 7 (1− λ1) e−10ρ/p.
Two scenarios where tested: (A) No shock: here the simulation is run to time = 0.4, at this time no shocks
are formed, hence how the solver behaves in smooth regions is measured. (B) Shock: here the simulation
is run to time = 3.0. To eliminate the time integration error (since the time integration is only third-order
accurate, while the spatial scheme is fifth-order accurate) the following relationship to determine the CFL
number was used,
CFL = 5.22∆x
2
3
Both case (A) and (B) were run with Nx = 200, 400, 800 , 1600 and 3200. The solid black line in Figure
7.4 is the high-resolution solution with Nx = 6400 (dx =0.001875), the red circle symbols of Figure 7.4(a)
shows the solution for case (A) at Nx = 200, plotting every 4th node and Figure 7.4(b) shows the solution
for case (B) at Nx = 200 using the same plotting interval as Figure 7.4(a). Table 7.2 shows the L1-error
norms and local self-convergence rates. The results compare favorably with those given in [9].
7.4 Shock Diffraction Over Cylinder
In this problem the shock diffraction over a circular cylinder problem of [9, 81, 83] is studied. The experiment
consists of a uniform supersonic flow (M=2.81) in a wind tunnel with a circular cylinder of radius 1.0 cm.
The initial geometry is shown on Figure 7.5. Only the top half the cylinder was simulated, taking advantage
of the axi-symmetry along the x−axis (y = 0). The initial data is given by,
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Figure 7.4: Reactive problem of [9]. The solid black line is the high resolution simulation with Nx = 6400
and the red circle symbols correspond to the solution with Nx = 200. (a) Shows the no shock case at time
= 0.4, plotting every 4th node. (b) Shows shock case at time = 3.0, plotting every 4th node.
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Figure 7.5: Shock diffraction over a cylinder problem initial geometry.
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Figure 7.6: Shock diffraction over a cylinder numerical test. The left image shows the experimental density
photograph from [83] compared to the corresponding numerical density Schlieren plot shown on the right.
(
ρ u v p
)
=
{
(ρs us 0 ps) if x ≤ 1.5,
(ρ0 0 0 p0) else
where ρ0 = 1.225e
−3 g/cc and p0 = 1.01325e−4 GPa with γ = 1.4 and Q = 0. The shock states where
computed using Equation (7.2) to (7.3), here M is the Mach number.
ρs = ρ0
(γ + 1)M2
2 + (γ − 1)M2 , ps = p0
[
2γM2 − (γ − 1)
γ + 1
]
(7.2)
us =
√
(ρs − ρ0) (ps − p0)
ρsρ0
(7.3)
Reflective boundary conditions were applied on the top, bottom and along the cylinder wall. Outflow
boundary conditions were set at the left and right boundary. The solution was integrated to a time of 3.9 µs
using a CFL value of 0.45 on a computational domain of (Nx, Ny) = 600 x 300, 1200 x 600 and 2400 x 1200
grid nodes. Table 7.3 shows the IB node sorting information and number of iterations performed to reach the
final runtime. Note that the IB priority groups are dependent on the quality of the level set representation of
the boundary and grid resolution. As seen on Table 7.3, there are more priority groups for the low resolution
mesh compared to the mid and high resolution ones; showing the dependence on the location and shape
of the boundary with respect to the uniform mesh. Figure 7.7 shows a quantitative comparison between
the numerical simulation and experimental data. Here the location of the upper triple point was measured
(labeled “T.P.l” on Figure 7.6) and compared to the 33◦ correlation form [82]. The numerical results show
good agreement with this correlation and with the results from [81, 83].
The same problem was run using the internal boundary method of [9]. An error tolerance of  = 10−4dx
and extrapolation factor ω = 0.9 was used for the SOR iterative solve, and a maximum iteration threshold
was set to 50. For very early times convergence was achieved within two iterations, but as soon as the leading
shock makes contact with the solid boundary, convergence was not achieved for the rest of the simulation.
Hence the average number of SOR iterations per time step was roughly that of the maximum threshold.
To compare the parallel performance between these two methods, the average wait time associated with
sending and receiving MPI messages (parallel overhead) for each full SOR update (until all IB nodes are set)
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Figure 7.7: Shows the triple point location of the shock diffraction over a cylinder problem. The circle
symbols show the location obtained from the numerical simulation and the solid line corresponds to the 33◦
correlation.
Table 7.3: Shock diffraction over cylinder IB node sorting summary
(Nx, Ny) 600x300 1200x600 2400x1200
Time iterations 1846 3749 7605
IB nodes (to update) 630 1269 2541
Nearest neighbors 212 425 849
2nd nearest neighbors 201 423 847
3rd nearest neighbors 208 421 845
Priority 0 nodes 576 1161 2361
Priority 1 nodes 38 92 132
Priority 2 nodes 4 8 20
Priority 3 nodes 2 4 12
Priority 4 nodes 2 4 8
Priority 5 nodes 2 4
Priority 6 nodes 2 4
Priority 7 nodes 2
Priority 8 nodes 2
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Figure 7.8: Average wait time associated with sending and receiving MPI messages (parallel overhead)
for each full SOR iteration and cycling through all IB priority groups for the 2400x1200 resolution shock
diffraction over a cylinder test problem.
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Figure 7.9: Shock diffraction over a wedge problem initial geometry.
were recorded; and similarly found the wait time associate with cycling through all the priority groups. Figure
7.8 shows the wait time in seconds for each method for the 2400x1200 problem size. As can be observed the
overhead associated with the iterative solve is much larger than that of the node sorting strategy.
7.5 Shock Diffraction Over a Wedge
In this problem a shock wave diffraction over a wedge was modeled. The experiment conducted in 1966 by
Schardin [84], consisted of a uniform low supersonic flow (M=1.3) in a wind tunnel with a conical cone. For
the numerical simulation only the top half of the wedge was modeled, taking advantage of symmetry along
the x−axis (y = 0). The initial geometry is shown on Figure 7.9. The initial data is given by,
(
ρ u v p
)
=
{
(ρs us 0 ps) if x ≤ 4.5,
(ρ0 0 0 p0) else
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Table 7.4: Shock diffraction over a wedge IB node sorting summary
(Nx, Ny) 600x228 1200x456 2400x912
Time iterations 822 1662 3348
IB nodes (to update) 530 1076 2170
Nearest neighbors 181 363 728
2nd nearest neighbors 177 359 723
3rd nearest neighbors 172 254 719
Priority 0 nodes 486 992 2001
Priority 1 nodes 44 84 169
where ρ0 = 1.225e
−3 g/cc and p0 = 1.01325e−4 GPa with γ = 1.4 and Q = 0. The shock states, ρs, ps and
us, were computed using the normal shock equations, (7.2 to 7.3).
Reflective boundary conditions were applied on the top, bottom, and along the wedge walls. Outflow
boundary conditions were set at the left and right boundary. The solution was integrated to a maximum time
of 25 µs using a CFL value of 0.45 on a computational domain of (Nx, Ny) = 600 x 228, 1200 x 456 and 2400
x 912 grid nodes. Table 7.4 shows the IB node sorting information and number of iterations performed to
reach the final runtime. For the node sorting method, two calls to MPI communication routines are needed
to update all the IB nodes, while for an iterative approach it will depend on the convergence criteria chosen,
and as was the case for the shock diffraction over a cylinder problem, convergence is not guaranteed. Similar
results comparing the wait time between the iterative SOR solve of [9] and our node sorting implementation
are still observed, but since there are only two priority groups for this simulation, the wait times are shorter
than those presented on Figure 7.8. In Figure 7.10 the numerical density field shown as Schlieren plots are
compared with experimental shadowgraph plots.
In Figure 7.11(a) a quantitative comparison between the numerical simulation and experimental data
is shown. Here the distance from the back of the wedge to the primary shock was measured, shown as
the variable a and the vertical distance from the midline of the wedge to the highest point of the reflected
shock, shown as the variable r. In Figure 7.11(b) the vortex location (vcx for the x-position and vcy for
the y-position) were measured. The numerical results compare well with the experimental results, and are
also in agreement with those from [85]. The discrepancies in the low resolution vortex location are due to
the low spatial resolution, which is expected since our numerical scheme uses a uniform Cartesian grid as
apposed to an adaptive mesh refinement scheme.
7.6 Shock Diffraction Over a Sphere
In this problem a shock wave diffraction over a sphere was simulated and compared to experimental shad-
owgraph photographs [83]. The experiment consists of a uniform supersonic flow (M=2.89) in a wind tunnel
of dimensions 4 x 4 x 2 cm with a sphere of radius 0.5 cm. For the numerical simulation only half of the
sphere was modeled, taking advantage of the symmetry along the xy−plane. The initial data is given by,
(
ρ u v w p
)
=
{
(ρs us 0 0 ps) if x ≤ 1.5,
(ρ0 0 0 0 p0) else
where ρ0 = 1.225e
−3 g/cc and p0 = 1.01325e−4 GPa with γ = 1.4 and Q = 0. The shock states where
computed using the normal shock equations. Reflective boundary conditions were applied on the top and
bottom tunnel walls and along the sphere surface, and outflow boundary conditions were set at the left and
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Figure 7.10: Shock diffraction over a wedge numerical test. Left images show the experimental density
photographs from [84] at frames 2, 4, 7 and 9 compared the corresponding numerical density Schlieren plots
shown on the right.
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Figure 7.11: Shows a quantitative comparison between our numerical simulation and experimental data.
(a) shows primary shock locations and (b) shows the location of the vortex. The variable a measures the
distance from the back of the wedge to the primary shock and r the vertical distance from the midline of the
wedge to the highest point of the reflected shock. The vortex location is defined by vcx for the x-position
and vcy for the y-position.
right boundary planes. The solution was integrated to a time of 2.0 µs, using a CFL value of 0.45 on a
computational domain of (Nx, Ny, Nz) = 400 x 200 x 400 grid nodes. Table 7.5 shows the IB node sorting
information and number of iterations performed to reach the final runtime. Note that the IB priority groups
are dependent on the quality of the level set representation of the boundary and grid resolution. As can
be seen in Table 7.5 for 3D geometries the IB node interconnectivity is greater, hence why there are more
priority groups.
In Figure 7.12 the numerical density field shown as a Schlieren plot was compared with the experimental
shadowgraph plot at 2.0 µs. The black lines seen in the experimental shadowgraph plot are the wires used
to hold the sphere in place during the experiment.
Table 7.5: Shock diffraction over a sphere IB node sorting summary
(Nx, Ny, Nz) 400x200x400
Time iterations 2045
IB nodes (to update) 37963
Nearest neighbors 13013
2nd nearest neighbors 12645
3rd nearest neighbors 12305
Priority 0 nodes 30187
Priority 1 nodes 4732
Priority 2 nodes 1400
Priority 3 nodes 724
Priority 4 nodes 480
Priority 5 nodes 284
Priority 6 nodes 116
Priority 7 nodes 40
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Figure 7.12: Shock diffraction over a sphere numerical test. The left image shows the experimental density
photograph from [83] compared to the corresponding numerical density Schlieren plot (XY plane slice is
shown).
7.7 Explosive Slab and Rate Stick Simulation
This problem consists in propagating a detonation wave in a high-density explosive. A rectangular geometry,
the “sandwhich” test of Hill [86], and a cylindrical rate stick geometry where modeled. From experiments it
is known that after an initial transient phase, the detonation reaches a relative steady state velocity that is
a function of the radius of the rate stick and the properties of the inert material [87]. It was observed that
the explosive detonation velocity monotonically decreases with decreasing radius. PBX-9501 was chosen as
the explosive material and inert air as the confinement material. The pressure based rate law previously
described on Chapter 2.5.1 was used [20]. Material properties and parameters are found in Appendix A.
The simulation initial configuration is described on Figure 7.13. The left image shows the simplified
“sandwich” test configuration while the right shows the cylindrical rate stick problem. For the rate stick
the axi-symmetric geometric source term of Equation (2.5) was used. Only the top half of the slab and
cylinder geometry where simulated, taking advantage of symmetry along the x-axis and z-axis respectively
(as indicated by the dashed rectangular areas on Figure 7.13). Detonation is initiated by a hot spot placed
in the bottom left corner of the slab geometry or a plane (rectangular box) in the rate stick.
The stick radius (R)/slab height (H) where varied from 2.5 mm to 20 mm and the steady state detonation
wave velocity was recorded. The length of the stick/slab was 10x the radius/height of the stick. Initial
conditions for both setups are ambient, that is p = 0.0001 GPa, T = 298.15 K and ρ = 0.02 g/cc. The initial
conditions at the hotspot are found through the products EOS by searching along the shock Hugoniot such
that the volume and temperature are within reasonable ranges. For a 40 GPa hotspot pressure v = 0.3935
cc/g and T = 3980.2 K. The velocity was set to 0.0 mm/µs everywhere and the simulation time was measured
in µs.
For the slab geometry the radius of the hot spot varied depending on the height of the stick, a value
of Rhot = H/2 was used where Rhot is the hot spot radius. For the rate stick the hotspot height was that
of the radius of the stick and the width was R/2 in length. A grid spacing of dx = 0.02 (dz = 0.02) was
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Figure 7.13: Left figure shows the simplified “sandwich” test configuration and the right shows the axe-
symmetric rate stick problem setup.
used since the half width reaction zone length for PBX-9501 is about 0.024mm. The simulation ran until a
steady sustained detonation wave was formed. Figure 7.14 compares the detonation shock speed vs inverse
height/radius between numerical results and experimental data [88]. Very good agreement was found for
both tests further validating our numerical model and EOS implementation for PBX-9501. As observed
from the experimental data, both geometries have very similar detonation velocity profiles which was well
captured numerically. In the figure only the numerical slab simulation results are shown. Figure 7.15 shows
the pressure history at the center line for the slab test (at H = 5.0 mm) and Figure 7.16 show numerical
pressure pseudo-color plots at 0.28, 1.0 and 4.0 µs.
7.8 Mach 1.22 Air Shock Collapse of Helium Bubble
This test case was taken from [79, 7] and it simulates a shock (M=1.22) passing through and collapsing a
helium bubble. The bubble has a radius of 25 mm and is located at x = 175 mm. The initial configuration
is shown on Figure 7.17. Because of symmetry only the top half portion of the tube was modeled. Wall
boundary conditions where applied at the top and bottom of the tube and outflow on the sides. Initial
conditions were normalized based on the properties of air at 1.0 atm and a length scale 1.0 mm. A resolution
of dx = 0.1 was used. In Figure 7.18 the numerical density field shown as Schlieren plots at times 16.6
µs, 22.6 µs, 72.6 µs and 121.6 µs are compared experimental shadowgraph plots at equivalent times (note
that the simulation domain is smaller than that from [79]). On Figure 7.19 and 7.20 the pressure and total
velocity pseudo-color plots at times 16.6 µs and 121.6 µ are shown. Figure 7.21 shows the numerical density
Schlieren at time 154.6 µs. The red line in both Schlieren figures is the material interface. The simulation
qualitatively compare well with shadowgraph photographs and numerical results found in literature.
7.9 Two-Dimensional Disk Explosives
This test case consists of three materials, PETN, PBX-9502 and inert air and four regions [89]. Detonation
is initiated by a hot spot placed in the bottom left corner of the PETN explosive puck. A simplified model
problem was devised that used the multi-material implementation but with an Ideal EOS. To model the
explosive materials, a similar approach as presented by Aslam et. al [42] was used (ABS model). Here the
parameters for a reactive Ideal EOS and an Arrhenius rate law, Equation (7.4), were chosen to mock up a
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Figure 7.14: Detonation velocity as a function of inverse rate stick radius for PBX-9501. The blue circle
are experimental data for the rate stick and the green diamonds for the “sandwich” test. The red squares
correspond to our numerical slab geometry results.
Figure 7.15: Pressure history for the “sandwich” test with H = 5.0mm.
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Figure 7.16: Numerical pressure pseudo-color plots for the H = 5.0mm slab geometry at 0.28, 1.0 and 4.0
µs. The solid black line is the material interface between PBX-9501 and air.
Figure 7.17: Bubble initial conditions.
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Figure 7.18: Air shock collapse of bubble. Left images show numerical density Schlieren plots at times 16.6
µs, 22.6 µs, 72.6 µs and 121.6 µs. The right images show the experimental density photographs from [79] at
equivalent times.
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Figure 7.19: Pressure pseudo-color plots at time 16.2 (top) and 154.6 µs (bottom).
Figure 7.20: Total velocity pseudo-color plots at time 16.2 (top) and 154.6 µs (bottom).
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Figure 7.21: Air shock collapse of bubble numerical density Schlieren image at time 154.6 µs.
Table 7.6: Materials used with ABS model
Material DCJ(mm/µs) Q(mm
2/µs2) γ ρ(g/cc)
PETN 8.4 4.4 3.0 1.7
PBX-9502 8.0 4.0 3.0 2.0
AIR 1.4 0.02
condensed phase explosive. Table 7.6 shows the different parameters used for each material. Initially velocity
was set to zero and pressure was set to ambient at all regions, 0.0001 GPa, except at the hot spot where it was
set to 30 GPa. The solution was integrated to a time of 0.5 µs on a computational domain of 600x600 nodes.
Figure 7.22 shows the initial configuration and the final configuration after 0.5 µs. Figure 7.23 shows the
numerical simulation density Schlieren images, pressure and product reaction progress variable pseudo-color
plots at 0.1, 0.2, 0.3 and 0.5 µs. Here the red lines in the Schlieren images and the black lines in the pressure
and product reaction progress variable images are the interface boundaries.
r = 2.5147µs−1 (1− λ)1/2 (7.4)
Although no experimental results are available to directly compare, the results look physically reasonable,
and similar methods have in the past provided excellent comparison with experiments [90]. The material
interfaces are sharply maintained throughout the simulation with no noticeable spurious pressure oscillations
around material boundaries. The detonation front appears to be correctly transmitted between each material
region as shown in the pressure pseudo-color plots. The transmitted air shock is also clearly visible in the
Schlieren image.
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Figure 7.22: Disk problem test case. The left image shows the initial configuration and the right image
shows the final deformed configuration after 0.5 µs.
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7.10 Single Point Experiment
This test case consists of multiple explosive/inert material interactions with different rate laws that serve as
a predictive model of multipoint initiation experiments. In oder to accurately run and model this experiment
all of the numerical components described in this thesis need to be incorporated. We are jointly working with
Los Alamos National Laboratory (LANL) for the design and testing of these explosive devices. Although the
exact explosive materials and final experiment dimensions are not determined yet, representative materials,
geometries and sizes that could be carried out for experimental validation are used.
The problem consists in a detonator which is used to initiate a reactive flow model for PBX-9501. The
detonation in the PBX-9501 is then used to initiate a larger PBX-9502 acceptor. The top image in Figure
7.24 shows a possible experimental setup. The simulation consist of four regions and four distinct materials:
PBX-9501, PBX-9502, PMMA (acrylic glass) and inert air. This simple configuration allows us to modify
rate laws and implement more complex kinetics, serving as a basic building block for more complex problems.
An RP-2 explosive bridgewire detonator was used in the numerical simulation. The top two images on
Figure 7.25 show the schematic of the RP-2 manufactured by Teledyne RISI. It consists of a 0.0625” brass
cylindrical sleeve that encases 32 mg of PETN initiating explosive followed by 18 mg of RDX with binder.
The outer diameter of the detonator is 5.13 mm with a length 11.81 mm.
Since the detonator is much smaller than the explosive device, a fine mesh would need to be used to
accurately model both devices. This is computationally expensive since the current solver has no Adaptive
Mesh Refinement (AMR) capabilities. Instead, the detonator and explosive device were modeled separately
using different grid resolutions. To transfer the momentum and energy from the detonator to the explosive
device, an acceptor material was placed at the end of the detonator. One can think of this region as a
“ghost zone” material which overlaps the PBX-9501 material in the explosive device. With this in mind the
simulation procedure consists in
Step 1 modeling the detonator separately using a finer resolution grid, dx = 0.00625 mm,
Step 2 the momentum and energy at the detonator acceptor are then stored,
Step 3 the pressure, temperature, velocity, reaction progress variable and density are interpolated from the
detonator acceptor to the explosive device.
The detonator geometry was simplified by ignoring the bridgewire header and assuming pure RDX with
no binder material as shown on the bottom image of Figure 7.25. The model consists in five regions,
seven interfaces and five materials: inert air, brass, PETN, RDX and PBX-9501. Table 7.7 shows the
initial conditions, EOS and rate laws used for each material. Reaction in the PETN was initiated by a
hot spot placed at the bottom left corner of the domain; its length was 0.2 mm and height 1.8 mm. The
initial conditions where found by searching along the PETN JWL shock Hugoniot, for a 42.07 GPa hotspot
pressure v = 0.466 cc/g.
The bottom image in Figure 7.24 shows the numerical configuration and dimensions of the explosive
device. Two sets of the PBX-9501 region are modeled: (a) (RD, LD)=(5.0 mm,10.0 mm) and (b) (RD,
LD)=(4.5 mm, 7.0 mm), where RD is the radius and LD the length. Initial conditions, EOS and rate laws
used for each material are shown on Table 7.8. Material properties and rate parameters for all materials used
in the simulation are found in Appendix A. Unlike PBX-9501 and other explosives like RDX and PETN,
using the reactant FH EOS for PBX-9502 requires additional calibration for blending its phases due to its
non-ideal performance. This is a work in progress, hence for now PBX-9501 was used for both materials in
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Figure 7.24: Top image shows the single point experimental setup and in the bottom image the numerical
domain.
the explosive device (still considering each as a separate region).
For both the detonator and explosive device, the axi-symmetric geometric source term of Equation (2.5)
was used. A grid spacing of dx = 0.00625 mm for the detonator and dx = 0.05 mm for the explosive device
where used. Reflective boundary conditions were applied on the bottom of the domain. Outflow boundary
conditions were set at the left, right and top boundaries. The solution was integrated until 3.0 µs.
The detonator initial numerical configuration is shown on Figure 7.26 and Figure 7.27 show pressure
and total velocity pseudo-color plots at 0.25 and 0.4 µs. The highest pressure in the acceptor material was
about 50.0 GPa. The detonation front appears to be correctly transmitted between each material region as
shown in the pressure pseudo-color plots. The initial and final configuration of the (RD, LD)=(5.0 mm,10.0
mm) arrangement explosive device is shown on Figure 7.28 along with a density Schlieren images at 3.0 µs.
Table 7.7: Detonator initial conditions
Material EOS Rate ρ(g/cc) P0(GPa) T0(K) u(mm/µs) v(mm/µs)
Brass MG Inert 8.45 0.0001 298.15 0.0 0.0
PETN JWL I&G 1.778 0.0001 298.15 0.0 0.0
RDX JWL I&G 1.701 0.0001 298.15 0.0 0.0
PBX-9501 FH-WR Simple∗ 1.835 0.0001 298.15 0.0 0.0
Air Ideal inert 0.02 0.0001 298.15 0.0 0.0
*Simple pressure based Rate Law
87
Figure 7.25: Top images show the RP-2 detonator (from Teledyne RISI) and bottom image the simplified
simulation domain.
Pressure, density and product reaction progress variable pseudo-color plots at time 0.0, 2.0 2.5 and 3.0 µs
are shown on Figure 7.29. The material interfaces are sharply maintained throughout the simulation with
no noticeable spurious pressure oscillations around material boundaries.
Although no experimental results are yet available to directly compare, qualitatively the results look
physically reasonable. At the interface between the PBX-9501 and PBX-9502 (as previously mentioned
PBX-9501 was used instead) the detonation wave turns the inner corner. It weakens as it expands, leading
to a partially (or unreacted) area or pocked called a “dead zone”. A persistent “dead zone” is clearly shown
on the product reaction progress variable plots of Figure 7.29 which agrees with experimental and numerical
simulations found in literature [91, 92]. A possible metric to characterize the explosive device and further
validate the numerical implementation is recording the time when the detonation waves reaches the top
boundary of the PBX-9502 material (breakout time). Figure 7.30 compares the breakout time for the (RD,
LD)=(5.0 mm,10.0 mm) and (RD, LD)=(4.5 mm,7.0 mm) configurations.
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Table 7.8: Explosive device initial conditions
Material EOS Rate ρ(g/cc) P0(GPa) T0(K) u(mm/µs) v(mm/µs)
PBX-9502 JWL I&G 1.778 0.0001 298.15 0.0 0.0
PBX-9501 FH-WR Simple∗ 1.844 0.0001 298.15 0.0 0.0
PMMA MG inert 1.19 0.0001 298.15 0.0 0.0
Air Ideal Inert 0.02 0.0001 298.15 0.0 0.0
*Simple pressure based Rate Law
Figure 7.26: Detonator numerical domain at time 0.0 µs.
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Figure 7.27: Top image shows the total velocity and bottom image the pressure pseudo-color plots at times
0.25 µs and 0.4 µs.
90
Figure 7.28: Shows the detonator initial configuration and final deformed configuration at time 3.0 µs. The
bottom image shows the density Schlieren pseudo-color plot at 3.0 µs.
91
F
ig
u
re
7.
29
:
E
x
p
lo
si
ve
d
ev
is
e
p
se
u
d
o-
co
lo
r
p
lo
ts
fo
r
d
en
si
ty
,
p
re
ss
u
re
a
n
d
p
ro
d
u
ct
re
a
ct
io
n
p
ro
g
re
ss
va
ri
a
b
le
at
ti
m
e
0
.0
,
2
.0
,
2
.5
3
.0
µ
s.
T
h
e
so
li
d
b
la
ck
li
n
e
is
th
e
m
at
er
ia
l
b
ou
n
d
ar
y.
92
2 3 4 5 6 7 8 9 10
Position (mm)
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
br
ea
ko
ut
 ti
m
e 
(
s)
RD=5.0mm, LD=10.0mm
RD=4.5mm, LD=7.0mm
Figure 7.30: Breakout times for the two sets of PBX-9501 RD and LD values.
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Chapter 8
Three Dimensional Implementation
This chapter focuses on the three-dimensional extension of the level set method for tracking shocks, generating
surface representations of detonation fronts and the multi-material model. For the solid boundary model a
description of it’s 3D implementation was given on Chapter 4.3.3 and tested by solving the shock diffraction
over a sphere problem on Chapter 6.
Section 8.1 discusses how to track a detonation front and a methodology for representing a front as a
parametrized surface. Yoo et. al [56] proposed a hybrid narrow banded level set algorithm for propagating
fronts. From the level set field an orientable parametrized surface representation of the front is generated and
used to compute exact normal distances with high accuracy. Their implementation features two reciprocal
procedures (1) a “forward front parametrization” that constructs the parametrized front and a “backward
field construction” that generates the signed distance field from the parametrized front. Having an orientable
surface object allows for better post-processing of shock front data, it allows slicing the object data, projecting
to planes, etc. Mathematical operations on the front can easily be applied since the front has well defined
geometrical properties. Other topics related to extending the level set methodology described in Chapter
3 are also discussed. In Section 8.3 the multi-material boundary condition implementation which includes,
the Riemann problem/extension, populating the overlap region and the hybrid node sorting algorithm are
discussed. Most of the methodology presented in Chapter 5 can naturally be extended in 3D. The last section
in this chapter provides a brief description of the parallel model in 3D. Most of the parallel implementation
described on Chapter 6 remains intact with only a few modifications.
8.1 Detonation Front Tracking and Surface Representation
For the three-dimensional implementation it is advantageous to track the detonation front. A local Riemann
problem can be posed to determine near front states using the same methodology presented in Chapter 5.
Also, it allows better post-processing options to characterize the flow and detonation front properties. The
detonation front is tracked by the ξ(~x) level set field. The field is initialized as a signed distance function
where the reacted region corresponds to ξ > 0 and in the unreacted region ξ < 0. The hyperbolic LS equation
is given by,
ξt + u~∇ξ = 0 (8.1)
The LS equation is then solved by the method presented on Chapter 3. In section 8.2 more details on
the 3D LS solve are provided. The detonation front is extracted from the ξ field and a parametrized surface
is then constructed by triangular or quadrilateral patches. From this surface object a normal vector field is
determined and thus a precise normal distance field can be computed. Figure 8.1 shows an example of an
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Figure 8.1: Shows the ξ level set convention for tracking detonation fronts as well as an example of a
parametrized detonation surface constructed by triangular elements.
orientable surface representation of a shock front along with the ξ level set field convention. There are multiple
numerically efficient approaches to parametrize 3D surfaces in literature. For example, Boissonnat et. al
[93] presented an algorithm for reconstructing smooth surfaces from unorganized points. Their method uses
neighbor interpolation computed from Voronoi diagrams to produce smooth interpolations. A fast implicit
surface reconstruction method using level sets was presented by Zhao et. al [30]. It is based on variational
and partial differential equation methods with the FSM and a tagging method to reconstruct surfaces from
scattered data sets.
A similar procedure as described in Chapter 3.2.5 is then implemented to construct a proper signed
distance field. Close to the surface (i.e., a distance ξ = 2dx) an exact normal distance field is computed by
finding the minimum distance from a point to the surface. Away from the surface the Eikonal PDE is solved
using the FSM to generate the distance field.
As with surface parametrization there are multiple numerically efficient approaches for computing the
minimum distance between a point and a surface [94, 95, 56]. In general these involve the solution of the
following nonlinear minimization problem,
D (x) = minx ||Γ (x)− p|| (8.2)
where D(x) is the minimum distance from a point, p, to a node x defined on the surface Γ. One drawback of
the method of [56] is the increased computational cost associated from computing minimum normal distances
compared to simply using the local level set field. Numerical convergence and parallel tests would need to be
studied to further asses the performance of both methods, but the increased accuracy and ease of extracting
front data for later post-processing is believed to compensate the incurred cost.
8.2 Interface Advection and Other Topics
The solution of the level set PDE is still solved using the WENO scheme along with the Local Lax Friedrich
method. The gradient, φz is now added to the spatial operator,
L (φ) = − (uφx + vφy + wφz)
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where w is the particle velocity along the z-coordinate axis. Solving the 3D Hamilton-Jacobi Equation for
re-initializing the level set follows the same procedure of [34, 35, 36]. The third-dimension is added by
introducing the gradient component, φz, in the |∇φ| term of Equation (3.19) and up-winding accordantly.
For the FSM Equation (3.15) is now discretized by,
[
(φi,j,k − φxmin)+ + (φi,j,k − φymin)+ + (φi,j,k − φzmin)+
]2
= h2 (8.3)
where h is the discretization size (dx = dy = dz), φxmin = min (φi−1,j,k, φi+1,j,k), φymin = min (φi,j−1,k, φi,j+1,k),
φzmin = min (φi,j,k−1, ψi,j,k+1). The number of sweeping steps in each Gauss-Seidel iteration is now 23, where
the k = 0 → nz and k = nz → 0 order is now added. Further details on the solution of Equation (8.3) are
found in [29]. The same level set implementation ideas regarding maintaining proper distance fields remain
unchanged in 3D.
The method of [39] for maintaining proper normal vector is also extended to 3D. The kˆ component
is now added to the direction filed, ~D (xi, yj , zk) = (Dx (xi, yj , zk) , Dy (xi, yj , zk) , Dz (xi, yj , zk)), but now
surrounded by 16 neighboring points.
8.3 3D Multi-material Implementation
The multi-material implementation presented on Chapter 5 is naturally extended in 3D. The same interface
boundary condition is enforced; the pressure and the particle velocity in the normal direction are continuous
across the interface,
pL = pR = p, u
n
L = u
n
R = u (8.4)
where the subscript L defines a point along the normal to the boundary in the φ < 0 region and the subscript
R would point on the opposite direction in the φ > 0 region. Since the Riemann problem is solved along
the normal to the boundary, the numerical implementation presented in Chapter 5.3 and the approximate
Riemann solvers would be essentially the same in 3D. The wave speeds for the 3D Euler equations are now
λ1 = u − c, λ1 = u(middle waves have multiplicity 3) and λ1 = u + c, so essentially there are still three
waves that separate the WL, WR, W
∗
L and W
∗
R regions. Hence it is fundamentally the same as finding a 1D
solution. In 3D there will be one normal component and two tangential components. Having found the u∗
interface particle velocity the tangential velocity at near interface nodes is reconstructed by,
~u = ~un + ~ut, , ~ut = (~u · nˆ) nˆ. (8.5)
The procedure for locating the points where the WL and WR states are defined is the same as 2D. The
values at these points are now obtained by trilinear interpolation or IDW.
Extending the real fluid values onto it’s overlap region is now achieved by trilinear interpolation. Nearest
neighbor nodes are found by searching for a sign change in φ(~x) along all principle coordinate directions, that
is if the node has φ(i, j, k) < 0, and either φ(i+ 1, j, k), φ(i− 1, j, k), φ(i, j+ 1, k), φ(i, j− 1, k), φ(i, j, k+ 1),
or φ(i, j, k − 1) are greater than or equal to 0, then this node is a nearest neighbor.
The three-dimensional extension of the IB node sorting algorithm is the same as presented on Chapter
4 and hence the hybrid algorithm of Chapter 5.3 does not change. Once nodes are grouped as first nearest
neighbors, outer neighbors and offender nodes the dimension of the problem does not influence the sorting
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Figure 8.2: Shows how the halos for P0 (blue block) are populated. The light grey block represent the
physical domain, the orange block is a plane of 2D data and the white blocks are the halos for P0. Arrows
indicate which planes are used to populate the halos.
process. One would expect a larger number of priority groups in 3D since the connectivity between nodes is
a function of the dimension of the problem (i.e., 3D > 2D).
8.4 3D Parallel Model
Most of the parallel implementation described on Chapter 6 remains intact with only a few modifications.
A “cube” domain decomposition strategy is now used, where the computational domain is partitioned into
contiguous cubes. Figure 8.2 shows how information is shared in this 3D parallel design. As before there is a
one-to-one mapping between cubes and processors. Sharing information between processors is done through
an exchange of cube faces/2D planes instead of borders. Each processor will at most share information with
6 neighbors, hence the MPI communication overhead will be larger. This implementation was tested when
solving the shock diffraction over a sphere problem and discussed in Chapter 7.6.
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Chapter 9
Conclusion and Future Work
A robust solver was developed to accurately simulate complex multi-material reactive flow problems. Contact
discontinuities were accurately tracked and maintained by using the Ghost Fluid method and approximate
Riemann solvers. Through a series of multi-material problems, the solver base was shown to handle nonlinear
convergence issues with non-ideal EOS, further validating the current solver implementation. Large density
gradients at material interfaces were successfully resolved by using Riemann solvers and better pressure
temperature equilibration performance was achieved by using the Explicit Gibbs free energy EOS to describe
the reactant EOS of explosive materials. Other strategies and “fixes”, like pre-computed v(p, T ) tables,
were presented adding to the robustness of the solver base. Although some of the individual components
incorporated in the solver are not novel by themselves, integrating them and providing a clear implementation
procedure for solving complex reactive flow problems is of merit. Consistent code infrastructure was followed
allowing to easily implement new models and modify existing ones. Given the multiple scale nature of these
types of problems a simple yet efficient parallel design was implemented that scaled well with distributed
memory architectures. Several parallel tests were performed showing good performance metrics. To further
validate the parallel implementation, I would like to run the current solver on more powerful computational
resources (i.e., on larger clusters) to determine the optimal strong-scale limit, or optimal balance between
computational work and parallel overhead.
Improved performance in terms of computational work and convergence properties were achieved by
introducing a new local node sorting strategy in two and three-dimensions. It efficiently runs on parallel
machines, while still maintaining the same advantages over other methods for resolving internal boundary
conditions. Decoupling nodes allows us to set boundary conditions via an explicit procedure, removing the
need to solve a coupled system of equations numerically. The locality and explicit nature of the node sorting
concept allows for greater levels of parallelism. Various two and three-dimensional shock diffraction over solid
boundary test cases were simulated, showing good agreement between numerical and experimental results.
The same concept was extended for setting material interface boundary conditions. Through simple observa-
tions, an almost (NW − 1) reduction of computational work can be achieved when populating ghost/overlap
nodes, where Nw is the width of the overlap band. Given the dynamic nature of moving material interfaces,
a hybrid node sorting scheme was presented which incorporated node sorting ideas with iterative methods.
Improved converge properties and reduced parallel overhead was achieved.
There are a couple of areas for improving the current solver base. The main addition is extending the
multi-material implementation to 3D (which was discussed in some detail on Chapter 8). This would allow
the modeling of more complex problem geometries and physics, greatly adding to the robustness of the
current solver. Besides the 3D extension, there are other areas of improvement that will make the solver
more robust and efficient: applying Adaptive Mesh Refinement (AMR) techniques, Narrow Banded level
sets and higher order table interpolation just to name a few.
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To maximize performance and computational resources an Adaptive Mesh Refinement (AMR) implemen-
tation would be an excellent choice for further improving the current solver base. Starting from a coarse
initial mesh, higher resolution blocks at material interfaces and shock surfaces are imbedded in this coarse
grid [96]. Thus more resolution is achieved at critical regions of the flow and lower resolution at regions of
less importance. In principle, the node sorting implementation should remain unchanged.
When tracking material interfaces only the φ = 0 level curve is of importance, hence it is not necessary
to maintain the level set field away from the interface. For this reason a narrow banded level set approach
as described in [38] is recommended. This approach only maintains the level set field within a small “tube”
or bandwidth across the φ = 0 level curve. The current level set implementation uses almost the same
methodology needed to maintain a narrow band, the only difference is that the φ field would only be
updated and re-initialized within the band. The computational work for a full level set approach is about
O(n2) while for a narrow band O(n) in 2D and form O(n3) to O(n2) in 3D.
To improve on accuracy loss when interpolating the pre-computed v(p, T ) tables, higher order interpo-
lation schemes, such as bicubic splines, could be used. They would generate smoother volume surfaces and
offer a higher degree of accuracy. I am planning to incorporate this interpolation in the next version of my
solver.
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Appendix A
Materials and EOS Parameters
Here all the materials used in the numerical simulations are listed along with all equation of state and rate
law parameters.
A.1 Inert Materials
For inert materials the Mie-Gru¨neisen and Ideal EOS were used. Table A.1 show the MG EOS parameters.
For Air and Helium the Ideal EOS was used with γ = 1.4 and γ = 1.67 respectively. Parameters where taken
from [97].
A.2 PBX-9501
This Polymer-Bonded explosive (PBX) consists of 95 wt.% HMX explosive and 2.5 wt.% estane and 2.5 wt.%
nitropasticizer binder material. To model PBX-9501 a combination of the Fried-Howard EOS to describe
the reactants and the Wide Ranging EOS for the products was used. Table A.2 list physical parameters, in
Table A.3 reactant parameters (R is the gas constant) are listed and in Table A.4 the product parameters
are given. Table A.5 list the parameters used for the Simple rate law.
A.3 PBX-9502
This Polymer-Bonded explosive (PBX) consists of 95 wt.% TATB explosive and 5.0 wt.% Kel-F binder
material. To model PBX-9502 the WR EOS was used for both reactants and products. Table A.6 list
physical parameters, Table A.8-A.7 lists the EOS parameters and Table A.9 lists the parameters for the WR
rate law. All parameters are taken from [13] expect the reactant parameters [18].
Table A.1: Mie-Gru¨neisen EOS materials
Material ρ0(g/cc) Cs(mm/µs) Γ0 S T0 Cv (kJ/g K)
Aluminum 2.70 5.22 1.97 1.37. 298.0 8.62x10−4
Glass 2.61 3.77 1.0 1.0 298.0 4.8x10−3
PMMA 1.19 2.06 1.0 1.52 298.0 1.46x10−3
Lead 11.35 2.05 2.8 1.46 298.0 1.28x10−4
Brass 8.45 3.73 1.43 2.0 298.0. 3.8x10−4
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Table A.2: PBX-9501 physical parameters
ρ0 p0 T0 DCJ pCJ TCJ pshock Tshock vshock E0
(g/cc) (GPa) (K) (mm/µs) (GPa) (K) (GPa) (K) (cc/g) (kJ/g)
1.844 10−4 298.15 8.86 36.3 3866 59.0 2076 0.3214 5.85
Table A.3: PBX-9501 reactant parameters
h0 K α0 α1 T
∗ a1/R a2/R a3/R θ1 θ2 n
(GPa cc/g) (GPa) (1/K) (1/K) (K)
5.856 10.526 -3.0x10−4 3.3x10−4 100.0 6.124 0.174 0.09835 0.2788 0.534 6.8
Table A.4: PBX-9501 product parameters
vc pc cv k a b n
(cc/g) (GPa) (kJ/kg K)
0.8314 3.738 9.45x10−4 1.3 0.7965 0.7 1.758
Table A.5: PBX-9501 simple rate law parameters
pCJ k N ν
(GPa) (µs−1)
36.3 110 3.5 0.93
Table A.6: PBX-9502 physical parameters
ρ0 p0 T0 DCJ pCJ TCJ pshock Tshock vshock E0
(g/cc) (GPa) (K) (mm/µs) (GPa) (K) (GPa) (K) (cc/g) (kJ/g)
1.895 10−4 298.15 7.731 28.0 3080 41.9 1600 0.3325 3.73
Table A.7: PBX-9502 reactant parameters
Z B C Γ0 A α Cv
(mm/µs) (kJ/kg K)
0.0 4.6 0.34 0.56 1.80 0.4265 1.074x10−3
Table A.8: PBX-9502 product parameters
vc pc cv k a b n
(cc/g) (GPa) (kJ/kg K)
0.9884 1.302 7.25x10−4 1.3 0.8592 0.58 2.521
Table A.9: PBX-9502 Wide Ranging rate law parameters
g1 7.0 g2 4.5 g3 2.0
g4 1.0 g5 2/3 g6 1.0
g7 1/3 g8 0 g9 0.025
g10 0.9 g11 200 g12 30
g13 50.0 a 0.214 kI 10
5
kDG (µs
−1) 70.0 kIG (µs−1) 29.0 ρc (g/cc) 2.74
ν 0.5 Kb 0.85
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Table A.10: JWL parameters for RDX and PETN
PETN RDX
Reactants Products Reactants Products
A (GPa) 732000 1050.6 77810. 609.77
B (GPa) -5.2654 93.391 -5.031 12.95
R1 14.1 6.0 11.3 4.2
R2 1.41 2.6 1.13 1.4
Cv (GPa/K) 2.704x10
−3 10−3 2.487x10−3 10−3
ω 0.8938 0.57 0.8938 0.25
E0 (GPa cc/cc) 0.0 -10.892 0.0 -9.0
V0 (cc/g) 0.5624 0.5624 0.6246 0.6246
Table A.11: I&G parameters for RDX and PETN
PETN RDX
a 0.0 0.0361
b 0.667 0.667
x 4.0 7.0
c 0.667 0.667
d 0.667 0.333
y 3.0 2.0
e 0.667 0.222
g 0.667 1.0
z 1.0 3.0
G1(Mbar
−3µs−1) 2810. 140.
G2(Mbar
−1µs−1) 40. 1000.
I(µs−1) 2000. 4x106
λI 0.001 0.022
λG1 0.9 1.0
λG2 0.0 0.0
A.4 Pentaerythritol tetranitrate (PETN)
To model PETN the JWL EOS was used for both reactants and products. Table A.10 lists the EOS
parameters and Table A.11 list the parameters for the I&G rate law. All parameters are taken from [98]
using a reference density of ρ0 =1.778 g/cc.
A.5 RDX
RDX is an organic compound similar to HMX. To model RDX (Composition-B) the JWL EOS was used for
both reactants and products. Table A.10 lists the EOS parameters and Table A.11 list the parameters for
the I&G rate law. All parameters are taken from [99] using a reference density of ρ0 =1.601 g/cc.
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Appendix B
List of Numerical Algorithms,
Schemes and Methods
The following are selected numerical algorithms, schemes and methods used in the development of the
reactive flow solver presented in this thesis,
• Level Set Method [5]
• Re-initialization [34, 35, 36]
• Fast Sweeping Method (FSM) [29, 72]
• Projection Method [32]
• Predictor-Corrector method [28]
• Normal vector scheme of Macklin et al. [39]
• Multiple lever set approach [28]
• Bilinear Interpolation
• Trilinear Interpolation
• Bicubic interpolation
• Inverse Distance Weighting Interpolation (IDW) [69]
• TVD 3rd order Runge-Kutta [27]
• 4th order Runge-kutta
• 5th order WENO [25]
• Positive preserving scheme of Hu et al. [26]
• Lax-Friedrichs Scheme
• Newton Rapshon Method
• Newton Method
• Bisection Method
• Successive Over Relaxation (SOR)
• Point Jacobi
103
• Gauss-Sidel
• Flood-fill Algorithm
• PVRS Riemann solver [57]
• HLLC Riemann solver [57]
• Analytical Riemann Solvers for linear and real EOS [57, 58]
• Einfeldt wave speed estimate [67]
• Davis wave speed estimate [66]
• Glasier wave speed estimate [68]
• Ghost Fluid Method [7]
• Density extension [60]
• Entropy extension [7]
• Riemann extension [61, 62]
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