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We calculate the combinatorial R matrix for all elements of Bl ⊗ B1 where Bl
denotes the G
(1)
2 -perfect crystal of level l, and then study the soliton cellular
automaton constructed from it. The solitons of length l are identified with
elements of the A
(1)
1 -crystal B˜3l. The scattering rule for our soliton cellular
automaton is identified with the combinatorial R matrix for A
(1)
1 -crystals.
I. INTRODUCTION
A cellular automaton is a dynamical system in which to points in the one-
dimensional space lattice are assigned discrete values which evolve according to a
deterministic rule. Soliton cellular automata (SCA) are a kind of cellular automata
which possess stable configurations analogous to solitons in integrable partial dif-
ferential equations. Solitons move with constant velocity proportional to the length
if there is no collision. After collision their lengths are preserved but the phases are
shifted. A simple example of SCA is the “box-ball system”([18], [17]), for which
the scattering rule of solitons was shown to be described by the combinatorial R
matrix of crystal bases of the quantum group U ′q(A
(1)
n−1). Crystal bases ([11], [14])
are a powerful combinatorial tool in the representation theory of quantum groups,
which, when they exist, relate the modules of a quantum group to a combinatorial
structure called a crystal. In [3], a class of SCA was formulated in terms of crystals
of affine Lie algebras. In this formulation the time evolution operator is given by
the row-to-row transfer matrix of integrable vertex models at q = 0, represented
as a product of the combinatorial R matrix of crystals. In [4], using this approach,
the scattering rules for the SCA associated with the perfect crystals given in [8]
were determined. In [2] the phase shift of the U ′q(A
(1)
n ) SCA was related to the
energy function of A
(1)
n−1-crystals. In [19], Yamada gave the scattering rules for the
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SCA associated with the perfect D
(3)
4 -crystals given in [12], and in [16] those of
the SCA associated with the D
(1)
n -crystal Bn,l were also given recently.
The affine Lie algebra G
(1)
2 is the infinite dimensional analog of the finite dimen-
sional exceptional Lie algebra G2 (see [7]). For each integer l ≥ 1 it has a perfect
crystal Bl = B
1,l, which is realized as a set of restricted semistandard tableaux
with a single row and at most l columns in [20], however the explicit action of
the 0 arrows was not given. In [15], a coordinate construction of Bl as a subset of
(Z/3)6 was given along with the explicit action of the 0 arrows.
In this paper, using the realizations of Bl given in [20] and [15] we compute the
combinatorial R matrix Bl⊗B1→˜B1⊗Bl for G
(1)
2 , then use it to find the scattering
rule of the SCA associated with Bl. We see that solitons of length l are parame-
terized by the A
(1)
1 -crystal B˜3l and that when two solitons collide, the scattering
rule is described by the combinatorial R matrix B˜3l1 ⊗ B˜3l2→˜B˜3l2 ⊗ B˜3l1 , l1 > l2.
This SCA has two characteristic features. Firstly, the parameterization of length
l solitons by B˜3l is very tricky (Proposition 10). Such a parameterization has not
been seen before. Secondly, the phase shift of a longer soliton may become negative
after collision (Theorem 4). This phenomenon is observed only in the D
(3)
4 -SCA
([19]) and ours.
II. PRELIMINARIES
Let g = G
(1)
2 be the affine algebra whose Dynkin diagram is depicted as follows.
t t t
0 1 2
>
Let {α0, α1, α2} be the set of simple roots, {h0, h1, h2} be the set of simple coroots,
and {Λ0,Λ1,Λ2} be the set of fundamental weights of g. The null root δ and the
canonical central element c are given by:
δ = α0 + 2α1 + 3α2, c = h0 + 2h1 + h2.
Let P = span
Z
{Λ0,Λ1,Λ2, δ} be the weight lattice. Uq(g) denotes the quantum
group associated with g.
A. Crystals
In this section we give the basic definitions regarding crystals. Our exposition
follows [5]. Let I = {0, 1, 2}.
Definition 1. A crystal associated with Uq(g) is a set B together with maps wt :
B → P, e˜i, f˜i : B → B ∪ {0}, and εi, ϕi : B → Z ∪ {−∞}, for i ∈ I satisfying the
following properties:
2
1. ϕi(b) = εi(b) + 〈hi,wt(b)〉 for all i ∈ I,
2. wt(e˜ib) = wt(b) + αi if e˜ib ∈ B,
3. wt(f˜ib) = wt(b)− αi if f˜ib ∈ B,
4. εi(e˜ib) = εi(b)− 1, ϕi(e˜ib) = ϕi(b) + 1 if e˜ib ∈ B,
5. εi(f˜ib) = εi(b) + 1, ϕi(f˜ib) = ϕi(b)− 1 if f˜ib ∈ B,
6. f˜ib = b
′ if and only if b = e˜ib
′ for b, b′ ∈ B, i ∈ I,
7. if ϕi(b) = −∞ for b ∈ B, then e˜ib = f˜ib = 0.
A crystal B can be regarded as a colored, oriented graph by defining
b
i
→ b′ ⇐⇒ f˜ib = b
′.
The tensor product B1 ⊗B2 of crystals B1 and B2 is the set B1 ×B2 together with
the following maps:
1. wt(b1 ⊗ b2) = wt(b1) + wt(b2),
2. εi(b1 ⊗ b2) = max(εi(b1), εi(b2)− 〈hi,wt(b1)〉),
3. ϕi(b1 ⊗ b2) = max(ϕi(b2), ϕi(b1) + 〈hi,wt(b2)〉),
4. e˜i(b1 ⊗ b2) =
{
e˜ib1 ⊗ b2, if ϕi(b1) ≥ ε(b2),
b1 ⊗ e˜ib2, if ϕi(b1) < ε(b2),
5. f˜i(b1 ⊗ b2) =
{
f˜ib1 ⊗ b2, if ϕi(b1) > ε(b2),
b1 ⊗ f˜ib2, if ϕi(b1) ≤ ε(b2),
where we write b1 ⊗ b2 for (b1, b2) ∈ B1 × B2, and understand b1 ⊗ 0 = 0⊗ b2 = 0.
B1 ⊗ B2 is a crystal, as can easily be shown.
Definition 2. Let B1 and B2 be Uq(g)-crystals. A crystal isomorphism is a bijective
map Ψ : B1 ∪ {0} → B2 ∪ {0} such that
1. Ψ(0) = 0,
2. if b ∈ B1 and Ψ(b) ∈ B2, then wt(Ψ(b)) = wt(b), εi(Ψ(b)) = εi(b), ϕi(Ψ(b)) =
ϕi(b) for all i ∈ I,
3. if b, b′ ∈ B1,Ψ(b),Ψ(b
′) ∈ B2 and f˜ib = b
′, then f˜iΨ(b) = Ψ(b
′) and Ψ(b) =
e˜iΨ(b
′) for all i ∈ I.
3
B. Perfect crystal Bl for G
(1)
2
For a positive integer l define the set
Bl =

 b = (x1, x2, x3, x3, x2, x1) ∈ (Z≥0/3)6
3x3 ≡ 3x3 (mod 2)∑
i=1,2(xi + xi) +
x3+x3
2
≤ l
x1, x1, x2 − x3, x3 − x2 ∈ Z

 .
For b = (x1, x2, x3, x3, x2, x1) ∈ Bl we denote
s(b) = x1 + x2 +
x3 + x3
2
+ x1, t(b) = x2 +
x3 + x3
2
(1)
and define
A = {0, z1, z1 + z2, z1 + z2 + 3z4, z1 + z2 + z3 + 3z4, 2z1 + z2 + z3 + 3z4}. (2)
Now we define conditions (E1)-(E6) and (F1)-(F6) as follows.


(F1) z1 + z2 + z3 + 3z4 ≤ 0, z1 + z2 + 3z4 ≤ 0, z1 + z2 ≤ 0, z1 ≤ 0,
(F2) z1 + z2 + z3 + 3z4 ≤ 0, z2 + 3z4 ≤ 0, z2 ≤ 0, z1 > 0,
(F3) z1 + z3 + 3z4 ≤ 0, z3 + 3z4 ≤ 0, z4 ≤ 0, z2 > 0, z1 + z2 > 0,
(F4) z1 + z3 + 3z4 > 0, z2 + 3z4 > 0, z4 > 0, z3 ≤ 0, z1 + z3 ≤ 0,
(F5) z1 + z2 + z3 + 3z4 > 0, z2 + 3z4 > 0, z3 > 0, z1 ≤ 0,
(F6) z1 + z2 + z3 + 3z4 > 0, z1 + z3 + 3z4 > 0, z1 + z3 > 0, z1 > 0.
(3)
(Ei), (1 ≤ i ≤ 6) is defined from (Fi) by replacing > (resp. ≤) with ≥ (resp. <).
Then for b = (x1, x2, x3, x3, x2, x1) ∈ Bl, we define e˜i(b), f˜i(b), εi(b), ϕi(b), i = 0, 1, 2
as follows. We use the convention: (a)+ = max(a, 0).
e˜0(b) =


(x1 − 1, . . . ) if (E1),
(. . . , x3 − 1, x3 − 1, . . . , x1 + 1) if (E2),
(. . . , x2 −
2
3
, x3 −
2
3
, x3 +
4
3
, x2 +
1
3
, . . . ) if (E3) and z4 = −
1
3
(. . . , x2 −
1
3
, x3 −
4
3
, x3 +
2
3
, x2 +
2
3
, . . . ) if (E3) and z4 = −
2
3
(. . . , x3 − 2, . . . , x2 + 1, . . . ) if (E3) and z4 6= −
1
3
,−2
3
(. . . , x2 − 1, . . . , x3 + 2, . . . ) if (E4)
(x1 − 1, . . . , x3 + 1, x3 + 1, . . . ) if (E5)
(. . . , x1 + 1) if (E6),
(4)
f˜0(b) =


(x1 + 1, . . . ) if (F1),
(. . . , x3 + 1, x3 + 1, . . . , x1 − 1) if (F2),
(. . . , x3 + 1, x3 + 1, . . . , x1 − 1) if (F3),
(. . . , x2 +
1
3
, x3 +
4
3
, x3 −
2
3
, x2 −
2
3
, . . . ) if (F4) and z4 =
1
3
(. . . , x2 +
2
3
, x3 +
2
3
, x3 −
4
3
, x2 −
1
3
, . . . ) if (F4) and z4 =
2
3
(. . . , x2 + 1, . . . , x3 − 2, . . . ) if (F4) and z4 6=
1
3
, 2
3
(x1 + 1, . . . , x3 − 1, x3 − 1, . . . ) if (F5),
(. . . , x1 − 1) if (F6),
(5)
4
e˜1(b) =


(. . . , x2 + 1, x1 − 1) if z2 ≥ (−z3)+,
(. . . , x3 + 1, x3 − 1, . . . ) if x2 < 0 ≤ z3,
(x1 + 1, x2 − 1, . . . ) if (z2)+ < −z3,
(6)
f˜1(b) =


(x1 − 1, x2 + 1, . . . ) if (z2)+ ≤ −z3,
(. . . , x3 − 1, x3 + 1, . . . ) if x2 ≤ 0 < z3,
(. . . , x2 − 1, x1 + 1) if z2 > (−z3)+,
(7)
e˜2(b) =
{
(. . . , x3 +
2
3
, x2 −
1
3
, . . . ) if z4 ≥ 0,
(. . . , x2 +
1
3
, x3 −
2
3
, . . . ) if z4 < 0,
(8)
f˜2(b) =
{
(. . . , x2 −
1
3
, x3 +
2
3
) if z4 ≤ 0,
(. . . , x3 −
2
3
, x2 +
1
3
, . . . ) if z4 > 0.
(9)
ε1(b) = x1 + (x3 − x2 + (x2 − x3)+)+, ϕ1(b) = x1 + (x3 − x2 + (x2 − x3)+)+,
ε2(b) = 3x2 +
3
2
(x3 − x3)+, ϕ2(b) = 3x2 +
3
2
(x3 − x3)+,
ε0(b) = l − s(b) + max A− (2z1 + z2 + z3 + 3z4), ϕ0(b) = l − s(b) + max A.
For b ∈ Bl if b
′ = e˜i(b) or b
′ = f˜i(b) does not belong to Bl, namely, if xj or xj of
b′ for some j is negative or s(b′) exceeds l, we understand b′ to be 0.
Theorem 1 ([15]). For the quantum affine algebra U ′q(G
(1)
2 ) the set Bl with the
maps e˜i, f˜i, εi, ϕi, i = 0, 1, 2 is a perfect crystal of level l.
FIG. 1: The crystal graph of B1. Each ւ is a 1-arrow, each ց is a 2-arrow, and
arrows pointing up are 0-arrows.
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Remark: The U ′q(D
3
4)-crystal B
1,l is contained in Bl.
Let
B = {1, 2, 21, 22, 23, 3, 0, 0ˆ, 3, 23, 22, 21, 2, 1},
and define the following partial ordering on B:
1 < 2 < 21 < 22 <
23 < 0ˆ < 23
3 < 0 < 3
< 22 < 21 < 2 < 1.
Proposition 1 ([20] 3.9, see also [10]). The Uq(G2) crystal B(jΛ1) is given by the
following set of restricted semistandard Young tableaux whose entries are in B:


α1 α2 · · · αj
= αj ⊗ αj−1 ⊗ · · · ⊗ α1
αk ≤ αk+1(k = 1, 2, . . . , j − 1)
t23(b) + t0(b) + t0ˆ(b) + t23(b) ≤ 1
t21(b) + t22(b) + t23(b) ≤ 1
t23(b) + t22(b) + t21(b) ≤ 1
t23(b) + sgn(t3(b)) + t0ˆ(b) ≤ 1
t0ˆ(b) + sgn(t3(b)) + t23(b) ≤ 1


where ti =
∣∣{αk = i|k = 1, 2, . . . , j}∣∣, ti = ∣∣{αk = i|k = 1, 2, . . . , j}∣∣, and
sgn(n) =
{
1 if n > 0,
0 if n = 0.
We let ∅ denote the empty tableau, and do not put a box around a tableau
with a single entry.
Proposition 2 ([20] prop. 2.1). Forgetting the 0-arrows, Bl ∼=
⊕l
j=0 B(jΛ1) as a
Uq(G2)-crystal.
The tableau α1 α2 · · · αj has the coordinate following representation:
(
t1,
3t2 + 2t21 + t22 + t23 + t0ˆ
3
,
2t21 + 4t22 + t23 + 6t3 + t0ˆ + 3t0 + 3t23
3
,
3t23 + t0ˆ + 3t0 + 6t3 + t23 + 4t22 + 2t21
3
,
t0ˆ + t23 + t22 + 2t21 + 3t2
3
, t1
)
,
where tk, tk, t0, and t0ˆ are as defined above.
C. Crystal B♮ for G
(1)
2
In this section we define the U ′q(G
(1)
2 )-crystal B♮ whose crystal graph is given
below:
6
1′
2
2′
1
3′
2
0′
2
3
′ 1
2
′ 2
1
′
0
0
It is the U ′q(G
(1)
2 )-crystal B
2,1 corresponding to the vertex 2 of the Dynkin diagram.
D. Combinatorial R : Bl ⊗ Bl′ → Bl′ ⊗ Bl
In this section, we define the combinatorial R matrix for Bl⊗Bl′ and the energy
function H : Bl ⊗ Bl′ → Z.
Proposition 3 ([9]). There exist a unique crystal isomorphism R : Bl ⊗ Bl′ →
Bl′⊗Bl and a function H : Bl⊗Bl′ → Z unique up to an additive constant satisfying
the following property: for any b ∈ Bl, b
′ ∈ Bl′ , and i ∈ I such that e˜i(b⊗ b
′) 6= 0,
H(e˜i(b⊗ b
′)) =


H(b⊗ b′) + 1 if i = 0, ϕ0(b) ≥ ε0(b
′), ϕ0(b˜
′) ≥ ε0(b˜),
H(b⊗ b′)− 1 if i = 0, ϕ0(b) < ε0(b
′), ϕ0(b˜
′) < ε0(b˜),
H(b⊗ b′) otherwise,
(10)
where b˜′ ⊗ b˜ = R(b⊗ b′). H is called an energy function on Bl ⊗ Bl′.
Proposition 4 (Yang-Baxter Equation). The following equation holds on Bl ⊗
Bl′ ⊗ Bl′′
(R⊗ 1)(1⊗R)(R⊗ 1) = (1⊗R)(R⊗ 1)(1⊗R), (11)
where 1 denotes the identity map.
We define Ri,i+1 to be the map 1
⊗i−1 ⊗R⊗ 1⊗L−i−1 :
⊗L
i=1 Bli →
⊗L
i=1 Bli . In
this notation, (11) becomes:
Ri,i+1Ri+1,i+2Ri,i+1 = Ri+1,i+2Ri,i+1Ri+1,i+2 (12)
for L ≥ 3, i = 1, 2, . . . , L− 2.
Definition 3 (Affinization). The affinization of Bl is defined to be the set
{znb|n ∈ Z, b ∈ Bl}
where the action of e˜i, f˜i is defined as:
e˜i(z
nb) = zn+δi0 e˜i(b)
f˜i(z
nb) = zn−δi0 f˜i(b).
The combinatorial R-matrix RAff : Aff(Bl) ⊗ Aff(Bl′) → Aff(Bl′) ⊗ Aff(Bl) is
given by:
RAff(zmb⊗ znb′) = zn+H(b⊗b
′)b˜′ ⊗ zm−H(b⊗b
′)b˜ (13)
where b˜′ ⊗ b˜ = R(b⊗ b′).
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E. Combinatorial R matrix for A
(1)
1
Define B˜l to be the set {(x1, x2) ∈ Z
2
≥0|x1 + x2 = l} together with the maps:
e˜A0 (x1, x2) = (x1 − 1, x2 + 1), e˜
A
1 (x1, x2) = (x1 + 1, x2 − 1),
f˜A0 (x1, x2) = (x1 + 1, x2 − 1), f˜
A
1 (x1, x2) = (x1 − 1, x2 + 1),
εAi (x1, x2) = xi+1, ϕ
A
i (x1, x2) = x2−i, i = 0, 1.
For b ∈ B˜l if b
′ = e˜Ai (b) or b
′ = f˜Ai (b) and some xi is negative in b
′, then we
understand b′ to be 0. This defines a perfect U ′q(A
(1)
1 )-crystal.
The crystal isomorphism Rˆ : B˜l ⊗ B˜l′ → B˜l′ ⊗ B˜l is given by
Rˆ((x1, x2)⊗ (y1, y2)) = (y
′
1, y
′
2)⊗ (x
′
1, x
′
2),
where
x′1 = x1 +min(y1, x2)−min(y2, x1), (14)
x′2 = x2 +min(y2, x1)−min(y1, x2), (15)
y′1 = y1 +min(y2, x1)−min(y1, x2), (16)
y′2 = y2 +min(y1, x2)−min(y2, x1). (17)
To (x1, x2) ∈ B˜l we associate the following tableau:
1 1 · · · 1︸ ︷︷ ︸
x1
2 2 · · · 2︸ ︷︷ ︸
x2
.
An energy function Hˆ : B˜l ⊗ B˜l′ → Z is given by:
Hˆ((x1, x2)⊗ (y1, y2)) = −min(y2, x1). (18)
The combinatorial R-matrix RˆAff : Aff(B˜l)⊗Aff(B˜l′)→ Aff(B˜l′)⊗Aff(B˜l) for A
(1)
1
is given by:
RˆAff(zmb⊗ znb′) = zn+Hˆ(b⊗b
′)b˜′ ⊗ zm−Hˆ(b⊗b
′)b˜ (19)
where b˜′ ⊗ b˜ = Rˆ(b⊗ b′).
III. COMBINATORIAL R MATRIX FOR G
(1)
2
In this section, we give the combinatorial R matrix for the U ′q(G
(1)
2 )-crystals
Bl ⊗ B1 and B♮ ⊗ B1. This is done using an algorithm similar to the column
insertion scheme in [13].
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A. Combinatorial R matrix for highest weight elements
First we find the highest weight elements of Bl⊗B1 using the following lemma.
Lemma 1 ([11]). An element b1 ⊗ b2 ∈ B(λ)⊗ B(µ) is highest weight if and only
if e˜ib1 = 0 and e˜
λ(hi)+1
i b2 = 0 for i = 1, 2.
By proposition 2.2, as a Uq(G2) crystal,
Bl ⊗ B1 ∼=
l⊕
j=0
B(jΛ1)⊗
1⊕
k=0
B(kΛ1)
=
l⊕
j=0
(B(jΛ1)⊗ B(0))⊕
l⊕
j=0
(B(jΛ1)⊗ B(Λ1)).
Therefore, the highest weight elements are those of the form (j, 0, 0, 0, 0, 0) ⊗ b′
where b′ ∈ B(0) or B(Λ1) and satisfies e˜
jδi1+1
i (b
′) = 0. We therefore obtain by
inspection of the crystal graph in figure 1 that the following is a complete set of
highest weight elements of Bl ⊗ B1:
Classical weight
Highest weight element b1 ⊗ b2 wt(b1 ⊗ b2)
(j, 0, 0, 0, 0, 0)⊗ (1, 0, 0, 0, 0, 0) 0 ≤ j ≤ l (j + 1)Λ1
(j, 0, 0, 0, 0, 0)⊗ (0, 0, 0, 0, 0, 0) 0 ≤ j ≤ l jΛ1
(j, 0, 0, 0, 0, 0)⊗ (0, 1, 0, 0, 0, 0) 1 ≤ j ≤ l (j − 1)Λ1 + 3Λ2
(j, 0, 0, 0, 0, 0)⊗ (0, 1
3
, 1
3
, 1, 0, 0) 1 ≤ j ≤ l (j − 1)Λ1 + 2Λ2
(j, 0, 0, 0, 0, 0)⊗ (0, 0, 1, 1, 0, 0) 1 ≤ j ≤ l jΛ1
(j, 0, 0, 0, 0, 0)⊗ (0, 0, 0, 2, 0, 0) 2 ≤ j ≤ l (j − 2)Λ1 + 3Λ2
(j, 0, 0, 0, 0, 0)⊗ (0, 0, 0, 0, 0, 1) 1 ≤ j ≤ l (j − 1)Λ1
Proposition 5. Let R : Bl ⊗ B1 → B1 ⊗ Bl be the U
′
q(G
(1)
2 ) crystal isomorphism.
Then we have, letting b1 = (j, 0, 0, 0, 0, 0):
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R(b1 ⊗ b2) =


(1, 0, 0, 0, 0, 0)⊗ (l, 0, 0, 0, 0, 0) if b2 = (1, 0, 0, 0, 0, 0),
and j = l,
(0, 0, 0, 0, 0, 0)⊗ (l, 0, 0, 0, 0, 0) if b2 = (1, 0, 0, 0, 0, 0),
and j = l − 1,
(1, 0, 0, 0, 0, 0)⊗ (j + 1, 0, 0, 0, 0, 1) if b2 = (1, 0, 0, 0, 0, 0),
and 0 ≤ j ≤ l − 2,
(1, 0, 0, 0, 0, 0)⊗ (l − 1, 0, 0, 0, 0, 0) if b2 = (0, 0, 0, 0, 0, 0),
and j = l,
(0, 0, 0, 0, 0, 0)⊗ (j, 0, 0, 0, 0, 0) if b2 = (0, 0, 0, 0, 0, 0),
and 0 ≤ j ≤ l − 1,
(1, 0, 0, 0, 0, 0)⊗ (l − 1, 1, 0, 0, 0, 0) if b2 = (0, 1, 0, 0, 0, 0),
and j = l,
(1, 0, 0, 0, 0, 0)⊗ (j − 1, 1, 1, 1, 0, 0) if b2 = (0, 1, 0, 0, 0, 0),
and 1 ≤ j ≤ l − 1,
(1, 0, 0, 0, 0, 0)⊗ (j − 1, 1
3
, 1
3
, 1, 0, 0) if b2 = (0,
1
3
, 1
3
, 1, 0, 0),
and 1 ≤ j ≤ l,
(1, 0, 0, 0, 0, 0)⊗ (j − 1, 0, 1, 1, 0, 0) if b2 = (0, 0, 1, 1, 0, 0),
and 1 ≤ j ≤ l,
(1, 0, 0, 0, 0, 0)⊗ (j − 2, 1, 0, 0, 0, 0) if b2 = (0, 0, 0, 2, 0, 0),
and 2 ≤ j ≤ l,
(1, 0, 0, 0, 0, 0)⊗ (0, 0, 0, 0, 0, 1) if b2 = (0, 0, 0, 0, 0, 1),
and j = 1,
(1, 0, 0, 0, 0, 0)⊗ (j − 2, 0, 0, 0, 0, 0) if b2 = (0, 0, 0, 0, 0, 1),
and 2 ≤ j ≤ l.
(20)
Proof. Recall from the remark following theorem 1 that the D
(3)
4 -crystal B
1,l is
contained in the G
(1)
2 -crystal Bl. So when (j, 0, 0, 0, 0, 0) ⊗ b
′ is a D
(3)
4 highest
weight element, the result follows from [19] proposition 3.7, which leaves us to
check
R((j, 0, 0, 0, 0, 0)⊗(0,
1
3
,
1
3
, 1, 0, 0)) = (1, 0, 0, 0, 0, 0)⊗(j−1,
1
3
,
1
3
, 1, 0, 0), 1 ≤ j ≤ l.
There are two cases to consider.
Case i: l = 1. In this case
R((1, 0, . . . , 0)⊗ (0,
1
3
,
1
3
, 1, 0, 0)) = R(f˜0f˜1f˜
2
2 f˜1((0, 0, 0, 0, 0, 0)⊗ (1, 0, 0, 0, 0, 0))),
= f˜0f˜1f˜
2
2 f˜1R((0, 0, 0, 0, 0, 0)⊗ (1, 0, 0, 0, 0, 0)),
= f˜0f˜1f˜
2
2 f˜1(0, 0, 0, 0, 0, 0)⊗ (1, 0, 0, 0, 0, 0),
= (1, 0, 0, 0, 0, 0)⊗ (0,
1
3
,
1
3
, 1, 0, 0).
10
Case ii: l > 1. In this case
R((j, 0, . . . , 0)⊗ (0,
1
3
,
1
3
, 1, 0, 0)) = R(f˜ j0 f˜1f˜
2
2 f˜1((0, 0, 0, 0, 0, 0)⊗ (1, 0, 0, 0, 0, 0))),
= f˜ j0 f˜1f˜
2
2 f˜1R((0, 0, 0, 0, 0, 0)⊗ (1, 0, 0, 0, 0, 0)),
= f˜ j0 f˜1f˜
2
2 f˜1(1, 0, 0, 0, 0, 0)⊗ (1, 0, 0, 0, 0, 1),
= (1, 0, 0, 0, 0, 0)⊗ (j − 1,
1
3
,
1
3
, 1, 0, 0).
B. Energy function for G
(1)
2 -crystal Bl ⊗ B1
Theorem 2. The energy function H : Bl ⊗ B1 → Z, l ≥ 1 is given on the highest
weight vectors by the following:
H((j, 0, . . . , 0)⊗ b′) =


0, if j = l, b′ = (1, 0, 0, 0, 0, 0),
−1, if j = l − 1 and b′ = (1, 0, 0, 0, 0, 0),
or j = l and b′ = (0, 1, 0, 0, 0, 0) or (0, 0, 0, 0, 0, 0),
−2 otherwise.
(21)
Proof. Recall from the remark following theorem 1 that the D
(3)
4 -crystal B
1,l is
contained in the G
(1)
2 -crystal Bl. So when (j, 0, 0, 0, 0, 0) ⊗ b
′ is a D
(3)
4 highest
weight element, we can use the result of [19] corollary 3.8. This leaves us to verify
that H((j, 0, 0, 0, 0, 0)⊗ (0, 1
3
, 1
3
, 1, 0, 0)) = −2, 1 ≤ j ≤ l. There are two cases to
consider.
Case i: l = 1. In this case H((0, 0, 0, 0, 0, 0)⊗ (1, 0, 0, 0, 0, 0)) = 0, since j = 0.
Thus,
H((0, 0, 0, 0, 0, 0)⊗ (0,
1
3
,
1
3
, 1, 0, 0)) = H(f˜1f˜
2
2 f˜1((0, 0, 0, 0, 0, 0)⊗ (1, 0, 0, 0, 0, 0))),
= H((0, 0, 0, 0, 0, 0)⊗ (1, 0, 0, 0, 0, 0)),
= −1.
Therefore,
H((1, 0, 0, 0, 0, 0)⊗ (0,
1
3
,
1
3
, 1, 0, 0)) = H(f˜0((0, 0, 0, 0, 0, 0)⊗ (0,
1
3
,
1
3
, 1, 0, 0)))
= −2,
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since f˜0 acts on the first component.
Case ii: l > 1. Then, H((0, 0, 0, 0, 0, 0)⊗ (1, 0, 0, 0, 0, 0)) = −2. Therefore
H((0, 0, 0, 0, 0, 0)⊗ (0,
1
3
,
1
3
, 1, 0, 0)) = H(f˜1f˜
2
2 f˜1((0, 0, 0, 0, 0, 0)⊗ (1, 0, 0, 0, 0, 0))),
= H((0, 0, 0, 0, 0, 0)⊗ (1, 0, 0, 0, 0, 0)),
= −2.
By proposition 5 we have
R((0, 0, 0, 0, 0, 0)⊗ (1, 0, 0, 0, 0, 0)) = (1, 0, 0, 0, 0, 0)⊗ (1, 0, 0, 0, 0, 1),
so by acting on (1, 0, 0, 0, 0, 0)⊗ (1, 0, 0, 0, 0, 1) by the appropriate sequence of f˜i
we see R((0, 0, 0, 0, 0, 0)⊗ (0, 1
3
, 1
3
, 1, 0, 0)) = (1, 0, 0, 0, 0, 0)⊗ (0, 1
3
, 1
3
, 1, 0, 1). Now,
letting f˜0 act on (0, 0, 0, 0, 0, 0)⊗ (0,
1
3
, 1
3
, 1, 0, 0) j times, we get (j, 0, 0, 0, 0, 0)⊗
(0, 1
3
, 1
3
, 1, 0, 0), where each application of f˜0 acts on the first component. However,
for the corresponding action on (1, 0, 0, 0, 0, 0)⊗ (0, 1
3
, 1
3
, 1, 0, 0), we see that each
application of f˜0 acts on the second component. Therefore,
H((j, 0, 0, 0, 0, 0)⊗ (0,
1
3
,
1
3
, 1, 0, 0)) = H((0, 0, 0, 0, 0, 0)⊗ (0,
1
3
,
1
3
, 1, 0, 0)),
= −2.
C. Combinatorial R matrix for Bl ⊗ B1
Let b1⊗ b2⊗ b3⊗ · · ·⊗ bl be a highest weight element of the G2-crystal B(Λ1)
⊗l
and B(b1 b2 . . . bl) be the G2-crystal generated by b1⊗b2⊗b3⊗· · ·⊗bl. In analogy
with the “column insertion” algorithm in [13] let ξ : B(1 0)→ B(1), η : B(1 1 2)→
B(1 2 1), and θ : B(1 1 23) → B(1 23 1) be the unique isomorphisms between the
given crystals. We remark that the G2-crystal considered in [13] is not the same
as our B(Λ1)
⊗l, so the analogy is not precise. Let
ξi : B(1)
⊗i−1 ⊗ B(1 0)⊗ B(1)⊗l−i−1 → B(1)⊗l
ηi : B(1)
⊗i−1 ⊗ B(1 1 2)⊗ B(1)⊗l−i−2 → B(1)⊗i−1 ⊗ B(1 2 1)⊗ B(1)⊗l−i−2
θi : B(1)
⊗i−1 ⊗ B(1 1 23)⊗ B(1)
⊗l−i−2 → B(1)⊗i−1 ⊗ B(1 23 1)⊗ B(1)
⊗l−i−2
be the following crystal isomorphisms:
ξi = 1
⊗i−1 ⊗ ξ ⊗ 1⊗l−i−1
ηi = 1
⊗i−1 ⊗ η ⊗ 1⊗l−i−2
θi = 1
⊗i−1 ⊗ θ ⊗ 1⊗l−i−2
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Lemma 2. Let α1 α2 · · · αn be a semistandard G2 tableau, and let β ∈ B(1)
be such that α1 ⊗ β ∈ B(1 2) (resp. B(1 23)). Then the image η1η2 . . . ηn−1(αn ⊗
αn−1⊗ · · ·⊗α1⊗ β) (resp. θ1θ2 . . . θn−1(αn⊗αn−1⊗ · · ·⊗α1⊗ β)) is well-defined.
Proof. Since α1 α2 · · · αn is semistandard we can apply a suitable sequence of
e˜is so that αn⊗αn−1⊗· · ·⊗α1⊗β becomes 1⊗1⊗· · ·⊗1⊗β
′ with 1⊗β ′ ∈ B(1 2)
(resp. B(1 23)). We can then apply a suitable sequence of e˜is to get 1⊗1⊗· · ·⊗1⊗2,
(resp. 1 ⊗ 1 ⊗ · · · ⊗ 1 ⊗ 23). Now, apply η1η2 . . . ηn−1 (resp. θ1θ2 . . . θn−1) on
1 ⊗ 1 ⊗ · · · ⊗ 1 ⊗ 2, (resp. 1 ⊗ 1 ⊗ · · · ⊗ 1 ⊗ 23). Use the corresponding sequence
of f˜is and commute with η1η2 . . . ηn−1 (resp. θ1θ2 . . . θn−1) to get the image of
αn ⊗ αn−1 ⊗ · · · ⊗ α1 ⊗ α1 ⊗ β.
Now we are ready to prove the main result of this section.
Theorem 3. Let b1 = α1 α2 · · · αj = αj ⊗ αj−1 ⊗ · · · ⊗ α1 ∈ Bl and b2 = β or
∅ ∈ B1. Then, the unique U
′
q(G
(1)
2 )-crystal isomorphism R : Bl ⊗ B1 → B1 ⊗ Bl is
given as follows:
R(b1 ⊗ b2) =


αl ⊗ β α1 α2 · · · αl−1 if α1 ⊗ β ∈ B(1 1), j = l,
∅⊗ β α1 α2 · · · αl−1 if α1 ⊗ β ∈ B(1 1), j = l − 1,
1⊗ β α1 α2 · · · αj 1 if α1 ⊗ β ∈ B(1 1), j < l − 1,
αl ⊗ α1 α2 · · · αl−1 if b2 = ∅, j = l,
∅⊗ b1 if b2 = ∅, j < l,
ql+1 ⊗ q1 q2 · · · ql if α1 ⊗ β ∈ B(1 2), j = l,
where ql+1 ⊗ ql · · · ⊗ q1 =
η1η2 . . . ηl−1(b1 ⊗ b2),
p⊗ q1 q2 · · · qj r if α1 ⊗ β ∈ B(1 2), 1 < j < l,
where p⊗ r ⊗ qj ⊗ qj−1 · · · ⊗ q1 =
ξ−11 η1η2 . . . ηj−1(b1 ⊗ b2),
qj+1 ⊗ q1 q2 · · · qj if α1 ⊗ β ∈ B(1 23), j > 1,
where qj+1 ⊗ qj · · · ⊗ q1 =
θ1θ2 . . . θj−1(b1 ⊗ b2),
p⊗ r α2 α3 · · · αj−1 q if α1 ⊗ β ∈ B(1 0),
α2 ⊗ ξ(α1 ⊗ β) ∈ B(1 1), and j > 1,
where p⊗ q = ξ−1(αj), r = ξ(α1 ⊗ β),
p⊗ q1 q2 · · · qj−1 if α1 ⊗ β ∈ B(1 0),
α2 ⊗ ξ(α1 ⊗ β) ∈ B(1 2), and j > 1,
where p⊗ qj−1 ⊗ qj−2 · · · ⊗ q1 =
η1η2 . . . ηj−2ξj(b1 ⊗ b2),
αj ⊗ α2 α3 · · · αj−1 if α1 ⊗ β = 1⊗ 1, j > 1,
b1 ⊗ b2 in all other cases.
(22)
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Proof. By proposition 5, we have:
R( 1j ⊗ b2) =


1⊗ 1l if β = 1, j = l,
∅⊗ 1l if β = 1, j = l − 1,
1⊗ 1j+1 1 if β = 1, j < l − 1,
1⊗ 1l−1 if b2 = ∅, j = l,
∅⊗ 1j if b2 = ∅, j < l,
1⊗ 1l−1 2 if β = 2, j = l,
1⊗ 1j−1 2 0 if β = 2, 1 < j < l,
1⊗ 1j−1 23 if β = 23, j > 1,
1⊗ 1j−1 0 if β = 0, j > 1,
1⊗ 1j−2 2 if β = 3, j > 1
1⊗ 1j−2 if β = 1, j > 1,
b1 ⊗ b2 in all other cases,
where the symbol bj denotes that the element b is repeated j times. Thus we
can easily verify that the statement of this theorem is true for the highest weight
elements and all that remains is to show that the right-hand side of (22) is well-
defined for all elements of Bl ⊗ B1. Let b1 = α1 α2 · · · αj ∈ Bl and b2 = β or
∅ ∈ B1 be given. If α1⊗β ∈ B(1 0), then ξ(α1⊗β) is well-defined by the definition
of ξ. If α2 ⊗ ξ(α1 ⊗ β) ∈ B(1 2), and j > 1, then η1η2 . . . ηj−2ξj(αj ⊗ αj−1 ⊗ · · · ⊗
α1⊗β) = η1η2 . . . ηj−2(αj⊗αj−1⊗· · ·⊗α2⊗ξ(α1⊗β)) is well-defined by lemma 2.
If α1⊗β ∈ B(1 2) (resp. B(1 23)) then η1η2 . . . ηj−1(αj⊗αj−1⊗· · ·⊗α1⊗β) (resp.
θ1θ2 . . . θj−1(αj ⊗ αj−1 ⊗ · · · ⊗ α1 ⊗ β) is well-defined by lemma 2. The remaining
cases are clearly well-defined since they do not use any of the maps ξ, η, or θ.
Example: Let b1 = 2 23 21 , b2 = 0, l = 4. Then α1 ⊗ β = 2 ⊗ 0 ∈ B(1 2) and
j < l. We compute:
ξ−11 η1η2(21 ⊗ 23 ⊗ 2⊗ 0) = ξ
−1
1 η1(21 ⊗ 23 ⊗ 3⊗ 1)
= ξ−11 (23 ⊗ 3⊗ 3⊗ 1)
= 21 ⊗ 2⊗ 3⊗ 3⊗ 1
Therefore R(b1 ⊗ b2) = 21 ⊗ 1 3 3 2 .
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D. Combinatorial R matrix for B♮ ⊗ B1
Recall the U ′q(G
(1)
2 )-crystal B♮ which is isomorphic as a Uq(G2)-crystal to B(Λ2).
Then, we have the following:
Proposition 6. The complete set of highest weight vectors and their weights is
given below:
Highest weight vector in Classical
B♮ ⊗ B1 weight
1′ ⊗ 1 Λ1 + Λ2
1′ ⊗ 21 2Λ2
1′ ⊗∅ Λ2
1′ ⊗ 0ˆ Λ2
Highest weight vector in Classical
B1 ⊗ B♮ weight
1⊗ 1′ Λ1 + Λ2
1⊗ 3′ 2Λ2
∅⊗ 1′ Λ2
1⊗ 0′ Λ2
Proof. As a Uq(G2)-crystal B♮ ⊗ B1 ∼= B(Λ2) ⊗ (B(Λ1) ⊕ B(0)). By lemma 1, the
highest weight elements in B♮ ⊗ B1 are those of the form b⊗ b
′ where b is highest
weight in B(Λ2) and b
′ ∈ B(Λ1),B(0) satisfies e˜
δi2+1
i b
′ = 0. Similarly, the highest
weight elements in B1 ⊗ B♮ are those of the form b ⊗ b
′ where b is highest weight
in B(Λ1),B(0) and b
′ ∈ B(Λ2) satisfies{
e˜δi1+1i b
′ = 0 if b = 1,
e˜ib
′ = 0 if b = ∅,
for i = 1, 2. The proposition follows by inspection of the crystal graphs of B1 and
B♮.
Proposition 7. Let R : B♮ ⊗ B1 → B1 ⊗ B♮ be the unique crystal isomorphism.
Then R is given on the highest weight elements by:
R(1′ ⊗ b′) =


1⊗ 1′, if b′ = 1,
1⊗ 3′ if b′ = 21,
∅⊗ 1′ if b′ = ∅,
1⊗ 0′ if b′ = 0ˆ.
Proof. By property (2) of the definition of crystal isomorphism, we have the fol-
lowing: if b⊗ b′ ∈ B♮⊗B1 and R(b⊗ b
′) ∈ B1⊗B♮, then wt(R(b⊗ b
′)) = wt(b⊗ b′).
Therefore, since 1′ ⊗ 1 and 1⊗ 1′ are the only elements of B♮ ⊗B1 and B1 ⊗ B♮ of
weight Λ1+Λ2, we must have R(1
′⊗1) = 1⊗1′ and, similarly R(1′⊗21) = 1⊗3
′.
For R(1′ ⊗∅), we compute
e˜22f˜0e˜1e˜0(1
′ ⊗∅) = 1′ ⊗ 21
R(e˜22f˜0e˜1e˜0(1
′ ⊗∅)) = R(1′ ⊗ 21)
e˜22f˜0e˜1e˜0(R(1
′ ⊗∅)) = 1⊗ 3′
R(1′ ⊗∅)) = f˜0f˜1e˜0f˜
2
2 (1⊗ 3
′) = ∅⊗ 1′.
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Finally R(1′⊗ 0ˆ) = 1⊗0′, because it is the last remaining highest weight element.
IV. SOLITON CELLULAR AUTOMATON
We define PL = {b1⊗ b2⊗· · ·⊗ bL ∈ B
⊗L
1 |bn = 1, for n sufficiently large} to be
the set of states of the G
(1)
2 soliton cellular automaton. We depict the operation
R(b⊗ b′) = b˜′ ⊗ b˜ by:
b′
b˜′
b b˜
Fix l > 0 and let ul ∈ Bl be the element (l, 0, 0, 0, 0, 0). For p = b1⊗ b2⊗· · ·⊗ bL ∈
PL we define the time evolution operator Tl(p):
Tl(p)⊗ ul = RL L+1RL−1 L · · ·R23R12(ul ⊗ p). (23)
The transition of phase Tl(b1 ⊗ b2 ⊗ · · · ⊗ bL) = b˜1 ⊗ b˜2 ⊗ · · · ⊗ b˜L is depicted as
b1
b˜1
u(0) = ul u(1)
b2
b˜2
u(2) · · ·
bL
b˜L
u(L−1) u(L) = ul.
We define the state energy to be the sum:
El(p) = −
L−1∑
i=0
H(u(i) ⊗ bi+1). (24)
We can also use the combinatorial R-matrix R : B♮ ⊗ B1 → B1 ⊗ B♮ to define an
operator T♮ similar to Tl, by
T♮(p)⊗ b(p) = RL L+1RL−1 L · · ·R23R12(1
′ ⊗ p). (25)
In this case, b(p) is dependent on the state p so we indicate this dependence in the
definition.
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A. G
(1)
2 -solitons and their scattering rules
Experience from other soliton cellular automata has shown that states p ∈ PL
satisfying E1(p) = 1 correspond to the so-called “one-soliton states”.
Proposition 8. In the G
(1)
2 soliton, E1(p) = 1 if and only if p 6= 1
⊗L and is one
of the following:
• 1⊗l ⊗ 3⊗m ⊗ 2⊗n ⊗ 1⊗r,
• 1⊗l ⊗ 3⊗m ⊗ 21 ⊗ 2
⊗n ⊗ 1⊗r−1,
• 1⊗l ⊗ 3⊗m ⊗ 22 ⊗ 2
⊗n ⊗ 1⊗r−1,
for some l, m, n, r ∈ Z≥0 such that l +m+ n+ r = L.
Proof. Let p = b1⊗b2⊗· · ·⊗bL be such that E1(p) = 1. For b⊗b
′ ∈ B1⊗B1 it is the
case that R(b⊗b′) = b⊗b′. Thus, E1(p) = −H(1⊗b1)−
∑L
i=1H(bi⊗bi+1) = 1. We
compute H(1⊗1) = 0, H(1⊗2) = H(1⊗21) = H(1⊗22) = H(1⊗3) = H(1⊗∅) =
−1 andH(1⊗b) = −2 in every other case. Therefore, the first bi 6= 1 must be either
2, 21, 22, 3, or ∅. However, H(∅⊗ b) > 0 for all b ∈ B1, which rules out that case.
Similarly, we have H(3⊗ 1) = H(3⊗ 2) = H(3⊗ 21) = H(3⊗ 22) = H(3⊗ 3) = 0,
or H(3⊗ b) > 0 otherwise. Therefore, only 1, 2, 21, 22, or 3 can follow 3. In turn,
we see that only 2 or 1 can follow 21 or 22, and only 2 or 1 can follow 2. Finally,
a trailing 1 can only be followed by another 1, or E1(p) would be greater than 1.
Therefore, we see that if E1(p) = 1 then p 6= 1
⊗L and falls into one of the three
cases given in the statement of the theorem. The converse is easy to prove.
Proposition 9. Let p ∈ PL. If e˜2(p) 6= 0 then e˜2Tl(p) = Tl(e˜2(p)) and El(e˜2(p)) =
El(p), otherwise e˜2Tl(p) = 0. The same relations hold for f˜2.
Proof. It is easy to see that ε2(ul) = ϕ2(ul) = 0, so by the tensor product rule
f˜2(ul ⊗ p) = ul ⊗ f˜2p and f˜2(Tl(p)⊗ ul) = f˜2Tl(p)⊗ ul. Therefore, acting on both
sides of (23) by f˜2 and commuting f˜2 with R gives:
f˜2Tl(p)⊗ ul = RL L+1RL−1 L · · ·R23R12(ul ⊗ f˜2p)
=
{
Tl(f˜2p)⊗ ul, if f˜2p 6= 0,
0, otherwise.
Therefore, we see that f˜2Tl(p) = Tl(f˜2p) if f˜2p 6= 0 and f˜2Tl(p) = 0 otherwise.
Exactly the same argument works for the e˜2 case (using the tensor product rule
for e˜2 instead of the one for f˜2).
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Let p = b1⊗b2⊗· · ·⊗bL, p0 = z
0b1⊗z
0b2⊗· · ·⊗z
0bL ∈ Aff(B1)
⊗L, and p′ = f˜2p.
Then
RAffL L+1R
Aff
L−1 L · · ·R
Aff
23 R
Aff
12 (z
0ul ⊗ p
′
0)
= zH(u
(0)⊗b′1)b˜′1 ⊗ z
H(u(1)⊗b′2)b˜′2 ⊗ · · ·
⊗ zH(u
(L−1)⊗b′
L
)b˜′L ⊗ z
−
∑
L−1
i=0 H(u
(i)⊗b′
i+1)ul. (26)
On the other hand,
RAffL L+1R
Aff
L−1 L · · ·R
Aff
23 R
Aff
12 (z
0ul ⊗ p
′
0)
= RAffL L+1R
Aff
L−1 L · · ·R
Aff
23 R
Aff
12 (z
0ul ⊗ f˜2p0)
= f˜2(R
Aff
L L+1R
Aff
L−1 L · · ·R
Aff
23 R
Aff
12 (z
0ul ⊗ p0))
= f˜2
(
zH(u
(0)⊗b1)b˜1 ⊗ z
H(u(1)⊗b2) ⊗ · · ·
⊗ zH(u
(L−1)⊗bL)b˜L
)
⊗ z−
∑
L−1
i=0 H(u
(i)⊗bi+1)ul. (27)
Comparing the powers of z in (26) and (27) we see that
−
L−1∑
i=0
H(u(i) ⊗ b′i+1) = −
L−1∑
i=0
H(u(i) ⊗ bi+1)
El(p
′) = El(p)
therefore,
El(f˜2(p)) = El(p).
A similar argument shows that El(e˜2p) = El(p).
Recall the A
(1)
1 -crystal B˜l = {(x1, x2) ∈ Z≥0|x1 + x2 = l}, where (x1, x2) can be
associated with the tableau:
1 1 · · · 1︸ ︷︷ ︸
x1
2 2 · · · 2︸ ︷︷ ︸
x2
.
Proposition 10. Let b ∈ B˜3l and define a sequence (b1, b2, . . . , bl) ∈ B
l
1 by sending
the following triples to the corresponding elements of B1:
1 1 1 7→ 2 1 1 2 7→ 21 1 2 2 7→ 22 2 2 2 7→ 3.
Then the map il : B˜3l → B
⊗l
1 given by il(b) = bl ⊗ bl−1 ⊗ · · · ⊗ b1 satisfies the
relations
il(e˜
A
1 b) = e˜2il(b), il(f˜
A
1 b) = f˜2il(b).
18
Sketch of proof. In B1
2
2
→ 21
2
→ 22
2
→ 3.
In B˜3
1 1 1 1→ 1 1 2
1
→ 1 2 2
1
→ 2 2 2 .
Now use the definition of f˜2 on the l fold tensor product to obtain the result.
Remark: The above map is a bijection from B˜3l to {p ∈ PL|E1(p) = 1} by
proposition 9.
A state of the following form is called and m-soliton state:
. . . [l1] . . . . . . [l2] . . . · · · . . . [lm] . . .
where l1 > l2 > · · · > lm, . . . [l] . . . denotes a local configuration of the form
3⊗m ⊗ 2⊗l−m, 3⊗m ⊗ 21 ⊗ 2
⊗l−m−1, or 3⊗m ⊗ 22 ⊗ 2
⊗l−m−1, m ≥ 0, and the [li] are
separated by sufficiently many 1’s.
Proposition 11. Let p be a one-soliton state of length l. Then
1. Ek(p) = min(k, l),
2. Tk(p) is obtained by rightward shift by min(k, l) lattice steps.
Proof. By applying e˜2 sufficiently many times, p becomes 2
⊗l ⊗ 1 ⊗ · · · ⊗ 1. By
theorems 2 and 3 we obtain:
R( 1i 2l−i ⊗ 2) = 1⊗ 1i−1 2l−i+1 if i > 0, (28)
R( 2l ⊗ 2) = 2⊗ 2l (29)
R( 1i 2l−i ⊗ 1) = 2⊗ 1i+1 2l−i−1 if i < l, (30)
R( 1l ⊗ 1) = 1⊗ 1l (31)
and
H( 1i 2l−i ⊗ 2) = −1 if i > 0, (32)
H( 2l ⊗ 2) = 0, (33)
H( 1i 2l−i ⊗ 1) = 0. (34)
where, as before, the symbol bj means that b is repeated j times. If k < l then
Tk(p)⊗ ul = RL L+1 · · ·R23R12(ul ⊗ 2
⊗l ⊗ 1L−l)
= 1⊗k ⊗ 2⊗l ⊗ 1L−k−l ⊗ uk,
and
El(p) = −
L−1∑
i=0
H(u(i) ⊗ bi) = k.
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Otherwise,
Tk(p)⊗ ul = RL L+1 · · ·R23R12(ul ⊗ 2
⊗l ⊗ 1L−L)
= 1⊗l ⊗ 2⊗l ⊗ 1L−2l ⊗ uk,
and
El(p) = −
L−1∑
i=0
H(u(i) ⊗ bi) = l.
The result follows because f˜2 commutes with Tl and preserves El (proposition
9).
We now consider the two-soliton case
p = . . . [l1] . . . [l2] . . .
where l1 > l2. We can use proposition 10 to associate a two-soliton state T
t
r (p) := pt
at time t with the element z−k1b1 ⊗ z
−k2b2 ∈ Aff(B˜3l1) ⊗ Aff(B˜3l2), where ki :=
−min(r, li)t + γi, where γi is the number of ‘1’s to the left of [li]. If r > l2, then
we expect to see the longer soliton catch up with and collide with the shorter one,
and, after sufficiently many time steps separate out into another two soliton state.
At the end of this section, we will prove that is the case. In the following lemmas,
we identify elements in Aff(B˜3l1) ⊗ Aff(B˜3l2) with their corresponding two-soliton
states.
Lemma 3 (Analogous to lemma 4.15 in [19]). Suppose we have a one-soliton state
p = . . . [l] . . . corresponding to z−k(i, 3l − i) ∈ Aff(B3l), 0 ≤ i ≤ 3l. Then T♮(p) is
another one-soliton state, corresponding to z−k(3l, 0), if i = 3l, and z−k−1(i +
1, 3l − 1) otherwise. We also have b(p) = 1′ if i = 3l and b(p) = 2′ otherwise.
Proof. We ignore the initial ‘1’s. If i = 3l then p = 2⊗l⊗1⊗L−l. We compute T♮(p)
as follows:
2
2
1′ 1′
2
2
1′ · · ·
2
2
1′ 1′
1
1
1′
1
1
1′ · · ·
1
1
1′.
Therefore T♮(p) = 2
⊗l ⊗ 1⊗L−l = z−k(3l, 0) and b(p) = 1′ as required.
If i = 3r, 1 ≤ r < l then p = 3⊗l−r ⊗ 2⊗r ⊗ 1⊗L−l. We compute T♮(p) as follows:
3
1
1′ 3
′
3
3
3
′
· · ·
3
3
3
′
3
′
2
22
3′
2
2
3′ · · ·
2
2
3′ 3′
1
2
2′
1
1
2′ · · ·
1
1
2′ 2′
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Therefore T♮(p) = 1⊗ 3
⊗l−r−1⊗ 22⊗ 2
⊗r⊗ 1L−l−1 = z−k−1(3r+1, 3l− 3r− 1) and
b(p) = 2′ as required. The cases where r = 0, l are similar.
If i = 3r+1, 1 ≤ r < l then p = 3⊗l−r−1⊗ 22⊗ 2
⊗r⊗ 1L−l−1. We compute T♮(p)
as follows:
3
1
1′ 3
′
3
3
3
′
· · ·
3
3
3
′
3
′
22
3
0′
2
21
3′
2
2
3′ · · ·
2
2
3′ 3′
1
2
2′
1
1
2′ · · ·
1
1
2′ 2′
Therefore T♮(p) = 1⊗ 3
⊗l−r−1⊗ 21⊗ 2
⊗r⊗ 1L−l−1 = z−k−1(3r+2, 3l− 3r− 2) and
b(p) = 2′ as required. The cases where r = 0, l are similar.
If i = 3r+2, 1 ≤ r < l then p = 3⊗l−r−1⊗ 21⊗ 2
⊗r⊗ 1L−l−1. We compute T♮(p)
as follows:
3
1
1′ 3
′
3
3
3
′
· · ·
3
3
3
′
3
′
21
3
3′
2
2
3′
2
2
3′ · · ·
2
2
3′ 3′
1
2
2′
1
1
2′ · · ·
1
1
2′ 2′
Therefore T♮(p) = 1 ⊗ 3
⊗l−r−1 ⊗ 2⊗r+1 ⊗ 1L−l−1 = z−k−1(3r + 3, 3l − 3r − 3) and
b(p) = 2′ as required. The cases where r = 0, l are similar.
Now consider the two soliton state z−k1(3l1, 0) ⊗ z
−k2(i, 3l2 − i). Thanks to
lemma 3, the action of T♮ has no effect on the first soliton, and therefore we have
the following corollary.
Corollary 1 (Analogous to lemma 4.15 in [19]). Suppose we have a two-soliton
state p = . . . [l1] . . . · · · . . . [l2] . . . corresponding to z
−k1(3l1, 0) ⊗ z
−k2(i, 3l2 − i) ∈
Aff(B˜3l1) ⊗ Aff(B˜3l2), 0 ≤ i ≤ 3l2. Then T♮(p) is another two-soliton state, cor-
responding to z−k1(3l1, 0) ⊗ z
−k2(3l2, 0), if i = 3l2, and z
−k1(3l1, 0) ⊗ z
−k2−1(i +
1, 3l2 − 1) otherwise. We also have b(p) = 1
′ if i = 3l1 and b(p) = 2
′ otherwise.
Lemma 4 (Analogous to lemma 4.17 in [19]). Assume that l1 > l2. For p =
z−k1(3l1, 0)⊗ z
−k2(i, 3l2 − i) ∈ Aff(B3l1)⊗Aff(B3l2), 0 ≤ i ≤ 3l2 we have
1. T♮(Rˆ
Aff(p)) = RˆAff(T♮(p)), and
2. b(p) = b(RˆAff(p)),
where we use the shifted energy function H˜ = 2l2 + Hˆ in Rˆ
Aff.
Proof. Case 1: i = 0. Then p = z−k1(3l1, 0)⊗ z
−k2(3l2, 0). Therefore,
RˆAff(p) = z−k2+2l2(3l2, 0)⊗ z
−k1−2l2(3l1, 0),
T♮(Rˆ
Aff(p)) = z−k2+2l2(3l2, 0)⊗ z
−k1−2l2(3l1, 0) (by corollary 1),
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and b(RˆAff(p)) = 1′.
On the other hand,
T♮(p) = z
−k1(3l1, 0)⊗ z
−k2(3l2, 0),
RˆAff(T♮(p)) = z
−k2+2l2(3l2, 0)⊗ z
−k1−2l2(3l1, 0),
and b(p) = 1′. Therefore T♮(Rˆ
Aff(p)) = RˆAff(T♮(p)), which is (1), and b(p) =
b(RˆAff(p)), which is (2).
Case 2: 0 < i ≤ 3l2. Then
RˆAff(p) = z−k2+2l2−i(3l2, 0)⊗ z
−k1−2l2+i(3l1 − i, i),
T♮(Rˆ
Aff(p)) = z−k2+2l2−i(3l2, 0)⊗ z
−k1−2l2+i−1(3l1 − i+ 1, i− 1) (by corollary 1),
and b(RˆAff(p)) = 2′. On the other hand,
T♮(p) = z
−k1(3l1, 0)⊗ z
−k2−1(3l2 − i+ 1, i− 1) (by corollary 1),
RˆAff(T♮(p)) = z
−k2+2l2−i(3l2, 0)⊗ z
−k1−2l2+i−1(3l1 − i+ 1, i− 1),
and b(p) = 2′. Therefore T♮(Rˆ
Aff(p)) = RˆAff(T♮(p)), which is (1), and b(p) =
b(RˆAff(p)), which is (2).
Lemma 5 (Analogous to lemma 4.18 in [19]). Let p ∈ PL, l > 0, L≫ 0. Then
1. T♮(Tl(p)) = Tl(T♮(p)),
2. b(Tl(p))⊗ ul = R(ul ⊗ b(p)).
Proof. By definition
T♮(Tl(p))⊗ b(Tl(p)) = RL,L+1 · · ·R23R12(1
′ ⊗ Tl(p)),
and
Tl(p)⊗ ul = RL,L+1 · · ·R23R12(ul ⊗ p).
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Now, combining the definitions, we compute:
T♮(Tl(p))⊗ b(T♮(p))⊗ ul
= RL,L+1 · · ·R23R12RL+1,L+2 · · ·R34R23(1
′ ⊗ ul ⊗ p)
= RL,L+1RL+1,L+2 · · ·R23R34R12R23(1
′ ⊗ ul ⊗ p)
= RL+1,L+2RL,L+1RL+1,L+2 · · ·
R34R23R34R
−1
23R23R12R23R
−1
12 (1
′ ⊗ ul ⊗ p)
(by the Yang-Baxter equation)
= RL+1,L+2RL,L+1RL+1,L+2 · · ·R23R34R12R23(ul ⊗ 1
′ ⊗ p)
(since R
−1
(1′ ⊗ ul) = ul ⊗ 1
′)
= RL+1,L+2RL,L+1 · · ·R23R12RL+1,L+2 · · ·R34R23(ul ⊗ 1
′ ⊗ p)
= RL+1,L+2RL,L+1 · · ·R23R12(ul ⊗ T♮(p)⊗ b(p))
= RL+1,L+2(Tl(T♮(p))⊗ ul ⊗ b(p))
= Tl(T♮(p))⊗R(ul ⊗ b(p)).
Comparing both sides we see that T♮(Tl(p)) = Tl(T♮(p)) and b(T♮(p))⊗ul = R(ul⊗
b(p)).
Theorem 4 (Analogous to theorem 4.9 in [19]). Let p = . . . [l1] . . . [l2] · · · ∈ PL be
a two-soliton state with l1 > l2, corresponding to z
k1b1⊗z
k2b2 ∈ Aff(Bl1)⊗Aff(Bl2)
where k1, k2 ≤ 0. Then after sufficiently many applications of Tr, r > l2 the new
state is given by
RˆAff(zk1b1 ⊗ z
k2b2) = z
k′2 b˜2 ⊗ z
k′1 b˜1
with phase shift
k′2 − k2 = k1 − k
′
1 = 2l2 + Hˆ(b1 ⊗ b2).
Proof. Let
p = zk1(x1, x2)⊗ z
k2(y1, y2) ∈ Aff(B˜3l1)⊗Aff(B˜3l2).
By proposition 9, Tr commutes with e˜
A
1 , f˜
A
1 . Thus, it is enough to check the
scattering rule for the highest weight elements
zk1(3l1, 0)⊗ z
k2(y1, y2) ∈ Aff(B˜3l1)⊗Aff(B˜3l2).
We will show the statement is true by induction on y2.
Suppose y2 = 0. Then y1 = 3l2. In this case, the cellular automaton time evolution
is reduced to that of the A
(1)
1 cellular automaton by (28)–(31):
R( 1i 2l−i ⊗ 2) = 1⊗ 1i−1 2l−i+1 if i > 0,
R( 2l ⊗ 2) = 2⊗ 2l
R( 1i 2l−i ⊗ 1) = 2⊗ 1i+1 2l−i−1 if i < l,
R( 1l ⊗ 1) = 1⊗ 1l .
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Therefore, the scattering rule is the same as for the A
(1)
1 case, namely:
T tr(p) = Rˆ
Aff(p),
for sufficiently large t.
Assume the statement is true for < y2. By corollary 1, T♮(p) = z
k1(3l1, 0) ⊗
zk2−1(y1 + 1, y2 − 1), so the inductive assumption holds. Therefore, T
t
r (T♮(p)) is a
2-soliton state, for sufficiently large t, and
T tr(T♮(p)) = Rˆ
Aff(T♮(p)).
Therefore, by lemmas 4 (1) and 5 (1), we have
T♮(T
t
r(p)) = T♮(Rˆ
Aff(p)).
Also, by lemma 5 (2), we have b(RˆAff(p)) = b(p), and by corollary 1 b(p) = 2′ since
p is assumed to be a 2-soliton state and y2 > 0. By lemma 4 (2), b(Tr(p))⊗ ur =
R(ur ⊗ b(p)) = R(ur ⊗ 2
′). But e˜2(ur ⊗ 2
′) = ur ⊗ 1
′, R(ur ⊗ 1
′) = 1′ ⊗ ur,
and f˜2(1
′ ⊗ ur) = 2
′ ⊗ ur. Therefore b(Tr(p)) = 2
′ and, by repeated application
of lemma 4.2 (2), we have b(T tr (p)) = 2
′. Therefore, b(RˆAff(p)) = b(T tr (p)) = 2
′,
and T♮(T
t
r(p)) = T♮(Rˆ
Aff(p)). Therefore, the crystal isomorphisms in (25) can be
inverted to get
T tr (p) = Rˆ
Aff(p)
is a 2-soliton state.
Corollary 2. Let p = . . . [l1] . . . [l2] . . . · · · . . . [lm] . . . be an m-soliton state with
l1 > l2 > · · · > lm. Then the scattering of solitons is factorized into two-body
scattering.
B. Examples of scattering of G
(1)
2 -solitons
In this section, we give some examples of two and three soliton scattering gen-
erated by computer. Here we take l = 10 in Tl, and L = 55 in PL.
Example 1:
t = 0 : 322221111212111111111111111111111111111111111111111111111
t = 1 : 111132222112121111111111111111111111111111111111111111111
t = 2 : 111111113222121221111111111111111111111111111111111111111
t = 3 : 111111111113221121222111111111111111111111111111111111111
t = 4 : 111111111111132211112122211111111111111111111111111111111
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The initial state corresponds to z0(7, 5) ⊗ z−8(5, 1). After interacting, the two-
soliton state that emerges is z−5(1, 5)⊗ z−3(11, 1) = RˆAff(z0(7, 5)⊗ z−8(5, 1)), in
agreement with theorem 4.
Example 2:
t = 0 : 3321112121122111111111111111111111111111111111111111111111
t = 1 : 1113321121212211111111111111111111111111111111111111111111
t = 2 : 1111113221322311111111111111111111111111111111111111111111
t = 3 : 1111111132211232121111111111111111111111111111111111111111
t = 4 : 1111111111322121132121111111111111111111111111111111111111
t = 5 : 1111111111113222111132121111111111111111111111111111111111
t = 6 : 1111111111111122321111132121111111111111111111111111111111
t = 7 : 1111111111111112213211111132121111111111111111111111111111
t = 8 : 1111111111111111221132111111132121111111111111111111111111
The initial state corresponds to z0(2, 7)⊗ z−5(5, 1)⊗ z−9(1, 2) and the final, sepa-
rated, state corresponds to z−8(1, 2)⊗z−3(2, 4)⊗z−3⊗(5, 4) = RˆAff12 Rˆ
Aff
23 Rˆ
Aff
12 (z
0(2, 7)⊗
z−5(5, 1)⊗ z−9(1, 2)), in agreement with corollary 2.
We now give an example which shows that it is necessary to have l1 > l2 > l3
in corollary 2.
Example 3:
t = 0 : 2222111133112211111111111111111111111111111111111111111
t = 1 : 1111222211331122111111111111111111111111111111111111111
t = 2 : 1111111122223311221111111111111111111111111111111111111
t = 3 : 1111111111112233112211111111111111111111111111111111111
t = 4 : 1111111111111111331122111111111111111111111111111111111
t = 5 : 1111111111111111111111222211111111111111111111111111111
t = 6 : 1111111111111111111111111122221111111111111111111111111
t = 7 : 1111111111111111111111111111112222111111111111111111111
Remark: Although separation does not occur in the previous example, if we were
to apply the result of corollary 2 to this example we would expect to get the
following:
RˆAff23 Rˆ
Aff
12 (z
0(12, 0)⊗ z−8(0, 6)⊗ z−12(6, 0))
= RˆAff23 (z
−10(6, 0)⊗ z2(6, 6)⊗ z−12(6, 0))
= z−10(6, 0)⊗ z−8(0, 6)⊗ z−2(12, 0).
The reason for the observed lack of separation is perhaps due to the fact that the
leftmost two solitons in the initial state are shifted oppositely to each other, thus
creating an overlapping state.
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