§ 1. Introduction
Let QdR 2 be a domain with a smooth boundary F. Suppose Q is a media where some wave propagates with a speed, say 1 for simplicity. When Q is strictly convex, there is a high frequency wave well known by the name of whispering gallery waves which propagates along F. Mathematically, it can be described as an asymptotic solution u to the reduced wave equauion Here <y>l is the frequency of the wave, and u satisfies (1.1) asymptotically as ft>-»oo. By using the boundary layer method, Babich and Kirpichnikova [1] constructed an asymptotic solution u which describes the whispering gallery wave.
However, if we merely assume that Q is convex, their asymptotic solution is ineffective in a neighborhood of a point P^F at which the curvature K Q of F is zero, i. e. one of its first order derivatives blows up at P.
On the other hand, Popov [4] considered the case /f 0 CP)=0, Ki(P^Q. He constructed an asymptotic solution u to (1.1) and (1.2) in a relatively open neighborhood GdQ of P with the following property. Namely, the dominant term of u converges in the U sense to that of whispering gallery wave constructed in [1] as a)->°o in a relatively open neighborhood G+cG of F+= ; #o(<?)>0}. (In § 2 we will give the precise definition of G + .) Moreover, he showed that, by appropriate coordinate transformation and scaling transformation, the dominant term of u is determined by a certain Dirichlet boundary value problem for a certain type of Schrodinger equation with an unbounded potential, and constructed its formal solution on the image of G+ under the composite mapping of these transformations.
In this paper, we have extended the results of Popov under the condition (1.3) for some positive integer K. Moreover, we have improved his result in the following two points. (1) The dominant term <f> (cf. (2.12) below) of the asymptotic solution u to (1.1) and (1.2) is smooth up to the boundary of G+. (2) <p converges to the dominant term ^0 (cf. (2.9) below) of the asymptotic solution of the whispering gallary wave constructed in [1] with respect to a higher regularity norm as G>->oo on G+.
Although we have restricted our study to improving Popov's result, our analysis is a starting point for constructing a local paramatrix which describes the gliding wave generated by an incident wave grazing at an inflection point at the boundary,, Recently, we have noticed that Babich and Smyshlyaev [2] obtained the same result for the special case it-I. However, their method is quite different from ours.
The rest of this paper is organized as follows. After some preparations, we state the results of [1] , [4] and our results in §2. §3 and §4 are devoted to the proof of our main theorem. Hereafter, we mainly use (2.4) instead of (2.1) and we construct an asymptotic solution U (=u) of (2.4) with the properties stated in §1. Let 
Au+a

v(x)= r° cos (t*/3+xt)dt (x^R)
Jo be one of the Airy functions which is rapidly decreasing as %-»-f °° together with all of its derivatives and has the zeros only on the negative real axis. Now let -y<0 be a zero of v(x). Then corresponding to this zero, there is an asymptotic solution U to (2.4) on G+ which describes the whispering gallery wave. More precisely we have the following, (see pp. 37~47 in [1] ) 
Here <p Q (t, x) is the one given by (2.10). (3) (2.12) admits the following formal solution cp^t, x) as
/or some polynomials P Zn (X) and Q Zn -i(X) (Q 2 n-i(0)=0) o/ respective orders 2n and 2n -l. Then for any nonnegative integer k, I, m, n satisfying
Remarks. 1. When tc=l, Theorem 2.2 is exactly the same as Popov's result (cf. [4] ). Since the proof of Theorem 2.2 can be done in the same way as that of Popov's result (cf. [4] ), we omit the proof.
2. Since s>0 in G+, t-* + °o as <w-*oo in G+. Noting this and (2.9) (2.12), the dominant term of the asymptotic solution U given in Theorem 2.2 approaches that of the whispering gallery wave with respect to the L z norm as o>-»oo in
is the first term in the formal expansion (2.13) of (p.
Then we can easily see that, for any nonnegative integer k, I, m, n, j,
where C Zm7lJ ->0 is a constant which does not depend on l>e^>0. Now take (/=0 From (2.16) and (2.17) we can easily see 
Consider the following unique solution w(t, x)^L
Here we claim the following. Claim: There is a function p(N} such that p(N) ->oo as N-+OO and
for any nonnegative integer k, I, m, n with
We postpone the proof of this claim for a while and show that the properties (3) (4) of Theorem 2.3 follows from the claim.
As for (4), let h --L($} and I(t)^C°°(R + )
be the function already given by (2.15). If we decompose h into the form and remained the estimates (2.14), (2.19), (2.18), we have (3.1) for any nonnegative integer k, I, m, n. Then (4) immediately follows from the claim.
As for (3), fix nonnegative integers N, I and let k, m, n be nonnegative integers which satisfy 3k-\-2Km+Kn<(2K+3)N-}-2K+2. Take nonnegative integers N'^N and M so that 
=h(T, x).
Hence it is enough to show the existence, regularity and decay of u(t, x ; T)
In this section, we prove the existence and the uniqueness of the strong L 2 solution u(t, x;T) to (3.5) in each finite time interval [T*, T]. Then in the next section, we extend u(t, x ; T) to ^0 and prove its regularity and decay by using certain energy inequalities.
Let T*, T satisfy 0<T*<T and fix them. Applying Cauchy's method, we will construct the unique solution to the problem 
Next we return to the existence of u L (t, x).
Lemma 3 8 4-0 For any partition A of [T*, T], f/iere g^sfs u L (t, x)t= L 2 ([T*, T], . These {u L (t, .T)} are ftownded in L 2 ([T*, T], (P S (T)).
Proof. First we note that each u^ has the representation 
Proof of Theorem 3.6. By Lemma 3.4, {u L (t, x)} is uniformly bounded in the Hilbert space L a ([T*, T], (P 3 (T)). Hence there exists (3.16) u(f, *)eL a ([T*, T], 0.(T)) and a sequence of functions \Uj(t, x)}CL{u L (t, x}} such that u 3 (t, x}-*u(t, x} (/->oo) weakly in L 2 ([T*, T], (P 3 (T)). On the other hand, using the definition of u L (t, x\ each Uj(t, x) is the approximate solution to the equation of (3.6). Hence u(t, x)
satisfies the same equation in the distribution sense. Now by Lemma 3.5, the argument which led to (3.16) yields
(3.17) u(t, x^e^t((T*, T)XE + ) .
Combining (3.16), (3.17) with the equation of (3.6) and reminding the definition of $ 3 (T), we have
u(t, *)eEL 8 ([T*, T], <P B (r))n<sy((T*, T)X^4').
Thus u(t, x) satisfies the equation in the L 2 strong sense and it has the traces to £=0 and x=Q.
Finally, to see that u(t, x) satisfies the boundary condition and the initial condition of (3.6) is a routine argument (see Mizohata [3] p. 333).
Q. E. D. § 4. Frool of Main Theorem (part 2)
In this section, we study the regularity and decay at infinity of the principal term V 0 =(p(t, x) of the expansion (2.11).
To begin with, we generalize (3.6) as follows: Therefore taking an appropriate subsequence {d
So we have u(t, ^)eC°([T*, T], L 2 (/2 + )). Therefore ||Mtf, OI|eC°([T*,T]).
Here d/dt is the distribution derivative. Next, we will show
From ( Relying on Lemma 4.2, we will give the following energy estimate for the solution to (4.1). Next using Lemma 4.3, we will prove the higher order regularity of the solution u(t, x) to (3.5) with respect to t. But, for a while, we restrict the the domain of t to the bounded interval [T*, T]. Now, taking a positive integer m large enough, we seek the solution u(t, x) to (3.6) in the form
Lemma 4.3 (Energy
Then we have the following. Lemma 4.5. In order that (4.8) is the solution to (3.6), it is necessary and sufficient that the following conditions (4.9) and (4.10) hold. Namely, '. From (3.6), it follows that Substituting (4.8) into the above equations, we obtain (4.9), (4.10). Conversely, from the above equations we can easily see that u(t, x) is the solution to (3.6) if (4.9), (4.10) are valid.
Remark, Since the equation in (3.2) is non characteristic with respect to x=Q, we can assume that h(t, x) is flat at #=0 by modifying w(t, x). Then the conditions (4.9) and (4.10) are valid. Now we prove the existence of the solution to (4.10) by the successive approximation.
Define {vj(t, x)}™ inductively by
where u m (x)=v(T, x) (cf. (4.10)).
As for the solvability of each (4.11.J), we need the following Lemma 4.6. Let gN(t, x} be its TV-finite sum:
Then it follows that
, T], Now we rewrite (4.11. j) as follows: Proof. By (4.14) and Minkowski's inequality, we have Letting 7V->°o, and applying Lebesgue's dominated convergence theorem, this implies (4.15) 
-0||xu(T, -W+(T/T*T(T-t)\\g(T,
Therefore
