ABSTRACT. In this paper we present a new approach to classical Karamata's results concerning the Hardy-Littlewood tauberian theorem.
Introduction
In his proof of the Hardy-Littlewood theorem Karamata [4] used a very simple method, which works in a more general setting. This generalized theorem (called here Karamata's theorem) can be applied to obtain certain results on mean values of some arithmetical functions studied in the number theory. As an example we give a new analytic proof of the prime number theorem. It is short and requires only some simple estimates for the Riemann zeta function.
H. Weyl and J. Karamata brought attention to the role the approximation lemma (Lemma 1.3 below is its more general version) plays in the study of Riemann integrable functions. It shows how the Lebesgue integral allows us to get past the problems of Riemann's integral theory. By this lemma we obtain the Proposition 1.4 which yields some further applications.
Unfortunately the asymptotic formulas we get here give no estimates for the remainder. However, our method has an advantage of being simple and widely applicable.
1. Karamata's tauberian theorem. Let (K) ne N ^e an mcreasm 8 sequence of nonnegative real numbers. For a fixed sequence (A"), we define a class E of nonnegative arithmetical functions: E := { a : N -• [0, +oo): for every s £ C with Re (s) > 0 the series £f° a(n)e~x n s converges and its sum is an analytic function d{s), such that for every p G (P there exists a limit c a (
here fP denotes the set of all prime numbers. LEMMA 1.1. We have E = Uo^a^+oo E a , where, for 0 ^ a ^ +oo, we put
<r-*o+ a(a) and for n, m G N, c a (n)c a (m) = c a (nm). Moreover, c a (n +1) ^ c a (n). By a theorem of Erdôs [1] , there exists [3 G [-oo, +oo) such that c(n) = n@. Since c a (n) S 1, we have (J = -a, where a G [0, +oo]. Thus, a G E a and E C U E a , which ends the proof.
• SKETCH OF THE PROOF. We shall restrict ourselves only to the case of 0 < a < +oo. Let/ be a bounded function, integrable in the sense of Riemann on the interval [0,1 ). Let /* and/* denote the upper regularization and the lower regularization of the function/, respectively. We have/* ^ / 2 /* and/* = /* almost everywhere. Since the function/* is lower-semicontinuous and since the function/* is upper-semicontinuous, there exist sequences/t and gk of continuous functions on the interval [0,1] such that/^ /*/* and gu \/*. The lemma now follows from the Lebesgue monotonie convergence theorem and the Weierstrass approximation theorem.
•
From the above lemma we obtain the following important 
PROOF. (Karamata [4] ). Consider the function/(x) = Oforx € [0, l/e), and/(;t) = l/xforx e [1/^,1). Then, by Proposition 1.4 we get L(f) = l/T(l + a)and Let us define a function c: PROPOSITION 
The function c(t) has the following properties (a) c(t) = I for a = 0 and for X\
PROOF. It is easy to prove (a) and (b) and therefore we omit the details, (c
) is a conseqence of (c). In order to prove (c) observe that, by Holder's inequality, we have
whence we obtain (c). Define now A = sup {log c(t)/log t : t > 1}. Since log c(é) is a subadditive function, it is easy to check (see [5] 
As an application, we obtain the following interesting We have 0(1) = (1 -t) c f(f) G K a , where c = max (0,Re (s)), and we can apply Corollary 2.9.
• By substituting different functions/ one can obtain other interesting asymptotic formulas. Take, for example,/ to be the function /(0= y {*<*)}X[i/*,i)(0, where g(t) = 1/ log -and {*}=*-[*].
By Proposition 1.4, we get the following important formula. PROPOSITION 
If\\ > 0 then, for N -• +oo, we have (for O < a < +oo)

X N J2 a(n)/\n-T, <>(n)[\ N /\ n ] = (C(a) + o(l))J2 *(*).
where C(a) = 1 +(a -1) _1 -((a), for a ^ 1 andC(l) = 1 -7;7 denoting the Euler constant.
Finally, we give a generalization of results obtained by Kalecki [3] , Mercier and Nowak [7] and Mercier [6] . 
3. Some applications to number theory. We consider two cases; A rt = log n and A" = n. = E!ogP^a + 0(l). Note that these simple formulas follow immediately from the asymptotic properties of the Riemann zeta function for s > 1. By Karamata's theorem, we can make use of analytic properties of Dirichlet's series in order to obtain some information on its coefficients. This is a consequence of the following remark:
If a Dirichlet series £î° a(n)n~s with nonnegative coefficients converges in the halfplane Re (s) > a > 0, then we can write
Using now the inverse transformation to the Mellin transformation, we obtain for x > 0.
Making use of analytic properties of the sum of the series E^° a(n)n~s we can show that a(n) G E a , and by Theorem 1.5, we can obtain an asymptotic formula for s(N). ) for every fixed k G N, uniformly for 1 ^ a ^ ai, we can write: Then ( E *~H = E M")*""* -(1 + 0(1)) (a log ij as a -0+, where p(n) = £ 1.
(s)h(s)x-S ds = ex /x + I(x).
By the Riemann-Lebesgue lemma we get I(x) -o(\j x), whence
P\+P2=n, Pl,P2tP
Thus, we have £ p{2n)e~n° = (1 + o(l))4 (a log ±) and/?(2/i) E E2(A" = «). By the Karamata theorem we obtain the formula 
1
Then we get the asymptotic formula
(we omit calculations). 
