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Abstract
Let Zt; z be a Rd+1-valued mixed di usion process controlled by  with initial condition
Zt; z(t)= z. In this paper, we characterize the set of initial conditions such that Z

t; z can be driven
above a given stochastic target at time T by proving that the corresponding value function is a
discontinuous viscosity solution of a variational partial di erential equation. As applications of
our main result, we study two examples: a problem of optimal insurance under self-protection
and a problem of option hedging under jumping stochastic volatility where the underlying stock
pays a random dividend at a 7xed date. c© 2002 Elsevier Science B.V. All rights reserved.
MSC: 49J20; 49L20; 60J60; 60J75; 35K55
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1. Introduction
Let Zt; z be Rd+1-valued process controlled by  with initial condition Zt; z(t) = z.
A general stochastic target problem consists in 7nding the set of initial conditions z
such that there exists a control process , belonging to a well-de7ned set of admissible
controls, for which Zt; z(T ) reaches a given target, say for example a Borel subset
of Rd+1.
In this paper, we consider a general mixed di usion model for the process Zt; z =
(X t;x; Y

t; x;y), where X is Rd-valued and Y is R-valued. We address the problem of
7nding the minimal initial data y such that Y t;y;x(T )¿ g(X

t;x(T )) for some admissible
control , where g is a Rd → R measurable function. We prove that the associated value
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function is a discontinuous viscosity solution of a well-suited variational partial di eren-
tial equation with boundary conditions obtained in the viscosity sense, i.e. we generalize
the results obtained in the Brownian di usion case by Soner and Touzi (2000b).
This problem has been addressed in 7nancial mathematics in the super replication
literature (the 7rst component of Z is the portfolio process and the others, for instance,
the prices of risky assets). In contrast with the previous literature, we do not make use
of duality arguments which allow to reduce it to a standard control problem. Instead,
we use a direct dynamic programming principle directly stated on our stochastic target
problem. The reason is that a dual formulation is not always available (this is the case,
for instance, for the problem of super-replication under Gamma constraint studied in
Soner and Touzi, 2000a).
Since our goal is only to characterize the value function in terms of PDEs, we do
not try to prove any comparison result for the associated variational partial di erential
equation. Such a characterization has already proved to be suEcient in many applica-
tions (see for instance Bouchard and Touzi, 2000). Moreover, unicity and continuity
are shown to hold in two applications of our main result. In the 7rst one, we study a
problem of optimal insurance under self-protection. In the second, we study a problem
of option hedging under jumping stochastic volatility where the underlying asset pays
a dividend at a 7xed date t1 and where the dividend revision process has jumps.
The rest of the paper is organized as follows. The general model is described in
Section 2. In Section 3, we state our main results. The proofs are reported in Sections
4–7. Finally, in Section 8, we provide some applications.
We shall use the following notation. Transposition will be denoted by ′. For x∈Rn
(where n¿ 1 is given by the context), |x| := x′x=∑ni=1 (xi)2. B(x; ) will always denote
the associated open ball of radius ¿ 0 and FB(x; ) its closure. Given a function u; u∗
(resp. u∗) will denote its lower-semicontinuous (resp. upper-semicontinuous) envelope.
Finally, any inequality involving random variables must be understood in the P-a.s.
sense.
2. The model
Let T ¿ 0 be a 7nite time horizon,  a Borel subset of R+ and v(dt; d)=v1(dt; d)+
· · ·+vd(dt; d) the sum of independent integer-valued -marked right-continuous point
processes de7ned on a complete probability space (;F; P). Let W be a Rd-valued
standard Brownian motion de7ned on (;F; P) such that W and v are independent. We
denote by F={F(t); 06 t6T} the P-completed 7ltration generated by (W· ; v(· ; d))
and we assume that F(0) is trivial.
The random measure v(dt; d) is assumed to have predictable (P; F)-intensity kernel
m(d) dt such that
∫
 m(d)¡∞ and we denote by v˜(dt; d) = v(dt; d) − m(d) dt
the associated compensated random measure.
Let U be a compact subset of Rd with nonempty interior and U be the set of all
F-predictable processes = {(t); 06 t6T} valued in U .
Given a control process ∈U; t ∈ [0; T ] and z = (x; y)∈Rd × R, we de7ne the
controlled process Zt; z =(X

t;x; Y

t; z) as the solution on [t; T ] of the stochastic di erential
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system:
dX (s) = (s; X (s); (s)) ds+ ′(s; X (s); (s)) dW (s)
+
∫

(s; X (s−); (s); )v(ds; d)
dY (s) = r(s; Z(s); (s)) ds+ a′(s; Z(s); (s)) dW (s)
+
∫

b(s; Z(s−); (s); )v(ds; d)
Z(t) = (x; y); (1)
where ; ; ; r; b and a are continuous with respect to (t; ; )∈ [0; T ]×U ×, Lip-
schitz in t, Lipschitz and linearly growing in the variable z, uniformly in the variables
(t; ; ), and bounded with respect to . This guarantees existence and uniqueness of
a strong solution Zt; z to the stochastic di erential system (1) for each control process
∈U.
Let g : Rd → R be a measurable function. Our stochastic target problem is
u(t; x) := inf #(t; x);
where
#(t; x) := {y∈R: ∃∈U; Y t; x;y(T )¿ g(X t;x(T ))}:
Here, g(X t;x(T )) can be viewed as a stochastic target.
Remark 1. Notice that
P[v( \ supp(m); [0; T ])¿ 0] = 0:
Hence; we may assume; without loss of generality; that = supp(m).
Assume that the in7mum in the de7nition of u is attained and let y=u(t; x). Then, we
can 7nd some ∈U such that Y t;x;y(T )¿ g(X t;x(T )). Hence, if we start with y′¿y,
we should be able to 7nd some ′ ∈U such that Y ′t; x;y′(T )¿ g(X 
′
t; x(T )). If this property
does not hold (which can be the case in a jump di usion model) we are not able to
characterize the set #(t; x) by its lower bound u(t; x).
Hence we assume that, for all (t; x; y; y′)∈ [0; T ]× Rd × R× R,
y′¿y and y∈#(t; x) ⇒ y′ ∈#(t; x):
By standard comparison arguments for stochastic di erential equations, it will hold in
particular if b is independent of y (see e.g. Protter, 1990). It will also hold in most
7nancial applications as soon as there is a nonrisky asset.
Under the above assumption, for each [0; T ]-valued stopping time % and control
∈U; u(%; X t;x(%)) corresponds to the minimal condition, when starting at time %,
such that the stochastic target can be reached at time T . This means that, if u is 7nite,
given y¿u(t; x), we can 7nd a control  such that Y t;x;y(%)¿ u(%; X

t;x(%)) for any
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[0; T ]-valued stopping time % (see Proposition 14 below). Assume that u is smooth
and denote by Du the gradient of u with respect to x. Applying Itoˆ’s Lemma to u
shows that the only way to control the Brownian part of Y t;x;y(·) − u(· ; X t; x(·)) is to
de7ne (·) in a Markovian way by (·) =  (· ; X t; x(·); Y t; x;y(·); Du(· ; X t; x(·))) where, for
all (t; x; y)∈ [0; T ]× Rd × R,
 (t; x; y; ·) is the inverse of the mapping  → −1(t; x; )a(t; x; y; ):
Hence, we assume that, either,  is invertible and  is well de7ned, or, a= = 0.
3. The main results
We di erentiate the mixed di usion case from the pure jump case.
3.1. The general mixed di'usion case
In this part, we assume that  is well de7ned (see the previous section) and that U
is convex. We introduce the support function (U of the closed convex set U :
(U ()) := sup
∈U
)′; )∈Rd
and U˜ 1 the restriction to the unit sphere of the e ective domain of (U :
U˜ 1 := {)∈Rd; |)|= 1; (U ())∈Rd}:
Clearly, U˜ 1 is equal to the unit sphere of Rd. We use this notation since part of our
results holds without the compacity assumption on U .
Notice that U and Int(U ) may be characterized in terms of U˜ 1:
∈U ⇔ *U ()¿ 0 and ∈ Int(U ) ⇔ *U ()¿ 0;
where
*U () := inf
)∈U˜ 1
((U ())− )′):
Remark 2. The mapping ∈U → *U () is continuous. This follows from the
compactness of U˜ 1.
Given a smooth function ’ on [0; T ]×Rd; ∈U and ∈, we de7ne the operators:
L’(t; x) := r(t; x; ’(t; x); )− @’
@t
(t; x)− (t; x; )′D’(t; x)
−1
2
Trace(D2’(t; x)′(t; x; )(t; x; ));
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G;’(t; x) := b(t; x; ’(t; x); ; )− ’(t; x + (t; x; ; )) + ’(t; x);
T’(t; x) :=min
{
inf
∈
G;’(t; x); *U ()
}
;
H’(t; x) :=min{L’(t; x); T’(t; x)};
where D’ and D2’ denote, respectively, the gradient and the Hessian matrix of ’ with
respect to x. We also de7ne
Gˆ

’(t; x) :=G;’(t; x) for =  (t; x; ’(t; x); D’(t; x));
Tˆ’(t; x) :=T’(t; x) for =  (t; x; ’(t; x); D’(t; x));
Hˆ’(t; x) :=H’(t; x) for =  (t; x; ’(t; x); D’(t; x))
and we naturally extend all these operators to functions that are independent of t by
replacing t by T in the de7nition of .
Theorem 3. Assume that u∗ and u∗ are :nite. Then; the value function u is a dis-
continuous viscosity solution on (0; T )× Rd of
Hˆ’(t; x) = 0: (2)
The nonlinear PDE reported in the above theorem does not provide a complete
characterization of the value function u. To further characterize it, we need to specify
the terminal condition. From the de7nition of u it is clear that u(T; x) = g(x) but we
know that u may be discontinuous in T . Therefore, we introduce
FG(x) := lim sup
t↑T;x′→x
u(t; x′) and G(x) := lim inf
t↑T;x′→x
u(t; x′); x∈Rd:
Theorem 4. Let the conditions of Theorem 3 hold. Then; if G is :nite; it is a viscosity
supersolution on Rd of
min{’(x)− g∗(x); Tˆ’(x)}= 0 (3)
and; if FG is :nite; it is a viscosity subsolution on Rd of
min{’(x)− g∗(x); Tˆ’(x)}= 0: (4)
Remark 5. We can retrieve the results of Soner and Touzi (2000b) by setting b==0.
We do not have a general comparison result for (2), (3) and (4). Anyway, we show
through examples that this characterization may be suEcient in 7nancial applications
(see our Example Section and Bouchard and Touzi, 2000; Soner and Touzi, 2000a;
Soner and Touzi, 2000b; Touzi, 2000).
Theorems 3 and 4 are proved in Sections 4 and 5.
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3.2. The pure jump model
We now assume that =a=0. We can rewrite Theorem 3 in a simpler way without
assuming that U is convex.
Theorem 6. Assume that u∗ and u∗ are :nite. Then; the value function u is a discon-
tinuous viscosity solution on (0; T )× Rd of
sup
∈U
min
{
L’(t; x); inf
∈
G;’(t; x)
}
= 0: (5)
Notice that since = 0, we have
L’(t; x) := r(t; x; ’(t; x); )− @’
@t
(t; x)− (t; x; )′D’(t; x):
Theorem 7. Let the conditions of Theorem 6 hold and assume that G and FG are
:nite. Then
H∗(G(x)) :=min
{
G(x)− g∗(x); sup
∈U
inf
∈
G;G(x)
}
¿ 0; x∈Rd; (6)
H∗( FG(x)) :=min
{
FG(x)− g∗(x); sup
∈U
inf
∈
G; FG(x)
}
6 0; x∈Rd: (7)
In contrast to Theorem 4, the boundary condition is obtained in the classical sense
(in opposition to the viscosity sense). This comes from the fact that it does not contain
any derivatives term.
In general, we are not able to prove that G = FG, and, even if g is continuous, we
have no general comparison result for continuous functions satisfying both (6) and
(7). Nevertheless, the intuition is that if g is continuous and FG = G=:G, then G
should be interpreted as the smallest solution of (6)–(7). In this case, and under mild
assumptions, we can construct explicitly a sequence of functions that converge to G.
The existence of a smallest solution for (6) is easily obtained under (8) below.
Proposition 8. Assume that there exists a strictly increasing function h on R such
that for all (x; ; )∈Rd × U × ; the mapping
y → y + b(T; x; y; ; )− h(y) is nondecreasing: (8)
Assume further that there exists a :nite function f satisfying H∗(f)¿ 0 on Rd.
Then, there exists a lower-semicontinuous function ‘ such that H∗(‘)¿ 0 on Rd
and such that ‘6f for all function f satisfying H∗(f)¿ 0 on Rd, i.e. (6) admits a
smallest solution which is lower-semicontinuous. Moreover, we have H∗(‘(x))= 0 for
all x∈Rd.
B. Bouchard / Stochastic Processes and their Applications 101 (2002) 273–302 279
Remark 9. (8) implies in particular that for all 7nite function f
y → y + sup
∈U
inf
∈
b(T; x; y; ; )− f(x + (t; x; ; ))
is strictly increasing. Hence; given (y1; y2)∈R2 and a 7nite function f such that
y1 + sup
∈U
inf
∈
b(T; x; y1; ; )− f(x + (t; x; ; ))¿ 0;
y2 + sup
∈U
inf
∈
b(T; x; y2; ; )− f(x + (t; x; ; ))6 0;
(8) implies that y1¿y2. Moreover; if such y1 and y2 exist; by using the continuity
of b in y; uniformly in (; ); we can 7nd some y (which is unique) such that
y + sup
∈U
inf
∈
b(T; x; y; ; )− f(x + (t; x; ; )) = 0:
Remark 10. In Section 7; we construct explicitly a sequence of functions converging
to ‘; provided that it exists.
We now provide suEcient conditions under which we can explicitly characterize the
boundary condition. The assumptions of the following proposition are quite strong but
it gives the intuition for the general case.
Proposition 11. Let the conditions of Theorem 7 hold. Assume that g is continuous
and that there exists a continuous smallest solution ‘ of (6). Assume further that
there exist a neighborhood V of T and a classical supersolution w of (5) on V ×Rd
such that; for all x∈Rd; limt↑T;x′→x w(t; x′)=w(T; x)=‘(x) and for all (t; x)∈V ×Rd
y → y + sup
∈U
inf
∈
b(t; x; y; ; )− w(t; x + (t; x; ; )) is strictly increasing: (9)
Then; G = FG = ‘.
Remark 12. If we combine the conditions of Propositions 8 and 11; we obtain that
G = FG = ‘ where ‘ is the solution of H∗(‘) = 0.
Proof. Fix (t; x)∈V ×Rd and set z := (x; y) where y :=w(t; x). w satis7es on V ×Rd:
sup
∈U
min
{
Lw(t; x); inf
∈
G;w(t; x)
}
¿ 0: (10)
De7ne for all n∈N \ {0}; the sequence of stopping times:
%1 :=T ∧ inf{s¿ t: QZt; z(s) =0};
%n+1 :=T ∧ inf{s¿%n: QZt; z(s) =0};
where the control process  is de7ned in a Markovian way as (·) := ˆ(· ; X t; x(·)) and
ˆ(t; x) is the argmax in (10) for all (t; x)∈V × Rd. Using (10); the fact that y =
w(t; x) and standard comparison results for stochastic di erential equations; we get that
Y t; z(%1 )¿w(%1 ; X

t; x(%1 )). By (9) and (10) again we obtain that Y

t; z(%1)¿w(%1; X

t; x
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(%1)). Using a recursive argument; we get that; for all i¿ 1; Y t; z(%i)¿w(%i; X

t; x(%i)).
This proves that: Y t; z(T )¿w(T; X

t;x(T ))¿ ‘(X

t;x(T ))¿ g(X

t;x(T )). Hence; by de7-
nition of u; for all (t; x)∈V × Rd; w(t; x)¿ u(t; x) and ‘(x) = limt↑T;x′→x w(t; x′)¿
lim supt↑T;x′→x u(t; x) = FG(x)¿G(x); where the last inequality is obtained by de7ni-
tion. The result is 7nally obtained by noticing that; by de7nition of ‘ and Theorem 7;
G¿ ‘.
Finally, we give some conditions under which we can easily prove the continuity of
the smallest solution of (6).
Proposition 13. Under the conditions of Proposition 8; if g is uniformly continuous
and b and  are independent of (x; y); then the smallest solution ‘ of (6) is uniformly
continuous.
The rest of the paper is devoted to the proofs of these results as well as some
applications. Theorem 6 is proved as Theorem 3 up to some small modi7cations that
we explain at the end of the di erent parts of the proof of this last theorem. Theorem
7 is proved in Section 6. Propositions 8 and 13 are proved in Section 7. In Section 8,
we provide some applications.
4. Proof of Theorem 3
The proof of the viscosity properties stated in the previous section is mainly based
on a direct dynamic programming principle proved in Soner and Touzi (2001).
Proposition 14. Fix (t; x)∈ [0; T ] × Rd. (DP1) Let y∈R and ∈U be such that
Y t;x;y(T )¿ g(X

t;x(T )). Then; for all stopping time %¿ t; we have
Y t;x;y(%)¿ u(%; X

t;x(%)):
(DP2) Set y := u(t; x) and let %¿ t be an arbitrary stopping time. Then; for all ∈U
and ¿ 0:
P[Y t;x;y−(%)¿u(%; X

t;x(%))]¡ 1:
Proof. (DP1) is a direct consequence of Theorem 3.1 in Soner and Touzi (2001). To
see that (DP2) holds; 7x (t; y; x; ; %) as in the proposition and assume that
P[Y t;x;y−(%)¿u(%; X

t;x(%))] = 1
for some ∈U. Then; by Theorem 3.1 in Soner and Touzi (2001) and de7nition of
u; y − ¿ u(t; x) and we get a contradiction since y = u(t; x) and ¿ 0.
We now state an easy lemma that will be useful in the subsequent proofs.
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Lemma 15. Fix (t; z)∈ [0; T ] × Rd+1 and let (n)n be a sequence in U. Then for all
sequence (tn; t′n; zn)n (with tn6 t
′
n) converging to (t; t; z);
sup
tn6s6t′n
Zntn;zn(s)→ z in L2:
Proof. Let C be a generic constant that may take di erent values. Using the Lipschitz
and linear growth conditions on the coeEcients of the di usion of Z; it is easily checked
that for all tn6 t6 t′n:
E|Zntn; zn(t)|26C
(
1 + |zn|2 + E
∫ t
tn
|Zntn; zn(s)|2 ds
)
:
By Fubini’s Theorem and Gronwall’s Lemma; this yields
E|Zntn; zn(t)|26C(1 + |zn|2): (11)
Now; using the conditions on the coeEcients again; we get
E
∣∣∣∣∣ suptn6s6t′n |Zntn; zn(s)− z|
∣∣∣∣∣
2
6 |zn − z|2 + CE
∫ t′n
tn
|Zntn; zn(s)|2 ds
and by (11)
E
∣∣∣∣∣ suptn6s6t′n |Zntn; zn(s)− z|
∣∣∣∣∣
2
6 |zn − z|2 + C(t′n − tn)(1 + |zn|2):
The proof is concluded by sending n to ∞.
4.1. Viscosity supersolution property
Fix (t0; x0)∈ [0; T )× Rd and let ’∈C2([0; T ];Rd) be such that
0 = (u∗ − ’)(t0; x0) = min(u∗ − ’):
Step 1. Let (tn; xn) be a sequence in [0; T ]× Rd such that
(tn; xn)→ (t0; x0) and u(tn; xn)→ u∗(t0; x0) as n→∞:
Set y0 :=’(t0; x0); z0 := (x0; y0); yn := u(tn; xn)+1=n; zn := (xn; yn); n :=yn−’(tn; xn)
and notice that
n → 0 as n→∞:
From the de7nition of the value function and the fact that yn ¿u(tn; xn), there exists
some n in U such that Y
n
tn; zn(T )¿ g(X
n
tn; x n(T )). Let %n be some tn; T )-valued stopping
time to be de7ned later (see Step 2), then (DP1) of Proposition 14 yields
Y ntn; zn(%n)¿ (%n; X
n
tn; x n(%n)):
Since u¿ u∗¿’, it follows that
Y ntn; zn(%n)¿’(%n; X
n
tn; x n(%n)):
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By de7nition of Y ntn; zn together with Itoˆ’s Lemma, this provides
06 n +
∫ %n
tn
r(s; Zntn; zn(s); n(s))− r(s; X ntn; x n(s); ’(s; X ntn; x n(s)); n(s)) ds
+
∫ %n
tn
Ln(s)’(s; X ntn; x n(s)) ds+
∫ %n
tn
[a(s; Zntn; zn(s); n(s))
−(s; X ntn; x n(s); n(s))D’(s; X ntn; x n(s))]′ dW (s)
+
∫ %n
tn
∫

(b(s; Zntn; zn(s−); n(s); )
− b(s; X ntn; x n(s−); ’(s; X ntn; x n(s−)); n(s); ))v(ds; d)
+
∫ %n
tn
∫

Gn(s);’(s; X ntn; x n(s−))v(ds; d): (12)
Step 2. We now choose a suitable sequence of stopping times %n. Let  be such
that 0¡¡T − t0. Denote by B0 the Rd+2-ball of radius  centered at (t0; z0). From
our assumptions on the coeEcients  and b, we have
< := sup
B0×U×
(|(t; x; ; )|+ |b(t; x; y; ; )|)¡∞:
We then de7ne the ball
N :=B((t0; z0); + 2<)
as well as the sequence of stopping times
=n := inf{s¿ tn: (s; Zntn; zn(s)) ∈N}:
Clearly, since < describes the largest immediate jump of process Zt; z for (t; z)∈B0 and
∈U, we have =n ¿ tn for all n¿ 0. Also from Lemma 15, since (tn; zn) → (t0; z0),
we have
lim inf
n→∞ (=n − tn)¿ 0: (13)
We now de7ne the sequence (%n)n¿1 by
%n := =n ∧ (tn + hn);
where hn is de7ned as follows:
(i) If the set {n¿ 0: n = 0} is 7nite, then there exists a subsequence renamed
(n)n¿0 such that n =0 for all n. So we may assume that n =0 for all n and we set
hn :=
√
n.
(ii) If the set {n¿ 0: n =0} is not 7nite, then there exists a subsequence renamed
(n)n¿0 such that n = 0 for all n. So we may assume that n = 0 for all n and we
set hn := 1=n.
Notice that in both cases n=hn → 0 as n tends to ∞.
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Step 3. We now de7ne a family of equivalent probability measures which will be
used in the Step 4. For (; )∈U × , we de7ne
*(; ) := 5{G; ’(t0 ;x0)60}:
Fix some integer k¿ 1, and de7ne for all tn6 t6T :
Mkn (t) := E
(∫ t∧%n
tn
−k(a− D’)′(s; Zntn; zn(s); n(s)) dW (s)
+
∫

(k*(n(s); ) + k−1 − 1)v˜(ds; d)
)
(recall that v˜ is the compensated measure associated to v, see Section 2). Notice that
−k(a− D’)′(s ∧ %n; Zntn; zn(s ∧ %n); n(s ∧ %n))
is bounded for all s¿ tn. Hence, we clearly have E[Mkn (T )] = 1, and we can de7ne a
probability measure Qkn equivalent to P by
dQkn=dP :=M
k
n (T ):
By Girsanov’s Theorem∫ :
tn
∫

(v(ds; d)− (k*(n(s); ) + k−1)m(d) ds)
is a Qkn-martingale, and∫ :∧%n
tn
dW (s) + k(a− D’)(s; Zntn; zn(s); n(s)) ds
is a Qkn-stopped Brownian motion.
Moreover, arguing like in Lemma 15, it is not diEcult to see that for all k, there
exists some C ¿ 0 such that
sup
n¿1
E|Mkn (T )|26C;
E(|Mkn (T )− 1|)26C(tn + hn − tn)→ 0 as n→∞: (14)
Hence, for all k,
Mkn (T )→ 1 P-a:s: as n→∞ (15)
(after possibly passing to a subsequence that we relabel as the original one).
We shall denote by Ekn the expectation operator under Q
k
n .
Step 4. Taking expectation in (12) under Qkn and noticing that all the integrands are
bounded on [tn; %n]| leads to
06 n + Ekn
∫ %n
tn
r(s; Zntn; zn(s); n(s))− r(s; X ntn; x n(s); ’(s; X ntn; x n(s)); n(s)) ds
+Ekn
∫ %n
tn
Ln(s)’(s; X ntn; x n(s)) ds
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− kEkn
∫ %n
tn
|a(s; Zntn; zn(s); n(s))− (s; X ntn; x n(s); n(s))D’(s; X ntn; x n(s))|2 ds
+Ekn
∫ %n
tn
∫

(k*(n(s); ) + k−1)b(s; Zntn; x n(s); n(s); )m(d) ds
−Ekn
∫ %n
tn
∫

(k*(n(s); ) + k−1)b(s; X ntn; x n(s); ’(s; X
n
tn; x n(s)); n(s); )m(d) ds
+Ekn
∫ %n
tn
∫

(k*(n(s); ) + k−1)Gn(s);’(s; X ntn; x n(s))m(d) ds:
Now, dividing the last inequality by hn, sending n to in7nity, and using (14)–(15),
we get by dominated convergence and the right-continuity of the 7ltration:
06 lim inf
n→∞
1
hn
∫ %n
tn
r(s; Zntn; zn(s); n(s))− r(s; X ntn; x n(s); ’(s; X ntn; x n(s)); n(s)) ds
+
1
hn
∫ %n
tn
Ln(s)’(s; X ntn; x n(s)) ds− k
1
hn
∫ %n
tn
|a(s; Zntn; zn(s); n(s))
−(s; X ntn; x n(s); n(s))D’(s; X ntn; x n(s))|2 ds
+
1
hn
∫ %n
tn
∫

(k*(n(s); ) + k−1)b(s; Zntn; x n(s); n(s); )m(d) ds
− 1
hn
∫ %n
tn
∫

(k*(n(s); ) + k−1)b(s; X ntn; x n(s); ’(s; X
n
tn; x n(s)); n(s); )m(d) ds
+
1
hn
∫ %n
tn
∫

(k*(n(s); ) + k−1)Gn(s);’(s; X ntn; x n(s))m(d) ds:
We now use the following result whose proof is reported later on.
Lemma 16. Let  (t; z; ; ) : [0; T ]×Rd+1×U× → R be a locally Lipschitz function
in (t; z) uniformly in (; )∈U × . Then; for tn; zn; hn; %n de:ned as above; we have
1
hn
∫ %n
tn
∫

[ (s; Zntn; zn(s); n(s); )−  (t0; z0; n(s); )]m(d) ds → 0
P-a.s. along some subsequence as n tends to ∞.
From the previous lemma, we get
06 lim inf
n→∞
1
hn
∫ %n
tn
Hk(t0; z0; n(s)) ds; (16)
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where
Hk(t0; z0; ) =L’(t0; x0)− k|a(t0; z0; )− (t0; x0; )D’(t0; x0)|2
+
∫

(k*(; ) + k−1)G;’(t0; x0)m(d):
We next use the following standard argument due to Lions (1983): denoting by
Hk(t0; z0) the closed convex hull of the set Hk(t0; z0; U ), it follows from (13) and
(16) that
06 supHk(t0; z0) = sup
∈U
Hk(t0; z0; ):
Since U is compact, there exists some k which attains the supremum on the right-hand
side for each integer k¿ 1. By possibly passing to a subsequence, we can assume that
the sequence (k)k converges to some ˆ∈U . Then, by sending k to in7nity, we see
that
06Lˆ’(t0; x0)
06Gˆ;’(t0; x0)−m(d)-a:e:
06− |a(t0; z0; ˆ)− (t0; x0; ˆ)D’(t0; x0)|2:
The proof is completed by recalling that the function Gˆ;’ is continuous in .
Remark 17. The proof is similar in the pure jump case.
Proof of Lemma 16. Let C be a generic constant. Since  is locally Lipschitz in (t; z)
uniformly in (; ); and m()¡∞; we have
1
hn
∫ %n
tn
∫

| (s; Zntn; zn(s); n(s); )−  (t0; z0; n(s); )|m(d) ds
6C
1
hn
∫ %n
tn
(|s− t0|+ |Zntn; zn(s)− z0|) ds
6C
(
hn + |tn − t0|+ sup
tn6s6tn+%n
|Zntn; zn(s)− z0|
)
6C
(
hn + |tn − t0|+ |zn − z0|+ sup
tn6s6tn+hn
|Zntn; zn(s)− zn|
)
:
The proof is completed by using Lemma 15.
4.2. Viscosity subsolution property
Let ’∈C2([0; T ]×Rd) and (t0; x0) be a strict global maximizer of u∗−’. Without
loss of generality, we may assume that (u∗ − ’)(t0; x0) = 0.
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We argue by contradiction. Set y0 :=’(t0; x0); z0 := (x0; y0), and assume that
2A :=Hˆ’(t0; x0)¿ 0:
Then, from our continuity assumptions, there exists some ¿ 0 such that for all
(t; x)∈B0 :=B((t0; x0); 2) and (∈ [− ; ]:
Hˆ(’+ ()(t; x)¿A: (17)
Let (tn; xn)n¿0 be a sequence such that
(tn; xn)→ (t0; x0) and u(tn; xn)→ u∗(t0; x0)
as n tends to ∞. Set yn := u(tn; xn)− n−1; zn := (xn; yn) and notice that
u(tn; xn)− n−1 − ’(tn; xn) tends to 0 as n tends to ∞: (18)
Since (tn; zn)→ (t0; z0), we may assume without loss of generality that (tn; zn)∈B1 :=
B((t0; z0); ). In order to alleviate the notation, we shall denote
Zn(:) = (Xn(:); Yn(:)) :=Zˆntn; zn(:)
the state process with initial data (tn; zn) and feedback control process ˆn(·) :=  (· ; Xn(:);
Yn(·), D’(· ; Xn(·))) (existence of Zn follows from our Lipschitz and linear growth as-
sumptions on the coeEcients of the di usion uniformly in , see Section 2). Notice that
from (17) and the characterization of U in terms of its support function (see
Section 3)
[(s; Xn(s))∈B0 and |Yn(s)− ’(s; Xn(s))|6 ]⇒ ˆn(s)∈U: (19)
De7ne the stopping times:
%jn :=T ∧ inf{s¿ tn: QZn(s) =0};
%dn :=T ∧ inf{s¿ tn: |Yn(s)− ’(s; Xn(s))|¿ }:
Denote by Zcn the continuous part of Zn. Since %
j
n is the time of the 7rst jump of Zn,
we have
Zn(s ∧ %jn ) = Zcn(s ∧ %jn); s¿ tn: (20)
Finally, de7ne the sequences
=n :=T ∧ inf{s¿ tn: (s; Xn(s)) ∈ B0}; %n := =n ∧ %jn ∧ %dn
together with the random sets Jn := {!∈: =n ¡%jn ∧ %dn}. Notice that from the de7-
nition of %n, (17) and (19) for all s¿ tn,
ˆn(s ∧ %n )∈U
A¡r(s ∧ %n ; Zn(s ∧ %n ); n(s ∧ %n )) +Ln(s∧%n )’(s ∧ %n ; Xn(s ∧ %n ))
− r(s ∧ %n ; Xn(s ∧ %n ); ’(s ∧ %n ; Xn(s ∧ %n )); n(s ∧ %n ))
A¡ inf
∈
b(s ∧ %n ; Zn(s ∧ %n ); n(s ∧ %n ); )
+Gn(s∧%n );’(s ∧ %n ; Xn(s ∧ %n ))
− b(s ∧ %n ; Xn(s ∧ %n ); ’(s ∧ %n ; Xn(s ∧ %n )); n(s ∧ %n ); ): (21)
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By (20), applying Itoˆ’s Lemma to ’ on [tn; %n) leads to
’(%n−; Xn(%n−)) =’(tn; xn) +
∫ %n
tn
r(s; X cn (s); ’(s; X
c
n (s)); ˆn(s)) ds
−
∫ %n
tn
Lˆn(s)’(s; X cn (s)) ds
+D’(s; X cn (s))
′(s; X cn (s); ˆn(s)) dW (s);
where by de7nition of Yn; yn and ˆn
Yn(%n−) = yn +
∫ %n
tn
r(s; Zcn(s); ˆn(s)) ds+ a
′(s; Zcn(s); ˆn(s)) dW (s)
= u(tn; xn)− n−1 +
∫ %n
tn
r(s; Zcn(s); ˆn(s)) ds
+D’(s; X cn (s))
′(s; X cn (s); ˆn(s)) dW (s):
Then, by a standard comparison result on the dynamics of ’(·; Xn(·)) and Yn(·), the
de7nition of ˆn; %n and (21), we obtain
Yn(%n−)− ’(%n−; Xn(%n−))¿ u(tn; xn)− 1n − ’(tn; xn)¿− ; (22)
where the last inequality is obtained by taking some suEciently large n and using (18).
We now provide a contradiction to (DP2) at stopping time %n for some large n. We
study separately the case where !∈Jn and the case where !∈Jcn .
Case 1 (On Jn): De7ne
− ) := sup
(t;x)∈@pB0
(u∗ − ’)(t; x); (23)
where @pB0 stands for the parabolic boundary of B0, i.e. @pB0 := [t0 − 2; t0 + 2] ×
@B(x0; 2)∪ {t0 + 2}× FB(x0; 2). Since (t0; x0) is a strict global maximizer of u∗−’,
we have )¿ 0.
Recall that on Jn; %
j
n ¿%n = =n. Hence, from (20), Zn(· ∧ %n) is continuous on Jn.
Together with (22) and the fact that u6 u∗, this leads to
[Yn(%n)− u(%n; Xn(%n))]5Jn = [Yn(=n)− u(=n; Xn(=n))]5Jn
¿ [’(=n; Xn(=n))− u∗(=n; Xn(=n))
+ u(tn; xn)− n−1 − ’(tn; xn)]5Jn :
Since by continuity, (=n; Xn(=n))∈ @pB0, on Jn, (23) implies that
[Yn(%n)− u(%n; Xn(%n))]5Jn¿ [)+ u(tn; xn)− n−1 − ’(tn; xn)]5Jn :
Using (18) and assuming that n is large enough, we get
[Yn(%n)− u(%n; Xn(%n))]5Jn¿ ()=2)5Jn for some )¿ 0: (24)
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Case 2 (On Jcn ): Recall that on J
c
n ; %n = (%
j
n ∧ %dn). From the de7nition of %dn , (20)
and (21), we have
[Yn(%n)− ’(%n; Xn(%n))]5Jcn 5%dn¡%jn = [Y
c
n (%
d
n)− ’(%dn ; X cn (%dn))]5Jcn 5%dn¡%jn
= 5Jcn 5%dn¡%jn : (25)
On the other hand, on Jcn ∩ {%dn¿ %jn}
Yn(%n)− ’(%n; Xn(%n))
=Yn(%jn )− ’(%jn ; Xn(%jn ))
+
∫

b(%jn ; Zn(%
j
n ); ˆn(%
j
n ); )v({%jn}; d)
+
∫

Gˆn(%
j
n );’(%jn ; Xn(%
j
n ))v({%jn}; d)
−
∫

b(%jn ; Xn(%
j
n ); ’(%
j
n ; Xn(%
j
n )); ˆn(%
j
n ); )v({%jn}; d):
Using (21) and (22), this proves that
[Yn(%n)− ’(%n; Xn(%n))]5Jcn 5%dn¿%jn¿
[
u(tn; xn)− 1n − ’(tn; xn) + A
]
5Jcn 5%dn¿%jn :
Finally, by (18), the fact that u6 u∗6’ and (25), this proves that we can 7nd some
n such that
[Yn(%n)− u(%n; Xn(%n))]5Jcn ¿ (A=2 ∧ )5Jcn (26)
for some A¿ 0 and ¿ 0.
Proof of Proposition 14 (Conclusion):
We can now conclude the proof. By (24), (26) and assuming that n is large enough,
we get
Yn(%n)− u(%n; Xn(%n))¿ A ∧ )2 ∧ ¿ 0:
Since, yn ¡u(tn; xn) and ˆn(· ∧ %n)∈U, this contradicts (DP2).
Remark 18. The result is proved by similar arguments in the pure jump case. It suEces
to de7ne ˆn as the constant process equal to ˆ(t0; x0); where ˆ(t0; x0) is the argmax of
max
∈U
min
{
L’(t0; x0); inf
∈
G;’(t0; x0)
}
:
5. Proof of the terminal condition
We split the proof of Theorem 4 in di erent lemmas.
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5.1. Terminal condition for G
Lemma 19. For all x∈Rd; we have G(x)¿ g∗(x).
Proof. Fix x∈Rd and let (tn; xn) be a sequence in (0; T ) × Rd such that u(tn; xn)
tends to G(x) as n tends to ∞. Set yn := u(tn; xn) + n−1. By de7nition of u(tn; xn);
there exists some control n ∈U such that
Y ntn; x n;yn(T )¿ g(X
n
tn; x n(T )):
Now; observe that Zntn; x n;yn(T ) → (x; G(x)) P-a.s. as n → ∞ after possibly passing to
a subsequence (see Lemma 15). Then; sending n→∞ in the last inequality provides
G(x)¿ lim inf
x′→x
g(x′) = g∗(x):
Lemma 20. Let x0 ∈Rd and f∈C2(Rd) be such that
0 = (G − f)(x0) = min
x∈Rd
(G − f)(x):
Then
Tˆf(x0)¿ 0:
Proof. Let f and x0 be as in the above statement. Let (sn; En)n be a sequence in
(0; T )× Rd satisfying
(sn; En)→ (T; x0); sn ¡T and u∗(sn; En)→ G(x0):
The existence of such a sequence is justi7ed by the fact that we may always replace
u by u∗ in the de7nition of G. For all n∈N and k ¿ 0; we de7ne
’kn(t; x) :=f(x)−
k
2
|x − x0|2 + k T − tT − sn :
Since  is continuous in (t; x; ); bounded in  and U is compact; we see that
 := sup{|(t; x; ; )|: ∈; ∈U; |t − t0|+ |x − x0|6C}¡∞;
where C ¿ 0 is a given constant. Let FB0 denote the closed ball of radius  centered at
x0. Notice that for t ∈ [sn; T ]; we have 06 (T − t)(T − sn)−16 1; and therefore
lim
k→0
lim sup
n→∞
sup
(t;x)∈[sn;T ]× FB0
|’kn(t; x)− f(x)|= 0: (27)
Next; let (tkn ; x
k
n) be a sequence of local minimizers of u∗ −’kn on [sn; T ]× FB0 and set
ekn := (u∗−’kn)(tkn ; xkn). We shall prove later that; after possibly passing to a subsequence:
for all k ¿ 0; (tkn ; x
k
n)→ (T; x0); (28)
for all k ¿ 0; tkn ¡T for suEciently large n; (29)
u∗(tkn ; x
k
n)→ G(x0) = f(x0) as n→∞ and k → 0: (30)
First notice from (28) and a standard diagonalization argument; that we may assume
that xkn ∈ Int FB0. Therefore; by (29); for all k; (tkn ; xkn) is a sequence of local minimizers
on [sn; T )× Int FB0.
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Also, notice that from (27), (28) and (30)
for all k ¿ 0; D’kn(t
k
n ; x
k
n) = Df(x
k
n)− k(xkn − x0)→ Df(x0) (31)
and lim
k→0
lim
n→∞ e
k
n = 0: (32)
Hence, for suEciently large n, using Theorem 3, (29) and the fact that (tkn ; x
k
n) is a
local minimizer for u∗ − ’kn, we get
Tˆ(’+ ekn)(t
k
n ; x
k
n)¿ 0 for all n∈N; k ¿ 0:
The statement of the lemma is then obtained by taking limits as n→∞, then as k → 0,
and using (27), (28), (30)–(32) as well as the continuity of the involved functions.
In order to complete the proof, it remains to show that (28)–(30) hold.
Notice, from the convergence assumption on (sn; En), that we can 7nd some large
integer N (independent of k) such that for all n¿N and k ¿ 0:
(u∗ − ’kn)(sn; En) = u∗(sn; En)− f(En) +
k
2
|En − x0| − k6− k2 ¡ 0:
On the other hand, by de7nition of the test function f,
(u∗ − ’kn)(T; x) = G(x)− f(x) +
k
2
|x − x0|2¿ 0 for all x∈Rd:
Comparing the two inequalities and using the de7nition of (tkn ; x
k
n) provides (29).
For all k ¿ 0, let xk ∈ FB0 be the limit of some subsequence of (xkn)n. Then by
de7nition of x0, we have
06 (G − f)(xk)− (G − f)(x0)
6 lim inf
n→∞ (u∗ − ’
k
n)(t
k
n ; x
k
n)− (u∗ − ’kn)(sn; En)−
k
2
|xk − x0|2 + k T − t
k
n
T − sn − k:
Since sn6 tkn ¡T , it follows from the de7nition of (t
k
n ; x
k
n) that
06 lim inf
n→∞ (u∗ − ’
k
n)(t
k
n ; x
k
n)− (u∗ − ’kn)(sn; En)−
k
2
|xk − x0|2
6−k
2
|xk − x0|26 0:
This proves that we must have xk = x0, and therefore (28) holds since the convergence
of the sequence (tkn)n to T is trivial. Notice that the two last terms in the previous
inequality tend to 0. This proves that
lim inf
n→∞ (u∗ − ’
k
n)(t
k
n ; x
k
n) = 0
which, together with (27) and (28), implies (30), after possibly passing to some
subsequences.
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5.2. Terminal condition for FG
Let f be in C2(Rd) and x0 ∈Rd be such that
0 = ( FG − f)(x0) = max
Rd
(strict)( FG − f):
We assume that
min{f(x0)− g∗(x0); Tˆf(x0)}¿ 0 (33)
and we work towards a contradiction to (DP2) of Proposition 14) in the Step 4 of this
proof.
Step 1. Fix some arbitrarily small scalar c¿ 0 and de7ne on [0; T ]× Rd:
’(t; x) :=f(x) + c|x − x0|2 + (T − t)1=2:
Notice that for all x∈Rd:
@’(t; x)
@t
→ −∞ as t → T: (34)
Recall that r; D’; D2’;  and  are continuous and therefore locally bounded. Hence,
we may assume by (34) that for all (t; x; y) in a suitable neighborhood of (T; x0; f(x0))
r(t; z; )− r(t; x; ’(t; x); ) +L’(t; x)¿ 0 for all ∈U: (35)
Now, notice that  is uniformly bounded in  on any neighborhood of (T; x0) and that
’(T; x0) =f(x0). Hence, by (33) and by taking a suEciently small c, we may assume
that ’ satis7es
’(T; x0)− g∗(x0)¿ 0 and inf
∈
Gˆ

(’)(T; x0)¿ 0:
Then, by upper-semicontinuity of g∗, continuity of ’, and continuity of b and 
uniformly in  and , there exist some A¿ 0 and some ¿ 0 such that for all
(t; x)∈ FB0 := [T − ; T ]× FB(x0; ) and (∈ [− ; ]:
’(t; x) + (− g∗(x)¿A and inf
∈
Gˆ

(’+ ()(t; x)¿A:
Finally, by using (35) and by taking a suEciently small , we may assume that for
all (t; x; ()∈ FB0 × [− ; ]:
min{’(t; x) + (− g∗(x); Hˆ(’+ ()(t; x)}¿A: (36)
Step 2. Let (sn; En) be a sequence in [T − =2; T )× FB(x0; ) ⊂ FB0 satisfying:
(sn; En)→ (T; x0); sn ¡T and u∗(sn; En)→ FG(x0):
Let (tn; xn) be a maximizer of (u∗−’) on [sn; T ]× FB(x0; ) ⊂ FB0. For all n, let (tkn ; xkn)k
be a subsequence in [sn; T ]× FB(x0; ) satisfying
(tkn ; x
k
n)→ (tn; xn) and u(tkn ; xkn)→ u∗(tn; xn):
We shall prove later that
(tn; xn)→ (T; x0) and u∗(tn; xn)→ FG(x0) (37)
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and that there exists a subsequence of (tkn ; x
k
n)k;n, relabelled (t
′
n; x
′
n), satisfying
(t′n; x
′
n)→ (T; x0) and u(t′n; x′n)→ FG(x0); where for all n; t′n ¡T: (38)
Step 3. Consider the sequence (t′n; x
′
n) of the Step 2. Set y
′
n := u(t
′
n; x
′
n) − n−1;
z′n := (x
′
n; y
′
n) and notice that
u(t′n; x
′
n)− n−1 − ’(t′n; x′n) tends to 0 as n tends to ∞: (39)
Hence (t′n; z
′
n) → (T; x0; f(x0)) and we may assume without loss of generality that
(t′n; x
′
n)∈ Int FB0 and that |y′n−’(t′n; x′n)|6  for all n. In order to alleviate the notation,
we shall denote
Zn(:) = (Xn(:); Yn(:)) :=Zˆntn; zn(:)
the state process with initial data (t′n; z
′
n) and control process ˆn(·) :=  (·; Xn(:); Yn(·),
D’(·; Xn(·))). Recall that by (38), t′n ¡T for all n and de7ne the stopping times:
%jn :=T ∧ inf{s¿ t′n: QZn(s) =0};
%dn :=T ∧ inf{s¿ t′n: |Yn(s)− ’(s; Xn(s))|¿ };
=n :=T ∧ inf{s¿ t′n: (s; X cn (s)) ∈ B0};
%n: = =n ∧ (%jn ∧ %dn)
together with the random sets Jn: = {!∈: =n ¡ (%jn ∧ %dn)}. Finally, de7ne
−) := sup
x∈@ FB(x0 ;)
( FG − f)(x):
Since x0 is a strict maximizer and ( FG − f)(x0) = 0, we have )¿ 0.
Step 4. We can now prove the required contradiction. Arguing like in Section 4.2
and using (36) as well as (39), it is easily checked that we can 7nd some n such that
Yn(%)− u(%n; Xn(%n))¿ )=25Jn + (A=2 ∧ )5Jcn ¿ 0
and ˆn(· ∧ %n)∈U on [tn; T ]:
Since, y′n ¡u(t
′
n; x
′
n) this leads to the required contradiction to (DP2).
Step 5. It remains to prove (37) and (38). Clearly, tn → T . Let xˆ∈ [x0 − ; x0 + ]
be such that xn → xˆ, along some subsequence. Then, by de7nition of f and x0:
0¿ ( FG − f)(xˆ)− ( FG − f)(x0)
¿ lim sup
n→∞
(u∗ − ’)(tn; xn) + c|xˆ − x0|2 − (u∗ − ’)(sn; En)
¿ c|xˆ − x0|2¿ 0;
where the third inequality is obtained by de7nition of (tn; xn). Hence, xˆ = x0 and, by
continuity of ’, u∗(tn; xn)→ FG(x0). This also proves that
lim
n
lim
k
(tkn ; x
k
n) = (T; x0) and limn
lim
k
u(tkn ; x
k
n) = FG(x0): (40)
B. Bouchard / Stochastic Processes and their Applications 101 (2002) 273–302 293
Now assume that card{(n; k)∈N ×N: tkn = T} =∞. Since u(T; ·) = g(·), there exists
a subsequence, relabelled (tkn ; x
k
n), such that
lim sup
n
lim sup
k
u(tkn ; x
k
n)6 g
∗(x0):
Since by assumption g∗(x0)¡f(x0) = FG(x0), this leads to a contradiction to (40).
Hence, card{(n; k)∈N×N: tkn = T}¡∞, and, using a diagonalization argument, we
can construct a subsequence (t′n; x
′
n)n of (t
k
n ; x
k
n)n;k satisfying (38).
6. Boundary condition in the pure jump model
In this section we will always assume that a =  = 0, i.e. we consider the pure
jump model. We prove that the boundary condition may always be considered in the
classical sense (in opposition to the viscosity sense). This comes from the fact that,
in the pure jump model, the boundary equation does not depend on the derivatives of
the test function.
We 7rst characterize the boundary condition in the viscosity sense.
Theorem 21. Let the conditions of Theorem 6 hold. Then; if G is :nite; it is a
viscosity supersolution on Rd of
min
{
’(x)− g∗(x); sup
∈U
inf
∈
G;’(x)
}
= 0 (41)
and; if FG is :nite; it is a viscosity subsolution on Rd of
min
{
’(x)− g∗(x); sup
∈U
inf
∈
G;’(x)
}
= 0: (42)
Proof. This is obtained by using Theorem 6 and arguing as in the proof of
Theorem 4.
Theorem 7 is a direct consequence of Theorem 21 together with the following lemma.
Lemma 22. Let f be a :nite lower-semicontinuous function on Rd. Then; for all
x0 ∈Rd; ¿ 0 and compact subset K of Rd such that B(x0; ) ⊂ K; there exists
a sequence (xHn; ’
H
n){n∈N; H¿0} ∈B(x0; )× C0(K) such that for all H¿ 0:
min
B(x0 ;)
(f − ’Hn)(x) = (f − ’Hn)(xHn)¿ 0;
lim
n→∞(x
H
n; f(x
H
n); ’
H
n(x
H
n)) = (x0; f(x0); f(x0)):
Moreover; for all sequence xn ∈K such that xn → x;
lim inf
H→0
lim inf
n→∞ ’
H
n(xn)¿f(x):
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Proof (Step 1):
Fix f; x0 and  as in the previous lemma. From Lemma 3.5 in Reny (1999), there
exists a sequence (fn)n ∈C0(K) such that
fn(x)6f(x) ∀x∈K and lim inf
n→∞ fn(xn)¿f(x) ∀xn → x: (43)
For all (n; H)∈N× (0;∞), de7ne on K :
’Hn(x) :=fn(x)− H|x0 − x| − H|f(x0)− fn(x)|6f(x):
Clearly, ’Hn ∈C0(K) and, by (43), fn(x0)→ f(x0) as n→∞. This proves that for all
H¿ 0:
lim
n→∞’
H
n(x0) = f(x0): (44)
Let xHn be a minimizer in FB(x0; ) of f − ’Hn. Then
06 lim inf
n→∞ (f − ’
H
n)(x0)− (f − ’Hn)(xHn) = lim infn→∞ − (f − ’
H
n)(x
H
n): (45)
By construction of ’Hn and since fn6f by (43), this yields
06 lim inf
n→∞ (’
H
n − fn)(xHn) = lim sup
n→∞
− H|x0 − xHn| − H|f(x0)− fn(xHn)|6 0:
Therefore, for all H¿ 0; xHn → x0; fn(xHn)→ f(x0) and ’Hn(xHn)→ f(x0) as n tends to
∞. By (45), this also proves that lim inf n→∞ f(xHn)6 limn→∞ ’Hn(xHn)=f(x0). Hence,
by lower-semicontinuity of f, we get that f(xHn) → f(x0) (possibly after passing to
a subsequence). Finally notice that, since x0 ∈B(x0; ) and B(x0; ) is open, we may
assume that, for all n; xHn ∈B(x0; ).
Step 2. Let xn be a sequence in K such that xn → x for some x∈K . Notice that by
footnote 35 in Reny (1999), we may assume that fn is uniformly bounded from below
in n on K . Since f is 7nite, fn is uniformly bounded in n on K . Then, by construction
of ’Hn and (43): lim inf H→0 lim inf n→∞ ’
H
n(xn)¿f(x).
7. Existence and continuity of the smallest solution of (6)
Lemma 23. Under the conditions of Proposition 8; (6) admits a smallest solution ‘.
Moreover; ‘ is lower-semicontinuous and satis:es H∗(‘(x)) = 0 for all x∈Rd.
Remark 24. The proof of this lemma is based on the construction of an increasing
sequence of lower-semicontinuous functions that converges to ‘.
Proof. Consider the sequence
v0 := g∗ and ∀n∈N vn+1 :=max{g∗; Mvn}; (46)
where for all x∈Rd
Mvn(x) := inf
{
y∈R: y + sup
∈U
inf
∈
b(T; x; y; ; )− vn(x + (T; x; ; ))¿ 0
}
:
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Using Remark 9 as well as the continuity properties of b and  and the lower-
semicontinuity of g∗; it is easily checked that (vn)n is an increasing sequence of lower-
semicontinuous functions that are bounded from above by any 7nite solution of (6)
and satisfy
min{vn(x)− g∗(x); G(vn; vn−1)(x)}= 0 (47)
for all n¿ 1 and x∈Rd; where we use the notation
G(vn; vn−1)(x) = vn(x) + sup
∈U
inf
∈
b(T; x; vn(x); ; )− vn−1(x + (T; x; ; )):
This implies that it converges pointwise to ‘ := supn v
n which is also lower-
semicontinuous and bounded from above by any 7nite solution of (6).
To see that ‘ satis7es H∗(‘(x)) = 0 for all x∈Rd, assume that we can 7nd some
xˆ∈Rd such that
H∗(‘(xˆ))=: 2A¿ 0
for some ˆ∈U . Recall that for all x; (T; x; · ; ·) is bounded. Then, from the conver-
gence of vn to ‘ and the uniform continuity property of b, there exists some n∈N
such that
min{vn(xˆ)− g∗(xˆ); G(vn; vn−1)(xˆ)}¿A
and we get a contradiction to (47). This proves that H∗(‘(x)) = 0 on Rd.
Lemma 25. Under the conditions of Proposition 13; the smallest solution ‘ of (6) is
uniformly continuous.
Proof. Consider the increasing sequence (vn)n of the proof of Lemma 23. We claim
that (vn)n is uniformly equicontinuous. This is suEcient for ‘ to be uniformly contin-
uous since (vn)n converges pointwise to ‘.
Since g is uniformly continuous, for all A¿ 0, there exists some (A)¿ 0 such that
for all x0 ∈Rd; x∈B(x0; (A)) implies that g(x)∈B(g(x0); A). Fix x0 ∈Rd and recall
from the previous proof that
min{v1(x0)− g(x0); G(v1; g)(x0)}= 0
with G de7ned as in the previous proof. Then, for all x∈B(x0; (A))
min{v1(x0)− g(x) + A; G(v1; g)(x) + v1(x0)− v1(x) + A}¿ 0:
By construction of v1 and Remark 9, this proves that v1(x)6 v1(x0) + A. Also notice
that
min{v1(x0)− g(x)− A; G(v1; g)(x) + v1(x0)− v1(x)− A}6 0
and then v1(x)¿ v1(x0)− A. From the arbitrariness of x0, this proves that {g0 = v0; v1}
is uniformly equicontinuous. The uniform equicontinuity of (vn)n is obtained by a
recursive argument.
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8. Applications
In this section, we will always assume that the assumptions of Section 2 hold except
when the contrary is explicitly speci7ed.
8.1. Optimal insurance and self-protection strategies
We denote by U the set of all F-predictable processes = {(t); 06 t6T} valued
in U :=U1 × [0; 1], where U1 is de7ned below. Fix z := (t; x; y)∈ [0; T ]× (0;∞)× R.
We assume that the dynamics of Y ;z and X ;z are given by
dY s = Y

s r ds− c(1s ) ds− I(2s ; X s ) ds−
∫

(1− 2s )b(X s ; )v(ds; d)
dX s = 
1
s ds
together with the initial condition (X ;zt ; Y
; z
t ) = (x; y).
Remark 26. This dynamics is derived from that of Section 2 by setting (t; x; ) =
1; r(t; x; y; )= ry−c(1)−I(2; x); =a==0 and b(t; x; y; ; )=−(1− 2)b(x; ).
The economic interpretation of the above model is the following. Consider the prob-
lem of an agent who wants to protect part of his wealth from a depreciation due to a
random event modeled by a point process associated with the mark-space  and the
random measure v(· ; ·).
He has the choice between insurance and self-protection. The level of self-protection
is modeled by the controlled process X . The nonnegative insurance premium I is
paid continuously and depends on the level of insurance 2 ∈ [0; 1] and self-protection
X . We suppose that I, de7ned on [0; 1] × [0;∞), is Lipschitz continuous, nonde-
creasing with respect to its 7rst variable and nonincreasing with respect to its second
variable. We assume that the level of loss b is decreasing with x, that there exists a
level xˆ∈R+ such that, for all x¿ xˆ; b(x; ·) = 0 and that b(x; )¿ 0 for all x¡ xˆ and
∈.
The wealth of the agent Y  may be invested in a nonrisky asset with instantaneous
appreciation rate r ¿ 0. Y  is used to pay the insurance premium, the noninsured losses
(1− 2)b(X ; ·) and to invest in order to increase the level of self-protection X . The
instantaneous level of investment is modeled by the U 1-valued control process 1,
where U 1 = [0; F1] (with F1 ¿ 0), and the associated instantaneous cost is c(1) where
c(U 1) is bounded, c(0) = 0 and c(1)¿ 0 on (0; F1].
The aim of the agent is to compute the minimal initial wealth needed in order to
guarantee the nonnegativity of the terminal wealth Y T , and therefore, the value function
of the associated super-replication problem is
u(t; x) := inf{y∈R: ∃∈U; Y ; (t; x;y)T ¿ 0}:
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Using Theorem 6 we can easily prove that:
Theorem 27. The value function u is the unique continuous viscosity solution on
(0; T )× (0; xˆ) of
’(t; x)r − I(1; x)− @’(t; x)
@t
(t; x)− c˜
(
@’(t; x)
@x
)
= 0;
where
c˜
(
@’(t; x)
@x
)
= inf
1∈U 1
(
c(1) + 1
@’(t; x)
@x
)
satisfying limt→T u(t; x) = 0; for all x∈ (0; xˆ); and limx↑xˆ u(t; x) = 0; for all t ∈ [0; T ].
Remark 28. Fix (t; x)∈ [0; T ]× [0; xˆ). Direct computation show that f(t; x) :=I(1; x)=r
(1−exp(−r(T− t))) is the minimal initial capital needed in order to pay full insurance
on [t; T ] if the level of self-protection remains equal to x; i.e. 1 = 0. Therefore; if
f(t; x)¿u(t; x); it is less expensive to invest in self-protection and the problem is
basically a problem of optimal rate of investment. From an economic point of view;
u(t; x) may be considered as a upper-bound for the discounted price of full insurance.
Proof. We 7rst prove that for all (t; x)∈ [0; T ]× [0; xˆ]:
06 u(t; x)6min
(
f(t; x);
[xˆ − x]+
F1
(I(1; x) + c( F1))
)
; (48)
where f(t; x) is de7ned as in the above remark. It is clear from the dynamics of
Y  that u¿ 0. To see that u(t; x)6 [xˆ − x]+= F1(I(1; x) + c( F1)); consider the strategy
where (1(s); 2(s))=( F15s−t6[xˆ−x]+= F1 ; 5s−t6[xˆ−x]+= F1 ) for s∈ [t; T ] and notice that X  is
nondecreasing with X (t+[xˆ−x]+= F1)= xˆ. Then; using the fact that I is nonincreasing
with respect to x; it is easily checked that starting with [xˆ − x]+= F1(I(1; x) + c( F1)) is
more than we need to adopt a full insurance strategy up to T ∧ [xˆ − x]+= F1 and then
a full self-protection strategy with no insurance from T ∧ [xˆ − x]+= F1 up to T .
Boundary conditions. This is a direct consequence of (48).
Supersolution property. From (48), u∗ is 7nite and, by Theorem 6, u∗ is a viscosity
supersolution on (0; T )× (0; xˆ) of
sup
∈U
min
{
’(t; x)r − c(1)− I(2; x)− @’(t; x)
@t
− 1 @’(t; x)
@x
;
inf
∈
− (1− 2)b(x; )
}
= 0:
Since inf ∈ − (1 − 2)b(x; )¡ 0 if x¡ xˆ and 2 ¡ 1, this proves that u∗ is also a
viscosity supersolution on (0; T )× (0; xˆ) of
sup
1∈U 1
’(t; x)r − c(1)− I(1; x)− @’(t; x)
@t
− 1 @’(t; x)
@x
= 0:
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Subsolution property. From (48), u∗ is 7nite. Then, the fact that u∗ is a viscosity
subsolution on (0; T )× (0; xˆ) of
sup
1∈U 1
’(t; x)r − c(1)− I(1; x)− @’(t; x)
@t
− 1 @’(t; x)
@x
= 0
is obtained by arguing as in Section 4.2.
Continuity and uniqueness. Recall that r ¿ 0 and I(1; ·) is Lipschitz continuous.
Moreover, from the compacity of U 1 and the boundedness of c(U 1) it is easily checked
that c˜ is uniformly Lipschitz. Therefore, the result is a direct consequence of [Barles,
1994, Theorem 4.8, p. 100].
8.2. Option hedging under stochastic volatility and dividend revision process
We consider a 7nancial market with a nonrisky asset, normalized to unity, and a
risky asset S that pays a dividend St1((Xt1 )∈F(t1) at time t1 ∈ (0; T ]. We assume that
the dividend anticipation process X may be modi7ed along the time. The problem
consists in 7nding the minimal initial capital needed in order to hedge the contingent
claim  (ST ) where  is a R-valued function, continuous and bounded from below. We
assume that the dynamics of S and X are given on [0; T ] by
dSt = St ((t; St ; Xt) dW (t)− ((Xt)5t=t1 );
dXt :=
∫

Xt b(t; St ; Xt ; )v(dt; d);
where v is a random measure associated to a point process with mark-space ; ( is
continuous, valued in [0; F(] with F(¡ 1, and b takes values in (−1; 1). We also assume
that for all (t; s; x)∈ [0; T ]× (0;∞)2:
(i) there exists 1 and 2 ∈ such that b(t; s; x; 1)b(t; s; x; 2)¡ 0:
(ii) F(t; s) := sup
x∈(0;∞)
(t; s; x)¡∞
and (t; s) := inf
x∈(0;∞)
(t; s; x)¿ A for some A¿ 0:
Let  be a progressively measurable F-predictable process valued in a convex compact
set U with nonempty interior corresponding to the proportion of wealth Y  invested in
the risky asset. Then, under the self-7nancing condition, the dynamics of Y  on [0; T ]
is given by
dY t := t Y

t
(
dSt
St
+ ((Xt)5t=t1
)
= tY t (t; St ; Xt) dW (t):
Given, (t; z) = (t; s; x; y)∈ [0; T ] × (0;∞)2 × R, we denote by (S(t; z); X (t; z); Y ; (t; z)) the
previously introduced processes with initial conditions (S(t; z)t ; X
(t; z)
t ; Y
; (t; z)
t ) = (s; x; y).
The value function associated with the target problem is de7ned on [0; T ] ×
(0;∞)2 by
u(t; s; x) := inf{y∈R: Y ; (t; s; x;y)T ¿  (S(t; s; x)T ) for some ∈U}:
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Remark 29. Using standard arguments it is easily checked that for all ∈U and
(t; z)∈ [0; T ] × (0;∞)2 × R; Y ; (t; z) is a super-martingale. It follows; from the de7-
nition of u and the fact that  is bounded from below; that u is also bounded from
below.
Notice that our continuity assumption of Section 2 does not hold in this model
because of the term ((Xt)5t=t1 in the dynamics of S. We show in Lemma 30 that this
diEculty may be avoided.
We 7rst introduce some notation. For all (t; s; x)∈ [0; T ]× (0;∞)2, we set
u˜∗(t; s; x) := lim inf
(s′ ; x′)→(s; x)
u(t; s′; x′); u˜ ∗(t; s; x) := lim sup
(s′ ; x′)→(s; x)
u(t; s′; x′);
Gt(s; x) := lim inft′↑t; (s′ ; x′)→(s;x)
u(t′; s′; x′); FGt(s; x) := lim sup
t′↑t;(s′ ; x′)→(s; x)
u(t′; s′; x′):
Then we have the
Lemma 30. Assume that u∗ is :nite on [0; t1] and FGt1 is :nite; then Theorem 3 holds
for u on (0; t1). Moreover; Theorem 4 holds for Gt1 and FGt1 with g∗((s; x))=u˜∗(t1; s(1−
((x)); x); g∗((s; x)) = u˜ ∗(t1; s(1− ((x)); x) and T = t1.
Proof. The proof is similar to that of Theorem 3; so we only explain how to adapt
it. First notice that (DP1) and (DP2) hold in our framework and that there is no
discontinuity on the functions driving the dynamics of S on (0; t1). Since by Remark
29; u∗ is 7nite; Theorem 3 holds for u on (0; t1). We now consider the boundary
conditions.
Supersolution. First notice that, by Remark 29, Gt1 is 7nite. From (DP1), for all
(t; s; x)∈ [0; t1)× (0;∞)2 and y¿u(t; s; x), there exists some ∈U such that:
Y ; (t; s; x;y)t1 ¿ u(t1; S
(t; s; x)
t1 ; X
(t; s; x)
t1 ) = u(t1; S
(t; s; x)
t1 (1− ((X (t; s; x)t1 )); X (t; s; x)t1 ):
Hence, the proof of the supersolution property is similar to that of Section 5.1. It
suEces to replace T by t1; g((s; x)) by u(t1; s − s((x); x) and consider the continuous
part of the state process (S(t; s; x); X (t; s; x)).
Subsolution. Fix (t; s; x)∈ (0; t1) × (0;∞)2 and y¡u(t; s; x). From (DP2), for all
∈U:
P(Y ; (t; s; x;y)t1 ¿u(t1; S
(t; s; x)
t1 (1− ((X (t; s; x)t1 )); X (t; s; x)t1 ))¡ 1:
Hence, we may apply the same kind of contradiction argument as in the proof of the
subsolution property of Section 5.2. Here again, it suEces to replace T by t1; g((s; x))
by u(t1; s−s((x); x) and consider the continuous part of the state process (S(t; s; x); X (t; s; x)).
We can now state the main result of this subsection.
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Theorem 31. Assume that u∗ is :nite. Then; the value function u is a discontinuous
viscosity solution on (0; t1)× (0;∞) and on (t1; T )× (0;∞) of
min
{
−@’
@t
(t; s)− 1
2
s2ˆ
@2’
@s2
(t; s); *U
(
s
’(t; s)
@’
@s
(t; s)
)}
= 0; (49)
where
ˆ(t; s) :=
(
F25 @2’
@s2 ¿0
+ 25 @2’
@s2 60
)
(t; s):
Assume further that FGt1 and FGT are :nite; then Gt1 and FGt1 are viscosity super and
subsolutions on (0;∞) of
min
{
’(s)− sup
x∈(0;∞)
u˜∗(t1; s(1− ((x))); *U
(
s
’(s)
@’
@s
(s)
)}
= 0; (50)
min
{
’(s)− sup
x∈(0;∞)
u˜ ∗(t1; s(1− ((x))); *U
(
s
’(s)
@’
@s
(s)
)}
= 0 (51)
and GT ; FGT are viscosity super and subsolutions on (0;∞) of
min
{
’(s)−  (s); *U
(
s
’(s)
@’
@s
(s)
)}
= 0: (52)
Remark 32. Assume that we can prove a comparison theorem for (49)–(52); then u
is continuous on (t1; T ) and we can replace u˜∗ and u˜ ∗ by u in (50) and (51). We
may even expect to have a comparison theorem for (49); (50) and (51). In this case;
we may be able to estimate u numerically. It suEces to compute u on [t1; T ] and then
use its value in t1 to approximate it on [0; t1) by using the boundary conditions (50)
–(51). See Touzi (2000) for conditions under which (49)–(52) admits a comparison
principle.
Proof. First notice that; by Remark 29; u∗; Gt1 and GT are 7nite. We only prove that
u∗ is a viscosity supersolution of (49) on (t1; T ). The other results are proved similarly
by using Theorems 3; 4 and Lemma 30.
Step 1. We 7rst prove that u∗ is independent of x. Fix (t0; s0; x0)∈ (t1; T )× (0;∞)2
and a C2((t1; T ) × (0;∞)2) function ’ such that (t0; s0; x0) is a strict local minimum
for u∗ − ’.
Assume that ’ is locally strictly increasing in x at (t0; s0; x0). Then, for all C¿ 0;
(t0; s0; x0) is a strict local minimum for u∗− ’˜ where ’˜ is de7ned on (t1; T )× (0;∞)2
by ’˜(t; s; x) :=’(t; s; x − C(x − x0)2).
By Theorem 3, this proves that ’˜ satis7es
inf
∈
’˜(t0; s0; x0)− ’˜(t0; s0; x0 + x0b(t0; s0; x0; ))¿ 0:
Hence,
’(t0; s0; x0)¿ sup
∈
’(t0; s0; x0 + x0b(t0; s0; x0; )− C(x0b(t0; s0; x0; ))2): (53)
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From assumption (ii) there exists some ˜∈ such that b(t0; s0; x0; ˜)¿ 0. Since ’ is
C1 and locally strictly increasing in x at (s0; x0), we can 7nd some suEciently small
C ¿ 0 such that
’(s0; x0 + x0b(t0; s0; x0; ˜)− C(x0b(t0; s0; x0; ˜))2)¿’(s0; x0)
which contradicts (53). Hence, (@’=@x)(t0; s0; x0)6 0.
We can prove similarly that (@’=@x)(t0; s0; x0)¿ 0. Hence, u∗ is a viscosity super-
solution of @’=@x¿ 0 and −@’=@x¿ 0. By Remark 29 and Lemmas 5.3 and 5.4 in
CvitaniRc et al. (1999), this proves that u∗ is independent of x.
Step 2. We now prove that u∗ is a viscosity supersolution of (49) on (t1; T ). Recall
that u∗ is independent of x. Fix (t0; s0)∈ (t1; T ) × (0;∞) and a C2((t1; T ) × (0;∞))
function ’ such that (t0; s0) is a local minimum for u∗ − ’. By Theorem 3, for all
x∈ (0;∞); ’ satis7es
min
{
−@’
@t
(t0; s0)− 12 s
2
0
2(t0; s0; x)
@2’
@s2
(t0; s0); *U
(
s0
’(t0; s0)
@’
@s
(t0; s0)
)}
¿ 0:
Consider a maximizing sequence (xn)n of 2(t0; s0; ·)(@2’=@s2)(t0; s0). Then, the previ-
ous inequality also holds at xn for all n and the desired result is obtained by sending
n to ∞ and using the continuity of  with respect to x.
Notice that in the case where (=0, the model reduces to a stochastic volatility one
where the volatility is driven by a pure jump process. In this last case we have the
Theorem 33. Assume that ( = 0. Assume further that u∗ is :nite. Then; the value
function u is a discontinuous viscosity solution on (0; T )× (0;∞) of
min
{
−@’
@t
(t; s)− 1
2
s2ˆ
@2’
@s2
(t; s); *U
(
s
’(t; s)
@’
@s
(t; s)
)}
= 0;
where
ˆ(t; s) :=
(
F25 @2’
@s2 ¿0
+ 25 @2’
@s2 60
)
(t; s):
Assume further that FGT is :nite; then GT and FGT are viscosity super and subsolutions
on (0;∞) of
min
{
’(s)−  (s); *U
(
s
’(s)
@’
@s
(s)
)}
= 0:
Proof. The result is obtained by the same arguments as in the previous proof.
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