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Re´sume´ : Le de´veloppement et la diffusion des e´quipements TEP passent par la
re´duction des temps de calcul de la reconstruction des images acquises. Aussi cet article
pre´sente une solution mixte logicielle/mate´rielle pour l’acce´le´ration de la reconstruction
2D sur une plateforme SOPC (System on Programmable Chip), la nouvelle ge´ne´ration de
circuits reconfigurables. Le verrou technologique pose´ par la latence des acce`s me´moire
est leve´ graˆce au cache 2D Adaptatif et Pre´dictif (cache 2D-AP).
Abstract : Reduction of image reconstruction time is a key point for the development
and spreading of PET scans. Thus this article presentes a hardware/software architecture
which aims at accelerating the 2D reconstruction on a SoPC (System on Programmable
Chip) plateform, the new generation of reconfigurable chip. Issue posed by the latency
of memory accesses has been solved thanks to the 2D Aptative and Predictive cache
(2D-AP cache).
1 Introduction
La tomographie d’e´mission de positons (TEP) est une imagerie nucle´aire fonc-
tionnelle in vivo utilisant des marqueurs radioactifs qui permet de nombreuses explora-
tions des syste`mes biologiques en raison de la varie´te´ des traceurs [6], comple´mentaire
aux autres techniques d’imagerie me´dicale (IRM, Tomodensitome´trie X, etc ...). Cette
imagerie consiste dans un premier temps a` de´tecter en co¨ıncidence les deux photons
e´mis dans des directions oppose´es apre`s annihilation du positon e´mis lors du processus
de de´sinte´gration du traceur. Puis, la reconstruction donne une estimation de la densite´
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volumique du traceur qui est une mesure de l’activite´ biologique associe´e au traceur.
De nombreux progre`s ont e´te´ re´alise´s dans le domaine de l’imagerie nucle´aire mais la
re´solution et la rapidite´ de la reconstruction logicielle des images restent un frein majeur
pour de nombreuses applications. Une reconstruction rapide, interactive, et de bonne
qualite´ est d’un inte´reˆt essentiel pour les nombreuses applications de l’imagerie TEP
mais reste difficile a` atteindre avec les syste`mes actuels. Dans le domaine clinique, cela
offre la possibilite´ de repositionner le patient si besoin ou de diminuer les doses injecte´es
a` qualite´ e´gale. Dans le domaine e´conomique, cette ame´lioration re´duit les couˆts graˆce
a` une meilleure disponibilite´ du mate´riel. Dans le domaine de la recherche, les e´tudes
pharmacologiques sur le petit animal (micro TEP) dans de grandes se´ries ne´cessitent
cette rapidite´.
L’acquisition des donne´es et la reconstruction d’image sont ge´ne´ralement effectue´es
en deux e´tapes distinctes, en ligne pour l’acquisition, hors ligne pour la reconstruction.
Les donne´es acquises sont des projections ou sinogrammes des donne´es physiologiques
et la reconstruction d’images ou tomographie consiste a` reconstruire l’image a` partir
de ces projections. La notion de tomographie se retrouve e´galement en imagerie X avec
les scanners CT ou en imagerie mono photonique (SPECT). Deux grandes classes de
me´thodes de tomographie existent :
– les me´thodes analytiques sont principalement base´es sur la re´tro-projection filtre´e
et sont utilise´es dans les dispositifs commerciaux. Elles offrent un compromis ac-
tuellement acceptable entre le temps de calcul et la qualite´ d’image en terme de
rapport signal a` bruit et l’introduction des artefacts de reconstruction.
– les me´thodes alge´briques et probabilistes mode´lisent le proble`me par un syste`me
line´aire de grande dimension, dont la solution est obtenue de ce fait par une me´-
thode ite´rative. Elles ont l’avantage de prendre en compte les phe´nome`nes alte´rant
les hypothe`ses de base des me´thodes analytiques (diffusion, co¨ıncidences fortuites,
etc..) et ame´liore ainsi la qualite´ des images reconstruites, au prix d’un couˆt de
calcul important.
Nous nous sommes inte´resse´s dans le cadre de cet article a` l’algorithme classique de
re´tro-projection, de la classe des me´thodes analytiques, pour sa diffusion actuelle sur les
diffe´rentes modalite´s (X, PET, SPECT) et sa maturite´. Il est a` la base de la reconstruc-
tion en 2D ou en 3D. Les me´thodes ite´ratives inte`grent une e´tape de re´tro-projection
filtre´e, dont le couˆt algorithmique est important dans le couˆt total. Il en existe de nom-
breuses imple´mentations sur du mate´riel de´die´, sur des machines vectorielles, sur des
grappes de PC ou purement software. Notre objectif est de de´montrer l’inte´reˆt des plates
formes SOPC dans ce cadre. L’analyse du proble`me montre que la difficulte´ re´side prin-
cipalement dans la strate´gie d’acce`s aux donne´es, non seulement de part le volume de
donne´es a` utiliser mais aussi du fait de leur acce`s non se´quentiel dans une structure
2D. Nous avons donc cherche´ une solution efficace a` ce goulot d’e´tranglement sur une
plate forme de test SOPC pour un algorithme de reconstruction 2D. Dans une premie`re
partie, nous pre´sentons un bilan de ces diffe´rentes approches pour la reconstruction par
re´tro-projection filtre´e en TEP ou en Imagerie X, en 2D ou en 3D. Nous re´sumons rapide-
ment l’algorithme de re´tro-projection filtre´e et les points cle´s de ce dernier. Les solutions
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adapte´es sont alors propose´es avant d’eˆtre e´value´es.
Etat de l’art De nombreuses solutions ont de´ja` e´te´ e´tudie´es pour acce´le´rer les temps
d’acquisitions et de reconstruction. Le proble`me essentiel de la reconstruction est celui
de l’acce`s aux donne´es car la localite´ spatiale en adresse et temporelle des donne´es (sino-
gramme) utilise´es par la re´tro-projection n’est en ge´ne´ral pas assure´e. En effet, lorsqu’une
donne´e a` l’adresse me´moire N est utilise´e, la donne´e suivante qui sera utilise´e n’est pas
a` l’adresse N+1, et souvent, pas dans la meˆme page, ce qui ge´ne`re des de´fauts de cache
et ralentit le processeur. Les grandes voies e´tudie´es sont l’optimisation algorithmique,
la vectorisation ou paralle´lisation sur des machines spe´cifiques ou des grappes de calcul,
les approches mate´rielles utilisant des composants de type DSP ou plus re´cemment des
cartes graphiques commerciales.
D’un point de vue algorithmique, en 2D, toutes les imple´mentations de la re´tro-
projection ont une complexite´ en O(N3), ou` N est la taille de l’image a` reconstruire.
Une version re´cursive [1] exploite une approche hie´rarchique et ite´rative qui divise le
proble`me en sous proble`mes de tailles infe´rieures plus simples a` re´soudre et utilisant une
interpolation. Bien que performantes, ces me´thodes introduisent des artefacts. Elles ne
peuvent cependant prendre en compte les nombreuses ge´ome´tries re´elles rencontre´es en
pratiques [11]. Dans le cas tridimensionnel, les donne´es d’entre´es sont des sinogrammes
2D complets non disponibles dans le cadre de la TEP. La structure hie´rarchique fortement
non ale´atoire complexifie l’acce`s aux donne´es et le gain re´el est de l’ordre de 50%, avec
un choix des parame`tres difficile et tre`s de´pendant des images elles meˆmes [15].
La vectorisation ou la paralle´lisation de la reconstruction a e´te´ et est un champ de
recherche toujours tre`s actif. Les machines vectorielles pre´sentent l’avantage de traiter
avec une seule instruction (donc un seul cycle de chargement/de´codage) un ensemble de
donne´es bien localise´es, au sein d’un meˆme tableau. Quelques tentatives pour les exploiter
en TEP ont e´te´ faites [8]. Elles pre´sentent l’inconve´nient d’eˆtre peu e´volutives, che`res et
peu nombreuses. Le principe dominant actuel dans la cate´gorie SIMD est le Syme´trique
Multiprocessing ou SMP. Le traitement des donne´es est distribue´ sur plusieurs noeuds de
calcul, permettant de re´partir la charge de calcul. Cette architecture est efficace lorsque
les ope´rations re´alise´es en paralle`les sont inde´pendantes et couˆteuses en temps devant les
transmissions. Le volume des transactions ou e´changes doit eˆtre limite´, sous peine de voir
le canal de transmission sature´ et re´duire conside´rablement les performances. Ces noeuds
de calculs sont localise´s soit sur une meˆme machine et relie´s par un bus (machine multi
processeur) soit distribue´s sur des machines distantes relie´es par un re´seau (grappes de
PC).
Dans le cas des machines multi processeur, le nombre de noeuds de calcul est limite´,
le couˆt de communication moyen, la me´moire est ge´ne´ralement partage´e. Notons que la
rapidite´ des bus n’a pas suivi la loi de Moore des processeurs et que ce de´calage croissant
exacerbe les proble`mes d’acce`s me´moires. Un des proble`mes majeurs, l’acce`s aux donne´es,
n’est pas correctement pris en compte dans ce sche´ma et la nature ge´ne´raliste de cette
architecture et des processeurs associe´s limitent alors les gains de rapidite´ [19].
Du fait de leur tre`s bon rapport prix/performance, la reconstruction sur des grappes
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de PC a fait l’objet de nombreux travaux [17, 10]. L’avantage de cette architecture
est l’ouverture vers un nombre e´leve´ de noeuds de calcul, potentiellement he´te´roge`ne. Le
proble`me majeur est celui de l’acce`s aux donne´es, le lien de communication e´tant souvent
physiquement un re´seau informatique classique qui limite alors les performances [21]. Sur
les clusters, les communications sont souvent re´alise´es par passage de messages a` l’aide
de bibliothe`ques telles que PVM, MPI ou autres. La diffusion d’une donne´e se fait par
protocole de type unicast, une donne´e est transmise a` un noeud unique. Dans le cadre de
la reconstruction, une donne´e doit souvent eˆtre utilise´e par plusieurs noeuds de calcul et
les protocoles unicast ge´ne`rent un trafic de controˆle inutile. Bien que [18] ait montre´ une
faible efficacite´ des broadcast MPI, [2] propose une reconstruction multicast efficace en
UDP sur un faible nombre de noeuds (8). Augmenter le nombre de noeuds pose alors le
proble`me de la gestion des voxels reconstruits et du trafic ge´ne´re´. D’une manie`re ge´ne´rale,
les imple´mentations vectorielles ou paralle`les classiques n’ont pas re´solu le proble`me de
l’acce`s aux donne´es.
Une solution originale a exploite´ ces dernie`res anne´es les cartes graphiques standards
de nos PC de bureau. L’ide´e de base est d’utiliser le pipeline graphique haute perfor-
mances inclus dans ces cartes [13]. Les premie`res imple´mentations avaient de fortes limi-
tations, due a` l’arithme´tique entie`re 8 bit de ces cartes, au manque de programmation
interne au pipeline. Les nouvelles ge´ne´rations introduisent la possibilite´ de re´aliser des
ope´rations sur des tableaux en les programmant astucieusement [22]. Le principal pro-
ble`me reste la taille me´moire disponible sur les cartes, les communications me´moire/carte
limitant alors les gains.
Les solutions mate´rielles de type ASIC (TeraRecon) ont e´te´ implante´ sur des machines
commerciales, en ge´ne´ral sur les scanners CT de part de marche´ plus large que les
scanners PET ou SPECT. [14, 9] sont des exemples de circuits d’acquisition. La difficulte´
de conception et le couˆt de ces dispositifs les rendent peu re´actifs aux avance´es re´centes
et les de´veloppements sur ces cibles technologiques sont donc re´duits actuellement. Les
solutions base´es sur les DSP [16] sont efficaces mais pre´sentent les meˆmes limitations
en puissance de calcul que les processeurs classiques, et le proble`me de l’acce`s a des
donne´es 2D reste complexe [7]. Au contraire, les FPGA, de part leur flexibilite´, leur
reconfigurabilite´ et les performances actuelles, sont un champ tre`s actif actuellement.
Leur premie`re application en reconstruction concerne l’acquisition des donne´es [23], mais
l’e´volution technologique permet aujourd’hui d’envisager de porter les algorithmes de
reconstruction sur FPGA [12, 4].
L’association de FPGA et de processeurs a` usage ge´ne´raux sur les plates formes SOPC
ouvre une voix prometteuse pour l’implantation et la maintenance des algorithmes mo-
dernes de reconstruction tomographique. Les performances temporelles attendues sont
proches des circuits de´die´s, tout en conservant en grande partie la flexibilite´ du logi-
ciel. Les points essentiels a` prendre en compte lors de l’implantation sont les acce`s non
se´quentiels et multiples aux donne´es, c’est a` dire, les proble`mes de localite´ spatiale et
temporelle.
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2 Objectifs
2.1 L’algorithme
L’algorithme imple´mente´ effectue la re´tro-projection des donne´es acquises par le scan-
ner. Ces dernie`res, appele´es sinogrammes, forment la transforme´e de Radon de la fonc-
tion f repre´sentant la densite´ du taux d’e´mission radioactive du volume observe´. Le
sinogramme est une matrice image a` deux dimensions a` K colonnes. Chaque colonne
k correspond a` la projection orthogonale de f sur r de´tecteurs place´s orthogonalement
sur une ligne incline´e de l’angle θk = k∗piK par rapport a` l’axe x. Ainsi, le point du sino-
gramme S(θk, r) est la somme des pixels sur une Ligne De Re´ponse (LDR) du scanner
qui est perpendiculaire a` l’axe des de´tecteurs et passe par le de´tecteur r. A partir de
ce sinogramme, l’algorithme reconstruit l’image f∗ en re´tro-projetant les K lignes du
sinogramme dans l’espace image.
f∗(x, y) =
K∑
k=0
S(k, rk(x, y)) (1)
rk(x, y) = x cos(
kpi
K
)− y sin(kpi
K
) + offset (2)
Cette me´thode n’est pas l’exacte transforme´e de Radon inverse. En effet, elle produit des
artefacts en e´toile et l’image reconstruite devient floue. Pour ame´liorer la reconstruction,
on peut filtrer le sinogramme mais cette e´tape e´tant inde´pendante de la re´tro-projection
2D, nous ne la de´velopperons pas dans cet article.
2.2 Le “challenge”
Le sinogramme e´tant stocke´ en me´moire externe de type SDRAM, nous devons avoir
une gestion efficace de la me´moire pour compenser la latence et permettre un haut
degre´ de paralle´lisme. Cette strate´gie diffe`re de celle de [3] qui utilise plusieurs bancs de
me´moires SRAM inde´pendants avec une latence nulle pour ame´liorer le de´bit me´moire.
Cette dernie`re constitue cependant une solution couˆteuse et il est possible d’obtenir de
meilleures performances avec des me´moires SDRAM a` faible couˆt malgre´ leur latence
importante.
Les caches standards ayant pour principe un acce`s line´aire a` la me´moire ne peuvent
eˆtre une solution satisfaisante e´tant donne´ leur complexite´ technologique et leur faible
taux de charge de donne´es utiles. En effet, les acce`s me´moires ne´cessaires pour recons-
truire un pixel image f∗(x, y) suivent une sinuso¨ıde dans le sinogramme ce qui constitue
une faible localite´ spatiale pour les adresses me´moire. Pour acce´le´rer ces acce`s me´moire,
un nouveau me´canisme de cache est ne´cessaire. Une pre´diction des points du sinogramme
dont a besoin l’unite´ de calcul permettra au cache de charger les donne´es pendant le pro-
cessus de calcul.
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2.3 Localite´ temporelle et spatiale 2D
Reconstruction par blocs La localite´ spatiale 2D et temporelle exploite´e par le cache
2D adaptatif et pre´dictif est cre´e´e en reconstruisant l’image f∗ par blocs et en modifiant
l’enchaˆınement des boucles de l’algorithme, le sinogramme e´tant parcouru en phase. La
reconstruction par blocs nous permet d’augmenter le taux de re´utilisation des donne´es du
sinogramme selon r a` k constant, ce qui est favorable a` l’utilisation d’un cache. La taille
du cache, qui correspond a` la dure´e d’utilisation des donne´es, est re´duite en accroissant
la localite´ en k.
L’ensemble des donne´es ne´cessaires a` la reconstruction d’un bloc de f∗ est l’union
des sinuso¨ıdes ne´cessaires a` la reconstruction de chacun des pixels du bloc. Ces donne´es
forment un “tube” de donne´es voisines du fait de la continuite´ de la fonction qui associe
a` chaque pixel de f∗ l’ensemble de coordonne´es (k, rk(x, y)), k ∈ [0, pi[. Lors de la recons-
truction d’un bloc B, pour un k donne´, l’ensemble des donne´es (k, rk(x, y)), (x, y) ∈ B
correspond a` la projection du bloc B sur la ligne de de´tecteur d’angle θk.
Dans le cas particulier de la reconstruction d’un bloc carre´ de taille n ∗ n, Bn,
(k, rk(x, y)), (x, y) ∈ Bn est de hauteur maximale
√
2n et minimale n. En moyenne, une
donne´e du sinogramme est donc re´utilise´e au mieux n fois et n√
2
au minimum. Le pre-
mier cas correspond a` θk ∈ {0, pi2 }, le second a` θk ∈ {pi4 , 3pi4 }. Dans ce dernier cas, au pire
une donne´e sinogramme est utilise´e une fois et
√
2n au mieux (c’est la projection d’un
carre´ sur sa diagonale). Bien entendu, toute forme de bloc qui permet un pavage de f∗
convient (par exemple des hexagones, etc ...).
L’algorithme de reconstruction est maintenant le suivant :
Pour chaque bloc B de f∗
∀(x, y) ∈ B, f∗(x, y) = 0
∀k ∈ {0,K − 1}
∀(x, y) ∈ B, f∗(x, y)+ = S(k, rk(x, y))
Compromis localite´/ressources Nous avons donc a` trouver un compromis sur n
dont l’augmentation d’une part ame´liore l’efficacite´ du cache mais accroˆıt d’autre part
les ressources mate´rielles du cache et la quantite´ de me´moire ne´cessaire aux variables
interme´diaires. En effet, la hauteur du sinogramme me´morise´ en cache e´volue avec
√
2n
et il faut stocker les n2 valeurs interme´diaires de f∗(x, y) pour (x, y) ∈ B.
La valeur optimale de n de´pend aussi des performances du cache qui sont fonctions,
entre autre, des dimensions de la zone en cache, du de´bit, et de la latence des acce`s a` la
me´moire principale, comme nous le verrons au chapitre 3.1.
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Fig. 1 – Concept du cache 2D-AP
3 Architecture
3.1 Le cache 2D adaptatif et pre´dictif
3.1.1 Objectifs du cache 2D-AP
Le cache 2D-AP est l’e´le´ment original de l’architecture propose´e en permettant aux
unite´s de calculs d’acce´der aux donne´es sans temps mort. Ceci est rendu possible graˆce a`
un me´canisme ge´ne´rique de pre´diction des prochaines donne´es utilise´es. Le cache 2D-AP
anticipe les acce`s au sinogramme 2D par une analyse de la se´quence des coordonne´es
de pixels requis par l’unite´ de calcul pour pre´dire les prochains acce`s a` partir d’une
hypothe`se a` vitesse de de´placement constante sur l’image (les donne´es), ce qui est le
cas de notre application. La reconstruction d’un bloc de pixels permet de produire une
se´quence d’acce`s au sinogramme qui tire partie au mieux des caracte´ristiques du cache
2D-AP.
3.1.2 Fonctionnement
La pre´diction de la zone en cache permet de re´duire le taux de de´faut de cache lorsque
les acce`s pixels suivant se de´placent sur l’image. Le centre et la taille de la zone sont
de´termine´s par le calcul de la moyenne et du pseudo e´cart type (PSD=pseudo standard
deviation) des acce`s pixels. La moyenne et le PSD sont calcule´s a` l’aide de filtres passe-
bas re´cursifs du premier ordre. En supposant une distribution uniforme des acce`s pixels
autour de la moyenne, nous pouvons estimer que, pour une courte dure´e, ils sont dans
un rectangle centre´ sur la moyenne et dont les demi-largeurs valent deux fois le PSD sur
chaque axe. La zone ainsi calcule´e est mise a` jour lorsque la moyenne varie.
Un me´canisme de pre´diction permet d’anticiper la position du centre du cache lorsque
les acce`s pixels suivent un chemin complexe dans l’image et re´duit ainsi le couˆt de la
latence des acce`s me´moire. La mise a` jour ne se produit que lorsque la moyenne a
suffisamment varie´e et la nouvelle zone est centre´e sur une anticipation de la moyenne,
suppose´e se de´placer a` vitesse constante. Ainsi, une zone de garde est de´finie autour du
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Fig. 2 – Zones du cache 2D-AP
centre de la zone en cache et la mise a` jour se fait lorsque la moyenne calcule´e sort de
cette zone de garde, dans la direction de sortie, comme illustre´e figure 2.
Les principaux parame`tres du cache sont les fre´quences de coupure ne´cessaires aux
calculs de la moyenne et du PSD, a = (ax, ay) et b = (bx, by), ainsi que les vitesses de
de´placement du me´canisme de pre´diction, α = (αx, αy). Nous avons aussi les parame`tres
de re´glage des dimensions des diffe´rentes zones du cache : les facteurs de proportionnalite´
de la zone de garde, γ = (γx, γy), de la taille du cache, τ = (τx, τy) et de la vitesse du
cache α = (αx, αy).
L’e´tat du cache, a` l’instant n, est de´termine´ par les variables suivantes :
– P = (xn, yn), coordonne´es du point utilise´ par l’unite´ de traitement
– Pf = fa(P ) = (xfn, yfn), moyenne des points utilise´s
– d = |P − P f |, PSD courant (distance du point a` la moyenne calcule´e)
– df = fb(d), PSD moyen
– c, centre courant du cache
– v, PSD courant du cache. Il de´finit :
– g = γv, taille de la zone de garde
– t = τv, taille de la zone en cache
– ∆ = αv, le de´placement du cache
Les parame`tres v, g et t et ∆ sont remis a` jour a` chaque de´placement du cache.
– e = P − c, distance du point courant au centre du cache
Le bloc me´moire du cache 2D-AP a une taille fixe et de´finit la valeur maximum de t. A
chaque de´placement, seule la nouvelle partie de l’image en cache est charge´e, celle e´tant
a` l’exte´rieur est e´crase´e par les nouvelles donne´es. En effet, la position des pixels de la
zone dans la me´moire est calcule´e modulo la taille maximum. Un de´faut de cache se
produit lorsqu’un pixel est hors de la zone en cache (e > t) et seul le pixel en de´faut est
charge´ depuis la me´moire externe.
Pour re´duire le couˆt mate´riel du controˆle et obtenir de bonnes performances les
filtres passes bas pour le calcul des moyennes sont re´alise´s a` l’aide de simples additions
et de´calages. Ce sont des filtres RII du premier ordre dont l’e´quation est sn = cen +
(1 − c)sn−1, e signal d’entre´e et s signal filtre´, et nous notons s = fc(e). Le parame`tre
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1 − c correspond a` la constante de temps du filtre RC e´quivalent. Lorsque les suites s
et e sont repre´sente´es en virgule fixe et c une puissance de 12 , nous ne re´alisons plus que
des additions et de´calages.
3.1.3 Architecture
L’architecture propose´e permet d’une part de construire rapidement un cache graˆce
a` la modularite´ du syste`me par assemblage de composants et d’autre part la conception
d’une hie´rarchie me´moire complexe qui permet d’alimenter une partie ope´rative a` partir
de plusieurs niveaux de cache successifs.
Une architecture modulaire L’architecture modulaire du cache, repre´sente´e figure 3(a),
permet de construire rapidement une hie´rarchie me´moire complexe. Le syste`me est de´-
compose´ en e´le´ments qui s’interfacent par des bus de transfert d’imagettes de l’image
lue, de lignes et de pixels, ce dernier bus e´tant l’interface utilisateur. Le bus connecte´
aux analyseurs (“tracker” sur la figure 3(a)) propose un protocole unifie´ qui permet de
modifier le type d’analyseur pourvu que ce protocole soit respecte´. Ainsi, nous disposons
d’analyseurs de diffe´rents type (estimation de la moyenne et de la variance, estimation
de la seule moyenne, ou suiveur line´aire) dont le choix de´pend de l’application et du
niveau de hie´rarchie.
Un mode`le hie´rarchique Une hie´rarchie me´moire est construite en alimentant un
cache de niveau infe´rieur a` partir d’un cache de niveau supe´rieur, ainsi qu’illustre´ fi-
gure 3(c). Le cache paralle`le, repre´sente´ seul figure 3(b), ge`re des acce`s en paralle`le et
le bus image est partage´ a` travers un controˆleur de de´placement commun, ce dernier
re´alisant l’arbitrage. Les requeˆtes de mise a` jour du cache infe´rieur sont transforme´es en
acce`s au cache supe´rieur. Il est e´galement possible de construire un syste`me pour lequel
plusieurs caches, avec chacun leur controˆleur de de´placement, partagent un bus image
dote´ d’un arbitre.
3.2 Analyse du cache et me´thode de re´glage
3.2.1 Mode`le de couˆt de de´placement
La dure´e d’une mise a` jour du cache de´pend du sens dans lequel celui-ci se de´place
et de l’organisation des donne´es en me´moire. En effet, dans le cas simple ou` les pixels
sont range´s re´gulie`rement par x croissant puis y croissant en me´moire le nombre de
cycles de chargement correspond au chargement des lignes de cache a` mettre a` jour et
leur nombre et longueur de´pendent e´videmment du sens de de´placement. La dure´e de
mise a` jour de´pend des parame`tres L, la latence du chargement d’une ligne, c’est a` dire
grosso-modo le temps d’acce`s au bus syste`me, et de B, la bande passante, ou de´bit du
bus, dans le meilleur cas (en mode burst). Nous avons donc, selon les cas suivants :
– Horizontal : Dx = ty(L+
δtx
B )
– Vertical : Dy = δty(L+
tx
B )
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Fig. 3 – Architectures du cache 2D-AP hie´rarchique
Pour re´duire la dure´e de mise a` jour dans le cas d’un de´placement horizontal, qui est le
plus pe´nalisant, nous avons a` re´soudre la contradiction entre :
– La re´duction de la taille de la zone en cache
– L’augmentation relative de ∆tx , la zone mise a` jour pour un de´placement horizon-
tal, par rapport a` la latence L.
Une autre solution est de modifier l’organisation des donne´es en me´moire en re´partissant
le terme B, qui correspond au nombre de pixels conse´cutifs en x charge´s par cycle
d’horloge. Si chaque mot me´moire contient un rectangle de taille (Bx, By), nous avons :
– Horizontal : Dx =
ty
By
(L+ δtxBx )
– Vertical : Dy =
δty
By
(L+ txBx )
Dans ce mode`le, la latence est potentiellement divise´e par By, ou, du moins le temps
d’acce`s au bus est partage´ sur le chargement de plusieurs lignes dans le meˆme burst.
3.2.2 Analyse du cache simple
L’efficacite´ du cache, mesure´e par l’inverse du nombre de cycles d’attente, est lie´e a`
son comportement et a` sa stabilite´ et de´pend de ses fre´quences de coupure et vitesse de
de´placement. Nous cherchons a` le re´gler de manie`re a` permettre un compromis inte´res-
sant entre :
– La taille des me´moires internes du cache, qui doit eˆtre minimise´e
– Le recouvrement des acce`s au cache et sa mise a` jour, qui doit eˆtre maximise´
– Le taux de de´faut de cache, qui doit eˆtre minimise´
En effet, la me´thode d’analyse par filtrage des coordonne´es induit ne´cessairement un
retard de phase qui doit eˆtre compense´ par une estimation de la vitesse de de´placement
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du cache. Dans sa version actuelle, la vitesse est proportionnelle a` la variance estime´e
et le concepteur doit de´terminer ce parame`tre α. Les fre´quences de coupures a et b
correspondent au nombre de points sur lesquels sont fait le calcul de la moyenne. Les
contraintes impose´es par le calcul en virgule fixe limitent la fre´quence de coupure la plus
basse, donc le nombre de points pris en compte, mais cela est compense´ par un facteur
de sous-e´chantillonnage qui permet d’abaisser encore la fre´quence de coupure lorsque les
signaux sont tre`s basse fre´quence.
Les re´sultats de la section pre´ce´dente nous indiquent que pour compenser la latence
de la me´moire, α doit eˆtre assez grand et les fre´quences de coupures assez basses. Cela
permet d’obtenir des de´placements du cache importants et ainsi de re´duire le couˆt du
chargement des donne´es, particulie`rement dans le cas ou` l’on se de´place horizontalement.
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Fig. 4 – Poursuite a vitesse α > 2γ sans et avec stabilisation. En gras la position du
centre du cache.
Le parame`tre α a une grande influence sur la stabilite´ de l’algorithme et ne´cessite
l’adjonction d’un me´canisme de stabilisation. En effet, si α est supe´rieur a` 2γ, le processus
de suivi devient instable car lors d’un de´placement, le point Pf est de´passe´ et n’est pas
dans la nouvelle zone de garde, ce qui produit un nouveau de´placement en sens inverse.
Pour obtenir de grandes vitesses de de´placement et un suivi stable, le point Pf est
force´ a` la valeur du nouveau centre du cache, ainsi qu’illustre´ figure 4, et une contrainte
de continuite´ limite le de´placement. Stabilise´, l’algorithme de pre´diction est efficace et
permet de re´duire le nombre de de´placements (c.f. figure 5).
Fig. 5 – Poursuite pour α = 1 et α = 3 (les niveaux de gris repre´sentent le temps). Les
triangles sont les points utilise´s par l’algorithme (un snake dans ce cas), les rectangles
les bords des zones en cache.
Le recouvrement des acce`s au cache et sa mise a` jour correspond au nombre de cycles
pendant lesquels on peut faire des acce`s au cache avant qu’un de´faut ne se produise et
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bloque les acce`s au cache1. Le recouvrement peut eˆtre ame´liore´ en accroissant l’e´cart
entre la zone de garde et la taille du cache car on peut estimer que la dure´e d’acce`s dans
le cache est proportionnel a` t−g, sur chaque direction. Nous avons donc inte´reˆt a` re´duire
g, tout en accroissant α, mais ceci rend le cache instable.
Le re´glage des parame`tres du cache est de´licat et ne´cessite pour l’instant, en atten-
dant de l’automatiser, une bonne compre´hension des diffe´rents crite`res d’efficacite´ pour
trouver une solution adapte´e a` l’application. A ce jour le re´glage du cache est fait a` partir
d’une se´quence d’acce`s suppose´e difficile a` suivre (variations e´leve´es puis lentes) et d’un
mode`le de bus (latence et de´bit) puis valide´e expe´rimentalement sur une plateforme ma-
te´rielle, car des simulations seraient trop longues, par la mesure des temps de calcul sur
toutes les se´quences. nous verrons que les re´sultats obtenus sont conformes aux mode`les
de simulation.
3.2.3 Cache hie´rarchique
Le re´glage d’un cache hie´rarchique a` un ou plusieurs niveaux ne´cessite des re´glages
diffe´rents selon le niveau dans la hie´rarchie. En effet, les niveaux supe´rieurs analysent les
requeˆtes des caches “infe´rieurs” qui correspondent a` des chargements de zones de mise a`
jour alors que les caches “feuilles” analysent les requeˆtes de l’application.
Les caches du niveau n ont acce`s au cache de niveau n + 1 sur un bus a` haut de´bit
et latence re´duite ce qui permet son partage avec un tre`s bon taux de paralle´lisme. Le
cache de niveau n est donc re´gle´ en premier, en supposant un cache de niveau supe´rieur
ide´al puis le cache de niveau n+ 1 est re´gle´ a` son tour, et ainsi de suite jusqu’au cache
racine. Les caches feuilles se partagent le Bus Image, et leur nombre influe sur le temps
moyen d’acce`s au bus, celui-ci e´tant de latence L quasi nulle (environ 1 ou 2 cycles) une
fois le bus acquis.
La figure 6 illustre ce phe´nome`ne pour un cache de 2 niveaux, avec 4 feuilles, chacune
d’elle attache´e a` une unite´ de re´tro-projection. Nous remarquons que chaque feuille
fournie 131072 donne´es a` son unite´ de calcul mais le cache de niveau supe´rieur fourni
40000 donne´es aux 4 feuilles. Le taux de re´utilisation d’une donne´e en cache feuille est
de 13107210000 = 13, ce qui est proche du taux the´orique pire cas de
16√
2
= 11, 3 et meilleur cas
de 16. A noter que, avec ce re´glage du cache, les 4*131072 acce`s me´moire (4 en paralle`le)
se font en 183429 cycles d’horloge, soit une perte d’environ 50000 cycles d’horloge qui
inclus les temps d’initialisation et les de´fauts de cache (estime´ a` 2%). Ces performances
peuvent eˆtre ame´liore´s pour obtenir un taux de de´faut de cache de 0%, tout simplement
en augmentant la taille des feuilles mais au prix d’un accroˆıssement de la quantite´ de
me´moire interne. En re´sume´, le cache hie´rarchique permet bien de re´duire le de´bit sur le
bus principal.
1En effet, l’arreˆt du transfert d’une ligne depuis la me´moire principale est couˆteux et il semble pre´-
fe´rable de ne pas l’interrompre pour faire un de´faut de cache. Les expe´riences faites sur l’application de
re´tro-projection nous indiquent, dans ce cas particulier, qu’il n’est pas non plus inte´ressant d’interrompre
une mise a` jour comple`te pour faire un de´faut.
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Fig. 6 – Se´quences d’acce`s dans un cache hie´rarchique
3.3 Architecture syste`me
Une plate-forme SOPC (System on Programmable Chip) a l’avantage de permettre
une imple´mentation efficace et e´conomique de la re´tro-projection 2D. Pour davantage
de flexibilite´, et a` couˆt re´duit, le sinogramme et l’image reconstruite sont stocke´s en
SDRAM, ou DDR-SDRAM, et la hie´rarchie me´moire indispensable au recouvrement des
calculs et acce`s me´moires, a` grande latence, est construite a` l’aide des blocs me´moire
inte´gre´s dans le circuit SOPC.
L’architecture pre´sente´e figure 7(a) est e´value´e sur une carte qui dispose d’une in-
terface PCI avec une station hoˆte pour permettre l’e´change de donne´es avec le syste`me.
Cette carte dispose d’un circuit Virtex 2 Pro 2VP20, de 32 MO de SDRAM et 128 MO
de DDR-SDRAM et d’un bridge PCI, re´alise´ sur un FPGA Spartan. Les donne´es sont
e´change´es entre le PC hoˆte et la carte graˆce a` un me´canisme de synchronisation.
L’architecture syste`me est constitue´e :
– d’un processeur PPC en charge de la synchronisation des calculs et des communi-
cations
– d’une unite´ de re´tro-projection avec son cache 2D-AP illustre´ en figure 7(b).
– de me´moire externe
Pour be´ne´ficier au maximum de la cohe´rence spatiale 2D et temporelle des calculs,
l’unite´ de re´tro-projection reconstruit un bloc de forme quelconque de pixels voisins de f∗.
Par souci de simplicite´ les blocs sont des carre´s de pixels mais des hexagones pourraient
eˆtre utilise´s. Les donne´es du sinogramme sont fournies a` l’unite´ de re´tro-projection par
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le cache 2D-AP qui se charge de leur transfert depuis la me´moire externe, le module
e´tant maˆıtre sur le bus PLB.
Pour re´duire les temps de calculs, l’unite´ de re´tro-projection est paralle´lise´e et une
hie´rarchie me´moire fournit les donne´es aux modules : chaque module obtient ses donne´es
d’un cache 2D-AP qui lui meˆme les met a` jour a` partir d’un cache 2D-AP de niveau
supe´rieur. Dans notre exemple, nous nous arreˆtons a` un cache de niveau 2, comme illustre´
figure 7(c).
Cette architecture me´moire originale permet de n’utiliser qu’une seule me´moire ex-
terne qui contient tout le sinogramme, contrairement a` la solution propose´e par [3], tout
en autorisant :
– le recouvrement de la latence de la me´moire externe et du bus syste`me
– la re´duction du de´bit a` la me´moire externe
Les performances de cette hie´rarchie me´moire sont ame´liore´es lorsque la latence se re´duit
et une connexion directe de la me´moire a` l’unite´ de re´tro-projection permettrait de
paralle´liser massivement les unite´s de re´tro-projection.
4 Re´sultats
Les objectifs annonce´s de cette imple´mentations de la re´tro-projection sont l’acce´-
le´ration des calculs a` qualite´ de reconstruction e´gale. Cette dernie`re est une quantite´
difficile a` mesurer, car elle de´pend effectivement de l’objectif final. Par exemple, en cli-
nique, l’habitude et la subjectivite´ des praticiens les conduit parfois a` pre´fe´rer des images
classiques issues des algorithmes de re´tro-projection plutoˆt que celles produites par des
algorithmes ite´ratifs plus “performants”.
Dans un premier temps, nous nous inte´ressons a` l’erreur commise lors de la recons-
truction qui peut eˆtre conside´re´e comme la somme de l’erreur de me´thode, due a` l’al-
gorithme de re´tro-projection, et de l’erreur d’imple´mentation, due aux approximations
lie´es au mate´riel et logiciel informatique. Nous montrons que notre imple´mentation est
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(a) Image originale (ana-
lytique)
(b) Image reconstruite (c) Donne´e simule´e (d) Donne´e simule´e
Fig. 8 – Images reconstruites a` partir de donne´es analytiques ou simule´es
tre`s faible devant l’erreur de me´thode.
Dans un deuxie`me temps, nous quantifions les gains de performances, tant en simu-
lation qu’a` partir de me´triques mesure´es sur la plateforme par rapport a` une machine
se´quentielle classique de meˆme ge´ne´ration technologique.
4.1 Qualite´ de la reconstruction
4.1.1 Protocole de validation
Nous montrons que l’erreur de me´thode est tre`s largement pre´ponde´rante sur l’er-
reur d’imple´mentation de`s que le nombre de bits significatifs utilise´s pour les calculs en
virgule fixe de´passe une certaine valeur (9 bits), ce qui justifie le terme de qualite´ de
reconstruction e´gale.
Pour e´valuer l’erreur de me´thode, nous avons construit des sinogrammes a` partir
d’une image de´finie analytiquement et contenant des formes simples (carre´, cercle). Cette
image est donc une re´fe´rence exacte de meˆme que les sinogrammes calcule´s et permet
d’e´valuer l’erreur de me´thode.
Pour e´valuer l’erreur d’imple´mentation, nous allons comparer les re´sultats de recons-
truction obtenus par diffe´rentes imple´mentations : calcul en utilisant des re´els double
pre´cision en virgule flottante, calcul en utilisant une notation en virgule fixe avec un
nombre parame´tre´ de de´cimales. Par ailleurs, le calcul de la transforme´e de radon nous
donne des coordonne´es de points image en valeur re´elle. Les interpolations teste´es sont
soit la troncature, soit l’interpolation line´aire. Les images utilise´es pour cette e´valua-
tion sont des sinogrammes simule´s d’images ce´re´brales et d’un fantoˆme cylindrique. Les
images d’origine ne sont pas disponibles et seule une inter-comparaison peut avoir lieue.
Pour quantifier la qualite´ de reconstruction, nous calculons l’erreur quadratique
moyenne de l’image I par rapport a` l’image Iref de la manie`re suivante :
eqm(I/Iref ) =
√∑xmax
x=0
∑ymax
y=0
(
I(x,y)−Iref (x,y)
I(x,y)+Iref (x,y)
)2
xmax ∗ ymax (3)
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La base de donne´e est constitue´e de :
– sinogrammes calcule´es de manie`re analytique par transformation de Radon a` partir
de formes ge´ome´triques simples.[20]
– donne´es ge´ne´re´es par le simulateur monte carlo PET-SORTEO d’Anthonin Reil-
hac. [5]
Pour les donne´es analytiques, l’image originale existe. Nous sommes donc en mesure de
calculer l’erreur de me´thode : eqm(Ireconstruit/Ioriginal). Nous calculons e´galement pour
l’ensemble des donne´es l’erreur quadratique moyenne entre diffe´rentes imple´mentations
de la re´tro-projection et celle la plus exacte utilisant des re´els double pre´cision avec
interpolation line´aire.
4.1.2 Erreur de me´thode
Erreur quadratique moyenne : eqm · 10−5
re´el interpole´ re´el virgule fixe (2+15 bits)
Dessins (analytique) 301.65 301.65 301.65
Fantoˆme (analytique) 282.22 282.22 282.22
Tab. 1 – Erreurs de me´thode pour diffe´rentes imple´mentations
Le Tableau 1 pre´sente l’erreur quadratique moyenne de l’image reconstruite a` partir
de sinogrammes calcule´s par transformation de Radon. Cette erreur est calcule´e par
rapport a` l’image d’origine et pour les diffe´rentes imple´mentations de la re´tro-projection :
re´el, re´el avec interpolation line´aire et virgule fixe avec 2+15=17 bits de pre´cision (2
pour la partie entie`re et 15 pour la partie de´cimale). Elle caracte´rise l’erreur de me´thode
inhe´rente a` la re´tro-projection qui n’est pas l’exacte transforme´e inverse de la projection.
En effet, la re´tro-projection laissent des re´sidus re´partis en e´toile autour des points
d’activite´ (voir figure 8). L’erreur de me´thode est importante de l’ordre de 3% pour les
diffe´rentes imple´mentation.
4.1.3 Ecarts relatifs entre imple´mentations
Les e´carts entre images reconstruites pour diffe´rentes imple´mentations de l’algorithme
et celle en re´el interpole´ sont pre´sente´s dans le tableau 2 et sur la figure 10.
Erreurs entre les me´thodes interpole´es et non interpole´es Nous observons que
l’image reconstruite sans interpolation (figure 9(a)) est le´ge`rement de´cale´e vers le bas, ce
qui s’explique par l’origine des erreurs de calcul. Pour simplifier la de´monstration, nous
faisons les calculs pour la reconstruction des pixels (x, 0) et (0, y).
Pour reconstruire le pixel f∗t (x, 0), nous calculons f∗t (x, 0) =
∑K
k=0 S(k, rk(x, 0)),
rk(x, 0) = E[x cos(θk)+offset], ou encore rk(x, 0) = x cos(θk)+δr+offset avec δr ∈ [0, 1[,
et de moyenne 12 . Nous pouvons e´crire δr = a sin(θk). La moyenne de a est non nulle car
sin(θk) ≥ 0. Nous avons donc f∗t (x, 0) = f∗(x, a), l’image reconstruite sans interpolation
est donc l’image reconstruire ide´ale de´cale´e de a pixels vers le bas.
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Erreur quadratique moyenne : eqm · 10−5
re´el virgule fixe virgule fixe interpole´
4 bits 8 bits 15 bits 4 bits 8 bits 15 bits
Dessins (analytique) 1.14 9.53 1.28 1.14 9.45 0.59 0.04
Fantoˆme (analytique) 0.81 8.48 0.94 0.81 8.42 0.5 0.03
Cerveau (simule´) 3.27 13.08 3.38 3.27 12.77 0.97 0.11
Cylindre et inserts (simule´) 4.09 16.10 4.23 4.09 15.64 1.13 0.13
Tab. 2 – Ecarts entre l’image reconstruite pour diffe´rentes imple´mentations de la re´tro-
projection avec celle en re´el interpole´
(a) Ecart re´el non inter-
pole´
(b) Ecart virgule fixe (4
bits)
(c) Ecart virgule fixe (8
bits)
Fig. 9 – Ecart entre imple´mentations par rapport a` la me´thode “re´el interpole´” pour une
image analytique
De la meˆme fac¸on, nous montrons qu’il n’y a pas de de´calage horizontal car f∗t (0, y) =
f∗(0, y), du fait de la syme´trie du cosinus autour de pi2 .
Erreurs entre les calculs virgule flottante et virgule fixe Les erreurs de recons-
truction du calcul en virgule fixe s’accroissent lorsqu’on s’e´loigne du centre de l’image
(figures 10). En effet, les arrondis sur les valeurs des cosinus et sinus sont amplifie´es lors
du calcul de x cos(θk) + y sin(θk). La pre´cision ne´cessaire au codage des cosinus et sinus
est tout simplement le nombre de bits ne´cessaires a` la repre´sentation des coordonne´es x
et y.
Discussion Le graphe de la figure 10 repre´sente l’e´cart entre les images reconstruites en
virgule fixe et virgule fixe interpole´e avec celles reconstruites en re´el interpole´ en fonction
du nombre de bits codant la partie de´cimale. A partir de 12 bits, les imple´mentations en
entier offrent un re´sultat quasiment e´gal a` l’imple´mentation re´fe´rence en re´el interpole´.
L’e´cart relatif entre les diffe´rentes imple´mentations devient alors tre`s faible, plus de 300
fois infe´rieur a` l’erreur de me´thode (c.f. tableau 1).
Ainsi l’imple´mentation en mate´riel qui est strictement e´quivalente a` l’imple´mentation
software en entier n’alte`re pas ou tre`s peu la qualite´ de reconstruction.
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Fig. 10 – Erreur quadratique moyenne en fonction de la pre´cision des me´thodes en
virgule fixe
4.2 Performances de l’architecture
Les mesures effectue´es sur la plate-forme et les re´sultats de simulation nous montrent
que la hie´rarchie me´moire choisie est efficace et nous permet des acce´le´rations impor-
tantes par la paralle´lisation des ope´rateurs et ceci en n’ayant qu’une me´moire externe
qui contient toutes les donne´es. Les me´triques obtenues sont donne´es dans le tableau 3 et
montrent une acce´le´ration quasi-line´aire avec le nombre d’ope´rateurs. Elles correspondent
a` la reconstruction d’une image xmax ∗ ymax = 320 ∗ 320 a` partir d’un sinogramme de
re´solution angulaire K = 512. L’image est reconstruite par blocs de taille 16 ∗ 16, qui est
un bon compromis entre la taille du cache, les ressources mate´rielles et l’efficacite´ de la
reconstruction (c.f. section 2).
Ide´alement, nous devrions pouvoir re´aliser une reconstruction sans temps mort, c’est
a` dire en xmax∗ymax∗K = 320∗320∗512 cycles d’horloge. Ces performances ide´ales sont
alte´re´es du fait d’une part de la synchronisation entre l’ope´rateur mate´riel et le PPC et
d’autre part des performances du Cache 2D-AP sur le bus syste`me. Les mesures effectue´es
nous montrent que les simulations re´alise´es pour la reconstruction d’un bloc sont fiables
et peuvent eˆtre extrapole´es a` la reconstruction d’une image comple`te (re´sultats de la
reconstruction par 9 unite´s).
L’ensemble du module a e´te´ de´crit en VHDL ge´ne´rique parame´trable pour explorer
rapidement les diffe´rentes configurations possibles. Le cache est entie`rement modulaire
de fac¸on a` pouvoir mesurer l’efficacite´ de diffe´rents type d’estimateurs pre´dictifs et pour
pouvoir construire une hie´rarchie par simple assemblage de blocs. Le tableau 4 donne
la complexite´ du syste`me en nombre de LUT pour une synthe`se sur cible Xilinx Vir-
tex II-Pro, avec les parame`tres du cache qui nous donnent les performances annonce´es
pre´ce´demment. Nous remarquons que l’accroissement de complexite´ du cache, entre 2
et 4 unite´s, est line´aire a` une constante pre`s, qui est la complexite´ du cache de niveau
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Syste`me Cycles Temps @50 MHz Temps @175 MHz
Logiciel
Pentium 3 (1 GHz) 3,5 s
PPC (VirtexII-Pro) 94 s 26 s
Mate´riel simple
Ide´al 52.106
(320 ∗ 320 ∗ 512)
1,1 s 0,3 s
Sans cache 52.106 ∗ 28
(Ide´al∗Latence)
30 s 8,5 s
1 unite´ 78.106 1,5 s 0,42 s
Mate´riel paralle´lise´
2 unite´s 42.106 0,8 s 0,22 s
4 unite´s 21.106 0,42 s 0,12 s
9 unite´s 11.106 (simule´) 0,22 s 0,06 s
Tab. 3 – Performances de l’acce´le´ration de la re´tro-projection
Module CLB FG
1 unite´ 1078 2155
2 unite´s 2253 4506
4 unite´s 3877 7753
Tab. 4 – Synthe`se de l’IP et son cache 2D-AP sur cible Virtex II-Pro
supe´rieur. Le placement routage sur un Virtex II-Pro nous permet d’atteindre 50 MHz
et les tests de synthe`se sur les Virtex 4-FX, la ge´ne´ration suivante, nous montrent qu’il
est possible d’atteindre une fre´quence d’horloge 175 MHz.
5 Conclusion
Nous avons pre´sente´ dans cet article un syste`me de reconstruction par re´tro-projection
2D imple´mente´ et valide´ sur une plateforme SOPC.
Ce syste`me a e´te´ conc¸u d’une part pour re´soudre le goulot d’e´tranglement existant
lors des acce`s en me´moire et de manie`re a` re´duire les erreurs de reconstruction dues aux
calculs en virgule fixe. Lors de la reconstruction, les donne´es ne´cessaires sont pre´dites sta-
tistiquement afin que le cache puisse les pre´-charger avant que l’unite´ de re´tro-projection
ne les utilise effectivement. De plus, l’algorithme de re´tro-projection a e´te´ imple´mente´ de
fac¸on a` augmenter la localite´ spatiale 2D et temporelle, l’utilisation du cache en devient
plus pertinente.
La re´tro-projection est utilise´e par les algorithmes ite´ratifs plus sophistique´s. Ces
derniers offrent une meilleure qualite´ d’image mais en contrepartie ont un temps recons-
truction beaucoup plus long. La re´alisation pre´sente´e dans cet article est une premie`re
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e´tape pour construire un syste`me de reconstruction ite´ratif, adaptable et flexible. Im-
ple´mente´ sur un SOPC, le module de re´tro-projection 2D peut eˆtre duplique´ pour pa-
ralle´liser les calculs. Un meˆme module de cache peut eˆtre partage´ ou une hie´rarchie de
caches me´moire peut eˆtre mise en place. Ainsi en s’appuyant sur la localite´ temporelle
et spatiale 2D, nous pouvons reconstruire simultane´ment plusieurs pixels et la vitesse de
reconstruction est alors notablement ame´liore´e.
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