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In ecological studies, microbial diversity is nowadays mostly assessed via the detection of phylogenetic marker genes, such as 16S
rRNA. However, PCR amplification of these marker genes produces a significant amount of artificial sequences, often referred to
as chimeras. Different algorithms have been developed to remove these chimeras, but efforts to combine different methodolo-
gies are limited. Therefore, two machine learning classifiers (reference-based and de novo CATCh) were developed by integrat-
ing the output of existing chimera detection tools into a new, more powerful method.When comparing our classifiers with exist-
ing tools in either the reference-based or de novomode, a higher performance of our ensemble method was observed on a wide
range of sequencing data, including simulated, 454 pyrosequencing, and IlluminaMiSeq data sets. Since our algorithm combines
the advantages of different individual chimera detection tools, our approach produces more robust results when challenged with
chimeric sequences having a low parent divergence, short length of the chimeric range, and various numbers of parents. Addi-
tionally, it could be shown that integrating CATCh in the preprocessing pipeline has a beneficial effect on the quality of the clus-
tering in operational taxonomic units.
Apowerful method to assess microbial diversity of different en-vironments is the identification of specific phylogenetic
marker genes like the 16S rRNA genes (rRNA) for Bacteria and
Archaea or the internal transcribed spacer (ITS) for Fungi. How-
ever, because of the limitations of most current sequencing tech-
nologies, PCR amplification of the targeted DNA is an unavoid-
able step in this approach. During this PCR amplification,
chimeras might be created due to incomplete extension. If an in-
complete PCR fragment acts as a primer in the next round of the
PCR (by binding to the template DNA of a different species), a
chimeric sequence originates which consists of two or more frag-
ments amplified from theDNAof distinct species (1–6). Chimeras
introduced via this mechanism are propagated through the PCR
as any other DNA sequence (4, 7–9). Consequently, these chime-
ras result in an artificial inflation of the microbial diversity in a
biodiversity analysis using next-generation sequencing ap-
proaches onmarker genes like the 16S or 18S rRNA gene or fungal
ITS (10). Indeed, since chimeras are PCR errors and not sequenc-
ing errors, they cannot be recovered using regular data denoising
approaches (11, 12) and can be falsely interpreted as unique se-
quences representing novel species. A significant number of chi-
meras has been identified in curated databases in a proportion that
can reach up to 46% (4, 6, 13). Even after treatment with traditional
chimeradetection tools, chimeras are continuouslydetected inhighly
valuable and frequently consulted databases like RDP (14), SILVA
(15), and Greengenes (16). Likewise, the percentage of chimeric se-
quences in the unique amplicon pool of PCR-amplified samples
might reach values higher than 70% (5, 11).
In general, two classes of chimera detection tools can be distin-
guished: reference-based and the more recent de novo methods.
Reference-based methods basically screen the sequences poten-
tially containing chimeras against a curated reference database
with chimera-free sequences. This approach has been imple-
mented in the first generation of chimera detection tools such as
Pintail (4) and Bellerophon (13). A major improvement of the
reference-based approaches was achieved via the introduction of
ChimeraSlayer (17), which uses 30% of each end as a seed for
searching a reference data set, finding the closest parent (if any),
performing alignments, and scoring to the candidate parents.
Although ChimeraSlayer was found to outperform all of the
previous tools, it was not able to detect chimeras with a small
chimeric range (i.e., the shortest region produced by one of the
parents) (18). The reference-based mode of a new chimera
detection tool called UCHIME was built upon the implementa-
tion of ChimeraSlayer and outperformed it on almost all investi-
gated data sets (10). In reference-based UCHIME, query se-
quences are divided into four nonoverlapping segments and
searched against a reference database. Both of the three-way align-
ment tools (ChimeraSlayer and reference-based UCHIME) were
reported to have a lower accuracy than that of DECIPHER (18) in
cases where the algorithms were challenged with a data set con-
taining chimeric sequences with a short chimeric range and long
sequence lengths. The DECIPHER algorithm is a search-based
algorithm that splits the query sequence into different fragments
and analyzes whether those fragments are uncommon in the ref-
erence phylogenetic group where the query sequence is classified.
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If a significant amount of fragments is assigned to a phylogenetic
group different from the complete query sequence, the sequence is
classified as chimeric.
However, in general, an objective comparison between differ-
ent chimera detection tools is difficult, as each of the algorithms is
biased toward its own test data andhas been proven to outperform
other tools when applied to their own dedicated data.
De novo methodologies are generally based on the fact that
parents of any chimeric sequence have gone through at least one
more PCR cycle than chimeric sequences (11). Three such tools,
Perseus (11), de novo UCHIME (10), and the de novo Chime-
raSlayer implementation, are integrated in mothur (19). Perseus
was trained using real 454 pyrosequencing data, while de novo
UCHIME used simulated data. Recently, the UPARSE pipeline
was released, combining in one step chimera detection with clus-
tering of sequencing reads into operational taxonomic units
(OTUs) (20).
Both reference-based and de novo methodologies have their
advantages and disadvantages. In situations dealing with well-
studied environments, the reference-based approaches were
found to be very effective in distinguishing between chimeras and
chimera-free (parent) sequences. This efficiency is assumed to be
lower when dealing with less well-known environments, which is
where the need for de novo approaches originated. However, most
of the de novo approaches depend on redundancy differences be-
tween chimeras and parents, assuming that the number of parent
sequences has to be at least one time more redundant than their
corresponding chimeric sequences. This requires data abun-
dances to have been reported with high accuracy. Practically this
might be problematic, as some of the sequences are removed due
to noise removal, score filtration, or any other preprocessing step.
As each approach has its pros and cons, reference-based as well as
de novo approaches were taken into account in the analyses de-
scribed below. A schematic overview comparing the various chi-
mera detection tools is available in the supplemental material (see
Table S1).
In this work, we present a chimera detection tool consisting of
a machine learning classifier called CATCh (Combining Algo-
rithms to Track Chimeras), which is able to discriminate between
chimeric and nonchimeric sequences based on a specific set of
input data (called features in the context of machine learning).
With this tool, we use as input data not the sequence read charac-
teristics but rather the results (e.g., scores) of different individual
chimera detection tools mentioned above and integrate them into
one prediction. All different tools are run separately, and their
output values are combined and processed by the classifier in or-
der to give a prediction of whether a read is a chimera or not. This
machine learning method consists of three stages. First, the nec-
essary input features (i.e., output values of the different chimera
detection tools) are identified. In the second step, the classifier is
trained via a supervised learning approach. In this step, the classi-
fier learns to make a correct prediction based on example input
data; in our case, training data consist of the output features of a
set of sequences reads obtained from different chimera detection
tools, together with their correct classification (i.e., whether this
read is a chimeric sequence or not). In the third step, the trained
classifier can be used to predict chimeric sequences in new, previ-
ously unseen data (i.e., data that did not belong to the training
data). By feeding the outputs of the different individual chimera
detection tools into the classifier, CATCh is able to classify them
into chimeric and chimera-free subsets. As two different types of
chimera detection tools exist, either reference based or de novo, we
also developed two different versions of CATCh. In order to illus-
trate its performance, CATCh (reference based as well as de novo)
was benchmarked against other chimera detection tools using var-
ious publicly available benchmark data.
MATERIALS AND METHODS
Included chimera detection algorithms. As mentioned in the introduc-
tion, the strategy of CATCh consists of consolidating the output of differ-
ent chimera detection tools into one highly reliable prediction. Therefore,
a wide range of different reference-based and de novo tools has been inte-
grated into CATCh; each of the tools used is discussed below.
When running the reference-based algorithms, the implementa-
tions of the tools as available in mothur (version 1.28.0) (19) were used
for UCHIME (reference mode) (10), ChimeraSlayer (reference mode)
(17), and Pintail (4), each of them using the default parameters. For
DECIPHER (version 1.10.0), which does not support parallelization, we
increased the speed by implementing a forking approach—as already sug-
gested in the original paper—making it possible to split up the run of
DECIPHER over an arbitrary number of cores (18). All these reference-
based algorithms use a database of chimera-free reads as a reference:
UCHIME, ChimeraSlayer, and Pintail use the Gold reference database
(available at the Broad Microbiome Utilities website, version micro-
biomeutil-r20110519), andDECIPHER uses a “good quality” filtered and
chimera-curated version of RDP (release 10, update 22) (18). DECIPHER
has two modes, depending on the length of the sequences, either full
length (fs_decipher) or short length (ss_decipher). In our experiments,
we adjusted these parameters according to the length of the input se-
quences of each database.
Similarly, for the de novo-based algorithms, the implementation of the
algorithms as available in mothur (19) was used for UCHIME (10) (de
novo), ChimeraSlayer (de novo) (17), and Perseus (11). For integrating the
different de novo-based algorithms into the CATCh de novo classifier, the
default parameter settings for each of the three tools were used.
Building CATCh. Two different CATCh classifiers were developed,
one reference and one de novomodel, each of them integrating the results
(called features below) of different individual chimera detection tools into
a chimera prediction tool with higher performance.
For the reference-based CATCh classifier, we included the following
input features: (i) the calculated score and the final decision (i.e., chimeric
or nonchimeric) for UCHIME, (ii) the calculated score and final decision for
ChimeraSlayer, (iii) the score, standard deviation, and final decision for
Pintail, and (iv) the final decision for DECIPHER. The final decision (i.e.,
whether a read is predicted as chimeric or not) for the individual chimera
detection tools depends on the chosen cutoff value, for which the devel-
oper’s default value was used. For the de novo CATCh classifier, both the
score and the final decision for (i) de novoUCHIME, (ii) de novo Chime-
raSlayer, and (iii) Perseus were selected as input parameters. Based on the
chimera prediction results for each of these individual tools, two classifiers
were built (reference and de novo) integrating the different output values
produced by these tools into one final score.
Different mathematical functions, called kernels, have already been
developed for solving classification problems. To develop the CATCh
classifier, we had to select the most optimal kernel based on their perfor-
mance on the training data. For this purpose, the training data—consist-
ing of the output of different chimera detection tools, together with the
chimeric or nonchimeric label—were split into two subsets: a subset to
train and a subset to test the classifier. The first one is used during the
learning step applied for each of the kernels to build a classifier, and the
second data set is used for evaluating the performance of the different
kernels. An overview of the tested kernels available inWEKA (21) is given
in Table S2 in the supplemental material for the reference-based and the
de novo implementations.
For all model parameters, the WEKA standard values, version 3.7.1,
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were used (21). A schematic overview of the developedmethodology (ref-
erence based and de novo) is given in Fig. 1. The CATCh software and
accompanying documentation are available via http://science.sckcen.be
/en/Institutes/EHS/MCB/MIC/Bioinformatics/CATCh. The implemen-
tation has been tested on Mac and Linux (RHEL-derived distributions).
On the CATCh website a manual together with the training data can be
downloaded; the manual explains how CATCh was trained and tested
using theWEKA software. This software is distributed under the terms of
the GNUGeneral Public License as published by the Free Software Foun-
dation.
Training and testing data sets. As a training data set to build the
CATCh classifiers, the denoised output of the Titanium data set as pub-
lished by Quince et al. (11) was used. These data are grouped into 91
parent sequences (chimera free) and 176 chimeric sequences (obtained
directly from C. Quince). For the reference-based model, we used the
Titanium data set (see below) to train as well as test different classifiers
(splitting to a 3:1 ratio). For the de novo classifier, thewhole Titaniumdata
set was used for training and a separate data set (F01QS4Z01_rep2_v13, a
subset of Mock2-b; see below) was used for testing, as complete informa-
tion on the redundancy of the reads is essential for all de novo algorithms.
Validation data sets. For benchmarking our tool against other avail-
able chimera detection tools, two types of data were used, (i) simulated
data containing artificial chimeric sequences generated using tools like
CHSIM (10) and (ii) publicly available real sequencing data (454 pyrose-
quencing and Illumina MiSeq and PacBio SMRT sequencing).
For the first data set, we randomly selected sequences from the GOLD
database (described in reference 17) and used them as parent sequences to
artificially produce chimeras using the CHSIM tool (10). By trimming
these parent and chimeric sequences to a randomly selected length within
50 to 99% of the actual length, we obtained a data set consisting of 1,532
chimera-free (parent) and 1,308 chimeric sequences, referred to as Simu1.
Additionally, three publicly available data sets were used for the eval-
uation of different previously published reference-based chimera detec-
tion tools—SIMM (10), DECIPHER (18), and SIM2 (17) (for details, see
Table 1) called Simu2, Simu3, and Simu4, respectively, in the rest of the
paper. To challenge the chimera detection tools to predict chimeras in
more experimentally relevant situations obtained via high-throughput
sequencing technologies (sequencing errors, which can rise to 1%) as well
as to simulate biological variation of reads corresponding to novel species,
we used the previously published SIMM data sets with 1% and 5% inser-
tions and deletions and SIM2 data sets with 1% and 5% insertions, dele-
tions, indels, and substitutions (referred to as Simu2_Mutation and
Simu4_Mutation, respectively).
For benchmarking our de novo classifier, the uneven mock data set as
reported in the work of Quince et al. (11) and initially introduced in the
work of Turnbaugh et al. (22) was used. This data set, covering the V2
region of the 16S rRNA gene, is sequenced in triplicate and consists of
3,036 sequences, from which those sequences labeled as anomalies (n 
225) were removed, leaving 2,565 chimeric sequences and 246 nonchime-
ric sequences in this data set, called Mock1.
The HMP-MOCK data set, part of Project SRP002397 in the NCBI
Sequence Read Archive (SRA) (23), contains 454 pyrosequencing data of
16S rRNA amplicons of 21 bacteria, consisting of 10 runs covering 3
regions (V13, V35, and V69), with 3 replicates per region per run, result-
ing in a total of 90 samples. This data set was treated using mothur (19)
(version 1.28.0) with two different denoising strategies, quality trimming
(23) and flow denoising (AmpliconNoise [11]), producing two separate
data sets (P. Schloss, personal communication). These data sets were
FIG 1 Work flow diagram illustrating different steps and tools included in reference-based and de novo CATCh.
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namedMock2-a andMock2-b for quality-trimmed and AmpliconNoise-
treated data sets, respectively.
The MiSeq mock data set (called Mock3) consists of the 16S rRNA
amplicons of a mock community containing 21 bacterial isolates and
covering the V34 and V4 regions (each region sequenced in quadrupli-
cate) (24), which were extracted from the Sequence Read Archive
(SRA082708). The sequencing data were preprocessed following the
mothur MiSeq SOP procedure (version online on 3 August 2014) (24).
For assessing the computational resources required for different se-
quencing platforms, also a (nonmock) PacBio SMRT sequencing data set
was analyzed. This data set covers the V13 and V23 regions of the 16S
rRNA and was extracted from the Sequence Read Archive (SRA accession
number SRA056302) (25). All 16 samples were preprocessed using
mothur (19) (version 1.28.0) as described in the corresponding paper
(25), i.e., removing sequences with an average quality score of lower than
25, an anomalous length (300 or 615 bp), an ambiguous base, ho-
mopolymers with a length higher than 8, or more than one mismatch in
the barcode or primer.
In addition to testing the performance of chimera detections tools on
16S rRNA amplicon sequencing data, the performance on two data sets
covering regions in the eukaryotic 18S rRNA gene was included in this
work. The first data set, called Mock4, consists of a mock community of
either 12, 24, or 48 species from closely or distantly related nematodes, as
described by Fonseca et al. (26). Each sample was sequenced in five repli-
cates, resulting in a total of 30 samples (SRA accession number
SRA043810). The data were preprocessed as described in the initial paper
(26) using AmpliconNoise.
A second 18S rRNA mock community (Mock5), covering the V13
and V46 regions, was obtained as described in the publication of Morgan
et al. (27). The data downloaded from http://research.csiro.au/software
/amplicon-pyrosequencing-denoising-program/ consist of 30 sequencing
data sets and were preprocessed by removing reads with one or more
ambiguous nucleotides and homopolymers longer than 8 nucleotides
(nt).
An overview of all simulated and mock data sets used in this study is
given in Table 1.
Evaluation parameters. For evaluation of the performance of the dif-
ferent chimera detection algorithms, we adopted four parameters: sensi-
tivity [TP/(TP  FN)], specificity [TN/(TN  FP)], accuracy [(TP 
TN)/(TP  FN  TN  FP)], and Matthews correlation coefficient
(MCC), determined as
TP TN FP FN
TP FPTP FNTN FPTN FN
where false positives (FP) and false negatives (FN) represent the number
of sequences falsely predicted as chimeric and nonchimeric, respectively,
while true positives (TP) and true negatives (TN) stand for the number of
sequences correctly predicted as chimeric and nonchimeric, respectively.
MCC is a correlation coefficient between the observed and predicted bi-
nary classifications, giving an idea on the balance between the specificity
and sensitivity. It returns a value between 1 (negative correlation, i.e.,
performing worse than a random prediction), 0 (no correlation, i.e., per-
forming as random predictor), and1 (positive correlation, i.e., perfect
prediction).
RESULTS
In this work, two classifiers were developed, one for reference-
based approaches and a second one integrating all de novo ap-
proaches. For both CATCh classifiers, we used the output of the
individual chimera detection tools as input features for the calcu-
lation of a combined chimera prediction score. Constructing a
machine learning classifier generally consists of three stages: (i)
identifying the necessary input data, called feature selection, (ii)
training and testing the classifier, and (iii) evaluating the perfor-
mance of the classifier. In the first two sections of Results, we
describe the feature selection and training and testing of the clas-
sifier. The remaining sections are dedicated to the evaluation of
the CATCh classifier.
Feature selection. The feature selection step is required to
identify the optimal set of features needed for the development of
a robust classifier. The question answered here is whether all input
features as described inMaterials andMethods (and, by extension,
all individual chimera prediction tools) are needed to obtain a
good classifier. This step is important, as a reduction of the num-
ber of input features might have a beneficial effect on the accuracy
of the classifier as well as the computational calculation time.
However, based on the principal component analysis (PCA) of the
training data (see Fig. S1 and Table S3 in supplemental material),
all input features were needed to explain 95% of the variation in
the data. This also implies that the results of all individual chimera
detection tools need to be retained as input data for the classifier.
This observation was further confirmed by a dedicated experi-
ment in which we left out one of the chimera prediction models
from CATCh (see Table S4 in the supplemental material). Even
removing a tool with a low individual performance had a major
impact on the performance of the classifier (e.g., a drop in sensi-
tivity of reference-based CATCh when tested on Mock2-a from
0.82 when including Pintail to 0.69 when excluding Pintail in the
classifier). Similarly, when calculating the overlap of correctly
predicted chimeric sequences between different individual algo-
TABLE 1 Detailed description of each of the data sets used in this work either for training or testing, illustrating the number of chimeric and








genomes Gene Region Data treatment Reference(s)Nonchimeric Chimeric
Training 91 176 454 Titanium 1 91 16S rRNA V45 AmpliconNoise 11
Simu1 1,532 1,308 Simulated 1 16S rRNA This work
Simu2 86 900 Simulated 1 16S rRNA 10
Simu3 11,000 4,000 Simulated 1 16S rRNA 18
Simu4 4,769 2,500 Simulated 1 16S rRNA 17
Mock1 246 2,565 454 GS-FLX 3 67 16S rRNA V2 AmpliconNoise 11, 22
Mock2-a 5,447 13,205 454 Titanium 90 21 16S rRNA V13/V35/V69 mothur 454 SOP 23
Mock2-b 8,302 22,131 454 Titanium 90 21 16S rRNA V13/V35/V69 AmpliconNoise 23
Mock3 11,958 13,612 MiSeq 8 21 16S rRNA V34/V4 mothur MiSeq SOP 24
Mock4 2,050 5,326 454 GS-FLX 30 12/24/48 18S rRNA V13 AmpliconNoise 26
Mock5 82,426 16,317 454 30 16 18S rRNA V13/V46 mothur 454 SOP 27
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rithms, the added effect between the different individual tools was
highlighted; e.g., 1,060 out of the 13,205 chimeras in theMock2-a
data set could exclusively be predicted by Pintail (see Fig. S2 in the
supplemental material).
Training and testing CATCh. As mentioned in Materials and
Methods, a wide range of mathematical functions (i.e., kernels)
has been developed to address classification problems. Different
kernel functions were compared by training and testing them on
the training data (i.e., data containing the features extracted from
the results (e.g., scores) of the different individual chimera detec-
tion tools together with the information on whether the read is
chimeric or nonchimeric. As mentioned in Materials and Meth-
ods, the training data were split into two parts: the first part was
used for training classifiers using different kernel functions, and
the second set was used to measure the performance of different
kernels. This performance of the different trained classifiers on the
test data was assessed by applying a cutoff score on the output of
the classifier, which guarantees a predefined level of specificity
(0.90 for the reference-based method and 0.93 for the de novo
method), and subsequently comparing the sensitivities for each of
them. For both the reference-based and the de novo implementa-
tions of CATCh, the Support Vector Machine with Pearson VII
Universal Kernel (SVM-PUK) obtained the highest accuracy, with
sensitivities of 0.85 and 0.92 and specificities of 0.90 and 0.93,
respectively, on the test data (see Table S2 in the supplemental
material). These results were noticeably better than the perfor-
mance of each individual tool as well as the union of chimeric
predictions of all individual tools (see Table S5 in the supplemen-
tal material).
To test the dependency of the CATCh classifier on the accuracy
of the training data (i.e., whether a read is correctly identified as
being chimeric or not in the training data), we artificially intro-
duced a mislabeling of the chimeric reads in the training data.
Randomly switching the label of a read from chimeric to nonchi-
meric or vice versa was tolerated up to a level of 5% for the refer-
ence-based classifier and up to 10% for the de novo implementa-
tion. Exceeding these thresholds leads to a dramatic decrease in
sensitivity. However, since we restricted the training data to high-
quality predictions—all reads where the chimeric prediction was
not clear were removed from the data—the fraction of mislabeled
reads would be very low.
To test whether it was possible to integrate both approaches in
one powerful classifier, a classifier combining both de novo and
reference-based algorithms was built and tested on Mock2-a and
Mock2-b. However, compared with the separate de novo or refer-
ence based classifier, no improvement (Mock2-a) or only a mar-
ginal improvement (Mock2-b) in the sensitivity with the same
cost in the specificity was observed (see Table S6 in the supple-
mental material), as well as a major increase in the running time.
Performance of reference-based algorithms.For benchmark-
ing the different reference-based chimera detection algorithms, all
available tools were run on different data sets, each of them al-
ready used to optimize one of the existing chimera detection tools.
When comparing our ensemble algorithmwith the best-perform-
ing alternative, the CATCh classifier was found to obtain a higher
sensitivity on Simu1, Simu2, and Simu3 data (respectively, 14%,
12%, and 11% higher) and an equally high sensitivity on Simu4
data (95% for bothUCHIME andCATCh), while showing a small
drop in specificity (respectively, 4%, 2%, 1%, and 3%) (Table 2).
In order to simulate real-life situations, where sequence reads
are divergent from sequences in the reference database due to
factors like natural variation (i.e., predict chimera that are pro-
TABLE 2 Sensitivity and specificity values of all tested chimera prediction toolsa
Parameter Data set
Value for indicated reference-based tool
Data set
Value for indicated de novo tool
UCHIME ChimeraSlayer Pintail DECIPHER CATCh UCHIME ChimeraSlayer Perseus CATCh
Sensitivity Mock2-a 0.79 0.66 0.58 0.61 0.82 Mock2-a 0.74 0.66 0.76 0.85
Specificity 0.94 0.95 0.42 0.93 0.92 0.94 0.94 0.92 0.91
Sensitivity Mock2-b 0.90 0.77 0.58 0.70 0.93 Mock2-b 0.87 0.80 0.87 0.95
Specificity 0.94 0.96 0.46 0.93 0.92 0.94 0.94 0.93 0.91
Sensitivity Mock3 0.75 0.63 0.06 0.61 0.81 Mock3 0.64 0.65 0.73 0.81
Specificity 0.95 0.99 1.00 0.98 0.94 0.98 0.97 0.98 0.96
Sensitivity Simu1 0.56 0.51 0.15 0.45 0.70 Mock1 0.92 0.71 0.94 0.97
Specificity 1.00 1.00 0.88 1.00 0.96 1.00 1.00 1.00 1.00
Sensitivity Simu2 0.69 0.53 0.21 0.48 0.81 Mock4 0.37 0.27 0.27 0.47
Specificity 1.00 0.99 0.80 0.99 0.98 0.96 0.98 0.94 0.91
Sensitivity Simu3 0.83 0.66 0.27 0.87 0.94 Mock5 0.08 0.11 0.14 0.16
Specificity 0.99 1.00 0.86 0.98 0.97 1.00 0.95 0.99 0.98
Sensitivity Simu4 0.95 0.90 0.17 0.27 0.95
Specificity 1.00 0.99 0.86 1.00 0.97
Sensitivity Avg 0.78 0.67 0.29 0.57 0.85 Avg 0.60 0.53 0.62 0.70
Specificity 0.97 0.98 0.75 0.97 0.96 0.97 0.96 0.96 0.95
Difference 7/2 18/2 56/21 28/1 10/2 17/1 8/1
a The first three data sets were tested with both reference-based and de novo tools. The second part of the table contains the data sets analyzed using either reference or de novo tools.
The last three rows give the average sensitivity and specificity and the average increase or decrease in sensitivity/specificity compared with that of CATCh.
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duced by 16S rRNA sequences which are not present in the cur-
rently used reference databases) or sequencing errors (sequences
containing insertions, deletions, or mismatches can rise to 1%),
we challenged the chimera detection algorithmswith adapted ver-
sions of the Simu2 and Simu4 data sets in which 1% and 5% indels
and mutations were added (see Table S7 in the supplemental ma-
terial). While some of the individual tools, like UCHIME, could
tolerate 1%mutations, the decrease in sensitivity was much more
pronounced at the 5% level than that of CATCh. Indeed, the drop
in sensitivity at 5% mutations varied between 10% and 20% for
UCHIME (the best-performing individual tool in this test) for the
different types of mutations, while CATCh showed a drop in sen-
sitivity between 4% and 9%. Overall, CATCh shows the highest
sensitivity over Simu2 as well as Simu4 data sets, with the clearest
difference when the average percentage of indels and mutations
rises to 5%.
As an additional test, the chimeras in Simu2 and Simu4 were
separated according to their level of divergence as reported in the
original files (Simu2 data from 1 to 10% and Simu4 data from 1 to
25%). As shown in Fig. 2, CATCh appeared to endure those chal-
lenges, with the best sensitivity reported among the tools. Indeed,
it combines the advantages of ChimeraSlayer—having a high sen-
sitivity at low divergence—and maintains a good performance
at higher divergence, as observed with UCHIME. This also con-
firms the finding that DECIPHER performs at its best with high
divergence; however, the sensitivity is still lower than those of
UCHIME and ChimeraSlayer.
In order to test the robustness of the different tools against the
number of segments in chimeric sequences (di-, tri-, and tetram-
eras) in sequencing data, a comparison of the performances on
Simu2 and Simu3 data (respectively, 300 and 1,000 chimeras for
each chimera type) was performed. In general, CATCh appeared
to have the highest sensitivity for all of the classes of chimeras in
both data sets (see Fig. S3 in the supplemental material).
Similarly, the evolution of the performance of the reference-
based algorithms was tested in relation to the chimeric range
(i.e., representing the shortest region originating from one of
the parents) in a way similar to that described by Wright et al.
FIG 2 Effect of the divergence of the chimeric sequences (x axis) on the sensitivity of different reference-based tools (y axis) applied to data sets with deletions
(A), indels (B and E), insertions (C), and mismatches (D and F). Both the Simu4 (A to D) and Simu2 (E and F) data sets were used, having chimeras with a
divergence ranging from 1 to 25% and from 1 to 10%, respectively. Five tools were involved in this comparative study: UCHIME, ChimeraSlayer, Pintail,
DECIPHER, and CATCh.
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(18). Plotting the sensitivity versus the chimeric range (see Fig.
S4 in the supplemental material) emphasizes that the most
challenging cases to detect are those in which one of the parents
participated with less than 200 nt, a condition under which
DECIPHER obtained very good results. This result is, in turn,
reflected in a high sensitivity of the CATCh classifier. CATCh
achieved the highest average sensitivity over all ranges,
0.95, while DECIPHER, UCHIME, ChimeraSlayer, and Pintail
achieved sensitivities of 0.89, 0.88, 0.80, and 0.26, respectively.
Performance of de novo-based algorithms. For the de novo
algorithms, a similar comparative study was performed combin-
ing de novoUCHIME, de novoChimeraSlayer, andPerseus, testing
them against de novo CATCh using the Mock1 data set as de-
scribed in Materials andMethods. CATCh outperformed Perseus
and UCHIME in the de novo mode by achieving a sensitivity of
0.97, compared to 0.94 and 0.92 for the other tools, respectively,
without any reduction in the specificity (Table 2). A second anal-
ysis took into account the different levels of divergence in the
Mock1 data set (ranging from 1 to 15%). Just like the three other
tools, CATCh in the de novo mode showed sustainable perfor-
mance, with the clearest increase in sensitivity at lower divergence
levels (see Fig. S5 in the supplemental material).
Similar to the case for reference-based algorithms, the robust-
ness of the different tools against the number of chimeras (di-, tri-,
and tetrameras) was compared for de novo chimera detection
tools. The number of parents in the Mock1 data was identified as
described in detail in the original paper byQuince et al. (11) (2,328
bimeras, 234 trimeras, and 3 tetrameras). As seen from these out-
puts, a high sensitivity is obtained for all algorithms for detection
of bimeras, and our classifier showed an increase in bimera detec-
tion (0.97, compared to 0.91, 0.70, and 0.94 for UCHIME,
ChimeraSlayer, and Perseus, respectively).
Benchmarking on 454 pyrosequencing data.To illustrate in a
single experiment the differences in performance between algo-
rithms (reference and de novo based), recently published mock
sequencing data (Mock2) were used (23). The data were prepro-
cessed using two different pipelines as described in Materials and
Methods, resulting in two different data sets (Mock2-a and
Mock2-b), each of those preprocessing methods differing in both
their computational cost and accuracy (23). TheCATCh reference
was found to have the highest sensitivity andmaintained a similar
specificity as the best-performing individual reference-based chi-
mera detection tool on both data sets.Moreover, when comparing
de novo CATCh to the best-performing individual method, a ma-
jor increase in the sensitivity (11% and 8% for the Mock2-a and
Mock2-b data sets, respectively) was found, with a reduction in
specificity of 3% for both data sets (Table 2).
As extra evidence for the increased performance ofCATCh, the
cutoff score of each individual chimera detection algorithm was
tuned in such way that the same specificity as obtained with
CATCh was reached. Subsequently, the corresponding sensitivi-
ties for the different algorithms were compared at this fixed spec-
ificity level. Note thatDECIPHERwas excluded from this analysis,
as it does not produce a score which can be used as a cutoff. Using
Mock2-a and Mock2-b, we found that the CATCh reference had
the highest sensitivity, with an improvement of 4% (on average)
over the best-performing individual tool. The same behavior was
observed with de novo CATCh, with an average of 3.5% improve-
ment over the best individual de novo tool (Table 3).
To further illustrate the improvement brought by bothCATCh
classifiers, and to show that this improvement is independent of
the threshold score applied to any of the other individual tools, a
parameter sweep using different cutoff scores was applied for the
different chimera detection tools (except for DECIPHER, which
does not provide a cutoff score). For each parameter setting, the
MCC was calculated for all algorithms and both CATCh classifi-
ers. This approach was applied to bothMock2 data sets (Mock2-a
and Mock2-b), where in each data set reads were randomly sam-
pled in such a way that the number of chimeric sequences equaled
the nonchimeric sequences. This was not to bias the plot toward
the sensitivity or the specificity (as the chimeric sequences were
more abundant than nonchimeric ones in Mock2). This led to
TABLE 3 Illustration of the performance difference between CATCh (default score) and each individual tool after applying a cutoff which results in
the same specificity as the corresponding CATCh outputa
Parameter
Value for indicated reference-based method Value for indicated de novomethod
UCHIME
Chimera




Sensitivity 0.77 0.77 0.03 0.61 0.82 0.78 0.78 0.80 0.85
Specificity 0.92 0.92 0.92 0.93 0.92 0.91 0.91 0.91 0.91
MCC 0.64 0.65 0.12 0.49 0.70 0.64 0.64 0.66 0.72
Accuracy 0.82 0.83 0.30 0.72 0.86 0.83 0.82 0.83 0.87
Cutoff 0.44 72.5 31.5 0.50 0.62 0.21 74.0 0.40 0.70
Difference 5 5 79 19 7 7 5
Mock2-b
Sensitivity 0.90 0.89 0.02 0.70 0.93 0.90 0.90 0.93 0.95
Specificity 0.92 0.92 0.91b 0.93 0.92 0.91 0.91 0.91 0.91
MCC 0.79 0.77 0.18 0.56 0.82 0.78 0.76 0.82 0.84
Accuracy 0.91 0.90 0.26 0.76 0.92 0.90 0.90 0.93 0.94
Cutoff 0.3 44 30 0.5 0.62 0.17 73.0 0.23 0.70
Difference 3 4 91 13 5 5 2
a The only exception is DECIPHER, as it does not allows the usage of a cutoff score. The difference is the increase in sensitivity obtained when using the CATCh classifier compared
to that of each individual tool.
b Pintail could not reach a specificity of 0.92 with any of the cutoff scores.
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10,894 and 16,604 reads for Mock2-a and Mock2-b, respectively,
each consisting of an equal ratio of chimeric and nonchimeric
reads.
From the graphs it can be determined that CATCh had the
highest MCC score over a wide range of different cutoff scores
(Fig. 3). For the de novo implementations, the graphs for de novo
CATCh and Perseus in some regions showed similar trends. How-
ever, when tracing back the sensitivity and specificity values at
these points, we noticed that these peaks are situated in the left
region of the graph (i.e., corresponding to a low cutoff score),
resulting in a rather exceptional low specificity. For example, for
Mock2-a these high MCC values are produced by gaining a high
sensitivity (e.g., 0.93 for CATCh and 0.91 for Perseus on Mock2-
a), at the cost, however, of a considerable reduction of the speci-
ficity (0.87 for both tools on Mock2-a), denoting a dramatic in-
crease in the number of false-positive chimeras. Moreover, using
the default cutoff score of each tool (indicated with a red cross in
Fig. 3), CATCh automatically returns those predictions that re-
flect the most optimal performance, while other tools might per-
form suboptimally with their default cutoff scores (e.g., Perseus).
This behavior of CATCh is a major advantage when dealing with
real-life data, as it is far from trivial to change the cutoff score to
obtain an optimal performance when dealing with nonmock data.
Benchmarking on Illumina Miseq data. Next to 454 pyrose-
quencing data, the performance of chimera detection algorithms
was also tested on IlluminaMiSeq data using the Mock3 commu-
nity. In general, the same trend was observed regarding the per-
formance at the level of sensitivity and specificity. For the refer-
ence-based implementations, an increase in sensitivity of 6% was
observed compared with the best-performing individual tool
(UCHIME), with a drop in the specificity of 1%. Similarly, for de
novo implementations, the 2% drop in specificity of CATCh com-
pared to that of Perseus was largely compensated by an increase in
sensitivity of 8% (Table 2).
Benchmarking on 18S rRNA amplicon sequencing data. The
main results described in this article were obtained for 16S rRNA
amplicon sequencing data. However, the de novo implementa-
tions have been suggested to work also for other marker genes
(10). Comparing all de novo implementations on Mock4 and
Mock5—both containing 18S rRNA amplicon sequencing data—
resulted in the same conclusion as for Mock2 and Mock3, i.e., an
increase in sensitivity combinedwith a drop in specificity (Table 2;
FIG 3 Plots illustrating the performance of each tool (reference and de novo) using the Matthews correlation coefficient (MCC) (y axis) when changing their
(scaled) cutoff parameters in the x axis, using Mock2-a andMock2-b. The scores are scaled to fit the same range between 0.00 and 1.00. The plot shows that the
performance of CATCh (reference and de novo) was the highest based on results obtained for different cutoff scores for each individual tool.
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see also Table S8 in the supplemental material). More impor-
tantly, the sensitivity values were in general much lower than the
performance obtained for 16S rRNA sequencing data. The best-
performing individual algorithm on these data sets (UCHIME)
obtained sensitivity values of only 37% and 8% for Mock4 and
Mock5, respectively, while CATCh obtained sensitivity values of
47% and 16%, respectively.
Impact of CATCh on OTU clustering. Apart from showing
the improved accuracy of CATCh on the sensitivity and specificity
statistics, the effect of our algorithm on the OTU clustering was
assessed. Indeed, evenwhenworkingwithmock communities, the
number of OTUs in most cases exceeds the theoretical number of
species in the mock communities. This inflation of the number of
OTUs can partially be explained by the presence of undetected
chimeric sequences. Consequently, chimera detection tools can
reduce the number of OTUs by removing those chimeras before
OTU clustering is performed. When assessing this feature on the
Mock1 community, CATCh clearly had themost beneficial effect,
as it reduced the number of OTUs 23% and 35% compared to the
best available tools for reference (UCHIME) and de novo (Per-
seus) applications, respectively. This effect can also been visual-
ized by plotting the rarefaction curves after applying all tested
chimera detection tools (see Fig. S6 in the supplementalmaterial).
The same trendwas observed forMock2-a andMock2-b (samples
rarefied to 10,000 reads; see Fig. S7 in the supplemental material),
leading to drops of 8% and 11%, respectively, in the numbers of
OTUs using the reference-based CATCh implementation.
Running de novo CATCh on Mock2-a and Mock2-b had an
even more dramatic effect by reducing the number of OTUs
22% and 18%, respectively, compared with the second-best
tool. It should be noted within this context that the diversity of
the Mock2 community is much lower than that of Mock1 (20
species versus 91 species), which might explain the smaller im-
provement observed for Mock2. However, in general, by using
CATCh the number of OTUs returned is closer to the expected
number of species in the mock communities. This reduction
in number of OTUs is also confirmed when running CATCh
on real biological data, like the 11 samples used in the SOP as
proposed by Schloss et al. (23) (downloaded from http://www
.mothur.org/w/images/a/a1/SOPData.zip). Indeed, integrating
CATCh (reference based or de novo) into the processing pipeline
led to reductions of 23% and 30% of the OTUs compared with
UCHIME reference or Perseus, respectively.
Computational resources. The computational cost of the dif-
ferent chimera detection algorithms was assessed by examining
the running times for all chimera detection algorithms on three
different data sets, each of them produced by a separate sequenc-
ing technology, i.e., the Mock2-a data set obtained via 454 pyro-
sequencing (23), Mock3 via Illumina MiSeq sequencing technol-
ogy (24), and an additional data set via PacBio SMRT sequencing
(25).
The execution time—consisting of CPU time and input/
output operations—differs significantly between the different
tools and is also largely dependent on the number of unique
reads and average read length produced per sample (Table 4).
In general, de novo tools outperform reference-based tools at
the level of execution time. However, as the execution time for
de novo tools increases exponentially with the number of input
sequences, while for reference-based algorithms this is only
linear, the difference between both approaches diminishes with
an increasing number of unique reads. For example, de novo
UCHIME performs 130 times faster on Mock2-a than the
TABLE 4 Execution times of different reference-based and de novo chimera detection tools, tested on 16S rRNA amplicon sequencing data obtained
from three different sequencing platforms
Detection tool Parameter
Value for indicated data set
Mock2-a Mock3 PacBio
Sequencing platform 454 Titanium MiSeq PacBio
Total data set statistics No. of reads 1,433,524 2,676,388 136,327
No. of unique reads 18,652 25,570 100,154
No. of samples or replicates 90 8 16
Avg/sample/replicate Length 197 259 423
No. of reads 15,928 334,549 8,520
No. of unique reads 207 3,196 6,260
Execution time (h:min:s) for
reference-based methoda
UCHIME 0:02:10 0:34:39 2:07:05
ChimeraSlayer 0:00:41 0:11:35 0:32:15
Pintail 0:05:50 1:15:20 3:40:56
DECIPHER 0:20:39 0:35:30 1:04:10
CATCh (classifier) 0:00:02 0:00:23 0:00:49
CATCh (total) 0:29:22 2:37:27 7:25:15
Execution time for de novomethoda UCHIME 0:00:01 0:01:25 0:21:11
ChimeraSlayer 0:00:40 0:11:39 0:28:19
Perseus 0:00:10 0:34:19 3:12:48
CATCh (classifier) 0:00:01 0:00:20 0:00:38
CATCh (total) 0:00:52 0:47:43 4:02:56
a For CATCh the execution time of the classifier is mentioned (CATCh classifier), as well as the total runtime required for the CATCh pipeline, being the sum of the execution
times of different individual tools and the classifier.
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UCHIME reference, while its performance is reduced to 6 times
faster with the PacBio data set. For ChimeraSlayer, execution
times are almost the same for the reference and de novo imple-
mentations on the PacBio data set.
Regarding the reference-based tools, reference-basedUCHIMEper-
forms very fast on small data sets (i.e., with a low number of
unique reads) in comparison with DECPIHER. The longer execu-
tion time for DECIPHER for small data sets is largely due to read-
ing in the large reference database supporting the algorithm.
However, once this database is read in, DECIPHER can quite eas-
ily withstand an increase in sequencing data, leading only to a
relatively small increase in execution time when running on large
data sets, clearly outperforming UCHIME.
For de novo algorithms, UCHIMEoutperforms Perseus and, to
a lesser extent, also ChimeraSlayer. However, important to note
within this context is the exceptional performance of Perseus on
larger data sets like Mock3: it is the best-performing individual
chimera detection tool (10% higher sensitivity than UCHIME),
largely making up for the longer execution time.
The added computation burden of the CATCh classifier—
integrating and processing the outputs of the individual
tools—is rather limited, not exceeding 1 min even for the larg-
est data set. However, as all individual tools need to be run
separately before CATCh can be applied, the execution time of
our proposed pipeline is dependent to the slowest-performing
algorithm (Pintail in reference mode and Perseus in de novo
mode). For data sets containing a low number of unique reads
(likeMock2-a), the total execution time of reference-based and
de novo CATCh is significantly longer than for the best-per-
forming individual tools (reference-based UCHIME and Per-
seus, respectively), i.e., 29 min versus 2 min for the reference-
based implementation and 52 s versus 10 s for the de novo
implementation. However, on large data sets this effect is less
pronounced: the reference mode of CATCh takes around 3.5
times more time than UCHIME. For the de novo mode, this
effect is even more modest, extending the execution time only
25% compared with that of the best individual tool, Perseus.
DISCUSSION
The first goal of this work was to perform a comparative study
between different chimera detection algorithms. For each of the
implementations, an obvious bias was observed toward the data
sets that were used to fine-tune their respective algorithms, as
almost each algorithm outperformed the other tools on its own
subset of data. Nevertheless, important trends in chimera detec-
tion tools were observed:UCHIME showed robustness against the
presence ofmutations, ChimeraSlayer clearly outperformed other
tools when dealing with sequences containing indels at a low di-
vergence level, and DECIPHER performed very efficiently on chi-
meras with a short chimeric range.
In order to combine the advantages of all of these tools, we used
amachine learning approach to develop a classifier that combines
the output of all of these chimera prediction tools in an intelligent
way. Our reference-based classifier obtained in almost all cases a
better sensitivity. The same trend has been observed with de novo
chimera detection algorithms. Where the improvement in sensi-
tivity of our classifier was less pronounced for the Mock1 data
set, a significant increase in the sensitivity was observed for the
Mock2-a and Mock2-b 454 pyrosequencing read data sets as well
as theMock3 IlluminaMiSeq data set. On the other hand, CATCh
frequently reported a higher number of false positives, resulting in
a lower specificity. However, when forcing all algorithms to pro-
duce the same specificity by tuning the cutoff scores, both CATCh
implementations (reference and de novo) showed a significant in-
crease in sensitivity compared with the best-scoring individual
algorithm. In summary, when comparing the results of CATCh
with the second-best-performing tool (UCHIME for reference
and Perseus for de novo tools) for all possiblemock data sets tested
in this study, it can be seen that CATCh detects, on average, 7%
and 8% more chimeras for the reference and de novo implemen-
tations, respectively. This is at the cost of only 1% at the specificity
level in both cases. This beneficial effect on the detection chimera
is translated intomore accurate results afterOTUclustering (up to
35% fewer OTUs predicted), since data processed by CATCh are
for Mock1 and Mock2 consistently closer to the theoretical num-
ber of OTUs expected in the community (i.e., the number of spe-
cies in the mock community). Caution should be used when ex-
trapolating those conclusions to real biological samples, since they
will have a greater diversity than most mock communities. How-
ever, mock communities are the only way to reliably assess the
difference in performance when benchmarking different algo-
rithms.
While in the initial study the database-dependent algorithms
slightly outperformed the de novo tools (sensitivity of 79% versus
74%) (18), the opposite was observed when comparing our refer-
ence-based classifier with the de novo classifier (84% versus 94%).
Regardless of the fact that in their study the reference-based algo-
rithms outperformed the de novo ones, it has already been sug-
gested that the de novo (database-independent) approach be used
over the reference-based ones, first due to the independence on
incomplete reference databases and second because of a faster
execution time (23). Furthermore, we show here that the de novo
approach developed in this study is also at the performance level
the preferred approach over reference-based methodologies. In-
deed, even in an area where it would be expected that reference-
based algorithms would be favored—since we are dealing with
mock communities containing well-studied bacterial isolates
known to be present in the reference databases—the de novo clas-
sifier has a better performance than the reference-based ap-
proached. This conclusion corresponds with the work by Edgar et
al. (10) calculating a higher performance of de novo UCHIME on
a mock data set than for the reference-based UCHIME.
Where the de novo approach also results in faster execution
times when dealing with small data sets, this effect is less clear with
data sets containing a large number of unique reads (3,000 se-
quences, i.e., samples with a high sequencing coverage or highly
diverse samples). The best-performing individual algorithms,
UCHIME and Perseus for reference-based and de novo methods,
respectively, require comparable execution times in such a large-
scale setup. When extending this to CATCh, the additional com-
putational burden is larger in the reference-basedmode, resulting
in a significant increase in execution times for small and large
sequencing data sets. However, for the de novomode this effect is
much more modest, extending the runtime only 25% for large
sequencing data sets.
Important to note is that this significant increase in perfor-
mance of our de novo classifier was obtained by combining only
three de novo chimera detection tools (de novoUCHIME, de novo
ChimeraSlayer, and Perseus). Our classifier would benefit from
integrating more de novo algorithms once they are available. This
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also highlights the power of such ensemble algorithms, allowing
the integration of as many useful tools as available. When new
algorithms become available in the future, they can easily be inte-
grated in the classifier, most probably leading to even better chi-
mera prediction results than the ones presented here.
Additionally,when combining the output of different algorithms,
a machine learning approach is preferred over a rudimentary ap-
proach such as taking the union or intersection of the predictions of
different algorithms. Indeed, taking the union of ChimeraSlayer,
UCHIME, andDECIPHERwould result in sensitivity values compa-
rable to results obtained with CATCh, with, however, a dramatic
decrease of the specificity (88%, 78%, 83%, and 84% for the Simu1,
Simu2, Simu3, and Simu4 data sets, respectively, versus 96%, 98%,
97%, and 97% for CATCh). These data agree with the observation
that the number of false-positive chimera predictions is minimal be-
tweenDECIPHER andUCHIME, leading to a decrease in specificity
when simply combining both outputs in a straightforward way (18).
For thedenovo implementation, theopposite trend isobserved, as the
sensitivity of our classifier is higher than the unionwhilemaintaining
a similar specificity, suggesting an overlap of Perseus and de novo
UCHIME in the false-positive predictions while having an added ef-
fect in the detection of true chimeras (data not shown).
The majority of the conclusions discussed in this article are
derived based on 16S rRNA sequencing data. Certainly for the de
novo implementations, it is tempting to assume that the area of ap-
plication could easily be extended to other biodiversitymarker genes
like 18S rRNA, 23S rRNA, or ITS regions.However, a small-scale test
case using two different 18S rRNAmock communities suggests that
additional analysesmight lead to unexpected results and a rethinking
of the chimera detection methods currently used in eukaryotic bio-
diversity assessments.While the basic concept ofdenovo tools should
also be applicable for assessing chimeric sequencing in eukaryotic
biodiversity studies, precaution is needed when shifting away from
the 16S rRNAmarker gene to eukaryoticmarker genes, as a straight-
forward application of de novo chimera detection tools on 18S rRNA
results in significantly lower sensitivity values.
In conclusion, a comparison between different chimera pre-
diction tools was performed, pointing out each tool’s strengths
and weaknesses. Based on this information, an ensemble classifier
was developed for reference-based as well as de novo chimera de-
tection tools, which is able to produce stable results over various
mock data sets. Moreover, since the classifier combines the
strengths of various individual chimera detection tools, it shows
an increased robustness against different confounding factors, like
a low parent divergence, short length of the chimeric range, and a
varying number of parents. The beneficial effect of CATCh is
highlighted by improvedOTUclustering results inmock data sets,
returning OTU numbers closer to the true number of species in
the mock community.
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