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Abstract. The paper presents the problem of the minimization of an uneven function of several variables 
nm RRF →: . In general, the minimization of an uneven function is difficult in terms of numerical application, 
especially when there is no information about the character of the unevenness of the function or any precise data 
about the distribution of observation errors. This paper presents two algorithms for the minimization of an uneven 
function by means of neural networks: solutions to an overdetermined system of linear equations according to the 
criteria of the norm 1l  and according to the criteria of the norm ∝l  (the Chebyshev norm) with the use of a square 
and exact penalty function. The results of particular solutions have been compared with the solution via the method 
of the least squares. The equalization tasks have been performed with minimum restrictions of extents of freedom. 
Keywords: minimization of an uneven function in the norm 1l  and ∝l . 
 
 
Introduction 
In a wide class of technical and scientific problems, especially in terms of the equalization of 
geodesic observations, the most frequent procedure for the estimation of the components of the 
parameters vector of linear models (Gauss-Markov models) is the method of the least squares. 
The use of the average-square solution to systems of linear equations with a specific redundancy, 
optimum in terms of the norm 2l  is closely connected to the assumption that observation errors 
are subject to the Gauss distribution. 
Although, the average-square solution often effectively leads to the solution in other norms [3], 
research into robust statistics proves [5] that for the distribution of errors subject to uniform 
distribution, the most suitable criterion for minimization is the residuum norm ∝| || | v  called the 
Chebyshev norm, and for the Cauchy distribution the optimum minimization criterion is used in 
the form 1|||| v . Moreover, the norm 1|||| v  is preferred when there is not enough information 
about the distribution of errors. 
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Fig. 1. The density of a uniform distribution  
 
A uniform distribution (fig. 1), within the range of  [ aa,− ] is called distribution density. 
 
 
 
Environment. Technology. Resources. 2005
ISBN 9984 – 779 – 06 – 8
 20 
    
a2
1xf =)(        for | x| ≤ a                           (1)                                      
and 
                               0xf =)(               for | x |> a                (2)      
The desity of probability for the Cauchy distribution centered at the origin of the system has the 
form 
                        22 xt
t1xf
+
=
π
)( ,   ( ∝+<<∝− x )               (3)               
where 0t >  is the scale parameter. The diagram of the density of the Cauchy distribution (fig. 2) 
resembles the diagram of a normal distribution, but it approximates the x  axis very slowly. 
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Fig. 2. The density of the Cauchy distribution 
 
Because of the fact that it is difficult to determine the distribution density of the probability of 
the random vector which burdens the observation vector, the alternatives to the method of the 
minimization of the sum of the squares of corrections to the observation are the method of the 
minimization of the sum of modules (the minimization of the norm 1|||| v ) and the method of 
minimax (the minimization of the Chebyshev norm )| | ∝||v . Up till now the abovementioned 
methods have been used mainly in procedures for the estimation of parameters of non-
differentiable functions. 
The purpose of this paper is to show the possibilities of determining the estimator x  of the 
vector of parameters x  and the residuum lxAv −=   of the linear model lAx ≅  by means of 
neural networks according to the criterion in the form of the minimization of the norm 1|||| v  and 
the norm ∝|||| v . 
 
Formulation of the problem 
First, let us cosider the general problem of solving an overdetermined system of linear equations 
vlAx +=  where A  is the linear representation assigning the observation vector 
∈l mR )( nm ≥  to the parameter vector x nR∈  according to the norm criterion kv |||| , defined 
in the form of an objective function in the form [2] 
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m
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=
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The solution to the problem of the minimization of the function )( xkF  boils down to the 
implementation of a set of differential equation 
jx
)(
∂
∂
−=
xk
j
j F
dt
dx
µ                                       (5)                                              
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where 0j >µ  ),...,,( n21j =  is the learning coefficient. 
The process of the minimization of the function )( xkF  is a stationary process, where the change 
of the direction of the function gradient vector )( xkF  
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is dynamic in character, and the components of the vector gradient are activation functions in the 
form 
                )](sgn[|)(|)]([ 1-k xxx iii vvvg = ,                             (7)               
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The procedure for the minimization of the function )( xF  according to the criterion in the form 
of the norm || 1||v  and according to the criterion in the form of the norm ∝||v||  is a little 
different. According to the criterion of the norm 1||v|| , the system of differential equations (5) 
for 1k =  (cf. formula (8)) is 
                                    ∑−=
=
m
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dt
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)](sgn[ xµ  ),...,,( m21i =    (9) 
where the activation function is the sign function. 
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Fig. 3. The block diagram of signal flow in a neural network 
for the solution to the task of minimization according to 
the criterion of the norm k||v| | )( ∝<≤ k1   
 
The process of the estimation of parameters in the form of the block diagram of the signal flow, 
corresponding to the system of differential equations (9), has been illustrated in fig. 3.  
Hence, it can be seen that the coordinates of the input vector are the coordinates of the column 
vectors of the matrix A and the coordinates of the vector of free terms l . The correction vector 
v  is calculated on the basis of the approximate values of the coordinates of the parameter vector 
x , then the value of the signum activation function )( xv , whose sign corresponds to the 
direction of the correction of the function )( xkF  at the point x  is also calculated. The following 
steps are in compliance with the method of the greatest descent, bearing in mind the scalar 
learning coefficient jµ  (the step coefficient) ( ),..., n21j = . 
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The norm ∝||v|| - the Chebyshev norm as the criterion 
 for the minimization of the maximum absolute error 
We set the task of such a choice of the coordinates ),...,,( n21jx j =  of the parameter vector x , 
that the functional 
   
mi1
ivV
≤≤
= |])([|max x   ∑ −=
=
n
1j
ijiji lxav )( x                (10) 
  
which is the representation of each of the coordinates of the vector x  separately, should reach 
the minimum value. The problem of optimization will be formulated by the introduction of the 
additional variable δ , and the original problem will be transformed to the problem modified by 
the minimization of the variable δ , including the constraint 
     0vi ≤δ−|)(| x                   (11) 
  
Thus, the solution to the problem of  minimization according to the diagram in fig. 3, boils down 
to finding the least 
      0)( ≥= •∝
• xFδ                  (12) 
  
so that the following condition is fulfilled 
     •≤ δ|)(| xiv                   (13) 
  
In order to minimize the value δ  we will use, according to [7], the method of the square and 
exact penalty function [4], used in non-differentiable minimization. For the square penalty 
function, the energetic function (objective function) is: 
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where 
     },min{][ w0w =−                  (15)  
The penalty coefficients 00 >> βα ,  specify the participation of the penalty component. 
If we mark as 
     )( xi1i vC += δ                 (16) 
  
     )( xi2i vC −= δ                 (17) 
  
and the following steps will depend on the gradient strategy as the activation function )( , 2i1iCf , 
which assumes only two binary values 0  and 1 , then according to the condition (15) we can 
write 
          0Cf 2i1i =)( ,   if 0vi ≥+ )( xδ  or 0vi ≥− )( xδ               (18)  
   
         1Cf 2i1i =)( ,   if   0vi <+ )( xδ  or 0vi <− )( xδ              (19) 
   
The problem of the minimization of the value δ  boils down solving the system of the two 
differential equations (after the initial values of the coordinates of the vector x , the coefficient 
δ  and the penalty coefficients α  and β  have been adopted). 
     ∑ −δ++δ+
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When the exact penalty function [4] is used, the energetic function is defined as 
   })]([)]([{),( −−
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vvF δδβαδδ          (22)  
The parameter δ  and the coordinates jx  ( ),...,, n21j =  of the parameter vector x  are obtained 
from the solution to the set of differential equations 
 
    





∑ +−−=
=
)]()([
m
1i
2i1i CfCfdt
d
β
αηδ          (23)    
    ∑ −η−=
=
m
1i
1i2iijj
j CfCfa
dt
dx
)]()([           (24)    
 
vi(x)
x
+ δ
− δ
δ=>0
 
Fig. 4. The graphical representation of the solution to 
                     the task of the minimization of the function )F(x,δ  
 
The forms of the differential equations (20), (21), (23) and (24) result from the partial derivatives 
calculated and equated to zero of the energetic functions (14) and (22) with relation to the 
coefficient δ  and the components ix ( ),...,, n21i =  of the parameter vector x . The solution to the 
task of the minimization of the energetic functions (14) i (22) in compliance to the equation (11) 
has been presented in fig. 4. 
 
The analysis of the algorithms under discussion used for the estimation 
of parameters of a vertical geodesic network 
The abovementioned methods of estimation do not precisely determine the choice of a method of 
calculations. In the paper [9] the author clearly remarks that the method of the least squares is 
used with the assumption that particular observations are in an independent normal distribution. 
Also K.F. Gauss had his doubts about the optimality of this method and suggested an alternative 
procedure according to the rule of the least modules [6]. The verification of the linear model 
optimised via the method of the least squares requires a test concerning the normality of the 
distribution of the observation vector l  with an application of the adequate way of classification 
of the random vector coordinates described in the paper [1]. 
In practice the minimization methods under discussion have been used for the assessment of the 
displacement of a building founded on expansive soil (clay). The overdetermined system of 
linear equations vlAx +=  put into a configuration of 17  lines )( 17m =  and 11  columns 
)( 11n =  has been solved in four variants: 
- in the norm 2||v||  (the standard deviation mm280m0 ,= ), 
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- in the norm 1||v||  (the coefficient of accuracy for the solution 
mm360m1 ,= ), 
- in the norm ∝| || | v  with the use of a square penalty function (the accuracy 
coefficient for the solution mm290m2 ,= ), 
-     in the norm ∝||v||  with the use of an exact penalty function (the accuracy 
coefficient for the solution mm330m3 ,= ). 
In all the four cases the accuracy indices for the solution reached almost identical values, but the 
values of parameters estimated indicated certain differences. The best approximation to the 
average square solution proved to be the solution in the norm ∝l  with the use of a square penalty 
function (fig. 5) because of the values of the accuracy indices for the minimization and because 
of the value of the correlation coefficient r  of the residuum vectors, which turned out to be equal 
r 960xv2xv ,||| || || | =∝− .  
The displacements specified via the solution to the task in the norm 1l  are different in value from 
the displacements in the norms 2l  and ∝l . The reasons for this discrepancy can be found in the 
density of probability of the random variable l  different from the density of probability of the 
Cauchy distribution. 
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Fig. 5. The diagram of the differences between the displacement 
  values obtained from equalization in the norm 1l  and ∝l  
          and the results of equalization in the norm 2l  
 
Conclusions 
The problem of the minimization of absolute residuum values is the counterpart to linear 
programming, similarly the ordinary method of the least squares can be regarded as a particular 
case of square programming. The most important difference in the approach to the method of 
minimization in the norm 1l  and the norm 2l  results from the form of energetic functions. The 
results of the minimization of an energetic function in the norm 1l  are usually similar to the 
results of the minimization of even functions [2]. The average values of parameters are obtained 
from the solution to the task via the method of the least squares, and the parameters resulting 
from the solution in the norm 1l  or in the norm ∝l  assume median values with the assumption 
that the matrix A is a full rank. For this reason the square of the norm 1l  will always be greater 
in value than the square of the norm 2l . 
Optimization according to the criterion of the norm ∝l  which consists in the minimization of the 
maximum values of a function, is suitable for observations without disturbances such as 
impulses i.e. observations being in uniform distribution. The norm ∝l  becomes considerably 
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important in the process of the approximation of a uniform function, specified within a certain 
range or a discrete set of points, by means of  the Chebyshev polynomials. The above example 
and the opinions on this subject presented in publications prove that uniform approximations are 
close to approximations via methods of the least squares [8]. 
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