Influence of disorder on electrically and optically detected electron spin nutation by Boehme, Christoph & Michel, C.
PHYSICAL REVIEW B 79. 052201 (2009)
In f lu e n c e  o f  d is o rd e r  o n  e le c tr ic a lly  a n d  o p tic a lly  d e te c te d  e le c tro n  sp in  n u ta t io n
C. Michel,1'2 A. Gliesche,1'3 S. D. Baranovskii,2-* K. Lips,4 F. Gebhard,2 and C. Boehme1'1 
1Department o f Physics, University o f Utah, II5S I WOE, Salt Lake City, Utah 84112, USA 
1Department o f Physics and Material Sciences Center, PhUipps-University, Renthof 5, 35032 Marburg, Germany 
3Institut de Theorie des Phenomenes Physiques, Ecole Polytechnique Federate, CH-1015 EPF-Ixiusanne, Switzerland 
4Helmholtz-Zentrum Berlin fiir Materialien und Energie (formerly Hahn-Meitner-Institut), Institut fur Silizium-Photovoltaik,
Kekulestrasse 5, D-12489 Berlin, Germany 
(Received 10 January 2009; published 17 February 2009)
A numerical study of the influence of disorder in semiconductors on spin-Rabi nutation observed with pulsed 
electrically or optically detected magnetic-resonance techniques (pEDMR and pODMR, respectively) is pre­
sented. It is shown that transient nutation signals of disordered spin ensembles differ from ordered ensembles 
as inhomogeneously broadened Lande-factor distributions are presented. In contrast to ordered systems, the 
magnitudes of spin-Rabi nutation and spin-Rabi beat nutation change significantly with a strong dependence of 
their ratio on the correlation of the Lande factors within the nearest-neighbor spin pairs. An interpretation of 
these results is given and their application for the investigation of disorder using pEDMR and pODMR is 
discussed.
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There are many ways to classify and quantify the nature 
of disorder in semiconductors. Structural disorder can be de­
scribed by radial distribution functions1 while its influence 
on electronic properties is reflected by distributions of den­
sity of states functions or localization length distributions of 
electronic states.2'3 While electron-paramagnetic-resonance 
(EPR) spectroscopy has also been used for decades to inves­
tigate disorder-induced inhomogeneities of paramagnetic 
electronic states,4-6 it has been difficult to experimentally 
determine the correlation lengths of these disorder effects. 
Correlation lengths are defined by the length scales on which 
disorder introduces randomization of an observable. For the 
example of Lande (g) factors, a correlation length represents 
the distance on which the spin-orbit fields fluctuate affecting 
the g-factor shifts. EPR resonance lines reflect disorder- 
induced g factor or coupling strength6'7 distributions by 
broadening and deformation of the line shapes. A mathemati­
cal deconvolution of EPR lines into distribution functions 
can therefore bring information about disorder, although this 
approach is oftentimes not unambiguous.7 While in recent 
years, methods for the measurement of dipolar coupling 
strength distributions using electron-electron double reso­
nance spectroscopy have been demonstrated,8 experimental 
approaches to the measurement of correlation lengths of dis­
order have remained elusive.
In the following we present a numerical study of the in­
fluence of disorder on electrically or optically detected spin- 
Rabi nutation of paramagnetic defects in semiconductors. 
The aim of this study was to learn how experimental meth­
ods such as pulsed electrically and pulsed optically detected 
magnetic-resonance (pEDMR and pODMR, respectively) 
spectroscopies can be used to identify influences of disorder 
on experimental data and how they can reveal insights into 
the nature of disorder such as estimates for correlation 
lengths. It is shown that the characteristic dependence of 
electron spin-Rabi nutation on the excitation frequency can 
be significantly distorted in disordered host materials. We 
have investigated these distortions with regard to the inter­
actions between nearest-neighbor spin pairs with the external
microwave field and their dependence on the correlation 
length of disorder. We show that an experimental discrimi­
nation of short- (nearest-neighbor) distance versus long­
distance disorder using pEDMR or pODMR methods is pos­
sible.
pEDMR and pODMR are the combinations of coherent 
pulsed EPR (pEPR) spectroscopy with electrical or optical 
detection technique. Spin propagation is observed with these 
methods via spin-dependent electronic transition rates that 
influence electric currents or optical transitions.9 Both 
pEDMR and pODMR have proven to be extraordinary sen­
sitive methods, in fact they have proven to resolve signals of 
single spins,10'11 in contrast to conventional pEPR that is 
many orders of magnitude less sensitive. The sensitivity ad­
vantage of pEDMR and pODMR is of significant importance 
for spectroscopy of highly diluted or low-dimensional sys­
tem such as thin film semiconductor materials; many of 
which exhibit significant disorder. The main difference be­
tween pEDMR or pODMR and pEPR lies in the different 
observables. pEPR as any other pure magnetic-resonance 
technique is based on the radiative detection of magnetic 
polarization in coherently propagating spin ensembles. In 
contrast, pEDMR and pODMR detect spin-dependent rates 
which means that in many cases electronic transitions whose 
probability correlates with the singlet content of a pair of two 
paramagnetic states before a transition occurs. Because of 
this, many pEDMR and pODMR experiments reveal permu­
tation symmetries of electron spin pairs and not 
polarization.9 While this difference of the observable is one 
of the reasons for the greater sensitivity as it provides high 
sensitivities even in almost absence of polarization at low 
magnetic fields,12 it also has dramatic consequences for the 
observation of coherent spin motion. A number of recent 
studies on transient nutation-style experiments of weakly9-13 
and strongly14 exchange coupled spin pairs showed that 
pEDMR/pODMR detected nutation frequencies can differ 
from pEPR detected nutation frequencies, even when both 
signals are produced by the same spin ensemble. While 
pEPR is sensitive to the nutation oscillations of electron
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FIG. 1. Sketch of the probability-density distributions of pair constituent g factors ga and gh for the different correlation cases considered, 
(a) g factors are distributed <5-1 ike at their mean values ga and gh; Ag is constant for all pairs, (b) and (c) g factors are Gaussian distributed 
around ga and gh, respectively, (b) g factors within the pairs are uncorrelated; Ag varies, (c) g factors within the pairs are correlated; pairs 
have varying ga and gh but Ag=gh- g a = const. Note: for clarity, ■£; is strongly decreased in this sketch in comparison to values used for the 
calculations.
spins, pEDMR and pODMR are sensitive in addition to nu­
tation beat oscillations. The calculations presented in the fol­
lowing aim to investigate how disorder can change the mag­
nitudes of nutation signals versus the magnitudes of beat 
signals and how such change depends on the length scales 
relative to the pair distances on which observed spin- 
dependent transitions occur in order to show how pEDMR 
and pODMR measurements can be used to study disorder 
effects on paramagnetic electron states.
For the calculations, we consider the influence of two 
types of disorder on electron spin pairs as illustrated in Fig.
1. Disorder causing random g-factor distribution (b) without 
and (c) with correlation of the g factors within individual 
spin pairs is shown next to (a) the nondisordered case. Note 
that disorder-induced fact or shifts are caused by random 
local spin-orbit fields due to structural inhomogeneities.12 
Thus, the two disorder cases correspond to random fields that 
fluctuate (b) on length scales smaller than the spin-pair size 
and (c) on length scales larger than the spin-pair size. There­
fore, different predictions for pEDMR and pODMR experi­
ments for these two cases would allow us to obtain informa­
tion about the length scales of the spin-orbit field fluctuations 
and/or spin-pair sizes in disordered materials. The scenarios 
displayed in Figs. 1(b) and 1(c) are referred in the following 
as noncorrelated and correlated disorders, respectively.
Our calculations are based on the intermediate-pair model 
for the description of spin-dependent electron transitions 
which is described in detail in Refs. 9 and 15. The consid­
ered observable is the time integral of length t0 of a 
transit ion-rate transient (e.g., transport or recombination) to­
ward the steady state after a coherent spin excitation of 
length r, which for the example of an electrical detection 
assumes the form of a charge
Ch) 4
Q( t)= R(t)dt = ^  Spif( T ) ( I - e - ^ ) ,  (i)
J o  i=l
while for radiative transitions Q(r) represents a number of 
photons.14 The transition-rate coefficients out of a spin-pair 
eigenstate i are rb while Spu( r) = pu( r) - p -•( r) represents the 
differences of the density-matrix diagonal elements Pu(r) of 
the density operator p and the respective steady-state values 
psu. The density-matrix elements are represented in the base 
of eigenstates. The dynamics of the spin pairs during an EPR
pulse of length r i s  described in terms of the stochastic Liou- 
ville equation16
d,p=j[p,H]-  + S[p].  (2)
n
pH{t) are calculated by solving numerically the set of the 
corresponding Bloch equations applying a standard Runge- 
Kutta algorithm. The operator S[p] accounting for the sto­
chastic processes such as dissociation, generation, or recom­
bination of pairs can be neglected as it plays no crucial role 
on the time scales of sufficiently fast coherent spin excita­
tions. The Hamiltonian H  in Eq. (2) can be decomposed as 
H=H 0+H j with H0=M'BBo[ga° Za+8b°l] and ^ \ = ^ \ l g cA l  
+8b°'U’ where H0 describes the Zeeman interaction with a 
constant magnetic field B0 oriented in z direction and is 
the Zeeman interaction with the microwave field B x which is 
polarized along the x  direction in a rotating frame 
representation.17 The constant / iB is the Bohr magneton and 
of are defined as the Pauli spinors for the two pair partners a 
and b. Note that in general, an isotropic Heisenberg 
exchange-coupling contribution H j= ^a a-a b with exchange- 
coupling parameter J  may need to be necessary for some pair 
systems.14 We neglect Hj in the following ( /= 0 ) and discuss 
the implications of the results for cases where H j=£0 below. 
The difference in the strength of the magnetic field to which 
each of the pair partners is effectively exposed is represented 
by two different characteristic g factors ga and gb for each of 
the pair partners.9,14,15
In previous studies, disorder in terms of local modifica­
tions of the pair partner g factors was completely neglected 
assuming an ensemble of identical pairs of paramagnetic 
centers13,14 with g factors ga and gb as illustrated in Fig. 1(a). 
In order to take into account the disorder represented by a 
fluctuation of the g factor on a mesoscopic length scale we 
consider a Gaussian distribution for both ga and gb. The 
probability of a certain ga(gb) is given by
We assume the same standard deviation S  for the distribu­
tions of ga and gb. We consider an ensemble of M = 81 non-
052201-2
BRIEF REPORTS PHYSICAL REVIEW B 79, 052201 (2009)
0 2 4 0 2 4
co-co' (yBj)
FIG. 2. (Color online) Three-dimensional color plots of the cal­
culated Fourier transform 0(ai)=FT[<2( t)](oj) of the nutation tran­
sient as a function of the cxcitation frequency oj for the two cases of 
(a) a homogeneous spin ensemble and (b) a disordered ensemble of 
81 pairs provided with random but correlated g factors. All frequen­
cies arc scaled in units of yBt. The frequency scalc of oj is offset by 
the average of the Larmor frequencies of the two pair partners oj' 
= 7 (coa+co/,) = I0 GHz while MHz. The circlcs indicate the
data points with the highest intensities /(/?,) of the 0  = 2y£| signal 
and l{p2) of the il= yB t signal, respectively.
interacting intermediate pairs whose constituents are num­
bered by the index /. Each pair is characterized by its two g 
factors g'a and g'h. This corresponds to the Larmor frequen­
cies <o'a = ^ g'af iHB0 and <o'b = jrg'bfi HB0 with & J = u 'h- u 'a.
Figure 2 displays plots of Rabi nutation frequencies as a 
function of the excitation frequency co. Two data sets are 
shown with (a) homogeneous g-factor distributions and (b) 
inhomogeneous g-factor distributions induced by disorder. In 
both cases small Larmor separation (y B i>  Aco') was as­
sumed for the calculations. Figure 2(a) shows the result of 
the calculation assuming a deltalike distribution of g factors 
[Fig. 1(a)], The two characteristic hyperbola-like signals as 
discussed in detail in Ref. 13 are clearly visible in the (w ,fi) 
plot. Their nutation frequency minima are at (co' , 2yB l) due 
to a nutation beat oscillation of the spin pairs (co' is the 
average of the Larmor frequencies of the two pair partners as 
defined in Fig. 2) and at (coa,y B l) as well as at (coh, yB {) due 
to the individual spin contributions. Due to the small Larmor 
separation the two different signals at coa~coh cannot be dis­
tinguished.
When assuming a correlated g-factor distribution Aw' 
= const with a standard deviation 7 ^ = 3 MHz the results get 
drastically modified as depicted in Fig. 2(b): (i) The branch 
of the signal starting at lower Rabi frequency (fi= y fi!) gets 
smeared out and is barely visible in contrast to the fl 
= 2yB l signal, (ii) The arms of the Cl = 2yB l signal almost 
vanish while for excitation frequencies close to co~co' the 
signal at Cl = 2 yB l is of dominant intensity.
In order to analyze whether this finding is a general prop­
erty of a disordered ensemble or whether it is connected to 
the particular nature of disorder we have performed calcula­
tions for ensembles with different standard deviations for 
both correlated and noncorrelated disorders. In order to 
quantify the influence of disorder, the ratio of the intensity 
maxima I(p \)II(p 2) of the f l  = 2 yB l and the f l= y B l signals
0 5 10 15 20 25
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FIG. 3. Plot of the calculated ratio between the intensity of the 
0 =2 y£j-nutation beat signal [/(/?])] and the intensity of the II 
= y^i-nutation signal [Hpz)]- Note that the frequency range of 0 
<  25 MHz was chosen in order to consider cases of S ^ y B t 
and S>yB^ since 7/^  = 10 MHz.
was calculated. Previous studies revealed that without disor­
der this ratio is = 1 ,13-14 In the case of the correlated disorder 
as shown in Fig. 2(b) this ratio is significantly increased. 
Note that since the exact position of the signal peaks p l and 
p 2 and their intensity are hardly recognizable on the Fourier 
plots illustrated in Fig. 2(b), we extracted them directly from 
the calculated data sets. The result of this procedure is shown 
in Fig. 3 where the ratio K p \)l I(p2) is plotted against the 
standard deviation 8  of the g-factor distribution for 8  being 
on the order of the induced nutation frequency yB l. For very 
small 8  the difference between correlated and noncorrelated 
distributions vanishes as this scenario approaches the delta­
like g-factor distribution of ordered ensembles. The p l and 
p 2 signals will assume equal magnitudes in agreement with 
the data shown in Fig. 2(a). For an increased <?, the results 
depend on the nature of the g-factor distribution. An en­
semble with correlated disorder shows a dominant Cl = 2yB l 
signal which has a significantly higher intensity as compared 
to the maximum of the £ l= yB l signal. For the noncorrelated 
case, an initial increase in I(p i)/I(p 2) for small values of 8 
can also be seen. However, this ratio of the two signal inten­
sities drops rapidly even below 1, indicating that the 
hyperbola-shaped £ l= yB l signal becomes dominant.
The numerical calculation of I (p\ ) l l (p2) as a function of 8 
as displayed in Fig. 3 demonstrates that a noncorrelated dis­
order of g factors within ensembles of spin pairs leads to a 
dominance of spin nutation (Cl=yBi) signals when coherent 
Rabi nutation is observed through electrical or optical mea­
surement of spin-dependent transport or recombination rates. 
For the case of disorder with correlated g factors within the 
spin pairs, spin-beat nutation (Cl = 2 yB l) signals will domi­
nate and therefore, the frequency of Rabi nutations observed 
with the pEDMR or pODMR technique can be an indicator 
for the correlation lengths of disorder. Our calculations 
clearly show that disorder causes a disappearance of the 
characteristic parabola-like signal shapes in Fourier- 
transformed nutation plots predicted by calculations on ho­
mogeneous ensembles without disorder13-14 when 8 > y B x. 
We conclude from this observation that the complete absence 
of these structures in many experimental studies on pODMR
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and pEDMR studies of hydrogenated amorphous silicon7 can 
be attributed to the effect of disorder.
We want to note that the presented data represent exclu­
sively cases of spin-pair ensembles with small Larmor sepa­
ration Aw'<s yB l and negligible isotropic exchange H ,= 0. It 
shall be emphasized that for large Larmor separated spin 
ensembles, the g factors within the pairs may or may not be 
correlated, yet spin nutation beat components will not be 
visible since there is no influence of beat nutation on spin- 
dependent transitions when Aa>’> yB l (Ref. 13) which is the 
case for large Larmor separation as long as Thus,
obtaining boundaries for correlation length using spin nuta­
tion frequencies will not be possible in this case. We antici­
pate the results obtained above to remain, in contrast, fully 
applicable for cases of strong isotropic exchange within pairs 
(J>  Aw') in the presence of either large or small Larmor 
separation. As strong exchange coupling leads to identical 
nutation patterns with nearly identical signal intensities and 
parabola-like shapes of the nutation and the beat signals as 
for the case of small Larmor separation14 and small exchange 
considered above, we expect the influence of correlated and 
noncorrelated disorder to be similar as well. Note, however,
that in this case the pEDMR or pODMR signal intensity will 
be dramatically reduced.14
In summary, we have shown by numerical calculations 
how disorder changes the dominant frequency of electrically 
or optically detected spin-Rabi nutation of paramagnetic cen­
ters involved in spin-dependent electronic transitions. It is 
shown that disorder determines the intensity ratio of spin- 
Rabi nutation and spin-Rabi beat nutation signals for the case 
of correlated g factors of involved spin pairs. Particularly, the 
dominant resonance at 2yB l in the Rabi-frequency spectrum 
is found to be a fingerprint of correlated disorder. We predict 
that a parabola-like shape of Fourier-transformed pEDMR 
signals known for ordered systems should be converted into 
a pointlike shape due to effects o f disorder. Furthermore the 
presented calculations provide a tool for detecting the spatial 
scale of field fluctuations by pEDMR or pODMR experi­
ment.
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