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Data mining merupakan salah satu bentuk perkembangan dari metode komputerisasi yang banyak 
digunakan pada berbagai bidang, terutama yang berhubungan dengan data. Data mining memiliki 
fungsi utama yaitu menjadikan data yang seolah-olah tidak memiliki arti menjadi sebuah informasi 
yang sangat berharga. Pemanfaatan data mining dalam Analisa risiko kredit sangat lah layak untuk 
diterapkan, salah satu alasannya yaitu data mining mampu mengenali pola-pola kredit nasabah yang 
berasal dari data-data yang telah lampau, sehingga menghasilkan informasi berupa pengetahuan yang 
dapat mempermudah kredit analis dalam melakukan tugasnya. Adapun tujuan dari penelitian ini yaitu 
mempermudah tugas kredit analis serta meminimalisir kesalah penilaian terhadap calon nasabah dan 
juga mempersingkat waktu penilaian dan dengan hasil keputusan yang akurat dan cepat. Penilaian 
dilakukan dengan memanfaatkan data yang telah lampau berdasarkan kriteria-kriteria yang telah 
ditetapkan, kemudian data tersebut akan diproses dengan menggunakan metode data mining yaitu 
algoritma c4.5. Hasil dari penelitian yaitu berupa rule pengetahuan: R1: IF Jumlah Pinjaman = Kecil 
THEN Lancar, R2: IF Jumlah Pinjaman = Besar THEN Macet, R3: IF Jumlah Pinjaman = Menengah 
AND Pekerjaan Karyawan THEN Lancar,  R4: IF Jumlah Pinjaman = Menengah AND 
Pekerjaan Wiraswasta THEN Lancar dan R5: IF Jumlah Pinjaman = Menengah AND Pekerjaan PNS 
THEN Macet. Dari pengujian data testing baru dengan nilai Pekerjaan ‘Wiraswasta’ Jumlah 
pinjaman ‘Rp. 7.000.000,-’ Tanggungan ‘2’ Lama pinjaman ‘24 bulan’ dengan hasil Keputusan 
‘Lancar’. Hasil keputusan tersebut berdasarkan rule yaitu R4: IF Jumlah Pinjaman = Menengah AND 
Pekerjaan Wiraswasta THEN Lancar. 
 
Kata Kunci : Data Mining, Kredit, C45. 
 
Abstract 
Data mining is a form of development of computerized methods that are widely used in various fields, 
especially those related to data. Data mining has the main function of turning data that seems 
meaningless into very valuable information. The use of data mining in credit risk analysis is very 
feasible to implement, one of the reasons is that data mining is able to recognize customer credit 
patterns originating from past data, resulting in information in the form of knowledge that can 
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facilitate credit analysts in carrying out their duties. The purpose of this research is to simplIFy the 
task of credit analysts AND minimize misjudgment of prospective customers AND also shorten the 
time of assessment AND with accurate AND fast decision results. The assessment is carried out by 
utilizing past data based on predetermined criteria, THEN the data will be processed using the data 
mining method, namely the c4.5 algorithm. The results of the research are in the form of a knowledge 
rule: R1: IF Loan Amount = Small THEN Performing Loan (PL), R2: IF Loan Amount = Big THEN 
Non-Performing Loan (NPL), R3: IF Loan Amount = Medium AND Work= Employee THEN 
Performing Loan (PL), R4: IF Loan Amount = Medium AND Work=Entrepreneurial THEN 
Performing Loan (PL), R5: IF Loan Amount = Medium AND Work= PNS THEN Non-Performing 
Loan. From testing the new data testing with the value of Work ‘Employee’ Loan Amount ‘Rp. 
7.000.000,-’ dependents ‘2’ length of loan ‘24 months’ with the results of the decision ‘Performing 
Loan (PL)’ . The result of the decision is based on the rule, namely R4: IF Loan Amount = Medium 
AND Work=Entrepreneurial THEN Performing Loan (PL). 
 
Keywords: Data Mining, Credit, C4.5. 
 
PENDAHULUAN 
Teknologi informasi sudah merambah ke 
dalam berbagai bidang yang sangat 
berhubungan dengan kehidupan manusia saat 
sekarang ini. Hal tersebut terbukti banyak alat-
alat berbasiskan teknologi informasi yang 
diciptakan oleh manusia dengan mempermudah 
semua pekerjaan manusia. Penelitian dibidang 
teknologi informasi juga banyak dilakukan 
seperti: sistem pendukung 
keputusan[1][2][3][4], jaringan syaraf 
tiruan[5], sistem pakar[6], sistem fuzzy[7], 
pemodelan simulasi[8], dan masih banyak lagi. 
Pada penelitian ini, pendekatan yang 
digunakan adalah pendekatan data mining, 
dimana data mining merupakan suatu langkah 
dalam Knowledge Discovery in Databases 
(KDD). Knowledge discovery sebagai suatu 
proses terdiri atas pembersihan data, integrasi 
data, pemilihan data, transformasi data, data 
mining, evaluasi pola  dan penyajian 
pengetahuan  [9]. Pemanfaatan data mining 
banyak digunakan dalam berbagai bidang, 
terutama bidang yang berhubungan dengan data 
yang banyak sehingga menghasilkan informasi 
yang sangat berguna berupa pengetahuan, 
infomrasi tersebut dapat digunakan sebagai 
estimasi, pengelompokan, penyusunan barang, 
prediksi dan lain sebaGain ya. Terdapat 
penelitian tentang data mining. 
Penelitian tersebut diantaranya: analisis 
sentimen pada komplain mahasiswa[10], 
pemetaan potensi pelanggan sebagai strategi 
promosi pakaian [11], analisis data pembelian 
bahan baku [12] dan masih banyak penelitian 
lainnya. Dalam ilmu data mining terdapat 
beberapa metode yang dapat digunakan, sesuai 
dengan kebutuhan dari data serta tujuan dari 
pengolahan data. Pada penelitian ini, metode 
yang digunakan yaitu metode Algoritma c4.5, 
dimana metode ini digunakan untuk 
menghasilkan sebuah pohon keputusan yang 
dikembangkan oleh Ross qiunlan. Ide dasar dari 
algoritma ini adalah pembuatan pohon 
keputusan berdasarkan pemilihan atribut yang 
memiliki prioritas tertinggi atau dapat disebut 
memiliki nilai Gain tertinggi berdasarkan nilai 
Entropy atribut tersebut sebagai poros atribut 
klasifikasi. Pada tahapannya algoritma C4.5 
memiliki 2 prinsip kerja, yaitu: Membuat pohon 
keputusan, dan membuat aturan-aturan (rule 
model). Aturan aturan yang terbentuk 
dari pohon keputusan akan membentuk suatu 
kondisi dalam bentuk IF THEN [13]. 
 Penggunaan data mining dengan 
metode C4.5 dalam penelitian ini yaitu untuk 
analisa risiko kredit macet pada Koperasi Putra 
Kembar. Penelitian ini dilakukan dikarenakan 
ditemukannya beberapa permasalahan pada 
Koperasi Putra Kembar dalam analisa 
ISSN 2338-1523 
E-ISSN 2541-576X  
 




JURSIMA                https://ejournal.stmikgici.ac.id/   





pemberian kredit yang disebabkan penilaian 
masih dengan cara tradisional yang terkadang 
melibatkan perasaan yang berakibat terjadinya 
risiko pembayaran kredit menjadi macet 
sehingga dapat merugikan koperasi. 
Permasalahan lainnya yaitu lamanya proses 
penilaian terhadap calon nasabah, sehingga 
dapat mengurangi kenyamanan nasabah untuk 
melakukan peminjaman, jika hal ini terus 
dilakukan dikhawatirkan dapat menjadi 
penurunan calon nasabah yang potensial. 
 Penerapan data mining dengan metode 
algoritma C4.5 diharapkan dapat membantu 
dalam mengatasi permasalahan tersebut, dan 
menjadikan koperasi menjadi lebih maju dan 
berkembang karena akan dikenal sebagai 
koperasi yang sudah berbasiskan teknologi 
informasi serta cepat dalam memberikan 
kepastian kepada calon nasabah mengenai 





Pada metodologi dalam penelitian yang 
dilakukan dapat jelaskan menjadi beberapa 
tahyang terdiri dari,  
1. Studi Pustaka. Pada metode ini akan 
membantu peneliti untuk mencari teori-
teori yang berhubungan dalam 
penelitian, seperti teori mengenai data 
mining serta algoritma C4.5.  
2. Pengumpulan Data . pada tahapan 
metode ini, penulis melakukan 
pengumpulan data yang diperlukan 
untuk penelitian ini. Data ini yaitu data-
data nasabah yang sudah pernah 
melakukan pengajuan kredit pada 
Koperasi Putra Kembar. 
3. Implementasi Proses KDD. Setelah data 
didapatkan maka akan dilakukan proses 
KDD seperti: Data Selection, Pre-
processing or Cleaning, Transformation. 
4. Proses Algoritma C4.5. setelah proses 
KDD dilakukan sampai transformation 
maka akan dilakukan proses algoritma 
C4.5 untuk mencara Entropy dan Gain 
dari data yang diproses 
5. Hasil Rule. Hasil akhir dari C4.5 adalah 
rule yang interisting yang dapat 
dijadikan pengetahuan dalam 
pengambilan keputusan terhadap data 
yang baru. 
6. Uji Coba dan Evaluasi.  
Peneliti melakukan uji coba terhadap 
rule data mining yang dihasilkan yang 
telah dibuat disertai dengan hasil 
evaluasi. Uji coba dilakukan dengan 
menerapkan rule yang dihasilkan dengan 
data calon nasabah baru atau data testing 
. 
 
Ada beberapa tahapan dalam membuat 
sebuah decision tree dengan algoritma C4.5 
yaitu: 
1. Mempersiapkan data training. Data 
training biasanya diambil dari data histori 
yang pernah terjadi sebelumnya atau 
disebut data masa lalu dan sudah 
dikelompokan dalam kelas-kelas tertentu. 
2. Menghitung akar dari pohon. Akar akan 
diambil dari atribut yang akan dipilih, 
dengan cara menghitung nilai Gain dari 
masing-masing atribut, nilai Gain yang 
paling tinggi yang akan menjadi akar 
pertama. Sebelum menghitung nilai Gain 
dari atribut, hitung dahulu nilai Entropy . 
Untuk menghitung nilai Entropy 
digunakan rumus: 
 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑ −𝑝𝑖𝑛𝑖=1 ∗ 𝑙𝑜𝑔2 𝑝𝑖.....(1) 
 
3. Menghitung nilai Gain menggunakan 
rumus: 





𝑖=1 ∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖).(2) 
 
ISSN 2338-1523 
E-ISSN 2541-576X  
 




JURSIMA                https://ejournal.stmikgici.ac.id/   





4. Ulangi langkah ke-2 dan langkah ke-3 
hingga semua record terpartisi  
5. Proses partisi decision tree akan berhenti 
asaat: a) Semua record dalam simpul N 
mendapat kelas yang sama. b) Tidak ada 
atribut didalam record yang dipartisi lagi. 
c) Tidak ada record di dalam cabang yang 
kosong. 
 
Perancangan aplikasi prediksi kredit 
tersebut dilakukan dengan perancangan 
conceptual flowchart seperti Gambar 1. 
 
Gambar 1. Flowchart algoritma C4.5 
 
Gambar 1 menjelaskan alur proses 
algoritma C4.5. Pada bagian awal sistem akan 
menerima masukkan berupa data training,, data 
training, yang dimasukan berjumlah 24 sampel 
yang berisikan kriteria dan juga nilai-nilai 
masing-masing kriteria dan juga keputusan dari 
data nasabah lama. Selanjutnya data mining 
akan melakukan proses untuk menghitung 
Entropy dan juga Gain guna untuk menentukan 
node atau akar.  
 
HASIL DAN PEMBAHASAN 
Data penelitian yang digunakan yaitu 
berupa sampel data nasabah yang berjumlah 30 
data yang akan dijadikan sebagai data training,. 
Data tersebut didapatkan dari Koperasi Putra 
kembar. Dalam penilaian, kriteria yang 
digunakan untuk penilaian calon nasabah yaitu: 
1. Pekerjaan 
Pada kriteria pekerjaan, dibagi menjadi 
tiga yaitu: PNS, Wiraswasta dan 
Karyawan. 
2. Jumlah Pinjaman 
Pada kriteria jumlah pinjaman akan 
dibedakan menjadi tiga kategori yaitu: 
Besar > 10 juta, Kecil ≤ 5 juta, Menengah 
> 5 juta-10 juta. 
3. Jumlah Tanggungan 
Pada kriteria jumlah tanggungan memiliki 
dua kategori yaitu 1, >=1 dan 0. 
4. Lama Pinjaman 
Pada kriteria lama pinjaman akan 
dibedakan menjadi dua kategori yaitu: 
panjang, sedang, pendek. 
5. Keputusan 
 
Pada keputusan dibuatkan dalam dua 
kategori yaitu Performing Loan (PL) dan Non-
Performing Loan (NPL). Jika hasil akhir nanti 
Good maka sistem akan merekomendasikan 
kepada kredit analis untuk menerima pengajuan 
kredit calon nasabah. Sedangkan hasil akhir 
nanti Bad maka sistem akan 
merekomendasikan kepada kredit analis untuk 
menolak pengajuan kredit calon nasabah. Data 
training, yang digunakan dalam penelitian ini 
akan ditampilkan pada Tabel 1. 
Tabel 1. Data Training 
 
 
C4.5 merupakan salah satu algoritma 
dalam metode ClassIFication. Setiap data harus 
memiliki label dan penilaian yang menunjukan 
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atribut datanya. C4.5 memiliki kemampuan 
pengklasifikasian data besar dan sangat cepat. 
Dari semua atribut data yang ada memiliki 
kemampuan untuk menjadi akar dari semua 
pohon keputusan yang dapat ditentukan dengan 
Gain dari atribut tersebut.  
1. Golongan pekerjaan dikelompokkan 
menjadi : 
a. Karyawan  
b. PNS 
c. Wiraswasta 
2. Golongan jumlah pinjaman dapat 
dikelompokkan menjadi : 
a. Besar  : > 10 juta  
b. Kecil  : ≤ 5 juta  
c. Menengah  : > 5 juta-10 juta  
3. Golongan jumlah tanggungan dapat 
dikelompokkan menjadi : 
a. 0 = Tidak Ada 
b. 1 = Sedikit 
c. +1 = Banyak 
4. Golongan lama pinjaman dapat 
dikelompokkan menjadi : 
a. Panjang : 24 bulan  
b. Sedang  : 18 bulan 
c. Pendek  : 12 bulan 
 
Tabel 2. Data Pinjaman Setelah Diolah 
 
Dari data yang telah diklasifikasikan, 
maka penyelesaian dan penghitungan data 
dengan menggunakan algoritma C4.5, sehingga 
didapatkan hasil yang ditampilkan pada Tabel 
3.  
Tabel 3. Perhitungan Node 1
 
Dari Tabel 3. dapat dilihat bahwa Gain 
tertinggi adalah Jumlah pinjaman yang 
memiliki Gain tertinggi sehingga jumlah 




Gambar 2. Pohon Keputusan Node 1 
  
Selanjutnya cari nilai Entropy dan 
Gain. Dari proses pencarian Entropy dan Gain 
didapatkan tabel hasil node 1.1 seperti Tabel 4. 
 
Tabel 4. Perhitungan Node 1.1 
 
Dari tabel diatas, Gain Tertinggi adalah 
Pekerjaan dan tidak ada yang bisa menjadi node 
akar maka proses berhenti. 
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Gambar 3. Pohon Keputusan Node 1.1 
 
Dari pohon keputusan diatas maka 
dapat dibentuk rule sebagai berikut: 
1. R1: IF Jumlah Pinjaman = Kecil 
THEN Lancar 
2. R2: IF Jumlah Pinjaman = Besar 
THEN Macet 
3. R3: IF Jumlah Pinjaman = 
Menengah AND Pekerjaan 
Karyawan THEN Lancar  
4. R4: IF Jumlah Pinjaman = 
Menengah AND Pekerjaan 
Wiraswasta THEN Lancar 
5. R5: IF Jumlah Pinjaman = 
Menengah AND Pekerjaan PNS 
THEN Macet 
 
Rule yang dihasilkan dari pohon 
keputusan algoritma c4.5 dapat digunakan 
untuk mengambil keputusan terhadap calon 
nasabah yang baru, sebagai contoh jika terdapat 
nasabah baru yang akan mengajukan kredit 
dengan nilai sebagai berikut: nilai Pekerjaan 
‘Wiraswasta’ Jumlah pinjaman ‘Rp. 
7.000.000,-’ Tanggungan ‘2’ Lama pinjaman 
‘24 bulan’ dengan hasil Keputusan ‘Lancar’. 
Hasil keputusan tersebut berdasarkan rule yaitu 
R4: IF Jumlah Pinjaman = Menengah AND 
Pekerjaan Wiraswasta THEN Lancar. 
 
SIMPULAN 
Dari uraian pada bab-bab yang sudah 
dibahas sebelumnya dapat ditarik kesimpulan : 
Dengan menggunakan data mining algoritma 
c4.5 dapat mengetahui faktor apa saja yang 
dapat mempengaruhi tingkat kelancaran 
nasabah dalam melakukan setoran kredit. 
Karena metode ini berhasil melakukan prediksi 
untuk tingkat kelancaran nasabah dalam 
melakukan storan. Dari proses klasifikasi data, 
ditemukan informasi berupa  rule sebagai 
berikut R1: IF Jumlah Pinjaman = Kecil THEN 
Lancar, R2: IF Jumlah Pinjaman = Besar THEN 
Macet, R3: IF Jumlah Pinjaman = Menengah 
AND Pekerjaan Karyawan THEN Lancar, R4: 
IF Jumlah Pinjaman = Menengah AND 
Pekerjaan Wiraswasta THEN Lancar, R5: IF 
Jumlah Pinjaman = Menengah AND Pekerjaan 
PNS THEN Macet. Dengan menggunakan 
mrtode ini dapat membantu untuk memprediksi 
tingkat kelancaran nasabah melakukan setoran. 
Yaitu dengan cara memasukkan data pinjaman 
nasabah kedalam sistem, maka sistem akan 
memproses data pinjaman tersebut dan 
menghasilkan keputusan dengan cepat. Hasil 
pengujian dengan nilai berupa nilai Pekerjaan 
‘Wiraswasta’ Jumlah pinjaman ‘Rp. 
7.000.000,-’ Tanggungan ‘2’ Lama pinjaman 
‘24 bulan’ dengan hasil Keputusan ‘Lancar’. 
Hasil keputusan tersebut berdasarkan rule yaitu 
R4: IF Jumlah Pinjaman = Menengah AND 
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