Abstract-We consider a Gaussian multiple access channel (GMAC) where the users are sensor nodes powered by energy harvesters. The energy harvesters may have finite or infinite buffer to store the harvested energy. First, we find the capacity region of a GMAC powered by transmit nodes with an infinite energy buffer. Next, we consider a GMAC with the transmitting nodes equipped with a finite energy buffer. Initially we assume perfect knowledge of the buffer state information at both the encoders and the decoder. We provide an achievable region for this case . We also generalize the achievable region when only partial information about buffer state is available at both the encoders and the decoder.
I. INTRODUCTION
Wireless sensors equipped with energy harvesting mechanisms are gaining popularity as they improve the network life time and support 'green communication' [1] - [7] . Such wireless sensor networks are commonly used for random event detection and are designed to work without battery change for many years. We consider such a wireless sensor network with sensor nodes having infinite or a finite energy buffer to store the harvested energy. For nodes with finite buffer, we represent the battery behaviour as a discrete time Markov process (See for example [8] ). Sensors may be organized in a hierarchical fashion for such an event detection goal. Multiple access channels are the usual building blocks for such a system ( [9] , [10] ).
In this paper we study a Gaussian Multiple Access Channel (GMAC) formed by energy harvesting sensor nodes. Whenever the nodes are equipped with an infinite buffer to store energy, the sensor node can store energy for future use and the transmission is not amplitude limited. We derive the capacity region of a GMAC powered by sensor nodes with infinite buffer. The transmission from nodes with a finite energy buffer is inherently amplitude limited at each time instant. We assume that the buffer state information is available at the decoder also. We characterize an achievable region for this GMAC. Furthermore we provide an achievable region when only partial information about the buffer state is available at both the encoders and the decoder.
This work is partially supported by a grant from ANRC to Prof. Sharma. Next we survey the related literature. Information capacity of a Gaussian channel with an energy harvesting sensor node is provided in [9] . This result was also obtained, independently, for more general stochastic energy harvesting models in [10] .
[10] also provides capacity for a Gaussian channel with an energy harvester without a storage buffer. Also, the capacity results are extended to the case where a significant amount of energy is consumed in data processing and sensing and when there are inefficiencies in energy storage. The results in [10] are extended to fading channels in [11] and when there is bursty traffic to the data queue in [12] .
The capacity of an AWGN channel with a peak power constraint is provided in [13] . It was shown that the capacity achieving input distribution is discrete with a finite support. Furthermore, [14] considered an amplitude and variance constrained quadrature Gaussian channel and provided the capacity achieving input distribution. The capacity of a state dependent AWGN channel with state information known only to the encoder was first provided by Shannon [15] . The encoding scheme is popularly known as 'Shannon Strategies'. The capacity of state dependent channels with partial channel state information at both the encoder and decoder for point to point channel is provided in [16] . References [17] and [18] provide the achievable region of a MAC when the channel state information is available only at the encoders.
Evaluating mutual information for non-iid inputs is computationally challenging. Practical algorithms to compute information rates are provided in [19] , [20] and [21] .
The rest of the paper is organized as follows: In Section II we find the capacity region of a GAMC with energy harvesting sensor nodes having infinite buffer. In Section III we provide the achievable region for a finite buffer MAC. Section IV considers the MAC formed by the combination of nodes having finite and infinite buffer. Section V studies the case when there is only partial knowledge of the buffer state information at the encoders and the decoder. The interesting case of the decoder having no information about the buffer state is a special case. Section VI concludes the paper.
II. SENSOR NODES WITH INFINITE ENERGY BUFFER A. Model and notation
In this section we present our model for energy harvesting sensor nodes with infinite storage buffer and transmitting over a GMAC. We consider two energy harvesting sensor nodes(our results generalize to multiuser case, as we will comment below) which are sensing and generating data to be transmitted to a central node via a discrete time GMAC. We assume that transmission consumes most of the energy in the sensor node and ignore other causes of energy consumption like sensing, processing and receiving from other nodes. Often transmission consumes most of the energy ( [3] , [22] ). At any time instant k ≥ 1, let Y k (i) denote the energy harvested by node i = 1, 2. This energy is stored in a buffer with infinite capacity. The energy available at time k in the i th node's buffer isÊ k (i). At time k, the node i uses energy 
The channel output at time instant k is W k and equals
identically distributed (iid) with Gaussian distribution having zero mean and σ 2 as variance (The corresponding Gaussian density is denoted by N (0, σ 2 )). Similar to the settings in [10] , we consider {Y k (i), k ≥ 1} to be stationary, ergodic. We take
then the corresponding energy harvester will not generate any energy and thus cannot transmit with positive rate. We will consider policies such that {T k (i), k ≥ 1} is Asymptotically Mean Stationary (AMS) and ergodic. Then we will have {X k (1), X k (2), k ≥ 1} also AMS and ergodic.
We will say that rates (R 1 , R 2 ) are achievable if there exist (2 nR1 , 2 nR2 , n) encoders at the two users and a decoder at the receiver such that the average probability of error P n e → 0 as n → ∞.
B. Capacity
The following theorem provides the capacity region for a GMAC with energy harvesting transmit nodes and infinite energy buffers.
Theorem 1:
The capacity region of a two user GMAC with energy harvesting and infinite buffer, is the set of all (R 1 , R 2 ) satisfying 
Capacity of a two user Gaussian Multiple Access Channel with one of the transmitting sensor node energy harvesting and having infinite buffer capacity, and the other being supplied with a constant power and having an average power constraint P (2), is (2)- (4) 
with E[Y (2)] replaced by P (2).
In Theorem 1 the information about E k (i) is needed only at the encoder i but not at the encoder j = i, i, j = 1, 2 and at the receiver. Providing this information at the other encoder and the receiver does not increase the capacity.
We have provided Theorem 1 for two user case. The capacity region is same as that of a GMAC with average power constraint E[Y (1)] and E[Y (2)]. One can similarly show that Theorem 1 extends to multiuser case (with more than two users). The capacity region is as in the usual GMAC.
III. SENSOR NODES WITH FINITE BUFFERS
In this section we find achievable rates when both the sensor nodes have finite buffers to store the harvested energy. This case is of more practical interest. User i has energy buffer size of Γ(i), i = 1, 2. The rest of the notation is as in II. If both Γ(i) are sufficiently large then the capacity region for the system will be close to those provided in Theorem 1.
We assume that E k (i) and Y k (i), i = 1, 2 take values in finite alphabets. Also, {Y k (i), k ≥ 1} is assumed iid for i = 1, 2. We also assume that the buffer state information E k (i), i = 1, 2 is available at both the encoders and the decoder at time k. Node i considers using energy
Hence we have the following
where h 1 and h 2 define the energy management (possibly stochastic) policies. The codeword symbol X k (i) is picked with a distribution that maximizes the capacity of a Gaussian channel with peak power constraint T k (i) (this seems a reasonable way to define the signalling scheme. We do not make any claim to optimality for this scheme). Hence the process
In this setting we have X k (i) , i = 1, 2 take value in finite sets. The alphabet set X (i) depends on Γ(i)
* = I. In particular,
Also, AEP holds for
We have the following theorem. Theorem 2: Rates (R 1 , R 2 ) are achievable if there exist h 1 and h 2 such that
is satisfied. The proof of the theorem is given in Appendix B. The proof is similar to the achievability proof given in Theorem 1.
If initial energy states E 0 (i), i = 1, 2 are not zero, then the Markov chain can enter some other ergodic sets and the achievable information rates can be different. If h 1 , h 2 are such that {E k (1), E k (2)} is an irreducible Markov chain then the achievable rates will be independent of initial state
If we relax the assumption that the buffer state information
available at node i to that only E k (i) is available at node i, then the functions h i depends only on E(i), i = 1, 2.
The statement and the proof of Theorem 2 extends to multiuser case with obvious changes. We illustrate the results of Theorem 2 with an example.
Example : Consider a two user GMAC with both users having finite buffer size Γ(i) = 4 units with quantization level of 1 unit. The energy harvesting process is common for both the users and takes values in finite alphabet. We fix a policy which is an optimal greedy policy for single user case. It may be noted however that this policy need not be the optimum MAC policy. For any particular value of energy (e k (1), e k (2)) in the two buffers, let P X(1) , P X(2) denote the optimum distributions of user 1 and 2 that maximise the sum rate. Then
In Fig.2 we plot the achievable sum rate for the above system vs the harvested power E[Y ]. For comparison we also plot the sum rate for infinite buffer case from Theorem 1 and the sum rate when both the nodes have no buffer [25] . We denote the curve with both nodes having infinite energy buffer by IB-IB. Similarly we have FB-FB (Finite buffer-Finite buffer) and NB-NB (No buffer-No buffer). NB-NB is a special case of FB-FB with buffer size 0. However unlike general FB-FB case, capacity region for NB-NB is available. We have plotted the optimum sum rates for IB-IB and NB-NB which form the upper and lower bounds for the sum rate of FB-FB. The sum rate computation for FB-FB is done via the algorithm in [19] , [20] . The case of the system with the decoder having only partial information about E k (1), E k (2) is studied in the next section.
IV. GMAC WITH FINITE BUFFER INFINITE BUFFER

COMBINATION
In this section, we consider a GMAC with one node having an infinite buffer and the other node with finite buffer. This approximates the case where one node has a large buffer. Node 1 has an infinite energy buffer and node 2 has a finite energy buffer of size Γ(2). Node i uses energy T k (i) at time k which depends on E k (i) and T k (i) ≤ E k (i). We assume E k (2) and Y k (2) take values in finite alphabets. Thus {E k (2), X k (2)} is a finite state Markov chain with transition probabilities specified by h 2 which define the energy management policy,
The following theorem gives an achievable region. Theorem 3: Rates (R 1 , R 2 ) are achievable if there exists a distribution P X for X 1 and h 2 such that
is satisfied where
. At any instant the codeword symbol X k (2) of node 2 is limited by a peak power constraint T k (2) and node 1 uses iid X k (1) with distribution P X and |X k (1)| is truncated to E k (1).
The input distribution maximising the sum rate is not necessarily Gaussian for node 1 and also not necessarily the optimising peak power constrained distribution for node 2.
A practical useful setting for Theorem 3 is when one node is powered by regular power supply with average power constraint and the other has a finite buffer.
V. PARTIAL CSIT AND CSIR
In this section, we make our model more realistic by assuming that the energy buffer state information
is not exactly available at the encoder and the decoder. The model is shown in Fig.3 . The state E k (1), E k (2) is available as side information V 
of the state is available as side information. 
k (2), W k is taken as the channel output. This becomes the case of only CSIT. Thus Shannon strategies [26] are applied at each encoder.
In Fig.4 , U (1), U(2) are auxiliary random variables.
and X(i) respectively. This equivalent channel model is state independent with input alphabet U (1) × U(2) and output alphabet W × V (r) (1) × V (r) (2) . As in [16] , we have the conditional probability distribution of the 
where
Thus, the convex hull of all (R 1 , R 2 ) such that
is an achievable region, where f i is a "Shannon strategy" for the encoder i. We can specialize this result to the case when there is perfect CSIT and no CSIR by taking V (r) = φ, V (t) = ((E(1), E(2)) in the achievable region (6)- (8) .
This result can be easily extended to channels with alphabets X (i), W, Y(i) the real line and the transmitter subjected to a peak power constraint P (i), i = 1, 2 [27] .
In some cases, using block Markov coding to convey compressed state information to the receiver, can provide larger rate region than just using Shannon strategy [17] , [18] . This is particularly true, when the channel input SNR is high, as suggested by the example given in [17] . In general we conjecture that achievable region is the union of the achievable regions obtained by both the schemes.
VI. CONCLUSIONS
In this paper we consider a GMAC with energy harvesting sensor nodes. A node may have a finite or infinite buffer to store the energy. We derive the capacity region of a GMAC with infinite energy buffers at each of the transmitting nodes. Next assuming perfect knowledge of the energy available in the buffers at the encoders and the decoder, we provide an achievable rate region for the GMAC with transmit nodes having finite energy buffer. Also we provide an achievable region for the GMAC with finite buffer at one user and infinite buffer at the other. Furthermore we consider the case when the buffer state information of a user with finite energy buffer is available at both the encoders and the decoder and provide achievable rate regions. 
On receiving W (n) the decoder decodes the messages as
are jointly weakly δ− typical, where δ > 0 has been fixed. We denote weakly δ− typical set by A (n) δ . If no such a pair (j, l) exists or more than one exists, an error is declared. Now we compute the average probability of error P (n) e for this coding decoding scheme.
From the symmetry of codeword construction, P (n) e does not depend on the particular index being sent. Thus, without loss of generality assume, message (1, 1) was sent. Accordingly, the following error events can occur:
Analysis of error events:
k } have density with respect to iid Gaussian measure on appropriate Euclidean spaces. Thus from [24] , Ch.8, AEP holds for AMS ergodic sequences and P (E1) goes to zero as n → ∞. Therefore P (E4) → 0 as n → ∞ if (R 1 + R 2 ) < I(X (1), X (2); W ).
We have
Converse: For the system under consideration, , with a large probability. Thus the converse follows using Fano's inequality as in the converse proof of usual GMAC [28] APPENDIX B PROOF OF THEOREM 2
The energy harvesting process {Y k (i), k ≥ 1} and the process {E k (i), k ≥ 1} takes values in the finite spaces Y(i) and E(i) respectively. Thus T k (i) = h i E k (1), E k (2) takes only finitely many values (atleast when h i are deterministic). At any instant k, we have an AWGN channel with an input peak power constraint X 2 k (i) ≤ T k (i) ≤ Γ(i). The optimum distribution of X k (i) is one which takes finitely many values in the bounded interval [− T k (i), T k (i)]. Thus it follows that the alphabet set X (i) of X k (i) is finite. We thus have a finite state Markov chain {E k (1), X k (1), E k (2), X k (2)}.
To prove the achievability, fix h 1 , h 2 which define energy management policies. To send message M i , encoder i sends the codeword X (n) (i, M i ) = X 1 (i, M i ), X 2 (i, M i ) . . . X n (i, M i )
. At each time instant k, the codeword symbol X k (i, M i ) is subjected to the peak power constraint T k (i). Since (E k (1), E k (2)) is finite state Markov chain, it is AMS ergodic. Since X k (i) is dependent only on E k (1), E k (2) . Thus {X k (1), X k (2), k ≥ 1} is also
