Abstract. This paper is devoted to the study of the following fractional Choquard equation
Introduction
In this paper we deal with the following nonlinear fractional Choquard equation Concerning the nonlinearity f : R → R, we assume that f is a continuous function such that f (t) = 0 for t < 0, and satisfies the following conditions:
(f 2 ) there exists q ∈ (2, (f 4 ) The map t → f (t) t is increasing for every t > 0.
The nonlocal operator (−∆) s is the fractional Laplacian which may be defined for any u : R N → R sufficiently smooth by (−∆) s u(x) = − C(N, s) 2
where C(N, s) is a suitable normalization constant; see for instance [16, 28] .
We recall that the problem (1.1) is motivated by the search of standing wave solutions for the following fractional Schrödinger equation
which naturally models many physical problems, such as phase transition, conservation laws, especially in fractional quantum mechanics. For physical motivations we refer to [6, 7, 14, 18, 19, 20, 21, 22, 36] . When s = 1, V (x) ≡ 1, ε = 1 and F (u) = |u| 2 2 , (1.1) boils down to the Choquard-Pekar equation
introduced by Pekar [33] to describe the quantum mechanics of a polaron. Subsequently, Choquard used (1.2) to describe an electron trapped in its own hole as approximation to Hartree-Fock Theory of one component plasma; see [24, 34] . The early existence and symmetry results are due to Lieb [23] and Lions [25] . Later, Ma and Zhao [26] obtained some qualitative properties of positive solutions considering powers like |u| q . Moroz and Van Shaftingen [30] investigated regularity, radial symmetry and asymptotic behavior at infinity of positive solutions for a generalized Choquard equation. Alves and Yang [4] studied multiplicity and concentration of positive solutions for a Choquard equation. Further results on Choquard equations can be found in [1, 3, 31, 35, 40, 41] . In the case s ∈ (0, 1), only few recent papers considered fractional Choquard equations like (1.1). In [13] 
d'Avenia et al. considered the following fractional Choquard equation (−∆)
s u + u = 1 |x| µ * |u| p |u| p−2 u in R N , obtaining regularity, existence and non existence, symmetry and decay properties of solutions. Frank and Lenzman [20] established uniqueness of nonnegative ground states for the L 2 critical boson star equation
by using variational methods and the extension technique [10] . Coti Zelati and Nolasco [12] obtained existence of ground state solutions for a pseudo-relativistic Hartree-equation via critical point theory. Shen et al. [37] investigated the existence of ground state solutions for a fractional Choquard equation involving a nonlinearity satisfying Berestycki-Lions type assumptions. Chen and Liu [11] studied an autonomous fractional Choquard equation via Nehari manifold and concentration-compactness arguments. Belchior et al. [8] dealt with existence, regularity and polynomial decay for a fractional Choquard equation involving the fractional p-Laplacian. Motivated by the above papers, in this work we focus our attention on the multiplicity and the concentration of positive solutions of (1.1), involving a potential and a continuous nonlinearity satisfying the assumptions (V 1 )-(V 2 ) and (f 1 )-(f 4 ) respectively. In particular, we are interested in relating the number of positive solutions of (1.1) with the topology of the set M = {x ∈ Λ : V (x) = V 0 }. In order to state precisely our result, we recall that if Y is a given closed set of a topological space X, we denote by cat X (Y ) the Ljusternik-Schnirelmann category of Y in X, that is the least number of closed and contractible sets in X which cover Y . The main result of this paper is the following:
such that, for any ε ∈ (0, ε δ ), the problem (1.1) has at least cat M δ (M ) positive solutions. Moreover, if u ε denotes one of these positive solutions and x ε ∈ R N its global maximum, then
Firstly, we note that the restriction on the exponent q is justified by the Hardy-Littlewood-Sobolev inequality (see Theorem 2.2 in Section 2). Indeed, if F (u) = |u| q , then the term
, we need to require that tq ∈ [2, 2 * s ], which leads to assume that
Now, we give a sketch of the proof of Theorem 1.1. Inspired by [4] , we adapt the del Pino-Felmer penalization technique [15] considering an auxiliary problem. It consists in making a suitable modification on the nonlinearity f , solving a modified problem and then check that, for ε sufficiently small, the solutions of the modified problem are indeed solutions of the original one. Differently from the case s = 1, in our setting a more accurate investigation is needed due to the presence of two non-local terms. Moreover, the nonlinearity appearing in (1.1) is only continuous (while f ∈ C 1 in [4] ), so to overcome the non-differentiability of the associated Nehari manifold, we will use some abstract critical point results due to Szulkin and Weth [39] . Concerning the multiplicity result for the modified problem, we resemble some ideas due to Benci and Cerami in [9] , based on the comparison between the category of some sublevel sets of the modified functional and the category of the set M . Finally, in order to prove that the solutions u ε of the modified problem are solutions of the problem (1.1), we adapt a Moser iteration argument [29] to establish L ∞ -estimates, and after showed that the convolution term remains bounded, we exploit some useful properties of the Bessel kernel [2, 19] to obtain the desired result. To our knowledge, this is the first result in which the concentration and the multiplicity of solutions to (1.1) are considered by using penalization argument and Ljusternik-Schnirelmann category theory. The plan of the paper is the following: In Section 2 we introduce the functional setting and the modified problem. The Section 3 is devoted to the existence of positive solutions to the autonomous problem associated to (1.1). In Section 4, we obtain a multiplicity result using LjusternikSchnirelmann theory. Finally, exploiting a Moser iteration scheme, we are able to prove that for ε small enough, the solutions of the modified problem are indeed solutions of (1.1).
Functional setting
For any s ∈ (0, 1), we denote by D s,2 (R N ) the completion of C ∞ 0 (R N ) with respect to
Let us introduce the fractional Sobolev space
endowed with the natural norm
We collect the following useful results. 
[24] Let r, t > 1 and 0 < µ < N such that
Then there exists a sharp constant C(r, N, µ, t) > 0 independent of f and h such that
For any ε > 0, we denote by H s ε the completion of C ∞ 0 (R N ) with respect to the norm
It is clear that H s ε is a Hilbert space with respect to the inner product
By using the change of variable u(x) → u(εx) we can see that the problem (1.1) is equivalent to the following one
Fix ℓ > 2 and a > 0 such that
ℓ , and we introduce the functions
where χ Λ is the characteristic function on Λ, and we write G(x, t) = t 0 g(x, τ ) dτ . Let us note that from the assumptions (f 1 )-(f 4 ), g satisfies the following properties:
t→∞ g(x, t) t q−1 = 0 uniformly in x ∈ R N ; (g 3 ) 0 < 4G(x, t) ≤ 2g(x, t)t for any x ∈ Λ and t > 0, and 0 ≤ 2G(x, t) ≤ g(x, t)t ≤ V 0 ℓ t 2 for any x ∈ R N \ Λ and t > 0, (g 4 ) t → g(x, t) and t → G(x,t) t are increasing for all x ∈ R N and t > 0. Thus we consider the following auxiliary problem
and we note that if u is a solution of (2.3) such that
where Λ ε := {x ∈ R N : εx ∈ Λ}, then u solves (2.2), in view of the definition of g. It is clear that, weak solutions to (2.3) are critical points of the
We begin proving that J ε satisfies the assumptions of the mountain pass theorem [5] .
Lemma 2.2. J ε has a mountain pass geometry, that is (i) there exist α, ρ > 0 such that J ε (u) ≥ α for any u ∈ H s ε such that u ε = ρ; (ii) there exists e ∈ H s ε with e ε > ρ such that J ε (e) < 0. Proof. From (g 1 ) and (g 2 ), it follows that that for any η > 0 there exists C η > 0 such that
By using Theorem 2.2 and (2.5), we get
we can see that tq ∈ (2, 2 * s ), and from Theorem 2.1, we have
Taking into account (2.6) and (2.7) we can deduce that
As a consequence
ε ), and being q > 2 we can see that (i) holds. Fix a positive function u 0 ∈ H s (R N ) \ {0} with supp(u 0 ) ⊂ Λ ε , and we set
Since G(εx, u 0 ) = F (u 0 ) and by using (f 3 ), we deduce that
, we find
Therefore, we have
Taking e = tu 0 with t sufficiently large, we can see that (ii) holds.
Since supp(u 0 ) ⊂ Λ ε , there exists κ > 0 independent of ε, l, a such that
Now, let us define
We prove the following useful lemma. 
Proof. Let us prove that there exists C 0 > 0 such that
We observe that
By using (2.10), we can see that
where in the last line we used Theorem 2.1 and u 2 ε ≤ 4(κ + 1). Now, we take
.
By applying Hölder inequality and by using Theorem 2.1 and u 2 ε ≤ 4(κ + 1), we can see that
Putting together (2.12) and (2.13) we can see that
which in view of (2.11) yields (2.9). Then there exists ℓ 0 > 0 such that
Then, we take a > 0 the unique number such that
and we consider the penalized problem (2.3) with these choices. Now, let us introduce the Nehari manifold associated to (2.3) , that is
(2.14)
Let us denote by S ε the unitary sphere in H s ε . Since f is only continuous, the next two results will play a fundamental role to overcome the non-differentiability of N ε .
Then, the following facts hold true:
Proof. (a) From the proof of Lemma 2.2 we can see that h u (0) = 0, h u (t) > 0 for t small and h u (t) < 0 for t large. Then, by the continuity of h u , it is easy to see that there exists t u > 0 such that max t≥0 h u (t) = h u (t u ), t u u ∈ N ε and h ′ u (t u ) = 0. Now, we note that
so, by using (g 4 ), we get the uniqueness of a such t u .
(b) Let u ∈ S ε . Recalling that h ′ u (t u ) = 0, and using (g 1 )-(g 2 ), Theorem 2.2 (see estimates in Lemma ??), and Theorem 2.1, we get for any ξ > 0 small
Being q > 2, there exists τ > 0 independent of u, such that t u ≥ τ . Now, by using (g 3 ), we can observe that
Hence, if W ⊂ S ε is a compact set, and (u n ) ⊂ W is such that t un → ∞, it follows that u n → u in H s ε , and
which gives a contradiction.
(c) Since (a) and (b) hold, we can apply Proposition 8 in [39] to deduce the thesis.
Taking into account the above estimate and (2.14), we can also see that J ε | Nε is bounded below by some positive constant.
Let us define the mapsψ
, and ψ ε :=ψ| Sε . The next result is a consequence of Lemma 2.4. For more details, see Proposition 9 and Corollary 10 in [39] . 
Remark 2.2. As in [39] , we have the following characterization of the infimum of J ε on N ε :
In the next result we show that J ε verifies a local compactness condition.
Proof. Let (u n ) be a Palais-Smale sequence at the level c, that is J ε (u n ) → c and J ′ ε (u n ) → 0. We divide the proof in two main steps.
Step 1: For any η > 0 there exists R = R η > 0 such that lim sup
By using (g 3 ), we can see that
. Moreover, by Lemma 2.3, we can deduce that
For n ≥ n 0 and ε > 0 fixed, take R > 0 big enough such that Λ ε ⊂ B R/2 . Then, by using (g 3 ) with ℓ 0 as in Lemma 2.3, we deduce that
which together with (2.17) yields
Now, we note that the Hölder inequality and the boundedness of (u n ) imply that
Therefore, it is enough to prove that
to conclude our first claim. Let us note that R 2N can be written as
Now, we estimate each integral in (2.19) . Since ψ R = 1 in R N \ B 2R , we have
Let k > 4. Clearly, we have
Therefore, taking into account 0 ≤ ψ R ≤ 1, |∇ψ R | ≤ C R and applying Hölder inequality, we can see
Now, fix ε ∈ (0, 1), and we note that
Let us estimate the first integral in (2.22). Then,
from which we have
By using the definition of ψ R , ε ∈ (0, 1), and ψ R ≤ 1, we have
where we use the fact that if (x, y) ∈ B εR × (R N \ B R ), then |x − y| > (1 − ε)R. Taking into account (2.22), (2.23) and (2.24) we deduce 
Since (u n ) is bounded in H s (R N ), we may assume that u n → u in L 2 loc (R N ) for some u ∈ H s (R N ). Then, taking the limit as n → ∞ in (2.26), we have lim sup
where in the last passage we use Hölder inequality. Since u ∈ L 2 * s (R N ), k > 4 and ε ∈ (0, 1), we obtain lim sup
Step 2: Let us prove that u n → u in H s ε as n → ∞. Set Ψ n = u n − u 2 ε and we observe that
, so in view of (2.27), we need to show that
and G is continuous, so we deduce that
In virtue of Theorem 2.2, we know that the convolution term
, so we can see that
Since g has a subcritical growth, by using Theorem 2.1 and (2.29), we obtain
From the growth assumption and the boundedness ofK ε (u n ) we obtain
By the Step 1 and Theorem 2.1, for any η > 0 there exists R η > 0 such that lim sup
In similar way, from Hölder inequality, we can see that lim sup
Taking into account the above limits we can infer that
Finally, we prove the following result:
Lemma 2.6. The functional ψ ε satisfies the (P S) c on S ε for any c ∈ [c ε , κ].
Proof. Let (u n ) ⊂ S ε be a (P S) c sequence for ψ ε . Then ψ ε (u n ) → c and ψ ′ ε (u n ) * → 0, where · * denotes the norm in the dual space of (T un S ε ) * . By using Proposition 2.1-(c), we can infer that (m ε (u n )) is a (P S) c sequence for J ε . In view of Lemma 2.5, we can see that, up to a subsequence, there exists u ∈ S ε such that m ε (u n ) → m ε (u) in H s ε . From Lemma 2.4-(c), we conclude that u n → u in S ε .
The autonomous problem
In this section we deal with the limit problem associated to (2.2), namely
In what follows, we denote the above problem with (P V 0 ). The functional J V 0 : H s 0 → R associated to the above problem is given by
where H s 0 is the space H s (R N ) endowed with the norm
Let us consider the following Nehari manifold
and let us denote by S 0 the unit sphere in H s 0 . Arguing as in the proofs of Lemma 2.4 and Proposition 2.1, we can see that the following results hold.
Lemma 3.1. Suppose that f verifies (f 1 )-(f 4 ).

Then, the following facts hold true:
(a) For any u ∈ H s 0 \ {0}, let h u :
There is τ > 0, independent on u, such that t u ≥ τ for every u ∈ S 0 . Moreover, for each compact set W ⊂ S 0 , there is C W > 0 such that t u ≤ C W for every u ∈ W. (a)ψ 0 ∈ C 1 (H s 0 \ {0}, R) and 
Moreover, we have the following characterization of the infimum of J 0 on N V 0
2)
The next Lemma allows us to assume that the weak limit of a (P S) c sequence is nontrivial. |u n | 2 dx = 0.
Since we know that (u n ) is bounded in H s 0 , we can use Lemma 2.1 to deduce that u n → 0 in L q (R N ) for any q ∈ (2, 2 * s ). By using (f 1 )-(f 2 ), we know that for all η > 0 there exists C η > 0 such that
so, applying Hardy-Littlewood-Sobolev inequality, we get
Taking into account J ′ 0 (u n ), u n = o n (1), we can infer that u n V 0 → 0 as n → ∞. Now, we prove the following result for the autonomous problem.
Proof. Arguing as in Lemma 2.2, we can see that J 0 has a mountain pass geometry. As a consequence of the mountain pass theorem without the (PS) condition (see [42] ), there exists a Palais-Smale sequence (u n ) ⊂ H s 0 such that
V 0 , it is easy to deduce that (u n ) is bounded in H s 0 . By using (f 1 )-(f 2 ), we know that u V 0 ≥ r for all u ∈ N V 0 . Then, arguing as in the proof of Lemma 3.2, we can see that there exists a sequence (y n ) ⊂ R N , and constants R > 0 and γ > 0 such that lim inf
are both invariant by translation, it holds that
We observe that (v n ) is also bounded in H s 0 , so we may assume that v n ⇀ v in H s 0 , for some v = 0. Now, we show that v is a weak solution to (P V 0 ). Fix ϕ ∈ C ∞ 0 (R N ). Recalling that (v n ) is bounded, we can argue as in the proof of Lemma 2.3 to deduce that
Then, using the fact that f has subcritical growth and v n → v in L r loc (R N ) for any r ∈ [1, 2 * s ), we can see that the Dominated Convergence Theorem gives
This combined with the weak convergence of (v n ) yields
From the density of C
Using the definition of c V 0 together with Fatou's Lemma, we also deduce that J V 0 (v) = c V 0 . Now, recalling that f (t) = 0 for t ≤ 0 and (x − y)(
Proceeding as in the proof of Lemma 2.3, we can see that K(x) := 1 |x| µ * F (v) is bounded in R N , so similar arguments developed in Lemma 5.1 below, allow us to deduce that v ∈ L ∞ (R N ). Since f has subcritical growth and K(x) is bounded, we can see that K(x)f (v) ∈ L ∞ (R N ), so we can apply Proposition 2.9 in [38] to infer that v ∈ C 0,α (R N ) for some α ∈ (0, 1). Using the Harnack inequality [38] , we can conclude that v > 0 in R N .
The next result is a compactness result on autonomous problem which we will use later. 
Hence, by using the Ekeland's variational principle [17] , we can find (w n ) ⊂ S 0 such that (w n ) is a (P S) c V 0 sequence for ψ 0 on S 0 and w n − w n V 0 = o n (1). From Proposition 3.1-(c), we can deduce that m 0 (w n ) is a (P S) c V 0 sequence of J 0 . By applying Lemma 3.3, it follows that there existsw ∈ S 0 such that m 0 (w n ) → m 0 (w) in H s 0 . This fact, together with Lemma 3.1-(c), and w n − w n V 0 = o n (1), allow us to conclude thatṽ n →ṽ in H s 0 .
Multiplicity results
In order to study the multiplicity of solutions to (1.1), we need introduce some useful tools. Let us consider δ > 0 such that M δ ⊂ Λ, where 
Finally, we consider Φ ε (y) = t ε Ψ ε,y .
In next lemma we prove an important relationship between Φ ε and the set M .
Lemma 4.1. The functional Φ ε satisfies the following limit
Proof. Assume by contradiction that there exist δ 0 > 0, (y n ) ⊂ M and ε n → 0 such that
We first show that lim n→∞ t εn < ∞. Let us observe that by using the change of variable z = εnx−yn εn , if z ∈ B δ εn (0), it follows that ε n z ∈ B δ (0) and ε n z + y n ∈ B δ (y n ) ⊂ M δ ⊂ Λ.
Since G = F on Λ, we can see that By using t εn Ψ εn,yn ∈ N εn and the assumptions on f , it is easy to prove that t εn → t 0 > 0. Moreover, being
we can deduce that
Taking into account that w is a ground state to (P V 0 ) and using (f 4 ), we can conclude that t εn → 1.
As a consequence lim
and this yields lim
which contradicts (4.1). Now, we consider δ > 0 such that M δ ⊂ Λ, and choose ρ = ρ(δ) > 0 such that M δ ⊂ B δ (0). We define Υ : R N → R N by setting Υ(x) = x for |x| ≤ ρ and Υ(x) = ρx |x| for |x| ≥ ρ. Then we define the barycenter map β ε : N ε → R N given by
The function β ε verifies the following limit
Proof. Suppose by contradiction that there exists δ 0 > 0, (y n ) ⊂ M and ε n → 0 such that
By using the definitions of Φ εn (y n ), β εn and η, and using a change of variable, we can see that
Taking into account (y n ) ⊂ M ⊂ B ρ and the Dominated Convergence Theorem, we can infer that
which contradicts (4.4).
The next compactness result will be fundamental to show that the solutions of the modified problem are solutions of the original problem.
Proof. Since J ′ εn (u n ), u n = 0 and J εn (u n ) → c V 0 , we can see that (u n ) is bounded in H s εn . Note that c V 0 > 0, and since u n εn → 0 would imply J εn (u n ) → 0, we can argue as in Lemma 3.2 to obtain a sequence (ỹ n ) ⊂ R N , and constants R > 0 and γ > 0 such that lim inf
Now, we set v n (x) = u n (x +ỹ n ). Then, (v n ) is bounded in H s 0 , and we may assume that
In particular, we getṽ n ⇀ṽ in H s 0 and t n → t * > 0. Then, from the uniqueness of the weak limit, we haveṽ = t * v ≡ 0. By using Lemma 3.4, we can see thatṽ
In order to complete the proof of the lemma, we consider y n = ε nỹn . Our claim is to show that (y n ) admits a subsequence, still denoted by y n , such that y n → y 0 , for some y 0 ∈ M . Firstly, we prove that (y n ) is bounded. We argue by contradiction, and we assume that, up to a subsequence, |y n | → ∞ as n → ∞. Since
and J εn (u n ) → c V 0 , we can see that u n ∈ B for all n big enough. Then, in view of Lemma 2.3, there exists C 0 > 0 such that
Fixed R > 0 such that Λ ⊂ B R (0), and assume that |y n | > 2R. Then, for all z ∈ B R εn (0),
By using the change of variable x → z +ỹ n and (4.7), we deduce that
Then, by using the fact that v n → v in H s 0 as n → ∞ and thatf (t) ≤ V 0 ℓ 0 t, we can see that (4.8) implies that
that is v n → 0 in H s 0 , which is a contradiction. Therefore, (y n ) is bounded, and we may assume that y n → y 0 ∈ R N . Clearly, if y 0 / ∈ Λ, then we can argue as before and we deduce that v n → 0 in H s 0 , which is impossible. Hence y 0 ∈ Λ. Now, we note that if V (y 0 ) = V 0 , then we can infer that y 0 / ∈ ∂Λ in view of (V 2 ), and then y 0 ∈ M . Therefore, in the next step, we show that V (y 0 ) = V 0 .
Suppose by contradiction that V (y 0 ) > V 0 . Then, by usingṽ n →ṽ in H s 0 and Fatou's Lemma, we get
Now, we introduce a subsetÑ ε of N ε by setting
where h : R + → R + is such that h(ε) → 0 as ε → 0. Given y ∈ M , we can use Lemma 4.1 to
Moreover, we have the following lemma.
Proof. Let ε n → 0 as n → ∞. For any n ∈ N, there exists u n ∈Ñ εn such that
Therefore, it is suffices to prove that there exists (y n ) ⊂ M δ such that
We note that (u n ) ⊂Ñ εn ⊂ N εn , from which we deuce that
This yields J εn (u n ) → c V 0 . By using Lemma 4.3, there exists (ỹ n ) ⊂ R N such that y n = ε nỹn ∈ M δ for n sufficiently large. By setting v n = u n (· +ỹ n ) and using a change of variable, we can see that
Since ε n z + y n → y ∈ M , we deduce that β εn (u n ) = y n + o n (1), that is (4.9) holds.
Proof of Theorem 1.1
This last section is devoted to the proof of the main result of this work. Firstly, we show that (2.3) admits at least cat M δ (M ) positive solutions. In order to achieve our aim, we recall the following result for critical points involving Ljusternik-Schnirelmann category. For the details of the proof one can see [27] . Assume that h ∈ C 1 (U, R) bounded from below and satisfies −∞ < inf U h < d < k < ∞. Moreover, suppose that h satisfies Palais-Smale condition on the sublevel {u ∈ U : h(u) ≤ k} and that d is not a critical level for h. Then
Since N ε is not a C 1 submanifold of H s ε , we cannot apply Theorem 5.1 directly. Fortunately, from Lemma 2.4, we know that the mapping m ε is a homeomorphism between N ε and S ε , and S ε is a C 1 submanifold of H s ε . So we can apply Theorem 5.1 to ψ ε (u) = J ε (m ε (u))| Sε = J ε (m ε (u)), where ψ ε is given in Proposition 2.1. Proof. For any ε > 0, we define α ε : M → S ε by setting α ε (y) = m −1 ε (Φ ε (y)). By using Lemma 4.1 and the definition of ψ ε , we can see that
Then, there existsε > 0 such thatS ε := {w ∈ S ε : ψ ε (w) ≤ c V 0 + h(ε)} = ∅ for all ε ∈ (0,ε). Taking into account Lemma 4.1, Lemma 2.4-(c), Lemma 4.2 and Lemma 4.4, we can findε =ε δ > 0 such that the following diagram
is well defined for any ε ∈ (0,ε). By using Lemma 4.2, there exists a function θ(ε, y) with |θ(ε, y)| < δ 2 uniformly in y ∈ M for all ε ∈ (0,ε) such that β ε (Φ ε (y)) = y + θ(ε, y) for all y ∈ M . Then, we can see that H(t, y) = y + (1 − t)θ(ε, y) with (t, y)
• α ε and the inclusion map id : M → M δ . This fact and Lemma 4.3 in [9] implies that catS
On the other hand, let us choose a function h(ε) > 0 such that h(ε) → 0 as ε → 0 and such that c V 0 + h(ε) is not a critical level for J ε . For ε > 0 small enough, we deduce from Lemma 2.6 that ψ ε satisfies the Palais-Smale condition inS ε . So, it follows from Theorem 5.1 that ψ ε has at least catS ε (S ε ) critical points onS ε . By Proposition 2.1-(d) we conclude that J ε admits at least cat M δ (M ) critical points. Now, we use a Moser iteration argument [29] which will be fundamental to study of behavior of the maximum points of the solutions.
Lemma 5.1. Let ε n → 0 and u n ∈ N εn be a solution to (2.3) . Then v n = u n (· +ỹ n ) satisfies the following problem
where
Proof. For any L > 0 and β > 1, let us define the function
where v L,n = min{u n , L}. Since γ is an increasing function, we have
Let us consider
Then, by applying Jensen inequality we get for all a, b ∈ R such that a > b,
The same argument works when a ≤ b. Therefore
By using (5.2), we can see that
as test-function in (5.1), and using (5.3), we obtain
and using Theorem 2.1, we have
On the other hand, from the boundedness of (v n ), it follows that there exists C 0 > 0 such that
By the assumption (g 1 ) and (g 2 ), for any ξ > 0 there exists C ξ > 0 such that
Taking ξ ∈ (0, V 0 ), and using (5.5), (5.6) and (5.7), we can see that (5.4) yields
L,n . By applying Hölder inequality, we get
, from the definition of w L,n , and by using the fact that v L,n ≤ v n and (5.8), we obtain
(5.9)
By passing to the limit in (5.9) as L → +∞, the Fatou's Lemma yields
. Now, we set β := 2 * s α * s > 1, and we observe that, being v n ∈ L 2 * s (R N ), the above inequality holds for this choice of β. Then, observing that β 2 α * s = β2 * s , it follows that (5.10) holds with β replaced by β 2 . Therefore, we can see that v n L β 2 2 * s (R N ) ≤ C At this point, we are ready to give the proof of our main result.
Proof of Theorem 1.1. Take δ > 0 such that M δ ⊂ Λ. We begin proving that there existsε δ > 0 such that for any ε ∈ (0,ε δ ) and any solution u ε ∈Ñ ε of (2.3), it holds u ε L ∞ (R N \Λε) < a. (5.12)
Assume by contradiction that there exist ε n → 0, u εn ∈Ñ εn such that J ′ εn (u εn ) = 0 and u εn L ∞ (R N \Λε n ) ≥ a. Since J εn (u εn ) ≤ c V 0 + h(ε n ) and h(ε n ) → 0, we can argue as in the first part of the proof of Lemma 4.3, to deduce that J εn (u εn ) → c V 0 . Then, by using Lemma 4.3, we can find (ỹ n ) ⊂ R N such that y n := ε nỹn → y 0 ∈ M . Now, if we choose r > 0 such that B r (y 0 ) ⊂ B 2r (y 0 ) ⊂ Λ, we can see B r εn ( y 0 εn ) ⊂ Λ εn . In particular, for any y ∈ B r εn (ỹ n ) there holds y − y 0 ε n ≤ |y −ỹ n | + ỹ n − y 0 ε n < 2r ε n for n sufficiently large. Therefore R N \ Λ εn ⊂ R N \ B r εn (ỹ n ) for any n big enough. Now, denoting by v n (x) = u εn (x +ỹ n ), we can see that
where h n := v n − V n (x)v n + 1 |x| µ * G n (v n ) g n (v n ), and v n → v converges strongly in L p (R N ) for any p ∈ [2, ∞), in view of Lemma 5.1.
Since J ′ εn (u εn ), u εn = 0 and J εn (u εn ) → c V 0 , we may assume u εn ∈ B for all n big enough, so that 1 |x| µ * G(εx, u εn )
As a consequence, recalling that ε nỹn → y 0 ∈ M , we get h n L ∞ (R N ) ≤ C and h n → v − V (y 0 )v + 1
Hence, v n = K * h n , where K is the Bessel kernel [19] , and we can argue as in [2] to prove that lim |x|→∞ sup n∈N |v n (x)| = 0, which implies that there exists R > 0 such that v n (x) < a for |x| ≥ R and n ∈ N. Thus u εn (x) < a for any x ∈ R N \ B R (ỹ n ), n ∈ N.
As a consequence, there exists ν ∈ N such that for any n ≥ ν and r εn > R, it holds
which gives u εn (x) < a for any x ∈ R N \ Λ εn , and this is impossible. Now, letε δ given in Theorem 5.2 and take ε δ = min{ε δ ,ε δ }. Fix ε ∈ (0, ε δ ). By Theorem 5.2, we know that problem (2.3) admits cat M δ (M ) nontrivial solutions u ε . Since u ε ∈Ñ ε satisfies (5.12), from the definition of g it follows that u ε is a solution of (2.2). Now, we study the behavior of the maximum points of u n ∈ H s εn solutions to the problem (2.3). Let us observe that (g 1 ) implies that we can find γ ∈ (0, a) such that g(εx, t)t ≤ V 0 ℓ 0 t 2 for any x ∈ R N , t ≤ γ. Indeed, if (5.15) does not hold, in view of (5.14) we can see that u n L ∞ (R N ) < γ. Then, by using J ′ εn (u n ), u n = 0, (5.13) and 1 |x| µ * G(εx, u n )
we can infer
which together with C 0 ℓ 0 < 1 2 yields u n εn = 0, and this gives a contradiction. As a consequence, (5.15) holds. Taking into account (5.14) and (5.15) we can deduce that the maximum points p n ∈ R N of u n belong to B R (ỹ n ). Therefore, p n =ỹ n + q n for some q n ∈ B R (0). Hence, η n = ε nỹn + ε n q n is the maximum point ofû n (x) = u n (x/ε n ). Since |q n | < R for any n ∈ N and ε nỹn → y 0 ∈ M , from the continuity of V we can infer that lim n→∞ V (η εn ) = V (y 0 ) = V 0 , which ends the proof of the Theorem 1.1.
