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ABSTRACT 
Many components of existing civil infrastructure systems, such as road pavement, bridges, 
and buildings, are suffered from rapid aging, which require enormous nation’s resources from 
federal and state agencies to inspect and maintain them. Crack is one of important material and 
structural defects, which must be inspected not only for good maintenance of civil infrastructure 
with a high quality of safety and serviceability, but also for the opportunity to provide early 
warning against failure. Conventional human visual inspection is still considered as the primary 
inspection method. However, it is well established that human visual inspection is subjective and 
often inaccurate. In order to improve current manual visual inspection for crack detection and 
evaluation of civil infrastructure, this study explores the application of computer vision techniques 
as a non-destructive evaluation and testing (NDE&T) method for automated crack detection and 
quantification for different civil infrastructures.  
In this study, computer vision-based algorithms were developed and evaluated to deal with 
different situations of field inspection that inspectors could face with in crack detection and 
quantification. The depth, the distance between camera and object, is a necessary extrinsic 
parameter that has to be measured to quantify crack size since other parameters, such as focal 
length, resolution, and camera sensor size are intrinsic, which are usually known by camera 
manufacturers. Thus, computer vision techniques were evaluated with different crack inspection 
applications with constant and variable depths. For the fixed-depth applications, computer vision 
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techniques were applied to two field studies, including 1) automated crack detection and 
quantification for road pavement using the Laser Road Imaging System (LRIS), and 2) automated 
crack detection on bridge cables surfaces, using a cable inspection robot. For the various-depth 
applications, two field studies were conducted, including 3) automated crack recognition and width 
measurement of concrete bridges’ cracks using a high-magnification telescopic lens, and 4) 
automated crack quantification and depth estimation using wearable glasses with stereovision 
cameras. 
From the realistic field applications of computer vision techniques, a novel self-adaptive 
image-processing algorithm was developed using a series of morphological transformations to 
connect fragmented crack pixels in digital images. The crack-defragmentation algorithm was 
evaluated with road pavement images. The results showed that the accuracy of automated crack 
detection, associated with artificial neural network classifier, was significantly improved by 
reducing both false positive and false negative. Using up to six crack features, including area, 
length, orientation, texture, intensity, and wheel-path location, crack detection accuracy was 
evaluated to find the optimal sets of crack features. Lab and field test results of different inspection 
applications show that proposed compute vision-based crack detection and quantification 
algorithms can detect and quantify cracks from different structures’ surface and depth. Some 
guidelines of applying computer vision techniques are also suggested for each crack inspection 
application. 
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CHAPTER 1: INTRODUCTION 
1.1 Background and Problem Statement 
1.1.1 Inspection of civil infrastructure systems 
Many components of existing civil infrastructure systems, such as road pavement, bridges, 
and concrete buildings, are aged, which requires large annual allocations from federal and state 
agencies to inspect and maintain them. In the case of road pavement, the road network in U.S. 
includes more than 4 million miles of public roadways. According to the American Society of 
Civil Engineers (2013), 32% of America’s major roads are in poor or mediocre condition, costing 
U.S. motorists who travel on deficient pavement $67 billion per year in additional repairs and 
operating costs.  It is estimated that $101 billion in annual capital investment is needed to maintain 
the current pavement condition betwee n 2008 and 2028, and $170 billion per year to improve the 
current mediocre condition. However, federal, state, and local governments are only spending $91 
billion per year. Advanced non-destructive infrastructure testing and evaluation methods are 
needed for the rapid decrease of infrastructure condition and insufficient funding situation.  
Conventional human visual inspection and evaluation is the primary condition assessment 
method for civil infrastructure. However, human visual inspection has limitations and 
disadvantages such as being time consuming, subjective, unsafe, inefficient, and cannot access 
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every part of infrastructure. For example, near anchorages, bridge cables are often not visible since 
these cables are sealed with grout. In free spans, trolley and rolling devices are used to access 
cables, which is not safe for inspectors (Burgess & Niple 2005; Elliott and Heymsfield 2003). The 
limitations of human visual inspection method have motivated the development of safer, more 
efficient, consistent and advanced infrastructure inspection and evaluation methods. 
Computer vision technique is considered as a promising non-destructive inspection 
method. This technique has been applied in different domains of civil infrastructure: structural 
health monitoring, construction design and management, pavement condition assessment, 
underground pipeline assessment and bridge inspection. Image based computer vision techniques 
has become a powerful tool for infrastructure inspection and evaluation with wide applications. 
However, computer vision application in civil infrastructure is complex and special. For example, 
the light illumination and traffic shadow on the road pavement will result in distractive image 
background which will influence the road pavement distress assessment. The nuclear power plant 
is impossible to obtain image in close distance and the crack damage is very small when the images 
are taken from a far distance. Bridge cable vibration analysis needs to consider the influence from 
the wind and the nature vibration of the bridge. Considering the limitations of infrastructure 
environment, the specific requirements of inspection and evaluation, and the capability of 
computer vision techniques, the study of specific computer vision techniques to solve 
infrastructure problems and to develop inspection and evaluation systems are needed.  
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1.1.2 Crack problem for civil infrastructures 
Section 334.046 of Florida Statutes: “Ensuring that 80% of the pavement on the State 
Highway System meets Department Standards”. In 2014, 6% of the statewide pavement in Florida 
was considered as deficient pavement due to crack, while 1.7% of the statewide pavement was 
considered as deficient pavement due to ride, and 0.5% of the statewide pavement was considered 
as deficient pavement due to rut (Musselman 2014). Cracks are the main deficient for Florida 
pavement. In Krauss and Rogalla (1996), it shows that more than 1,001,000 bridge decks in the 
U.S. have suffered from early transvers cracking. In Eppers et al. (1998), it shows that in some 
cases, cracking has increased.  
Inspection for crack is an important preliminary evaluation of the infrastructures’ safety 
and serviceability. Cracking which may result from the shrinkage of material (i.e., shrinkage 
cracking) or external extreme tensile stress such as earthquake movement (i.e., structural 
cracking), is closely relative to structural deterioration and distress and has a significant influence 
on the bearing capability and integrity of the structure components. Cracks are also indicators for 
further problems and potential failure. It is well known that cracks may result in the infiltration of 
humidity and chemistry leading to the corrosion of reinforcing steels and the settlement of soil or 
foundations. Fine crack may propagate due to the system mechanism and outside environment 
leading to failure. Therefore, the inspection of cracks not only helps for good maintenance of civil 
infrastructure with a high quality of safety and serviceability, but also helps for efficient and 
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economic maintenance of the civil infrastructure by preventing more serious problems and 
potential failure.  
Crack is defined as a fissure of the pavement material at the surface with minimum 
dimensions of 1-mm (0.04-in.) width and 25-mm (1-in.) length in AASHTO PP 67-14 .  Different 
pavement maintain manuals classify cracks into different categories. For example, in American 
Association of State Highway and Transportation Officials (1993), cracks for flexible pavement 
are separated into Alligator or fatigue crack, block crack, joint reflection crack, longitudinal and 
transverse crack and slippage crack. While, in Federal Highway Administration (2003), crack 
types include edge crack but without slippage crack. Alligator or fatigue cracks usually are due to 
repeated traffic loadings. Longitudinal cracks can be the result of the contraction and shrinkage of 
the surface course, reflection from underlying pavement joints, poorly constructed paving joints 
or roadbed settlement. Contraction and shrinkage of the surface course or reflection from 
underlying pavement joints also contribute to transverse cracks (California Department of 
Transportation 2011). Crack types and their properties introduced in H.Huang (1993) are 
summarized in Table 1.1. All cracking is non-loaded-associated1, except alligator cracking and 
slippage cracking, which is loaded-associated. Loading may increase the severity of the non-
loaded-associated cracks. All those crack types shown in the table are structural failure2 and not 
functional failure3. When the structural failure reaches certain severity, it may also result in 
functional failure.  
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Table 1.1. Different asphalt pavement cracks’ definition and their properties 
Crack type Definition Location Causes 
Alligator or 
fatigue 
cracking 
A series of 
interconnecting cracks, 
a pattern resembling 
chicken wire or the skin 
of an alligator 
Traffic area 
Fatigue failure of asphalt 
surface or stabilized base 
under repeated traffic 
loading 
Block 
cracking 
Cracks divide the 
surface into 
approximately 
rectangular pieces 
Over a large portion 
of pavement area; 
non-traffic areas 
Shrinkage of hot mix 
asphalt and daily 
temperature cycling, which 
results in cyclic stress and 
strain 
Joint 
reflection 
cracking 
Cracks occurs only on 
pavements that have an 
asphalt surface over a 
jointed concrete slab 
Transverse and 
longitudinal joins 
where the old 
concrete pavement 
has been widened 
before overlay 
The movement of concrete 
slab beneath the asphalt 
surface because the thermal 
or moisture changes 
Transverse 
Cracking 
 
Cracks parallel to the 
pavement centerline 
Pavement area 
The shrinkage of asphalt 
surface due to low 
temperatures or asphalt 
hardening or result from 
reflective cracks caused by 
cracks beneath the asphalt 
surface 
Longitudinal 
cracking 
Cracks extend across 
the centerline 
Pavement area 
Same as transverse 
cracking. But may also be 
caused by a poorly 
constructed pavement lane 
joint 
Slippage 
cracking 
Cracks are crescent-or 
half-moon-shaped with 
both ends pointed into 
the direction of traffic 
Pavement area 
The low strength of HMA 
or a weaker bond between 
the surface course and the 
layer below 
1. Non-load-associated distress is caused by climates, materials or construction. 
2. Structural failure is associated with the ability of the pavement to carry the design load. 
3. Functional failure is associated with ride quality and safety. 
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(a) Alligator or fatigue cracking (b) Block cracking (c) Edge cracking 
   
(d) Longitudinal cracking (e) Transverse cracking (f) Joint reflection cracking 
Figure 1-1. Different types of asphalt pavement cracking (Federal Highway Administration, 
2003). 
In concrete material, a localized crack or failure is initiated when the maximum tensile 
stress reaches the failure modes. With cracks’ propagation and networking, their significance 
depends on the type of structures, as well as the type of the cracking. Cracks are identified as 
different types according to their causes to help develop successful long-term management of the 
structures.  In ACI 224.1R-07 (2007), cracks are categorized into two groups: cracking of plastic 
concrete and cracking of hardened concrete. Cracking of plastic concrete includes plastic shrinkage 
cracking and settlement cracking. Cracking of hardened concrete can be introduced by drying 
shrinkage, thermal stresses, chemical reactions, weathering, corrosion of reinforcement, poor 
construction practices, construction overloads, errors in design and detailing, and externally 
applied loads. The detail causes are summarized in Table 1.2. Of course, there are lots of other 
crack classification method. For example, in Schmitt and Darwin (1995), reinforced concrete 
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structures’ cracks are separated into five types: 1) longitudinal, 2) transverse, 3) diagonal, 4) 
pattern or map, and 5) random.   
Table 1.2. Causes of cracking for concrete structures 
Concrete 
type 
Causes Influence factors 
Plastic 
concrete 
plastic shrinkage 
cracking 
High air and concrete temperatures; Low relative 
humidity; High wind velocity 
settlement 
cracking 
Bar size; Slump; Cover; Intensity of vibration 
Hardened 
concrete 
drying shrinkage 
The amount and rate of shrinkage; The degree of restraint; 
The modulus of elasticity; The amount of creep 
thermal stresses 
Temperature differential; The coefficient of thermal 
expansion; The effective modulus of elasticity; The degree 
of restraint; The massive of the structure 
chemical reaction 
Amount of silica, alkalis; Certain carbonate rocks sulfates; 
Deicing salts 
weathering Thawing; Wetting; Drying; Heating; cooling 
corrosion of 
reinforcement 
Oxygen; Moisture; Excess electrons 
poor construction 
practices 
Adding water; Lacking curing; Inadequate formwork 
supports; Inadequate consolidation; Placement of 
construction joints at points of high stress 
construction 
overloads 
Lifting; Shipment; Stress release; Concrete placement; 
Thermal shock; Heaters; Storage of materials; Operation 
of equipment 
errors in design 
and detailing 
Poorly detailed re-entrant corners; Inadequate amount of 
reinforcement; The restraint of member subjected to 
volume changes; Improper foundation design 
externally applied 
loads 
Steel stress; Cover thickness; Area of concrete surrounding 
each reinforcing bar; Strain gradient between the steel and 
the tension face of the beam 
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1.1.3 Conventional visual crack inspection 
Conventional visual inspection for cracks is operated at regular intervals for different civil 
infrastructures. For example, in the United States, highway bridges should be visually inspected 
every two years (American Association of State Highway and Transportation Officials 2011). The 
inspectors usually walk through the bridges and detect the crack locations and measure crack sizes 
on the bridge decks (Lim et al. 2011). The inspectors must stand on the platform of a bridge 
inspection vehicle or on a temporarily erected scaffolding to measure the cracks on the underside 
of the bridge and the portions above the water surface (Tung et al. 2002). The inspectors are often 
carried out using a cable inspection trolley that travels along cables at a low speed to measure the 
crack with their naked eye for the bridge cables (Yun et al. 2013). Crack width is an important 
indication to evaluate the severity of the cracks. Figure 1.1 shows some common tools to measure 
crack width in human visual crack inspection. As this example shows, it is very dangerous for 
people to watch cracks on the scaffold or on the trolley with traffic. Besides that, it is prone to 
human error because of the subjectivity of the evaluation process. Last but not the least, it does not 
guaranteed a rapid and completed inspection due to labor limitation. 
In order to improve current manual visual inspection for crack detection and evaluation of 
civil infrastructure, this study explores the application of computer vision techniques as non-
destructive evaluation and testing (NDE&T) methods for automated crack detection and 
quantification in different civil infrastructures. 
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(a) (courtesy of Edmound Scientific Co.) 
(b) (courtesy of Construction Technology 
Laboratories) 
Figure 1-2. Comparator for measuring crack width (ACI 224.1R-07 2007). 
1.1.4 Computer vision for crack inspection 
The emergence of low-cost image sensors and high-capability storage devices have 
significantly encouraged the civil infrastructure managers to collect lots of images and videos for 
crack inspection. However, manually locating, tracing and analyzing cracks by the naked eye is 
cumbersome and subjective. Besides that, since the amount of images is so large, the agencies 
usually hire lots of people to train them to correctly inspect and measure cracks from images. 
Therefore, computer vision techniques have attracted researchers’ attention to develop automatic 
crack inspection algorithms.  
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Computer vision is defined as “the enterprise of automating and integrating a wide range 
of processes and representations used for vision perception”(Ballard and Brown 1982). Computer 
vision is a field that includes method for acquiring, processing, analyzing, and understanding 
images and, in general, high-dimensional data from the real world in order to produce numerical 
or symbolic information, e.g., in the forms of decisions (Jähne and Haußecker 2000; Klette 2014; 
Morris 2004; Shapiro and Stockman 2001; Wikipedia 2015).  
In recent years, several image based automatic crack detection algorithms have been 
developed for concrete structures distress assessment. The cracks reflect or absorb light differently 
from the neighboring region (Chang et al. 2003). This will result in low intensity crack pixels and 
dark crack lines. Therefore, cracks can be identified by applying intensity thresholding method 
(Ito et al. 2002), subtraction method (Fujita 2006), statistic filter method (Sinha and Fieguth 2006), 
edge-detection method (Abdel-qader et al. 2003; Hutchinson et al. 2006; Yu et al. 2007) 
percolation-based method  (Yamaguchi and Hashimoto 2010; Yamaguchi et al. 2008; Zhu et al. 
2011). One advantage of image processing is that it can further measure the crack length, crack 
width and crack orientation (Dare et al. 2002). However, 2D numerical representation of the 
concrete structure surface cannot provide the depth information of cracks.  
Special light or wave sources have been applied in some types of images to obtain the 
information of cracks on concrete structure, such as millimeter-wave images (Oka et al. 2008), 
infrared thermography images (McCann and Forde 2001), flash thermography images (Sham et 
al. 2008), laser optical feedback images (Muzet et al. 2005), ultrasonic images (Chang and Wang 
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1997), and Neutro radiography images (McCann and Forde 2001). When there is a crack, the wave 
or light reflection and absorption will be different due to the inhomogeneity. Some poster 
processing can be used to auto locate and quantify the crack from those images.  
Numerous crack detection algorithms have been developed and applied to road pavement 
distress assessment. In some early research, most crack detection approaches were based on pixel 
(color) intensity. For example, Koutsopoulos & Downey (1993) compared four intensity 
thresholding methods: Otsu’s method, regression-based histogram method, relaxation method and 
Kittler’s method. They observed that the regression-based histogram method provides the best 
results for pavement crack detection. Tsao, Kehtarnavaz, Chan, & Lytton, (1994), J. Li, (2003) 
and Ayenu-Prah & Attoh-Okine (2008) applied the traditional Sobel edge detection method to 
identify pavement crack locations. Tsai, Kaul, & Mersereau (2010) found that the dynamic 
optimization method outperforms six different methods, including statistical thresholding, Canny 
edge detection, multi-scale wavelet, crack seed identification, iterative clipping, and dynamic 
optimization methods in pavement crack detection applications.  
In some recent studies, pavement surface texture and crack shapes as well as pixel intensity 
have been used to detect cracks. Song, Petrou, & Kittler (1995), Petrou, Kittler, & Song (1996), 
and Hu & Zhao (2010) used the texture analysis to extract cracks’ information. Yan, Bo, Xu, & 
He (2007), and Sun & Qiu (2007) used the shape information and morphological filter to identify 
crack locations. Seed growing approaches also have gained attention in recent years. In this 
approach, seed pixels are usually selected for local minimum intensity pixels. When a seed pixel 
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is connected to neighboring low-intensity pixels, the connected pixels form crack lines. Crack Seed 
Verification (Huang and Xu 2006a), F*Seed growing (Li et al. 2011a), and CrackTree (Zou et al. 
2012a) are some extensions of the seed growing-based algorithms.  
Different pavement distress types, such as potholes, were studied by Koch & Brilakis 
(2011) and Koch, Jog, & Brilakis (2013). Golparvar-Fard, Balali, & Garza (2012) extended their 
image-based studies for the recognition of various highway assets using 3-D laser scanning point 
cloud data combined with semantic texton forests approach.  
A common problem of crack images after extraction is that they are fragmented due to 
multiple disjoints along their crack paths, which can be misleading in characterizing crack features. 
Researchers have developed some crack-segmentation techniques to link disjointed crack image 
components. As the first class of the methods, Sun, Salari, & Chou (2009) developed a simple 
method to connect the end points of two adjacent crack fragments with a straight line when the 
endpoints are within a certain window size (e.g., 4 rows and 20 columns for horizontal crack). In 
W. Huang & Zhang (2012), two fragments were connected at the nearest points between them with 
a straight line instead of two ends points when the distance was less than a certain threshold. In 
Liu, Xu, Yang, Niu, & Pan (2008), two fragments were connected at their end points with a straight 
line. However, the connectivity was determined based on crack length, orientation and gap 
distance in their study. Another class of crack-segmentation methods is to determine the 
connectivity based on crack seeds. Li, Zou, Zhang, & Mao (2011) developed a seed-growing 
method, called FoSA, associated with a linking algorithm to connect adjacent crack elements and 
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a pruning algorithm to remove short branches of the linear structures and extract the main crack 
globally. Zou, Cao, Li, Mao, & Wang (2012) also developed a seed-based method, called 
CrackTree. In this method, crack position and shape are determined using the minimum spanning 
tree (MST) that could be calculated from the crack probability map based on tensor-voting 
technique. J. Huang, Liu, & Sun (2014) also applied the tensor-voting technique in their pavement 
crack detection application combining a 2D image with 3D information based on the Dempster-
Shafer theory. A drawback of these approaches is that crack width cannot be measured, which is 
an important measurement to control the level of crack distress in many maintenance applications. 
A morphological technique has also been used to link disjointed crack components. Chu (2010) 
developed a crack-linking technique for bituminous pavement by combining a series of 
morphological operations. After obtaining the crack skeleton with thinning transform, dilation 
transform was applied to fill the gaps between crack disjoints that are smaller than the size of the 
applied structuring element. Then erosion transform was used to restore the original crack skeleton 
after filling the gaps. He, Qiu, Wang, Zhang, & Xie (2011) and W. Huang & Zhang (2012) also 
used the morphological thinning and dilation transforms but in different procedures. First, an edge 
detection technique was applied to identify cracks’ location in pavement images. Since resulting 
crack images are usually fragmented, they applied the dilation transform to fragmented crack 
images multiple times until they were connected each other. Then the thinning transform was 
applied to obtain crack skeleton. Being morphological approaches, the above techniques have an 
advantage to selectively connect gaps that are randomly located in a pavement image. However, 
crack width cannot be measured using these techniques, and the stopping criteria of the last two 
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approaches cannot be clearly determined particularly when crack fragments are closely located to 
background noises. Moreover, the effects of most crack-segmentation techniques have been rarely 
evaluated on the accuracy of crack detection through statistical error analysis. 
1.1.5 Challenges 
Some common challenges for the crack detection using computer vision techniques can be 
summarized into two groups: image quality and variation of cracks themselves. Different materials 
and environment of civil infrastructures will result in different image backgrounds. In pixel level, 
the intensity variation of material texture will distribute the whole image background. For example, 
the aggregate of asphalt pavement results in mottled pavement image backgrounds. In regional 
level, exterior noisy on structure surface may interrupt the crack detection result. For example, the 
oil and water stain on concrete wall make it hard to identify cracks even by the naked eye. 
Illumination conditions of images may largely determine the image quality and the recognition of 
cracks.  The distance between camera and structure surface, also called depth, may vary with each 
image. The images for the same location may difference when they are taken from different depth.  
Cracks themselves vary in length, width and shape. Cracks are not constant in length. Their 
thickness also changes along crack paths. Cracks can be single lines, polygon lines or crack 
networks. The extracted cracks usually are fragmented and disjoined. Besides that, the intensity 
transition from the dark crack to the bright non-crack background is not instantaneous, which 
results in difficulty to determine the accurate boundary between them. 
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1.2 Research Objective 
The objective of this research is to provide a crack-defragmentation algorithm to connect 
fragmented crack pixels, to automatically detect and quantify cracks associated with a series of 
morphological transformations, and to improve the accuracy of crack detection for civil 
infrastructures. The objective is also to provide guidelines of applying computer vision techniques 
for the inspection of different civil infrastructure systems.  
To achieve this, the research should include important civil infrastructure systems such as 
pavement and bridges. Different structure materials should also be considered, like asphalt and 
concrete. The inspection environments are different for different civil infrastructures. Therefore, 
different image collection systems may be applied with different depth conditions. The developed 
crack detection and quantification solutions should be able to extract cracks from different 
structure surface images, to connect fragmented crack components, and to quantify cracks. 
Through application studies of crack assessment for different civil infrastructure systems, practical 
suggestions and recommendations using computer vision for civil infrastructure inspection should 
be provided.  
1.3 Methodology 
In this study, computer vision-based algorithms were developed and evaluated to deal with 
different situations of field inspection that inspectors could face with crack detection and 
16 
 
 
quantification. The inspection environments are different for different civil infrastructures. 
Accordingly, different image collection systems were selected in this study. Laser Road Imaging 
Systems (LRIS) at highway speed was used to collect road pavement surface images. A cable 
inspection robot mounted with three cameras was used to capture the bridge cable surface images. 
A high-magnification telescopic lens was applied to obtain bridge surface images; A pair of 
wearable glasses with stereovision cameras loaded with developed algorithm and connected with 
a laptop was used to shoot concrete structure surface images, and to display the detection results 
on the glasses. Among these applications, the distances between cameras and structure surfaces 
(i.e., depths) were not always constant. The depths for all images collected by LRIS and cable 
inspection robot were constant. However, the depths for images collected by telescopic lens and 
wearable glasses changed with the engineers’ locations. The depth is a necessary extrinsic 
parameter that has to be measured to quantify crack size since other parameters, such as focal 
length, resolution and camera sensor size are intrinsic, which are usually known by camera 
manufactures. Thus, computer vision techniques were evaluated with different crack inspection 
applications with constant and variable depths. For the fixed-depth applications, computer vision 
techniques were applied to two field studies, including 1) automated crack detection and 
quantification for road pavement using the Laser Road Imaging System (LRIS), and 2) automated 
crack detection on bridge cable surfaces, combined with a cable inspection robot. For the various-
depth applications, two field studies were conducted, including 3) automated crack recognition 
and width measurement of concrete bridges’ cracks using a high-magnification telescopic lens, 
and 4) automated crack quantification and depth estimation using a pair of wearable glasses with 
17 
 
 
stereovision cameras. Among these applications, the materials are asphalt for pavement, High 
Density Polyethylene (HDPE) for bridge cables and concrete for bridges. The research 
methodology for this research is depicted in Figure 1.2.  
 
Figure 1-3. Methodology of the dissertation 
1.4 Outline of the Dissertation 
This dissertation is organized into six chapters. Chapter 1 introduces the research 
background and problem statement. Then it explains the research objective and methodology of 
this research.  
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Chapter 2 proposes a novel self-adaptive crack-grouping algorithm, called MorphLink-C, 
to deal with crack fragmentation problems. The crack-defragmentation algorithm was evaluated 
with road pavement images. The results showed that the accuracy of automated crack detection, 
associated with an artificial neural network classifier, was significantly improved by reducing both 
false positives and false negatives. Using up to six crack features, including area, length, 
orientation, texture, intensity, and wheel-path location, crack detection accuracy was evaluated to 
find the optimal sets of crack features. 
Chapter 3 presents a review on recent advances in emerging robot-based inspection 
technologies for bridge cables and current bridge cable inspection methods. Image processing-
based sensing modules of NDT subsystem were also presented. A morphological technique-based 
image-processing algorithm was developed to detect crack-like defects on cable surfaces. The 
algorithm was experimentally validated using three cable types, including regular cables, cables 
wound with spiral wires and cables with dimples. 
Chapter 4 represents the application of automated crack detection and quantification of 
concrete bridge cracks using a high-magnification telescopic lens. The average crack width were 
estimated on indoor target images and outdoor bridges’ surface images with known depths. Results 
showed that cracks can be successfully detected on different lab test images or field bridges’ 
surface images at fixed-depth and various-depth conditions. The accuracy of the crack width was 
also analyzed and discussed. 
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Chapter 5 introduces a developed concrete building crack quantification system using a 
pair of wearable glasses with stereovision cameras. The stereovision technique using the images 
collected from stereovision cameras was suggested to estimate depths in this system instead of 
additional depth measurement tools. SIFT method was used to calculate the disparity in the 
stereovision technique. Lab experiments and outdoor crack tests were operated to discuss and 
evaluate the depth estimation. The analytical and experimental results showed that the disparity 
error in pixels was almost constant with different depths. By eliminating this constant error, the 
estimated depths became close to tap measured depths. Crack detection and width measurement 
results of this wearable glasses system were also shown in this chapter.  
Chapter 6 gives the summary and contributions of this dissertation. It also discusses the 
limitations of current research and the suggestion for future research.  
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CHAPTER 2: AUTOMATED CRACK DETECTION AND QUANTIFICATION 
FOR ROAD PAVEMENT 
2.1 Introduction 
Effective maintenance of aging road pavement is a great engineering challenge to road 
maintenance authorities. The road network in U.S.A. includes more than 4 million miles of public 
roadways. According to the American Society of Civil Engineers (2013), 32% of America’s major 
roads are in poor or mediocre condition, costing U.S. motorists who travel on deficient pavement 
$67 billion per year in additional repairs and operating costs.  It is estimated that $101 billion in 
annual capital investment is needed to maintain the current pavement condition between 2008 and 
2028, and $170 billion per year to improve the current mediocre condition. However, federal, state 
and local governments are spending only $91 billion per year due to budget limitation. It is 
established that current pavement maintenance approaches are not sustainable with rapid decrease 
of pavement condition and performance due to underfunding maintenance. 
Pavement preventive maintenance has received increasing attentions by many road 
maintenance agencies as an effort to improve road maintenance efficiency in current underbudget 
conditions (Federal Highway Administration 2001). The pavement preventive maintenance is 
defined by the AASHTO’s Lead State Team on Pavement Preservation as “applying the right 
treatment to the right pavement at the right time.” Therefore, accurate pavement condition 
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assessment is vital for effective pavement prevention maintenance. Accurate condition assessment 
capability is also necessary to predict future deterioration rates and to establish rehabilitation 
strategies and budget. 
Image-processing techniques to assess road condition are considered as a promising non-
destructive method to quantify pavement distresses by analyzing pavement surface images. Crack 
in computer vision can be defined as follows: a group of low-intensity pixels compared to 
neighboring pixels, which forms into an arbitrary line shape with length, width and directions 
(crack-pixel level). One or more crack pixels can further form into a complicated crack network 
of a single line, branched line or polygon which are not necessarily continued in its line paths due 
to the fragmentation of the crack pixels (crack-network level). To deal with the multi-level 
topological shapes of crack images, an integrated image-processing approach needs to be 
employed for computer-aided crack recognition: 1) crack extraction, 2) crack grouping, 3) crack 
detection, and 4) crack classification. The description of each image-processing level is shown in 
Figure 2.1. 
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Figure 2-1. Levels of crack recognition in road rating applications. 
For the crack-extraction process (Level 1), many crack-extraction algorithms have been 
developed. In some early research, most crack detection approaches were statistic thresholding 
methods. For example, Koutsopoulos & Downey (1993) compared four intensity thresholding 
methods: Otsu’s method, regression-based histogram method, relaxation method and Kittler’s 
method. They observed that the regression-based histogram method provides the best results for 
pavement crack detection. Oliveira & Correia (2009) calculated the difference between a modified 
Otsu method (Dong et al. 2008) and half of the standard deviation of all image pixel intensities as 
the threshold to separate pixels into non-cracks and potential cracks. In Nguyen, Begot, Duculty, 
& Avila (2011), those connected pixels in four orientations (0°, 45°, 90°, 135°) with the smallest 
sum up intensity constructed four minimal paths. Pavement surface texture and crack shapes as 
well as pixel intensity have been used as crack features to improve crack detection accuracy. Song, 
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Petrou, & Kittler (1995), Petrou, Kittler, & Song (1996), and Hu & Zhao (2010) used the texture 
analysis to abstract the crack information. Yan, Bo, Xu, & He (2007), and Sun & Qiu (2007) used 
the shape information and morphological filter to identify crack locations. Another popular 
approach for crack extraction is edge detection methods. Tsao, Kehtarnavaz, Chan, & Lytton, 
(1994), J. Li, (2003) and Ayenu-Prah & Attoh-Okine (2008) applied the traditional Sobel edge 
detection method to identify pavement crack locations. Tsai, Kaul, & Mersereau (2010) found that 
the dynamic optimization method outperformed in pavement crack detection among six different 
methods, including statistical thresholding, Canny edge detection, multi-scale wavelet, crack seed 
identification, iterative clipping, and dynamic optimization methods. Seed-growing methods have 
gained attentions recently for pavement crack extraction. In this approach, seed pixels are usually 
selected for local minimum intensity pixels. When a seed pixel is connected to neighboring low-
intensity pixels, the connected lines form a crack shape. Crack Seed Verification (Huang and Xu 
2006b), F*Seed growing (Li et al. 2011b), CrackTree (Zou et al. 2012b), and tensor voting (Huang 
et al. 2014) are some extensions of the seed growing-based algorithms. Morphological techniques 
that process images using structural elements have been employed for pavement crack extraction. 
The structuring element is a binary image component having a certain shape and size used to 
manipulate images. In Yan, Bo, Xu, & He (2007), crack edges could obtained by applying 
morphological dilation transform subtracted with morphological erosion transform. Y. Sun, Salari, 
& Chou (2009) used dilation and erosion transforms to fill gaps between crack disjoints. Then two 
crack objects were connected together if their endpoints were in the same neighbor area (i.e. 4 
rows and 20 columns for horizontal crack). Jing & Aiqin (2010) used morphological opening 
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transform to remove isolated crack noise. Mancini, Frontoni, & Zingaretti (2013) extracted crack 
components with top-hat transform. Different pavement distress types, such as potholes, were 
studied by Koch & Brilakis (2011), Koch, Jog, & Brilakis (2013). Golparvar-Fard, Balali, & Garza 
(2012) extended their image-based studies for the recognition of various highway assets using 3-
D laser scanning point cloud data combined with semantic texton forests approach.  
A technical challenge in the crack-extraction process (Level 1) is that cracks should be 
extracted from random pavement background due to large variations of texture, roughness and 
intensity, spots and stains, oil and water spilling, and road markings. In addition, pavement crack 
varies greatly in their shapes, sizes and widths, and multiple cracks can form a more complicated 
crack network, such as branched, block and alligator cracks. Resulting crack images usually 
include many non-crack objects due to random background noises. Therefore, effective crack-
detection process (Level 3) is necessary to remove non-crack objects to increase crack recognition 
accuracy. Another problem in Level 1 is that crack image components are usually fragmented 
having (multiple) disjoints in their crack paths. Hence, crack-grouping process (Level 2) should 
be employed since crack fragmentation can be misleading in characterizing crack features, which 
results in lowering crack recognition accuracy. 
The first objective of this study is to propose an automated image-processing method, 
integrating the crack-extraction, crack-grouping, and crack-detection processes. To validate the 
proposed method, flexible pavement surface images are used, which have been collected with a 
Laser Road Imaging System (LRIS) by the Florida Department of Transportation (FDOT). The 
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morphological bottom-hat transform (Salembier 1990) is used to extract crack images. To be 
shown in Section 4, the bottom-hat transform can effectively extract crack image components by 
removing various random pavement backgrounds, including pixel-level intensity noise due to 
rough pavement texture as well as region-level noise due to partial surface wetness. Although the 
bottom-hat transform can extract crack components from flexible pavement images, they are 
usually fragmented in their crack paths. Thus, it is necessary to employ a crack-grouping 
algorithm. In this study, a novel crack-grouping algorithm, called MorphLink-C, is proposed for 
de-fragmentation after the crack-extraction process. This algorithm is based on the morphological 
technique, which consists of 1) fragment grouping using dilation transform, and 2) fragment 
connection using thinning transform. The advantages of the proposed MorphLink-C algorithm 
include:  
 It can be used with arbitrary crack-extraction method. 
 The connection of crack fragments is self-adaptive without involving complicated 
calculation of crack orientation, length, intensity, etc. for arbitrary crack types, such as 
single, branched, block and alligator cracks. 
 It provides a simple and accurate way to measure crack width that is an important measure 
in road rating applications.  
After MorphLink-C, the processed image still contains both crack and non-crack objects. 
To filter non-crack objects, an artificial neural network (ANN) classifier is used as a crack-
detection method. The proposed integrated crack-recognition approach is shown in Figure 2.2. 
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Figure 2-2.  Proposed crack-recognition method for flexible road pavement. 
The second objective of this study is to validate the effectiveness of the proposed crack-
grouping algorithm. In this study, it is hypothesized that crack-detection accuracy can be improved 
with MorphLink-C by better representation of real crack feature characteristics. To validate this 
hypothesis, the accuracy of the ANN classifier is analyzed through feature subset selection (FSS) 
method. FSS is defined as the process of selecting a subset of relevant features for use in the crack 
classification. FSS methods can be categorized into different methods depending on the training 
data types, objective function, and search methods. Among numerous FSS methods, since the 
wrapper FSS method is generally associated with a classifier to evaluate feature subsets by their 
predictive accuracy on test data by statistical resampling or cross-validation, the crack-detection 
accuracy is analyzed with the wrapper FSS method in this study. A wrapper FSS process is 
illustrated in Figure 2.3. 
A total of six crack features are measured before and after MorphLink-C, including length, 
area, orientation, texture, intensity, and position that are commonly used in pavement applications. 
In general, involving more features improves classification accuracy, while the computation time 
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increases. Since image processing-based road rating involves a large number of pavement image 
data often surveyed annually, finding the optimal feature subset is critical to develop an effective 
crack-recognition method. Hence, using the wrapper FSS the selection of the optimal feature 
subset is investigated based on the accuracy of ‘crack’ and ‘no-crack’ classification and 
computation time.  
 
Figure 2-3. Wrapper FSS method (Gutierrez-Osuna, 2014). 
This paper is presented as follows. Section 2 provides the background of road rating 
manuals and practices in U.S.A. Section 3 describes the hardware specifications of the FDOT’s 
LRIS used to collected road surface images. In Sections 4 and 5, the procedures of crack extraction 
using the bottom-hat transform and crack grouping using MorphLink-C are described, 
respectively. Section 6 discusses the effectiveness of the proposed MorphLink-C as a de-
fragmentation algorithm through the wrapper FSS method using an ANN classifier. 
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2.2 Background 
2.2.1 Pavement crack rating manuals in U.S.A. 
Crack is a major pavement distress, and federal and state governments have developed 
standardized crack rating procedures to assess pavement conditions. Table 2.1 summarizes some 
of pavement crack-rating manuals developed by federal and state governments in U.S.A. The table 
includes crack classes, measure of extent, and crack features in assessment for both flexible and 
rigid pavements. 
Table 2.1. A summary of crack-rating manuals for flexible and rigid pavements developed by 
federal and state governments in U.S.A. 
Agents 
Pavement 
Type 
Crack classes and extent Crack features in assessment 
American 
Association of 
State Highway 
and 
Transportation 
Officials 
(1993) 
Flexible 
Alligator or 
fatigue crack 
Severity: low, medium, high 
 
Pattern, width & spalling 
condition 
Extent: area Area 
Block crack 
Severity: low, medium, high 
Pattern, width, spalling & 
sealing condition 
Extent: area Area 
Joint 
reflection 
crack from 
PCC slab 
Severity: low, medium, high 
Spalling & sealing condition, 
width, bump occurrence & 
vicinity to random cracks 
Extent: length Length 
Longitudinal 
and 
transverse 
crack 
Severity: low, medium, high 
Spalling & sealing condition, 
width, vicinity to random cracks 
& bump occurrence 
Extent: length Length 
Slippage 
crack 
Severity: not defined - 
Extent: area Area 
Rigid (JCP 
or CRCP) 
Corner break 
Severity: low, medium, high 
Spalling, faulting, break-up & 
width 
Extent: number Number 
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Agents 
Pavement 
Type 
Crack classes and extent Crack features in assessment 
D-crack 
Severity: low, medium, high 
Width of affected area, pattern, 
spalling & patching 
Extent: number Number 
Longitudinal 
crack 
Severity: low, medium, high Width, faulting & spalling 
Extent: length Length 
Transverse 
and diagonal 
crack 
Severity: low, medium, high 
Width, spalling, faulting & 
sealing condition 
Extent: number Number 
Federal 
Highway 
Administration 
(2003) 
Flexible 
Fatigue crack 
Severity: low, moderate, high Physical characteristics 
Extent: area Area 
Block crack 
Severity: low, moderate, high 
Width, size of blocks & visual 
characteristics 
Extent: area Area 
Edge crack 
Severity: low, moderate, high Physical properties  
Extent: length Length of cracks 
Longitudinal 
crack 
Severity: low, moderate, high Width & vicinity to other cracks  
Extent: length Length of cracks 
Transverse 
crack 
Severity: low, moderate, high 
Width, area & vicinity to other 
cracks  
Extent: length & number Length & number of cracks 
Rigid (RC) 
D-Crack 
Severity: low, moderate, high Visual characteristics  
Extent: number Number & area of D-Cracking 
Longitudinal 
crack 
Severity: low, moderate, high 
Width, spalling condition & 
visual characteristics  
Extent: length Length of cracks 
Transverse 
crack 
Severity: low, moderate, high 
Width, spalling condition, 
faulting depth 
Extent: number & length Length & number of cracks 
Corner 
breaking 
Severity: low, moderate, high 
Length of spalling, depth of 
faulting & patching condition 
Extent: number Number at each segment 
Florida 
Department of 
Transportation 
(2012a, 2012b) 
Flexible Crack 
Type: Class IB, Class II, Class III Width, depth & pattern 
Extent: % Percentage of affected area 
Rigid 
Transverse 
crack 
Severity: light, moderate, severe Width & physical properties 
Extent: number Number of cracks 
Longitudinal 
crack 
Severity: light, moderate, severe Width & physical properties 
Extent: number Number of cracks 
Corner crack 
Severity: light, moderate, severe Width & physical properties 
Extent: number Number of cracks 
Illinois 
Department of 
Transportation 
(2004) 
Flexible & 
Rigid 
Condition Rating Survey  
Comparison with reference 
pictures 
30 
 
 
Agents 
Pavement 
Type 
Crack classes and extent Crack features in assessment 
 
Kansas 
Department of 
Transportation 
(2013) 
Flexible 
Fatigue crack 
Severity: Fc1, Fc2, Fc3, Fc4 Physical characteristics  
Extent: length Length of cracking  
Transverse 
crack 
Severity: T0, T1, T2, T3 
Width, length & visual 
properties 
Extent: 1 or 2 digit number Number of full width cracks  
Block crack Severity: 1,2,3, 4 
Block size & presence of 
secondary cracking 
New York 
State 
Department of 
Transportation 
(2010) 
Flexible & 
Rigid 
General condition: scale of 1-10 
Comparison with reference 
pictures 
Faulting: presence Visual inspection 
Spalling: isolated or general 
Percentage of the total length of 
the segment 
Alligator crack: isolated or general Percentage of the total length 
Widening drop-off: low or high Visual inspection 
Texas 
Department of 
Transportation 
(2010) 
Flexible 
Block crack: % Pattern, area & length 
Alligator crack: % Pattern & length 
Longitudinal crack: % 
Orientation, width, pattern & 
length 
Transverse crack: % 
Orientation, width, pattern & 
length 
Rigid 
(CRCP) 
Average Crack spacing: number 
Average crack spacing 
(transverse) 
Spalled crack: number Length & space of cracks 
Rigid 
(JCP) 
Corner breaks: number Length & visual inspection 
D-Cracking: number Crack spacing & physical pattern 
Spalls: number Length & width 
Washington 
State 
Department of 
Transportation 
(1992) 
Flexible 
Alligator 
crack 
Severity: low, medium, high Width & pattern 
Extent: % Percentage of wheel paths length 
Longitudinal 
crack 
Severity: low, medium, high Width & pattern 
Extent: % Percentage of segment length 
Transverse 
crack 
Severity: low, medium, high Width & pattern 
Extent: freq. per 100 ft Frequency per 100ft 
Block crack 
Severity: low, medium, high Size of blocks & width of cracks 
Extent: length Full length of segment 
Rigid 
(RCP) 
Crack 
Severity: low, medium, high Number per panel 
Extent: % Area percentage 
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2.2.2 Road rating practice for flexible pavement in Florida state 
To establish standards for road condition rating using collected pavement images, FDOT 
developed Pavement Condition Survey Handbook for Flexible Pavement (Florida Department of 
Transportation 2012b) and Pavement Condition Survey Handbook for Rigid Pavement (Florida 
Department of Transportation 2012a). In the FDOT manual for flexible pavements, cracks will be 
classified into Classes IB, II or III based on their widths, general patterns (forming block or 
alligator cracks) and severities of branching and spalling. The percent affected area of distress for 
each class will be calculated within and outside of the wheel path (CW and CO, respectively as 
presented in Figure 2.4).  According to this manual, the effect of raveling and patching should be 
added to the area of Class III cracks (their effects will be considered together); therefore the total 
percentage of affected area can be calculated as presented in Equation 2.1. 
Total Percent affected area = 
Class IB + Class II + Class III + Raveling + Patching 
(2.1) 
In order to determine the predominant crack type, percent affected area of the three classes 
should be compared. The predominant class has the largest percentage of area. The percent area 
of each crack type will be used to calculate deduction values from provided tables and crack rating 
can be calculated using equation 2.2. 
Crack Rating (Flexible Pavement) = 10 - CW + CO (2.2) 
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where CW and CO are the percent affected area of all crack types inside and outside of the wheel 
path, respectively. The overall defect rating of rigid pavements can be calculated using Equation 
2.3. 
Defect Rating (Rigid Pavement) = 100 – summation of deduction values (2.3) 
 
Figure 2-4. schematic designation of wheel path (CW) and outside of wheel path (CO) according 
to FDOT requirements for crack rating of flexible pavements (Florida Department of 
Transportation 2012b). 
2.3 Collection of Pavement Surface Images 
The Florida Department of Transportation (FDOT) conducts annual pavement condition 
surveys as a part of the Pavement Management System (Florida Department of Transportation 
2013). In 2006, the FDOT acquired a Multi-Purpose Survey Vehicle (MPSV) consisting of a self-
contained van equipped with an Inertial Profiler System, an Inertial Navigation System, a Laser 
Rut Measurement System (LRMS) and a Laser Road Imaging System (LRIS) to capture pavement 
images at highway speed.  The LRIS is composed of two high-resolution linescan cameras and 
laser illuminators that are configured to image up to 4-m transverse road section with about 1-mm 
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resolution at speeds of 60 mile per hour. The camera is mounted above 1,960 mm from road 
surface, which has a 20-mm focal length. The image-sensor pixel size is 0.01 mm. Thus, the image 
resolution of the LRIS used in this study is 0.98 mm per pixel. Sample flexible pavement images 
are shown in Figure 2.5.  
While ride quality and rut depth are collected automatically, surface distress evaluation 
like cracking is based on “manual” windshield survey. Such manual distress evaluation is currently 
used for network as well as project level pavement condition surveys. However, manual distress 
surveys could involve exposure to hazardous conditions and involve subjectivity and bias in the 
rating procedure. To process a large number of pavement image data surveyed annually, FDOT 
needed a computer application that could accurately and efficiently detect and quantify cracks 
from pavement images with minimal human intervention. FDOT sponsored a research project to 
evaluate potential computer-based applications for crack detection and quantification from images. 
The results from the study identified two commercially available software packages which were 
compatible with the MPSV LRIS. Of the two software packages evaluated, the results indicated 
the crack quantification accuracy of both applications was limited and was satisfactory only when 
computer-based manual evaluation was used (Gunaratne et al. 2008).   
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(a) (b) 
Figure 2-5. Sample flexible pavement images collected with the Laser Road Imaging System 
(LRIS). The numbers in the x- and y-axis are pixel numbers. 
2.4 Crack Extraction using Bottom-Hat Transform 
The morphological image processing technique uses mathematical morphology as a tool 
for extracting image components that are useful in the representation and description of various 
region shapes, such as boundaries, skeletons, and convex hull (Gonzalez et al. 2009). The 
mathematical foundation of the morphological technique is based on the theory of set algebra by 
Minkowski (1903) and on theory of topology by Matheron (1975) (Jahanshahi et al. 2009; Pratt 
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2001). A general description about the morphological image processing technique can be found in 
Dougherty & Lotufo (2003).  
Let {p} be the set of pixels in a two-dimensional digital image. Thus, {p} partitions the xy-
plane into a grid, with the coordinates of the center of each grid being a pair of elements (x, y) 
from the Cartesian coordinate. A function f (x, y) is said to be a digital image if (x, y) are integers 
from {p} and f is mapping that assigns an intensity value to each distinct pair of (x, y). The 
morphological technique applies a shape of binary image referred to as a structuring element on 
an input image. The structuring element is a binary image component whose shape can be designed 
for different purposes of image manipulation. The center of the structuring element is called the 
pixel of interest (POI). The pixels within the structuring element boundary have one, and the rest 
have zero. Figure 2.6a shows an example of grayscale input image with a diamond structuring 
element. In the morphological technique, dilation and erosion transforms are two basic operators 
to manipulate f (x, y). The dilation is an operation that “grows” or “thickens” objects in an image, 
while the erosion is an operation that “shrinks” or “thins” in an image. It is a common convention 
in image processing that the dilation and erosion of the original image (𝑂) with the structuring 
element (𝑆) are expressed as 𝑂 ⊕ 𝑆 and 𝑂 ⊖ 𝑆, respectively. An advantage of the morphological 
technique is that multiple basic operators can form another operation for more sophisticated image 
processing. For example, two commonly-used operations are opening and closing as 𝑂 ∘ 𝑆 =
(𝑂 ⊖ 𝑆) ⊕ 𝑆 and 𝑂 • 𝑆 = (𝑂 ⊕ 𝑆) ⊖ 𝑆, respectively.  
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(a) Input image and structuring element (b) Output image 
Figure 2-6. Morphological erosion transform of a grayscale image. 
Crack extraction is a pixel-level operation to detect crack-like objects from a pavement 
image by removing random background. For flexible pavement, the random background usually 
includes asphalt types, pavement coating, surface texture and roughness, pavement aging and 
raveling, spots, stains and scratches, oil and water spilling, and road markings. Salembier (1990) 
and Jahanshahi et al. (2009) proposed the modified bottom-hat and top-hat transforms to detect 
black and white cracks as presented in Equations 2.4 and 2.5, respectively.  
 𝐿𝑏 = max [(𝑂 ∘ 𝑆{0°,45°,90°,135°}) • 𝑆{0°,45°,90°,135°}, 𝑂] − 𝑂 (2.4) 
 𝐿𝑡 = 𝑂 − min [(𝑂 • 𝑆{0°,45°,90°,135°}) ∘ 𝑆{0°,45°,90°,135°}, 𝑂] (2.5) 
where 𝐿 is a gray-scale image as the output of the morphological transforms; 𝑂 is the original gray-
scale image; 𝑆{0°,45°,90°,135°} is the line-shape structuring element rotating 0°, 45°, 90° and 135°; ∘ 
is the opening transform; and • is the closing transform. 
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To demonstrate how a crack can be detected using the bottom-hat transform, an example 
is shown in Figure 2.7. Figure 2.7a shows an original gray-scale image with white and black 
horizontal cracks of 10 different crack widths from 10 to 100 pixels with a 10-pixel increment. 
The goal in this example is to detect only black cracks that are less than 50 pixels wide from the 
gray background. For it, a structuring element was designed to be a vertical line with the size of 
50 × 1. Figures 2.7b, c and d illustrate the step-by-step procedures of the bottom-hat transform. 
The resulting image of the bottom-hat transform is shown in Figure 2.7e. Only black cracks with 
less than 50-pixel crack widths were detected as expected. It should be noted that the detected 
cracks, which were originally black, are converted into gray, and the background, which was 
originally gray, is now converted into black after the bottom-hat transform. However, the absolute 
intensity difference of the detected crack and background remained the same before and after the 
transform. 
The above example shows several advantages of the bottom-hat transform for pavement 
crack extraction. By designing the structuring element properly of its shape (i.e., vertical line for 
horizontal cracks), size (i.e., 50 pixels), and combination of morphological operators (i.e., bottom-
hat transform), one can detect pavement crack selectively based on their shapes (e.g., horizontal 
line-shape crack), sizes (e.g., crack width), and intensities (e.g., black crack). Another advantage 
is that the bottom-hat transform uses a relatively small number of user-defined parameters. In this 
example, only one parameter is required of the structuring element length to detect black cracks 
with less than 50-pixel crack widths by employing the structuring element of a vertical line. 
Minimizing user-intervention with a small number of user-defined parameters is important to 
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develop a fully automated system. Since most pavement maintenance agencies specify the size of 
crack width to be considered in pavement assessment, the length of the structuring element can be 
designed based on their manuals shown in Table 2.1.  
  
(a) Original: 𝑂 (b) Opening: 𝑂 ∘ 𝑆 
  
(c) Closing: (𝑂 ∘ 𝑆) • 𝑆 (d) Finding maximum: max[(𝑂 ∘ 𝑆) • 𝑆] 
 
structuring 
element, 𝑆 
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(e) Final result by subtracting the original: 𝐿 = max[(𝑂 ∘ 𝑆) • 𝑆] − 𝑂 
Figure 2-7. Morphological operation procedures designed to detect black cracks from a gray-
scale image. The x- and y-axes are pixels. (a) Gray-scale original image (𝑂) with white and black 
horizontal cracks with 10 different crack widths from 10 to 100 pixels. The structuring element 
(𝑆) is designed to be a vertical line with the size of 50 × 1 pixels. (b) Opening operation. (c) 
Closing operation. (d) Finding maximum. (e) The final image (𝐿) by subtracting 𝑂. 
The bottom-hat transform is also advantageous to recognize dark cracks from random 
pavement background. To validate it, the bottom-hat transform was applied to the flexible 
pavement images collected by FDOT. The FDOT manual (Florida Department of Transportation 
2012c) specifies that the Class-III crack width be 25.4 mm (1.0 in) or larger. In this study, the line-
shape structuring element with 100-pixel length was used in the analysis, which is equivalent to 
98.0 mm (3.86 in). Therefore, the structuring element was designed to be about 4 times larger than 
the minimum Class-III crack width to ensure to detect cracks in all classes that are specified in the 
manual. By rotating the structural element for 0°, 45°, 90° and 135°, cracks having arbitrary line 
orientation could be detected. 
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As shown in Figure 2.8a, the original gray-scale pavement image (O) has severe alligator cracks 
with some spallings. The cracks are seen in random asphalt background which is due to aged 
pavement surface texture and ununiform partial wetness in the top-right corner. The bottom-hat 
transform result is shown in Figure 2.8b. To demonstrate its effectiveness of background removal, 
the result (B) is compared with  two histogram-based intensity thresholding methods for pavement 
crack detection, Otsu’s intensity thresholding (Otsu 1979) and neighboring difference histogram 
methods (Li and Liu 2008) in Figures 2.8c and 2.8d, respectively. In the original pavement image 
(O) in Figure 2.8a, the surface roughness and partial wetness cause different random backgrounds. 
The surface roughness causes pixel-level intensity variation due to the randomness of pavement 
surface texture. The partial wetness causes regional intensity variation due to low intensity in the 
wet area in the top-right corner. Therefore, being a global intensity thresholding method, the Otsu’s 
method was affected by both the surface roughness and wetness as shown in Figure 2.8c. Using 
the neighboring difference histogram method, background removal was improved by reducing the 
effect of the roughness; however, the wetness was not removed effectively as shown in Figure 
2.8d. Figure 2.8b shows that both the surface roughness and wetness are effectively removed using 
the bottom-hat transform.    
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(a) Original image 
(b) Binary image after bottom-hat transform 
method with intensity thresholding of 0 (B) 
  
(c) Binary image of O after neighboring 
difference histogram method 
(d) Binary image of O after Otsu’s intensity 
thresholding method 
Figure 2-8. Binary images using different intensity-thresholding methods. (a) Morphological 
bottom-hat transform. (b) Neighboring difference histogram method (Li and Liu 2008). (c) 
Otsu’s intensity thresholding method (Otsu 1979). 
2.5 Crack Grouping using MorphLink-C 
In this study, the MorphLink-C is proposed as a novel crack-grouping method to segment 
crack fragments after crack extraction. It consists of two-step processes: 
1. Apply the morphological dilation transform to the binary image of B that contains crack 
fragments as 
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 𝐃 = 𝐁 ⊕ 𝐒𝐃 (2.6) 
where 𝐒𝐃 is the structuring element of the dilation transform;  is the morphological dilation 
operator; and 𝐃 is the resulting binary image after the dilation transform. The dilation is an 
image operation that “grows” or “thickens” image components, fragmented crack pixels in this 
case. 𝐒𝐃 is selected to be a square structuring element. 
2. Apply the morphological thinning transform to D to connect the fragments as a continuous 
crack line within a dilation boundary as 
 𝐓 = 𝐃 − hit-and-miss (𝐃, 𝐒𝐓) (2.7) 
where ‘hit-and-miss’ is the morphological hit-and-miss operator; 𝐒𝐓 is the structuring 
element for skeletonization; and 𝐓 is the resulting binary image after the thinning 
transform. 
After MorphLink-C, grouped crack fragments are labeled per each dilation boundary, and 
the corresponding crack features can be measured, which represent different characterizations of 
real crack. An advantage of the proposed MorphLink-C is that it provides a simple and accurate 
way to measure “averaged” crack width per grouped fragments as 
 
(Averaged crack width)𝑘 =
∑ (Area of framented crack pixels)𝑘𝑖
∑ (Length of the connected crack line)𝑘𝑖
 (2.8) 
where ‘Σi(Area of fragmented crack pixels)k’ is the summation of the total areas of the fragmented 
crack pixels within the 𝑘-th dilation boundary; 𝑖  is the index of the fragmented objects in the 𝑘-th 
dilation boundary; and ‘Σi(Length of the connected crack line)k’ is the summation of the total 
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lengths of connected crack line within the 𝑘-th dilation boundary. Crack width is an important 
factor in pavement road rating since the severity of crack deterioration is often controlled by the 
maximum crack width. For example, FDOT classifies pavement conditions with crack width in 
road rating: hairline cracks less than or equal to 3.18 mm (1/8 in) for Class 1B, cracks greater than 
3.18 mm (1/8 in) for Class 2, cracks greater than 6.35 mm (1/4 in) for Class 3 (Florida Department 
of Transportation 2012c). 
The proposed MorphLink-C algorithm was used for the crack-grouping process using 
FDOT’s flexible pavement images. A sample result of a single vertical crack is shown in Figure 
9. The binary image after the bottom-hat transform (B) is shown in Figure 2.9b. The numbers 
shown in the figure are the pixel count of 8-connected neighborhood pixel clusters. Although the 
bottom-hat transform effectively extract crack components from a flexible pavement image, two 
problems can be observed. First, the extracted crack objects are fragmented with (multiple) 
disjoints in their crack paths. Although the image B is representational to crack shapes with great 
local details, the vertical crack has multiple disjoints in its crack paths. Therefore, the crack areas 
of the 8-connected pixels measured in Figure 2.9b are not a good representation of the area of real 
vertical crack. Second, the resulting image B still contains non-crack objects after removing 
pavement background. One can recognize from Figure 2.9b that a vertical crack exists in the 
middle surrounded by false cracks. That is, the pixel clusters along the vertical crack approximately 
in 75 < x < 175 and 45 < y < 350 range can be considered as “crack” objects. Although the pixel 
clusters are discontinued at several locations in the crack’s vertical path, one could judge that the 
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crack is a single vertical crack. The rest pixel clusters around the vertical crack can be judged to 
be “non-crack” objects. 
Figure 2.9c shows the result of the fragment grouping using the dilation transform. The 
boundary range is determined based on relative proximity between the fragments, which can be 
specified with the 𝐒𝐃size. In this study, a square structuring element, 𝐒𝐃, was used, which has the 
size of 10 × 10 pixels (= 9.8 × 9.8 mm2). The numbers shown in Figure 9c are the summation of 
the pixel counts of pixel clusters in each boundary. After MorphLink-C, one can observe that the 
de-fragmented area in Figure 9c represents the real vertical crack more accurately than the 
fragmented areas in Figure 9b. For example, the largest boundary containing the vertical crack 
includes 12 pixel clusters. The pixel count in the largest boundary is 1842 pixels that is the 
summation of pixel counts of the 12 clusters. The smallest true crack in the largest boundary has 
10 pixels at (95, 260). Without the boundary, this crack would be easily misclassified as a non-
crack object since the largest non-crack object in Figure 9b has 44 pixels at (160, 20). Hence, the 
accuracy of the crack-classification result would be improved with MorphLink-C. 
Figure 2.9d shows the result of the fragment connection using the thinning transform. The 
numbers shown in the figure are the length of the thinned line that has the width of one pixel. The 
connection of crack fragments is self-adaptive without involving complicated calculation of crack 
orientation, length, intensity, etc. for arbitrary crack types, such as single, branched, block and 
alligator cracks. 
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(a) Original (O) (b) Fragmented object after crack extraction using 
the bottom-hat transform (B) 
  
(c) Fragment grouping using the dilation transform 
(D) 
(d) Fragment connection using the thinning 
transform (T) 
Figure 2-9. Proposed crack-grouping method. 
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2.6 Dicussion 
2.6.1 Effects of MorphLink-C on crack-detection accuracy 
To evaluate the effect of MorphLink-C on classification accuracy, six features were 
extracted, which have been commonly used in literatures including area, length, orientation, 
texture, intensity, and location. For a comparison, the six features were measured before and after 
MorphLink-C. Before MorphLink-C, the six features were measured for the fragments of 8-
connected pixels in image B. After MorphLink-C, the six features were measured for the grouped 
fragments of the dilation boundaries in images D and T. The feature extraction procedures of the 
six features are described in Table 2.2.  
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Table 2.2. Description of the feature-extraction procedures before and after MorphLink-C. 
Feature Before MorphLink-C After MorphLink-C 
Area 
(mm2) 
The area is measured for the fragments 
of 8-connected pixels in image B. 
The area is measured by summing 
fragment areas within the same 
dilation boundary in image D. 
Length 
(mm) 
The length is measured per the thinned 
line of fragments, which is obtained 
with the thinning transform of image 
B. 
The length is measured for the thinned 
line of the dilation boundary in image 
T. 
Orientation 
(degree) 
The orientation is measured for the 
fragments of 8-connected pixels in 
image B. The angle of the orientation 
is measured between the x-axis and 
the major axis of the ellipse that 
contains the 8-connected fragments. 
The orientation angle ranges between 
-90 degree and 90 degree, and the 
counterclockwise is the positive 
direction. 
The orientation is measured per the 
dilated segment in image D. The angle 
of the orientation is measured 
between the x-axis and the major axis 
of the ellipse that contains the dilated 
segment. 
Texture 
(co-
occurrence 
index) 
The texture is measured using the co-
occurrence index of sub-image tile of 
200×200 pixels using image B. 
The texture is measured using the co-
occurrence index of sub-image tile of 
200×200 pixels using image D. 
Intensity 
(8-bit scale) 
The intensity is calculated by 
averaging the intensities of the 
original grayscale image O per the 8-
connected pixels. 
The intensity is calculated by the 
summation of the intensity of the 
original grayscale image O weighted 
by fragment area in each dilation 
boundary. 
Wheel path 
designation 
(0, 1 and 2) 
CW = 2, CO = 1, and outside of lane 
markers = 0 in image B. 
CW = 2, CO = 1, and outside of lane 
markers = 0 in image D. 
 
Among them, the texture feature was considered since rough pavement surface has higher 
potential for developing cracks. It was calculated using the co-occurrence matrix which can 
quantify the surface roughness in different regions of the pavement surface. The co-occurrence 
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matrix, first defined by Haralick (1975), is based on the vicinity (offset) of pixels with certain 
intensities. Mathematical expression of the co-occurrence matrix is as follows:  
 
𝐶∆𝑥,∆𝑦(𝑖, 𝑗) = ∑ ∑ {
   1     if 𝐼(𝑝, 𝑞) = 𝑖  and 𝐼(𝑝 + ∆𝑥, 𝑞 + ∆𝑦) = 𝑗
 
   0      otherwise                                                       
𝑚
𝑞=1
𝑛
𝑝=1
 (2.9) 
where 𝐶 is the co-occurrence matrix; 𝑖 and 𝑗 are the grey levels; ∆𝑥 and ∆𝑦 describe the offset 
between the pixels; and 𝐼(𝑝, 𝑞) is the intensity of the image at (𝑝, 𝑞) in a (𝑚 × 𝑛) pixel segment 
of the image. In simple words, the co-occurrence matrix presents the occurrence frequency of two 
intensity values at a given offset. In this study, the co-occurrence matrix was calculated using a 
binary image, which is a symmetrical 2×2 matrix in which element 𝐶(0,0) representing the co-
occurrence frequency of two non-crack pixels next to each other and 𝐶(1,0)  or 𝐶(0,1) 
representing the co-occurrence frequency of neighboring crack and non-crack pixels. The value of 
𝐶(1,1), which represents the co-occurrence frequency of neighboring crack pixels, is considered 
as the co-occurrence index of the region of interest. A region with a higher number of the co-
occurrence index can be considered to be rougher than a region with a lower index. Detailed 
background and mathematical formulation of the co-occurrence matrix is presented in Kaseko & 
Ritchie (1993). The co-occurrence matrix method is a region-based method as opposed to a pixel-
based. Thus, to obtain the co-occurrence matrix in this study, first each image was divided into 
regions with 200×200 pixels, and the co-occurrence matrix was calculated for each region. Then 
the co-occurrence index of each region was normalized by dividing to the number of pixels in that 
region. 
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The position feature was employed to incorporate the wheel-path designation for road 
rating. According to FDOT (2012a), flexible pavement regions confined to wheel path (CW) are 
subjected to more frequent traffic loading than the regions outsides of wheel path (CO) as shown 
in Figure 2.4. Consequently, CW has higher potential for developing fatigue cracks. To obtain the 
position features before and after MorphLink-C, the lane markers were detected from the road 
image, and the CW and CO regions were divided based on the ratios of the distance between the 
left and right lane markers: CO:CW:CO:CW:CO = 1:2:2:2:1. Then, image components in CW 
were assigned to two, image components in CO were assigned to one, and image components on 
and outside the lane markers were assigned to zero. When only one lane marker can be observed 
in the road image, CW and CO were determined based on the distances from inside the lane marker 
(CO:CW:CO:CW:CO = 0.46 m: 0.91 m: 0.91 m: 0.91 m: 0.46 m) since the distance can be 
measured based on the pixel resolution (e.g., 0.98 mm per pixel in this study). When both lane 
markers are not available in the pavement image, CW and CO were determined based on the 
distances from the centerline of the image by assuming the center of the lane was located at the 
image centerline. 
In order to find the optimal crack feature subset, an ANN classifier was employed, which 
might be one of most popularly used supervised classification methods for crack detection. The 
ANN is a network of simple processing units called neurons which are connected using a set of 
weights and biases. The ANN classifier that was used in this study consisted of a seven-layer feed-
forward network, including one input layer and one output layer. Each hidden layer contained 10 
neurons. Tangent-sigmoid and linear transfer functions were used in the hidden and outputs layers, 
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respectively. The input of the classifier was the six features. Having the linear function in the 
output layer, the output of the classifier was a real number ranged between 0 and 1. Since the 
output was a non-crack object toward 0 and a crack object toward 1. Therefore, a threshold should 
be set between 0 and 1 to classify an image object into non-crack when its output is smaller than 
the threshold or crack when its output is greater than equal to the threshold. A schematic of the 
ANN configuration is shown in Figure 2.10. 
 
Figure 2-10. A schematic of the ANN configuration. 
Being a supervised machine learning method, training the ANN classifier is the process of 
adjusting these weights and biases, so that the classifier produces desirable network outputs. For 
the network optimization, the Levenberg-Marquardt learning method was used, associated with a 
mean-square-error (MSE) function to minimize the error between the network output and target 
output: 
 
MSE (𝑂) =
1
𝑛
∑(𝑇 − 𝑂)2
𝑛
𝑖=1
 (2.10) 
where 𝑂 is the (𝑛 × 1) output vector of neural network; 𝑇 is the (𝑛 × 1) vector of target values; 
and 𝑛 is the number of data. 
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Being a supervised machine learning method, the ANN classifier requires a training dataset 
for optimizing the values of weights and biases. Training datasets were prepared through manual 
selection of true cracks in a total of 26 flexible pavement images; thus unselected pixels were 
categorized into false cracks. Correspondingly, target outputs for ‘crack’ and ‘non-crack’ objects 
were considered to be 1 and 0, respectively. A summary of selected images along with the total 
number and length of image components is shown in Table 2.3. Before MorphLink-C, a total of 
512731 objects were extracted, including 26656 (5.20%) crack and 486075 (94.80%) non-crack 
objects in number. The total length of the objects was 6499.8 m, including 487.2 m (7.50%) for 
crack and 6012.6 m (92.50%) for non-crack objects. After MorphLink-C, a total of 264981 objects 
were extracted, including 3090 (1.17%) crack and 261891 (98.83%) non-crack objects. The total 
length of the object was 3915.1 m, including 444.3 m (11.35%) for crack and 3470.8 m (88.65%) 
for non-crack objects. Therefore, one can observe that the ratio of the crack and non-crack objects 
is unbalanced both in the number and length. 
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Table 2.3. Training datasets for the ANN classification before and after MorphLink-C algorithm. 
All objects include both crack and non-crack image components. 
Image # 
Before the proposed crack grouping method 
(Without MorphLink-C) 
After the proposed crack grouping method 
(With MorphLink-C) 
Cracks 
(#) 
Cracks 
(mm) 
All 
objects 
(#) 
All 
objects 
(mm) 
Cracks 
(#) 
Cracks 
(mm) 
All 
objects 
(#) 
All 
objects 
(mm) 
1 22 325 15780 255569 3 273 7519 149979 
2 64 849 15486 268241 13 905 7345 149701 
3 481 8980 16802 212659 60 7718 8498 128759 
4 536 12715 18504 239567 70 10876 9138 138994 
5 190 2766 19978 219915 15 2984 10991 129565 
6 317 4069 19742 209313 50 4625 10865 129312 
7 476 5700 18673 202897 94 6280 10685 118494 
8 402 6876 20072 225010 42 7244 10800 132737 
9 465 10403 20571 253828 57 8888 10429 141403 
10 185 2360 21063 258457 38 2586 10108 150859 
11 0 0 20269 239926 0 0 10008 143116 
12 1062 23217 19967 274102 141 17584 9934 162640 
13 1410 27231 19310 276034 151 20726 10396 151451 
14 1455 28456 19716 259098 116 23428 10477 151652 
15 81 1140 21339 233896 2 1214 12184 153605 
16 11 173 20689 229400 2 203 12035 145013 
17 2448 41169 21711 257300 310 40253 10937 170581 
18 1489 30906 21852 257122 144 29242 11122 166114 
19 1434 23436 21906 260571 212 22422 10705 166817 
20 1779 31985 19770 277335 183 26962 10230 157482 
21 2257 39468 19637 303304 213 33843 9843 173981 
22 2020 34204 19818 291783 252 27005 10156 167410 
23 2014 39459 21672 259987 219 38955 10984 168922 
24 1876 32760 21508 260848 239 34580 11072 166833 
25 3006 58015 20959 276174 320 55307 10219 179091 
26 1176 20542 15937 197481 144 20203 8301 120591 
Sum 26656 487204 512731 6499817 3090 444306 264981 3915102 
Mean 1025.2 18738.6 19720.4 249993.0 118.8 17088.7 10191.6 150580.8 
Stdv 890.2 16481.4 1870.9 27345.4 99.6 15288.2 1189.5 17061.2 
 
After crack extraction before and after MorphLink-C, all the six features were measured 
from the image objects. Since the datasets were extracted from 26 images, the entire image objects 
were randomly shuffled to avoid the biasness per image, and partitioned into 60% for training, 
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20% for validation and 20% for testing to compare two ANN classifier models trained before and 
after MorphLink-C. 
The crack-detection accuracy of the ANN classification is shown in Figure 2.11. Since the 
classifier output is a real number between 0 and 1, the classification result depends on the threshold 
value: the output less than the threshold is classified into a non-crack object, and the output greater 
than or equal to the threshold is classified into a crack object. Figure 2.11a shows the apparent 
success of the ANN classification before and after MorphLink-C. It was calculated the summed 
length of correctly classified objects divided by the summed length of total objects. The result 
shows that the apparent success was improved after MorphLink-C for all thresholds: the apparent 
success after MorphLink-C is higher than 98% for all threshold, while the apparent success before 
MorphLink-C is higher than 85% for all threshold. 
Since the datasets are unbalanced between the crack and non-crack objects, more rigorous 
analysis would be needed to evaluate the crack-detection accuracy. A statistical hypothesis test 
was conducted to analyze the crack-classification errors before and after MorphLink-C. The null 
hypothesis (Ho) was defined as “the object is NOT crack”, and the alternative hypothesis (Ha) was 
defined as “the object is crack”. Hence, the false positive (or Type-I) error happens when the 
classifier says that the pixel object is a crack, but the object is not crack in truth. The false negative 
(Type-II) error happens when the classifier says that the pixel object is not a crack, but the object 
is crack in truth. Figure 2.11b compares the results of false positive before and after MorphLink-
C. Overall, the false positive increases as the threshold increases. The false positive increases 
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without MorphLink-C when the threshold is less than or equal to 0.2, while the false positive 
increases with MorphLink-C when the threshold is greater than 0.2. In many applications, false 
positive is considered acceptable when its percentage (p = a) is less than 5%. Hence, the level of 
false positive is acceptable both before and after MorphLink-C when the threshold is greater than 
or equal to 0.3. 
Figure 2.11c compares the percentages of the false negative before and after MorphLink-
C. Overall, the false negative increases as the threshold increases. One can also observe that the 
false negative decreases after MorphLink-C for all thresholds. The percentage of the false negative 
(p = b) after MorphLink-C is lower than 20% when the threshold is smaller than or equal to 0.3. 
Since a hypothesis test is usually considered as a good test when the power of test (p = 1 – b) is 
higher than 80%, the threshold of 0.3 after MorphLink-C was chosen to be the optimal threshold 
of the ANN classifier in this study. 
   
(a) Apparent success (%) (b) False-positive (or false-
alarm) error (%) 
(c) False-negative (or missed-
crack) error (%) 
Figure 2-11. The error analysis results of the ANN classifier for crack length with and without 
the MorphLink-C algorithm. 
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2.6.2 Effects of MorphLink-C on crack feature subset selection 
In general, when more features are used in classification process, classification accuracy 
increases while training time increases. Since a large number of pavement image data are usually 
involved in road-rating applications, however, finding the optimal feature subset is important to 
develop an effective crack-recognition method. In the previous section, it was shown that the 
crack-detection accuracy could be improved after the proposed MorphLink-C. In this section, the 
effects of MorphLink-C on FSS are discussed to find the optimal crack feature subset, considering 
both the crack-detection accuracy and computation time for classifier training. Hence, a wrapper 
feature evaluation is used since the ANN classifier is used in this study. 
Considering the all six features, a total of 26 – 1 = 63 combinations of feature subsets were 
considered. The data were partitioned into 60% in the classifier training, 20% in validation and 
20% in testing. The ANN classifier was trained and validated, and the crack-detection accuracy 
was calculated with the MSE in Equation 2.10 using the testing data. This procedure was repeated 
5 times to ensure that the network is trained properly avoiding the local minima. The results of the 
MSE calculation for different feature combinations are shown in Figure 2.12. The results show 
that overall MSE decreases significantly after MorphLink-C about 2.5 times. This result confirms 
that the proposed MorphLink-C improves the crack-detection accuracy in terms of MSE for 
different combinations of crack feature subsets. It is also observed that MSE decreases when more 
features are used in the classifier training both before and after MorphLink-C. When one feature 
is used, the reduction of MSE is more sensitive after MorphLink-C to the area (0.0110) and length 
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(0.0108) than the other features, the texture (0.0118), intensity (0.0118), position (0.0118) and 
orientation (0.0118), while no significant difference is observed before MorphLink-C, in which 
the numbers in the parentheses show the corresponding MSE. Thus, it can be postulated that the 
area and length features were directly affected by grouping crack fragments after MorphLink-C, 
which resulted in improving the crack detection accuracy.  
  
(a) Before MorphLink-C (b) After MorphLink-C 
Figure 2-12. The mean-square-errors for different feature subset combinations. The y-axis shows 
the crack area (A), length (L), texture (T), intensity (I), wheel-path location (L), and orientation 
(O). 
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Table 2.4 summarizes the averaged MSE and training times of the ANN classification for 
different numbers of crack feature combinations. In the analysis, the resolution of the image was 
5940 × 4044, and the image size was about 5.75 MB. The computer was equipped with an Intel® 
Core™ i7 – 2600 3.40 GHz CPU and 16 GB RAM. Overall, as more features are used in training, 
the training time increases while the MSE decreases both before and after MorphLink-C. However, 
the extrema of the training time shows fluctuations while the MSE is relatively stable. Thus, larger 
training time does not necessarily yield a more accurate crack detection result. Fluctuation in 
training time would be largely affected by the initial biases and weights of the ANN classifier. 
Using MorphLink-C, both the MSE and training time are reduced for all combinations of feature 
subsets: overall 69.3 % for MSE and 76.52%. Therefore, the results show the proposed 
MorphLink-C can improve the detection accuracy in terms of the MSE. Reduced training time 
with MorphLink-C is practically important when a large number of pavement images need to be 
trained, which is true in many road rating applications. 
Table 2.4. Averaged MSE and training time of the ANN classification before and after 
MorphLink-C. 
# of 
features 
Before MorphLink-C After MorphLink-C 
Avg. 
MSE 
Max. 
MSE 
Min. 
MSE 
Avg. 
time 
(min) 
Max. 
time 
(min) 
Min. 
time 
(min) 
Avg. 
MSE 
Max. 
MSE 
Min. 
MSE 
Avg. 
time 
(min) 
Max. 
time 
(min) 
Min. 
time 
(min) 
1 0.0483 0.0492 0.0471 63.1 209.9 4.8 0.0115 0.0118 0.0108 16.8 50.9 2.1 
2 0.0467 0.0488 0.0431 209.2 466.9 16.8 0.0110 0.0118 0.0096 57.3 158.2 7.5 
3 0.0447 0.0478 0.0407 316.4 852.2 2.0 0.0104 0.0117 0.0095 90.3 260.1 11.9 
4 0.0426 0.0459 0.0393 382.2 608.3 70.5 0.0098 0.0114 0.0093 105.6 247.8 25.8 
5 0.0414 0.0434 0.0390 289.4 428.3 213.3 0.0096 0.0099 0.0095 83.2 116.7 37.2 
6 0.0391 0.0391 0.0391 371.0 371.0 371.0 0.0094 0.0094 0.0094 167.1 167.1 167.1 
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Computation times of the proposed crack-recognition approach were also measured using 
100 flexible images, and the computation times for different levels of crack recognition are 
summarized in Table 2.5. The average computation times for fragment grouping and fragment 
connection are 0.04 and 0.76 seconds, respectively. Therefore, the computation time of the 
proposed MorphLink-C is significantly shorter than that of crack extraction using the bottom-hat 
transform. The computation time could be further reduced by implementing the algorithms using 
compiled language, such as C or C++, since the tested algorithm was coded using a script language 
using Matlab®. 
Table 2.5. Computational times for the proposed morphological crack quantification method. 
Level of crack recognition Avg. time (sec) 
Max. time 
(sec) 
Min. time (sec) No. of images 
Crack extraction using 
bottom-hat transform 
33.37 34.15 32.63 
100 
Fragment grouping using 
dilation transform 
0.04 0.05 0.03 
Fragment connection using 
thinning transform 
0.76 1.42 0.41 
 
To demonstrate the effects of FSS, the classification results using the all six features are 
compared with the results using three features. First, the classification result using the all six 
features for different thresholds are shown in Figure 2.13. It is shown that the falsely detected 
objects (red) increases when the threshold is close to zero, while the falsely filtered object (pink) 
increases when the threshold is close to one. Figure 2.14 shows the classification result using the 
three-feature subset of the length, texture and position. When the threshold is 0.1, the result is 
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similar to the result with the six features in Figure 2.13a, except the falsely detected objects on the 
lane marker in the lower left corner. When the threshold is 0.5, the vertical crack in the left wheel 
path is falsely filtered, compared to the result with the six features in Figure 2.13b. When the 
threshold is 0.9, more falsely filtered objects can be observed, including the alligator crack in the 
mid-left of the image. The MSE of the six-feature case is 0.0094, while the MSE of the three-
feature case is 0.0105. 
   
(a) Threshold = 0.1 (b) Threshold = 0.5 (c) Threshold = 0.9 
Figure 2-13. Sample classification results using all the six features after MorphLink-C (blue: 
correctly detected objects, green: correctly filtered objects, red: falsely detected objects, and 
pink: falsely filtered objects). 
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(a) Threshold = 0.1 (b) Threshold = 0.5 (c) Threshold = 0.9 
Figure 2-14. Sample classification results using three features of the length, texture and position 
after MorphLink-C (blue: correctly detected objects, green: correctly filtered objects, red: falsely 
detected objects, and pink: falsely filtered objects). 
Finally, Figure 2.15 shows sample results of the crack extraction using the bottom-hat 
transform, and the crack detection using the ANN classifier combined with MorphLink-C. The 
results show that the proposed crack-recognition method not only can detect crack accurately, but 
also can successfully reject non-crack pavement background. 
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(a) Original (b) After bottom-hat 
transform 
(c) After MorphLink-C 
   
(d) Original (e) After bottom-hat 
transform 
(f) After MorphLink-C 
   
(g) Original (h) After bottom-hat 
transform 
(i) After MorphLink-C 
Figure 2-15. Sample crack-classification results using the ANN classifier: (a)-(c) branched 
cracks, (d)-(f)  branched cracks with white lane marker, and (g)-(i) Manhole. 
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2.6.3 Self-Adaptive property of MorphLink-C 
Figure 2.16 demonstrates the self-adaptive property of the proposed MorphLink-C. The 
effects of the 𝐒𝐃size are investigated, which determines the level of the crack-line abstraction after 
the thinning transform. An original gray-scale pavement image is shown in Figure 2.16a. The 
image shows severe alligator cracks as well as some local spallings. The pavement surface was 
smeared due to partial wetness in top-left corner and along some parts of the cracks and spallings. 
The image T was obtained through the crack-recognition procedures proposed in Figure 2.2. The 
results of crack-line abstraction are shown in Figures 2.16b to 2.16g for an increasing 𝐒𝐃sizes from 
1 × 1 pixel to 20 × 20 pixels. 
Some horizontal cracks in wet areas are not detected with a structuring element smaller 
than 5 × 5 pixels. One can see in the original image that the horizontal cracks in the wet areas are 
less distinguishable than the cracks in the dry areas; thus the ANN-classifier misses those cracks 
when a small dilation boundary is used. When the 𝐒𝐃size increases, the small cracks that have been 
missed earlier began to be detected, which improved the crack classification accuracy. It is 
recommended that the square structuring element size be selected between 10 mm and 20 mm for 
flexible pavement. For a smaller structuring element, the crack lines are discontinued and more 
representational to local details (e.g., the local spallings). When the 𝐒𝐃size increases, the disjointed 
crack lines in Figure 2.11b get connected self-adaptively without involving complicated 
computation of crack-path orientations, lengths, and intensities. In addition, the level of crack-line 
abstraction increases with a larger 𝐒𝐃size. 
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The 𝐒𝐃size can be determined based on the proximity limit to neighboring cracks. The 
𝐒𝐃size determines the proximity limit of neighboring cracks. For example, with a 15-pixel (14.7-
mm) square structuring element, neighboring cracks within a 29.4-mm range will be considered 
as a part of the same crack. The selection of the 𝐒𝐃size depends on the application. In this study, 
the 𝐒𝐃 with the size of 10 × 10 pixels (= 9.8 × 9.8 mm
2) was used. 
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(a) Original (b) 1 pixel (0.98 mm) (c) 2 pixels (1.96 mm) 
   
(d) 5 pixels (4.90 mm) (e) 7 pixels (6.86 mm) (f) 10 pixels (9.80 mm) 
   
(g) 15 pixels (14.7 mm) (h) 17 pixels (16.7 mm) (i) 20 pixels (19.6 mm) 
Figure 2-16. Self-adaptive process of the proposed fragment connection approach for different 
𝐒𝐃sizes. 
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2.7 Conclusions 
An automated crack-recognition method was proposed, which consists of the crack-
extraction, crack-grouping, and crack-detection processes to address multi-level image processing 
goals in road rating applications. The MorphLink-C algorithm was proposed as a novel crack-
grouping method. It is composed with two sub-processes, including fragment grouping using the 
dilation transform, and fragment connection using the thinning transform. The proposed crack-
grouping method is different from He, Qiu, Wang, Zhang, & Xie (2011) and W. Huang & Zhang 
(2012) that also utilized the dilation and thinning transforms. In these studies, the dilation 
transform was applied for multiple times to crack fragments until they were connected to each 
other. Then, the thinning transform was applied to obtain crack skeleton. This method has two 
drawbacks. First, the stopping criterion of multiple dilation transforms is not clear, particularly 
when a noise is closely located to crack. Second, the method did not provide the way to measure 
crack width that is an important measure in road rating applications. 
The effects of the crack-grouping process were evaluated on the crack-detection accuracy 
and feature subset selection, which have been rarely discussed in existing literatures. Using the 
ANN classifier, the followings can be concluded from the results: 
 A common problem of crack extraction algorithms is that extracted crack image components 
are usually fragmented, having (multiple) disjoints in their crack paths. The proposed 
MorphLink-C improves overall crack-recognition performance by grouping crack fragments, 
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which enables better characterization of crack features. It can be used with any crack-extraction 
algorithm as a crack de-fragmentation technique. 
 MorphLink-C increases the crack-detection accuracy by reducing the false negative error. 
Lowering the false negative error is important in pavement crack recognition since the image 
after crack extraction usually includes relatively a small number of crack objects compared to 
no-crack objects. 
 Using MorphLink-C, the crack-detection accuracy increases for all tested 63 combinations of 
crack feature subsets as well as the classification training time decreases. These are 
advantageous in road rating applications to reduce the training time with reduced feature 
subsets, which involves a large number of pavement images. 
 The proposed fragment-connection method is self-adaptive for different crack types, including 
single, branched, blocked and alligator cracks, without involving time-consuming computation 
of crack orientation, length, and intensity. 
 MorphLink-C provides an accurate way of computing “averaged” crack width that is an 
important measure in road rating applications. Using existing crack-segmentation algorithms, 
such as a seed-growing method (Li et al. 2011b) and crack-tree method (Zou et al. 2012b), and 
tensor-voting method (Huang et al. 2014), crack width cannot be measured although they have 
been effectively used to connect adjacent crack fragments. 
 Although the wrapper FSS method was used in this study to evaluate crack-detection accuracy 
associated with a classifier for different combinations of crack feature subsets, the relevance, 
irrelevance and redundancy of the features were not known. Since correlational statistics of 
crack features are important to understand road deterioration severity and patterns, future study 
would be necessary. For this, filter FSS method could be used to evaluate feature subsets by 
67 
 
 
their statistical information contents, such as interclass distance, statistical dependence, 
entropies or information-theoretic measures. 
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CHAPTER 3: BRIDGE CABLES INSPECTION BY ROBOTS 
3.1 Introduction 
Bridges are important national assets that should be properly maintained to ensure public 
safety. Recent advances in design and construction technologies have allowed bridges to be longer 
and slender than ever. Especially, long-span cable-supported bridges require high maintenance 
associated with reliable and efficient inspection methods. 
Cable-supported bridges, cable-suspension bridges and cable-stayed bridges, consist of 
numerous subsystems, including pylons, anchorages, cables, stiffening girders, and slabs. A bridge 
cable is an important subsystem that consists of main cables, hanger ropes, and stay cables. The 
cable rope is usually made of high-strength steel that is five to ten times stronger than regular 
structural steels (Emirates Authority for Standards & Metrology 2007). 
In maintenance of bridge cables, only few components are considered to be repairable, 
such as high-density polyethylene (HDPE) cable sheathings, neoprene boots, and elastomeric 
rings. In the presence of corrosion or fatigue damage in main tension elements (MTEs) near 
anchorages or in free spans, repairing damaged MTEs is practically impossible. Thus, preventative 
maintenance is vital to ensure the safety of cable systems. To accomplish this, the development of 
reliable methods is imperative to assess material and structural conditions of cable systems 
(Tabatabai 2005). 
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In the United States, highway bridges should be visually inspected every two years 
(American Association of State Highway and Transportation Officials 2011). Structural health 
monitoring (SHM) technologies have also been used for bridge condition assessment. Current 
bridge condition assessment methods, however, have some technical limitations in bridge cable 
inspection. For example, near anchorages, cables at supports are often not visible since these cables 
are seal with grout. In free spans, trolley and rolling devices are used to access cables, which is not 
the safest way to inspectors (Burgess & Niple 2005; Elliott and Heymsfield 2003). Limitations of 
current cable inspection methods can be overcome using emerging robotics technologies, 
combined with powerful nondestructive testing (NDT) techniques for bridge cable systems that 
are hardly accessible with current inspection practices. This paper reviews recent advances in 
robot-based inspection technologies for bridge cables. A unique cable inspection robot has been 
developed in Korea since 2010. Design of the cable robot system and performance test results of 
different NDT techniques associated with the robot will be presented. 
This paper consists of two parts: i) an overview on current cable inspection methods (ch. 
2–3), and ii) introduction to the cable inspection robot developed in Korea (ch. 4). In ch. 2, an 
overview on current cable inspection methods will be described. In ch. 3, commercially available 
cable-inspection systems will be described. Detailed description of the cable-inspection robot 
newly developed in Korea is presented in ch. 5.  
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3.2 Current Practices for Bridge Cable Inspection 
3.2.1  Trends in construction and maintenance of cable-supported bridges 
An increasing number of cable-supported bridges are being constructed over the world, 
especially in the developing countries (see Figure 3.1). Construction technologies of cable-
suspension and cable-stayed bridges were originally developed in the U.S. and Germany, and then 
in Japan through the major construction projects of the Akashi-Kaikyo Bridge, a cable-suspension 
bridge, and the Tatara Bridge, a cable-stayed bridge. More recently, a number of cable-supported 
bridges have been constructed in China, including the Tsing Ma Bridge in 1997, the Sutong Bridge 
in 2008, and the Xihoumen Bridge in 2009. The construction of the Stonecutters Bridge is 
considered as a technological monument in bridge construction due to its unique design in 
composite towers and twin aerodynamic decks. The market size of cable-supported bridge 
construction is rapidly growing in Southeast Asian countries, including Thailand, Malaysia, 
Singapore, Vietnam, Philippines, Cambodia and Bangladesh.  
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Akashi-Kaikyo 
Bridge  
(1991m, Japan, 1998) 
 Messina Bridge 
(3300m, Italy, under 
const.) 
Stonecutters Bridge 
(1018m, Hong Kong, 
2009) 
Brooklyn Bridge 
(486m, USA, 1883) 
    
Golden Gate Bridge 
(1080m, USA, 1937) 
Sutong Bridge 
(1088m, China, 2008) 
Tsing Ma Bridge 
(1377m, Hong Kong, 
1997) 
Great Belt Bridge 
(1624m, Denmark, 
1998) 
Figure 3-1.  World-landmark cable bridges. The parenthesis shows the main span length, country 
and constructed year. 
In Korea, the Nam-Hae Grand Bridge was constructed in 1973 as the first cable-suspension 
bridge, and the Jin-Do Grand Bridge was constructed in 1984 as the first cable-stayed bridge. The 
longest cable-suspension bridge in Korea is the Yi-Sun-Shin Bridge constructed in 2013, and the 
longest cable-stayed bridge in Korea is the Incheon Bridge constructed in 2010 (see Figure 3.2). 
Since Korean peninsular has many islands, the construction of long-span bridges are demanded to 
connect islands to the main land. Currently, a total of 64 bridges construction are planned in coastal 
areas. The market size of bridge construction is estimated over 1.2 billion U.S. dollars in next 20 
years (Daewoo institute of construction Technology 2008). 
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Nam-Hae Bridge  
(404m, 1973) 
Gwang-An 
Bridge 
(500m, 2002)  
Young-Jong 
bridge 
(300m, 2000) 
Yi Sun-sin 
Bridge 
(1545m, 2013) 
    
Jin-Do Bridge 
(344m, 1984) 
Seo-Hae Bridge 
(470m, 2000) 
Geo-Ga Bridge 
(475m, 2010) 
In-Cheon Bridge 
(800m, 2009) 
Figure 3-2. Cable-supported bridges in Korea. Numbers in parenthesis show the main span 
length and constructed year. 
3.2.2  Current maintenance methods for cable-supported bridges 
3.2.2.1 Generals in maintenance of cable-supported bridges  
Reliable inspection methods are vital to ensure structural and service safety of cable-
supported bridges. Bridge maintenance agencies employ different levels of inspection, including 
routine, periodic, emergent, and in-depth inspection. Table 3.1 summarizes major bridge 
inspection manuals in the United States and Korea. 
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Table 3.1. Bridge inspection standards in the United States and Korea. The table is modified 
from (Texas Department of Transportation 2012). 
The United States Korea 
 AASHTO LRFD Bridge Design Specifications, 
5th Ed. (2010) 
 AASHTO Manual for Bridge Evaluation, Second 
Ed. (2011) 
 AASHTO Guide Manual for Bridge Element 
Inspection, First Ed. (2011) 
 AASHTO Guide for Commonly Recognized 
Structural Elements (1998) 
 AASHTO Manual for Condition Evaluation of 
Bridges (1994) 
 AASHTO Manual for Maintenance Inspection of 
Bridges (1974, 1978,1983, and 1993) 
 AASHO Manual for Maintenance Inspection of 
Bridges (1970) 
 FHWA Bridge Inspector’s Reference Manual 
(2002 and 2006) 
 FHWA, Bridge Inspector’s Training Manual 90, 
1991 
 FHWA Hydraulic Engineering Circular No.18 
(about 1988) 
 FHWA “Scour at Bridges,” a technical advisory 
(1988) 
 FHWA Inspection of Fracture Critical Bridge 
Members (1986) 
 FHWA Bridge Inspector’s Training Manual 70 
(1979) 
 FHWA Culvert Inspection Manual (about 1979) 
 FHWA The Bridge Inspector’s Manual for 
Movable Bridges (1977) 
 FHWA Recording and Coding Guide for the 
structure Inventory and Appraisal of the Nation’s 
Bridges (1972,1979,1988,1991, and 1995) 
 FHWA National Bridge Inspection Standards 
(1971,1979, and 1988) 
 Code of Federal Regulations, 23 Highways Part 
650, Subpart C – National Bridge Inspection 
Standards 
 MOLIT1 Infrastructure Maintenance Guide(1995) 
 MOLIT (Bridge and Tunnel) Inspection and 
Diagnosis Guiding Principle of Details (1996)  
 KISTEC2 The Bridge Inspection 
Handbook(1999) 
 MOLIT The Bridge Maintenance Manual(1999) 
 MOLIT Concrete Structure Specifications(1999, 
2003, 2007 and 2012)  
 MOLIT Bridge Design Specifications(2000, 
2005, 2008, 2010, and 2012) 
 MOLIT Steel Structure Specifications(2003 and 
2009) 
 MOLIT The Bridge Maintenance Manual(2001) 
 MOLIT Maintenance Manual for Corrosion 
Protection of Steel Bridge (2003) 
 KISTEC Manual for Bridge LCC 
Evaluation(2006) 
 MOLIT Bridge∙Tunnel Inspection and 
Diagnosis(2007) 
 KISTEC Know-how of Bridge Inspection : 
Ordinary Bridge and Cable Bridge(2008) 
 MOLIT Inspection and Diagnosis Guiding 
Principle of Details (2009) 
 MOLIT Inspection and Diagnosis Guiding 
Principle of Details Manual (2012) 
 
 
 
 
 
 
 
 
 
 
 
1MOLIT: Ministry of Land, Infrastructure and 
Transport 
2KISTEC: Korea Infrastructure Safety Corporation 
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According to (American Association of State Highway and Transportation Officials 1970), 
bridges should be inspected every two years. In Korea, bridge agencies should perform regular 
inspection every 2 years and in-depth inspection every 5 years. In bridge inspection, it is important 
to observe excessive wear, broken wires, corrosion and pitting, state of lubrication, core condition, 
etc. Causes of defects and deteriorations must be understood using appropriate diagnosis methods. 
Frequent cable defects include surface rust, section loss, fatigue cracking, and collision damage. 
Among several deterioration means, steel corrosion is the most recognizable type in the cable 
bridges. 
3.2.2.2  Cable inspection using NDT methods  
Challenges in bridge cable inspection are mainly due to limited accessibility to cable 
systems. MTEs within cable bundles are often hardly visible to inspectors. Cables grouted in 
anchorage areas are very difficult to be inspected. Visual inspection and NDT methods for bridge 
cables in free spans is challenging due to inaccessibility of the cable. Early detection of internal 
damage is vital in preventive inspection. However, internal deterioration of bridge cables is hardly 
detectable using visual inspection methods. For example, Figure 3.3 illustrates the importance of 
early detection of internal defects. During the project of re-wrapping main cables of the Nam-Hae 
Bridge in Korea, corrosion was found at the bottom of main cables at mid span and near anchorage 
zones of side spans. Breakage of wires was found at cable bands, which could cause serious 
structural failure if it was not found during the cable retrofit project. Some NDT methods, such as 
magnetic, ultrasonic, x-ray tests, have been used to detect such internal deterioration. 
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Location of corrosion found Corrosion at lower 
side 
Breakage of wires  
Figure 3-3. Inspection of the main suspension cables of the Nam-Hae Bridge (Kim et al. 2008). 
3.2.2.3  Cable condition assessment using SHM methods  
SHM technologies are widely employed to assess the structural conditions of cable 
bridges to ensure bridge safety and serviceability. The purposes of SHM are to diagnose and 
prognose a bridge’s structural safety based on the measurement of structural behaviors. A SHM 
system consists of three subsystems, including sensing, data communication, and data 
processing. The sensing subsystem can continuously collect sensor data, such as service stresses, 
environmental stresses, bridge deformation, etc. The data communication subsystem transfers 
sensor data from a remote field-monitoring site to a data repository site, and archive them. The 
data processing subsystem extracts meaningful information for bridge maintenance from raw 
sensor data. 
A number of SHM systems have been employed for condition assessment of cable-
supported bridges. An example is the Wind and Structural Health Monitoring 
System (WASHMS) for the Tsing Ma bridge, Ting Kau bridge, and Kap Shui Mun bridge, 
developed by the Hong Kong Highways Department (Wong 2007). The sensing system consists 
of approximately a total of 900 sensors including accelerometers, strain gauges, displacement 
transducers, inclinometer, anemometers, temperature sensors and dynamic weight-in-motion 
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sensors: about 350 sensors on the Tsing Ma Bridge, 350 on Ting Kau Bridge, and 200 on Kap 
Shui Mun Bridge.  
In Korea, SHM technologies have been actively employed for cable-supported bridges. 
Figure 3.4 shows the SHM system for the Yeong-Jong Bridge, which includes thermometers, 
strain gauges, tiltmeters, accelerometers, anemometers, displacement transducers, and 
potentiometers. Twelve accelerometers are installed throughout the bridge’s cable system to 
monitor cable tension forces.  
For condition assessment of bridge cables, measuring cable tension force is an important 
concern to assess structural safety. According to Tabatabai (Tabatabai 2005), although vibration-
based force measurement is commonly used to estimate internal stress levels of bridge cables, the 
accuracy is arguable in many field applications. However, internal damage of cables, such as 
corrosion and inner wire breakage, can hardly be detected using the vibration-based method.  
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Figure 3-4.  Structural health monitoring system of the Yeong-Jong Bridge in Korea. 
3.2.3  Cable inspection methods 
Bridge cables are subject to various service and environmental stresses that could cause 
different modes of material and structural deterioration. Consequently, combinations of multiple 
NDT methods and instruments are used in cable inspection (Sukhorukov et al. 2012). Current cable 
inspection methods are reviewed in this section.  
3.2.3.1  Visual inspection 
Human visual inspection is considered the primary cable inspection method over other 
NDT methods although human inspection relies heavily on subjective judgments of individual 
inspectors (Kim et al. 2008; Tabatabai 2005). In this method, first entire cable surface should be 
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visually inspected from a close distance, then the inspection of neoprene boots, neoprene rings, 
visible guide pipes, and accessible anchorage surfaces are followed (Tabatabai 2005). Visual 
inspections are often carried out using a cable inspection trolley that travels along cables at a low 
speed, which can be considered inconvenient and time consuming. Since the performance of an 
inspection trolley is largely affected by the existence of obstacles in cable paths, some part of cable 
systems, such as free cable spans with corrosion protection, and anchorage areas, would be not 
accessible using this method (Daewoo institute of construction Technology 2008).  
3.2.3.2  Image processing-based inspection 
Image processing-based cable inspection is originated from a more general field of signal 
processing, including various image-processing techniques, such as image smoothing, image 
enhancing, segmentation, edge detection (Park and Park 2002). Cable surface images are usually 
captured by a camera in a form of digital images as a two-dimensional numeric matrix. Image 
processing techniques are used to process these numeric matrices associated with pattern 
recognition algorithms to extract useful damage-related information (Xu et al. 2011). Mandal and 
Atherton applied image-processing techniques to evaluate the severity of cable surface damage 
(Mandal and Atherton 1998). Ho et al. developed a damage detection algorithms for cable 
inspection purposes (Ho et al. 2013). These algorithms were designed to smooth and enhance the 
contrast of the original images, and to classify damage patterns based on principal component 
analysis techniques. 
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3.2.3.3  Vibration-based cable force measurement 
Cable tension force can be calculated from vibration signatures of bridge cables using the 
following equation: 
 𝑇 = 4𝐿2𝑓2𝑚 (3.1) 
where 𝑇 is the cable tension; 𝐿 is the cable length; 𝑚 is the cable mass per unit; 𝑓 is the natural 
frequency of the cable. Therefore, the cable tension force can be determined based on the 
measurements of those cable’s physical properties (Casas 1994). This method, however, is not 
strictly applicable to bridge cable inspection due to oversimplification ignoring bending stiffness, 
sag under dead weight and other complicating factors such as neoprene rings, viscous dampers and 
variable stiffness along length.  
Numerous vibration-based cable force measurement techniques have been developed. For 
example, Zui et al. developed a vibration-based method to measure cable forces, considering both 
the flexural rigidity and sag inherent to the inclined cable (Zui et al. 1996). Cho et al. implemented 
Zui’s method using wireless sensor networks (Cho et al. 2010). Table 3.2 summarizes some 
accelerometer-based cable monitoring systems in different countries. 
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Table 3.2. Accelerometer-based cable monitoring systems in different countries (Express and 
Transportation Research Institution 2011) . 
Bridge Nation 
Main 
span (m) 
Total 
Number of 
Cablesa 
Number of 
cables installed 
with 
accelerometerb 
Ratio (b/a, 
%) 
Seo-Hae 
South 
Korea 
470 144 24 16.7 
Jin-Do 
South 
Korea 
344 60 18 30.0 
Tatara Japan 890 168 4 2.4 
Jintang China 620 168 20 11.9 
Rion-Antirion Greek 560 368 13 3.5 
Oresund Denmark 490 160 16 10.0 
Fred Hartman USA 381 192 19 9.9 
 
3.2.3.4  Ultrasonic inspection 
Ultrasonic inspection techniques are also widely used in bridge cable inspection 
applications. An ultrasonic device consists of a transmitter sending high frequency sound waves 
through a specimen. Material defects as a discontinuity in a solid medium reflect the transmitted 
signal to a receiver as a signature of the presence of defects. Recently, long-range guided waves 
can be used as a transmitting signal (“WINS” n.d.). Although the size and location of defects could 
be characterized based on the magnitude and delay time of the reflected signal (Hartle et al. 2002), 
it requires calibrations through extensive laboratory experiments. The interpretation of ultrasonic 
test results could be subjective to the inspector’s experiences and judgment. 
Desimone et al. conducted experimental study about the ultrasonic technique using a pulse 
wave for a wire with notches and grooves at different depth (Desimone et al. 2001). Ultrasonic 
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technique is applicable to inspecting cables connected to parallel wires in anchorage areas to detect 
wire fractures and corrosion (Sukhorukov et al. 2012). This technique was applied to seven-wire 
cable strands at 12 anchorages of the Conhrane Bridge in Alabama, the United States (Ciolko and 
Yen 1999; Tabatabai et al. 1998).  
3.2.3.5  Magnetic methods 
Magnetic sensors can be used to measure tensile stress in a cable, loss of metallic area 
(LMA), and local fault (LF), such as wire breakage. The mechanism of magnetic sensors is based 
on the sensitivity of a magnetic field to the presence of impairments, such as corrosion and 
fractures. Therefore, the change of a magnetic field along a cable indicates the presence of defects. 
A conceptual drawing of an electro-magnetic (EM) sensor is shown in Figure 3.5. The EM 
sensor consists of a primary coil and a secondary coil to measure the apparent relative permeability 
and formalize EM characteristics of a steel rod (i.e., specimen). When a pulsed current flows in 
the primary coil, a ferromagnetic material is magnetized, and a pulsed magnetic field is introduced 
along the specimen. The relative permeability is a function of cable tension. The relative 
permeability (μr) can be calculated as 
 𝜇𝛾 = 𝜇0∆𝐵/∆𝐻 (3.2) 
where ∆𝐵 and ∆𝐻 are the change in the induction and magnetic fields, respectively; and μ0 is the 
permeability of the free space (J.-W. Kim et al. 2012).  
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(a) Conceptual drawing of electro-magnetic 
sensor 
(b) Electro-magnetic sensor installed on a 
stay cable (Wang et al. 2005) 
Figure 3-5.  Electro-magnetic sensors in bridge cable inspection applications. 
Magnetic Flux Leakage (MFL) devices are often used to assess the severity of corrosion 
and detect local faults (LF) due to outer and inner wire fractures by measuring the loss of metallic 
cross-sectional area (LMA) (Sukhorukov et al. 2012). The mechanism of MFL devices is 
illustrated in Figure 3.6. In an intact condition, the magnetic flux field generated using magnets 
remains uniform. In a damaged condition, metal loss due to wire corrosion or fractures disturbs 
the magnetic field, which results in inhomogeneous magnetic fluxes. The disturbance in the 
magnetic field can be detected using a Hall sensor placed between the poles of magnets. The 
magnitude of the Hall sensor signal is proportional to the magnetic flux leakage (Mandal and 
Atherton 1998). Therefore, the accuracy of LMA measurement is largely influence with the 
homogeneity of magnetic flux around a steel cable. A strong permanent or an electromagnet is 
commonly used. 
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 Figure 3-6. Mechanism of MFL-based damage detection. 
This technique is considered as a promising cable inspection method since LMA can be 
measured precisely under protective coating on cables nondestructively in relatively short time 
(Sukhorukov et al. 2012). Typical applications of MFL devices include the steel cable inspection 
of aerial tramways, mining elevators and offshore pipelines (Miya 2002; Park and Park 2002; Tao 
et al. 2005). The MFL inspection technique also has been employed to different cable-stayed 
bridges (Christen et al. 2003; Maldonado-Lopez and Christen 2010).  Figure 3.5b shows a MFL 
system applied in hanger cable inspection for the Yeong-Jong bridge, Korea (“INTRON PLUS 
LTD” n.d.) (see Figure 3-7). 
 
Figure 3-7. MFL system applied in hanger cable inspection for Yeong-Jong Bridge in Korea. 
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There are a number of commercially available magnet sensors for steel wire ropes that can 
be used in bridge cable inspection. DMT GmbH developed magneto-inductive testing equipment 
for bridge cables (see Figure 3-8a). The equipment has strong permanent magnet heads for rope 
diameters of up to 150 mm. DR BRANDT GmbH developed a rope testing head designed for 
inspection of steel cables with the diameter of up to 160 mm (Brandt 2013). E. Kündig AG  
manufactures three PMK-series magnetic systems for wire rope diameters up to 125 mm (“E. 
Kündig AG” 2013).  Ropescan was developed by the British Coal Research Laboratory (now 
owned by Lloyds Beal Ltd.) to inspect mine-hoist locked coil wire ropes (“LLOYDS BEAL” 
2013).  Canada Centre for Mineral and Energy Technology (CANMET) and the Noranda 
Technology Centre jointly developed Magnograph II, computer controlled wire rope testing 
equipment (“HEATH & SHERWOOD” 2013) (see Figure 3-8b). Magnograph can operate solely 
on Hall Effect sensors which produce a signal independent of speed and are therefore able to 
operate at very low speeds. Intron Plus (“INTRON PLUS LTD” n.d.) and Laboratory LRM 
(“Laboratory LRM dr eng. Roman Martyna” 2013) manufactures testing heads that can inspect 
both flat and round steel wire ropes. These devices are typically applied in mine hoist ropes, on 
offshore platforms, cableways, cranes, lifts and bridge cables (Sukhorukov 1998). 
NDT Technologies produces MFL magnetic sensor heads. The device can measure LF and 
LMA of wire ropes up to 120 mm in diameter. The device weight is less than 75kg (Figure 3-8c). 
University of Stuttgart in German developed magnet sensors associated with an annular array of 
two sets of 30 Hall Effect sensors for the applications of aerial ropeways, bridge suspension 
cables, ship lifts and cranes (Nussbaum 1999).  
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(a) DMT rope testing on site 
(“DMT” 2013) 
(b) Magnograph II (“HEATH 
& SHERWOOD” 2013) 
(c) NDT Technologies sensor 
head LMA-450 (“NDT 
Technologies” 2013) 
Figure 3-8. Commercially available magnetic sensor for bridge cable inspection. 
3.2.3.6  Radiography 
Radiography is used for subsurface imaging to detect cable defects using either X-rays or 
gamma rays. X-rays are produced using a high-voltage X-ray tube produces X-rays, and gamma 
rays are produced using a radioisotope (see Figure 3-9a). A summary of subsurface imaging 
technologies for reinforced concrete can be found in (Pla-Rucki and Eberhard 1995). Radiography 
generally provides two-dimensional tomography for cross-sectional images of the three-
dimensional object (see Figure 3-9b).  
Xu et al. reported that the X-ray radiography can be applied to find cable defects in free 
spans, but not applicable for anchorages (Xu et al. 2012). The application of radiography in bridge 
cable inspection is also limited due to possibility of radioactive hazards to working personnel while 
during inspection works particularly at a high elevation of cable stay (Emirates Authority for 
Standards & Metrology 2007).  
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(a) Concept of Radiography test on cabl
e 
(b) X-ray film of cable 
Figure 3-9. Radiography inspection for bridge cable inspection (Haller 1998). 
3.3 Cable Inspection Robots 
Robotic systems can move along bridge cable systems, such as bridge cables, pipes, steel 
wires and circular poles for repair and maintenance as well as inspection. This section introduces 
several robotic systems that can be used for the inspection of bridge cable systems. 
3.3.1  Pipe inspection robots 
Li et al. developed a cable pneumatic climbing maintenance robot (PCMR) for coating and 
painting pipe structures (see 10a) (Li et al. 2009). A pole climbing pobot (UT-PCR) was developed 
by the University of Tehran, Iran, with pole grasping and vertical movement capability (see Figure 
3-10b) (Yazdani et al. 2004). The robot consists of a trilateral-symmetric body in a triangular shape 
with six limbs connected at its corner points through separate extension springs. The mechanical 
limbs are employed to grasp a pole. The wheels on the lower limbs are actuated by DC motors, 
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while the wheels on the top limbs only guide the robot’s movement. The robot has a self-locking 
mechanism to prevent sliding down on a pole. 
A pipe-surface inspection robot was developed by Akita Prefectural University in Japan 
for pipe inspection (Figure 3-10c). This robot can traverse flanges, climb vertical flanges, and 
move along the bottom side of a pipe using six magnetic leg wheels.  
A pole climbing and manipulating robot, developed by Shariff University, Iran, can pass 
bends and branches of a pole (Tavakoli et al. 2005). The robot consists of three main body parts, 
including 3-DOF planar substructure, z-axis rotating substructure, and grippers. The robot is 
actuated by three DC motors controlled by a central computer through control drivers.  
 
   
(a) PCMR for painting cable 
(Li et al. 2009) 
(b) UT-PCR machine 
(Yazdani et al. 2004) 
(c) Pipe inspection robot 
(Yukawa et al. 2006) 
Figure 3-10. Pole and pipe inspection robots. 
3.3.2  Cable inspection robots 
ATIS Cable Robot, a cable-climbing robot developed by Alpin Technik Leipzig, was 
designed to mount different modules to meet various purposes of cable inspection and 
maintenance, including visual inspection and MFL modules for inspection and taping and welding 
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modules for maintenance (see Figure 3-11). The climbing robot is designed for different cable 
diameters from 24 mm to 350 mm. A relatively short installation time of 5 to 15 minutes is an 
advantage of this system. 
   
Figure 3-11. ATIS Cable Robot developed by Alpin Technik Leipzig (“ALPIN TECHNIK 
LEIPZIG” 2013). 
Mavis ReCreator is another cable climbing robot developed by Tiefenbach GmbH (see 
Figure 3-12). This robot has five modules for cable coating maintenance, including coating 
removal, cleaning, repair, coating, and moving. Visual inspection instruments can be also mounted 
to the robot for surface inspection of bridge cables. 
   
Figure 3-12. Mavis ReCreator & Visual inspection (“Hans Tiefenbach GmbH” 2013).  
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Luo et al. developed a robotic system that can inspect, clean and paint bridge cables (see 
Figure 3-13) (Luo et al. 2005). The inner frame connected to the climbing module can move along 
the cable in spiral motion. The outer frame connected to the maintenance module balances the 
robot while it moves controlling hanging weights of the painting bucket and battery. 
 
Figure 3-13. In-situ painting experiment of cable maintenance robot (Luo et al. 2005).  
A mobile robotic system for inspection of power transmission lines, developed by Tokyo 
Electric Power and Toshiba, consists of vehicle assembly, guide rail, guide rail manipulator 
assembly and balancer (Sawada et al. 1991). The robot can navigate a ground wire and maneuver 
over obstacles on ground wires. When the robot encounters a tower, a foldable arc-shaped arm that 
acts as a guide rail is unfolded to attach the arm to a ground wire placed on the opposite side of 
the tower. 
3.4 Development of Cable Inspection Robot in Korea 
A research initiative has been supported by Korea Ministry of Land, Transportation, and 
Maritime Affairs (MLTM) since 2010 to develop a bridge cable inspection robot system. The 
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robotic system consists of three main subsystems, including i) the climbing robot subsystem, ii) 
the NDT subsystem, and iii) the control and analysis subsystem (see Figure 3-14).  
 
Figure 3-14. System components of cable inspection robot developed in Korea. 
The climbing robot subsystem allows the robot unit to move on a bridge cable. The robot 
is controlled wirelessly by inspectors and can transmit sensor data collected from the sensing 
modules to the control and analysis subsystem. The NDT subsystem consists of two sensing 
modules, including i) the magnetic sensing module using MFL devices to detect inner wire defects, 
such as LF due to wire fractures and LMA due to wire corrosion, and ii) the image processing-
based sensing module to detect defects on cable surface. Figure 3-15 shows the design and 
specifications of the climbing robot subsystem and NDT subsystem. Two types of the climbing 
robot system were developed for cable-suspension bridges and cable-stayed bridges. This is 
necessary since cable-stayed bridges have inclined cables with larger gauges (up to 300 mm), and 
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cable-suspension bridges have vertical hanger cables with smaller gauges (up to 90 mm). Detailed 
description of each subsystem will be presented in the subsequent subsections. 
 
Figure 3-15. Design and specfications of cable instpection robot unit with the climbing robot 
subsystem and NDT subsystem. 
3.4.1  Climbing robot and control subsystems 
Three climbing mechanisms are usually employed for cable inspection robots, including 
magnetic, pneumatic and electric methods (Xu and Wang 2008; Yuan et al. 2010). Electric method 
was chosen in this study for easy control and constant climbing force with this method. Wireless 
communication is available between the climbing robot unit and the control and analysis 
subsystem to the robot control and sensor data transfer. The robot unit can be controlled by 
inspectors in distance of up to 600 m. using a control software program shown in Figure 3-16. 
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Functions of robot control software  
① Robot status (velocity, location, 
inclination) 
② Mesuring range  
③ Moving speed  
④ Target location to move 
⑤ Number of cycles to be inspected  
⑥ Manual operation of robot  
⑦ Reset the moving distance 
Figure 3-16. The climbing robot control software. 
3.4.1.1  Cable-suspension bridge robot 
An important design objective of the cable-suspension bridge robot was that the robot 
should be applicable to various gauge sizes of hanger cables. Another important design objective 
was that the robot should have enough climbing force to inspect vertical hanger cables, and for 
unpredictable power outage, the gravity force due to the robot dead weight should be effectively 
dissiplated to avoid freefall. To accomplish these design objectives, electrical DC motors are used 
to actuate the robot system on hanger cables. The robot system employed pantograph mechanism 
for various cables gauges and self-locking mechanism for power outage (see Figure 3-17). The 
self-locking system was designed to prevent reverse force on the motor and to reduce falling 
acceleration during power outage. A simple gear system is used, which consists differential gears 
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including worm and pinion gears, and worm wheels attached with disk dampers (H. M. Kim et al. 
2012; Kim et al. 2011). 
 
 
 
(a) self-locking  
mechanism 
(b) Lab test of self-locking system 
Figure 3-17. The climbing robot unit and self-locking mechanism for vertical hanger cables in 
suspension bridges. 
3.4.1.2  Cable-stayed bridge robot 
For cable-stayed bridges, the climbing robot subsystem was designed for two important 
design objectives. First, the robot should have enough climbing force to climb inclined stay cables. 
The other is that the climbing robot should be able to excite a stay cable to test cable dampers, 
whose dynamic response is separately measured with accelerometers installed on stay cables. 
Therefore, the actuation system of the climbing robot consists of two modules: i) climbing 
actuation module, and ii) cable excitation module (see Figure 3-18a) (Lee et al. 2012). The 
climbing actuation module has two electric motors to climb the robot unit on stay cables (see 
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Figure 3-18b). The cable excitation module consists of a cable exciter associated with a pneumatic 
fixation device for the secure grip of the robot unit during cable vibration (see Figure 3-18c). 
   
(a) Cable climbing 
robot 
(b) Climbing actuation module (c) Cable excitation 
module 
Figure 3-18. Cable climbing robot for stay cable inspection. 
Urethane wheels are used for fast movement on stay cables with improving friction and 
reducing cable surface damage during inspection (see Figure 3-19a). The wheel assembly consists 
of the wheels attached to springs and spacers inside the outer frame for adaptation to various cable 
gauges. A control box is located at the bottom of the robot for posture stability during movement 
(see Figure 3-19b).  
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(a) Urethane wheels (b) Control box 
Figure 3-19. The cable climbing robot for stay cables in cable stayed bridges.  
3.4.2  Magnetic sensing module of NDT subsystem 
The magnetic sensor head in the NDT subsystem consists of two modules, including i) the 
magnetization module to generate a magnetic flux field, and ii) the sensing module to measure 
magnetic flux leakage caused by the presence of inner wire defects. The magnetic head is contained 
in an aluminum case with the dimensions of W 195 mm × H 195 mm × 320 mm. The inner diameter 
of the casing is designed for steel cables with up to 85-mm diameter (see Figure 3-20a). The 
magnetization module generates a uniform magnetic field around a cable with a pair of yokes 
consisting of four high strength Nd-Fe-B permanent magnets (neodymium 35) and a plate of 
carbon steel (see Figure 3-20b and Figure 3-20c). 
   
(a) Magnetic head casing (b) Magnetization module (c) Permanent magnetic yokes 
Figure 3-20. Magnetization module of the magnetic sensor.  
The sensing module has two types of sensors, including Hall-effect sensors and coil sensors 
(see Figure 3-21). The Hall-effect sensors have 14 channels arranged around a bridge cable to 
detect LF, such as inner wire breakage. The coil sensors have 2 channels to measure a total 
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magnetic flux that is necessary information to calculate LMA. These sensors are connected to an 
on-board data acquisition system in the control box.  
 
Figure 3-21. Sensing module of the magnetic sensor. 
A series of laboratory tests were carried out to verify the magnetic sensor performance. 
Cable specimens with the diameter of 76 mm and length of 2 m had nineteen 7-wire strands 
contained in a PVC pipe (see Figure 3-22). 
  
(a) Test setup 
(b) Specimen cross-
section 
Figure 3-22. Laboratory tests of the magnetic sensor performance. 
Five damage cases were tested by cutting strands at different locations to simulate LF. 
Figure 3-23 shows magnetic flux signals measured using seven Hall-effect sensors. The test result 
shows that the sensor magnitude is proportional to the proximity to damage location. Once the raw 
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data were collected using the MFL sensors, the data were processed in the following procedures: 
i) Low pass filtering was applied to remove high frequency contents; ii) A threshold was 
determined for the signal magnitude of Hall-effect sensors through calibration using a laboratory 
mock-up test setup; iii) LF locations were identified through visualization of contour mapping of 
the processed MFL data with respect to the threshold on the cable cross-section (see Figure 3-24). 
Once the laboratory tests were conducted, the MFL sensor currently applied to field tests on the 
Sehae Grand Bridge in Korea.  
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(a) Magnetic flux signals with external 
damages 
(b) Magnetic flux signals with internal 
damages 
Figure 3-23. Test results of magnetic flux signals collected with the Hall-effect sensors. 
 
Figure 3-24.  Visualized cross sections with threshold level (Park et al. 2013).c 
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3.4.3  Image processing-based sensing module of NDT subsystem 
The image processing-based sensing module consists of three ruggedized cameras 
around a cable to collect digital images on cable surface (see Figure 3-25). The module collects 
raw cable surface images as the climbing robot moves on a bridge cable. The module has a 
high-speed wireless modem to transmit collected digital images to the server computer with 
the control and analysis subsystem. 
 
 
(a) Three cameras in the image 
processing-based sensing module 
(b) Image processing-based sensing 
unit mounted to the climbing robot 
Figure 3-25. Image processing-based sensing module. 
A morphological technique-based image-processing algorithm was developed to detect 
crack-like defects on cable surface. The algorithm has three steps, including i) morphological 
operation, ii) image binarization, iii) image segmentation, and iv) noise filtering. The 
procedures of the image-processing algorithm are shown in Figure 3-26. 
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Figure 3-26. Morphological technique-based crack detection algorithm on cable surface. 
To detect crack-like cable surface defects, the morphological operation developed by 
Jahanshahi et al. was employed (Jahanshahi et al. 2011a): 
 𝑇 = 𝑚𝑎𝑥 [(𝐼 ∘ 𝑆{0°,45°,90°,135°}) • 𝑆{0°,45°,90°,135°}, 𝐼] − 𝐼 (3.3) 
where 𝐼 is the original grayscale image of the cable surface; 𝑆 is the structuring element that 
defines which neighboring pixels to be included in each morphological operation; ∘ is the 
morphological opening; • is the morphological closing; 𝑇 is the gray-scale processed image. 
To detect linear defects (i.e., cracks), a line pixel element was chosen as the structural element 
(Jahanshahi et al. 2011a). Since cracks on cable surface can have any orientation, the line-
shape structuring element with four angles of 0°, 45°, 90° and 135° was used during the 
morphological operation. 
After the morphological operation, the output grayscale image was processed to 
binarize into black (i.e., cracks) and white (i.e. background). The Otsu threshold method was 
Noise filtering
Image segmentation
Image binarization
Morphological operation
Raw cable surface image
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applied in the binarization process based on pixel interclass variance maximal (Otsu 1975). 
After the binarization, the cable image is separated in to crack pixels and background 
pixels. In this binarization image, however, no topological connectivity is established among 
the pixels. Thus, segmentation was conducted based on the connectivity of eight neighboring 
pixels of a crack pixel to determine which crack pixels belong to which cracks.  
After the segmentation, noisy cracks were filtered out based on the three geometrical 
properties of segmented cracks, including crack area, maximum crack length, and crack 
eccentricity. Here, the crack eccentricity is 0 for a circle, and 1 for a straight line. 
A series of laboratory tests were conducted using three types of bridge cables to 
evaluate applicability of the image-processing algorithm for various cable inspection 
conditions: regular cable (type I), cable wound with a spiral wire (type II), and dimpled cable 
(type III) (see Figure 3-27). Lines were marked with a black pen at various orientations to 
simulate crack-like defects on a mock-up test cable. 
 
Figure 3-27. Three types of cables for lab tests: regular cable (type I), cable wound with a spiral 
wire (type II), and dimpled cable (type III). 
The image-processing algorithm was applied to the test images. Crack-like marks on 
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different cable types were accurately identified, and sample test results are shown in Figure 
3-28. The detected defects are shown in red pixels in green boxes. The parameters used in the 
image processing-based crack detection algorithm are summarized in Table 3.3. 
     
(a) Type I test results 
     
(b) Type II test results 
     
(c) Type III test results 
Figure 3-28. Image-processing test results to detect crack-like defects on different cable types. 
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Table 3.3. Parameters used in the image-processing tests. 
Parameters Type I Type II Type III 
Structuring element shape Line Line Line 
Structuring element size 5 (pixels) 10 (pixels) 5 (pixels) 
Structuring element orientation 
[0° 45° 90° 
135°] 
[0° 45° 90° 
135°] 
[0° 45° 90° 
135°] 
Binary threshold - - Otsu’s filter 
Crack connection (pixel) 20 20 20 
Length threshold before connection 
(pixel) 
40 70 - 
Length threshold after connection  
(pixel) 
60 70 - 
Area threshold before connection  
(pixel) 
30 100 10 
Area threshold after connection  (pixel) 40 100 - 
Eccentricity threshold (pixel) - - 0.958 
3.5 Conclusions 
This paper presented an overview on current bridge cable inspection practices and the cable 
inspection robot developed in Korea. Two types of robot systems have been developed for inclined 
cables in cable-stayed bridges and vertical hanger ropes in suspension bridges. The hardware of 
the cable inspection robots has the following unique features:  
 The maximum cable diameters are 90 mm and 300 mm, and the maximum payloads are 
25 kg and 45 kg for hanger ropes and stay cables, respectively.  
 The robot is controlled with and transmit sensor data to the control and system subsystem 
through wireless communication.  
 Self-locking system is designed to prevent reverse force on the motor and dissipate 
freefalling force for unpredicted power outage. 
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The cable inspection robot system was tested in laboratory and field experiments to detect 
inner wire defects using a magnetic sensor and surface cable defects of bridge cables using an 
image processing-based sensing. The following results were observed from NDT tests: 
 The magnetic sensors can be used to detect inner wire breakage by measuring magnetic 
flux change using the combination of two sensors, including 14-channel Hall-effect 
sensors and two-channel coil sensors. 
 The magnetic sensor module was packaged in an ruggedized aluminum case of W 195 
mm × H 195 mm × L 320 mm. The total weight of the magnetic sensor was less than 20 
kg. 
 The image processing-based sensors can be used to detect crack-like surface defects with 
various orientations on cable surface. The crack detection algorithm was experimentally 
validated using three cable types, including regular cables, cables wound with spiral 
wires, and cable with dimples. 
The robotic system is currently evaluated in realistic field conditions for robot mobility, 
defect detectability, and field applicability. Mobility is an important design concern for fast cable 
inspection with irregular surface conditions with obstacles on bridge cables. Detectability of 
various types of inner and outer defects on bridge cables should be validated under realistic field 
conditions. The bridge inspection robot should be applicable to various field conditions.  
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CHAPTER 4: AUTOMATED CRACK RECOGNITION AND WIDTH 
ESTIMATION FOR BRIDGES 
4.1 Introduction 
In concrete structures’ maintenance, excessive crack width is not allowed in order to avoid 
material and structural problems since it can cause corrosion by permitting the penetration of 
water, oxygen and chloride ion into the concrete to reach the reinforce steel, degradation of 
structural performance by reducing stiffness, damping and ductility, and deterioration of a 
structure’s aesthetic appearance. As the reinforcement corrodes, cracks may further reduce the 
resistance of the concrete (NCHRP Report 333).  
Some building codes define the allowable maximum crack widths in concrete structures 
under different conditions which are summarized in Table 4.1. For example, the ACI 224 Report 
on control of cracking in concrete structures by American Concrete Institute (ACI) provides 
tolerable crack widths in reinforced concrete structures for different exposure conditions (ACI 
224R-01 2001). It requires that the crack width should be smaller than 0.41 mm if the exposure 
environment is dry air or protective membrane. If the environment is humidity air or soil, the 
allowable maximum crack width is 0.3 mm. A comprehensive literature survey on tolerable crack 
widths in concrete structures can be found in the NCHRP Report 654. The NCHRP Report 654 
requires that the acceptable crack width should be smaller than 0.2 mm. For nuclear power plant, 
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the crack wider than 0.25 mm has to be sealed. Because it may permit air and water into the 
underlying layer and result in possible structural deficiencies (Jahanshahi and Masri 2013). 
Colorado Department of Transportation requires any concrete cracks ticker than 0.9 mm to be 
maintained (Xi et al. 2003). However, many studies show that cracks smaller than 0.3 mm have a 
litter effect on the corrosion of the reinforcing steels (Houston et al. 1972; NCHRP Report 333 
2004; Ryell and Richardson 1972). Generally, different concrete structure systems and maintain 
agencies may have different requirements depending on different conditions.  
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Table 4.1. Tolerable crack widths in concrete structures. 
ACI 224R-01 ACI 318-94 PCI Eurocode2 
 Dry air or 
protective 
membrane: 0.016 
in (0.41 mm) 
 Humidity, moist 
air, soil: 0.012 in 
(0.30 mm) 
 Deicing chemicals: 
0.007 in (0.18 mm) 
 Seawater and 
seawater spray: 
0.006 in (0.15 mm) 
 Water-retaining 
structures: 0.004 in 
(0.10 mm) 
 Before 1995: 0.013 
in (mm) for interior 
exposure and 0.016 
in (mm) for 
exterior exposure 
 After 1995: 
indirectly 
controlled by 
limiting maximum 
reinforcement 
spacing. 
 Exposure to 
humidity: 0.012 in 
(0.03 mm) 
 Exposure to 
deicing chemicals: 
0.007 (0.18 mm) 
 Exposure to 
seawater, seawater 
spray, wetting and 
drying cycles: 
0.006 in (0.15 mm) 
 
 Reinforced and 
prestressed 
members with 
unbound tendons 
and quasi-
permanent load 
combination (Case 
1): 0.3 ~ 0.4 mm 
 Prestressed 
members with 
bonded tendons and 
frequent load 
combination (Case 
2): 0.2 mm or 
decompression 
 
Currently, the most common method for concrete structure crack width estimation is 
human visual evaluation using a crack comparator card. The best matched line on the comparator 
card represents the crack width (FHWA, 2006). Its limitations were identified by several previous 
researches as time-consuming, laborious and erroneous judgments due to the subjective inspection 
(Adhikari et al. 2014; Kamat and El-Tawil 2007; Zhu et al. 2011). Considering these disadvantages 
and the importance of crack width, accurate, consistent and automatic crack quantification 
approaches are needed. The averaged crack width estimation method proposed in chapter 2 is 
applied to measure crack widths in this chapter. The accuracy of this crack width estimation 
method has also been discussed. 
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4.2 Relative Work 
 Dare, Hanley, Fraser, Riedel, & Niemeier (2002) proposed the route-finder and the fly-
fisher algorithms for the crack detection. Crack width is measured by pixel intensity profile along 
the perpendicular direction of crack progress direction. Those pixels along profile with intensity 
difference smaller than a threshold compared with the central pixel of the profile is defined as 
crack pixels. The threshold in paper is set as half of the difference between the highest intensity 
and lowest intensity along the profile. A bi-linear interpolation is used to obtain sub-pixel 
resolution. The accuracy of the result largely depends on the selection of the threshold. Besides 
that, in order to determine the crack progress direction, the beginning point and the end point of 
measurement should be manually determined by this method.  There are some studies which apply 
similar methods, but with some improvements. Chen, Shao, Jan, Huang, & Tien (2006)  used 
quadratic curve-fitting to achieve sub-pixel accuracy. In Lee, Shin, Seo, Jung, & Lee (2011), crack 
measurement points are the darkest pixels normal to crack progress direction. The B-spline 
interpolation was used for sub-pixel accuracy. In Oh et al. (2009), it is assumed that the pixels 
along the central line of the crack have the minimum intensity. Sub-pixel accuracy is obtained by 
linear interpolation based on the intensity gradient between crack pixel and background pixels. 
The crack width measurement locations are determined automatically with certain distance 
between each other in all these studies. 
In Christen, Bergamini, & Motavalli (2009), each point in the crack edge will find nearest 
neighbor point in another crack edge. The average distance of all the nearest neighbor point pairs 
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is defined as the crack width. The computation is huge considering each point along the crack edge 
need to be calculated the distance. In B. Y. Lee, Kim, Yi, & Kim (2013) crack thickness is the 
summation of the minimum distances from the central pixel to two crack boundaries. It may 
overestimate crack width since the orientations from central pixel to two crack boundaries may 
not the same.  Both these two methods assumed that the crack edges are well detected. The 
accuracy of width estimation largely depends on the accuracy of the crack edge detection.  
In Yamaguchi & Hashimoto (2009), a fit line was built between intensity summation and 
crack width. If known the intensity summation, from this fit line, the crack width can be estimated. 
However, this method needs to know the reference crack width first in order to build this fit line. 
And this fit line may not be suitable for other images with different light souse or image 
background. Here the estimated crack width is a representative crack width for the whole crack 
not for individual points along the crack.  
 Jahanshahi, Masri, Padgett, & Sukhatme (2011) proposed to define crack progress 
orientation as the orientation with maximum correlation value between orientation kernels and 
crack image. Crack width orientation is the perpendicular orientation to progress orientation. Then 
the thickness in pixel is calculated through the triangular relationship between horizontal and 
vertical pixels aligned with crack width orientation. In Jahanshahi & Masri (2013), thickness 
orientation is defined by the minimum correlation value of extracted binary crack images with 
different orientation strip kernels. Thickness in pixels can be calculated from its orientation and 
correlation value. The crack width measurement location eight need to be select manually or be 
operated to all the points along the central line of the crack.  
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3D images are also used in some studies for crack width estimation. In Torok, Golparvar-
fard, & Kochersberger (2013), it was assumed that crack surface will not be perpendicular to the 
structure axial direction on its image based 3D reconstruction. Therefore, if the orientation of the 
crack surface relative to the axial direction is larger than a threshold, it will be defined as crack. 
According its 3D information, crack width can be obtained. One obvious problem is that those 
crack perpendicular to structure axial direction cannot be detected. 
From above, most of the methods need human input during the process. It may not 
necessary to measure all crack widths at the points along the crack path, which is very time and 
computation consuming. In this study, the average crack width calculation method from crack 
detection algorithm introduced in chapter 2 is proposed to measure the representative crack width, 
which is a very fast and convenient method. Indoor and field validation is performed to evaluate 
and analysis its accuracy.   
4.3 Difference between Bridge Inspection and Pavement Inspection 
The inspection requirements, field environments and surface images for bridge inspection 
and pavement inspection are quite different.  
First of all, the images are collected from different inspection systems at different depth 
conditions. For example, FDOT conducts annual Pavement Condition Surveys (PCS) as part of 
the Pavement Management System (Florida Department of Transportation 2013). In 2006, FDOT 
acquired a Multi-Purpose Survey Vehicle (MPSV) consisting of a self-contained van equipped 
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with an Inertial Profiler System, an Inertial Navigation System, a Laser Rut Measurement System 
(LRMS) and a Laser Road Imaging System (LRIS) to capture pavement images at highway speed.  
The LRIS is composed of two high-resolution linescan cameras and laser illuminators that are 
configured to image up to 4-m transverse road section with about 1-mm resolution at speeds of 60 
miles per hour. The camera is mounted above 1,960 mm from the road surface, which has a 20-
mm focal length. The image-sensor pixel size is 0.01 mm. Thus, the image resolution of the LRIS 
is 0.98 mm per pixel. The FDOT’s surveying vehicle equipped with LRIS is shown in Figure 4.1a. 
Large pavement images are collected and cover most areas of the pavement at a very short time. 
Those images usually do not have the shadow influence since they are taken at night time and most 
of the lighting source is laser illuminators. The distance between the camera and the pavement 
surface (i.e., depth) is almost constant for each image (i.e., 1,960 mm). Bridges usually have more 
complex environment which prohibits bridge surface images being collected as efficiently as 
pavement. In this study, bridge surface images are collected one by one by field engineers using a 
high-magnification telescopic lens, i.e., EF telephoto lens and normal digital cameras. Images are 
collected at different bridges and locations using different cameras, focal lens and depths. The 
main lighting source is sun, which may influence the images’ quality.  
112 
 
 
 
 
  
(a) Pavement image collection using 
Laster Road Imaging System (LRIS) 
(b) Bridge image collection using a EF 
telephoto lens and cameras 
Figure 4-1. Different image collection systems for pavement and bridge inspection. 
 Second, cracks are much easier to be recognized and measured from bridge images than 
from pavement images. Cracks usually are low-intensity pixels compared to neighboring pixels. 
This property is usually used in computer vision to identify cracks from the background. Cracks 
are much easier to be recognized even using naked eye from the concrete structure surfaces than 
from the pavement surfaces resulting from the brighter and cleaner texture of the concrete material 
compared to asphalt aggregate material. Figure 4.2 shows examples of concrete cracks and 
pavement cracks. Besides that, the high intensity variation of the aggregate makes it very hard to 
separate cracks from the background and to define accurate crack boundary.  
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(a) Crack on the concrete bridge surface (b) Crack on the asphalt pavement surface 
Figure 4-2. Concrete bridge image and pavement image with cracks. 
Last, the cracks extracted from bridge images usually have less disjoins which are easier 
to be differentiated from non-crack components comparing to cracks on pavement images. 
Examples of extracted components of a bridge image and a pavement image are shown in Figure 
4.3. In the pavement image, cracks are fragmented into several short components which are very 
similar to non-crack components in length, area or other features. As discussed in Chapter 2, a 
neural network classifier (ANN) was employed to detect cracks by classifying the extracted 
components into cracks and non-cracks using 6 crack features: length, area, texture, intensity, 
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wheel-path location and orientation. Crack components in bridge images are much longer in length 
and larger in area comparing with non-crack components. Therefore, in this study, the area 
property is used as pre-denoising and the length property is used to further separate extracted 
components into cracks and non-cracks.  
  
(a) Concrete bridge image (b) Asphalt pavement image 
Figure 4-3. Extracted crack and non-crack components in a bridge image and a pavement image. 
4.4 Crack Detection and Width Estimation 
Cracks are detected by morphological image processing based crack detection algorithm 
previously developed by author (L. Wu et al. 2014). The averaged crack width proposed in chapter 
2 is used to measure the crack width. The procedures of the proposed crack detection and width 
estimation algorithms are shown in Figure 4.4. The procedures include crack extraction using 
bottom-hat transform, crack detection using the MorphLink-C grouping method and length 
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filtering, crack width measurement using average crack width and unit conversation using the pixel 
resolution.  
 
Figure 4-4. The overview of the proposed methods to detect cracks and measure crack widths. 
4.4.1 Brief overview of morphological techniques 
The morphological image processing techniques use mathematical morphology as a tool 
for extracting image components that are useful in the representation and description of various 
region shapes, such as boundaries, skeletons, and convex hulls (Gonzalez et al. 2009). The 
mathematical foundation of the morphological technique is based on the theory of set algebra by 
Minkowski (1903) and on theory of topology by Matheron (1975) (Jahanshahi et al. 2009; Pratt 
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2001). A general description about the morphological image-processing technique can be found at 
Dougherty & Lotufo (2003).  
Let {p} be the set of pixels in a two-dimensional digital image. Thus, {p} partitions the 
XY-plane into a grid, with the coordinates of the center of each grid being a pair of elements (x, y) 
from the Cartesian coordinate. A function f (x, y) is said to be a digital image if (x, y) are integers 
from {p} and f is mapping that assigns an intensity value to each distinct pair of (x, y). The 
morphological technique applies a shape of binary image referred as a structuring element on an 
input image. The structuring element is a binary image component whose shape can be designed 
for different purposes of image manipulation. The center of the structuring element is called the 
pixel of interest (POI). The pixels within the structuring element boundary have one, and the rests 
have zero. Figure 4.5 illustrates an example of diamond-shaped structuring element.  
 
Figure 4-5. Diamond-shaped structuring element with size 7 × 7 pixels. 
In a morphological operation, the structuring element moves on the original image from 
the left-top corner to the right-bottom corner to create an output image of the same size. The pixel 
intensity of the output image is determined by the comparison of the input image and the 
neighboring pixels to the POI, whose boundary is determined by the structuring element shape. 
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The comparison rule is defined by different operators of image-manipulation function f (x, y). For 
example, the dilation and erosion transforms are two basic morphological operators. In the dilation 
transform, the output POI value is determined to be the maximum intensity value of all neighboring 
pixels. The maximum value in binary image is 1. Thus, the output image “grows” or “thickens” 
after dilation, if any neighboring pixel has 1. In contrast, the output POI value of the erosion 
transform is determined to be the minimum value of all neighboring pixels. Thus, the output image 
“shrinks” or “thins” after erosion if any neighboring pixel has 0. Figure 4.6 illustrates the erosion 
transform of a grayscale image with the diamond-shaped structuring element. In the illustration, 
the minimum value of the POI neighborhoods is 5. Therefore, the POI in the output image is 5.  
  
(a) Input image and structuring element (b) Output image 
Figure 4-6. Morphological erosion transform of a grayscale image. 
An advantage of the morphological method is that multiple basic operators can form 
another operation for more sophisticated image processing. For example, although the erosion 
transform is effective to eliminate small objects of undesirable foreground pixels, “salt noise” that 
are random in their sizes and positions, it has a disadvantage that all regions of the foreground 
pixels will be affected indiscriminately. In this case, the opening transform can be used. In contrast, 
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the dilation transform is used to remove random “pepper noise”. It is a common convention in 
image processing that the dilation and erosion of the input image (𝐈) with the structuring element 
(𝐒) are expressed as 𝐈 ⊕ 𝐒 and 𝐈 ⊖ 𝐒, respectively. Using the basic operations of the dilation and 
erosion transforms, the opening transform and closing transform can be defined as I ∘ S = (I ⊖
S) ⊕ S and I • S = (I ⊕ S) ⊖ S, respectively. 
4.4.2 Removal of random backgrounds using the Bottom-Hat transform 
The morphological method has been used in many crack-extraction applications, and some 
of literatures are introduced in this section. In Yan, Bo, Xu, & He (2007), the morphological 
operation was applied to obtain crack edges through the dilation transform subtracted with the 
erosion transform. Then the closing transform was used to fill the gaps of cracks. Sun, Salari, & 
Chou (2009) filtered out image noise by a mean intensity and variance based nonlinear filter and 
a threshold. The dilation and erosion transforms were operated to fill gaps between cracks. Then 
two cracks were connected together if their endpoints were in the same neighbor area (i.e. 4 rows 
and 20 columns for horizontal crack). Jing & Aiqin (2010) also converted lower intensity pixels 
into potential crack pixels by threshold method. Pixels surrounded by seven or eight potential crack 
pixels were selected as crack pixels. Then morphological opening operation was operated to 
remove isolated noise. Mancini, Frontoni, & Zingaretti (2013) removed the noise of pavement 
image by morphological top-hat algorithm first. After enhancing the contrast, median filter and 
Wiener filter were applied for further removal of image noise. Otsu threshold filter was used to 
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convert the image into binary image. Then a Snake-GVF algorithm is developed to find the final 
crack boundary. 
Salembier (1990) and Jahanshahi et al. (2009) proposed the modified bottom-hat and top-
hat transforms to detect black and white cracks as presented in Equations 4.1 and 4.2, respectively. 
 𝐋 = max [(𝐈 ∘ 𝐒{0°,45°,90°,135°}) • 𝐒{0°,45°,90°,135°}, 𝐈] − 𝐈 (4.1) 
 𝐋 = 𝐈 − min [(𝐈 • 𝐒{0°,45°,90°,135°}) ∘ 𝐒{0°,45°,90°,135°}, 𝐈] (4.2) 
where 𝐋 is a gray-scale image as the output of the morphological transforms after the bottom-hat 
or top-hat transforms; 𝐈 is the input gray-scale image; 𝐒{0°,45°,90°,135°} is the line-shape structuring 
element rotating 0°, 45°, 90° and 135°; ∘ is the opening transform; and • is the closing transform. 
The morphological technique using the bottom-hat transform has several advantages over 
the other crack-extraction algorithms. First, it is advantageous to extract low-intensity pixels of 
arbitrary cracks from random backgrounds with a small number of user-defined parameters. The 
bottom-hat transform is also advantageous to recognize dark cracks from the random pavement 
background. Random background is usually due to intensity variations. Wu, Mokhtari, Nazef, 
Nam, & Yun (2014) showed that the bottom-hat transform could effectively remove various 
random background noises in both pixel level (e.g., surface roughness due to granular aggregates 
and bitumen binder) and regional level (e.g., partial wetness due to oil or water spills). In the 
bottom-hat transform, one has to specify only the length of structuring element, which requires a 
very small number of user-defined parameters. 
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4.4.3 Crack grouping and detection using MorphLink-C 
Fragmented crack pixels extracted using an arbitrary crack-extraction algorithm—the 
bottom-hat transform was used in this study—have a great variety in their sizes, shapes, 
orientations and spacing. Once crack fragments are extracted, the goal of the proposed MorphLink-
C is two-folded: i) to group fragmented crack pixels by self-adaptively determining their 
connectivity to neighboring ones, and ii) to connect fragmented crack pixels of the same group as 
a continuous line with one-pixel crack width. The procedures of the proposed MorphLink-C 
algorithm to connect fragmented crack pixels are shown as follows: 
1. Extract crack pixels by removing random backgrounds using a crack-pixel extraction 
method. The binary image after crack pixel extraction is 𝐋. 
2. Apply the morphological dilation to 𝐋 as 
 𝐃 = 𝐋 ⊕ 𝐒𝐃 (4.3) 
where 𝐒𝐃 is the structuring element of the dilation transform;  is the morphological 
dilation operator; and 𝐃 is the resulting binary image after the dilation transform. The 
dilation is an image operation that “grows” or “thickens” image components, 
fragmented crack pixels in this case. 𝐒𝐃 is selected to be a square structuring element. 
3. Apply the morphological thinning transform to D to connect the fragmented crack 
pixels as a continuous crack line within a dilation boundary as  
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 𝐓 = 𝐃 − hit-and-miss (𝐃, 𝐒𝐓) (4.4) 
where ‘hit-and-miss’ is the morphological hit-and-miss operator; 𝐒𝐓 is the structuring 
element for skeletonization; and 𝐓 is the resulting binary image after the thinning 
transform. 
4. Label the fragmented crack pixels and connected crack line within the same dilation 
boundary with the crack-network identification number of 𝑘. 
4.4.4 Average crack width estimation 
Since crack width varies along the crack-line path, one needs to develop a way to measure 
representative crack width. The averaged crack width of the 𝑘 -th dilation boundary can be 
determined as 
 
(Averaged crack width)𝑘 =
∑ (Area of fragmented crack pixels)𝑘𝑖
∑ (Length of the connected crack line)𝑘𝑖
 (4.5) 
where ‘Σi(Area of fragmented crack pixels)k’ is the summation of the total areas of the fragmented 
crack pixels within the 𝑘-th dilation boundary; 𝑖  is the index of the fragmented objects in the 𝑘-th 
dilation boundary; and ‘Σi(Length of the connected crack line)k’ is the summation of the total 
lengths of connected crack line within the 𝑘-th dilation boundary. 
The above procedures applied to different crack types in Figure 4.7 for illustration purpose. 
For Step 1, the binary image (Figure 4.7b) converted from the original image (Figure 4.7a), which 
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is disjointed along the crack paths. The width of the fragment is 6 pixels, and the gaps between the 
disjoints are 16 pixels. The orientations of the fragmented pixels are depending on crack types. 
For Step 2, the dilation transform is used for fragment grouping by determining the connectivity 
between crack fragments based on their relative proximity.  The proximity limit can be determined 
only by the size of 𝐒𝐃 for arbitrary crack shapes and orientations. Since the disjoint gap is 16 pixels 
in this example, the size of 𝐒𝐃 should be set to be greater than the gap size of the fragments to be 
grouped into the same crack network. In this example, the size of 𝐒𝐃 is set to be 19 × 19 pixels. 
The resulting crack-grouping boundary after the dilation transform is shown in Figure 4.7c. The 
crack boundary includes all the crack fragments in this case since the 𝐒𝐃 size is greater than the 
(largest) gap size. For Step 3, the thinning transform is applied to connect the crack fragments 
within the same crack boundary (Figure 4.7d). The crack fragments within the dilation boundary 
are now connected with a continuous line with one-pixel crack width. It should be noted that the 
proposed algorithm does not computationally intensive computation for linking and pruning that 
is required in other methods, such as seed-growing algorithms. Instead, it is self-adaptive to 
connect fragments simply by skeletonizing the dilated region for arbitrary crack shapes (Figure 
4.7e). For Step 4, once the fragment grouping is conducted, the crack fragments within the same 
boundary are labeled with a same crack-network identification number (Figure 4.7f). The averaged 
crack width can be calculated using Equation 4.5 for the grouped crack fragments as summarized 
in Table 4.2: 5.59 pixels for the single crack, 5.36 pixels for the branched crack, 5.89 pixels for 
the block crack, and 5.64 pixels for the alligator crack. The estimated crack widths are smaller than 
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the initial crack width of 6 pixels since it takes the average of crack fragments (i.e., 6 pixels) and 
disjoints (i.e., 0 pixels) along their crack paths. 
      
      
      
      
(a) Original 
image (O) 
(b) Crack 
extraction (B) 
(c) Fragment 
grouping (D) 
(d) Fragment 
connection 
(T) 
(e) 
Continuous 
crack line 
(f) Crack 
labeling 
Figure 4-7. The procedures of the proposed MorphLink-C algorithm for different crack types.  
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Table 4.2. Averaged crack width estimated with Equation 4.5. 
Crack type Single Branched Block Alligator 
Area 1366 2548 4177 5871 
Length 244 475 709 1040 
Avg. width 5.59 5.36 5.89 5.64 
 
4.4.5 Crack feature unite conversion using pixel resolution 
From simple pinhole camera model, each pixel in the image plane can be converted to true 
world length through the triangular relationship shown as 4.8. Knowing the depth, one can 
calculate the pixel resolution (PR) as 
PR =  
𝑆𝑆 ×  𝑍
𝑓
 (4.6) 
 where PR is the pixel resolution in millimeter per pixel; 𝑆𝑆 is the camera sensor size in millimeter 
per pixel; 𝑍 is the depth (or distance) between the camera lens and the object in millimeter; and 𝑓 
is the camera-lens focal length in millimeter. Different camera model may have different camera 
sensor sizes which can be found from camera manual handbooks. Depth can be measured by tape 
or laser meter. The camera-lens focal can be extracted from the image properties details table. 
Different distance, each pixel will represent different millimeter in the world length. Using PR, 
the crack width measured in pixels can be converted to millimeter in the world length. 
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Figure 4-8. Geometry of camera projection of 2D image 
4.5 Experimental Study: Laboratory Crack Targets 
4.5.1 Data preparation 
There are total 19 simulated cracks with different thickness are drawn on three transparent 
papers. These three papers are attached to the concrete wall. Figure 4.9 shows these three targets 
and Table 4.3 shows the crack thickness on each target paper. Images of each target are taken at 
12 different distances. The camera used in this study is Canon EOS-1Ds Mark III. The sensor size 
is 0.0064 mm per pixel and the focal length is 600 mm. The pixel resolution will increase with 
depth according to equation 4.7. The pixel resolutions of 5 m to 60 m are shown in Figure 4.10. 
At 5 m depth, each pixel length in the image will represent 0.05 mm in the real structure surface. 
However, at 60 m depth, each pixel in the image will represent 0.65 mm in the real structure 
surface.  
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(a) Target one (b) Target two (c) Target three 
Figure 4-9. Simulated cracks on three targets. 
 
Figure 4-10. Different pixel resolution of 5 m to 60 m distances. 
Table 4.3. Crack thickness for cracks on each target paper (mm). 
 Target one Target two Target three 
1st crack 0.1 0.1 1 
2nd crack 0.2 0.5 2 
3rd crack 0.3 1 3 
4th crack 0.4 1.5 4 
5th crack 0.5 2 5 
6th crack  2.5  
7th crack  3  
8th crack  3.5  
9th crack  4  
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4.5.2 Crack detection and width measurement results 
In this study, the structure element sizes for Bottom-hat transform and MorphLink-C 
grouping method are designed as 5.33 mm and 0.6 mm. Otsu’s thresholding method is used to 
determine the threshold of binary image. The thresholds for pre-denoising area filter and the length 
filter are 4 mm2 and 20 mm. Those parameters should be adjusted according to different 
applications. Figure 4.11 to Figure 4.12 show results of crack extraction, crack detection and width 
measurement of the targets at 15 m depth. Cracks are extracted from the concrete backgrounds, as 
well as those notations under cracks (Figure4.11b, Figure 4.12b and Figure 4.13b). After the length 
filtering, the notations are successfully filtered out as non-crack components. The averaged crack 
widths for grouped cracks are shown as red numbers in the images (mm). One crack may have 
several crack groups. For example, in Figure 4.11d, the first crack has three crack groups.  
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(a) Original image (b) Crack extraction 
  
(c) Crack detection (d) Crack width measurement 
Figure 4-11. Crack detection and with measurement results for target one at 15 m depth. The red 
number in (d) are measured crack width in mm. 
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(a) Original image (b) Crack extraction 
  
(e) Crack detection (f) Crack width measurement 
Figure 4-12. Crack detection and with measurement results for target two at 15 m depth. The red 
number in (d) are measured crack width in m 
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(a) Original image (b) Crack extraction 
  
(c) Crack detection (d) Crack width measurement 
Figure 4-13.Crack detection and with measurement results for target three at 15 m depth. The red 
number in (d) are measured crack width in mm. 
The averaged crack widths and their errors of total 19 cracks at different depths are shown 
in figure 4.14. Cracks on target one are straight cracks (s in legends) and cracks on target two and 
three are curve cracks (c in legends). The estimated crack widths increase with depth while the 
accuracies decrease. Most of the cracks are overestimated at most depths and the overestimation 
increases with depths. However, the widths are underestimated for 5 mm crack when depths are 
smaller than 30 m and for 4 mm crack when depths are smaller than 20 m. Table 4.4 shows the 
width estimation errors of all the cracks at different distances. 
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(a) Crack widths (b) Crack width errors 
Figure 4-14. Crack width estimation results and errors for all cracks. 
Table 4.4. Width estimation errors at different distances for all cracks. 
Crack 
types 
Crack 
width 
(mm) 
Camera-target distance (m) 
5 10 15 20 25 30 35 40 45 50 55 60 
Straight 
cracks 
0.1 0.47 0.26 0.47 0.62 NA 1.06 1.34 1.42 1.87 1.76 2.10 2.10 
0.5 0.10 0.19 0.38 0.45 1.05 0.87 1.24 1.25 1.81 1.92 2.30 2.47 
1 0.02 0.18 0.31 0.33 0.97 0.63 0.89 0.94 1.58 1.46 1.80 2.00 
1.5 -0.15 0.18 0.29 0.31 0.97 0.56 0.76 0.88 1.39 1.21 1.51 1.67 
2 -0.42 0.17 0.32 0.33 1.00 0.50 0.72 0.80 1.29 1.13 1.40 1.59 
2.5 -0.74 0.18 0.32 0.34 0.98 0.53 0.69 0.72 1.18 1.07 1.20 1.53 
3 -0.77 0.19 0.28 0.35 0.89 0.57 0.66 0.68 1.12 0.91 1.21 1.45 
3.5 -0.72 0.23 0.24 0.33 0.82 0.46 0.59 0.61 0.98 0.99 1.13 1.11 
4 -0.43 0.16 0.28 0.27 0.87 0.48 0.58 0.63 0.74 0.72 0.84 1.10 
Curved 
cracks 
0.1 0.29 0.46 0.61 0.88 1.04 1.34 1.38 1.53 1.91 2.02 3.07 2.23 
0.2 0.39 0.58 0.70 0.97 1.09 1.41 1.89 1.76 2.06 2.44 2.52 3.04 
0.3 0.33 0.60 0.67 0.93 1.07 1.40 1.89 1.88 2.44 2.49 2.76 3.13 
0.4 0.34 0.62 0.69 0.98 1.15 1.51 2.05 1.79 2.44 2.48 2.78 3.08 
0.5 0.25 0.55 0.68 0.88 1.00 1.47 1.93 1.76 2.42 2.41 2.71 3.12 
1 0.11 0.66 1.03 1.22 1.20 1.69 1.65 1.83 2.11 2.68 2.35 2.82 
2 -0.22 0.56 0.83 0.98 1.03 1.21 1.36 1.58 1.58 2.04 1.81 1.92 
3 -0.83 0.56 0.82 1.22 1.30 1.44 1.50 1.63 1.64 1.94 1.87 1.96 
4 -1.99 -0.41 0.83 1.09 1.52 1.43 1.62 1.58 1.70 1.70 1.77 1.18 
5 -2.34 -2.28 -1.50 -0.61 -0.49 0.49 0.95 0.62 1.12 0.83 0.82 0.16 
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4.5.3 Findings and suggestions 
Expected crack width in pixels can be calculated from comparer measured crack width in 
mm using Pixel Resolution (PR). If the crack width estimation using computer vision techniques 
is accurate, the estimated crack width in pixels should equal to the expected crack width in pixels. 
The normalize width error can be expressed as: 
Normalized width error =
Estimated crack pixels− Expected crack pixels
Expected crack pixels
∗ 100%                    (4.7) 
Figure 4.15 shows how the normalized width errors change with crack widths and depths. 
Figure 4.15a shows that the normalized width errors decrease when the crack widths increase. The 
stander deviations also decrease when the crack widths increase. The 0.1 mm thickness crack has 
the largest error and stander deviation. However, from Figure 4.15b, the normalized width error 
increases with depths. That is because expected crack pixels are smaller at a far depth than at a 
close depth. Figure 4.16 shows how the normalized crack width error changes with crack width 
and depth at the same time. The normalized width error is small when the crack width is large and 
the depth is small. When the width is small while the depth is large, the normalized width error is 
large (the orange corner in Figure 4.16). A surface equation was fitted to estimate the normalized 
width error: 
𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑤𝑖𝑑𝑡ℎ 𝑒𝑟𝑟𝑜𝑟 =  −2815 + 2911𝑒0.01𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 − 66.22𝑒0.20𝑐𝑟𝑎𝑐𝑘 𝑤𝑖𝑑𝑡ℎ +
2.76𝑒(0.52𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒−5.22𝑐𝑟𝑎𝑐𝑘 𝑤𝑖𝑑𝑡ℎ)  
(4.8) 
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(a) (b) 
Figure 4-15. Normalized crack width error change with different crack width and depth. 
 
Figure 4-16. Normalized crack width error surface. 
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4.6 Experimental Study: Bridge Cracks 
4.6.1 Data preparation 
Images are collected from three bridges with different depth conditions for 
experimental study. Figure 4.17 shows one sample image of each bridge. There are 9 images 
of the same location of Turtle Bridge at fixed-depth condition (3m) (Figure 4.18). There are 
39 images of Dolsan Bridge at fixed-depth condition (30m) (Figure 4.19). Those images cover 
a cross section of Dolsan Bridge. The sample image for Dolsan Bridge in Figure 4.17c is the 
first layer 5th image in Figure 4.19. Some common areas are shared by neighbor images. There 
are 17 images of a bridge in Indonesia (called Indonesia Bridge as reference) at different 
depths. These images include four different locations of Indonesia Bridge (Figure 4.20). 
Among them, 7 images are for location one at 3.6 m depth (Figure 4.20a). 2 images are for 
location two at 3 m depth (Figure 4.20b). 5 images are for location three at 5 m depth (Figure 
4.20c). The rest 3 images are for location four at 5.2 m depth (Figure 4.20d).  
   
(a) Turtle Bridge (b) Dolsan Bridge (c) Indonesia Bridge 
Figure 4-17. Sample images for three bridges 
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(a) (b) (c) 
   
(d) (e) (f) 
   
(g) (h) (i) 
Figure 4-18. Nine images for Turtle Bridge 
 
Figure 4-19. Total 39 images for the Dolsan Bridge. 
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(a) Location one (3.6 m) (b) Location two (3 m) 
  
(c) Location three (5 m) (d) Location four (5.2 m) 
Figure 4-20. Sample images for four locations at Indonesia Bridge 
The camera used for Turtle Bridge and Dolsan Bridge is Canon EOS-1Ds Mark III. 
The sensor size is 0.0064 mm per pixel. The camera used for Indonesia Bridge is SONY 
A7R. The sensor size is 0.0049 mm per pixel. The camera specifications for these two 
cameras are summarized in Table 4.5. 
Table 4.5. Camera specifications 
Camera maker Cannon Sony 
Camera model Canon EOS-1Ds Mark III SONY A7R 
Sensor size 0.0064 mm/pixel 0.0049 mm/pixel 
Image dimensions 5616 pixel x 3744 pixel 7360 pixel x 4912 pixel 
Image type JPEG JPEG 
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The pixel resolutions will change with distance, focal length, and sensor size. From Turtle 
Bridge, all the images are taken at 3 m depth while all the images for Dolsan Bridge are taken at 
30 m depth. The focal lengths used for Turtle Bridge and Dolsan Bridge both are 600 mm. 
Therefore, according to Equation 4.6, each pixel will represent 0.032 mm length of the real bridge 
surface in Turtle Bridge images while 0.32 mm in Dolsan Bridge images. The focal length, sensor 
size used in Indonesia Bridge images are different from Turtle Bridge images and Dolsan Bridge 
images. Besides that, the depths of 4 locations are also different. The pixel resolution for all images 
are summarized in Table 4.6. 
Table 4.6. Pixel resolution for different image cases 
Image case 
Sensor size 
(mm) 
Focal length 
(mm) 
Distance 
(m) 
Pixel resolution 
(mm/pixel) 
Turtle Bridge 0.0064 600 3 0.03 
Dolsan Bridge 0.0064 600 30 0.32 
Indonesia 
Bridge 
 
location one 0.0049 135 3.6 0.13 
location two 0.0049 135 3 0.11 
location three 0.0049 135 5 0.18 
location four 0.0049 135 5.2 0.19 
4.6.2 Crack detection results 
Other structures of the bridge are removed from the images to focus on crack detection, for 
examples, the cable in Turtle Bridge, the water pipeline in Dolsan Bridge and the wood frames in 
Indonesia images. The structure element sizes for Bottom-hat transform is designed as 50 pixels 
and for MorphLink-C grouping is designed as 9 pixels for all the images. Otsu’s thresholding 
method is used to determine the threshold of binary image. The values of pre-denoising area filter 
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and the length filter are different for each bridge considering their different environmental 
conditions. Turtle Bridge images have only one single crack, while Dolsan bridge images contain 
large areas of cracks and crack networks. Besides that, there are also large areas of shadow in some 
Dolsan Bridge images. Cracks in Indonesia Bridge images are deep and short. The designed 
parameters for each bridge are summarized in Table 4.7.  
Table 4.7. The parameters used for crack detection and width estimation 
Parameter 
Turtle Bridge 
(pixels) 
Dolsan Bridge 
(pixels) 
Indonesia Bridge 
(pixels) 
Bottom-hat  
structuring element 
50 50 50 
Binary threshold Otsu’s method Otsu’s method Otsu’s method 
Area filtering 100 30 300 
MorphLink-C  
structuring element 
9 9 9 
Length filtering 100 100 150 
 
Figure 4.21 to Figure 4.23 show the crack detection results of Turtle Bridge, Dolson Bridge 
and Indonesia images. Most of the cracks can be successfully detected. And the background noise 
can also be filtered out. However, some part of the peel off edges was also detected as cracks. 
Some stains were also detected as cracks in Indonesia Bridge.  
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(a) Original images (b) Detected crack images 
Figure 4-21. Crack detection results for Turtle Bridge 
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(a) Original images (b) Detected crack images 
Figure 4-22. Crack detection results for Dolsan Bridge 
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(a) Original images (b) Detected crack images 
Figure 4-23. Crack detection results for Indonesia Bridge 
4.6.3 Crack width estimation results 
After the cracks are detected, crack widths can be calculated. First, crack area of each group 
can be counted as the sum pixel number of each group. Then crack length of each group is 
measured by counting the pixel number of the central thin line. Also, crack width of each group 
can be estimated using Equation 4.5. Last, crack width is converted to mm using equation 4.6 and 
Table 4.6. Figure 4.24 shows the results of the measured widths for Turtle Bridge. The average 
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crack width of 9 images is 0.27 mm and the stander deviation is 0.058 mm. The calculated crack 
width for each image is shown in Table 4.8. Crack width estimations for Dolsan Bridge are shown 
in Figure 4.25. The estimated widths are shown in the images as those red numbers. Crack widths 
change along the crack paths. Crack width estimation for Indonesia Bridge is shown in Figure 
4.26. The mean crack width and stander deviation of these four locations are shown in Table 4.9. 
Location one has the thinnest crack among these four locations. The mean crack width for location 
one is 1.10 mm. Location three and four have cracks much thicker than location one and two.  
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(a) Detected cracks (b) Measured crack width (mm) 
Figure 4-24. Crack width measurement results for Turtle Bridge 
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(a) Detected cracks (b) Measured crack width (mm) 
Figure 4-25. Crack width measurement results for Dolsan Bridge 
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(a) Detected cracks (b) Measured crack width (mm) 
Figure 4-26. Crack width measurement results for Indonesia images 
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Table 4.8. Measured crack widths for Turtle Bridge 
Image no. Crack width (mm) 
1 0.23 
2 0.22 
3 0.25 
4 0.31 
5 0.38 
6 0.23 
7 0.28 
8 0.20 
9 0.31 
 
Table 4.9. Mean crack width and stander deviation for four locations in Indonesia Bridge 
Location 
Crack counts Mean crack width 
 (mm) 
Standard deviation  
(mm) 
Location one 21 1.10 0.23 
Location two 94 1.47 0.46 
Location three 46 2.82 0.88 
Location four 39 3.02 0.92 
4.6.4 Findings and suggestions 
 The field bridge images at different conditions are collected and analyzed in this 
experimental study. It shows that the proposed algorithm can successfully detect cracks and 
measure crack widths. The crack distribution and crack severity can be obtained from the result.  
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4.7 Conclusions 
The challenges and problems of crack detection and width measurement for bridges are 
different from for pavement. Therefore the solutions for image collection, distress identification 
and quantification should be adjusted. The laboratory tests and outdoor experimental studies show 
that the proposed algorithms and solutions can successfully detect cracks on different bridge 
surfaces at fixed-depth and various-depth conditions. The accuracy of the crack width estimation 
will change with crack widths and depths. Crack location and width information can be obtained 
from different bridge surface images which can help bridge managers to make long term maintain 
plans. 
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CHAPTER 5: CRACK QUANTIFICATION AND DEPTH ESTIMATION USING 
WEARABLE GLASSES WITH STEREOVISION CAMERAS 
5.1 Introduction 
Cracks are considered as an important defect in concrete structures, which need to be 
identified and inspected periodically. For most concrete structures, visual inspection is still the 
primary inspection method to identify potential presence of cracks. Field inspectors manually 
assess material and structural conditions by following inspection guidelines and manuals. Some 
important inspection manuals for bridge structures are summarized in Table 5.1. Concrete structure 
inspectors should note all visible cracks, recording th;;eir type, width, length, and location (BIRM 
2012). The most commonly used method for record keeping is using pencil and paper.  
It is well established that human visual inspection is often subjective, qualitative and 
sometimes not accurate. To improve current inspection methods for concrete structures, computer 
vision-based techniques have been employed. Cracks are recognized from random background in 
concrete surface digital images based on color intensity, shape, texture and other crack-related 
features. It has been considered as a promising non-contact, non-destructive method not only to 
detect cracks, but also to quantify the crack: crack width, crack length, crack orientation and crack 
classification.  
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Table 5.1. Bridge inspection manuals.(Texas Department of Transportation 2013) 
 AASHTO LRFD Bridge Design 
Specifications, 5th Ed. (2010) 
 AASHTO Manual for Bridge Evaluation, 
Second Ed. (2011) 
 AASHTO Guide Manual for Bridge Element 
Inspection, First Ed. (2011) 
 AASHTO Guide for Commonly Recognized 
Structural Elements (1998) 
 AASHTO Manual for Condition Evaluation 
of Bridges (1994) 
 AASHTO Manual for Maintenance 
Inspection of Bridges (1974, 1978,1983, and 
1993) 
 AASHO Manual for Maintenance Inspection 
of Bridges (1970) 
 FHWA Bridge Inspector’s Reference 
Manual(2002 and 2006) 
 FHWA, Bridge Inspector’s Training Manual 
90, 1991 
 FHWA Hydraulic Engineering Circular 
No.18 (about 1988) 
 FHWA “Scour at Bridges,” a technical 
advisory (1988) 
 FHWA Inspection of Fracture Critical Bridge 
Members (1986) 
 FHWA Bridge Inspector’s Training Manual 
70 (1979) 
 FHWA Culvert Inspection Manual (about 
1979) 
 FHWA The Bridge Inspector’s Manual for 
Movable Bridges (1977) 
 FHWA Recording and Coding Guide for the 
structure Inventory and Appraisal of the 
Nation’s Bridges (1972,1979,1988,1991, and 
1995) 
 FHWA National Bridge Inspection Standards 
(1971,1979, and 1988) 
 Code of Federal Regulations, 23 Highways 
Part 650, Subpart C – National Bridge 
Inspection Standards 
 
In recent years, wearable computing combined with augmented reality technology receives 
growing interest as new human-machine interface (HMI) technology. The concepts and 
technologies of wearable computing and augmented reality have existed more than 30 years, and 
with the advance of powerful mobile computers and accurate inexpensive sensors, these 
technologies are applied in various fields of consumer electronics and military applications, such 
as video games, entertainment, military aircraft, manufacturing as well as architectural and civil 
engineering construction.  
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The objective of this study is to develop a wearable augmented reality smart glasses aided 
crack inspection system for concrete buildings crack quantification and depth estimation using 
stereovision cameras. 
5.2  Literature Review 
5.2.1 Crack inspection for concrete structures 
Cracks could cause change in material and structural properties of concrete structures: 
stiffness, natural frequency, modal damping, mode shape, and electrical resistivity which can be 
used to inspecte crack indirectly. Since cracks will reduce the dynamic stiffness, cracks can be 
obtained directly from stiffness measurement (Maeck et al. 2000). Sinha, Friswell, & Edwards et 
al. (2002) demonstrates natural frequency data alone can be used for simplified crack model (Liang 
et al. 1991). States, Academy, & Road, (1997) applied a modified  Laplacian operator on mode 
shape data (fundamental mode or the next three or four natural frequencies) to identify the location 
of the damage. When the cracks result in small resonant frequencies variation, structural damping 
identification can detect cracks due to it will cause larger changes in damping (Curadelli et al. 
2008). However, this method may particular suitable for lightweight structures and microstructures 
(Kawiecki 2001). Cracks also introduce clear electrical resistivity variations in concrete structures, 
which can be used to detect and locate cracks (Lataste et al. 2003). The advantage of the electrical 
resistivity measurement method is that it has the ability to access cracks depth and opening. 
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Crack may result in sensor properties change, wave energy magnitude reduction, wave 
propagation path and wave reflection change, certain frequency of acoustic signals, 
electromagnetic field interrupt, the different reflection and absorbing of the light source, radio, 
microwave, laser and so on compared with the concrete structure, which can also be used for crack 
identification.  
Fiber optic sensor one of the embedding sensors, which is based on the optical sensor 
bending loss due to the crack  to obtain the crack location and opening (Kuang et al. 2003; Leung 
et al. 1997, 2000; Liu and Yang 1998; Pandey and Yadav 2006; Wan and Leung 2007a; b). Smart 
aggregate is another embedding sensor used with wavelet packet analysis to detect crack (Song et 
al. 2008). Its principal is that crack will decrease the amplitude of the wave and the transmission 
energy as a stress relief in the wave propagation path. Similar to the smart aggregate method, based 
on the decrease in the sensor signal magnitude and signal processing, the piezoelectric materials 
(PZT) are used for large-scale structures crack detection (Park et al. 2003; Song et al. 2005, 2007; 
Wu 2006).Another sensor based method for concrete structures crack detection is electro-
mechanical impedance (EMI) damage detection method(Park et al. 2006; Yang et al. 2008). The 
main idea is the structure mechanical impedance (SMI) will be affected the presence of cracks. 
Compared with PZT, EMI are more suitable for small structure. Crack/Strain sensor is studied in 
Chen (2004) based on the correlation between the reflection waveform and cracks. For sensor 
based methods, the locations of the sensors need to be determined based on the structural analysis 
and around the potential cracks area, which is a shortage. Another shortage is that it can indicate 
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the presence of the crack, but it usually fails to provide crack information, such as location, width, 
length and orientation.  
Acoustic emission (AE) is well known for crack detection, crack growth evaluation, crack 
classification and crack orientation analyze (Gross et al. 1997; Luo et al. 2004; Ohno and Ohtsu 
2010; Ramadan et al. 2008; Shiotani et al. 1999, 2001). It is because when the materials are 
stressed, they will emit ultrasonic acoustic signal, and the frequency of the signal will change with 
the size and type of the damage (Chang and Liu 2003). The advantage of AE is that it not only 
detects the crack but also can evaluate the crack growth as a function of the stress, while the 
disadvantage is that it may contain other components other than damages. Also, under stress, the 
dynamic response of cracked concrete structures is dominated by the stress wave propagation 
which can be used for crack assessment (Shah and Ribakov 2008). Microwaves and ground 
penetrating radar (GPR) can be applied for crack detection is based on inhomogeneity resulted 
wave reflection. In Huston et al. (2000), it shows GPR has the capability to detect concrete cracks 
in deep location.  
Image based automatic crack identification for civil concrete structures has attracted more 
and more attention. The cracks reflect or absorb light differently from the neighboring region 
(Chang et al. 2003). And it will result in low intensity crack pixels and dark crack line shape. 
Therefore by applying intensity thresholding (Ito et al. 2002), subtraction method (Fujita 2006), 
statistic filter method (Sinha and Fieguth 2006), edge-detection techniques (Abdel-qader et al. 
2003; Hutchinson et al. 2006; Yu et al. 2007) percolation-based method  (Yamaguchi and 
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Hashimoto 2010; Yamaguchi et al. 2008; Zhu et al. 2011), can identify the cracks. One advantage 
of image processing is that it can further measure the crack length, crack width and crack 
orientation (Dare et al. 2002). However, since it is a 2D numerical representation of the concrete 
structure surfaces, it may need 3D images to detect the depth of cracks.  
There are some image method using special light or wave source, such as millimeter-wave 
(Oka et al. 2008) image, infrared thermography (McCann and Forde 2001), flash thermography 
(Sham et al. 2008), laser optical feedback imaging (Muzet et al. 2005), ultrasonic image (Chang 
and Wang 1997), Neutro radiography (McCann and Forde 2001) to obtain the concrete structure 
crack information. When there is a crack, the wave or light reflection and absorbing will be 
different due to the inhomogeneity. Some poster processing can be used to auto locate and quantify 
the crack from those images.  
5.2.2 Wearable computing and augmented reality techniques for civil infrastructure 
Wearable computing is used to collect inspection data and run application software to help 
inspectors in the field of civil infrastructure. Carnegie Mellon University invented the term 
“wearable computers” by building VUMan 1 as the first wearable computer in 1991 (Garrett Jr 
and Smailagic 1998). Carnegie Mellon University and MIT developed some commercial available 
wearable computer as well as Xybenaut, Via, Fujitsu and IBM (Sunkpho et al. 2003). The wearable 
computer is a kind of “Hands-free” human-computer interface (HCI) (Burgy and Garrett Jr 2002). 
In the last decade, with the development of smartphone and PAD, their processing ability, 
capability and friendly APP development interface attract large attention to the civil infrastructure 
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application. There are lots of applications (APP) can be downloaded directly online and usually 
their user interface are designed friendly. For example, BIMx is an app developed by ENR Reader  
to present 3D architectural design in a building information modeling environment (“BIMx” 
2014). Using as wearable computing, there are also several software development kits available, 
such as the iPhone SDK for iPhone app development. 
Augmented Reality (AR) is overlay the computer generated visual graphic or data with the 
real world object (Azuma 1997). However, it is not limited to sight; it can also be sound, touch 
feeling or smell. Further, it is not limited to head-mounted display (HMD), those visual graphics, 
data and the real world object can also be perceived by the virtual retinal display, handheld displays 
and projection displays (Azuma et al. 2001). The main challenges and error is accurate 3D spatial 
databases, registration and head tracking (Azuma 1997; Hammad et al. 2005). 
Due to the contribution to the hand free and eye free advantage, wearable computer and 
augmented reality are usually applied for the civil infrastructure design, construction, inspection 
and evaluation. Klinker et al. (2001), Dunston et al. (2002) and Dunston et al. (2005) augmented 
reality from 2D to 3D to help the architectural outdoor designs, construction and maintenance. 
Yabuki et al. (2011) evaluated invisible height for building height regulation by a system with 
head-mounted display (HMD), web camera and laptop PC to augment the 3D model representing 
the invisible height. Dong et al. (2013) introduced a tabletop augmented reality to help the civil 
engineering education classes and practice by visualizing computer-generated models. a 
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monocular vision based augmented reality system is presented in Carozza et al. (2014) to help 
visualize the urban designs directly within the real urban environment. 
Golparvar-fard et al. (2009) developed a system to augment 4D as-planned model over 
time with different color to show the different progress of construction plan (on schedule, behind 
schedule, or ahead of schedule)to facilitate progress monitoring. Behzadan et al. (2008) studied 
location tracking based on GPS and WLAN and deliver relative information to help construction. 
Bae et al. (2013) presented smart phoned based augmented reality system for real world 
construction monitoring by providing the user’s location and orientation simply bases on the 3D 
image matching instead of traditional tracking technologies (GPS and WLAN). It also provided 
the 3D information of the building to help the field worker. Yeh et al. (2012) developed a wearable 
device which includes a construction helmet, an iPod Touch and an Optima light-emitting diode 
(LED) projector to help engineers on-site with augmented construction drawings and related 
information. Akula et al. (2013) augmented 3D rebar location within a section of a railway bridge 
deck to help real-time drilling process. However, this conceptual solution is on lab level with 
indoor GPS and transmitters. 
Webster et al. (1996) augmented columns behind a finished wall and rebar inside the 
column to help structural analysis of column. Hammad et al. (2002) introduced the concept of 
Mobile augmented Reality System for Infrastructure Field Tasks (MARSIFT) which augments the 
location, orientation as well as the infrastructure information to help inspector to determine the 
relationship of the damage to the reliability of the elements and to the structures. The same author 
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further discussed a new framework that these necessary information can be automatically retrieved 
in real time based on the inspectors’ location and orientation and the task context to facilitate 
collecting inspection data (Hammad et al. 2005). Hammad et al. (2006) links bridge lifecycle 
information to a 4D model of bridge in space and time on a mobile computer. Kamat et al. (2007) 
assessed the earthquake-induced building damage by comparing the difference between the real 
and augmented views of the previously stored building information. Behzadan and Kamat (2009) 
created underground utilities visual views which are superimposed over the real world. Schall 
(2009) introduced a handheld system with augmented underground network infrastructure overly 
with real-time continuously streamed video according the user’s position and orientation. 
Zollmann et al. (2012) introduced a flexible data management to improve the augmented reality 
visualization of the 3D geospatial data for civil engineering on-site tasks. Schall et al. (2013) 
developed a tablet PC-based AR handheld device for 3D visualizations of augmented underground 
infrastructure and field environment for on-site surveying. 
5.3 Prototype Development  
The proposed smart glasses system was designed to simplify the current concrete-crack 
visual inspection procedures and to improve inspection reliability. The current task procedures to 
inspect cracks from concrete structures based on human visual inspection can be divided into three 
steps as shown in Figure 5.1a: i) finding cracks from structures through human-visual inspection, 
ii) measuring the cracks’ size using a ruler or crack gauge, iii) recording the cracks’ location, 
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orientation, length and width by pencil on the inspection form. The designed smart glasses system 
follows the crack inspection procedures as shown in Figure 5.1b: i) take structure surface images 
by pressing the spacebar, ii) detect and measure the crack automatically and record the crack 
information as a text file with each image.  
 
(a) Current crack detection procedures 
 
(b) Proposed crack-detection procedures 
Figure 5-1. Proposed concrete crack quantification procedures using the smart glasses system.  
An automated wearable smart glasses system was developed that consists of four 
subsystems as shown in Figure 5.2: 1) a binocular digital see-through eyewear with stereovision 
cameras and LCD display, 2) a mobile/portable computer, 3) automated computer-vision software 
for crack quantification, and 4) HMI software. The stereovision cameras were used to measure the 
depth from the inspector to concrete surface without additional depth meters, which is necessary 
information for crack quantification. Using the stereovision images of concrete cracks collected 
with the eyewear, the computer vision software detects and quantifies arbitrary concrete cracks as 
well as the depth between the glasses and crack. The HMI software links between the eyewear and 
computer-vision software by exchanging sensor data, crack images, and calculated crack and depth 
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information. The mobile or portable computer provides the necessary computing power to the HMI 
and computer-vision software and data communication ports to the eyewear. 
 
Figure 5-2. High-level architecture of the wearable smart glasses-aided concrete crack inspection 
system. 
5.3.1 Eyewear subsystem and laptop subsystem 
Two hardware subsystems for smart glasses-based crack inspection prototype: eyewear 
subsystem and mobile/portable computer subsystem are shown in Figure 5.3.  
 
Figure 5-3. Smart glasses-based crack inspection prototype 
The Wrap-1200DXAR glasses is a digital see-through Augmented Reality (AR) eyewear 
manufactured by Vuzix which equipped with two VGA video cameras capturing 640 × 480 videos 
at 30 frames per second. The captured videos can be displayed on the binocular digital see-through 
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LCD displays in 852 × 480 resolutions. The software allows the user to interface with the glasses 
was written in C++, using the Simple DirectMedia Layer (SDL) software library for event 
processing and the Open Source Computer Vision (OpenCV) software library to take photographs 
using these glasses. The Wrap-1200DXAR glasses and the specifications of this AR eyewear are 
shown in Figure 5.4. Although the camera resolution was not very high, the glasses were selected 
since they were one of a few commercially available AR-aided eyewear with stereo cameras.  
 
 Two VGA (640 × 480) video cameras 
 640 × 480 video captured at 30 frames per 
second 
 Binocular digital see-through displays with 852 
× 480 resolution in 24-bit true colors 
 75-inch virtual screen as viewed from 3 m (~10 
ft.) 
 3-DOF head tracker: yaw, pitch and roll 
 3 magnetometers, 3 accelerometers and 3 
gyrometers 
Figure 5-4. Wrap-1200DXAR digital see-through augmented-reality eyewear manufactured by 
Vuzix (www.vuzix.com).  
The laptop computer is used as i) the platform of the interfacing program, ii) the processor 
to analyze collected stereovision images, iii) a storage device for both the raw and analyzed crack 
images, and crack quantification results, and iv) the data and power hub for the peripherals of the 
system. The laptop is composed of five units: the screen to allow the user or a second operator to 
see what is currently being seen by the AR glasses, a keyboard that allows user input to be sent to 
the AR glasses via the interfacing program, the hard drive used to store the photograph sets 
generated through the use of the interfacing program, the two USB ports needed to power both the 
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AR glasses’ cameras and display units, and the video port that allows the image seen in the AR 
glasses’ display to be duplicated to the laptop computer.  
Figure 5.5 features communication between two discrete systems: the augmented reality 
glasses, and the laptop computer to which they are attached.  
 
Figure 5-5. Graphical representation of the hardware interfaces communication between glasses 
and laptop. 
5.3.2 Human-Machine Interface (HMI) subsystem 
The Human-Machine Interface (HMI) was designed as shown in Figure 5.6. After the user 
connects the AR glasses to the laptop and runs the interfacing program, they are presented with 
two options: they may either run the program in “immediate” or “batch” mode by selecting either 
the 1 or 2 numeric keys on the laptop’s keyboard. In “immediate” mode, photographs that the user 
takes using the AR glasses are processed immediately for crack information, whereas photographs 
taken in batch mode are added to a queue that will process all photographs at once upon termination 
of the interfacing program. If the user selected “immediate” mode, they are presented with a second 
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choice to view the process photos either in a “snapshot” display or an “augmented” display, which 
are again selected by pressing either the 1 or 2 numeric keys. In the “snapshot” display, the user is 
presented with a grayscale image of analyzed area, with detected cracks annotated using colored 
boxes. In the “augmented” display, the detected cracks are annotated using colored boxes over the 
current live feed received from the augmented reality glasses. In all views, the user takes a 
photograph using the spacebar on the laptop, and uses the spacebar again to dismiss presented 
results in “immediate” mode. The user can press the ESCAPE button on the laptop to quit the 
program during any phase of the program, with the exception of the analysis phase. In “batch” 
mode, pressing ESCAPE will trigger the analysis of all photographs taken during the session, and 
the program will terminate automatically upon analyzing all photographs. Table 5.2 lists the four 
user inputs corresponding to the crack detection analysis tasks.  
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Figure 5-6. The visual representation of the flow of the human-machine interface (HMI). 
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Table 5.2. Comparison of the measured and calculated crack widths. 
Task Purpose User Input 
Method 
Key 
Capture an 
image 
Save a crack scene and 
feed it to the analysis 
Keyboard spacebar 
Analysis 
images 
Select image processing 
mode 
Keyboard 
1 for immediate processing 
2 for batch processing 
Display 
images 
Select how the result image 
be shown in the screen 
Keyboard 
1 for augmented display 
2 for snapshot display 
Finish task 
Exit the image capture and 
analysis procedure 
Keyboard escape 
 
When the user takes a photograph, the AR glasses take two photographs: one for the current 
view of the left camera, and one for the current view of the right camera. The photographs are 
stored on the laptop computer with a given filename determined in part by user specification, and 
in part by the next sequential identification number. The user may specify the parts of the image 
filename through a companion settings file that must be updated prior to calling the interfacing 
program. When each image set is analyzed, two more sets of photographs are generated for each 
camera image: the first set of images created is the results from the crack-detection algorithm 
program, and the second set is the same view that the user would see if they had chosen to view 
the images in “snapshot” view. 
During operation of the AR glasses, the scene currently being examined by the user is 
drawn to the AR glasses’ display, with the image for each camera being drawn on the same side 
(i.e., the left camera draws its view on the left side of the display, and the right camera draws its 
view on the right side of the display). In the default view setting, the user will see both images in 
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each eye, but the user can use the AR glasses’ remote to select the view display to be side-by-side, 
which splits the display down the center and only draws one image per eye. The side-by-side 
display results in a stereoscopic 3D effect. 
The display size of the AR glasses is 852*480 and it requires a different user interface in 
order to manage data effectively in terms of displaying and manipulating data information. The 
size of the captured images is 640*480. As described below, there are two major challenges in 
designing a user interface for the prototype.  
The first challenge is to display crack detection data on the tiny display effectively. 
Displaying the crack detection data is performed in three steps. First of all, a live image is displayed 
on the glasses like the same of displaying images on a monitor, then an image was captured and it 
is displayed on the glasses when the user hits a key telling the AR crack detection system to grab 
the scene. The next step is to augment the crack data information by superimposing graphical lines 
and colored text over the captured image. This approach is good enough to provide the user with 
crack data information, however there is a problem that the user is struggling with viewing the 
environment when the AR glasses display the captured still image. Other issues that we came up 
with is displaying text on the AR glasses is limited. There is a tradeoff between the font size and 
readability, and font size and displaying amount of information. 
There is another challenge in accepting user inputs while performing the crack analysis. 
The conventional keyboard is used that works well in communicating with the AR crack analysis 
prototype; however, it is not an effective way of user input method in that the user is not able to 
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find specific keys easily and fast because the user is wearing the AR glasses and their view is 
limited to see the environment. A possible solution is replacing the keyboard with a wearable user 
interface that can be either worn or attached somewhere on the body of the user’s garment.  
5.3.3 Computer-vision based crack quantification subsystem 
Crack quantification subsystem consists of four units: Crack extraction, Crack detection, 
depth estimation and crack width measurement as shown in Figure 5.7.  
 
Figure 5-7. Computer vision-based procedures for crack quantification using smart glasses with 
stereovision cameras. 
Bottom-Hat method, MorphLink-C and Averaged crack width estimation introduced in 
Chapter 4 are used here for crack extraction, crack detection and crack width measurement 
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separately.  Following shortly summarized these algorithms, detail explanations can be found in 
Chapter 4. 
Morphological bottom-hat transform was proposed by Salembier (1990) and Jahanshahi et 
al. (2009) to extract black cracks from grayscale images as presented in Equation 5.1: 
𝐋 = max [(𝐈 ∘ 𝐒{0°,45°,90°,135°}) • 𝐒{0°,45°,90°,135°}, 𝐈] − 𝐈 (5.1) 
where 𝐋 is a gray-scale image as the output of the morphological transforms after the bottom-hat 
or top-hat transforms; 𝐈 is the input gray-scale image; 𝐒{0°,45°,90°,135°} is the line-shape structuring 
element rotating 0°, 45°, 90° and 135°; ∘ is the opening transform; and • is the closing transform. 
MorphLink-C was proposed by Wu et al. (2014) to group fragmented crack components 
from the crack extraction result as shown in Equation 5.2 and Equation 5.3.   
𝐃 = 𝐋 ⊕ 𝐒𝐃 (5.2) 
𝐓 = 𝐃 − 𝐡𝐢𝐭 − 𝐚𝐧𝐝 − 𝐦𝐢𝐬𝐬 (𝐃, 𝐒𝐓) (5.3) 
where  𝐒𝐃 is the structuring element of the dilation transform;  is the morphological dilation 
operator; and 𝐃 is the resulting binary image after the dilation transform. The dilation is an image 
operation that “grows” or “thickens” image components, fragmented crack pixels in this case. 𝐒𝐃 
is selected to be a square structuring element. ‘hit-and-miss’ is the morphological hit-and-miss 
operator; 𝐒𝐓 is the structuring element for skeletonization; and 𝐓 is the resulting binary image after 
the thinning transform. 
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The averaged crack width of the k-th grouped crack can be determined as  
 
(Averaged crack width)𝑘 =
∑ (Area of fragmented crack pixels)𝑘𝑖
∑ (Length of the connected crack line)𝑘𝑖
 (5.4) 
where ‘Σi(Area of fragmented crack pixels)k’ is the summation of the total areas of the fragmented 
crack pixels within the 𝑘-th grouped crack; 𝑖  is the index of the fragmented objects in the 𝑘-th 
grouped crack; and ‘Σi(Length of the connected crack line)k’ is the summation of the total lengths 
of connected crack line within the 𝑘-th grouped crack. 
In order to calculate how much millimeter each crack width is, each pixel in the image 
represents how much millimeter, i.e., pixel resolution (PR), should be calculated. If knowing the 
depth, from a simple pinhole camera model, one can calculate the pixel resolution (PR) from 
Equation 5.5 
PR =  
𝑆𝑆 ×  𝑍
𝑓
 (5.5) 
 where PR is the pixel resolution in millimeter per pixel; 𝑆𝑆 is the camera sensor size in 
millimeter per pixel; 𝑍  is the depth (or distance) between the camera lens and the object in 
millimeter; and 𝑓 is the camera-lens focal length in millimeter. Different camera models may have 
different camera sensor sizes which can be found from camera manual handbooks. The camera-
lens focal can be extracted from the image properties details table. Different distance, each pixel 
will represent different millimeter in the world length. In the wearable-computing applications, the 
depth can be measured using a laser or ultrasonic distance meter as a direct measurement. The 
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laser distance meter is usually more accurate than the ultrasonic distance meter since sound is more 
difficult to focus than laser light. Another limitation of the ultrasonic meter is that its measurement 
range is limited to typically about 15 m, whereas the measurement range of the laser meter is 
usually up to 200 m. However, the ultrasonic meter is usually less expensive than the laser meter. 
This smart glasses was designed to automatic measure depths of each image using their 
stereovision cameras an indirect method by following procedures: i) detect keypoints on both left 
and right images, ii) match keypoints from left image to the keypoints from right image to form 
matched keypoint pairs, iii) calculate the location displacement between the left image keypoint 
and right image keypoint in each keypoint pair (i.e., Disparity), iiii) from disparity to calculate the 
depth. 
5.4 Depth Estimation using Stereovision 
5.4.1 Disparity for depth calculation 
The depth is the distance between the camera lens and crack. The depth information is 
necessary to measure crack sizes. As a digital image is a 2D projection of a 3D structure, the 
perspective projection transform can be used to transform the image coordinate (pixel) to the real 
world coordinate (millimeter). In Figure 5.8a, the crack in the real world will be projected onto the 
image plane through the lens. In order to reconstruct the geometry of the original 3D structure 
from the 2D projected image, the depth at each point on the crack is necessary. If the crack surface 
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is parallel to the image planes, the depth is the perpendicular distance between the crack surface 
and image planes. Knowing the depth, one can calculate the pixel resolution (PR) using Equation 
5.5.  
The stereovision approach is advantageous in wearable computing applications with 
binocular head-mounted displays (HMD) in front of left and right eyes since the depth can be 
measured through the stereo geometry, which is shown as Z in Figure 5.8a, without additional 
distance measurement devices. Figure 5.8b shows the geometry of stereovision: Z is the depth, B 
is the baseline distance, the distance between left and right lenses (blue points), f is the focal length 
of each lens. Here the focal length is the same for left lens and right lens. The green point on the 
left image is the object projection on the left image, the orange point on the right image is the 
object projection on the right image. The orange point on the left image has the same relative 
location as the orange point on the right image. The difference of the projected object positions on 
the left and right images is called disparity (D), i.e., the distance between the green point and the 
orange point on the left image. 
  
(a) Projection on 2D image (b) Geometry of stereovision 
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Figure 5-8. Geometry of camera projection. 
The disparity (D) can be calculated by count how many pixels is the distance between left 
projected object position and right projected object position, then convert it to millimeter if known 
each pixel is how much millimeter (i.e., camera sensor size) as . 
 𝐷 = 𝐷𝑃 ×  𝑆𝑆  (5.6) 
where DP is the disparity in pixels; and 𝑆𝑆 is the camera sensor size in millimeter per pixel. From 
the triangulation principle, Z can be calculated as 
 
𝑍
𝑍 + 𝑓
=
𝐵
𝐵 + 𝐷
 (5.7) 
or 
 𝑍 =
𝑓 ×  𝐵
𝐷𝑃 ×  𝑆𝑆
 (5.8) 
The accuracy of the depth calculation is affected by the extrinsic parameter of the disparity 
in pixel (DP) as well as the intrinsic parameters of the focal length (f), baseline distance (B), and 
sensor size in millimeter per pixel (SS). Since the intrinsic parameters are usually constant 
determined by the camera manufacturer, the depth accuracy is largely affected by the DP accuracy. 
The relation between DP and Z is shown in Figure 5.9. The figure shows that the DP is large for a 
small depth and exponentially decays as Z increases. Thus, a small error in DP estimation can 
cause a significant error when Z is large.  
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Figure 5-9. Depth in mm (Z) relationship with disparity in pixels (DP). In this analysis, the focal 
length (f) is 3 mm, baseline (B) is 60 mm, and sensor size (SS) is 3.6 μm.  
5.4.2 Disparity in pixel measurement 
To obtain disparity in pixel, the corresponding points on the left and the right images should 
be determined through the following four steps:  
1) Step 1 is to find the points of interest (e.g., corners and blobs) as ‘keypoints’ using a 
keypoint detector in two stereovision images separately. The keypoint detector should 
have repeatability, speed, and invariance to scale, illumination and orientation in 
keypoint detection.  
2) Step 2 is to apply a feature descriptor on the neighbors of each keypoint to encode their 
properties (e.g., intensity contrast and orientation of intensity gradient) into feature 
vectors. The feature descriptor should separate each keypoint distinctively from the rest 
of keypoints in the same image.  
3) Step 3 is to match the keypoints in the left image to the corresponding keypoints in the 
right image based on the geometrical distance of the feature vectors. The Euclidean 
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distance and Hamming distance are often used. The matched keypoints can be 
determined using the nearest neighborhood (NN) or the nearest neighborhood distance 
ratio (NNDR). 
4) Step 4 is to remove false matching of the keypoints between the left and right images. 
An outlier filter algorithm is usually applied, such as the Random Sample Consensus 
(RANSAC) (Fischler and Bolles 1981). 
 Although there are many new and advance techniques for keypoint detection and matching, 
Lowe’s SIFT method (Lowe 2004), is widely accepted as one of the highest quality options 
currently available, promising to scale invariant keypoint detector, features descriptors and object 
recognition (Leutenegger et al. 2011). Therefore, SIFT method is used in Step 1 and Step 2; nearest 
neighborhood (NN) is used in Step 3 for keypoint matching; RANSAC is used in Step 4 to filter 
out false matching. Laboratory tests and outdoor tests are operated to evaluate above proposed DP 
measurement and the corresponding depth estimation.  
5.4.3 Laboratory tests and analysis 
The left and right images of the target shown in Figure 5.10 were collected at different 
depths from 0.5 m to 4.0 m by the increment of 0.5 m measured by a tape (Measured depth). Thus, 
a total of 36 image pairs was collected. It can be seen from Figure 5.10 that, the objects shift to 
right on right image compared with left image, for example, the circle shape object near the left 
edge of both left and right images. This shift is the disparity to be quantified in order to calculate 
the depth. Experimental results for the images in Figure 5.10 using the SIFT method are shown in 
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Figure 5.11. In the figures, the keypoints, separately detected in the left image (786 keypoints) and 
the right image (832 keypoints) are shown in the red circles. The true matched keypoints pairs 
(221 pairs) are shown in the yellow lines, while the false matched keypoints pair (38) are shown 
in blue lines, which are filtered out using RANSAC. Once the true matched keypoints pairs are 
determined, the disparity (D) and disparity in pixel (DP) in Equation 5.6 were calculated using the 
x-coordinates of the matched keypoint pixels in the left and right images. The mean and standard 
deviation of the determined DP were 20.028 pixel and 1.206 pixel. Last, the depth (Z) was 
calculated using Equation 5.8 for each matched keypoints pairs. The mean and standard deviation 
of the determined depths were 2.508 m and 0.189 m. The depths measured by the tape of Figure 
10 and Figure 11 are both 2.3m. The number of matched keypoints pairs and statistics of the 
determined DP and D are summarized in Table 5.3. 
  
(a) Left image (b) Right image 
Figure 5-10. Sample left and right images (from the user’s side) of the target captured with the 
stereo cameras. The depth was 2.3 m. 
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 Figure 5-11. Disparity estimation using the SIFT method. The depth was 2.3 m.   
Table 5.3. Results of the images of the target at the distance of 2.3 m. 
Items Number 
keypoints in left image 786 
keypoints in right image 832 
matched keypoints pairs 259 
false keypoints pairs 38 
True keypoints pairs 221 
Mean of DP (pixel) 20.028 
Stdv of DP (pixel) 1.206 
Mean of Z (m) 2.508 
Stdv of Z (m) 0.189 
 
The result of calculated depths for total 36 experiment pairs is shown in Figure 5.12a. 
The average runtime is 0.5348 second. If the calculated depths equal tape measured depths, the 
red line should follow the 45o dash line in Figure 5.12a. It shows that the mean values of 
estimated depths are larger than measured depths. And the gaps increase with depth. The error 
bar is their stander deviation at different depths. The stander deviations also increase with depth. 
Figure 5.12c shows the error between calculated depths and measured depths and Figure 5.12e 
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shows the normalized depth error. Most of the errors increase with the depths increase. Figure 
5.12b shows the calculated disparity in pixel (DP) at different depths. At each measured depth, 
from Equation 5.8 and Equation 5.9, there is an expected DP. If the calculated DP (red) and 
expected DP (blue) are identical, then the calculated depth equals to measured depth. From 
Figure 5.12b, the calculated DP is smaller than expected DP and it exponentially decays with 
depth increase same as shown in Figure 5.9. The inversely proportional relationship between DP 
and depth supports the results on Figure 5.12a and b.  
In Figure 5.12d, except 0.5 m depth, the DP errors are between -1 to -2.5, without an 
obvious trend. The mean DP is -1.6158 pixel among them. The DP error at 0.5 m is the only one 
positive. The left and right images captured by the smart glasses system at 0.5 m depth are 
shown in Figure 5.13. From the images, it can be seen that the right camera is farther than the left 
camera to the target wall, which will result in error. It is a very important assumption that the 
baseline of the smart glasses should be parallel to the target wall especially when the depth is 
small. While the DP errors are almost the same (Figure 5.12d), the depth errors increase with 
depths (Figure 5.12c). It is because one pixel at a far depth represents more millimeter than a 
close depth, i.e., PR from Equation 5.5. Therefore, although DP error at 3.2 m depth and 1.1 m 
depth both are -1.8 pixel, the depth errors are 0.4 m for 3.2 m depth, and 0.04 m for 1.1 m depth. 
Disparity in pixel is underestimated and the underestimation increases as depth increase as 
shown in Figure 5.12f.  
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
Figure 5-12. Analysis calculated depth, disparity in pixels (DP) and tape measured depths for 
laboratory tests. 
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(a) Left image (b) Right image 
Figure 5-13. The left and right images captured by the smart glasses system at 0.5 m depth. 
5.4.4 Field tests and analysis 
Images were collected using smart glasses system at 10 different concrete surface locations 
as shown in Figure 5.14. At each location, 8 pairs of left images and right images are taken at each 
depth, including 0.3m, 0.4 m, 0.5 m, 0.6 m, 0.7 m, 0.8 m, 0.9 m, and 1.0 m depths. The field images 
include single cracks (Figure 5.14a, c, e, g and i) and branch cracks with different combination of 
single cracks (Figure 5.14b,d,f,h and j). The crack thickness is smallest in Figure 5.14c, and largest 
in Figure 5.14i compared with other images by naked eye’ judgement. The lighting condition also 
is different for each image.  
Figure 5.15 shows an example of the keypoint detection and keypoint matching results 
using the image in Figure 5.14h at depth 0.6m. There are 848 successfully matched keypoint pairs 
(300 of them are shown as red lines in the Figure 5.15). 8 false matched keypoint pairs are filtered 
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out by RANSAC (blue lines in the Figure 5.15). The field images have more keypoint pairs 
compared with laboratory tests provided by the concrete surface texture and cracks topography. 
  
(a)  (b)  
  
(c) (d) 
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(e) (f) 
  
(g) (h) 
  
(i) (j) 
 Figure 5-14. Sample images captured by the smart glasses system for 10 concrete surface 
location at 0.6 m depth. 
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Figure 5-15. Keypoint detection and matching results for Figure 5.14h. 
Total 80 pairs of left and right images are analyzed and the results are shown in Figure 
5.16. The average runtime is 1.2938 seconds. For the designed 8 depths, each depth will have 10 
images. The number of mean matched keypoint pairs for each image is 721. Therefore, each mean 
depths (red triangulars in Figure 5.16a) are calculated from around 7210 keypoint pairs. The same 
for the disparity in pixel (DP) in Figure 5.16b. The error bars in Figure 5.16a are the stander 
deviation of mean depths calculated from 10 images. The calculated depths are above 45o line, 
which means they are overestimated. The Depth errors are shown in Figure5.16c. The 
overestimation increases with depth increase. The depth errors increase from 0.3% to 5% from 0.3 
m to 1 m depth (Figure 5.16e). The normalized depth errors are much smaller than laboratory tests. 
Figure 5.16b also shows that the disparity in pixel (DP) are underestimated. And the 
underestimation increases with depth (Figure 5.16f).  
From Figure 5.16d, although the DP underestimated errors increase with depth, all the 
errors are between 0.5 to 2.5 pixels, with an average of 1.804 pixels. In laboratory test, the errors 
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are between 1 to 2.5 pixels, with an average of 1.6158. It is suggested to adjust the disparity in 
pixel (DP) to obtain a better calculated depth for this smart glasses system. All the calculated DP 
from matched keypoint pairs will add 1.710 pixels, then calculate the depth using Equation 5.8. 
Figure 5.17 shows the calculated depth after the adjustment for laboratory tests (Figure 5.17a) and 
field tests (Figure 5.17b). From Figure 5.17, all the depths are much closer to the tap measured 
depths after adjustment, which almost lay along the 45o line.  
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
Figure 5-16. Analysis calculated depth, disparity in pixels (DP) and tape measured depths for 
field tests. 
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(a) Laboratory tests (b) Field tests 
Figure 5-17. Depths of smart glasses system using DP error adjustment. 
5.5 Crack Detection and Quantification Results 
The crack detection and width measurement results using the methods introduced in 5.3.3 
and the depth estimation results for all the sample images at 10 concrete surface locations (i.e., 
Figure 5.17) are shown in Figure 5.18. The parameters used for crack detection are shown in Table 
5.4. From Figure 5.18, all cracks can be successfully detected from different concrete surfaces with 
different lighting conditions and texture conditions. However, those joins which connected to 
cracks, were also detected as cracks. Future research may study to separate cracks with connected 
joins or other noises from the background. The crack width results are shown under the detected 
crack (yellow areas) in mm. The crack in Figure 5.18i has largest calculated crack width compared 
to other cracks. The crack in Figure 5.18c has the smallest calculated crack width compared to 
other cracks. By our naked eye’ judgment, the crack in Figure 5.18i is thickest and the crack in 
Figure 5.18c is thinnest compared with cracks in other figures. 
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(a)  (b)  
  
(c) (d) 
  
(e) (f) 
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(g) (h) 
  
(i) (j) 
Figure 5-18. Crack detection results (yellow areas) and width measurement results (red number 
in mm) for 10 concrete surface location using the stereovision depth estimation. 
Table 5.4. Parameters used for crack detection. 
Parameter Values (pixels) 
Bottom-hat  
structuring element 
50 
Binary threshold Otsu’s method 
Area filtering 10 
MorphLink-C  
structuring element 
15 
Length filtering 200 
 
2.7
3.68
4.51
3.17
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Figure 5.19 shows an engineer wearing the smart glasses system for concrete structure 
crack detection. Figure 5.20a shows the detection result the engineer will see from the glasses’ left 
screen. Figure 5.20b shows the detection result the engineer will see from the glasses’ right screen. 
The detected cracks are identified with red bounding boxes.  
 
Figure 5-19. The engineer wearing the smart glasses system for crack detection. 
  
(a) Image displayed on the left screen (b) Image displayed on the right screen 
Figure 5-20. The system analysis results displayed on left and right screen on the smart glasses 
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5.6 Conclusion 
This chapter introduces a new system for concrete structure crack inspection with a 
wearable smart glasses system. This system first attempts to integrate computer vision based crack 
detection and quantification techniques with Augment Reality to detect cracks and obtain the 
evaluation results of cracks. The following conclusions can be stated: (1) The computer vision 
techniques used in this study can detect the crack and measure the crack width at different depths. 
(2) The Stereovision cameras and stereovision technique can obtain the depth without additional 
depth measurement tools. (3) The developed prototype system integrates computer vision 
techniques and the augment reality smart glasses to realize wearable system aided concrete 
structure detection and quantification. The preliminary testing of the system and its user interface 
show that it has good potential for realizing higher accurate crack detection and width 
measurement because it can be obtained by increasing the glasses sensor resolution and focal 
length, which are commercially available right now. The depth measurement accuracy can also be 
improved. One of the assumptions that may limit the application of the depth measurement is that 
the glasses are supported to be parallel to the object surface. It can also be improved in the future 
research. In future research, the information of GPS location and wearable computer may be 
introduced to the system.  
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CHAPTER 6: CONCLUSIONS 
6.1 Summary 
The main objectives of this dissertation are to develop computer vision-based algorithms 
for crack inspection of structures and to provide practical guidelines about applying computer 
vision techniques for different civil infrastructure systems.  
These goals have been achieved by studying the characteristics of different civil 
infrastructure systems and identifying their challenges, problems and eventually tasks that lead to 
proposing developed computer vision algorithms for each system. Important and specific civil 
infrastructure systems such as pavement and bridges have been studied with their specific tasks 
and computer vision technique requirements. Four systematic and efficient processes have been 
developed, including 1) automated crack detection and quantification for road pavement using the 
Laser Road Imaging System (LRIS) at highway speed, 2) automated crack detection on bridge 
cables surfaces, combined with a cable inspection robot, 3) automated crack detection and 
quantification of concrete bridge cracks using a high-magnification telescopic lens, and 4) 
automated concrete building crack detection and quantification using wearable glasses with 
stereovision cameras. The first two developed systems are fixed-depth applications and the last 
two developed systems are various-depth applications.  
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The first developed system proposes an automated crack-recognition method which 
consists of the crack-extraction, crack-grouping, and crack-detection processes to address multi-
level image processing goals in road rating applications.  It consists a novel self-adaptive computer 
vision technique, called MorphLink-C, to connect crack fragments that is a common problem in 
crack-extraction applications. It is consists of two sub-processes: 1) fragments grouping using 
morphological dilation transform and 2) self-adaptive connection of fragments using 
morphological thinning transform. The effects of crack-grouping method MorphLink-C is 
validated using realistic flexible pavement images collected by the Florida Department of 
Transportation (FDOT). Statistical hypothesis tests are conducted to analyze false positive and 
negative errors in crack/non-crack classification using an artificial neural network (ANN) classifier 
associated with feature subset selection methods. The followings can be concluded from the 
results: a common problem of crack extraction. 
The second developed system consists of a review of recent advances in emerging robot-
based inspection technologies for bridge cables and current bridge cable inspection methods. A 
morphological technique-based computer vision algorithm to detect crack-like defects on cable 
surface is also developed. The image processing – based sensing module of NDT subsystem in 
the cable inspection robot consists of three ruggedized cameras around a cable to collect digital 
cable surface images as the climbing robot moves on a bridge cable. The module has a high-
speed wireless modem to transmit collected digital images to the server computer with the 
control and analysis subsystem. The following result was observed from NDT test: the image 
processing-based sensors can be used to detect crack-like surface defects with various 
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orientations on cable surface. The crack detection algorithm was experimentally validated using 
three cable types, including regular cables, cables wound with spiral wires, and cable with 
dimples. 
The third developed and proposed system is the automated crack detection and width 
estimation algorithm for concrete bridge structures. The different challenges and problems that the 
field engineer will face during the inspection of a bridge or a pavement structure are also discussed. 
The crack width estimation is designed to convert from pixel unit to millimeter unit using a simple 
pinhole camera model. Indoor experimental studies and outdoor bridge crack experimental studies 
are carried out to verify the proposed algorithms and evaluate the accuracy. The laboratory test 
and outdoor experimental studies show that the proposed algorithms and solutions can successfully 
detecte cracks on different bridge surfaces both at fixed-depth and various-depth conditions. The 
accuracy of the crack width estimation will change with crack widths and depths. Crack location 
and width information can be obtained for different bridge surfaces which can help bridge 
managers to make long term maintain plans. 
The last system developed is the automated crack detection and quantification system for 
crack inspection on concrete structure using a pair of wearable smart glasses with stereovision 
cameras that consists of four subsystems 1) a binocular digital see-through eyewear with 
stereovision cameras, 2) an automated computer vision software for crack quantification, 3) HMI 
software and 4) a mobile/portable computer. Stereovision in computer vision is proposed to 
estimate the depth using the stereovision cameras in this system. Laboratory and outdoor crack 
tests are conducted to evaluate the accuracy of the depth calculation. The crack detection and width 
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measurement results from the wearable glasses system are also discussed. The following 
conclusions can be stated: (1) The computer vision techniques used in this study can detect the 
crack and measured the crack width in different depths. (2) Stereovision can obtain the depth 
without additional depth measurement tool. (3) The developed prototype system integrates 
computer vision techniques and augment reality smart glasses to realize wearable system aided 
concrete structure detection and quantification.  
6.2 Contributions 
This dissertation provides solutions to detect cracks using computer vision techniques as 
non-destructive evaluation and testing (NDE&T) methods for pavement, bridge cables and bridges 
for civil infrastructure inspection at fixed-depth and various-depth conditions. 
This dissertation also provides a novel self-adaptive computer vision technique for 
different crack types to connect crack fragments that is a common problem in crack-extraction 
applications, which improves crack-detection accuracy and reduces classifier training time. The 
proposed method also provides an effective way of computing averaged crack width that is an 
important measurement in crack evaluation for civil infrastructure inspection.  
Most importantly, it contributes to open a door to use computer vision techniques to solve 
civil engineering problems with their specific problems, tasks and challenges. It provides 
suggestions and practical guidelines for computer vision based crack inspection of different civil 
infrastructure systems summarized in Table 6.1.  
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Different image collecting systems were suggested for different civil infrastructures 
according to their unique inspection environment. The laser road image system was used to collect 
pavement surface images at night time with controlled lighting source considering the traffic and 
lighting condition. The cable climbing robot with three cameras around a cable was used to collect 
images as the climbing robot moves on a bridge cable since usually a cable cross section is circular 
shape and cables were inspected one by one. A telescope lens can be used to catch bridge surface 
image considering the necessity of a long distance inspection. A pair of wearable glasses was 
proposed for concrete structure crack inspection to simply the inspection procedure.    
Different challenges for image based crack detection of different civil infrastructure 
systems were discussed and solutions were suggested.  The Bottom-hat method was suggested 
instead of Otsu’s intensity thresholding method or neighboring difference histogram method to 
deal with the local level texture intensity and regional level water stain in pavement images. A 
feature based filtering method instead of ANN method was used in bridge cable images which 
have much clear background comparing with pavement images. An eccentricity based filtering 
was suggested to filter out round shape dimples on bridge cable surface.  
MorphLink-C based averaged crack width estimation method was recommended to 
calculate the representative crack width since the crack width varies along the crack path.  And 
this method is simple and efficient.  
Guides on developing a wearable crack inspection system were provided for concrete 
structures. The stereovision cameras were suggested to measure the depths between camera and 
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structure surface.  The Human-machine interface (HMI) software should link between the eyewear 
and crack detection software by exchanging sensor data, crack images, and information on detected 
cracks and estimated depths. The mobile or portable computer should be able to provide necessary 
computing power to the HMI software, crack detection software, and USB ports for data 
communication.  
Table 6.1 Practical guidelines for computer vision based crack inspection for different civil 
infrastructure systems 
Systems Pavement Bridge Cable Bridge 
Concrete 
Structure 
Image 
collection 
Challenges 
1. Traffic on the road is dangerous 
for inspectors.  
2. Shadows of trees, human and 
cars are problems for image based 
crack detection.  
3. Large pavement area need to be 
inspected which may take 
inspectors lots of time. 
1. Bring inspectors to cable is 
dangerous.  
2. Cables should be inspected 
one by one.  
3. Cable surfaces are round 
shape, not as flat as 
pavement.  
1. Bridge surfaces are 
not always horizontal. 
It can also be vertical 
or tilt.  
2. Usually bridge 
surface inspection 
need to be operated at 
far distances.  
Same as left.  
Solutions 
Laser Road Image System (LRIS) 
is used to collect images during 
night time, at highway speed with 
controlled lighting sources. 
A cable inspection robot with 
three cameras around a cable 
is used to collect images as 
the climbing robot moves on 
a bridge cable. 
A high-magnification 
telescopic lens with 
cameras are used to 
collect images as 
inspectors move at 
different distances. 
A wearable 
glasses with 
stereo vision 
cameras are 
used. 
Crack 
extraction 
Challenges 
1. Surface roughness causes pixel-
level intensity variation.  
2. Partial wetness, oil and others 
cause regional intensity variation. 
Partial wetness, oil and others 
may cause regional intensity 
variation. 
Same as left Same as left 
Solutions Bottom-hat method 
Bottom-hat method with an 
area based filter 
Same as left Same as left 
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Systems Pavement Bridge Cable Bridge 
Concrete 
Structure 
Crack 
grouping 
Challenges 
1. Cracks are fragmented and have 
disjoints along their paths which 
cannot correctly represent crack 
topology. 
 2. It also prevents true cracks 
from being successfully separated 
from false cracks.  
3. How to decide whether or not 
connect two crack components.  
4. How to connect two crack 
components: which location, 
which angle or along which path.  
5. Current crack grouping 
methods usually involve 
complicated calculation of crack 
lengths, orientations, types and 
gaps between two components. 
Same as left Same as left Same as left 
Solutions 
MorphLink-C method is 
developed to automatically group 
and connect fragmented crack 
components with only one 
parameter.  It will automatically 
determine whether or not, and 
how to connect two components 
without complicated calculation 
of components' features. 
Same as left Same as left Same as left 
Crack 
detection 
Challenges 
1. The features of true cracks are 
very similar to false cracks. 
2. Using one or two features 
cannot successfully filter out false 
cracks.  
1. Some cables are wounded 
with wire.  
2 Some cables have dimples 
on the surfaces. 
A crack will have 
different length in 
pixel and width in 
pixel when images are 
taken from different 
distances.  
same as left 
Solutions 
An Artificial Neural Network 
classifier is used to classify each 
group into crack and non-crack. 
Six features are used, including 
area, length, orientation, texture, 
position and intensity. 
A length based filter is 
suggested to filter out wire. 
Then, an eccentricity based 
filter is suggested to filter out 
round shape dimples.  
A length based filter is 
used to detect cracks. 
When the distance is 
large, the threshold for 
the length filter is 
based on millimeter 
instead of pixel.  
same as left 
Achievements 
1. Cracks can be successfully 
identified in images while non 
cracks can be successfully filtered 
out.  
2. Crack detection accuracy has 
been improved with MorphLink-C 
crack grouping method by 
reducing false negative error.  
3. Using MorphLink-C, the crack-
detection accuracy increases for 
all tested 63 combinations of 
crack feature subsets as well as 
the classification training time 
decreases.  
Cracks can be identified from 
cable surfaces, while the wire 
and dimples can be 
successfully excluded. No 
training datasets are needed.  
Cracks can be detected 
with different distance. 
The averaged crack 
width can be 
calculated based on 
MorphLink-C 
grouping result.  
Crack detection 
procedures are 
simplified. The 
depth can be 
automatically 
calculated using 
stereovision 
techniques 
instead of 
additional depth 
measurement 
tools. 
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Several parts of the work in this thesis, or inspired by it, were published in different media. 
The main contributions are listed below: 
Journals Publications: 
Wu, L., S. Mokhtari, A. Nazef, B. Nam and H. Yun, “Improvement of Crack 
Detection Accuracy Using a Novel Crack De-Fragmentation Technique in Image-
Based Road Assessment”, Journal of Computing in Civil Engineering. (2014). 
http://ascelibrary.org/doi/abs/10.1061/%28ASCE%29CP.1943-5487.0000451 
Yun, H, S. Kim, L. Wu, and J. Lee, “Development of Inspection Robots for Bridge 
Cables”, The Scientific World Journal, vol. 2013, Article ID 967508, 17 pages, 2013. 
doi:10.1155/2013/967508 (2013). http://www.hindawi.com/journals/tswj/2013/967508/ 
Wang, D., and L. Wu. "Similarity between runoff coefficient and perennial stream 
density in the Budyko framework." Hydrology and Earth System Sciences, 01/2013; 
17(1):315-324. doi: 10.5194/hess-17-315-2013 (2013). http://www.hydrol-earth-syst-
sci.net/17/315/2013/hess-17-315-2013.html 
Wang, D., and L. Wu. "Similarity between runoff coefficient and perennial stream 
density in the Budyko framework", Hydrology and Earth System Sciences 
Discussions, 9.6 (2012): 7571-7589 (2012). http://www.hydrol-earth-syst-sci-
discuss.net/9/7571/2012/hessd-9-7571-2012.html 
Publications in Conference Proceedings 
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Yun, H., S. Mokhtari and L. Wu, “Crack Recognition and Segmentation Using 
Morphological Image-Processing Techniques for Flexible Pavement”, Transportation 
Research Board Annual Meeting (TRB) (2015). 
Sundaresan, G., L. Wu, and H. Yun, “Data Summarization for Heterogeneous 
Infrastructure using Spike-Based Monitoring Technique”, In 7th International 
Conference on Bridge Maintenance, Safety and Management (IABMAS) Shanghai, 
China (2014). 
Submitted Journals Papers: 
Mokhtari, S., L. Wu, and H. Yun, “Statistical Characterization of Crack Feature for 
Aging Road Pavement Using Computer-Vision Technique”, Structure and 
Infrastructure Engineering, (submitted, 2014). 
Je G, A. Cristóvão, S. Guhathakurta, E. Bok, D. Baik, M. Segala, L. Looger, V. 
Belousov, L. Wu, H. Yun, “Pum2-dependent translational regulation of alpha-synuclein 
controls mitochondrial respiratory functions in neuritis”, Nature, (Submitted, 2014). 
6.3 Limitations and Future Research 
Although the wrapper FSS method was used in this study to evaluate crack-detection 
accuracy associated with a classifier for different combinations of crack feature subsets, the 
relevance, irrelevance and redundancy of the features were not known. Since correlational 
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statistics of crack features are important to understand road deterioration severity and patterns, 
future study would be necessary. For this, the filter FSS method could be used to evaluate feature 
subsets by their statistical information, such as interclass distance, statistical dependence, entropies 
or information-theoretic measures. 
The bridge cable crack identification is conducted on a mock-up cable with lines marked 
with a black pen at various orientations to simulate crack-like defects. The application of real cable 
crack could be study to validate the proposed algorithms. It should be noticed that, this study focus 
on the structure surface cracks, no including the inner defects on bridge cables. 
The crack width will change along their paths which makes the field bridge crack width 
estimation using the averaged crack width hard to be validated. Crack width estimation can be 
further studied to obtain more accurate results and be comparable to true crack width. 
 It has good potential to realize more accurate crack detection and depth estimation results 
by increasing the glasses sensor resolution and focal length, which are commercially available 
right now. One of the assumptions that may limit the application of the depth measurement is the 
glasses are supported to be parallel to the object surface. It can also be improved in the future 
research.  
In the future stages, the proposed methods may be extended to cover other civil 
infrastructure systems and to include 3D information to help specific civil engineering inspections.  
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