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The properties of surface Dirac Fermions on a 3D topological insulator in proximity to a magnetic
insulator with spatially textured magnetization are considered. We present an exact analytical
treatment of the domain wall resistance and the spectrum for an extended generic domain wall with
in-plane and out-of-plane magnetizations. In the latter case, we find oscillations in the domain wall
resistance as a function of the wall width and for certain widths a complete absence of reflections
for all incoming momenta. The surprising occurrence of oscillations and the reflectionless potentials
can be related to a supersymmetry of the surface Dirac Hamiltonian combined with the domain wall
profile.
PACS numbers: 75.70.-i,73.43.Qt,73.40.-c,85.75.-d
I. INTRODUCTION AND MODEL
Three dimensional strong topological insulators (3D-
STI) are a recently discovered class of materials, with a
prominent example being Bi2Se3
1. Contrary to ordinary
insulators, they exhibit topologically protected surface
states with characteristic spin-momentum coupling, a re-
sult of strong spin-orbit interactions2. To exploit the
full potential of these materials and for possible appli-
cations, a combination of the surface states with more
conventional materials like ferromagnets or superconduc-
tors in proximity structure are desired. E.g., induced
superconductivity is predicted to give rise to Majorana
Fermions3–6 and induced magnetization textures exhibit
a quantized magneto-electric effect7,8. Ref. 9 is a recent
review covering topological states of matter.
Proximity induced ferromagnetism, where the order
parameter can in general be inhomogeneous and time-
dependent gives rise to phenomena interesting for spin-
tronics and magnetotransport10–13. Due to the spin-
momentum locking, electrical current flow leads to a
significant contribution to the spin-torque acting on
the magnetization dynamics11–13. Magnetically doped
3D-STI could be used as a condensed matter real-
ization of axion-electrodynamics14. The transport of
Dirac-Fermions through DWs has been also studied in
Graphene15.
In this Letter, we consider a transport configuration
in which a single static domain wall (DW) is located be-
tween two contacts as illustrated in Fig. 1. We calculate
the ballistic conductance for in-plane (IP) and out-of-
plane (OOP) wall configurations. As our main result, in
the OOP case, we find characteristic oscillations in the
conductance as a function of the wall width and/or the
strength of the induced exchange potential. Such a signa-
ture for the surface states in transport experiments could
be visible, even if residual bulk carrier density transport
is present16. Interestingly, we find that the DW consti-
tutes a reflectionless potential for certain wall widths.
The general setup we study is illustrated in Fig. 1
and described by the effective Hamiltonian for the two-
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FIG. 1. The experimental setup for studying ballistic trans-
port through a domain wall. Two leads with external voltage
bias V are attached to the structure of topological insulator
coated with a isolating ferromagnetic layer that contains an
in-plane (IP) tail-to-tail DW or out-of-plane (OOP) DW.
dimensional surface electrons
H = i~vσ ·(eˆz×∇)−Mm(r)·σ . (1)
Here, the first term is the dispersion of the surface Dirac
states17 and the second term is the proximity induced ex-
change coupling to the magnetization profile m(r) with
constant magnitude M . Such a magnetization texture
will occur naturally in films of magnetic materials, which
we assume to be placed on top the topological insulator.
The structure can in some limits be manipulated by an
external magnetic field. We stress that the induced mag-
netization affects only the surface states and leaves the
bulk conductivity of the 3D-STI unaffected - thus open-
ing a possible path for disentangling the surface and bulk
contributions to the conductivity.
II. THE IN-PLANE CONFIGURATION
The lower domain wall sketched in Fig. 1 has the
explicit form m(r) = (cosϑ(x), sinϑ(x), 0). We as-
sume the angle ϑ(x) has the analytical form cosϑ(x) =
tanh (x/w). This shape can be obtained within a mean-
field model with ferromagnetic exchange constant J and
anisotropy constant K, so that the length of the do-
main wall becomes w =
√
J/K18. Our problem is effec-
tively one-dimensional and ky is a good quantum number.
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FIG. 2. (Color online) Energy spectrum of the system with
in-plane (a) and out-of-plane DW (b) including the bound
states for Mw = 3.9~v. The spectrum is symmetric with
respect to positive and negative energies in both cases. The
continuum of scattering states (yellow area) has an energy
gap 2M in both cases. Continuum states that exist only on
either side of the DW (red and green areas in (a)) are decaying
into the potential step posed by the DW. The inset illustrates
various momenta relevant for the scattering states.
We make the ansatz for the wave-function |Ψ(x, y)〉 =
ei
Mw
~v ϑ(x)eiyky |ψ(x)〉, by which the my-component is elim-
inated by the gauge factor, and end up with
HIP = i~vσy∂x + (~vky −M tanh(x/w))σx . (2)
From now on, we choose units such that ~v = 1 and
restore them only in the final results.
In the homogeneous parts, we observe that the mag-
netization shifts the Dirac cone along the ky-direction,
which is also evident in the spectrum of this system
shown in Figure 2a. The red and green cones correspond
to the dispersions far away from the DW, so that the wave
vectors in transport direction for the left (L) and the right
(R) side obey k2L/R = E
2 − (ky ±M)2 when we consider
an eigenstate with energy E. The current operator is
j = (jx, jy) = v(−σy, σx). We find for incoming plane-
wave states that the current points along (kL/R, ky ±M)
corresponding to an angle γ
L/R
= arctan((ky ±M)/kL/R)
(see inset Fig. 2a).
We can solve the full eigenproblemHIP|ψ〉 = E|ψ〉 ana-
lytically by first transforming the two coupled first-order
differential equations into two decoupled 2nd-order dif-
ferential equations for
(
ϕ↑, ϕ↓
)
= |ψ〉. In order to bring
these equations into hypergeometric form, we perform
the substitution z ≡ 12
(
1− tanh xw
)
and subsequently
make the ansatz ϕ↑(z) = (1 − z)− i2kLwz− i2kRw φ(z) and
find that{
z(1− z)∂2z + (γ − (α+ β + 1)z)∂z − αβ
}
φ = 0 (3)
with the coefficients α = 1 + (M − ik0)w, β = −(M +
ik0)w and γ = 1 − ikRw, using k0 = 12 (kL + kR). This
equation is known19 and we directly write the solution
ϕ↑(z) =
e−
i
2 (γR−pi2 )√
kRw
(1− z)− i2kLwz− i2kRw 2F1(α, β, γ, z) ,
(4)
where 2F1 is the hypergeometric function (see appendix
A for a short reference) and the prefactor is chosen such
that it has preferable properties with respect to sym-
metry operations. More specifically, it is convenient to
choose our solutions such that they are eigenstates of
the operator TMTkyσy (we define symmetry operations as
TM : M → −M and similarly for ky and x) and as such
reflect the symmetry in our system,
[TMTkyσy, HIP] = 0.
Since (TMTkyσy)2 = 1, its eigenvalues are ±1, from which
we can infer that the second component is simply given
as ϕ↓(z) = ∓iTMTkyϕ↑(z) (see below for the sign choice).
Eq. (4) exhibits the different types of solutions il-
lustrated in Fig. 2a, depending on whether kL/R are
real or imaginary. In particular, the bound state
spectrum follows for kL and kR being imaginary and
we straightforwardly (see Appendix B for more de-
tails) find 2b∆c + 1 bound states at energy En,ky =
±~vw
√
(2∆− n)n
√
1− w2k2y/(∆− n)2, where we de-
fined ∆ ≡ wlM = Mw~v with the magnetic length lM . The
evanescent modes are obtained when exactly one of kL
and kR is imaginary.
The scattering solutions are described by real kL/R
and are pairwise degenerate. We can use parity sym-
metry in the x-y-plane, i.e.
[
HIP, TkyTxσz
]
= 0, in order
to obtain the second orthogonal solution, |ψ(IP)−kR,ky 〉 =
−iTkyTxσz|ψ(IP)kL,ky 〉. Here, |ψ
(IP)
kL,ky
〉 describes an incoming
wave from the left that is partially reflected and trans-
mitted to the right side, and likewise, |ψ(IP)−kR,ky 〉 describes
an incoming wave from the right side. We note that
TMTkyσy|ψ(IP)±kL/R,ky 〉 = ∓|ψ
(IP)
±kL/R,ky 〉. From the asymp-
totic expansion of Eq. (4), we can extract the transmis-
sion and reflection amplitudes and find for the tanh DW-
profile the transmission probability (see Appendix B)
TIP(E, ky) =
sinh(pikLw) sinh(pikRw)
sin2(pi∆) + sinh2
(
pi
2 (kL + kR)w
) , (5)
and the reflection probability RIP = 1− TIP. We remark
that the transmission through evanescent or bound states
is not described by Eq. (5), i.e. we ignore any effects due
to finite size geometry. This requires that the leads are
sufficiently far away from the DW so that transport via
the few relevant evanescent modes can be neglected over
the contribution from the propagating modes. However,
when the Fermi level EF approaches M and eventually
reaches the crossing point of the left and right Dirac cones
(crossing of red and green line in Fig. 2a), the number of
states available for transport drastically reduces and one
reaches the point of minimal conductance. At this point,
transport is due to few evanescent modes20,21, which is
beyond the present study.
3In the regime of small externally applied voltage V , we
calculate the linear conductance G using the Landauer
formula G = GQ
∑
ky
T (EF, ky), where GQ =
e2
2pi~ is the
conductance quantum22. In the absence of the domain
wall, the conductance for transport along the x-direction
is G0 = GQ
WEF
pi~v and W is the transverse dimension of
the ballistic contact.
To quantify the change of the conductance due to the
presence of the domain wall, we define the domain wall
resistance as
δG = −GDW −G0
G0
= δGM + δGDW . (6)
We split this into two contributions: δGDW depends on
the specific domain wall profile while δGM =
M
EF
> 0
is the fraction of totally reflecting channels (red shaded
area in Fig. 2a) to the total number of transport chan-
nels (yellow + red areas). Essentially, δGM encodes the
spectrum mismatch between both sides of the wall, as
far as it concerns transport at the Fermi level. The re-
maining contribution from the DW is then related to the
reflection from the wall profile and is explicitly given
by δGDW =
1
2EF
∫ EF−M
−(EF−M) dky RIP(EF, ky). The total
change in conductance δG is shown in Fig. 3, and we
find that δGM strongly dominates, except for short walls
for which w . lM . As the Fermi level moves deeper
into the metallic regime, we also see an overall decrease
of the change in conductance, since the total number of
transport channels increases linearly with EF , while the
influence of the domain-wall remains constant (e.g. the
number of totally reflecting channels is determined by M
alone). A related study of the ballistic domain-wall re-
sistance in the spherical Kohn-Luttinger model reveals
quantitatively similar properties23, in particular, they
also find that δGM (which they call intrinsic domain-wall
resistance) dominates except for sharp domain-walls.
The limiting behaviors can be obtained analytically.
For abrupt walls, i.e. w  lM , we can approximately
solve the integral and find δGDW
wlM→ 13δGM. Since
δGDW decreases when the wall width increases, we can
conclude δGDW ≤ 13δGM. In the limit of wide walls, i.e.
w  lM , using the saddle point method, we find
δGDW
wlM→ ~
2v2
(2piEF)2
1
w2
. (7)
The ballistic domain wall resistance δGDW decays with
the inverse square of the domain wall width, but the con-
tribution δGM =
M
EF
is also present in this limit and is
the dominating one. Experimentally, one could subtract
δGM (for example determined for an adiabatic DW) in
order to obtain the contribution from the domain wall
profile.
As the Fermi level comes close to the band edge EF ≈
M , we have δG → 1, i.e. the domain wall blocks all
transport channels. However, as discussed above, it is
then no longer valid to neglect the contribution from the
evanescent modes.
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FIG. 3. Relative decrease in the conductance δG due to the
presence of the domain wall for in- and out-of-plane DWs. In
the case of an in-plane DW, we see that the values are rather
large even for wider walls and decrease monotonically towards
the asymptotic value δGM as the wall width increases. To
the contrary, for out-of-plane DWs it decreases significantly
when the wall width becomes of the order of the magnetic
length lM = ~v/M . The approximate formula (10) is drawn
as black thin lines and shows very good agreement with the
exact integration.
III. THE OUT-OF-PLANE CONFIGURATION
The OOP wall has the magnetization profile m(r) =
(0, sinϑ(x), cosϑ(x)) which, in the language of the 2D-
Dirac equation, describes a mass domain wall connecting
two quantum anomalous Hall states of opposite chiral-
ity. We perform a spin rotation around the y-axis by pi2
utilizing the unitary spin rotation matrix U = e−ipi4 σy
to obtain the representation U HOOP U† = HIP(ky =
0) − ~vkyσz, which allows us to reuse the previous re-
sults. As inferred from the symmetry {HIP, σz} = 0, we
see that kyσz only couples pairs of positive and negative
energy. Thus, we only have to diagonalize 2×2 sub-blocks
and straightforwardly obtain the full energy dispersion
Ek = ±
√
M2 + ~2v2(k2x + k2y) with corresponding eigen-
states not presented here. The same applies to the bound
states except for the zero energy state for ky = 0, which
is invariant under the operation of σz, and thus directly
yields the linearly dispersing chiral state plotted as black
straight line in Fig. 2b.
In the asymptotic expansion of |ψkx,ky 〉 far away from
the domain wall, we find that finite ky only modifies the
spinor structure and therefore the transmission coeffi-
cients remain independent of ky. Thus, the transmission
probability can be directly obtained from (5) by setting
kL = kR = kx, viz.,
TOOP(kx) =
sinh2(pikxw)
sin2(pi∆) + sinh2(pikxw)
. (8)
We observe that TOOP features oscillations in w with pe-
riod lM and, in particular, for DWs with ∆ ∈ N, i.e. the
reflection is completely suppressed for any kx and ky.
4The ballistic domain wall resistance reads δGOOP =
1
2kF
∫ kF
−kF dky ROOP(
√
k2F − k2y) with the Fermi wave-
vector ~vkF =
√
E2F −M2. Since the spectrum is identi-
cal on both sides of the wall, δGM = 0 here. This result
is plotted in Fig. 3 and we recognize the oscillations in
∆ originating from TOOP. For the special points where
the domain wall width is an integer multiple of the mag-
netic length, we find the domain wall to be completely
transparent for the Dirac Fermions and δG drops to zero.
When the wall is much shorter than any other relevant
transport length scales of the system, i.e. ∆, kFw  1, we
can expand the sin in Eq. (8) and perform the integration
analytically,
δGOOP
wlM≈ M
2
2~vkFEF
log
(
EF + ~vkF
EF − ~vkF
)
. (9)
For EF M , we find the asymptotic behavior δGOOP →
(M/EF)
2 log(2EF/M), while in the opposite case when
the Fermi level comes close to the band edge EF ≈ M ,
we have δGOOP → 1, as for the IP-configuration.
In the limit of wide walls ∆, kFw  1, we obtain the
approximate result
δGOOP
∆1→ log 2
(pikFw)2
F(∆) , (10)
with the modulation function F(∆) = 2 sin2(pi∆)
1+sin2(pi∆)
which
inherits the periodicity from TOOP, in particular, F(∆)
vanishes for integer ∆. We see that the envelope de-
creases with 1/w2, similar to the result for the IP DW,
Eq. (7). We find that the approximate formula fits well
already for ∆ & 0.5 and show in Fig. 3 the comparison
between the full integration and the approximation (10).
In a realistic system, there is always impurity scatter-
ing which mixes channels with different k and therefore
reduces δGM. However, as long as the wall width is much
smaller than the mean free path, i.e. w  lmfp, our bal-
listic treatment is approximately correct. Impurities in-
duce a finite scattering between the channels, however,
due to the chiral nature of the electron dispersion, back-
scattering is reduced. Thus, in the OOP case and when
the DW conductance δG is vanishing for reflectionless
DW potentials, we expect δG to remain significantly re-
duced in comparison to reflecting DWs for ∆ 6∈ N.
IV. SUPERSYMMETRY
The special characteristics of the domain wall resis-
tance in the OOP geometry - the periodicity in ∆ and
the perfect transmission - can be understood as a super-
symmetry encoded in the Hamiltonian HOOP. Using the
language of supersymmetry24,25, we introduce the gen-
eralized creation a†∆ = −∂ξ + ∆ tanh(ξ) and annihila-
tion operators a∆ = ∂ξ + ∆ tanh(ξ) with dimensionless
ξ = x/w. Introducing spin raising and lowering matrices
σ± = (σx ± iσy)/2, the supercharges24 are Q∆ = a∆σ+
and Q†∆ = a
†
∆σ−, so that the OOP Hamiltonian reads
H = UHOOPU† = −Q∆ −Q†∆ + kyσz.
We observe that the operator defined by H¯ =
{Q∆, Q†∆} = 12{a∆, a†∆} + 12 [a∆, a†∆]σz = H2 − k2y is di-
agonal and essentially the square of our original Hamil-
tonian. Solving the eigenvalue equation for H¯ is equiva-
lent to the one for H. Note that in this representation,
1
2 [a∆, a
†
∆]σz removes the zero-point energy, thus allow-
ing for the zero energy state, see Fig. 2. Obviously,
[H¯, Q∆] = 0, which expresses the supersymmetry be-
tween the two components ϕ↑,↓ of the spinor. Explicitly,
H¯↑ = a∆a†∆ and H¯↓ = a†∆a∆ are supersymmetric partner
Hamiltonians, which are iso-spectral, except that H¯↑ has
one additional bound state. Furthermore, the reflection
and transmission coefficients defined by H¯↑,↓ differ only
by a phase24.
For the tanh-DW profile, a second symmetry exists,
[H¯ − ∆2, σ±e∓∂∆ ] = 0. This means that H¯↑,↓ are part
of a hierarchy of form-invariant supersymmetric part-
ner Hamiltonians, each differing from its neighbor by
∆→ ∆ + 1. All Hamiltonians in this hierarchy have the
same transmission-/reflection probabilities which readily
explains the oscillations in δGOOP as w/lM varies. Due
to the scaling in ξ = x/w, there is an additional smooth
dependence on w which yields the factor 1/w2 in δGOOP,
Eq. (10). Furthermore, if ∆ ∈ N, the constant potential
is part of the hierarchy and thus all Hamiltonians in the
hierarchy are reflectionless as well. Note, however, that
the constant potential is not realized in our system, since
the scaling becomes singular for w → 0. Finally, the
number of bound states differs by 1 between two neigh-
bors in the hierarchy, which explains that the number of
bound states is given by b∆c. We point out that similar
reasoning can be used for the IP wall configuration, there
however, the supersymmetric hierarchy is constructed in
(∆, ky)-space and thus, the ky-integration performed in
δG averages out the characteristic signature of the hier-
archy.
We remark that H¯↑,↓ describes essentially a free par-
ticle in the Po¨schl-Teller potential, which is known to be
reflectionless for certain parameters. In the reflectionless
case however, a transmitted wave still acquires a phase
which has consequences on a wave packet passing such a
potential: it narrows and is ahead in time as compared
to a freely moving wave-packet26. For optical systems,
these potentials have been realized recently using arrays
of evanescently coupled waveguides27.
Finally we comment briefly on experimental issues. A
possible realization is to deposit an isolating ferromag-
netic film on top of the topological insulator or alter-
natively, a metallic ferromagnet with a thin insulating
barrier. While there is a broad range of tunable mag-
netic properties in metallic materials28 which allows one
to create domain walls of desired size and configuration,
for isolating ferromagnets the situation is more difficult,
but recent experiments show that challenges like perpen-
dicular magnetization are feasible in such films29. The
observation of the predicted oscillations could be real-
5ized by placing an additional top-gate on the ferromag-
netic insulator which can be used to tune the exchange
field M . The oscillations would still be visible if the ratio
EF /M changes slowly enough.
V. CONCLUSIONS
We have analytically calculated the ballistic DW con-
ductance for in-plane and out-of-plane magnetic domain
walls induced into the surface states of a topological in-
sulator. For the in-plane DW, the DW conductance is
dominated by the spectrum mismatch imposed by the op-
posite magnetization directions within the domains. For
the out-of-plane DW, we unexpectedly find oscillations
in the wall-width dependence with period lM (magnetic
length). In particular, integer w/lM constitute a fam-
ily of reflectionless potentials. We can understand these
features using the idea of supersymmetry and find them
to be a result of the dispersion of the topological surface
states together with the specific tanh DW-profile. De-
tecting the oscillatory DW resistance could be a unique
signature of the chiral Dirac surface states.
We would like to thank Christoph Bruder, Mathias
Kla¨ui and Cord A. Mu¨ller for helpful discussions. This
work was financially supported by the DFG though SFB
767 and SP1285.
Appendix A: Hypergeometric Function
The hypergeometric function 2F1(α, β; γ; z) is defined
as19
2F1(α, β; γ; z) =
∞∑
n=0
(α)n(β)n
(γ)n
zn
n!
, (A1)
where (α)n is the Pochhammer symbol
(α)n =
Γ(α+ n)
Γ(α)
. (A2)
The Hypergeometric function has a branch cut on the
real axis for <z >= 1, and the series expansion for z → 1
and γ − α− β 6∈ Z, <(γ − α− β) ≥ 0 reads (ξ > 0)
2F1(α, β; γ; 1− ξ) = Γ(γ)Γ(γ − α− β)
Γ(γ − α)Γ(γ − β) (1 +O(ξ))
+
Γ(γ)Γ(α+ β − γ)
Γ(α)Γ(β)
ξγ−α−β (1 +O(ξ)) . (A3)
In these expressions, Γ(z) is the Gamma function19 with
some properties useful for the derivation of result (5)
given,
Γ(z + 1) = zΓ(z) (A4)
Γ(z)Γ(−z) = − pi
z sin(piz)
(A5)
Γ(2z) =
22z−1√
pi
Γ(z)Γ(z +
1
2
) . (A6)
Appendix B: Asymptotic Expansion and Bound
States
To set the stage, we specify the spin eigenstates of the
bulk system on the left and right sides of the domain
wall,
|χ
L/R
〉 = 1√
2
(
e
− i2 (γL/R−pi2 )
e
+ i2 (γL/R−pi2 )
)
. (B1)
In this state, the current in the transport direction is
then simply given by
〈χ
L/R
|jx|χL/R〉 = v<e
iγ
L/R = v
kL/R

. (B2)
By making a series expansion of the hypergeometric
function around z = 1 (x → −∞) and z = 0 (x → +∞)
(see series expansions (A1) and (A3)), the asymptotics of
ϕ↑(z) given in Eq. (4) and ϕ↓(z) = −iTMTkyϕ↑(z) can
be compactly written as
|ψ(IP)kL,ky 〉 =

A(kL, kR)
eikLx√
vL
|χ
L
〉 −A(−kL, kR)e
−ikLx
√
vL
|χ∗
L
〉 x→ −∞
eikRx√
vR
|χ
R
〉 x→ +∞ .
(B3)
Note that in order to obtain properly normalized reflection and transmission amplitudes, we need to include the
group-velocity in transport direction in the prefactor, since vL/R is different on left and right sides of the wall. As
mentioned in the main text, the second independent solution can be most easily found using −iTkyTxσz|ψ(IP)kL,ky 〉, so
6that
|ψ(IP)−kR,ky 〉 =

e−ikLx√
vL
|χ∗
L
〉 x→ −∞
A(kL, kR)
e−ikRx√
vR
|χ∗
R
〉+A(kL,−kR)e
ikRx
√
vR
|χ
R
〉 x→ +∞ ,
(B4)
where we employed TkykL/R = kR/L, Tkye
iγ
L/R = e
−iγ
R/L and Tkye−i
pi
2 σz|χL/R〉 = |χ∗R/L〉. Furthermore, we defined the
coefficient
A(kL, kR) =
√
1
4 (kL + kR)
2
w2 + ∆2
w
√|kLkR| Γ(1− ikLw)Γ(1− ikRw)Γ(1−∆− i2 (kL + kR)w)Γ(1 + ∆− i2 (kL + kR)w) (B5)
with the properties A(kL, kR)
∗ = A(−kL,−kR), TkyA(kL, kR) = A(kR, kL) = A(kL, kR) and TMA(kL, kR) = A(kL, kR).
From (B3), one readily retrieves the reflection and
transmission amplitudes for |ψ(IP)kL,ky 〉,
r =
−A(−kL, kR)
A(kL, kR)
, (B6)
t =
1
A(kL, kR)
, (B7)
from which one can straightforwardly find result (5).
We are now looking for bound states, i.e. solutions
with imaginary wave-vector −ikR/L > 0, so that the wave
function becomes exponentially localized at the domain
wall. We can easily investigate this with the help of
the asymptotic expansion (B3), and since 1Γ(−n) = 0 for
n ≥ 0, we find from definition (B5) that A(kL, kR) = 0,
provided that
− i
2
(kL + kR)w = ∆− n , n = 0, 1, 2 . . . b∆c . (B8)
This condition immediately transforms into the disper-
sion relation En,ky given in the main text. Finally, we
remark that for integer n, the hypergeometric series ter-
minates and one has a polynomial in z, viz. tanh(x/w).
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