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Active Object Classification from 3D
Range Data with Mobile Robots
This thesis addresses the problem of how to improve the acquisition of 3D range data
with a mobile robot for the task of object classification. Establishing the identities
of objects in unknown environments is fundamental for robotic systems and helps
enable many abilities such as grasping, manipulation, or semantic mapping. Objects
are recognised by data obtained from sensor observations, however, data is highly
dependent on viewpoint; the variation in position and orientation of the sensor relative
to an object can result in large variation in the perception quality. Additionally,
cluttered environments present a further challenge because key data may be missing.
These issues are not always solved by traditional passive systems where data are
collected from a fixed navigation process then fed into a perception pipeline. This
thesis considers an active approach to data collection by deciding where is most
appropriate to make observations for the perception task.
The core contributions of this thesis are a non-myopic planning strategy to collect
data efficiently under resource constraints, and supporting viewpoint prediction and
evaluation methods for object classification. Our approach to planning uses Monte
Carlo methods coupled with a classifier based on non-parametric Bayesian regression.
We present a novel anytime and non-myopic planning algorithm, Monte Carlo active
perception, that extends Monte Carlo tree search to partially observable environments
and the active perception problem. This is combined with a particle-based estima-
tion process and a learned observation likelihood model that uses Gaussian process
regression. To support planning, we present 3D point cloud prediction algorithms
and utility functions that measure the quality of viewpoints by their discriminatory
ability and effectiveness under occlusion. The utility of viewpoints is quantified by
information-theoretic metrics, such as mutual information, and an alternative utility
function that exploits learned data is developed for special cases.
Abstract iii
The algorithms in this thesis are demonstrated in a variety of scenarios. We extensively
test our online planning and classification methods in simulation as well as with
indoor and outdoor datasets. Furthermore, we perform hardware experiments with
different mobile platforms equipped with different types of sensors. Most significantly,
our hardware experiments with an outdoor robot are to our knowledge the first
demonstrations of online active perception in a real outdoor environment.
Active perception has broad significance in many applications. This thesis empha-
sises the advantages of an active approach to object classification and presents its
assimilation with a wide range of robotic systems, sensors, and perception algorithms.
By demonstration of performance enhancements and diversity, our hope is that the
concept of considering perception and planning in an integrated manner will be of
benefit in improving current systems that rely on passive data collection.
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VFH viewpoint feature histogram
Chapter 1
Introduction
Planning and perception are two essential capabilities for robots: planning gives robots
the intelligence to make decisions and perception enables robots to understand their
surrounding environment. Most robotic systems require planning, perception, or both,
to varying degrees of sophistication in order to achieve full autonomous behaviour.
For example, consider the two well-known robotic systems shown in Figure 1.1; the
Amazon Robotics (formerly Kiva system) team of robots for automated warehouse
operations, and Stanley, the self-driving car from Stanford University that famously
won the DARPA Grand Challenge in 2005. These two robotic systems capture the
elements of planning and perception at two extremes. The team of robots from
Amazon Robotics have the task of moving goods in a distribution centre. A high level
control system decides which robots should do which tasks and broadcasts appropriate
commands. It is a complex planning problem to allocate and schedule the movements
of many individual robots in a dynamic environment. The perception system, however,
is simple; the robots use environment cues for navigation and use proximity sensors for
local collision avoidance. The self-driving car Stanley is a different system altogether.
Its task was to self-navigate an off-road course. It used its suite of sensors (LIDAR
scanner, video camera, GPS, wheel encoders) to precisely and safely navigate in
the difficult outdoor environment. Stanley would first build a rich 3D map of the
environment by fusing data from its different sensors while estimating its own state
within it. Having this precise representation, through its perception system, the
planner would decide how best to traverse the immediate surroundings.
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(a) (b)
Figure 1.1 – Two well-known robotic systems demonstrating the essential components
of planning and perception. (a) The Amazon Robotics mobile robotic system
for automated warehouse operations (image courtesy of [102]). (b) Stanley, the
self-driving car developed by Stanford University for the 2005 DARPA Grand
Challenge [30] (image courtesy of [189]).
Developing planning and perception is vital for the advancement of robotics. In recent
years there has been an abundance of research directly in these areas of research,
which has enabled systems such as those in Figure 1.1. However, the research has
also exposed the need to understand the intimate connection between planning and
perception. It is not always sufficient to assume that perception is a disconnected
process from the planning process, rather it is often critical to plan directly for better
perception in order to improve the overall task of the robot. This is the essence of
active perception [7, 2].
The objective of this thesis is to understand the connection between planning and
perception by developing planning methods that directly enhance the perception
capabilities of robotic systems. It is a study of how to plan directly for perception
improvement under typical robotic constraints, and a study of how to accurately model
sensor observations and measure the utility of actions. Ultimately, this thesis is a study
of how to close the loop around two major subfields of robotics and the development
of tools that will benefit current systems that rely on disconnected processes.
In the remainder of this chapter, we discuss active perception in more detail in the
context of planning and perception. We then describe examples of applications where
active perception can be of benefit. We follow this by outlining the primary research
issues and specifically define the scope of this thesis. We then present a summary our
main contributions and give an overview of the subsequent chapters.
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1.1 Planning, Perception, and Active Perception
Planning can be understood in a number of ways, with related ideas having been
developed in different fields such as robotics, computer science, and control theory [116].
For this thesis, we define planning as the act of making decisions to achieve desired
behaviour with available resources. More concretely, planning is considered as the
process of identifying goals and constraints, and then formulating a strategy to achieve
the goals while satisfying the constraints. For robotics, this means a robot is given a
known task and it must determine the best course of actions to complete the task.
Perception is the act of interpreting sensor data. It is the ability to generate an
awareness of the environment through the signals received from a sensor. For robotics,
this is often related to understanding the immediate physical environment. Perception
can be as simple as identifying obstacles from a 2D laser scanner or as complex as
understanding the chemical composition of soil with a hyper-spectral camera.
Planning and perception are two important subfields of robotics. However, they are
most often solved in isolation: solving a toy planning problem without considering
the full capability of available sensors and their connection to the high-level task,
or developing a perception algorithm based on sensor data without exploiting the
possibility of improving the collection of the data through decision-making. Active
perception is an area of research that bridges the gap between these two fields. In
essence, the aim of active perception is to plan the pose and/or settings of sensors
in order to improve the acquisition of data that is used by a robot for determining
subsequent decisions or actions. That is, a robot determines how it should collect more
information with its sensors so that the perception system can better understand the
environment and then more accurately inform a high-level task planner. By improving
the low-level data collection phase, the output of the perception phase is improved
and ultimately the task-level performance of the robot is improved.
When a mobile robot is deployed in an environment and collects data without any
consideration of the path it travels, it is performing passive perception. Typically in
outdoor field robotics, it is common for researchers to deploy a robot carrying a suite
of sensors to survey a site. The robot drives along a pre-defined path that may have
been designed to meet certain constraints or may have been selected arbitrarily, drives
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along a random trajectory, or is tele-operated by a human. During operation, the
robot senses the environment and stores the data. The data is transferred to another
storage location and then processed oﬄine in the laboratory. This pipeline is widely
used for developing perception algorithms because it provides researchers with a large
quantity of data that can be analysed at any convenient time.
In some situations, when a dense inspection of the environment is possible, the passive
perception pipeline is sufficient. However, full sensor coverage is known to be NP-
hard [56], and so it is infeasible to do in practice, particularly in large environments. In
addition to this, robots are limited by their resources and this limits the amount of data
that can be collected. As a result, the quality of the data during the collection stage
is lower than expected because key data is missing. For example, large environments
prohibit the entire area to be covered, which leads to some regions not being observed
at all. Human intervention decided which areas to cover and which areas not to cover.
Crucial information might have been located in the areas that were not observed and
was not anticipated beforehand. Another example arises in cluttered environments
where occlusions spoil certain parts of the data, limiting its use. A poorly designed
trajectory can lead to data that is unusable for the perception goal.
Active perception has great potential to enhance perception because data quality
is directly improved by purposive actions. Aloimonos et al. [2] described that in
theory, all passive perception systems can benefit by incorporating an active strategy;
problems that are ill-posed and nonliear for passive systems become well-posed and
linear for active systems. However, developing an active strategy is not straight-
forward; effort is required to not only model the sensory data but to model complex
processed data, to consider possible nonlinearities and noise in state and control, and
to design appropriate utility and objective functions for optimisation. The parameters
in the system are strongly context and scene dependent, and their precise definitions
depend on a deep understanding of the sensors and the task. Active perception has a
long history of research dating back to the work of Bajcsy [7] and Aloimonos et al. [2]
in the 1980’s, however, these issues are still relevant today and remain open problems
as outlined in their article that revisits the topic 20 years later [8].
Information gathering tasks such as coverage, exploration, search, and tracking are
related to active perception as they address the problem of planning paths to gain
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Figure 1.2 – The connection between planning and perception for passive perception
(left), information gathering (centre), and active perception (right). Passive per-
ception does not receive feedback and does not perform online planning (but may
receive a pre-computed plan). Information gathering plans paths using an indirect
sensor model that is an abstraction of a complex perception algorithm. The sensor
model does not consider real and imperfect sensor observations, therefore, planning
does not necessarily adapt during online execution. Feedback may or may not be
received from the perception system. Active perception plans for the perception task
using a perception model and always receives feedback directly from the perception
algorithm. Planning always adapts according to the observations.
information about a measurable quantity. For example, during exploration, a robot
maximises the amount of unknown area it can see with each observation in order to
achieve complete visibility in minimum time. Another example is the search problem,
where a robot maximises the probability of detecting targets by selecting observation
locations in regions that have the highest probability of target existence.
For information gathering, the difficulty of solving all components of active perception
is often alleviated by making assumptions about the sensor and how it represents the
perception task. This is often done by considering low-information sensors to estimate
low-dimensional state [37] or by using abstract, often unrealistic, sensor models. For
example, in coverage, measurements are assumed to precisely observe everything
within a defined sensor footprint. With this type of assumption, the problem reduces
to one of finding a path that visits all locations in a given set. In reality, however, the
general problem of active perception requires a deeper interpretation of the sensory
data and a deeper understanding of the effects of noise. Active perception requires not
just a sensor model but a full perception modela. This must account for the physics
and noise of sensors, the interaction between different processing modules, and the
possible mixture of numeric and symbolic information [7]. Simplified sensor models
do not directly correspond to the output of a perception algorithm with a real and
noisy sensor.
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Figure 1.2 summarises the connection between planning and perception in passive
perception, information gathering, and active perception systems. Passive perception
collects data from an arbitrary pre-defined path that may not be informed at all.
The perception component does not offer any feedback to the planning component.
Information gathering implements feedback to the planning component. The data
may directly inform the planner but the planning algorithm does not directly consider
the perception algorithm; instead a sensor model is used. The sensor model is often an
unrealistic abstraction that does not relate to real observations made by a real sensor.
In this case, planning for perception is simplified and as a result the problem can
be as well. Active perception directly plans for the perception task and models real
sensor observations. The feedback comes from the perceived environment that may
be imperfect due to sensor noise. The planning component uses a perception model
to generate paths that directly improve the perception algorithm and ones that adapt
to changing estimates. This system closes the loop around perception and planning.
1.2 Example Applications of Active Perception
Active perception has broad significance for a diverse range of applications; some
examples are shown in Figure 1.3. Many industries are now automating their operations,
which requires systems to operate in difficult environments that may include humans.
Performing their duties requires the systems to have accurate knowledge of these
environments so that they operate efficiently, robustly, and safely.
There are many examples in agriculture where active perception can play an important
role. A good example application is harvesting. Many vegetables, fruits, and nuts
must be picked during harvest. Currently, people are the primary source for the task,
however, farms, especially in Australia, are large in comparison to the number of
available people during peak harvest times. This often results in personnel shortages,
which detrimentally impact the efficiency and productivity of these businesses.
Automation has the opportunity to improve efficiency and productivity. Mobile robots,
such as the robot in Figure 1.3a, could be deployed on farms to analyse plants, detect
objects to be harvested (e.g., vegetables, fruits, or nuts), and then grasp objects
with a manipulator. To safely grasp objects, without causing damage to the item or
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Figure 1.3 – Example applications of robots where active perception can play an
important role. (a) Robots in agriculture (image courtesy of [140]), (b) robots
performing domestic duties (image courtesy of [141]), and (c) robots on planetary
exploration missions (image courtesy of [140]).
other items, a robot must decide on the best possible grasp based on a model of the
objects constructed from observations. Furthermore, a robot must decide, based on a
perception algorithm, if the item is eligible to be harvested (i.e., sufficiently ripe), or
if the item is one to be picked (i.e., correct target). This is a considerably difficult
problem under normal circumstances but even more difficult in an uncontrolled and
natural environment. In these situations, the observations of the objects may suffer
from occlusion and this may result in an ambiguous interpretation of the objects.
If a robot is unsure about the state of an object it aims to pick, its active percep-
tion module should encourage the acquisition of more information so that the first
assessment is confirmed or reputed. This is precisely what a person would do. If a
potential object was occluded, for example, an apple that is behind the leaves on a
tree, a human would move to a location that had full view of the apple or they may
brush away the occluding leaves. If an object appeared ripe but the person was unsure,
they would test it with their hand and gather more information before picking it.
Another application area is domestic service robots. Automation is becoming more
apparent in common households as technology advances and it is now reasonable to
expect that robots will one day be assisting with our day-to-day duties.
A robot in the home, for example, the robot in Figure 1.3b, presents a number of difficult
challenges because of the high complexity and variability of human environments.
These environments contain an enormous variety of objects, far more than a natural
environment, and the most significant challenge is to deal with these objects that have
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diverse shapes, sizes, and purposes. Identifying objects is the first task a robot must
perform before it can interact with the environment but this is difficult because the
identity is strongly dependent on many factors such as where the object is, how it is
positioned, or how it can be accessed.
If an object cannot be precisely identified, due to ambiguity or lack of information, a
robot may interact with it incorrectly and consequently the task may fail. In these
circumstances, a robot should actively disambiguate the objects by carefully inspecting
them. As a result, the instructed task will more likely be successful.
As a last example, consider a robot on a planetary exploration mission (e.g., the robot
in Figure 1.3c in a mars analogue environment). The robot must gather samples that
will later be analysed. Currently for this task, robots have a significant amount of
human-in-the-loop control. This is hugely inefficient because it takes a significant
amount of time to send commands from earth, limiting the mobility of the robot. If a
robot were fully autonomous and made its own decisions about where to move and
what samples to collect, the exploration process would be much quicker.
As a first step, a robot would need to identify interesting objects to inspect and to
identify areas to explore if nothing in its local vicinity appeared interesting. These
objectives would be achieved with an onboard active perception system. In addition
to this, the robot should consider other critical aspects such as safe navigation, its
fuel source, or its sample load. If any constraint was violated, for example, the robot
attempted to traverse a steep ridge and failed, the entire mission could be compromised.
Therefore, it is vital that an active perception system also considers the overall mission
in order to avoid catastrophes.
These are examples of how active perception could benefit in a wide variety of
applications. Additionally, they highlight other important aspects to be considered.
Firstly, when perceiving objects, occlusions significantly affect the performance of a
perception algorithm. Thus, identifying occlusions and taking actions to avoid them
is important for active perception systems. Secondly, objects often look similar from
certain perspectives. Therefore, determining viewpoints that discriminate between
similar looking objects is also important for active perception systems. Thirdly, robots
may need to adhere to other constraints that are important for the overall mission.
These constraints must also be considered for any usable active perception system.
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1.3 Research Issues
The large variety of useful applications of active perception strongly motivates research
in this area. However, the problem of planning for better perception is complex due
to many reasons.
Foremost, this problem involves uncertainty, which is due to the system and the
environment. Examples of this include observation noise from sensors and transition
noise from motion. The sources of uncertainty imply that planning must take place
in a partially observable environment. This means that future events, resulting from
actions or observations, are not known precisely, only probabilistically. Solving this
problem is notoriously difficult because of the large number of possible future events.
For this reason, one major research issue is how to efficiently search through large
search spaces of solutions in order make good decisions.
Planning for perception is a sequential decision-making process. This means that
multiple decisions must be made in order to achieve the desired result. Key factors
that are important to consider are the restrictions on the data that can be collected
due to travel and resource constraints, that data is gathered along a path, and that
the value of data is strongly dependent on which other data is collected. Therefore, a
major challenge is how to determine a good sequence of decisions while accounting for
their long-term effects. Ignoring these long-term effects with a myopic plan may lead
to suboptimal solutions. Hence, it is important to use non-myopic methods that can
determine globally-optimal plans.
Answering the question of whether one plan is better than another requires plans to
be evaluated. More specifically, individual decisions need to be evaluated in terms
of their benefit to the perception task. However, this can be a challenge, especially
under uncertainty when full information is unavailable. Therefore, it is important to
anticipate and evaluate the outcome of decisions with only partial information.
Perception systems gather data to build a representation of the environment. Typically,
data is gathered over time and therefore it must be merged with existing data. For
certain sensors, the data can be voluminous, and for complex perception tasks, the
representation can be high-dimensional. As a result, it is imperative to neatly, but
descriptively, represent the data and to effectively fuse new information.
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1.4 Thesis Scope
There are numerous problems considered in the area of active perception. This thesis
addresses the specific problem of active object classification from 3D range data with
a mobile ground robot in outdoor environments given a resource and goal constraint.
This has specific characteristics and assumptions that will now be discuss individually.
Object classification is considered one of the most important perception tasks for
robots. It is a crucial capability that is often required before performing nearly all
high-level tasks. Robots almost certainly are required to interact with objects and
therefore they must know the identities of these objects in order to interact correctly.
In this thesis, we focus on this perception problem and develop planning algorithms
directly for determining the class and pose of objects in unknown environments.
A complete system requires many other perception modules. For the task of object
classification, one major pre-requisite is segmentation. This is the process of separating
data between objects so that each object can be classified individually. In this thesis,
we will assume that this process is properly handled by a segmentation algorithm.
The remaining components are agnostic and not limited to which algorithm is used. In
our experiments we use three different segmentation algorithms, which highlights the
flexibility of a modular approach to the problem. Depending on the difficulty of the
segmentation, an appropriate algorithm should be used. Developing such algorithms is
beyond the scope of this thesis and unnecessary because many good algorithms exist.
We focus on 3D range data obtained from a sensor that is onboard the robot. The
motivation behind our consideration of 3D range data is our focus on outdoor robotics.
Laser scanners are very common outdoors because they do not suffer from many
environmental factors such as light variation. Additionally, range data provides precise
spatial information. For active perception, knowing where objects are and how they
are orientated is just as important as knowing what they are. This information is
readily available from range data. Other sensing modalities of course can benefit from
active perception and in fact there is a large amount of research into active vision [41].
Integration of our methods with other sensing modalities will be left for future work.
Data from sensors is mostly streamed continuously, however, we will consider data to
be collected at discrete locations in the environment. This can represent data collected
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precisely at these locations or the combination of data along short trajectories between
locations. This assumption is common in active perception and is often motivated
by the realistic problems of storage capabilities and processing speeds of perception
algorithms. For object classification, discrete observations are sufficient and continuous
sensing at high frame rates is not of significant benefit.
Active perception has mostly been studied in the context of mobile camera systems,
where the planning problem is limited to determining the best views from a view
sphere around a single object or scene. Extensions with mobile robots are similar by
limiting the viewpoints to those on a circle around the objects of interest. In this thesis,
we consider mobile robots in a field robotics context, where robots must manoeuvre
through a large environment, between and amongst the objects they are inspecting.
This perspective is similar to information gathering because observations can be made
from a potentially large set of locations. As such, this is more representative of a field
robot than mobile camera systems and better characterises real-world deployment.
Planning viewpoints for a mobile robot must consider the navigation problem. Careful
consideration must be taken to ensure safe trajectories because the robot operates in an
open environment consisting of many objects. These safe trajectories can be generated
by any existing algorithm. However, to simplify our experimentation, we assume
an underlying roadmap between observation locations and we assume a low-level
controller to command the robot between locations. Initially the roadmap is known
but it is updated when objects are detected.
Furthermore, we focus on ground robots and motion restricted to a 2D plane. This is
directly motivated by interesting application areas such as agriculture, where ground
robots are growing as a feasible new technology. While motion in 2D is considered,
all our methods can easily be extended to motion in 3D. This only increases the
dimensionality of the problem but requires no other significant modifications.
Other mobilities, such as aerial or marine robots, could be considered. However,
these typically use downward facing sensors, which results in different challenges
for classification. In these scenarios, there is no object occlusion. Also, terrain
classification is more common that object classification. In this thesis, our planning
algorithms are designed to reason about object ambiguity in clutter, which is more
typical for ground robots.
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Most literature in the area of active object classification consider indoor environments.
In this thesis we primarily address the problem for outdoor environments. One major
factor that differentiates outdoor environments to indoor environments is that they are
much larger. For field robots, this has strong implications because the cost of motion
becomes very important to the mission. Thus, in contrast to work that consider indoor
applications, we explicitly account for the effort of navigation and devise solutions
that balance information gain with motion cost.
Lastly, we address common limitations of outdoor field robots by considering the active
object classification problem with a resource constraint and goal location. By devising
a multi-objective problem, we consider the operational limitations of real robots that
may have resource constraints or other objectives that may need to be fulfilled. For
example, robots often have limited fuel, need to recharge, or need to oﬄoad payloads.
These and other high-level tasks are captured by applying the resource constraint and
goal location objective to the problem formulation.
1.5 Thesis Contributions
The fundamental contribution of this thesis is a non-myopic and anytime approach to
planning under uncertainty, with supporting information evaluation methods, for the
task of improving object state estimates with a mobile robot. This thesis also presents a
probabilistic framework to represent and update a mixed joint probability distribution,
using a novel method to simultaneously estimate object class and pose. These
contributions and experimental results have been partly published in [149, 146, 147].
In more detail, the contributions are the following:
1. Problem formulations for the active object classification problem. The formula-
tions include the unconstrained and resource-constrained problem variations, as
well as a sequential decision-making formulation that provides a deep mathe-
matical interpretation of the structure of the problem.
2. A non-myopic and anytime planning algorithm for solving the resource-
constrained active classification problem. The algorithm, called Monte Carlo
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active perception, is sampling-based to account for state uncertainty and it uses
best-first search to effectively explore the large search space. The algorithm is a
novel extension of online Monte Carlo planning methods for active perception.
3. Algorithms for predicting point cloud observations of objects in cluttered en-
vironments by exploiting object models, sensor parameters, and the known
environment. The methods vary in complexity and offer a trade-off between
accuracy and computation time.
4. Methods for evaluating the information content from given viewpoints for object
classification. The evaluation functions measure the utility of making observa-
tions based on information theory. They can be used by any planner and are
shown how to be explicitly integrated with the proposed planning algorithm.
5. A probabilistic estimation framework for maintaining object beliefs, composed
of a mixed joint probability distribution. The framework uses particles to
approximate the underlying distribution and uses recursive Bayes’ estimation to
propagate the object beliefs with new information.
6. A method to simultaneously compute the likelihood of the class and pose of
objects from point cloud observations. This method uses Gaussian process
regression to learn global features from training data, then computes likelihood
scores given observed or predicted observations.
7. Extensive experimental evaluation of the proposed algorithms in a variety of
active object classification systems. Experiments are performed using different
sensors, platforms, and perception algorithms, and applied with datasets, in
simulation, and with physical robots. The outdoor hardware experiments are,
to the best of our knowledge, the first demonstrations of outdoor active object
classification with a mobile ground robot using 3D LIDAR.
The survey paper of active vision in robotic systems by Chen et al. [41] identified
a number of important future trends for enhancing active perception in practical
robots. These future trends were: internet of things, data fusion and reliable decision,
cooperative networks, on-site solution of uncertainty, reconfigurable systems, under-
standing and semantic representation, and application in practical robots. This thesis
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addresses many of these important aspects. First, we develop a robust solution for
fusing data with our estimation framework. It accepts range data and positional data
to accurately represent the environment, that is then used for both navigation and
view planning. Second, we account for uncertainty in our online planning algorithm.
The uncertainty of predicted observations is explicitly considered by the viewpoint
evaluation methods and consequently in the planner. Third, we directly consider a
semantic representation in the active object classification problem. This is established
in the problem formulations, and solved with the planning and estimation methods.
Lastly, we apply our algorithms with practical robots in our hardware experiments,
which demonstrates the usability of our methods in the real-world.
1.6 Thesis Structure
The remainder of this thesis is organised as follows:
Chapter 2 surveys related work in the field of active perception, information gathering,
and decision-making under uncertainty.
Chapter 3 defines the active object classification problem by formulating the uncon-
strained and resource-constrained problem variations, and provides an overview of the
problem components.
Chapter 4 describes algorithms for predicting point cloud observations and methods
for evaluating the information content at future viewpoints.
Chapter 5 presents a sequential decision-making problem formulation and the Monte
Carlo active perception algorithm for active object classification with a detailed
explanation for reward computation and a proof of convergence.
Chapter 6 details a novel particle-based framework for recursive Bayesian estimation
in the context of object classification, and illustrates its integration with a method for
simultaneously computing likelihoods of object class and pose.
Chapter 7 evaluates the proposed methods experimentally with simulations, datasets,
and multiple hardware platforms.
Chapter 8 concludes the thesis and discusses important areas for future work.
Chapter 2
Related Work
Research in active perception has a long history in robotics and computer vision,
dating back to seminal work by Bajcsy [7] and Aloimonos et al. [2] in the late 1980’s.
Since this beginning, research in active perception has grown immensely, with a
reported 2000 publications during 1986− 2010 related to robotics alone [41]. Much of
this growing interest can be attributed to the increase in demand for automation in
industry. Furthermore, the now common availability of inexpensive sensors, such as
the RGB-D Kinect [213], has given the research community access to more data, with
which new methods can easily be tested and benchmarked.
In this chapter we review relevant work in the area of active perception within the
robotics and computer vision communities. Section 2.1 discusses work in active percep-
tion by first focussing on the topic of this thesis, object recognition and classification,
before discussing work in other perception tasks. In Section 2.2 we discuss active
perception in the context of information gathering by focusing on specific tasks, then
we discuss information gathering with performance guarantees and with resource con-
straints. Section 2.3 positions our work in the context of planning under uncertainty
and presents an overview of relevant work in this area. Finally, Section 2.4 discusses
the limitations of the reviewed literature and summarises the chapter.
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2.1 Active Perception
Active perception is the act of controlling a sensor to better perceive and interpret the
environment. This could be simple, such as adjusting the lens of a camera to improve
the focus on a specific object, or it could be complex, such as determining a path to
position a camera for observing a moving target.
Many intentional robotic tasks require objects of interest to be accurately identified.
Making this identification is considered recognition or classification. In recognition,
an object is matched to a known object model from a database to determine the exact
instance of the object. In classification, an object is matched to an abstract notion
(class), representing objects of similar appearance, to determine its type. In this thesis
the distinction is not largely important and we consider the type of an object as either
a specific instance or an abstract group of instances. Therefore, in this section we
review literature related to object recognition and object classification.
We first review the literature specific to active object recognition and classification in
robotics and computer vision. We then survey solution methods for active perception in
a broader context and for a range of other important tasks such as scene reconstruction,
object detection, and modelling. Table 2.1 summarises the literature discussed in this
section by comparing key characteristics related to the contributions of this thesis.
2.1.1 Active Object Recognition and Classification
Representation
Active object recognition or classification is a sequential decision-making process that
iterates through gathering data from a sensor, refining the estimate of the object(s),
and planning for further sensor observations [33]. The underlying representation is
important for the estimation and planning stages. Most commonly, the identity of
an object is represented as a probability distribution. For classification, a categorical
distribution is a complete and efficient representation [33, 3, 179, 54, 135, 90, 184]. A
simple probability distribution has the additional benefit that updates can be performed
using Bayes’ rule because it is a static state estimation problem. Borotschnig et al.
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Pose est. Info. theory 3D data Occlusion Non-myopic Outdoor
Connolly [48] 3
Maver [134] 3 3
Callari [33] 3
Marchand [130]
Paletta [145] 3 3 3
Borotschnig [24] 3 3
Banta [11] 3
Arbel [3] 3
Denzler [54] 3
Sipe [179] 3 3
Laporte [113] 3 3
Wenhardt [201] 3
Deinzer [52, 53] 3 3 3
Le [118] 3
Farshidi [66] 3 3 3
Dunn [62]
Blaer [21] 3 3 3
Ma [128, 129] 3 3
Meger [135] 3
Eidenberger [63] 3 3 3 3
Krainin [106] 3 3 3
Vélez [197, 196, 198] 3 3 3
Schmid [167] 3 3
Stampfer [184]
Browatzki [27] 3
Gupta [77] 3 3
Huber [90] 3
Won [204] 3
Dragiev [60] 3 3
Javdani [93] 3 3
Hollinger [85] 3 3 3
Kriegel [110] 3 3
Hollinger [81] 3 3 3
Koval [105] 3
Atanasov [4] 3 3 3 3
Holz [86] 3 3 3
van Hoof [193] 3 3 3
Lauri [114] 3 3 3
Wu [206] 3 3 3
Becerra [13, 14] 3 3
Potthast [152] 3 3 3
This thesis 3 3 3 3 3 3
Table 2.1 – A summary of the key characteristics for all work in active perception.
Columns correspond to: publication (sorted by date), joint object class and pose for
state estimation, information-theoretic objective function for planning, 3D range
or point cloud data, occlusion in cluttered environments with multiple objects,
non-myopic viewpoint planning, and large outdoor environments.
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[24] and Paletta and Pinz [145] also use a probability density to represent object
states but instead the probabilities are represented in eigenspace. The appearance-
based recognition method represents object states as points in a higher-dimensional
eigenspace, which can be updated in a similar way with Bayes’ rule.
An extension of this is to estimate the class of objects while simultaneously estimating
their pose. As a result, a categorical distribution no longer suffices because the joint
state is a mix of the discrete class and continuous pose. A simple solution is to
discretise the continuous pose into a finite set of poses so that the state space remains
discrete [66, 4]. Alternatively, the joint distribution can be factored into the class and
pose components [63]. Another approximation is to consider the complete joint state
by using the Condensation algorithm [91], which maintains a set of weighted samples
to represent the multi-model distribution [52, 53].
Alternative approaches do not use probability distributions and do not update the
representations recursively. Kriegel et al. [110] construct models from an occupancy
grid and the identities of objects are determined through geometric means that exploit
this occupancy grid. Wu et al. [206] perform recognition using local features and a
single model (class and pose) is maintained. New observations are integrated with
previously established models by adding the local features from the new observation,
which allows the class and pose to be refined. The advantage of this approach is that
the model is very likely to improve with each observation because each observation
adds more data directly to the model. However, this relies on good registration of the
data, which can be an issue with practical robots.
Objective Function
Planning the next view, or set of views, requires an objective function to be optimised.
For probabilistic representations, a principled method is to select views that maximise
an information-theoretic objective function. Callari and Ferrie [33] estimate the
parameters of super-ellipsoid primitives and the uncertainty in these parameters
are subsequently used to calculate a probability distribution over object hypotheses.
The objective function of minimising the expected Shannon entropy corresponds to
maximising the reduction of parameter uncertainty. Probabilities in eigenspace can
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also be directly computed, without considering the parameterisation, and entropy
reduction can be used as an objective function [24, 145].
While entropy reduction is principled, it is also problematic because evaluating the
utility of a viewpoint requires solving an intractable integral. This was addressed
by Paletta and Pinz [145] with a lookup table for the approximation. Another approach
is taken in [128, 129], where entropy reduction is computed by sampling the action
space. The same intractable integral is also problematic for mutual information
maximisation. To account for the computational challenge, solutions are proposed
that use Monte Carlo evaluation [54], detector response samples [135], or an analytical
lower bound [90]. Computation is also reduced by considering only a subset of the
class distribution. Laporte and Arbel [113] measure the quality of a viewpoint by
the uncertainty reduction with respect to the two most likely classes, which avoids
considering all classes and their probabilities.
Other approaches use visibility metrics to quantify the utility of viewpoints. For
example, Kriegel et al. [110] employ entropy reduction in combination with the
improvement of mesh quality as an objective function. Mesh quality is measured
by the visibility and point density of voxels on the predicted surface of objects.
Alternatively, other work that consider local feature recognition, select views that are
expected to observe the most unobserved features [184, 206].
Another variation plans not only the next viewpoint of the sensor but also plans which
feature to use for classification [152]. The motivation for this is the trade-off between
classification accuracy and computation time for different features: more complex
features will better classify an object but at the cost of time. This formulation increases
the dimensionality of the problem by adding the feature type to the optimisation. The
robot must decide to stay at the same location and compute more complex features
to improve the estimate, or to move to a new location and compute a simpler feature.
Clutter
The problem of single object recognition has been extended to multiple object recogni-
tion. The most challenging aspect for this extension is accounting for the occlusions
induced by the presence of multiple objects. Some work ignore the occlusions in
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cluttered environments [184, 110], however, future viewpoints may be suboptimal
because the anticipated utility of the approximated fully visible observation is likely
to be significantly different to the true utility of the occluded observation.
Wu et al. [206] plan views in a cluttered environment by selecting views that are
expected to have high visibility of objects. The visibility is determined by ray tracing
operations, which is incorporated into the objective function for object recognition.
A similar approach is taken by Holz et al. [86]. In this work, objects are recognised
by object primitives. In order to identify an object, ray tracing is used to determine
the visibility of object primitives. The probability of observing object primitives
constitutes an information gain measure that is subsequently used in a planner.
In [63, 4], occlusions are directly considered by their inclusion in the object state.
The occlusion state is a discretisation, which presents the problem of choosing the
discretisation resolution: higher resolution provides better accuracy but with an
increase in computation. A similar technique is employed by Farshidi et al. [66]
who explicitly consider the effects of occlusion in the recognition process. The work
performs single object recognition but it focuses on the recognition performance in the
presence of random occlusions. The percentage of occlusion is included as part of the
state and it is assumed to be normally distributed. The distributions are generated
oﬄine by corrupting images with random occlusions at discrete levels, which are then
used in the next-best-view algorithm.
Non-myopic Planning
The majority of work in active object recognition and classification from the computer
vision community only plans one view at a time [33, 24, 3, 179, 54, 113, 66, 90]. This
is reasonable because camera systems generally have a small workspace to operate in.
Some work in robotics also only plans single views [145, 135, 184, 110, 206], however,
for a general robotic system this is a major limitation because the motion of a robot is
constrained or travel/time is limited. In these circumstances it is important to consider
the total utility of all observations with a long planning horizon. Early decisions may
unknowingly compromise useful observations later in the mission and this may lead to
suboptimal performance overall.
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In general, the problem of selecting the optimal sequence of observations can be
formulated as a partially observable Markov decision process (POMDP) [63, 4]. These
methods are shown to improve recognition performance by reducing the number of
views and the distance of the travelled path. A challenge for this formulation, however,
is the large space that must be searched to find the optimal solution. Eidenberger
and Scharinger [63] maintain tractability by approximating the value function with
an upper bound and Atanasov et al. [4] use a point-based solver. However, these
methods still perform full-width expansion, which, for large search spaces, wastes
computation effort and limits the depth of the search. This is the case in [63] who
resort to a search depth of one in their experiments and ultimately do no more than
single next-best-view planning.
These methods solve the POMDP using variations of the value-iteration algorithm.
This is inherently an oﬄine method that has the drawback of not adapting to environ-
mental changes. As such, Monte Carlo tree search (MCTS) has been used by Lauri
et al. [114] to extend the work in [4]. MCTS is an online solution for sequential
decision-making with the added benefit of concentrating the tree search to the most
promising regions of the search space. However, MCTS is a method for solving fully
observable problems, therefore, it does not account for the partial observability of the
environment unless strong assumptions are made.
Oﬄine Viewpoint Quality
Active methods are often computationally expensive when many viewpoints need to
be evaluated. A strategy to reduce planning time is to compute viewpoint statistics
oﬄine and then quickly retrieve these values online. This allocates much of the work
to an oﬄine stage and can achieve considerable speed-ups during online planning.
Arbel and Ferrie [3] build entropy maps oﬄine during a training phase. These entropy
maps store the entropy value for each training viewpoint of each object in the database.
In the online phase, the view from the entropy map of the most likely object is selected
for the next observation. Another method by Sipe and Casasent [179] learns the most
discriminating viewpoint between each pair of objects in the database in an oﬄine
phase. During online recognition, the two most likely classes are identified and their
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corresponding most discriminative viewpoint from training is selected. Alternatively,
computing oﬄine viewpoint quality can be considered as a reinforcement learning
problem [53]. In this work, the action-value function is directly learned in a training
phase. Once trained, the system uses the current belief to select the best sequence of
actions according to the learned action-value function.
While computation time is improved, these methods cannot extend directly to cluttered
environments because the oﬄine data cannot account for the occlusions induced
by multiple objects. Application of these methods in clutter requires additional
consideration of other objects in the environment.
2.1.2 Active Perception in a Broader Context
Active Scene Reconstruction
Early work on active methods in computer vision focused on reconstructing static scenes
from image data. Constructing a scene consists of building a complete representation
of the environment, most commonly with a 3D occupancy grid. Objective functions
consider the number of unknown voxels [48] or reason about occlusions from the
geometry of the scene [134]. Practical systems are also considered by accounting for
motion costs and reachability constraints [130].
More recent work in robotics consider the reconstruction of large regions and with
different sensor modalities. Blaer and Allen [21] use the same approach of maximising
the number of unknown voxels with future observations but apply this objective
function to the construction of 3D models of large complex sites with range scanners.
Schmid et al. [167] address 3D reconstruction from a stereo camera mounted on an
unmanned aerial vehicle (UAV). Due to the top-down perspective, this work focuses
on constructing surface maps. Viewpoints are selected by an objective function that
incorporates coverage, view angle, and overlapping constraints. Active reconstruction
methods are also applied in the underwater domain for generating dense bathymetry
maps [85] or for reconstructing the hulls of submerged ships [81]. These methods use
Gaussian processes (GPs) to model the scene and select views that maximally reduce
the variance of the GP.
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Active Modelling
Geometric models of real-world objects is required for many robotic tasks such as
object detection, object classification, and grasp planning. The goal of active modelling
is to increase the precision and completeness of object models. It is related to scene
reconstruction and can be considered a special case where the scene is small, consisting
of a single object. Due to this similarity, the method of selecting views that maximise
the observation of unknown voxels can be applied in a straight forward manner [11] or
extended to also minimise the motion of the robot with each selected viewpoint [204].
Wenhardt et al. [201] take a different approach by formulating the modelling task as a
state estimation problem. A Kalman filer is used to recursively estimate the object’s
geometry. View planning is then performed by selecting views that are expected to
minimise the reconstruction error. Dunn et al. [62] apply a similar technique but
also consider the path the robot must traverse. The next viewpoint is determined by
minimising the reconstruction error and then a minimum cost path is planned to the
viewpoint using gradient descent. Continuous scanning paths are planned in [109]
using the rapidly-exploring random tree (RRT) algorithm [115]. Viewpoints are first
selected by maximising the expected coverage of unknown space. After each viewpoint
is selected, the RRT algorithm plans a collision free path to the new location.
Active Object Detection
Object detection is the task of identifying a specific object or target in an environment.
The robot is given information about an object of interest and it must confirm (or
deny) that an object is the given type.
Le et al. [118] use a mobile camera and experimentally focus on detecting staplers
in an office environment. Multiple instances are considered in the environment but
optimisation is performed individually for each object. In another setting, door
detection is the focus in [197, 196, 198]. The environment consists of an unknown
number of doors and the robot must detect as many as possible. The robot is given
an initial path to a goal region and it must evaluate the value of detouring from this
path in order to inspect candidate doors. The objective function is formulated as the
minimisation of the decision cost (missing a detection) and motion cost. Becerra et al.
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[13, 14] consider only one object within the environment. However, localisation is not
assumed and so the robot must jointly localise itself using the observations of the
object while deciding if the object is the target type. Actions are selected to improve
the identification of the object given the uncertainty about the robot’s location.
Active Interactive Perception
Interactive perception is an emerging field in robotics where forceful interaction
is applied to the environment as a means of perceiving it [22]. This modality of
perception enables many tasks such as object segmentation [77, 36, 193], object
classification [27, 176], model learning [106, 60], and pose estimation [93, 105]. Active
interactive perception is similar to active perception in the sense that actions are
taken to directly improve a perception task. The difference, however, is that the
environment is modified to reveal more information rather than changing the state of
the sensor that is making observations.
Browatzki et al. [27] study active object recognition through interaction. In this
scenario, the vision sensor is static but the object is purposefully moved with a
manipulator so that it can be viewed from different perspectives. Planning takes place
by evaluating the utility of moving the object and selecting the move with highest
expected information gain. Krainin et al. [106] also move an object with a manipulator
and static camera. The aim in this work is to generate a complete 3D model of
an object by combining multiple observations. An information-theoretic criteria is
used for next-best-view planning, the goal being to generate models efficiently (i.e.,
least number of views). van Hoof et al. [193] and Gupta and Sukhatme [77] focus
on active object segmentation in cluttered scenes. Both use a manipulator to move
objects in a scene to resolve segmentation ambiguities. van Hoof et al. [193] use a
probabilistic segmentation method that enables the uncertainty of the segmentation
to be measured. Actions are selected that maximise mutual information. Gupta and
Sukhatme [77] define a set of action primitives that depend on the configuration of
the scene (uncluttered, cluttered, piled up). The method iteratively classifies the state
of the objects and applies the appropriate action primitive that will best scatter the
objects so that they can be successfully grasped.
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Other approaches do not rely on a vision system and instead only use the information
from tactile sensors. Dragiev et al. [60] use tactile information to construct an object
model so that the final grasp is successful. The object model is represented as a
surface using Gaussian process implicit surfaces (GPISs). This enables the model
uncertainty to be measured and subsequently used by a planner. Objects are actively
explored until the model uncertainty is sufficiently reduced so that the final grasp can
be performed. The work of Koval et al. [105] and Javdani et al. [93] assume a given
model but an unknown pose. In this case, an incorrect pose may lead to unsuccessful
grasps. The task of determining the pose is cast as a state estimation problem and it
is formulated as a POMDP. The action policy for reducing the uncertainty about the
object state is determined by solving a Markov decision process (MDP) approximation
in [105] or with a greedy information-gain approach in [93].
2.2 Information Gathering
Information gathering is an important family of tasks that has a wide variety of
applications in robotics. This section reviews the literature related to information
gathering. We first give an overview by categorising the different information gathering
tasks. We then review work that provide theoretical performance guarantees. Lastly,
we discuss information gathering under resource constraints.
2.2.1 Information Gathering Tasks
Coverage
Coverage is the problem of determining a path for a robot so that an end effector
passes over all points in free space [43]. When the environment and the size of the end
effector are known, it is convenient to decompose the environment into a grid such
that each grid cell represents the coverage of the end effector at one specific location.
The problem then becomes one of determining a path that visits every grid cell.
Coverage can be achieved using simple motions such as back-and-forth manoeuvres
(also known as a lawn mower pattern) [44]. This functions for both convex and non-
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convex environments. Non-convex environments must first be decomposed into convex
regions and then linked together to form the complete path. The order of regions can
be computed with an exhaustive walk through an adjacency graph. This technique
has been applied in real applications, such as coverage with agricultural machines [139,
9, 159, 10]. It has also been applied for coverage with aerial vehicles [207] for which
headland turns are particularly expensive and are minimised in the optimisation.
In general, coverage plans do not need to be constrained to back-and-forth motions.
These motions are only used for convenience or due to specific mobility restrictions.
For the problem of visiting all grid cells, spanning trees have been shown to solve the
problem with guaranteed completeness [69, 70]. The environment is decomposed into
grid cells and a spanning tree is constructed through the centres of the grid cells. The
coverage path then traverses around the outside of the spanning tree following a single
direction. The method is also extended to multiple robots [78, 214].
Coverage is also addressed when the environment is not known. This is known
as sensor-based coverage and it requires an online solution. Butler [31] focus on
this problem with multiple robots and provide a distributed coverage algorithm for
cooperative coverage of unknown environments. For rectilinear environments and
square robots, the algorithm is complete in the sense that the robots are guaranteed
to cover the entire environment.
Yehoshua et al. [211] consider another extension to the classic problem in which a
robot must cover an environment while avoiding adversaries. The coverage objective is
the same, however, the introduction of adversaries also requires the robot to minimise
the probability of being detected.
Exploration and Mapping
Exploration is the problem where a robot is required to move through an unknown
environment and build a map from its observations. The goal is to build this map, or
uncover the environment, completely and in minimum time. By far the most prolific
method for exploration, introduced by Yamauchi [209], uses the frontier between
known and unknown space. The frontier-based strategy identifies the interface where
unexplored area can be observed. The robot travels to these identified locations and
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makes an observation. The original method was presented for 2D mapping but it has
been extended to 3D mapping [55, 172], multiple robots [210, 175], and 3D mapping
with multiple robots [32]. For the case of multiple robots, coordination strategies are
necessary in order to allocate different frontier goals to each robot. A good analysis of
different allocation strategies is given in [65].
Frontier-based exploration can be boosted by exploiting environmental information.
An example is [144], where background information is provided from a topo-metric
map. This map is used to improve the decisions about which frontiers to explore.
The information from the topo-metric map can identify which frontiers are likely to
lead to an overall shorter path, one with less overlap, and this is shown to speed-up
the exploration process. Similarly, Li et al. [124] exploit semantic information of a
map to speed-up exploration. Semantic information identifies different regions in the
environment, such as rooms and corridors, and incorporates the information into a
multi-criteria decision-making strategy. The multi-criteria objective prioritises regions
that are more promising, for example, a room with many doors is more likely to give
access to more unknown space than a narrow corridor. The objective is also beneficial
when searching for particular targets that are known to be in a certain type of region.
Exploration is also improved by evaluating the benefit of observations at each frontier
and selecting observations that have high expected utility. Selecting observations with
highest utility improves exploration because they increase the rate of information gain.
González-Baños and Latombe [74] extend frontier-based exploration with location
evaluation. Each candidate location is evaluated by the area of the unknown space
that is expected to be observed. This is measured by casting rays from the observation
location through the environment and measuring the length of the rays in the portion
of the map that is unknown. Viewpoints are then selected greedily. Information-
theoretic metrics are also used for exploration as a means of measuring the utility of
different observations. Bourgault et al. [25] represent the environment as an occupancy
grid, where each grid cell stores a value to represent the probability of occupancy
and Shannon entropy is used to quantity the information content. If a grid cell has
high probability of occupancy (or free) then it will have low entropy. However, if
the probability is uncertain (possibly equal probability for occupied and free), then
the grid cell will have high entropy. The value of an observation is computed as
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the sum of entropies for all grid cells that fall within the sensor field of view (FoV),
assumed to be a disc centred on the robot location. Similar ideas are proposed that use
mutual information to quantify information gain [98] or use Cauchy-Schwarz quadratic
mutual information because of its computation efficiency [39, 38]. Alternatively to an
occupancy grid, a GP can be used to represent the environment and viewpoints can
be selected by mutual information maximisation [6].
Search
Search is the problem of finding a target (or group of targets) in an environment. This
problem has roots in operations research, where the idea of probabilistic search was
formulated [185]. This formulation models the target’s location in the environment
as a probability distribution and the objective is to select viewpoints that maximise
the probability of detecting the target. Typically, a prior of the target’s location is
given and bounds on the probability of detecting the target are derived, based on this
prior. Search can also be considered a pursuit-evasion game. In this formulation, a
pursuer (or group of pursuers) attempt to capture an evader (or group of evaders).
The problem is challenging because the evaders simultaneously try to avoid capture.
This problem is also commonly referred to as the cops and robbers game [162]. For the
search problem, however, the target does not necessarily actively evade the pursuer.
A good survey for these problems is given in [46].
For robotics, search is mostly studied in the context of a mobile robot equipped with
a sensor. In this scenario, a target is detected if it is within the sensor’s FoV. This
assumption allows the searcher’s configuration space, usually the environment, to be
decomposed, similar to the coverage problem. This transforms the continuous problem
into an equivalent discrete problem [72]. Decomposition is applied in [166] to impose
a qualitative structure on the search trajectory, that is then locally refined using
numerical optimisation. Pineda et al. [151] decompose the environment into grid cells
and formulate the problem of visiting all cells as a stochastic shortest path problem
(SSPP) due to the similarity to the travelling salesman problem (TSP). The SSPP
solution yields the shortest path through the environment and hence the shortest time
to guarantee detection of a static target. The decomposition of the environment can
be viewed as a graph and the search problem becomes one of clearing the graph in
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minimum time [83]. Approximating the graph with a tree enables a clearing schedule
for a robot, or a group of robots, to be determined using spanning trees.
For probabilistic search, target detection can be computed with a probabilistic sensor
model. This improves on the disc sensor model because it assigns a probability of
detection rather than a guarantee of detection if a target is within the sensor FoV. The
problem is considered in [148] who leverage submodularity and ideas from dynamic
vehicle routing (DVR) [190] to provide performance guarantees for a set number of
observations. A similar sensor model is used by Gan et al. [71] with particular focus
on collision constraints for cooperative multi-robot search.
Target Localisation and Tracking
Target localisation involves taking actions to reduce the uncertainty about an object’s
location. The precision of the estimated location is improved by fusing the information
from multiple observations. This is a common problem in robotics and it has received
interest in the context of wildlife monitoring. Cliff et al. [47] study the localisation of
radio-tagged birds using a UAV equipped with a radio receiver. Multiple observations
from a bearings-only sensor are required to reduce the uncertainty of the radio-emitter’s
location. Measurement locations are selected greedily by maximising the expected
reduction of entropy. A similar problem is addressed in [195], where radio-tagged fish
are actively localised with an autonomous surface vehicle (ASV). A greedy planner is
also employed, however, a bound on the total time to localise a target to a desired error
threshold is provided. This is extended to multiple ASVs in [194] with a cooperative
planning algorithm that considers the communication constraints between the vehicles.
Tracking is the task of estimating the location of a moving target. The target can be
moving with high velocity, making this problem a challenging continuous estimation
and control process. A taxonomy of multiple target tracking methods for sensor
networks is given in [154] and a survey in the multi-robot context is provided in [162].
Tracking multiple targets with multiple robots requires the joint assignment of robots
to targets and the locations of each robot to gain the most information. This means
the problem requires solving for a mix of discrete and continuous variables. Xu et al.
[208] use mixed integer linear programming with integer relaxation to find a solution.
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Active SLAM
Simultaneous localisation and mapping (SLAM) is the problem where a robot con-
structs a map of an unknown environment while estimating its own location within
it. SLAM is a sequential estimation problem, where the state, comprising the map
and the location of the robot, is recursively updated by sensor measurements through
techniques such as a Kalman filter [188]. In active SLAM, as proposed in [67], the
robot must decide where to go in order to reduce the map and localisation uncertainty.
SLAM commonly uses the extended Kalman filter (EKF) for state estimation, which is
convenient for active SLAM because the state uncertainty can be measured analytically
due to the Gaussian assumption. As such, metrics for evaluating the benefit of
actions can be directly computed. Two commonly used metrics come from the
Theory of experiment design. The first is A-optimality, which minimises the trace
of the covariance matrix; equivalent to minimising the squared error between the
data and model parameters [174]. The second is D-optimality, which minimises the
determinant of the covariance matrix; equivalent to minimising the entropy of the
SLAM system [29, 35].
The state estimate is significantly improved by visiting previously-visited locations
because it enables the robot to reset its location within a known portion of the map and
thus reduce drift errors. In the context of SLAM this is known as loop closure. Active
methods exploit this directly by guiding the robot to regions where loops are expected
to be closed, resulting in large reductions of the localisation error [182, 29, 121].
Most active SLAM methods are greedy in that they only look ahead one step in
the planning horizon [174, 29, 35, 182, 121]. However, as with most information
gathering tasks, active SLAM benefits from long-horizon planning. In general, the
problem can be formulated as a POMDP and it can be solved with any suitable solver.
Martinez-Cantin et al. [133] apply direct policy search and approximate the reward (or
cost) function by the average of Monte Carlo simulations. Alternatively, long-horizon
planning can be solved using model predictive control (MPC) for which numerical
methods [89, 122] or state machines are applied [126].
Exploration is also integrated with active SLAM to reward the robot for growing the
map. Similar to the exploration methods, area coverage [100] or information gain
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from an underlying occupancy grid model [25, 183] are used to quantify exploration.
These can then be integrated into a multi-objective function that balances uncertainty
reduction and exploration. For the MPC solution in [122] that uses a state machine,
exploration is integrated by combining an attractor function that biases the control
actions related to movements towards unexplored space. Carlone et al. [34] propose a
different formulation that requires the robot to explore the map while maintaining the
map uncertainty below a specified threshold. The robot must autonomously decide
between exploration and loop closure.
Environmental Monitoring
Environmental monitoring is the task of building an accurate model of an environmental
process from multiple measurements. In general, the model represents a spatial
phenomenon covering a large area. The problem formulation is considered for a
large variety of applications, from ocean monitoring [180, 79, 80, 50] to atmospheric
monitoring [131, 132]. As a consequence, the work in this area admits a large variety
of algorithmic solutions [61].
Broadly speaking, a model of a spatial phenomenon is constructed from measurements
and many measurements result in a more precise model. However, measurements are
often redundant, so the challenge is to find the best combination of measurements that
will generate the most accurate model. This can be cast as an information gathering
problem by viewing the model accuracy as a measure of uncertainty. The model
uncertainty can be measured as the mean squared error of the reconstruction, as such,
this is often used as the quantity to minimise when selecting measurements [212]. A
common tool for representing a spatial phenomenon is GPs. This is useful for active
methods because the uncertainty reduction can be quantified by the reduction of the
model variance [127]. Hitz et al. [80] use GPs to determine the boundary where a
measurable quantity of interest is above a given value (a level set) instead of modelling
a scaler field. Measurement locations are selected to minimise the uncertainty of the
level set estimate. Another alternative considers the problem of finding the maximum
value of the spatial phenomenon [131, 132, 50]. This is approached using Bayesian
optimisation (BO), which is a principled method that balances exploration (model
uncertainty) and exploitation (known maxima).
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Single sample locations is a convenient problem formulation, however, many real-world
applications require measurements to be made continuously while the robot is moving.
If the value of measurements at all locations in the environment are known and additive,
then the optimal path can be found by the maximum weight TSP tour [94]. In general,
however, the value of a measurement is not additive because it is highly correlated
with the history of measurements, therefore, the maximum weight TSP tour does
not apply. For the general case, Binney et al. [20] represent the environment with a
graph, where nodes are arbitrary locations and edges represent continuous observations
between nodes. A path that traverses the graph and maximises the information gain
is determined by greedily selecting edges. An extension to the continuous planning
space, where no discretisation is required, is provided in [82]. This solution builds on
RRTs, where nodes incorporate information content. The solution can quickly become
intractable, so branch and bound methods are offered to prune the search space.
Monitoring spatio-temporal phenomena is also considered. In this case, when the
environment is changing, adaptive planning is necessary [12] and bounds on the
improvement of adaptive strategies over non-adaptive strategies have been estab-
lished [127]. If the environment requires continuous monitoring, then the problem is
known as persistent monitoring. In this setting, the uncertainty at locations is assumed
to increase while it is not measured and so the task is to find a policy that bounds
the overall growth of uncertainty. Smith et al. [180] assume a closed path is given
and optimise the velocity along the path in order to maximise the total information
value of the path (or the information value is maximised for multiple paths in the
multi-robot case [181]). Alamdari et al. [1] assume a given set of locations. In contrast
to [180], the robot travels with constant velocity and the goal is to find the path
between the locations that minimise the maximum latency between location visits.
Classification
Active classification in the context of information gathering is different to active object
recognition and classification that was reviewed in Section 2.1. In the context of
information gathering, the problem is to classify all portions of the map and not
individual objects. A typical scenario involves a robot with a downward facing sensor,
for example, a UAV viewing the ground or an autonomous underwater vehicle (AUV)
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viewing the sea floor. The robot captures individual frames with the sensor. These
frames are either classified entirely or decomposed into smaller portions and each
portion is classified individually. Classification is improved by planning paths through
the environment to observe unobserved regions or to re-observe specific regions.
Sea floor classification is an important task in marine science and it can benefit
from autonomous vehicles for data gathering. For this task, an a priori map can be
used to determine the most informative path by considering candidate paths and
selecting the path with highest expected information gain. Typical measures for
information gain include entropy reduction [161], Kullback-Leibler divergence [16],
variance minimisation [17], or the prediction of visual features [157].
In the same domain of underwater robotics, Hollinger et al. [84] study the problem of
detecting mines on ship hulls. This requires analyses of individual sensor observations
and the identification of objects that match known characteristics of mines. This
is framed as active classification and paths are planned to improve the confidence
of mine identification. Different to [161, 16, 17, 157], paths are planned adaptively.
Online planning is implemented with a receding horizon approach and the utility of
observations is measured by the entropy reduction of the estimate.
Similar approaches are applied for airborne monitoring with UAVs. Vivaldini et al.
[199] consider the problem of classifying the health (disease or no disease) of trees from
visual images taken by a UAV. Within each image, trees are detected and their health
is classified. Informative trajectories are planned using BO, similar to [131, 132], with
the objective function of minimising the uncertainty about the classification result.
2.2.2 Information Gathering with Performance Guarantees
Information gathering tasks benefit significantly from non-myopic planning. However,
this is considerably difficult, in fact NP-hard [107], because the problem is combinatorial
intractable. The reason for the intractability is that the information gained by an
observation depends on the history of preceding observations. As a result, objective
functions are not simply additive. Instead, objective functions must consider all
ordered sequences of observations, which means, in terms of planning, optimising over
all possible combinations.
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Fortunately, certain objective functions allow the combinatorial problem to be solved
with a simple greedy algorithm, where the best observation is selected one at a time.
If objective functions are monotonic increasing and submodular then the greedy
heuristic is known to give a 1− 1/e performance guarantee with respect to the optimal
solution [137]. The monotonic increasing property is mathematically defined, for a set
function f : 2V 7→ R, as
f(A) ≤ f(B), (2.1)
where V is a finite set and A ⊆ B ⊆ V . Intuitively, this property states that
observations can never decrease the total information gained. Submodularity describes
the property of diminishing returns, which is mathematically expressed as
f(A ∪ v)− f(A) ≥ f(B ∪ v)− f(B), (2.2)
for any v ∈ V\B, where V\B are the elements of V excluding the elements of B. This
property states that an observation (v) is more valuable if added to a small set of
preceding observations (A) in comparison to the same observation but added to a
larger set of preceding observations (B).
The work in [76, 107, 108] consider monitoring a spatial phenomenon with static
sensors. This is known as the sensor placement (SP) problem and involves finding the
optimal set of locations for the nodes in order to measure the spatial phenomenon with
high precision. The early work by Guestrin et al. [76] shows that mutual information
is a submodular objective function and this is used to achieve the 1− 1/e performance
guarantee when greedily selecting locations by mutual information maximisation.
This is extended in [107] to incorporate communication cost between sensor nodes.
Although the greedy algorithm is polynomial-time, it can still take a considerable
amount of time to evaluate all locations at each iteration. In [108] the concept of
lazy evaluation is developed to reduce the algorithm complexity to linear-time while
providing similar performance bounds.
The SP problem considers a single set of static sensors, which is useful for tasks such
as spatial monitoring but may not be appropriate for all information gathering tasks.
Chekuri and Pál [40] consider the orienteering problem in which the information gain
along the path of a robot is maximised given a distance budget. This problem is known
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as the informative path planning (IPP) problem because it directly considers the
information gained along a path. Early work in a similar context, such as [49], address
IPP but do not provide performance guarantees. The insights in [40] show that, given
a submodular objective function, the proposed recursive greedy algorithm gives bounds
derived from submodularity. An extension of this method introduces a graph-based
IPP algorithm where the value of observations along graph edges (not just at nodes)
are accounted for [20]. A similar problem is studied by Jawaid and Smith [94]. In
this work, the robot must visit a set of locations but it can choose which edges to
traverse. This is cast as the problem of finding the maximum weight TSP tour. With a
submodular objective function, the greedy algorithm provides a performance guarantee
that depends on the sensitivity of the function. An extension to multiple robots, the
multi-robot informative path planning (MIPP) problem, is provided in [177, 178],
which use sequential allocation to determine the sets of informative robot paths.
IPP mostly considers discrete observation locations or the extension to continuous
observations along edges between discrete locations. In general, however, path planning
can be solved in the continuous space [116]. A common approach is to use sampling-
based planners, such as RRTs or its variants. Levine et al. [123] modify the algorithm
to consider information as well as the path planning objective. The resulting method
enables information rich paths under complex vehicle dynamic constraints to be
determined. Hollinger and Sukhatme [82] build on this idea to show that conservative
pruning strategies can be applied given submodular objective functions to maintain
asymptotic convergence to the optimal solution.
The performance guarantees derived from submodularity are mostly identified with
the task of monitoring a spatial phenomenon [76, 107, 108, 177, 178, 20, 82, 94],
however, a variety of other tasks are also considered. Tseng and Mettler [191] leverage
submodularity to provide bounds for coverage using the fewest sensors, probabilistic
search with maximal probability of detection rate, and minimum-time trajectory
planning in the context of probabilistic search. Other tasks such as object detection
in images [42], touch-based object localisation [93], and object classification for grasp
planning [101] also have performance bounds. These tasks, however, involve solving the
optimisation under partial observability and thus they derive performance bounds from
adaptive submodularity [73], which generalises submodularity to adaptive policies.
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Performance guarantees for information gathering that do not rely on a submodular
objective function are derived by Lim et al. [125]. This work addresses information
gathering while considering the cost of robot motion in a metric space and adaptive
planning. The polynomial-time algorithm uses the group Steiner algorithm that
greedily constructs a solution through divide-and-conquer. They prove that their
greedy algorithm has a bound on the path length.
2.2.3 Information Gathering with Resource Constraints
Real robots are often limited by available resources such as fuel, battery, or payload.
This imposes critical constraints on the information gathering problem that must be
obeyed to guarantee success of the overall mission. For small scale problems, resources
may be ignored since the available resources are much larger than what would be
required for a mission even in the worst case. However, for large scale problems, such
as those with outdoor robots, resources must be considered in order to avoid resource
depletion and subsequent catastrophic outcomes.
IPP is often studied as an orienteering problem. This specifies a maximum path length
in the problem definition [40, 177, 178, 212], which contrasts to the work that attempt
to minimise the overall path length [20, 94, 125, 82]. The orienteering formulation
means that the information is maximised within a strict distance budget. This distance
budget can be considered a mission critical resource threshold that the robot cannot
exceed. For more complex or multiple resource constraints, the budgeted formulation
may not necessarily apply because it is not clear how to express or combine multiple
resources into a single budget for planning. An alternative solution for this case is
presented by Wang et al. [200] for the active object recognition problem. Multiple
resources are considered by imposing large penalties for paths that violate any of the
constraints. This does not guarantee the resources to be strictly obeyed, however, the
constraints will only be violated with very low probability.
Imposing budget constraints still enables paths with high information content to be
found. However, arbitrary end locations of the paths may be practically inconvenient.
For example, deploying a mobile robot in a lake to monitor a spatial phenomenon,
as in [177, 178, 20, 82], and planning an arbitrary path, may result in the robot
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ending at a destination that is far away. The robot then needs to be retrieved, which
may be a time consuming operation. For circumstances like this, it is convenient
to specify a known destination. When the end location is the start location, the
resulting path is called a tour for which variations of the TSP algorithm can be used.
In particular, the variation of budgeted informative path planning can be cast as
the prize-collecting travelling salesman problem with neighbourhoods (PC-TSPN).
Best et al. [19] study this problem in the context of active classification with multiple
robots and present a method using self organising maps (SOMs), inspired by the
application of SOMs for data collection with sensor networks in [64]. The paths
obey the budget constraint; they return to the start location and they maximise the
information gain of the observations. Schnaps and Rimon [169] study the budgeted
coverage problem with a (limited) battery powered robot. For this problem, the robot
is required to completely cover an environment and then return to the start location
upon task completion. In the extreme case when the battery capacity is small and
the environment is large, the robot may return to the start location to recharge the
battery and then continue to cover the remaining portions of the environment. Other
work consider the problem of persistent surveillance with a fleet of battery limited
micro-aerial vehicles (MAVs) [136, 186]. Due to the very short battery life, the MAVs
must recharge often. The problem is cast as a DVR problem [190] and recharging
schedules are determined using techniques for the time window DVR problem variant.
Alternatively, Leahy et al. [119] use temporal logic and formal methods to generate
control policies that return the MAVs to the recharging locations.
Autonomous soaring with unpowered aerial gliders for information gathering tasks has
received recent attention because these vehicles present an opportunity to perform
long-endurance missions without relying on onboard power. Gliders must perform
energy-gaining actions to maintain altitude, as such, the altitude can be considered
as a resource constraint that must be utilised maximally or replenished. Lawrance
and Sukkarieh [117] address simultaneous exploration and exploitation of a wind field.
This involves the dual tasks of improving a wind map, based on observations during
the flight, while simultaneously using the current map to generate energy-gaining
paths. Candidate paths are evaluated by their energy efficiency and their wind field
exploration. Paths are then selected that best trade-off these aspects. This is an
obvious exploration-exploitation problem that is extended using reinforcement learning
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in [45]. The information gathering component of [117, 45] focuses on reducing the
uncertainty of the wind map. Nguyen et al. [138] build on this by considering the
task of probabilistic search during the glider mission. The glider considers the energy
gains of visiting thermals and paths are planned that maximise information gain while
potentially visiting thermals to replenish the altitude resource.
2.3 Decision-Making Under Uncertainty
Many problems in robotics require the robot to make decisions. This is known as
planning or decision-making. In general, the robot should act intelligently to achieve
the best possible outcome given its task. However, the robot is often presented with
uncertainty and this makes planning challenging. The uncertainty may arise because
of incomplete information about the world or because the outcome of future events
cannot be predicted accurately. Consequently, the robot must reason about the
uncertainty and the prescribed objectives.
Some tasks require one decision to be made. In this case, the robot must compare
the outcomes of its immediate decisions and select the decision that is most desirable.
To account for uncertainty, decisions are evaluated by their expected utility. Many
important problems, however, are more complicated and require a series of decisions
to be made while considering their long-term effects. This generalisation is known
as sequential decision-making. When the series of decisions must be made under
uncertainty, the problem is known as sequential decision-making under uncertainty.
This section reviews decision-making uncertainty. We first discuss single decision-
making to establish the foundation of the problem. We then generalise this to
sequential decision-making. Following this, we present two well-known sequential
decision-making formulations; the Markov decision processes, the situation when the
model is known and the environment is fully observable; and the partially observable
Markov decision process, the situation when the environment is partially observable.
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2.3.1 Decision-Making
In robotics, decision-making refers to the process of determining optimal actions
based on the observations made of the surrounding environment. Typically, the robot
follows the observe-act cycle in which observations are made by sensors and actions are
selected by making decisions. The observations may only provide partial information
of the environment, thus the robot only has access to an estimate of the state of the
environment. The three components – observations, actions, and states – are the
fundamental building blocks for decision-making under uncertainty.
The goal for a robot in single decision-making problems is to select the best action
while considering the uncertainty of the state. The imperfect knowledge about the
environment requires the robot to consider all possible outcomes of all possible actions.
The preference of an action is encoded by the expected utility
U(a|z) = ∑
s
p(s|a, z)U(s), (2.3)
which measures the value of performing action a given z was observed. This assumes
a known probabilistic model p(s|a, z) to represent the probability of the environment
state s conditioned on the action and observation, and also assumes a utility function
U(s) to quantify the value of outcomes. The maximum expected utility principle says
that a rational agent should choose the action that maximises the expected utility
a∗ = arg max
a
[U(a|z)] . (2.4)
2.3.2 Sequential Decision-Making
Most problems in robotics require not just a single decision to be made but instead a
sequence of decisions to be made. Each decision depends on the decisions and the
outcomes that preceded it. When the outcomes are not known, as is the case when
planning under uncertainty, the complexity of the problem increases dramatically
because the size of the problem is it proportional to the size of the state space, action
space, and the outcome space. This relationship is known as the curse of dimensionality
and it is the primary limitation of brute-force methods.
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The maximum expected utility principle for single decision problems is generalised
to sequential decision problems by Bellman’s principle of optimality [15]. This is the
foundation of dynamic programming (DP), which is a computational technique that
can be applied to solve sequential decision-making problems and a large variety of
other problems. DP decomposes the original problem into many simpler subproblems.
Each subproblem is solved once and their solutions are stored in memory. When
the subproblems occur again, their solutions can be reused. DP applies backward
recursion to compute the maximum expected utility and the corresponding decision
leading to it so that later decisions can be quickly computed.
The value function V (s) for some state s expresses the best outcome of the objective.
The Bellman equation computes the value function recursively by
V (s0) = max{R(s0, a0) + γV (s1)}, (2.5)
where s0 is the initial state, R(s0, a0) measures the payoff from taking action a0 in state
s0, and γ is a discount factor that can be applied to weight the importance of earlier
decisions more than later decisions. The Bellman equation recursively defines the
payoff of a sequence of actions by considering the value of the next state s1 = T (s0, a0)
as determined by the function T . This function models the change from the previous
state given an applied action.
The DP algorithm is powerful for solving many problems because it is guaranteed to
find the optimal solution without brute-force search. Computation time is saved by
storing value functions at the expense of storage space. Although DP is not a brute-
force method, it still suffers from the curse of dimensionality because it still considers
the full space of states, actions, and outcomes. For very large problem instances, DP
will be insufficient in both time and memory. Due to this limitation, a considerable
amount of effort has been dedicated to approximate dynamic programming (ADP)
methods [153]. The main strategies for ADP include approximating the value function,
sampling strategies, or refining the search space through exploration-exploitation.
While these methods are approximations, a small subset retain convergence to the
true optimal solutions and many more perform well in practice.
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2.3.3 Markov Decision Processes
MDPs, first introduced by Howard [88], are the outcome of the combination of
DP methods and the mathematical construct of Markov chains. The distinctive
characteristic of these processes is that they obey to the Markov property, which is the
notion of a “memoryless” system, that is, the current state of a process depends only
on the previous state and not on the entire sequence of events that preceded it. The
Markov property is established in probability theory and statistics but the concept is
adopted in many important fields of science, including robotics. While not all systems
satisfy the property, it is often used as an approximation for practical reasons.
More formally, consider a state space S consisting of states represented by the random
variables S0, S1, . . . , Sn. Then, the Markov property is mathematically defined as
Pr(Sn = sn|Sn−1 = sn−1, . . . , S0 = s0) = Pr(Sn = sn|Sn−1 = sn−1). (2.6)
This says that the conditional probability distribution of a state only depends on the
previous state and not on the full history of states before it. A Markov chain is a
stochastic process that transitions between states and satisfies the Markov property.
Transitions are defined by a transition function (or transition matrix) that characterises
the probabilities for transitioning between all pairs of states in the state space.
MDPs extend Markov chains by introducing actions and rewards. Actions are taken by
an intelligent agent (robot) and represent the decisions it can make, and rewards define
a scalar value payoff for taking a certain action given the agent was in a particular
state. The decision problem associated with MDPs is to find a policy, which is a
function that specifies an action to be taken for every state in the system. The goal is
to determine the policy that consists of the optimal actions, typically determined by
maximising the cumulative reward for the sequence of actions in the policy.
Formally, an MDP is represented by the tuple 〈S,A, T, R, γ〉, where
• S = {s0, s1, . . . , sNS} is a set of states,
• A = {a0, a1, . . . , aNA} is a set of actions,
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• T (s, a, s′) = p(s′|s, a) is the transition function that represents the probability
of transitioning to state s′ given that the system was previously in state s and
action a was taken,
• R(s, a) is the reward function that assigns a scalar value payoff for taking action
a when in state s,
• γ ∈ [0, 1) is a discount factor to weight the importance of earlier rewards over
later rewards.
A policy pi(s) : S 7→ A is a function that maps every state to an action. The objective
when solving an MDP is to determine the optimal policy pi∗(s) by maximising the
cumulative reward
pi∗(s) = arg max
pi
[
N∑
t=0
γtR(st, pi(st))
]
, (2.7)
where t indexes time. Note that this describes a finite horizon problem where a total
of N decisions must be made. For the infinite case, the discount factor γ becomes
important as it will ensure a finite end to the infinite sum when it is in the domain
[0, 1). Also note that this definition is for the discrete time case but it can easily be
expressed for continuous time by replacing the sum with an integral.
Policy iteration is a well-established DP method for computing an optimal policy
for an MDP. It comprises two important components: policy evaluation and policy
improvement. These two components are performed iteratively. Policy evaluation
computes the value of a given policy pi according to the Bellman equation
V pi(s) = R(s, a) + γ
∑
s′
T (s, a, s′)V pi(s′). (2.8)
This computes a value for each state by taking the expectation over all possible state
outcomes of each action in the policy. Once the values are computed, the algorithm
performs policy improvement, which selects a new policy given the computed values
according to
pi(s) = arg max
a
[
R(s, a) + γ
∑
s′
T (s, a, s′)V pi(s′)
]
. (2.9)
After many iterations of evaluation and improvement, the policy iteration algorithm
converges to the optimal policy. Convergence, however, is only guaranteed in the limit
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and may take a long time depending on the complexity of the problem. The main
reason is that policy evaluation is itself an iterative computational process. The value
iteration algorithm improves on policy iteration by only performing this process once.
Value iteration combines evaluation and improvement into a single update operation
by using the Bellman equation
V t+1(s) = max
a
[
R(s, a) + γ
∑
s′
T (s, a, s′)V t(s′)
]
, (2.10)
where t represents the iteration number. The backward induction of value iteration
computes the value at each state. Given any starting V 0, this algorithm will converge to
the optimal policy and it will do so faster than policy iteration. The two algorithms are
similar, however, value iteration combines the two steps of evaluation and improvement
into one, and takes the maximum over all actions in the backup process.
MDPs are a general framework for representing decision-making problems. One major
assumption is that the model of the environment (i.e., the transition function) is
known. When the model is unknown, it must be learned through actions. This
problem is known as reinforcement learning. Throughout this thesis we will assume
that the model is known and therefore we do not provide a detailed discussion for
these methods. For more information see [187]. A second assumption is that the
state is known. In other words, the state can be directly observed and observations
are deterministic. The extension to state uncertainty, or where the environment is
partially observable, is known as POMDPs, which is discussed in the next section.
2.3.4 Partially Observable Markov Decision Processes
Robots rarely have perfect sensors. Subsequently, observations are subject to noise and
ambiguity. This means the robot has incomplete information about the environment,
which translates directly to uncertainty in the state. As a sequential decision-making
process, this can be modelled as a POMDP [99], which generalises MDPs to the
situation where the agent cannot directly observe the underlying state. The agent
maintains a probability distribution over the state that is updated with observations,
and policies are derived to maximise the expected cumulative reward.
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POMDPs are represented by the tuple 〈S,A, T, R,Z, O, γ〉, where
• S = {s0, s1, . . . , sNS} is a set of states,
• A = {a0, a1, . . . , aNA} is a set of actions,
• T (s, a, s′) = p(s′|s, a) is the transition function that represents the probability
of transitioning to state s′ given that the system was previously in state s and
action a was taken,
• R(s, a) is the reward function that assigns a scalar value payoff for taking action
a when in state s,
• Z = {z0, z1, . . . , zNZ} is a set of observations,
• O(s′, a, z) = p(z|s′, a) is the observation function that represents the probability
of making observation z when action a is applied to transition to state s′,
• γ ∈ [0, 1) is a discount factor to weight the importance of earlier rewards over
later rewards.
In the general case, the observation function depends on the state-action pair but in
some cases it may only depend on the state alone, i.e., O(s, z) = p(z|s).
For this framework, the uncertainty about the state is quantified by a probability
distribution over the state space. This is represented by the belief state
belt(st) = p(st|ht), (2.11)
which characterises the conditional probability distribution over states given the
history of actions and observations, ht = (a0, z1, a1, z2, . . . , at−1, zt). The belief state
is a probability distribution, and satisfies belt(st) ∈ [0, 1] and ∑st∈S belt(st) = 1 (for
the discrete state case).
A POMDP can equivalently be formulated a belief-state MDP where states are
considered belief states. Using the notation bel = belt(st) and bel′ = belt+1(st+1), the
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belief-state transition function
Tb(bel, a, bel′) = p(bel′|bel, a), (2.12)
=
∑
z
p(bel′|bel, a, z)∑
s′
O(s′, a, z)
∑
s
T (s, a, s′)bel(s), (2.13)
can be used to derive the belief update equation with Bayes’ rule
bel′(s′) = Tb(bel, a, bel′), (2.14)
= O(s
′, a, z)p(s′|bel, a)
p(z|bel, a) , (2.15)
∝ O(s′, a, z)∑
s
T (s, a, s′)bel(s), (2.16)
where for completeness the denominator in Equation 2.15 is given by p(z|bel, a) =∑
s bel(s)
∑
s′ T (s, a, s′)O(s′, a, z).
Solving POMDPs requires finding an optimal policy pi∗b (bel) that specifies the best
action to take for any belief. Similar to MDPs, the optimal policy can be computed
using the value iteration algorithm, that recursively applies the Bellman equation
V t+1b (bel) = maxa
[
Rb(bel, a) + γ
∑
bel′
Tb(bel, a, bel′)V tb (bel′)
]
, (2.17)
= max
a
[
Rb(bel, a) + γ
∑
z
p(z|bel, a)V tb (bel′)
]
, (2.18)
where
Rb(bel, a) =
∑
s
R(s, a)bel(s), (2.19)
is the reward function for the belief-state MDP.
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Value iteration is an exact method for solving POMDPs. However, POMDPs grow
exponentially in the number of states, actions, outcomes, and observations. This is
a large domain to find optimal solutions and in practice value iteration is limited to
only small problems. Although more computation power can be used, such as parallel
GPU implementations [120], this may not always suffice. Consequently, research has
been devoted to developing tractable methods. Most notably, point-based POMDP
solvers have been a significant advancement in this area [170]. The point-based value
iteration algorithm, introduced by Pineau et al. [150], computes the value function
only for a finite subset of the belief space. This significantly reduces computation time
because it restricts the growth of the value function. Further modifications have been
made to the original algorithm that now enable problems with thousands of states to
be solved. For a good overview, see the survey by Shani et al. [170].
All solution methods relating to MDPs and POMDPs that has been discussed so
far strive to find exact or approximate policies. These are computed oﬄine, prior to
execution. An alternative is to use an online approach that only considers the current
situation. This is especially useful in dynamic environments where policies may need
to change often. But more importantly, online methods are faster because they only
consider the reachable state space from the current state. This is often significantly
smaller than the full state space, resulting in a significant reduction in both storage and
computation. One of the most successful online approaches for MDPs is MCTS [28],
which is a sampling-based method. The algorithm involves running many simulations
from the current state while updating an estimate of the state-action value function.
It is anytime in that it can be stopped and a solution will be available. This method
is extended to partially observable environments in the partially observable Monte
Carlo planning (POMCP) algorithm [173]. The difference to MCTS is that rewards
are associated with histories instead of states. Both these algorithms are shown
to converge to the optimal value function, under certain conditions, and perform
outstandingly well in practice.
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2.4 Summary and Limitations
This chapter extensively surveyed the literature relating to the problem of active
object classification. We began by discussing the work in active perception, with a
focus on robotics applications. We then reviewed the related problem of information
gathering by describing the common robotic tasks and their solution methods. Lastly,
we provided background on sequential decision-making under uncertainty, which is a
general formulation that applies to the specific problem of active object classification.
The literature in active perception has presented a wide range of methods. However,
our survey shows that these are often limited to problem instances comprising single
objects or limited viewpoints. The work we consider involves many (potentially
cluttered) objects in large environments. Existing methods do not solve all these issues
as they ignore the crucial aspect of occlusion or are limited to myopic plans. Although
some methods consider occlusions and provide non-myopic plans, they use oﬄine point-
based solvers [63, 4] and therefore they are not appropriate for online planning. These
methods also perform full-width expansion in the search space, which is prohibitively
expensive for large search spaces. We provide a method that intelligently searches for
solutions, allowing better solutions to be found in less time. Work similar to ours also
intelligently explores the search space [114]. However, this uses MCST which naturally
assumes full observability. Our planning approach considers full state uncertainty and
exploits a rich perception model to predict the outcome of decisions.
Active object classification can be implemented using oﬄine data [3, 179, 53]. This
is beneficial because it reduces online computation. However, this also means it is
restricted to simple scenes that do not contain occlusions. We develop an approach
that extends these methods by modulating the oﬄine data with online occlusion
reasoning. This combines the best of both approaches, considering ambiguity and
occlusions while keeping online computation to a minimum.
The review of information gathering shows this to be an important family of tasks
with diverse applications. We see object classification as a new and fundamental
problem belonging to this rich family of tasks. It is different, however, in that it
requires its own set of perception models that are distinctive from the typical sensor
models used for information gathering. Developing perception models is non-trivial
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but it is necessary so that information gain techniques can apply in this context. In
this thesis, we develop the tools of prediction and evaluation for the specific task of
object classification.
We presented background on the broad area of decision-making under uncertainty. For
robotics applications, fast online solutions for complex decision-making problems are
desired. Active object classification is a complex sequential decision-making problem
that also requires fast online solutions in order to achieve real-time operation. Our
solution to this problem builds on POMCP, which enables online and adaptive plans
to be generated that most effectively gather information.
The next chapter studies the active object classification problem deeper by providing a
detailed problem formulation. The following chapters provide solutions to this problem
and evaluate their effectiveness.
Chapter 3
Problem Formulation
This chapter formally defines the active object classification problem that is studied in
this thesis. The key component is an objective function that the robot must maximise,
representing a maximisation of information gain. General formulations for this problem
are provided that can be applied for all active object classification problem instances.
More specific objective functions and planning solutions are provided in subsequent
chapters.
We begin the formulation by defining the components of the recursive object classifi-
cation framework in Section 3.1. This section outlines the common modules for active
object classification and it states the assumptions made in this thesis. Section 3.2
presents the unconstrained problem formulation and Section 3.3 presents the problem
formulation under resource constraints. In this second formulation, the aim of improv-
ing classification estimates must be balanced with the constraint of travelling to a
goal location under a strict resource constraint. In Section 3.4 we provide an overview
to unify the components together in one framework and we outline the subsequent
chapters that address them. Finally, in Section 3.5 we summarise the chapter.
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3.1 Recursive Object Classification
The aim in active classification is for a mobile robot to determine the class and pose
of static objects in an unknown environment. The robot observes the environment
by capturing point clouds with an onboard sensor then processes this data to form a
belief about the observed objects. The belief is then used to select the next location to
make an observation. Finally, the robot navigates to the selected location and makes
a new observation. This cycle continues until a termination criterion.
Prior to planning for new observations, the robot requires an underlying recursive
estimation framework, which we outline in this section. We will define the components
and clarify our assumptions.
3.1.1 Object Classes
For object classification we assume a known set of classes. The task is to determine
which class each observed object belongs to.
More specifically, objects are assumed to belong to one of a set of classes ` ∈ L =
{1, 2, . . . , NL} where NL is the known number of object classes. Each object class is
assumed to be composed of a user-specified group of models. The known set of models
M = {mi}NMi=1 consists of NM instances that are partitioned into independent subsets
C` ⊂M, where the number of models N` for each class may be different.
3.1.2 Object Beliefs
The class and pose of observed objects are represented by a belief. The unknown class
is described by a probability vector that assigns a probability value to each object
class. In our consideration, the unknown pose is a 2D location and yaw (or orientation)
under the assumption that objects lie on the plane with constant roll and pitch.
Let each object be indexed by n ∈ {1, 2, . . . , N t} with time index t such that the total
number of observed objects at time t is denoted by N t. The state of all objects is
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given by a global belief Bt = {btn}Ntn=1, where each individual object belief
btn = p(xn, yn, θn, `n), (3.1)
is a mixed joint probability distribution with p(xn, yn, θn, `n) ≥ 0 and∫
p(xn, yn, θn, `n) = 1, ∀ n. This probability distribution represents the probabil-
ity of the Cartesian coordinate (xn, yn) and orientation θn of the object with respect
to a fixed coordinate frame, and class label `n. The function p : Ω 7→ SE(2)× L is
given by
p(xn, yn, θn, `n) = Pr(Ln = `n|Xn = xn, Yn = yn,Θn = θn)p(xn, yn, θn), (3.2)
where Ω is the sample space defined for the continuous pose random variables Xn, Yn,
and Θn, and the discrete class random variable Ln. In Equation 3.2, Pr(Ln = `n|Xn =
xn, Yn = yn,Θn = θn) is the probability of the class given realisations of Xn, Yn, and
Θn. p(xn, yn, θn) is the marginal joint probability density function for the pose.
For convenience, we will also use the notation
btn = p(xn, `n) = Pr(Ln = `n|Xn = xn)p(xn), (3.3)
where Xn = [Xn, Yn,Θn] and xn = [xn, yn, θn]. Further, we will assume the object
pose to be normally distributed
p(xn) = N (xn;µtn,Σtn), (3.4)
= 1√
(2pi)3|Σtn|
exp
(
− 12(xn − µ
t
n)T (Σtn)−1(xn − µtn)
)
, (3.5)
with mean vector µtn = [µtn,x, µtn,y, µtn,θ] and covariance matrix Σtn =
diag(σtn,x, σtn,y, σtn,θ). In Equation 3.5, T is the transpose, | · | is the determinant
operator, and the superscript −1 is the inverse.
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3.1.3 Observations
Segmentation
The robot is equipped with a 3D range sensor, for example, a Velodyne LIDAR. Using
the sensor, the robot makes a point cloud observation Z t at each location it visits
in the environment. The purpose of making observations is to identify the unknown
objects. In order to do this, the supporting plane (e.g., ground or table top) is assumed
removed because these points do not belong to the objects. In practice this is done
online using any suitable method, such as in [58]. The remaining points after ground
removal are partitioned into subsets by a segmentation algorithm. Each segment
ztn ∈ Z t is associated to one object n.
Occupancy Grid
Observations are stored in a global 3D occupancy grid Gt. This data structure stores 3D
voxels to represent the occupancy status of all parts in the environment. An illustration
of a 2D occupancy grid is given in Figure 3.1. Each voxel gi = [gi,x, gi,y, gi,z] ∈ Gt is
a small cube in the environment and stores a state of occupied, free, or unknown.
Occupied states represent space that has generated sensor returns. Free states represent
space that does not generate sensor returns and at the same time has an unimpeded
line-of-sight path between an occupied cell and the sensor location. Unknown states
represent neither occupied nor free space and generally the space in the environment
that has not been directly observed.
The occupancy grid is maintained for two reasons. First, it is used in navigation
because it identifies occupied and free space. Navigating through the environment
considers the obstacles, and feasible paths can be directly computed using the free
and occupied space from the occupancy grid. Second, the occupied voxels can be
assigned to the object beliefs to represent the space that each object occupies. This
can be used for multiple purposes such as data association, where new observations
are matched to beliefs by considering their overlapping occupied space.
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(a) (b) (c)
Grid cell
Object
Unknown
Free
Occupied
Sensor
Ray/FoV
(d)
Figure 3.1 – 2D illustration of occupancy grids. (a) Example environment with grid
cells, objects, and sensor. (b) Example of occupancy states for single ray from
sensor. (c) Occupancy states of all cells for a full 180◦ FoV observation. (d) Legend.
Data Association
New observations of segments must be associated to previous object beliefs. In
principle, there are three cases to consider. The first is when a segment does not
correspond to any belief. This occurs when an object has not been observed in previous
observations and the current observation is the first of the object. For this situation,
the segment initialises a new object belief. The second case is when one (or more)
segments correspond to exactly one belief. This occurs when a new observation is
made of an existing object belief. Lastly, one (or more) segments may correspond
to multiple beliefs. This occurs when partial observations of objects have previously
been made. The new observation merges the original beliefs by combining their beliefs
and then incorporating the new segmented observation.
3.1.4 Recursive Bayesian Estimation
Recursive Bayesian estimation is applied to iteratively estimate the object beliefs over
time from the incoming observations. In this work, an object state is assumed to be
Markovian, that is, the belief of the current state depends only on the previous state.
Let z1:tn = (zin)ti=1 denote the sequence of observations of object n up to time t.
According to Bayes’ rule, the posterior distribution p(xn, `n|z1:tn ) is given by
p(xn, `n|z1:tn ) =
p(xn, `n|z1:t−1n )p(ztn|xn, `n)
p(ztn|z1:t−1n )
, (3.6)
= ηp(xn, `n|z1:t−1n )p(ztn|xn, `n), (3.7)
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where p(xn, `n|z1:t−1n ) is the prior distribution, p(ztn|xn, `n) is the likelihood of the most
recent observation, and p(ztn|z1:t−1n ) is the probability of the most recent observation
given the previous observations. The denominator is independent of the state and thus
it is often convenient to replace it with a normalisation constant η as in Equation 3.7.
Recursive Bayesian estimation updates the distribution one observation at a time.
This is under the assumption that the observations are independent. The distribution
must begin from an initial prior. For classifying objects, we will not assume any a
priori information about their state. Therefore, the initial state (no observation) is
given by a uniform probability distribution.
3.2 Unconstrained Problem Formulation
This section formulates the unconstrained active object classification problem. For this
problem, the robot iteratively selects the next location to visit to make an observation.
The next location is chosen as the one that is expected to be most beneficial for
improving the state estimates of the observed objects. This represents the most
general problem formulation and lays the foundation for the more realistic case when
the robot operates under strict resource constraints as presented in the next section.
The pose of the robot at time t is given by xt = (xt, yt, θt), which represents the robot’s
Cartesian coordinate (xt, yt) and orientation θt. At each time, the robot can move
to one of a set of available locations X t. An observation of an object at a candidate
location x′ ∈ X t is expected to reduce the uncertainty about the object’s estimated
state. The reduction of uncertainty for one object is quantified by the utility function
u(x′, btn), which takes as input the candidate location and the current object belief.
Objects are assumed independent in that their utilities do not depend on the utilities
of other objects. As such, the total utility is the summation of the individual utilities
U(x′,Bt) =
Nt∑
n=1
wnu(x′, btn), (3.8)
where wn is a weighting factor for object n. This scales the contributions of the
different objects, which may be important, for example, to focus attention on objects
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with high uncertainty rather than on objects with low uncertainty. The weighting
factor is defined differently for the utility functions presented in the next chapter.
The objective of the unconstrained active classification problem is to select, at each
time, the location in X t that maximises the utility function in Equation 3.8. Formally,
at time t, given the current location xt and the current belief about objects Bt
constructed from the history of observations Z t, the robot selects the next location
from the set of reachable locations X t by maximising the utility function
x∗ = arg max
x′∈X t
[
U(x′,Bt)
]
. (3.9)
3.3 Resource-Constrained Problem Formulation
In this section, we define the resource-constrained active object classification problem.
In this formulation, the robot has a goal location at which it must arrive within a
strict resource budget. The budget can represent a continuous quantity, such as time
or distance the robot can travel, or it can be a discrete quantity, such as the number
of observations the robot can make. The robot can make observations while operating
in the environment but it must reach the goal before the budget expires.
The budget at time t is denoted by Bt, which is the maximum amount of a resource
the robot can use before it needs to arrive at a goal location xG. The budget reduces
according to a cost function C(xt,xt+1) that measures the time/distance to travel
between two consecutive locations, or equivalently measures one observation. For
convenience we also define the cost of a path P t1:t2 = (xt1 ,xt1+1, . . . ,xt2) for a sequence
of locations between two planning steps t1 and t2 by
CP (P t1:t2) =
t2−1∑
t=t1
C(xt,xt+1), (3.10)
to measure the time/distance to traverse a path or the number of observations made
along a path. At each time, the remaining budget is given by
Bt = B0 − CP (P 0:t), (3.11)
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where B0 is the starting budget and P 0:t = (x0,x1, . . . ,xt) is the path from the initial
location x0 to the current location xt. Let the time at which the budget is exhausted
be denoted tE. The resource constraints then imply
BtE = 0, (3.12)
xtE = xG. (3.13)
The utility of observing an object along a candidate path P t:tE is given by
uB(P t:tE , btn,xG, Bt). In contrast to the utility function for the unconstrained problem,
this utility function takes as input a path (not a location) and an object belief as well
as the goal and the remaining budget. For all objects, the total utility is given by
UB(P t:tE ,Bt,xG, Bt) =
Nt∑
n=1
wnuB(P t:tE , btn,xG, Bt). (3.14)
This formulation evaluates the utility of a path by considering its success with respect
to the resource constraints. If the path cannot reach the goal within the remaining
time budget then it has a utility of 0.
Although paths are evaluated, the robot replans after each observation. Thus, at each
stage the robot moves to the first location on the path with highest expected utility.
With these definitions, the resource-constrained active object classification problem
is defined as follows: given the current location xt, the current belief Bt constructed
from all observations Z t made at locations on path P 0:t, the goal location xG, and the
remaining budget Bt, the robot must plan a path to the goal such that xtE = xG by
iteratively selecting the first location of the path that maximises the utility function
P ∗ = arg max
P t:tE∈Pt
[
UB(P t:tE ,Bt,xG, Bt)
]
, (3.15)
where P t is the set of all possible paths from the current location.
3.4 Active Object Classification Pipeline 57
Planning
Navigation
Perception
Update
B0
Bt−1
Bt x∗
t← t+ 1
Z tp(ztn|xn, `n)
Figure 3.2 – Flow diagram of the different modules in active object classification.
3.4 Active Object Classification Pipeline
The previous sections defined the active object classification problem. In this section
we present an overview to describe the essential elements of an implemented system
that addresses this problem. A pipeline for active object classification is illustrated
in Figure 3.2. This shows the different modules for planning, navigation, perception,
and updating. In this section we will discuss these components and provide a roadmap
of our contributions that will be explained in more detail in subsequent chapters.
At each stage, a planning module uses the current belief (or initial belief) to determine
the next observation location. The next location is selected according to Equa-
tion 3.9 or Equation 3.15. Chapter 4 presents definitions of the utility functions Equa-
tion 3.8 and Equation 3.14 that can be used by any planning system, and Chapter 5
presents a non-myopic planning algorithm for optimising these objective functions.
The goal selected by the planning module is input to a navigation module that
manoeuvres the robot to the desired location. In this thesis, we do not focus on
navigation and we assume the robot can construct and traverse an obstacle-free path
from its current location to the goal. Our experiments assume a given roadmap between
known locations or a dynamic roadmap that is updated with new observations.
At the new location, the robot makes an observation of the surrounding environment
with its sensor. The observation is processed by the perception module. Here, the
supporting plane is removed, the point cloud is segmented, the segments are associated
to object beliefs, and likelihoods of the new observations are computed. These steps can
3.5 Summary 58
be implemented using any perception tools. In our experiments we implement different
methods, which show the versatility of the active perception system. Additionally,
Chapter 6 presents a novel classifier based on GP regression for computing the
likelihood of the class and pose of objects given point cloud observations.
The output of the perception module is combined with the prior belief in the update
module to generate a posterior belief that contains all the information about past
observations. In this module, the posterior belief is updated by a recursive Bayesian
update. Applying Equation 3.6 is non-trivial for the complex mixed joint probability
distribution. To address this challenge, we present a particle-based estimation frame-
work in Chapter 6. The particles represent the full joint probability distribution that
can be conveniently updated by the likelihoods from the GP classifier. In addition, the
particle representation is well suited for the planning strategy in Chapter 5 because it
can conveniently generate samples of object beliefs.
Finally, the process repeats by planning the next observation with the new belief. The
process terminates when the budget has been exhausted for the resource-constrained
case or according to another problem-specific criterion for the unconstrained case.
3.5 Summary
This chapter has mathematically defined the problem of active object classification that
is addressed in this thesis. We first provided a description of the recursive Bayesian
estimation process for multi-view classification. We then presented formulations for the
unconstrained and resource-constrained problem variants. Lastly, we gave a pipeline
overview as a compact perspective of the different components.
The following chapters will define methods to address specific components that have
been outlined here. This begins in the next chapter with observation prediction and
evaluation methods to support general planning algorithms.
Chapter 4
Predicting and Evaluating
Observations
This chapter presents point cloud prediction and viewpoint evaluation methods,
which are necessary for planning observations to improve object state estimates. The
methods developed in this chapter are specific to the active object classification
problem. However, they are general in that they can be used with any underlying
planning algorithm.
Section 4.1 describes three different algorithms for predicting point cloud observations
of objects from future viewpoints in a cluttered environment. These methods use
oﬄine models to determine the expected point cloud on the surface of objects. The
known environment is then used to refine the point clouds such that occlusions are
taken into account in the predicted observations. Section 4.2 provides utility functions
for evaluating the quality of predicted observations for the purpose of planning better
views and paths. These utility functions require expected observations that can be
generated by the techniques presented in Section 4.1. We then conclude the chapter
in Section 4.3.
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4.1 Observation Prediction
Planning requires a robot to predict the outcome of potential actions. For object
classification, this translates to predicting the observations that will be made at
potential locations. This section provides three prediction methods to determine the
expected point clouds from candidate viewpoint locations. The first method simulates
a 3D LIDAR scanner by casting rays from the viewpoint to an object occupancy
grid. The second method uses oﬄine point cloud models in a look-up manner for
faster surface point approximation. For both these methods, the known environment
is accounted for by ray tracing through a world occupancy grid. The third method
minimises these computationally expensive ray tracing operations by projecting the
occupied space of objects onto a 2D plane. The use of occupancy grid or point cloud
models is a novel adaptation for the purpose of predicting observations. Likewise, ray
tracing through an environment occupancy grid for predicting point cloud visibility is
a novel application of the data structure. All the methods presented here can be used
to determine the utility of an observation, which will be described in Section 4.2.
4.1.1 Prediction with Occupancy Grids and Simulation
The first prediction method simulates a 3D LIDAR scanner at a candidate viewpoint
in combination with an occupancy grid model. Given a single object and model
instance, surface points are determined by casting rays from the sensor location to an
occupancy grid representation of the object.
The procedure is listed as pseudocode in Algorithm 1 and an example of the output,
for a car model, is shown in Figure 4.1. In Figure 4.1a is a car and an occluding object
from the perspective of the candidate viewpoint. The ground truth point cloud, from
the top and side perspectives, for the car is shown in red in the top row of Figure 4.1b
and it is overlayed by the predicted surface points in blue. The second row shows the
predicted surface points without the original point cloud and the bottom row shows
the resulting point cloud after taking the occluding object into account.
For clarity, let the future location of the robot be denoted xnew and let xrel denote the
relative location between xnew and the object. In an oﬄine phase, a 3D occupancy grid
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Algorithm 1 Observation prediction with occupancy grids and simulation
1: procedure PredictOG(xnew, G˜mi , G)
2: xrel ← relative viewpoint to object
3: zforw ← CastForward(xrel, G˜mi) . predict point cloud on object surface
4: transform zforw to world frame
5: zback ← CastBackward(xnew, zforw,G) . ray trace through occupancy grid
6: return zback
7: end procedure
(a) (b)
Figure 4.1 – Illustration of point cloud prediction. (a) The occupancy grid of car model
partially occluded from viewpoint. (b) Predicted point cloud of car model from
top (left) and side (right) perspectives – top: original point cloud (red) overlaid
by predicted surface point cloud (blue), middle: predicted surface point cloud, and
bottom: predicted surface point cloud after excluding occluded points.
(a) (b)
Figure 4.2 – 2D illustration of CastForward and CastBackward functions in Al-
gorithm 1. (a) Rays (blue lines) cast from relative viewpoint, xrel, towards object
occupancy grid model in object coordinate frame. Intersection points between rays
and occupancy grid stored in zforw (green dots). (b) In world coordinate frame, rays
from points in previous step are cast towards viewpoint xnew. Points that intersect
with world are rejected (red dots). Remaining points stored in zback (green dots).
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model G˜mi is created for each model instance mi ∈M. This is constructed from point
cloud observations made from a set of locations around the model instance. Online,
one specific model instance is analysed by casting rays from xrel in the CastForward
function (line 3). In this function, rays are cast according to the characteristics of the
sensor. For example, a 3D LIDAR sensor is defined by the elevation angles, number
of beams, angular separation between beams, and angular separation between rows.
Any ray that intersects with an occupied cell in G˜mi is maintained in the set of points
zforw at the corresponding intersection point with the cell, as illustrated in Figure 4.2a.
This set of points represents the observable points on the surface of the object (e.g.,
first and second rows in Figure 4.1b).
The points in zforw are processed individually to determine which points are visible
with respect to the global occupancy grid G. The points are first transformed to the
world coordinate frame and then rays are cast to the sensor location xrel in the function
CastBackward (line 5). Any point that does not intersect with an occupied cell is
stored in the set zback, as illustrated in Figure 4.2b.
Careful consideration must be taken not to exclude points that only intersect with
the occupied space belonging to the object of interest. This requires a pre-processing
stage to associate voxel cells to each object belief. Once this is obtained, ray tracing in
CastBackward ignores intersections with the voxels belonging to the object. Thus,
zback contains the points corresponding to the rays that have no intersection or only
intersect with occupied cells associated the object (e.g., last row in Figure 4.1b).
The prediction algorithm returns the final point cloud (line 6). If desired, the procedure
can be performed for each object or model instance independently in order to retrieve
a full point cloud observation of the environment.
4.1.2 Prediction with Point Cloud Models
The previous method assumes a stored occupancy grid for each model. If instead an
accurate point cloud representation of each model is available, then theCastForward
function can be replaced with a different operation to determine the surface point
clouds. This alternative requires less computation time to determine surface points
because it avoids ray tracing. However, it is less descriptive because it does not take
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Algorithm 2 Observation prediction with object models
1: procedure PredictPC(xnew, Z˜mi , G)
2: xrel ← relative viewpoint to object
3: zmodel ←ModelSurf(xrel, Z˜mi) . predict point cloud on object surface
4: transform zmodel to world frame
5: zback ← CastBackward(xnew, zmodel,G) . ray trace through occupancy grid
6: return zback
7: end procedure
(a) (b) (c)
Figure 4.3 – 2D illustration of ModelSurf function in Algorithm 2. (a) Points that
cast an unimpeded ray (blue line) to relative viewpoint xrel (in the coordinate frame
of object model) stored in zmodel (green point). (b) Points that cast an impeded ray
to relative viewpoint are rejected (red point). Rays are impeded if any other point
has a distance to the ray less than a specified threshold (points with red cross) and
is outside a given threshold (do not consider the grey points). (c) zmodel comprises
all points on the surface nearest to the relative viewpoint.
into account the point cloud density with varying distance to the object. Thus, this
method is more suitable in situations when the objects are observed from similar
distances, such as the situation with short range sensors.
An oﬄine phase creates a database of point cloud models for each instance. The
models are observed from a set of locations (in 2D or 3D) with constant radius. The set
of locations generate a set of point clouds, and they are combined and downsampled
to obtain a full model point cloud Z˜mi .
The algorithm for point cloud prediction using the oﬄine point clouds is listed as
pseudocode in Algorithm 2. The algorithm is similar to Algorithm 1 except that
it uses the ModelSurf function instead of the CastForward function (line 3).
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The ModelSurf is illustrated in Figure 4.3. In this function, all points in Z˜mi
are removed if they do not have an unimpeded line-of-sight path to the candidate
viewpoint in the model frame of reference. Determining if a point z˜mij ∈ Z˜mi has
line-of-sight is performed by first computing the line that extends between z˜mij and xrel.
Then, the distance of all other points z˜mik ∈ Z˜mi , k 6= j to the line are computed. If all
points have a distance greater than a minimum threshold, then z˜mij has line-of-sight.
Special consideration is taken not to remove points on the section of the surface
nearest to the viewpoint. Each single point will be surrounded by other points on
the same section of the surface but they do not necessarily occlude the point. In the
ModelSurf function, occluding points must be outside a given ball surrounding z˜mij .
The size of the ball is set according to the resolution of the model point cloud and the
amount of noise in the data that was used to create Z˜mi .
The remainder of the procedure is identical to Algorithm 1. Rays are cast through
the world occupancy grid to remove occluded points and the final point cloud is
returned. In a similar fashion, individual objects and model instances can be analysed
to generate a full point cloud observation of the environment.
4.1.3 Prediction by 2D Projection
The previous algorithms predict precise point clouds of object surfaces. However, the
process can often be time consuming, which is not ideal when many point clouds
need to be predicted. The main bottleneck of the methods comes from the many ray
tracing operations. In the procedure presented here, occlusions are not detected by
ray tracing. Instead, points are projected to a 2D plane and occlusions are determined
by 2D shape analysis.
The point cloud prediction procedure is listed as pseudocode in Algorithm 3. This
algorithm takes as input a model occupancy grid G˜mi for object n and computes the
surface points using the CastForward function. Alternatively, this could be replaced
to use the model instance point cloud Z˜mi if available and use the ModelSurf
function. Whichever option, the necessary output is a surface point cloud of the
model mi.
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Algorithm 3 Observation prediction by 2D projection
1: procedure PredictProj(xnew, G˜mi , G)
2: xrel ← relative viewpoint to object
3: zforw ← CastForward(xrel, G˜mi) . predict point cloud on object surface
4: transform zforw to world frame
5: zC ← Cluster(G) . convert occupied space to point cloud
6: (z2D, zC,2D)← Project(xnew, zforw, zC) . project point clouds to 2D plane
7: zproj ← Overlap(xnew, z2D, zC,2D) . remove occluded points
8: return zproj
9: end procedure
The algorithm then computes a set of points to represent the occupied space of each
object in the Cluster function (line 5). This proceeds by determining the occupied
voxels belonging to each other object and extracting the centroids of their voxels. The
surface point cloud and the point cluster are projected to a 2D plane in the Project
function (line 6). This function transforms all points to a 2D plane that is normal to
the vector between the viewpoint location xnew and the centroid of the surface point
cloud, in the world frame. The projection of the point cloud is a collection of 2D
points and likewise for the cluster.
The occluded points in the surface point cloud are determined in the Overlap
function (line 7). The procedure for determining if a point is occluded follows two
steps: (1) find all points in the cluster that have a distance to the point that is less than
the resolution of the occupancy grid, and (2) compute, for each point, the distance to
the viewpoint location in the original unprojected coordinates and determine if the
distance is less than the distance of the point to the viewpoint location. If any point in
the cluster returns true at the end of the second step, then the point is occluded. The
first criterion specifies that the point and an occupied voxel lie on the same ray that
is cast from the viewpoint location. The second criterion specifies that an occupied
voxel lies between the viewpoint location and the point.
The points that are not occluded by any other object are returned in their original
unprojected coordinate frame. Similar to the other algorithms, each object and
model can be analysed independently and separately. It is possible to speed up the
computation by computing the point cloud clusters from the world occupancy grid
prior to all calls of the algorithm because this is independent of the other operations.
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4.2 Information-Theoretic Utility Functions
Utility functions are important for planning algorithms because they specify how
planning objective functions can be maximised (or minimised). Chapter 3 defined a
problem formulation with the goal of maximising a general utility function. This section
develops a number of utility functions that can be used specifically for evaluating
future viewpoints in terms of their ability to improve object class estimates.
We first provide background on information theory. We then present two utility
functions based on the information gain of viewpoints. The first uses mutual infor-
mation, obtained from the posterior probability distribution that can be computed
using predicted observations as outlined in the previous section. The second exploits
viewpoint ambiguity using oﬄine entropy measures and modulates this with online
occlusion reasoning.
4.2.1 Background
Entropy is a measure of the unpredictability of information content, i.e., it is a measure
of uncertainty. This has practical meaning for information gathering because the task
is one of achieving a confident measure of some quantity, for example, the existence
of a target, the estimate of a spatial field, or the location within a map. For object
classification, the measurable quantity is the identity of objects and the goal is to
know this identity with high precision.
The change in entropy can be used to measure information gain. For example, consider
an unevenly weighted coin such that the outcome of heads or tails is biased. Prior
to any actions, the outcome of a coin toss is absolutely unpredictable because the
bias is not known. In this case, the possible outcome of heads or tails is equally likely
and the entropy of the system is at a maximum. After the coin is tossed once, and it
lands heads, the bias of the coin will indicate that the coin is more likely to turn up
heads rather than tails. The extra information from the first coin toss improves the
predictability of the system and this is reflected by the entropy. If more tosses are
performed, the predictability of the coin toss outcome becomes more precise and the
entropy becomes smaller.
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The same reasoning applies to information gathering and to object classification. New
observations provide more information and reduce uncertainty. We now proceed by
giving a formal definition of entropy, conditional entropy, and mutual information.
Shannon Entropy
Shannon defined entropy as [171]
H(X) = −
N∑
i=1
p(xi) logb(p(xi)), (4.1)
for a discrete random variable X with values in the domain X = {x1, . . . , xN},
probability mass function p(x), and logarithmic base b. The base corresponds to the
choice of unit for measuring information, for example, base 2 corresponds to bits.
We will use the base e, thus b = e giving loge = ln, where information is measured
in natural units. This is common for continuous random variables, where Shannon
entropy is given by
H(X) = −
∫
X
p(x) ln(p(x))dx, (4.2)
for continuous domain X and probability density function p(x).
Conditional Entropy
In information theory, conditional entropy quantifies the entropy of one random
variable X1 (with domain X1) given that the value of another random variable X2
(with domain X2) is known. This is written as
H(X1|X2) =
∫
X2
p(x2)H(X1|X2 = x2)dx2, (4.3)
where H(X1|X2 = x2) is the entropy of X1 conditioned on X2 taking on the value x2.
This term can be expanded to yield several equivalent definitions.
4.2 Information-Theoretic Utility Functions 68
Mutual Information
The mutual information of two random variables is related to their mutual dependence.
It quantifies the amount of information obtained about one random variable by
observing the other. However, mutual information has a strong connection to the
entropy of the random variables and their conditional entropies. Specifically, mutual
information also measures the difference in entropy of one variable and its entropy
conditioned on the other variable. This is useful as a utility function because it can
represent the reduction of uncertainty (or gain of information) given an observation.
Formally, the mutual information of two random variables X1 and X2 is
I(X1;X2) =
∫
X1
∫
X2
p(x1, x2) ln
(
p(x1, x2)
p(x1)p(x2)
)
dx1dx2, (4.4)
= H(X1)−H(X1|X2). (4.5)
Deriving Equation 4.5 from Equation 4.4 is as follows:
I(X1;X2) =
∫
X1
∫
X2
p(x1, x2) ln
(
p(x1, x2)
p(x1)p(x2)
)
dx1dx2, (4.6)
=
∫
X1
∫
X2
p(x1, x2)
(
ln
(
p(x1, x2)
p(x2)
)
− ln(p(x1))
)
dx1dx2, (4.7)
=
∫
X1
∫
X2
p(x1, x2) ln
(
p(x1, x2)
p(x2)
)
dx1dx2
−
∫
X1
∫
X2
p(x1, x2) ln(p(x1))dx1dx2, (4.8)
=
∫
X1
∫
X2
p(x2)p(x1|x2) ln
(
p(x2)p(x1|x2)
p(x2)
)
dx1dx2
−
∫
X1
∫
X2
p(x1, x2) ln(p(x1))dx1dx2, (4.9)
=
∫
X1
∫
X2
p(x2)p(x1|x2) ln(p(x1|x2))dx1dx2
−
∫
X1
∫
X2
p(x1, x2) ln(p(x1))dx1dx2, (4.10)
=
∫
X2
p(x2)
( ∫
X1
p(x1|x2) ln(p(x1|x2))dx1
)
dx2
−
∫
X1
ln(p(x1))
( ∫
X2
p(x1, x2)dx2
)
dx1, (4.11)
= −
∫
X2
p(x2)H(X1|X2 = x2)dx2 +H(X1), (4.12)
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= −H(X1|X2) +H(X1), (4.13)
= H(X1)−H(X1|X2). (4.14)
This result shows that mutual information represents the reduction of uncertainty of
the random variable X1 conditioned on the observations of X2.
4.2.2 Utility Function from Mutual Information
Entropy for Object States
Computing mutual information for object states first requires their entropy to be
defined. We will derive the entropy of the object states defined as b = p(x, y, θ, `),
where for convenience we have dropped the sub- and superscripts for time t and object
index n. The joint entropy is given by
H(b) = H(X, Y,Θ, L) = −
∫
X
∫
Y
∫
ϑ
NL∑
`=1
p(x, y, θ, `) ln(p(x, y, θ, `))dxdydθ, (4.15)
which integrates over the continuous pose (domains X , Y, ϑ) and sums over the
discrete class label. These components can be decomposed to give
H(b) = H(X, L) =
∫
X
NL∑
`=1
p(x, `) ln(p(x, `))dx. (4.16)
By the chain rule for entropy, this is equivalent to
H(b) = H(X, L) = H(L) +H(X|L). (4.17)
The first term is computed from the probability distribution over the class
H(L) = −
NL∑
`=1
p(`) ln(p(`)). (4.18)
Expanding the second term gives
H(x|L) = −
NL∑
`=1
p(`)H(x|L = `). (4.19)
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The conditional entropy H(x|L = `) is computed from the entropy of a multivariate
Gaussian distribution
H(x|L = `) = 12 ln((2pi)
3|Σ|), (4.20)
where Σ is the covariance matrix, | · | is the determinant operator, and the power 3 is
due to the dimension of x. For static objects, these components are not correlated.
Therefore, the expression can be simplified using |Σ| = σ2xσ2yσ2θ .
Mutual Information for Active Object Classification
Mutual information can be used as the utility function for active object classification
defined in Equation 3.8 or Equation 3.14 because it measures the reduction of entropy.
For active object classification, the utility function is defined in terms of an observation.
Let Zn be a continuous random variable, with domain Z ′n, to represent the outcome
of a yet-to-be-performed observation of object n from a candidate location x′. Then,
the utility of observing object n is
u(x′, btn) = I(Xn, Ln;Zn), (4.21)
= H(Xn, Ln)−H(Xn, Ln|Zn), (4.22)
= H(Xn, Ln)−
∫
Z′n
p(z′n)H(Xn, Ln|Zn = z′n)dz′n, (4.23)
= H(Xn, Ln)
−
∫
Z′n
p(z′n)
∫
X
NL∑
`n=1
ln(p(xn, `n|z′n))p(xn, `n|z′n)dxndz′n, (4.24)
where the posterior p(xn, `n|z′n) can be computed from a Bayes’ update (Equation 3.6)
with the observation z′n. These observations are determined from the viewpoint
prediction functions in Section 4.1 given the candidate location x′ and the environment.
Similarly, for the resource-constrained case, we can define ZPn as a continuous random
variable, with domain ZPn , to represent the outcome of a yet-to-be-performed sequence
of observations of object n from locations along a candidate path P t:tE . The utility of
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observing object n is defined as
uB(P t:tE , btn,xG, Bt) = I(Xn, Ln;ZPn ), (4.25)
= H(Xn, Ln)−H(Xn, Ln|ZPn ), (4.26)
= H(Xn, Ln)−
∫
ZPn
p(zPn )H(Xn, Ln|ZPn = zPn )dzPn , (4.27)
= H(Xn, Ln)
−
∫
ZPn
p(zPn )
∫
X
NL∑
`n=1
log(p(xn, `n|zPn ))p(xn, `n|zPn )dxndzPn ,
(4.28)
where zPn = (ztn, zt+1n , . . . ,ztEn ) represents an observation sequence along candidate
path P t:tE and the posterior p(xn, `n|zPn ) can be computed recursively by Bayes’
rule. Computing mutual information requires integrating over all possible observation
sequences and evaluating their probability p(zPn ). This is intractable and no closed
form expression exists. Later, in Chapter 5, we offer a solution to overcome the
intractability that exploits sampling. In addition, we provide an approximation for
our implementation in Section 7.2.
The final utility functions in Equation 3.8 and Equation 3.14 are computed by summing
the utilities of each object. The weighting factor wn is set to 1 since mutual information
considers the reduction of uncertainty of the individual object state estimates and
thus focuses attention on objects that offer the greatest improvement.
Augmented Utility Function for Active Object Classification
The resource-constrained problem formulation dictates that the robot must reach
a final goal location within a strict budget. This has implications on the path of
the robot because it must simultaneously satisfy a number objectives. The utility
function that evaluates the benefit of an observation by its information gain does
not necessarily consider the trade-off between information that can be gained at the
present moment and the sacrifice of future information if the budget is depleted too
rapidly. For this reason we present an additional utility function that augments the
information gain by the remaining budget.
4.2 Information-Theoretic Utility Functions 72
To plan paths that consider the value of immediate information as well as future
information, we introduce a time dependent term that augments the utility of mutual
information. The utility of observing a single object from a location x′ is defined as
uB(x′, btn,xG, Bt) =
(
1− CP (P
t:tE
min )
Bt
)
I(Xn, Ln;Zn), (4.29)
where P t:tEmin is the sequence of locations from the current location xt to x′ and then to
the goal xG along the shortest path in the environment. Locations that are far away
from the goal will have low utility. In particular, locations that have CP (P t:tEmin ) ≈ Bt
will have very low utility. This is the desired effect because making observations far
away from the goal leaves no flexibility for future observations since the subsequent
path could only ever be the shortest path to the goal. Locations that prevent the
goal to be reach within the time budget (i.e., CP (P t:tEmin ) > Bt) will have negative
utility because (1− CP (P
t:tE
min )
Bt
) < 0. This means that locations, which cannot guarantee
successful arrival at the goal within the time budget, will never be chosen, despite the
information that might be gained. When CP (P t:tEmin ) < Bt, then locations that best
balance the gain information and movement towards the goal will be selected. The
benefit of biasing the motion of the robot towards the goal is that it will allow more
flexibility for the information gain at future time steps in portions of the environment
that are currently unknown.
4.2.3 Utility Function from Oﬄine Entropy Values and On-
line Occlusion Prediction
Computing mutual information can be computationally intensive because calculating
the conditional entropy term requires integrating over all possible observations (or
sets of observations). This is computationally intensive because of the potential large
number of times the viewpoint prediction function needs to be called for the predicted
observations. Computation can be reduced by using approximations, as will be used
in some of our experiments in Chapter 7. Alternatively, however, we present another
method that exploits oﬄine data in order to minimise the online computation effort.
This method uses an ambiguity score, computed oﬄine and representing the quality
of classifying an object from a particular viewpoint, and an occlusion factor, that
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Figure 4.4 – Example of classification performance for different viewpoints of a banana.
(a) Viewpoints and (b) entropy of the class distribution after classification for each
viewpoint.
is computed online and modulates the oﬄine ambiguity score. Together, the oﬄine
ambiguity scores and online occlusion factors evaluate the utility of viewpoints by
their discriminatory ability subject to the environment.
Oﬄine Viewpoint Quality
An oﬄine phase determines a mapping of scalar utility values to viewpoints with
respect to an object model. During this phase, model instances are observed from
a set of locations. The quality of each viewpoint uses the entropy of the object’s
probability distribution. This distribution is determined by classifying the point cloud
observation corresponding to the viewpoint.
The motivation for this can be seen in the example in Figure 4.4. The figure shows the
variation in classification performance from different perspectives as indicated by the
entropy of the predicted class distributions in Figure 4.4b for the observation locations
around a banana in Figure 4.4a. The figure shows that certain views classify the
banana with high confidence (low entropy) whereas other views do not discriminate it
well from other objects in the training set (high entropy).
Formally, each model mi ∈ M is viewed from a set of locations Υ˜mi = {υ˜mij }Noffj=1 ,
where Noff is the number of oﬄine views. These locations generate a set of point
clouds Z˜mi = {z˜mij }Noffj=1 . Each point cloud z˜mij ∈ Z˜mi is then used to compute the
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conditional entropy of the probability distribution H(b0|z˜mij ) under a uniform prior
over pose and class, b0. After all entropy values are computed for a single instance mi,
the utility of viewpoint υ˜mij is determined by
u˜mij = 1−
H(b0|z˜mij )
max
j
[
H(b0|z˜mij )
] , (4.30)
where the entropy value is scaled to the interval [0, 1] by dividing the entropy of
the viewpoint by the maximum entropy value maxj
[
H(b0|z˜mij )
]
for instance mi.
Subtracting the entropy from 1 then assigns a high utility to locations with low
entropy and low utility to locations with high entropy.
Occlusion Factor
In a cluttered environment, occlusions have a significant impact on classification
performance. This is accounted for by evaluating the expected surface area of the
objects from the candidate locations. The maximum number of visible surface points,
Nsurf, for location υ˜mij of instance mi is the number of points in the point cloud z˜mij .
The number of unoccluded points, Nunocc, is determined by casting rays from the
oﬄine point cloud z˜mij through the world occupancy grid to the candidate location
x′, in the world coordinate frame, using the CastBackwards function described
in Section 4.1. The occlusion proportionality factor is then defined as the function
ρ(x′,mi) =
Nunocc
Nsurf
, (4.31)
which takes as input the candidate location and a model index to computes the ratio
of the number of unoccluded points to the number of visible surface points.
Modulated Utility Function for Active Object Classification
We define the utility of observing object n from a candidate location x′ as
u(x′, btn) =
∫
X
NL∑
`n=1
p(xn, `n)
∑
mi∈C`n
ρ(x′,mi)
Noff
Noff∑
j=1
u˜mij exp
(
−D(x
′, υ˜mij ,xn)
σ
)
dxn,
(4.32)
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where D(x′, υ˜mij ,xn) is a function that computes the Euclidean distance between
the locations x′ and υ˜mij in the world coordinate frame. It takes xn as input to
make it clear that υ˜mij is transformed to a different coordinate frame. The term
exp(−D(x′, υ˜mij ,xn)/σ) scales the utility contribution of viewpoint υ˜mij by its distance
from the candidate location, which accounts for both angular and distance error
between x′ and each υ˜mij . This term makes the reasonable assumption that the
utility value is continuous between different training viewpoints and the relationship
is determined by the scalar value σ, however, more sophisticated methods (e.g., GPs)
could be used to model the true relationship.
Equation 4.32 computes the utility of the known viewpoints, weighted by their distance
to x′, and scales the contribution of each class by its probability. The utility values
are also modulated by the occlusion proportionality factor. Intuitively, if an object is
highly occluded from location x′ then its utility contribution will be small because
Nunocc  Nsurf. From such an occluded viewpoint, it is expected that the object will
not be strongly recognised and the observation will not be beneficial. If an object
is unoccluded then the utility contribution will approach the training utility value
because Nunocc ≈ Nsurf. The occlusion factor is situated within the summation over
model instances such that an occlusion state is computed separately for each instance.
The utility function that uses mutual information accounts for the object estimates
because the information gain is scaled by their uncertainty. If an object has high
uncertainty then the potential information gain is large compared to the information
gain for an object that has low uncertainty. This is not the case with the utility
function defined in Equation 4.32 because it does not consider the current states of
the objects. This due to the fact that the information values are computed oﬄine and
are not associated to the object uncertainties, which are only known during online
classification. Consequently, evenly combining the object utilities will not necessarily
give the total maximum information gain. Therefore, the object uncertainties are
encoded by defining the object weight function wn as the entropy of the objects’
probability distributions
wn = H(bn). (4.33)
This means an object that has high uncertainty will have more influence on the decision
than an object that has low uncertainty.
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The final utility function for observing all objects can now be stated. Substituting Equa-
tion 4.32 and Equation 4.33 into Equation 3.14 gives the utility of an observation at
location x′ as
U(x′,Bt) =
Nt∑
n=1
H(bn)
∫
X
NL∑
`n=1
p(xn, `n)
× ∑
mi∈C`n
ρ(x′,mi)
Noff
Noff∑
j=1
u˜mij exp
(
−D(x
′, υ˜mij ,xn)
σ
)
dxn. (4.34)
The utility function for the resource-constrained utility function is defined by consid-
ering all viewpoints on a path. More specifically, Equation 4.32 becomes
uB(P t:tE , btn,xG, Bt) =
∫
X
NL∑
`n=1
p(xn, `n)
× ∑
mi∈C`n
∑
x′∈P t:tE
ρ(x′,mi)
Noff
Noff∑
j=1
u˜mij exp
(
−D(x
′, υ˜mij ,xn)
σ
)
dxn,
(4.35)
which sums the contribution of each location x′ along the path P t:tE . The total utility
function is defined as
UB(P t:tE ,Bt,xG, Bt) =
Nt∑
n=1
H(bn)
∫
X
NL∑
`n=1
p(xn, `n)
× ∑
mi∈C`n
∑
x′∈P t:tE
ρ(x′,mi)
Noff
Noff∑
j=1
u˜mij exp
(
−D(x
′, υ˜mij ,xn)
σ
)
dxn,
(4.36)
The benefit of this utility function is that the posterior distribution does not need to be
computed when planning because viewpoint quality is determined using oﬄine entropy
values. The disadvantage, however, is that full information, in terms of computing the
full posterior from a predicted point cloud, is not considered. This presents a trade-off
between computational efficiency, achieved through oﬄine entropy values, and utility
accuracy achieved with principled methods that properly predict the posterior from
predicted observations.
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4.3 Summary
This chapter addressed two essential components for active object classification.
Namely, methods for predicting point cloud observations and utility functions for
evaluating the benefit of making these observations. The predicted methods use
oﬄine models and the known environment to determine 3D point cloud observations.
The utility functions evaluate the quality of viewpoints, that exploit the expected
observations, using information-theoretic measures.
The methods developed in this chapter are designed to be used with any planning
algorithm for the task of active object classification. In the next chapter we introduce
a specific planning algorithm that is non-myopic and anytime. We will show how the
methods from this chapter can be used to support the planning algorithm to achieve
high quality classification results.
Chapter 5
Monte Carlo Planning for Active
Perception
This chapter describes a non-myopic planning algorithm for solving the active per-
ception problem, which we call Monte Carlo active perception. The previous chapter
presented algorithms for predicting point cloud observations and defined a number of
utility functions to evaluate the value of making observations from future locations.
This chapter demonstrates how the supporting prediction and evaluation methods can
be integrated into a sophisticated planning algorithm for active object classification.
In Section 5.1 we give a technical sequential decision-making formulation of the problem
that relates the resource-constrained problem definition in Chapter 3 to the well known
partially observable Markov decision process model. Section 5.2 presents the algorithm
with a detailed intuitive discussion and a definition of the application-specific reward
function. In Section 5.3 we analyse the algorithm by proving its convergence properties.
Lastly, Section 5.4 concludes the chapter.
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5.1 POMDP Formulation
The underlying classification problem is considered to be a stochastic process that
obeys the Markov property. The robot makes observations and these are used to
estimate the class and pose of objects in the environment. The true state of an object is
unknown but it is inferred from the noisy observations, therefore, we model the system
as a POMDP. Our approach assumes the action-value function to be known (or well
approximated) and so we do not consider model uncertainty for which reinforcement
learning techniques would apply [187]. Instead, we focus on state uncertainty with a
POMDP, defined as follows.
A set of unique states St is defined at each time t. Each state
st = (xt, Bˆt) ∀ st ∈ St, (5.1)
comprises the robot’s pose and a set of object states Bˆt = {bˆtn}Ntn=1. Each bˆtn =
(xˆn, yˆn, θˆn, ˆ`n) is a single Cartesian coordinate (xˆn, yˆn), orientation θˆn, and class label
ˆ`
n that can be considered as a sample of the object belief btn; Bˆt can be considered as
a set of samples of Bt (as defined in Chapter 3). The belief state characterises the
probability distribution over the state space St and is denoted
belt(st) = p(st|ht), (5.2)
where 0 ≤ belt(st) ≤ 1 and ∑st∈St belt(st) = 1. The belief state represents the probabil-
ity of a state st given the history of actions and observations ht = (a0, z1, . . . , at−1, zt).
The robot is given a set of discrete actions A where each action a ∈ A stochastically
affects the robot’s state. The next pose
xt+1 = A(xt, at) (5.3)
is determined by the action process A that is characterised by the probability distri-
bution p(xt+1|xt, at).
With each action, the robot receives a single observation Z t+1. In general, the
observation is characterised by the path from xt to xt+1, the object beliefs, and the
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action taken. The observation function
O(st, at,Z t+1) = p(Z t+1|st, at), (5.4)
represents a probability distribution over possible observations, given action at was
taken from state st. When an observation is made, the belief state is updated
belt+1(st+1) = E(belt(st),Z t+1), (5.5)
through an estimation process E. Together, the action process A and estimation
process E represent a full state update.
The transition function T specifies the probability of transitioning to a new state.
Given action at is taken in state st, the transition function is defined as
T (st, at, st+1) = p(st+1|st, at). (5.6)
The reward function R(st, at) assigns a numerical value quantifying the utility of
performing action at from state st (defined later in Section 5.2). During planning,
this reward can only be determined by anticipating future observations for a given
state using any method outlined in Chapter 4. With these methods, the predicted
observation is specified by a candidate location and sampled object states.
The goal of the robot is to maximise the sum of rewards collected along a path from
the current location to the goal by sequentially selecting actions. The robot should
consider the value of an action while considering the uncertainty of the underlying
belief state. Therefore, the reward for the belief state is defined as
Rb(belt(st), at) = E[R(st, at)], (5.7)
=
∑
st∈St
belt(st)R(st, at). (5.8)
In addition, the robot should consider a non-myopic approach by optimising the sum
of all future rewards along a path to the goal. As such, the utility function for the
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resource-constrained problem can be defined as the sum of the cumulative rewards
UB(P t:tE ,Bt,xG, Bt) =
tE∑
i=t
γiRb(beli(si), ai), (5.9)
where each action at, . . . , atE results in an updated belief with corresponding robot
positions xt+1, . . . ,xtE in P t:tE , and 0 < γ ≤ 1 is a discount factor that weights the
importance of earlier actions more than later actions.
Substituting Equation 5.9 into Equation 3.15, the objective is as follows: plan a path
to the goal so that xtE = xG by iteratively selecting the first location (or corresponding
action) on the path that maximises the total expected cumulative reward
P ∗ = arg max
P t:tE∈Pt
[
tE∑
i=t
γiRb(beli(si), ai)
]
. (5.10)
5.2 Monte Carlo Active Perception
This section presents the MCAP algorithm. MCAP is an extension of MCTS and
POMCP for active perception. In this section we first give background on the original
MCTS algorithm and the POMCP algorithm. Then we describe MCAP in full detail
and define the reward function as the increase in mutual information.
5.2.1 Monte Carlo Tree Search
MCTS [28] is one of the most successful online approaches for solving sequential
decision-making problems. MCTS finds optimal decisions by constructing a search
tree using random samples in the decision space. The random samples correspond to
chains of random actions that are simulated and averaged to approximate the value of
actions near the root of the tree. Many simulation rollouts are performed and thus
the expected value of an action approaches its true value. Tree search proceeds in a
best-first manner, enabling computation time to be spent in the most promising areas
of the search space.
The MCTS algorithm is shown in Figure 5.1 and Algorithm 4. The algorithm constructs
a tree while updating the estimate of state-action values following four stages. First,
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Figure 5.1 – Illustration of the four main stages of the MCTS algorithm.
Algorithm 4 Monte Carlo tree search (adapted from [28])
1: procedure MCTS(s, β)
2: initialise tree T with root node τ0 from s
3: while within computation budget β do
4: τ ← TreePolicy(T ) . select or create new leaf node
5: r ← DefaultPolicy(τ) . rollout to terminal state to produce value estimate
6: BackUp(τ, r) . update statistics
7: end while
8: return a(BestChild(τ0)) . return action that leads to best child of root
9: end procedure
a selection stage recursively chooses child nodes, starting from the root, in order to
descend through the tree until the most profitable expandable node is reached. Nodes
are chosen for expansion based on a tree policy. The most popular tree policy is
the upper confidence bounds for trees (UCT) algorithm [104] that uses the upper
confidence bound 1 (UCB1) [5] policy from the bandit literature. Once a node is
selected, it is expanded by adding a new child node to the tree according to one of the
available actions. After the new node is added, a simulation is run by selecting actions
until the desired depth of the tree is reached, usually corresponding to a terminal
state that produces an outcome. Actions for the simulation are chosen according to a
rollout policy. The policy does not need to be optimal, and often it is stochastic, but
performance can be improved by incorporating expert knowledge to bias the search.
Finally, the result from the simulation is propagated up the tree in the backup stage.
The result is propagated from the new child node through all selected nodes from the
selection stage until the root. This updates the statistics at each node along the path.
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Simulations are run until some stopping criterion is met, often a fixed number of
iterations. The action that has maximum reward is then selected and performed.
After this, the MCTS algorithm can repeat to find the next action. The next action
can be found using a new empty tree or the values from the previous tree can initialise
a new tree depending on the application.
MCTS has a number of attractive characteristics. First, it is an anytime algorithm,
which means that a solution can be obtained whenever it is requested by the user and
it is expected to improve on the solution quality given more computational time or
power. Second, MCTS does not require any domain knowledge. It can be applied
with the simplest of rollout policies, making it readily applicable to any domain that
can be modelled as a tree. Although this is the case, domain knowledge generally
leads to better performance in practice. Lastly, and from a theoretical standpoint,
MCTS asymptotically converges to the optimal solution (i.e., given enough samples).
In particular, the UCT algorithm has an expected logarithmic growth of regret under
certain conditions.
5.2.2 Monte Carlo Tree Search for Partially Observable En-
vironments
The MCTS algorithm assumes that the environment is fully observable. However,
in many problems, such as active perception, this is not the case. Silver and Veness
[173] propose the POMCP algorithm, which extends MCTS to partially observable
environments. The algorithm, shown in Algorithm 5, differs from MCTS by associating
histories to nodes instead of states. These histories represent a sequence of past
observations and actions, and their values are estimated by Monte Carlo simulation.
The key idea in POMCP is to draw samples from the belief space and then proceed in
the same way as the basic MCTS algorithm. The state transitions and observations are
sampled with a black-box simulator, and each layer of expansion alternates between
action and observation nodes. Each action node stores a value that represents the
reward for the history, determined by the path from the root to the node.
In the same way as MCTS, the extended algorithm is anytime. Additionally, the
algorithm has equivalent convergence guarantees as MCTS. Using the UCT algorithm
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for the tree policy, the partially observable upper confidence bound for trees (PO-UCT)
algorithm will converge to the optimal value function given the true belief state. Thus
the expected growth of regret is logarithmic under the same conditions as for UCT.
Algorithm 5 Partially observable Monte Carlo planning (adapted from [173])
1: procedure POMCP(h, β)
2: initialise tree T with root node τ0 from h
3: while within computation budget β do
4: if h = empty then
5: s ∼ Pr(s0 = s) . sample from prior distribution
6: else
7: s ∼ bel(s) . sample from belief
8: end if
9: Simulate(s, h, 0)
10: end while
11: return arg max
a
[
Q¯ha
]
. return action that leads to best child of root
12: end procedure
13: procedure Simulate(s, h, d)
14: if γd <  then
15: return 0
16: end if
17: if h /∈ T then
18: for all a ∈ A do
19: add new node 〈Wha, Q¯ha, ∅〉 to T
20: end for
21: return Rollout(s, h, d)
22: end if
23: a← arg max
a
[
Q¯ha + cuct
√
log(Wh)
Wha
]
. UCT algorithm
24: (s′, o, r) ∼ G(s, a) . generate successor state, observation, and reward
25: R← r + γSimulate(s′, h′, d+ 1)
26: add s to set of particles for history h
27: Wh ←Wh + 1
28: Wha ←Wha + 1
29: Q¯ha ← Q¯ha + R−Q¯haWha . update average reward
30: return R
31: end procedure
32: procedure Rollout(s, h, d)
33: if γd <  then
34: return 0
35: end if
36: a ∼ Policy(h, ·) . history based rollout policy
37: (s′, o, r) ∼ G(s, a) . generate successor state, observation, and reward
38: return r + γRollout(s′, h′, d+ 1)
39: end procedure
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Figure 5.2 – Illustration of the five main stages of the MCAP algorithm.
5.2.3 The Monte Carlo Active Perception Algorithm
The MCAP algorithm is an extension of MCTS and POMCP for active perception,
where the states of objects are partially observable. In contrast to POMCP, MCAP
does not generate random observations with a black-box simulator. Instead, it
predicts maximum-likelihood observations given sampled states and a perception
model. Our reward function uses mutual information (outlined in Section 5.2.4),
which requires solving an intractable integral for conditional entropy. To deal with
this problem, we exploit sampling to update the integral calculation with each
iteration. Updating mutual information with each observation, due to the samples,
allows the reward value to be collapsed into the action transition. Thus, the search
tree branches only on actions and not on observations. This generates a deep and
focused tree that would otherwise be shallow due to the excessive branching factor at
chance (observation) nodes.
The main stages of MCAP are shown in Figure 5.2. Intuitively, MCAP builds a tree
where nodes represent viewpoints. First, a node is chosen for expansion in the select
stage using a variant of best-first search as in MCTS. Then, a sample is drawn from
the belief state. Using the sample, the belief and internal node rewards are updated
for each observation along the path from the root to the chosen node. Next, the
chosen node is expanded by adding a new child node to the tree following a random
action. The simulate stage performs a rollout of random actions for the entire planning
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horizon (until the resource budget is exceeded). The final reward resulting from the
expansion is backed-up to update the expected future reward for each node along the
path from the new child node to the root. This process is repeated until available
computation time is exceeded. The algorithm finishes by returning the child of the
root node (or corresponding edge action) with the highest expected reward.
MCAP is listed as pseudocode in Algorithm 6. The algorithm takes as input the
current belief state, occupancy grid, goal location, travel-time budget remaining, and
a user-defined computation time allowance. Each node in the search tree T , defined
as τ = (Xτ ,Wτ , Rτ , rτ , Q¯τ ), represents a history of actions. Xτ is the history of robot
poses. Wτ is the visit count. Rτ is the immediate reward of the node representing the
value of the action from the parent node. This value is modified with independent
calculations each time the node is visited. rτ is the reward for a rollout from the
initial simulation when the node was added. This accounts only for the accumulated
reward between the leaf node and the terminal state. Finally, Q¯τ is the weighted sum
of the immediate reward and all child node rewards. Our representation differs from
standard MCTS by the definition of incremental rewards between nodes. The reason
is that it allows the mutual information reward for a node to be updated with each
Algorithm 6 Monte Carlo active perception
1: procedure MCAP(bel(s),G,xG, B, β)
2: initialise tree T with root node τ0 from initial robot pose
3: while within computation budget β do
4: T ′ ← Select(T )
5: Brem ← B − CP (T ′) . compute remaining budget
6: SampleExpandSimulate(T , T ′, bel(s),G,xG, Brem)
7: BackUp(T , T ′end)
8: end while
9: return arg max
τc∈Children(τ0)
[
Q¯τc
]
10: end procedure
11: procedure Select(T )
12: T ′ ← τ0, τ ← τ0
13: while τ not terminal node do
14: τ ← arg max
τc∈Children(τ)
[
Q¯τc + cuct
√
2 log(Wτ )
Wτc
]
. UCT algorithm
15: T ′ ← T ′ ∪ τ . add node to path
16: end while
17: return T ′
18: end procedure
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19: procedure SampleExpandSimulate(T , T ′, bel(s),G,xG, Brem)
20: s ∼ bel(s) . sample state for each object
21: x← robot pose from s, X ← x
22: for all τ ∈ T ′ do . compute rewards at nodes on path
23: a← action from previous to current node
24: x← A(x, a) . next robot location
25: X ← X ∪ x
26: bel(s)← update with predicted observation at x
27: Rτ ← WτRτ+R(s,a)Wτ+1 . update immediate average reward
28: Wτ ←Wτ + 1
29: end for
30: Bsim ← Brem, rsim ← 0, d← depth of τ from τ0
31: while Bsim ≥ 0 do . simulate to goal, compute rollout reward
32: a← SelectAction(G,xG, Bsim) . valid action to a new robot location
33: x← A(x, a)
34: X ← X ∪ x
35: bel(s)← update with predicted observation at x
36: R← R(s, a) . compute reward value
37: if first iteration then
38: create new node τnew = (X , 1, R, 0, 0) and add to T
39: end if
40: rsim ← rsim + γdR . add to rollout reward
41: Bsim ← update with travel cost of a
42: d← d+ 1
43: end while
44: rτnew ← rsim
45: end procedure
46: procedure BackUp(T , τleaf)
47: τ ← τleaf, d← depth of τleaf from τ0
48: while d ≥ 0 do
49: Q¯τ ← γτRτ + 1Wτ
(
rτ +
∑
τc∈Children(τ)
WτcQ¯τc
)
. update average reward
50: τ ← Parent(τ)
51: d← d− 1
52: end while
53: end procedure
iteration, separately from other nodes. As a result, the average rewards Q¯τ are defined
differently, through recursion, in order to retrieve the equivalent average value.
The algorithm proceeds by initialising the search tree T with the root node τ0 (line 2).
The algorithm then iterates until the desired computation time (an input parameter)
is exhausted (line 3). In the limit, the tree would grow to a maximum depth that
depends on the budget but in practice this may take a considerable amount of time.
Active object classification benefits significantly from online replanning because real
data improves the estimates, which in turn enables better paths to be planned. In our
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implementation we plan for a fixed number of iterations of 50 before taking an action
and then replan while considering the new observation.
At each iteration of the algorithm, a node is chosen for expansion by the function
Select and its path from the root is returned (line 4). Starting from the root, child
nodes are selected according to the UCT algorithm [104]
τ+ = arg max
τc∈Children(τ)
Q¯τc + 2cuct
√√√√ log(Wτ )
Wτc
 , (5.11)
until an unexpanded node is reached. In Equation 5.11, all child nodes, denoted
by τc, are evaluated based on their average reward values Q¯τc and visit counts Wτc .
The equation sums an exploitation value (first term) for promising nodes with high
value and an exploration value (second term) for nodes visited less frequently. The
parameter cuct balances exploration/exploitation and controls the trade-off between
the solution quality and computational complexity.
In MCAP, the remaining budget from the chosen node to the terminal state is
computed (line 5). With the updated budget, the node is expanded by a simulation
in the function SampleExpandSimulate to compute an expected reward (line 6).
First, a set of object states is sampled from the initial belief state (line 20). Then the
nodes along the path from the root to the selected node are traversed, updating the
belief with each transition, and updating immediate rewards Rτ for the sampled state
(line 27). Once the chosen node is reached, a Monte Carlo rollout is performed that
selects actions randomly. Actions from A are selected by the function SelectAction
such that the subsequent path reaches the goal (without collisions in G) within the
remaining budget (line 32). The first node from the first action is added to the tree T
as a new child node of the expanded node (line 38). The remaining actions create a
path to the goal and a final reward is computed from the final state (line 40). The
final reward is stored at the new node as rτ (line 44).
The simulated reward is then propagated from the expanded node to the root in the
function BackUp (line 7). The cumulative reward of each node is updated so that it
stores the average reward of all rollouts starting at the node. In MCAP, the rewards
are defined incrementally and therefore they are computed recursively by summing
the immediate reward of the node and the rewards of its child nodes (all sub-trees),
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and appropriately normalising (line 49). This is in contrast to standard MCTS, which
averages the total reward of all rollout paths that include the node.
Lastly, the algorithm iterates by expanding a new node with a new set of object samples.
The algorithm terminates when the allowed computation time expires. Alternatively,
the algorithm may be prematurely terminated by a user. When the algorithm finishes
it returns the child node of the root node with highest expected reward (line 9).
5.2.4 Mutual Information Reward Function
MCAP requires an application-specific reward function. Here, we define the reward
function for active object classification as the increase in mutual information.
In Chapter 4 we discussed how mutual information represents the reduction of uncer-
tainty and how this can be used as a utility function. We repeat it here,
I(bn;Zn) = H(bn)−
∑
zˆn
p(zˆn)H(bn|Zn = zˆn), (5.12)
is the reduction of uncertainty as a result of an observation, where H(bn) is the entropy
of an object belief and H(bn|Z = zˆn) is the entropy conditioned on the observation
zˆn. This observation is a prediction, associated to the sampled object state bˆn.
Computing the conditional entropy requires summing over all possible observations,
which is intractable. In MCAP, each iteration samples a new state from the belief
state and each sample can be used to generate a predicted point cloud. In the limit,
all observation sequences will be considered and given many samples, the summation
in Equation 5.12 can be approximated.
Let bdn denote an object belief for node τ at depth d given the sequence of observations
from the root to τ , generated according to the sample s. Then, with Wτ iterations
(number of samples), the accumulated reward can be computed as
I(bdn) = WvH(bd−1n )−
∑
zˆn
H(bd−1n |Zn = zˆn). (5.13)
This defines an incremental information reward at node τ as the mutual informa-
tion with respect to the belief of its parent node. The total mutual information
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in Equation 5.12 is given by averaging over all samples, as is done in MCAP (line 27).
Objects are assumed independent; therefore, the total information content for all
objects at a node, with belief state bdn, sample s, and action a, is given by
R(s, a) =
N∑
n=1
I(bdn)
H(b0n)
. (5.14)
Dividing the entropy of the object belief by the entropy of the parent node b0n scales
the total information content at any node in the tree to lie within the interval [0, 1].
The motivation for storing immediate rewards at each node is so that each iteration
can separately update the conditional entropy term in Equation 5.12. In general,
MCTS does not store immediate rewards but instead stores the sum of rewards from
all rollouts that pass through the node. The average can be computed incrementally by
Q¯MCTSτ =
(Wτ − 1)Q¯τ + qi
Wτ
(5.15)
where qi is the total cumulative reward of the simulation starting from the root and
ending at a terminal state.
For the case of incremental rewards between nodes, as in MCAP, we propose to
compute the average rewards recursively according to
Q¯τ = γdRτ +
1
Wτ
(
rτ +
∑
τc∈Children(τ)
WτcQ¯τc
)
. (5.16)
This differs from Equation 5.15 in that rewards are defined by the subsequent action
sequences from a node instead of the full path from the root to a terminal state. That
is, nodes comprise their immediate reward plus the average of all sub-tree rewards.
Nodes do not consider the accumulated rewards for actions corresponding to the
portion of the path higher in the tree. The discount factor γ is applied at each depth
d. These are also applied to the incremental values accumulated for rτ in MCAP
(line 40) to correctly weight the overall rollout value.
We have described an incremental reward function that enables mutual information to
be used to evaluate actions. Other reward functions can also be used, but for MCAP,
the values must be defined with respect to the state of the parent node.
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5.3 Analysis
In the original UCT algorithm, setting cuct = 1/
√
2 is known to satisfy Hoeffding’s
inequality, which admits the bound O(log(N)/N) on the rate of regret, where N
represents the number of iterations [104, 5]. This is derived under the assumption that
the expected values of the averages converge for reward values in the interval [0, 1].
In MCAP, reward calculation is decomposed so that the conditional entropy term
in Equation 5.12 can be directly updated and this motivates the recursive formulation
in Equation 5.16. We show this formulation is equivalent to the empirical average and
subsequently that MCAP maintains the same bound on the rate of regret as UCT.
Lemma 5.1. The average reward value
Q¯τ = γdRτ +
1
Wτ
(
rτ +
∑
τc∈Children(τ)
WτcQ¯τc
)
,
for node τ at depth d in the search tree of MCAP is equivalent to the empirical average
of all simulations starting from the node, i.e., Q¯τ = 1Wτ
∑Wτ
i=1R
i
τ . The visit count of the
node Wτ is equivalent to the number of simulations. Riτ =
∑dmax
j=d γ
irij is the cumulative
reward of the ith simulation from the node to a terminal state at depth dmax. The
cumulative reward is defined as the discounted sum of immediate rewards rij = R(s, a).
Proof. We will show that the recursive reward value for a node is equivalent to the empirical
average of all rollout reward values for all simulations beginning at the node.
Let D = dmax represent the maximum depth of the tree. For a leaf node, with no children
or rollout reward, the average reward is given by Q¯D = γDRD = γD 1WD
∑WD
i=1 R
i
D.
Consider a node one level above the leaf nodes at depth D − 1. The immediate reward is
the average of all sample rewards QD−1 = 1WD−1
∑WD−1
i=1 r
i
D−1. The rollout reward consists
of one step such that rD−1 = γDrrD. Expanding the recursive definition gives
Q¯D−1 = γD−1QD−1 +
1
WD−1
(
rD−1 +
∑
τc∈Children(τ)
WτcQ¯τc
)
,
= γD−1 1
WD−1
WD−1∑
i=1
riD−1 +
1
WD−1
(
γDrrD +
∑
τc∈Children(τ)
WτcQ¯τc
)
,
= 1
WD−1
WD−1∑
i=1
γD−1riD−1 +
WD−1∑
i=1
γDriD
 ,
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= 1
WD−1
WD−1∑
i=1
RiD−1,
where the cumulative reward RiD−1 =
∑D
j=D−1 γjrij = γD−1riD−1 + γDriD is the sum of the
immediate reward and the immediate reward of the leaf node. The third line is obtained by
moving the rollout reward into the last summation and using the definition of MCTS that
the visit count of a parent equals the sum of the visit counts of its children plus one for the
rollout. In other words, WD−1 = 1 +
∑
τc∈Children(τ)
Wτc .
Now consider a node at depth D − 2 with immediate reward QD−2 = 1WD−2
∑WD−2
i=1 r
i
D−2,
rollout reward rD−2 = γT−1rrD−1 + γDrrD, and cumulative reward RiD−2 =
∑D
j=D−2 γjrij =
γD−2riD−2 + γD−1riD−1 + γDriD. The recursive definition gives
Q¯D−2 = γD−2QD−2 +
1
WD−2
(
rD−2 +
∑
τc∈Children(τ)
WτcQ¯τc
)
,
= γD−2 1
WD−2
WD−2∑
i=1
riD−2 +
1
WD−2
(
γD−1rrD−1 + γDrrD +
∑
τc∈Children(τ)
WτcQ¯τc
)
,
= 1
WD−2
(WD−2∑
i=1
γD−2riD−2 +
WD−2∑
i=1
(
γD−1riD−1 + γDriD
))
,
= 1
WD−2
WD−2∑
i=1
(
γD−2riD−2 + γD−1riD−1 + γDriD
)
,
= 1
WD−2
WD−2∑
i=1
RiD−2.
By induction, the result holds for all higher-level nodes.
We now state the convergence theorem for MCAP.
Theorem 5.2. For suitable choices of cuct and a sufficiently large number of samples
N , the bias of the estimated expected reward Q¯τ is O(log(N)/N).
Proof. As the number of samples increases, the empirical averages of all immediate node
rewards converge to the true mean value. By Lemma 5.1, the expected payoffs Q¯τ are the
expected averages of all simulations starting at a node. Thus, the assumption in [104], that
the expected values of all rollout returns converge, is satisfied. The average reward values lie
in the interval [0, 1] due to normalisation in Equation 5.14, implying that cuct = 1/
√
2 satisfies
the tail conditions by Hoeffding’s inequality. The rest of the proof follows from [104].
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5.4 Summary
This chapter presented the Monte Carlo active perception algorithm, an anytime
and non-myopic planning algorithm for active object classification. It outlined the
modifications to existing methods in order to apply them to this specific problem
instance then analysed the algorithm to show it has important convergence properties.
MCAP extends the POMCP algorithm to the active object classification problem.
This extension requires a number of modifications. First, POMCP is a general problem
formulation that uses a black-box simulator. We replace this by an application-specific
white-box simulator, where observations are generated from an accurate perception
model, such as those presented in Chapter 4. Secondly, the reward computation is
modified when using mutual information as the utility function. Computing mutual
information requires computing conditional entropy. The intractable integral is
conveniently handled by sampling and consequently we use a recursive method to
computing rewards during back propagation.
Active object classification requires samples of belief states in order to compute rewards.
The next chapter presents an estimation process that computes the belief state as a
joint distribution of object class and pose. The estimation process is developed for
this task but can also be integrated with the sampling procedure in MCAP.
Chapter 6
Probabilistic State Estimation
Estimating the state of objects is important for the general problem of object classifica-
tion. Multi-view classification systems must update the beliefs of observed objects with
each new observation by fusing the new information with previous information. This
chapter presents a framework for recursively estimating object states from sequential
point cloud observations. The framework uses particles to represent the probability
distribution and is coupled with a Gaussian process classifier that can readily compute
the likelihood of class and pose from observed or predicted data.
Section 6.1 presents the estimation framework that uses a particle-based representation
of the belief space of all objects. The framework updates beliefs using Bayes’ rule,
probabilistically associates observations to beliefs, and probabilistically determines
occupied space. This approach can be used for state estimation in general, however,
it is convenient for the MCAP algorithm because object states during sampling are
obtained by simply selecting particles from the beliefs. In Section 6.2 we describe the
method for computing observation likelihoods with a GP classifier that simultaneously
computes the observation likelihoods for pose and class. Classification is performed
using features from point clouds. We use global features and our classifier learns
the feature descriptors using GPs that can then be used to compute likelihoods
with observed/predicted feature descriptors. Section 6.3 evaluates the classifier in
experiments with simulated and real 3D point cloud data. Finally, Section 6.4
summarises the chapter.
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6.1 Sequential Monte Carlo Estimation
This section describes our estimation method. We begin by describing the particle-
based belief representation. Then we outline our method for probabilistically associ-
ating observations to object beliefs. Lastly, we explain the procedure for updating
beliefs through particle resampling.
6.1.1 Belief Representation
A collection of particles is used to maintain a joint distribution over class and pose
for each object. Each particle represents a single class and pose hypothesis for an
object, where its weight (likelihood) is computed from point cloud observations, and a
collection of these particles represents the object’s joint probability distribution. The
full set of particles is partitioned into two subsets, one for particles associated to objects
and another for particles that represent unknown areas of the workspace. Particles
are reassociated and updated after each point cloud observation, then resampled
according to their weights. This particle representation is very convenient for the
MCAP algorithm because sampled states are retrieved by selecting a single particle
from each object’s set of particles.
The set of particles Π consists of NΠ particles that represent a single state estimate
of an object,
piν = (ξν , ην , ψν , λν), (6.1)
with Cartesian coordinates (ξν , ην), orientation ψν , and class label λν . The set Π is
divided into two unique sets: an unobserved set ΠU and an observed set ΠO. The
unobserved set consists of particles that are not in the sensor FoV or particles that
are occluded behind occupied space, in other words, in unknown space. The observed
set consists of all other particles that may be in free or occupied space. Initially all
particles belong to the unobserved set. An example is given in Figure 6.1.
The observed particles estimate the states of all objects in the environment and the
unobserved particles estimate the unknown space. Particles move from the unobserved
set to the observed set if they become visible with a new observation. The visibility of a
particle is determined by checking the line-of-sight path through the global occupancy
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(a) (b) (c)
(d) (e)
Figure 6.1 – Example of particle belief and updates after multiple observations. Set
of particles Π is divided into the unobserved set ΠU (white) and observed set
ΠO (blue). Robot (grey) makes point cloud observations (black) within its sensor
footprint (dotted red). (a) Initially all particles are unobserved (b) First observation
where some particles move to observed set. (c) Observed particles are resampled to
refine the estimate. (d) Second observation. (e) Third observation.
grid G from the sensor location to the particle’s location. Any previous particles
that were in the observed set remain in the observed set and once a particle is in the
observed set it cannot move to the unobserved set.
6.1.2 Probabilistic Association
A single set of particles is used to estimate all the objects simultaneously, which means
that particles must be associated to each object. Each observed particle that is in the
observed set as well as within the sensor’s range and FoV is assigned to an observed
object. The assignment of a particle to an object is determined probabilistically.
The location of an object is approximated by its mean. The distance from the location
of each particle to each object is used to compute a weight according to
ων,n =
((ξν − µn,x)2 + (ην − µn,y)2)−1/2
N∑
n=1
ων,n
. (6.2)
The weights are normalised in order to interpret the weights as probabilities. The
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(a) (b) (c) (d)
Figure 6.2 – Example of particle association. (a) Initial set of particles. (b) Distance
from particle to each object mean location (coloured crosses) measured to compute
weights. (c) Object index sampled in proportion to weights. (d) Final associations
for all particles (particle colours correspond to cross colours in (b) and (c)).
Class 1
Class 2
Class 3
(a)
Class 1
Class 2
Class 3
(b)
Class 1
Class 2
Class 3
(c)
Class 1
Class 2
Class 3
(d)
Figure 6.3 – Example of belief update for particles associated to object in top right
corner (yellow particles in Figure 6.2d). Particles coloured according to class
type. (a) Initial particles. (b) Weights computed from likelihood (size of particles
correspond to weights). (c) Particles resampled in proportion to weights and
Gaussian noise added to pose component. (d) Weights reset to uniform distribution.
cumulative probability distribution is constructed from the weights and an object
index is sampled for each particle to determine the final association. Each belief then
consists of a particle set denoted Πn. This process is illustrated in Figure 6.2.
Particles that are in the observed set but not directly in the sensor’s range and FoV,
or are occluded, remain associated to the same object they were associated to for the
previous observation. This means that objects that have been observed in previous
observations, but are unobserved in the current observation, still remain in the belief.
6.1.3 Belief Update
New observations provide additional information about the observed objects. Ac-
cordingly, the state estimates must be updated. This is done by updating the set of
particles that are associated to each object.
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Algorithm 7 Particle-based belief update
1: procedure UpdateBelief(Π, zn)
2: for all ν ∈ Πn do
3: ων,n ← p(pin|zn) . compute particle weight
4: end for
5: Π′n ← ∅ . new particle set
6: for all ν ∈ Πn do
7: Sample index ν from distribution given by weights
8: piν ← add Gaussian white noise
9: Π′n ← Π′n ∪ piν . add to new set
10: ων,n ← 1/NΠ . reset weight
11: end for
12: return Π′n
13: end procedure
A weight is computed for each particle in a belief according to
ων,n = p(piν |zn), (6.3)
where p(piν |zn) is the probability of a state for object n given that the object is
associated with observation zn and
∑
ν∈Πn p(piν |zn) = 1.
Given the weights, the particles are resampled, as outlined in Figure 6.3 and Algo-
rithm 7, to generate a new set of particles. This procedure is similar to sequential
importance sampling (SIR) [57]. New particles for each object are drawn (with re-
placement) from the associated set of particles in proportion to their weights until the
new set of particles is the same size as the original set. Gaussian white noise is added
to the ξν , ην , and ψν components of each particle to introduce a small amount of
diversity. Finally, once all particles have been drawn, the particle weights are reset to
a uniform distribution. The set of particles will converge to a more narrow distribution
with more observations because particle hypotheses with stronger likelihoods are more
likely to be resampled.
The MCAP algorithm requires samples of the beliefs to perform tree search, rollouts,
and to calculate rewards. Samples are drawn from the particle filter by selecting a
single sample from each object’s particle collection. The particles are selected with
equal probability because the resampling step in the belief update generates more
particles for the more probable object states.
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(a) (b) (c)
Figure 6.4 – Example of the sequential Monte Carlo estimation framework for a
sequence of observations. The robot (orange) makes point cloud observations
(black) of outdoor objects within a bounded region. The belief is represented by the
particles where each colour is assigned to different object classes: tree (green), car
(red), and person (blue). Arrows show the mean orientation for each class. Grey
circles show the mean Cartesian coordinate for each object. (a) First observation,
(b) second observation, and (c) third observation.
6.1.4 Example of the Estimation Framework
An example of the estimation framework for three consecutive observations is shown
in Figure 6.4. The particle locations represent the Cartesian coordinates of the belief
and the grey circles indicate the mean coordinate. The particles are coloured by
class: tree (green), car (red), and person (blue). The arrows correspond to the mean
orientation estimate for each class of each object. In Figure 6.4a, after one observation,
the particles of the belief are spread out. The pose and class estimates for the observed
objects are very broad and the belief is uncertain. As more observations are made, the
particles converge to the locations of the observed objects. Figure 6.4b and Figure 6.4c
show the particles have transitioned to a more narrow belief. The locations of the
particles converge to the centroids of the observed point clouds. The class estimates
also concentrate more probability mass to a single class as indicated by one colour
becoming more dominant within the particles assigned to each observed object. As
a result, the uncertainty about the pose and class of the objects reduces with more
observations.
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6.2 Gaussian Process Classifier
The previous section described the particle filter for maintaining the joint probability
distributions. Updating the probability distributions requires an observation likelihood
to be computed for given object states. This section describes a novel GP classification
method for estimating observation likelihoods from point cloud observations. We begin
with a background on object classification methods and also GPs. Then we describe
our method for pose and class estimation that learns global descriptors from point
cloud data collected oﬄine. We then outline the method for computing the likelihoods
with the learned GPs. Lastly, we show how to apply dimensionality reduction to the
descriptors in order to speed up computation.
6.2.1 Background
Outdoor Object Classification with 3D Range Data
The advance in inexpensive 3D depth cameras, such as the Microsoft Kinect [213], has
recently motivated strong interest into 3D object classification. Traditional methods
that use global features computed for entire point clouds [202, 164], or local features
computed at interesting points [163, 95], perform remarkably well in indoor scenarios
but their extension to outdoor applications is not a trivial task. A major issue is that
these methods do not adapt well to 3D data from outdoor scanning devices, such as a
Velodyne LIDAR range finder, that typically generate data that is sparse and with
variable density. The problem has been addressed by developing features that are
more robust for this type of data. Quadros et al. [155] propose the local feature called
the “line image” that exploits occlusion information while Börcs et al. [23] present
features based on the laser intensity responses and object geometry. An alternative
approach for dealing with variable density data has been to format segmented regions
into regularly sampled depth images prior to feature learning [51].
Supervised classification methods require a training set of labelled data. For indoor
tasks, training using household objects can be accomplished simply and in a reasonable
amount of time. However, for outdoor applications it is more challenging to collect
field data because of the difficult operation of outdoor sensors and the lack of control
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over the environment. Online databases exist, such as [142], however, they are usually
limited in size. Therefore, it has been an active area of research to design robust
classification systems that can be trained using synthetic data from simulation in
order to relieve the problem of field data collection [112, 59].
The method presented in this section is inspired by the work of Huber et al. [90] who
learn object models with GP regression. Their method learns the likelihood of image
features of predefined object models and camera parameters for the purpose of active
object recognition. We apply the approach to 3D data by learning global features
of point clouds. This technique provides an infinite resolution for data points that
can be used in online classification, which is beneficial with limited training data.
Additionally, the uncertainty from the GP predictions provides a level of robustness
to the variation between training data and test data. In contrast to [90], we generalise
the approach to classification instead of single object recognition and provide results
with real data, which was not offered previously.
Gaussian Processes
GPs are a non-parametric Bayesian technique for learning a latent function from noisy
data [158]. A GP defines a prior over functions from which a posterior can be derived
for new data. In other words, a GP provides a prediction of output values from input
queries with an additional measure of prediction uncertainty that depends on the
noise and variability of the data.
GP regression assumes a training set D = {(xi, yi)}NDi=1 of ND inputs xi ∈ X ⊆ Rd,
with dimension d, and ND outputs yi ∈ Y ⊆ R. The aggregation of all ND inputs form
the design matrix X ⊆ Rd×ND and the aggregated output values form the column
vector y. The outputs are assumed to be drawn from a noisy process
y = F (x) + , (6.4)
where F (·) is the latent function that is to be determined from the training data and
 ∼ N (0, σ2noise) is zero-mean Gaussian noise with variance σ2noise.
A GP denoted by
F (x) ∼ GP(µ(x), κ(x,x′)), (6.5)
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is completely specified by its mean function µ(x) and covariance function κ(x,x′),
which are defined as
µ(x) = E [F (x)] , (6.6)
κ (x,x′) = E [(F (x)− µ(x)) (F (x′)− µ(x′))] , (6.7)
for any two inputs x and x′, and where κ(·, ·) is a positive definite kernel. The most
popular kernel is the squared exponential, given by
κ (x,x′) = σ2varexp
(
−12 (x− x
′)T M (x− x′)
)
, (6.8)
where σvar is the signal variance and M is a square matrix of size d characterised
by the length scales in each dimension. If an isotropic matrix is used, then only one
length scale parameter σlen is required resulting in M = σ−2lenI, where I ∈ Rd×d is the
identity matrix.
Given the training set D, the predictive distribution for a test input x∗ is a Gaussian
characterised by the mean y¯∗ and variance σ2∗,
y¯∗ = E [F (x∗)] = κT∗
(
K + σ2noiseI
)−1
y, (6.9)
σ2∗ = V [F (x∗)] = κ∗∗ − κT∗
(
K + σ2noiseI
)−1
κ∗, (6.10)
where the vector κ∗ = κ(x∗,X) = [κ(x∗,xi)]NDi=1, κ∗∗ = κ(x∗,x∗), K ∈ RND×ND is
the covariance matrix with elements defined by K(i,i′) = κ(xi,xi′), and I ∈ RND×ND
is the identity matrix. These expressions fully describe the predicted outputs of a GP
for query inputs. They specify the expected mean of the output with a corresponding
variance as a measure of the uncertainty about the prediction.
The hyper-parameters σnoise, σvar, and σlen can be learned from the training data.
The most common method is to maximise the log marginal likelihood using standard
optimisation techniques [158].
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6.2.2 Learning Global Features with Gaussian Processes
Classification is performed using global feature descriptors from point cloud observa-
tions. The first step of our method for computing object class and pose likelihoods is
to learn global features from training data. The output of this process is a set of GPs,
one for each feature element/object pair. Class and pose likelihoods are generated
online from observed data with these GPs.
In a training phase, each model mi ∈M is observed from a random set of locations
Φi = {φih}NDh=1 and a point cloud is acquired from a sensor. These locations correspond
to the training inputs x ∈ X ⊆ R2 with dimension 2. Each point cloud is processed to
compute a global feature vector fih = [fihj ]NFj=1, where NF is the number of elements in
the vector. The feature elements fihj correspond to the training outputs y ∈ Y ⊆ R.
The features are collected to form training feature vectors F i = {fih}NDh=1 for each
model. A separate GP, denoted by GP ij , is learned for each training object i and each
element j in the feature vectors from the set of inputs Φi and outputs F i. For NM
objects in the training set, a total of NM ×NF GPs are learned oﬄine. The result is
a set of GP models GP i = {GP ij}NFj=1 for each training object that return a mean f¯∗ij
and variance σ2∗ij for any query input φ∗.
6.2.3 Observation Likelihoods
Once the GPs have been learned using oﬄine training data, they can be queried to
compute the likelihood of an input point cloud given a class label and object pose.
The likelihood of a test observation fo acquired from a location φo (relative to the
observed object) is computed by matching the feature vector to the predicted features
from the learned GPs. In the case of a single object model mi and a single feature
vector element j, the likelihood of the observed feature value given the model is
p(foj|mi,φo) = N (foj; f¯oij, σ2oij), (6.11)
where
N (foj; f¯oij, σ2oij) =
1
σoij
√
2pi
exp
−12
(
foj − f¯oij
σoij
)2 , (6.12)
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is the univariate normal density function. We model the feature vector components as
independent, thus the likelihood of the observed feature vector is given by the product
of univariate normal density functions
p(fo|mi,φo) =
NF∏
j=1
N
(
foj; f¯oij, σ2oij
)
. (6.13)
This likelihood is used in place of the observation probability when computing the
particle weights, defined in Equation 6.3. Thus, we redefine the particle weights as
ων,n =
p(fn|λν ,φν,o)∑
ν∈Πn ων,n
, (6.14)
where fn is the global feature vector of the point cloud zn associated to object n, and
φν,o represents the relative pose between the observation location and the pose of
particle piν . By Bayes’ rule, the likelihoods are sufficient for determining the particle
weights since the proportionality constant and prior are the same given the object
and observation. The weights are normalised by dividing by the sum of the weights so
that ∑ν∈Πn ων,n = 1. This allows the weights to be interpreted as probabilities, that
can subsequently be used for resampling when updating the belief.
6.2.4 Dimensionality Reduction
Point cloud feature vectors are often high dimensional, which means that many GPs
need to be learned. Various dimensionality reduction methods can be applied to
project the feature vectors onto a lower-dimensional space. Here, we use principle
component analysis (PCA) [97] to reduce the size of the feature vectors.
The training outputs F i for training object i are combined into a matrix Fi ⊆ RND×NF ,
where rows correspond to data inputs and columns correspond to feature components.
The reduced feature vectors are derived from the original feature vectors by
F wi = FiWi, (6.15)
where Wi ⊆ RNF×NW is a transformation matrix resulting from singular value de-
composition (SVD). The transformation maps each feature vector fih ∈ F i from the
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original dimension of NF to a lower dimension NW . The rows of F wi are extracted to
form a new training set Fwi = {fwih}NDi=1.
Computing the likelihood of an observation fo for training object i requires the feature
vector to be transformed into the lower-dimensional space. This is done by applying
the transformation matrix Wi that was determined for the models in training. The
likelihood function Equation 6.13 for the test observation fo becomes
p(fo|mi,φo) ≈
NW∏
j=1
N
(
fwoj; f¯woij, (σwoij)2
)
, (6.16)
where fwoj are the components of the transformed observed feature vector fwoi = foWi,
and f¯woij are the components of the transformed predicted feature vector from GP i
with corresponding variances (σwoij)2.
Dimensionality reduction decreases the number GPs to be queried when computing
observation likelihoods. It also has the benefit of reducing the correlation between
feature elements because PCA transforms the elements into an orthogonal basis set.
Thus, dimensionality reduction induces independence amongst the components, which
justifies our approximation for computing the likelihood by a product of independent
normal density functions.
6.3 Results
This section evaluates the estimation method using the GP classifier with viewpoint
feature histogram (VFH) descriptors [164]. We first describe the procedure for
generating a pure classifier by marginalising over the pose. We then outline methods
of k-nearest neighbours (k-NN) clustering and spin image (SI) [96] matching used
to compare the performance of our technique. Next, we present the results of the
subsequent classifier with synthetic LIDAR data. Lastly, we present results of the
classifier using real LIDAR data.
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6.3.1 Observation Likelihoods for Classification
For classification, the pose dependency is removed by marginalisation
p(fo|mi) =
∑
φ′o∈Φ′o
p(fo|mi,φ′o)p(φ′o), (6.17)
where p(φ′o) = p(φ′o|mi) because the viewpoint locations are independent of the class
label. Φ′o is the set of observation locations relative to the object. This is approximated
by locations on a circle with centre given by the centre of the observed point cloud
and radius given by the distance to φo. A discrete set of points are selected so that all
query inputs have an even density of sampled locations. In our experiments, locations
are selected with a separation of 0.2m.
The observations from the sampled locations are considered equally likely. This means
that p(φ′o) is uniform for all φ′o, allowing the expression to be written as
p(fo|mi) = 1|Φ′o|
∑
φ′o∈Φ′o
p(fo|mi,φ′o), (6.18)
where |Φ′o| is the number of sampled locations.
Classification requires the probability of an object belonging to each class ` to be
determined, which is expressed as p(`|fo). The class probability is computed by
averaging the model probabilities in each subset C`
p(`|fo) = 1
N`
∑
mi∈C`
p(mi|fo). (6.19)
The term p(mi|fo) is calculated from the observation likelihoods in Equation 6.17 by
applying Bayes’ rule,
p(mi|fo) = p(mi)p(fo|mi)
p(fo)
, (6.20)
∝ p(fo|mi), (6.21)
where uniform priors are assumed for the object models.
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Averaging the probabilities in Equation 6.19 accounts for the variation of the number
of models in each class and removes the bias of larger classes. The final probability
for each class is determined by normalising the probability distribution.
6.3.2 Comparison Methods
GP classification is performed with VFH descriptors [164]. For comparison, we perform
classification with two other point cloud feature classification techniques. First, k-
NN clustering with global VFH descriptors is performed. This matches the same
feature descriptors, but based on nearest neighbours only. This method does not
interpolate between the data points, which is possible with the GP classifier. For
the implementation, the full length VFH descriptors computed in training from all
training point clouds are added to a k-d tree. Given a test feature vector as input,
the number of nearest-neighbours in the k-d tree are tallied to determine the score for
a class. The final classification result is selected as the class with the highest score.
The best performance was found with 25 nearest-neighbours.
Second, we compare with local feature matching. This is chosen because local
feature classification is known to be robust to occlusions, which is an important
case study in the context of outdoor object classification. For this method, SIs of
point clouds are computed at keypoints chosen by the intrinsic shape signature (ISS)
keypoint detector [215]. Matching a test observation to a training example proceeds
by determining keypoints and then finding, for each one, the most similar keypoint
in the training point cloud. The most similar keypoint is determined by the nearest-
neighbour in a k-d tree that contains the feature vectors of the training object’s
keypoints. Overlapping matches (corresponding to the same keypoint in the training
point cloud) are removed. The total matching score for a test observation is the sum
of the distances in feature space of the matched keypoints. An extra penalty is added
for any unmatched keypoint. The final class is selected as the class of the training
example with the smallest total distance. These experiments use an image width of 8
bins and a large search radius of 0.5m for the support cylinder, in order to capture
enough points from the sparse data.
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6.3.3 Results with Synthetic Data
Data Acquisition and Training
Synthetic LIDAR data acquired from a Velodyne HDL-64E was generated using the
Blensor simulation toolbox [75] prior to the experiments. The data was used to train
the classifier. The training set consisted of 11 CAD-like models that were grouped
into five different classes (car, motorbike, person, sign, tree). To generate the training
data for the GPs, each object was viewed from 150 random locations ranging between
3− 25m from the object centres. The same set of locations was used for each model.
At each location, a point cloud observation was recorded and the VFH descriptor
was computed using the point cloud library (PCL) [165]. This feature descriptor has
308 elements, reduced to as few as 20 elements using PCA. GPs were trained with
2D data inputs (x and y locations of training locations) and function values given by
the components of the reduced feature vectors. These experiments used the squared
exponential kernel function with 2D inputs. Although VFH descriptors are scale
invariant, we observed variations of the descriptors at different distances due to the
sparsity and variable density of the point clouds. For this reason, descriptors were
not assumed identical for the same viewing angle. Thus, 2D inputs, that take into
account distance, were necessary.
A separate test set was created by generating point clouds from a set of random
locations for each object model. The total size of the test set was 926 point clouds.
The VFH descriptor was computed for each test point cloud and the class estimate was
computed using the trained classifier. Our classifier returns a probability distribution
over classes. To output a single class decision, we selected the class corresponding to
the highest probability.
Results with Different Feature Vector Size
The confusion matrix in Table 6.1 summarises classification results for unoccluded
single views (descriptors with 100 components). Most point cloud instances are
classified correctly and the overall result achieves an F1 score of 0.84. All classes
return high precision and recall except the tree class (precision = 0.75, recall = 0.53).
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truth /
inferred car motorbike person sign tree
car 261 1 0 0 0
motorbike 2 91 7 0 0
person 4 2 77 0 22
sign 0 0 0 271 63
tree 29 2 0 0 94
Table 6.1 – Confusion matrix for synthetic LIDAR data (926 test point clouds) with 150
training examples for each model and feature vectors reduced to 100 components.
F1 score is 0.84.
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Figure 6.5 – F1 scores for synthetic LIDAR data with varying size of feature vector
and training set. k-NN clustering and SI matching with full training set also shown
for comparison.
This is seen by the large number of false negatives with the person and sign classes,
and the large number of false positives with the car class.
A comparison of our method with dimensionality reduction as well as with k-NN
clustering and SI matching is shown in Figure 6.5. As expected, more reduction of
the descriptors leads to worse classification performance. The F1 score reduces from
0.84 with 100 components to 0.70 with 20 components with 150 training instances.
Compared to the other methods, however, our method still performs well. k-NN
clustering achieves an F1 score of 0.78 and SI matching achieves an F1 score of 0.58.
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ND = 150 ND = 100 reduction (%)
GP-80 0.78 0.77 1.28
GP-60 0.76 0.75 1.32
GP-40 0.71 0.67 5.63
GP-20 0.70 0.62 11.40
k-NN 0.78 0.73 6.41
spin 0.58 0.52 10.34
Table 6.2 – F1 scores for synthetic LIDAR data with the full training set (ND = 150)
and reduced training set (ND = 100). Final column shows performance reduction
as percentage.
The poor performance of SI matching can be explained by the difficulty of computing
keypoints and local features with data that is sparse and has variable density. The
best performance is our approach with 100 components in the feature descriptors,
however, with fewer components k-NN performs best.
Results with Limited Training Data
One of the motivations for our method is the difficultly of collecting large amounts
of field data to train classifiers. For this reason, we compared the performance for a
reduced training set. The same data from the previous experiments was used but the
training data was reduced from 1650 to 1100 by removing 50 examples randomly from
the training sets of each instance model (a total of 550 examples all together). This
is a reduction of 30%, which is a significant amount of time that translates to many
hours saved in the acquisition process.
Classification was performed with the same test set as the previous experiment. F1
scores for varying size of the feature vector are shown in Figure 6.5 and the effect of
the size of the training set is summarised in Table 6.2. The table presents the F1 scores
for each method and the reduction of the classification accuracy as a percentage when
the training set is reduced. The table shows that the GP classifier with feature vectors
of more than 40 elements is much more robust than performing k-NN clustering or SI
matching. The performance degrades by as little as 1.28% when 80 feature elements
are used, compared with 6.41% for k-NN clustering and 10.34% for SI matching.
With smaller feature vectors, however, the performance degradation of our approach
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is significantly worse, up to 11.30% with 20 components. This indicates that the
compression is too large and the boundaries between the features are not strong
enough to distinguish between the classes.
The reason for the robust performance of our approach is that a GP interpolates
between the data points in the training set. This behaviour offers predictions for
queries that are not in the training set, which can capture good matches that would
otherwise be unavailable. The standard methods are restricted to only finding matches
with examples in the training set. If the training set is sparse then there are many
“blind spots” where queries have very few close neighbours. GPs, on the other hand,
have infinite resolution to make queries and therefore perform better with limited
training data.
6.3.4 Results with Real Data
Data Acquisition and Training
This experiment used real LIDAR data that was collected in a park at the University
of Sydney [149]. The training set was collected using a Velodyne HDL-64E LIDAR.
The LIDAR scanner was mounted on a mobile robot that was tele-operated around
individual objects. The dataset consists of the objects: barbecue, boxes (stacked), desk,
motorbike, picnic table, tree, and wheelie bin. Each object was observed from locations
on a circle with an approximate radius of 8 − 10m. The scans were separated into
individual point cloud observations, between 105 and 125 observations for the objects.
The ground was removed manually using a ground threshold and background points
were removed so that each training point cloud only contained points corresponding
to the object. VFH descriptors were computed for the point clouds and separate GPs
were learned.
The training locations were constrained to a circle to ensure that the point clouds
were not occluded. As such, the orientation of the viewpoint locations was used for
the data inputs. Given the data was collected along a circle, the periodic exponential
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truth /
inferred barbecue boxes desk motorbike
picnic
table tree
wheelie
bin
barbecue 16 3 4 4 1 1 0
boxes 0 23 2 9 3 1 2
desk 1 2 32 9 5 4 0
motorbike 0 1 5 25 5 0 0
picnic table 0 1 7 2 7 0 0
tree 3 1 3 3 1 14 0
wheelie bin 2 12 4 3 3 3 14
Table 6.3 – Confusion matrix for real LIDAR data (241 point clouds) with between
105 and 125 training examples for each model and feature vectors reduced to 80
components. F1 score is 0.53.
kernel function, defined as
κ(φ,φ′) = σ2varexp
(
−2 sin
2 (pi|φ− φ′|/ρ)
σ2len
)
, (6.22)
was used instead of the squared exponential function. The data inputs are given by a
single dimension corresponding to the orientation of the viewpoint with respect to the
object. The parameters σvar and σlen are defined (and were learned) in a similar way
to the squared exponential kernel function, and ρ is the period, which was set to 2pi.
The test set was collected from a separate process. The robot was tele-operated along
a lawn mower path in the park with permanent objects (barbecue, picnic tables, and
trees) and other randomly placed objects (boxes, desks, motorbike, and wheelie bins).
Individual scans were recorded at regular intervals. For each scan, the ground was
removed and individual object point clouds were extracted using segmentation based
on Euclidean distance. Point clouds at locations 6− 12m from objects were considered
in order to maintain a similar distance used for the training viewpoints. In total, the
test set comprised 241 point clouds. The pose was marginalised out by taking the
expectation over orientations uniformly separated by 15◦.
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Figure 6.6 – F1 scores for real LIDAR data with varying size of feature vector. k-NN
clustering and SI matching also shown for comparison.
Results of Classification
The experiment with the real outdoor LIDAR data is more difficult than with the
synthetic data because of the occlusions in the test data. Overall, classification is
worse than the experiments with synthetic data, as shown by the confusion matrix
in Table 6.3 (feature vectors reduced to 80 components). Most test inputs are classified
correctly but there is more confusion than with the synthetic data, indicated by the
lower F1 score of 0.53. The table shows there is particular confusion of the picnic
table with the desk, and confusion of the wheelie bin with the box. This is to be
expected, however, because these pairs of objects are visually similar.
Our method with varying dimensionality reduction is presented in Figure 6.6. This
reveals the same trend that was observed for the synthetic data: more dimensionality
reduction leads to worse classification performance. With this dataset, the F1 score
reduces from 0.53 with 80 components to 0.25 with 20 components. Also shown is
the classification performance with k-NN clustering and SI matching. In this case,
SI matching (F1 score of 0.49) outperforms k-NN clustering (F1 score of 0.3). This
supports the known notion that classification with local features is more robust than
global features when dealing with occlusions. Our method, however, still outperforms
SI matching with 80 components.
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6.4 Summary
This chapter developed a probabilistic framework for class and pose estimation. The
method uses a particle-based representation to maintain a joint distribution over class
and pose for observed objects. Recursive Bayesian updates are applied by resampling
particles according to their weights, as computed from likelihoods. The estimation
method probabilistically assigns particles to the observed objects, which means it
is tolerant to noise that may result from factors such as localisation error or slowly
moving objects. The particle representation maintains the mixed joint probability
distribution and it conveniently admits samples of the belief for the MCAP algorithm.
The recursive Bayesian updates use the particle weights that are determined from
observations. These can be computed with a GP classifier that uses regression to learn
global feature descriptors from point clouds. The method simultaneously computes
the likelihood of class and pose, which is crucially important for planning methods.
Using GPs also allows the feature values to be interpolated, enabling likelihoods to be
queried at infinite resolution. This is beneficial when training data is limited and we
demonstrated these benefits in comparison to traditional methods.
This concludes the theoretical sections of the thesis. In the next chapter we evaluate
all the methods developed in this thesis through extensive experimentation. We
rigorously test the viewpoint evaluation techniques, the MCAP algorithm, and the
probabilistic estimation framework in many active object classification scenarios.
Chapter 7
Experiments
This chapter presents the experimental results of the thesis. Experiments are performed
in simulation, with datasets, and in hardware with different mobile robots. A full
list of all experiments is given in Table 7.1. In Section 7.1 we focus on the viewpoint
prediction and evaluation methods proposed in Chapter 4. This section considers the
unconstrained active object classification problem. The results demonstrate that our
method, which considers ambiguity and occlusion, outperforms competing methods.
Experiments are performed with RGB-D data from a dataset and with an indoor mobile
robot equipped with an ASUS XTion sensor. Section 7.2 and Section 7.3 present results
for the resource-constrained active classification problem. In Section 7.2, we analyse
the effects of the imposed constraints. We consider myopic planning methods and show
that a budget dependent term in the utility function outperforms an information gain
strategy that neglects the constraints. In this section, experiments are performed with
a simulated mobile robot and with an outdoor urban environment dataset collected
from a real robot with a Velodyne HDL-64E LIDAR. Section 7.3 presents results
for the MCAP algorithm and demonstrates its superiority over passive and myopic
planning. We perform experiments in simulation, and we perform online hardware
experiments with a large outdoor robot equipped with a sideways vertical 2D SICK
laser scanner in farm environments. Finally, Section 7.4 summarises the chapter.
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Problem definition Type of experiment Type of sensor/data
Section 7.1.3 unconstrained dataset Microsoft Kinect RGB-D
Section 7.1.4 unconstrained hardware ASUS XTion Pro Live RGB-D
Section 7.2.3 constrained simulation Velodyne HDL-64E LIDAR
Section 7.2.4 constrained dataset Velodyne HDL-64E LIDAR
Section 7.3.5 constrained simulation Velodyne HDL-64E LIDAR
Section 7.3.6 constrained hardware SICK LMS101 2D LIDAR
Table 7.1 – Full list of experiments.
7.1 Evaluation of Viewpoint Prediction and Util-
ity Functions
This section presents experiments that evaluate the viewpoint prediction methods and
utility functions discussed in Chapter 4. We consider the unconstrained classification
problem and use existing state-of-the-art perception algorithms in order to focus on
our proposed planning methods. The experiments are performed in indoor scenarios
using RGB-D data from a dataset and obtained with a mobile robot.
We begin by describing the implementation details then describe the comparison
methods we used to evaluate the efficacy of our proposed solutions. We then present
results for the first set of experiments that used the publicly available Willow Garage
dataset [143]. Lastly, we present results for the second set of experiments that were
performed in hardware with a mobile robot.
7.1.1 Point Cloud Processing
The perception algorithms for the active object classification problem can be imple-
mented using any perception tools. Here we describe our implementation that is suited
for RGB-D data in indoor environments.
Segmentation
Segmentation was performed using the method in [160], which uses the colour informa-
tion from an RGB-D sensor. This method first pre-segments an RGB-D image based
on surface normals. Then it estimates surface patches from these pre-segments using
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fitting planes and non-uniform rational B-splines (NURBS). A graph is constructed
from the surface patches and a series of perceptual grouping principles is run to
establish the pairwise probabilities of two surface patches belonging to the same object.
These probabilities generate the edge weights in the graph of surface patches and a
graph cut algorithm is used to optimally partition the surfaces into object hypotheses.
For the experiments, we made the assumption that the objects of interest are located
within a defined region. As a consequence, the object segments were post-processed
by removing background objects that were not in the specified region. Additionally,
we also removed all background objects, i.e., small fragments that did not lie directly
on the ground or table top.
This segmentation method can deal with the difficult cases of touching or stacked
objects, making it a good choice for active object classification in highly cluttered
environments. For more details of the segmentation method see [160].
Classification
Classification was performed using k-NN clustering as implemented by Wohlkinger
et al. [203]. This method builds a classifier oﬄine by generating partial point clouds of
each model instance mi ∈M. The partial point clouds are generated from a given set
of locations on a 3D view sphere, which for convenience is the same set of locations used
for constructing the oﬄine model occupancy grids. After the partial point clouds are
generated, a global feature descriptor is computed. For these experiments we used the
ensemble of shape functions (ESF) descriptor, which consists of ten 64-bin histograms
based on the distinct shape functions of distance, angle, and area distributions [202].
The descriptors for each viewpoint and model instance, along with the class label, are
stored in a k-d tree with dimension 640.
Online classification proceeded by computing the ESF descriptor of the observed point
cloud of an object. The distance of the observed descriptor to the closest Nkd nodes
in the k-d tree was then computed. The class labels of the nearest nodes were tallied
to determine a score for each class. These were then normalised by dividing by Nkd,
allowing the output to be interpreted as a probability.
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(a) (b) (c) (d)
Figure 7.1 – Illustration of the pose estimation process for an object in a cluttered scene.
(a) The segmented spray bottle (red). (b) Initial scaling of the model instance to
the same size as the observed object. (c) Initial alignment of the model into the
world coordinate frame by translating the model instance to the object’s centroid.
(d) The final alignment after ICP.
Pose Estimation
For these experiments the estimation process was simplified by separating the joint
state distribution. With this simplification, each object belief consists of the probability
distribution over classes, which is a categorical distribution, and for each class the
belief has a corresponding best pose estimate. The pose estimates are represented
by an affine transformation matrix that transforms a training instance point cloud
into the world coordinate frame. The best pose estimate is determined by aligning
the observed point cloud to a training instance point cloud that is stored oﬄine. The
particular training instance for class `n is selected as the most likely instance of that
class. This is chosen from the node in the k-d tree with class label `n that is nearest
to the observed descriptor. As a result, the full estimation process is sequential: class
probabilities are computed first then a single pose estimate is computed for each class.
Let the most likely training instance for class `n be denoted m∗i and its point cloud be
denoted z˜m∗i . The pose estimate for object n and class `n is performed by aligning
the segmented point cloud ztn with z˜m
∗
i using the iterative closest point (ICP) algo-
rithm [18], which iteratively solves a least-squares optimisation for a set of matches
between two sets of points. The full procedure for computing the pose estimate is
illustrated in Figure 7.1 for a spray bottle (Figure 7.1a). The steps are as follows:
(i) Downsampling: The point clouds may have a large number of points, which can
lead to high computation time in the subsequent steps. Therefore, the point clouds
are first downsampled to reduce the number of points. A fixed uniform grid is used
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for downsampling so that the final point cloud densities, for all objects, are similar
regardless of their size.
(ii) Initial scaling: The observed objects may not necessarily have the same size as
the models observed during training. For classification, this is not a problem because
the ESF descriptor is scale independent. But for pose estimation, the scale difference
must be accounted for. In this step, the training model point cloud is scaled to a
similar size as the observed point cloud. This is done by first computing the minimum
bounding box (MBB) of each point cloud then expanding or contracting z˜m∗i such
that the size of its MBB is similar to the size of the MBB of ztn. (Figure 7.1b.)
(iii) Initial alignment: The training models are viewed in a local coordinate frame
with the model centred at the origin. For the alignment process, the point clouds need
to begin in close proximity. This is done by first positioning z˜m∗i at the origin of the
world coordinate frame to bring the point clouds into a common reference frame. It
is then translated so that its centroid has the same coordinate as the centroid of ztn.
(Figure 7.1c.)
(iv) ICP: The partial point cloud is aligned to the test point cloud using ICP. To
account for the possible large variations in orientations, multiple ICP alignments are
performed, seeded from different rotations of the observed point cloud. The alignments
begin from rotations of 0, pi/2, pi, and 3pi/2 on each axis, and then the alignment from
the seeded rotation with the smallest ICP error is retained as the final pose estimate.
(Figure 7.1d.)
During the ICP step, scale refinements are also made with each iteration by performing
a grid search over scale. If any new scale has a smaller error, it is maintained for the
next iteration. The modification is necessary to improve upon the initial scale guess
and to take into account occlusions. As an example, a point cloud from an occluded
view is likely to be smaller than if it were observed without any occlusion. Performing
fine scale adjustment transforms a test point cloud to a size that better represents the
observed point cloud.
Data Association
New segmented observations are associated to the existing object beliefs by using the
3D occupancy grid G. At each stage, the occupied space of each new observation is
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determined by the voxels that correspond to the points in the point cloud. Similarly,
the set of voxels for each object belief btn is determined by the voxels that correspond
to the history of observations z1:tn . Each set of segment voxels is then compared to the
voxel set of each object belief. A segment is associated to an object if there is a large
number of voxels overlapping those of the object belief. To determine the amount of
overlap, the proportion of overlapping voxels is computed, and association is made if
the proportion is greater than a specified threshold. This proportion is computed as
the sum of the number of overlapping voxels divided by the total number of occupied
voxels for the segment. We use a threshold of 20% overlap for the dataset experiments
and a larger threshold of 40% the hardware experiments due to the higher level of
noise in the point clouds. Once associations are found, the voxel set of each object
belief is updated by merging the voxels of the new segment. If segments do not overlap
with any existing object beliefs, then they are added as new object beliefs.
This data association procedure can be costly because it must perform N2V 2 voxel
checks where N is the number of object beliefs and V is the number of voxels occupied
by an object. We speed up the process by first comparing the MBBs of the voxel
sets in the new segments and the existing object beliefs. Voxel matching is then only
performed between segments and object beliefs that pass the quick MBB check. This
greatly reduces the number of voxel checks.
The association method used in these experiments assumes that objects are static
and that the localisation and measurement errors are small. In our experiments, the
errors were not large enough to cause association problems. Observations did not drift
more than 2cm. However, for situations with large error, more robust association
methods could be used, for example, the probabilistic association method presented
in Chapter 6 or dedicated data association methods such as in [205].
Update
The object beliefs are a categorical distribution over classes, i.e., btn = p(`n). This
maintains a probability value for each class and updating the probabilities given a new
observation follows directly from Bayes’ rule, which for this belief representation is
p(`n|z1:tn ) = ηp(`n|z1:t−1n )p(ztn|`n). (7.1)
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In these experiments, the classifier returns a probability distribution over classes, i.e.,
p(`n|ztn), given a single point cloud query ztn. By Bayes’ rule, the output can be
expressed as
p(`n|ztn) = η0p(`n|z0n)p(ztn|`n), (7.2)
where η0 is a normalisation constant different from η. For a single point cloud query,
the prior contains no observations, i.e., z0n = ∅. Thus, assuming a uniform prior,
p(`n|z0n) = p(`n) = uniform, gives
p(`n|ztn) = p(ztn|`n). (7.3)
As a result, the output of the classifier can be directly used as the likelihood term in
the Bayes update.
Similarly to the class distribution update, the pose estimates are updated with each
new observation, which is an update for each object-class pair. In principle, the pose
estimate from the latest observation could be used but it is likely that poor estimates
are made when objects are only partially observed.
The quality of a pose estimate is measured by the alignment error from ICP. If the
pose estimate resulting from the most recent observation has a smaller ICP error than
the existing best pose estimate then it becomes the new best pose estimate. The pose
estimates of each class are considered independent, which means that each estimate
can be replaced irrespective of other estimates.
7.1.2 Comparison Methods
The primary focus of these experiments is to evaluate the effectiveness of the utility
of considering both viewpoint ambiguity and occlusion during planning. For this
evaluation, a one-step greedy planner is implemented for different utility functions.
To highlight the components of the utility function, we consider the different aspects
of viewpoint ambiguity, occlusion, and multiple objects.
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The full set of methods are:
(UE) The utility function defined in Equation 4.32 that considers viewpoint ambiguity
from oﬄine training data, online occlusions reasoning, and the uncertainties of the
objects in the scene.
(UP) The utility function defined in Equation 4.32 but setting the ambiguity term to
the probability value of the true class of the training instance. That is, given viewpoint
υ˜mij , the utility is quantified by its classification performance with respect to the true
class. The utility values u˜mij from Equation 4.30 are replaced with these probability
values to compute Equation 4.32.
(E) The utility function defined in Equation 4.32 but without occlusion reasoning. The
occlusion term is set to 1 so that all viewpoints are considered unoccluded. During
planning, viewpoints will be selected by their classification ability only.
(P) Variant (UP) without occlusion reasoning.
(A) Selecting viewpoints that maximise the expected surface area. The ambiguity
term in Equation 4.32 is replaced by the number of expected surface points for the
object. For this variation, viewpoints are evaluated based on the amount of the object
surfaces they will observe. Thus, this only considers occlusion and not classification.
(NE) Selecting viewpoints nearest to the training viewpoint with maximum utility for
the most uncertain object. This variation selects the viewpoint for only one object
(the most uncertain). It does not consider the potential to improve the estimate of
multiple objects with a single observation.
(R) Passively selecting views at random. This is a strategy to benchmark the average
case of passive perception. It is unbiased because it avoids any influence of the starting
viewpoint.
(S) Passively selecting sequential viewpoints on the perimeter around the objects.
Here, viewpoints are selected in clockwise order. This strategy is representative of a
typical passive perception strategy that is driven by a navigation goal.
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Figure 7.2 – Example comparison of planning strategies for one scenario in Willow
Garage dataset. (a) Sequence 08 from the dataset and (b) the histogram of the
mean number of views to reach confidence threshold for each planner.
7.1.3 Experiments with the Willow Garage Dataset
Experimental Setup
The Willow Garage dataset [143] consists of RGB-D data from a Kinect for household
objects on a table top. An example is shown in Figure 7.2. The dataset comprises
24 scenarios, where we use scenario to refer to different object setups or scenes. We
rejected five scenarios because they contain glass objects, which could not be detected
with the RGB-D sensor (scenarios 6, 22, 23, 24), or segmentation failed (scenario 16).
Each scenario contains exactly 6 objects viewed from 11− 19 different perspectives
that were stored as point cloud (.pcd) files.
Robot motion was emulated by selecting different viewpoints in each scenario. Prior
to execution, the location of each viewpoint was extracted into a common map frame.
Online planning then proceeded by evaluating each location for its utility value and
then selecting the one with the highest score. After each location was selected, the
corresponding point cloud from the dataset was retrieved as the observation and the
location was removed from the set. Locations in the dataset are sufficiently separated
to have minimal view overlap. Furthermore, after each observation was made, the
corresponding viewpoint was removed from the available set. As such, the effect of
observation dependencies was reduced.
The classifier was trained on 15 classes, where each class comprised 5− 20 instances.
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The viewing radius was set to 2m to reproduce the approximate distance of the camera
to the objects in the dataset. Each instance was viewed from Noff = 20 locations on
the 3D view sphere. We set σ = 0.5m in Equation 4.34, which is reasonable since
locations closer than 0.1m to a training viewpoint contribute approximately 80% of
its utility value while locations further than 1m contribute less than 15% of their
utility values. The number of nearest neighbours in the k-d tree search was set to 50.
The threshold for the proportion of overlapping voxels for data association was set to
20%. This was chosen empirically because it resulted in most fragmented observations,
due to occlusion, becoming merged without merging incorrect fragments belonging to
different objects.
All software was written in C++. Point cloud processing used PCL. The 3D occupancy
map was maintained using OctoMap [87] and ray tracing operations were performed
using standard library functions.
Metric
The performance of the planners was measured by the number of views taken to
classify the objects with a high confidence. This is a useful metric because it represents
the practical benefit of actively planning when classifying objects.
Each simulation began from the same randomly selected viewpoint and was terminated
at the “knee” of the mean probability curve. This curve was obtained by averaging
the ground truth probability values of each detected object in the scene or, in other
words, the accuracy of the classifier. The “knee” was the point where the curve did
not increase by more than 0.5% for 4 consecutive observations. The “knee” point of
the planner with lowest accuracy was selected as the threshold for the comparison.
We then measured the number of views it took for each planner to reach the selected
threshold value. Typical values of the threshold ranged between 70− 80%, which is
reasonable accuracy for occluded data.
Results
Average results from 10 simulations (from 10 different starting locations) are shown
in Figure 7.2b for the setup in Figure 7.2a. This example shows that all active
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UE UP E P A NE R S
01 4.7(1.4) 5.1(1.2) 4.7(1.4) 5.1(1.2) 5.8(1.9) 5.5(1.9) 5.9(2.8) 7.7(3.7)
02 4.8(2.5) 8.4(5.0) 4.8(2.0) 6.0(3.7) 3.9(1.6) 5.0(2.2) 5.9(1.7) 7.8(4.0)
03 4.2(1.2) 4.6(1.3) 4.4(1.1) 4.4(2.3) 6.0(2.9) 5.5(2.6) 6.4(2.1) 7.6(3.6)
04 5.8(4.2) 5.3(2.6) 7.6(4.3) 10.2(4.9) 7.3(4.4) 6.3(3.7) 6.3(2.7) 5.9(4.4)
05 6.0(1.7) 5.5(1.6) 7.5(3.1) 6.6(2.7) 7.5(2.9) 5.4(2.3) 5.5(2.4) 7.8(4.4)
07 5.3(2.1) 4.7(1.2) 6.4(1.6) 6.0(1.6) 5.8(2.8) 7.1(3.4) 5.5(3.2) 7.2(6.3)
08 6.1(2.5) 6.4(3.1) 7.1(3.1) 7.3(4.2) 7.6(3.2) 8.4(4.0) 9.3(4.7) 9.2(5.7)
09 5.1(1.7) 5.6(3.6) 4.8(2.2) 4.8(1.8) 5.5(2.4) 5.0(1.3) 5.6(3.1) 10.5(5.0)
10 4.7(2.1) 6.5(4.1) 9.1(5.5) 7.1(4.7) 8.0(5.0) 8.2(5.5) 10.7(4.0) 10.8(4.1)
11 3.9(1.3) 3.9(1.9) 4.0(1.8) 4.0(1.6) 4.2(2.3) 4.5(1.7) 4.3(1.8) 7.8(2.8)
12 9.1(5.8) 8.0(5.6) 10.2(6.2) 10.6(6.3) 10.0(6.4) 7.0(4.6) 9.9(5.7) 8.6(3.0)
13 5.6(1.2) 6.5(1.5) 7.1(2.0) 6.5(1.8) 7.4(1.3) 9.5(4.1) 9.7(3.3) 11.6(5.2)
14 3.5(1.3) 3.1(0.7) 3.5(0.8) 3.6(1.1) 3.3(0.9) 3.3(0.9) 5.4(1.7) 7.6(5.0)
15 8.8(3.4) 10.3(5.0) 10.3(4.4) 10.3(3.9) 10.5(4.8) 9.8(3.9) 9.8(5.2) 15.4(1.8)
17 2.7(0.5) 2.7(0.5) 2.7(0.5) 2.7(0.5) 2.7(0.5) 3.4(1.6) 4.3(1.4) 4.5(1.9)
18 8.4(3.6) 8.2(4.2) 7.8(3.7) 8.6(4.4) 9.0(3.7) 11.6(3.5) 8.5(3.4) 14.9(0.3)
19 7.7(3.7) 8.1(4.4) 8.3(3.5) 8.6(3.9) 7.6(3.2) 9.3(4.1) 11.8(3.6) 7.5(4.3)
20 4.3(1.1) 5.5(1.9) 4.4(1.3) 5.4(3.8) 4.5(1.3) 6.4(3.7) 11.5(3.1) 5.7(3.9)
21 3.1(1.0) 3.7(2.0) 4.4(2.1) 4.1(2.0) 4.0(1.7) 4.2(2.2) 4.6(2.0) 3.6(1.6)
mn 5.5(1.9) 5.9(2.0) 6.3(2.3) 6.4(2.4) 6.3(2.2) 6.6(2.3) 7.4(2.6) 8.5(3.1)
Table 7.2 – Number of views to reach confidence threshold in the Willow Garage
dataset. Mean number of views reported (with standard deviation in parentheses)
from 10 trials, each beginning at a different location. Rows correspond to dataset
scenarios and columns correspond to planning strategies (best planner shown in
bold). Last row shows mean number of views for all scenarios.
strategies recognise the objects faster than the passive (random and sequential)
strategies. The best performance is achieved by the full utility function (UE), with
a 14% improvement compared to when occlusions are not accounted for (E). The
example shows that selecting viewpoints that maximise surface area (A) tends to have
worse performance than the other utility functions. All active planners that consider
all objects simultaneously outperform the method that selects locations nearest to the
lowest entropy viewpoint for the most uncertain object (NE).
This procedure was repeated for the other scenarios in the dataset and results are
summarised in Table 7.2. In 15 scenarios, minimising entropy (UE,E) or maximising
class probability (UP,P) required the fewest views. In 10 of the scenarios, the utility
function (UE) performs best. In the remaining scenarios, the best performing methods
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were maximising surface area (A) (2 cases), selecting viewpoints closest to the highest
utility location for the most uncertain object (NE) (2 cases), and sequential views (1
case). Random viewpoint selection never achieved the best performance.
The last row in Table 7.2 shows mean results. The method that combines ambiguity
with occlusion reasoning (UE) has the lowest mean and smallest standard deviation.
In comparison to the same utility function that uses the class probability (UP), the
performance is on average 7% better. Both these strategies have better performance
when accounting for occlusions, for the case of views with minimum entropy the
improvement is 13% while for the case of views with maximum probability the
improvement is 8%.
There is little difference between the two utility functions that do not account for
occlusions (E,P) and the same performance is achieved by maximising surface area
(A). This shows that similar performance is achieved using either objective separately
but using them jointly is beneficial.
The worst performing active planner is (NE). This indicates that it is advantageous to
consider all objects simultaneously because single observations can provide information
about multiple objects and their estimates can improve together, which may lead to
greater improvement overall.
As expected, all active planners outperform random and sequential. For comparison,
the ambiguity and occlusion reasoning method (UE) recognises objects with nearly 2
and 3 fewer views, an improvement of 26% and 36% respectively. Random outperforms
sequential by 1 fewer view and has a smaller variance. This is a significant result
because it indicates that random is an adequate comparison for evaluating active
perception strategies.
7.1.4 Hardware Experiments with an Indoor Robot
Experimental Platform and Setup
Hardware experiments were performed with a real mobile robot. We used the Festo
Robotino shown in Figure 7.3. It had differential and omni-directional drive allowing it
to spin on the spot. For sensing, the robot was custom-mounted with an ASUS XTion
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Figure 7.3 – Festo Robotino observing a cluttered scene of objects.
Pro Live RGB-D sensor at a height of 0.7m from the base and tilted by 8◦ towards the
ground. Software was written in C++ and process communication was implemented
using the robot operating system (ROS) [156]. Navigation and robot control ran
directly on the robot while point cloud processing and planning ran offboard on a
laptop (Intel Core i5 2.7Hz and 4GB RAM).
The classifier was trained with the same database of objects and parameters as the
previous experiments. The localisation error was larger, so the voxel overlap threshold
for data association was increased to 40%. This was necessary to avoid observations
being merged that belonged to different objects.
Experiments were performed with two setups, shown in Figure 7.4 and Figure 7.5.
They consisted of objects on the floor belonging to the classes can, bottle and box in
a variety of shapes and sizes. The candidate set of viewpoints for planning was pre-
selected as 12 evenly spaced locations on a circle around the objects with radius 2m. A
simple roadmap for navigation was constructed by connecting each viewpoint location
to its neighbours. After each observation was made, the corresponding location was
removed from the available viewpoints to prevent the same observations being made.
Two hardware experiments (one for each setup) were performed with a one-step greedy
planner using our proposed utility function defined in Equation 4.34. The experiments
in each setup were terminated after 6 observations, which was sufficient because the
class confidence did not increase significantly after this point. For comparison, oﬄine
simulations were performed where viewpoints were selected at random or sequentially
(clockwise) around a half circle. Simulations used the data collected during online
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Figure 7.4 – Experiment setup and comparison of the active planner with random
and sequential for setup 1. (a) Side view, (b) top view, (c) mean of the true class
probability for each object, and (d) total entropy of the object class distributions.
experiments combined with pre-collected observations from the remaining viewpoints.
For each setup, 10 simulations were run in the random case and one in the sequential
case. The initial viewpoint for both cases was set to coincide with the initial viewpoints
of the online experiments, and likewise, 6 observations were made in total.
Metrics
A comparison of the performance between active and passive planning was done using
two metrics. The first was mean probability, defined as
p¯t(`GT) =
1
N t
Nt∑
n=1
Pr(Ln = `GT), (7.4)
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Figure 7.5 – Experiment setup and comparison of the active planner with random
and sequential for setup 2. (a) Side view, (b) top view, (c) mean of the true class
probability for each object, and (d) total entropy of the object class distributions.
which averages, over objects, the probability assigned by the classifier corresponding
to the ground truth class `GT. This metric evaluates the accuracy of the classifier at
the level of individual objects. The second was total entropy, defined as
Htotal(Ln) =
Nt∑
n=1
H(Ln), (7.5)
which is the sum of the entropies of each object’s class distribution. This metric
evaluates the uncertainty of the classifier’s estimate.
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Results
The results for the hardware experiments running the active planner and the oﬄine
passive strategies are shown in Figure 7.4 and Figure 7.5. The confidence of the
estimate for the true object identities is shown to improve as more observations
are made in Figure 7.4c and Figure 7.5c. Similarly, the total entropy of the class
probability distributions tends to decrease, as indicated in Figure 7.4d and Figure 7.5d.
For the active planner in the first setup, the total entropy in Figure 7.4d appears to
have large fluctuations. On inspection of the data, we believe the fluctuations are
explained by: (1) occlusions causing some objects to be unobserved in the beginning
but then observed after the second view, resulting in an increase of the total entropy
due to another object in the summation (first rise); and (2) merging object fragments
into single hypotheses, which momentarily increases the new entropies because of the
combination of multiple and possibly different distributions (second rise). However,
after all 6 observations were selected the final entropy value reaches a very low level.
In the second setup, the object confidence for the active planners are seen to reach a
plateau after 3 observations, as shown in Figure 7.5c. This level is only reached by
the random and sequential planners after all 6 views are observed. For this setup,
the sequential and random planners never reach the level of certainty of the active
planner, as demonstrated in Figure 7.5d.
For illustrative purposes, we provide two example viewpoints and associated probability
distributions for a selected object (a can) in Figure 7.6. From the first viewpoint,
the can is occluded and the resulting class estimate is uncertain. Conversely, from
the second viewpoint, the can is unoccluded and the class estimate improves. This
improvement can also be seen in Figure 7.5 (views 2 and 3).
The computation time of the planning module was measured for these experiments
as this is the main bottleneck of the overall system. On average, evaluating each
candidate location took 7.7± 2.1s (running on the laptop) and ray tracing was the
dominant operation. Fortunately, the planning stage is parallelisable and with an
optimised implementation we believe it can run considerably faster.
7.2 Active Object Classification with Augmented Utility Function 131
(a) (b)
can bottle banana spray
bottle
0.0
0.5
1.0
P
ro
ba
bi
lit
y
Entropy = 0.95
(c)
can bottle banana spray
bottle
0.0
0.5
1.0
P
ro
ba
bi
lit
y
Entropy = 0.25
(d)
Figure 7.6 – Selected viewpoint in the online experiment of setup 2, showing the
RGB-D observations, the probability values for the 4 top scoring classes and the
entropy of the total distribution for the Stiegel can (red and white) located in the
centre. (a) Observation 2, (b) observation 3, (c) class distributions after observation
2, and (d) class distributions after observation 3.
7.2 Active Object Classification with Augmented
Utility Function
This section presents the first set of experiments for the resource-constrained active
classification problem. In this section, we analyse the objective function that is
augmented by the time budget presented in Chapter 4. Its performance is compared
with a passive strategy and an information gain strategy that ignores the time
constraint. We first describe the implementation details for the experiments. Then
we describe the planning strategies for comparison and evaluation. Next, we present
results for experiments in simulation with a mobile robot equipped with a Velodyne
LIDAR. Lastly, we present results for experiments performed with an outdoor dataset
collected from a real robot with a Velodyne LIDAR in an urban environment.
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7.2.1 Point Cloud Processing
The perception algorithms for these experiments are different to those in Section 7.1.
This is due mainly to the use of a LIDAR sensor and the outdoor environments. LIDAR
data has no colour information, making the segmentation method in [160] unsuitable.
Instead, a simple method based on the occupancy grid is used. Classification is also
performed differently. For the outdoor environments, the sets of objects are limited
and training with real objects is time consuming. As a consequence, we perform
instance recognition and assume access to object models that were collected before the
online experiments. The observation likelihoods use shape analysis for recognition.
Segmentation
Segmentation exploits the 3D occupancy grid to clusters points within neighbouring
voxels. First, the ground of each observed point cloud is removed by excluding
points belonging to the dominant plane, detected with the random sample consensus
(RANSAC) algorithm [68]. Then the point cloud is clipped to the known bounds of
the environment. Next, the centroids of the remaining occupied cells that belong to
the points in the observation are extracted. The centroids construct a graph; the
centroids are the vertices and edges are created between all vertices that are separated
by the resolution of the occupancy grid. The result is that all neighbouring occupied
voxels are connected. The edges form a disconnected graph where the connected
subgraphs are the separate clusters of voxels. The subgraphs are found using a
connected components search. The segmented voxels are converted to segmented point
clouds by returning the points that belong to each voxel.
This segmentation method does not handle touching or stacked objects and requires
objects to be separated by at least the resolution of the occupancy grid. The method
would fail in highly complex environments but we limit our experiments to environments
that satisfy the restrictions. The perception algorithms are not the focus of this thesis
and this method is sufficient for us to perform active object classification with our
planning methods. More complex segmentation algorithms for outdoor LIDAR data
could be used instead, such as [58], without any changes to the planning algorithms.
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Recognition
Separating the class and pose in the estimation is applied similar to Section 7.1.
However, in these experiments, recognition is performed instead of classification. Thus,
the aim is to estimate the probability of each model instance from a known set.
For these experiments, the observation likelihoods are calculated by determining the
similarity between the shape of the observed point cloud with each model instance
`n (here we still use the class label `n to represent a model type but consider each
class as consisting of only one model instance). A point cloud representation of each
object class is built in an oﬄine stage by using a different dataset or by analysing
individual CAD models in simulation. These point clouds are downsampled using
an intermediate uniform voxel grid so that their point densities are similar. The
similarity of an observation is computed by aligning the observed point cloud with
the pre-computed point clouds with ICP. The quality of the match is determined by
calculating the symmetric residual error [59]
Err(ztn, `n) =
1
|ztn|
|ztn|∑
i=0
||ztn,i − (z˜`n)∗i ||+
1
|z˜`n|
|z˜`n |∑
i=0
||z˜`ni − (ztn)∗i ||, (7.6)
where z˜`n is the pre-computed point cloud for object class `n, | · | represents the number
of points in an observation, || · || is the Euclidean norm, and the operator (·)∗i refers to
the nearest neighbouring point in the enclosed point cloud with respect to point i in
the other point cloud. Taking the symmetric residual error as opposed to the regular
ICP residual error (only the first term in Equation 7.6) makes the measure invariant
to the size of the point clouds. This is necessary in cluttered environments, where
occlusions have a significant impact on the number of observed points. More details
can be found in [59].
The likelihoods are modelled using the exponential function
p(ztn|`n) =
1
σ
e−Err(z
t
n,`n)/σ, (7.7)
which assigns large likelihoods for models with small alignment error and vice versa.
The scaling constant σ controls the shape of the function. Our experiments use a
value of 0.5, which was chosen empirically.
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Pose Estimation
The pose of observed objects is estimated using ICP. This is done in a similar way
to Section 7.1.1, however, outdoor objects are assumed to only rotate around the
z-axis, such that the pose estimate only represents the x-y translation and yaw angle.
Furthermore, the ICP error is taken directly from the recognition result and is not a
separate process. A separate pose is maintained and estimated for each instance `n.
Data Association
The association stage finds the correspondence between the current observed point
cloud segments and the object beliefs. The correspondences are determined by finding
the overlap between the sets of voxels belonging to the point cloud segments and the
sets of voxels belonging to the object beliefs, similar to Section 7.1.1. Due to the
assumption of objects being separated in space, a single voxel overlap is sufficient for
association.
Update
The object beliefs are updated using recursive Bayesian estimation. The class distri-
butions are updated by Bayes’ rule and the pose estimates are replaced if the most
recent estimate has a smaller ICP error as outlined in Section 7.1.1.
Validation
Here we provide some quantitative results to validate our perception process with
point cloud alignment as a means of recognising objects. A controlled experiment
is performed by observing single objects separately from multiple viewpoints and
recursively updating the beliefs.
Shown in Figure 7.7a is the confusion matrix for 6 objects that were observed with a
simulated Velodyne HDL-64E LIDAR. The confusion matrix shows the probability
associated to each class after making 8 observations of each model. The figure shows
that the most likely instance for each test object is correct, however, some objects are
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Figure 7.7 – Recognition performance with synthetic LIDAR data after 8 views. Labels:
sedan car (SE), ute/pickup-truck (UT), hatch-back car (HA), eucalyptus tree (EU),
palm tree (PA), and person (PE). (a) Confusion matrix and (b) recognition accuracy.
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Figure 7.8 – Recognition performance with real LIDAR data after 9 views. Labels:
picnic table (PT), barbecue (BQ), motorbike (MB), wheelie bin (WB), tree (TR),
palm tree (PA), street light (SL). (a) Confusion matrix and (b) recognition accuracy.
not recognised as confidently as others. In particular, there is high confusion between
the cars. This is expected since they are visually similar from some viewpoints.
The recognition accuracy with increasing number of observations is presented in Fig-
ure 7.7b. The accuracy is measured by the probability of the object corresponding to
the known input (the diagonal cells in the confusion matrix). As expected, more obser-
vations improve the accuracy because the recursive Bayesian estimation accumulates
the results from each viewpoint.
Shown in Figure 7.8a is the confusion matrix for 7 objects that were observed with a
real Velodyne LIDAR scanner after 9 observations. Each object is correctly recognised
as indicated by the most likely class for each test object. These results show that
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there is a reasonable amount of confusion between the picnic table, barbecue, and
the motorbike. Each of these objects has a very similar length and height. Therefore,
when observed from a single viewpoint, the point clouds often look similar.
Figure 7.8b compares the recognition accuracy with increasing number of observations
with real LIDAR data. Similarly to the synthetic data results, the correct probability
increases with more observations, however, the confidences are not as high. This
can be attributed to the larger amount of noise in the real data as compared to the
synthetic data. The larger amount of noise degrades the performance of the alignment.
7.2.2 Planning Implementation
In these experiments we are interested in the effects of the time budget on the active
object classification problem. We consider the information gain objective function that
considers viewpoint ambiguity and occlusion, combined with the time augmentation
term to account for the budget (Equation 4.29). To evaluate the performance, a
comparison is made with the same utility function but without considering the
augmentation term. This strategy only considers information gain and not the budget
when evaluating candidate locations. The robot still obeys the time budget, by
navigating to the goal when it knows the budget is about to expire, but this awareness
is only effective when evaluating the feasibility of actions. Experiments are also
performed with a passive strategy for comparison. This strategy selects actions
randomly. With this strategy, the robot also obeys the time budget in the same way as
the information gain strategy. All planners are myopic and consider one-step actions.
Mutual information is used for the utility function. Calculating the conditional entropy
is intractable because it requires integrating over all possible sets of observations, i.e.,
H(Ln|Zn) = −
∑
z′n∈Z′n
p(z′n)
NL∑
`n=1
p(`n|z′n) log(p(`n|z′n)). (7.8)
However, our state assigns a single best pose for each model instance. Further, we
assume a single observation given the pose according to the sensor model (here full
point cloud prediction with point cloud object models as described in Section 4.1.2 is
used). Consequently, each model instance admits a single predicted observation. The
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Figure 7.9 – Side view of the environment used in simulation experiments.
conditional entropy can then be written as
H(Ln|Zn) ≈ −
NL∑
`n=1
p(`n)
NL∑
`n=1
p(`n|zˆ′n) log(p(`n|zˆ′n)), (7.9)
where zˆ′n is the predicted observation of object n from location x′ given the pose
estimate of model instance `n. In Equation 7.9, the probability of an observation, for
which no closed form expression exists, does not need to be computed. Instead, it is
replaced by the class probability.
7.2.3 Experiments in Simulation
Experimental Setup
The first set of experiments were performed using the Blensor simulation toolbox with
the environment shown in Figure 7.9. This setup consisted of 8 objects (3 cars, 3 trees,
and 2 street signs) arranged in a 40m×40m grid.
The robot was required to navigate from its initial location, between intermediate
observation locations, and then eventually to the goal. For these simulation experi-
ments, we considered two start-goal configurations: from the top-left corner to the
bottom-right corner, and from the bottom-left corner to the top-right corner. The
observation locations in the environment were pre-selected from a uniform grid with
a separation of 3m and formed a roadmap. Initially the roadmap was known to the
robot, however, obstacles were not known. When obstacles were detected, the edges
between nodes were updated to determine feasible actions.
Robot motion was restricted to moving on the 4-grid, which is motion to the four
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nearest nodes in the roadmap. Actions were allowed if there was a valid edge between
nodes (i.e., no detected object in between the nodes). The robot was assumed to
have omni-directional drive. The Velodyne scanner had a 360◦ FoV, therefore, the
orientation of the robot did not need to be accounted for.
The roadmap was also used to calculate the time for the robot to travel from its
current location to the goal by computing the length of the shortest path between the
corresponding nodes. Although some portions of the map may not be observed from
the initial observations, causing some edges to be considered valid when in fact an
obstacle is between them, the shortest path served as an approximation for the time
augmentation term. As the robot made more observations, the estimate of shortest
path became more accurate.
The experiments were performed for two budgets of 80m and 120m. Having pre-
computed the shortest path to be 60m, these choices of budgets corresponded to a
33% and 100% increase of time or distance.
Metric
The performance of the planning methods was quantified by entropy. However, because
objects may not be observed immediately, the planners were penalised for unexplored
space. To do this, entropy was computed from the entropy of the voxels in the
occupancy grid. Each voxel contained a single entropy value that was either: (1) 0 if the
voxel was free, (2) the entropy value of the object that the voxel belonged to, or (3) the
maximum entropy value computed from a uniform class distribution. All experiments
had the same occupancy grid, so the entropy calculation was consistent. The entropy
values were normalised with respect to the entropy after the first observation.
Results
The results for the simulation experiments are presented in Figure 7.10. The columns
show results for the same time budget and the columns show results for the same
start-goal configuration. These figures show the entropy for the active planner (solid
red line), the active planner that only maximises information (dotted pink line), and
three random trials (dashed blue lines).
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Figure 7.10 – Normalised entropy for the simulation experiments. Rows show different
start-goal configurations and columns show two different time budgets. (a) Start:
top-left, goal: bottom-right, budget: 80m. (b) Start: bottom-left, goal: top-right,
budget: 80m. (c) Start: top-left, goal: bottom-right, budget: 120m. (d) Start:
bottom-left, goal: top-right, budget: 120m.
For all experiments, the entropy reduces as more observations are made and the entropy
reaches a saturation point (where the entropy levels off) after a significant number of
observations are made. However, the results show that the active planners reach the
saturation point faster than randomly making observations in most cases. This implies
that the chosen observations accumulate information at a faster rate. Furthermore,
the planner with the time weighted utility function tends to make big improvements
half way through the trials and eventually reaches the saturation point faster than the
information gain planner that neglects the budget. This can be explained by the fact
that maximising information makes good initial observations but may exhaust the
budget too quickly. At this point, the only option is for the robot to take the quickest
route to the goal. The active planner with the weighted utility function reserves the
budget, enabling good observations to be made until the very end.
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7.2.4 Experiments with an Outdoor Dataset
Experimental Setup
An outdoor dataset was pre-collected with a mobile robot equipped with a Velodyne
HDL-64E LIDAR as shown in Figure 7.11. The robot was manually driven in an
urban environment consisting of multiple natural and man-made objects. An overhead
image of the environment is shown in Figure 7.12. The yellow dotted border shows the
bounds of the 30m×30m environment. Point clouds were clipped so that the data was
restricted to this region. The white labels correspond to the locations of 12 objects of
7 different types shown in Figure 7.13.
After the collection stage, the LIDAR data was registered using the GPS readings.
The robot locations were downsampled to 80 locations using a uniform grid with a
step size of 3m. The corresponding point clouds were extracted for each location and
clipped to the bounds of the environment. The locations of the observations generated
the nodes of the initial roadmap.
This pre-collected dataset was used to simulate online planning. Observations were
simulated by loading the point cloud corresponding to the location in the environment.
The origin of the environment was set to the bottom-left corner in Figure 7.12.
Experiments were performed starting from the bottom-right corner at the coordinate
(22, 8) (near the palm tree) and ending at the top-left corner at the coordinate (8, 22)
(near the top-most tree). Multiple budgets between 45m and 85m were performed at
increments of 10m. The shortest path through the environment was 35m, making
these budgets equivalent to between a 30% and 140% increase in time or distance.
Results
The results for the experiments with the outdoor dataset are presented in Figure 7.14.
Figure 7.14a shows the final entropy value from the experiments with four different
budgets. Figure 7.14b and Figure 7.14c show the entropy reduction over time for the
different planners for two selected budgets.
The final entropy values in Figure 7.14a illustrate two important facts. Firstly, more
observations result in a smaller final entropy in all cases, however, this is more
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Figure 7.11 – The Shrimp robot at the ACFR. This mobile robot was used to collect
the outdoor dataset by recording LIDAR data from a Velodyne HDL-64E.
Figure 7.12 – Experiment setup for the outdoor park dataset. Environment with
labelled locations (white) and boundary (dotted yellow line). Labels correspond to
objects shown in Figure 7.13: picnic table (PT), barbecue (BQ), wheelie bin (WB),
motorbike (MB), street light (ST), tree (TR), and palm tree (PA).
(a) PT (b) BQ (c) WB
(d) MB (e) ST (f) TR (g) PA
Figure 7.13 – Objects in outdoor park dataset. (a) Picnic table, (b) barbecue,
(c) wheelie bin, (d) motorbike, (e) street light, (f) tree, and (g) palm tree.
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Figure 7.14 – Normalised entropy for experiments with the real LIDAR data. Start is
bottom-right corner and goal is top-left corner. (a) Final entropy values for budgets
45m, 55m, 65m, and 75m (error bars for random strategy obtained from three trials
for each budget). (b) Entropy for budget 55m. (c) Entropy for budget 85m.
significant for the active strategies. Secondly, the proposed planner performs best with
a small time budget in comparison to random and information gain. In this situation,
only a small number of choices can be made to improve classification. It highlights
that passively making observations, or maximising information without reserving time
for later, can make poor decisions and lead to suboptimal performance overall.
Figure 7.14b and Figure 7.14c show the same trend as the simulation experiments. The
entropy approaches a saturation level but the active planners reach it at a faster rate.
For these experiments, the benefit of the weighted utility function is more pronounced.
Entropy is reduced faster than with the unweighted utility function and the random
planner. The performance gain is most obvious with the smallest budget. This further
supports our conclusion that reserving time for later observations has a benefit.
We show an example path that was planned through the environment from the start
to the goal location in Figure 7.15a. The observations that were made are indicated by
the asterisks, and the layout of the objects is indicated by the black patches, which is
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Figure 7.15 – Example showing selected viewpoints chosen by active planning algorithm.
(a) The environment with objects (black), travelled path (red), and observation
locations (red asterisks). (b) Classification accuracy. (c) Entropy.
the accumulated point cloud after all observations. In the top-right corner, the robot
has made a number of observations near and around two objects, labelled Object 1
and Object 2 (both are picnic tables in Figure 7.13a).
Shown in Figure 7.15b is the classification accuracy for two objects after each obser-
vation is made. In Figure 7.15c the entropy of the objects is shown. Initially, the
uncertainty about the identities of these objects is maximum because they are far
away and the point clouds are sparse. Here, Object 1 is occluded behind Object 2 and
it is only partially observed. The planner moves the robot closer to the objects and
at location (a) the recognition begins to improve as seen by the increase in accuracy
and the reduction in entropy. At location (b), the planner has chosen to go to the
far right side, enabling the robot to see both objects from a different perspective. In
particular, this observation increases the accuracy for Object 1 as seen by the steep
increase in Figure 7.15b for the observation made between (a) and (b). Similarly, the
entropy reduces, implying that the robot is more certain about the object’s identity.
The remainder of the path is a straight line towards the goal location in order to
satisfy the time budget constraint. The robot continues to improve its estimates until
location (c) where the observations from a long range are not very discriminative.
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7.3 Active Object Classification with MCAP
This section presents the second set of experiments for resource-constrained active
classification. In this section, the MCAP algorithm from Chapter 5 is applied in combi-
nation with the particle-based estimation framework and GP classifier from Chapter 6.
The experiments are performed in outdoor environments both in simulation and hard-
ware. The performance of the MCAP algorithm with multiple parameter variations is
investigated. MCAP is also compared with passive myopic planning strategies.
We begin by describing the perception algorithms and then outline the planning
implementation. We then give a detailed description of the comparison methods. This
is followed by a description of the metrics we use for evaluation. Next, we present
the results for simulation experiments performed with multiple setups. Lastly, we
present the results for the online hardware experiments performed with a custom built
agricultural robot equipped with a sideways vertical 2D SICK laser scanner.
7.3.1 Point Cloud Processing
The perception algorithms for this section used the GP classifier and particle-based
estimation framework. This framework handled the classification, data association,
and update stages of the pipeline that is common in all experiments.
Segmentation was performed using the Euclidean clustering algorithm implemented
with PCL. This method clusters point cloud data by using a 3D voxel grid subdivision
of the space. Nearest neighbours are found and clusters are constructed similar to
a flood fill algorithm. The size and minimum separation of clusters are controlled
by specific parameters. In these experiments, objects were typically separated by
at least 2m, therefore, we set the separation tolerance to 1m, which provided good
clustering without over-segmentation. Prior to segmentation, the ground was removed
by detecting the dominant plane with RANSAC and removing points belonging to it.
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7.3.2 Planning Implementation
The outdoor sensor used in the hardware experiments had a limited FoV. For con-
sistency, we also limited the FoV of the data in the simulation experiments. As a
consequence, we modified the information-theoretic reward function defined in Equa-
tion 5.14 by including exploration in the utility function. The purpose of exploration
is to reward the robot for observing unknown regions in the map, which is important
with large environments and sensors with limited FoVs.
Exploration for a node in the search tree is defined as
EX(s, a) = ∆Vunknown
Vtotal
, (7.10)
for the state-action pair. The numerator ∆Vunknown measures the increase of observable
volume of unknown space for an observation at a node with respect to the parent
node in a similar way to Equation 5.13. The denominator Vtotal measures the total
volume of the work space. Dividing by Vtotal enforces exploration to be a value in the
interval [0, 1] because it measures the proportion of unexplored space within the total
workspace. Determining ∆Vunknown exploits the occupancy grid G by counting the
number of unknown cells that have a clear line-of-sight path to the sensor location.
The total volume is given by the size of the environment.
Let the information content of an observation be defined as
IC(s, a) =
N∑
n=1
I(bdn)
H(b0n)
. (7.11)
Then the modified reward function (Equation 5.14) that includes exploration (Equa-
tion 7.10) is
R(s, a) = αIC(s, a) + (1− α)EX(s, a), (7.12)
where α is a tuning parameter that balances between exploring the environment
(α = 0) and information gain (α = 1), in other words, exploration and exploitation.
For MCAP, the belief updates during tree search (from the root to a leaf node) used
predicted point clouds from occupancy grid models (Section 4.1.1). Rollouts from
the leaf node updated the belief using predicted point clouds from 2D projection
7.3 Active Object Classification with MCAP 146
(Section 4.1.3). Due to the potentially large number of rollouts, this was further
sped up by pre-computing point clouds for random viewpoints and occlusions. These
were stored oﬄine in a k-d tree. Online, the amount of occlusion for each object was
determined from the overlap of the projected occupied voxels. Then an oﬄine point
cloud matching the viewpoint location and occlusion level was randomly selected.
7.3.3 Comparison Methods
A full list of comparison methods with descriptions are given in Table 7.3. As shown,
experiments were performed with MCAP using the reward function Equation 7.12 with
different settings of α = {0, 0.5, 1} to investigate the benefit and trade-off between
exploration and exploitation. The pure exploration strategy (α = 1) should detect all
objects because the utility function favours observing the most unknown space but
it may not necessarily improve the state estimates once objects are detected. The
pure exploitation strategy (α = 0) should classify objects very well by selecting the
best views to reduce their uncertainty, however, it may not detect all objects because
no utility is given to observing new areas. The balanced strategy (α = 0.5) should
perform both exploration and exploitation.
The algorithm was also implemented without random rollouts (MCAP w/o). This
method does not perform rollouts to the terminal state. Instead, reward calculation
only considers the nodes in the tree up to the leaf nodes. This implementation
resembles finite horizon planning, where plans are evaluated to a fixed distance. The
purpose of this method was to give insight into the benefit of full-horizon planning
that uses the random rollouts.
Additionally, a greedy strategy was used for comparison. This strategy considers
the value of the first set of available moves. The greedy strategy randomly draws
samples from the object beliefs to compute the reward in Equation 7.12. This strategy
is comparable to MCAP if only the first set of available actions are expanded and
rollouts are not performed. Unless stated otherwise, the MCAP algorithm and its
variations were given 50 iterations and the greedy strategy was given 25 samples per
available action. In many cases, the greedy strategy had an advantage because it
could potentially have a maximum of 125 iterations.
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Finally, we compared against a passive strategy. For this strategy, actions are selected
randomly. Selected actions, however, must be feasible: no collisions with obstacles
and at least one subsequent path must reach the goal within the budget.
Planning method Description Details
MCAP
Non-myopic planning with
information gain and environment
exploration (α = 0.5).
Sums intermediate rewards and
reward computed at terminal state
after random rollout. Selects
immediate action with highest
expected utility. All planning
stages perform 50 iterations.
Exploration
Non-myopic planning with only
environment exploration (α = 1). Same as MCAP.
Exploitation
Non-myopic planning with only
information gain (α = 0). Same as MCAP.
MCAP w/o
Myopic planning to a finite
horizon.
Sums intermediate rewards, does
not sum rollout rewards. Selects
immediate action with highest
expected utility. All planning
stages perform 50 iterations.
Greedy
Myopic planning to a horizon of 1
(i.e., one-step).
Evaluates utility of immediate
actions and selects one with
highest expected utility. Each
immediate action is evaluated with
25 different samples.
Random Passive viewpoint selection.
Randomly selects one of the
available immediate actions.
Table 7.3 – Full list of planning methods.
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7.3.4 Metrics
Performance was evaluated with a number of different metrics. The first metric was
the total entropy of observed objects, computed from the joint state of class and pose
Htotal(Xn, Yn,Θn, Ln) =
Nt∑
n=1
H(Xn, Yn,Θn, Ln). (7.13)
This was determined by clustering the particles of the estimation to the ground truth
object locations and summing the entropy computed from these clusters.
The second metric was the Brier score (BS) [26], which is a score function that
measures the accuracy of probabilistic predictions. It is different to other measures,
such as precision and recall, which measure classification correctness based on the
class with the highest probability. The BS accounts for the probabilities of each class
hypothesis and is useful for evaluating probabilistic classifiers.
We define the BS for a categorical probability distribution as
BS = 12
NL∑
`n=1
(
p(`n)− p(`GT )
)2
. (7.14)
The original BS does not have the 1/2 factor, as such the values are in the range [0, 2].
Our definition scales the values to [0, 1]. The class probability p(`n) was computed by
tallying the number of particles with class label `n and normalising over all classes.
This score measures the squared error of the predicted probability of a class p(`n) with
respect to the object’s ground truth probability p(`GT). Each object has a ground
truth probability of 1 for the true class and 0 for every other class. If a prediction
is perfectly correct, then BS = 0, the best score possible. If a prediction is perfectly
incorrect, that is a 100% probability of a false class, then BS = (1 + 1)/2 = 1, the
worst score possible. Any other distribution of the probabilities is in the range [0, 1].
7.3.5 Experiments in Simulation
This section discusses results obtained in simulation. We present results for two
specific simulation environments and results for a further 10 randomly generated
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environments. We also discuss results relating to the computation time of MCAP in
comparison to the myopic planning strategy.
Experimental Setup
Planning simulations were performed using synthetic LIDAR data. The sensor was
given a 180◦ FoV by restricting points to the domain [θ − pi/2, θ + pi/2], where θ is
the heading of the robot. The sensor range was also restricted to 20m.
The classifier was trained using the data described in Section 6.3, which comprised
5 object classes. For these simulation experiments, we used the reduced training set
of 100 training inputs for each object instance and a feature descriptor length of 80
elements. The reduced training set was used because it results in faster computation
but, as seen in Figure 6.5 and Table 6.2, this set of parameters still provides good
classification accuracy, therefore, we considered this a good balance between speed
and performance. The classifier was used to compute the likelihood of class and pose.
Thus, particle weights in Equation 6.3 were updated using Equation 6.16.
For resource-constrained active object classification, the robot is required to navigate
between observation locations and then to the goal. Locations were pre-selected
from a uniform grid, with a separation of 2m, and from these locations a roadmap
was generated. The robot could move in the environment with a step size of 4m
by using the underlying roadmap. Initially, the roadmap was known to the robot,
however, obstacles were not known. These obstacles were added at each stage by
projecting the 3D occupancy grid to the 2D ground plane and adjusting the edge
weights between roadmap nodes accordingly. The robot was constrained to move on
the 8-grid, excluding the backward motions, and always faced the direction of travel,
as shown in Figure 7.16.
Fork Environment
The first simulation experiment were performed with the environment in Figure 7.17.
This setup consists of 10 objects in a 28m×28m square with minimum object separation
of 1m. The origin was selected as the centre of the square. The start location of
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Figure 7.16 – Motion primitives and sensor FoV for simulation experiments.
(a) (b)
Figure 7.17 – Fork simulation environment with 10 objects. Robot start location is
near bottom-left corner and goal location is near top-right corner. Size is 28m×28m.
(a) Top view and (b) side view.
the robot was the coordinate (−12,−12) (near the bottom-left corner) with initial
orientation pi/2 and the goal location was the coordinate (12, 12) (near the top-right
corner). The robot was not required to have a particular orientation at the goal.
As can be seen in the figure, there is a large tree that blocks the straight line path
between the start and goal. Due to the tree, the robot must quickly decide to take
the left or the right path, which gives this environment the name fork. For this setup,
the estimation used 4000 particles, initially randomly distributed within the bounds
of the environment and with randomly selected class types.
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Each planning method was executed 10 times for 5 budgets of 40m, 45m, 50m, 55m,
and 60m. The increment of 5m corresponded approximately to one observation. At
the end of each trial, the total entropy and BS were measured.
The results from the 10 trials for each planning method are summarised in Figure 7.18.
The figure shows that balanced MCAP has the lowest entropy and BS (best classifica-
tion) for most budgets. Exploitation is the second best performing method, especially
for classification as it is only marginally worse than balanced MCAP in some cases and
marginally better in other cases. In terms of entropy, random is significantly worse (all
p-values < 0.05, t-tests with respect to balanced MCAP), which advocates an active
method. Similarly to balanced MCAP, the other strategies (MCAP w/o, exploit,
and greedy) improve with larger budgets. For the largest budget, these methods
have entropy values similar to balanced MCAP. The reason is that the number of
observations allowed by the large budget is sufficient for most objects to be confidently
classified. In terms of classification, balanced MCAP and exploitation perform best.
The other strategies are worse, having very similar scores to random.
Exploration is the worst performing active method. Even as the budget increases,
the final entropy and BS do not improve. The reason is that the environment is
sufficiently small to be fully explored with the allowed number of observations. Once
fully explored, the strategy has no more to explore and the robot moves to the goal.
The other strategies, that also maximise information content, often decide to improve
object estimates before exploring new area. This results in the robot making more
useful observations earlier in the experiment and overall within the allocated budget.
Example paths for the MCAP algorithm with different budgets are shown in Figure 7.19.
For the smallest budget, the robot travels to the right and then along the shortest
path to the goal. As the budget increases, the robot still prefers to take the path
to the right. However, the robot begins to detour from the shortest path and even
performs loops to observe more of the environment (Figure 7.19c and Figure 7.19d).
With the longest budget, the robot can explore all parts of the environment; it first
detours to the right and on the return path it travels towards the top (Figure 7.19e).
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Figure 7.18 – Results for the fork environment with different planners and budgets.
(a) Final total entropy and (b) final Brier score.
(a) (b) (c) (d) (e)
Figure 7.19 – Example paths (red) of MCAP algorithm with illustration of observations
(grey) for different budgets in the fork environment. Ground truth objects shown
in black. Budgets: (a) 40m, (b) 45m, (c) 50m, (d) 55m, and (e) 60m.
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(a) (b)
Figure 7.20 – Corridor simulation environment with 16 objects. Robot start location is
near bottom-left corner and goal location is near top-right corner. Size is 44m×44m.
(a) Top view and (b) side view.
Corridor Environment
The second simulation experiment was performed with the environment in Figure 7.20.
The simulations were similar to the first planning experiment, with the same sensor
parameters, classifier, and robot motion. In this experiment the environment is larger,
here a 44m×44m square (origin at the centre), and it consists of 16 objects with
minimum separation of 2m. The robot started at coordinate (−20,−20) (near the
bottom-left corner) with initial orientation pi/2 and was given the goal coordinate
(20, 20) (near the top-right corner) with no required goal orientation. Due to the size
of the environment, 5000 particles were used for the estimation.
In this environment, there is an unimpeded straight line path from the start to the
goal. Along the path there are options to deviate left or right in order to investigate
other regions. We call this environment a corridor because of the narrow passage
connecting the start and goal.
Similar to the first planning experiment, each planning method was performed 10
times. For this larger environment the experiments were performed for 5 budgets of
65m, 75m, 85m, 95m, and 105m.
The results for entropy and BS from the 10 trials for each planning method are shown
in Figure 7.21. These show that balanced MCAP is the best performing strategy.
For most budgets, balanced MCAP has the lowest entropy and BS. The entropy for
the shortest budget is very similar for balanced MCAP, MCAP w/o, and exploration.
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Figure 7.21 – Results for the corridor environment with different planners and budgets.
(a) Final total entropy and (b) final Brier score.
(a) (b) (c) (d) (e)
Figure 7.22 – Example paths (red) of MCAP algorithm with illustration of observations
(grey) for different budgets in the corridor environment. Ground truth objects
shown in black. Budgets: (a) 65m, (b) 75m, (c) 85m, (d) 95m, and (e) 105m.
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However, as the budget increases, balanced MCAP and MCAP w/o begin to perform
better than exploration. In terms of BS, balanced MCAP and MCAP w/o perform
best. The trend here, however, is different to entropy in that balanced MCAP more
significantly outperforms MCAP w/o with the two largest budgets. The results also
show that random is the worst performing method. While the final entropy and BS
reduce with larger budgets, random is significantly outperformed by the other methods
(all p-values < 0.05 for entropy and BS). The strength of non-myopic planning is more
emphasised in this larger environment than the previous smaller environment. In
terms of entropy, greedy is significantly outperformed (all p-values < 0.05), and in
terms of BS, greedy is most often the worst strategy (p-values < 0.05 for budgets 65m,
75m, and 95m).
In comparison to the fork environment, exploitation is now the worst performing active
strategy and exploration is much more comparable to balanced MCAP. The reason for
this is that the environment is larger, meaning that it cannot be completely explored
with the limited number of observations. Exploitation is too focused on improving
object estimates, as a result it does not have the foresight to detect more objects in
unknown regions. Unobserved objects penalise entropy because particles are clustered
to the ground truth object locations. In contrast, an exploration strategy observes
more objects, so its final entropy and even its BSs are better.
Example paths for MCAP with different budgets are shown in Figure 7.22. The
figure shows the same trend as the fork environment: the robot travels along the
shortest path with the smallest budget and begins to deviate from this path with
larger budgets. There are some cases, for all algorithms, when objects are missed,
as illustrated in Figure 7.22a. Additionally, in some trials, objects are only observed
from a single viewpoint, particularly the small objects at the bottom-right of the
environment (see Figure 7.22a, Figure 7.22b, and Figure 7.22c). This highlights the
difficulty of planning with a small budget because the robot can only observe a subset
of the objects. With the longer budgets, the robot has enough time to observe the
environment more completely and manages to view all objects with more than a single
observation (Figure 7.22d and Figure 7.22e).
7.3 Active Object Classification with MCAP 156
Random Environments
The third simulation experiment was performed with multiple random environments.
The previous experiments analysed the average performance of multiple trials of each
planning method given the environment. In these random experiments the average is
taken over different environments.
A total of 10 environments were randomly generated, consisting of 10 objects (2 cars,
4 trees, 2 people, and 2 signs) in a 32m×32m square. Each planner was run once in
each environment with budgets 50m, 75m, and 100m. Similar to previous experiments,
we used the same sensor model, classifier, and robot motion model. The robot also
began near the bottom-left corner and was given the goal location near the top-right
corner. Differently, 4500 particles were used for the estimation.
The entropy and BS across the 10 random environments are shown in Figure 7.23 for
the different planning methods. They show that MCAP has the lowest entropy and
BS for the smallest budget and is either the best performing or second best performing
strategy for the other two budgets. MCAP w/o is the second best performing method
in terms of entropy, while for classification different variations of MCAP perform
better at different budgets. Overall, however, greedy has the worst performance for
the active strategies and random generally performs worst in all cases.
The experiment emphasises the benefit of considering both exploration and exploitation
when planning. In the previous experiments, exploitation performed relatively well in
the smaller fork environment but exploration performed relatively well in the larger
corridor. The environments for the random experiments have a size in between that
of the fork and corridor environments, and the results show that explore and exploit
have very similar performance.
Following from these results, there is a clear indication that there is a trade-off between
exploration and exploitation that may depend on the given environment. It is an
interesting area of research to analyse and understand this trade-off, and it is left for
future work.
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Figure 7.23 – Results for random simulations with different planners and budgets. (a)
Final total entropy and (b) final Brier score.
Computation Time
The computation times of the proposed algorithms were analysed using the fork
environment with the same start and goal configuration. For the analysis, we compared
the planning time of MCAP, MCAP w/o, and greedy. Each planner was run 10 times
with tree search iterations of 25, 50, 75, and 100. For the greedy algorithm, the
number of iterations corresponded to the number of samples taken for each candidate
observation location.
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The planning times for a budget of 50m are presented in Table 7.4. The times reported
in the table correspond to the average times for each planning cycle over the 10
trials. The point cloud prediction operation is the most computationally demanding
component of the planning system. In particular, the ray tracing operations take the
most time because they involve checking the state of (possibly many) voxels.
The results show that more iterations increase the planning time for each strategy.
Initially, with 25 iterations, MCAP w/o has the shortest planning time, with greedy
and MCAP having similar times. With more iterations, however, the planning time
for MCAP increases more significantly than greedy. MCAP w/o also increases but the
average planning time is always less than MCAP. So while the full MCAP strategy is
superior in terms of object classification certainty and correctness, it comes at a cost
of computation.
The histograms in Figure 7.24 provide a more detailed description of the computation
times to help illustrate why MCAP has longer planning times. The figure shows
the distribution of planning times for different numbers of iterations used by the
algorithms. An important observation is that both greedy and MCAP w/o have many
cycles with 0s planning time. The reason is that the robot is often in a situation
with only one valid available action. This can be explained by two possible scenarios:
(1) the robot is located near obstacles and all but one option is blocked, and (2) the
remaining budget is very small and the robot only has the option to move towards
the goal. These two scenarios occur less frequently with MCAP. This indicates that a
longer planning horizon prevents the robot from moving into restrictive areas, where
many obstacles may block future paths, or from exhausting its budget too quickly.
Non-myopic planning enables the robot to have more options at every planning stage.
So while the computation time is longer for MCAP, it is mainly because it has the
opportunity to plan more often.
The data reveals that greedy plans only 36% of the time, in contrast to MCAP w/o
that plans 76% and MCAP that plans 84% of the time. In Table 7.4, MCAP plans 3
times longer than greedy or 1.5 times longer than MCAP w/o in the worst case with
100 iterations. However, when the 0s planning times are excluded, MCAP plans on
average 563s, which is only 1.5 times longer than greedy (386s) and only 1.2 times
longer than MCAP w/o (451s).
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iterations greedy MCAP w/o MCAP
25 60 44 64
50 66 115 163
75 106 204 279
100 146 336 464
Table 7.4 – Computation times (in seconds) for greedy, MCAP w/o, and MCAP with
varying number of planning iterations.
greedy MCAP w/o MCAP
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Figure 7.24 – Planning time histograms. Columns correspond to greedy, MCAP w/o,
and MCAP. Rows correspond to number of iterations 25, 50, 75, and 100. The
x-axes are measured in seconds and the y-axes measure the frequency per bin. Bins
are set to intervals of 25 seconds.
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7.3.6 Hardware Experiments with an Outdoor Robot
This section describes experiments with an outdoor ground robot with a vertically-
mounted 2D laser scanner. The MCAP algorithm ran onboard the robot. We also
implemented the greedy and random strategies for comparison. We first describe the
experimental setup and then report results from two farm scenarios.
Experimental Platform and Setup
Experiments were performed with the robot shown in Figure 7.25a. This robot has
load-haul-dump (LHD) kinematics; a front and back chassis articulate around a
single central joint. The maximum angle the articulation joint can move is 0.9rad,
corresponding to a minimum turning radius of 2.85m given the 1.38m distance from
the joint to each chassis.
The robot was equipped with a 2D SICK LMS101 laser scanner that was vertically-
mounted on the front-left side as shown in Figure 7.25b. The vertical mounting meant
that each scan returned points on a vertical semi-circle. Scans were continuously
captured while the robot drove between locations and the scans were combined to
form a 3D point cloud. The range of the sensor was restricted to 20m. Prior to the
experiments, the sensor was calibrated using the method of Underwood et al. [192].
The motion of the robot was limited to five primitives: left, forward-left, forward,
forward-right, and right as illustrated in Figure 7.26a. These motions provided the
robot with the five unique observations shown in Figure 7.26b - Figure 7.26e. The
length of the curved motion primitives were approximately 5m and the length of the
forward action was approximately 3m. The primary use of the forward motion was
to navigate. Due to the narrow FoV of the observation with this action, point cloud
returns were ignored.
During the experiments, there was motion and localisation noise, and consequently
observation noise. The noise was modelled in the predicted belief updates in the tree
expansion of MCAP by adding noise to the next location in each node expansion. New
nodes were expanded with the ideal arc length and turning angle for each primitive.
Then a small amount of noise was added to the x and y locations, and to the final
heading angle. The predicted observations were computed from the noisy locations.
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(a) (b)
Figure 7.25 – Robot platform and sensor used for the outdoor hardware experiments.
(a) Outdoor robot with LHD kinematics and (b) vertically-mounted 2D SICK
LMS101 laser scanner.
(a)
(b) (c)
(d) (e)
Figure 7.26 – Motion primitives and sensor FoVs for outdoor robot. (a) Motion
primitives, (b) forward-left, (c) forward-right, (d) left, and (e) right.
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The classifier was trained with pre-collected data. This was collected by manually
driving the robot around training objects with motions similar to the right primitive.
Data was collected from random locations from all angles around the objects at
distances between 2m and 20m. The number of training observations for each object
varied, between 50 and 80. The combined 3D point clouds were processed to remove
the ground and background objects. From the remaining points, VFH descriptors
were computed and used to train the GP classifier.
The full descriptors of 308 elements were used in these experiments because of two
reasons. First, fewer training examples limited the compressibility of the vectors.
Second, more severe performance reduction was observed with smaller descriptors
due to the noise and unpredictability of the real data. In addition to training, the
collected point clouds were also used to construct the model occupancy grids for the
CastForward function in Algorithm 1.
The set of objects used in the experiment were a ute (pick-up truck), hatch-back car,
drum, small utility vehicle, petrol tank on trailer, and a water tank on a trailer. The
petrol tank on trailer and water tank on trailer were grouped into a single class due
to their similar appearance and application.
Similar to the simulation experiments, the robot was given a start and goal location.
For these experiments, the robot started in the bottom-left corner of the environment.
The goal was selected as any location within 5m of a chosen corner because of the
difficulty to reach a precise single location with the limited motions. Each experiment
began with a right motion to capture a consistent initial observation.
During online execution, the robot location was updated by RTK GPS, which provided
sufficient localisation accuracy in the outdoor environment. The heading of the robot
was updated using an onboard IMU. The robot was equipped with a Nuvo-3000
industrial PC; all code for planning and point cloud processing was written in C++
and ran on the robot using ROS.
Setup 1
The setup for the first hardware experiment is shown in Figure 7.27, consisting of
5 objects (ute, small utility vehicle, petrol tank on trailer, two drums) arranged
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Figure 7.27 – Setup for hardware experiment 1 with 5 objects (ute, small utility vehicle,
petrol tank on trailer, two drums). Robot start location is bottom-left corner and
goal region is top-right corner. Size is 24m×36m.
random greedy MCAP
E BS U T E BS U T E BS U T
Tr. 1 4.21 0.51 0.02 0 4.12 0.43 0.05 72 3.12 0.33 0.03 125
Tr. 2 4.52 0.46 0.31 0 2.17 0.37 0.27 50 3.21 0.27 0.26 72
Tr. 3 4.48 0.44 0.05 0 3.33 0.33 0.28 65 3.63 0.41 0.00 111
Mean 4.40 0.40 0.13 0 3.83 0.39 0.11 62 3.32 0.34 0.10 103
Table 7.5 – Results for 3 trials of random, greedy, and MCAP in hardware experiment
setup 1. Values for entropy (E), classification accuracy (BS), remaining percentage
of unknown space (U), and computation time (T). Last row shows mean values.
in a 24m×36m rectangle. For safety, navigation was only allowed if the robot had
reasonable clearance from all objects on predicted trajectories. Due to this constraint,
objects were separated by at least 5m so that more complex paths could be considered.
Three trials were performed for MCAP, greedy, and random. Both MCAP and greedy
were implemented to jointly maximise information gain and exploration. The robot
was allocated a distance budget of 70m and the goal region was selected as the top-right
corner. Each trial used 3000 particles for estimation.
The final entropy, BS, percentage volume of unknown space, and computation time
are reported in Table 7.5. The mean values from the three trials are reported in the
bottom row. The results show that our proposed method achieves the lowest mean
entropy and BS. The values report that random is consistently worst, having the
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highest entropy and BS for every trial. For trial 2, greedy achieves a very low entropy
but the values for the other trials are not as competitive. This demonstrates how
greedy can sometimes perform well but also it can perform arbitrarily poor. Greedy
is very sensitive to the initial conditions as well as to the action and observation noise,
while MCAP is much more consistent.
In addition to entropy and classification performance, MCAP also explores the most
area. The table reports the percentage volume of unknown space, which is lowest for
MCAP. This is beneficial for active exploration in unknown environments when the
number of objects is unknown and the robot must explore the area to detect objects.
The table also shows the average planning times. As expected, MCAP has the longest
planning time, spending on average 103s, while greedy spends on average 62s. Although
MCAP must plan for longer, it better classifies the objects in the environment.
The point clouds of the observed objects with their entropy and BS are shown
in Figure 7.28. In the figure, each point cloud observation is coloured differently. The
point clouds show that MCAP has a stronger focus on the utility vehicle and the ute,
which are observed three or more times. Greedy is similar, except for one trial that
does not observe the ute at all. In comparison to random, more observations of these
objects result in lower entropies and BSs. In particular, in trial 1 and 2, random only
observes the utility vehicle once, resulting in a considerably larger entropy and BS.
The random strategy has the most uniform point density across objects indicating
that it does not focus on the uncertain objects. Even though all objects are observed,
the viewpoints are not necessarily profitable and in many cases the entropy and BS of
objects are worse than MCAP or greedy. An example of this is the ute in trial 1 for
random. The ute is observed four times, but due to its length many observations only
have partial coverage. The partial observations make the ute more difficult to classify
and they are the reason why it has high entropy and BS. MCAP and greedy also make
partial observations but they better classify the ute with the same (or fewer) number
of observations.
The suboptimality of the random strategy when given a budget is highlighted by the
traversed paths in Figure 7.29. In all random trials, the robot spends more time in
the beginning travelling to the far right of the environment or performing a large loop.
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R1
BS 0.66 E 1.19 BS 0.48 E 6.30 BS 0.47 E 3.09 BS 0.53 E 5.11 BS 0.40 E 5.37
R2
BS 0.33 E 3.48 BS 0.50 E 5.11 BS 0.72 E 3.53 BS 0.43 E 7.28 BS 0.34 E 3.20
R3
BS 0.33 E 3.59 BS 0.52 E 3.48 BS 0.36 E 5.21 BS 0.42 E 5.09 BS 0.14 E 5.04
G1
BS 0.45 E 1.92 BS 0.45 E 3.82 BS 0.58 E 6.38 BS 0.27 E 4.37
G2
BS 0.18 E 1.92 BS 0.62 E 5.52 BS 0.56 E 3.40 BS 0.24 E 5.33
G3
BS 0.31 E 3.30 BS 0.30 E 4.94 BS 0.24 E 3.06 BS 0.36 E 2.91 BS 0.11 E 2.47
M1
BS 0.46 E 2.20 BS 0.07 E 1.82 BS 0.29 E 5.34
M2
BS 0.17 E 2.46 BS 0.34 E 3.40 BS 0.39 E 3.46 BS 0.33 E 3.31 BS 0.13 E 3.43
M3
BS 0.14 E 3.11 BS 0.28 E 5.13 BS 0.40 E 4.85 BS 0.39 E 2.80 BS 0.44 E 2.26
Figure 7.28 – Observed point clouds for all trials in hardware experiment setup 1. Each
row shows final result of a single trial. Row labels indicate algorithm (R = random,
G = greedy, M = MCAP) and trial number. BS is Brier score, E is entropy.
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random 1 random 2 random 3
greedy 1 greedy 2 greedy 3
MCAP 1 MCAP 2 MCAP 3
Figure 7.29 – Travelled paths (red) with illustration of observations (grey) for all
trials in hardware experiment setup 1. Ground truth objects shown in black.
(Trajectories as measured by the GPS unit mounted on the articulation joint.
Apparent side-stepping is due to lateral movement of articulation joint between
successive motions.)
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Figure 7.30 – Setup for hardware experiment 2 with 4 objects (small utility vehicle,
petrol tank on trailer, two drums). Robot start location is bottom-left corner and
goal region is top-left corner. Size is 24m×36m.
After this initial period, the remainder of the path is almost a straight line to the
goal region. The outcome is that time is wasted in the beginning, resulting in poor
classification of the objects further from the start.
The figure also highlights the benefit of non-myopic planning. Both MCAP and greedy
generate more consistent paths than random but MCAP better utilises its observations
given the budget. In all greedy trials, the robot moves to the top of the environment
and with the unaccounted excess budget it backtracks. MCAP, on the other hand,
plans a longer horizon, which allows the robot to be more flexible in the beginning and
make useful observations. The behaviour results in a better balance between object
certainty and object discovery.
Setup 2
The setup for the second hardware experiment is shown in Figure 7.30. It consists
of 4 objects (small utility vehicle, petrol tank on trailer, two drums) arranged in the
same rectangle as the first hardware experiment with similar separation conditions.
Similar to the first hardware experiment, 3000 particles were used for estimation.
The purpose of this experiment was to investigate the behaviour of the planning
algorithms in a significantly difficult environment. To this end, a drum was intentionally
placed in a highly occluded location at the top-right of the environment when designing
the environment layout. The goal region was selected as the top-left corner and a small
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random greedy MCAP
E BS U T E BS U T E BS U T
Tr. 1 4.09 0.41 0.23 0 3.24 0.42 0.24 9 2.94 0.42 0.00 178
Table 7.6 – Results for 1 trial of random, greedy, and MCAP in hardware experiment
setup 2. Values for entropy (E), classification accuracy (BS), remaining percentage
of unknown space as percentage (U), and computation time (T).
budget of 60m was allocated. This combination made observing the drum difficult
and planning more imperative.
The results for one trial of MCAP, greedy, and random are presented in Table 7.6.
MCAP has the lowest total entropy of all the methods. In terms of BS, however,
random has a slightly smaller value than MCAP and greedy.
The point clouds of the observed objects are shown in Figure 7.31 and the paths with
the illustrated observations are shown in Figure 7.32. These reveal that MCAP was
the only strategy to detect the occluded drum. The path generated by MCAP takes
the robot to the right of the environment, which enables the robot to observe the
drum. Both greedy and random perform a circle near the start, after which the budget
is nearly exhausted and the robot drives towards the goal region. Along the second
half of their paths, they do not make many useful observations, in particular, they do
not observe the top-right corner of the environment. Although the planning time for
MCAP is significantly more than for greedy, it is because MCAP plans more often.
Without the foresight, greedy exhausts its budget too quickly and has no opportunity
in the later part of the mission to make decisions, except for the straight path to
the goal. MCAP, on the other hand, positions the robot in a better region of the
environment that enables the robot to make more observations of all objects and the
free space. As seen in Table 7.6, MCAP completely explores the environment, while
greedy (and random) have over 20% of the environment unexplored.
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R
BS 0.50 E 2.01 BS 0.42 E 7.72 BS 0.45 E 2.53
G
BS 0.51 E 1.56 BS 0.41 E 3.46 BS 0.35 E 4.70
M
BS 0.40 E 2.95 BS 0.50 E 1.56 BS 0.46 E 4.11 BS 0.29 E 3.15
Figure 7.31 – Observed point clouds for all trials in hardware experiment setup 2. Each
row shows final result of a single trial. Row labels indicate algorithm (R = random,
G = greedy, M = MCAP). BS is Brier score, E is entropy.
random greedy MCAP
Figure 7.32 – Travelled paths (red) with illustration of observations (grey) for all trials
in hardware experiment setup 2. Ground truth objects shown in black.
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7.4 Summary
This chapter has presented results for experiments performed with datasets, in simu-
lation, and in hardware. Specifically, this chapter analysed the performance of the
viewpoint prediction methods, utility functions, and MCAP algorithm for planning.
The experiments demonstrated the benefit of combining viewpoint ambiguity and
occlusion reasoning when evaluating viewpoint utility. Previous methods that do not
consider both important aspects are limited and do not perform as well. We then
demonstrated, for the resource-constrained problem instance, that considering the
constraint directly in the utility function leads to better performance than simple
information gain. Lastly, our experiments with the MCAP algorithm show that
non-myopic planning has significant benefits over myopic methods.
The experiments performed in this chapter are a step closer to fully integrated planning
within existing passive perception systems, which will hopefully lead to more robust
and more practical robotic systems. Our results show the benefits of active perception
for one case study but this is encouragement for further research into other application
areas. Future work will be discussed in more detail in the following chapter.
Chapter 8
Conclusion
Improving planning and perception is vital for the advancement of practical robotics
and the synergy between the two, known as active perception, has the opportunity
to progress autonomous systems in a broad range of applications. This thesis has
addressed significant research issues for active perception in the specific context of
active object classification with a mobile robot.
The contributions of this thesis are an algorithm for non-myopic and anytime planning
in a complex belief space, supporting methods for predicting and evaluating future
point cloud observations, and a probabilistic framework for simultaneous class and pose
estimation. These methods were extensively demonstrated in a variety of scenarios
and showed significant improvement over traditional methods. The demonstration
of these performance enhancements show that active perception can be applied to
extend current systems that rely on passive data collection.
In this concluding chapter we provide a summary of the thesis in Section 8.1. In Sec-
tion 8.2 we give a detailed description of our main contributions and in Section 8.3 we
discuss areas for future research. Finally, the chapter and the thesis end in Section 8.4
with an outlook of active perception for real-world robotic systems.
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8.1 Summary of Thesis
This thesis addressed the important problem in robotics of how to improve the
collection of data for high-level perception tasks. This problem was studied in the
context of 3D range data for object classification with a mobile robot.
The fundamental contributions of this thesis are a non-myopic and anytime approach
to planning under uncertainty, with supporting information evaluation methods and an
estimation framework, for the task of improving object state estimates. This planning
approach uses Monte carlo methods to sample the space of object states. It uses a tree
search strategy to efficiently explore the search space while accumulating information
about future actions. As a result, the algorithm is an online planning solution that
considers the uncertainty of object estimates. The supporting viewpoint prediction and
evaluation methods are specifically designed for active object classification. Methods
are developed for predicting 3D point clouds in clutter and utility functions are
presented to measure the quality of these viewpoints.
This thesis contributed a probabilistic framework to represent and update a mixed joint
probability distribution, using a novel method to simultaneously estimate object class
and pose. The framework represents object beliefs with a collection of particles and
updates these beliefs through recursive Bayesian estimation. Updates are performed
by computing likelihoods for each hypothesis (particle) that are computed from a
classifier. This classifier uses GP regression to learn global point cloud features of
objects that can be queried for likelihood values of the joint state, using real or
predicted observations.
We presented a suite of solutions for active object classification. These can be used
together as a full-scale system or individually as modules integrated with other compo-
nents. The full system and the individual modules were demonstrated experimentally
in simulation, with datasets, and in hardware using a variety of platforms, sensors,
and perception algorithms. The experiments showed great improvement over the
state-of-the-art and demonstrated the feasibility of the solutions for practical robotic
applications.
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8.2 Summary of Contributions
Active perception is a key area of research for developing robust perception. Our
work has provided scientific advances in this area through algorithmic solutions.
Our experiments demonstrated empirical benefits over traditional methods, clearly
showing cases where traditional methods are severely limited in their ability to gather
high-quality data efficiently. Improving this efficiency is necessary to advance the
practical application of robots, particularly in large industries such as agriculture or
manufacturing, where efficiency directly translates to productivity and economic gain.
This is important for the commercial applicability of robotic systems and significant
for their resulting social impacts.
The benefits of an active perception approach have broad significance across many
application areas. In this thesis, we have demonstrated these benefits, resulting from
a number of contributions.
8.2.1 Active Object Classification Problem Formulations
We addressed active object classification by introducing new problem formulations. We
first presented a recursive Bayesian estimation framework for multi-view classification
that was considered the core of the underlying state estimation problem. We then
introduced two active problem variations. The first, unconstrained active object
classification, formulates the next-best-view problem, where each future location is
selected by maximising an information gain utility function. The second problem
formulation, resource-constrained active object classification, considers the problem
when the robot has a strict resource budget and a destination goal region. The robot
must plan a path to the goal, arriving within the budget, while making informative
observations. This general formulation reflects many criteria for practical robots that
operate with limited resources and have to perform other high-level tasks such as
refuelling or payload oﬄoading. Lastly, we derived an equivalent sequential decision-
making specification by formulating active object classification as a POMDP. This
mathematical interpretation provides a deeper understanding into the structure of the
problem that motivated our algorithmic planning solution.
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8.2.2 Monte Carlo Planning for Active Perception
We developed a new planning algorithm for resource-constrained active object clas-
sification. The algorithm is non-myopic, anytime, and addresses the uncertainty of
object estimates when evaluating future actions. The algorithm is sampling-based
and exploits best-first search to effectively explore the large search space. The algo-
rithm extends MCTS and the partially observable variant, POMCP, to the specific
application of active object classification. Application to this problem required special
modification. The first, was to compute reward values with a sensor model instead
of using a black-box simulator. Consequently, the search tree in the new algorithm
branches only on actions and not on observations. The advantage of this approach is
that the search tree becomes deeper and more focused that would otherwise be shallow
due to the excessive branching factor at chance (observation) nodes. The second
modification was to separate the reward computation to their individual state-action
transitions and to compute rollout rewards recursively during the backup procedure.
The motivation for this was to compute mutual information (as reward) explicitly for
each action. By separating the rewards, the conditional entropy term in mutual infor-
mation could be computed directly using the samples from each iteration. Although
we made these modifications, we showed that it retains similar convergence properties
to the MCTS and POMCP algorithms.
8.2.3 3D Point Cloud Prediction
We established a number of different point cloud prediction methods that are necessary
for planning actions to improve object estimates. The methods exploit object models
and sensor parameters to predict point cloud observations. These methods simulate
laser beams (from a sensor) by casting rays towards hypothesised objects or project
points from point cloud models to the sensor location. The output of the methods
are point clouds that represent the surface of objects. The methods then consider the
known environment to account for the occlusions in clutter by ray tracing in a world
occupancy grid or projecting the point clouds onto a 2D plane and using geometry.
The resulting point clouds from these methods can then be used to determine the
utility of an observation because they prediction the outcome of potential actions.
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8.2.4 Viewpoint Evaluation
We presented methods for evaluating the information content of viewpoints, which
are ultimately used by a planner to decide on the next viewpoint or sequence of view-
points. Using information theory, the evaluation functions determine the reduction of
uncertainty of object state estimates and thus the improvement of object classification.
The main measure is mutual information, which was derived in general form and then
explicitly integrated with the MCAP algorithm. We also presented another utility
function that uses entropy to score the utility of viewpoints. Oﬄine utility values are
computed from the entropy of class predictions. These are then combined with online
occlusion reasoning. This method reduces computation time because a large amount
of work can be performed before online execution.
8.2.5 Particle-Based State Estimation
We developed a probabilistic framework for estimating object states, comprised of
a mixed joint probability distribution. The framework uses particles to represent
the belief space of object states and the particles are updated using recursive Bayes’
estimation. A single set of particles is used to represent all object states that are
associated to individual objects after each observation to form individual object beliefs.
The association is probabilistic, which provides robustness to small errors or noise that
may result from localisation error or observation noise. The particle representation is
also convenient for the MCAP algorithm because it can generate samples of the belief
by selecting individual particles.
8.2.6 Gaussian Process Classifier
We presented a new classification method for sparse 3D range data. The approach uses
GP regression to learn global features from training data then computes likelihood
scores given observed or predicted observations. The method can be used as a
pure classifier or it can readily compute the joint likelihood of class and pose. The
other benefit of the method is that predicted feature values are interpolated through
regression. This enables likelihoods to be queried at infinite resolution, which is
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advantageous when training data is limited. We demonstrated this advantage with
simulated and real LIDAR data in comparison to other approaches. We then used this
classification method with our MCAP planning algorithm for full-scale active object
classification.
8.2.7 Experimental Evaluation
In this thesis we performed extensive experimental evaluation of the planning al-
gorithms. These demonstrated the feasibility of our methods and highlighted the
flexibility of our planning solutions. We used different perception tools for segmenta-
tion and classification, and used different types of range sensors. We showed significant
improvement over passive and simple next-best-view methods, which advocates our
non-myopic planning solution.
We performed experiments in simulation, with datasets, and in hardware. The
simulations used realistic point cloud data from a simulated Velodyne LIDAR scanner
and classified typical outdoor objects. These were performed extensively and showed
significant improvements of our planning algorithms over passive and non-myopic
strategies. We also performed experiments with two different datasets. The first
used the well-known Willow Garage dataset of RGB-D images. This was used to
evaluate our planning methods with well-established perception algorithms. The
second used our new dataset consisting of Velodyne LIDAR scans in an outdoor urban
environment. Robot motion was simulated, however, the real data accurately replicated
real operation for the perception pipeline. Lastly, we demonstrated our algorithms
with online hardware experiments. We performed experiments in indoor scenes with
an RGB-D camera on a mobile robot and we performed experiments in outdoor
environments with a large agricultural robot using a sideways vertically-mounted
SICK laser. These last hardware experiments are the first known demonstrations of
outdoor active object classification with a mobile ground robot using 3D LIDAR.
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8.3 Future Work
The work in this thesis has made several advances in active perception by developing al-
gorithms for planning, perception, and estimation. These contributions have extended
the state-of-the-art and their effectiveness was demonstrated in real-world scenarios.
However, as an outcome of this work, we can identify a number of interesting areas of
future work that can further enhance autonomous systems.
8.3.1 Performance Improvements
Domain Knowledge
The MCAP planning algorithm builds on the MCTS algorithm. One of the most
significant benefits of MCTS is that it does not need domain-specific knowledge. This
makes the algorithm readily applicable to any domain, as we have demonstrated for
active object classification. Although completely uninformed rollout policies converge
to the optimal solution, the speed to convergence can be significantly improved upon
by using reliable heuristics. This has been demonstrated in other domains, such as for
games like Chess and Go, and it would also apply here.
One possibility is to replace the random policy with a greedy policy. At each stage
in the rollouts, the actions can be evaluated and the most promising action selected.
This policy reflects the strategy typically used for next-best-view selection. Also, in
the context of maximising submodular objective functions, it is known that a greedy
algorithm has performance bounds. For the rollout stage, these conditions are satisfied
and so in this sense the performance bounds will hold. In a global sense, however, the
properties are not necessarily satisfied and so the bounds do not translate. Nonetheless,
greedy action selection may prove to be a good heuristic to improve convergence time.
Another application-specific heuristic is to consider oﬄine viewpoint utilities. We
presented a utility function that exploits oﬄine utility scores and online occlusion
reasoning that is applicable for certain active object classification problems. This
could apply in MCAP to bias the action selection during rollouts. Known perspectives
with high utility can be weighted so that they are selected more often. The resulting
rollouts would then more likely represent good information gathering actions.
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Parallelisation
Although our code was not optimised, its performance was sufficient for our online
hardware experiments. The planning times ranged from seconds to minutes per obser-
vation depending on the system, perception algorithms, and planning implementations.
Considering that real-world scenarios demand real-time performance, an important
area of future work is to have faster implementations, and one avenue is to exploit
parallelisation.
There are certain aspects of the planning algorithm that can run in parallel. For
example, objects can be processed simultaneously because they are independent. Also,
many candidate viewpoints are independent and can also be evaluated in parallel. By
exploiting these opportunities to parallelise computation, while using sophisticated
embedded multi-core computing, the runtime of our code can be significantly improved.
The main bottleneck of the planning system is the ray tracing operations. This
dominates the planning times and therefore it is an important aspect to be improved.
Our implementation uses standard functions in the OctoMap library. However,
there are recent advancements, now integrated with OctoMap, that significantly
reduce computation time for map updates [111]. This method parallelises ray tracing
operations, which could be modified for our prediction methods to provide significant
speed-ups. With parallel implementations in this area we believe our system can run
faster and be feasible for practical applications.
8.3.2 Assumptions
Continuous Path Planning
One assumption in this thesis was discrete viewpoint locations. This is reasonable
in many applications, and is often a strategy to reduce the number of observations
and consequently perception processing time. However, in other applications, this
assumption may not be feasible and planning must occur in the continuous space.
Consider, for example, the situation where a robot has a sensor with a very narrow
FoV, such as a camera. In this case, each observation will contain very limited data and
is not useful individually. Only after stitching together the data could a meaningful
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representation be built. Enabling this would require a different estimation framework
but more importantly continuous path planning would be essential.
The extension to continuous path planning is not trivial. Naïvely, MCAP could not
just consider a continuous action space because this would be infinite. A possible
solution is to integrate sampling-based motion planning in similar spirit to [82]. There
is a close connection between Monte carlo methods and sampling-based planners in
that the state space is approximated by samples. Incorporating not only object states
but also motions may enable continuous path planning for active object classification.
Dynamic Environments
Static environments were assumed, which is often a reasonable assumption in agri-
cultural applications. For example, the task of classifying fruit on trees is subject
to minimal movement and assuming a static environment is sufficient. However, the
environment in other applications, even in the agricultural domain, will not always be
static and so considering dynamic objects is an important extension to pursue.
Dynamic objects will require two main modifications. The first is in estimation, and
the second is in viewpoint prediction. But considering MCAP as a planning algorithm,
it would function much the same. Dynamic objects require object poses to be tracked
over time. This is a problem that has been studied extensively, e.g., [92, 168], and
could be integrated with the current estimation framework in order to estimate the
location of moving objects. MCAP requires predicted observations in order to evaluate
the benefit of action sequences. These predictions would have to be made while
considering the potential location of all objects at future times. If motion models were
known, then future states can be predicted in a similar way to [128, 129]. However,
without motion models, the problem would be considerably more difficult.
Online Database Maintenance
Object classification was performed assuming a known database of object models
and an established classifier. However, current trends towards long-term autonomy
cannot always make this assumption because training cannot account for all objects
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encountered during long-term operation. A recent topic of research is to build and
maintain databases online: adding new objects to the database if they have not yet
been observed or refining object models with the information from new observations.
Online database maintenance could be incorporated in our planning system by ex-
ploiting the probabilistic output of the classifier. If the confidence about an object
remains low, even with many observations, this can initiate the robot to stop planning
to improve the object’s estimate and to instead add it as a new object in the database.
The observations that were made become the training data and the classifier can be
updated with the new instance.
8.3.3 Applications
Perception Tasks
This thesis focussed on object classification. However, the MCAP algorithm is
presented as a general algorithm that could also apply to other perception tasks. Many,
if not all, perception tasks are challenging and can benefit from high-quality data
by planning. For example, object segmentation is difficult in cluttered environments.
Environments consisting of many objects and occlusions make it difficult to detect
individual objects. This challenge can be addressed by taking an active approach to
see around occlusions or to interact with the environment to resolve segmentation
ambiguities. MCAP could apply because it can evaluate the utility of actions and
make suggestions for improving the segmentation task.
One ultimate task for robots is to interact and manipulate objects in the environment.
The first step for this is to grasp objects. Successful grasps, however, rely on precise
information about the objects in the environment. Robot must have good knowledge
about the class and pose of individual objects. When considering a scene with multiple
objects, the robot must also have precise segmentation knowledge. In this case, active
perception needs to consider and integrate multiple components when planning. This
is an interesting active perception problem that is not limited to one single perception
task but to many perception tasks at the same time.
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Sensor Modalities
We focused exclusively on 3D range data. The motivation was outdoor operation
where laser scanners are common practice. However, there are many other sensor
modalities that are used both in indoor and outdoor environments. For instance,
cameras, radars, sonars, and hyperspectral cameras are used for different applications.
Developing active perception strategies for other sensor modalities would help the
perception tasks in these other application areas.
Most notably, cameras and very common in the robotics community and much of the
early (and present) work in active object classification uses vision data. MCAP is
agnostic to the type of sensor modality and could also be applied with vision data.
The main modifications to planning would be to viewpoint prediction. This would
require 2D images to be projected to 3D in order to determine occlusions. The module
would then predict images or features of the images that are subsequently used by a
classifier. The utility of the observations can be determined in a similar way that is
presented here but for vision data instead.
Multiple Robots
Outdoor object classification is often performed in large environments. With a single
robot, this may take a considerable amount of time. Multiple robots are a practical
extension to reduce this time. The main challenge is to develop coordination strategies
in order to fully exploit their combined capabilities.
A centralised solution could be applied to coordinate multiple robots for the task.
However, this may suffer from communication overhead and it is fragile due to a single
point of failure. Ideally, a decentralised solution would be better for the this task.
The problem we have presented was cast as a POMDP and the general extension to
decentralised multiple robots is the decentralised partially observable Markov decision
process (Dec-POMDP) framework [103]. Exploiting work in this area may prove
fruitful for extending MCAP to a decentralised multi-robot planning algorithm for
active object classification.
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8.4 An Outlook for the Future
Bajcsy [7] motivated active perception with a simple analogy with ourselves: “We do
not just see, we look”. This is absolutely fundamental to perception and the same
philosophy must also apply with our machines. The future of robotics is exciting and
practical systems are rapidly emerging in the real-world. Active perception will play a
key role in developing more intelligent and autonomous robots.
We anticipate robots using active perception in many real-world scenarios. Revisiting
the examples in Chapter 1, our vision is given in the following vignettes:
• Harvesting robots in large orchards scanning trees and moving their sensors to
detect fruit. Then when fruit is detected, the robots reaching through the leaves
with manipulators to grasp and pick the fruit. Another task is autonomous
weeding in horticulture. The robots inspect the earth, sometimes brushing away
the crop, to clearly identify the weeds.
A robot will use active perception in these tasks to improve its perspective and
subsequently to uncover fruit or weeds that are occluded behind other objects
(e.g., leaves or branches).
• Domestic robots assisting people with their daily lives. For example, robots
helping children tidy their rooms by inspecting the toys scattered on the floor,
untangling the mess, and placing items where they belong. A second example is
robots cooking meals by searching through cluttered fridges for ingredients and
searching through draws for utensils.
In these situations, active perception will enable robots to disambiguate objects
by rummaging through clutter in order to find their desired items.
• Robots operating on mars and collecting samples to analyse. The robots identi-
fying potential items and investigating them more closely for their value. Or
robots actively exploring for new items by uncovering samples that were occluded
or buried beneath the surface.
For this application, active perception will guide the robot to improve its
knowledge about potential samples. The information will enable a robot to
assess the value of all samples and best plan for its long-term goal.
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