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HARNACK INEQUALITIES FOR SDES DRIVEN BY CYLINDRICAL
α-STABLE PROCESSES
LINLIN WANG AND XICHENG ZHANG
Abstract. By using the coupling argument, we establish the Harnack and log-Harnack inequalites
for stochastic differential equations with non-Lipschitz drifts and driven by additive anisotropic
subordinated Brownian motions (in particular, cylindrical α-stable processes). Moreover, the
gradient estimate is also derived when the drift is Lipschitz continuous.
1. Introduction
Consider the following stochastic differential equation (SDE):
dXt = b(Xt)dt + dLt, X0 = x, (1.1)
where Lt is a Le´vy process on some probability space (Ω,F , P) and b : Rd → Rd is continuous
and satisfies
(x j − y j)(b j(x) − b j(y)) 6 |x j − y j|ρ(‖x − y‖1), j = 1, · · · , d, (1.2)
for some ρ ∈ U . Here, ‖x‖1 :=
∑
j |x j| and
U :=
{
ρ : (0,∞) → (0,∞) is a continuous non-decreasing
and linear growth function with
∫
0+
1
ρ(s)ds = +∞
}
.
Under the above assumptions, by Birhari’s inequality (see Lemma 2.1 below), it is easy to see
that SDE (1.1) has a unique solution denoted by Xt(x), which defines a Markov semigroup
(Pt)t>0 by
Pt f (x) := E f (Xt(x)), t > 0.
where f belongs to the class Bb(Rd) of bounded measurable functions.
The aim of this work is to establish the Harnack inequalities for SDE (1.1). The dimension-
free Harnack inequality with power was first introduced by F.Y. Wang in [11], which can be
used in the studies of heat kernel estimates, functional inequalities, transportation-cost inequal-
ities and properties of invariant measures, etc. (see [15]). Up to now, the Harnack inequality
with power and the log-Harnack inequality have been deeply studied for stochastic (partial) dif-
ferential equations driven by Brownian motions by using the coupling argument (cf. [15]). In
particular, we mention that by constructing a coupling with an unbounded time-dependent drift,
F.Y. Wang in [12] established the dimension-free Harnack inequalities for SDE (1.1) driven by
multiplicative Brownian noises under some monotonic conditions (see also [10] and [20] for
some extensions with non-Lipschitz coefficients). However, the corresponding results for SDEs
driven by purely jump processes are very limited (see [8, 9] for the studies of Le´vy processes
and see [5, 13, 14] for the studies of Ornstein-Uhlenbeck processes with jumps). What is a cou-
pling? Roughly speaking, for a given stochastic curve starting from a fixed point (for example,
the solution of an SDE), we want to construct another stochastic curve starting from another
fixed point (the solution of another SDE) so that they can touch at a fixed time. In the case of
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jump diffusions, since there are infinitely many jumps, it is usually hard to construct a coupling
for the nonlinear equations.
In this work, we assume that Lt takes the following form:
Lt := WS (t) :=
(
W1S 1(t), · · · ,W
d
S d(t)
)
, (1.3)
where Wt := (W1t , · · · ,Wdt ) is a d-dimensional standard Brownian motion on probability space
(Ω,F , P), and S (t) := (S 1(t), · · · , S d(t)) is an independent d-dimensional Le´vy process with
each component S j(t) being a strictly positive subordinator with Laplace transform given by
E(e−z·S t) = exp
{
−tϑ · z +
∫
Rd+
(e−z·u − 1)νS (du)
}
, (1.4)
where ϑ ∈ Rd+ and the Le´vy measure νS satisfies∫
Rd+
(1 ∧ |u|)νS (du) < ∞.
By easy calculations, one can see that the characteristic function of Lt is given by
Eeiz·Lt = exp
−t
∑
k
ϑk|zk|
2 + t
∫
Rd
(eiz·y − 1 − iz · y1|y|61)νL(dy)
 , (1.5)
where νL is the Le´vy measure given by
νL(Γ) =
∫
Rd+
(∫
Γ
(2π)−d/2
(u1 · · · ud) 12
e
−( y
2
1
2u1
+···+
y2d
2ud
)dy1 · · · dyd
)
νS (du1, · · · , dud). (1.6)
Here we use the convention that if ui = 0 for some i, then the inner integral is calculated with
respect to the degenerate Gaussian distribution. In particular, νL may not be absolutely contin-
uous with respect to the Lebesgue measure. However, obviously, νL is a symmetric measure.
Notice that for β > 0, ∫ ∞
0
u−1−βe−
|y|2
2u du =
(
|y|2
2
)−β
Γ(β),
where Γ is the usual Gamma function. If νS takes the following form:
νS (du1, · · · , dud) =
∫ ∞
0
u−1−
α
2 δu(du1) · · · δu(dud)du, α ∈ (0, 2),
then one sees that
νL(dy) = 2− d+α2 (2π)− d2Γ(d+α2 )|y|−d−αdy1 · · · dyd.
In this case, the generator of Lt is given by
L f (x) := lim
ε↓0
∫
|z|>ε
[ f (x + y) − f (x)]νL(dy) = c0(−∆) α2 f (x).
If νS takes the following form:
νS (du1, · · · , dud) =
d∑
i=1
δ0(du1) · · · δ0(dui−1)
(
1ui>0u
−1− αi2
i
)
duiδ0(dui+1) · · · δ0(dud), αi ∈ (0, 2),
then one sees that
νL(dy) =
d∑
i=1
2−
1+αi
2 (2π)− 12Γ(1+αi2 )δ0(dy1) · · · δ0(dyi−1)
(
|yi|−(1+αi)
)
dyiδ0(dyi+1) · · · δ0(dyd).
2
In this case, we have
L f (x) =
d∑
i=1
ci(−∂2i )
αi
2 f (x).
Recently, X. Zhang in [19] used the time change and a smoothing approximation to derive
a Bismut’s type formula for SDE (1.1) driven by subordinated Brownian motions (see also
[18] for the extension of multiplicative noises by using a different approximation). In [17],
F.-Y. Wang and J. Wang used the same idea together with the coupling argument to derive the
dimension-free Harnack inequalities for SDE (1.1). It should be emphasized that in these two
works Lt takes the same form:
Lt =
(
W1S (t), · · · ,W
d
S (t)
)
,
where S (t) is a one dimensional subordinator. In this case, Lt is isotropic and the Le´vy measure
of Lt is absolutely continuous with respect to the Lebesgue measure.
In this paper, we are interested in the anisotropic case of (1.3), i.e, each component may
not jump simultaneously. In this case, the Le´vy measure of Lt is singular. We shall use the
same arguments as in [19] and [17] to prove the Harnack inequalities. Since the Le´vy processes
we are considering may have different scales in different directions, the construction of the
coupling will become more difficult, and unfortunately, the price we have to pay is that the
Harnack inequalities obtained below will be dimension-dependent. Moreover, the time change
is unapplicable since we have different clocks in different coordinates. Thus, it is so different
from [17] that we shall use the Girsanov theorem for general continuous martingales rather than
the one for Brownian motions.
Before stating our main result, we shall introduce the following functions: For ρ ∈ U , define
Gρ(r) :=
∫ r
1
1
ρ(u)du, r > 0, (1.7)
and for T, r > 0,
Γρ(T, r) := r + Tρ ◦ G−1ρ (Gρ(r) + T ). (1.8)
By definitions, these two functions are well-defined, and if ρ(r) = C0r, then
Γρ(T, r) := (C0TeC0T + 1)r. (1.9)
Our main result is:
Theorem 1.1. Suppose (1.2). We have the following conclusions:
(i) For any T > 0 and strictly positive bounded measurable function f ,
PT log f (y) 6 log PT f (x) + 12Γ
2
ρ(dT, ‖x − y‖1)
∑
j
ES j(T )−1
 , x, y ∈ Rd. (1.10)
(ii) For any T > 0, p > 1 and bounded nonnegative measurable function f ,
(PT f (y))p 6 PT f p(x)
E exp
 pΓ
2
ρ(dT, ‖x − y‖1)
2(p − 1)2
∑
j
S j(T )−1


p−1
, x, y ∈ Rd. (1.11)
We shall prove this result in the next section. As a corollary, we have
Theorem 1.2. Assume that ‖b‖Lip := supx,y
‖b(x)−b(y)‖1
‖x−y‖1
< ∞. Then for any T > 0 and bounded
measurable function f ,
|∇PT f (x)|2 6 [PT f 2(x) − PT f (x)2](1 + ‖b‖LipdTe‖b‖LipdT )2d2T 2
∑
j
ES j(T )−1
 , (1.12)
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where
|∇PT f (x)| := lim
y→x
|PT f (x) − PT f (y)|
‖x − y‖1
.
Proof. It follows by (1.9) with ρ(r) = ‖b‖Lipr, (1.10) and [1, Proposition 2.3]. 
Remark 1.3. Assume that S j(t) is an α j/2-subordinator, where α j ∈ (0, 2). It is well known that
(see for example [4, Proof of Theorem 1.1]),
ES j(T )−1 6 C0T−
2
α j ,
and if α j ∈ (1, 2), then for all λ > 0 and T > 0,
EeλS j(T )
−1
6 1 +
exp
C1λ
α j
2(α j−1)
T
1
α j−1
 − 1

2(α j−1)
α j
6 exp
C2λT 2α j +
C2λ
α j
2(α j−1)
T
1
α j−1
 .
Applications of the above results are referred to [15].
2. Proof ofMain Theorem
We need the following nonlinear Gronwall’s inequality (cf. [21, Lemma 2.1]).
Lemma 2.1. (Bihari) Let f : [0,∞) → [0,∞) be a nonnegative measurable function. If for
some ρ ∈ U ,
f (t) 6 f (0) +
∫ t
0
ρ( f (s))ds, ∀t > 0, (2.1)
then
f (t) 6 G−1ρ
(
Gρ( f (0)) + t
)
, ∀t > 0, (2.2)
where Gρ is defined by (1.7). In particular, if f (0) = 0, then f (t) ≡ 0.
Proof. Set
h(t) := f (0) +
∫ t
0
ρ( f (s))ds.
Then f (t) 6 h(t), and by the non-decrease of ρ, we have
ρ( f (t)) 6 ρ(h(t)).
By the usual differential formula, we have
Gρ(h(t)) = Gρ( f (0)) +
∫ t
0
G′ρ(h(s))dh(s) = Gρ( f (0)) +
∫ t
0
ρ( f (s))
ρ(h(s)) ds 6 Gρ( f (0)) + t,
which in turn implies (2.2). If f (0) = 0, by Gρ(0) = −∞ and G−1ρ (−∞) = 0, we get f (t) ≡ 0. 
Let Sd be the space of all right continuous functions from [0,∞) → [0,∞)d and having left
hand limits, which satisfies that for each ℓ = (ℓ1, · · · , ℓd) ∈ Sd, s 7→ ℓ j(s) is increasing with
ℓ j(0) = 0. Let Xℓt (x) solve the following SDE:
dXℓt = b(Xℓt )dt + dWℓ(t), Xℓ0 = x. (2.3)
We first prove that
Theorem 2.2. Suppose (1.2). We have the following conclusions:
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(i) For any T > 0 and strictly positive bounded measurable function f ,
E log f (XℓT (y)) 6 logE f (XℓT (x)) +
1
2
Γ2ρ(dT, ‖x − y‖1)
∑
j
ℓ j(T )−1
 , x, y ∈ Rd. (2.4)
(ii) For any T > 0, p > 1 and bounded nonnegative measurable function f ,
(E f (XℓT (y)))p 6 E( f (XℓT (x)))p
exp
 pΓ
2
ρ(dT, ‖x − y‖1)
2(p − 1)2
∑
j
ℓ j(T )−1


p−1
, x, y ∈ Rd. (2.5)
2.1. ℓ being absolutely continuous and strictly increasing. Let ℓ = (ℓ1, · · · , ℓd) with ℓ j being
an absolutely continuous and strictly increasing function from [0,∞) to [0,∞) with ℓ j(0) = 0.
Fix T > 0 and x = (x1, · · · , xd), y = (y1, · · · , yd) ∈ Rd. Consider the following coupled SDE:
X jt = x j +
∫ t
0
b j(Xs)ds + W jℓ j(t), j = 1, · · · , d,
Y jt = y j +
∫ t
0
b j(Ys)ds + W jℓ j(t) + κT
∫ t∧τ j
0
X js − Y js
|X js − Y js |
dℓ j(s),
(2.6)
where τ j := inf{t > 0 : X jt = Y
j
t } and κT will be chosen below so that
XT = YT .
Below, we shall use the following filtration: for ℓ ∈ Sd,
F
ℓ
t := σ
{
W js : s 6 ℓ j(t), j = 1, · · · , d
}
.
Lemma 2.3. Under (1.2), there exists a unique pair of continuous (F ℓt )-adapted process (X, Y)
solving equation (2.6) such that for each j = 1, · · · , d,
X jt , Y
j
t , t < τ j and X
j
t = Y
j
t , t > τ j. (2.7)
Proof. Roughly speaking, condition (2.7) means that the components X jt and Y jt will go together
after they meet at time τ j. To construct the solution, we consider the following SDE:
X jt = x j +
∫ t
0
b j(Xs)ds + W jℓ j(t), j = 1, · · · , d,
Y˜ jt = y j +
∫ t
0
b j(Y˜s)ds + W jℓ j(t) + κT
∫ t
0
1
{X js,Y˜
j
s }
X js − Y˜
j
s
|X js − Y˜
j
s |
dℓ j(s).
Since 1{x j,y j}
x j−y j
|x j−y j |
, j = 1, · · · , d are locally Lipschitz on {(x, y) : x j , y j, ∀ j = 1, · · · , d}, this
equation can be uniquely solved up to the time τ˜1:
τ˜1 := inf
{
t > 0 : X jt = Y˜
j
t ,∃ j = 1, · · · , d
}
.
Below we use the convention:
X j∞(ω) = Y˜ j∞(ω) = ∞.
We define
N1(ω) :=
{
j ∈ {1, · · · , d} : X j
τ˜1(ω)(ω) = Y˜
j
τ˜1(ω)(ω)
}
and
Y jt (ω) :=
 Y˜
j
t (ω), t < τ˜1(ω), j ∈ {1, · · · , d};
X jt (ω), t > τ˜1(ω), j ∈ N1(ω).
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Next we consider the following SDE:
X jt = X
j
τ˜1
+
∫ t
τ˜1
b j(Xs)ds + W jℓ j(t) − W
j
ℓ j (˜τ1), j < N1(ω),
Y˜ jt = Y
j
τ˜1
+
∫ t
τ˜1
b j((Xis)i∈N1 , (Y˜ is)i<N1)ds + W jℓ j(t) − W
j
ℓ j (˜τ1)
+ κT
∫ t
τ˜1
1
{X js,Y˜
j
s }
X js − Y˜ js
|X js − Y˜ js |
dℓ j(s).
This equation can be uniquely solved up to the time
τ˜2 := inf
{
t > τ˜1 : X jt = Y˜
j
t ,∃ j < N1
}
.
We define
N2(ω) :=
{
j < N1(ω) : X jτ˜2(ω)(ω) = Y˜
j
τ˜2(ω)(ω)
}
and
Y jt (ω) :=
 Y˜
j
t (ω), t < τ˜2(ω), j < N1(ω);
X jt (ω), t > τ˜2(ω), j ∈ N2(ω).
Proceeding this construction at most d-times, we obtain a unique pair of (X, Y) solving equation
(2.6) and satisfying (2.7). Let Id be the set of all subsets of {1, · · · , d}. Then N1, N2, · · · can be
regarded as random variables in Id. Since Id has only finitely many elements and the above
construction has at most d-steps, if we restrict our consideration on [0, t], it is easy to see that
Yt is (F ℓt )-measurable. 
Now, set
Z jt := X
j
t − Y
j
t , j = 1, · · · , d.
By (2.6) we have
Z jt = Z
j
0 +
∫ t
0
(b j(Xs) − b j(Ys))ds − κT
∫ t∧τ j
0
Z js
|Z js |
dℓ j(s).
By the differential formula, we have
|Z jt | = |Z
j
0| +
∫ t
0
|Z js |−1Z js(b j(Xs) − b j(Ys))ds − κTℓ j(t ∧ τ j).
By (1.2), we obtain
‖Zt‖1 + κT
∑
j
ℓ j(t ∧ τ j) 6 ‖Z0‖1 + d
∫ t
0
ρ(‖Zs‖1)ds.
By Lemma 2.1, we obtain
‖Zt‖1 6 G−1ρ (Gρ(‖Z0‖1) + dt), t > 0,
where Gρ(r) is defined by (1.7) and
κT
d∑
j=1
ℓ j(t ∧ τ j) 6 ‖Z0‖1 + dtρ ◦ G−1ρ (Gρ(‖Z0‖1) + dt) = Γρ(dt, ‖Z0‖1). (2.8)
For any ε ∈ (0, 1), if we choose
κT :=
Γρ(dT, ‖x − y‖1)
ℓ1(εT ) ∧ · · · ∧ ℓd(εT ) , (2.9)
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then by (2.8), ∑
j
ℓ j(T ∧ τ j) 6 ℓ1(εT ) ∧ · · · ∧ ℓd(εT ). (2.10)
In particular,
ℓ j(T ∧ τ j) 6 ℓ j(εT ), ∀ j = 1, · · · , d,
which, by the strict increase of ℓ j and ε < 1, implies that
τ j 6 T, ∀ j = 1, · · · , d. (2.11)
Hence, by (2.7) one has
XT = YT . (2.12)
Now define
H js := κT 1{s<τ j}
X js − Y
j
s
|X js − Y js |
and
Mt := −
∑
j
∫ t
0
H jsdW
j
ℓ j(s).
Clearly, Mt is a continuous (F ℓt )-martingale with
〈M〉t =
∑
j
∫ t
0
(H js)2dℓ j(s) = κ2T
∑
j
ℓ j(t ∧ τ j). (2.13)
Notice that by (2.9), (2.10) and (2.11),
〈M〉∞ = κ2T
∑
j
ℓ j(τ j) = κ2T
∑
j
ℓ j(T ∧ τ j) 6
Γ2ρ(dT, ‖x − y‖1)
ℓ1(εT ) ∧ · · · ∧ ℓd(εT ) . (2.14)
Thus, if we let
R := exp
{
M∞ − 12〈M〉∞
}
,
then by Novikov’s criterion,
ER = 1.
Set
dQ := RdP, W˜ j
ℓ j(t) := W
j
ℓ j(t) +
∫ t
0
H jsdℓ j(s).
By Girsanov’s theorem (cf. [6]), W˜ℓ(t) := (W˜1ℓ1(t), · · · , W˜dℓd(t)) is a d-dimensional (F ℓt )-martingale
under Q and
〈W˜ iℓi, W˜
j
ℓ j〉
Q
t = 〈W iℓi ,W
j
ℓ j〉
P
t = 1i= jℓi(t).
For any η = (η1, · · · , ηd), in view of
〈η · W˜ℓ〉Qt =
∑
j
η2jℓ j(t),
we have
exp
iη · W˜ℓ(t) + 12
∑
j
η2jℓ j(t)
 is a complex (F ℓt )-martingale under Q.
Hence,
EQ
[
exp
{
iη · (W˜ℓ(t) − W˜ℓ(s))
}
|F ℓs
]
= exp
12
∑
j
η2j(ℓ j(t) − ℓ j(s))
 ,
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which implies that the law of W˜ℓ under Q is the same as that of Wℓ under P. Since
Y jt = y j +
∫ t
0
b j(Ys)ds + W˜ jℓ j(t), j = 1, · · · , d,
we also have
the law of Xt(y) under P is the same as that of Yt(y) under Q. (2.15)
Proof of Theorem 2.2: Below, we shall drop the superscript ℓ in Xℓ for simplicity of notations.
(i) Let µ be a probability measure on Rd. Notice the following fact that for any g1, g2 > 0
with µ(g1) = 1,
µ(g1g2) 6 log µ(eg2 ) + µ(g1 log g1),
where µ(·) denotes the expectation with respect to µ. By (2.15) and (2.12), we have
E log f (XT (y)) = E[R log f (YT (y))] = E[R log f (XT (x))]
6 logE f (XT (x)) + E[R log R]. (2.16)
By the definition of R, we have
E(R log R) = EQ
{
M∞ − 12〈M〉∞
}
=
∑
j
EQ
{
−
∫ ∞
0
H jsdW˜
j
ℓ j(s) +
1
2
∫ ∞
0
(H js)2dℓ j(s)
}
=
1
2
EQ〈M〉∞
(2.14)
6
Γ2ρ(dT, ‖x − y‖1)
2ℓ1(εT ) ∧ · · · ∧ ℓd(εT )
6
1
2
Γ2ρ(dT, ‖x − y‖1)
∑
j
ℓ j(εT )−1,
which, together with (2.16) and letting ε ↑ 1, gives (2.4).
(ii) For p > 1, let q := pp−1 . By (2.15), (2.12) again and Ho¨lder’s inequality, we have
(E f (XT (y)))p = (E(R f (XT (x))))p 6 (ERq)p−1 E( f (XT (x)))p. (2.17)
On the other hand, by the definition of R and Novikov’s criterion, we also have
ERq = E exp
{
qM∞ − q2〈M〉∞
}
= E exp
{
qM∞ − 12〈qM〉∞ +
q2−q
2 〈M〉∞
}
(2.14)
6 exp
 (q
2 − q)Γ2ρ(dT, ‖x − y‖1)
2ℓ1(εT ) ∧ · · · ∧ ℓd(εT )
 ,
which, together with (2.17) and letting ε ↑ 1, implies (2.5). 
2.2. General ℓ. For n ∈ N, we define
ℓnj (t) := n
∫ t+ 1
n
t
ℓ j(s)ds + t
n
.
Clearly, t 7→ ℓnj(t) is absolutely continuous and strictly increasing and
ℓnj(t) ↓ ℓ j(t), n → ∞. (2.18)
Let Xℓnt solve the following SDE:
Xℓnt = x +
∫ t
0
b(Xℓns )ds + Wℓn(t).
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Lemma 2.4. Assume that b is locally Lipschitz and linear growth, then for each t > 0, Xℓnt
converges to Xℓt in probability.
Proof. Since b is linear growth, it is easy to prove that for any T > 0,
sup
n∈N
E
(
sup
t∈[0,T ]
‖Xℓnt ‖1
)
< ∞. (2.19)
For R > 0, define
τnR := inf{t > 0 : ‖Xℓ
n
t ‖1 ∨ ‖Xℓt ‖1 > R}.
For any t < τnR, we have
‖Xℓnt − X
ℓ
t ‖1 6
∫ t
0
‖b(Xℓns ) − b(Xℓs)‖1ds + ‖Wℓn(t) − Wℓ(t)‖1
6 CR
∫ t
0
‖Xℓns − X
ℓ
s‖1ds + ‖Wℓn(t) − Wℓ(t)‖1,
which yields by Gronwall’s inequality that for t < τnR,
‖Xℓ
n
t − X
ℓ
t ‖1 6 ‖Wℓn(t) − Wℓ(t)‖1 + CRetCR
∫ t
0
‖Wℓn(s) − Wℓ(s)‖1ds.
Now, for any ε > 0, by Chebyshev’s inequality we have
P(‖Xℓnt − Xℓt ‖1 > ε) 6 P(t > τnR) + P(‖Xℓ
n
t − X
ℓ
t ‖1 > ε; t < τ
n
R)
6 P
{
sup
s∈[0,t]
‖Xℓ
n
s ‖1 ∨ ‖X
ℓ
s‖1 > R
}
+ P
(
‖Wℓn(t) − Wℓ(t)‖1 > ε2
)
+ P
{
CRetCR
∫ t
0
‖Wℓn(s) − Wℓ(s)‖1ds >
ε
2
}
6
1
R
E
(
sup
s∈[0,t]
‖Xℓns ‖1 ∨ ‖X
ℓ
s‖1
)
+
2
ε
E
(
‖Wℓn(t) − Wℓ(t)‖1
)
+
2
ε
E
(
CRetCR
∫ t
0
‖Wℓn(s) − Wℓ(s)‖1ds
)
.
First letting n → ∞ and then R → ∞, by (2.18) and (2.19), we obtain the desired convergence.

Let ρ be a nonnegative C∞-function on Rd with support in the unit ball and∫
Rd
ρ(x)dx = 1.
For ε ∈ (0, 1), write
ρε(x) := ε−dρ(x/ε)
and
bε(x) :=
∫
Rd
b(z)ρε(x − z)dz =
∫
Rd
b(x − z)ρε(z)dz.
It is easy to see that for each x ∈ Rd,
lim
ε↓0
bε(x) = b(x), (2.20)
and by (1.2),
(x j − y j)(b jε(x) − b jε(y)) 6 |x j − y j|ρ(‖x − y‖1). (2.21)
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Let Xεt solve the following equation:
Xεt = x0 +
∫ t
0
bε(Xεs )ds + Wℓ(t). (2.22)
Lemma 2.5. For each ω ∈ Ω and t > 0, we have
lim
ε↓0
|Xεt (ω) − Xℓt (ω)| = 0.
Proof. Since bε is uniformly linear growth with respect to ε, it is easy to prove that for each ω
and T > 0,
sup
ε∈(0,1)
sup
t∈[0,T ]
‖Xεt (ω)‖1 < ∞. (2.23)
Denote
Zε, jt := X
ε, j
t − X
ℓ, j
t , j = 1, · · · , d,
then
Zε, jt =
∫ t
0
(b jε(Xεs ) − b j(Xℓs))ds.
By the differential formula and (2.21), we obtain
|Zε, jt | =
∫ t
0
|Zε, js |
−1Zε, js (b jε(Xεs ) − b j(Xℓs))ds
6
∫ t
0
ρ(‖Zεs ‖1)ds +
∫ t
0
|b jε(Xℓs) − b j(Xℓs)|ds.
Thus,
‖Zεt ‖1 6 d
∫ t
0
ρ(‖Zεs ‖1)ds +
∫ t
0
‖bε(Xℓs) − b(Xℓs)‖1ds.
Taking limits for both sides and by Fatou’s lemma and (2.23), (2.20), we arrive at
lim
ε↓0
‖Zεt ‖1 6 d
∫ t
0
ρ(lim
δ↓0
‖Zεs ‖1)ds,
which yields the desired result by Lemma 2.1. 
Proof of Theorem 2.2: Since we have proven in the previous section that
E log f (XℓnT (y)) 6 logE f (Xℓ
n
T (x)) +
1
2
Γ2ρ(dT, ‖x − y‖1)
∑
j
ℓnj (T )−1
 ,
and
|E f (XℓnT (y))|p 6 E| f (Xℓ
n
T (x))|p
exp
 pΓ
2
ρ(dT, ‖x − y‖1)
2(p − 1)2
∑
j
ℓnj(T )−1


p−1
,
by Lemma 2.4 and taking limit n → ∞, we obtain the desired estimates for the general ℓ when
b is locally Lipschitz and linear growth. Now that bε(x) is locally Lipschitz and linear growth,
the claimed inequalities hold for SDE (2.22). Hence, by Lemma 2.5 and letting ε ↓ 0, we get
the desired estimates for the general ℓ when b satisfies (1.2). 
10
Proof of Theorem 1.1: Let Xt(x) be the solution of SDE (1.1). Clearly, we have
PT f (x) = E f (XT (x)) = E(E f (Xℓt (x))|ℓ=S ).
Basing on this, (1.10) follows by (2.4) and Jensen’s inequality, and (1.11) follows by (2.5) and
Ho¨lder’s inequality. 
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