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In this paper, the blorthogonal system corresponding to the system 
( e m-’ sin nx ) ,:= , IS represented in an appropriate form so that it is possible to 
obtain sufficiently good estimates of its norm. Then, by the stability of a 
completeness property we prove that the system of functions [e -“n’sin d,.r )l=, is 
complete. ( 1990 Academsc Press, Inc 
1. INTRODUCTION 
A. G. Kostyuchenko stated a completeness problem for the system of 
functions [e PZ1n’sin&xj,“=, in the space Lp(O, n) when J”, = n + 0( l/n). 
In this paper, as a consequence of the main result (Theorem 2) we obtain 
the more general result that the system described above is complete 
(possibly with finite deficiency) if A, = n + 0( l/n”) (for some E > 0). 
In the case A,, = n, the completeness of the system (e “” sin nx) c= i was 
considered in [4, 5, 93. In fact, this system represents “one-half’ of the 
system of eigenfunctions for the quadratic pencil 
,)a” - 2cr1”$ + (1 + LX’) i’y = 0 
y(0) = y(n) = 0. 
A short history of this system is given in [S]. In [6] Yu. I. Lubarskij 
proved that the system of functions {e-lrn\- sin lnx};C, is complete in 
LP(O, rr) (possibly with finite deficiency) if the sequence /2,, is the sequence 
of zeros of a class of entire functions (sine type) which lies in half plane 
Re A > a (a = const). 
In this paper we suggest a method that is different in principle. In fact, 
we determine a sufficient condition for completeness (possibly with finite 
deficiency) directly in terms of sequence &, (Theorems 2 and 3). 
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2. THE CONSTRUCTION OF THE SYSTEM BIORTH~GONAL TO THE 
SYSTEM {e-‘“-’ sin IZX};=, AND ITS NORM ESTIMATE 
Before we give proofs of the main results we prove some auxiliary 
statements. First, let us consider the case c1> 0. If 
D= {(x, y):Odx<n, ya -ax} 
L1= ((x, y):x=O, y>O} 
Lo= {(x, y):O<x<q y= -ax> (aD=L,uL,uL,) 
L*= {(x, y):x=7c, yB -m} 
it can easily be shown that the function 
u,(x, y) = eny sin nx 
is a solution of the Dirichlet problem 
Au,=0 
un ISD = u:, 
where 
{ 
0, (4 Y)EJ% 
d= cunx sin nx, (x3 Y)ELo 
0, (x3 Y)EL*. 
Suppose that f is an arbitrary continuous function on the interval [0, rr] 
such that f (0) = f (rr) = 0. We define function U, by 
so that we can consider the following Dirichlet problem for region D: 
Au=0 
ulm= UiJ. 
(1) 
The function U, is continuous and the solution of the Dirichlet problem 
(1) is unique. Denote the solution by u( ., -). Then the equation 
Mf )(x) = 4x7 0) (2) 
dehnes a linear operator. 
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It is clear that the function f(x) =e- LXnX sin IZX satisfies the conditions 
f(O) =f(rr) = 0 and the solution of the corresponding Dirichlet problem is 
the function U(X, y) = eny sin nx. The uniqueness theorem for a solution of 
a Dirichlet problem and Eq. (2) imply 
A(eC”“” sin nx) = sin nx. (3) 
Now we determine the kernel of the operator A. Let 
s 
z 
q(z) = (1 - ai) sin 7ca1 ta’-‘(1 -t)a2-1 dt, (4) 
0 
where 
1 1 
a,=-+-arctga 
2 7c 
1 1 
(a > 0). 
a,=j-;arctga 
The function cp is a conformal map of the upper half plane onto the region 
D. The function cp also satisfies 
do) = 0, cp(l)=n--iap cp(~)=~ 
cptco, ll)=Lo, cp((-c%Ol)=L, cptc1, +m))=b. 
This implies that the function ‘p-l maps D onto the upper half plane 
and cp-‘(tl) = (-co, 01, cp-‘(Lo) = [0, 11, cp-‘(L,) = [l, + co) and the 
function 
&) = VI’(Z) - i 
cp ‘(z)+i 
maps the region D onto the unit disk. 
Then (see [ 11) the solution of the Dirichlet problem (1) is given by 
40 +&I h’(5) d5 
.- 
h(5) -&I 45) ’ 
z = x + iy. (5) 
From (5) and the definition of the function U, we get 
h(t-iat)+h(x) h’(t-iat) 
h(t - iat) -h(x) . h(t - iat) 
.(l-ai)dt . 
> 
(6) 
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The formulas (3) and (6) imply 
s I[ (’ “’ sin rtt . K(x, t ) dt = sin KY, 0 (7) 
where 
K(x, t) = Re 
i 
1 -ctih’(t-i%t) h(t-iar)+h(x) 
- 
2ni h(t-iat) ‘h(t-icrr)--h(x) 
Now we prove the following lemma: 
LEMMA 1. s;d-~si t2 IK(t,.u)l’dt-~:~. 
Proof: By using the properties of the functions cp and cp- ’ we easily get 
the following estimate: 
2Jiz 1 
IK(t, ,x)l 6 
71 Ih(x - iax) - h(t)1 
So in order to prove the lemma it suffices to prove that 
s I “dx 7[ t2 dt 0 o Ih(.u-iax)-h(t)12iC0, 
that is, 
I[ 
I I 
li 
t2 dt 
dx 
0 0 (h(s-icll)-h(t)12<G0. 
Since the function cp -‘(. ) + i is continuous on [0, rc] we have 
2 
Ih(.u-icxx)-h(t)/ a---- 
M,/z 
Icp-‘(x-iax)-q-‘@)I 
so that 
,X 
! 
d-x M2 n dx 
0 Ih(X-iccX)-h(I)12T j 0 Icp-‘(x-iax)-cp-‘(t)12’ (8) 
By the substitution x( 1 - cci) = q(s) in the integral on the right-hand side of 
the inequality (8) and by using the equality 
s ‘,II-1(1-s)“‘-‘ds=2Re A 0 Is-q-‘(t)12 ( -. 2ni .(-LJ’), 1 - a 1 _ p=l 
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where A= l/(a-a) and a=cp-l(t), we obtain 
Hence we can get the estimate 
dx 
Ih(x-iax)-h(t)1 
,dM s 
n t’lq-‘(t)l”‘-‘dt 
- . 
0 Il-cP~I(t)l”‘.I(P~l(t)--(P-l(t)l 
(9) 
The formula (4) implies 
1/x1 
(l+dl)) as t-+0+ (10) 
(where M, = (1 -ai) sin rx~r/~,). 
The function in the integral on the right-hand side (9).has only the point 
t = 0 as a singularity. We can directly check (by using (10)) that this 
function in the neighborhood of t = 0 behaves like C. t3 ~ ?‘I (C = const). 
Therefore the right-hand side integral in (9) is convergent if 4 - 2/a r > 0, 
that is, a1 > l/2. The latter is true because GIN = 4 + (l/n) arc tg CI and c( > 0. 
Thus the proof of Lemma 1 is completed. 
Put 
L’=‘jkj’ t2 ]I(( t, x)1 2 dr. 
710 0 
LEMMA 2. The system biorthogonal to the system of functions 
{dx)>F=, (44x) = eeoln-’ sin nx) in the space L2(0, 7~) is the system 
(tin>:= 1 defined h 
tin(x) = i 1: K(t, x) sin nt dt. (11) 
ProoJ The Schwartz inequality and Lemma 1 imply that the functions 
$,, belong to the space L2(0, rc). From. (7) by using Fubini’s theorem, we 
get (cp,, $,I = 6,,. 
LEMMA 3. We haue /111/,,11 <L,/% (n = 1, 2, 3, . ..). 
Proof: The definition (11) implies 
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and hence l\$nll d LA. 
LEMMA 4 [ 23. Let { ek } T= 1 be a complete sequence in a Banach space E, 
llekII = 1, k= 1, 2, 3, . . . . Then there is a sequence { Ck } p’ I ( Ck > 0, 
k = 1,2, 3, . ..). which depends on (ek}F=, with the following property: for 
every E >O and XE E, IIx(I = 1, there is a finite linear combination 
.%=ckN= 1 Glkek (NzN(& x)) such that /Ix- x,11 <E and 1~~1~ Ck for 
k = 1, 2, . . . . N. 
Using Lemma 4 Gurarij and Meletidi [2] proved the following theorem: 
THEOREM 1. Let {ek}p= 1 be a complete, normalized sequence in a 
Banach space E. If {~~)km, 1 is a sequence of positive numbers such that 
c,“=, Cksk < 1 (sequence Ck is given by Lemma 4) then every sequence 
{ fk}Fz, in the Banach space E which satisfies )I fk - ekll < Ek, k = 1, 2, 3, . . . . 
is complete in E. 
3. MAIN RESULT 
THEOREM 2. Suppose that CI > 0 and let A = {A,,}~=, be a sequence of 
positive numbers such that 
o; Ji iA,-nl 2c(& 
R:, (min(l,,n))3i2<L(l +cI)’ 
(12) 
Then the system of functions (e-*inx sin A,x},“_, is complete in L*(O, 7~). 
Proof For every function f E L2(0, n) we can assign series 
nlfl (f, tin) cp,(x).exp(-tnY) (t>O). 
It is known that the series converges in L*(O, 7~) to the function F(x, t) for 
every y > 1 and moreover (see [3,7]) 
lim II4 ., t) -fllL~cO,nl =a (13) r-o+ 
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Suppose that f E L2(0, n), \lfll = 1 and let E > 0 be fixed. From (13) follows 
llF( ., t) -fll <s/2 for 0 < 2 <S. So 
114.7 V) -fll < 42. (14) 
As the series C,“= 1 (f, $,) q,Jx) exp( - (6/2)nY) converges to 4x, 6/2) 
there exists an N such that 
Using (14) and (15) we get 
(15) 
(16) 
It is well known that the system of functions (q,J\l(~~ll }r= r is complete in 
L2(0, rr) [4,5,8,9]. This means that for coefficients C, (mentioned in 
Lemma 4) of the sequence (rp,/IIq,II }T= r we can choose any majorant of 
the expression (f, I,G,,) I((~~11 exp( - (6/2)nY). (This is a consequence of (16)). 
Since llfll = 1 we see from Lemma 3 that we can choose 
C”=&hll~,ll. (17) 
Now, in order to prove the theorem it suffices to apply Theorem 1 to the 
systems 
epaAnx sin Iz,x w  
II (PAI n=l 
Thus we need to estimate the norm of the difference of the corresponding 
functions in these systems. This can be done by applying Lagrange’s 
theorem to the function g(n) = eealX sin ilx on the interval [n, ,I,,] or 
[A,, n]. So we get 
II eCa’nx sin I,x 1 II(Pnll 2cr&(min{l,, PI})“~ (18) 
Then, by (12), (17), and (18) we have 
4W15012-16 
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which according to Theorem 1 implies that the system 
is complete in L*(O, rc). 
(B) Let us now consider the case c1< 0. 
Put p = -a. 
It can directly be shown that the system of functions 8,(x) = 
( -l)me -Bmn$,,Jrr - x) is biorthogonal to the system {efinx sin nx}z:, in 
L2(0, rr) (/I > 0). By using the same method as above we can get 
(lO,I/ d LfiePP”” 
and for the sequence C,, which is mentioned in Lemma 4, we similarly get 
the estimate 
IC,( < L&ePBnn (IeP”“sin ~xI/~z~~,~). (19) 
Let sequence A = {A,}:= l(&>O) be given, and put Si = 
j; X2e28*max{n.G dx. 
THEOREM 3. If C,“=, LeC”““&(a+ 1)6,1A,-n] IlePn-~sinnxllL~~O,n,< 1 
then the system { eBinr sin 1,x},“_, is complete in L’(O, n). 
Proof Follows directly from Theorem 1, Lagranges theorem, and the 
estimate (19). 
Remark 1. Theorems 2 and 3 can be extended for complex valued i,,. 
We should just use the mean value theorem. 
Remark 2. Theorems 2 and 3 hold not only for the space L*(O, rc) but 
also for spaces Lp(O, rc) for p E [ 1,2] (because for functions belonging to 
these spaces we have (13)). 
COROLLARY. From Remarks 1 and 2 and Theorem 2 it follows that the 
system {e ~ Ei4 sin &x}~=, is complete in LP(O, 7~) (1 d p < 2, a > 0), 
possibly with finite deficiency, if A,, = n + O( l/n”) (E > 0). The problem of 
G. Kostyuchenko (for E = 1) has a positive answer. 
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