セキフゴウ ノ クリカエシ フクゴウ ト ソノ 2ジゲン バーコード ヘノ テキヨウ by 兼田 一幸 et al.
*    原稿受付 平成 24 年 10 月 30 日 
**   佐世保工業高等専門学校 電子制御工学科 
***  佐世保工業高等専門学校 専攻科 
積符号の繰り返し復号とその 2 次元バーコードへの適用＊ 
 
兼田一幸＊＊ 濱崎亮＊＊＊  
 
Iterative decoding of product code and its application to two-dimensional bar-code 
 
Kazuyuki KANEDA and Ryo HAMASAKI   
 
 
１．はじめに 
 2 次元バーコードは少量のディジタルデータを記
憶でき，印字するだけで簡単に利用できる便利さか
ら，現在多くの印刷物に用いられている。このバー
コードでディジタルデータの読み取りが正しく行わ
れるのは，画像処理技術を用いて回転と傾きの補正
を行い，誤り訂正技術を用いて読み取りの誤り訂正
を行うためである。しなしながら，印刷の品質や印
刷物の材質が悪い場合や，バーコード面に差し込む
入射光の状況や，読み取り装置の焦点精度等によっ
てはバーコード内の入力情報を正しく読めない場合
も生じている。 
ところで，近年，繰り返して復号を行うことで，
小さな誤り率を実現できる繰り返し復号法が注目を
集めている。この復号法は，得られた受信信号から
通信路の信頼度を符号化の情報を利用して計算し，
その信頼度を復号時に更新し，繰り返しによってそ
の信頼度を高め最終的に符号の判定を行うもので，
誤り特性の大幅な改善を図ることができる。本研究
ではこの繰り返し符号を取り上げ，この符号を 2 次
元バーコードに適用し，その特性の改善可能性を検
討する。 
本研究では，繰り返し符号として，符号を幾つか
重ねて符号を構成する積符号を用いる。この積符号
は横方向と縦方向毎に符号化を行うことができ，比
較的柔軟に符号化率を設定することができる。また，
この積符号はデータを縦横方向に配置することがで
きるため，バーコードのディジタルデータ部分に対
応させやすいと考えられる。本論文では，この積符
号符号として，パリティ検査符号と差集合巡回符号
を取り上げ，その符号化率を変え 2 次元バーコード
に適用し，誤り特性改善の可能性を検討する。 
本論文は，まず，2 節で 2 次元バーコードの説明
を行う。3 節では積符号の構成方法を説明する。4
節では繰り返し復号の方法を説明し，5 節ではその
積符号の 2次元バーコードへの適用方法と結果を述
べる。6 節でまとめる。 
 
２．2次元バーコードの構成 1) 
代表的な 2 次元バーコードに QR コードがある。
図１にその QR コードの例を示す。この QR コード
は図１に示されるように，右上，左上，左下に配置
される特徴的なある黒画素領域（この図では３×３）
を持つ。この正方黒画素の部分を位置検出パターン
と呼ぶ。この三つの位置検出パターンを検出するこ
とで，シンボルの向きとシンボルの位置を正しく認
識することができる。また，その位置検出パターン
を分離するためにその位置検出パターンを囲むよう
に白画素で分離パターンを配置している。また，7
行と 7 列目には白画素と黒画素を一つずつ交互に一
列に配置したタイミングパターンを配置する。この
タイミングパターンはその行と列の初めと終わりが
黒画素となっており，このパターンを用いてシンボ
ル内の画素の座標を得ている。また，全体の上下左
右の周りには，白画素を最低 4 画素分設置しており，
この白画素を用いて 2次元バーコードを背景画像と
区別している。 
図１の黄色の画素部分はデータ部と呼ばれてお
り，データを 2 値化したときの白黒画素が配置され
る。また，赤の画素部分は誤り訂正のための画素の
領域で誤り訂正符号部と呼ばれる。このデータ部と
誤り訂正符号部に注目し，ここに積符号を適用する。 
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図１  2 次元バーコードの例 
 
３．積符号の構成方法 
図２に積符号のデータ構成のイメージを示す。
k1*k2 の領域には情報ビットが配置される。その情
報ビットの横方向には，長さ k1の情報ビットを元に
作成された検査記号を付加し，長さ n1の誤り訂正符
号を構成する。同様に，縦方向に対しても，長さ k2
の情報ビットを元に検査記号を作成して付加し，長
さ n２の符号を作成する。それを図のように横方向と
縦方向の全体に配置して積符号を構成する。この積
符号を復号する場合は，符号化と同様に，まず，横
行方向に対して復号を行い，次に，その復号結果に
対して縦方向に復号を行う。 
積符号の構成方法として 3 つの符号化構成を検討
した。１つ目は図２の構成を用い，行方向と列方向
共に単一パリティ検査符号を用いるもので，従来型
のものである。2 つ目は従来提案されている差集合
差巡回符号を行方向と列方向共に適用したものであ
る。3 つ目はそれらを新たに組み合わせ，行方向に
は差集合巡回符号を，列方向には単一パリティ検査
符号を組み合わせたものである。図３左にその差集
合巡回符号の積符号の構成例を示す。但し，ここで
は，検査ビットの検査ビットを用いない構成を採用
している。また，図 3 右には，差集合巡回符号とパ
リティビットの積符号の構成例を示す。 
３．１ パリティ検査符号と差集合巡回符号 
次に，パリティ検査符号と差集合巡回符号の作成方
法を説明する。パリティ検査符号は，情報ビット{u0, 
u1, ～, uN }の各ビットの排他的論理和が偶数（又は
奇数）になるように，その情報ビットの後にパリテ
ィビット p を付加したものである。 
また，本研究では，誤り訂正符号として，(21,11)
差集合巡回符号 2)も用いる。この符号は送信ビット 
 
図２  積符号の構成方法 
図３  積符号の構成例 
 
長 N が 21 で，情報ビット数 k が 11 で，生成多項
式が次式で与えられる 2)。 
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情報ビット{u0, u1, ～, u10}の情報多項式は次式で表
現される。 
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このとき，誤り訂正ビット{r0,  r 1, ～,  r 9}は，こ
の多項式 U(x)に xn-k を掛け，式(1)の生成多項式で
割った余りを求め，それをビット系列で表現して求
める。また，送信ビット{X0, X 1, ～, X 20}は，その余
りに U(x) xn-kを加え，その多項式をビット系列で表
現して求める。また，この差集合巡回符号は次式の
5 個のパリティ検査和を作成することができる 2)，3)。 
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この式では 20 番目のビット X 20が 5 つの検査和に
含まれており，このビットに対して直交している。
また，巡回置換すれば，着目している X 20以外のビ
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20
ットに対しても同様に 5個のパリティ検査和を作成
することができる。 
 
４．積符号の繰り返し復号 
次に積符号の繰り返し復号 4)について説明する。
積符号の繰り返し復号のモデルを図４に示す。積符
号の繰り返し復号では，付加した誤り訂正符号の情
報を基に着目ビットの信頼度を計算し，その信頼度
を行方向，列方向に復号を行いながら更新すること
で特性改善を行う。 
次に，誤り訂正符号として，パリティビットを付
加した場合の繰り返し復号の信頼度計算の方法を説
明する。繰り返し復号では，任意の i 行 j 列にある
着目ビット Xijの信頼値を信号系列 R から求め，そ
れを更新することで特性の改善を行う。着目ビット
Xij の信頼値を事後値 J(Xij)と呼び，確率の比の対数
を取って，次式で表す。 
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この値 J(Xij)が正になれば着目ビット Xijが 0 になる
信頼度が高いので，着目信号を０と判断する。一方，
この値が負になれば着目ビット Xij が 1 になる信頼
度が高いので，着目ビットを１と判断する。この着
目ビット Xijの事後値は条件確率の定義を用いて，次
式となる。
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ここで，着目ビット Xijとパリティビット pｉの関係
を検討する。着目ビット Xijは，その着目ビットの行
にある Xij以外の情報系列 jiX と，パリティ検査ビット
pｉの排他的論理和を求め，次式で表現できる。 
Xij = (
j
iX ) ip           (6) 
但し，⊕は排他的論理和を示しており，(⊕ jiX )は Xij
以外の情報系列 jiX の排他的論理和を示している。偶
数パリティによる拘束から，次式の関係が成り立つ。 
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この関係式を用い，受信信号系列 R を着目受信信号
Rijとその受信信号Rij以外の情報系列 jiR に分けると，
(5)式は次式として表現することができる。 
 
図４  積符号の繰り返し復号の構成 
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この式を条件付き確率を用いて変形すると，事後値
J(Xij)は次式となる。
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この式の第一項は信号 Xijを送った時に受信信号 Rij
が得られる確率から求めることができ，この値を通
信路値 C(Xij)と呼ぶ。第二項は着目した受信ビット
Xij の対数確率比を示しており，事前値 Be(Xij)と呼
ぶ。第三項は符号化の拘束から得られた値で，着目
した信号以外の成分から得られた信頼度を示し，外
部値G(Xij)と呼ぶ。これらの3つの信頼度を求めて，
式（9）を用いて着目ビットの判定を行う。 
４．１ 通信路値の計算 
本研究では，画素に付加する雑音としてガウス雑
音を採用する。０，１の着目ビット Xij を画素 ijA ∈
｛0，1｝に対応させ，その画素に対してガウス雑音
を加える。この時，Xij を送って着目信号が Rij とな
る条件付き確率は次式となる。但し， 2 をガウス雑
音の分散とする。 
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この式を用いて，通信路値C( ijX )は次式となる。 
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４．２ 事前値の計算 
事前値 Be( ijX )は受信ビット Xijの信頼度を示す。
C(Xij) C(Xij) 
 G(Xij)  
 
G(Xij) 
Be = 0 （繰り返し回数：０）
 行方向
復号
 列方向
復号 
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この信頼度を増加できれば，０，１の最終判定がよ
り正しくできる。繰り返し復号では，前段の復号器
から得られた信頼度をこの事前値として用い，それ
を更新していく。通信路値以外の前段の信頼度は外
部値に相当するので，前段の復号器の外部値を事前
値として用いる。事前値Be(Xij)は次式とする。 
)()( ijij XGXBe       (12) 
４．３ 外部値の計算 
次に式(9)の第３項の外部値について検討する。
その第３項で 0)(  iji pX の関係が成り立つの
は， ),( i
j
i pX の各ビットが(0,0)，もしくは，(1,1)
のときである。同様に， 1)(  iji pX が成立する
のは， ),( i
j
i pX の各ビットがそれぞれ(1,0)，もし
くは，(0,1)のときである。このことから第３項は次
式に変形できる。 
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分母，分子をそれぞれ }|0,0){( jii
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割ると，上式は次式となる。 
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この式の各要素は事後値 )( ijXJ  の表現を用いて表
すことができ，次式となる。 
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ここで，式(15)を高速計算のために近似を行って，
外部値は次式として表現することができる 4)。 
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この式は，注目ビット jiX を除いたパリティ検査和
を満足する事後値 J’(Xij)の中で，絶対値最小で，符
号の積を持つ値を外部値 G(Xij)にすることを示して
いる。 
４．４ 差集合巡回符号の事後値の計算方法 
(21，11)差集合巡回符号も，このパリティ検査符
号の場合と同様にパリティ検査和を用いて事後値の
計算が可能である。但し，着目ビットに対するパリ
ティ検査和は，式（3）のように，５つの式で表さ
れるので，外部値も 5 つの式で計算される。着目ビ
ットを i 行 20 列目とすると，外部値は以下の５つの
式で求められる。 
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(17) 
本研究では，この５つの外部値の和を着目ビットの
外部値 G(Xi20)とする。次式となる。 
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他のビットに対して外部値を求める場合には，式
(17)の各要素を 1 ビットシフトさせ，同様の処理を
行う。この際，シフト動作には mod(21)の演算を用
いる。 
４．５ 積符号の繰り返し復号の基本性能 5) 
次に，これらの積符号の繰り返し復号の基本的な
性能をシミュレーションで確認する。但し，このシ
ミュレーションでは送信符号の０を＋A ，１を－A
に写像して特性評価を行う。図５に単一パリティ符
号を用いた積符号の誤り率特性を示している。単一
パリティ符号は情報ビット長を自由に設定できるが，
ここではバーコードに適用することを想定し比較的
小さいサイズの横 13，縦 16 ビットとして誤り特性
の評価を行った。また，図６は(21，11）差集合巡回
符号を用いた積符号のシミュレーション結果を示し
ており，図７はその差集合巡回符号と情報ビット長 9
の単一パリティ符号とを組み合わせた特性結果を示
している。これらの図より，どれも繰り返し復号を
行うことで特性が改善されていることが分かる。ま
た，その繰り返し復号の改善効果は，検査ビットの
多い差集合巡回符号の積符号が一番大きく，次に単
一パリティ符号と差集合巡回符号の組み合わせ，次
に単一パリティ符号の積符号の順になっていること
が分かる。 
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図５  単一パリティ積符号の繰り返し特性（横 13，
縦 16 ビット） 
 
図６  (21,11)差集合巡回積符号の繰り返し特性 
 
図７  (21,11)差集合巡回符号と単一パリティ符
号の積符号の繰り返し特性 
５．積符号の2次元バーコードへの適用 5) 
次に，この積符号を 2 次元バーコードに適用する。
2 次元バーコードは情報ビットと誤り訂正用のビッ
トの場所が決まっているので，それらの場所にデー
タと誤り訂正用のデータを配置する必要がある。そ
こで，1 番小さな 2 次元バーコードを取り上げ，積
符号のデータと誤り訂正用のビットを工夫して配置
した。図８はその単一パリティ積符号の配置例を示
す。図９には符号化率を向上するために，積符号を
３つ配置した例を示す。配置スペースとデータのサ
イズの関係によって配置スペースが余る場合がある
が，その場合は機能パターンの一部として，データ
も誤り訂正ビットもない画素として配置した。また，
同様の方法を用いて，差集合巡回符号の積符号と，
差集合巡回符号にパリティ検査符号を組み合わせた
積符号についてもデータ配置を行った。 
単一パリティ積符号では，データサイズを１４×
１３，８×８，５×５，３×３ビットと変えて，繰
り返し復号のシミュレーションを行った。その結果，
全体データに対する誤り訂正能力の割合は，各々の
サイズに対して 2.55[％]，3.8[％]，5.47[％]，8.23[％]
となり，従来のＱＲコードの７[％]と比べて，３×３
のサイズのものは大きくすることができた。しかし，
誤り訂正に必要な検査ビットが各々のサイズに対し
て 30，51，72，115 ビットとなり，従来のＱＲコー
ドの 56 ビットと比べて大きくなった。ＱＲコードよ
り誤り訂正能力の大きな 3×3 のサイズで，比較する
と約 2 倍の検査ビットが必要になった。 
次に，差集合巡回符号を組み合わせた積符号を用
いて，同様に特性評価を行った。その結果，全体デ
ータに対する誤り訂正能力の割合は 12.3[％]で大幅
に大きくすることができた。しかし，それに必要な
誤り訂正ビットは 200 であり，従来のＱＲ符号の 4
倍程度必要となった。 
次に，差集合巡回符号とパリティ検査符号を組み
合わせた積符号を用いて特性評価を行った。この積
符号では，符号化サイズを 21×9，及び 21×5 とし
た。シミュレーションの結果，全体データに対する
誤り訂正能力の割合は各々8.44[％]，9.7[％]となり，
ＱＲコードよりも大きくすることができた。しかし，
必要となる冗長ビットの総数はそれぞれ 101，122
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ビットとなり，ＱＲコードに比べて倍程度になった。 
 
図８  パリティ検査符号のバーコードへの配置 
 
図９ 3つのパリティ積符号の配置例 
 
８．まとめ 
本研究では，2 次元バーコードを取り上げ，その
符号に積符号を適用し，繰り返し復号を行って誤り
訂正能力の改善を試みた。従来のパリティ検査符号
を用いた積符号のみでなく，差集合巡回符号を用い
た積符号と，差集合巡回符号とパリティ検査符号と
を組み合わせた積符号を作成し，これらを用いて繰
り返し復号を実現した。また，バーコードのデータ
配置を考慮して，これらの符号を 2 次元バーコード
に割り当て，その誤り特性を評価した。その結果，
代表的な2次元バーコードのQRコードと比較して，
誤り訂正能力の大きな符号をバーコードに入れ込む
ことができた。しかしながら，誤り訂正のための冗
長ビットも多く必要になった。今回適用した符号で
は，より強力な符号化が必要な用途によっては有効
になるものと考える。 
ＱＲコードは多元リードソロモン符号を用いて誤
り訂正を行っており，今回の 2 元符号を多元に拡張
すれば特性が向上するものと考えられるが，これは
今後の課題である。 
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