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AUTOMATIC FAILURE TRIAGE AND RECOVERY USING UNSUPERVISED 
LEARNING 
 




Techniques are provided to improve pipeline automation and reduce mundane 
operational tasks by automating the triage and remediation of any pipeline failures. This 
increases the efficiency of operations engineers and allows them to spend their time 
performing more useful activities. Unsupervised learning means that over time the 
effectiveness of the solution improves, and the nature of the solution enables it to scale 
better than a human would at the same task. 
 
DETAILED DESCRIPTION 
Operations engineers support build and deploy pipelines for cloud services. When 
there is a failure at any point in the pipeline they must identify the failure location, and then 
analyze log files in order to classify the failure. Once classified, they must determine the 
appropriate actions to take to remedy the situation, if any are needed. This is a well-defined 
process with a discrete number of steps, meaning it is well suited to automation. Moreover, 
automation significantly reduces the engineering effort required to support a given service. 
Accordingly, a method is provided to auto-triage and remediate failures in a system 
through the application of unsupervised learning of textual log file matching. In one 
example, this method include three parts: (1) data retrieval of potential matches from a data 
store; (2) match classification through processing the log file; and (3) remedial action 
determination and execution. 
As shown in Figures 1 and 2 below, a log for classification is provided. The log 
may be used in attempts to match it to logs retrieved from a data store. Examples of a data 
store may be a bug reporting system (e.g., JiraTM or GitHub Issues), or a document-based 
database such as MongoDB, or a simple disk-based file store. 
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Figure 4 illustrates a sample log to show how the lines array is used to break up the 
log into weighted sections. A single score is generated for each block of text. The more 
lines in a single match, the less the effect will be on the final result. For each potential log 
match, the match is performed by calculating the Levenshtein distance between portions 
of the log. The specific methodology in the log comparison is designed to provide 
weighting to particular sections of the log. This is accomplished with an array where each 
element is an incremental number used to determine how many lines of the log to compare. 
The log is then split into sections and the matches performed. This results in an array with 
the same number of elements as the input array, each of which is a number describing the 
percentage match between the log sections, which may be of varying sizes. The mean of 
this results array is then compared to a match threshold, and if greater, a match is declared. 
The text in Figure 4 was generated through https://www.lipsum.com. 
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Figure 4 
As shown in Figure 5 below, if there are no matches found in the above-described 
loop, the log is added to the data store as a new failure type. If there is a match, then the 
data store is queried to determine the remedial action required. By adding each new log to 
the data store the effectiveness of the solution is expected to improve, as repeat occurrences 
may result in matching this new item. The creation of a new item may also be an event that 
triggers an engineer to review the failure. The engineer may then add any remedial actions 
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Figure 6 below illustrates an example algorithm in accordance with Figure 5. 
 
Figure 6 
Remedial actions may be added to the item stored in the data store by an operations 
engineer. These actions describe a set of steps to take if the log being processed matches 
the log associated with the data store item. The remedial action may be anything that can 
be expressed as code. One remedial action that may be taken is to re-process the log with 
a different set of criteria, such as differing section weightings, or a different match 
threshold. In this way, the system may recursively re-classify log data to improve its 
efficiency. Other example remedial actions may include sending a meeting application 
message, executing a Jenkins job, etc. 
In summary, techniques are provided to improve pipeline automation and reduce 
mundane operational tasks by automating the triage and remediation of any pipeline 
failures. This increases the efficiency of operations engineers and allows them to spend 
their time performing more useful activities. Unsupervised learning means that over time 
the effectiveness of the solution improves, and the nature of the solution enables it to scale 
better than a human would at the same task. 
 
7
Defensive Publications Series, Art. 1253 [2018]
https://www.tdcommons.org/dpubs_series/1253
