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Abstract. Urban environments are the primary contributors
to global anthropogenic carbon emissions. Because much
of the growth in CO2 emissions will originate from cities,
there is a need to develop, assess, and improve measure-
ment and modeling strategies for quantifying and monitor-
ing greenhouse gas emissions from large urban centers. In
this study the uncertainties in an aircraft-based mass balance
approach for quantifying carbon dioxide and methane emis-
sions from an urban environment, focusing on Indianapolis,
IN, USA, are described. The relatively level terrain of In-
dianapolis facilitated the application of mean wind fields in
the mass balance approach. We investigate the uncertainties
in our aircraft-based mass balance approach by (1) assessing
the sensitivity of the measured flux to important measure-
ment and analysis parameters including wind speed, back-
ground CO2 and CH4, boundary layer depth, and interpola-
tion technique, and (2) determining the flux at two or more
downwind distances from a point or area source (with rel-
atively large source strengths such as solid waste facilities
and a power generating station) in rapid succession, assum-
ing that the emission flux is constant. When we quantify the
precision in the approach by comparing the estimated emis-
sions derived from measurements at two or more downwind
distances from an area or point source, we find that the mini-
mum and maximum repeatability were 12 and 52 %, with an
average of 31 %. We suggest that improvements in the ex-
perimental design can be achieved by careful determination
of the background concentration, monitoring the evolution
of the boundary layer through the measurement period, and
increasing the number of downwind horizontal transect mea-
surements at multiple altitudes within the boundary layer.
1 Introduction
The persistent and uncertain future consequences of global
climate change are principally driven by the addition of
greenhouse gases to the atmosphere. Although a brief decline
in global fossil fuel emissions due to the recent global finan-
cial crisis in 2009 was observed, the following year saw a
steep rebound in emissions that reached a record high of ap-
proximately 9.1± 0.5 petagrams of carbon (Pg C) (Peters et
al., 2012). This value combined with emissions from land-
use change (0.9± 0.7 Pg C) results in a total anthropogenic
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emission estimate of 10.0± 0.9 Pg C for the year 2010 (Pe-
ters et al., 2012). Relative to pre-industrial concentrations,
the present-day increases in atmospheric CO2 and CH4, two
of the most important anthropogenic greenhouse gases, have
a combined radiative forcing of ∼ 2.1 W m−2 in 2005, or
about 81 % of the anthropogenic forcing from total long-
lived greenhouse gases (Forster et al., 2007).
The global fossil fuel CO2 emission rate is considered to
be well known, but uncertainties are growing because of in-
creasing contributions from emerging economies (Gregg et
al., 2008; Marland, 2008; Peters et al., 2012). Whereas the
uncertainty in fossil fuel emissions from the United States
and European countries is estimated to be on the order of
3–5 % (Marland, 2012), recent findings using national and
aggregated provincial energy statistics have shown that the
uncertainty in fossil fuel CO2 emissions from China is 18 %,
which is equivalent to 0.38 Pg C (1.4 Gt of carbon dioxide)
(Guan et al., 2012; Marland, 2012) and greater, for example,
than Japan’s reported fossil fuel emission for 2008 (Boden
et al., 2010; Marland, 2012). Considerable uncertainty, from
10 to 40 %, between emission inventories, is also observed
at the regional level even for countries with relatively stable
economies (Peylin et al., 2011). Large uncertainties in fossil
fuel emissions were also observed for inventories of geopo-
litical units smaller than nations (Gurney et al., 2009; Ciais et
al., 2010). For example, Gurney et al. (2009) estimate a 16 %
uncertainty in the bottom-up emission approach at the state
level and up to 50 % at the county level in the United States.
Considerable differences in flux estimates between bottom-
up and top-down approaches have also been reported in the
regional (Bergamaschi et al., 2010) and city scales (Mays et
al., 2009; Wunch et al., 2009; Brioude et al., 2013). The mag-
nitude of these uncertainties is such that it calls into question
the ability of nations who may commit to mitigation activi-
ties to determine the effectiveness of their approaches – for
example, a reduction target of 10 % by 2020 could be diffi-
cult to substantiate with such uncertainty levels.
Human activities are focused in and around cities, where
the majority of the energy produced for electricity and trans-
portation is consumed. In the coming decades, cities will
be critical in the global effort to both mitigate and adapt
to the consequences of climate change. By 2030, approxi-
mately 74 % of CO2 worldwide is predicted to be emitted
from cities (World Bank, 2010; IEA Report, 2008), and in
the US, that figure is 87 %. Approaches must be in place to
verify compliance to future emissions mitigation agreements,
preferably those based on atmospheric measurements. McK-
ain et al. (2012) suggest that remote sensing methods such
as column observations from satellite or ground-based mea-
surements are ideal approaches for detecting emission trends
from urban environments. More recently, Kort et al. (2012)
demonstrated the potential of satellite-based measurements
to distinguish fossil fuel signals from megacities relative to
background regions for long-term monitoring of emission
trends, but also mentioned the need for other methods to sup-
port and validate space-based retrievals.
Here, we describe and evaluate an aircraft-based mass bal-
ance approach for quantifying fossil fuel emissions in ur-
ban environments using Indianapolis, IN, as a case study.
This study is part of the Indianapolis Flux Experiment (IN-
FLUX), a multi-institution collaborative project that aims to
develop, assess, and improve bottom-up and top-down ap-
proaches for quantifying greenhouse gas emissions from ur-
ban environments, using Indianapolis as a case study. As part
of INFLUX, there are currently 12 instrumented towers in
Indianapolis that are monitoring the abundances of green-
house gases using in situ cavity ring-down spectroscopy
and flask sampling (http://influx.psu.edu). Aside from the
aircraft-based mass balance approach, tower and aircraft in
situ and flask data will be combined with inverse modeling
to independently estimate the CO2 and CH4 emissions from
Indianapolis. Results from these top-down approaches will
be compared with the Hestia bottom-up approach (Gurney et
al., 2012).
Aircraft-based mass balance methods have been used to
quantify the emissions from urban regions (Kalthoff et al.,
2002; Mays et al., 2009; Trainer et al., 1995; Turnbull et al.,
2011; White et al., 1976, 1983) as well as from point and
area sources (Karion et al., 2013b; Peischl et al., 2013; Ry-
erson et al., 2001; Walter et al., 2012; Wratt et al., 2001).
In this work, we investigate the uncertainty of an aircraft-
based mass balance approach for estimating urban fluxes by
(1) assessing the sensitivity of the estimated citywide CO2
and CH4 fluxes for several flight experiments due to the un-
certainties in the measurement and analysis parameters, i.e.,
regional background concentration of CO2 and CH4, depth
of the convective boundary layer, magnitude of the perpen-
dicular wind speed, and choice of the interpolation technique
used in the mass balance calculations, and (2) determining
the flux at two or more downwind distances from a point or
area source in rapid succession, assuming that the emission
rate is constant.
A total of seven flight experiments were analyzed in this
study. In Sect. 2 (Methods) and Sect. 3 (Results and discus-
sion), we describe and discuss in detail the (1) experimen-
tal flight plan and flux calculations, (2) three Indianapolis
flight experiments that were used in the sensitivity analyses,
and (3) four flight experiments downwind of relatively strong
CO2 and CH4 emitters (a power generating station and two
landfills) to assess the precision of the approach. From our
analyses, we identify the most important parameters that af-
fect the flux, and use these insights to recommend improved
experimental approaches for urban-area-wide aircraft-based
flux measurements.
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2 Methods
2.1 Site description and bottom-up data
As of the recent 2010 census, Indianapolis (39.79◦ N, 86.
15◦ W; 219 m mean elevation above sea level; Fig. 1) is the
12th most populous city in the United States (http://census.
gov, accessed 9 April 2012). The city of Indianapolis is an
ideal test area for evaluating and improving measurement
strategies for quantifying urban-scale fossil fuel emissions.
Indianapolis is sufficiently removed from other metropoli-
tan areas and is surrounded by cropland, and thus its fos-
sil fuel signal above background should be relatively easily
identified. Mays et al. (2009) reported an average CO2 flux
of 19 µmol m−2 s−1 (14 000 mol s−1) from nine Indianapo-
lis flight experiments in 2008 and 2009. This emission flux
to the atmosphere distributed uniformly across a 50 km urban
surface in a∼ 1000 m deep boundary layer and advected with
winds of ∼ 3 m s−1 magnitude will yield an enhancement of
2–3 ppm in the boundary layer downwind of the city. This is
consistent with long-term daytime observations of 2–3 ppm
average enhancement (and is as large as 5–10 ppm) from our
tower network (Miles et al., 2013). Indianapolis is also char-
acterized by flat terrain, making the meteorology relatively
simple. The Vulcan high-resolution data product (Gurney et
al., 2009) shows that the fossil fuel CO2 emission rate from
Marion County (equivalent to the city of Indianapolis) in
2002 was∼ 3.6 Mt C yr−1, providing a relatively large signal
that can be easily detected by aircraft- and tower-based mea-
surement systems (see also http://vulcan.project.asu.edu/).
More recently, Gurney et al. (2012) quantified all fossil fuel
emissions from Indianapolis at much finer spatial and tem-
poral scales down to the building and street levels, at hourly
timescales, for the year 2002 (see also http://hestia.project.
asu.edu/). This comprehensive downscaling study provides
an independent estimate of the fossil fuel CO2 flux from
the city to which we will compare emission estimates from
top-down approaches such as the aircraft-based mass balance
method presented here.
2.2 Aircraft-based measurements of greenhouse gases
and meteorological parameters
Several flight experiments were conducted in 2011 down-
wind of Indianapolis, IN, using Purdue University’s Airborne
Laboratory for Atmospheric Research (http://science.purdue.
edu/shepson/research/bai/alar.html). The aircraft platform is
a Beechcraft Duchess, a modified twin-engine aircraft with
a compartment space of ∼ 1 m3 for instrumentation. It is
equipped with (1) a global positioning and inertial navigation
system (GPS/INS), (2) a Best Air Turbulence (BAT) probe
for wind measurements (Garman et al., 2006), (3) a cavity
ring-down spectroscopic system for real-time, in situ mea-
surement of greenhouse gas concentrations (Crosson, 2008;
Karion et al., 2013a), (4) an in-flight CO2 / CH4 calibration
system, and (5) a programmable flask package (PFP) for dis-
crete sampling of ambient air.
Concentrations of methane, carbon dioxide and water were
measured at a frequency of 0.5 Hz using an in situ flight-
ready Picarro cavity ring-down spectrometer (CRDS) model
number G2301-f (Crosson, 2008; Chen et al., 2010; Karion
et al., 2013a). Ambient air from the nose of the aircraft was
pulled through a 5 cm diameter PFA Teflon tube at a flow rate
of 1840 L min−1 (equivalent to a ∼ 0.1 s residence time) us-
ing a blower installed at the rear of the aircraft. Teflon was
used to minimize adsorptive losses for volatile organic com-
pounds (VOCs), which are also sampled with the aircraft.
The CRDS was connected to the Teflon tubing via a “T”
connection, pumping air continuously through the analyzer.
Because the flow rate through the analyzer is 450 standard
mL min−1, the time required to purge the sampling system
was determined to be ∼ 6.7 s. In-flight calibrations for CO2
and CH4 were achieved using a valve-switching calibration
system and three NOAA/ESRL reference cylinders with the
following mole fractions: 378.49, 408.83, and 438.29 ppm
for CO2, and 1803.0, 2222.2, and 2599.5 ppb for CH4, re-
spectively (Dlugokencky et al., 2005; Zhao and Tans, 2006).
Supplement Fig. S1a and b show in-flight calibration curves
for CO2 and CH4 for several flight experiments, showing ex-
cellent reproducibility of the indicated concentrations over
5 months (near-zero drift), and good linearity. The measure-
ment precision for CO2 and CH4 during in-flight calibrations
was 0.1 ppm and 2.6 ppb, respectively. Residuals from the
fit ranged from −2.6 to 3.9 ppb for CH4 and from −0.1 to
0.2 ppm for CO2.
In addition to in situ spectroscopic measurements of CO2
and CH4 mole fractions, discrete grab samples of ambient
air were obtained using the PFP, which were later analyzed
at NOAA for a suite of trace gases (∼ 55 species) (methods
described at http://esrl.noaa.gov/gmd/ccgg/aircraft/analysis.
html). The PFP consists of twelve 700 mL glass flasks that
are pressurized to 2.7 atm. Supplement Fig. S2 shows ex-
cellent linearity (R2 = 0.99) with slopes identical to unity
at 95 % CL (confidence level) between the CO2 and CH4
concentrations obtained from continuous measurements with
the CRDS and grab sampling with the PFP for several flight
experiments. To obtain enough air for radiocarbon measure-
ments, two flasks were filled simultaneously (Turnbull et al.,
2011). The first flask was analyzed for greenhouse gases,
hydrocarbons, and halocarbons, as well as stable isotopes
of carbon dioxide and methane (δ13CO2, δ13CH4) (meth-
ods and calibration scales described at http://www.esrl.noaa.
gov/gmd/ccl/scales.html; Montzka et al., 1993; Vaughn et
al., 2004). The second flask was dedicated to 14CO2 mea-
surement (Turnbull et al., 2007). Previous work (Turnbull et
al., 2011) has shown that there is no significant difference in
trace gas mixing ratios between the two simultaneously filled
flasks.
To investigate any potential systematic bias in the con-
centration measurements, we estimate the concentration
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Figure 1. Flight path as a function of altitude downwind of Indianapolis, IN, USA on 1 June 2011. Mean winds were from the northwest at
∼ 6 m s−1. Also shown are the locations of CO2 and CH4 sources within and around the city limits such as power plants (Harding Street and
Eagle Valley power generating facilities), landfills, incineration plant (Covanta Energy), and wastewater treatment plants (Belmont WWTP
and Southport WWTP). The brown outline represents the major highways inside the city.
measurement uncertainty as the average difference between
the CRDS measurements and the CO2 and CH4 mole frac-
tions simultaneously obtained from discrete flask sampling
(Supplement Fig. S2). The CO2 and CH4 concentrations
in flask samples were determined using non-dispersive in-
frared analysis (NDIR) (Conway et al., 1994; see also
method description at http://www.esrl.noaa.gov/gmd/ccgg/
aircraft/analysis.html, accessed 21 February 2013) and gas
chromatography (GC) (Dlugokencky et al., 1994), respec-
tively. We find that the relative differences between the
CRDS and flask measurements are randomly distributed
around zero for both CO2 and CH4 (Supplement Fig. S3).
On the basis of this analysis, there is no apparent systematic
bias in the CRDS measurements.
Wind vectors were measured at 50 Hz using the BAT
probe, a nine-port pressure probe extending from the nose
of the aircraft (Garman et al., 2006, 2008). The measured
pressure differentials across the hemisphere of the probe are
combined with 50 Hz inertial information from the GPS/INS
system to yield the 3-D wind distribution. The accuracy in
the horizontal wind measurements was determined by Gar-
man (2009) to be±0.4 m s−1. At the center of the hemisphere
is a microbead thermistor for ambient temperature measure-
ments.
2.3 Experimental flight design
The experimental flight design was discussed in full detail
by Mays et al. (2009). In summary, flight experiments were
conducted between 11:00 and 16:00 LT (local time) when the
boundary layer was generally fully developed. Prior to each
flight experiment, the prevailing wind direction was esti-
mated using the Hybrid Single Particle Lagrangian Integrated
Trajectory Model (HYSPLIT; Draxler and Rolph, 2012). The
aircraft heading was such that the ground track was perpen-
dicular to the wind direction determined from the HYSPLIT
back trajectory at 500 m a.g.l. (above ground level), and from
surface wind reports in-flight. The magnitude of the winds
was also monitored a couple of hours before the start of the
experiment so as to avoid conditions in which calm morning
winds could lead to accumulation prior to outflow. Constant
altitude horizontal transects were conducted downwind of In-
dianapolis at various altitudes up to the top of the convective
boundary layer. The city of Indianapolis is about 70 km wide,
and each horizontal transect was ∼ 90 to 100 km long so that
regional background concentrations of methane and carbon
dioxide could be estimated from the edges of the transects.
By flying perpendicular to the wind direction on level flight
paths at multiple altitudes in the boundary layer, the aircraft
intercepted and detected elevated concentrations of CO2 and
CH4 directly downwind of anthropogenic sources from the
urban environment in a two-dimensional plane. Two to three
hours of flight time were used to generate a rastered 2-D ver-
tical plane. Given a typical aircraft speed of 70 m s−1 and
CRDS measurement frequency of 0.5 Hz, the horizontal res-
olution within the plane was 140 m. The depth of the con-
vective boundary layer (CBL) was determined from vertical
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profile measurements of water vapor, potential temperature,
and variance of the vertical wind speed, during which the air-
craft ascended and descended in a spiral path from the sur-
face up to a height of ∼ 4000 m a.g.l. in the free troposphere.
Figure 1 shows, for example, the flight path as a func-
tion of altitude downwind of Indianapolis on 1 June 2011.
The black outline shows the city boundary of Indianapo-
lis based on the 2010 US Census population density of an
urbanized area (http://www.census.gov/geo/www/ua/uafaq.
html, accessed 26 November 2012), which encloses regions
that have population densities of≥ 390 people km−2. For this
particular experiment, two sets of vertical profiles were per-
formed, one before and one after the horizontal transects. The
first vertical profile was conducted outside the city limits,
while the second was flown directly downwind of the city.
The location of carbon dioxide and methane sources such as
power generating facilities, an incineration plant, landfills,
and wastewater treatment plants within and outside the city
limits are also shown in the figure. We note that the Hard-
ing Street power plant (HSPP) and the Southside landfill, the
largest CO2 and CH4 sources in Indianapolis, respectively,
are almost colocated on the southwest side of the city, sepa-
rated only by a distance of about 1 km. The brown outline
shows the major highways and arterial roads that traverse
into and around the city.
2.4 Emission rate calculation
The flux or mass flow rate of species C through a crosswind
plane downwind of the city is estimated by the integration of
the enhancement above the background concentration [C]b
combined with the component of the wind perpendicular to
the plane (Trainer et al., 1995; White et al., 1983), as shown
in Eq. (1).
F =
zi∫
z=z(sf c)
x∫
−x
([C] − [C]b)×U⊥ dx dz (1)
In Eq. (1), zi is the depth of the convective boundary layer,
z(sf c) is the ground level, and −x and +x are the horizontal
limits of the plume width from an arbitrary midpoint. The
full integration over the limits of the plane yields an emission
rate, in mol s−1.
In our analysis, the observed horizontal flight distributions
for CH4, CO2, temperature, pressure, and perpendicular wind
speeds were interpolated in a two-dimensional gridded plane
using a kriging approach (Matlab-based EasyKrig3.0; Chu,
2004). We use a 10 s running average of the 50 Hz perpen-
dicular wind speed to obtain the magnitude of the sustained
winds at each altitude. During interpolation, a semivariogram
of the data is calculated and modeled using the variogram
model specified in Eq. (1) of Mays et al. (2009). The param-
eters of the model (power, nugget, sill, range, and length) are
adjusted to achieve an optimum fit to the empirical semivari-
ogram of the data. The quality of the interpolation is assessed
using the Q1 (distribution of the deviation for the mean) and
Q2 (distribution of deviations for the standard deviation) cri-
teria (Chu, 2004). The raw data were interpolated using a
20 m× 200 m kriging resolution in the vertical and horizon-
tal directions, respectively.
Using the measured mean wind direction, the edges of the
city are projected onto the horizontal transect to define the
−x and +x horizontal limits of integration. The section in
the transect outside the projected city limits is used to cal-
culate the mean background concentration
[
C¯
]
b, which was
then subtracted from the gridded 2-D concentrations, [C]xz,
to obtain the enhancement from the city plume. In our ap-
proach, the background mole fractions determined from the
edges of the city is assumed to be equivalent to the inflow of
background air in the upwind side of the city. The net mo-
lar concentration at each grid cell (mol m−3) was then deter-
mined from the ideal gas law, as well as the interpolated pres-
sure and temperature distributions. This incremental concen-
tration was subsequently multiplied by the mean component
of the gridded wind speed perpendicular to the 2-D plane(
U¯⊥
)
, calculated at each altitude, to determine the net flux of
molecules across each grid cell. Finally, the citywide emis-
sion rate, F (mol s−1), was calculated by integrating the net
perpendicular molecular flow over the vertical and horizon-
tal dimensions as described in Eq. (1). In this relationship,
dx and dz are the horizontal and vertical grid spacing (m)
corresponding to the kriging resolution of 200 and 20 m, re-
spectively;
[
C¯
]
b is the mean background molar concentra-
tion; and −x and +x are the effective horizontal boundaries
of the city determined from projecting the city limits onto the
horizontal transect plane. We refer to this analysis method as
the multi-transect kriging approach.
2.5 Sensitivity analyses
To develop an understanding of the relative importance of
factors influencing the flux measurement uncertainty, we
conducted a sensitivity analysis of the multi-transect kriging
approach. Three flight experiments downwind of Indianapo-
lis conducted on 1 March, 29 April, and 1 June 2011 were
considered for these analyses. In the supplementary informa-
tion we include the flight paths for the 1 March and 29 April
2011 flight experiments (Supplement Fig. S4). We investi-
gate the magnitude of the change in the flux as a function of
the uncertainties of three parameters: background CO2 and
CH4, depth of and changes in the convective boundary layer
height, and perpendicular wind speed. We also quantified the
change in the flux as a function of the choice of interpola-
tion method (Clyde and George, 2004), and the impact of
interpolation to the surface. Supplement Table S1 provides a
summary of the uncertainties in the analyses parameters.
The background concentrations were obtained from the
edges of the gridded two-dimensional CO2 and CH4 matri-
ces outside the city boundaries. We examined the influence
of the background on the estimated flux in two ways. First,
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we compared the resulting flux using a vertically varying
background, as well as from background concentrations that
were averaged over the boundary layer. We determined the
vertical distribution of the background (Supplement Fig. S5)
by calculating the mean over 20 m altitude bins, which cor-
respond to the kriging resolution in the vertical direction.
Second, we calculated the sensitivity of the flux estimate to
the uncertainty in the mean background concentration, i.e.,
1Flux/1b, where 1Flux is the change in the flux and 1b
is the mean background concentration uncertainty, which is
a combination of the measurement accuracy and observed
background variability. We calculated the standard deviation
in the mean background concentration at each altitude us-
ing the method described by Lenschow and Stankov (1986),
where the variability in the measured parameter was shown
to be dependent on the averaging length and the CBL depth.
As described in Sect. 2.2., there is no apparent systematic
bias in the CRDS measurements. Thus 1b is attributed to the
observed variability in the mean background concentrations,
where the variability is defined as the standard deviation of
the mean background concentration converted to a 95 % CL.
The uncertainty in the background is not constant with alti-
tude (Supplement Fig. S5). The average uncertainties in the
CO2 and CH4 mean background concentrations were deter-
mined to be 0.3, 0.2, and 0.5 ppm and 1.3, 3.2, and 2.6 ppb for
the 1 March, 29 April, and 1 June 2011 flight experiments,
respectively.
To investigate the influence of the uncertainty in the wind
speed on the estimated flux, we calculated 1Flux /1U⊥,
where 1U⊥ is the uncertainty in the perpendicular wind
speed. As stated above, we calculated the mean perpendic-
ular wind speed
(
U¯⊥
)
at each altitude and estimated the vari-
ability by determining the standard deviation of the mean
(Lenschow and Stankov, 1986). The calculated systematic
uncertainty in the BAT probe for horizontal wind measure-
ments was determined by Garman (2009) to be 0.4 m s−1.
We propagated the systematic uncertainty with the calcu-
lated variability to obtain the overall measurement uncer-
tainty 1U⊥ converted to a 95 % CL. We find that the system-
atic uncertainty was significantly larger than the variability,
such that the overall uncertainty in the perpendicular wind
speed was determined to be ∼ 0.7 m s−1 for the three flight
experiments. In our analyses we assume that the winds at the
time of measurement are the same at the time of emission, as
done and described in Trainer et al. (1995).
The change in flux due to the uncertainty in the convec-
tive boundary layer (CBL) height (height to which data are
interpolated) was also investigated. We note that, for two of
the three flight experiments considered in these analyses (1
March and 29 April 2011 experiments), one vertical profile
was flown downwind of the city after the horizontal transects
(Supplement Fig. S4), while two vertical profiles were ob-
tained for the 1 June 2011 flight experiment (before and after
the horizontal transects). Figure 2 shows the ascending ver-
tical profiles of potential temperature (θ), its gradient of θ
with altitude (z), and H2O. The altitude with the largest rate
of change in θ (i.e., maximum dθ / dz) is considered to be zi ,
the altitude representing the top of the CBL. The CBL depths
were determined to be 525 and 1110 m for the 1 March and
29 April experiments, respectively, and 1310 and 1880 m for
the 1 June flight experiment before and after the horizontal
transects, respectively. Supplement Fig. S6 shows the corre-
sponding descending vertical profiles of θ and H2O, while
Supplement Fig. S7 shows the vertical profiles of CO2 and
CH4. Supplement Table S2 summarizes the observed CBL
depths for the three flight experiments.
We note that for the 1 June 2011 flight experiment, the
depth of the CBL grew considerably (∼ 570 m) within the
4 h duration between the beginning and end of the exper-
iment (panels c and d of Fig. 2). Thus, for this particular
case, we calculate the base flux using the CBL depth halfway
through the horizontal transects. To determine the CBL depth
midpoint through the transects, we estimate the change in
the CBL depth using the thermodynamic mixed-layer growth
method (Stull, 1997):
1z=
⌊
2
γ
[
w
′
θ
′
s
]
1t
⌋ 1
2
. (2)
In this relationship, 1z is the change in the CBL depth within
the elapsed time 1t , γ is the adiabatic lapse rate, and w′θ ′s
is the surface sensible heat flux calculated from the observed
fluctuations in the vertical winds and potential temperature
during the horizontal transects.
Because two aircraft vertical profiles were performed dur-
ing the 1 June 2011 experiment, it is possible to determine
how well the thermodynamic mixed-layer growth model is
able to predict the observed CBL depth. Given the measured
CBL depth from the first vertical profile (1310 m), and calcu-
lating 1z using Eq. (2), the predicted CBL depth at the end
of the experiment (elapsed time 1t =∼ 4 h) was ∼ 1990 m,
which is ∼ 6 % different from the observed CBL depth at
that time (1880 m). Using this model, the predicted CBL
height halfway through the horizontal transects was 1720 m,
the depth to which we evaluate the base flux for the 1 June
2011 flight experiment.
The CBL uncertainty was obtained from the regression
plot of the standard deviation of zi (σzi ) versus zi determined
by Davis et al. (1997) from the BOREAS (Boreal Ecosystem-
Atmosphere Study) field campaign, where the dynamics of
the CBL using a lidar system on an aircraft platform was
intensively investigated. The high-frequency measurements
with the lidar system (one zi measurement every 13 m) al-
lowed for the investigation of the variability of the CBL top
over hundreds of kilometers due to updrafts (rising thermals)
and downdrafts and the associated cascade of turbulence to
smaller scales. σzi versus zi were determined for 12 cases of
clear-air convection (12 different CBL depths) collected dur-
ing 8 days of BOREAS field campaigns (Figure 15 in Davis
et al., 1997). We evaluate the sensitivity in the estimated flux
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Figure 2. Vertical ascending profiles of H2O, potential temperature (θ), and its gradient with altitude (dθ / dz) for (a) 1 March and (b) 29
April, and (c) 1 June 2011 before and (d) after the horizontal transects. Broken lines indicate the estimated CBL depths for the three flight
experiments.
due to the uncertainty in the CBL depth corresponding to σzi
at a 95 % CL, which was determined to be 75, 140, and 204 m
for 1 March, 29 April, and 1 June, respectively.
We also investigated the sensitivity of the flux to the choice
of interpolation method. In all calculations of the base flux,
the concentrations, perpendicular wind speed, pressure, and
temperature were interpolated using the kriging method de-
scribed above (Chu, 2010). To this end, we evaluated the
change in the estimated flux when a different interpolation
method was used. The alternative method was a version of
the local polynomial regression (LPR) method (Fan and Gi-
jbels, 1996), an established method for non-parametric re-
gression. This method fits a pth order polynomial regression
to each point’s immediate neighbors, and produces an inter-
polated value for the point based on the regression. The chal-
lenge with the use of LPR is the selection of the size and
shape of these neighborhoods. For data with complex distri-
butions exhibiting both fine and coarse features such as ob-
tained from our flight experiments, adaptive neighborhoods
were chosen to interpolate the data over the two-dimensional
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perpendicular plane. Numerous methods exist for selecting
these adaptive neighborhoods. For the analysis presented
here, we implemented the “fast regularization of the deriva-
tive expectation operator” method (Lafferty and Wasserman,
2008; Samarov, 2012).
We also recognize that the lack of data between the lowest
altitude transect and the surface also contributes to the uncer-
tainty estimates. Thus, we calculated the change in the CO2
and CH4 emissions for two cases: an extreme case, where
we assumed that the city plume is not observed in a hypo-
thetical transect between the surface and the lowest altitude
measurement (i.e., assigning background values in the addi-
tional hypothetical transect), and a second case, where we
assumed that the mole fractions in the hypothetical transect
are the same as the lowest transect data. For both cases, we
re-kriged the data and recalculated the emission rate, which
is then compared with the result from the base case, the dif-
ference representing the surface extrapolation effect.
2.6 Investigation of method precision using flux
determinations from multiple downwind distances
In this section, we describe our method for determining the
precision of the aircraft-based mass balance approach us-
ing successive sequential measurement transects for two or
more downwind distances from a point or area source. Four
flight experiments were considered for these analyses. The
flux is calculated using the multi-transect kriging approach
and compared for the multiple sets of transects assuming that
the emission from the source is constant over the full flux
experiment period. To the extent that the emission source
strength or the mixing height and turbulence in the bound-
ary layer are not constant, this approach leads to an evalua-
tion of an upper limit of the method precision, as all these
changes will contribute to the overall precision of this ap-
proach. For point sources, the same experimental approach
as described above for Indianapolis was used during the ex-
periments but the horizontal transects were much shorter, as
the sources were smaller in areal coverage. This allowed us
to sample the plume repeatedly in rapid succession at finer
vertical resolutions, thereby improving the representation of
the plume during interpolation.
Two flight experiments were conducted at two down-
wind distances from the Newton County, IN, land-
fill on 16 June 2011 and 3 May 2012. The Newton
County landfill received ∼ 2.9 Mt of waste in 2008
for a daily average of ∼ 9500 t per operating day
(http://www.in.gov/idem/files/solid_waste_fdr08.pdf,
accessed 15 May 2011). It is one of the three largest
landfills in the United States (http://www.cnbc.com/
id/39382002/America_s_Largest_Landfills, accessed 6
September 2012; http://www.forbes.com/2010/10/13/
los-angeles-las-vegas-business-energy-biggest-landfills.
html, accessed 6 September 2012).
We also measured the methane enhancements at two
downwind distances from the Twin Bridges landfill (TBLF),
Danville, IN, located about 30 km west of Indianapolis on 30
August 2012. For comparison, the Twin Bridges landfill re-
ceived∼ 0.72 Mt of solid waste in 2008, a factor of 4 smaller
than for the Newton County landfill for the same year (http:
//www.in.gov/idem/files/solid_waste_fdr08.pdf, accessed 15
May 2011).
The CO2 plume was also sampled at three downwind dis-
tances from the HSPP station, located on the southwest side
of Indianapolis, on 1 June 2012. This power generating fa-
cility emitted 3.2 Mt of CO2 in 2010 (http://ghgdata.epa.gov/
ghgp/main.do, accessed on 2 September 2012). The Newton
County and Twin Bridges landfills as well as the Harding
Street power generating station are idealized small area and
point sources for testing the precision, as well as the accu-
racy (given the relatively well-known source strength data for
the power plant) of the aircraft-based flux measurement ap-
proach. Their relatively large source strengths make the ob-
served methane and carbon dioxide signals considerably en-
hanced relative to the background. Supplement Fig. S8 shows
the flight paths as a function of downwind distances for the
four experiments used in this analysis.
2.7 Calculation of the citywide CO2 and CH4 flux
from single-transect observations
To examine the viability of a single-transect approach, we
also calculated the citywide CO2 and CH4 emission fluxes
using each transect independently for the 1 March, 29 April,
and 1 June 2011 flight experiments, similar to the approach
implemented in previous studies (Karion et al., 2013b; Peis-
chl et al., 2013; Turnbull et al., 2011; Trainer et al., 1995;
White et al., 1983). We carried out these calculations with
the goal of determining the variability of the independently
determined fluxes from each transect for the single-transect
approach, and to compare with the results obtained from our
multi-transect kriging method. The single-transect approach
assumes that the measured pollutant plume components are
uniformly mixed through the boundary layer in the vertical
direction, i.e., that the observed incremental CO2 and CH4
concentrations in a given horizontal transect represent those
at all altitudes within the boundary layer. This approach is
also described by Eq. (1), except that the assumption of a
well-mixed boundary layer effectively removes the need to
interpolate the data. Using the observed pressure and temper-
ature distributions from the vertical profile, the molar density
of air as a function of altitude is calculated, and is subse-
quently integrated from the ground to the top of the bound-
ary layer. To obtain the citywide flux, the integrated concen-
tration enhancements are then multiplied by the mean per-
pendicular wind speed for each transect for CO2 or CH4,
along the horizontal limits of the projected city boundary.
Note that, for the case of the 1 June 2011 flight experi-
ment, when the CBL depth grew ∼ 570 m, we used the CBL
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depth halfway through the horizontal transects (1720 m) to
be consistent with our method in the multi-transect kriging
approach described in Sect. 2.5. We further note that the hor-
izontal transects were of variable lengths, and that a tran-
sect was considered for single-transect flux calculation if its
length covers the projected width of Marion County, which
encompasses the bulk of Indianapolis.
3 Results and discussion
3.1 Horizontal and temporal distribution of carbon
dioxide and methane
Our CO2 measurements are impacted by CO2 emissions
and uptake from all sources, including fossil fuel CO2 and
biological CO2 sources such as biomass burning, biofuel
use, respiration, and photosynthesis. Fossil fuel CO2 (CO2ff)
originates from a variety of sources, including energy us-
age related to residential, commercial, and industrial build-
ing operations; mobile source combustion within and around
the city; and point sources, such as power generating stations
and incinerators. CH4 is emitted from biogenic sources such
as bacterial activity from landfills and wastewater treatment
plants, and from anthropogenic sources such as leakage from
natural gas infrastructure, and concentrated animal feeding
operations (the latter of which do not exist in Indianapolis).
Figure 3 shows sample data for the temporal distributions
of CO2 and CH4 along with altitude above ground for the 1
June 2011 experiment. In Fig. 3 we also indicate the CBL
depths for the two vertical profiles flown during this exper-
iment, indicating the ∼ 570 m increase in a 4 h time period
(Supplement Table S2 and Fig. 2). We note that this consid-
erable growth in boundary layer depth is consistent with the
observed ∼ 3 K increase in surface temperature indicated by
panels c and d in Fig. 2. This 570 m increase in the CBL
depth is potentially a combination of the natural growth of
the CBL and urban heat island (UHI) effects. We note that
previous studies (Angevine et al., 2003; Trainer et al., 1995)
have also reported an enhanced CBL depth downwind of ur-
ban environments. In a separate flight experiment on 30 June
2011, we flew a spiral ascent inside Indianapolis, followed
by a spiral descent outside the city within a 30 min time in-
terval (Supplement Fig. S9). The vertical profiles were flown
above one INFLUX tower site located on the eastern side of
Interstate 70 (urban site, downwind) and one above a forested
area in Moorseville, IN (rural site, upwind), which is located
southwest of Indianapolis. For this flight experiment, we ob-
served (Supplement Fig. S9) a ∼ 200 m difference in bound-
ary layer depths upwind and downwind the city, which may
be potentially due to the UHI effect but may also be caused
by variability in the typical turbulent structure of the CBL
top. Thus, if this observed enhancement is primarily due
to UHI, this particular day gives us a ∼ 10 % difference in
boundary depth between the city and rural sites. This result is
Figure 3. Temporal distribution of altitude (m a.g.l.), carbon diox-
ide, and methane on 1 June 2011. The broken lines in the CO2
and CH4 time series represent the mean background concentration
averaged over all altitudes (392.6± 0.5 ppm and 1880.6± 2.6 ppb
for CO2 and CH4, respectively). Two vertical profiles were per-
formed during this flight experiment, showing a ∼ 570 m growth
in the boundary layer depth from the beginning of the experiment.
consistent with the observations of Angevine et al. (2003) for
the city of Nashville, TN, where they observed a persistent
summertime downwind heat island boundary layer enhance-
ment of 160 m, compared to mean boundary layer depths of
1 to 2 km (454 soundings from 10 June to 3 August 1999).
Trainer et al. (1995) also observed a larger enhancement of
400 m downwind of Birmingham, AL, but from only one ob-
served aircraft vertical profile. Our measurements and these
two previous studies highlight the potential influence of the
urban heat island enhancements on the CBL depth downwind
of urban environments, and emphasize the importance of de-
termining the CBL depth within the urban plume to minimize
underestimation of the calculated flux. We accordingly con-
ducted our vertical profiles downwind of the city for the three
flight dates considered in these analyses (flight paths shown
in Fig. 1 for the 1 June 2011 flight experiment, and in Fig. S4
in the Supplement for the 1 March and 29 April 2011 exper-
iments).
We also observe in Fig. 3 the presence of temporally co-
herent elevated concentrations of CO2 and CH4, with en-
hancements up to ∼ 9 ppm and ∼ 50 ppb above the back-
ground, respectively. The large enhancements are colocated
in space, as clearly seen in the horizontal and vertical dis-
tributions of observed and kriged CO2 and CH4 in Fig. 4.
The x axis in Fig. 4 represents the distance in kilometers
of the flight track from an arbitrarily chosen center point
on the horizontal transects. The projected city limits, and
hence the limits of integration in the horizontal direction,
were from−35 km (shown by the white broken line in Fig. 4c
and d) to +45 km. The horizontal transects for this exper-
iment were just long enough to encompass the city width
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Figure 4. Horizontal and vertical distributions of (a) observed CO2, (b) observed CH4, (c) kriged CO2, and (d) kriged CH4 on 1 June 2011
corresponding to the transects in Fig. 1. The northeast end corresponds to positive distances while the southwest end corresponds to negative
distances relative to the chosen center point. The projected city limits were from −35 km (broken line) to +45 km. CBL depth was 1720 m.
in the northeastern side (positive distance). Thus, the back-
ground CO2 and CH4 were taken from −48 to −35 km
(southwestern edge of the transect). Elevated CO2 concentra-
tions outside the city boundary at the edges of the transects
were also observed, and are attributed to the Eagle Valley
power plant (39.488◦ N, 86.415◦ W; Martinsville, IN). In a
separate flight experiment on 8 February 2011, we detected
the CO2 enhancement from the Eagle Valley power plant and
followed the plume upwind to ascertain the source. These el-
evated concentrations do not flow into the city, and hence
were not included in the determination of the background.
For this case, CO2 concentrations outside the city bound-
ary were attributed to the Eagle Valley power plant if they
were at least 3 standard deviations greater than the rest of
the background, and correlated by back trajectory analysis to
the power plant. For the 1 June 2011 experiment, the back-
ground CO2 and CH4 (mean± 1 sm), assumed constant with
height, were 392.6± 0.5 ppm and 1880.6± 2.6 ppb (black
broken lines in Fig. 3), respectively, where sm is the standard
deviation of the mean at 95 % CL determined using the sam-
pling statistics described by Lenschow and Stankov (1986).
Figure 4 shows that, in comparison to these numbers, the ur-
ban plume was captured downwind of the city, and that the
observed enhancements were well above the variability of
the background concentrations. We followed the source of
the elevated concentrations (∼ 9 ppm and ∼ 50 ppb enhance-
ments mentioned above) downwind of the city during sep-
arate in-flight investigations and found that the largest CO2
and CH4 enhancements were originating from the Harding
Street power generating facility and the Southside landfill
and/or the natural gas transmission regulating station (TRS),
respectively. These three sources are all situated on the south-
west side of the city, with the landfill and TRS adjacently
located, and separated by ∼ 1 km from the Harding Street
power plant across the White River.
3.2 Citywide CO2 and CH4 emissions
Citywide CO2 and CH4 emissions are estimated using the
mass balance approach on 3 days: 1 March, 29 April, and
1 June 2011. We note that the aircraft mass balance method
determined the net flux out of the city. For all three flight
days, we compare the total CO2 emission rate estimated us-
ing the mass balance approach to the Hestia bottom-up data
for fossil fuel CO2, making the assumption that the mea-
sured CO2 is comprised solely of fossil fuel CO2 and there is
no biogenic CO2 influence. The unpublished work of Turn-
bull et al. (2014), using 114C in CO2 to assess the fossil
fuel component of the measured CO2, indicates that, in the
winter (or non-growing seasons), CO2 enhancements are en-
tirely fossil-derived for Indianapolis. Aircraft flask measure-
ments of the fossil fuel CO2 content from the 29 April and
1 June flight experiments support this assumption, showing
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Table 1. Citywide CO2 and CH4 emissions estimated from the aircraft-based mass balance approach and the Hestia bottom-up method
corresponding to the three flight dates. Total uncertainty in the Hestia county-level emissions is (−15, +20 %) at 95 % confidence interval.
Also shown are the Harding Street power plant (HSPP) CO2 emissions from the mass balance approach and EPA stack measurements, and
the mass balance HSPP percentage contribution to the total citywide CO2 flux for the three flight dates. Uncertainty in the HSPP stack
monitoring is 29 %.
Flight date Total city CO2 Hestia fossil CO2 Total city CH4 HSPP CO2 emission, HSPP CO2 % HSPP
in 2011 emission rate emission rate emission rate mass balance from EPA contribution
(mol s−1) (mol s−1) (mol s−1) (mol s−1) (mol s−1) mass balance
1 March 11 000 12 122 93 5950 3589 54
29 April 7500 10 751 101 5100 3871 68
1 June 26 000 12 134 197 10 030 4407 39
good correlations between enhancements in total and fossil
fuel CO2 with slopes identical to unity within 2 standard de-
viations of the slope (Supplement Fig. S10). The city flask
data (not taken downwind of the power plant plume, Supple-
ment Fig. S10) for 29 April show a smaller slope (Supple-
ment Fig. S10), suggesting possible uptake during this day.
However, more radiocarbon data are needed for this month
to ascertain that this is indeed the case. We also note that
many of the flasks were sampled within the influence of the
power plant plume where the fossil fuel component is larger
and more dominant than over the larger urban area. Thus,
more flask measurements within the urban plume (but out-
side the power plant plume) will be useful to examine the
extent to which the estimated CO2 emission from the city of
Indianapolis is strongly dominated by fossil fuel CO2, partic-
ularly during the summer growing season. While for 1 March
there were no radiocarbon measurements from aircraft flask
samples, analysis of tower-based flask samples shows that
CO2 enhancements are entirely fossil-fuel-derived in this late
winter period in Indianapolis (Turnbull et al., 2014). We note
that for the growing season periods, biosphere exchange of
CO2 represents a component of the measurement uncertainty,
important to our comparison with the Hestia bottom-up data.
In a companion paper (Turnbull et al., 2014), we discuss
the partitioning of the urban CO2 enhancement into the fos-
sil and biogenic components in detail. As discussed in that
paper, measurements of the background CO2 at the “sides”
of the city, simultaneous with the time of each transect, are
likely optimum, for cases when the background has a diur-
nally varying character, due to biospheric impacts.
Calculated CO2 and CH4 emission fluxes for these dates
are presented in Table 1 and Fig. 5. The estimated emissions
(Table 1) were calculated using a vertically varying back-
ground for the three flight experiments. As mentioned above,
we also calculated the flux using an average CO2 and CH4
background (Supplement Table S3) assumed to be constant
with altitude and found a 3, 14, and 0.2 % difference in the
CO2 flux and a 3, 3, and 10 % difference in the CH4 flux for
the 1 March, 29 April, and 1 June experiments, respectively.
As shown in Table 1, there is a 9 and 30 % difference between
Figure 5. Indianapolis CO2 emissions for several flight experiments
in 2008 and 2011 estimated from the aircraft-based mass balance
and Hestia bottom-up approaches. Error bars in the mass balance
approach represent our uncertainty estimate of ±50 %, while the
Hestia uncertainty is (−15, +20 %) at 95 % confidence interval for
Marion County.
the emissions estimated with the aircraft-based mass balance
approach and the Hestia bottom-up method for 1 March and
29 April 2011, respectively. However, the measured citywide
CO2 emission from observations was greater than the Hestia
county estimate by a factor of ∼ 2.1 for the 1 June 2011 ex-
periment. For comparison, we include in Fig. 5 the Hestia
emissions and aircraft-based mass balance measurements in
Indianapolis for 2008 (Mays et al., 2009). Supplement Ta-
ble S4 shows the CO2 emissions from the Hestia bottom-up
approach and the aircraft-based mass balance measurements
corresponding to the 2008 flight experiments (from Mays et
al., 2009). We note that Mays et al. (2009) used the same
multi-transect kriging method described above. The com-
bined results from the 2008 and 2011 measurements show
considerable day-to-day variability, which does not exist in
the bottom-up emission data. When the CO2 fluxes were
plotted against traffic flow data, Mays et al. (2009) showed
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that ∼ 57 % of the variability in the citywide CO2 emission
can be accounted for by mobile combustion sources. Except
for city on-road CO2 emissions and CO2 emissions data from
power generating facilities, which are measured and reported
to the EPA, Hestia emission estimates rely on the temporally
simulated average emission dynamics for the other sectors,
which will vary based on hour of the day and day of the week.
Hence, one-to-one agreement between the mass balance ap-
proach and the bottom-up emission estimate is not necessar-
ily expected for specific hours within individual days. We
also note that Hestia only accounts for the fossil fuel CO2,
while our approach captures the total CO2 flux from the city.
Thus, if the biological component is significant, our compar-
ison may be biased.
We also report the methane flux from the city for the three
flight experiments (Table 1) and note that there is also a con-
siderable variability in the day-to-day emissions. This result
may be due in part to the fact that one of the largest con-
tributors to the total citywide methane emission is a landfill
in the southwest side of the city, and its daily and seasonal
emission is variable due to the dependence on temperature,
pressure, and available moisture. The methane emission from
Indianapolis and its apportionment to various sources is the
subject of a separate manuscript (Cambaliza et al., 2014).
An important term in the budget of greenhouse gases in
the atmospheric boundary layer (ABL) is entrainment from
the free troposphere. Entrainment occurs as the boundary
layer grows due to turbulence, and free-tropospheric air is
entrained into the ABL. Detrainment (export of ABL air to
the free troposphere) occurs (1) when there is horizontal in-
homogeneity of mixing depths (e.g., urban–rural CBL depth
contrast) (Angevine et al., 2003), (2) when convective turbu-
lence dissipates at the end of the day, or (3) in the presence
of convective clouds (e.g., thunderstorms). Our vertical pro-
files of CO2 and CH4 (Supplement Fig. S7) do not show any
obvious evidence of measurable detrainment of CBL air into
the free troposphere, most likely due to the proximity of our
downwind flight path to the city plume. In addition, our mea-
surements conclude by 16:00 LT, and thus do not include the
evening collapse of the ABL. We have also not conducted
measurements in the case of the presence of deep convective
clouds. Thus, we assume that detrainment is not important
for our experiments.
In our analyses, we account for entrainment by measur-
ing the height of the boundary layer downwind of the city,
and kriged the data to that height. In this situation, all of
the entrainment that has occurred over the city has been ac-
counted for in the measurement of outflow at the downwind
edge of the city. This measurement approach, however, is still
influenced by entrainment in that we assume that the back-
ground conditions that we measure at the “wings” of the ur-
ban plume are representative of both the boundary layer and
free-tropospheric atmospheric conditions upwind of the city.
If entrainment of free-tropospheric air is the same over the
city as it is over the edges of the city, then the impacts of en-
Figure 6. (a) CO2 and (b) CH4 observations on 29 April 2011 as
a function of altitude and horizontal distance along the seven tran-
sects. Broken lines represent the projected city limits. CBL depth
was 1110 m.
trainment cancel in our calculation, and we assume this to be
the case (Karion et al., 2013b).
3.3 Sensitivity analyses
In this section, we quantify the change in the CO2 and CH4
fluxes due to the uncertainties in the analysis parameters
(Supplement Table S1). Table 2 summarizes the results from
the sensitivity analyses for the 1 March, 29 April, and 1 June
2011 Indianapolis flight experiments. In our analyses it was
not assumed, based on our measurements, that the boundary
layer at the downwind observational plane was well mixed,
i.e., that the observations from one horizontal transect are a
representative sample of a uniform vertical composition for
the entire boundary layer. For our flights, a typical distance
to significant upwind point sources, e.g., the power plant,
was ∼ 10 km. For this distance, we typically observe con-
siderable variability in the CO2 and CH4 concentrations in
the vertical direction. This is evident, for example, in the
CO2 and CH4 horizontal transect distributions for 29 April
2011 shown in Fig. 6. This figure shows enhancements from
∼+4 to ∼+8 km for the 280 m and from ∼+4 to +16 km
for the 360 m transects, respectively, that are not observed in
the other transects. For this sampling day for which the CBL
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Table 2. Percent change in (a) CO2 and (b) CH4 emission rate as a function of the uncertainties in analysis parameters for three Indianapolis
flight dates in 2011.
(a) CO2 flux sensitivity
1 March 29 April 1 June Average
Background 13 18 31 21± 9
CBL depth 32 22 14 23± 9
Perpendicular wind speed 12 20 14 15± 4
Interpolation method 0.2 28 9 12± 14
Urban heat island dilution of background 57 22 6 28± 26
Surface extrapolation effect 24 8 7 13± 10
(b) CH4 flux sensitivity
1 March 29 April 1 June Average
Background 8 23 32 21± 12
CBL depth 35 13 8 19± 14
Perpendicular wind speed 12 21 17 17± 5
Interpolation method 6 12 7 8± 3
Urban heat island dilution of background 57 35 23 38± 17
Surface extrapolation effect 9 16 4 10± 6
depth is 1100 m, the characteristic timescale for air to cycle
once from the bottom to the top of the CBL (Stull, 1997) is
∼ 10 min, where the calculated convective velocity scale is
∼ 1.9 m s−1. The corresponding horizontal length scale for
this one cycle time is ∼ 2.4 km given that the mean wind
speed for this day was ∼ 4 m s−1. A typical sampling dis-
tance of 10 km from the power generating station is approx-
imately 4 times longer than the 2.4 km length scale. This
sampling distance may be sufficient to achieve well-mixed
conditions for this point source, but the city covers a large
area with distributed sources that may be located closer to
the horizontal transects. Thus, multiple horizontal transects
at various altitudes within the stationarity time constraints
(i.e., time intervals in which it is safe to assume unchanging
fluxes, CBL depths, and winds) are important for accurate
sampling of source-specific features. However, it is not pos-
sible to sample very close to the ground, and sometimes not
possible to sample all the way to the top of the boundary
layer; in addition, the vertical spacing between the horizon-
tal transects may be appreciable. For these reasons, there is
significant uncertainty resulting from the interpolation pro-
cedure (Table 2).
The CBL depths used for the calculations were 525,
1110, and 1720 m, while the standard deviations of zi at the
95 % CL were 75, 140, and 204 m for 1 March, 29 April, and
1 June, respectively. Thus, we evaluated the change in the
flux corresponding to a relative increase in the CBL depths
of 14, 13, and 12 % for the three flight dates. The correspond-
ing average change in the flux for the three flight dates was
23 and 19 % for CO2 and CH4, respectively, with the largest
change in the flux for the 1 March flight experiment (Table 2).
This significant uncertainty is expected in part because the
CBL depth increased without a corresponding increase in
measurement transects to constrain the interpolation of the
data up to the new CBL depth. Thus, had the transects been
flown, the uncertainty would likely have been smaller.
Because of our inability to fly close to the ground, the ab-
sence of data between the lowest altitude transect and the sur-
face also contributes to the uncertainty estimates. As stated
above, we have observed the greenhouse gas enhancements
to be often heterogeneously distributed in the vertical, given
the proximity of our downwind measurements to the city
sources. Thus, we considered the extreme cases, where we
assumed that the city plume is not observed in a hypothetical
transect between the ground and the lowest altitude measure-
ment, as well as the case where we assumed that the mole
fractions in the hypothetical transect are the same as for the
lowest observed transect data. The latter approach results in a
small average change of 5 and 3 % for CO2 and CH4, respec-
tively, for the three flight dates. As expected, we find that the
surface extrapolation effect (Table 2) was more pronounced
for the extreme case, where we assigned background mole
fractions in the hypothetical transect. In this case, the change
in flux (Table 2) yielded an average of 13 and 10 % for CO2
and CH4, respectively, for the three flight experiments, which
we assume is the upper limit impact.
We determined the influence of the observed uncertainty in
the perpendicular wind speed to the estimated emission, and
found that changing the magnitude of the perpendicular wind
speed by the overall uncertainty (∼ 0.7 m s−1), given the ob-
served variability and the method uncertainty, yielded identi-
cal results for both the CO2 and CH4 fluxes (an average of 15
and 17 % change in the flux for CO2 and CH4, respectively,
at the 95 % CL, as shown in Table 2). The aircraft measures
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the winds continuously throughout the course of the experi-
ment, and these changing mean winds were used in the flux
calculations, thereby minimizing the uncertainty in the flux
due to this component, and we do not include this component
in the estimated overall uncertainty. We note that, in addition
to the impact of the wind variability on flux values, the his-
tory of the horizontal winds prior to the experiment can also
be important in the mass balance approach. The presence of
sustained, steady winds ensures that the integrated mass flux
through the measurement plane at the time of measurement
is essentially equal to the total mass flux from the source at
the time of emission. The mean horizontal wind speeds were
5.8, 4.0, and 5.9 m s−1 (averaged over all altitudes) for the 1
March, 29 April, and 1 June 2011 experiments, respectively.
If the emissions from the city mix with an air mass traveling
across Indianapolis with the observed wind speeds (∼ 6 and
4 m s−1), this air mass will pass from the city (taken to be
∼ 70 km wide) center to the point of interception in ∼ 1.5 to
2.5 h. This is then the required corresponding time frame for
constant wind speeds for a city of this size.
We calculated the variability in the gridded background
concentrations at each 20 m altitude bin and determined the
uncertainty introduced in the flux, as described above. On av-
erage, we obtained a change in the flux of 21 % for both CO2
and CH4 (Table 2). It is important to note that the uncertainty
in the flux due to the background depends significantly on the
magnitude of the enhancements. For large source strengths,
such as power plants and landfills (e.g., Harding Street power
plant and Southside landfill), the plume is clearly defined and
easily detectable above background. Conversely, uncertainty
in the background becomes more important for sources with
smaller incremental enhancements (e.g., the distributed mo-
bile source sector) above the background.
Given our procedure for acquisition of background data,
the aircraft-based approach is sensitive to incremental en-
hancements from sources that are directly upwind of the city.
Thus, sampling of the air mass concentrations directly up-
wind of the city across its horizontal width could help quan-
tify the impact of direct upwind sources. Future use of both
upwind aircraft-based measurements and ground-based mea-
surements from upwind towers will also help reduce the im-
pact of background concentration uncertainty.
As mentioned in the methods section, we conducted our
vertical profiles downwind of the city. This, therefore, ac-
counts for possible heat island enhancement in the urban
CBL depth. We note that the UHI effect may potentially
lead to a difference in the entrainment rate between the ur-
ban plume and the edges of the city (where background is
taken), from horizontal heterogeneity in the CBL depth (e.g.,
higher CBL depth inside the city plume relative to the edges).
It is then possible that the inflow of background air into the
city will encounter a deeper CBL. Thus, there is an additional
component in the uncertainty associated with the dilution of
the background due to UHI enhancement in the CBL depth.
We therefore calculate the change in the emission flux due to
a change in the background assuming a 10 % increase in the
CBL depth, a figure that is based on our measurement from
30 June 2011, as well as on the observations of Angevine
et al. (2003). We used the measured mean CO2 and CH4
free-tropospheric molar ratios obtained from the vertical pro-
files (Supplement Fig. S7) for the three flight experiments
to calculate the change in the background molar ratios due
to entrainment. This sensitivity analysis is therefore also a
measure of the effect of entrainment on the estimated emis-
sions. On average, we find that a calculated 0.4 ppm change
in background CO2 yields a 28 % change in CO2 emission
(Table 2, and Table S5 in the Supplement), while a mean
4.4 ppb change in background CH4 results in a 38 % change
in CH4 flux. These results further express the substantial im-
pact uncertainty in the background concentration can have on
the calculated emission rate.
We note that the sensitivity analyses discussed here do not
necessarily capture all parameters influencing the accuracy
of the flux determination. The interpolated CO2 and CH4
plumes in Fig. 4, for example, are not the result of a frozen
concentration field; that is, they are observed images of the
CO2 and CH4 plumes that will move spatially over a 3 h time
period, the approximate duration of one flight experiment.
This problem is amplified when the sampling distance is
close to the source and not achieving well-mixed conditions.
On the other hand, the impact of the background subtraction
is smaller with a larger detected enhancement, reflecting a
trade-off in errors. Thus, a component of the overall uncer-
tainty not directly probed here is the impact of non-stationary
plumes on the interpolation. Indirectly, this is reflected in the
assessment of precision, as discussed below. However, the
analysis presented here provides insights on procedures to
improve the experimental approach, as discussed in the Con-
clusions. We note that these sensitivity calculations inform us
about components of the experiment that can be improved.
However, components such as heat island impacts are not
direct components of the computation, and thus an explicit
propagation of errors to include all variables to which the re-
sult is sensitive is not feasible. The combined effect is, how-
ever, reflected in the precision measurements, as discussed in
the next section.
3.4 Evaluation of method precision using
measurements from multiple downwind distances
Here we discuss the results from four flight experiments that
were designed to determine the precision of the approach.
Using the multi-transect kriging approach, we calculated the
flux from two or more downwind distances and quantified the
difference in the flux estimates as a measure of the method
precision.
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Figure 7. Observed methane concentrations for the 3 May 2012
Newton County landfill flight experiment for two downwind dis-
tances: (a) 16 km and (b) 11 km. Vertical profiles were flown after
the 16 and 11 km horizontal transects, showing CBL depths of 700
and 840 m, respectively.
3.4.1 Newton County landfill experiments
Two flight experiments were conducted downwind of the
Newton County landfill. Supplement Fig. S8 shows the flight
paths for the 16 June 2011 and 3 May 2012 experiments.
During the 16 June experiments, winds were from the west,
with an average magnitude of 8 m s−1, and measurements
were conducted at two downwind distances (5 and 11 km).
On 3 May 2012, winds were from the southwest, with an av-
erage magnitude of 11 m s−1, and measurements were con-
ducted at 11 and 16 km downwind distances. For the latter
flight date, the horizontal transect measurements 16 km from
the main source were also intercepting the plume of 7 dairy
farms that were downwind of the landfill. These dairy farms
were located between 11 and 16 km downwind of the land-
fill, and hence did not impact the 11 km horizontal transect
measurements (Supplement Fig. S8). A list of confined ani-
mal feeding operations in Indiana (http://www.in.gov/idem/
4994.htm, accessed 6 September 2012) shows that, in 2012,
there were a total of 29 060 cattle and 6200 calves from the
7 dairy farms, from which we can estimate emissions.
In Fig. 7, we show the measured methane concentrations
from the Newton County landfill experiments for the 3 May
2012 measurement. We observed significant enhancements
within the methane plume downwind of the landfill. The
CH4 background was 1850± 2 ppb, while the enhancements
were at least 100 ppb, but in some cases up to 400 ppb above
the background. Because the ratio of the uncertainty in the
background to the enhancement is small (≤∼ 2 %), the total
uncertainty is minimized, and the plume is clearly defined,
which then makes the comparison of the results for the two
distances idealized. In this experiment, we note again that the
observed methane plumes were not uniformly distributed in
the vertical direction, and a well-mixed boundary layer could
not be assumed.
Table 3 shows the estimated fluxes for the two Newton
County landfill experiments and the percentage difference
between fluxes for the two downwind distances. Because we
were intercepting the plume from seven dairy farms during
the 3 May 2012 experiment at 16 km distance downwind,
we accounted for the contribution from a total of 35 260
dairy cattle and calves and subtracted their calculated emis-
sion from the total observed flux. We used emission factors
derived from a tracer technique in the literature (Johnson
et al., 1994; Westberg et al., 2001) to obtain the methane
flux contribution from the dairy farms. Observed variabil-
ity in repeated measurements over 5 days using the tracer
technique was± 30 % (Johnson et al., 1994). The total es-
timated emission flux from the 16 km downwind distance
was 108 mol s−1, while the calculated methane flux from the
dairy farms was 9 mol s−1. The difference (99 mol s−1) is the
net emission from the landfill (Table 3). Based on the results
shown in Table 3, the percentage differences in the methane
fluxes for the two distances for the 16 June 2011 and 3 May
2012 experiments were 39 and 20 %, respectively.
3.4.2 Twin Bridges landfill experiment
On 30 August 2012, we sampled the methane plume from the
Twin Bridges landfill using two sets of horizontal transects at
3 and 6 km downwind distances (Supplement Fig. S8). Winds
were from the southeast, with an average magnitude of
5 m s−1. Similar to the observations from the Newton County
landfill experiments, the measured methane horizontal distri-
butions from the Twin Bridges landfill show the plume to
be clearly defined above the background with average en-
hancements of ∼ 150 ppb for the two downwind distances.
We find that the methane fluxes were 16 and 18 mol s−1, cor-
responding to the 3 and 6 km downwind distances (Table 3),
respectively. These results represent, on average, a ∼ 12 %
difference between the estimated fluxes.
3.4.3 Harding Street power plant experiment
The Harding Street power generating station has a stack
height of 172 m, and emits thermally buoyant plumes into
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Table 3. Percentage difference between estimated emission rate from two or more downwind distances for four flight experiments.
Flight date and experiment Downwind distance Emission rate Difference
(km) (mol s−1) (%)
16 June 2011, Newton Co. landfill (CH4) 5 56 39
11 83
3 May 2012, Newton Co. landfill (CH4) 11 81 20
16 99
30 August 2012, Twin Bridges landfill (CH4) 3 16 12
6 18
1 June 2012, Harding St. power plant (CO2) 5 1350
8 850 52∗
17 2400
∗ Derived from the standard deviation of the resulting CO2 emission fluxes from the three downwind distances divided by the mean.
the atmosphere. Unlike the surface emissions from the mo-
bile combustion sources, we expect the power plant plume to
rise through the boundary layer up to the capping inversion,
and then mix through the CBL at some distance downwind.
Three sets of horizontal transects were conducted in rapid
succession downwind of the Harding Street power plant on
1 June 2012 at 5, 8, and 17 km (Supplement Fig. S8). The
winds were from the northwest, with an average magnitude
of ∼ 10 m s−1. This sampling day was characterized by a
dense overcast layer at the boundary layer top, and relatively
high winds. During such days when aircraft vertical profiles
through the top of the boundary layer are not possible (to pro-
tect the BAT probe), the depth of the boundary layer was es-
timated from the observed cloud-base altitude (640 m a.g.l.).
Table 3 shows the calculated fluxes from the three downwind
distances. The average CO2 flux from the three sets of tran-
sects was 1530± 790 mol s−1, yielding a (1 standard devia-
tion) precision of 52 %. Thus, based on the summary shown
in Table 3, the lower and upper bounds of the precision de-
terminations, for point sources, were 12 and 52 %. The aver-
age of the values in Table 3, 30 %, represents the precision
for point sources. However, as stated above, this value mini-
mizes the impact of uncertainty in the background, while the
other components in Table 2 are represented in the precision
experiments. If we combine the observed average precision
with the impact of the background uncertainty, we calculate
an overall uncertainty of 37 %. To include the impact of other
but unknown systematic errors, we assume for the discussion
below a conservative overall method uncertainty of ± 50 %.
Ideally, under steady conditions (e.g., steady, sustained
winds and boundary layer depth, and constant emission from
the source), the emission fluxes calculated from measure-
ments at multiple downwind distances are essentially iden-
tical. Thus, the variability in the observed emission fluxes ef-
fectively quantifies the combined influences of various vari-
ables (interpolation errors, sampling statistics, and instru-
mental limitations) that may affect the magnitude of the mea-
sured fluxes, and is therefore a measure of the method pre-
cision. We can compare these results, which are at the low
end of those reported by previous studies that made use of an
aircraft-based mass balance approach to estimate emissions
from an urban plume or an area-wide source for different
trace gases: 20 % for CO and 40 % for NOx emissions from
Augsburg, Germany (Kalthoff et al., 2002); 50 % for CH4
from a pastoral farming region in New Zealand (Wratt et al.,
2001); 50 % for CH4 from dairy farms in the South Coast Air
Basin, CA, USA (Peischl et al., 2013); 100 % for CO2 from
Sacramento, CA, USA (Turnbull et al., 2011); and 100 %
for NOx emission measurements from Birmingham, AL,
USA (Trainer et al., 1995). In these previous studies, main
sources of uncertainties in emission estimates were attributed
to uncertainties in concentration measurements (Wratt et al.,
2001), and variability of horizontal wind speeds (Trainer et
al., 1995; Turnbull et al., 2011).
Figure 8 shows the 1 June 2012 CO2 emissions from the
Harding Street power plant estimated using the mass balance
approach and those reported from stack measurements (EPA
Air Markets Program Data: http://ampd.epa.gov/ampd/, ac-
cessed August 2012). For comparison, the HSPP CO2 mea-
sured and reported emissions for 1 March, 29 April, and 1
June 2011 were also included (Fig. 8 and Table 1). To iso-
late the HSPP contribution from the total city emission, we
assume that the plume cells are attributable to HSPP if the
concentration is at least 2 standard deviations greater than
the mean city concentration and that the back trajectory from
the point of observation intersects with the power plant. Er-
ror bars in the mass balance approach represent a conserva-
tive 50 % estimate, consistent with the relative uncertainty
observed in the flux estimates from the three downwind dis-
tances during the 1 June 2012 HSPP experiment. The un-
certainty in the reported stack measurements is estimated
to be 29 %, which represents the standard deviation of the
bias-corrected distribution of differences between the EPA
CAMD and EIA (Energy Information Administration) data
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Figure 8. Harding Street power plant CO2 emission estimates from
the mass balance and EPA CEMS monitoring approaches. Error
bars in the CEMS monitoring represent a 29 % uncertainty while
error bars in the mass balance approach correspond to the 50 % un-
certainty estimate.
on a monthly/yearly level for all power plant facilities in
the United States. We observed that the emissions from the
two approaches were not statistically significantly different
for the 2011 flight experiments within the estimated uncer-
tainties. However, the observed CO2 flux on 1 June 2012
was 60 % smaller than reported by EPA. It is possible that
the aircraft-based approach under-sampled the plume on this
flight date because visual flight rules require that aircraft fly
at least 150 m below the cloud cover. Nevertheless, it is pos-
sible to determine from this set of observations the contribu-
tion of the HSPP to the total citywide CO2 flux. In Table 1,
we summarize the isolated HSPP and citywide CO2 emis-
sions and determine from observations that the HSPP CO2
flux accounts for ∼ 54 % of the CO2 emissions from the city,
on average, for three afternoons in 2011. This result is larger
than the findings (∼ 37 %) of Mays et al. (2009). For compar-
ison, Gurney et al. (2012) estimate a 28 % contribution from
HSPP using the bottom-up approach for year 2002. Using the
results from the HSPP CO2 emission rate determined from
the continuous stack monitoring for the 3 days considered in
the analyses (Table 1), the HSPP CO2 emissions contribute
34 % on average compared to the total citywide Hestia esti-
mated flux (Table 1). We note that the emission from HSPP
is not constant (Gurney et al., 2012). Gurney et al. (2012)
found that relative to the other eight townships in Indianapo-
lis, Decatur Township, where the Harding Street power gen-
erating facility is located, has considerable variability in its
fossil fuel CO2 emissions that reflect the electricity produc-
tion variations of HSPP.
3.5 Evaluation of the single-transect mass balance
method
We revisited the 1 March, 29 April, and 1 June 2011 Indi-
anapolis flight experiments and recalculated the fluxes using
the single-transect mass balance method. Several aircraft-
based mass balance studies conducted to date have utilized
a single-transect approach that assumes a uniformly mixed
boundary layer for the enhancements (Karion et al., 2013b;
Peischl et al., 2013; Turnbull et al., 2011; Trainer et al., 1995;
White et al., 1983). To evaluate the relative viability of such
an approach, enabling more rapid flux measurements, we cal-
culated the CO2 and CH4 emission fluxes using observations
from each transect in our experiment days to obtain multiple
independent estimates of the citywide flux for the 1 March,
29 April, and 1 June 2011 flight experiments. Table 4 shows
the total number of transects sampled for each of the three
flight dates as well as the number of usable transects for the
single-transect calculations. To remove biases arising from
the background, we used the mean of the background con-
centrations from the edges of the interpolated data (outside
the city limits) corresponding to the altitudes of the indi-
vidual transects. This approach is chosen since, when im-
plementing a single-transect approach, one would design a
flight plan to ensure that adequate background data were ac-
quired to support each sample transect. The perpendicular
wind speed used in the calculation was the average wind
speed normal to each transect. Table 4 shows the mean CO2
and CH4 emission fluxes for the three flight dates estimated
using the single-transect approach together with the relative
standard deviation, which reflects the precision of the as-
sumption that any given transect represents the full boundary
layer in the vertical scale. For the case of the 1 March flight
experiment, we present the percentage difference of the flux
estimates from two transects. Supplement Table S6 shows
all of the independently determined values of the CO2 and
CH4 fluxes for the three flight dates. For comparison, Table 4
also shows the results from the multi-transect kriging method
(also shown in Table 1). Precision for the multi-transect krig-
ing method was taken as 30 % based on the average vari-
ability observed from the multiple downwind distance exper-
iments (discussed in the previous section). We note that the
precision for our multi-transect kriging method may be larger
than this, given the larger scale and smaller incremental con-
centrations that apply to the urban-scale measurements. We
find that the estimated fluxes from the two approaches are not
statistically significantly different if we compare the mean
from the single-transect approach. However, many of the in-
dividual determinations via the single-transect approach (i.e.,
the way it would be implemented) would be significantly dif-
ferent from the multi-transect result. The variability of the
determined emission rates from the single-transect approach
ranges from 23 to 65 %. In Fig. 6 we have shown the CO2 and
CH4 observations for the seven transects on 29 April 2011,
for which we calculated a standard deviation of 51 and 58 %
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Table 4. Citywide CO2 and CH4 emission fluxes (mol s−1) derived from the single-transect method (mean± 1 s) and via the multi-transect
kriging approach for the three flight dates in 2011. Percentage values in parentheses represent the relative standard deviation. The stated
precision in the multi-transect kriging approach is 30 %, with the average precision obtained from the multiple downwind experiments
(Table 3).
Flight date Total no. No. of usable Single-transect method Multi-transect kriging approach
in 2011 of transects transects
CO2 flux CH4 flux CO2 flux CH4 flux
1 March 4 2 12 800
(17 000, 8700)1
(65 %)2
130
(170, 85)1
(65 %)2
11 000± 3300 93± 28
29 April 7 5 8950± 4600
(51 %)
105± 60
(58 %)
7500± 2250 101± 30
1 June 7 5 24 000± 5500 (23 %) 190± 79
(42 %)
26 000± 7800 197± 59
1 Values of the flux estimates from the two individual transects.
2 Represents the percentage difference between the flux estimates from the two individual transects.
for CO2 and CH4 emission rates for the single-transect ap-
proach, respectively. The broken lines represent the limits of
integration in the horizontal direction corresponding to the
city boundary. Based on the observed significant variability
in the measured concentrations for the various transects as
a function of altitude, it is not unexpected that the indepen-
dently determined fluxes were also highly variable. In Fig. 4
and Supplement Fig. S11 we show the corresponding hori-
zontal transect observations for the 1 June and 1 March 2011
flight experiments, respectively. We note the strong methane
signal measured in one horizontal transect but not observed
in the other transects during the 1 March flight experiment
(Supplement Fig. S11). The result from this investigation in-
dicates that the boundary layer is not always uniformly dis-
tributed during sampling. Our results indicated that to en-
able reliable uncertainty determinations, one would generally
need to prove, through measurements in each case, that the
boundary layer is well mixed. However, doing so would then
effectively remove the time-saving benefits of the single-
transect approach.
4 Conclusions
This research involved assessment of important variables
contributing to the uncertainty of an aircraft-based mass bal-
ance approach. This uncertainty analysis is dependent on the
approach, for example on the method for acquiring back-
ground data, the number of transects, the distance from the
sources, etc. The aircraft-based mass balance approach is an
attractive method for quantifying emissions from both city-
wide and area-wide sources because of its inherent ability
to cover the entire footprint of the source and its capabil-
ity to determine the state of the boundary layer during mea-
surement. Optimization of the experimental design is impor-
tant, and one of the primary objectives of INFLUX. We sug-
gest the following improvements in the method based on this
study. Measurement performance improvements can be real-
ized by (1) carefully determining the background CO2 and
CH4 concentrations from the edges of the downwind tran-
sects, (2) monitoring the dynamics of the convective bound-
ary layer, (3) increasing the number of downwind horizon-
tal transect measurements, and (4) conducting low approach
measurements in the downwind plume. An upwind horizon-
tal transect in the middle of the boundary layer to ascertain
the presence of plumes from direct upwind sources and cor-
rection of the fluxes in such cases is essential. We find that
the use of the upwind transect for background concentration
determination is not viable. This results from the fact that the
transit time for air across the city is on the order of 3–4 h.
The actual background air for the downwind transects would
then need to be measured upwind at 09:00–10:00, which is
not practical, since the boundary layer height is very low at
that time, and the boundary layer is often relatively stable,
meaning that concentrations measured aloft can be quite dis-
connected from the surface. Our method could be further im-
proved with two aircraft operating simultaneously in order to
increase the downwind sample (and background) coverage
and decrease the elapsed time for the experiment. Alterna-
tively, a single higher speed aircraft can perform the upwind
and downwind transects and might provide the same advan-
tage as two aircraft.
A second component of the uncertainty in the estimated
flux arises from uncertainty in boundary layer height. Thus
a vertical profile obtained before and after the experiment
would help monitor the dynamics of the CBL. As we have
done in our experiments, we also recommend that aircraft
vertical profiles be conducted on the downwind side to eval-
uate and account for possible boundary layer enhancements
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caused by UHI effects (Trainer et al., 1995; Angevine et
al., 2003), thereby minimizing uncertainties in the calcu-
lated flux. Alternatively, continuous remotely sensed mea-
surements of the CBL depth within the city such as those
obtained from lidar backscatter profiles would also help bet-
ter constrain the growth or decay of the boundary layer dur-
ing the course of the experiment, thereby improving the
overall uncertainties. A wind lidar instrument is now in-
stalled and currently operating in Indianapolis, and pro-
vides vertical profiles of horizontal wind speed and di-
rection, vertical velocity variance, and aerosol backscat-
ter intensity every 20 min (http://www.esrl.noaa.gov/csd/
groups/csd3/measurements/influx/latest.html, accessed 14
April 2014). Such data will also help us determine the his-
tory of the winds prior to the mass balance experiment and
assess the impact of any changing winds on the estimated
flux. High-frequency determinations of CBL depth with the
lidar will free up flight time for acquisition of more down-
wind horizontal transect data. As shown here, the process
of interpolation also introduces uncertainties into the budget
calculation, especially in the limit of a small number of tran-
sects. Therefore, multiple horizontal transects will minimize
interpolation-related uncertainties. That recommendation is
best implemented with higher aircraft speed.
We also noted that the UHI dilution of the background
brought about by differences in entrainment rate inside and
outside the city may also contribute significantly to our un-
certainty budget. We can determine the impact of the UHI
effect more accurately in future flight experiments by con-
ducting vertical profiles upwind of the city and comparing
with the simultaneous wind lidar measurements installed in
the city. This will then enable the quantification of the dif-
ference in CBL depth inside and outside the city, as well as
the impact of this difference on the background inflow into
the city.
We also evaluated the precision of the approach by com-
paring measurements made in rapid succession over transects
at multiple downwind distances from three point (or small
area) sources with large strengths. We obtained relative dif-
ferences ranging from 12 to 52 %, with an average of∼ 30 %.
Given that these experiments were conducted downwind of
sources with large source strengths and smaller areal foot-
prints, which effectively minimize the background variabil-
ity problem, as well as changes in the boundary layer over
the course of the longer citywide experiments, we thus con-
servatively estimate the overall uncertainty (precision plus
systematic errors) for individual urban flux measurements
as ±50 % (maximum relative difference rounded off to the
nearest 10 %). This is consistent with the average difference
between our determinations of the HSPP flux and the EPA
CEMS data for the flight dates studied here.
We also compared the multi-transect kriging approach
with results from single-transect realizations of the flux, as-
suming a well-mixed boundary layer. Our results suggest that
there is a trade-off between the necessary downwind distance
for complete mixing and the ratio of the enhancement to the
uncertainty in the background concentration. Thus, we rec-
ommend that multiple transects through the boundary layer
be pursued when possible. We observed that the variability
of the estimated flux from the single-transect method ranged
from 23 to 65 %, which treats each transect as a single real-
ization of the flux, while the interpolation method treats all
the data as a single realization and does not assume that there
is complete mixing throughout the boundary layer.
The Supplement related to this article is available online
at doi:10.5194/acp-14-9029-2014-supplement.
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