In this paper, we will establish several Lyapunov inequalities for linear Hamiltonian systems, which unite and generalize the most known ones. For planar linear Hamiltonian systems, the connection between Lyapunov inequalities and estimates of eigenvalues of stationary Dirac operators will be given, and some optimal stability criterion will be proved.
Introduction
We begin with the classical Lyapunov inequality for the second-order scalar linear differential equation
x (t) + q(t)x(t) = 0, (1.1) where the potential q : R → R is piecewise continuous or locally Lebesgue integrable. There are several equivalent statements for the Lyapunov inequality of Eq. (1.1).
The first one is as follows. Suppose that Eq. (1.1) admits a non-zero solution x(t) such that x(a) = x(b) = 0 for some a, b ∈ R with a < b. Lyapunov [19] asserted that the potential q satisfies the socalled Lyapunov inequality (1.2)
Moreover, inequality (1.2) is optimal. Here and in the sequel, q + (t) := max q(t), 0 , t ∈ R.
The second statement is as follows. Consider the Dirichlet eigenvalue problem
It is well known that the problem has a sequence of eigenvalues λ 1 (q) < λ 2 (q) < · · · < λ n (q) < · · · such that lim n→∞ λ n (q) = +∞. The Lyapunov inequality can be restated as See [36] . Note that the condition in (1.3) is complementary to the Lyapunov inequality (1.2).
The third statement is as follows. Suppose that q(t) is T -periodic for some T > 0. See also [36] . Note that condition (1.5) is complementary to inequality (1.2). Lyapunov inequality (1.2) and Lyapunov stability criterion (1.4)-(1.5) have been generalized to a great extent, especially to higher-order linear scalar equations and linear Hamiltonian systems. See the survey article by Cheng [5] and papers [2] [3] [4] 7, 10] . Note that these results are involved of the L 1 norms of potentials q. Some extensions using L p norms of q, 1 < p ∞, have been given in [32, 36] .
Lyapunov inequalities are fundamental in many applications to linear and nonlinear problems [5] . Some recent works are as follows. For example, from Lyapunov inequalities, one can deduce an explicit characterization for the non-degeneracy of linear systems [16, 20, 32, 34] and give sufficient conditions on maximum and anti-maximum principles for linear equations [1, 35] . Based on the non-degeneracy of linear problems, Lyapunov inequalities can be applied to the uniqueness and multiplicity of solutions of nonlinear and even superlinear boundary value problems [16, 34] . Furthermore, these inequalities have applications in estimates of rotation numbers of Hill's equations [6] , ellipticity of linear conservative systems [6, 12] and stability of periodic solutions of nonlinear conservative systems [6] with the help of Moser's twist theorem [26] .
In this paper, we will consider general linear Hamiltonian system u (t) = J H(t)u(t), u ∈ R 2n , (1.6) where J = 0 I n −I n 0 is the standard symplectic matrix and 
H(t) = C (t) A (t)
where C : R → R n×n is symmetric and locally Lebesgue integrable.
In papers [23] [24] [25] , Reid considered generalization of Lyapunov inequality (1.2) to system (1.6) by using the Green functions. The results are particularly good for system (1.7). However, as Green functions depend on matrices A(t), B(t) and C (t) in an implicit way, it is not easy to deduce explicit conditions.
The main results of this paper are as follows. For general dimensions, when B(t) is semi-positive definite, if system (1.6) admits some solution u(t) = (x(t), y(t)), where x(t), y(t) ∈ R n , such that 8) we will derive several Lyapunov inequalities expressed explicitly using A, B, C . For precise statements, see Theorems 2.1 and 2.4 of Section 2. One simpler version is that H satisfies the following inequality
See Remark 2.5. This is a matrix form of inequality (1.2). Examples in Section 2.3 show that these inequalities have unified and generalized many known Lyapunov inequalities for systems.
In Section 3, for the case n = 1, we will establish the connection between these Lyapunov inequalities and estimates of eigenvalues of one-dimensional stationary Dirac operators in relativistic quantum theory [18, Chapter 7] . Roughly speaking, complimentary to the Lyapunov inequalities, 0 must be between the zeroth and the first eigenvalues. For details, see Theorem 3.6. Such an explanation for Lyapunov inequalities from the point of view of eigenvalues is different from the preceding works like [5] . In the obtention of these results, we will extensively apply the homotopy technique as did in [33] . In Section 4, we consider planar linear Hamiltonian systems (1.6) which are periodic in time,
i.e., n = 1 and H(t + T ) ≡ H(t). Based on the Lyapunov inequalities in Section 2, we will give some new stability criterion. See Theorem 4.7. This new criterion has completely extended several known stability criteria in [11, 12, 15, 29] . Moreover, it has also overcome some typical disadvantages in the preceding works. See the remarks at the end of the paper.
Lyapunov inequalities for linear Hamiltonian systems
In this section, we will establish some new Lyapunov type inequalities for Hamiltonian systems (1.6) and (1.7).
Vectors, matrices, norms and measures
For x ∈ R n and A ∈ R n×n (the space of real n × n matrices),
|Ax| are respectively the Euclidean norm of vectors and the matrix norm of matrices. One has |Ax| |A||x|, x ∈ R n .
Denote by R n×n s the space of all symmetric real n × n matrices. We say that C ∈ R n×n s is semi-positive definite, written as C with C * C , one has the following inequality
Let P ∈ R n×n and Q ∈ R n×n s with Q 0. Then
For an integrable vector-valued function z :
One has then 
One has from [9, p. 41] 
Lyapunov inequalities
We consider the first-order Hamiltonian system (1.6). By writing u = (x, y), where x, y ∈ R n , system (1.6) takes the form
In order to establish Lyapunov inequalities, we always assume for system (1.6) that B(t) 0 for t ∈ R. 10) one has the following inequality
Proof. At first let us notice that any solution (x(t), y(t)) of (2.7) satisfies the following equality
(2.12)
Step 1. Suppose that (x(t), y(t)) is a solution of (2.7) satisfying (1.8). By integrating (2.12) from a to b and taking into account that
Moreover, as B(t) is semi-positive definite, one has 
x (t) = A(t)x(t).
Since x(a) = 0, x(t) ≡ 0, a contradiction with (1.8). Hence we have proved
We remark that, if Eq. (1.6) admits solutions satisfying (1.8), one sees from (2.13) that B| [a,b] 
Consequently, ξ(t) + η(t) > 0 for all t ∈ [a, b] and the left-hand side of (2.11) is meaningful.
Step 2. Let us consider the first equation of (2.7) as an inhomogeneous equation for x(t). Then
Taking t 0 = a and t 0 = b respectively and considering that x(a) = x(b) = 0, we get
(2.14)
For a τ t b, with the choice of P = I n and Q = B(τ ), we have from (2.2) and (2.5)
With the help of the Cauchy-Schwartz inequality, (2.3) and (2.14) imply 16) where ζ(t) is as in (2.8) . Similarly, by letting η(t) be as in (2.9), it follows from (2.6) and (2.15) that
(2.17)
Step 3. From (2.16) and (2.17), we have
That is,
Note that this is also true even when ζ(t) = 0 or η(t) = 0. Now we have
From (2.1), (2.10) and (2.13), one has
Thus inequality (2.11) follows simply from (2.18) and (2.19). 2
The following inequalities (2.20) are also useful in our applications.
Lemma 2.2. Suppose that H(t) and C * (t) are as in Theorem
(2.20)
Integrating this inequality from a to c, we obtain
Similarly, we can obtain from (2.17)
These yield 
because both C + (t) and C + (t) satisfy condition (2.10) (see [25] ).
Let us derive some useful consequences from Theorem 2.1.
This is a nonlinear functional, which can be considered as a measurement for the size of H . For H = 0, one has N (0) = 0. 
That is, 
Similarly, we have
(2.26)
We will exploit the elementary inequality
, we have from (2.25) and (2.26)
. (2.27) This is the desired inequality (2.22).
(ii) Note that We show by an example that hypothesis (B 1 ) is necessary to obtain strict inequalities. Example 2.6. Let n = 1, A(t) = 0 and
where β, γ > 0 and βγ = 2. Define 
(2.31)
Proof. System (1.7) corresponds to (2.7) with the choice of A(t) ≡ 0 and B(t) ≡ I n . In this case, 
Comparisons with known results
We give only a few comparisons with some known Lyapunov inequalities. 
(2.37)
By (2.36), one has
With the choice of P = (C * (t)) 1/2 e (t−τ )A and Q = B(τ ) in (2.2), one has
Using ξ(t, τ ) in (2.35), we obtain from (2.2)
By (2.3), we have
following from the Cauchy-Schwartz inequality. Similarly, it follows from (2.2) and (2.37) that
(2.39)
Arguing as in the last step of the proof of Theorem 2.1, it follows from (2.38) and (2.39) that
Integrating it from a to b, we obtain
By using (2.19) again, we obtain (2.34). 2
Example 2.12. Consider the following scalar 2n-order linear differential equation (2.41) Lerin [17] gave the following extension of the Lyapunov inequality (1.2)
Later, Das and Vatsala [10] obtained the following improvement 
. , x n (t)) . Let us choose C * (t) in Proposition 2.11 as C * (t) ≡ C + (t). It is easy
to see that
Substituting into (2.34), one can obtain (2.42) with > being replaced by . 2
Lyapunov inequalities and eigenvalues
In this section and the next section, we consider linear Hamiltonian systems (1.6) of degree 1 of freedom, i.e., n = 1. The aim of this section is to establish some connection between Lyapunov inequalities and (optimal) estimates of eigenvalues. Let 3) has a sequence of (real) eigenvalues 
and its eigenvalues and eigen-functions are [31] . The (stronger) continuity of λ m (H) in the weak topology w 1 can be found from the recent paper [21] . Since n = 1, all eigenvalues λ m (H) are simple and isolated, the continuous Fréchet differentiability of λ m (H) in H can be found in [14, 22] . For the extension to the p-Laplacian, see [30] .
By Lemma 3. 
(3.6)
Proof. We do as in [14, 22] . Recall that eigen-functions u m (·; τ ) satisfy boundary condition (3.3) and the following equation
Moreover, by differentiating (3.7) with respect to τ , U m (t; τ ) satisfies the following inhomogeneous Integrating from a to b and taking account of the normalization condition (3.5) and the boundary conditions (3.3) and (3.8), we obtain (3.6). 2
Note that in the definition of eigen-functions u(t) = (x(t), y(t)), x(t) is allowed to be identically zero on [a, b] . This is the difference between condition (1.8) and boundary condition (3.3). In terminology of eigenvalues and eigen-functions, Theorem 2.4 can be stated as follows. Then one has the same conclusion.
Lemma 3.3. (i) Suppose that H(t) satisfies (B 0 ) and
In the following we always assume that H(t) satisfies one set of conditions of Lemma 3.3. We will apply the homotopy technique, as did in [33] . At first we consider the following homotopŷ 
y(t).
This implies
where τ ∈ [0, 1]. This shows that 0 is also an eigenvalue for the HamiltonianĤ τ (and with the same eigen-function u(t)). That is, for each τ ∈ [0, 1], one has some l τ ∈ Z such that λ l τ (Ĥ τ ) = 0. Due to assumption (3.14), one has l 1 = m.
We will show that l τ is independent of τ ∈ [0, 1]. Thus l τ ≡ l 1 = m and therefore we have (3.15).
To this end, define 
Without loss of generality, one may assume that l τ k m − 1 for all k ∈ N. Thus
Due to the continuity of λ m−1 (Ĥ τ ) in τ , we obtain
Such a contradiction proves the lemma. 2 Then (x(t), y(t)) := (0, y s (t)) = (0, 0) satisfies (3.3) and the following system
This corresponds to (3. 
This proves (3.18).
(ii) Arguing as above, one has also λ 1 (H) > 0, the second result of (3.19) . Denote
At first, one has 
Stability criteria for planar systems
We consider planar Hamiltonian systems (1.6), where H(t) are as in (3.1). Moreover, assume that
H(t) is T -periodic: H(t + T ) ≡ H(t).
In this case, system (2.7) reads as In papers [11, 12] and (4.7). In a recent paper [29] , Wang has removed such a restriction and obtained an alternative condition for (4.7). [29] .) Suppose that H(t) satisfies conditions (4.5), (4.6) and
Theorem 4.4. (See
(4.8)
Then system (4.1) is stable.
We remark that in Theorems 4.2-4.4, system (4.1) is actually elliptic. See Definition 4.5 below. Stability of system (4.1) can be analyzed using the Floquet theory [8, 13] . Let
be the fundamental matrix solution of (4.1). The Floquet multipliers ν k = ν k (H), k = 1, 2, real or complex, of (4.1) are roots of
which is equivalent to
One has then ν 1 ν 2 = 1 and ρ = ν 1 + ν 2 . Corresponding to each Floquet multiplier ν k , system (4.1) has
(4.9)
These are the so-called Floquet solutions of (4.1).
Definition 4.5. System (4.1) is said to be elliptic, hyperbolic or parabolic if |ρ| < 2, |ρ| > 2 or |ρ| = 2 respectively.
Due to Floquet solutions, it is trivial that ellipticity of (4.1) implies stability. Conditions (4.5) and (4.6) are used to deduce the following result on systems (4.1). Proof. This result has been observed in [13] . For completeness, we give the detailed proof. Integrating it from 0 to T and noticing that z(t) is T -periodic, we obtain
dt, a contradiction with condition (4.6).
Since x 1 (t) has some zero t * , it follows from (4.9) that x 1 (t * + T ) = ν 1 x 1 (t * ) = 0. We end the paper with some remarks. 
