Abstract: The paper contributes to the problem of finding all possible structures and waves, which may arise and preserve themselves in the open nonlinear medium, described by the mathematical model of heat structures. A new class of self-similar blow-up solutions of this model is constructed numerically and their stability is investigated. An effective and reliable numerical approach is developed and implemented for solving the nonlinear elliptic selfsimilar problem and the parabolic problem. This approach is consistent with the peculiarities of the problemsmultiple solutions of the elliptic problem and blow-up solutions of the parabolic one. 
Introduction
The paper is devoted to the numerical study of a new class of solutions of the mathematical model of heat structures [22] The possible structures and waves, which may arise and preserve themselves in such medium, have been studied for forty years. This field has essentially been developed by the Russian school of Alexandr A. Samarskii and Sergei P. Kurdyumov.
In spite of the fact, that the books [2, 22] and many works, beginning with [23] , were devoted to the analysis of the complexity and the unusual properties of the processes, described by this model, many problems still remain open. The presence of two medium parameters σ and β even in the isotropic case (σ = σ , = 1 2 N), different space geometries and dimensions N, pose challenging questions and make the problem (1)- (2) interesting from mathematical and computational points of view. It is worth mentioning, that in many cases the success in resolving these questions was achieved by the combination of theoretical investigations and computational experiments.
Numerical methods for the solution of (1)- (2) were developed and investigated in several works, including [4, 9, 11, 14, 18, 22] and references therein. Anisotropic blow-up self-similar solutions (when σ = σ , = , = 1 2) of simple structure and their numerical construction were reported in [3] , showing the directed heat diffusion in such medium.
In the isotropic two-dimensional case in polar coordinates the problem (1)- (2) 
which were found by using the method of invariant-group analysis [3, 12] . Here T 0 > 0 is the blow-up time, C 0 is a parameter of the family of solutions. 
The dependence (5) means that the trajectories of the inhomogeneities in the medium (for example, local maxima) would be logarithmic spirals for β = σ +1 or circles for β = σ +1. For C 0 > 0 the direction of moving of the inhomogeneities is from the center along the spiral when β < σ + 1 and towards the center when β > σ + 1. The self-similar function θ(ξ φ) ≥ 0 defines the space-time structure of the self-similar solution (4) and satisfies the following nonlinear elliptic equation
is set here for convenience):
0 < ξ < ∞, 0 ≤ φ < 2π. Equation (6) has two homogeneous solutions: θ 0 H ≡ 0 and θ 1 H ≡ 1.
The case of vanishing at infinity solutions of equation (6) for C 0 = 0 is widely analyzed [6, [15] [16] [17] . Two classes of radially nonsymmetric solutions of complex symmetry were found and investigated for β > σ + 1. For β ≤ σ + 1 only simple finite support radially symmetric solutions were known to exist [22] .
The idea to seek for solutions of equation (6) tending at infinity to the nontrivial constant solution θ 1 H ≡ 1 was crucial for finding complex symmetry (C 0 = 0) and spiral symmetry solutions (C 0 = 0) for β < σ + 1. This idea was sustained by the radially symmetric case, β < σ + 1. It was shown in [22] , that a continuum set of solutions, tending to a nonzero constant solution exists. The solutions oscillate around θ 1 H and the oscillations are damped. Approximate solutions of equation (6) , having similar behaviour, were found and analyzed in [9] . Numerical construction of the solutions of equation (6) and their evolution in time were described in [7] . Detailed analysis of the spiral symmetry solutions (C 0 = 0) for β < σ + 1 is made in [5] .
In this work we report about a new class of solutions of equation (6) in the case β = σ + 1 and C 0 = 0. The idea is sustained again by the radially symmetric case, where a continuous set of solutions to equation (6), oscillating around θ 1 H and tending to it at infinity, is proven to exist [22] . These new solutions of (6) define a new special class of waves in the nonlinear medium, described by equation (3) . The outline of the paper is as follows. In Section 2 we consider the radially symmetric case. The third section deals with the 2D radially nonsymmetric case. At the end some conclusions are made.
2D radially symmetric case
In the two-dimensional radially symmetric case with β = σ + 1 the equation (3) reads
Equation (7) admits self-similar blow-up solutions [22] of the kind
The function ψ( ) determines the solution amplitude, the self-similar function θ(ξ) ≥ 0 determines the space-time structure of the self-similar solution and satisfies the following ordinary differential equation (self-similar equation):
It is clear, that the solution (8) corresponds to the initial data
and satisfies the symmetry condition ( 0) = 0
We seek for bounded at infinity solutions, which for a finite R 1, R < ∞, satisfy the self-similarity law
for an appropriate choice of the point *
R.
It is well known [22] , that it is not possible to construct numerically a special complex structure of self-similar solutions, starting with arbitrary initial data. Arbitrary initial data could initiate only the simplest structurally stable (see below) self-similar solutions.
To construct a new class of solutions of equation (7), first we must find the solutions of the self-similar equation (9) under the conditions
The main challenge in solving the nonlinear self-similar problem (9) & (13) & (14) is the multiplicity of its solutions for one and the same parameters. The following problems arise: to find a "good" approximation to each of the solutions; to construct an iteration process, converging fast to the desired solution (corresponding to the initial approximation) and ensuring sufficient accuracy; to determine in advance where to translate the boundary condition (14) from infinity.
To overcome the difficulty with the initial approximations to the different self-similar functions, we use the approach, proposed in the work [10] . Based on the hypothesis that the self-similar functions have small oscillations around the nontrivial homogenous solution θ 1 H , the self-similar equation (9) is linearized around θ 1 H . Further, the solutions of the linearized equation are taken as initial approximations to the self similar-functions and the asymptotic analysis of these linear approximations gives the possibility to refine the boundary condition (14) . The combination of the Continuous Analogue of the Newton method (CANM) and the Galerkin finite element method occurred to be very successful for solving the self-similar problem (9) & (13) & (14) . 
and finally
From (15) we derive a boundary condition of the third kind for θ(ξ),
and take further θ
as the initial approximation to the solutions of equation (9).
Numerical method for the self-similar problem
To solve the nonlinear problem (9) & (13) & (16) we use the CANM [13, 20] . The idea is to reduce the stationary problem L(θ) = 0 to the evolution one,
by introducing a continuous parameter , 0 < < ∞, on which the unknown solution depends: θ = θ(ξ ). By setting = ∂θ/∂ and applying the Euler method to the Cauchy problem (18) , one comes to the iteration scheme
For the nonlinear operator L(θ) defined by (9) the equation (19) takes the form
The iteration corrections (ξ) must satisfy
where is an appropriately chosen "computational infinity".
The operator L(θ) is nonsymmetric, so we use the Galerkin Finite Element method (GFEM) to discretize the problem (21)- (22) . In weak form this problem reads: Find a function (ξ) ∈ H 1 satisfying the identity
and the boundary conditions (22) . Here ( · · ) is the standard L 2 inner product, θ (ξ) is a given function satisfying the boundary condition (13)
For discretization of (24) 
Matrices A and B are nonsymmetric band matrices, Θ is the vector of nodal values of the function θ = θ(ξ ). To solve the system (25), LU-decomposition of the matrix A(θ ) is used at every iteration step. The iteration parameter τ in (20) is determined by the following extrapolation formula [21] :
Here δ is some norm of the residual L(θ ). In the computations the uniform norm of the discrete residual is used, δ = max η∈ω |B(θ )Θ |. The value of τ 0 is taken to be between 0 01 and 0 1. When δ decreases, the algorithm (26) ensures the convergence of τ to 1 (τ → 1 − ), and the rate of convergence of the iteration process (19) - (20) becomes quadratic. The stop criterion is δ < δ for some small δ. When it is fulfilled we take θ = θ(ξ ) as the sought after solution of problem (9) & (13) & (16) . As initial approximations for the iteration process (19) - (20) we use the linear approximations (17).
Numerical method for the parabolic problem
Here we use the GFEM [24] , based on the Kirchhoff transformation of the nonlinear heat-conductivity coefficient, i.e.
This is essential for the further interpolation of the nonlinear coefficients and for the optimization of the computational process.
The discretization is made on the problem (7) 
the initial condition (10) and the boundary conditions (11)- (12), where R is an appropriately chosen "computational infinity". Here
The lumped mass finite element method [24] with interpolation of the nonlinear coefficients is used for discretization of (28).
Let S be the space of the continuous functions on [0 R], which are linear on ,
be the standard Lagrangian nodal basis of S and ( ) be the approximate solution in S for every fixed value of . The semidiscrete problem is: Find :
The approximate value T 0 of the blow-up time T 0 is found in the computations.
We use the finite element interpolants of the solution ( ), of the nonlinear functions G( ) and ( ) = σ +1
, and of the initial data 0 ( ):
Substituting (30)- (31) in (29), we find a system of ordinary differential equations (ODE)
with respect to the vector
T of the nodal values of the solution ( ) at time . Here
T , M is the lumped mass matrix, K is the stiffness matrix. Let us mention, that because of the Kirchhoff transformation and the interpolation of the nonlinear coefficients only the vectors G(U) and (U) contain the nonlinearity of the problem, while the matrix K does not depend on the unknown solution.
To solve the system (32), a modification of the explicit Runge-Kutta method [19] , which has second order of accuracy and an extended region of stability is used. The time step τ is chosen automatically so as to guarantee stability and relative accuracy. The stop criterion is τ < 10
−16
and then T 0 is the time, reached in the computations. In the boundary condition (12) we set * = R/2. Explicit methods were preferred over the implicit ones for solving the system (32), because the condition for solvability of the nonlinear implicit scheme on the upper time level imposes the same restriction on the relation "time step -step in space", as does the condition for validity of the weak maximum principle for the explicit scheme, see [22, Chapter VII, § 5].
Metastability of the self-similar solution
The blow-up solutions are not stable with respect to the initial data -small changes of the initial data may produce small changes in the blow-up time, but very big differences in the solutions values near the blow-up time. For blow-up solutions and in general, for invariant solutions, a more important property is the preservation during the evolution of some characteristics, such as geometric form, rate of growth, localization in space. Depending on the time of such preservation (for all of the time of existence or for the bigger part of that time) the notions of structural stability and metastability are introduced. For the blow-up solutions (8) the notion of structural stability is introduced in [10] . It gives a possibility to investigate the asymptotic behavior of the blow-up solutions in a special "self-similar norm", consistent for every with the geometric form of the solution. In order to introduce the notions of structural stability and metastability, we define the self-similar representation [10] Θ( ξ) of the solution ( ) of equation (7), corresponding to arbitrary initial data 0 ( ):
The s. 
It is clear, that if 0 ( ) ≡ θ( ), then θ(ξ) ≡ θ(ξ) and Θ( ξ) ≡ θ(ξ) for all .
Numerical investigations
We constructed numerical solutions to the self-similar problem (9) ) and optimal, second order of accuracy at the nodal points. It was found that when varying the parameter α in the interval [0 01 0 4] the iteration process converges to one and the same self-similar function. On the other hand small variations of the constant γ in the boundary condition (16) lead to different self-similar functions which differ by their amplitudes.
Taking the computed self-similar function θ(ξ) as initial data for the parabolic problem (7) & (10) & (12), we have compared both the exact blow-up time T 0 = 1/σ with T 0 , found in the computations, and the self-similar representations Θ( ξ) with θ(ξ). A good internal criterion for the accuracy of both numerical methods, for solving the self-similar problem and the parabolic one, is the restoration of the blow-up time in the process of evolution of self-similar initial data. Because we have substituted T 0 = 1/σ = 0 5 in the self-similar equation, the computed blow-up time T 0 should be close to T 0 . All experiments show: T 0 is close to T 0 , (see the examples bellow), and Θ( ξ) are close to θ(ξ) (their graphs coincide within the plotting resolution) up to times T ≥ T 0 · 98 %. As all of the complex structures and waves, these waves are metastable. Near the blow-up time they degenerate into the unique structurally stable monotone finite support solution of equation (7) for the same value of σ . 
Example 2.2.
In the case β > σ + 1 a special kind of solutions of the self-similar problem, having a zero region around the center of symmetry, were found [6, 8] . We managed to find such kind of solutions for β = σ + 1, taking negative values of α in the initial approximations (17) . 
2D radially nonsymmetric case
In the two-dimensional radially nonsymmetric case we seek for solutions of equation (3) in the form
where θ(ξ φ) satisfies the following nonlinear elliptic equation (self-similarity equation):
The methodology for handling this 2D problem is analogous to the one used in the radially symmetric case. The first step in achieving the goal of this work is to find a new class of radially nonsymmetric solutions of (34). As in the radially symmetric case we are looking for solutions of (34) tending to θ 1 H at infinity. Note that only radially symmetric solutions have been obtained when we set one of the following standard boundary conditions: θ( φ) = 1 and (∂θ/∂ξ)( φ) = 0 at appropriate chosen "computational infinity" . That is why a suitable asymptotic and a corresponding boundary condition at infinity are required.
We linearize equation (34) around the homogeneous solution θ 1 H ≡ 1 and construct linear approximations
where (ξ φ) is a bounded at ξ = 0 solution of the following linear equation:
, ∈ N, are found in [9] . The function J ( √ σ ξ) is the Bessel function of the first kind of order . The functions (ξ φ) are 2π/ periodic and have axes of symmetry. In Figure 5 the graphs of (ξ φ) for = 1 2 3 are presented. Our experience in dealing with such kind of problems [3, [5] [6] [7] [8] shows that the linear approximations (35) are very close to the solutions of (34). Therefore these linear approximations can be successfully used as initial approximations to the solutions of equation (34) as well as to prescribe the asymptotic behaviour of θ(ξ φ).
Using the asymptotic expansion of J ( ) [1] for → ∞,
The above asymptotic expression allows us to predict the following asymptotic for θ(ξ φ):
Taking into account the symmetry of functions θ(ξ φ) we solve the self-similar equation (34) in the domain Ω = (0 ) × (0 ω), ω = π/ , under the following boundary conditions:
The boundary condition at ξ = 1 is derived from (37).
Numerical method for the self-similar problem
To solve the nonlinear boundary value problem (34) & (38) we apply the numerical approach described in Section 2.
Here we will stress only on the special features of its 2D implementation. In the considered two-dimensional case the unknown iteration corrections from equation (19) have to satisfy the following boundary conditions:
The integral identity (23) must be fulfilled for ∈ H 1 , θ ∈ D and every ∈ H 1 , where
In the two-dimensional case the identity (23) reads 
Bilinear finite elements are used for discretization of (23) . At each step of the iteration process we get a system of linear algebraic equations (25) with respect to the vector of the iteration corrections V . The matrix A is stored and used in sky-line form. The linear algebraic problems are solved by LU-decomposition.
We set the linear approximations (35) as initial approximations to the iteration process (19) , i.e. θ 0 (ξ φ) = 1 + α J ( √ σ ξ) cos ( φ). Let us mention that for different values of we get different solutions θ(ξ φ) = θ (ξ φ) inherent to the medium with given value of the parameter σ .
The accuracy of the described approach is numerically tested using embedded grids. Table 1 
Numerical method for the parabolic problem
GFEM, based on the Kirchhoff transformation (27) of the nonlinear heat-conductivity coefficient is used again to solve the following parabolic problem:
In a weak form the problem reads: Find a function (
(Ω) satisfying the following integral identity:
and the initial and boundary conditions above.
Let Ω be a partition of Ω into rectangles
Let S be the space of continuous on Ω bilinear functions on the rectangles.
Let {ψ : = 1 + 1 = 1 + 1} be the standard basis of S :
Thus as a trial function we choose
instead of ψ 1 , = 1 2 + 1. Because ( 0 ) does not depend on , it is natural to postulate 11 ( ) = 12 ( ) = = 1 +1 ( ). Then
The rest of the basis functions are the same: ψ ( −2)( +1)+ +1 = ψ , = 2 + 1, = 1 + 1. Finally the set of basis functions is { ψ } =1 , = ( + 1) + 1. We seek an approximate solution ( ) of the form
The nonlinear functions G( ) and ( ) are interpolated on the new basis
By using (39)-(40) and the lumped mass matrix, we come to the semidiscrete probleṁ
The system of ODE (41) is solved again by the modification of the explicit Runge-Kutta method [19] .
Numerical investigations
To test the reliability of the worked out numerical technique for the self-similar problem we compare the results, found by the algorithm for the radially-symmetric case, with the results, obtained by the essentially 2D algorithm for = 0. The aim of the numerical investigations is to analyze the evolution in time and the stability of the new class of 2D self-similar solutions. Below we present the evolution of the self-similar solutions, corresponding to heat-conductivity coefficient σ = 2 and parameters = 1 2 3. All numerical experiments carried out show the excellent restoration of the blow-up time T 0 = 1/σ = 0 5. We also compare the self-similar representation
with the self-similar function. For this reason we introduce the rescaled error ( ),
We observe that in all of the examples the rescaled errors are smaller than 0 01 for < T 0 · 90 %. This justifies the conclusion that the new self-similar solutions are metastable. They preserve their structure up to times very close to the exact blow-up time. In the final stage the solutions of the parabolic problem tend to the finite support radially symmetric structurally stable blow-up solution for the same σ . 
Conclusions
The idea to seek for solutions of the self-similar problem, tending at infinity to the nontrivial constant solution θ 1 H ≡ 1 was crucial for finding complex symmetry solutions in the case β = σ +1. Thus the set of possible waves in the nonlinear medium, described by the model of heat structures, is enriched. It is shown, that the new waves are metastable -as all of the known complex objects they preserve their structure up to times, very close to the time of their existence. Near that time they degenerate into the simplest radially symmetric localized on the fundamental length structures.
