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ABSTRACT 
The value Z’,(q) at an integer 4 > 1 of the chromatic polynomial of a finite graph 
X is the number of morphisms from X to the q-Clique K,. Generalized chromatic 
invariants of X are obtained by counting morphisms from X to the 9th graph of a 
given sequence Y * = (Y4>y r r. We give criteria on Y, for the corresponding invariant 
to be polynomial, to be a matroid invariant, and to give rise to recursive computations. 
We also investigate weighted extensions of chromatic invariants, and applications to 
signed graphs and links in 3-space. Most of our work is an investigation of several 
examples. Two open Problems are formulated. 
Given a finite graph X (possibly with loops and multiple edges) and an 
integer q > 1, denote by P,(q) the number of morphisms from X to the 
q-Clique K,, that is, the number of mappings from the vertex set X0 of X to 
K; = 0,. . . > ql such that adjacent vertices of X are mapped to distinct 
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integers [with P,(9) = 0 h w enever X has a loop]. The function Px is known 
as the chromutic polynomial of the graph X. Among its many important 
properties are the following: 
(i) Px is a polynomial. 
(ii) Px is explicitly computable for large classes of graphs. 
(iii) Px = Pr if X, Y are connected and have isomorphic cycle matroids. 
(iv) Px may be computed by the deletion-contraction process. 
Claim (i) goes back to Birkhoff [3] in his 1912 Paper. A number of examples 
for (ii) are given in the Survey [32]. For (iii) see, for instance, the 1933 Paper 
of Whitney [42]. Statement (iv) means that 
G(9) = G:(9) - P*;(9) 
for every integer 9 > 1 (hence for all 9 E c>, where e is any edge of X. As 
usual, Xe denotes the graph obtained from X be deleting e [and keeping its 
endpoi&)], while Xe denotes the graph obtained from X by contracting e 
(observe that Xi = X: if e is a 100~). From this, (i) follows easily. 
Our purpose in this Paper is to explore other graph invariants X r+ F, 
which share in some way some of these properties (i)-(iv). In this sense, we 
follow earlier investigations on dichromatic polynomials by Tutte [38] and 
later workers (including [24] and [44]). 0 ur starting Point is an infinite 
sequence Y, = <Y,) al 
graph X, we denote ty 
of graphs indexed by the integers 9 > 1. For each 
F(X, Yq> th e number of graph morphisms from X to 
Y . Our first result is that there are numerous examples of sequences Y, 
w ich are polynomial, namely, which have the following property: for any Ii 
graph X, there exists a polynomial Pi* *such that F( X, Yq> = Pi* (9) for all 
sufficiently large integers 9. Many of these sequences have the stronger 
property that F(X, Ys) = P:*(9) f or all 9 > 1. We shall cal1 them strongly 
polynomial sequences. 
More precisely, after some preliminary observations on induced sub- 
graphs in Section A, we exhibit in our main Section B a Zarge number of 
polynomial sequences Y *. Nontrivial examples include colorings with integers 
in such a way that the differentes of colors of adjacent vertices belong to a 
given set (see [33] and Proposition 2) and colorings using as Yy generalized 
Johnson graphs (Proposition 3) or generalized Grassmann graphs (Proposition 
4). 
Given a graph X, one may associate with any sequence Y, as above the 
Y, -chromatic number x’*(X); it is the smallest integer 9 > 1 such that 
F( X, Y,) > 0. Such numerical invariants have been previously studied by 
several authors. See, for example, [33] for the graphs of Proposition 2 and [7] 
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for a Variation. Also, with the notations for Johnson graphs as in Proposition 3 
below, let xi< X) d enote the smallest integer 9 such that F( X, J(9, k,[j})) > 
0, where j E (0, 1, . . . , k - 1). Estimates for x:(X) tan be found in [35], 
and for xi(X) in [B, 271. We are not aware of any systematic work on the 
functional invariants X * (9 e F(X, Y,)). 
Section C provides a simple criterion for Y, to be polynomial in terms of 
multiplicities of subgraphs. In Section D, we give a criterion on Y for 
X ++ F(X, Y > to be a matroid inuariant, as in (iii) above. Generalized 
Johnson and Grassman graphs are then shown to provide such invariants. In 
Section E, we show that F(X, Y) tan be computed by a generalized 
deletion-contraction process if X is a series-parallel graph and if Y is strongly 
regular. We also give an example of algebraic computation by evaluating the 
number of morphisms from one path to another. 
Kauffman [26] and Thistlethwaite [36] h ave investigated chromatic invari- 
ants for signed graphs, each edge being assigned one of two possible signs 
and correspondingly one of two possible weight functions. In Section F, we 
generalize this to graphs with an unlimited number of types of edges and we 
show that such a generalized chromatic invariant for a graph X tan be 
expressed as a weighted sum of ordinary chromatic invariants for the minors 
of x. 
These chromatic invariants with signs and generalizations are strongly 
related to the study of polynomial invariants for knots and links in R3 (sec 
[29] for a Survey) and to their descriptions by spin models (sec in particular 
[16] [20], and [22]). In Section G, we indicate this relationship and we 
illustrate it by two examples: the Kauffman bracket polynomial [25] and the 
Jones’ pentagonal model [23]. 
Let us finally mention two intriguing Problems that we have not been able 
to solve: characterize the graphs Y such that X c, (Y ‘l-‘(‘)F( X, Y ) is a 
matroid invariant (sec the end of Section D> and characterize the graphs X 
such that one has F( X, Y) = F(X, Y ‘> whenever Y, Y’ are two strongly 
regular graphs with the same Parameters (9, k, h, /J> (sec Section E). 
A. MULTIPLICITIES OF INDUCED SUBGBAPHS 
For a finite graph X, we denote by X” its vertex set (assumed to be 
nonempty) and by X’ its edge set (loops and multiple edges are allowed). 
Given a graph Y, we denote by Ind(Y > the set of isomorphism types of 
induced subgraphs of Y and by Ind,(Y > the subset of connected graph types 
in Ind(Y >. For each T E Ind(Y ), the rnultiplicity /..L(T, Y ) of T in Y is 
defined as the number of subsets U” of Y O such that the subgraph of Y 
induced by IJ0 is of type T. 
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For instance, if V, denotes the graph with one vertex and no edge, then 
/.L(V,, Y > is the number of vertices of Y without attached loop. If Pz denotes 
the graph which has two vertices connected by one edge, then /.L( Pz, Y > is 
the number of unordered pairs {x, y) of distinct loopless vertices of Y which 
are connected by exactly one edge in Y. In particular, if Y is simple, one has 
p(V,,Y) = (Yo/ and /.L(P,,Y) = IY1l. 
In the folloting examples, q is an integer and q > 1. 
EXAMPLE A.l. The q-Clique K,. Any T in Ind( K,) is necessarily con- 
nected and is a Clique 
p(K,, $1 = (;). 
K, for some integer k E (1, , . . , q}. One has 
EXAMPLE A.2. Complements. The complement of a simple graph Y is 
the simple graph y defined by (Fl0 = Y ‘, and (x, y) E (Y)’ is and only if 
X, Y E Yo are such that x # y and (x, y} @ Y ‘. There is a natura1 bijection -- 
T c, ff between Ind(Y ) and Ind(Y), and p(T, Y) = p(T, Y) for each T E 
Ind(Y ). For example, if V<, denotes the q-coclique (i.e., the edgeless graph 
with q vertices), one has /-4Vk, V,> = /.A( KL, Fl<,) = (a). 
EXAMPLE A.3. The Cross polytope H,. More precisely, H, is the l- 
Skeleton of the polytope with set of vertices {ei, -el, . . . , e<,, -es}, where 
Je i,“., e,$ is the canonical basis of the vector space [w”. In other terms, H, 
is the complete multipartite graph K,, ,,,,2 (with q occurrences of 2). Given 
two integers k, E > 0 such that 1 < k + 1 < q, let H,, I denote the isomor- 
phism type of the induced subgraph of H, with vertex set 
Any T in Ind(Hq) is one of the H,,, and ,~(Hk,l, H,) = (;)(“; “)2l. (To 
check this Statement, one may consider the graph FC1 consisting of q disjoint 
components, each isomorphic to P,.) 
EXAMPLE A.4. The path P4. Notations are such that Pc, has q vertices 
and q - 1 edges. Any connected subgraph in Ind,(P,) is a path Pk for 
k E 11,. . . > ql, and p(Pk, P,) = q + 1 - k. 
EXAMPLE A.5. 
11,. . . 
The yde C,. Any T E Ind,(C,) is either Pk for k E 
, q - l}, and /._L( P,, C,) = q, or C, itself, and /AC,, C,> = 1. 
ydtuexa ~aj e a.w a.IaH ecSy%noua 
afhrrl b JOJ,, 30 uo!~tmj~~sn[ aq$ ~03 Molaq p aldruexg aas $noua a81e~ h ~03 
-~ouros! 0~ XEM snop\qo ay3 u! papualxa am suoy3~ou asayL *(_c3m*3a[irns,, 
JOJ spm~s s ldy3sqns ayl) OJUO a_w yaq~ asoya jo laqurnu aq$ (x ‘x)‘d 
Xq pue ‘OJUO-i\ a.n3 y3q~ asoy jo mqmnu aq4 (x ‘X>$J Xq ‘x 02 x tuo~j 
su~s~yd~our jo laqurnu aq~ (x ‘X )d Xq alouap aM *jlasJr 04 x jo urs@.~ou~os~ 
UB si x 30 us~ydmuo~nv UV *suo!*aa[!q a.nz ,J pw J j! tusyhu~os~ 
ue s! J ay~ hzs *OJUO am rJ pm ,,J y+oq 3~ OJUO puv ‘OJUO s;r J dmu aqq 
j! w@A ? (J- ‘J) = J uJs!yh OW E ~t?ey~ a.my Xros *z 0~ x uroy UIS~&OUI B 
S! c,.p ‘OS0 > - 3 - $3 uog!soduroD qayq ‘SUIS$.IO~I a.m z t x :2 put! x t x 
:J j1 l&S‘(%J P s ua wy (a),J a(apa aq4 ‘(dool B SI a j! x = ,x y~p) 
, x ‘x spua 2!u~Ey rx 3 a XraAa ~oj ‘ieq~ y3ns ~ x t rx :rj pm o x c 0x 
:,J sdml30 c,J ‘IJ> * d .m e SF h qd& B 04 x yd& B uro.13 ~u~syhu~ Q 
SLNQI~QANI ?QIJ4ONAFIOd 60 STIdW’X3 ‘B 
169 SLNVIWANI 3ILVDIOHH3 
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EXAMPLE B.l. The theme. If Y4 is the Clique K, for each 9 > 1, then 
F(X, Y4> is the value at 9 of the classical chromatic polynomial of X, going 
back to Birkhoff [3] and Whitney [41]. Formula (1) reads here 
qx,q = c 
lbk<min(q,IX”l) 
J?w Kk) ; 
i i 
and this is just one of the Standard proofs that F(X, K,) is given by a 
polynomial in q (for all integers q 2 1). 
EXAMPLE B.2. Same trivial variations. Consider the sequence V, = 
(V& > 17 where Vq is the edgeless graph as in Example A.2. Given a graph X, 
one has obviously F(X, V,) = 0 unless X = V,, for some 72. For the latter 
case, recall that 
where k 
0 
is the Stirling number of the second kind counting the number of 
ways to partition n objects into k nonempty subsets. It follows that Formula 
(1) for X = V, and Y = Vg reads here 
q”= c 
14kGmin(q,n) 
which is indeed a classical combinatorial identity (see (6.10) in [14]). 
Another trivial example is given by the family CB,), a 1 of Example A.6: 
for each graph X, one has F(X, Bq> = qccx), where c(X) denotes the 
number of connected components of X. Also for F(X, IN,, i> = 91”‘. 
Let K$ r denote the complete simple bipartite graph with 9 vertices in 
one part and r in the other. If X is a graph which is not bipartite, 
F(X, K,,.) = 0. Assume now that X is connected and bipartite, with m 
vertices in one part and n in the other (so that ( X” 1 = m + n). Then one has 
the formula F( X, K,, .> = 9 mr” + qnrm. In other words, (K,, ‘J4 z 1, r ~ 1 is a 
polynomial ahble sequence of graphs, where we hope that the terminology is 
obvious. 
In Proposition 1 below, we use the following notations. If Y * = <Y4jq L i 
is a sequence of simple graphs, then ?* = (Y,), ~ 1 denotes the sequence of 
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the complementary graphs. For a graph X, we set M(X) = {(C, 0) E 
P( x’) x 9(X’) l C n D = 0); for (C, 0) E M( X>, we denote by X/C - 
D the graph obtained from X by contracting the edges of C and by deleting 
the edges of D. 
PROPOSITION 1. With notations as above, one has 
F(X,y,) = c ( - l)‘X1-D’F( X/C - D, Yy). 
(C. D)EM(X) 
Consequently, the sequence Y .+ is polynomial if and only if the sequence Y, 
is polynomial. 
Proof. We use a subgraph expansion argument as follows. Given q 2 1 
and y, y ’ E YcIo, set 
EJYT Y'> = 1, if{ y, y’} E Yq’, 
0, otherwise, 
(so that .zq is the adjacency matrix of Y,). One has 
F(X,yqj = c n 
f”: xo+ Y<Y e=LT,r')EX1 
X(l - qf”wJ”<4> - ~,(f”WJ”(-+) 
= c c (_p-D1 l-f 
f”: xo- Yq” DCX’ e=(r, r’)EX’-D 
= c ( -l)‘X1-D’ c n 1 n 
DcX' p:X"+y,; e=(x,r')EX'-D e=(x,x'}~X'-D 
f"<x>=f"cx', j%)#j%') 
IJ 
DcX' CcX'-D f" e=(x,x')EX'-D-C 
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where the third summation in the last line is over those f”: X” + Yg” such 
that f”(r) =f”<r’> if { x, x’) E C and f”(z) #f’(x’) if {x, x’} E X’ - 
D - C. The &-st part of the result follows. 
The second part is an immediate consequence of the first. ??
We give another proof of the second part of Proposition 1 at the end of 
Section C. 
EXAMPLE 0.3. 
nomial, since 
Cross Variation. The sequence ( H4j4 2 1 is clearly poly- 
F(X, Hq) = c F:(X> 43 
k>O,Z>O C)(” T”) 
lak+Z<q 
zk+l<lXOI 
is a polynomial in q of degree at most 1 X” 1. 
By way of contrast, consider the sequence (Cubg)q> r, where Cub, 
denotes the l-Skeleton of the hypercube in [wq. Clearly 
F(V,, Cub,) = 2q 
and the sequence (CubqIq a 1 is not polynomial. I c 
REMARK. At this Point the reader may Object that our example is not 
significant, or that our notion of polynomiality is rather superficial, since 
F(V,, Cub,) is trivially polyn omial in the natura1 Parameter q ’ = J(Cub,)Ol = 
2s. Such an objection leads us to dehne the sequence <Yqjq a 1 to be weakly 
polynomial if there exists a mapping 4: N* + N* such that, for every graph 
X, one has F(X, Yq> = Pi*(+(q)) for some polynomial Pi* and for all 
sufficiently large integers. Then, since 
F(V,,Cub,) = 2q and F( Pa, Cubq) = q2q, 
it is easy to check that the sequence (Cub 
In the sequel, we shall deal only with t 
Iq > 1 is not weakly polynomial. 
YI e polynomial property as defined 
at the beginning of the present Section B, leaving the weakly polynomial 
property for further study. 
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EXAMPLE B.4. Rainbow Variation. When X is simple, a morphism 
X + Pq tan be viewed as a proper coloring of the vertices of X such that 
adjacent vertices in X” are colored by consecutive colors in (1,2, . . . ,9}. 
Assume X is connected and denote by d( X > its diameter. As a particular case 
of Formula (l), one has the formula 
q x, q) = c P:( X, Pk)( 9 + 1 - k) (1’) 
l<kCmin(q,d(X)+l) 
which Shows that F(X, Pq> is given by a linear polynomial for 9 large 
enough. [For a graph X which is not necessarily connected, F(X, Pq) is 
obviously given by a polynomial of degree not greater than the number c(X) 
of connected components of X.] Of course, this polynomial may be Zero; this 
is the case as soon as X is not bipartite. Conversely, if X is bipartite, there 
exist morphisms from X to P,, so that F(X, P,) is not zero for 9 > 2. 
Straightforward computations show that F( P4, Pn) = 2 and F(P,, Pq> = 
89 - 16 for 9 > 3. This Shows that F(X, P,), in general, is not polynomial 
for all 9, but only for 9 large enough. 
Consider more generally a subset 
D c N* = {1,2,...}. 
For each 9 > 1, let P(9, 0) be the simple graph with set of vertices 
1L2,. *. > 91 in which vertices j and k are adjacent whenever I j - kl E D. 
Chromatic numbers defined by families (P(9, D)), z 1 are relevant for tech- 
nological applications; for example, a morphism f: X + P(9, D) assigns to 
each transmitter represented by a vertex x E X” a channel f”(x), and 
the condition If”<x> -f”< y)( E D for adjacent transmitters x and y 
avoids interfering channels. [See [33], where a T-colonng is a morphism to 
P(9, N* - T).] One has P(q,{l}) = P7 and P(9, kJ*> = K,. 
PROPOSITION 2. (i) The following two conditions on D are equivalent: 
(a) D is a finite subset of iV*. 
(b) For each connected graph X, the function 9 * F(X, P(9, D)) is 
linear ( possibly Zero> for 9 » 1. 
(ii) The following two conditions on D are equivalent: 
(c) Either D or N* - D is a finite subset of N*. 
(d) The sequence (P(9, D)), b, is polynomial. 
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Proof. (a> * (b). Suppose first that D is finite and set h4 = max{j: 
j E D}. Given a connected graph X of diameter d(X) and integers k, q such 
that 1 < k < q, let Ft,(X, P(k, D)) denote the number of morphisms 
f: X + f’(k, D) such that 
min{f’( x) I x E X”} = 1 and max{f’( x) I x E X”} = k. 
Formula (1’) above for F(X, P4> tan be generalized as 
F( X, f’(q, D)) = c Fp,k( x, P(k> D))(q + 1 - k) 
lak~min~y,Md(X)+l~ 
SO that q r-) F(X, P(q, 0)) is linear (or Zero) for q »  1. 
(c> * (d). This follows from the previous argument and from Proposition 
1. 
(b) 3 (a) and (d) * (c). For any D c N*, dehne functions G,, H,, K, 
from N* to N* by 
G,(q) = iF(% f’(q> D>> = c (4 -_& 
jED 
jQq-1 
H,(q) = G,(q + 1) -G,(q) = ID f~ {L...,q}l, 
K,(q) = H,(q + 1) - H,(q) = ID f-~ {q + l}l. 
If G,(q) is linear (or Zero) for q »  1, then H,(q) is eventually constant and 
K,(q) is eventually Zero, so that D is finite. If G,(q) is a polynomial in q for 
4 » 1, so is K,(q). As 0 < K,(q) < 1 for all q, this latter polynomial is 
either the constant 1, and then N” - D is finite, or the constant 0, and then 
D is finite. ??
EXAMPLE B.5. Circdar Variation. For X connected and for q strictly 
larger than 1 X ‘1, the invariant 
F(X,C,) = c eyxm q i 1Ck~lX”l 1 , .
is just a linear monomial (when X is bipartite) or the constant zero (when X 
is not bipartite). 
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As in Example B.4 just above, this may be generalized as follows. 
Consider a subset D of N*. For each 9 > 1, let C(9, D) be the graph with 
vertices (0, 1, . . . , 9 - 1) in which vertices j and k are adjacent whenever the 
distance min{]j - kl, 9 - Jk - jl} . 1s in D. These graphs give rise to invariants 
F(X, C(9, 0)) and @en D) to chromatic numbers 
X * min(9: F(X,C(q, D)) > 0). 
For the particular case with D = D, = {n E N*: n > M} for some M, see 
[7], where G$ is our C(k, Dd). 
EXAMPLE B.6. Dichromutic polynomials and beyond. Let HZ,,. be as 
in Example A.6. For any graph X, write now Z,(r, 9) for F(X, KK,, r+ i). It 
is obvious that Zvk(r, 9) = 9k if X = vk has k vertices and no edge. As 
observed by Joyce (sec [24] and [44]), th e usual deletion-contraction argu- 
ment [4I] Shows that, given an edge e in a graph X, one has 
Zx(rT9) = Z,;(r,9) + rZ,$r, 9), 
where Xe and Xz are defined as in the introduction. It follows that Z, is 
Tutte’s dichromatic polynomial of X (sec 1371, [38], and [26]). As also 
observed by Joyce, it is straightforward to check that 
F(K ~q,r+l.s ) = slxllzx( + - 14) 
so that the 3-variable polynomial determined by F( X, KK,, r, ,> is “contained” 
in the dichromatic polynomial of X. 
For integers 9 > 1, r > 0, and s E (0,. . . ,9], let now KB,, T,s be the 
graph obtained from the Clique K, by adding r loops to each of s vertices. 
Induced subgraphs are of the form I@k,.,[, where k E {l, . . . ,9} and 
1 E (0,. . . ) min(k, s)}, and one has 
It follows that, for all r > 0, the number of morphisms 
F(X ~q,r,s> = c 
lbkhmin(q,IX”l) 
F:‘“~mk,r,l’(;:;)(;) 
0<2<min(k,S) 
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is given by a polynomial in two variables 9 and s for 9 » 1 and s » 1 
(equal to the above summation running over k, Z such that 1 < k Q IX’] and 
0 < Z < k). It is straightforward to compute 
F(P,, KB,,,,,) = 9(9 - 1)” + s(39” - 49 + 1) + s” 
+ +,,3, q,l,s ) = 9( 9 - 1)” + s(392 - 39 + 1). 
As Zp, = ZK1 3> it follows that the two-variable polynomial defined by 
(~~,JO<S& is not a naive reformulation of Tutte’s dichromatic poly- 
nomial. 
Observe also that, for a simple graph X, the number F( X, KB,, 1, i> is the 
number of mappings g: X” + (1,. . . ,9 - 1) such that g-‘(i) is an inde- 
pendent set of vertices for i = 1,. . . ,9 - 1. 
EXAMPLE B.7. Examples with ornamented vertices. The following con- 
struction of polynomial sequences is owing to the referee. 
Let Y be a simple graph and let (yZ)y E r~ be a family of graphs indexed 
by the vertices of Y. We define composition Y [. Zl = Y [(, Zjy E y o 1 as the 
graph obtained from the disjoint Union of the ,,Z, y E Y ‘, by adding an edge 
with ends yz,y, z ’ whenever y, y ’ 
(,ZlO, y’ z’ E (,.z>? 
are adjacent vertices in Y and yz E 
For a graph X, we may compute the number F( X, Y [. Zl> as follows. 
We introduce first the graph Y obtained from the simple graph Y by adding 
one loop incident with each vertex. We introduce second a morphism A 
r: Y [. Z] + Y; it is defined on vertices by r”$ z) = y for every vertex yz in 
$ Z)‘, and there is clearly a unique way to define 7~~ on the edge set Y [. Z]’ 
so that r = (,rrO, 7~~) becomes a morphism. 
Given a morphism f from a graph X tothe graph Y [. Zl, one obtains by 
composition a morphism g = r of: X + Y. Then, for every y E Y in the 
image of g”: X” + 9’ = Y ‘, we denote by X(g-’ y) the subgraph of X 
induced by (g’)-‘(y). Ob serve that the restriction of f to X(g-’ y) is a 
morphism from X(g-’ y) to y Z. 
Conversely, given a morphism g : X 4 Y and, for each y in the image of 
g”, a morphism f,,: X(g-‘y) hy Z, there is a unique morphism f: X -+ 
Y [. Z] such that g = T 0 f and such that the restriction of f to X(gpl y> is 
fV for all y in the image of g O. 
This establishes the formula 
qxwq = c I-I g: x-f y~g”w) q XWY), yq 
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It follows immediately that, if Y is a simple graph given together with a 
polynomial sequence of graphs cy Z,), $ 1 for each vertex y E Y ‘, the se- 
quence (Y[(,&J,.,~Dqdl is also a polynomial sequence. If moreover all 
sequences Cy Z,), 2, 1 are strongly polynomial (as defined in the introduction), 
then (Y [(, Z,), E r a]), > 1 has the same property. 
EXAMPLE B.8. Generulized colorings. (See [35], [8], [6], [27] and refer- 
ences therein.) Given two integers q, k such that 1 < k Q q and a subset D 
of (O,l,..., k - l}, dehne the generalized Johnson graph J = ](q, k, D) as 
follows. The vertices of J are the subsets of cardinality k in (1,. . . , q}, and 
A, B E J” are connected by an edge if and only if ( A fl B] E D. There is a 
natura1 vertex-transitive action of the symmetric group Sym(q) on 1. Particu- 
lar cases: the J(q, k,{k - 1)) s are the usual Johnson graphs [9], which are 
distance-transitive, and the J< 4, k, {0}) s are the usual Kneser graphs (sec [9, 
p. 2581). In particular the J(q, 1, {O})‘s are the cliques K,, the J(q, 2, {l})‘s 
are the triangular graphs Ty , and J(5,2, {O}) is the Petersen graph. 
A morphism f from a simple graph X to J = J(q, k, D) assigns to each 
vertex of X a set of k colors Chosen among 11,. . . , q}, in such a way that the 
number of colors shared by two adjacent vertices always belongs to D. 
PROPOSITION 3. For k and D fixed, the sequence (J(q, k, D)jq > k is 
polynomial. 
Proof. Let X be a graph. Say that two morphisms f, g from X to 
J = J(q, k, D) are equivalent if there exists a Permutation u E Sym(q) C 
Aut(J) such that g” = ~f”. When 9 z k ] X” 1, each of the resulting equiva- 
lence classes contains a morphism whose image is in the induced subgraph 
J’ = J(klx”l, k, D) of J. Thus th e number N of these classes is independent 
of 4. Moreover, the equivalence class of each morphism f: X + J contains 
ISydq)l/l Hfl 1 e ements, where Hr c Sym(q) is the subgroup of those o such 
that af” =f”. 
For a given f: X + J with its image in J’, denote by Ai,. . . , A, the 
vertices of the image. Set A = lJ i $ jg r Aj C {l, . . . , q} and a = ] Al. Then 
Hf is a direct product Kf X Lf, where Kr is a subgroup of Sym( A) = Sym(a) 
and where Lf = Sym({l, . . . ,q) - A) = Sym(q - a). Thus the size Pf(~) of 
the equivalence class of f, which is given by 
ISym(9)l 1 41 
W) = IKrlIL,I = iKfl (q - u)! ’ 
is polynomial in 9. 
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The number F( X, J(9, k, D)) of morphisms from X to J is a sum of a 
finite number N of terms of the form I)(9). Thus F(X, J(9, k, D)) depends 
polynomially on 9 as soon as 9 > k 1 X O 1. ??
REMARK. Recall that the Zexicogruphic product X[Y ] of two simple 
graphs X and Y is the simple graph with set of vertices X” X Y ‘, two 
vertices (x, y) and (x ‘, y ‘) being adjacent if either {x, x ‘} E X ’ or x = r ’ 
and {y, y’) E Y ‘. This is obviously a particular case of the composition 
product defined in Example B.7 above. (See [15].) To any morphism 
@: X[KJ -+ K, corresponds a morphism f: X + J(9, k, (O}) defined by 
f”(r) = I@O(r, z”& Kf. For each x E X”, there is an action of the symmet- 
rit group Sym(k) on the morphisms X[ Kk] -+ K, by permutations of the 
values at vertices (x, ->. From this, it is easy to see that one f corresponds to 
(k!)ixor morphisms X[K,.] + K,, so that 
F( x,J(q, k,{O})) = (k!)-‘Xo’F(XIK,l~ Kq). 
This provides another proof of Proposition 3 in the particular case D = IO]. 
Our next result tan be considered as a 9-analogue of Proposition 3. (The 
meaning of 9 in Proposition 4 and elsewhere in this Paper should not be 
confused.) Consider a Prime power 9, the finite field lFq of cardinality 9, two 
integers n, k such that 1 < k < n, and a subset D of (0, 1, . . . , k - 11. 
Define the generalized Grassmann gruph G = G(n, k, D, Fs> as follows. (See 
[9, Section 9.31 for the case D = (k - l), f or which the graphs are distance- 
transitive.) The vertices of G are the k-dimensional subspaces of the n- 
dimensional vector space FJ! over Eq, and A, B E G” are adjacent if and only 
if dim( A n B) E D. There is a natura1 action of the linear group GL,@,) on 
G which is vertex-transitive. 
PROPOSITION 4. For’ [F,, k, and D fired, the sequence 
is polynomial. 
Proof. Say two morphisms f, g from a graph X to G = G(n, k, D, [Fy) 
are equivabnt if there exists u E GL,(Fq) such that g” = af’. For n > 
k ( X ‘1, observe that any morphism f: X + G is equivalent to a morphism 
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whose image is in the induced subgraph G’ = G(kIX”I, k, D, F4) of G, 
where the inclusion (G’)’ + G” is associated with the linear injection 
(IF,)klXO’ + 5: which maps (ti, . . . , &lxol) to (tl,. . . , 5klxol, 0,. . . ,O). 
For each morphism f: X + G whose image is in G’, one introduces as in 
the previous proof the dimension a < k 1 X ‘1 of the subspace of lF$““’ hnearly 
spanned by the subspaces <f”< x>), E x 
of the form 
0, as well as a subgroup Hf of GL,@,) 
where Kf c GL,@,) and Lf = GL, _,(Eq). One has 
IGL,([F,)I = qrn(“L-1)/2 l$L (9’ - l) 
for each m 2 1 (See, e.g., [2, Section IV.31). It follows that the cardinality of 
the class of f is given by 
IGJ4,)I l a(o-1),2 
lHfl =IKfl’ __ J$_, (9”-, - IJ, 
which is a polynomial in 9. Now F( X, G(n, k, D, [F,)) is a finite sum of 
similar expressions as soon as n > k 1 X” (. ??
One could formalize properties of a nested sequence Y, c Y, c ... , 
given together with a nested sequence G, c G, c ... , where each Gj is an 
appropriate group of automorphisms of the graph Yj, in such a way that the 
proofs of Propositions 3 and 4 would carry over to some more general setting. 
C. A CRITERION FOR POLYNOMIAL SEQUENCES 
Given a graph Y, we denote by Sub(Y > the set of isomorphism types of 
subgruphs of Y. For each R E Sub(Y), we define the number p’(R, Y) as 
the number of subgraphs Q of Y of type R. In particular, p’(P,, Y ) = IY ‘1 
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and p’(P,, Y ) is the number of nonloop edges in Y. One should carefully 
distinguish /J’ and /A; for example, one has 
/_d(P3, KJ = iq(q - l)(g - 2) + 0 = P(G FJ 
for each 9 > 3. Recall from the beginning of Section B that F,(X, R) 
denotes the number of morphisms f = (f”, f’): X + R such that f” and f’ 
are both onto. One has 
F(X,Y) = c F,(X, R)P’(R>Y). (2) 
RcSub(Y) 
lR”lalX”~,lR’l<lX’l 
One may also write the same formula as 
F(X,Y) = c ~,(X,~)P’(~>Y), (3) 
REIm(X) 
where Im(X) denotes the set of isomorphism types of graphs which are 
images of X. 
For example, if X = V, (the graph with one vertex), then Im(V,) = (V,) 
and F(V,, Y) = p’(V,, Y) = IY ‘1. If X = B, (the loop-graph), then 
F( B,, Y ) = p’( B,, Y ) is the number of loops of Y. If X = P, (the path with 
two vertices), then Im( PS) = {B,, Ps} and one has 
F(P,,Y) = p’(B,,Y) + 2p’(P,,Y). 
PROPOSITION 5. Let Y * = <Yv)q a 1 be a sequence of finite graphs. The 
following are equivalent : 
(i) The sequence Y, is polynomial in the sense of Section B. 
(ii) For any graph X, the function 9 - /.L’( X, Y,) is polynomial for 
9 »  1. 
Suppose mreover that euch Yq is a simple graph. Then (i) and (ii) are 
equivalent to: 
(iii) For any simple graph X, the function 9 - p( X, Y,) is polynomial 
for 9 »  1. 
Proof. Formula (3) above Shows that (ii) * (i). Let us show (i) * (ii). 
Let ( Xj)j r 1 be some enumeration of the isomorphism types of finite graphs 
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such that k <j when IX:1 -t IX;1 < IX;1 + IXj’l. By (2), one has 
F(Xj>Yq) = C FV(‘jY xk)CL’(Xk>Yq) 
k<j 
= F,(Xj, Xj)/Jd’(xj,yq) + C Fs(xj, xk)~‘(Xk’ycl)’ 
k<j 
If (i> holds, it follows by induction on j that p’( Xj, Y,) is polynomial in q for 
q » 1. 
Similarly, assuming that X and the Yq’s are simple, Formula (1) of Section 
B Shows that one has (iii) * (i). Let now ( Xjjj b , be some enumeration of the 
isomorphism types of finite simple graphs, the enumeration being such that 
k <j when either lX,Ol < jXjol, or IX:1 = \Xjol and lX$ > IX;\. Using the 
Iäct that k < j whenever Fs(Xj, X,) is nonzero, one uses an induction on j 
to Show as above that (i) implies (iii). ??
The proof above is similar to that of Theorem C in [4]. 
REMARK. The second part of Propostition 1 follows from Proposition 5, -- 
and from the Observation of Example A.2 according to which p(X, Y,> = 
p(X, Y,). 
D. MATROID INVARIANTS 
For basic concepts of matroid theory, the reader is referred to fl], [39], 
and [40]. Recall however, that two graphs X, Y have isornorphic rnutroids (by 
which we mean cycle matroids in this Paper) if and only if there exists a 
bijection 4: X’ + Y1 such that C c X’ is the edge-set of a cycle of X iff 
4(C) is the edge-set of a cycle in Y. 
Consider, for example, two graphs T, T’ and two subgraphs R, S of T 
(respectively, R’, S’ of T’) such that T’ is the disjoint Union R’ I.J S’ (resp. 
T” = R” LI S”). Assume moreover that there exist isomorphisms f: R -+ R’ 
and g: S + S’. If IR0 n So1 = IR” n S”I = 1, then T and T’ have obvi- 
ously isomorphic matroids, and (T, T ‘> constitutes what we shall cal1 an 
elementay pair of the jbst kind. If 
IR0 n So1 = 2, f “( R” n So) = R” n S”, g”( R” n S”) = R” n S”, 
704 PIERRE DE LA HARPE AND FRANCOIS JAEGER 
it is also easy to check that T and T ’ have isomorphic matroids, and (T, T ‘) 
constitutes an elementay pair of the second kind. Conversely, a theorem of 
Whitney ([43] or [4O, Chapter 61) asserts that two connected graphs X, X’ 
with isomorphic matroids tan he joined by a sequence X = X,, X,, . . . , X, 
= X’ such that each pair (Xi _ , , Xi) is an elementary pair of the first or the 
second kind. 
An invariant Z of graphs is called a matroid invariant if Z(X) = Z(Y ) 
whenever X and Y have isomorphic matroids. For instance, it is well known 
that q -“X)F(X K ) is a matroid invariant for all q > 1, where c(X) denotes 
as before the numger of connected components of the graph X. To general- 
ize this example, let us recall the following construction. 
Consider an abelian group G, written additively, and a subset S in G such 
that 0 6 S and -S = S. Let r = I’(G, S) be the associated Cayley graph, 
with 
I’“=G and r’={(r,~} Ix,yEGandx-yES). 
For example, with notations that we hope to be obvious, 
H, = r(ziqz x 2/22,2/92 x z/2iz - {(O,O), (0, l))), 
for all 4 > 3. Observe that we do not require that S generates G, so that 
I’(G, S) need not be connected. 
PROPOSITION 6. Let r = T(G, S) be as above. Then X c) 
JTOJ-“‘X’F(X, r) is a mutroid invatiant dejnedfir euch gruph X. 
Proof. Let X b e a graph. Choose (in an arbitrary way) an orientation of 
each edge in X r. Given a cycle in X identified with its edge-set C and a 
travel direction around the cycle, denote by C+ (respectively C-1 the set of 
edges of C whose orientations agree (resp. disagree) with the travel direction. 
An S-tension of X is by definition a map 8: X1 + S such that 
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for every cycle C and X, where addition is performed in G. It is easy to 
check that any S-tension 0 of X tan be written as a potential differente, 
which means that there exists u: X” + r” such that O(e) = u(e,) - v(e,) 
for each edge e E X ’ with initial end e, E X” and terminal end e E X”. It 
easily follows that the number of S-tensions of X is equal to (l?-c’x’F(X, I’). 
Now this number is a matroid invariant because the signatures C H 
{C’, C-}, defined on the set of cycles of X by some orientation of the edges 
as above, tan be characterized in matroid terms (see [S, Example 3.3 and 
Corollary 6.2.81). ??
We give another proof of Proposition 6 after the following Proposition 
which is in fact a stritt generalization because, in fact, there are matroid 
invariants not of the type described by Proposition 6. Let us first recall that a 
group G of automorphisms of a graph Y is said to be generously transitive if 
the following holds: for each pair of vertices y, y’ E Y ‘, there exists an 
automorphism (Y E G such that a(y) = y ’ and a( y ‘) = y; see [31] and [9, 
p. 631. 
PROPOSITION 7. Let Y be a simple graph which has a generously 
transitive group of automorphisms. Then X ++ IY oI-c’X’F(X, Y) is a matroid 
invariant. 
Proof. Given a graph X, two vertices x, x ’ of X, and two vertices y, y ’ 
of Y, we denote by Mor(X, x; Y, y) [respectively, by Mor(X, x, x’; Y, y, y’)] 
the set of those morphisms f: X -+ Y such that f”(x) = y [resp. f”(r) = y 
and f”<r’) = y’] and by F(X, x; Y, y> [respectively, F(X, x, x’; Y, y, y’)] 
the cardinality of this set. 
Let (Y be an automorphism of Y such that (u(y) = y’. Clearly, the 
mapping f c, ~yf defines a bijection from Mor(X, x; Y, y) onto 
Mor(X, x;Y, y’). Hence F(X, x;Y, y) = F(X, x;Y, y’) and, since Y is 
vertex-transitive; 
for every x E X” and y E Y ‘, F(X,x;Y, y) = IY”I-‘F(X,Y). (4) 
Consider now a connected graph T which has a vertex x and two 
subgraphs R, S such that {r} = R” n So and T’ = R’ Ll S’. There is an 
obvious bijection from ModT, x; Y, y) onto 
Mor(R, x;Y, y) X Mor(S, x;Y, y). 
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It then follows from (4) that 
F(T,Y) = IYOIF(T, x;y> y> 
= IYOIF(R, x;y, y)F(S, x;y, y) 
= lY”l-lF(R,Y)F(~,~). 
A first consequence is that, if in a disconnected graph X we identify two 
vertices belonging to different components, the value of 1Y ol-cCx)F( X, Y) is 
not modified. Hence we may restritt our attention to connected graphs. A 
second consequence is that, if T, T’ are two connected graphs which consti- 
tute an elementary pair of the first kind (sec the definition at the beginning of 
the present Section D), then F(T, Y) = F(T ‘, Y ). 
Now let T, T’ be two connected graphs which form an elementary pair of 
the second kind and which are not isomorphic. Then, without loss of 
generality, we may assume that T, T’ have a common subgraph R, that T has 
a subgraph S, and that T’ has a subgraph S’, such that the following Situation 
occurs (for some xi, x2 E R”, x, # xz>: 
T’ = R’ LI S’, T” = R1 u S”, 
R” n So = R” f-I Sf0 = ( xl, x,}, 
and there exists an isomorphism g : S + S’ such that g ‘Cr, ) = x2 and 
gO(x,) = Xi. For any yi, yz in Yo there is an obvious bijection: 
Mor(T, xl, x2; Y, yl, y2) = Mor( R, xl, x,;Y, yl, yz> 
X Mor( S, xl, x2; Y, yl, y2>. 
Hence 
F(T,Y) = c F(R, ~1, x,;Y> ~1, yz) 
(y,, yzkYOXY" 
x F( S, ~1, x,;y, Yl> Yz) (5) 
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and similarly 
F(T’,Y) = c F( R, ~1, ~2; Y, yl> yz) 
(Yl, yz)EYOxYO 
x F(S’, Xl> x,;y, y1, yz). (6) 
Now, if cr is an automorphism of Y such that a(yl> = y2 and cx( y,) = yl, 
the mapping f e ofg defines a bijection 
Mor(S’, xl, x,;Y, yl, yz) = Mor(S, xl, x,;Y, yl, y2). (7) 
Since Y has a generously transitive group of automorphism, (51, (6), and (7) 
imply 
F(T,Y) = F(T’,Y). 
The result now follows from Whitney’s theorem [43]. ??
Proposition 6 is a consequence of Proposition 7 because, given y, y ’ E I”, 
one may dehne a E Am(T) by (u(x) = y + y’ - x for all x E Po. However 
our first proof is more natural, since it gives a matroid interpretation of the 
invariant. 
One has also the following corollary. 
COROLLARY. (i> Let J(9, k, D> b e a generalized Johnson graph as in 
Proposition 3. Then 
-c(X) 
X-, F(XJ(97k W 
is a mutroid invariant. 
(ii) Let G = G(n, k, D, F4) be a generalized Grasmann graph a.s in 
Proposition 4. Then 
x + IGOI-“(~)F( x, G) 
is a mutroid invariant. 
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Proof. Given two subsets y, y’ of size k of (1,. . . , q), there exists a 
bijection u E Sym(q) which interchanges y and y’. Similarly, given two 
k-subspaces y, y’ in FY, there exists u E GL,(IFq) which interchanges y and 
y ‘. Thus Proposition 7 applies in both cases. ??
We do not know of any interpretation of 
F( x, J(q, k, 0)) orof IG”I-c(X%‘( X, G) 
in matroid terms. 
Observe that Proposition 7 is not contained in Proposition 6. Indeed, for 
instance, the Petersen graph J(5,2, {O}) is not a Cayley graph (of any group, 
abelian or not). [It is weil known that J(5,2, (O}) is not a Cayley graph. 
Suppose on the contrary that J<S, 2, (0)) is the Cayley graph of a group G 
(with respect to some set of generators). As G is of Order 10, it must have an 
element g of Order 2. Since the automorphism group of the graph is Sym(5), 
see, e.g., [30, Exercise 12.11, the automorphism of J(5,2, (0)) corresponding 
to left multiplication by g also corresponds to the action of an involution of 
II,...,51 on unordered pairs of elements. This involution must fix some 
unordered pair, i.e., fix a vertex of J(5,2, {O}) and this is a contradiction.] 
OPEN PROBLEM 1. Characterize the graphs Y such that 
x - IY ol-c(x)F(-x, Y) 
is a matroid invariant. 
E. EXAMPLES OF RECURSIVE AND ALGEBRAIC COMPUTATIONS 
As recalled in the introduction, one has the weil known formula 
F( x> q) = q Xi, KJ - F( XI, KJ 
for any graph X, any edge e E Xi, and any integer q 2 1. It does not seem 
possible to obtain a similar result for invariants of the form F(X, Y) in 
general. However, this tan be done if we introduce suitable restrictions on X 
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and on Y. We illustrate this in the case where X is a series-parallel graph and 
Y is a strongly regular simple graph with Parameters (q, k, h, CL). 
For series-parallel graphs, see, e.g., [40, Chapter 61. Recall that a simple 
series-parallel graph has a vertex of degree at most 2. Recall also that a 
strongly regular graph with Parameters (4, k, h, p) is a simple graph Y with 
q vertices which is regular of degree k and which has rhe following 
properties: any two adjacent (respectively, nonadjacent) vertices of Y have 
exactly A (resp. p) common neighbours. 
PROPOSITION 8. Let Y be a strongly regular graph with Parameters 
(q, k, h, /A) and let X be a finite graph. 
Zf X is not simple, one has F(X, Y) = 0 if X has a loop und F(X, Y) = 
F(X,i,p, Y) i,fX h as no loops (see the beginning of Section B). 
Assume now that X is a simple graph. Choose a vertex x E X” and denote 
by X - x the subgraph induced by X” - {x}. 
(i) Zftheclegreeofxis 0, thenF(X,Y)=qF(X-x,Y). 
(ii) Zf the o!egree of x is 1, then F(X, Y) = kF(X - x, Y ). 
(iii) Zf the degree of x is 2 and if x has neighbours y and z, let U denote 
the graph obtained from X - x by adding a new edge e joining y and u. Then 
F(X,Y) = (A - p)F(U,Y) + PF(U;,Y) + (K- P)F(q’,Y). 
Assume finally that X is a sertes-parallel gruph. Then the above rules 
provide a recursive method of computation of F(X, Y ). 
Proof. Most of the Claims are obvious. Let us for example check the 
formula for (iii) by partitioning the morphisms f: X + Y into three classes. 
There are first the morphisms f such that f O( y) = f O( z), and their number 
is kF(Ui’, Y ). There are second the morphisms such that f O( y) and f O( z) 
are adjacent in Y, and their number is AF(u, Y ). There are finally the other 
morphisms, and their number is k( F( Vi, Y ) - F(U, Y ) - F(U:, Y )). 
For the last Claim, let us recall that a graph X is a series-parallel graph if 
and only if it has no subgraph contractible to K, [IS]. It follows that, with the 
notations of (i)-(iii), each of X - x, U, Vi, L$’ is again series-parallel. As 
‘simp has at least a vertex of degree at most 2, the above rules provide a 
recursive method of computation. ??
REMARKS. (1) Suppose that X is a series parallel graph. As a corollary of 
Proposition 8, F( X, Y ) tan be expressed as a polynomial in q, k, A, p with 
coefficients depending only on X. By considering families of strongly regular 
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graphs for which q, k, h, p have polynomial parametrizations (sec examples 
in [9, 18, 101) one obtains polynomial invariants of series-parallel graphs 
which are particular cases of a general invariant defined in [19]. 
(2) Let S c (B/2)4 be th e set of those $-bit binary words with Hamming 
weight 1 or 2 and let r = T((Z/2)4, S) be the corresponding Cayley graph. 
It is easy to check that r is strongly regular with Parameters (q, k, A, /J) = 
(16,10,6,6). This graph is called the Clebsch graph. 
Consider now the graphs X, and X, of Figure 1. Schwärzler has shown 
that X, and X, have the Same Tutte polynomial, using deletion and 
contraction of e, and e2 [34]. However one has the following corollary. 
COROLLARY. Let X,, X, be as in Figure 1 and let Y be the Clebsch 
graph. Then 
F(X,,Y) =25067520 # 25344000 = F(X,,Y). 
In particular the matroid invariant defined by Y is not a Tutte invariant. 
Proof. The two computations are straightforward applications 
formulas of Proposition 8; application of (iii) is simpler here because 
OPEN PROBLEM 11. Characterize the graphs X such that 
F(X,Y) = F(X,Y’) 
of the 
h = /_L. 
??
for any pair Y, Y ’ of strongly regular graphs with the same Parameters 
q, k h, P. 
Xl x2 
FIG 1. 
CHROMATIC INVARIANTS 711 
Let us now give another example of computations, based on linear 
algebra, giving the values on paths of the invariant introduced in Example B.4 
above. 
If Y is a graph, denote by A(Y > = ( A(Y jy, Z>r, z E ro its adjacency matrix: 
A(Y),, Z is the number of edges joining y to z [in particular, each loop at y 
contributes here by 1 to A(Y jy, y]. For each integer k > 1, the entry 
A(Y >;, Z of the kth power of A(Y ) counts the number of morphisms from 
the path Pk+ 1 to Y which map the first vertex of Pk+ 1 to y and the 
(k + I)th to z. It easily follows that 
E(C,,Y) = tr(A(Y)k), for k 2 3, 
where C, denotes as above the cycle with k vertices. 
Similarly, if J d enotes as usual the all 1’s matrix of the appropriate size, 
one has 
F(f’k+l,Y) = tr(A(Y)“]). 
This defines also a functional invariant of Y, which is the number of walks of 
length k on Y. Let U be an orthogonal matrix such that UfA(Y >U = 
Diag( Ai, . . . , h,), where 9 = jY”j, and set K = Ut]U. Then the previous 
formula implies 
F(Pk+i,Y) = tr(UtA(Y)kUK) = c Kj,j(Aj)’ 
l<j<q 
for all k 2 0. 
In the particular case where Y = Pq for some 9, the diagonalization of 
A(Y > has been known for a long time (sec Section 19 in [ZS]), and one may 
compute 
1/2 
,) i sin 2.Y 9+1 )> 1 <j,k ~9, 
UtA(Pq)U = Diag 2 ( cos(--3,2cos(-3,...,2cos(--5)) 
K1.k = psjs, > 
9-tI 
1 q,k ~9, 
712 
where 
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Consequently 
(this is essentially formula (7.22) in [12]). It follows from Example B.4 that, 
for fixed k and for 4 large enough, this expression is of the form 
F(pk+lT P,?) = 2kq - yk. 
We are grateful to F. Ronga for bis computation of the first values: for 
k=1,2,3,4,5,6,7,8,9,10,11,12 . . . . 
one has, respectively, 
~,=2,6,16,38,88,196,432,934,2008,4268,9040,19004 ,.... 
F. CHROMATIC INVARIANTS WITH WEIGHTS 
In Example B.6, we expressed the value Z,(r, 4) of the dichromatic 
polynomial 2, of a graph X as F(X, HC,, ,.+ l>. Another Point of view is to 
express this invariant as 
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where, for an edge e with ends x, y, 
r + 1, iff(x> =f( y), namely, if e is unicolored by f, 
u+(e) = 1, if f( x) , f( y) are adjacent in K, , 
namely, if e is bicolored by f. 
An extension to signed graphs, where w,(e) depends on the sign of the edge 
e, is presented in [26] in relation to the Jones polynomial of links 1211 (sec also 
[16] and Section G(a) below). If we replace K, by an arbitrary simple graph 
Y and if we allow an unlimited number of types of edges (instead of only two 
types distinguished by a sign), we are led to the following definition. 
Consider a commutative ring KI with unit 1, a graph X, a mapping 
w = (wl,w~,ws): x’ + f13, 
and a simple graph Y. For every mapping f: X0 -+ Y ’ and for every edge 
e E X1 with ends x, x ‘, we write 
q(e), iff(x> =f(~‘), 
y(e) = WZ(~), if f( r),f( x’) are adjacent in Y, 
w3(e), otherwise. - 
Then we define 
F(X,w,Y) = f:xEyo e;, Wf(4 E fl* 
For instance, if w(e) = (0, 1, 0) for all e, then F( X, w, Y) = F(X, Y >. 
The following proposition generalizes the first part of Proposition 1. For the 
definition of M(X), see just before Proposition 1. 
PROPOSITION 9. With the notations above, one has 
F(X,w,Y) = c ( I-I w’( e,C, D) F( X/C - D,Y), (8) 
(C, D)EM(X) eex’ 
) 
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where 
wl(e) -Wz(e), ife E C, 
w’(e,C, D) = Ws(e), ife ED, 
w2( e) - w3( e), otherwise. 
P~oof. For each y, y’ E Yo, set ??(y, y’) = 1 if {y, y’} E Y1 and 
E( y, y ‘) = 0 othenvise. Thus for every mapping f: X” + Yo and for every 
edge e E X’ with ends x, x’, 
y(e) = ~Cf(x)pf(x’))wde) + ??f(x>tf(x’))w2(e) 
and hence 
F(X,w,Y) = c n (WWJ(4)(WlW -w3w> f: xo+yo e=(x, X’)EX’ 
x I-I Wz(e) I-I 
e={x, T’)ED e=(x, x’)EX’-C-D 
x ??X>>_f( X’m44 - w.3w 
X I-I ??(f( x>,f( x’)) n w’(e,C, D). 
e=(r,x')~X'-C-D l?EX' 
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Clearly, 
c I-I WbM~‘)) I-I 4fWJ(4) 
f: ,y”-+k’” e=(x, X’}EC e=(x, *‘}Ex’-C-D 
= F(X/C - D,Y) 
and the proof is complete. 
REMARKS. (1) Proposition 1 follows from Proposition 9 when w is 
defined by 
w(e) = (O,O, 1) E Q3, 
for all e EX’, so that F(X,w,Y) = F(X,Y). 
(2) The invariant F(X, w, Y) tan be seen as a weighted sum of chromatic 
invariants of the form F(X’, Y ) over minors X ’ of X. The properties studied 
above, such as polynomiality of sequences <Y,jV a,, matroid invariance, or 
existente of a recursive computation algorithm for series-parallel graphs when 
Y is strongly regular, tan be extended to the generalized invariants 
F(X, w, Y ). 
(3) Taking 9 = ]Y ‘1 and w(e) = (r + l,l, 1) for all e E X’ as in the 
beginning of Section F, the formula (8) of Proposition 9 gives, for the 
dichromatic polynomial Z,, the formula 
zxe-4) = c rlcI i(X/Gop 9 1 
(C, D)EM(X) 
cun=x’ 
a result which follows immediately from the deletion-contraction rule. (See 
[37, 381.) 
G. APPLICATIONS TO SIGNED GRAPHS AND LINKS 
For a detailed and rigorous treatment of the content of this section, see 
[22], [20], and [I7]. 
A signed gruph is a pair (X, s), where X is a graph and where s: X ’ + 
(+ 1, - l} is a signature of the edges. A Zink is a finite collection of disjoint 
smooth simple closed curves in Iw3. A classical construction (See, for example, 
[ll, Section 2.31) associates with every plane signed graph (X, s) a link 
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L(X, s) as follows (this link is defined up to ambient isotopy). Esch vertex is 
replaced by a little disk surrounding it, and each edge is replaced by a twisted 
band attached to the appropriate disks (the signature of the edge determines 
the twist). The link L(X, s) is the boundary of the resulting surface. An 
example is displayed on Figure 2. 
A famous theorem of Reidemeister states that two regular plane projec- 
tions, or diagrams, of a given link (considered up to ambient isotopy) 
are connected by a finite sequence of elementary transformations called 
Reidemeister mmes. Hence any valuation of link diagrams which is invariant 
under Reidemeister moves defines an invariant of links under ambient 
isotopy. 
Translating this into graph-theoretical language, one tan look for valua- 
tions of plane signed graphs (X, s> which define invariants of the associated 
links L(X, s). We shall be concerned here with valuations of the form 
(X, s) t) Z( X, s) = d-I”‘IF( X,u;, Y) E R, where d2 = IY ‘1, 
and where 
w(e) = (w,(e),~2(e),w3(e)) E R3 dependsonlyon s(e). 
These are special cases of spin models as defined in [22]. Natura1 conditions 
which insure that the valuation Z( X, s) of signed graphs actually defines a 
link invariant are summarized in the next result. (It is equivalent to a special 
case of Theorem 2.8 of [22].) 
PROPOSITION 10. The map (X, s) ++ Z(X, s) defines a link invariant 
when the following conditions are satisfied for evey signed graph (X, s). 
(i) There exists a Parameter a E R such that 
Z(X,s) =a “(“)Z( X - { e} , S) 
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for evey loop e of X, and 
Z(X,s) = a PS(“)Z( X/( e} , g) 
for evey pendant edge e of X. 
(ii) Let e, e’ be two nonloop edges of X with opposite signs. Then 
Z( X, s) = Z( X - {e, e’}, S) 
if e, e’ are parallel, and 
Z(X,s) = Z(X/{e,e’},g), 
if e, e’ are in series, but not parallel. 
(iii) If (X, s), (X’, s’) are related by a Star-triangle transformation as 
shown in Figure 3 (the two signed graphs are identical outsiok the scope of 
this jgure), then Z(X, s) = Z(X’, s’>. 
REMARKS. (1) In the above Statements (i) and (ii>, S denotes an appro- 
priate restriction of the sign function s. 
(2) To avoid some technicalities, we have not described precisely what we 
meant by the assertion that Z(X, s) defines a link invariant. In particular, in 
view of (i), one must introduce an orientation of the link and a normalization 
factor which is a power of the Parameter a. The number of connected 
components of X must also be taken into account. 
We shall now illustrate Proposition 10 with two examples only, giving one 
typical computation in each case. 
Xl 
. 
el + 
’ x 
e2 e3 A + - 
x2 x3 
V,s) 
Xl 
LA e: e2 + - - 
X2 ei x3 
Ws’) 
FIG. 3. 
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Ca) Ka@nanS bracket polynomial. Given an integer q > 2, let A, d be 
complex numbers such that d = -AZ - Am2 and 
q = dz = A4 + AP4 + 2. 
If (X, s) is a signed graph, define w: X’ -+ C3 by 
w(e)=(-A , SS(P) A-S’“), A-“(“)) 
for each edge e of X with sign s(e). If Y is any simple graph such that 
IY “1 = q and if f: X” + Y” is any map, one has 
wf(e) = 
-ASsCe), if f( r) = f( y ), 
A-Y’“) othenvise, 
for any edge e with ends x, y. [In the present setting, observe that the choice 
of Y is of no importante because w,(e) = w,(e) for every e E Xi.] This 
defines a map 
(x,s) -z(“‘(x,s) =d-‘X”‘F(X,w,Y) E @. 
PROPOSITION 11. The map (X, s) ++ Z (K ‘( X s) satisfies the conditions , 
of Proposition 10. 
About the proof: Let us check for instancg condition (ii) of Proposition 
10. We consider two nonloop edges e,, e2 with opposite signs. Assume first 
that e,, e2 are parallel; then, for any map f: X0 -) Y “, one has 
wf(e,)wf(e2) = 1 
and hence F( X, w, Y ) = F( X - {e,, ez}, w, Y >, so that 
ZcK)( X, s) = ZcK)( X - [e,, e2), S). 
Assume now that X has a vertex x of degree 2 joined to ri z x by the edge 
e, and to x2 E {x, ri} by the edge e2. Fixa mapping g: X” - {x} + Yo and 
let Fr be the set of mappings f: X” + Y ’ whose restriction to X” - {x} 
equals g. Then 
c I-l Wf(4 = ( I-I 
fEF, eGX’ eEX’-(e,,e*) 
wgCe)) ( C wf(el)wf(el))~ 
f=F, 
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If g(xi> # g(x,), the second factor on the right-hand side is 
= -AsS(el)A-S(%) _ A-S(el)AsS(Q) + ( A4 + A-4) A-S(e,)A-S(ed = 0. 
On the other hand, if g(x,) = g(x,), the second factor is 
= ( _A344)( _A”“‘“d) + ( 4 _ 1) A-“‘“dA--“‘“2’ = 4 = dz. 
Hence 
F(X,w,Y) = c 
g: xO-tx)-+YO 
( I-I wg(e)) d” 
eex’-te,, e*l 
g(r,)=g(x*) 
= d’F(X/{e,,e,},w,Y). 
Since I(X/{e,, e&>‘l = IX’] - 2, one has finally 
ZcK)( X, s) = ZcK)( X/{e,, e2}, 5). 
The invariant of Proposition 11 is equivalent to the polynomial I’, of [36], 
which is a special case of the Tutte polynomial for signed graphs introduced 
in [26]. For planar graphs, the corresponding link invariant is the Jones 
polynomial of [21] or, equivalently, up to normalization, the bracket poly- 
nomial of [25]. 
(b) Jones pentagonal model. Set Y = C,s and let w be a primitive fifth 
root of unity. For every edge e E X1 we set 
w(e) = (1, WV@), &E)) E @3 
and d = 1 + 2w + 20~ ‘. It is easily checked that dz = 5. This defines a 
map 
(X, s) ++ Z’I)( X, s) = d-IX”‘F( X w Y) E C. > > 
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PROPOSITION 12. The mup (X, s) ++ Z(‘)( X, s) satisfies the conditions of 
Proposition 10. 
About the proof Let us check for instance condition (iii) of Proposition 
10. Assume that (X, S> and (X’, s ‘> are two signed graphs related by a 
Star-triangle transformation as shown in Figure 3. We want to show that 
d-““‘F( X, w, Y) = dP”X”OiF( X’, w, y). 
Using the same technique as in the previous case, i.e., fixing the restriction of 
f: x” + YO to X” - {x} as equal to g, and keeping the same notations, we 
see that it is enough to show that 
C wfb+f(ez)wf(e3) = dw,(ei)w,(eL)w,(4). 
feF, 
Writing yi = g(x,> f or i = 1,2,3 and identifving C,S with the Cayley graph 
T(2/52, (1, -l]), th is b ecomes (with obvious notations) 
c w(~-~,)2w(Y-!~~)2w-(y-y3)I = dw~(yi-y3)PW-(y,-y3)2W(y,-Yp)P . (9) 
yEZ/aZ 
Here we have taken advantage of the fact that two elements y ‘, y )I of Z/5Z 
are identical (respectively, adjacent in C,, nonadjacent in C,) if and only if 
(y’ - yn12 = 0 [ respectively, (y’ - y”)’ = 1, (y' - y")' = -11. The easy 
verification of the identity (9) is left to the reader. 
When X is a plane graph, Z’I)(X, s) has a nice topological interpretation 
in terms of the link L(X, s); see [23]. 
REMARK. In general, if we want d -‘xI’lF(X, w, Y) to define a hnk 
invariant, it is natura1 to require that Y be strongly regular. This will allow a 
suitable choice of w to obtain a Solution to conditions (i) and (ii) of 
Proposition lO-such a Solution being a simple generahzation of the reduc- 
tion rules applied to series-parallel graphs in Proposition 8. However the 
condition (in) related to the Star-triangle transformation is very restrictive; see 
[17] and [20] for more details. 
We are most grateful to Roland Bacher for stimulating discussions on 
these variations and to Jaap Seidel for helpful remarks. 
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