Abstract: This paper presents a novel FTT (Feature Triangle Tracking) algorithm to track the eyes, mouth and pose of a fatigue driver. The proposed method uses the motion information to localize the face region, and the face region is processed in YCrCb color space to determine the locations of the eyes and mouth. According to geometrical relationships of facial components and the varied pose of the driver, the system derives from the isosceles feature triangle and right feature triangle. The FTT Algorithm removes the confusing triangle from the tracking of the video sequence effectively. The experimental results show that the proposed algorithm precisely tracks the varied pose of a fatigue driver in real-time video frames.
Introduction
In the transportation industry, about 57% fatal automobile accidents are due to driver fatigue and/or sleepiness [1] , which makes this an area of great socio-economic concern. Many research groups are working on the possibility of providing the car with sensors for monitoring the steering wheel, brakes, accelerator, lane keeping and so on [yang,2005] . Some repeated experiments have shown that among all driver performance and bio-behavioral measures tested, the percentage of eyelid closure over time (Perclos) reliably predicts the most widely recognized psychophysiological index of loss of alertness [Park,2005] . Many commercial and experimental sensors [Q. Ji,2002] currently use the Perclos measure to evaluate driver fatigue and many research efforts are centered on the effects of warning systems on driver performance [Raw,2005] . In any Perclos system, the first thing is to locate the drivers' eyes.
Many research projects on eye detections assume that either eye windows have been extracted or rough face regions have already been located [Y.Li,2001 -Feng,2001 ]. The first assumption that a visual system for automotive applications has to solve is to model the eye occurrence on video sequences to detect driver status. The second assumption is that a visual system for automotive applications doesn't use the drivers' action such as his/her pose and mouth. The prevailing method for detecting driver's fatigue involves the tracking of the head and eyes of a driver.
In this paper, a novel face tracking algorithm is firstly proposed to detect and track eyes, mouth and pose from video sequence in real time, such as head nodding and shaking. It is based on the Chiunhsiun's method [Chiunhsiun ,2001] for the face detection in an image, which uses both isosceles triangle and right triangle to detect the potential face region in a frame. This method is shown to be robust to track the eyes, mouth under changing head gesture and light conditions. Secondly, we propose an effective method to deal with the arbitration of confusing eye-mouth triangles in a video sequence. The main contributions of this paper are: (i) the arbitration of confusing eye-lip triangles; (ii) the novel method to track the driver's eyes, mouth and gesture; (iii) Simple description of feature triangles. The tracking system runs at about 15 frames per second on a PC with 3.0 GHz CPU. The experimental results show that the system tracks the face correctly about 98.0% of the frames in the image sequence.
The rest of the paper is organized as follows. Section 2 presents some background of image preprocessing. In Section 3, rules for forming a feature triangle are described. Section 4 describes the method to speed up the searching for feature triangles. The results of tracking eyes, mouth and pose are given in Section 6 to show the performance. Finally, a brief conclusion and future extension are given in Section 7.
Image processing
In our method, the YCrCb color space is obtained from RGB color space using the following equations.
(1)
where R, G, and B are the red, green, and blue components of the color image, respectively [Kass,1987] . The RGB and YCrCb representation of the face region is shown in Figure  1 . (Y) , low red chrominance (Cr), and high blue chrominance (Cb), when compared to the forehead region of the face. Using this fact, the face region is threshold to obtain the threshold face image U, given by After binaration, the next task is to obtain 4-connected components, label them, and then find the center of each block. We label two eyes, mouth, ear etc. The details of connected component finding can be found in [Gonzalez, 1992] .
Rule for feature triangle forming
During the driving, the driver moves his/her head left or right, as well as up and down from time to time. So we divide the frame images into frontal images and side view images (faces that tilt left or right for more than 45°). For frontal images, we could search the potential face regions that are obtained from the criteria of "the combination of two eyes and one mouth (isosceles triangle)". For side-view images, we use the rationale of "the combination of one eye, one ear hole, and one mouth (right triangle)", which is called the triangle Feature Triangle.
Isosceles feature triangle
In Figure 4 (a), △ijk is an isosceles triangle. Statistics shows that the Euclidean distance between two eyes (line ik) is about 90-110% of the Euclidean distance between the center of the right/left eye and the mouth. The first matching rule can be stated as
and the second matching rule is
Since the labeling process is operated from left to right and then from top to bottom, the third matching rule can be obtained as "i<j<k". For example, as shown in Figure 4 (b), if three points (i, j, k) satisfy the matching rules, they form an isosceles triangle. After we have found the isosceles triangle, it is easy to obtain the coordinates of the four corner points that form the potential facial region. Since we think the real facial region should cover the eyebrows, two eyes, mouth and some area below the mouth, the coordinates can be calculated as follows:
Assume that (Xi, Yi), (Xj,Yj) and (Xk, Yk) are the three center points of blocks i, j, and k, which form an isosceles triangle.( X1,Y1), (X2, Y2),(X3,Y3), and (X4, Y4) are thefour corner points of the face region as shown in Fig. 5 . They satisfy with the following matching rules:
Right feature triangle
⊿ijk is a right triangle (30°, 60°, 90°), as shown in Figure 6 . The four rules are used to obtain the right triangle for right side view.
The first matching rule is abs ( 19D(i, k) ), the third matching rule is abs( 29D(i, k) ). and the forth matching rule is "i<j<k".
Figure 6
The right triangle ijk; Three points (i, j, k) form a right triangle (30°, 60°, 90°)
According to the detected right triangle, it is easy to obtain the coordinates of the four corner points that form the potential face region. The coordinates of the four corner points shown in Figure 7 can be calculated as follows: These 4 rules aim to obtain the right triangle for left side view. The definition and matching rules for finding a right triangle of the left side view are similar to those for the right side view as described previously.
The arbitration of confusing eye-mouth triangle
According to the verification on the above four geometrical and spatial relationship rules for eyes and mouth, the candidate facial triangles on the skin color regions can be extracted for further processing. Most noise components can be removed after the component verification process. However, it might be still possible that some confusing combinations need to be dealt with further.
The confusing combinations result from those triangles that contain the lips from one face and the eyes from another. As shown in Fig.7 , we see three possible triangles T1, T2 and T3 for facial components, where T2 is an incorrect one. To solve the ambiguity, we propose a method to remove the confusing triangles. A criterion [18] named skin color ratio (SCR), is defined for the arbitration of the confusing triangles. The SCR is defined as follows:
where A(△ijk) denotes the area of the triangle △ijk and ijk skin N  is the number of skin-color pixels within the triangle △ijk . If SCR is very low, then △ijk is very likely to be a triangle that contains three facial components from distinct or scattered skin color regions.
For this kind of triangles, they are thus very possible to be unwanted because the higher ratio of non-skin pixels usually comes from the non-skin environment background that separates the contained multiple faces (refer to triangle T2 in Figure 8 ). Hence, SCR is a good indication for the arbitration of confusing triangles. We just need to perform simple triangle interior checks over each confusing triangle for each skin pixel. According to the simple geometry mathematics, given the three vertices i(x1; y1), j(x2, y2), and k(x3, y3) of a triangle, the rule for the triangle interior check of any point p(x, y) is performed as follows:
If (all C1, C2 and C3 are true) or (all C1, C2 and C3 are false) then p(x, y) is inside the triangle △ijk. This method costs not very high because the number of confusing triangles is usually very small after the component-based verifications.
We are looking for any three centers to form an isosceles triangle or a right triangle by the matching rules as mentioned previously. The first matching rule can be stated as
abs(D(i, j)-D( j, k))<(0.25max(D(i, j), D( j, k)) and the second matching rule is abs(D(i, j)-D(i, k))<(0.25max(D(i, j),D( j, k))
and the third matching rule is "i<j<k".
If the Euclidean distance between the centers of block i (right eye) and block j (mouth) is already known, then block center k (left eye) should locate in the area of 75-125% of Euclidean distance between the centers of block i (right eye) and block j (mouth), which will form a circle.
The search area is only limited in the dark area instead of the whole area of the image as shown in Figure 9 . In this way, the triangle based segmentation process can reduce the background part of a cluttered image up to 97%.This process significantly speeds up the subsequent face detection procedure because only 3-9% regions of the original image are left for further processing.
Figure 9
The search area of the third block center k is only limited to the dark area instead of the whole area of the image.
Tracking strategy
After speeding up to form feature triangles, according to either Equation (3) or Equation (4), we can derive a feature rectangle to acquire a potential face region. Then, the FTT (feature triangle tracking) algorithm is adopted to track the face of fatigue drivers. The steps are as follows: Here, we describe the steps of the eye tracking process. In FTT algorithm, computing b) does not consume a lot of time. As a driver is not in a fatigue state, he or she can tilt his/her head frequently and quickly.
Experiment results
The performance of the proposed tracking system was implemented on a PC with 3.0GHz Microprocessor with 516MB RAM running under the Windows XP operating system. A standard CCD camera with square pixels was employed to capture sequences of color images at the rate of 30 fps. The images are 680×480 pixels in size with a pixel depth of 24 bits (eight bits in each red, green and blue channel).
The data set obtained for evaluation consisted of 1,000 frames sequences from 40 people with different poses, facial expressions, and eyeglasses under varied lighting conditions. The number of false detection of lips is about 19 for the 1000 test images. Thus the system tracks the face correctly about 98.0% of the frames in the image sequence.
Figure10 shows a number of examples to illustrate the process of how to get the verified face in frontal image, and the process of how to get the verified face in side views image. Figure 11 shows a part set of test images from an image sequence.
As shown in Figure 12 , the average of the x-coordinate is more than that of the y-coordinate; we can decide that it is the drivers' head nodding (top or bottom) . On the contrary, the average of the y-coordinate is more than that of the xcoordinate; we can decide that it is the drivers' head shaking (left or right) . Figure 13 shows the running average face pose estimation for a period of 6 min. As can be seen, most times during this period, face pose is frontal. But there are times when an extended period of time is spent on other directions (left or right, top or bottom), representing inattention. Figure 14 shows some examples for tracking results of testing video sequences. Face in frame 33 was detected wrongly since her ear cannot be detected. But the face in frame 34 is correct detection. The faces in both frame 105 and frame 106 are correctly detected although they have different tilting poses. But they implement the arbitration of confusing eye-mouth triangles. Both frame 857 and frame 858 are correct detection. Note that faces looking up or down are not concerned in the tracking system. Figure11 A part set of testing images from an image sequence.
Figure12
The variation of variation of the x-coordinate and the y-coordinate of head nodding. Frame 857 Frame 858 Figure 14 Tracking results on test video sequence.
Conclusion and future work
In this paper, we have proposed a new method (FTT algorithm) to detect and track varied pose of fatigue driver in real time from video sequences. The FTT algorithm locates the face of a fatigue driver correctly, i.e. about 98%. The proposed algorithm exhibits satisfactory performance in terms of both accuracy and speed for detecting faces with wide variations in size, scale, orientation, color, and expressions. Our final aim is to propose a visual framework that, together with other kinds of sensors, can be used for issuing a warning signal once driver fatigue is detected.
Our future work is to classify the fatigue level. That is to say, we must propose a method to distinguish opening eyes, closing eyes and blinking eyes. Moreover, the real-time performance is an important factor and should be realized in a driver fatigue monitoring system.
