subgroup G' of G for which G/K' is a complex submanifold of G/K (Proposition 2.5).
The tensor product of two representations of the holomorphic discrete series is included in this study, as it corresponds to the diagonal submanifold D' = (z, a) C D x D (Corollary 2.6). The idea of considering filtrations according to the order of vanishing along submanifolds is due to Martens [14] , who used it to compute the characters of the holomorphic discrete series. We will refer to it as the Martens method.
Sections 3 and 4 deal with matters relevant to theoretical physics. The problems arose in connection with the extension to microphysics of the macrophysical theory of Segal [ll] . We have benefited from discussions with B. Orsted, B. Speh, and I. Segal concerning these problems. The physical significance of the restriction question for representations of 0(4, 2) to 0(3,2) is indicated in part in our joint note, (Jacobsen et al. [6] ) and in part by Segal [1 11 . The scalar case has been treated by another method in particularly explicit form by Orsted [9] , who also considered the analogous question for the action of 0( p, 4) on SP-l x S*-l. We believe that Martens method shed some light on these matters, for the particular case of the group 0(2, n).
In Section 3, we study the modules of K-finite functions on the Minkowskispace lR1tn obtained by taking boundary values of holomorphic functions on the associated homogeneous tube domain R1fn + iC+, where C+ is the solid light cone. These modules are the "positive-energy" subspaces of some of the classical representation of the group O(2,n + 1) acting by conformal transformations on the Minkowski space. We give the decomposition of the positive energy subspace under the Lie algebra of 0(2, n). In particular, it is multiplicity free. We also obtain information about the Fourier transforms of the modules.
In Section 4, we study the decomposition of tensor products of unitary representations of SU (2, 2) in reproducing kernel Hilbert spaces of holomorphic functions. Our main interest is in the case in which at least one factor in the tensor product lives in a solution space to a "Mass-zero" equation. Some of the results apply equally well to SU(n, n) and Mp(n, R); however, to complete the analysis some concrete computations are needed, and we only do these for SU (2, 2) . We finish this paragraph by observing that certain differential equations appear naturally in the decomposition of such tensor products.
We wish to thank M. Kashiwara, E. Gutkin, B. Orsted, I. E. Segal, and B. Speh for helpful discussions.
THE GENERAL CASE; MODULES
Let G be a Lie group with Lie algebrag. Let G, and G, be connected subgroups of G with Lie algebras g, and ga . Let 7i be a representation of gi in a finite-dimensional vector space V,, , let e!(g) be the enveloping algebra of g and let be the induced module.
We consider M as a g2-module and let 9YO( g) C **a C @J g) C *me be the canonical filtration of@(g). Then the modules clearly form an increasing sequence of g,-modules.
For a vector space Y we denote by S(Y) = 0" S"(V) the symmetric algebra of V with its canonical gradation. We consider the natural action of gr n gz on g/g1 + ga; with this Sfl( g/f1 + ga) is a gi n gz moduIe.
It is easy to check that the %( us) module M,/M,-I is isomorphic to
We assume that we are given a representation T; of G, in the dual space I':, of VT1 ? whose differential, also denoted by T ; , equals the contragredient representation of 7, . The space 6Y(G, Gt , I/:,) of analytic functions 9: G -P I!:, for which, for all (g, g,) E G x Gi , d&h) = ~;kJ1d'd can be identified with the space of analytic sections of the bundle
G acts on OZ(G, Gi , V.:,) by left translation. For .Y ~g we denote by P(X) the differential operator which acts on P-functions v from G to Vi, by (1.5) and extend I to @(g"). Clearly, if v E LZ(G, Gi , V;,) and if x ~gr ,
For uE%(gc), VE VTl, and v E OZ(G, Gi , Vii) we now define 5W34lr-3 and observe that this only depends upon u and v through the image .$ of u @ v in Wg,gl, V,l). Th e corresponding function is denoted by (5, q)(g), and we define (E, 99 = (E, d(e).
U-8)
If G is connected and if, for some p in @(G, Gr , Vi:,>, (5, v) = 0 for all 5 in IM( g, gr , VTl), then v is zero, since it is assumed to be analytic. The group G, acts on G/G, , and since G 2 . _e z G/G, n G, , (1.9) at the point _e, the tangent space to the submanifold G, * _e of G/G, is gr + &, , and hence the complexified normal space is ( g/g1 + g,)" = gc/g,c + gsc.
The restriction map R,: 6Y(G, Gr , V:l> --f 6Y(G,, Gr n G, , Vii) defined by &+?4(&) = d&> (1.10) clearly commutes with the action of G, . Moreover, if G, is connected, it is easy to see that
Let O&, be the kernel of R,:
&, = {v E @(G, G, V:,, I Rap, = 01.
(1.12)
We can then define a map R, from ICY,, to GY(Gs , Gr n G, , ( VT1 @ (f/gl" + gzc))') bY Here, v E Vi , f E ( g/g1 + g,)c, and x E g" is chosen to be such that the equivalence class of x modulo glc + gzc is ff. That R, is a well-defined map with values in Q?(G, , G, n G, , (VT, @ (gc/glc + gzC))') follows by noting that if R,p, is zero, then so is %I( y)p, for any y in glc + gzc. Also, if g, E G, n G, , then Ad_h(g,,) leaves gl + gz invariant. R, can be interpreted as the map which associates to each function v which vanishes on G a * _e the derivatives of 9 along the "normal directions" to G, * _e.
This procedure can of course be continued. We let and define where b E %Pn( gc) is such that its image under the map %!'I,( gc) -Sn( 9") + P( g"/g," + gzc) is 6. We will apply this line of thought to the study of certain modules of holomorphic functions on Hermitian symmetric spaces.
THE CASE OF A HERMITIAN SYMMETRIC SPACE
Let 3 be a semisimple Lie algebra and let g = & @ p be a Cartan decomposition of &We assume that b has a nontrivial center and choose a Cartan subalgebra hc contained in kc, and a system of positive roots A+ of (gc, _hc) such that wherep+ C LA+ g",p-C ILEd+ $, the spacespf andp-are abelian subalgebras of gc, and W,p+l cp+;
[KC, p-l c p-.
We also define and A,+ = (a E df 1 g" -cp+}.
(2.
3)
The center 5 of k is one dimensional. We choose z E 5 such that vx Ep+: [z, x] = ix. (2.4) Let Gc be the simply connected Lie group with Lie algebra gc, and let Kc, G, and K be the connected subgroups corresponding to kc, g, and &. The space D = G/K then has the structure of a Hermitian symmetric space, and the space of holomorphic functions on D can be identified with the set of analytic functions g, on G/K for which r(x)p, = 0 for all x inp-. We finally recall that any element g E G uniquely can be written as g = exp X+(g) -W * exp X-k) (2.5) where X+(g) EP+, X-(g) Ep-, and k(g) E Kc, and that the map g -X+(g) is an isomorphism of D onto a bounded domain D( p+) contained in p+ [3, 4] .
We shall use this version of D, and observe that the action of k E K on D( p+) is given by Ad(k). In particular, the group exp tz acts by The group G acts on O(G, K, V,) by left translation. We let kc act on I'; by the extension of the contragredient representation of k, and let p-act trivially. As before we can then form the module Wg", k" op-, K) = @!(gC> ci? v: for v0 and a inp +, the action of Z(X) for x E gc is given as follows: We shall need the following result:
PROPOSITION 2.1 [3] . Let T E P. Then there exists a reproducing kernel Hilbert space H(T) such that W(T) C H(T) C O(G, K, VT',) and H(T) is the completion of W(T). Moreover, if H is a Hilbert space contained in O(G, K, T-) on which G acts unitarily, and if the evaluation map 4 -+ 4(e) is a continuous map from H to C then H = H(T). To be precise: As sets, H and H(T) are equal, and the Hilbert space structures are proportional.
If 7 E P we let T, denote the corresponding unitary representation of G in H(T). Finally we observe that the set P is not known apart from some special cases [8, 10, 131. Let g, be a semisimple subalgebra of g such that gl = g1 n b @ g1 np is a Cartan decomposition of gr . Assume that p," = plc np+ @plc np-. We let G1 and Kl be the connected subgroups of G corresponding to g1 and h, = g n /z, respectively. By the above assumptions D, = Cl/K1 is a Hermitian symmetric space, and in the Harish-Chandra realization D, C D Cp+, and D, = D "pi+. As before we identify @(G, K, V,) with the space of all polynomials on p--.
Since p,+ _C pf we have thatp+ = p,+ @p'+ where p'+ is the complement of p,+ inp+. Corresponding to this we let (x, y) = (xi ,..., x, , yi ,..., yQ) be a set of coordinates onp+, with x ~pr+, and y E p'+.
Intuitively speaking we shall decompose G-modules of holomorphic functions on D under G, by expressing the corresponding functions ~(x, y) by Taylor In th e P resent setting, the kernel of R, is seen to be 4 = {v E H,, j x q+ R,r(+p = o}.
(2.20)
We recall: If a sequence of holomorphic functions {fn} converges to a function f in some region Q, uniformly on compact sets, then f is holomorphic in .Q, and {fJ converges to f', uniformly on compact sets (Weierstrass). From this it is easy to see that HI is a closed subspace of H,, , that the point-evaluation maps are continuous on R,(H,,), equipped with the Hilbert space structure from H,,/H, , and that similar facts are true for all the following steps.
It is then clear that H,JH,+l can be identified with a subspace of H(G, , Kl, ?= @ (P+l(p+/p,+))').
This subspace will in general be proper (see Sections 3 and 4). However, we do have This completes the proof since evidently P can be chosen such that the last expression equals z1. We shall now leave the general theory and turn to some special cases particularly important to physics. For these we shall also consider elements T of J? that do not belong to P. Typically, in this cas H( T Will consist of sOhtiOns t0 certain ) differential equations, and the restriction to G, will then correspond to fixing Cauchy data on D, . It is then clear that some of the spaces H,, may be rather small, if not zero, and that H(T) in some cases will equal the direct sum of only finitely many irreducible representations of G, .
EXAMPLE: THE MASS ZERO EQUATIONS AND O(2,n + 1)
Consider R2+(n+1) with basis (e-r , es , e, ,..., e,+J and let 4(x, X) denote the quadratic form which, in the given basis, is given by lEt1 q(r, x) = x2, + .r; -z x:.
(3.1)
Let 0(2, n + 1) be the group of linear transformations of !R2+tnf1) leaving 4 invariant, G,.+r its connected component containing the identity, and let g,,+r denote the Lie algebra of G,+r . The maximal compact subgroup K,, of G,+r is isomorphic to SO(2) x SO(n + l), and any irreducible representation 7 of K n+1 is then of the form 7 = (01, CL), where the integer Q denotes the representation 4-sine case 'OS' sine) = eiue, and p is an irreducible representation of SO(n + 1) in V, = VU . We let z denote the element of g,+r which is the generator of the subgroup (-'y sine 8 ns cose), and consider, as above, the representation T, = T,., of G n+1 in o(G+l , K,+, , TT7). Let us denote this module by O(o1, CL, n + I). The group G,, is imbedded in G,,+r by extending its action on IIF+~ to RZ+(n+l) in the obvious way. The preceding analysis then shows that the space of Kfinite vectors @(a, CL, n + 1) as a 4Y( g,)-module has a filtration for which the set of composition factors is in a one-to-one onto correspondence by isomorphisms to the set {@(a + i, I*~, n) / i = 0, 1, 2 ,... and Y = 1, 2 ,..., E}, where pFL1 @ .** @ pFLI is the decomposition of p's restriction to SO(n) into irreducible representations. As is well known this decomposition is multiplicity free, and it follows that no pair of composition factors are isomorphic as g,-modules.
We obtain in particular the following as a corollary.
COROLLARY 3.1. Let 7 E P. The restriction of the representation T, of Gnfl in H(T) to G, is a direct sum of representations, and is multiplicity free.
We shall analyze the restriction of T, to G, further for particular representations.
Let M = lWl+* denote Minkowski space for n + l-dimensional space-time. Let (e, , e, ,..., e,) be a basis and let
The group G,+r acts on M by (locally defined) conformal transformations. We recall that a space of solutions to the wave equation can be equipped with a Hilbert space structure in which G,,, acts unitarily [7, lo] . Let us recall the precise construction involved in the above statement.
Consider the quadratic form 4' on R2+tnf1) given by q'(t) = to" -t,' -'.a -f,2 + t-ltn+l . Since by definition g%) = v$$ g . V(Z) = j(g * V(X)) v(ga). Hence R(gx, gz') = j(g, z)-lR(z, x')j(g, 2')~'. The stabilizer K of i = (i, 0, O,..., 0) E Q+ in G,+r is isomorphic to SO(2) x SO(n + 1). Hence under T='s restriction to K the function z + K(.z, i)-a on %+1 transforms by a character of K, and we obtain the irreducible module IV('(cr, n -f 1) by letting @(gn+r) act on it.
If(Y),(n-l)/2,itisknownthatolEPandifor>(n-l)/2,a:EInP.We denote in this case the representation of G,+r in the space H(or; 1z + 1) of holomorphic functions on Qz,, by T(cJ; n + 1).
We are interested in a study of the value q, = (n -1)/2; in this case we have the following inclusion: W(ors; n + 1) $0"f( CL,,; n + 1). We will study the decomposition under g, of both of these modules. The space of restrictions to Minkowski space of the span of all K-finite vectors of the representations T, , 01 > 9, is a space of analytic functions. We denote the restriction map by R&I. The subspace RM(Bf(z$ ; n + 1) is the positive energy subspace consider in [6] for n = 3.
The preceding analysis leads to PROPOSITION 3.3. Uf(v , n + 1) on Qz,, splits under 4?( g,) into a direct sum of the modules W(zg' + A, n), h = 0, 1, 2 ,... . Each of these submodules is unitarizable as a g,-module. The highest weight vector in W(>g + A, n) under the action of g, is the function .z,"((z + i)2)--(A+(n-1)/2).
Proof. We have seen that Of(v) n + 1) on Szz,, has a composition series given by the modules Of("g + A, n) with respect to g, . But if 01 =m zf?l + X with X > 0, then clearly OL > v, where v is the parameter for the wave equation for G, . Hence U(v + h, n) = W(y + h, n), and the conclusion now follows from Corollary 2.4. As the action of 9Y( ph) is given by differential operators with polynomial coefficients, the corollary follows.
EXAMPLE: TENSOR PRODUCTS OF ANALYTIC CONTINUATIONS OF THE
HOLOMORPHIC DISCRETE SERIES FOR SU (2, 2) In this example we analyze tensor products of highly singular type for SU (2, 2) . Some of the material applies equally well to SU(n, n) and SP(n, W), and indicates a direction of attack which may work for other singular restriction problems. In the end, however, it turns out that to get even some of the simplest cases, a detailed knowledge of the representations of holomorphic type of SU(2,2) and some concrete computations are needed.
For this case it is easiest to work with the unbounded realization of the associated Hermitian symmetric space. Specifically, we take the domain to be D x D, where D = (Z ~842, C) 1 (z -z*)/2i > 0}, and we restrict to the diagonal in D x D, which we identify with D. We recall from [5] Let us be explicit in this case: We have K = {(E -z) 1 ((a + ib), (a -ib)) E U(2) x U(2) and det(a + ~%)(a -ib) = l}. Let ur = a + ib, and us = a -ib. Then 7 is of the form (4.11) where g * i = z. Since J,,07,(g, z) = JT1(g, z) 0 J7,(g, z) we can now define a function K&(z, , z2 , wr , ws) on D x D x D x D; holomorphic in z, , zs , and antiholomorphic in wr , ws by its value on the diagonal whereg, . i = zr andg, . i = za . This is clearly well defined and K3(,z1, za , W) = K&(z, , zs , w, w) is then the desired function.
Finally, the following will be useful: Remark. This means that they coincide as sets and that the Hilbert space structures are proportional.
Proof. If Xi n X, # (0) it is obvious by irreducibility, so we assume that X, n ,X2 = (0). Then the map S from Xi @ Xe to the space of holomorphic functions on D x D with values in V given by S(f7g) =f fg is injective. The range S(Xr @ XJ can therefore be equipped with a Hilbert space structure. We let Z denote this space. It is easy to see that point evaluation is continuous and hence that Z is a reproducing kernel Hilbert space which accordingly can be decomposed by differentiation and restriction. We know that we must pick up T,, @ T, by this procedure, but in the step where we use R, (which is the first nontrivial step) we clearly only get T, . This means that the other T,, must be picked up in a later step, which, however, is impossible, since the K-types change under differentiation.
The following is then obvious: COROLLARY 4.3. In Lemma 4.2 the group G can be replaced by K provided one assumes that dim Xi = dim X, < co. (And maintain the other hypotheses.)
Remark. This does not imply that there are no multiplicities in the K-types. We are now ready to turn to the topic of this section: Let T7, and T7, be two irreducible unitary representations of G in reproducing kernel Hilbert spaces H(7,) and H(T,) consisting of holomorphic functions from D to V, and VT2 , respectively, and consider T7, @ T7, acting unitarily in the reproduiing kernel Hilbert space H(7,) @ H(T*) of h o 1 omorphic functions from D x D to V,l @ V7* .
As We shall now turn to some concrete example of the above. We recall from [l, 2, 71 that if 7 denotes the defining representation of GL(2, @); T(g) = g, if 7 , denotes the nth fold symmetrized tensor product of T, and if TV = 1, then one can define two series T1(n, a) and Tz(m, fi) of representations of G by and IS a matrix whose entries are polynomials of degree n + m in the entries of ("+ *). We know [7] that there are constants c, such that for p 3 0 det z _ w* 7-Z ( Remark. It is proved in [2] that for y > m + 2, Ts(n, m, y) is strongly supported by C+, whereas for y = m + 2 it is not.
Let TT, and TT, be two limit points of the series (4.22). It then remains to be seen how H(T,) @ H(7,) decomposes. We give a typical example of how the above approach leads to the answer: To complete the analysis one could now either examine functions of the form (4.28) corresponding to the other highest weight vectors, or compare the K-types. We mention that the K-types for the mass-zero representations can be found by combining [7, pp. IOO-1041 with [12] . These possibilities are mentioned because the tensor product of a mass-zero representation with a representation supported by C+ can be treated among these lines. However, for the given case, the intuitively clear result that besides what we pick up for Y = 0, the above representations are the only representations that appear, follows readily from the remarks following Proposition 4.9 below. We mention that the case Tr(n, -1) @ T2(m, -1) and Tz(n, -1) @ Tz(m, -1) are similar, and that the results also can be obtained from [8] . 
t-=1
We conclude this article by observing that several interesting phenomena occur at the decomposition of the tensor product of a mass-zero representation with a mass-zero representation. One such is that most of the representations that appear in the decomposition themselves live in solution spaces to differential equations.
The simples example of this is the tensor product of U_, = T,(O, -1) = Ts(0, -1) with itself. Since U_, is unitary in a space of solutions to •~ = 0, the Hilbert space in which U_, @ U_, acts consists of functions that are solutions to !7J,,f = a,,f = 0. Under the change of variables (4.13) these equations can be combined into (a, + q ,>f = 0, and (4.34) ( a a a a a a _-_------a20 ap a.9 af a22 ap where we have used the Pauli matrices as a basis of gZ(2, C). Let us assume for simplicity that f is of the form y&s + yrfr + y.J.s + ysfa .
Then f under our method of decomposing tensor products is mapped into a function h = (h, , h, , h, , h,) with hi(z) = f&, z) for i = 0, 1,2, 3, and hence, The Eq. (4.35) is in nature a "gauge-condition." However, it may also indicate a "conserved current."
