analogous to voltage clamping for neuron excitation 4 or positional clamping 5 for mechanical systems. Our controller can drive precise activity levels that vary with time, automatically identifying the light input required to correct for a nonlinear lightactivity relationship. It can deliver custom amounts of light to each cell in a population to compensate for cell-to-cell variability in optogenetic-component expression. Finally, the controller can be used to clamp a downstream signaling node at a defined level, even when the node is affected by additional regulatory inputs over time. We focused on light-gated recruitment of residues 1-100 of phytochrome-interacting factor 6 (PIF6) to residues 1-908 of PhyB (Phy) 6, 7 to direct membrane translocation of signaling proteins in mammalian cells 8 (Fig. 1a) . Phy-PIF modules have been used for light-gated regulation of diverse biological processes [9] [10] [11] . We applied different ratios of 650-nm and 750-nm light to specific regions of live cells to titrate the recruitment of a fluorescently tagged PIF fusion protein, PIF-BFP, to the membrane (Online Methods and Supplementary Fig. 1) .
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We first implemented a feedback control system that can generate user-defined dynamics of PIF-tagged protein recruitment to the plasma membrane (Fig. 1b) . In this system, the user provides a desired activity time course (target function) that the controller compares to a measured live-cell activity readout (output) in real time to determine the appropriate light input to provide to the cell. The Phy-PIF system is well suited for such a strategy because its binding is switchable on a timescale of seconds, and PIF membrane translocation can be directly measured in live cells. We based our feedback controller on a widely used architecture, proportionalintegral control, because it can drive precise outputs without requiring a detailed model of the system and is robust to measurement noise (Supplementary Note 1). After validating the control strategy by applying it to a fitted mathematical model of Phy-PIFbased membrane translocation ( Supplementary Figs. 2-5 ), we implemented it experimentally using custom Matlab and MicroManager 12 code (Supplementary Software 1) to acquire images, measure the extent of membrane PIF recruitment and automatically adjust intensity of the 650-nm LED.
We used the controller to set a constant level of PIF-BFP membrane recruitment. Before starting the controller, we initialized the Phy-PIF system to an 'off ' state by exposure to 750-nm light. During each control time course, we measured the extent of recruitment and used it to update the light input once per second. Using this strategy we could drive membrane recruitment of PIF-tagged proteins to desired levels within seconds across a range of feedback strengths and sampling times ( Fig. 1c and Supplementary Fig. 6a,b) .
We next tested whether we could extend our feedbackcontrol system to generate user-defined time-varying inputs. the ability to apply precise inputs to signaling species in live cells would be transformative for interrogating and understanding complex cell-signaling systems. here we report an 'optogenetic' method for applying custom signaling inputs using feedback control of a light-gated protein-protein interaction. We applied this strategy to perturb protein localization and phosphoinositide 3-kinase activity, generating time-varying signals and clamping signals to buffer against cell-to-cell variability or changes in pathway activity.
Light
To dissect how cell signaling networks sense, encode and process information, we need not only a parts list but also an understanding of how their constituent molecular components vary over time in response to diverse input signals. One powerful set of approaches for interrogating cellular circuits combines controlled, time-varying perturbations with live-cell signaling readouts [1] [2] [3] .
This can be used to analyze how a pathway maps diverse inputs to outputs and to distinguish the nature, timescale and strength of feedback connections in a biological network.
Genetically encoded light-gated proteins are a promising technology (optogenetics) for delivering precise intracellular inputs to individual cells. However, their broad application faces three challenges. First, cells have variable expression of optogenetic-system components, so the same light input will result in different activity across a population of cells. Second, even in an individual cell, the relationship between light input and activity can be complex and nonlinear. Thus, it is very difficult to identify how the amount of light should be varied to drive a defined time course of intracellular activation. Finally, many signaling pathways incorporate regulatory connections whose strength varies over time. Even obtaining constant pathway activity can require time-varying light inputs that compensate for intracellular feedback.
In this study we address these challenges by coupling a tunable optogenetic module with automated control of light input (Fig. 1a) . Using live-cell measurements of intracellular activation to update light levels in real time, we implemented a computational feedback controller to act as a 'concentration clamp' , Using microfluidics, ramped inputs have been used to dissect sensory adaptation 2, 3 , and oscillating inputs have uncovered feedback loops modulating signal-transduction cascades 1 . However, previously it has not been possible to drive time-varying intracellular signals. We extended our controller to track time-varying target functions using a simple predictive control strategy: by comparing the observed membrane recruitment to the next time point's target level, the controller can anticipate how to change the amount of light to track a desired output without introducing a delay. In this mode, the controller could track precise temporal patterns of plasma-membrane recruitment, including linear and exponential ramps with varying steepness (Fig. 1d and Supplementary Fig. 6c ). Even when initialized far from steady state (for example, with no light input but maximum PIF recruitment), the controller quickly converged on a target curve of PIF recruitment and maintained a faithful trajectory thereafter (Fig. 1d) . Thus it is possible to drive dynamics of intracellular activity on a timescale of seconds, typically only achieved using extracellular inputs.
We next asked whether our control system could be used to compensate for cell-to-cell variability in recruitment resulting from nonuniform expression of optogenetic-system components ( Fig. 2a) . We measured PIF recruitment ( Fig. 2b) and Phy-PIF expression ( Supplementary Fig. 7 ) in 80 cells to characterize the extent of cell-to-cell variability. Because of variation in Phy-PIF expression, delivering the same light input across the population led to a broad distribution of PIF-BFP membrane recruitment. In contrast, the feedback controller tightened the distribution around a desired amount of PIF-BFP membrane recruitment by applying appropriate light inputs to each cell (Fig. 2b,c) . Application of this technique decreased the cell population's s.d. of PIF recruitment fourfold, but the mean value of PIF recruitment was approximately unchanged (Fig. 2d,e) . Thus, optogenetics-based feedback control can be used to tune recruitment levels in individual cells and reshape population-level distributions of intracellular activity.
In addition to directly controlling PIF-tagged inputs, feedback control can, in principle, be applied to downstream signals for which live-cell readouts are available. Because far more live-cell reporters are available than optogenetic inputs, this technique has the potential to greatly expand the number of signaling steps that can be readily placed under light control. To test this hypothesis, we focused on feedback control of the product of an enzymatic reaction in live cells: 3′ phosphoinositides generated by phosphoinositide 3-kinase (PI3K). We engineered optogenetic control of 3′ phosphoinositide lipid production using a strategy based on previous ones with chemical dimerizers to drive PI3K membrane recruitment 13 . In this system, a light-gated, fluorescent PI3K-binding domain (iSH-YFP-PIF; iSH is the inter-SH2 domain of p85) induces PI3K activity at specific regions of the cell membrane ( Fig. 3a and Supplementary Figs. 8 and 9 ). This signaling process has the advantage of live-cell biosensors at two nodes: visualizing light-gated PI3K membrane recruitment and monitoring PI3K lipid products by the membrane translocation of a fluorescent Akt-PH domain (PHAktCerulean, which binds to PI(3,4)P 2 and PI(3,4,5)P 3 ) 14 . Confirming our hypothesis that feedback control can be applied at sequential signaling nodes, we clamped upstream recruitment of PIF-tagged proteins (Fig. 1c,d) or downstream signals such as PHAkt recruitment (Supplementary Fig. 9e ) in individual cells by providing the appropriate input to the controller.
Last, we used optogenetic control of PI3K activity to address whether 3′ phosphoinositide lipid amounts can be clamped in cells undergoing the large positive and negative changes in PI3K activity that may result from positive and negative feedback loops acting to shape pathway dynamics. We spiked in LY294002 (PI3K inhibitor) or serum (PI3K-activating input) either in the presence or in the absence of feedback control on PHAkt-Cerulean membrane levels (Fig. 3b) . As expected, LY294002 addition decreased 3′ phosphoinositide lipid amounts in cells exposed to a constant light input (Fig. 3c) . However, our controller compensated for pharmacological inhibition of PI3K, maintaining constant 3′ phosphoinositide lipid levels by dramatically increasing the 650-nm light input (Fig. 3c) and thus PI3K recruitment. Similarly, after serum-mediated activation of endogenous PI3K, the controller clamped 3′ phosphoinositide lipid amounts by decreasing the light-gated PI3K input ( Fig. 3d and Supplementary Fig. 9e-g ).
Here we combined approaches from optogenetics, control theory and cell biology to drive precise patterns of intracellular activity in live cells. Our approach suggests several classes of quantitative live-cell experiments. Time-varying inputs, which have been applied extracellularly to dissect sensory signaling cascades, can now be applied to intracellular signals. Applying control on multiple signaling nodes from a single optogenetic input could be used to 'walk down' a pathway to identify sources of ultrasensitivity or points of feedback connection. Finally, clamping light-gated inputs against cellular changes in activity could be used to disconnect intracellular feedback circuits without genetic or pharmacological perturbation. onLine methods Plasmids and constructs. For the PIF-BFP construct, the gene encoding PIF was PCR-amplified from pAL175 (ref. 8 ) and subcloned with TagBFP into the pMSCV-neomycin retroviral vector (Clontech) using custom-designed overhangs using AarI (Fermentas). All other plasmids used the pHR as the lentiviral backbone. For the Phy construct, the mammalian codonoptimized sequences encoding PhyB, mCherry and the CAAX from KRas fusion were subcloned into the pHR lentiviral vector backbone using MluI and XhoI. For the iSH2-YFP-PIF construct, the sequence encoding interSH2 domain from p85 was PCRamplified from CF-iSH and was enzymatically assembled 15 with sequences encodingYFP and PIF into pHR. Similarly, the sequence encoding the PH domain from Akt was enzymatically assembled with Cerulean into pHR to make the PHAkt-Cerulean probe. Retroviral constructs were transfected with TransIT-293 (Mirus Bio) into 293-GPG cells 16 (which stably express the required packaging proteins to produce retrovirus) that had been plated at 70% confluency in 6-cm dishes. After transfection, medium was changed twice; first 16 h after transfection and again 48 h after transfection. Retroviral supernatant was collected 72 h after transfection. All lentiviruses were produced by transfecting pHR-based plasmids along with the vectors encoding packaging proteins (pMD2.G and p8.91) using TransIT-293 into HEK-293 cells at ~70% confluency in six-well plates. Viral supernatants were collected 2 d after transfection. Both retroviruses and lentiviruses were used for transduction immediately or stored at 4 °C for up to 2 weeks. Retroviral and lentiviral transduction. NIH-3T3 cells (American Type Culture Collection; ATCC) were cultured in 10% bovine calf serum (University of California San Francisco Cell Culture Facility) in DMEM (Invitrogen) supplemented with penicillin, streptomycin and glutamine at 37 °C with 5% CO 2 in a humidified incubator. For viral transduction, NIH-3T3 cells were plated in six-well dishes to achieve ~70% confluency at the time of infection. Viral supernatants were passed through a 0.22-µm filter to exclude dead cells and particulate matter. For lentiviral transduction, 1 ml of viral supernatant was added directly to cells. For retroviral transduction, the viral supernatant was supplemented with 8 µg ml −1 of polybrene (Sigma). Viral medium was replaced with normal growth medium 24 h after infection. For cell lines stably expressing multiple signaling components, viral transductions were performed sequentially: first with virus encoding Phy, then with that encoding PIF and then with that encoding PHAktCerulean. Cells were then sorted on a FACsAria2 (BecktonDickinson) to enrich for Phy-, PIF-and PHAkt-expressing cells.
Preparing cells for imaging.
For imaging experiments, 35-mm glass-bottom Petri dishes (MatTek) were coated for 1 h with 0.08 mg ml −1 fibronectin (which we prepared from whole porcine blood) and then washed twice with PBS (pH 7.2). We plated 180,000 cells on each dish in normal growth medium and allowed them to adhere for at least 30 min. For PIF-BFP experiments, we incubated cells for 30 min in a solution of 4 µM phycocyanobilin (PCB, extracted from Spirulina (Spectrum Chemicals) 17 ; 4 mM stock was prediluted into conditioned medium and added to dishes in the dark or under a green safelight). PCB-containing medium was then replaced with imaging medium consisting of 2% (v/v) FBS (Invitrogen) in mHBSS (150 mM NaCl, 4 mM KCl, 1 mM MgCl 2 , 10 mM glucose and 20 mM Hepes; pH 7.2).
For PI3K-recruitment experiments, cells were serum-starved for at least 3 h in 2% w/v fatty acid-free BSA (Sigma) in DMEM. Cells were incubated with PCB for at least 30 min before exchanging into imaging medium (2% (w/v) fatty acid-free BSA in mHBSS).
Microscopy.
To tune light inputs for optogenetic control, we used one 650-nm LED and two 750-nm LEDs (Lightspeed Technologies). For these devices, light emission intensity scales linearly with applied voltage (from 0 V to 5 V). To apply light inputs specifically to defined regions of the cell, we used a custom dual-input digital micromirror device (DMD; Andor Technologies). 'On' pixels (regions to be stimulated with activating light) were illuminated with both 650-nm and 750-nm light, whereas 'off ' pixels were exposed to the second 750-nm light source at a constant intensity. To implement softwarebased voltage control of light intensity, we connected both 'on' pixel LEDs to the analog outputs of a DT9812 board (Data Translation) and set their voltages using custom Matlab code (Supplementary Software).
Images for light recruitment assays were taken at room temperature on a Nikon Eclipse Ti inverted microscope equipped with a motorized laser total internal reflection fluorescence (TIRF) illumination unit, a 100X PlanApo TIRF 1.49 numerical aperture (NA) objective, and an electron multiplying charge-coupled device (EM-CCD) camera (Evolve, Photometrics). For excitation, 405 nm, 440 nm, 488 nm, 514 nm and 561 nm laser wavelengths (LMM5, Spectral Applied Research) were used.
Our Nikon Eclipse Ti microscope has two stacked dichroic turrets, which we used to achieve independent control of both light stimulation and measurement. The upper turret contained a 620 nm short-pass filter for exposing cells to the DMD light or was left empty (non-DMD imaging). The lower turret contained the TIRF imaging dichroics (Chroma) and was used to deliver the TIRF laser lines. In addition to the shortpass dichroic's rejection of 650-nm and 750-nm light, we used a 625 nm sputtered shortpass emission filter (Chroma) to block DMD light from the camera when acquiring TIRF membrane fluorescence images. Thus, imaging could be performed while cells were simultaneously stimulated with combinations of activating (650 nm) and inactivating (750 nm) light. The microscope, dichroic positions, filters, camera and lasers were all controlled using the open-source Micro-Manager software package (University of California San Francisco) using custom Matlab code (Supplementary Software).
Image processing. We removed the short-pass emission filter from the light path to identify the precise location of the 9 µm × 9 µm square 'on' pixel region illuminated by the DMD (Fig. 1d) . The location of this region was automatically identified using standard image processing tools (Sobel edge detection, image dilation to find horizontal and vertical lines, and hole-filling to identify the closed square region) in the Matlab Image Processing toolbox. Recruitment was quantified as the mean intensity of pixels in the 'on' pixel region.
For some analyses it was useful to consider the normalized recruitment level for an individual cell. In these cases, we used measurements of the mean fluorescence in response to 1-V, 750-nm illumination as the minimum fluorescence (F min ). Conversely, the mean intensity in the presence of 1 V, pure 650-nm illumination was used as the maximum recruitable fluorescence (F max ). Normalized recruitment was computed as
For analyses in which background-subtracted fluorescence values were used, we subtracted the minimum fluorescence F min from each fluorescence measurement F using the formula
Optimizing imaging conditions for data acquisition and feedback control. Although the peak wavelengths affecting PhyB photoisomerization are in the red to infrared range, both PhyB states are also capable of absorbing light at other frequencies. To ensure that our imaging conditions do not perturb the Phy activity state, we measured the effect on PhyB photoisomerization and PIF recruitment binding in response to various imaging excitation wavelengths. We exposed cells expressing PIF-YFP and PhymCherry-CAAX to laser light at five illumination wavelengths and compared to the recruitment elicited by our 650-nm light source. We found that a 30-s exposure to green, yellow and red fluorescent protein imaging wavelengths (488 nm, 514 nm and 561 nm, respectively) led to an increase in PIF-YFP membrane recruitment, where the effect was more pronounced at longer wavelengths (Supplementary Fig. 1a ). It should be noted that this experiment represents a worst-case scenario, as 30-s exposures are much longer than those delivered during normal imaging (typically 100 ms per acquired image) and no 750-nm light is present to counteract imaging-based activation of PhyB. Although GFP and YFP fluorophores can still be used for quantitative imaging of the Phy-PIF system under conditions of low excitation light levels, the frequent imaging required for feedback control makes these undesirable choices for this work. In contrast, CFP and BFP imaging wavelengths (440 nm and 405 nm, respectively) had no measurable effect on the Phy-PIF interaction. Thus, for all subsequent experiments involving frequent imaging (such as those implementing feedback control), we imaged CFPand BFP-based fluorophores. We also verified that frequent BFP imaging does not affect either the steady state or transient response of the Phy-PIF module (Supplementary Fig. 1b) .
Implementing any feedback-control strategy requires frequent sampling of the system's output to make the appropriate input adjustments. To this end, we sought to identify conditions under which acquiring frequent TIRF images would not lead to fluorophore photobleaching. We could acquire nearly 400 PIF-BFP TIRF images without appreciably affecting the minimal or maximal range of recruitment (Supplementary Fig. 1c) . 
