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Abstract. We prove existence of solutions to boundary value problems and obstacle problems
for degenerate-elliptic, linear, second-order partial differential operators with partial Dirichlet
boundary conditions using a new version of the Perron method. The elliptic operators considered
have a degeneracy along a portion of the domain boundary which is similar to the degeneracy
of a model linear operator identified by Daskalopoulos and Hamilton [9] in their study of the
porous medium equation or the degeneracy of the Heston operator [22] in mathematical finance.
Existence of a solution to the partial Dirichlet problem on a half-ball, where the operator becomes
degenerate on the flat boundary and a Dirichlet condition is only imposed on the spherical
boundary, provides the key additional ingredient required for our Perron method. Surprisingly,
proving existence of a solution to this partial Dirichlet problem with “mixed” boundary conditions
on a half-ball is more challenging than one might expect. Due to the difficulty in developing a
global Schauder estimate and due to compatibility conditions arising where the “degenerate” and
“non-degenerate boundaries” touch, one cannot directly apply the continuity or approximate
solution methods. However, in dimension two, there is a holomorphic map from the half-disk
onto the infinite strip in the complex plane and one can extend this definition to higher dimensions
to give a diffeomorphism from the half-ball onto the infinite “slab”. The solution to the partial
Dirichlet problem on the half-ball can thus be converted to a partial Dirichlet problem on the
slab, albeit for an operator which now has exponentially growing coefficients. The required
Schauder regularity theory and existence of a solution to the partial Dirichlet problem on the
slab can nevertheless be obtained using previous work of the author and C. Pop [17]. Our
Perron method relies on weak and strong maximum principles for degenerate-elliptic operators,
concepts of continuous subsolutions and supersolutions for boundary value and obstacle problems
for degenerate-elliptic operators, and maximum and comparison principle estimates previously
developed by the author [13].
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1. Introduction
Suppose O j H is a domain (possibly unbounded) in the open upper half-spaceH := Rd−1×R+,
where d ≥ 2 and R+ := (0,∞), and ∂1O := ∂O ∩ H is the portion of the boundary ∂O of O
which lies in H, and ∂0O is the interior of ∂H ∩ ∂O, where ∂H = Rd−1 × {0} is the boundary of
H¯ := Rd−1 × R¯+ and R¯+ := [0,∞). We assume ∂H ∩ ∂O is non-empty throughout this article,
though ∂0O may be empty. We denote O := O ∪ ∂0O, while O¯ = O ∪ ∂O denotes the usual
topological closure of O in Rd.
We consider the elliptic equation with partial Dirichlet boundary condition,
Au = f on O, (1.1)
u = g on ∂1O, (1.2)
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Figure 1.1. A subdomain, O, of the upper half-space, H, and the “degenerate”
and “non-degenerate” boundaries, ∂0O and ∂1O.
for a suitably regular function u on O ∪∂1O, given a suitably regular source function f on O and
boundary data g on ∂1O, and the obstacle problem,
min{Au− f, u− ψ} = 0 a.e. on O, (1.3)
with partial Dirichlet boundary condition (1.2), given a suitably regular obstacle function ψ on
O ∪ ∂1O which is compatible with g in the sense that
ψ ≤ g on ∂1O. (1.4)
In particular, no boundary condition is prescribed along ∂O \ ∂1O, or even ∂0O, provided a
solution u is sufficiently regular up to ∂0O and the coefficients of A have suitable properties. See
Figure 1.1. This can be important in applications (whether to the porous medium equation [9],
mathematical biology [10], or mathematical finance [22]), since a Dirichlet condition along ∂0O
is often unmotivated by applications. If one elects to impose a Dirichlet condition along ∂0O
anyway, regardless of motivation, simple examples (using the Kummer equation [17]) illustrate
that this limits the regularity of the solution up to ∂0O to being at most continuous. In particular,
the boundary value problem would become ill-posed if we attempted to seek a solution which
is smooth up to ∂0O while simultaneously imposing a Dirichlet boundary condition on the full
boundary, ∂O.
We allow for the possibility that O = H, in which case ∂1O is empty and the boundary
condition (1.2) and compatibility condition (1.4) are omitted.
The operator A will have the form
Av := −xd tr(aD2v)− 〈b,Dv〉+ cv on O, v ∈ C∞(O), (1.5)
where x = (x1, . . . , xd) are the standard coordinates on Rd and the coefficients of A are given by
a matrix-valued function a : O → Rd×d, a vector field b : O → Rd, and a function c : O → R.
We shall endow these coefficients with additional properties, some of which we enumerate further
below for convenience though we only assume them when explicitly invoked. They will include a
requirement that a : O → Rd×d be locally bounded on a neighborhood of ∂0O in O and that the
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vector field b obey 〈b, ~n〉 ≥ 0 along ∂0O, where ~n is the inward -pointing unit normal vector field.
Clearly, A becomes degenerate when xd = 0, that is, along ∂0O, and thus we refer to ∂0O as the
“degenerate boundary” portion and, because A will typically be elliptic when xd > 0, we refer to
∂1O as the “non-degenerate boundary” portion.
When u ∈ C2(O) ∩ C1(O) obeys a second-order boundary condition along ∂0O, in the sense
that xdD
2u extends continuously to ∂0O with limit zero on ∂0O, and solves (1.1), then u obeys
the equivalent implicit oblique derivative boundary condition,
− 〈b,Du〉+ cu = f on ∂0O, (1.6)
and so we may consider (1.1) as a degenerate-elliptic boundary value problem with accompanying
“mixed” boundary conditions, (1.2) along ∂1O and (1.6) along ∂0O.
1.1. Connections with previous research. Before turning to a discussion of the detailed
properties of the operator A in (1.5) and a description of our main results, we first summarize
some of previous research on problems of this type and highlight a few of the difficulties which
give the “mixed boundary value” problems addressed in this article their distinctive character.
When the elliptic Dirichlet problem (1.1), (1.2) is replaced by a parabolic terminal value problem
− ut +Au = f on (0, T )× O, u(T, ·) = h on O¯, (1.7)
on the half-space O = H, where now d = 2 and A has constant coefficients, f ∈ Cαs ([0, T ]×H¯) and
h ∈ Cαs (H¯) have compact support, then Daskalopoulos and Hamilton prove existence of a unique
solution u ∈ C2+αs ([0, T ]× H¯) [9, Theorem I.1.1] (see §3.1 for definitions of the elliptic analogues
of their Ho¨lder spaces). Closely related results for this problem are obtained by Koch using
variational methods and carefully chosen weighted Sobolev spaces [26]. For this purpose, the
Daskalopoulos-Hamilton analysis requires an important (and difficult) a priori interior Schauder
estimate for a solution u ∈ C2+αs ([0, T ] × U) for a bounded open subset U b H [9, Theorem
I.1.3], where points in ∂H are regarded as “interior” (an essential distinction throughout [9]),
However, their analysis does not use or require an a priori global Schauder estimate for a solution
u ∈ C2+αs ([0, T ] × U¯) with a “mixed” boundary condition where u obeys a Dirichlet condition
along (0, T )× ∂1U and the equivalent implied oblique derivative condition,
− ut − 〈b,Du〉+ cu = f on (0, T )× ∂0U. (1.8)
This is a significant point because, as far as we can tell, the development of such an a priori global
Schauder estimate — whether in the parabolic setting of [9] or the elliptic setting of our article
— does not appear to be straightforward, except in the special case that the boundary portions
∂0O and ∂1O lie a positive distance apart and thus ∂O = ∂0O ∪ ∂1O is smooth if this is true of
∂0O and ∂1O. An important example of such a domain, one which we exploit in this article, is
the case of an infinite “slab”, S = Rd−1 × (0, ν), with ∂0S = Rd−1 × {0} and ∂1S = Rd−1 × {ν}.
In the typical applications of our article, however, the closures of the boundary portions ∂0O and
∂1O will touch at corner points as in Figure 1.1. Part of the reason for the difficulties in proofs
of existence of solutions caused by these corner points is explained in §1.5; see also [16].
When O ⊂ Rd is a bounded domain and A has variable coefficients and takes the form (1.5) in
local coordinates on neighborhoods of boundary points in ∂O (see Figure 1.2) and is elliptic in
the interior of O, then analogues of standard covering arguments, constructions of approximate
solutions, and a version of the method of continuity allow Daskalopoulos and Hamilton to obtain
an a priori global Schauder estimate together with existence and uniqueness of a solution u ∈
C2+αs ([0, T ] × O¯) [9, Theorem II.1.1]. Indeed, they prove [9, Theorem II.1.1] by exploiting their
a priori interior Schauder estimate together with existence and uniqueness of solutions to a
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Figure 1.2. An approximate solution on a domain, O, with “fully degenerate”
boundary, ∂0O = ∂O, obtained by patching solutions on half-balls, O ∩Br(xi) ∼=
B+ ⊂ H, and a precompact C2,α subdomain O ′ b O.
degenerate-parabolic terminal value problem on a half-space with compactly supported source
function and initial data and standard results for strictly parabolic terminal value problems on
bounded domains [27]. However, in this setting, the boundary condition is not mixed, since
there is no Dirichlet condition along any portion of ∂O, only the condition (1.8) implied by the
regularity of u up to ∂O.
By extending the methods of Koch [26] and restricting to the case where A is the Heston
operator (1.24) and d = 2, Daskalopoulos, Pop, and the author succeeded in proving existence,
uniqueness, and regularity os solutions to the equation (1.1) and obstacle problem (1.3) with
partial Dirichlet boundary condition (1.2) by solving the associated variational equation and in-
equality for solutions, u, in weighted Sobolev spaces [8]; appealing to [13] to obtain uniqueness;
proving that the solutions are continuous up to the boundary [15] using a Moser iteration tech-
nique; proving Schauder regularity when f ∈ C∞0 (O) ∩ Cb(O) using a variational method [16];
proving the expected Schauder regularity, u ∈ C2+αs (O)∩Cb(O ∪∂1O) for a solution to the equa-
tion (1.1), using elliptic a priori interior Schauder estimates and regularity results in [17]; and
proving that u ∈ C1,1s (O)∩Cb(O ∪ ∂1O) for a solution to the obstacle problem (1.3) by adapting
arguments of Caffarelli [5] in [7].
However, the Perron methods which we use in this article, and which we outline in §1.7,
provide a more direct and elegant path to the desired results, even though they do not establish
continuity of the solution at the corner points, although such continuity properties are proved by
Pop and the author by a variational method in [15] for the case of the Heston operator (1.24).
It is important to note that the Perron methods developed in this article are analogues of their
classical counterpart in [20, Chapters 2 and 6] for the existence of smooth solutions to a Dirichlet
problem for a linear, second-order, strictly elliptic operator. While one could envisage first proving
existence of viscosity solutions to the boundary value and obstacle problems considered in this
article by adapting previous work of Barles [3] and Ishii [24] for existence of viscosity solutions
to fully nonlinear boundary value problems with fully nonlinear boundary conditions and then
proving the expected Schauder regularity by adapting the methods of [17], this approach is less
straightforward and less direct than it might appear at first glance. In particular, standard
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comparison theorems [6] for viscosity solutions do not immediately apply to problems such as
(1.1) and (1.3) with the partial Dirichlet boundary condition (1.2), or mixed boundary condition
(1.2) and (1.6).
1.2. Properties of the coefficients of the operator A. We now discuss some of the conditions
we shall impose on the coefficients A in (1.5) in this article, emphasizing that in any specific result
we only impose those conditions which are explicitly referenced. We shall often require that a(x)
be symmetric and strictly elliptic for x ∈ O in the sense that [20, p. 31]
〈aξ, ξ〉 ≥ λ0|ξ|2 on O, ∀ ξ ∈ Rd (strict ellipticity), (1.9)
for some positive constant λ0. The component b
d of the vector field b = (b1, . . . , bd) or the
coefficient c may be constrained by requiring that
bd ≥ 0 on ∂0O (non-negativity of 〈b, ed〉 on boundary), or (1.10)
c ≥ 0 on O (non-negativity of c on domain), (1.11)
or that
bd > 0 on ∂0O (positivity of 〈b, ed〉 on boundary), or (1.12)
c > 0 on ∂0O (positivity of c on boundary), (1.13)
or that there are positive constants b0 or c0 such that
bd ≥ b0 on ∂0O (positive lower bound for 〈b, ed〉 on boundary), or (1.14)
c ≥ c0 on O (positive lower bound for c on domain). (1.15)
We may also impose the conditions1
add ≤ Λ on O (upper bound for 〈aed, ed〉 on domain), or (1.16)
bd ≥ b0 on O (positive lower bound for 〈b, ed〉 on domain), (1.17)
for some positive constants b0 and Λ. We say that O has finite height,
height(O) ≤ ν, (1.18)
when O ⊂ Rd × [0, ν] for some positive constant ν. When the domain O is unbounded, we will
occasionally appeal to the growth condition,
tr (xda(x)) + 〈b(x), x〉 ≤ K(1 + |x|2), ∀x ∈ O (quadratic growth for a, b), (1.19)
for some2 positive constant K. We may also require the constants c0 and K in (1.15) and (1.19)
to obey
c0 ≥ 2K (strong quadratic growth for a, b), (1.20)
further strengthening (1.19). Connectedness of the domain O plays an important role in applica-
tions of the strong maximum principle but, when O is unbounded, we may also need to strengthen
this condition to
O ∩BR is connected for all R ≥ R0(O), (1.21)
where BR is the open ball with radius R and center at the origin.
1Note that the condition (1.17) gives a uniform positive lower bound on bd on O and not just ∂0O as in (1.14).
While we could alternatively ask that bi/aii is bounded below on bounded subdomains of O for some i ∈ {1, . . . , d},
the condition is most commonly obeyed when i = d; see §1.4 for a well-known example when d = 2.
2The actual values of constants such as b0, c0,K, λ0,Λ, ν have no impact on our existence results.
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1.3. Summary of main results. We shall prove existence of solutions to the elliptic equation
(1.1) and obstacle problem (1.3) with partial Dirichlet boundary condition (1.2) using a version
of the classical Perron method [20, §2.8 & 6.3]. For that purpose, a crucial role is played by the
following analogue for a half-ball B+r (x0) = H ∩ Br(x0), with center x0 ∈ ∂H and radius r > 0,
of the solution to the Dirichlet problem on a ball Br(x0) ⊂ Rd [20, Lemma 6.10] for a strictly
elliptic operator with coefficients in Cα(B¯r(x0)). We refer the reader to Definitions 3.1 and 3.3
for definitions of the indicated Daskalopoulos-Hamilton-Koch Ho¨lder spaces.
Theorem 1.1 (Existence of a solution to the partial Dirichlet boundary value problem on a
half-ball). Let x0 ∈ ∂H and r > 0, and α ∈ (0, 1). Let A be as in (1.5) with coefficients belonging
to Cαs (B¯
+
r (x0)), and obeying (1.9) and (1.11) on B
+
r (x0) and (1.10) on ∂0B
+
r (x0). Assume in
addition that one of the conditions, (1.15) or (1.17), holds on B+r (x0).
(1) (Smooth boundary data.) If
f ∈ Cαs (B+r (x0) ∪ ∂1B+r (x0)) ∩ Cb(B+r (x0)),
g ∈ C2+αs (B+r (x0) ∪ ∂1B+r (x0)) ∩ Cb(B+r (x0)),
then there is a unique solution,
u ∈ C2+αs (B+r (x0) ∪ ∂1B+r (x0)) ∩ Cb(B+r (x0)),
to the partial Dirichlet boundary value problem (1.1), (1.2) on B+r (x0).
(2) (Continuous boundary data.) If
f ∈ Cαs (B+r (x0)) ∩ Cb(B+r (x0)),
g ∈ Cb(∂1B+r (x0)),
then there is a unique solution,
u ∈ C2+αs (B+r (x0)) ∩ Cb(B+r (x0) ∪ ∂1B+r (x0)),
to the partial Dirichlet boundary value problem (1.1), (1.2) on B+r (x0).
Remark 1.2 (Application of Theorem 1.1). In practice, we shall only need to apply Theorem 1.1
for r > 0 small enough that the condition (1.17) on B+r (x0), that is, b
d ≥ b0 on B+r (x0), is implied
by the weaker condition (1.14) on ∂0B
+
r (x0), that is, b
d ≥ b0 on ∂0B+r (x0), and the fact that bd
is continuous on O and B+r (x0) b O.
Before turning to the partial Dirichlet problem on a domain O j H, we provide the
Definition 1.3 (Regular boundary point). If u ∈ C2+αs (O) is a bounded solution to the elliptic
equation (1.1), we say that a point x0 ∈ ∂1O is regular with respect to A, f , and g if the point x0
admits a local barrier in the sense of [20, p. 105]; if x0 is a regular point, then [20, Lemma 6.12]
implies (see Remark 2 in [20, p. 105]) that
lim
O3x→x0
u(x) = g(x0).
For example, when A obeys the hypotheses of Theorem 1.4, a point x0 ∈ ∂1O will be regular
if O obeys an exterior sphere condition at x0 [20, p. 106], or even an exterior cone condition at
x0 [20, Problem 6.3]. We have the following analogue of [20, Theorem 6.13].
Theorem 1.4 (Existence of a smooth solution to the partial Dirichlet boundary value problem).
Let O j H be a domain and α ∈ (0, 1). Let A be as in (1.5) with coefficients belonging to Cα(O),
and obeying (1.9), (1.11), and (1.12). Moreover, the coefficients of A should obey either
(1) Condition (1.15), or
8 PAUL M. N. FEEHAN
(2) Conditions (1.16) and (1.17),
and, in addition when O is unbounded, (1.19), (1.20), and O should obey (1.21). If
f ∈ Cαs (O) ∩ Cb(O) and g ∈ Cb(∂1O),
and each point of ∂1O is regular with respect to A, f , and g in the sense of Definition 1.3, then
there is a unique solution,
u ∈ C2+αs (O) ∩ Cb(O ∪ ∂1O),
to the partial Dirichlet boundary value problem (1.1), (1.2).
Remark 1.5 (Continuity up to ∂1O and ∂O). More generally, given a solution u ∈ C2+αs (O) to
(1.1), continuity up to ∂1O is assured
3 by the existence of a local barrier at each point of ∂1O
[20, pp. 104–106]. However, because A becomes degenerate when xd = 0, it is unclear how
to construct a local barrier at the “corner points”, ∂0O ∩ ∂1O, so regularity of the solution at
those points will be considered by a different method in a separate article. However, when A
is specialized to the Heston operator (1.24) and O obeys an exterior an interior cone condition
along ∂0O ∩ ∂1O, then solutions to the boundary value problem (1.1), (1.2) are continuous up to
boundary ∂1O when g ∈ C(∂1O), by consequence of [15, Theorem 1.12].
Remark 1.6 (Regularity up to ∂1O). When the coefficients of A and f in Theorem 1.4 belong to
Cαs (O∪∂1O), and g belongs to C2+αs (O∪∂1O), and ∂1O is of class C2,α, then standard regularity
theory for boundary value problems for strictly elliptic operators [20, Lemma 6.18] implies that
the solution u belongs to C2+αs (O ∪ ∂1O).
We have the following analogue of [19, Theorems 1.3.2, 1.3.4, 1.4.1, & 1.4.3], [30, Theorems
4.7.7 & 5.6.1 and Corollary 5.6.3], [32, 4.27 & 4.38].
Theorem 1.7 (Existence of a smooth solution to the obstacle problem). Let O j H be a domain,
and d < p <∞, and α ∈ (0, 1). Assume the hypotheses for A, f , g, and O in Theorem 1.4. If
ψ ∈ C2(O) ∩ C(O ∪ ∂1O)
obeys (1.4), so ψ ≤ g on ∂1O, and
sup
O
ψ <∞,
and each point of ∂1O is regular with respect to A, f , and g in the sense of Definition 1.3, then
there is a unique solution,
u ∈ C2+αs (Ω) ∩W 2,ploc (O) ∩ C1,αs (O) ∩ Cb(O ∪ ∂1O),
to the obstacle problem (1.3), (1.2), where Ω = {x ∈ O : (u− ψ)(x) > 0}.
By analogy with [19, Theorem 1.3.4], we observe that the condition ψ ∈ C2(O ∪ ∂1O) in
Theorem 1.7 may be weakened. We say that an obstacle function ψ ∈ C(O ∪ ∂1O) is Lipschitz
in O and has locally finite concavity in O (in the sense of distributions) if
ψ ∈ C0,1(O), (1.22)
D2ξψ ≥ −C in D ′(U), ∀ ξ ∈ Rd, |ξ| = 1, (1.23)
for every open subset U b O and some positive constant C = C(U). We say that
D2ξψ ≥ 0 in D ′(U), ∀ ξ ∈ Rd, |ξ| = 1,
3Continuity up to ∂0O is already implied by the fact that u ∈ C2+αs (O).
BOUNDARY VALUE AND OBSTACLE PROBLEMS FOR DEGENERATE-ELLIPTIC OPERATORS 9
if and only if ∫
U
ψD2ξϕdx ≥ 0, ∀ ξ ∈ Rd, |ξ| = 1,
for all ϕ ∈ D(U) ≡ C∞0 (U) with ϕ ≥ 0 on U . Condition (1.23) means that
D2ξ
(
ψ +
1
2
C|x|2
)
≥ 0 in D ′(U),
and we call ψ convex in U (in the sense of distributions) when C(U) = 0.
Theorem 1.8 (Existence of a smooth solution to the partial Dirichlet obstacle problem with
Lipschitz obstacle function with locally finite concavity). Assume the hypotheses of Theorem 1.7,
except that the assumption ψ ∈ C2(O)∩C(O ∪∂1O) is relaxed to ψ ∈ C(O ∪∂1O) obeying (1.22)
and (1.23). Then all the conclusions of Theorem 1.7 again hold, except that now
u ∈ C2+αs (Ω) ∩W 2,ploc (O) ∩ Cb(O).
Remark 1.9 (Regularity up to ∂1O and optimal regularity in O and O ∪ ∂1O). When the coef-
ficients of A and f in Theorem 1.7 belong to Cαs (O ∪ ∂1O), and g belongs to C2+αs (O ∪ ∂1O),
and ψ belongs to C2(O ∪ ∂1O), and ∂1O is of class C2,α, and then standard regularity theory for
obstacle problems for strictly elliptic operators [19, Theorem 1.3.2 or 1.3.5] implies that the solu-
tion u also belongs to W 2,ploc (O ∪∂1O). If in addition, aij ∈ C2,α(O) (respectively, C2,α(O ∪∂1O)),
then u ∈ W 2,∞loc (O) (respectively, u ∈ W 2,∞loc (O ∪ ∂1O)) [19, Theorems 1.4.1 and 1.4.3], [25], [32,
Theorem 4.38]. Similar remarks apply to Theorem 1.8.
Remark 1.10 (Optimal regularity of a solution to the obstacle problem up to ∂0O). Optimal
regularity up to the degenerate boundary, ∂0O, that is, u ∈ C1,1s (O) in the sense of [7, Definition
2.2], for a solution u to (1.3) is proved by Daskalopoulos and the author in [7]. (Recall that
W 2,∞loc (O) = C
1,1(O).)
Remark 1.11 (Extension of the results of this article to the case of unbounded functions). For
simplicity, we have stated the main results of this article for case of a bounded solution, u, to
the boundary value or obstacle problem, given a bounded source function, f , partial Dirichlet
boundary data, g, and obstacle function, ψ, which is bounded above. However, these results may
be easily extended to case of f , g, and ψ having controlled growth (including exponential growth)
using the simple device described in [13, Theorem 2.20] to convert a boundary value or obstacle
problem with controlled growth for f , g, or ψ to an equivalent problem for a bounded solution,
uˆ, with bounded fˆ , gˆ, and ψˆ bounded above.
1.4. Application to the elliptic Heston operator. The elliptic Heston operator [22]
Av := −x2
2
(
vx1x1 + 2%σvx1x2 + σ
2vx2x2
)− (c0 − q − x2
2
)
vx1 − κ(θ − x2)vx2 + c0v, (1.24)
where v ∈ C∞(H), provides an example of an operator of the form (1.5) and which has important
applications in mathematical finance, where a solution to the obstacle problem (1.3), (1.2) can
be interpreted as the price of a perpetual American-style put option with payoff function ψ and
barrier condition g. The coefficients defining A in (1.24) are constants obeying
σ 6= 0 and − 1 < % < 1, (1.25)
κ > 0 and θ > 0,
while c0, q ∈ R, though these constants are typically non-negative in financial applications. The
financial and probabilistic interpretations of the preceding coefficients are provided in [22]. Note
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that the condition (1.25) implies that A in (1.24) is uniformly but not strictly elliptic on H in
the sense4 of [20, p. 31]. Indeed, the matrix
(aij) =
(
1 %σ
%σ σ2
)
has eigenvalues (1 + σ2 ±
√
1− 2σ2 + 4%2σ2 + σ4)/2, which are both bounded below by
λ0 =
1
2
(
1 + σ2 −
√
1− 2σ2 + 4%2σ2 + σ4
)
, (1.26)
and λ0 is positive when (1.25) holds and therefore the strict ellipticity condition (1.9) is satisfied.
When φ(x) = (K − ex1)+, for a positive constant K > 0, then the solution u to (1.3), (1.2)
(with obstacle function φ) can be interpreted as the price of the perpetual American-style put
option with strike K and asset price S = ex1 . Since
φx1 = φx1x1 =
{
−ex1 if x1 < lnK,
0 if x1 > lnK,
one can show that the put option payoff satisfies the locally finite concavity condition (1.23) in
H. (The put option payoff, Φ(S) = (K − S)+, is convex as a function of S = ex1 ∈ (0,∞).)
When ψ(x) = (ex1 − K)+, the solution u to (1.3), (1.2) (with obstacle function ψ) can be
interpreted as the price of the perpetual American-style call option with strike K. Since
ψx1 = ψx1x1 =
{
0 if x1 < lnK,
ex1 if x1 > lnK,
one can show that the call option payoff also satisfies the locally finite concavity condition (1.23)
in H. (The call option payoff, Ψ(S) = (K−S)+, is also convex as a function of S = ex1 ∈ (0,∞).)
1.5. Compatibility of mixed boundary conditions where the degenerate and non-
degenerate boundary portions touch. When ∂0O∩∂1O is non-empty, it appears to be a more
challenging problem than one might expect to prove existence of solutions, u, in C2+αs (O)∩C(O¯)
or C2+αs (O¯) to the elliptic equation (1.1) with partial Dirichlet boundary condition (1.2). Indeed,
complications emerge when one attempts to apply the continuity method to prove existence of
solutions u ∈ C2+αs (O¯) even in the simplest case, g = 0 on ∂1O. We illustrate the issue when
d = 2 with the aid of the Heston operator A in (1.24).
While the reflection principle (across the axis x = 0) does not hold for the Heston operator A
in (1.24), it does hold for the simpler model operator,
A0v := −x2
2
(
vx1x1 + σ
2vx2x2
)− κ(θ − x2)vx2 + c0v, v ∈ C∞(H),
since the vx1x2 and vx1 terms are absent. If f(−x1, x2) = −f(x1, x2) for (x1, x2) ∈ H (and thus
f(0, ·) = 0), one can solve
A0u0 = f on O, u = 0 on ∂1O,
for a solution, u0, when the domain, O, is the quadrant R+ × R+.
The continuity method would proceed by showing that, given f ∈ Cαs (O¯), the set of t ∈ [0, 1]
such that
Atu = f on O, u = g on ∂1O,
4The terminology is not universal.
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has a solution u ∈ C2+αs (O¯) is non-empty, open, and closed, where
Atv := −x2
2
(
vx1x1 + 2t%σvx1x2 + σ
2vx2x2
)− t(c0 − q − x2
2
)
vx1
− κ(θ − x2)vx2 + c0v, v ∈ C∞(H),
is a family of operators, C2+αs (O¯)→ Cαs (O¯), connecting A0 to A. However, if u ∈ C2+αs (O¯) solves
A0u = f on O, u = 0 on ∂1O, then, letting x2 → 0 in (1.1), we find
−(c0 − q)ux1(0, 0) = f(0, 0),
since ux2(0, 0) = 0 (because u(0, ·) = 0) and as u ∈ C2+αs (O¯) implies lim(x1,x2)→(0,0) x2D2u = 0.
When t = 0, we see that we can only solve Atu = f on O, u = 0 on ∂1O when f obeys the
compatibility condition, f(0, 0) = 0, which is not present when t 6= 0.
1.6. Extensions and future work. In [12], we describe parabolic analogues of the results
discussed in the present article.
We cannot conclude from the analysis in this article that our solutions will obey an a priori
global Schauder estimate or be smooth, let alone continuous, up to the domain corner points
regardless of the geometry of the domain or regularity of the coefficients of A, source f , and
boundary data, g. This appears to us to be an important, albeit overlooked problem, and one to
which we plan to return in a subsequent article.
1.7. Outline and mathematical highlights. For the convenience of the reader, we provide an
outline of the article.
In §2, we review the weak and strong maximum principles in [13] and specialize them to the
case of an operator A of the form (1.5) on a subdomain O of the upper-half space H ⊂ Rd. These
maximum principles, just as in the case of their classical analogues in [20], play an essential role
in our versions of the Perron method.
In §3, we review the construction of the Daskalopoulos-Hamilton-Koch families of Ho¨lder norms
and Banach spaces [9], [26] and recall the a priori interior Schauder estimates and the solution
to the partial Dirichlet problem on a slab developed with C. Pop in [17].
Our goal in §4 is to prove existence of a solution to the partial Dirichlet problem on a half-
ball centered along the boundary of the upper half-space (Theorem 1.1). We accomplish this by
generalizing the fact that a function which is harmonic on a region in the plane remains harmonic
after composition with a conformal map and apply this observation when the region is a half-disk.
One knows from elementary complex analysis that the half-disk is conformally equivalent to the
quadrant and that the quadrant is conformally equivalent to the infinite horizontal strip. See
Figure 1.3.
In §4.1, we generalize the definition of the conformal map from a half-disk to a horizontal strip
in the complex plane C to a map from the half-ball in to a slab in Rd. We explore the properties
of this map and, in particular, its effect on the coefficients of the operator A in (1.5), taking note
of the effect of the map on finite cylinders in the slab illustrated in Figure 1.4.
In §4.2, we exploit the existence of a solution to the partial Dirichlet problem on a slab [17] and
properties of the map from a half-ball to a slab to prove Theorem 1.1. The solution to the partial
Dirichlet problem on a half-ball with Dirichlet condition on the spherical portion of the boundary
(and no boundary condition on the flat portion) provides the key missing ingredient required for
“local solvability” of the partial Dirichlet problem in our version of the Perron method.
Section 5 contains the heart of our proofs of existence of solutions to the boundary value and
obstacle problems described in §1.3 using a modification of the classical Perron method [20] for
smooth solutions, as distinct from Ishii’s version of the Perron method for existence of viscosity
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z=−1
|z|<1, Im z>0
z=1 ξ=0
Re ξ>0, Im ξ>0
0<Imw<pi/2
Figure 1.3. The conformal maps z 7→ ξ = (z + 1)/(z − 1) and ξ 7→ w = Log ξ
identify the half-disk with the quadrant and the quadrant with the infinite hori-
zonal strip. The conformal map z 7→ w = Log((z+1)/(z−1)) identifies the corner
point z = −1 with w = −∞, the corner point z = 1 with w = ∞, the interval
{z ∈ C : |z| < 1, Im z = 0} with the line {w ∈ C : Imw = 0}, and the semicircle
{z ∈ C : |z| = 1, Im z > 0} with the line {w ∈ C : Imw = pi/2}.
Figure 1.4. Image of a finite rectangular strip, {w ∈ C : −a ≤ Rew ≤ a, 0 ≤
Imw ≤ pi/2}, of width 2a > 0 in the complex z-plane under the conformal map
w 7→ z = (ew − 1)/(ew + 1) from the infinite strip, {w ∈ C : 0 ≤ Imw ≤ pi/2},
in the complex w-plane to the unit half-disk in the complex z-plane without the
corner points, {z ∈ C : |z| ≤ 1, Im z ≥ 0, z 6= ±1}.
solutions [23]. In §5.1, we define continuous subsolutions and supersolutions to the boundary
value problem (1.1), (1.2) and develop their properties using our version of the strong maximum
principle [13]. We then adapt the classical Perron method for solving the Dirichlet problem for
a harmonic function or a solution to a boundary value problem for a strictly elliptic operator to
show that the Perron function,
u(x) := sup
w∈S−f,g
w(x), x ∈ O,
is a solution to the boundary value problem (1.1), (1.2), where S −f,g is the set of continuous
subsolutions. This yields Theorem 1.4.
In §5.2, we define continuous supersolutions to the obstacle problem (1.3), (1.2) and develop
their properties via the strong maximum principle. We then prove the essential comparison
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Ω
B+
B
O \ Ω
Figure 1.5. Perron method for a solution to the obstacle problem, min{Au −
f, u − ψ} = 0 a.e. on O, using balls B b O and half-balls B+ b Ω centered on
∂0O, where Ω = O ∩ {u > ψ} and O \ Ω = O ∩ {u = ψ}.
principle for a solution and continuous supersolution to the obstacle problem (Theorem 5.17).
Finally, we adapt the classical Perron method to show that the Perron function,
u(x) := inf
w∈S+f,g,ψ
w(x), x ∈ O,
is a solution to the obstacle problem (1.3), (1.2), where S +f,g,ψ is the set of continuous super-
solutions. Our version of the Perron method for the obstacle problem requires us to solve the
boundary value problem (1.1), (1.2) for a degenerate elliptic operator on half-balls B+ b Ω,
where Ω = {x ∈ O : (u − ψ)(x) > 0}, and the obstacle problem (1.3), (1.2) for a strictly elliptic
operator on balls B b O. See Figure 1.5. This approach requires us to first show that the Perron
function, u, is at least continuous on O (Lemma 5.23), so we can solve the required obstacle
problem on interior balls, B, with continuous partial Dirichlet boundary conditions. The Perron
method for solving the obstacle problem on O is more delicate than its counterpart in the case
of the boundary value problem, but ultimately yields Theorems 1.7 and 1.8.
In Appendix A, we develop the results we need for obstacle problems defined by a strictly elliptic
operator in our application to the Perron of solution to the obstacle problem for a degenerate-
elliptic operator (1.5) and for which there is no complete reference.
In dimension two, the effect of the map in §4.1 from the half-disk to the strip on an operator
A of the form (1.5) can be made explicit and this provides many useful insights, so we describe
the calculation in Appendix B.
1.8. Notation and conventions. In the definition and naming of function spaces, including
spaces of continuous functions and Ho¨lder spaces, we follow Adams [2] and alert the reader to
occasional differences in definitions between [2] and standard references such as Gilbarg and
Trudinger [20] or Krylov [27].
We let N := {0, 1, 2, 3, . . .} denote the set of non-negative integers. If X ⊂ Rd is a subset, we
let X¯ denote its closure with respect to the Euclidean topology and denote ∂X := X¯ \ X. For
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r > 0 and x0 ∈ Rd, we let Br(x0) := {x ∈ Rd : |x− x0| < r} denote the open ball with center x0
and radius r. We denote B+r (x
0) := Br(x
0) ∩H when x0 ∈ ∂H. When x0 is the origin, O ∈ Rd,
we often denote Br(x
0) and B+r (x
0) simply by Br and B
+
r for brevity and, if r = 1, we often
denote B1 and B
+
1 simply by B and B
+.
If V ⊂ U ⊂ Rd are open subsets, we write V b U when U is bounded with closure U¯ ⊂ V . By
supp ζ, for any ζ ∈ C(Rd), we mean the closure in Rd of the set of points where ζ 6= 0.
We use C = C(∗, . . . , ∗) to denote a constant which depends at most on the quantities appearing
on the parentheses. In a given context, a constant denoted by C may have different values
depending on the same set of arguments and may increase from one inequality to the next.
We denote x ∨ y = max{x, y} and x ∧ y = min{x, y}, for any x, y ∈ R.
1.9. Acknowledgments. I am very grateful to Ioannis Karatzas and the Department of Math-
ematics at Columbia University for their generous support during the preparation of this article
and also to Emanuele Spadaro, Ju¨rgen Jost, and the Max Planck Institut fu¨r Mathematik in der
Naturwissenschaft, Leipzig, for their support during visits in 2012 and 2013. I warmly thank
Panagiota Daskalopoulos and Camelia Pop for many helpful conversations concerning obstacle
problems and degenerate partial differential equations and for their comments on an earlier draft
of this article. Preliminary versions of the results described in this article were presented at the
Research in Options Conference 2012, in Bu´zios, Brazil, at the kind invitation of Jorge Zubelli; I
greatly appreciated the comments and questions of Emmanuel Gobet following that presentation.
I am very grateful to Guy Barles and Hitoshi Ishii for explanations of technical points arising in
their articles [3] and [24] and to Eduardo Teixeira for a helpful discussion of regularity theory for
obstacle problems.
2. Weak and strong maximum principles for degenerate-elliptic operators
In this section, we review the weak and strong maximum principles in [13] and specialize them
to the case of an operator A of the form (1.5) on a subdomain O of the upper-half space H ⊂ Rd.
We also review the a priori estimates implied by the weak maximum principle provided in [13]
and [17, Appendix A].
Definition 2.1 (Non-negative definite characteristic form). [13, Definition 2.1] Suppose a = (aij)
is an Rd×d-valued function on O which defines a non-negative definite characteristic form, that is
〈aξ, ξ〉 ≥ 0 on O, ∀ξ ∈ Rd. (2.1)
In this article, we normally assume that ∂O \ ∂1O is non-empty, though ∂0O will of course be
empty if ∂O \ ∂1O has empty interior.
Definition 2.2 (Linear, second-order, partial differential operator with non-negative definite
characteristic form). [13, Definition 2.2] We call A in (1.5) a linear, second-order, partial differ-
ential operator with non-negative definite characteristic form on O if the coefficient matrix, a,
obeys (2.1).
Definition 2.3 (Second-order boundary condition). [13, Definition 2.3] We say that u ∈ C2(O)∩
C1(O) obeys a second-order boundary condition along ∂0O if
xdD
2u ∈ C(O;Rd×d), (2.2)
xdD
2u = 0 on ∂0O. (2.3)
Recall that O = O ∪ ∂0O, in contrast with O¯ = O ∪ ∂O. To simplify the statements of our
definitions and results, we shall make the universal
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Assumption 2.4 (Partial differential operator with non-negative characteristic form). Given
a domain, O j Rd, the coefficients of the linear, second-order partial differential operator A :
C2(O)→ C(O) as in (1.5) obey (2.1) and
a(x) is a locally bounded function of x ∈ O. (2.4)
We can now state the key5
Definition 2.5 (Weak maximum principle property for C2 subsolutions). [13, Definition 2.8] We
say that an operator A in (1.5) obeys the weak maximum principle property on O if whenever
u ∈ C2(O) ∩ C1(O) ∩ C(O ∪ ∂1O) obeys (2.2), (2.3) and
Au ≤ 0 on O, (2.5)
u ≤ 0 on ∂1O, (2.6)
and supO u <∞, then
u ≤ 0 on O.
Our preference for abstracting the “weak maximum principle property” is well illustrated by
the following applications, as discussed in [13].
Definition 2.6 (Classical solution, subsolution, and supersolution to a boundary value problem
with partial Dirichlet data). [13, Definition 2.14] Given functions f ∈ C(O) and g ∈ C(∂1O), we
call u ∈ C2(O)∩C1(O)∩C(O ∪∂1O) a subsolution to a boundary value problem for an operator
A in (1.5) with Dirichlet boundary condition along ∂1O, if u obeys (2.2), (2.3), and
Au ≤ f on O, (2.7)
u ≤ g on ∂1O. (2.8)
We call u a supersolution if −u is a subsolution and we call u a solution if it is both a subsolution
and supersolution. 
Proposition 2.7 (Weak maximum principle estimates for classical subsolutions, supersolutions,
and solutions). [13, Proposition 2.19] Let O j H be a possibly unbounded domain. Let A in (1.5)
have the weak maximum principle property on O in the sense of Definition 2.5 and assume c
obeys (1.11). Let f ∈ C(O) and g ∈ C(∂1O). Suppose u ∈ C2(O) ∩ C1(O) ∩ C(O ∪ ∂1O) obeys
(2.2), (2.3).
(1) If f ≤ 0 on O and u is a subsolution for f and g, and supO u <∞, then
u ≤ 0 ∨ sup
∂1O
g on O.
(2) If f has arbitrary sign and u is a subsolution for f and g, and supO u < ∞, but, in
addition, c obeys (1.15), so c ≥ c0 on O for a positive constant c0, then
u ≤ 0 ∨ 1
c0
sup
O
f ∨ sup
∂1O
g on O.
(3) If f ≥ 0 on O and u is a supersolution for f and g, and infO u > −∞, then
u ≥ 0 ∧ inf
∂1O
g on O.
5In [13, Definitions 2.3 & 2.8 and Theorems 5.1 & 5.3], we assumed that u belongs to Cloc(O¯) rather than just
C(O ∪ ∂1O) as done here, but this stronger assumption was unnecessary and was relaxed in subsequent versions.
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(4) If f has arbitrary sign, u is a supersolution for f and g, and infO u > −∞, and c obeys
(1.15), then
u ≥ 0 ∧ 1
c0
inf
O
f ∧ inf
∂1O
g on O.
(5) If f = 0 on O and u is a solution for f and g, and supO |u| <∞, then
‖u‖C(O¯) ≤ ‖g‖C(∂1O).
(6) If f has arbitrary sign, u is a solution for f and g, and supO |u| <∞, and c obeys (1.15),
then
‖u‖C(O¯) ≤
1
c0
‖f‖C(O¯) ∨ ‖g‖C(∂1O).
The terms sup∂1O g, and inf∂1O g, and ‖g‖C(∂1O) in the preceding inequalities are omitted when
∂1O is empty.
Theorem 2.8 (Weak maximum principle on bounded domains). [13, Theorem 5.1] Let O ⊂ H be
a bounded domain and A be as in (1.5). Require that the coefficients of A be defined everywhere
on O¯, obey (2.1) and
bd ≥ 0 on ∂0O, (2.9)
c ≥ 0 on O. (2.10)
Assume further that at least one of the following holds,c > 0 on O, orbd > 0 on ∂0O and inf
O
bd
xdadd
> −∞. (2.11)
Suppose that u ∈ C2(O)∩C1(O)∩C(O∪∂1O) obeys (2.2), (2.3). If u obeys (2.5), that is, Au ≤ 0
on O, and is bounded above, supO u <∞, then
sup
O
u ≤ 0 ∨ sup
∂1O
u, (2.12)
and, if c = 0 on O, then
sup
O
u = sup
∂1O
u. (2.13)
Moreover, A has the weak maximum principle property on O in the sense of Definition 2.5.
Remark 2.9 (Continuity and boundedness conditions). The hypotheses in Theorem 2.8 assert
that u belongs to C(O ∪ ∂1O) = C(O ∪ ∂0O ∪ ∂1O), but not necessarily Cloc(O¯), so u may
be discontinuous at the “corner points”, ∂0O ∪ ∂1O. Recall that the classical weak maximum
principle [20, Theorem 3.1] for a strictly elliptic operator L on a bounded domain O ⊂ Rd does
not require that u ∈ C2(O) be continuous on O¯ and asserts more generally that, when c = 0 on
O and Lu ≤ 0 on O (see [20, Equation (3.6)]),
sup
O
u = lim sup
x→∂O
u(x)
and, when c ≥ 0 (and replacing the assertion of [20, Theorem 3.1] by the preceding generalization
in the proof of [20, Corollary 3.2])
sup
O
u ≤ lim sup
x→∂O
u+(x).
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We may write
lim sup
x→∂O
u(x) = sup
x0∈∂O
(
lim sup
x→x0
u(x)
)
= sup
∂O
u∗,
where u∗ : O¯ → R is the upper semicontinuous envelope of u on O, where u∗ necessarily attains its
maximum on O¯ when O is bounded, and supO u
∗ < ∞ since supO u∗ = supO u and supO u < ∞
by hypothesis.
Hence, the conclusion in Theorem 2.8 can be strengthened to u ≤ 0 on O ∪ ∂1O but not
necessarily on O¯; the conclusion could be replaced by the equivalent statement, u∗ ≤ 0 on O¯. 
Next, we consider the case of bounded C2 functions on unbounded domains and recall the
following version of [13, Theorem 5.3].
Lemma 2.10 (Extension of the weak maximum principle property for bounded functions to
unbounded domains). [13, Theorem 5.3] Let O j H be a possibly unbounded domain. Suppose A
in (1.5) has the weak maximum principle property on bounded subdomains of O in the sense of
Definition 2.5 and assume, in addition, that its coefficients obey (1.15) and (1.19). Then A has
the weak maximum principle property on O in the sense of Definition 2.5.
Combining Theorem 2.8 and Lemma 2.10 yields
Theorem 2.11 (Weak maximum principle for bounded functions on unbounded domains). [13,
Theorem 5.3] Let O j H be a possibly unbounded domain. Assume that the coefficients of A in
(1.5) obey the hypotheses of Theorem 2.8, except that the condition (2.11) on a, b or c is replaced
by the condition (1.15) on c for some positive constant, c0, and, in addition, we require that the
coefficients a, b obey the growth condition (1.19). Suppose that u ∈ C2(O)∩C1(O)∩C(O ∪ ∂1O)
obeys (2.2) and (2.3). If supO u <∞ and u ≤ 0 on ∂1O (when non-empty), then
sup
O
u ≤ 0 ∨ 1
c0
sup
O
Au.
Moreover, A has the weak maximum principle property on O in the sense of Definition 2.5.
It will be useful to have a version of the weak maximum principle and the corresponding
estimate for operators which include those of the form A in (1.5) when infO c = 0 and the domain,
O, is unbounded though of finite height. Notice that when the coefficient c obeys (1.11) but not
(1.15), so does not have a uniform positive lower bound on O, the weak maximum principle,
Theorem 2.11, does not immediately apply when O is unbounded. For this situation, we recall
the following special cases of [17, Lemma A.1 & Corollary A.2].
Lemma 2.12 (Weak maximum principle for bounded functions on a domain of finite height).
[17, Lemma A.1] Let O j H be a domain with finite height, height(O) ≤ ν, for some positive
constant ν. Let A be as in (1.5) and require that its coefficients, a, b, c, obey (1.11), (1.16) (with
Λ replaced by Λ/ν) and (1.17) for some positive constants b0 and Λ, and (2.1). Then A has the
weak maximum principle property on O in the sense of Definition 2.5.
Corollary 2.13 (Weak maximum principle estimate for bounded functions on a domain of finite
height). [17, Corollary A.2] Assume the hypotheses of Lemma 2.12. Let f ∈ C(O), and g ∈
C(∂1O). If u ∈ C2(O) ∩ C1(O) ∩ Cb(O ∪ ∂1O) obeys (2.2) and (2.3) and is a solution to the
boundary value problem (1.1), (1.2), then
‖u‖C(O¯) ≤ eb0ν/2Λ
(
4Λ
b20
‖f‖C(O¯) ∨ ‖g‖C(∂1O)
)
. (2.14)
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Remark 2.14 (On the proofs of the weak maximum principle for bounded functions on domains
of finite height). It will also be useful to recall the proofs of Lemma 2.12 and Corollary 2.13. We
define
v(x) := eσxdu(x) and f˜(x) := eσxdf(x), ∀x ∈ O, and g˜(x) := eσxdg(x), ∀x ∈ ∂1O,
and observe that v solves the boundary value problem
A˜v = f˜ on O, v = g˜ on ∂1O,
where A˜ has coefficients obeying a˜ij := aij on O¯, and b˜i := bi−2σxdaid with b˜d = bd ≥ b0 on ∂0O
and c˜ := c+ σbd − σ2xdadd ≥ c˜0 := b20/4Λ on O, provided σ ≥ b0/2Λ, while
sup
O
|f˜ | ≤ eσν sup
O
|f | and sup
∂1O
|g˜| ≤ eσν sup
∂1O
|g|.
The conclusions in Lemma 2.12 and Corollary 2.13 now follow by applying to Theorem 2.11 and
Proposition 2.7 (6) to the boundary value problem for v with c0 replaced by b
2
0/4Λ.
Note also that if the coefficients of A had the properties c ≥ c0 on O for some positive constant
c0 but inf∂0O b
d = 0, then we could apply the preceding change of dependent variable in reverse to
produce an equivalent operator A˜ with b˜d ≥ b˜0 on ∂0O for some positive constant b0. In summary,
if O ⊂ H is a domain with finite height and at least one of inf∂0O bd or infO c is positive, then we
may assume without loss of generality (by virtue of the change of dependent variable) that both
are positive. 
Remark 2.15 (On the hypotheses of Theorem 2.8 and Lemma 2.12.). The condition (1.12) ensures
that bd > 0 on ∂0O while the conditions (1.16) (with Λ replaced by Λ/ν) and (1.17) ensure that
inf
O
bd
xdadd
≥ b0
xdadd
≥ b0
ν(Λ/ν)
=
b0
Λ
> 0,
and hence that (2.11) (second alternative) holds.
We introduce an analogue of Definition 2.5.
Definition 2.16 (Strong maximum principle property). Let O ⊂ H be a domain. We say
that an operator A in (1.5) has the strong maximum principle property on O if whenever u ∈
C2(O) ∩ C1(O) ∩ C(O ∪ ∂1O) obeys (2.2) and (2.3) and Au ≤ 0 on O, then one of the following
holds.
(1) If c = 0 on O and u attains a maximum in O, then u is constant on O.
(2) If c ≥ 0 on O and u attains a non-negative maximum in O, then u is constant on O.
Lemma 2.17 (Strong implies weak maximum principle property on bounded domains). Let
O ⊂ H be a bounded domain. Suppose A in (1.5) has the strong maximum principle property on
O in the sense of Definition 2.16. Then A has the weak maximum principle property on O in the
sense of Definition 2.5.
Proof. Suppose that u obeys the conditions (though not necessarily the conclusion) of Definition
2.5. Since O¯ is compact, the upper semicontinuous envelope, u∗ : O¯ → R, of u attains its
maximum, u∗(x0) = supO u∗ = supO u, at some point x0 ∈ O¯. If x0 ∈ ∂1O, we are done, since
u∗(x0) = 0 for such points. If x0 ∈ O, then u∗(x0) = u(x0) (since u is continuous on O) and thus
u is constant on O by Definition 2.16 and hence constant on O ∪ ∂1O. But u ≤ 0 on ∂1O by
Definition 2.5 and so we again obtain u ≤ 0 on O. 
By combining Lemmas 2.10, 2.12, and 2.17, we obtain
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Corollary 2.18 (Strong implies weak maximum principle property on unbounded domains). Let
O j H be a possibly unbounded domain. Suppose A in (1.5) has the strong maximum principle
property on O in the sense of Definition 2.16 and assume, in addition, that its coefficients obey
(1) when height(O) =∞, then (1.15), or
(2) when height(O) <∞, then (1.15) or both (1.16) and (1.17),
and, in addition, (1.19) when O is unbounded. Then A has the weak maximum principle property
on O in the sense of Definition 2.5.
Finally, we recall the following special case of [13, Theorem 4.6].
Theorem 2.19 (Strong maximum principle). [13, Theorem 4.6] Suppose that O ⊂ H is a do-
main6. Require that the operator A in (1.5) obey (1.11), (2.4), and
(1) For each ξ ∈ Rd \ {0} and B b O, one has
〈aξ, ξ〉 > 0 on B, inf
B
〈b, ξ〉
〈aξ, ξ〉 > −∞, supB
c
〈aξ, ξ〉 <∞;
(2) For each x0 ∈ ∂0O, there is a ball B b O such that ∂B ∩ ∂0O = {x0} and7
inf
B∪{x0}
bd > 0 and sup
B
c <∞.
Then A has the strong maximum principle property on O in the sense of Definition 2.16.
3. Schauder theory for degenerate-elliptic operators
In §3.1, we review the construction of the Daskalopoulos-Hamilton-Koch families of Ho¨lder
norms and Banach spaces [9], [26]. In §3.2, we recall the a priori interior Schauder estimates and
the solution to the partial Dirichlet problem on a slab given in [17].
3.1. Daskalopoulos-Hamilton-Koch Ho¨lder spaces. We review the construction of the Dask-
alopoulos-Hamilton-Koch families of Ho¨lder norms and Banach spaces [9, p. 901 & 902], [26,
Definition 4.5.4]. For standard Ho¨lder spaces, we follow the notation of Gilbarg and Trudinger
[20, §4.1] for the Banach spaces but then use the Banach space to label the corresponding norms
following the pattern we describe here.
Given a constant α ∈ (0, 1) and function u on an open subset U ⊂ H, the Daskalopoulos-
Hamilton-Koch Ho¨lder seminorm, [u]Cαs (U¯), is defined by mimicking the definition of the standard
Ho¨lder seminorm, [u]Cα(U¯) in [20, p. 52], except that the usual Euclidean distance between points,
|x − y| = (∑di=1 |xi − yi|2)1/2 for s, y ∈ H¯, corresponding to the standard Riemannian metric
ds2 =
∑d
i=1 dx
2
i on H is replaced by the distance function, s(x, y) for x, y ∈ H, corresponding to
the cycloidal Riemannian metric8 on H defined by [9, pp. 901–905], [26, p. 62],
ds2 =
1
xd
d∑
i=1
dx2i , (3.1)
6Recall that by a “domain” in Rd, we always mean a connected, open subset.
7For example, the coefficient bd has this property if it is continuous and positive along ∂0O.
8The Riemannian metric is called cycloidal in [9] since its geodesics, when d = 2, are the standard cycloidal
curve, (x1(t), x2(t)) = (t − sin t, 1 − cos t) for t ∈ R, curves obtained from the standard cycloid by translations
(x1, x2) 7→ (x1 + b, x2), b ∈ R, or dilations (x1, x2) 7→ (cx1, x2), c ∈ R+, or are vertical lines, x1 = a, a ∈ R [9,
Proposition I.2.1].
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where x = (x1, . . . , xd). When the coefficient matrix (a
ij(x)), for x ∈ H, in the definition (1.5)
of the operator A is strictly and uniformly elliptic on H in the sense of [20, p. 31], then the
cycloidal metric (3.1) is equivalent to that defined by the inverse (gij(x)) of the coefficient matrix
(gij(x)) = (xda
ij(x)), for x ∈ H. It is convenient to choose a more explicit cycloidal distance
function on H¯ which is equivalent to the distance function defined by the Riemannian metric
(3.1), such as that in [9, p. 901],
s(x, y) =
∑d
i=1 |xi − yi|√
xd +
√
yd +
√|x− y| , ∀x, y ∈ H¯,
or the equivalent choice on H¯ given in [26, p. 11 & §4.3] and which we adopt in this article,
s(x, y) :=
|x− y|√
xd + yd + |x− y|
, ∀x, y ∈ H¯. (3.2)
Following [2, §1.26], for a domain U ⊂ H, we let C(U) denote the vector space of continuous
functions on U and let C(U¯) denote the Banach space of functions in C(U) which are bounded
and uniformly continuous on U , and thus have unique bounded, continuous extensions to U¯ , with
norm
‖u‖C(U¯) := sup
U
|u|.
Noting that U may be unbounded, we let Cloc(U¯) denote the linear subspace of functions u ∈ C(U)
such that u ∈ C(V¯ ) for every precompact open subset V b U¯ . Following [2, §5.2], we let
Cb(U) ⊂ C(U) denote the Banach space of bounded, continuous functions on U with norm again
denoted by ‖u‖C(U¯), without implying that the function u is uniformly continuous on U .
We note the distinction between C(H¯) (respectively, C(R¯d)), the Banach space of functions
which are uniformly continuous and bounded on H¯ (respectively, Rd), and C(H) = Cloc(H¯)
(respectively, C(Rd)), the vector space of functions which are continuous on H¯ (respectively, Rd).
By C(U ∪ T ), for T j ∂U , we shall always mean Cloc(U ∪ T ) and thus we may have C(U¯) $
C(U ∪ T ) = Cloc(U¯) when T = ∂U , unless U is bounded in which case, as usual, C(U¯) =
C(U ∪ ∂U) = Cloc(U¯).
Daskalopoulos and Hamilton provide the
Definition 3.1 (Cαs norm and Banach space). [9, p. 901] Given α ∈ (0, 1) and an open subset
U ⊂ H, we say that u ∈ Cαs (U¯) if u ∈ C(U¯) and
‖u‖Cαs (U¯) <∞,
where
‖u‖Cαs (U¯) := [u]Cαs (U¯) + ‖u‖C(U¯), (3.3)
and
[u]Cαs (U¯) := sup
x,y∈U
x 6=y
|u(x)− u(y)|
s(x, y)α
. (3.4)
We say that u ∈ Cαs (U) if u ∈ Cαs (V¯ ) for all precompact open subsets V b U , recalling that
U := U ∪ ∂0U . We let Cαs,loc(U¯) denote the linear subspace of functions u ∈ Cαs (U) such that
u ∈ Cαs (V¯ ) for every precompact open subset V b U¯ .
It is known that Cαs (U¯) is a Banach space [9, §I.1] with respect to the norm (3.3). We recall
the definition of the higher-order Ck,αs Ho¨lder norms and Banach spaces.
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Definition 3.2 (Ck,αs norms and Banach spaces). [9, p. 902] Given an integer k ≥ 0, α ∈ (0, 1),
and an open subset U ⊂ H, we say that u ∈ Ck,αs (U¯) if u ∈ Ck(U¯) and
‖u‖
Ck,αs (U¯)
<∞,
where
‖u‖
Ck,αs (U¯)
:=
∑
|β|≤k
‖Dβu‖Cαs (U¯), (3.5)
where β := (β1, . . . , βd) ∈ Nd, and |β| := β1 + · · ·+ βd, and
Dβu :=
∂|β|u
∂β1x1 · · · ∂βdxd
.
When k = 0, we denote C0,αs (U¯) = Cαs (U¯).
For example, when k = 1 one has
‖u‖
C1,αs (U¯)
= ‖u‖Cαs (U¯) + ‖Du‖Cαs (U¯).
Finally, we recall the definition of the higher-order Ck,2+αs Ho¨lder norms and Banach spaces.
Definition 3.3 (Ck,2+αs norms and Banach spaces). [9, pp. 901–902] Given an integer k ≥ 0, a
constant α ∈ (0, 1), and an open subset U ⊂ H, we say that u ∈ Ck,2+αs (U¯) if u ∈ Ck+1,αs (U¯),
the derivatives, Dβu, β ∈ Nd with |β| = k + 2, of order k + 2 are continuous on U , and the
functions, xdD
βu, β ∈ Nd with |β| = k + 2, extend continuously up to the boundary, ∂U , and
those extensions belong to Cαs (U¯). We define
‖u‖
Ck,2+αs (U¯)
:= ‖u‖
Ck+1,αs (U¯)
+
∑
|β|=k+2
‖xdDβu‖Cαs (U¯). (3.6)
We say that9 u ∈ Ck,2+αs (U) if u ∈ Ck,2+αs (V¯ ) for all precompact open subsets V b U . When
k = 0, we denote C0,2+αs (U¯) = C2+αs (U¯).
For example, when k = 0 one has
‖u‖C2+αs (U¯) = ‖u‖Cαs (U¯) + ‖Du‖Cαs (U¯) + ‖xdD2u‖Cαs (U¯).
A parabolic version of following result is included in [9, Proposition I.12.1] when d = 2 and proved
in [18] when d ≥ 2 for parabolic weighted Ho¨lder spaces. We restate the result here for the elliptic
weighted Ho¨lder spaces used in this article.
Lemma 3.4 (Boundary properties of functions in weighted Ho¨lder spaces). [18, Lemma 3.1] If
u ∈ C2+αs (H) then, for all x0 ∈ ∂H,
lim
H3x→x0
xdD
2u(x) = 0. (3.7)
For an open subset U b H, the standard and Daskalopoulos-Hamilton-Koch Ho¨lder spaces
coincide by Definitions 3.1, 3.2, and 3.3, and thus, for example, Cαs (U¯) = C
α(U¯) and C2+αs (U¯) =
C2,α(U¯). More refined relationships between these Ho¨lder spaces arise from the observation that,
by (3.2),
s(x, y) ≤ |x− y|1/2, ∀x, y ∈ H¯. (3.8)
9In [9, pp. 901–902], when defining the spaces Ck,αs (A ) and C
k,2+α
s (A ), it is assumed that A is a compact
subset of the closed upper half-space, H¯.
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The reverse inequality, on a domain V ⊂ H with height(V ) = ν and diam(V ) = D, takes the
form
|x− y| ≤ √2ν +Ds(x, y), ∀x, y ∈ V¯ . (3.9)
Therefore, as noted in [7, Remark 2.4], we have
‖u‖Cα/2(U) ≤ ‖u‖Cαs (U) and ‖u‖Cαs (V ) ≤ C‖u‖Cα(V ),
for any open subset U j H and any open subset V ⊂ H with diam(V ) ≤ D and height(V ) ≤ ν,
with constant C = C(D,α, ν), and thus
Cαs (U¯) ⊂ Cα/2(U¯) and Cα(V¯ ) ⊂ Cαs (V¯ ). (3.10)
With the preceding background in place, we can now proceed to recall the key Schauder regularity
and existence results we shall need from [17].
3.2. A priori Schauder estimates and solution to the partial Dirichlet problem on a
slab. If d ≥ 2 and A is as in (1.5) with coefficients a, b, c, and U j H is any subset, we denote
‖a‖
Ck,αs (U¯)
:=
d∑
i,j=1
‖aij‖
Ck,αs (U¯)
and ‖b‖
Ck,αs (U¯)
:=
d∑
i=1
‖bi‖
Ck,αs (U¯)
. (3.11)
From [17], we recall the
Theorem 3.5 (A priori interior Schauder estimate). [17, Theorem 1.1] For any α ∈ (0, 1) and
positive constants b0, d0, λ0, Λ, ν, there is a positive constant, C = C(b0, d, d0, α, λ0,Λ, ν), such
that the following holds. Suppose height(O) ≤ ν and the coefficients a, b, c of A in (1.5) belong to
Cαs (O) and obey (1.9), (1.14), and
‖a‖Cαs (O¯) + ‖b‖Cαs (O¯) + ‖c‖Cαs (O¯) ≤ Λ. (3.12)
If u ∈ C2+αs (O) and O ′ ⊂ O is a subdomain such that dist(∂1O ′, ∂1O) ≥ d0, then
‖u‖C2+αs (O¯′) ≤ C
(
‖Au‖Cαs (O¯) + ‖u‖C(O¯)
)
. (3.13)
It is considerably more difficult to prove a global a priori estimate for a solution, u ∈ Ck,2+αs (O¯),
when the intersection ∂0O ∩ ∂1O is non-empty. However, the global estimate in Theorem 3.6 has
useful applications when ∂1O does not meet ∂0O. For a constant ν > 0, we call
Sdν = Rd−1 × (0, ν), (3.14)
a slab of height ν (in the terminology of [20, §3.3]). We often simply write S for Sdν when there
is no ambiguity and note that ∂0S = Rd−1 × {0} and ∂1S = Rd−1 × {ν}.
Theorem 3.6 (A priori global Schauder estimate on a slab). [17, Corollary 1.3] For any α ∈ (0, 1)
and positive constants b0, λ0, Λ, ν, there is a positive constant, C = C(b0, d, α, λ0,Λ, ν), such that
the following holds. Suppose the coefficients of A in (1.5) belong to Cαs (S¯), where S = Rd−1×(0, ν)
as in (3.14), and obey
‖a‖Cαs (S¯) + ‖b‖Cαs (S¯) + ‖c‖Cαs (S¯) ≤ Λ, (3.15)
〈aξ, ξ〉 ≥ λ0|ξ|2 on S¯, ∀ ξ ∈ Rd, (3.16)
bd ≥ b0 on ∂0S. (3.17)
If u ∈ C2+αs (S¯) and u = 0 on ∂1S, then
‖u‖C2+αs (S¯) ≤ C
(
‖Au‖Cαs (S¯) + ‖u‖C(S¯)
)
, (3.18)
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and, when c ≥ 0 on S,
‖u‖C2+αs (S¯) ≤ C‖Au‖Cαs (S¯), (3.19)
Theorem 3.7 (Existence and uniqueness of a smooth solution to an boundary value problem on
a slab). [17, Theorem 1.6] Let α ∈ (0, 1) and let ν > 0 and S = Rd−1 × (0, ν) be as in (3.14).
Let A be an operator as in (1.5). If f and the coefficients of A in (1.5) belong to Cαs (S¯) and
obey (3.16) and (3.17) and g ∈ C2+αs (S¯), then there is a unique solution, u ∈ C2+αs (S¯), to the
boundary value problem,
Au = f on S, (3.20)
u = g on ∂1S. (3.21)
Remark 3.8 (Existence and uniqueness of a solution to the elliptic Heston equation on a slab or
half-plane). When d = 2 and A is the Heston operator as in (1.24) on a strip S = R × (0, ν) as
in (3.14) and f ∈ Cαs (S¯), one may prove existence and uniqueness of a solution u ∈ C2+αs (S¯) to
(3.20), (3.21) by a slight modification of the proof of [17, Theorem B.3 & Corollary B.4], where
the coefficients a, b, c of A in (1.5) are assumed to be constant. Indeed, the proof of [17, Theorem
B.3 & Corollary B.4] proceeds by taking the Fourier transform of equation (3.20) with respect to
x and then solving the resulting Kummer ordinary differential equation in y ∈ (0, ν) in terms of
confluent hypergeometric functions [1, §13]. The same procedure (Fourier transform with respect
to x and solving the Kummer equation in y) yields a solution u ∈ C2+αs (H) when f ∈ Cαs (H) and,
for example, is bounded on H.
4. Partial Dirichlet problems on a half-ball and a slab
Our goal in this section is to prove existence of a solution to the partial Dirichlet problem
on a half-ball centered along the boundary of the upper half-space (Theorem 1.1). In §4.1, we
generalize the definition of the conformal map from a half-disk to a horizontal strip in the complex
plane to higher dimensions and explore its properties and effect on the coefficients of the operator
A in (1.5). In §4.2, we exploit the existence of a solution to the partial Dirichlet problem on a
slab (Theorem 3.7) and properties of the map from a half-ball to a slab to prove Theorem 1.1.
4.1. A diffeomorphism from the unit half-ball to the slab. We begin with the case d = 2. A
conformal map from the half-disk without the corner points, {z ∈ C : |z| ≤ 1, Im z ≥ 0, z 6= ±1},
onto the quadrant, {ξ ∈ C : Re ξ ≥ 0, Im ξ ≥ 0, ξ 6= 0} without the corner, can be achieved with
C \ {1} 3 z 7→ ξ := 1 + z
1− z ∈ C. (4.1)
A conformal map from the quadrant, {ξ ∈ C : Re ξ ≥ 0, Im ξ ≥ 0, ξ 6= 0} without the corner,
onto the infinite horizonal strip, {w ∈ C : 0 ≤ Imw ≤ pi/2}, can be achieved with
C \ {ξ ∈ C : Re ξ ≤ 0, Im ξ = 0} 3 ξ 7→ w := Log ξ ∈ C, (4.2)
where the principal value of the complex logarithm is defined as usual with
Log ξ := ln |ξ|+ iArg ξ,
and Arg ξ ∈ (−pi, pi]. Hence, noting that ξ = (1− |z|2 + 2 Im z)/|1− z|2, the composition,
C \ {z ∈ C : |z| ≥ 1, Im z = 0} 3 z 7→ w = Log
(
1 + z
1− z
)
∈ C, (4.3)
maps the
(1) open disk, {z ∈ C : |z| < 1, Im z > 0}, onto the open strip 0 < Imw < pi/2;
24 PAUL M. N. FEEHAN
(2) point z = 1 in the closed unit half-disk onto the point at infinity, w =∞;
(3) semicircle, {z ∈ C : |z| = 1, Im z > 0}, onto the line, Imw = pi/2;
(4) unit interval, {z ∈ C : |z| < 1, Im z = 0}, onto the line, Imw = 0;
(5) point z = −1 in the closed unit half-disk onto the point at infinity, w = −∞.
See Figure 1.3 for an illustration of these maps.
The relationship between a finite-width rectangle in the strip of height pi/2 in the w-plane
and corresponding region in the unit half-disk in the z-plane defined by the map w 7→ z will be
especially important in our analysis. For a fixed k ∈ R, the line segment, w = k+ iθ, θ ∈ (0, pi/2),
in the w-plane is mapped from the quarter-circle, ξ = ekeiθ, θ ∈ (0, pi/2), in the ξ-plane. Moreover,
for a fixed r ∈ R+, the quarter-circle, ξ = reiθ, θ ∈ (0, pi/2), in the ξ-plane is mapped from the
curve in the z-plane given by
z =
reiθ − 1
reiθ + 1
=
r2 − 1 + i2r sin θ
(r cos θ + 1)2 + r2 sin2 θ
, θ ∈ (0, pi/2),
as we see by solving the equation (1 + z)/(1− z) = reiθ for z. See Figure 1.4 for an illustration
of the effect of this map.
We now generalize the holomorphic map defined in (4.3), identifying the half-disk with a strip
in dimension d = 2, to a map identifying the half-ball with a slab in dimension d ≥ 2. First
observe that, by analogy with our definition in (4.1),
ξ =
1 + z
1− z =
(1 + z)(1− z¯)
|1− z|2 =
(1− |z|2) + 2 Im z
|1− z|2 ,
we now set
ξ(x) :=
(1− |x|2)e1 + 2(x− 〈x, e1〉e1)
|e1 − x|2 , x ∈ B
+, (4.4)
where B+ is the unit half-ball,
B+ := {x ∈ Rd : |x| < 1, xd > 0} ⊂ Rd−1 × R+,
and observe that the definition (4.4) of ξ(x) gives a diffeomorphism,
ξ : B+ ∼= R+ × Rd−2 × R+, x 7→ ξ(x). (4.5)
Indeed, if x = e1 + ~h ∈ B+ for ~h ∈ Rd with h = |~h| and we write x = (x1, x′′), then as
B+ 3 x→ e1, so h ↓ 0, while x′′ 6= 0 we see that
ξ(x) =
h2e1 + 2x
′′
h2
= e1 +
2x′′
h2
, x′′ ∈ Rd−2 × R+.
The transformation (4.8) extends continuously to map the
(1) point e1 in B¯
+ onto a point at infinity labeled as (e1,∞) ∈ {e1} × ((Rd−2 ×R+) ∪ {∞});
(2) points x in the open (d − 1)-dimensional hemisphere, {x ∈ B¯+ : |x| = 1, xd > 0}, onto
points ξ(x) ∈ {0} × Rd−2 × R+;
(3) points x in the punctured, open (d − 1)-dimensional unit ball, {x ∈ B¯+ : |x| < 1, xd =
0, x 6= e1}, onto points ξ(x) ∈ R+ × Rd−2 × {0};
(4) points x in the punctured (d−2)-dimensional unit sphere, {x ∈ B¯+ : |x| = 1, xd = 0, x 6=
e1}, onto points ξ(x) ∈ {0} × Rd−2 × {0}.
We now set
wk := ξk, for k = 2, . . . , d− 1, (4.6)
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and, identifying
R+ × R+ = {(ξ1, ξd) ∈ R2 : ξ1 > 0, ξd > 0}
with an open quadrant in the complex plane,
Q := {ξ1 + iξd : ξ1 > 0, ξd > 0} ⊂ C,
we set
w1 + iwd := ln |ξ1 + iξd|+ iArg(ξ1 + iξd), (4.7)
and thus,
w1 + iwd =
1
2
ln
(
ξ21 + ξ
2
d
)
+ i arctan
(
ξd
ξ1
)
.
As in (3.14), we denote the open two-dimensional strip of height pi/2 by
S2pi/2 = {w1 + iwd : w1 ∈ R, 0 < wd < pi/2} = R× (0, pi/2) ⊂ C,
with closure, S¯2pi/2 = R× [0, pi/2]. The transformation (4.7) defines a holomorphic map,
Q ∼= S2pi/2, ξ1 + iξd 7→ w1 + iwd, (4.8)
which extends continuously to map the
(1) point (ξ1, ξd) = (0, 0) onto the interval at infinity, {−∞} × (0, pi/2);
(2) open quarter-circle, {(ξ1, ξd) ∈ R2 : ξ21 + ξ2d = 1, ξ1 > 0, ξd > 0}, onto the open interval,
{0} × (0, pi/2);
(3) open half-line, {(ξ1, ξd) ∈ R2 : ξ1 > 0, ξd = 0}, onto the line, R× {0};
(4) open half-line, {(ξ1, ξd) ∈ R2 : ξ1 = 0, ξd > 0}, onto the line, R× {pi/2};
(5) quarter-circle at infinity, {(ξ1, ξd) ∈ R2 : ξ21 + ξ2d = ∞, ξ1 > 0, ξd > 0} onto the interval
at infinity, {∞} × (0, pi/2).
As in (3.14), we denote the d-dimensional open slab of height pi/2 by
S ≡ Sdpi/2 = {w ∈ Rd : 0 < wd < pi/2} = Rd−1 × (0, pi/2) ⊂ Rd−1 × R+,
with closure, S¯ = Rd−1 × [0, pi/2]. The composite transformation induced by (4.5), (4.6), and
(4.7),
Φ : B+ ∼= S, x 7→ w(x), (4.9)
maps the d-dimensional open unit half-ball, B+, onto the d-dimensional open slab, S, of height
pi/2 and extends continuously to map the
(1) point e1 ∈ B¯+ onto a point at infinity labeled as {∞} × Rd−2 × (0, pi/2);
(2) the open (d − 1)-dimensional hemisphere, {x ∈ B¯+ : |x| = 1, xd > 0}, onto the (d − 1)-
dimensional hyperplane, Rd−1 × {pi/2};
(3) the open (d − 1)-dimensional unit ball, {x ∈ B¯+ : |x| < 1, xd = 0}, onto the (d − 1)-
dimensional hyperplane, Rd−1 × {0};
(4) the punctured (d− 2)-dimensional unit sphere, {x ∈ B¯+ : |x| = 1, xd = 0, x 6= e1}, onto
a point at infinity labeled as {−∞} × Rd−2 × (0, pi/2).
The expression (4.4) for ξ(x) yields
ξ1 =
1− |x|2
|e1 − x|2 , ξj =
2xj
|e1 − x|2 , 2 ≤ j ≤ d,
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an so (4.4), (4.6), and (4.7) give an expression for the components of w = Φ(x) in (4.9),
w1 =
1
2
ln
(
(1− |x|2)2 + 4x2d
|e1 − x|4
)
=
1
2
ln
(
1 + (
∑d
j=1 x
2
j )
2 + 2x2d − 2
∑d−1
j=1 x
2
j
((1− x1)2 +
∑d
j=2 x
2
j )
2
)
,
wd = arctan
(
2xd
1− |x|2
)
= arctan
(
2xd
1−∑dj=1 x2j
)
,
wj =
2xj
|e1 − x|2 =
2xj
(1− x1)2 +
∑d
i=2 x
2
i
, 2 ≤ j ≤ d− 1.
(4.10)
We can partially solve for xd ∈ (0, 1) in terms of w ∈ Rd−1 × (0, pi/2) using the expression for wd
in (4.10) to give
xd =
1
2
(
1− |x|2) tanwd.
Note that wd ↓ 0 if and only if tanwd ↓ 0 and thus, when |x| < 1, the preceding expression shows
that wd ↓ 0 if and only if xd ↓ 0. Moreover, when |x| < 1, we see that wd = 0 if and only if
xd = 0.
On the other hand, observe that wd ↑ pi/2 if and only if tanwd ↑ ∞. But
tanwd =
2xd
1− |x|2 ,
and hence, when xd > 0, the preceding expression shows that wd ↑ pi/2 if and only if |x| ↑ 1.
Moreover, when xd > 0, we see that wd = pi/2 if and only if |x| = 1.
We now record the properties of the map from the half-ball to the slab, and consequently its
regularity-preserving properties for functions defined on the half-ball or slab. The proof is clear
by inspection10 of the definition of the map and the preceding discussion.
Lemma 4.1 (Properties of the map from the half-ball to the slab). The map Φ in (4.10) is a
C∞-diffeomorphism from the open unit half-ball, B+ = {x ∈ Rd : |x| < 1, xd > 0}, onto the open
slab, S = Rd−1× (0, pi/2)}, of height pi/2. Moreover, the map Φ extends to a C∞-diffeomorphism
of open C∞ manifolds with boundary which identifies the following open portions of the boundary,
∂B+, with the corresponding open portions of the boundary, ∂S:
(1) The (d− 1)-dimensional open hemisphere, {x ∈ B¯+ : |x| = 1, xd > 0}, with the (d− 1)-
dimensional hyperplane, Rd−1 × {pi/2} ⊂ Rd, and
(2) The (d − 1)-dimensional open unit ball, {x ∈ B¯+ : |x| < 1, xd = 0}, with the (d − 1)-
dimensional hyperplane, Rd−1 × {0} ⊂ Rd.
Moreover, Φ extends to a homeomorphism from B¯+ onto S¯ ∪ {±∞} which identifies
(3) The point e1 ∈ B¯+ with a point at infinity labeled as {∞} × Rd−2 × (0, pi/2);
(4) The punctured (d− 2)-dimensional unit sphere, {x ∈ B¯+ : |x| = 1, xd = 0, x 6= e1}, with
a point at infinity labeled as {−∞} × Rd−2 × (0, pi/2).
By defining v(w) := u(x), for x ∈ B+ ∪ ∂1B+, and substituting into the expression (1.5) for
Au(x) and using
uxi = vwk
∂wk
∂xi
and uxixj = vwkwl
∂wk
∂xi
∂wl
∂xj
+ vwk
∂2wk
∂xi∂xj
,
10When d = 2, the effect of the map Φ−1 : S → B+ on finite-width rectangles within the strip can be visualized
in Figure 1.4. For our application in this article, it suffices to know that Φ is a C3-diffeomorphism, a fact which
may also be verified by direct, if tedious, calculation.
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we obtain
Au(x) = −xdaij(x)uxixj (x)− bi(x)uxi + c(x)u(x)
= −xd(w)aij(x(w))vwkwl
∂wk
∂xi
∂wl
∂xj
−
(
bk(x(w)) + xd(w)a
ij(x(w))
∂2wk
∂xi∂xj
)
vwk + c(x(w))v
= f(x(w)).
We now define
A˜v(w) := −wda˜ij(w)vwkwl − b˜k(w)vwk + c˜(w)v, w ∈ S, (4.11)
where, for 1 ≤ k ≤ d,
a˜ij(w) :=
xd(w)
wd
aij(x(w))
∂wk
∂xi
∂wl
∂xj
, (4.12)
b˜k(w) := bk(x(w)) + xd(w)a
ij(x(w))
∂2wk
∂xi∂xj
, (4.13)
c˜(w) := c(x(w)), w ∈ S. (4.14)
We record the properties of the coefficients of A˜ which we shall need in the following
Lemma 4.2 (Properties of the coefficients of the operator on the slab obtained by pull-back of
the operator on a half-ball). Let A be as in (1.5) with coefficients, aij, bi, c, defined on B+ and
let A˜ be as in (4.11), with corresponding coefficients, a˜kl, b˜k, c˜, defined on S. Then the following
hold.
(1) (Ellipticity of the matrix (a˜kl).) The matrix (akl) obeys
〈aξ, ξ〉 ≥ 0 (respectively, 〈aξ, ξ〉 > 0) on B+, ∀ ξ ∈ Rd,
if and only if the matrix (a˜kl) obeys
〈a˜ξ, ξ〉 ≥ 0 (respectively, 〈aξ, ξ〉 > 0) on S, ∀ ξ ∈ Rd.
Moreover, the matrix (akl) is symmetric if and only the matrix (a˜kl) is symmetric.
(2) (Local strict ellipticity of the matrix (a˜kl) on bounded subsets.) If the matrix (akl) is
strictly elliptic on B+, that is, obeys (1.9) with O = B+ and positive constant of ellipticity
λ0, then for every U b S¯, the matrix (a˜kl) is strictly elliptic on U , that is, obeys (1.9)
with O = U and some positive constant of ellipticity, λU .
(3) (Lower bound for b˜d on ∂0S.) One has b
d ≥ 0 on ∂0B+ (respectively, bd ≥ b0 on ∂0B+
for some positive constant, b0) if and only if b˜
d ≥ 0 on ∂0S (respectively, b˜d ≥ b0 on ∂0S).
(4) (Lower bound for c˜ on S.) One has c ≥ 0 on B+ (respectively, c ≥ c0 on B+ for some
positive constant, c0) if and only if c˜ ≥ 0 on S (respectively, c˜ ≥ c0 on S).
(5) (Ho¨lder continuity of the coefficients.) The coefficients aij, bi, c belong to Cαs (B
+) (respec-
tively, Cαs (B
+ ∪ ∂1B+)) if and only if a˜ij, b˜i, c˜ belong to Cαs (S) (respectively, Cαs,loc(S¯)).
Proof. Items (1) and (4) are clear. Item (2) follows from the fact that, for any R > 0 and cylinder
UR := B
d−1
R × (0, pi/2) ⊂ Rd−1 × (0, pi/2) (where Bd−1R := {x′ ∈ Rd−1 : |x′| < R} is the open ball
in Rd−1 with center at the origin and radius R), Lemma 4.1 implies that Φ−1 is a diffeomorphism
from U¯R ⊂ S¯ onto its image in B+∪∂1B+ which identifies ∂0UR with a subset of ∂0B+ and ∂1UR
with a subset of ∂1B
+ (see Figure 1.4). For Item (3), we use the definition (4.13) of b˜k to write
b˜d(w) = bd(x(w)) + wd
xd(w)
wd
aij(x(w))
∂2wd
∂xi∂xj
,
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and, denoting w = (w′, wd) ∈ Rd−1 × R+, we see that Lemma 4.1 implies, by taking limits as
wd ↓ 0, that
lim
wd↓0
b˜d(w′, wd) = bd(x(w′, 0)), w′ ∈ ∂0S,
by the same reasoning as for Item (2), and thus Item (3) follows immediately. Finally, Item (5)
also follows from Lemma 4.1. 
Lemma 4.3 below circumvents the fact that the coefficients a˜ and b˜ of A˜ need not obey the
quadratic growth condition (1.19) normally required for the maximum principle to hold on un-
bounded domains.
Lemma 4.3 (Weak maximum principle property for an operator on a slab). Let A be as in
(1.5), with coefficients defined on B+, and let A˜ be the corresponding operator in (4.11), with
coefficients defined on S. Then A has the weak maximum principle property on B+ in the sense
of Definition 2.5 if and only if this is true for A˜ on S.
Proof. The conclusion is immediate because of the relationship between A and a function u on
B+ and A˜ and a function v = u ◦ Φ−1 on S via the diffeomorphism Φ in (4.9) and its properties
in Lemma 4.1. 
4.2. Existence of solutions to the partial Dirichlet boundary value problem on a half-
ball. We first use Lemmas 4.1, (4.2), and (4.3) to provide us with a partial Dirichlet problem on
the slab which is equivalent to one on the half-ball and then proceed to prove Theorem 1.1.
Lemma 4.4 (Equivalence between the partial Dirichlet problems on the half-ball and the slab).
Assume the hypotheses of Theorem 1.1 with11 r = 1 and x0 = O ∈ Rd. Then the following hold.
(1) (Partial Dirichlet problem with C2+αs boundary data) A function u ∈ C2+αs (B+∪∂1B+)∩
Cb(B
+) is a solution to the Dirichlet problem on the unit half-ball, B+,
Au = f on B+, (4.15)
u = g on ∂1B
+, (4.16)
for
f ∈ Cαs (B+ ∪ ∂1B+) ∩ Cb(B+) and g ∈ C2+αs (B+ ∪ ∂1B+) ∩ Cb(B+),
if and only if v = u ◦ Φ−1 is a solution to the partial Dirichlet problem on the slab,
S = Rd−1 × (0, pi/2),
A˜v = f˜ on S, (4.17)
v = g˜ on ∂1S, (4.18)
with A˜ in (4.11), and v belonging to C2+αs,loc(S¯) ∩ Cb(S), and
f˜ = f ◦ Φ−1 ∈ Cαs,loc(S¯) ∩ Cb(S) and g˜ = g ◦ Φ−1 ∈ C2+αs,loc(S¯) ∩ Cb(S).
(2) (Partial Dirichlet problem with continuous boundary data) A function u ∈ C2+αs (B+) ∩
Cb(B
+ ∪ ∂1B+) is a solution to the partial Dirichlet problem (4.15), (4.16) on the unit
half-ball, B+, for
f ∈ Cαs (B+) ∩ Cb(B+) and g ∈ Cb(∂1B+),
11The restrictions r = 1 and x0 = O ∈ Rd are included merely to simplify notation; naturally, the result holds
for any r > 0 and x0 ∈ ∂H.
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if and only if v = u ◦ Φ−1 is a solution to the partial Dirichlet problem (4.17), (4.18) on
the slab, S, and12 v belongs to C2+αs (S) ∩ Cb(S ∪ ∂1S), and
f˜ = f ◦ Φ−1 ∈ Cαs (S) ∩ Cb(S) and g˜ = g ◦ Φ−1 ∈ Cb(∂1S).
Proof. The identifications of the function spaces for u, f , g (and coefficients of A) with their
counterparts for v, f˜ , g˜ (and coefficients of A˜) are immediate from Lemma 4.1. The conclusions
now follow from the fact that Φ : B+∪∂1B+ → S¯ is a C∞-diffeomorphism of (open) C∞-manifolds
with boundary. 
We can now give the
Proof of Theorem 1.1. To simplify notation, we shall assume that r = 1 and x0 = O ∈ Rd in
Theorem 1.1, so Br(x0) = B
+ is the unit half-ball; clearly this simplification makes no difference
to the logic of the proof.
By Remark 2.14 we may assume without loss of generality that both b ≥ b0 on B+ and c ≥ c0
on B+, for some positive constants b0 and c0, since supB+ a
dd > 0 (we have add ∈ Cαs (B¯+)) and
either inf∂0B+ b
d > 0 or infB+ c > 0 by hypothesis and thus, if c does not already have a uniform
positive lower bound on B+, this may be achieved by a simple change of dependent variable
whenever infB+ b
d > 0 or infB+ c > 0 since height(B
+) is obviously finite.
Lemma 4.4 assures us that it is enough to consider uniqueness and existence of solutions
to the partial Dirichlet problem (4.17), (4.18) on a slab, S. We first consider the case f˜ ∈
Cαs,loc(S¯)∩Cb(S) and g˜ ∈ C2+αs,loc(S¯)∩Cb(S) and verify existence of a solution v ∈ C2+αs,loc(S¯)∩Cb(S)
to (4.17), (4.18). By Definition 3.3, any such function, v, belongs to C2(S) ∩ C1(S) ∩ Cb(S) and
Lemma 3.4 implies that v obeys (2.2), (2.3) with O = S, that is, wdD
2v ∈ C(S) and wdD2v = 0
on ∂0S.
By Lemma 4.3, the operator A˜ has the weak maximum principle property on S in the sense of
Definition 2.5. The weak maximum principle (Theorem 2.11) implies that there is at most one
function v ∈ C2(S)∩C1(S)∩Cb(S) obeying (2.2), (2.3) with O = S, that is, wdD2v ∈ C(S) and
wdD
2v = 0 on ∂0S, and solving the partial Dirichlet problem (4.17), (4.18) on the slab, S. Thus
it remains to consider existence of solutions to (4.17), (4.18).
Proposition 2.7 (6), together with Theorem 2.11 and Lemma 4.3, provides an a priori estimate
for v on the slab, S,
‖v‖C(S¯) ≤
1
c0
‖f˜‖C(S¯) ∨ ‖g˜‖C(∂1S). (4.19)
Set Un := B
d−1
n (O)× (0, pi/2) ⊂ S, for integers n ≥ 1, where Bd−1r (O) ⊂ Rd−1 is the ball of radius
r > 0 and center at the origin. Given coefficients akl, bk, c of A belonging to Cαs (B
+∪∂1B+) as in
the hypotheses of Theorem 1.1 and corresponding coefficients a˜kl, b˜k, c˜ of A˜ belonging to Cαs,loc(S¯),
as provided by Lemma 4.2, we choose sequences a˜kln , b˜
k
n, c˜n, for n ≥ 1, belonging to Cαs (S¯) and
which obey the hypotheses of Theorem 3.7 and which coincide with a˜kl, b˜k, c˜ upon restriction to
the bounded subsets Un ⊂ S for n ≥ 1. For example, writing w = (w′, wd) ∈ Rd−1 × R, we may
define
a˜kln (w) :=
{
a˜kl(w), w ∈ Un,
a˜kl(nw′/|w′|, wd), w ∈ S \ Un,
and similarly for b˜kn and c˜n.
12In particular, u belongs to Cb(B
+ ∪ ∂1B+) but not necessarily C(B¯+).
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While the functions f˜ and g˜ are bounded on S, their respective global Ho¨lder norms need
not be finite. Therefore, we define a sequence {f˜n}n≥1 ⊂ Cαs (S¯) which coincides with f˜ upon
restriction to the bounded subsets Un ⊂ S for n ≥ 1 in the same way that we defined a˜kln . To
define a sequence {g˜n}n≥1 ⊂ C2+αs (S¯), we first choose a cutoff function ζ ∈ C∞(R) such that
ζ(t) = 1 for t ≤ 1 and ζ(t) = 0 for t ≥ 2 and 0 ≤ ζ ≤ 1 on R and set
g˜n(w) := ζ(|w′|/n)g˜(w) + (1− ζ(|w′|/n))g˜(nw′/|w′|, wd), w ∈ S.
The sequence {g˜n}n≥1 ⊂ C2+αs (S¯) coincides with g˜ upon restriction to the bounded subsets
Un ⊂ S for n ≥ 1.
We can now apply Theorem 3.7 to find vn ∈ C2+αs (S¯) satisfying (4.17), (4.18), with A˜, f˜ , and
g˜ replaced by A˜n, f˜n, and g˜n, that is
A˜nvn = f˜n on S, (4.20)
vn = g˜n on ∂1S, (4.21)
for all integers n ≥ 1, where
A˜nvn := −wd tr(a˜nD2vn)− 〈b˜n, vn〉+ c˜vn on S.
Lemma 2.12 implies that A˜n has the weak maximum principle property on S in the sense of
Definition 2.5 and so Proposition 2.7 (6) implies that the solutions vn obey the weak maximum
principle estimate (4.19), that is,
‖vn‖C(S¯) ≤
1
c0
‖f˜n‖C(S¯) ∨ ‖g˜n‖C(∂1S), ∀n ≥ 1, (4.22)
where we note that the right-hand side of the preceding inequality is in turn uniformly bounded,
independently of n, since
‖f˜n‖C(S¯) ≤ ‖f˜‖C(S¯) and ‖g˜n‖C(∂1S) ≤ ‖g˜‖C(∂1S), ∀n ≥ 1,
by construction of these sequences. By appealing to[20, Corollary 6.7] for a ball B2ρ(x0) b H
with x0 ∈ ∂1S and ρ > 0, we obtain an a priori Schauder estimate of the form,
‖vn‖C2,α(Bρ(x0)∩S) ≤ C
(
‖fn‖Cα(Bρ(x0)∩S) + ‖gn‖C2,α(Bρ(x0)∩S) + ‖vn‖C(Bρ(x0)∩S)
)
,
for all n ≥ 1 and constant C independent of n, and appealing to Theorem 3.5 for precompact
open subsets U b S and U ′ b U , we obtain an a priori Schauder estimate of the form,
‖vn‖C2+αs (U¯ ′) ≤ C
(
‖fn‖Cαs (U¯) + ‖vn‖C(U¯)
)
,
again for all n ≥ 1 and constant C independent of n. Hence, for precompact open subsets V b S¯
and V ′ b V¯ , we may combine the preceding estimates via a standard covering argument to give
‖vn‖C2+αs (V¯ ′) ≤ C
(
‖fn‖Cαs (V¯ ) + ‖gn‖C2+αs (V¯ ′) + ‖vn‖C(V¯ )
)
, (4.23)
for all n ≥ 1 and constant C independent of n. We have Cαs (U¯k) ⊂ Cα/2(U¯k) by (3.10) and so,
using
‖vn‖Cα/2U¯k) ≤ ‖vn‖Cαs (U¯k) and ‖vn‖Cαs (U¯k) ≤ ‖vn‖C2+αs (U¯k),
and the a priori estimate (4.23) (with Uk ⊂ Uk+1 replacing V ′ ⊂ V ), the Arzela`-Ascoli Theorem
implies that, after passing to a subsequence, vnk converges in C(U¯k) to a limit in C(U¯k). Therefore,
the diagonal subsequence, relabeled as {vn}n≥1, converges to a limit v ∈ Cloc(S¯) on precompact
subsets Uk b S¯ as n→∞, for each fixed k ≥ 1, and because of the bound (4.22), we must have
v ∈ Cloc(S¯) ∩ Cb(S) = C(S¯).
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In particular, the subsequence, {vn}n≥1, is Cauchy in C(V¯ ) for precompact open subsets V b S¯
and the a priori estimate (4.23) then implies that the subsequence, {vn}n≥1, is Cauchy in C2+αs (V¯ ′)
for precompact open subsets V ′ b S¯. Thus, {vn}n≥1 converges in C2+αs,loc(S¯) as n → ∞ to a
limit v ∈ C2+αs,loc(S¯), necessarily coinciding with the limit v ∈ C(S¯) already discovered, and so
v ∈ C2+αs,loc(S¯)∩Cb(S). (Compare, the proof of [20, Lemma 6.10].) In addition, by taking limits in
(4.20), (4.21), we also see that v solves the partial Dirichlet problem (4.17), (4.18) on the slab, S.
It remains to consider the case f˜ ∈ Cαs (S) ∩ Cb(S) and g˜ ∈ Cb(∂1S) and verify existence of
v ∈ C2+αs (S)∩Cb(S ∪ ∂1S). We accomplish this by adapting the proof of [20, Theorem 8.30]. By
Definitions 3.1 and 3.3, we have C1loc(S¯) ⊂ Cαs,loc(S¯) and C3loc(S¯) ⊂ C2+αs,loc(S¯). Choose a sequence
{f˜m}m∈N ⊂ C1loc(S¯) ∩ Cb(S) which converges in Cαs (S) ∩ Cb(S) to f˜ ∈ Cαs (S) ∩ Cb(S) and a
sequence {g˜m}m∈N ⊂ C3loc(S¯) ∩Cb(S) which converges in Cb(∂1S) to g˜ ∈ Cb(∂1S). (For example,
one may apply [2, Corollary 1.29] and a partition of unity.)
Let {vm}m∈N ⊂ C2+αs,loc(S¯) ∩ Cb(S) be the corresponding sequence of solutions to the partial
Dirichlet problem (4.17), (4.18) on the slab, S, with f˜m and g˜m, that is
A˜vm = f˜m on S, vm = g˜m on ∂1S,
provided by our preceding analysis.
The weak maximum principle estimate (4.19) implies that {vm}m∈N is a Cauchy sequence in the
Banach space Cb(S¯) := Cloc(S¯) ∩Cb(S) [2, §5.2] and thus converges to v in Cb(S¯). Moreover, by
appealing to our a priori interior local Schauder estimate, Theorem 3.5, the sequence {vm}m∈N
necessarily converges in C2+αs (S) to the limit v, in the sense that the sequence converges in
C2+αs (V¯ ) for each precompact open subset V b S. Therefore, v belongs to C2+αs (S)∩Cb(S∪∂1S)
and solves the (4.17), (4.18) on the slab, S, when we only assume f ∈ Cαs (S) ∩ Cb(S) and
g ∈ Cb(∂1S). This completes the proof of Theorem 1.1. 
5. Perron methods for existence of solutions to degenerate-elliptic boundary
value and obstacle problems
We apply the results of the preceding sections to prove existence of solutions to the boundary
value and obstacle problems described in §1 using a modification of the classical Perron method
[20, §2.8 & §6.3] for smooth solutions, as distinct from Ishii’s version of the Perron method for
existence of viscosity solutions [6, §4], [23]. In §5.1, we develop a Perron method to prove existence
of a solution to the boundary value problem (1.1), (1.2), yielding Theorem 5.7 and hence Theorem
1.4. In §5.2, we develop a Perron method to prove existence of a solution to the obstacle problem
(1.3), (1.2), yielding Theorems 5.19 and 5.29 and hence Theorems 1.7 and 1.8.
5.1. A Perron method for existence of solutions to a degenerate-elliptic boundary
value problem. By analogy with the definitions of continuous subharmonic and superharmonic
functions [20, §2.8] or continuous subsolutions and supersolutions to linear, second-order elliptic
partial differential equations [20, pp. 102–103], we make the
Definition 5.1 (Continuous subsolution and supersolution to an elliptic equation and boundary
problem). Let O j H be a domain and A be as in (1.5). Given f ∈ C(O), we call u : O → R
a continuous subsolution to the elliptic equation (1.1) if u is continuous on O, locally bounded
on O, and for every open ball B b O or half-ball B+ b O with center in ∂0O and for every
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u¯ ∈ C2(U) ∩ C1(U), with U = B or B+, obeying (2.2), (2.3), and infU u¯ > −∞, and{
Au¯ ≥ f on U,
u¯ ≥ u on ∂1U,
we then have
u ≤ u¯ on U.
Given g ∈ C(∂1O), we call u ∈ C(O ∪ ∂1O) a continuous subsolution to the boundary value
problem (1.1), (1.2) if u is a continuous subsolution to (1.1) and u ≤ g on ∂1O.
We call v ∈ C(O) a continuous supersolution to the elliptic equation (1.1) if −v is a subsolution
to (1.1); we call v ∈ C(O ∪∂1O) a continuous supersolution to the boundary value problem (1.1),
(1.2) if −v is a continuous subsolution to (1.1), (1.2). 
Remark 5.2 (Continuity of subsolutions and supersolutions). It is important to note that in
Definition 5.1 subsolutions and supersolutions to (1.1) are defined to only be continuous on O
and not O, since continuity is not necessarily preserved along ∂0O by the “harmonic lifting”
process. Fortunately, this has no impact on the application of Perron’s method. 
It will be convenient to isolate local solvability of the partial Dirichlet problem from specific
conditions on A which ensure solvability.
Hypothesis 5.3 (Local existence and uniqueness of solutions to the partial Dirichlet problem).
Suppose that U ⊂ H is a ball B b H with center in H or half-ball B+ b H with center in ∂H,
the coefficients of A in (1.5) belong to Cαs (U), and f ∈ Cαs (U) ∩ Cb(U) for some α ∈ (0, 1), and
g ∈ Cb(∂1U), and A has the weak maximum principle property on U in the sense of Definition 2.5.
Then there is a unique solution u ∈ C2+αs (U) ∩ Cb(U ∪ ∂1U) to the partial Dirichlet problem13,{
Au = f on U,
u = g on ∂1U.
Definition 5.4 (Local solvability of the partial Dirichlet problem). Let O j H be a domain,
α ∈ (0, 1), and let A be as in (1.5) with coefficients belonging to Cαs (O). We say that the partial
Dirichlet problem for A is locally solvable in O if Hypothesis 5.3 holds for each ball B b O with
center in O or half-ball B+ b O with center in ∂0O.
We have the following analogue of [20, Properties (i)–(iv), p. 103] for continuous subsolutions
and supersolutions in the sense of Definition 5.1. Properties (1) and (2) are included in Theorem
5.5 for completeness but are not used subsequently.
Theorem 5.5 (Properties of continuous subsolutions and supersolutions). If O j H is a do-
main14, A is as in (1.5), and f ∈ C(O), then the following hold.
(1) (A continuous subsolution with sufficient regularity is a smooth subsolution) Suppose f
and the coefficients of A belong to Cαs (O) and A obeys Hypothesis 5.3 for balls B b O.
If u ∈ C2(O) ∩ C1(O) obeys (2.2), (2.3) and is a continuous subsolution to (1.1), then
Au ≤ f on O, that is, u is a smooth subsolution to (1.1).
(2) (A smooth subsolution is a continuous subsolution) Assume A has the weak maximum
principle property on O in the sense of Definition 2.5. If u ∈ C2(O) ∩ C1(O) obeys
(2.2), (2.3) and is a subsolution to (1.1), that is, Au ≤ f on O, then u is a continuous
subsolution to (1.1).
13Existence and uniqueness of u¯ is given by Theorem 1.1 when U = B+ and [20, Lemma 6.10] when U = B.
14Recall that by a “domain” in H, we always mean a connected, open subset.
BOUNDARY VALUE AND OBSTACLE PROBLEMS FOR DEGENERATE-ELLIPTIC OPERATORS 33
(3) (Continuous subsolutions obey the strong maximum principle) Assume that A has the
strong maximum principle property on O in the sense of Definition 2.16. If u ∈ C(O) is
a continuous subsolution to (1.1) with f = 0, then u obeys the strong maximum principle,
in the sense of the conclusion to Definition 2.16;
(4) (Continuous subsolutions obey the weak maximum principle) Assume that A has the strong
maximum principle property on O in the sense of Definition 2.16. If O is unbounded,
assume in addition that the coefficients of A obey (1.15), (1.19), and (1.20) and that O
obeys (1.21). If u ∈ C(O) is a continuous subsolution to (1.1) with f = 0 and supO u <∞,
then u obeys the weak maximum principle: If u ≤ 0 on ∂1O, then15
u ≤ 0 on O.
(5) (Strong comparison principle for continuous subsolutions and supersolutions) Assume the
conditions on A and O for Property (4). If u ∈ C(O) is a continuous subsolution to (1.1)
with supO u <∞ and v ∈ C(O) is a continuous supersolution to (1.1) with infO v > −∞
such that u ≤ v on ∂1O, then15 either u < v throughout O or u ≡ v on O;
(6) (Construction of larger continuous subsolutions) Suppose U ⊂ O is an open ball B b O
or half-ball B+ b O with center in ∂0O and f and the coefficients of A belong to Cαs (U)
and A obeys Hypothesis 5.3 on U . Let u ∈ C(O) be a continuous subsolution to (1.1).
Define u¯ ∈ C2+αs (U) ∩ Cb(U ∪ ∂1U) to be the unique solution to
Au¯ = f on U, u¯ = u on ∂1U.
Then the function vˆ ∈ C(O) defined by
uˆ(x) :=
{
u¯(x), x ∈ U,
u(x), x ∈ O \ U, (5.1)
is a continuous subsolution to (1.1).
(7) (Pointwise maximum of a finite set of continuous subsolutions is a continuous subsolution)
If u1, . . . , uN ∈ C(O) are continuous subsolutions to (1.1), then the function u ∈ C(O)
defined by u(x) := max1≤i≤N ui(x), x ∈ O, is a continuous subsolution to (1.1).
With the exception of Property (5), the analogous properties for continuous supersolutions, v, are
obtained by substituting u = −v.
Proof. For (1), suppose that u is a continuous subsolution. If there is a point z0 ∈ O such that
Au(z0) > f(z0), choose r > 0 small enough that Au ≥ f on the ball B = Br(z0) b O. By [20,
Theorem 6.13], we may define u¯ ∈ C2,α(B) ∩ C(B¯) by the solution to Au¯ = f on B, u¯ = u on
∂B, and so u ≤ u¯ on B by Definition 5.1. But Au ≥ f = Au¯ on B and thus u ≥ u¯ on B by
the weak maximum principle [20, Theorem 3.3]. Hence, u = u¯ on B and Au = Au¯ = f on B,
contradicting the definition of z0, and therefore we must have Au ≤ f on O.
For (2), suppose U ⊂ O is an open ball B b O or half-ball B+ b O with center in ∂0O and
that u¯ ∈ C2(U) ∩ C1(U) obeys (2.2), (2.3), and infU u¯ > −∞, and
Au¯ ≥ f on U, u¯ ≥ u on ∂1U.
But then A(u¯ − u) ≥ 0 on U and because A has the weak maximum principle property on O,
then u¯ ≥ u on U . Thus, u is a continuous subsolution in the sense of Definition 5.1.
For (3), suppose the contrary and that M := supO u = u(x0) at some x0 ∈ O, but u 6≡ M
throughout O. The constant M may have arbitrary sign in the case c = 0 on O while for the
15Our hypotheses allow for the possibility that O = H, in which case ∂1O = ∅ and the boundary condition is
omitted.
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case c ≥ 0 on O, we assume M ≥ 0. We first consider the case c = 0 on O. We may then choose
U ⊂ O, where U is an open ball Br(x0) b O or half-ball B+r (x0) b O with x0 ∈ ∂0O, such that
u 6≡ M on ∂1U ; to see that U exists, observe that we may suppose x0 ∈ O ∩ ∂{u < M}. Let
u¯ ∈ C2+αs (U) ∩ Cb(U ∪ ∂1U) be the “harmonic lift” of u on U described in Definition 5.1, so
Au¯ = 0 on U and u¯ = u on ∂1U , and thus u ≤ u¯ on U . Because A has the strong maximum
principle property on O by hypothesis, Lemma 2.17 implies that it also has the weak maximum
principle property — in the sense of Definition 2.5 — on bounded subdomains of O. Hence, the
weak maximum principle applied to Au¯ = 0 on U ensures that u¯ ≤ sup∂1U u¯ on U and so (by
Proposition 2.7 (1))
M ≥ sup
∂1U
u = sup
∂1U
u¯ ≥ u¯(x0) ≥ u(x0) = M.
Thus equality holds throughout and u¯(x0) = M . Because A has the strong maximum principle
property on O in the sense of Definition 2.16 by hypothesis, the strong maximum principle applied
to Au¯ = 0 on U ensures that u¯ ≡ M on U and hence u = u¯ = M on ∂1U , which contradicts the
choice of U .
For the case c ≥ 0 on O and M ≥ 0, we again observe that the weak maximum principle
applied to Au¯ = 0 on U ensures that u¯ ≤ sup∂1U u¯+ on U and thus,
M ≥ 0 ∨ sup
∂1U
u = sup
∂1U
u+ = sup
∂1U
u¯+ ≥ u¯(x0) ≥ u(x0) = M,
and so the argument proceeds just as before.
For (4), we first consider the case where O is bounded, so ∂1O is non-empty and u ≤ 0 on ∂1O
by hypothesis. Let
M := sup
O
u = sup
O
u∗,
noting that M <∞ by our hypothesis on u. Here, u∗ : O¯ → R denotes the upper semicontinuous
envelope of u and necessarily obeys u∗ ≥ u on O ∪ ∂1O and u∗ = u on O ∪ ∂1O. We consider
O¯M := {x ∈ O¯ : u∗(x) = M} and OM := O ∩ O¯M = {x ∈ O : u∗(x) = M}.
Since O¯ is compact and u∗ is upper semicontinuous on O¯, then O¯M is non-empty. If OM is empty,
then we must have O¯M = {x ∈ ∂1O : u∗(x) = M} and thus
M = sup
O
u = sup
∂1O
u ≤ 0,
where the final inequality follows from our hypothesis on u on ∂1O. On the other hand, if OM is
non-empty, then OM = O by the strong maximum principle for continuous subsolutions (Property
(3)). But then u ≡M is constant on O and thus on O ∪ ∂1O (since u belongs to C(O ∪ ∂1O) by
hypothesis). Since ∂1O is non-empty, then M = supO u = sup∂1O u ≤ 0.
When O is unbounded, we adapt the proof of Lemma 2.10. Define
v0(x) := 1 + |x|2, ∀x ∈ H, (5.2)
and observe that
Av0(x) = −2 tr(xda(x))− 2〈b(x), x〉+ c(x)
(
1 + |x|2)
≥ −2K (1 + |x|2)+ c0 (1 + |x|2) (by (1.15) and (1.19))
≥ 0, ∀x ∈ H (by (1.20)),
and thus
Av0 ≥ 0 on H. (5.3)
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Suppose δ > 0. We claim that
w := u− δv0 (5.4)
is a continuous subsolution to the elliptic equation (1.1), when f = 0, in the sense of Definition
5.1. If u were a smooth subsolution, in the sense of having the regularity properties in Definition
2.5 and obeying Au ≤ 0 on O, then
Aw = A (u− δv0) = Au− δAv0 ≤ 0 on O,
and thus w would be a smooth subsolution for (1.1) with f = 0. When u is only a continuous
subsolution, suppose U = B b O or U = B+, a half-ball with center in ∂0O, and that w¯ ∈
C2(U) ∩ C1(U) obeys (2.2), (2.3), and infU w¯ > −∞, and
Aw¯ ≥ 0 on U, w¯ ≥ w on ∂1U.
We claim that w¯ ≥ w on U . To see this, observe that
A (w¯ + δv0) ≥ 0 on U (by (5.3) and the definition of w¯).
Moreover, by (5.4),
w¯ + δv0 ≥ u on ∂1U,
and because u is a continuous subsolution in the sense of Definition 5.1 with f = 0, we must have
w¯ + δv0 ≥ u on U,
that is,
w¯ ≥ u− δv0 = w on U.
Therefore, w is a continuous subsolution to the elliptic equation (1.1) with f = 0 in the sense of
Definition 5.1.
Because supO u <∞ by hypothesis, we must have
w ≤ 0 on O ∩ ∂1B+R ,
by (5.4) for all large enough R > 0 while our hypothesis u ≤ 0 on ∂1O implies that
w = u− δv0 ≤ 0 on B+R ∩ ∂1O,
and thus, since ∂1(O ∩B+R) = (O¯ ∩ ∂1B+R) ∪ (B¯+R ∩ ∂1O),
w ≤ 0 on ∂1(O ∩B+R).
Consequently, noting that O ∩ B+R is connected for large enough R by hypothesis, Property (4)
for the case of bounded subdomains of H (namely, O ∩ B+R in this case) implies that w ≤ 0 on
O ∩ B+R , for any sufficiently large R > 0. Thus, w = u − δv0 ≤ 0 on O for all δ > 0 and taking
the limit as δ ↓ 0, we obtain
u ≤ 0 on O,
as desired. This completes the proof of Property (4) for the case of unbounded domains.
For (5), observe that u − v is a subsolution to (1.1), (1.2) with f = 0 and g = 0. The
weak maximum principle for continuous subsolutions (Property (4)) implies that u − v ≤ 0 on
O. The strong maximum principle for continuous subsolutions (Property (3)) implies that if
supO(u − v) = (u − v)(x0) = 0 for some x0 ∈ O, then u − v ≡ 0 throughout O. Therefore, if
u− v 6≡ 0 throughout O, we must have u− v < 0 on O.
For (6), observe that uˆ ∈ C(O) by construction. Let U ′ ⊂ O denote an arbitrary ball B′ b O
or half-ball B′+ b O with center in ∂0O and suppose w ∈ C2(U ′) ∩ C1(U ′) obeys (2.2), (2.3),
and infU ′ w > −∞, and
Aw ≥ f on U ′, w ≥ uˆ on ∂1U ′.
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According to Definition 5.1, it remains for us to show that uˆ ≤ w on U ′. Since u is a continuous
subsolution to (1.1) on O, then u ≤ u¯ on U , thus u ≤ uˆ on O and, in particular, u ≤ uˆ
on U ′. Because u is a continuous subsolution to (1.1) on O and u ≤ uˆ ≤ w on ∂1U ′, we
must have u ≤ w on U ′ and hence uˆ ≤ w in U ′ \ U since uˆ = u in U ′ \ U . Furthermore,
∂1(U ∩ U ′) = (U ∩ ∂1U ′) ∪ (U ′ ∩ ∂1U) and U ′ ∩ ∂1U ⊂ U ′ \ U , so
uˆ ≤ w on ∂1(U ∩ U ′).
Moreover, as Auˆ = Au¯ = f on U , then
A(uˆ− w) ≤ 0 on U ∩ U ′,
so the weak maximum principle implies that uˆ ≤ w in U ∩ U ′. Consequently uˆ ≤ w on U ′ and
therefore uˆ is a continuous subsolution to (1.1) on O.
For (7), let U denote an arbitrary ball B b O or half-ball B+ b O with center in ∂0O and
suppose that u¯ ∈ C2(U) ∩ C1(U) obeys (2.2), (2.3), and infU u¯ > −∞, and
Au¯ ≥ f on U, u¯ ≥ u on ∂1U.
Therefore, ui ≤ u¯ on ∂1U for i = 1, . . . , N and Definition 5.1 implies that ui ≤ u¯ on U for
i = 1, . . . , N , so we must have u ≤ u¯ on U . 
We can provide a priori estimates for continuous supersolutions and subsolutions via the
Proposition 5.6 (Maximum principle estimates for continuous subsolutions and supersolutions).
[13, Propositions 2.19 and 3.18 and Remark 3.19] Let O ⊂ H be a domain, α ∈ (0, 1), and let A
in (1.5) have the strong maximum principle property on O in the sense of Definition 2.16, obey
Hypothesis 5.3 for all balls B b O and half-balls B+ b O with centers in ∂0O (Definition 5.4),
and have c obeying (1.11). Let f ∈ C(O) and g ∈ C(∂1O). Suppose u is a continuous subsolution
and v a continuous supersolution to the boundary value problem (1.1), (1.2) for f and g in the
sense of Definition 5.1.
(1) If f ≤ 0 on O and u is a continuous subsolution for f and g and supO u <∞, then
u ≤ 0 ∨ sup
∂1O
g on O.
(2) If f has arbitrary sign and u is a continuous subsolution for f and g and supO u < ∞
but, in addition, there is a constant c0 > 0 such that c obeys (1.15), then
u ≤ 0 ∨ 1
c0
sup
O
f ∨ sup
∂1O
g on O.
(3) If f ≥ 0 on O and v is a continuous supersolution for f and g and infO v > −∞, then
v ≥ 0 ∧ inf
∂1O
g on O.
(4) If f has arbitrary sign, v is a continuous supersolution for f and g and infO v > −∞,
and c obeys (1.15), then
v ≥ 0 ∧ 1
c0
inf
O
f ∧ inf
∂1O
g on O.
The terms sup∂1O g and inf∂1O g in the preceding items are omitted when ∂1O is empty.
Let S −f,g (respectively, S
+
f,g) denote the set of all subsolutions (respectively, supersolutions) to
the boundary value problem (1.1), (1.2) defined by f and g in the sense of Definition 5.1.
We have the following analogue of [20, Theorems 6.11 & 6.13].
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Theorem 5.7 (A Perron method for existence of solutions to a degenerate-elliptic boundary
value problem). Let O j H be a possibly unbounded domain, α ∈ (0, 1), and A be as in (1.5)
with coefficients belonging to Cαs (O), having the strong maximum principle property on O in the
sense of Definition 2.16, local solvability of the partial Dirichlet problem in O in the sense of
Definition 5.4, and coefficient a(x) obeying (1.9) together with bd obeying (1.12) or c obeying
(1.13). Moreover, the coefficients of A should obey either
(1) Condition (1.15), or
(2) Conditions (1.16) and (1.17),
and, in addition when O is unbounded, (1.19), (1.20), and O should obey (1.21). If f ∈ Cαs (O)∩
Cb(O) and g ∈ Cb(∂1O), then the function
u(x) = sup
w∈S−f,g
w(x), x ∈ O, (5.5)
belongs to C2+αs (O)∩Cb(O) and is a solution to the elliptic equation (1.1). Furthermore, if each
point of ∂1O is regular with respect to A, f , and g in the sense of Definition 1.3, then in addition
u belongs to C(O ∪ ∂1O) and u obeys the boundary condition (1.2).
Remark 5.8 (Perron solution as the pointwise infimum of supersolutions). A argument which is
symmetric to the proof of Theorem 5.7 shows that
v(x) = inf
w∈S+f,g
w(x), x ∈ O, (5.6)
is also a solution to the elliptic equation (1.1) and thus coincides with u in (5.6) by the weak
maximum principle (Theorems 2.8 or 2.11) when u = v on ∂1O. 
Proof. The proof that u in (5.5) is a solution to (1.1) is similar to that of [20, Theorem 6.11] in
the case of a strictly elliptic operator, or [20, Theorem 2.12] in the case of the Laplace operator,
with the
(1) Compactness of solutions provided by the a priori interior Schauder estimate in our The-
orem 3.5, augmenting [20, Corollary 6.3] (or [20, Theorem 2.10] in the case of the Laplace
operator);
(2) Strong and weak maximum principles for subsolutions provided by Definition 2.16, Lemma
2.17 and Corollary 2.18 (replacing the roles of [20, Corollary 3.2 & Theorem 3.5], or [20,
Theorems 2.2 & 2.3] in the case of the Laplace operator);
(3) Local solvability, provided by Hypothesis 5.3, on balls B b O (replacing the roles of [20,
Lemma 6.10], or [20, Theorem 2.6] in the case of the Laplace operator) and half-balls
B+ b O with centers in ∂0O.
Theorem 5.5 (for continuous subsolutions and supersolutions) provides analogues of the remaining
ingredients employed in the proof of [20, Theorem 2.12].
We first check, by analogy with the construction in [20, Equation (6.44)], that there exists
at least one subsolution, v−, so the set S −f,g is non-empty, and one subsolution, v
+, which thus
provides an upper bound for all subsolutions in S −f,g by Theorem 5.5 (5).
If O j H is a possibly unbounded domain and the coefficient c of u in (1.5) obeys (1.15), so
c ≥ c0 > 0 on O, and u ∈ C(O) is a continuous subsolution to the boundary value problem (1.1),
(1.2) in the sense of Definition 5.1, then Proposition 5.6 (2) implies that
u ≤M+1 on O, for M+1 := 0 ∨
1
c0
sup
O
f ∨ sup
∂1O
g,
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and so each u ∈ S −f,g is bounded above by the constant M+1 . If O ⊂ H has finite height(O) ≤ ν
and the coefficients bd and c in (1.5) obey (1.17) and (1.11), so c ≥ 0 but bd ≥ b0 > 0 on O,
and u ∈ C(O) is a continuous subsolution to (1.1), (1.2), then Lemma 2.12, Remark 2.14, and
Proposition 5.6 (2) imply that (compare Corollary 2.13)
u ≤M+0 on O, for M+0 := eb0ν/2Λ
(
0 ∨ 4Λ
b20
sup
O
f ∨ sup
∂1O
g
)
,
and so each u ∈ S −f,g is bounded above by the constant M+0 . We let M+ denote M+1 or M+0 ,
depending on whether c ≥ c0 > 0 or c ≥ 0 on O.
If O j H is a possibly unbounded domain and the coefficient c of u in (1.5) obeys (1.15), so
c ≥ c0 > 0 on O, then Proposition 5.6 (4) implies that the constant function
M−1 := 0 ∧
1
c0
inf
O
f ∧ inf
∂1O
g,
is a continuous subsolution to the boundary value problem (1.1), (1.2) in the sense of Definition
5.1. If O ⊂ H has finite height(O) ≤ ν and the coefficients bd and c in (1.5) obey (1.17) and
(1.11), so c ≥ 0 but bd ≥ b0 > 0 on O, then Lemma 2.12, Remark 2.14, and Proposition 5.6 (4)
imply that (compare Corollary 2.13) the constant function
M−0 := e
b0ν/2Λ
(
0 ∧ 4Λ
b20
inf
O
f ∧ inf
∂1O
g
)
,
is a continuous subsolution to the boundary value problem (1.1), (1.2) in the sense of Definition
5.1. We let M− denote M−1 or M
−
0 , depending on whether c ≥ c0 > 0 or c ≥ 0 on O.
To show that u in (5.5) is a solution to (1.1), we adapt the proof of [20, Theorem 2.12]. Fix
x0 ∈ O. By definition of u, there is a sequence {un}n∈N ⊂ S −f,g such that un(x0) → u(x0) as
n→∞. By replacing un with un ∨M−, which we may do by Theorem 5.5 (7), and noting that
un ≤ M+ on O for all n ∈ N by Theorem 5.5 (5), we may assume that the sequence {un}n∈N
is bounded on O. Now choose r > 0 small enough such that if U = Br(x0) when x0 ∈ O or
U = B+r (x0) when x0 ∈ ∂0O, then U b O and define uˆn ∈ S −f,g to be the “harmonic lift” of un
on U according to Theorem 5.5 (6). Then uˆn(x0)→ u(x0) as n→∞ since
un(x0) ≤ uˆn(x0) ≤ u(x0), ∀n ∈ N,
where the first inequality follows from Theorem 5.5 (6) and the second by definition of u in (5.5).
We have
M− ≤ uˆn ≤M+ on U, n ∈ N, (5.7)
and, for any open subset U ′ b U , we have the a priori interior Schauder estimate,
‖uˆn‖C2+αs (U¯ ′) ≤ C
(
‖f‖Cαs (U¯) + ‖uˆn‖C(U¯)
)
, (5.8)
for a positive constant C depending at most on b0, d, d0, r, α, λ0,Λ (by [20, Corollary 6.3] when
U = Br(x0) or Theorem 3.5 when U = B
+
r (x0), where dist(∂1U
′, ∂1U) ≥ d0 > 0, together with
Remark 2.14 in the case bd = 0 but c > 0 on ∂0O). In particular, (5.7) and (5.8) yield a uniform
bound on ‖uˆn‖Cαs (U¯ ′) which is independent of n ∈ N and thus a uniform bound on ‖uˆn‖Cα/2(U¯ ′)
which is independent of n ∈ N by (3.10). The Arzela`-Ascoli Theorem implies, after passing to
a subsequence, that uˆn → v in C(U¯ ′) as n → ∞, for some v ∈ C(U¯ ′), and in particular, the
sequence uˆn is Cauchy in C(U¯
′). But then (5.8) implies, for any open subset U ′′ b U ′, that
‖uˆn − uˆm‖C2+αs (U¯ ′′) ≤ C‖uˆn − uˆm‖C(U¯ ′), m, n ∈ N.
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Hence, the sequence uˆn is Cauchy in C
2+α
s (U¯
′′) and thus converges in C2+αs (U¯ ′′) to a limit
v ∈ C2+αs (U¯ ′′) which necessarily coincides with the limit v ∈ C(U¯ ′) already discovered. As U ′′
and U ′ were arbitrary, we obtain v ∈ C2+αs (U). Since uˆn = u¯n on U and thus by construction in
Theorem 5.5 (6) obeys
Auˆn = f on U, n ∈ N,
we may take the limit in the preceding equation as n→∞ to give
Av = f on U.
Clearly, v ≤ u on U and v(x0) = u(x0). To see that v = u on U , suppose v(z) < u(z) at some
point z ∈ U . Then there exists a “harmonic lift” uˆ ∈ S −f,g such that v(z) < u¯(z). Defining
wn := max{u¯, uˆn} and its “harmonic lifts” wˆn as in (5.1), we obtain as before a subsequence
of the sequence {wn}n∈N which converges to a function w ∈ C2+αs (U) and solves Aw = f on U
and satisfies v ≤ w ≤ u on U and v(x0) = w(x0) = u(x0). Because A has the strong maximum
principle property on O in the sense of Definition 2.16, and A(w−v) = 0 on U with (v−w)(x0) = 0
and c ≥ 0 on U , we must have v ≡ w on U . This contradicts the definition of u¯, since v(z) < u¯(z)
while u¯(z) ≤ w(z), and hence u is a solution to (1.1) on U and thus on O.
Finally, the proof that u also belongs to C(O ∪ ∂1O) and obeys the boundary condition (1.2)
when each point of ∂1O is regular with respect to A, f , and g in the sense of Definition 1.3 is
identical to that of [20, Lemma 6.12]. 
It remains to give the
Proof of Theorem 1.4. We first observe that A has the strong maximum principle property on O
in the sense of Definition 2.16 thanks to Theorem 2.19. Local solvability of the partial Dirichlet
problem in O, in the sense of Definition 5.4, on balls B b O or half-balls B+ b O centered on
∂0O, is provided by [20, Lemma 6.10] and Theorem 1.1 (taking note of Remark 1.2), respectively.
The conclusion now follows from Theorem 5.7. 
5.2. A Perron method for existence of solutions to a degenerate-elliptic obstacle
problem. The Sobolev Embedding Theorem implies that W 2,p(V ) ⊂ Cb(V ), when 2 < p < ∞
and V ⊂ Rd is a domain which obeys an interior cone condition [2, §4.3 & Theorem 5.4 (C)],
while W 2,p(V ) ↪→ C1,γ(V¯ ) for any γ ∈ (0, 1 − d/p], when d < p < ∞, and V ⊂ Rd is a domain
whose boundary ∂V has the strong local Lipschitz property [2, §4.5 & Theorem 5.4 (C′)]. To
formulate our results for uniqueness and existence of solutions, we begin with the
Definition 5.9 (Solution to an obstacle problem). Let O j H be a domain, 2 < p <∞, and A
be as in (1.5). Given f ∈ C(O) and ψ ∈ C(O), we call u ∈ W 2,ploc (O) ∩ C(O) a solution to the
obstacle problem if u obeys (1.3), that is,
min{Au− f, u− ψ} = 0 a.e. on O,
and if Ω = {x ∈ O : (u− ψ)(x) > 0}, then u ∈ C2(Ω) ∩ C1(Ω) and obeys (2.2), (2.3) on Ω.
Furthermore, given g ∈ C(∂1O) and ψ also belonging to C(O ∪ ∂1O) and obeying the compat-
ibility condition (1.4), that is, ψ ≤ g on ∂1O, we call u a solution to the obstacle problem with
partial Dirichlet boundary condition if in addition u belongs to C(O ∪∂1O) and obeys (1.2), that
is,
u = g on ∂1O.
Remark 5.10 (Implied regularity for the obstacle function). While not explicitly stated in Def-
inition 5.9, there is an implicit regularity condition, ψ ∈ W 2,ploc (O \ Ω), on the coincidence set
(or “exercise region”), O \ Ω = {x ∈ O : (u − ψ)(x) = 0}, where Ω is as in (5.9). While we
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could impose the stronger condition, ψ ∈ W 2,ploc (O), it is convenient not to do this initially, in
part because there are important examples of obstacle functions which only belong to W 1,∞loc (O),
although they may have higher regularity on the complement of subsets of measure zero in O.
The requirement that u belong to W 2,ploc (O) is imposed in order to be consistent with [19, Theorem
1.3.2]. However, if aij ∈ C1,1(O) and bi ∈ C0,1(O), we could instead have asked that u ∈ C(O)
obey (1.3) in the sense of distributions16 with respect to test functions ϕ ∈ C∞0 (O) with ϕ ≥ ψ
on O. In this second approach there is no implied regularity for ψ ∈ C(O). 
In order to motivate our definition of a continuous supersolution to the obstacle problem, we
shall first give the simpler17
Definition 5.11 (Smooth supersolution to an obstacle problem). Let O j H be a domain and
A be as in (1.5). Given f ∈ C(O) and ψ ∈ C(O), we call v ∈ C2(O)∩C1(O) obeying (2.2), (2.3)
a smooth supersolution to the obstacle problem (1.3) if v satisfies
v ≥ ψ on O,
and is a supersolution to (1.1), that is,
Av ≥ f on O.
Furthermore, given g ∈ C(∂1O) and ψ also belonging to C(O ∪ ∂1O) and obeying (1.4), that
is, ψ ≤ g on ∂1O, we call v a smooth supersolution to the obstacle problem (1.3) with partial
Dirichlet boundary condition (1.2) if v is a smooth supersolution to the obstacle problem (1.3)
and in addition v belongs to C(U ∪ ∂1O) and is a supersolution to (1.2), that is,
v ≥ g on ∂1O.
We now give the definition of a continuous supersolution18 to an obstacle problem which we
use in our comparison and existence theorems.
Definition 5.12 (Continuous supersolution to an obstacle problem). Let O j H be a domain and
A be as in (1.5). Given f ∈ C(O) and ψ ∈ C(O), we call v : O → R a continuous supersolution
to the obstacle problem (1.3) if v is continuous on O, locally bounded on O, satisfies
v ≥ ψ on O,
and is a continuous supersolution to the elliptic equation (1.1) in the sense of the following
refinement of Definition 5.1: for every open ball B b O or, for Ω = {x ∈ O : (v − ψ)(x) > 0},
every half-ball B+ b Ω with center in ∂0O and for every v ∈ C2(U)∩C1(U), with U = B or B+,
obeying (2.2), (2.3) when U = B+, and supU v <∞, and{
Av ≤ f on U,
v ≤ v on ∂1U,
we then have19
v ≥ v on U.
Furthermore, given g ∈ C(∂1O) and ψ also belonging to C(O ∪ ∂1O) and obeying (1.4), that is,
ψ ≤ g on ∂1O, we call v ∈ C(O ∪ ∂1O) a continuous supersolution to the obstacle problem (1.3)
16By integrating by parts in the variational inequality [19, Equation (1.3.24)] associated with (1.3), so derivatives
are only applied to the test function ϕ.
17Definition 5.11 is a refinement of [13, Definition 3.1].
18Definition 5.12 is a refinement of [13, Definition 3.9].
19Note that we do not assert that v ≥ ψ on U .
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with partial Dirichlet boundary condition (1.2) if v is a continuous supersolution to (1.1) and
(1.2), so
v ≥ g on ∂1O.
.
Remark 5.13 (Definition of continuous supersolution to a variational inequality associated with
an obstacle problem). Definition 5.12 may be compared with definitions of a supersolution to a
variational inequality associated with an obstacle problem in [30, pp. 108, 118, 215, and 236]; see
[30, Theorems 4.5.7, 4.7.4, 7.3.3, and 7.3.5] for related results and applications. Note that we do
not assume that v is continuous on O. 
The continuation region (or non-coincidence set) for a solution u ∈ W 2,ploc (O) ∩ C(O) to the
obstacle problem (1.3) with obstacle ψ ∈ C(O) is defined by
Ω := {x ∈ O : (u− ψ)(x) > 0}, (5.9)
so Ω ⊂ H is an open subset, since both u and ψ are continuous on O.
Remark 5.14 (Continuation region defined by the Perron function for the obstacle problem). If
u is initially defined by the Perron formula (5.11), then u is upper semicontinuous on O, since
each supersolution is continuous on O, and so its continuation region is not necessarily an open
subset of H, for which we would need u to be lower semicontinuous. 
Lemma 5.15 (A solution to the obstacle problem is a continuous supersolution). Let O j H
be a domain, d < p < ∞, and A as in (1.5) have the weak maximum principle property in the
sense of Definition 2.5 and coefficients aij , bi ∈ L∞loc(O) and obeying (1.9). If f ∈ C(O), and
ψ ∈ C(O), and u ∈ W 2,ploc (O) ∩ C(O) is a solution to (1.3) in the sense of Definition 5.9, then u
is a continuous supersolution in the sense of Definition 5.12.
Proof. Clearly, u ≥ ψ on O and u ∈ C(O), as required by Definition 5.12. Because u obeys (1.3),
we have Au ≥ f a.e. on O, while on the continuation region Ω given by (5.9), we know that u
belongs to C2(Ω) ∩ C1(Ω) and obeys Au = f and (2.2), (2.3) on Ω.
Let U denote a ball B b O or half-ball B+ b Ω with center in ∂0O and suppose v ∈ C2(U) ∩
C1(U), obeys (2.2), (2.3) when U = B+, and{
Av ≤ f on U,
v ≤ v on ∂1U.
If U = B b O, then u−v belongs toW 2,p(B)∩C(B¯) and obeysA(u−v) ≥ 0 a.e. onB and u−v ≤ 0
on ∂B. The condition [20, p. 220] on the coefficients aij of A is obeyed since det a(x) > λd0 for
x ∈ O by (1.9) and aij ∈ L∞loc(O) by hypothesis, so det a(x), for x ∈ B¯, is uniformly bounded
above and below by positive constants; the condition [20, Equation (9.3)] on f and the coefficients
bi of A is also obeyed since f, bi ∈ L∞loc(O); finally, p ≥ d by hypothesis. Hence, the Aleksandrov
weak maximum principle [20, Theorem 9.1] for functions in W 2,d(B) ∩ C(B¯) implies that
v ≥ v on B.
If U = B+ b Ω with center in ∂0O, then u − v belongs to C2(Ω) ∩ C1(Ω), obeys (2.2), (2.3) on
B+, and obeys A(u− v) ≥ 0 on B+, and supB+(u− v) <∞, and u− v ≤ 0 on ∂1B, so the weak
maximum principle property of A (Definition 2.5) implies that
v ≥ v on B+.
Therefore, u is a continuous supersolution in the sense of Definition 5.12. 
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Remark 5.16 (Compatibility for the source and obstacle functions). It is tempting but not nec-
essary to impose the compatibility condition,
Aψ ≥ f a.e. on O, (5.10)
but because u obeys the equation (1.3), we necessarily have that Aψ = Au ≥ f a.e. on the subset
{x ∈ O : (u − ψ)(x) = 0}, which is sufficient. On the other hand, if Aψ ≤ f a.e. on O, then
a solution u to Au = f on O and u ≥ ψ on ∂1O leads to A(u − ψ) ≥ 0 a.e. on ∂1O and so
the maximum principles employed in the proof of Lemma 5.15 (on bounded domains) imply that
u ≥ ψ on O and thus u is a solution to (1.3). A condition Aψ > f a.e. on some open ball in
O ensures that the obstacle problem (1.3) is a non-trivial generalization of the elliptic equation
(1.1). 
We now come to the crucial
Theorem 5.17 (Comparison principle for solutions and continuous supersolutions to the obstacle
problem). Let O j H be a possibly unbounded domain, and 2 < p <∞ and α ∈ (0, 1), and A be
as in (1.5) with coefficients belonging to Cαs (O), having the strong maximum principle property
on O in the sense of Definition 2.16 and local solvability of the partial Dirichlet problem in O
in the sense of Definition 5.4. If O is unbounded, assume in addition that the coefficients of A
obey (1.15), (1.19), and (1.20) and that O obeys (1.21). Let f ∈ Cαs (O) ∩ Cb(O) and ψ ∈ C(O)
with supO ψ <∞. Suppose that u is a solution to the obstacle problem in the sense of Definition
5.9 with supO u <∞ and v is a continuous supersolution to the obstacle problem in the sense of
Definition 5.12 with infO v > −∞. If u, v, and ψ also belong to C(O ∪∂1O) and20 u ≤ v on ∂1O,
then
u ≤ v on O.
In addition, suppose p > d and that the coefficients aij , bi of A belong to L∞loc(O) and obey (1.9).
If v is also a solution to the obstacle problem and u = v on ∂1O, then u = v on O.
Proof. We may assume without loss of generality that O∩{u > ψ} is non-empty, because if u = ψ
on O then u ≤ v on O by Definition 5.12. We first consider the case that O is bounded, so ∂1O
is non-empty and u− v ≤ 0 on ∂1O. Let
M := sup
O
(u− v) = sup
O
(u− v∗) = sup
O
(u∗ − v∗),
noting that M < ∞ by our hypotheses on u and v. Here v∗ : O¯ → R denotes the lower
semicontinuous envelope of v and necessarily obeys ψ ≤ v∗ ≤ v on O ∪ ∂1O and v∗ = v on
O ∪∂1O, while u∗ : O¯ → R denotes the upper semicontinuous envelope of u and necessarily obeys
u∗ = u on O ∪ ∂1O. We consider
O¯M = {x ∈ O¯ : (u∗ − v∗)(x) = M} and OM := O ∩ O¯M = {x ∈ O : (u− v∗)(x) = M}.
Since O¯ is compact and u∗ − v∗ is upper semicontinuous on O¯, then O¯M is non-empty. If OM is
empty, then we must have O¯M = {x ∈ ∂1O : (u∗ − v∗)(x) = M} and thus
M = sup
O
(u− v) = sup
∂1O
(u− v) ≤ 0,
where the final inequality follows from our hypotheses on u and v on ∂1O.
We consider the case where OM is non-empty. If M = 0 then u ≤ v on O, as desired and so,
to obtain a contradiction, we suppose that M > 0. Clearly, OM is a relatively closed subset of O
20Our hypotheses allow for the possibility that O = H, in which case ∂1O = ∅ and the boundary comparison
condition is omitted.
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since u − v∗ is upper semicontinuous on O. We wish to show that OM is also a relatively open
subset of O, in which case (because O and thus O are connected) either OM is empty — a case
which we already ruled out — or OM = O.
We now proceed by adapting the proof21 of [21, Lemma 6.2]. Because OM is non-empty, we
may choose x0 ∈ OM and so
u(x0) = v∗(x0) +M > v∗(x0) ≥ ψ(x0),
and thus (u− ψ)(x0) > 0. Let U b O be a ball Br(x0) or half-ball B+r (x0) b O (for the case of
x0 ∈ ∂0O) with r > 0 chosen small enough that U b Ω = {x ∈ O : (u − ψ)(x) > 0}, which we
may do since u−ψ belongs to C(O) by Definition 5.9. Since f ∈ Cαs (U)∩Cb(U), Hypothesis 5.3
ensures that there is a unique solution v ∈ C2+αs (U) ∩ Cb(U ∪ ∂1U) to{
Av = f on U,
v = v on ∂1U.
Then v ≤ v on U by Definition 5.12 since v is a continuous supersolution, and hence
u− v ≥ u− v on U.
By hypothesis, A has the strong maximum principle property on O in the sense of Definition
2.16 and because O is bounded by our assumption for this case, Lemma 2.17 implies that A has
the weak maximum principle property on O in the sense of Definition 2.5. Since U b {u > ψ},
then by Definition 5.9 we must have Au = f on U and because u belongs to C2(U) ∩ C1(U) ∩
Cb(U ∪ ∂1U) and obeys (2.2), (2.3) along ∂0U (again by Definition 5.9), then Hypothesis 5.3
and the uniqueness afforded by the weak maximum principle property for A on U imply that
u ∈ C2+αs (U)∩Cb(U ∪ ∂1U). We have A(u− v) = Au−Av = 0 on U and u− v = u− v ≤M on
∂U , that is, {
A(u− v) = 0 on U,
u− v ≤M on ∂1U.
By the weak maximum principle property for A on U , the fact that M > 0, and Proposition 5.6
(1), we must therefore have u− v ≤ sup∂1U (u− v)+ = 0∨ sup∂1U (u− v) ≤M on U ; in particular,
M ≥ (u− v)(x0) ≥ (u− v)(x0) = M.
Hence, (u− v)(x0) = M and so u− v has a maximum at x0 ∈ U . The strong maximum principle
property for A on U implies that u− v ≡M (constant) on U and thus U ⊂ OM .
Since O is connected and OM ⊂ O is a non-empty (by our assumption) relatively open and
closed subset, we consequently have OM = O. But then u− v ≡M is constant on O and thus on
O ∪ ∂1O (since u and v belong to C(O ∪ ∂1O) by hypothesis) and hence u− v ≡M on ∂1O with
M > 0, contradicting our hypothesis that u− v ≤ 0 on ∂1O. Therefore, we must have u ≤ v on
O.
For the case of an unbounded domain O, we adapt the proof of Lemma 2.10. Choose v0 ∈
C∞(H) as in (5.2), so
v0(x) = 1 + |x|2, ∀x ∈ H,
and recall that by (5.3),
Av0 ≥ 0 on O.
21Lemma 6.2 in [21] asserts that if O ⊂ Rd is a bounded domain, u ∈ C(O¯) is subharmonic, v ∈ C(O¯) is
superharmonic, and u ≤ v on ∂O, then u ≤ v on O¯.
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Suppose δ > 0. We claim that v+ δv0 is a continuous supersolution to the obstacle problem (1.3)
in the sense of Definition 5.12. Clearly, v+ δv0 ≥ ψ on O while if v were a smooth supersolution
in the sense of Definition 5.11, so Av ≥ f on O, then
A(v + δv0) ≥ f on O,
and clearly v+ δv0 would be a smooth supersolution. When v is only a continuous supersolution,
suppose U = B b O or U = B+, a half-ball with center in ∂0O, and that v ∈ C2(U) ∩ C1(U)
obeys (2.2), (2.3), and supU v <∞, and
Av ≤ f on U, v ≤ v + δv0 on ∂1U.
But then A(v−δv0) ≤ f on U and v−δv0 ≤ v on ∂1U and because v is a continuous supersolution,
we must have v − δv0 ≤ v on U , that is, v ≤ v + δv0 on U . Therefore, v + δv0 is a continuous
supersolution to the obstacle problem (1.3) in the sense of Definition 5.12.
Because supO u <∞ and infO v > −∞, we must have
u ≤ v + δv0 on O ∩ ∂1B+R ,
for all large enough R > 0 while our hypotheses imply that
u ≤ v ≤ v + δv0 on B+R ∩ ∂1O,
and thus, since ∂1(O ∩B+R) = (O¯ ∩ ∂1B+R) ∪ (B¯+R ∩ ∂1O),
u ≤ v + δv0 on ∂1(O ∩B+R).
Since infO v > −∞, we also have infO(v + δv0) > −∞. Consequently, noting that O ∩ B+R is
connected for large enough R by hypothesis, Theorem 5.17, for the case of bounded subdomains
of H, implies that u ≤ v + δv0 on O ∩B+R , for any sufficiently large R > 0. Thus, u ≤ v + δv0 on
O for all δ > 0 and taking the limit as δ ↓ 0, we obtain u ≤ v on O, as desired, and this completes
the proof for the case an unbounded domain, O.
Finally, if v is also a solution, then because u is a continuous supersolution by Lemma 5.15,
we may reverse the roles of u and v in the preceding argument to also give v ≤ u on O and hence
u = v on O. 
Definition 5.18 (Set of continuous supersolutions to an obstacle problem). Let O j H be a
domain and A be as in (1.5). Given f ∈ C(O), and g ∈ C(∂1O), and ψ ∈ C(O ∪ ∂1O) obeying
(1.4), that is, ψ ≤ g on ∂1O, we let S +f,g,ψ denote the set of continuous supersolutions (in the
sense of Definition 5.12) to the obstacle problem (1.3) with partial Dirichlet boundary condition
(1.2).
Theorem 5.19 (A Perron method for existence of solutions to the degenerate-elliptic obstacle
problem). Let O j H be a possibly unbounded domain, and d < p <∞, and α ∈ (0, 1). Assume
the hypotheses for A, f , and g in Theorem 5.7 and, in addition, that c obeys (1.11). If ψ ∈
C2(O) ∩ C(O ∪ ∂1O) with supO ψ <∞ and obeys (1.4), that is, ψ ≤ g on ∂1O, then the Perron
function,
u(x) := inf
w∈S+f,g,ψ
w(x), x ∈ O, (5.11)
belongs to
C2+αs (Ω) ∩W 2,ploc (O) ∩ C1,αs (O) ∩ Cb(O),
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where Ω = {x ∈ O : (u − ψ)(x) > 0} as in (5.9) and u is a solution to the obstacle problem
(1.3). Furthermore22 if each point of ∂1O is regular with respect to A, f , and g in the sense
of Definition 1.3, then in addition u belongs to C(O ∪ ∂1O) and u obeys the boundary condition
(1.2).
Remark 5.20 (Perron’s method for existence of a solution to the obstacle problem). Our definition
(5.11) of the Perron function for the obstacle problem (1.3),(1.2) is the analogue of that given in
[30, Theorem 7.3.3 (iii)] for the solution u ∈ W 1,∞0 (O) to the obstacle problem for a surface of
constant mean curvature [30, Equations (7.2.2) & (7.2.3)], given ψ ∈ C0,1(O¯) with supO ψ < ∞
and ψ < 0 on ∂O, where O ⊂ Rd is a bounded domain with Lipschitz boundary.
Rather than prove Theorem 5.19 by adapting the proof of Theorem 5.7, we shall proceed partly
by generalizing the proof of [28, Theorem 6.1]. We begin with the following observation, which
is an elementary consequence of the definition and analogue of Theorem 5.5 (7).
Lemma 5.21 (Minimum of a finite set of continuous supersolutions to the obstacle problem).
Let O j H be a domain and A be as in (1.5). Suppose f ∈ C(O) and ψ ∈ C(O). If v1, . . . , vN are
continuous supersolutions to (1.3) in the sense of Definition 5.12, then v(x) := min1≤i≤N vi(x),
x ∈ O, is a continuous supersolution to (1.3).
Next, we have a partial analogue Theorem 5.5 (6).
Lemma 5.22 (Construction of smaller continuous supersolutions to the obstacle problem). Let
O j H be a domain, d < p <∞, and α ∈ (0, 1). Let A be as in (1.5) with coefficients belonging
to Cα(O) and obeying (1.11) and
〈aξ, ξ〉 > 0 on O, ∀ ξ ∈ Rd (interior ellipticity). (5.12)
Let f ∈ Cα(O) ∩ C(O) and ψ ∈ C2(O) ∩ C(O). Suppose that v : O → R is a continuous
supersolution to (1.3) in the sense of Definition 5.12. If B b O is a ball and uo ∈W 2,ploc (B)∩C(B¯)
is the unique solution23 to
min{Auo − f, uo − ψ} = 0 a.e. on B, uo = v on ∂B,
then
vˆ :=
{
uo on B,
v on O \B,
is a continuous supersolution to (1.3) and vˆ ≤ v on O.
Proof. Observe that vˆ ∈ L∞loc(O) ∩C(O) by construction. We know that uo is a solution to (1.3)
on B while v B is a continuous supersolution to (1.3) on B and v = uo on ∂B. Therefore, v ≥ uo
on B by Theorem 5.17. Hence, v ≥ vˆ = uo on B while v = vˆ on O \ B, and consequently, v ≥ vˆ
on O.
Denote Ω = {x ∈ O : (vˆ − ψ)(x) > 0}. Let U ′ ⊂ O denote an arbitrary ball B′ b O or
half-ball B′+ b Ω with center in ∂0O and suppose v ∈ C2(U ′)∩C1(U ′), obeying (2.2), (2.3) when
U ′ = B′+, and supU ′ v <∞, and
Av ≤ f on U ′, v ≤ vˆ on ∂1U ′.
According to Definition 5.12, it remains for us to show that vˆ ≥ v on U ′.
22This final conclusion also holds if each point of ∂1O obeys an interior sphere condition since Corollary A.6
implies that u belongs to C(O ∪ ∂1O) and obeys the partial Dirichlet boundary condition (1.2).
23Existence and uniqueness of the solution is provided by Theorem A.5.
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Because v is a continuous supersolution to (1.3) on O and v ≥ vˆ ≥ v on ∂1U ′, we must have
v ≥ v on U ′ by Definition 5.12 and hence vˆ ≥ v in U ′ \ B since vˆ = v in U ′ \ B. Furthermore,
∂1(B ∩ U ′) = (B ∩ ∂1U ′) ∪ (U ′ ∩ ∂B) and U ′ ∩ ∂B ⊂ U ′ \B, so
vˆ ≥ v on ∂1(B ∩ U ′).
Moreover, as Avˆ = Auo ≥ f a.e. on B, then
A(vˆ − v) ≥ 0 a.e. on B ∩ U ′.
The condition [20, p. 220] on the coefficients aij of A is obeyed since det a(x) > 0 for x ∈ O by
(5.12) and aij ∈ Cα(O) by hypothesis, so det a(x), for x ∈ B¯, is uniformly bounded above and
below by positive constants; the condition [20, Equation (9.3)] on f and the coefficients bi of A
is also obeyed since f, bi ∈ Cα(O); finally, p ≥ d by hypothesis. Hence, the Aleksandrov weak
maximum principle24 [20, Theorem 9.1] for functions in W 2,d(B ∩ U ′) ∩ C(B ∩ U ′) implies that
vˆ ≥ v on B ∩ U ′.
Consequently vˆ ≥ v in U ′ and therefore vˆ is a continuous supersolution to (1.3) on O. 
Next, we have the following generalization of [28, Lemma 6.3]; note that we do not yet assert
that u ∈ C(O), but this (and more) will be established in the proof of Theorem 5.19.
Lemma 5.23 (Continuity of the Perron function for the obstacle problem). Let O j H be a
domain, d < p < ∞, and α ∈ (0, 1). Let A be as in (1.5) with coefficients belonging to Cα(O)
and obeying (1.9) and (1.11). Let f ∈ Cα(O) ∩C(O), and g ∈ C(∂1O), and ψ ∈ C2(O) ∩C(O).
If u in (5.11) is locally bounded on O, then u ∈ C(O).
Remark 5.24 (Continuity of the Perron functions for the boundary value problem). The proof of
Lemma 5.23 also shows that if u is the (upper or lower) Perron function (5.5) or (5.6) for the
boundary value problem (1.1), (1.2), then u ∈ C(O) under the same hypotheses.
Proof. We adapt the proof of [28, Lemma 6.3]. Let x0 ∈ O and r > 0 be small enough that
Br(x0) b O. Given ε > 0, we will find a radius δ > 0 such that
|u(x1)− u(x2)| < 2ε, ∀x1, x2 ∈ Bδ(x0).
Suppose that x1, x2 ∈ Bδ(x0). By definition of u in (5.5), we can find a sequence of continuous
supersolutions, {vn}n∈N ⊂ S +f,g,ψ, such that
lim
n→∞ vn(x
1) = u(x1), lim
n→∞ vn(x
2) = u(x2).
Indeed, if v1n(x
1) → u(x1) and v2n(x2) → u(x2), then each vn := v1n ∧ v2n belongs to S +f,g,ψ by
Lemma 5.21 and has the required limits since
u(xi) ≤ vn(xi) ≤ vin(xi), ∀n ∈ N, i = 1, 2.
Consider the “harmonic lifts” vˆn ∈ S +f,g,ψ defined via Lemma 5.22 by setting
vˆn :=
{
vo,n on Br(x0),
vn on O \Br(x0),
where vo,n ∈W 2,ploc (Br(x0)) ∩ C(B¯r(x0)) is defined as the unique solution to
min{Avo,n − f, vo,n − ψ} = 0 a.e. on Br(x0), vo,n = vn on ∂Br(x0).
24Provided the coefficients aij belong to C0,1(B ∩ U ′), so the operator A in (1.5) may be written in divergence
form, one can appeal to the more elementary [20, Theorem 8.1] for functions in W 1,2(B ∩ U ′).
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Lemma 5.22 provides that vˆn ≤ vn on O, while u ≤ vˆn on O by definition of u in (5.5). Fix n
large enough that
vn(x
1) < u(x1) + ε, vn(x
2) < u(x2) + ε.
It follows that
u(x2)− u(x1) ≤ vˆn(x2)− u(x1)
< vˆn(x
2)− vn(x1) + ε
≤ vˆn(x2)− vˆn(x1) + ε,
and thus, since vˆn = vo,n on Br(x0),
u(x2)− u(x1) < vo,n(x2)− vo,n(x1) + ε.
But vo,n ∈ W 2,ploc (Br(x0)) ⊂ C1,γloc (Br(x0)) (for γ ∈ (0, d/p] since d < p < ∞ by hypothesis), so
vo,n ∈ Cγ(B¯r/2(x0)) and thus for 0 < δ ≤ r/2, we have
vo,n(x
2)− vo,n(x1) ≤ sup
x,y∈Bδ(x0)
|vo,n(x)− vo,n(y)|
= sup
x,y∈Bδ(x0)
|vo,n(x)− vo,n(y)|
|x− y|γ |x− y|
γ
≤ δγ‖vo,n‖Cγ(B¯δ(x0)) ≤ δγ‖vo,n‖Cγ(B¯r/2(x0)).
Choosing δ ∈ (0, r/2) small enough to ensure that δγ‖vo,n‖Cγ(B¯r/2(x0)) < ε yields
u(x2)− u(x1) < ε+ ε = 2ε.
By symmetry, u(x1)− u(x2) < 2ε, and thus continuity of u follows. 
We now have an elementary consequence of existence and uniqueness of solutions to (1.3), (1.2)
when A is strictly elliptic [4, 19, 30, 32].
Lemma 5.25 (Perron solution to the strictly obstacle problem on a ball). Let O ⊂ H be a
domain, and d < p < ∞ and α ∈ (0, 1), and A be as in (1.5). Let B b O be a ball and the
coefficients of A belong to Cα(B¯), and the aij obey (1.9) on B, and c obeys (1.11) on B, so c ≥ 0
on B. Suppose f ∈ Cα(B)∩Cb(B), and h ∈ C(∂B), and ψ ∈ C2(B)∩C(B¯) obeys ψ ≤ h on ∂B.
If
u(x) = inf
w∈S+f,h,ψ
w(x), x ∈ B, (5.13)
then u is the unique solution in W 2,ploc (B) ∩ C(B¯) to the strictly elliptic obstacle problem,
min{Au− f, u− ψ} = 0 a.e. on B, u = h on ∂B. (5.14)
Proof. Existence and uniqueness of the solution u ∈ W 2,ploc (B) ∩ C(B¯) to (5.14) is assured by
Theorem A.5. By Lemma 5.15, the solution u is also a continuous supersolution to the obstacle
problem on B, that is, u ∈ S +f,h,ψ, while the comparison principle (Theorem 5.17) implies that
w ≥ u on B for all w ∈ S +f,h,ψ and so u is given by the Perron representation (5.13). 
Lemma 5.26 (Localization of the Perron function on an interior ball). Assume the hypotheses
of Theorem 5.19. If u : O → R is given by (5.11) and B b O is a ball, then
u(x) = inf
w∈S+f,uB,ψ
w(x), x ∈ B. (5.15)
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Proof. Let uo denote the function on the right-hand side of (5.15). Lemma 5.25 implies that
uo ∈W 2,ploc (B) ∩ C(B¯) and is the unique solution to
min{Auo − f, uo − ψ} = 0 a.e. on B, uo = u on ∂B.
If w ∈ S +f,g,ψ, Lemma 5.22 implies that the function
wˆ :=
{
uo on B,
w on O \B,
is also a continuous supersolution to (1.3), that is, wˆ ∈ S +f,g,ψ, and wˆ ≤ w on O. Therefore,
u(x) = inf
w∈S+f,g,ψ
w(x) = inf
w∈S+f,g,ψ
wˆ(x) = uo(x), x ∈ B,
and hence u = uo on B, as desired. 
Lemma 5.27 (Localization of the Perron function on the continuation region). Assume the
hypotheses of Theorem 5.19. If u : O → R is given by (5.11) and U b Ω, where Ω is given by
(5.9), then
inf
w∈S+f,uU,ψ
w(x) = inf
w∈S+f,uU
w(x), x ∈ U.
Proof. If w ∈ S +f,uU,ψ, then w ∈ S +f,uU by Definitions 5.1 and 5.12, and so
S +f,uU,ψ ⊂ S +f,uU .
Let w ∈ S +f,uU . Then w ≥ u on ∂1U and so by Definition 5.1, we must have w ≥ u on U .
But u > ψ on U (since U b Ω) and so w ≥ ψ on U and thus w ∈ S +f,uU,ψ by Definition 5.12.
Therefore,
S +f,uU,ψ ⊃ S +f,uU ,
and consequently, S +f,uU,ψ = S
+
f,uU , which gives the identity. 
We provide a priori estimates for continuous supersolutions to the obstacle problem via the
following refinement of [13, Proposition 3.18]; Theorem 5.17 provides the key ingredient in the
proof.
Proposition 5.28 (Comparison principle estimates for solutions and continuous supersolutions
to the obstacle problem). [13, Proposition 3.18] Assume the hypotheses of Theorem 5.17 on O, A,
f , and ψ, and that c obeys (1.11). Let g ∈ C(∂1O). Suppose u is a solution and v is a continuous
supersolution to the obstacle problem (1.3), (1.2) for f , g, and ψ in the sense of Definitions 5.9
and 5.12, where u, v belong to C(O ∪ ∂1O). Then the following hold.
(1) If f ≥ 0 on O and v is a continuous supersolution for f and g and infO v > −∞, then
v ≥ 0 ∧ inf
∂1O
g on O.
(2) If f has arbitrary sign, v is a continuous supersolution for f and g and infO v > −∞ but,
in addition, there is a constant c0 > 0 such that c obeys (1.15), then
v ≥ 0 ∧ 1
c0
inf
O
f ∧ inf
∂1O
g on O.
(3) If f ≤ 0 on O and u is a solution for f , g, and ψ and supO u <∞, then
u ≤ 0 ∨ sup
∂1O
g ∨ sup
O
ψ on O.
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(4) If f has arbitrary sign and u is a solution for f , g, and ψ and supO u < ∞ but, in
addition, there is a constant c0 > 0 such that c obeys (1.15), then
u ≤ 0 ∨ 1
c0
sup
O
f ∨ sup
∂1O
g ∨ sup
O
ψ on O.
When ∂1O = ∅, the terms inf∂1O g and sup∂1O g are omitted in the preceding inequalities.
We can now give the
Proof of Theorem 5.19. We first show that the set S +f,g,ψ is non-empty by exhibiting a constant
M which is a continuous supersolution to (1.3), (1.2). When c obeys (1.15), so c ≥ c0 on O for a
positive constant c0, the proof of Proposition 5.28 shows that
25
M := 0 ∨ 1
c0
sup
O
f ∨ sup
∂1O
g ∨ sup
O
ψ
is a continuous (and also smooth) supersolution to (1.3), (1.2), while for the case c only obeying
(1.11), so c ≥ 0 on O, we may also construct a constant supersolution M by Remark 2.14 when
height(O) is finite, add obeys (1.16), and bd obeys (1.17), so bd ≥ b0 on O for a positive constant
b0. Thus, S
+
f,g,ψ is non-empty. By replacing any supersolution v ∈ S +f,g,ψ by v∧M (and appealing
to Lemma 5.21), we may furthermore assume without loss of generality that v ≤M on O in the
definition (5.11) of u.
The preceding remarks show that supO u ≤ M . If v ∈ S +f,g,ψ is any continuous supersolution
then, for c obeying (1.15), so c ≥ c0 on O for a positive constant c0, we can apply Proposition
5.28 (2) to conclude that26
v ≥ 0 ∧ 1
c0
inf
O
f ∧ inf
∂1O
g on O,
and thus u also satisfies this lower bound on O. For c only obeying (1.11), so c ≥ 0 on O, but
height(O) is finite, add obeys (1.16), and bd obeys (1.17), so bd ≥ b0 on O for a positive constant
b0, Remark 2.14 again yields a uniform lower bound for u on O. Thus, u is bounded on O.
We have u ∈ C(O) by Lemma 5.23. By applying Lemmas 5.25 and 5.26 to each ball B b O,
we see that u ∈W 2,ploc (O) and that u solves the obstacle problem (1.3) on O. Since Ω = {x ∈ O :
(u− ψ)(x) > 0} is an open subset of O, then Ω is an open subset of O and27 so for each x0 ∈ Ω,
we may choose an r > 0 small enough that U b Ω, where U = Br(x0) with x0 ∈ O or B+r (x0)
with x0 ∈ ∂0O. Theorem 5.7, Remark 5.8, and Lemma 5.27 imply that u solves Au = f on U
and belongs to C2+αs (U). Therefore, u ∈ C2+αs (Ω).
Recall that W 2,p(V ) ↪→ C1,γ(V¯ ) for any γ ∈ (0, 1 − d/p], when d < p < ∞, and domain
V ⊂ Rd whose boundary ∂V has the strong local Lipschitz property by [2, Theorem 5.4 (C′)] and
therefore Du = Dψ along the free boundary O ∩ ∂Ω. Since ψ ∈ C2(O) and u = ψ on O \Ω, then
u ∈ C2(O \Ω) ⊂ C1,α(O \Ω) and because u ∈ C2+αs (Ω) ⊂ C1,αs (Ω), we obtain u ∈ C1,αs (O), since
C1,α(O \ Ω) ⊂ C1,αs (O \ Ω) by Definition 3.2 and (3.10). (See Figure 1.5.)
It remains to verify that u attains the boundary value, g, continuously along ∂1O. Suppose
x0 ∈ ∂1O. Observe that
∂1O = (∂1O ∩ ∂1(O \ Ω)) ∪ int (∂1O ∩ ∂1Ω) .
25By hypothesis, the functions f and ψ on O and g on ∂1O are bounded above.
26By hypothesis, the functions f on O and g on ∂1O are bounded below.
27Recall that Ω := Ω ∪ ∂0Ω and O := O ∪ ∂0O, where ∂0Ω := int(Ω¯ ∩ ∂H) and ∂0O := int(O¯ ∩ ∂H), and hence
Ω ⊂ O.
50 PAUL M. N. FEEHAN
If x0 ∈ ∂1O ∩∂1(O \Ω), then since u = ψ on O \Ω and ψ ∈ C(O ∪∂1O) and thus ψ is continuous
at x0, we see that u extends continuously to x0 by setting u(x0) = ψ(x0), with u(x0) ≤ g(x0) by
(1.4). The definition (5.11) of u implies that u(x0) ≥ g(x0) if u is continuous at x0 and therefore
u(x0) = g(x0). If x0 ∈ int(∂1O ∩ ∂1Ω), then there is an r > 0 such that Br(x0) ∩ O ⊂ Ω and
Br(x0) ∩ ∂1O ⊂ ∂Ω. Because each x0 ∈ ∂1O is a regular point for the elliptic equation (1.1)
defined by A, f , g, and O in the sense of Definition 1.3 by hypothesis, then u is continuous at x0
with u(x0) = g(x0). 
Proof of Theorem 1.7. The remainder of proof is the same as that of Theorem 1.4 except that we
appeal to Theorem 5.19 in place of Theorem 5.7. 
Finally, we have the
Theorem 5.29 (A Perron method of existence of solutions to the degenerate-elliptic obstacle
problem with Lipschitz obstacle function with locally finite concavity). Assume the hypotheses of
Theorem 5.19, except that the assumption ψ ∈ C2(O) ∩ C(O ∪ ∂1O) is relaxed to ψ ∈ C0,1(O) ∩
C(O) and obeying (1.23) in O. Then the conclusions of Theorem 5.19 again hold, except that
now
u ∈ C2+αs (Ω) ∩W 2,ploc (O) ∩ Cb(O).
Proof. It suffices to observe that the role of Theorem A.5 in Lemmas 5.22, 5.23, 5.25, and 5.26 is
replaced by Theorem A.9. 
Proof of Theorem 1.8. The proof is the same as that of Theorem 1.7 except that we appeal to
Theorem 5.29 in place of Theorem 5.19. 
Appendix A. Obstacle problems for strictly elliptic operators
In this section we develop the results we shall need for our application to the construction
of solutions by the Perron process to the obstacle problem (1.3), (1.2) for a degenerate-elliptic
operator (1.5). For this purpose, we shall now consider a general elliptic operator
Av := − tr(aD2v)− 〈b,Dv〉+ cv on O, v ∈ C∞(O), (A.1)
where a : O → Rd×d, and b : O → Rd, and c : O → R are functions whose properties we shall
further prescribe below and, in particular, that a(x) is symmetric and strictly elliptic for x ∈ O.
Theorem A.1 (Existence and uniqueness of solutions to an obstacle problem for a strictly elliptic
operator). 28 [19, Theorems 1.3.2 & 1.3.4] Let α ∈ (0, 1) and29 d < p < ∞, and O ⊂ Rd be a
bounded domain with C2,α boundary ∂O, and A be as in (A.1) with coefficients aij , bi, c belonging
to Cα(O¯) and obeying (1.11), so c ≥ 0 on O, and (1.9). Let f ∈ Cα(O¯), and g ∈ C2,α(O¯), and
ψ ∈ C2(O¯) with ψ ≤ g on ∂O. Then there is a unique solution u ∈W 2,p(O) to
min{Au− f, u− ψ} = 0 a.e. on O, u = g on ∂O. (A.2)
28Theorem A.1 may be proved, with slightly weaker hypotheses, using the theory of variational inequalities,
even when A only defines a non-coercive bilinear form on W 1,2(O): compare [4, Theorem 3.1.1 & Corollary 3.1.1],
[30, Theorems 4.7.7, 5.2.5 (ii), & 5.3.4 (i)], and [32, Theorems 4.27 & 4.38].
29Friedman’s proof of existence ([19, Theorem 1.3.2]) is valid for any p < ∞; his proof of uniqueness ([19,
Theorem 1.3.3]) assumes that p ≥ 2, but his proof appears to rely on the Aleksandrov maximum principle [20,
Theorem 9.1], which requires p ≥ d.
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Because of our use of the Perron method, we shall need a version of Theorem A.1 for boundary
data which is only assumed to be continuous, by analogy with [20, Theorem 6.13] for the Dirichlet
problem for a strictly elliptic operator. In order to relax the regularity condition on g in Theorem
A.1, we shall need a priori estimates for solutions to (A.2). We begin with a special case of [13,
Proposition 3.18 (6)].
Proposition A.2 (Maximum principle estimate for solutions to an obstacle problem for a strictly
elliptic operator). [13, Proposition 3.18 (6)] Let O j Rd be a bounded domain and A be as in
(A.1), with a(x) obeying (1.9) for x ∈ O, together with
sup
O
|a|+ sup
O
|b|+ sup
O
|c| ≤ Λ, (A.3)
where Λ is a positive constant. Let fi ∈ Cα(O) ∩ Cb(O), and gi ∈ C(∂O), and ψi ∈ C(O¯) with
ψi ≤ gi on ∂O, for i = 1, 2. Suppose u1, u2 are solutions to the obstacle problem (A.2) in the
sense of Definition 5.9, respectively, for f1, ψ1 and f2, ψ2 on O, and g1 and g2 on ∂O. If c obeys
(1.15), so c ≥ c0 on O for a positive constant c0, then
‖u1 − u2‖C(O¯) ≤
1
c0
‖f1 − f2‖C(O¯) ∨ ‖g1 − g2‖C(∂O) ∨ ‖ψ1 − ψ2‖C(O¯),
while if f1 = f = f2 and c just obeys (1.11), so c ≥ 0 on O, then
‖u1 − u2‖C(O¯) ≤ ‖g1 − g2‖C(∂O) ∨ ‖ψ1 − ψ2‖C(O¯).
Finally, if c just obeys (1.11), so c ≥ 0 on O, but diam(O) ≤ d0 for a positive constant d0, then
‖u1 − u2‖C(O¯) ≤ e2d0Λ/λ0
(
λ0
2Λ2
‖f1 − f2‖C(O¯) ∨ ‖g1 − g2‖C(∂O) ∨ ‖ψ1 − ψ2‖C(O¯)
)
.
Proof. The hypotheses ensure that A has the weak and strong maximum principle properties by
[20, Theorem 3.1 & Corollary 3.2 and Theorem 3.5]. Therefore, the first two assertions are given
by [13], while the third assertion follows from the first by employing a modification of the proofs
of [20, Theorem 3.7] and [17, Proposition A.1 & Corollary A.2]. Indeed, suppose that O lies in the
slap 0 < x1 < d0 and u obeys Au ≥ f and u ≥ ψ on O, and u = g on ∂O. Set u = eλx1v for λ > 0
to be chosen and observe that ux1 = e
λx1vx1 +λe
λx1v and ux1x1 = e
λx1vx1x1 +2λe
λx1vx1 +λ
2eλx1v,
and thus v obeys
A˜v := Av + λ(a1i + ai1)vxi + 2λa
11eλx1vx1 + (λ
2a11 + λb1)v ≥ e−λx1f =: f˜ on O,
and v ≥ ψ˜ := e−λx1ψ on O, and v = g˜ := e−λx1g on ∂O. But (1.9) implies that a11 ≥ λ0 on O,
and so
λa11 + b1 ≥ λλ0 − ‖b1‖C(O¯) ≥ λλ0 − Λ > 0,
provided λ > Λ/λ0, say λ := 2Λ/λ0. For such a constant λ, the operator A˜ obeys (1.9) and has
c˜ ≥ c˜0 > 0 with c˜0 := λ(λλ0−Λ) = 2Λ2/λ0 and so the third assertion follows from the first using
vi := e
−λx1ui, and f˜i := e−λx1fi, and ψ˜i := e−λx1ψi, and g˜i := e−λx1gi for i = 1, 2. 
We shall require the
Theorem A.3 (A priori W 2,p estimates for a solution to an obstacle problem for a strictly elliptic
operator). Assume the hypotheses of Theorem A.1 and, in addition, that (A.3) holds for some
positive constant Λ.
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(1) (Global a priori estimate.) There is a positive constant C = C(d, p,O, λ0,Λ) such that
the following holds: If u ∈W 2,p(O) solves the obstacle problem (A.2), then
‖u‖W 2,p(O) ≤ C
(‖f‖Lp(O) + ‖(Aψ − f)+‖Lp(O) + ‖g‖W 2,p(O)) . (A.4)
(2) (Interior a priori estimate.) If O ′ b O is a precompact open subset, then there is a
positive constant C = C(d, p,O ′,O, λ0,Λ) such that the following holds, with conditions
on ∂O and g omitted: If u ∈W 2,ploc (O) ∩ Lp(O) solves the obstacle problem (A.2), then
‖u‖W 2,p(O′) ≤ C
(‖f‖Lp(O) + ‖(Aψ − f)+‖Lp(O) + ‖u‖Lp(O)) . (A.5)
Remark A.4 (Alternative statement and proof of the global a priori estimate). The a priori
estimate (A.4) is also proved by Rodrigues as [30, Theorem 5.3.4 (i)], although with stronger
hypotheses on the coefficients aij and weaker hypotheses on bi, c, source f , boundary data g,
and obstacle function ψ, reflecting his emphasis on variational methods: aij ∈ C0,1(O¯), and
bi, c ∈ L∞(O), and f ∈ Lp(O), and g ∈W 2,p(O), and ψ ∈W 1,2(O) and Aψ ∈M(O), the space of
bounded Radon measures [30, p. 61], and (Aψ − f)+ ∈ Lp(O); the remaining hypotheses of [30,
Theorem 5.3.4 (i)] coincide with those in Theorem A.3. While Rodrigues assumes that the bilinear
form associated with A obeys a coercivity condition [30, Equation (5.3.3)], that assumption is
not required for the derivation of the a priori estimate. 
Proof of Theorem A.3. We first prove that (A.4) holds. According to the proof of [19, Theorem
1.3.2], there is a C∞ penalization function βε : R→ R, for ε ∈ (0, 1], in the sense of [19, Equation
(1.3.12)] and a solution uε ∈W 2,p(O) to the penalized equation [19, Equation (1.3.13)],
Auε + βε(uε − ψ) = f a.e. on O, uε = g on ∂O,
with the properties that [19, Lemma 1.3.1, Equation (1.3.17)] (after passing to a subsequence and
relabeling),
uε ⇀ u (weak convergence in W
2,p(O) as ε ↓ 0),
uε → u (strong convergence in C(O¯) as ε ↓ 0),
βε(uε − ψ)→ (u− ψ)− (pointwise convergence on O¯ as ε ↓ 0)
‖βε(uε − ψ)‖C(O¯) ≤ C, ∀ ε ∈ (0, 1],
for a positive constant C which is independent of ε ∈ (0, 1]. (For example, one may take βε to be
a C∞ smoothing of R 3 t 7→ −t−/ε ∈ R, where t− = −min{t, 0}.) A standard a priori interior
estimate [20, Theorem 9.13] yields
‖uε‖W 2,p(O) ≤ C
(‖f‖Lp(O) + ‖βε(uε − ψ)‖Lp(O) + ‖g‖W 2,p(O)) ,
where C = C(d,O, p, λ0,Λ). The penalized equation yields
βε(uε − ψ) = Auε − f a.e. on O
and therefore by [11, §D.4] and the Lebesgue Dominated Convergence Theorem we obtain, by
taking the limit as ε ↓ 0,
‖u‖W 2,p(O) ≤ lim inf
ε↓0
‖uε‖W 2,p(O)
≤ C
(
‖f‖Lp(O) + lim inf
ε↓0
‖βε(uε − ψ)‖Lp(O) + ‖g‖W 2,p(O)
)
= C
(‖f‖Lp(O) + ‖(Au− f)+‖Lp(O) + ‖g‖W 2,p(O)) ,
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where C = C(d,O, p, λ0,Λ). Note that Au−f ≥ 0 a.e. on O by (A.2) and so Au−f = (Au−f)+
a.e. on O. Using Au − f = 0 a.e. on O ∩ {u > ψ} and Au − f = Aψ − f a.e. on O ∩ {u = ψ},
we obtain the global estimate (A.4).
Next, we prove that (A.5) holds. Let ζ ∈ C∞0 (Rd) be a cutoff function with 0 ≤ ζ ≤ 1 on Rd
and ζ = 1 on O ′ and supp ζ ⊂ O, set u˜ := ζu, and observe that u˜ ∈W 2,p(O) is a solution to the
obstacle problem,
min{Au˜− f˜ , u˜− ψ˜} = 0 a.e. on O, u˜ = 0 on ∂O,
where f˜ := ζf + [A, ζ]u ∈ Lp(O) and ψ˜ := ζψ ∈ W 2,p(O). For any C1,1 domain U ⊂ Rd and
v ∈W 2,p(U) and ε > 0, we have the interpolation inequality [20, Theorem 7.28],
‖Dv‖Lp(U) ≤ εd‖v‖W 2,p(U) + Cε−1‖v‖Lp(U),
for a positive constant C = C(d, U). We now apply the localization procedure employed in the
proof of [27, Theorem 7.1.1] to obtain (A.5) from (A.4) with g = 0 on ∂O. 
We can now relax the regularity conditions on g (and also ψ) in Theorem A.1 via an argument
modeled after the proof of [20, Theorem 8.30].
Theorem A.5 (Existence and uniqueness of a solution to the obstacle problem with continuous
partial Dirichlet boundary condition). Assume the hypotheses of Theorem A.1, but allow f ∈
Cα(O) ∩ C(O¯), and g ∈ C(∂O), and ψ ∈ C2(O) ∩ C(O¯). Then there is a unique solution
u ∈W 2,ploc (O) ∩ C(O¯) to the obstacle problem (A.2).
Proof. Because g ∈ C(∂O), by [20, Lemma 6.38 and Remark 1, p. 137] we may extend g to a
function in C(O¯), which we shall continue to denote by g. Since f ∈ Cα(O)∩C(O¯), and g ∈ C(O¯),
and ψ ∈ C2(O) ∩ C(O¯), by [2, Corollary 1.29] we may choose sequences {fn}n∈N ⊂ Cα(O¯), and
{gn}n∈N ⊂ C2,α(O¯), and {ψn}n∈N ⊂ C2,α(O¯) such that
fn → f in Cα(O) ∩ C(O¯), gn → g in C(∂O), ψn → ψ in C2(O) ∩ C(O¯),
as n → ∞. Let {un}n∈N ⊂ W 2,p(O) be the corresponding sequence of unique solutions to the
obstacle problem (A.2) defined by fn, gn, ψn via Theorem A.1. Proposition A.2 implies that the
sequence {un}n∈N is Cauchy in C(O¯) and thus converges in C(O¯) to a limit u ∈ C(O¯) which
obeys the boundary condition u = g on ∂O in (A.2).
The a priori interior estimate (A.5), for any O ′′ b O ′ b O, gives
‖un‖W 2,p(O′′) ≤ C
(‖fn‖Lp(O′) + ‖(Aψn − fn)+‖Lp(O′) + ‖un‖Lp(O′)) , (A.6)
where now C = C(d, p,O ′,O ′′, λ0,Λ). By construction of the sequences, we have
‖fn‖Lp(O′) → ‖f‖Lp(O′),
‖(Aψn − fn)+‖Lp(O′) → ‖(Aψ − f)+‖Lp(O′),
‖un‖Lp(O′) → ‖u‖Lp(O′),
as n → ∞. In particular, the right-hand side of (A.6) is bounded independently of n ∈ N and
so, after passing to a subsequence [11, Theorem D.3], we may assume that the sequence {un}n∈N
converges weakly in W 2,p(O ′′) to a limit u ∈ W 2,p(O ′′) (coinciding with the limit u ∈ C(O¯)
already discovered) for each O ′′ b O. Thus, u ∈W 2,ploc (O) ∩ C(O¯).
We next show that u solves the obstacle problem (A.2). Since each un solves the obstacle
problem (A.2) defined by fn, gn, ψn, we have un ≥ ψ on O and un = gn on ∂O and thus, taking
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limits as n → ∞ and recalling that the sequences {un}n∈N, {gn}n∈N, and {ψn}n∈N converge in
C(O¯) to u, g, and ψ, respectively, we obtain
u ≥ ψ on O and u = g on ∂O.
We still need to establish that
Au ≥ f a.e. on O, (A.7)
Au = f a.e. on {u > ψ} ∩ O. (A.8)
Because each un solves the obstacle problem (A.2) defined by fn, gn, ψn, we have
Aun ≥ fn a.e. on O, (A.9)
Aun = fn a.e. on {un > ψn} ∩ O. (A.10)
Suppose O ′ ⊂ {u > ψ} ∩ O. Because un → u and ψn → ψ in C(O¯) as n → ∞, for a sufficiently
large integer N = N(O ′) we may assume that
O ′ b {un > ψn} ∩ O, ∀n ∈ N, n ≥ N,
and so (A.10) yields
Aun = fn a.e. on O
′, ∀n ∈ N, n ≥ N. (A.11)
The a priori interior estimate [20, Theorem 9.13] for a solution to the strictly elliptic equation
(A.11) gives
‖un‖W 2,p(O′′) ≤ C
(‖fn‖Lp(O′) + ‖un‖Lp(O′)) , ∀n ∈ N, n ≥ N,
for a constant C depending on d,O ′,O ′′, p, λ0,Λ and the moduli of continuity of the coefficients
aij . Thus, for all m,n ∈ N with m,n ≥ N , we have
‖un − um‖W 2,p(O′′) ≤ C
(‖fn − fm‖Lp(O′) + ‖un − um‖Lp(O′)) .
Therefore, {un}n∈N is Cauchy in W 2,p(O ′′) and so converges strongly in W 2,p(O ′′) to the previ-
ously established weak limit u ∈ W 2,p(O ′′). Thus, we can take the limit in (A.11) as n → ∞ to
give
Au = f a.e. on O ′′.
Since O ′′ b O ′ and O ′ b {u > ψ} ∩ O were arbitrary, we see that u solves (A.8).
Moreover, for any ϕ ∈ C∞0 (O) such that ϕ ≥ 0 on O, the inequality (A.9) yields∫
O
(Aun − fn)ϕdx ≥ 0, ∀n ∈ N.
Hence, recalling that for any O ′′ b O we have
un ⇀ u weakly in W
2,p(O ′′),
and taking the limit as n→∞, the limit u ∈W 2,ploc (O) ∩ C(O¯) necessarily obeys
(Au− f, ϕ)L2(O) ≥ 0.
Because the function ϕ ∈ C∞0 (O) with ϕ ≥ 0 on O was arbitrary, u must also solve (A.7) and
this completes the proof of existence.
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Uniqueness30 of the solution, u, follows from the Aleksandrov weak maximum principle [20,
Theorem 9.1] and the comparison principle [19, Theorem 1.3.3] for solutions to the obstacle
problem (A.2) when31 p ≥ d. 
The partial Dirichlet boundary value problem for a strictly elliptic operator A as in (A.1) on a
bounded domain O with continuous boundary data g ∈ C(∂O) only requires that the boundary
∂O obey an exterior sphere condition [20, Theorem 6.13] or, more generally, that each boundary
point x0 ∈ ∂O is regular for the given f ∈ Cα(O)∩C(O¯), and g ∈ C(∂O), and A, in that a local
barrier exists at x0 in the sense of [20, pp. 104–106]. However, we can easily deduce the following
corollary of Theorem A.5 when ∂O obeys an interior sphere condition at each point by allowing
the balls in O used in our construction of the Perron solution (5.11) for (1.3), (1.2) to touch the
boundary32 ∂O.
Corollary A.6 (Existence and uniqueness of a solution to the obstacle problem with continuous
boundary data). Assume the hypotheses of Theorem A.5, except that ∂O is now only required to
obey an interior sphere condition at each point. Then the conclusions of Theorem A.5 continue
to hold.
According to [19, Theorem 1.3.4], the condition ψ ∈ C2(O¯) in Theorem A.1 may be weakened
to a requirement that ψ ∈ C(O¯) be globally Lipschitz and have globally finite concavity on O¯ in
the sense that,
ψ ∈ C0,1(O˜), (A.12)
D2ξψ ≥ −C in D ′(O˜), ∀ ξ ∈ Rd, |ξ| = 1, (A.13)
for some open neighborhood O˜ ⊂ Rd of O¯ and some positive constant C = C(O˜). (Compare the
local conditions (1.22) and (1.23).) We now recall the
Theorem A.7 (Existence of solutions to an obstacle problem with a globally Lipschitz obstacle
function having globally finite concavity). [19, Theorem 1.3.5] The conclusion of Theorem A.1
remains valid if the condition ψ ∈ C2(O¯) is relaxed to ψ ∈ C(O¯) obeying (A.12) and (A.13).
Theorem A.7 is proved with the aid of a technical lemma which we may in turn apply to relax
the regularity condition on ψ in Theorem A.5. We first recall the mollification procedure in [19,
pp. 27–28]. Let ζ ∈ C∞0 (Rd) be a cutoff function with supp ζ ⊂ B1(O) and ζ ≥ 0 on Rd and∫
Rd
ζ dx = 1.
Set ζδ(x) = δ
−dζ(x/δ), for any x ∈ Rd and δ > 0, and for any v ∈ Lp(O), with 1 < p <∞, set
(Jδv)(x) :=
∫
O
ζδ(x− y)v(y) dy, x ∈ Rd.
Then Jδv ∈ C∞(Rd) and ‖Jδv − v‖Lp(O′) → 0 as δ ↓ 0, for any O ′ b O (see [19, p. 27] or [20, p.
71 and Lemma 7.1]).
30When O is a domain, thus connected, we could also appeal to our comparison principle (Theorem 5.17) to
obtain uniqueness.
31For 1 < p ≤ d, uniqueness of solutions to a Dirichlet boundary value problem follows by the proof of uniqueness
in [20, Theorem 9.15] — see [20, p. 242].
32A related idea is used in the proof of [20, Lemma 6.18].
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For ψ ∈ C(O¯) obeying (A.12) and (A.13) and for δ > 0, define
ψδ := Jδ
(
ψ +
1
2
C|x|2
)
− 1
2
C|x|2. (A.14)
Then the mollified obstacle function ψδ obeys [19, Equation (1.3.22)]
|Dψδ| ≤ C on O,
D2ξψδ ≥ −C on O,
‖ψδ − ψ‖C(O¯) → 0, δ ↓ 0.
(A.15)
We now recall the
Lemma A.8 (Upper bound on Aψδ). [19, Equation (1.3.22)] Let O ⊂ Rd be a bounded open
subset and assume ψ ∈ C(O¯) obeys (A.12) and (A.13). Then
Aψδ ≤ C on O, ∀ δ > 0,
for a positive constant C independent of δ > 0.
We then have the
Theorem A.9 (Existence and uniqueness of a solution to the obstacle problem with continuous
partial Dirichlet boundary condition and Lipschitz obstacle function with finite concavity). The
conclusion of Theorem A.5 remains valid if the condition ψ ∈ C2(O)∩C(O¯) is relaxed to ψ ∈ C(O¯)
obeying (A.12) and (A.13).
Proof. For any δ > 0, let ψδ ∈ C∞(Rd) be as in (A.14), let gδ := g ∨ ψδ ∈ C(∂O), and let
uδ ∈W 2,ploc (O)∩C(O¯) be the corresponding solution to (A.2) defined by f , gδ, and ψδ via Theorem
A.5. Proposition A.2 implies that the sequence {uδ} (with δ ∈ (0, 1] and δ ↓ 0) is Cauchy in C(O¯)
and thus converges in C(O¯), as δ ↓ 0, to a limit u ∈ C(O¯) which obeys the boundary condition
u = g on ∂O in (A.2).
The a priori interior estimate (A.5), for any O ′′ b O ′ b O, gives
‖uδ‖W 2,p(O′′) ≤ C
(‖f‖Lp(O′) + ‖(Aψδ − f)+‖Lp(O′) + ‖uδ‖Lp(O′)) , (A.16)
where C = C(d, p,O ′,O ′′, λ0,Λ). We have, as δ ↓ 0,
‖uδ‖Lp(O′) → ‖u‖Lp(O′),
while Lemma A.8 yields, for some constant C > 0,
‖(Aψδ − f)+‖Lp(O′) ≤ ‖(C − f)+‖Lp(O′), ∀ δ > 0.
In particular, the right-hand side of (A.16) is bounded independently of δ > 0 and so, after
passing to a subsequence [11, Theorem D.3], we may assume that the sequence {uδ} converges
weakly in W 2,p(O ′′), as δ ↓ 0, to a limit u ∈ W 2,p(O ′′) (coinciding with the limit u ∈ C(O¯)
already discovered) for each O ′′ b O. Thus, u ∈W 2,ploc (O) ∩ C(O¯).
The proofs that u solves the obstacle problem (A.2) and is unique are the same as those in
Theorem A.5. 
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Appendix B. Transformation of a model operator on the half-plane by the
conformal map from a half-disk to a strip
In dimension two, the effect of the map in §4.1 from the half-disk to the strip on an operator A
of the form (1.5) can be made explicit and this provides many useful insights, so we shall describe
the calculation here. We observe that for w as in (4.3),
w = Log
(
1 + z
1− z
)
≡ s+ iθ,
we have
dw
dz
=
d
dz
Log
(
1 + z
1− z
)
=
2(1− z)
(1 + z)3
,
and so dw/dz 6= 0 and is well-defined for z 6= ±1.
We first calculate the effect of the transformation on the Laplace operator. Writing v(w) =
u(z), with z = x + iy and w = s + iθ = Log z, and ∆zu(x, y) = −uxx − uyy and ∆wv(s, θ) =
−vss − vθθ, we have
∆zu = − ∂
2u
∂z∂z¯
= − ∂
∂z
(
∂v
∂w¯
∂w¯
∂z¯
)
= − ∂
2v
∂w∂w¯
∂w
∂z
∂w¯
∂z¯
− ∂v
∂w¯
∂2w¯
∂z∂z¯
= − ∂
2v
∂w∂w¯
∂w
∂z
∂w¯
∂z¯
= ∆wv
∂w
∂z
∂w¯
∂z¯
=
∣∣∣∣∂w∂z
∣∣∣∣2 ∆wv,
noting that ∂w/∂z¯ = 0, and thus we obtain
∆zu = 2
|1− z|2
|1 + z|6 ∆wv. (B.1)
We wish to use the preceding change of complex variables to transform the equation (1.1) on the
unit half-disk,
Au = f on B+,
defined by a model operator,
Au := −y(uxx + uyy)− b1ux − b2uy + cu, (B.2)
where the coefficients b1, b2, c are constant (for simplicity in this example) and obey b2 > 0 and
c ≥ 0, to an equation on the strip,
A˜v = f˜ on S,
where
A˜v := −θa˜(vss + vθθ)− b˜1vs − b˜2vθ + c˜v, (B.3)
where v(s, θ) = u(x, y) and f˜(s, θ) = f(x, y), and the coefficients a˜, b˜1, b˜2, c˜ are defined on the
strip, S ≡ S2pi/2 = R× (0, pi/2) and are to be determined.
For this purpose, we shall need explicit formulae for x = x(s, θ) and y = y(s, θ). Note that
1 + z
1− z =
(1 + z)(1− z¯)
(1− z)(1− z¯) =
1− x2 − y2 + 2iy
(1− x)2 + y2 = e
s+iθ = es cos θ + ies sin θ,
and thus
es =
∣∣∣∣1 + z1− z
∣∣∣∣ =
√
(1 + x)2 + y2√
(1− x)2 + y2 and θ = Arg
(
1 + z
1− z
)
,
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with
es cos θ =
1− x2 − y2
(1− x)2 + y2 and e
s sin θ =
2y
(1− x)2 + y2 .
Therefore,
s =
1
2
ln
(
(1 + x)2 + y2
(1− x)2 + y2
)
, (B.4)
θ = arctan
(
2y
1− x2 − y2
)
. (B.5)
We shall also need an expression for y in terms of (s, θ). We first solve (4.3) for z in terms of w
to give
z =
ew − 1
ew + 1
, −pi < Im(w) ≤ pi.
Noting that
ew = es+iθ = es cos θ + ies sin θ and |ew| = es,
this yields
z =
(ew − 1)(ew¯ + 1)
|ew + 1|2 =
|ew|2 − 1 + i2 Im(ew)
|ew + 1|2
=
e2s − 1 + i2 sin θ
(1 + es cos θ)2 + e2s sin2 θ
=
e2s − 1 + i2 sin θ
1 + 2es cos θ + e2s
.
Since z = x+ iy, we obtain
x =
e2s − 1
1 + 2es cos θ + e2s
, (B.6)
y =
2 sin θ
1 + 2es cos θ + e2s
. (B.7)
We have the change of variable formulae,
ux = vs
∂s
∂x
+ vθ
∂θ
∂x
and uy = vs
∂s
∂y
+ vθ
∂θ
∂y
. (B.8)
A calculation using (B.4) and (B.5) yields
∂s
∂x
=
−2x2 + 2y2 + 2
x4 + 2x2 (y2 − 1) + (y2 + 1)2 , (B.9)
∂s
∂y
= − 4xy
x4 + 2x2 (y2 − 1) + (y2 + 1)2 . (B.10)
Writing
D2 = (1− x2 − y2)2 + 4y2 = x4 + 2x2(y2 − 1) + (y2 + 1)2,
we have
cos θ =
1− x2 − y2
D
and sin θ =
2y
D
,
and the useful expression
D =
2y
sin θ
=
4
1 + 2es cos θ + e2s
. (B.11)
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We see that the equations (B.9) and (B.10) for the derivatives simplify to give
∂s
∂x
=
2(1− x2 − y2) + 4y2
D2
=
2 cos θ
D
+ sin2 θ, (B.12)
∂s
∂y
=
−4xy
D2
=
−2x sin θ
D
. (B.13)
Since the map z = x+ iy 7→ w = s+ iθ in (4.3) is holomorphic, we must have
∂θ
∂x
= −∂s
∂y
and
∂θ
∂y
=
∂s
∂x
.
We apply these derivative formulae in (B.8) to give
b1ux + b
2uy = b
1(vssx + vθθx) + b
2(vssy + vθθy)
= b1(vssx − vθsy) + b2(vssy + vθsx)
= (b1sx + b
2sy)vs + (b
1θx + b
2θy)vθ
= (b1sx + b
2sy)vs + (−b1sy + b2sx)vθ.
Finally, note that the expressions for es and es sin θ in terms of x and y
2
|1− z|2
|1 + z|6 = 2
(1− x)2 + y2
((1 + x)2 + y2)3
= 2
((1− x)2 + y2)3
((1 + x)2 + y2)3
1
((1− x)2 + y2)2
=
2
e6s
(
es sin θ
2y
)2
=
sin2 θ
2y2e4s
.
and combining the preceding identity with (B.1) yields
uxx + uyy =
sin2 θ
2y2e4s
(vss + vθθ). (B.14)
We now apply the preceding formulae to the equation Au = f on the half-disk, B+. We see that
on the strip, S, the function v(s, θ) = u(x, y) obeys
Au ≡ −y(uxx + uxx)− b1ux − b2uy + cu
= − sin
2 θ
2y2e4s
y(vss + vθθ)− (b1sx + b2sy)vs − (−b1sy + b2sx)vθ + cv = f,
and so, denoting f˜(s, θ) = f(x, y), the equation A˜v = f˜ on the strip, S, takes the explicit form,
A˜v ≡ −θa˜(vss + vθθ)− b˜1vs − b˜2vθ + c˜v
= −sin
2 θ
2ye4s
(vss + vθθ)−
(
b1
(
2 cos θ
D
+ sin2 θ
)
− b2 2x sin θ
D
)
vs
−
(
b1
2x sin θ
D
+ b2
(
2 cos θ
D
+ sin2 θ
))
vθ + cv = f˜ .
(B.15)
As θ ↓ 0, with s ∈ R fixed, the formula (B.11) gives
D(s, θ)→ 4
1 + 2es + e2s
=
4
(1 + es)2
,
and the expressions (B.6) and (B.11) give
x(s, θ)→ e
2s − 1
1 + 2es + e2s
and y(s, θ) =
D
2
sin θ,
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so the coefficients in the equation (B.15) converge to
−
(
1
De4s
sin θ
θ
)
θ(vss + vθθ)− b1 2
D
vs − b2 2
D
vθ + cv = f˜ ,
that is, using sin θ/θ → 1 as θ ↓ 0,
−(1 + e
s)2
4e4s
θ(vss + vθθ)− 1
2
(1 + es)2b1vs − 1
2
(1 + es)2b2vθ + cv = f˜ .
On the other hand, as θ ↑ pi/2, with s ∈ R fixed, we have from (B.11),
D(s, θ)→ 4
1 + e2s
,
and (B.6) and (B.7) give
x(s, θ)→ e
2s − 1
1 + e2s
and y(s, θ)→ 2
1 + e2s
,
so the coefficients in the equation (B.15) converge to
− 1
2ye4s
(vss + vθθ)−
(
b1 − b2 2x
D
)
vs −
(
b1
2x
D
+ b2
)
vθ + cv = f˜ ,
that is,
−(1 + e
2s)
4e4s
(vss + vθθ)−
(
b1 − 1
2
(e2s − 1)b2
)
vs −
(
1
2
(e2s − 1)b1 + b2
)
vθ + cv = f˜ .
In particular, the coefficients of the operator in (B.15) extend continuously from (s, θ) ∈ S =
R× (0, pi/2) to (s, θ) ∈ S¯ = R× [0, pi/2].
However, as we can see most easily in the limiting cases, θ ↓ 0 or θ ↑ pi/2, while the coefficient
a˜ in (B.15) is uniformly bounded above on S, it is not strictly elliptic on S (uniformly bounded
below by a positive constant) as s→∞ and the coefficients b˜1, b˜2 are not uniformly bounded on
S as s→∞.
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