The scenario is that a bulk data transfer is being performed over a TCP connection, from a host on a local area network (LAN) to a mobile host attached to the LAN by a radio link. In earlier work 10] we had assumed that packet losses in a TCP connection over a radio link are statistically independent. In this paper, we extend this analysis to a Rayleigh fading link, which we model by a two state Markov model. The bulk throughputs of TCP-OldTahoe and TCP-Tahoe are compared with and without fading, for various average signal-to-noise ratios. We also study the performance with a link protocol on the wireless link, and study the e ect of varying the link packet size, the number of link packet attempts, and the vehicle speed. For the parameters of the BSD UNIX implementation, over a 1.5Mbps wireless link, we nd that, with fading, a signal-to-noise ratio of at least 30dB is required to get reasonable throughput with TCP Tahoe or OldTahoe; this corresponds to at least 100 times more power than is needed without fading.
the throughput deteriorates, and again becomes very good at higher vehicle speeds. The speeds corresponding to the various regions depend on the parameters of the link protocol.
Introduction
The network scenario ( Figure 1 ) is motivated by the many recent experimental studies of TCP performance over wireless mobile links 1, 2, 3]. We are interested in the data throughput, from the LAN host to the mobile terminal, that can be achieved by various versions of TCP, when the wireless link introduces random packet losses. In our earlier work on this problem 10] (see also 12], 14]), a simple loss model was assumed: TCP packets were transmitted in their entirety over the wireless channel, and each packet was lost independently of anything else with probability p (i.e., the Bernoulli loss model). The Bernoulli loss model would correspond to a nonfading channel with additive white Gaussian receiver noise. It is well known ( 9, 15] ) that when the mobile and the transmitter are not in line-of-sight, the mobile receiver antenna observes a superposition of multiple re ected and di racted signals that are out of phase with each other. The phase relationship between the interfering multipath signals is continuously changing as the vehicle moves. Destructive interference of these signals leads to \fading". The fade durations depend on the velocity of the vehicle and the radio carrier frequency. For high speed radio transmission (e.g., 1.5Mbps), typical carrier frequencies (e.g., 900Mhz), and the usual vehicle speeds, the fade durations are comparable to the transmission times of TCP packets, or are multiples of transmission times of typical link packets. Thus the packet losses cannot be modelled as being independent of each other.
In this paper, we model the losses using a two state Markov model. We assume that a packet succeeds with probability 1 in the Good state, and with probability 0 in the Bad state. The TCP protocol alternates between packet transmission periods and loss recovery periods. It was shown in 10] that the TCP packet transmission process can be modelled as a Markov RenewalReward process 20], the Markov renewal instants being the epochs at which the rst packet loss occurs in a transmission period, and the \reward" corresponding to successful packet transmissions. With the simple fading model, this Markov renewal-reward analysis is easily adapted. We obtain numerical results for the same parameters as in 10] .
In previous work, Gilbert has used a two state Markov model to model bursty error rates in digital transmission links 7] . Wang and Moayeri 19] have studied multistate Markov chain models for radio channels, and have, in particular, developed a nite state Markov model for a Rayleigh fading channel. Recently, in 4], the authors analyse a wide area TCP connection in which the receiver end system is connected to the wireline network by a wireless mobile link. A Rayleigh fading model is assumed for the wireless link, and a two state Markov model is used. It is assumed that the link protocol on the wireless channel repeatedly retransmits the link packets until they succeed. Since this implies an increase in the e ective transmission time of TCP packets, the main concern in the paper is the additional bu er requirement (at the wireline-to-wireless router) as a result of wireless channel losses. It is argued that for a Markovian fading model (implying exponentially distributed fade durations) TCP will yield reasonable throughputs if the bu er space grows only as fast as the logarithm of the bandwidth-delay product.
In our analysis, we assume that there are adequate bu ers at the wireless router so that bu er over ow is not a concern. On the other hand, we permit the possibility of packet loss on the wireless link, either because there is no link protocol, or because the link protocol limits the number of retries. The e ect of losses on the TCP throughput is studied. We provide results for throughput performance of TCP-OldTahoe and Tahoe as the signal-tonoise ratio varies, and compare the situations with and without Rayleigh fading. For xed signal-to-noise ratio, we then study the variation of TCP throughput with the vehicle speed. Varying the vehicle speed e ectively varies the duration of the fades and the good periods on the radio link, and results in interesting behaviour of the TCP throughput as a function of the vehicle speed. This paper is organised as follows. In Section 2 we develop the two state Markov loss model. In Section 3 we describe TCP's window adaptation protocol. In Section 4 we adapt the throughput analysis developed in 10] to the Markov loss model. In Section 5 some numerical results and their discussion are presented. 
where A := R 2 2 2 , and the distribution of A is known to be given by P(A > a) = e (?a) ( 16] ). As observed above, the SNR (t) varies slowly as compared to the signalling rate. When the SNR is low (i.e., a large negative values of (A) dB ), this situation persists for a while and the bit error rate (BER) is high; then the SNR improves and stays high for a while, yielding a low BER. This view motivates a Markov model for packet loss; we develop the model in the next subsection.
The Markov Packet Loss Model
For a given average SNR E b N 0 (say 30dB) we determine the amount by which the SNR must drop below the average so that the channel enters the \Bad" state (say 20dB, i.e., a factor of .01); call this \margin" , in dB units. Then, de ning := 10 ? 10 (i.e., = :01 for = 20dB), the fraction of time that the channel is in the Bad state is given by P(A ) = 1 ? e ? . Thus, xing 
The loss model is a discrete \time" Markov chain whose transitions are embedded at packet boundaries; thus we express the Good and Bad periods in units of packet transmission time on the link. The transition structure of the model is depicted in Figure 2 . The chain is assumed to be embedded at the beginnings of packet transmissions. Thus, if a number of packets is being transmitted back to back, and if the chain is in the Good state when a packet is about to be transmitted then this packet will be Good, and the next packet will be Good or Bad with probabilities 1? and , respectively. It follows, from Equation 8, that In our calculations we will use the above approximation, as 0:1 (i.e., > 10dB) in our numerical results. Observe that we are making the tacit assumption that the durations during which the SNR is above or below the threshold level are exponentially distributed; this is not true (see 17]), but the minimal Markov model that we have considered cannot model any additional characteristic of the fading process.
Given , equivalently , the individual values of and in the Markov model are obtained from the Doppler frequency f d (Equation 2), and Equations 6 and 7. For example, consider packet transmission times of 7:5msec (e.g., 1.5Mbps link, and 1400byte packets), f c = 900MHz, and = 20dB. For a speed of 5kmph, f d = 4:17Hz, the mean good period is about 128 packets, the mean bad period is about 1.28 packets, and = 0:0078; at a speed of 100kmph, f d = 83:3Hz, the mean good period is about 6.4 packets, the mean bad period is about 0.064 packets, and = 0:156. Thus, clearly, some care is needed in using this model for high vehicle speeds at which the fade duration is smaller than one packet length. Without a link protocol, whenever there is a fade during a packet transmission, that packet is lost, even though the channel is good during some parts of the packet. For high speeds, for which the fade durations are smaller than a packet (but not so high that G + B < mean pkt xmission time ), we take = 1 (i.e., exactly one packet is lost in each fade), and is obtained from the following equation
Thus, at low speeds, the probability that a packet is bad is just 1+ , whereas for high speeds, when the fades are shorter than the packet transmission time, the probability that a packet is bad increases with increasing speed, even though is xed.
The Loss Model with a Link Protocol
The round trip propagation delay on terrestrial mobile radio links is typically smaller than the packet transmission time. Consequently, a stop-and-wait link protocol su ces. We characterise a link protocol by the link packet length and the number of times it attempts a packet.
Observe that with 128byte link packets, and 1.5Mbps transmission, the link packet transmission time is about 0.68msec. For 1400byte TCP packets, there are 11 link packets in a TCP packet, and for speeds above 30 or 40kmph the mean fade duration is less than 2 or 3 link packets. Thus, with a link protocol, we embed the Markov packet loss model ( Figure 2 ) at the beginnings of link packet transmissions. We use the loss model to obtain the probability of TCP packet loss, and assume that TCP packet losses are independent at the TCP packet level. This assumption is adequate if the link packets are small, and the number of link packets in a TCP packet is large. We assume that the rst link packet in a TCP packet nds the Markov model in its stationary distribution. The probability of TCP packet loss is then the probability that for at least one link packet all attempts fail. The link protocol also causes an increase in TCP packet transmission time; we use the link level Markov loss model to obtain the in ated mean TCP packet transmission time.
Let N denote the maximum number of attempts of a link packet; and L denote the number of link packets in a TCP packet. Recalling that the Markov process is embedded at the beginnings of link packet transmissions, we de ne p n = Probfat least 1 out of n link packets fails, given that the initial state is Goodg q (k) n = Probfat least 1 out of n link packets fails, given that the rst link packet has already had k(< N) bad attempts and the initial state is Badg p = Probfa TCP packet is bad g
Assuming that the rst link packet in a TCP packet nds the Markov process in its stationary distribution, we have
The values of p n ; 1 n L and q For obtaining the mean e ective TCP packet transmission time, taking into account the link retransmissions, de ne l n = mean number of link packets that will be sent for transmitting a TCP packet of length n link packets, given that the state at the beginning is Good m (k) n = mean number of link packets that will be sent for transmitting a TCP packet of length n link packets, given that k link packets have already been sent for the rst link packet and the current state is Bad l = mean number of link packets that will be sent for transmitting a TCP packet of length L link packets n?1 + l n?1 These equations can also be solved recursively.
TCP Window Adaptation
At any time t there is a lower window edge A(t), which means that all data numbered up to, and including, A(t) ? 1 has been transmitted and acknowledged. The transmitter can send data numbered A(t) onwards. There is also the transmitter's congestion window W(t), which, at time t, is the maximum amount of data that the transmitter is permitted to send, starting from A(t). Under normal data transfer, A(t) has nondecreasing sample paths, whereas the adaptive window mechanism causes W(t) to increase or decrease, but never exceed W max . The receipt of an ack packet that acknowledges some data will cause a jump in A(t) equal to the amount of data acknowledged, but the change in W(t) would depend on the particular version of TCP and the state of the congestion control process.
At the transmitter, round-trip time measurements of some packets are used to obtain a running estimate of the packet round-trip time (rtt) on the connection. Each time a new packet is transmitted, the transmitter starts a timer and resets the already running transmission timer, if any. The timer is set for a round-trip time-out (rto) value that is derived from the rtt estimation procedure. Whenever a time-out occurs, retransmission is initiated from the next packet after the last acknowledged packet (i.e., from the sequence number A(t)). It is important to note that the TCP transmitter process measures time and sets timeouts only in multiples of a timer granularity; for example, BSD UNIX based systems have a timer granularity of 500ms. Further, there is a minimum timeout duration of 2 or 3 timer \ticks" in most implementations. We will see, in the analysis, that coarse timers have a signi cant impact on TCP performance. For details on rtt estimation, and the setting of rto values, see 5] or 18].
The following basic window adaptation procedure 8] is common to all the TCP versions; our description follows that of 12]. At all times t the following are de ned for all the protocol versions: W(t) = the transmitter's congestion window at time t W th (t) = the slow-start threshold at time t The evolution of these processes is triggered by acks (only rst acks; not duplicate acks) and timeouts as follows.
1 , and the transmitter begins retransmission from the packet after the last packet acknowledged. Note that the transmissions after a timeout always start with the rst lost packet. We will call the \window" of packets transmitted from the lost packet onwards, but before retransmission starts as the loss window.
If a packet is lost, then the ack number from the receiver will cease to be advanced, and the transmitter at the LAN host will continue sending packets until the current window is exhausted, or a packet gets through to the receiver and an ack is received.. The last packet transmitted will have a timeout associated with it; in TCP-OldTahoe, retransmission will start only upon the expiry of this timer. Later versions of TCP, i.e., Tahoe, Reno, and NewReno, implement a fast-retransmit scheme. Observe that, even if a packet is lost, if subsequent packets get through, the receiver will continue to send back acks, but the \expected packet" number is not incremented. If several (an integer parameter K, e.g., 3) such \duplicate" acks are received at the LAN host, then it can assume that the loss is a random loss, and not due to congestion. When the number of duplicate acks received reaches the threshold K, then the packet next expected by the receiver is retransmitted. A complicated recovery phase then follows. In particular, in TCP Tahoe , where W max is the maximum window limit set by the receiver; this usually depends on the receiver's bu er size (typical values are 32Kbytes or 64Kbytes, i.e., several 10's of TCP packets). The protocol starts at time 0 in slow start. Let`1 be the epoch at which the rst packet loss occurs, and let U 1 = W(`1). As described above, timeout or fast recovery follows, and at some later epoch transmission resumes with the rst lost packet. If this epoch nds the wireless channel in its Bad state, then a loss occurs immediately, the timeout is doubled, and the next cycle starts with W = 1 and W th = 2, the minimum value of W th ( 18] ). No successful packet is sent in such a period. Hence, we merge such periods, if any, into the recovery period of the previous cycle. Thus at the beginning of the next cycle, denoted by t 1 , the channel is in the Good state. Again an epoch`2 can be identi ed at which the rst loss occurs in this transmission cycle. For k 1, let t k denote the kth epoch at which a new transmission cycle starts as described above. For k 1, we call the interval (t k?1 ; t k ] the kth cycle. In the kth cycle, let`k be the epoch at which the rst packet is lost in the cycle (this is an end of a packet transmission epoch from the router). Further, for k 1, let U k = W(`k) denote the transmitter's window size at which packet loss takes place. We take U 0 = W max . Since the rst packet transmitted in each cycle is always good, the state space of the process fU k g is f2; 3; : : : ; W max g. m We know that at the beginning of the transmission of the packet that is lost, the channel is in the Bad state. It is thus clear that the evolution of the congestion window process after the rst loss epoch in the kth cycle depends only on the value of U k ; thus the process fU k g is a discrete time Markov chain over the state space f2; : : :; W max g. We can obtain the stationary distribution of this chain. Note that a more complex analysis ensues if losses can occur in either state of the channel.
The mean number of packets successfully transmitted in each cycle, before the rst lost packet, is just 1 . When a loss occurs at the lossy link, there would be some packets queued in the lossy link transmitter, and the TCP transmitter at the LAN host will continue sending packets till the congestion window (U k ) is exhausted (even if fast-retransmit is implemented, by the time 3 duplicate acks are received, a fast sender would already have exhausted the window). Some of the packets that are transmitted on the lossy link, after the rst lost packet, will get through, and will not need to be resent. We denote the mean number of such packets as residual good.
Thus, for each TCP version, we have a Markov renewal reward process 20], embedded at the epochs t 0 ; t 1 ; t 2 ; : : :, the reward being the number of good packets put through in each cycle. Then the throughput T is given by T = 1 + residual good mean cycle duration (9) With a link protocol, and high vehicle speeds, we assume a Bernoulli loss model at the TCP packet level. Hence, for this case the analysis in 10] carries through directly, after accounting for the fact that TCP packet transmission times are longer.
We will assume that the minimum timeout is large compared to the other time scales in the local network; this is true for the numerical parameters that we used in 10] (0.75sec minimum timeout, as in BSD, and 7.5msec packet transmission time). Then, if the loss in a cycle is followed by a timeout, we assume that the beginning of the next cycle nds the Markov loss process in its stationary distribution. This is always the case for OldTahoe, since it recovers only after a timeout. In the case of Tahoe, however, if fast retransmission takes place then we need to know the state of the Markov loss process at the beginning of the next cycle.
The following analysis also assumes that the LAN host can transmit much faster than the wireless link. Hence, during the packet transmission periods in a cycle, the wireless link is assumed to be continuously busy. This assumption facilitates the carrying over of the channel state from one packet to the next. M?1 . Given the stationary distribution u M ; 2 M W max ; the mean number of good packets transmitted in a cycle after the rst loss occurs can thus be calculated. This is what we had called residual good (see Equation 9 ).
We adopt the approximate mean cycle time analysis discussed in Section 4.2 of 10]. Letting Z denote the mean of the loss window distribution, we take the average window during packet transmissions to be 0.75Z, and take the network throughput to be r = r( ; 0:75Z) ( is the LAN packet transmission rate normalised to the wireless link transmission rate), where r( ; w) = ( (w+1) ? ) ( (w+1) ?1) , if 6 = 1, and r(1; w) = w 1+w . We assume that the timeout is always the minimum timeout (rto min) (a good assumption for a large coarse timeout and the local network situation). It follows that the recovery time due to repeated, exponentially growing timeouts, is given by rto min Here the second term in the denominator is an expectation over the loss window distribution; the term corresponding to each M is the sum of the recovery durations for three possibilities: the rst if fast retransmit fails, the second if fast retransmit succeeds and the next cycle nds the channel in the Good state, and the last if fast retransmit succeeds but the channel is found in the Bad state, necessitating a timeout based recovery.
Numerical Results and Discussion
We present numerical results for the same numerical parameters as in 10].
The wireless link speed is 1.5Mbps (all rates are normalised to this rate) and the LAN host can transmit at 5 times the wireless link rate (i.e., = 5). The TCP packet length is 1400 bytes; i.e., its transmission time on the wireless link is 7.5ms; various times are normalised to this transmission time. The minimum timeout is 750ms; or 100 packet service times on the wireless link. The fast retransmit threshold is K = 3. The carrier frequency f c is taken to be 900Mhz. We consider DPSK (di erential phase shift keying) modulation. In this analysis we do not consider forward error correction coding, or bit interleaving. The link protocol operates directly over the modulation scheme, and has an error detection code. With AWGN the BER for DPSK is given by
Thus without a link protocol, in AWGN, the TCP packets can be assumed to be lost independently with probability p given by ., AWGN) . There is no link protocol; thus, whenever a packet encounters a fade that packet is certainly lost. In the case of fading, two curves are shown for each version, corresponding to average fade durations of 1 and 2 packets. The Bad state corresponds to an SNR 10dB. Figure 3 shows that with AWGN an SNR of about 12dB yields very good throughput, whereas, with fading, an SNR of about 30dB is required to obtain a throughput better than 90% from TCP Tahoe. TCP OldTahoe requires an SNR of 40dB. For a given SNR, increasing the fade length appears to improve the TCP throughput. This observation is explained as follows. The \fade limit" of 10dB, taken together with the average SNR, xes (see Section 2.2), and hence xes ; i.e., for a given value of E b N 0 the ratio of the good and the bad periods is xed (see Equation 8 ). It follows that, for xed E b N 0 , if the fade duration is increased from 1 to 2 packets then the good periods also increase by a factor of two. Thus, although increasing the fade duration results in a greater frequency of consecutive losses, since the good duration also increases, the TCP window can build to large values before losses do occur. This yields a larger throughput for increasing fade duration. These observations hold for low speeds at which the fade durations are comparable to the packet transmission times (e.g., E b N 0 =20dB implies speeds of about 10 to 20kmph). Consider what would happen if the vehicle speed was allowed to reduce to zero. For example, if E b N 0 = 30dB then the probability that a connection starts in the bad state is 0.01 (see Equation 8 ). For very low speeds, during the entire duration of the connection, the channel will be in the same state as it was found at the beginning of the connection. Thus if the initial state found is bad the throughput is 0, otherwise the throughput is 1. Hence, averaged over connections, the average throughput seen by a TCP connection will be 0.99. It follows that in Figure 3 , for a xed SNR of 30dB, as the vehicle speed decreases the throughput of both Tahoe and OldTahoe will converge to 0.99. Similar calculations can be done for each value of SNR; these results are plotted as \limit, speed ! 0" in Figure 3 . Note that we have no link protocol in the model for which results are shown in Figure 3 . With a link protocol, the throughput should be no worse than without one. Thus, we see that for speeds approaching zero the average throughput increases and converges to the throughput obtained from a \quasistatic" analysis assuming very long fade durations and good durations but with the appropriate probabilities. This observation is consistent with the results with a link protocol that we present next. We now x the average SNR (to 30dB or 25dB), and, for a xed fade limit of 10dB, we study TCP throughput as a function of vehicle speed. We now include the link protocol model in our analysis (see Section 2.3).
In Figures 4 and 5 we show the TCP throughout versus vehicle speed. The link packet length is 128 bytes; thus there are 11 link packets in a TCP N 0 = 30dB, and fade limit = 10dB; each link packet is attempted 8 times.
packet. In Figure 4 each link packet is attempted N = 2 times, whereas in Figure 5 each packet is attempted N = 8 times. Figure 4 shows that, as the vehicle speed increases from a small value, rst the throughput (for both versions) decreases, hits a minimum, and then it increases. This is explained as follows. Note that if the fade duration is longer than the number of attempts made for a link packet then that link packet and the corresponding TCP packet is surely lost. To the left of the minimum point, the mean fade duration is longer than 2 link packets, and increases as the speed decreases; however, as observed earlier, the good period length increase too, hence the throughput increases. To the right of the minimum point, the fade duration is smaller than 2 packets, and for larger vehicle speeds there is increasing probability that not all attempts of a link packet fail.
We note that the behaviour of throughput versus vehicle speed, for xed SNR, in Figure 4 is consistent with our discussion for low speeds in the context of Figure 3 . The throughput does increase for low vehicle speeds. If the curves in Figure 4 are extrapolated as speed goes to zero, however, the limit will not match that obtained in the context of Figure 3 . This is because the model used to obtain the results in Figure 4 (fading model at the link packet level, but Bernoulli losses across TCP packets) does not apply for very low vehicle speeds for which there is signi cant fade correlation between TCP packets. Figure 5 shows that each link packet needs to be attempted 8 times for N 0 = 25dB, and fade limit = 10dB; each link packet is attempted 8 times.
Tahoe to yield a good throughput for a large range of vehicle speeds. In Figure 6 we show the e ect of reducing the SNR by 5dB. We nd that 8 attempts are no longer enough even for Tahoe. The number of link packet attempts need to be increased to 16 for Tahoe to provide reasonably good performance (see 11]).
Conclusion
For the default parameters of the BSD implementation of TCP, over a 1.5Mbps wireless link, as a general observation, we nd that (without physical level enhancements, such as forward error correction and bit interleaving 1 ) an SNR of 25dB to 30dB is required to obtain from Tahoe a throughput greater than 90% of the wireless link speed. Without a link protocol, OldTahoe requires 40dB; and with a link protocol OldTahoe su ers at low vehicle speeds, for which the fade durations are large. When using a link protocol, the choice of link packet length and the number of attempts for each packet are important parameters. Basically, the attempts have to \outlast" the fade. Since very large link packets defeat the idea of using link packets, small link packets have to be attempted several times. For a xed SNR, a given link packet length, and a given number of link packet attempts, we nd that throughput varies in an interesting way with vehicle speed. At very low speeds (e.g., pedestrian speeds) the throughput is high; it decreases with increasing vehicular speed until the fade durations become shorter than the number of link packet attempts. Beyond this speed, again the throughput increases, and is limited only by the expansion of the TCP packet transmission time owing to link-level retransmissions.
Much work remains to be done to develop more comprehensive protocol analyses even with the simple two state Markov loss model. Our analysis at present does not apply to many situations of interest; e.g., link protocols at very low speeds, or with large link packets. The Markov model can also be enhanced to include a nonzero loss probability in the Good state. Both these situations will require a more complex analysis, as the state of the Markov loss model will need to be included in the evolution of the TCP window process. Such enhancements of the analysis will be fruitful as future research. Other TCP versions, such as Reno and NewReno, also need to be analysed.
