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ABSTRACT
We develop a highly eﬃcient MC method for computing plain
vanilla European option prices and hedging parameters under a
very general jump-diﬀusion option pricing model which includes
stochastic variance and multi-factor Gaussian interest short rate(s).
The focus of our MC approach is variance reduction via dimension
reduction. More speciﬁcally, the option price is expressed as an
expectation of a unique solution to a conditional Partial Integro-
Diﬀerential Equation (PIDE), which is then solved using a Fourier
transform technique. Important features of our approach are (1)
the analytical tractability of the conditional PIDE is fully deter-
mined by that of the Black–Scholes–Merton model augmented
with the same jump component as in our model, and (2) the
variances associated with all the interest rate factors are comple-
tely removed when evaluating the expectation via iterated con-
ditioning applied to only the Brownian motion associated with the
variance factor. For certain cases when numerical methods are
either needed or preferred, we propose a discrete fast Fourier
transform method to numerically solve the conditional PIDE eﬃ-
ciently. Our method can also eﬀectively compute hedging para-
meters. Numerical results show that the proposed method is
highly eﬃcient.
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1. Introduction
The seminal work of Black and Scholes (1973) and Merton (1973) laid the foundation
for option pricing models. Central to the Black–Scholes–Merton (BSM) model is the
assumption that the underlying asset returns follow a log-normal distribution. Despite
the success of the BSM model, it is well-known that this model suﬀers from several
deﬁciencies. In particular, its log-normal assumption fails to capture two important
empirical phenomena, namely, (1) the leptokurtic features of the asset return distribu-
tion, i.e., a higher peak and two heavier tails than those of the normal distribution, and
(2) the observed volatility smile/skew. These two phenomena occur in various classes of
assets, such as equity and foreign exchange (FX). For discussions, see Duﬃe, Pan and
Singleton (2000); Heston (1993); Kou (2002); Merton (1976); Piterbarg (2006); Scott
(1997) among many others. Another deﬁciency of the BSM model manifests itself in the
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interest rate term structure. However, for options with short maturities, the constant
interest rate assumption in the BSM model seems to be less questionable than the log-
normal one.
Aiming to address the ﬁrst deﬁciency, many extensions to the BSM model have been
introduced in the literature to provide more realistic descriptions for asset price
dynamics. One line of research seeks to include continuous stochastic volatility pro-
cesses (e.g., stochastic volatility of Heston 1993) or assumes the volatility undergoes
regime changes (e.g., regime-switching in Naik 1993). Another line of research focuses
on introducing jumps into the pricing process (e.g., normal and double-exponential
jump models proposed by Merton 1976; Kou 2002, respectively; aﬃne jump-diﬀusion
models due to Duﬃe, Pan, and Singleton 2000). It is well noted in the literature that
pure (no-jump) stochastic volatility models can not produce reliable prices for short-
maturity options. However, jump-diﬀusion models can reﬂect short maturities better
(see, e.g., Alizadeh, Brandt, and Diebold 2002; Andersen, Benzoni, and Lund 2002;
Bakshi, Cao, and Chen 1997; Bates 1996). This motivates the third line of research on
combining jump diﬀusion with stochastic volatility to produce models that can account
for both short and long maturities (e.g., Alizadeh, Brandt, and Diebold 2002; Andersen,
Benzoni, and Lund 2002; Bakshi, Cao, and Chen 1997; Bates 1996). In a parallel
development, pricing models based on Lévy processes are also proposed (Cont and
Tankov 2004).
Recent years have witnessed signiﬁcant developments for long-dated options across
various asset classes, such as equity and FX. When dealing with long-dated options, it is
immediately clear that the use of stochastic interest rates is crucial in an option-pricing
model, especially for hedging purposes (see, e.g., Bakshi, Cao, and Chen 2000). For
stock options, one of the most recent developments in this direction is perhaps the
extension of the stochastic volatility model of Heston (1993) to include a one-factor
Hull–White model (Hull and White 1993). This model, usually referred to as the (three-
factor) Heston–Hull–White (HHW) model, is discussed in several recent publications,
such as Grzelak, Oosterlee and van Weeren (2011); Grzelak and Oosterlee (2011);
Haastrecht and Pelsser (2011); Haentjens and In ‘t Hout (2012). However, jump-
based extensions to the HHW model have not been discussed in the literature.
FX markets have also seen a new generation of popular long-dated ﬁnancial con-
tracts, such as Power-Reverse Dual-Currency swaps (Sippel and Ohkoshi 2002) or FX
Target Redemption Notes (Caps 2007), where typical maturities are of 30 years or more.
These are among the most widely traded FX contracts. In addition to stochastic interest
rates, due to long maturity, stochastic volatility is also crucial in modelling long-dated
FX options. This is due to (1) the typical observed volatility skew in the FX markets,
and (2) the products’ payoﬀ structures, which makes the prices of these options very
sensitive to the skews (Dang, Christara, and Jackson 2014; Dang et al. 2015a; Piterbarg
2006). A major challenge in modelling long-dated options in general, and FX options in
particular, is that they are usually embedded with exotic features which provide
possibilities of very early termination of the products, usually within only a couple of
years of their inception. FX models that have been reported in the literature consist of
four factors, namely, the spot FX rate, a one-factor process for the domestic and foreign
short rates, and the stochastic volatility (e.g., Ahlip and Rutkowski 2013; Cozma and
Reisinger 2017; Grzelak and Oosterlee 2012a; Haastrecht and Pelsser 2011). Recent
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extensions to include jumps in the spot FX rate are discussed in Ahlip and Rutkowski
(2015), still in the context of one-factor interest rate processes.
The importance of incorporating multi-factor stochastic interest rate dynamics into
the pricing model for products with long maturities is highlighted in, for example, Brigo
and Mercurio (2006), Jamshidian and Zhu (1997) and Rebonato (1998). Speciﬁcally,
whilst the use of one-factor interest rate dynamics has been popular in option pricing, a
major limitation of these models is their inability to accurately capture de-correlations,
i.e., non-perfect correlations, between rates for diﬀerent maturities. In other words,
under a one-factor interest rate model, a shock to the interest rate curve at any given
time instant is transmitted equally through all maturities. This property of one-factor
interest rate models is not only unrealistic, since interest rates are known to exhibit
some de-correlation, but also undesirable from a risk-management standpoint (Brigo
and Mercurio 2006; Jamshidian and Zhu 1997; Rebonato 1998). It is suggested in some
of the standard text books, such as Brigo and Mercurio (2006), that in order to
suﬃciently capture de-correlations in the rates, multi-factor interest rate dynamics
should be used. A number of empirical studies of the whole yield curve using principal
component analysis also support the use of multi-factor interest rate dynamics. As
examples, in the analysis in Jamshidian and Zhu (1997), where JPY, USD and DEM
data are considered, one principal component explains from 68% to 76% of the total
variation, whereas three principal components can explain from 93% to 94%. In the
analysis in Rebonato (1998) which uses the UK data, one component explains 92% of
the total variance, whereas two components can explain 99.1% of the total variance.
In this paper, we consider a general h-dimensional jump-diﬀusion option pricing
model with stochastic variance and interest rates, where h is arbitrary. In our model, the
variance follows the square-root Cox–Ingersoll–Ross (CIR) dynamics (Cox, Ingersoll,
and Ross 1985), the interest rate(s) have (multi-factor) Gaussian dynamics (Nawalkha,
Beliaeva, and Soto 2007) and full correlations between factors are allowed. In addition
to a high degree of generality, a signiﬁcant improvement of this model over existing
ones in the literature is that it is highly suitable for options having a wide range of
maturities. Moreover, it is also appropriate for long-dated options with the possibility of
very early termination, due to embedded exotic features. This important modelling
aspect has not been previously discussed in the literature.
Having the ﬂexibility to correlate the underlying asset with both stochastic volatility
and multi-factor stochastic interest rate(s) yields a better model for pricing and hedging
of options, especially those with a long-term exposure, as well as for capturing more
faithfully the skewness present in the underlying asset. The presence of jumps in the
underlying asset reﬂects short maturities better and hence makes the proposed model
appropriate for long-dated options with possible very early termination, due to
embedded exotic features (Alizadeh, Brandt, and Diebold 2002; Andersen, Benzoni,
and Lund 2002; Bakshi, Cao, and Chen 1997; Bates 1996). We note that, in general,
hedging in the presence of jumps is a challenging issue due to market incompleteness.
For example, the standard delta-hedging argument no longer results in a complete
elimination of the risk of an option position. A possible approach is to minimize the
residual hedging error, instead of replicating an option. We refer the reader to Cont and
Tankov (2004) and Cont, Tankov and Voltchkova (2007) and relevant references
therein for a detailed discussion on hedging in models with jumps.
APPLIED MATHEMATICAL FINANCE 3
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The main aim of this paper is to develop a highly eﬃcient pricing method for plain-
vanilla European options under the afore-described general jump-diﬀusion model. The
proposed model’s generality poses a number of computational challenges, namely, high
dimensions, jumps and non-aﬃnity of the resulting partial integro-diﬀerential equation
(PIDE). As a result, most pricing approaches, such as trees, partial diﬀerential equations
(PDEs) (e.g., Dang, Christara, and Jackson 2014, 2015a) and characteristic functions
(e.g., Duﬃe, Pan, and Singleton 2000), do not appear to be either feasible or applicable.
This leaves Monte Carlo (MC) as virtually the only applicable pricing approach.
However, it is also well known that MC methods typically converge at a rate propor-
tional to M
1
2, where M is the number of paths in the MC simulation. As a result, the
main challenge in developing an eﬃcient MC method is often to ﬁnd an eﬀective
variance reduction technique. We refer the reader to Glasserman (2003) and relevant
references therein for a detailed discussion on various variance reduction techniques.
The focus of our MC method is on variance reduction via dimension reduction. It is
built on the idea of the dimension reduction MC (drMC) approach developed in Dang,
Jackson and Mohammadi (2015b) for diﬀusion models, hereafter referred to as drMC.
More speciﬁcally, the drMC method exploits the typical one-way coupling structure of
option pricing models and can be summarized in the following steps:
● Using standard arbitrage theory and the ‘tower property’ of the conditional
expectation, the option price under our general model can be expressed as a
two-level nested expectation, with the inner expectation being conditioned on all
Brownian motions (BMs), except the one associated with the underlying asset.
● By the Feynman–Kac theorem for jump-diﬀusion processes, the inner expectation
can be shown to be equal to the unique solution to an associated (conditional)
PIDE.
● The next step is to ﬁnd an analytical solution to the conditional PIDE using a
Fourier transform technique. A striking feature of our approach is that the
analytical tractability of the conditional PIDE is fully determined by that of the
(well-studied) BSM model augmented with the same jump components.
Another crucial step in our approach is to remove the variances associated with all
the interest rate factors when evaluating the (outer)expectation. This step is
achieved by applying iterated conditioning again and solving in closed form for
the expectations of expressions of the interest rates conditioned on the BM
associated with the variance factor. This leaves only an outer expectation over
the BM associated with the variance to approximate by MC simulation.
We illustrate this powerful dimension reduction approach for two popular jump
distributions, namely, the normal (Merton 1976) and the double-exponential (Kou
2002) distributions. In these cases, the option price under our very general model can
be simply expressed as the expectation of an analytical solution to the conditional PIDE.
More interestingly, the analytical solution has the same form as those presented in Kou
(2002); Merton (1976). The drMC approach results in a powerful dimension reduction
from h to one, namely, the variance factor, which often results in a signiﬁcant variance
reduction as well, since the variances associated with the other ðh 1Þ factors in the
original model are completely removed from the drMC simulation. For certain cases
4 D.-M. DANG ET AL.
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when numerical methods are either needed or preferred, we propose a discrete fast
Fourier transform (FFT) method to eﬀectively solve the conditional PIDE numerically.
Another aim of this paper deals with eﬀective computation of plain-vanilla European
hedging parameters, or Greeks, under jump-diﬀusion models. While the literature on
computing European option prices under jump-diﬀusion with stochastic volatility and/or
stochastic interest rates is sparse, the literature on computing hedging parameters under
these models is even more under-developed. This is a void that this paper aims to ﬁll.
Under the drMC framework, hedging parameters associated with the underlying assets,
such as Delta or Gamma, as well as with the jump parameters, can be computed in a much
more eﬃcient way than in traditional MC techniques. This can be readily achieved via
directly diﬀerentiating the analytical solution with respect to the parameter(s) of interest.
The hedging parameters can then be computed very eﬃciently simply by taking the
expectation of this quantity. In addition, the drMC method does not suﬀer from instabil-
ities associated with computing hedging parameters via ordinary MC, especially high-
order ones, using the usual ‘bump’ and ﬁnite diﬀerence in a jump-diﬀusion model.
The outline of the remainder of the paper is as follows. In Section 2, we introduce a
general jump-diﬀusion option pricing model with stochastic volatility and multi-factor
interest rate(s). The drMC method for computing option prices and Greeks is described
in Sections 3 and 4, respectively. Section 5 illustrates the eﬃciency of the proposed
numerical methods via the three-factor jump-extended HHW model and a 6-dimen-
sional FX option pricing model. Section 6 concludes the paper and outlines possible
future research directions.
2. A general pricing model
We consider an (international) economy consisting of cþ 1 markets (currencies),
c 2 0; 1f g, indexed by i 2 d; ff g, where d and f stand for the domestic and foreign
markets, respectively. We consider a complete probability space ðΩ;F ; fF tgt0;Q Þ,
with sample space Ω, sigma-algebra F , ﬁltration F tf gt0 and d risk-neutral measure Q
deﬁned on F . We denote by E the expectation taken under measure Q . Let the
underlying asset SðtÞ, its instantaneous variance νðtÞ and the two short rates rdðtÞ and
rf ðtÞ be governed by the following stochastic diﬀerential equations under the mea-
sure Q :
dSðtÞ
SðtÞ ¼ rdðtÞ  crf ðtÞ  λδ
 
dt þ
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dWsðtÞ þ dJðtÞ ; (2:1a)
rdðtÞ ¼
Xm
i¼1
XiðtÞ þ γdðtÞ;
with dXiðtÞ ¼ κdiðtÞXiðtÞ dt þ σdiðtÞ dWdiðtÞ ; Xið0Þ ¼ 0; (2:1b)
rf ðtÞ ¼
Xl
i¼1
YiðtÞ þ γf ðtÞ;
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with dYiðtÞ ¼ κfiðtÞYiðtÞ dt þ σfiðtÞ dWfiðtÞ  ρs;fiσfiðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dt ; Yið0Þ ¼ 0;
(2:1c)
dνðtÞ ¼ κν ν νðtÞð Þ dt þ σν
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dWνðtÞ : (2:1d)
The functions κdiðtÞ, σdiðtÞ, i ¼ 1; . . . ;m, m  1, κfiðtÞ and σfiðtÞ, i ¼ 1; . . . ; l, l  1, are
strictly positive deterministic functions of t, with κdiðtÞ, and κfiðtÞ being the positive
mean-reversion rates. The functions γdðtÞ and γf ðtÞ are also deterministic, and they,
respectively, capture the d and f current term structures. They are deﬁned as
γiðtÞ ¼ rið0Þeκi1 t þ κi1
ðt
0
eκi1 ðtsÞ θiðsÞds ; i 2 fd; f g; (2:2)
where θi are deterministic and represent the interest rates’ mean levels. In addition, κν,
σν and ν are constants. Also, WsðtÞ, WdiðtÞ, i ¼ 1; . . . ;m, WfiðtÞ, i ¼ 1; . . . ; l, and WνðtÞ
are correlated BMs under measure Q with correlation matrix P ¼ ½ρij, i.e., P is sym-
metric positive semi-deﬁnite. Note that the ‘quanto’ drift adjustments,
 ρs;fiσfiðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞp , for dYiðtÞ, i ¼ 1; . . . ; l, come from changing from the f risk-neutral
measure to the d risk-neutral one (Musiela and Rutkowski 2005).
The process JðtÞ ¼PπðtÞj¼1 yj  1  is a compound Poisson process. Here, πðtÞ is a
Poisson process with ﬁnite constant jump intensity λ > 0, and yj, j ¼ 1; 2; . . . , are
independent and identically distributed (i.i.d.) positive random variables representing
the jump amplitude, and having the density gðÞ. Several popular cases for gðÞ are (1)
the log-normal distribution given in Merton (1976), and (2) the log-double-exponential
distribution given in Kou (2002). That is, lnðyÞ follows a normal and a double-
exponential distribution, respectively. When a jump occurs at time t, we have
SðtÞ ¼ ySðtÞ, where t is the instant of time just before the time t. In (2.1a),
δ ¼ E½y 1 represents the expected percentage change in the underlying asset price.
We make the standard assumption that the Poisson process, πðtÞ, and the sequence of
random variables yj
 1
j¼1 are mutually independent, as well as independent of the BMs
WsðtÞ, WdiðtÞ, i ¼ 1; . . . ;m, WfiðtÞ, i ¼ 1; . . . ; l, and WνðtÞ.
The constant c takes on the value of either zero or one and essentially serves as an
on/oﬀ switch of the f economy. That is, by setting c ¼ 0, the model (2.1) reduces to an
option pricing model in a single market. It can be used for stock options, in which case,
SðtÞ denotes the underlying stock price. When c ¼ 1, the model (2.1) becomes a FX
model, with indexes d and f, respectively, denoting the domestic and foreign markets
(currencies). In this case, SðtÞ denotes the spot FX rate, which is deﬁned as the number
of units of d currency per one unit of f currency.
Several widely used pricing models are special cases of (2.1). For example, for
stock options, (2.1) covers the Heston (1993) model, its jump-extension, or the
Bates-type model (Bates 1996), as well as the popular three-factor HHW equity
model used in Grzelak and Oosterlee (2011) and Haentjens and In ‘t Hout (2012).
For FX options, the widely used four-factor model with stochastic volatility and one-
factor Gaussian interest rates is also a special case of (2.1) (see, e.g., Grzelak,
6 D.-M. DANG ET AL.
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Oosterlee, and van Weeren 2011; Grzelak and Oosterlee 2012a; Haastrecht et al.
2009; Haastrecht and Pelsser 2011).
We conclude this section by emphasizing that the drift and diﬀusion coeﬃcients in
(2.1d), namely, κν ν νðtÞð Þ and σν
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞp , respectively, are Lipschitz continuous and
Hölder continuous of order greater than or equal to 1=2 in νðtÞ. Hence, existence and
uniqueness of a solution to the variance stochastic diﬀerential equation (2.1d) are
ensured.
3. A dimension reduction MC method
3.1. Conditional PIDE
Given the way that the model (2.1) is coupled, in evaluating the expectation of the
solution to the conditional PIDE, we can choose to apply the iterated conditioning
technique on either rd or ν.
1 However, we choose to condition on ν, since, as
noted earlier, the Gaussian dynamics of rd allow for exact computation of the term
E expð
t
0
rdðsÞdsÞ
" #
, which results in a dimension reduction, whereas, in general, the
CIR dynamics of ν do not admit closed-form solutions of similar terms.
Denote by h ¼ mþ 2þ c l, where c 2 0; 1f g, is the total number of stochastic
factors in the model. As the ﬁrst step, we decompose the BM processes into a linear
combination of independent BM processes eWiðtÞ, i ¼ 1; . . . ; h. The decomposition is
as follows:
c ¼ 0 :

WsðtÞ;Wd1ðtÞ; . . .WdmðtÞ;WνðtÞ
`
¼ A
 eW1ðtÞ; eW2ðtÞ; . . . ; eWh1ðtÞ; eWhðtÞ`;
c ¼ 1 :

WsðtÞ;Wd1ðtÞ; . . .WdmðtÞ;Wf1ðtÞ; . . . ;WflðtÞ;WνðtÞ
`
¼ A
eW1ðtÞ; eW2ðtÞ; . . . ; eWmþ1ðtÞ; eWmþ2ðtÞ; . . . ; eWh1ðtÞ; eWhðtÞ`:
(3:1)
Here, A;½aij 2 Rhh, obtained using a Cholesky factorization, is an upper triangular
matrix with ah;h ¼ 1. The normalization condition on the correlation matrix requiresPh
j¼1 a
2
i;j ¼ 1 for each row.
We use
eWiðτÞ i2i¼i1; eWiðτ; 0  τ  TÞ i2i¼i1 ; 1  i1  i2  h;
to denote the ﬁltration generated by the corresponding BMs. The notation
χð; f eWiðτÞgi2i1Þ is used to indicate that the quantity χðÞ is conditional on this ﬁltration.
We denote by
VðSðtÞ; t; Þ;VðSðtÞ; t; rdðtÞ; rf ðtÞ; νðtÞÞ
APPLIED MATHEMATICAL FINANCE 7
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the price at time t of a plain-vanilla European option under the model (2.1) with
payoﬀ ΦðSðTÞÞ.
Lemma 3.1. Consider the h-dimensional jump-diﬀusion model (2.1), and a plain-
vanilla European option written on S with maturity T > 0 and payoﬀ ΦðSðTÞÞ, where
ΦðxÞ is a continuous function of its argument having at most polynomial (sub-exponen-
tial) growth. The time 0 price of this option is
VðSð0Þ; 0; Þ ¼ E U Sð0Þ; 0; eWi hi¼2 h i: (3:2)
Here, U x; t; eWiðτÞ hi¼2  denotes the unique solution to the conditional PIDE
@tU þ a
2
11
2
νðtÞx2@xxU þ rdðtÞ  crf ðtÞ  λδ
 
x@xU  rdðtÞ þ λð ÞU
þ λ
ð1
0
Uðxy; tÞgðyÞdy ¼ 0; (3:3)
with the terminal condition
U x;T; eWi hi¼2 ;ΥðxÞ ¼ ΦðxMðTÞÞ ; (3:4)
where MðtÞ, 0  t  T, is conditionally deterministic and is deﬁned by
MðtÞ ¼ exp 
ðt
0
1 a211
2
νðsÞdsþ
Xh
j¼2
a1j
ðt
0
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðsÞ
p
d eWjðsÞ
 !
: (3:5)
Proof. First, we consider the process XðtÞ that follows
dXðtÞ
XðtÞ ¼ rdðtÞ  crf ðtÞ  λδ
 
dt þ a11
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
d eW1ðtÞ þ dJðtÞ ; Xð0Þ ¼ Sð0Þ:
Since νðtÞ, rdðtÞ and rf ðtÞ are continuous, there exists a unique strong solution to this
stochastic diﬀerential equation for 0  t  T. More speciﬁcally,
XðtÞ ¼ Xð0Þ exp
ðt
0
rdðsÞ  crf ðsÞ  λδ
 
ds
ðt
0
a211
2
νðsÞdsþ
ðt
0
a11
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðsÞ
p
d eW1ðsÞ	
þ
ðt
0
lnðyÞdπðsÞ


;
where it is understood that t0 lnðyÞdπðsÞ ¼
PπðtÞ
j¼1 lnðyjÞ. Next, from (2.1), it is straight
forward to show that for 0  t  T,
8 D.-M. DANG ET AL.
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SðtÞ ¼ Sð0Þexp
	ðt
0
rdðsÞ  crf ðtÞ  λδ
 
ds
ðt
0
a211
2
νðsÞdsþ
ðt
0
a11
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðsÞ
p
d eW1ðsÞ
þ
ðt
0
lnðyÞdπðsÞ 
ðt
0
1a211
2 νðsÞdsþ
Ph
j¼2
a1j
ðt
0
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðsÞp d eWjðsÞ
 ;
(3:6)
and hence,
SðtÞ ¼ XðtÞMðtÞ; 0  t  T; (3:7)
where MðtÞ is deﬁned in (3.5).
Standard arbitrage theory yields (Delbaen and Schachermayer 1994)
VðSð0Þ; 0; Þ ¼ E
"
e

ð T
0
rdðtÞdt
ΦðSðTÞÞ
#
¼ E
"
E
"
e

ð T
0
rdðtÞdt
ΦðSðTÞÞj eWiðτÞ hi¼2
##
;
(3:8)
where the second equality comes from the ‘tower property’ of conditional expectation.
Since we are conditioning on eWiðτÞ hi¼2, the quantity MðTÞ deﬁned in (3.5) is
conditionally deterministic. As a result, by (3.7), we have SðTÞ ¼ XðTÞMðTÞ, and thus
ΦðSðTÞÞ ¼ ΦðXðTÞMðTÞÞ ¼ ΥðXðTÞÞ; with ΥðxÞ ¼ ΦðxMðTÞÞ; (3:9)
where XðtÞ, 0  t  T, is the process given by (3.1). Next, consider the inner expecta-
tion of (3.8), which, by (3.9), can be re-written as
E e

ð T
0
rdðtÞdt
ΥðXðTÞÞj eWiðτÞ hi¼2
264
375 : (3:10)
Recall the boundedness of the payoﬀ ΦðxÞ. In addition, by Andersen and Piterbarg
(2007), we have that νðtÞ is bounded and positive in "t 2 ½0;T, and hence MðTÞ is also
bounded.2 By Feynman–Kac for jump processes (see, e.g., Cont and Tankov 2004
[Proposition 12.5]), the conditional PIDE (3.3) with the terminal condition (3.4) has
a unique solution given by (3.10), that is
U Xð0Þ; 0; eWi hi¼2  ¼ E e
ð T
0
rdðtÞdt
ΥðXðTÞÞj eWiðτÞ hi¼2
264
375 : (3:11)
From (3.8) and (3.11), noting SðtÞ ¼ XðtÞMðtÞ and Mð0Þ ¼ 1, we obtain (3.2), which
completes the proof. □
3.2. Fourier transform
Recall that the continuous Fourier transform (CFT) and its inverse are respectively
deﬁned as
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q^ð; tÞ;F½qðx; tÞð; tÞ ¼ 1ﬃﬃﬃﬃﬃ
2π
p
ðþ1
1
qðx; tÞeixdx;
qðx; tÞ ¼ F1½q^ð; tÞðx; tÞ ¼ 1ﬃﬃﬃﬃﬃ
2π
p
ðþ1
1
q^ð; tÞeixd:
Unless otherwise stated, the Fourier transform is taken with respect to the ﬁrst para-
meter of the function.
Recall that x  0 and y  0. We transform to the log variables z ¼ lnðxÞ and
ω ¼ lnðyÞ, in terms of which we deﬁne the solution to the transformed conditional
PIDE. Let
u z; t; eWiðτÞ hi¼2  ¼ U x; t; eWiðτÞ hi¼2  : (3:12)
In terms of the transformed variables, the conditional PIDE (3.3) becomes
@tuþ a
2
11
2
νðtÞ@zzuþ rdðtÞ  crf ðtÞ  λδ  a
2
11
2
νðtÞ
	 

@zu
 ðrdðtÞ þ λÞuþ λ
ðþ1
1
uðz þ ω; tÞf ðωÞdω ¼ 0 ; (3:13)
with terminal condition
u z;T; eWiðτÞ hi¼2  ¼ ΥðezÞ ¼ ΦðezMðTÞÞ : (3:14)
Here, f ðωÞ ¼ gðeωÞeω is the probability density of ω ¼ lnðyÞ, and MðTÞ is deﬁned in
(3.5). Furthermore, let
ϕðzÞ ¼ ΦðezÞ; ϕ^ðÞ ¼ F ϕðzÞ½ ðÞ : (3:15)
Proposition 3.1. The Fourier transform of uðz; 0; Þ, denoted by u^ð; 0; Þ, is given by
u^ ; 0; eWiðτÞ hi¼2  ¼ ϕ^ðÞexp	 2ðT
0
a211
2
νðtÞdt þ i
ðT
0
rdðtÞ  crf ðtÞ  λδ  νðtÞ2
	 

dt
þ i
Xh
j¼2
a1j
ðT
0
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
d eWjðtÞ  ðT
0
rdðtÞ þ λð Þdt þ
ðT
0
λΓðÞdt


;
(3:16)
where ΓðÞ is the characteristic function of ω ¼ lnðyÞ.
Proof. Consider the integral term in (3.13) ﬁrst. Using Fubini’s theorem, the CFT of
this integral term can be computed as follows:
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ðþ1
1
1ﬃﬃﬃﬃﬃ
2π
p
ðþ1
1
uðz þ ω; tÞeizdz f ðωÞdω ¼ u^ð; tÞ
ðþ1
1
eiωf ðωÞdω
¼ u^ð; tÞE eiω  ¼ u^ð; tÞΓðÞ ; (3:17)
where ΓðÞ is the characteristic function of ω, and u^ð; tÞ ¼ F½uðz; t; Þð; tÞ.
Now, applying the CFT on both sides of (3.3), together with (3.17), we obtain
@tu^þ ðiÞ2 a
2
11
2
νðtÞu^ þ rdðtÞ  crf ðtÞ  λδ  a
2
11
2
νðtÞ
	 

ðiÞu^
 ðrdðtÞ þ λÞ u^ þ λΓðÞu^ ¼ 0 ; (3:18)
which is an ordinary diﬀerential equation (ODE) in u^. The solution of this ODE satisﬁes
u^ ; 0; eWiðτÞ hi¼2 
u^ ;T; eWiðτÞ hi¼2  ¼ expð
2
ðT
0
a211
2
νðtÞdt þ i
ðT
0
rdðtÞ  crf ðtÞ  λδ  a
2
11
2
νðtÞ
	 

dt

ðT
0
ðrdðtÞ þ λÞdt þ
ðT
0
λΓðÞdtÞ :
(3:19)
Here, by (3.14),
u^ ;T; eWiðτÞ hi¼2  ¼ F u z;T; ð Þ½ ðÞ ¼ 1ﬃﬃﬃﬃﬃ2πp
ðþ1
1
Φ ezMðTÞð Þeizdz :
Using the shifting theorem for Fourier transforms on
ðþ1
1
Φ ezMðTÞð Þeizdz, and
noting (3.15), gives
u^ ;T; ð Þ ¼ ϕ^ðÞ exp i
ðT
0
1 a211
2
νðtÞdt þ i
Xh
j¼2
a1j
ðT
0
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
d eWjðtÞ
 !
: (3:20)
Substituting (3.20) into (3.19), together with further simpliﬁcations completes the
proof. □
The next important step in the drMC approach is to show that E½u^ð; 0; Þ can be
expressed as an expectation of a quantity that depends only on the f eWhðτÞg;fWνðτÞg,
which is the ﬁltration generated by the BM associated with the variance factor. The key
in this step is ﬁrst to apply iterated conditional expectation to obtain
E½u^ð; 0; Þ ¼ E E u^ð; 0; Þjf eWhðτÞg   : (3:21)
Then, we handle the terms exp
ðT
0
riðtÞdt
 !
, i ¼ d; f in E u^ð; 0; Þjf eWhðτÞg . The
Gaussian dynamics of the interest rates and the decomposition (3.1) allow us to expressðT
0
riðtÞdt, i ¼ d; f , as a sum of Itô integrals involving independent BMs eWj, j ¼ 2; . . . ; h.
As a result, the expectation of exponential terms involving these Itô integrals in
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E u^ð; 0; Þjf eWhðτÞg  can be factored out and evaluated in closed form. Often, the
result of this step is a signiﬁcant variance reduction, since the variances associated with
all the interest rates factors are completely removed from the simulation. This impor-
tant result is summarized in the following lemma.
Lemma 3.2.
E u^ð; 0; Þ½  ¼ E ϕ^ðÞexp G2 þ iF þ H þ λTΓðÞ  ; (3:22)
where the coeﬃcients G, F and H are given by
G ¼ a
2
11
2
ðT
0
νðtÞdt þ 1
2
Xh1
k¼2
ðT
0
Xm
j¼1
aðjþ1Þ;kβdjðtÞ  c
Xl
j¼1
aðjþmþ1Þ;kβfjðtÞ þ a1;k
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p !2
dt ;
(3:23a)
F ¼ 1
2
ðT
0
νðtÞdt þ
ðT
0
γdðtÞ  cγf ðtÞ
 
dt

Xh1
k¼2
ðT
0
	Xm
j¼1
aðjþ1Þ;kβdjðtÞ
	Xm
j¼1
aðjþ1Þ;kβdjðtÞ  c
Xl
j¼1
aðjþmþ1Þ;kβfjðtÞ



dt
þ
Xm
j¼1
aðjþ1Þ;h
ðT
0
βdjðtÞdWνðtÞ  c
Xl
j¼1
aðjþmþ1Þ;h
ðT
0
βfjðtÞdWνðtÞ
þ a1;h
ðT
0
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dWνðtÞ þ c
Xl
j¼1
ρs;fj
ðT
0
βfjðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dt

Xh1
k¼2
Xm
j¼1
ðT
0
a1;kaðjþ1Þ;kβdjðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dt  λδT ;
(3:23b)
H ¼ 
Xm
j¼1
aðjþ1Þ;h
ðT
0
βdjðtÞdWνðtÞ 
ðT
0
γdðtÞdt
þ 1
2
Xh1
k¼2
ðT
0
Xm
j¼1
aðjþ1Þ;kβdjðtÞ
 !2
dt  λT ; (3:23c)
In (3.23a)–(3.23c), βdiðtÞ, i ¼ 1; . . . ;m, and βfiðtÞ, i ¼ 1; . . . ; l, are deﬁned as
qdiðtÞ ¼
ðT
t
e

ð t0
t
κdi ðt00Þdt00
dt0 ; βdiðtÞ ¼ σdiðtÞqdiðtÞ ; (3:24a)
qfiðtÞ ¼
ðT
t
e

ð t0
t
κfi ðt00Þdt00
dt0 ; βfiðtÞ ¼ σfiðtÞqfiðtÞ : (3:24b)
Proof. See Appendix 1. □
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We emphasize that the quantities F, G, H are conditional on the variance path only.
The variance coming from the rd’s BMs and the rf ’s BMs, if any, is removed from the
computation. Thus, the drMC method not only oﬀers a powerful dimension reduction
from h factors to at most two, namely, the S and ν factors, but it also signiﬁcantly
reduces the variance in the simulated results in many cases.
3.3. Inverse Fourier transform
Let vðz; 0; Þ ¼ VðS; 0; Þ. From Lemma 3.1 and Proposition 3.1, together with linearity
of expectation, we have that the option price can be computed by
vðzð0Þ; 0; Þ ¼ F1 E u^ð; 0; Þ½ ½ ðzð0ÞÞ : (3:25)
Following the approach developed in Dang, Jackson and Mohammadi (2015b), let Lðz; 0Þ
be a function of z whose Fourier transform is the exponent term in (3.22), that is
L^ð; 0Þ ¼ exp G2 þ iF  þH þ λTΓðÞ : (3:26)
Therefore,
vðzð0Þ; 0; Þ ¼ F1 E ϕ^ðÞL^ð; 0Þ  ðzð0Þ; 0; Þ ;
or equivalently,
v^ð; 0; Þ ¼ E ϕ^ðÞL^ð; 0Þ : (3:27)
By the convolution theorem and Fubini’s theorem, we have the following result.
Proposition 3.2. The price at time 0 of the option is
vðzð0Þ; 0; Þ ¼ E 1ﬃﬃﬃﬃﬃ
2π
p
ðþ1
1
ϕ zð0Þ  zð ÞLðz; 0Þdz
 
; (3:28)
where the ‘conditional’ kernel
Lðz; 0Þ ¼ 1ﬃﬃﬃﬃﬃ
2π
p
ðþ1
1
exp G2 þ i F þ zð Þ þH þ λTΓðÞ d ; (3:29)
with G, F and H given in (3.23), and ϕ^ðÞ ¼ F ϕðzÞ½ ðÞ, with ϕðzÞ deﬁned in (3.15).
Next, we perform integration on the ‘conditional’ kernel Lðz; 0Þ (3.29).
Proposition 3.3. The ‘conditional’ kernel function Lðz; 0Þ, deﬁned in (3.29), can be
expressed as
Lðz; 0Þ ¼ 1ﬃﬃﬃﬃﬃﬃ
2G
p
X1
n¼0
ðλTÞn
n!
En exp H  F þ z þWnð Þ
2
4G
 !( )
; (3:30)
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where Wn ¼
Pn
j¼1 wj, with W0 ¼ 0, and EnðÞ is the n-fold expectation operator
EnðxÞ ¼
ð1
1
ð1
1
. . .
ð1
1
x
Yn
j¼1
f ðwjÞdw1dw2 . . . dwn;
with E0ðxÞ ¼ x.
Proof. Expanding the term eλTΓðÞ in (3.29) in a Taylor series, and noting that
ΓðÞn ¼
ð1
1
f ðwÞ expðiwÞdw
	 
n
¼
ð1
1
ð1
1
. . .
ð1
1
Qn
j¼1
f ðwjÞ
 !
exp iWnð Þdw1dw2 . . . dwn;
(3.29) can be written as
Lðz; 0Þ ¼ 1ﬃﬃﬃﬃﬃ
2π
p
X1
n¼0
ðλTÞn
n!
ð1
1
exp G2 þ i F þ zð Þ þ Hð Þ
ð1
1
ð1
1
. . .
ð1
1
Qn
j¼1
f ðwjÞ
 !
exp iWnð Þdw1dw2 . . . dwn
( )
d ;
¼ 1ﬃﬃﬃﬃﬃ
2π
p
X1
n¼0
ðλTÞn
n!
ð1
1
ð1
1
. . .
ð1
1
Qn
i¼1
f ðwiÞ
	 
ð1
1
exp G2 þ i F þ z þWnð Þ þ Hð Þd
dw1dw2 . . . dwn
¼ 1ﬃﬃﬃﬃﬃ
2π
p
X1
n¼0
ðλTÞn
n!
ð1
1
ð1
1
. . .
ð1
1
Qn
i¼1
f ðwiÞ
	 
 ﬃﬃﬃ
π
G
r
exp H  F þ z þWnð Þ
2
4G
	 

dw1dw2 . . . dwn
¼ 1ﬃﬃﬃﬃﬃﬃ
2G
p
X1
n¼0
ðλTÞn
n!
En exp H  F þ z þWnð Þ
2
4G
 !( )
:
where in the third equality, we used the result 11ex
2yd ¼ ﬃﬃπxp ey2=4x with x ¼ G
and y ¼ iðF þ z þWnÞ. □
3.4. Main results
Propositions 3.2–3.3 can be combined to express the solution of the conditional PIDE
as the weighted average of n-fold expectations of BSM type values conditional on S
jumping n-times, n ¼ 0; 1; . . . , during the life of the option, given a variance path.
Here, the weights are the probabilities that S jumps n-times during the life of the
option. Interestingly, this result holds regardless of the nature of the distribution of the
jump size w. This is the main result of the paper and is summarized in Theorem 3.1.
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Deﬁne NðxÞ ¼ 1ﬃﬃﬃﬃ
2π
p x1ev
2=2dv ; and note that N 0ðxÞ ¼ 1ﬃﬃﬃﬃ
2π
p ex
2=2.
Theorem 3.1. For a European call option with payoﬀ ΦðSðTÞÞ ¼ SðTÞ  Kð Þþ,
Propositions 3.2–3.3 imply that
VðSð0Þ; 0; Þ ¼ E
X1
n¼0
ðλTÞn
n!
En Sð0ÞeðGþFþHþWnÞN d1;n
  KeHN d2;n n o
" #
;
(3:31)
where
d1;n ¼ ln
Sð0Þ
Kð ÞþFþWnﬃﬃﬃﬃ
2G
p þ ﬃﬃﬃﬃﬃﬃ2Gp ; d2;n ¼ d1;n  ﬃﬃﬃﬃﬃﬃ2Gp ; (3:32)
and Wn ¼
Pn
j¼1wj is deﬁned as in Proposition 3.3.
Proof. See Appendix 2. □
The analytical solution of the conditional PIDE, namely, the inner quantity of the
expectation on the right side of (3.31) in Theorem 3.1, is in the form of a rapidly
convergent inﬁnite series. As a result, it facilitates fast computational approximation,
provided that the probability density for w ¼ lnðyÞ is not too complicated so that the
n-fold expectation En f g can be evaluated eﬃciently. We now discuss the analytical
tractability of the conditional PIDE.
3.4.1. Analytical tractability of the conditional PIDE
When λ ¼ 0, i.e., the pricing model (2.1) reduces to a pure-diﬀusion model, Theorem
3.1 gives a closed-form solution to the conditional PDE for a European call. Also see
Dang, Jackson and Mohammadi (2015b). When λ > 0, the analytical tractability of the
conditional PIDE depends on the distribution of the jump amplitude y, or equivalently,
of w ¼ lnðyÞ. We conjecture that the analytical tractability of the conditional PIDE is
fully determined by that of the (well-studied) BSM model augmented with the same
jump component dJðtÞ.
To see this, consider the following one-factor jump-augmented BSM model under Q :
dXðtÞ
XðtÞ ¼ r  a λδð Þ dt þ σdWxðtÞ þ dJðtÞ : (3:33)
Here, r and σ, respectively, are the constant risk-free rate and instantaneous volatility, a
is the continuous dividend, WxðtÞ is a BM under measure Q and JðtÞ is the compound
Poisson process of model (2.1a) (Section 2). We note that model (3.33) is well studied
and covers a number of popular jump-diﬀusion models under which an analytical
solution exits for plain-vanilla call/put European options (Kou 2002; Merton 1976).
We consider a plain-vanilla European option written on process XðtÞ of (3.33), and not
on SðtÞ, but has the same maturity T, strike K and the payoﬀ function ΦðÞ. Following the
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steps described above for the drMC method, it is straightforward to show that the time 0
price of this option can be expressed as the n-fold expectation E ½  in (3.31), that isX1
n¼0
ðλTÞn
n!
En Xð0ÞeðWnþGþFþHÞN d1;n
  KeHN d2;n n o; (3:34)
with H ¼ rT, G ¼ σ2T=2 and F ¼ ðr  σ2=2 aÞT. As a result, if the jump distribu-
tion for w ¼ lnðyÞ is such that we can evaluate analytically the n-fold expectation En f g
in (3.34), then we can also evaluate the n-fold expectation En f g in (3.31). In such a
case, the solution of the conditional PIDE can be computed analytically, and hence, the
option price VðSð0Þ; 0; Þ under model (2.1) can be obtained by simply taking the
expectation of this analytical solution.
The above interesting ﬁnding establishes an important and useful link between the
analytical tractability of the plain-vanilla European option price under the simple jump-
diﬀusion model (3.33), which is much easier to analyse, and that of the solution of a highly
complex conditional PIDE that arises from model (2.1). In particular, this link is very
helpful in selecting which jump distribution to use in model (2.1) that can maintain
analytical tractability of the conditional PIDE. For such a jump distribution, the drMC
method can achieve a substantial dimension reduction from h to one, namely, the variance
factor. This dimension reduction often also results in a signiﬁcant variance reduction in
the simulated numerical results. In the following, we illustrate the analytical solution of the
conditional PIDE obtained under two widely used jump distributions for w ¼ lnðyÞ,
namely, the normal distribution (Merton 1976), and the double-exponential distribution
(Kou 2002). A variance reduction analysis for these cases is similar to the one presented in
Dang, Jackson and Mohammadi (2015b) and hence omitted.
3.4.2. Double-exponential distribution
We now specify that w ¼ lnðyÞ , Double-Exponentialðp; η1; η2Þ, where
0  p  1; η1 > 1; η2 > 0. Here, the density of w is (Kou 2002)
f ðwÞ ¼ p  η1eη1wI w0f g þ q  η2eη2wIfw<0g; q ¼ 1 p;
and the indicator function I Af g ¼ 1, if A holds, and zero otherwise. To compute the
option price, we can use either Proposition 3.2 or Theorem 3.1. To use Proposition 3.2,
the characteristic function for w must have a convenient form, which is not the case for
a double-exponential distribution. Hence, we apply Theorem 3.1 instead.
We need some notation and results from Kou (2002). We deﬁne the following
functions:
HhkðxÞ ¼ 1k!
ð1
x
ðt  xÞk e12t2dt; k ¼ 0; 1; 2; . . .
with Hh1ðxÞ ¼ ex2=2; and Hh0ðxÞ ¼
ﬃﬃﬃﬃﬃ
2π
p NðxÞ;
Ikðc; α; β; δÞ ¼
ð1
c
eαxHhkðβx δÞdx ;
(3:35)
for arbitrary constants α, c, β and δ. The purpose of introducing the function HhkðÞ is to
capture in closed-form the distribution ofWn, as explained below, whereWn is the sum of
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n double-exponential random variables. This is needed to evaluate En f g. The function
HhkðÞ can be evaluated very fast using the normal density function and normal distribu-
tion function via the three-term recursion (Abramowitz and Stegun 1972)
kHhkðxÞ ¼ Hhk2ðxÞ  xHhk1ðxÞ; k  1:
The integral Ikðc; α; β; δÞ is needed to compute the n-fold expectations in (3.31).
The key step in the solution process is the decomposition ofWn ¼
Pn
j¼1 wj, a sum of
n double-exponential random variables, into sums of i.i.d. exponential random variables
(Kou 2002; [Proposition B.1]). More speciﬁcally, we have
Wn ¼
Xn
j¼1
wj
dist:¼ W
þ
k ¼
Pk
i¼1 ε
þ
i with probability Pn;k; k ¼ 1; . . . ; n
Wk ¼ 
Pk
i¼1 ε

i with probability Qn;k; k ¼ 1; . . . ; n
(
:
(3:36)
Here, εþi and ε

i are i.i.d. exponential variables with rates η1 and η2, respectively, and
Pn;k ¼
Xn1
i¼k
n k 1
i k
	 

n
i
	 

η1
η1 þ η2
	 
ik η2
η1 þ η2
	 
ni
pi qni ; 1  k  n 1 ;
Qn;k ¼
Xn1
i¼k
n k 1
i k
	 

n
i
	 

η1
η1 þ η2
	 
ni η2
η1 þ η2
	 
ik
pni qi ; 1  k  n 1 ;
(3:37)
with Pn;n ¼ pn and Qn;n ¼ qn.
Corollary 3.1. In the case w ¼ lnðyÞ , Double-Exponentialðp; η1; η2Þ, Theorem 3.1
implies that the European call option value is given by
VðSð0Þ; 0; Þ ¼ E
X1
n¼0
ðλTÞn
n!
Sð0ÞeðGþFþHÞAn  KeHBn
n o" #
; (3:38)
where
An ¼ 1ﬃﬃﬃﬃﬃ
2π
p
Xn
k¼1
Pn;k η1
ﬃﬃﬃﬃﬃﬃ
2G
p k
eG 1η1ð Þ
2
Ik1 d1; ð1 η1Þ
ﬃﬃﬃﬃﬃﬃ
2G
p
;1; ð1 η1Þ
ﬃﬃﬃﬃﬃﬃ
2G
p "
þ Qn;k η2
ﬃﬃﬃﬃﬃﬃ
2G
p k
eG 1þη2ð Þ
2
Ik1 d1; ð1þ η2Þ
ﬃﬃﬃﬃﬃﬃ
2G
p
; 1;ð1þ η2Þ
ﬃﬃﬃﬃﬃﬃ
2G
p 
;
(3:39a)
Bn ¼ 1ﬃﬃﬃﬃﬃ
2π
p
Xn
k¼1
Pn;k η1
ﬃﬃﬃﬃﬃﬃ
2G
p k
eG η1ð Þ
2
Ik1 d2;η1
ﬃﬃﬃﬃﬃﬃ
2G
p
;1;η1
ﬃﬃﬃﬃﬃﬃ
2G
p "
þ Qn;k η2
ﬃﬃﬃﬃﬃﬃ
2G
p k
eG η2ð Þ
2
Ik1 d2; η2
ﬃﬃﬃﬃﬃﬃ
2G
p
; 1;η2
ﬃﬃﬃﬃﬃﬃ
2G
p 
;
(3:39b)
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Here,
d1 ¼ ln
Sð0Þ
Kð ÞþFﬃﬃﬃﬃ
2G
p þ ﬃﬃﬃﬃﬃﬃ2Gp ; d2 ¼ d1  ﬃﬃﬃﬃﬃﬃ2Gp ; (3:40)
and HhkðÞ, Ikð; Þ are deﬁned in (3.35), and Pn;k and Qn;k are deﬁned in (3.37).
Proof. See Appendix 3. □
3.4.3. Normal distribution
Now assume that w ¼ lnðyÞ follows the Normalð~μ; ~σ2Þ distribution as described in
Merton (1976). The characteristic function of w is ΓðÞ ¼ ei~μ12~σ22 . In this case, due
to the convenient form of ΓðÞ, we can use the results of Proposition 3.2 to compute
VðSð0Þ; 0; Þ by evaluating directly the conditional kernel Lðz; 0Þ. This is captured in the
following corollary.
Corollary 3.2. In the case w ¼ lnðyÞ , Normalð~μ; ~σ2Þ, Proposition 3.2 implies that the
European call option value is given by
VðSð0Þ; 0; Þ ¼ E
X1
n¼0
ðλTÞn
n!
exp n~μþ n~σ
2
2
	 

Sð0ÞeðGþFþHÞN d1;n
  KeHN d2;n  
" #
;
(3:41)
where
d1;n ¼
ln Sð0ÞK
 
þ n~μþ Fﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 Gþ n~σ22
 r þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 Gþ n~σ
2
2
	 
s
;
d2;n ¼ d1;n 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 Gþ n~σ
2
2
	 
s
:
(3:42)
Proof. See Appendix 4. □
3.5. A discrete Fourier transform method
As noted above, in a general case, it may be impossible to obtain an analytical solution
for the conditional PIDE by analytically inverting (3.28) (Proposition 3.2) or by
evaluating the n-fold expectation En f g in (3.31) (Theorem 3.1). As a result, numerical
methods need to be employed. Furthermore, even if an analytical solution can be
obtained for the conditional PIDE, as noted in Kou (2008), the diﬃculty in precise
calculation of the normal distribution function and the HhðxÞ function for very positive
and negative x may make it diﬃcult to compute accurate results for an option with a
very high jump rate or a very large return variance, i.e., large
ðT
0
νðtÞdt. (However, these
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cases may not be common in ﬁnance.) Numerical inversions could be very helpful in
such cases. The purpose of this subsection is to discuss a highly eﬃcient discrete FFT
method to numerically solve the conditional PIDE.
Let χðz; 0; Þ be a function of z whose CFT with respect to z, namely, χ^ð; 0; Þ, is the
inner quantity of the expectation (3.27), that is
F χ½ ð; 0; Þ;χ^ð; 0; Þ ¼ ϕ^ðÞL^ð; 0Þ; (3:43)
where L^ð; 0Þ is deﬁned in (3.26). By (3.25) and (3.27), we have
vðzð0Þ; 0; Þ ¼ F1½v^ð; 0; Þðzð0Þ; 0; Þ ¼ E F1 χ^ð; 0; Þ½ ðzð0Þ; 0; Þ ; (3:44)
where v^ð; 0; Þ is given in (3.27), and χ^ð; 0; Þ is deﬁned in (3.43). We now describe a
discrete FFT method to compute the inner quantity of (3.44),
namely, χðzð0Þ; 0; Þ ¼ F1½χ^ð; 0; Þðzð0Þ; 0; Þ.
We denote by Ω;½zmin; zmax the truncated computational domain for z. Let the
ﬁnite set of points fznjn ¼ 0; . . . ;N  1g be a partition for Ω, where zn ¼ zmin þ nΔz,
with Δz ¼ ðzmax  zminÞ=ðN  1Þ. Consider a partitioning Ω^ ¼ ½0; max of the fre-
quency domain into a ﬁnite set of points fnjn ¼ 0; . . . ;N=2g, where n ¼ nΔ and
Δ ¼ 2max=N.3 Here, we choose max ¼ 1=ð2ΔzÞ which is the Nyquist critical
frequency.
Let χn ; χðzn; 0; Þ, n ¼ 0; . . . ;N  1, be the exact values of χ on the nodes of the
partition Ω. Also let χ^n ; χ^ðn; 0; Þ, n ¼ 0; . . . ;N=2, represent the quantity
F½χðz; 0; Þð; 0; Þ at the nodes of the partition Ω^. The frequency domain values of
the function χ are approximated via FFT as follows:
χ^n ¼ F½χðz; 0; ÞðnÞ 
PN1
k¼0
χke
inzkΔz ¼ αn
PN1
k¼0
χke
ink=N ¼ αnFFT½χðz; 0; ÞðnÞ:
(3:45)
Here, αn ¼ einzmin Δz and FFT½χðz; 0; ÞðnÞ denotes the nth component of the FFT of
the vector ½χðz0; 0; Þ; . . . ; χðzN1; 0; ÞT, which can be computed eﬃciently using the
FFT algorithm. Similarly, the real domain values χn can be computed from the
frequency domain by the inverse FFT as follows:
χn  FFT1 α1ðÞ  χ^ð; 0; Þ
 ðnÞ; (3:46)
where FFT1 denotes the inverse FFT. Combining steps (3.45) to (3.46) gives the
following backward time-stepping method
χðzð0Þ; 0; Þ  FFT1 α1ðÞ  χ^ð; 0; Þ ðzð0Þ; 0; Þ
¼ FFT1 α1ðÞ  ϕ^ðÞL^ð; 0Þ ðzð0Þ; 0; Þ
¼ FFT1 α1ðÞ  αðÞ  FFT ϕðzÞ½ L^ð; 0Þ ðzð0Þ; 0; Þ
¼ FFT1 FFT ϕðzÞ½   L^ð; 0Þ ðzð0Þ; 0; Þ:
(3:47)
We note that the quantity α, which contains information about the spatial bound-
ary, cancels in the above equation and, hence, can be omitted in the computation.
APPLIED MATHEMATICAL FINANCE 19
D
ow
nl
oa
de
d 
by
 [U
Q 
Li
bra
ry]
 at
 18
:25
 29
 O
cto
be
r 2
01
7 
Thus, from (3.44) and (3.47), it follows that the option price can be approxi-
mated by
vðzð0Þ; 0; Þ  E FFT1 FFT ϕðzÞ½ L^ð; 0Þ ðzð0Þ; 0; Þ ; (3:48)
where L^ð; 0Þ is deﬁned in (3.26).
4. Hedging parameters (Greeks)
An important feature of the drMC method is that the hedging parameters, or Greeks,
except those related to the factor we condition on, e.g., Vega ð@νVÞ, can be computed in
a similar fashion as the option price. Thus, we expect to be able to compute the hedging
parameters much more eﬃciently using drMC than we could by traditional MC
techniques. As an example, we describe below how to compute Delta ð@SVÞ, and
Gamma @SSV . Other hedging parameters, such as Rhos ð@riVÞ, i 2 d; ff g, can be
obtained in a similar fashion.
Delta and Gamma can be obtained by diﬀerentiating formula (3.31) with respect to
Sð0Þ. A general analytic result for European options is given in the following theorem.
Theorem 4.1. For a European call option,
@SVðSð0Þ; 0; Þ ¼ E
X1
n¼0
ðλTÞn
n!
En expðWn þ Gþ F þHÞN d1;n
  " #
;
@SSVðSð0Þ; 0; Þ ¼ E
X1
n¼0
ðλTÞn
n!
En expðWn þ Gþ F þ HÞ N
0ðd1;nÞ
Sð0Þ ﬃﬃﬃﬃﬃﬃ2Gp
( )" #
;
(4:1)
where d1;n is deﬁned in (3.32) (Theorem 3.1).
For the special case of lnðyÞ , Double-Exponentialðp; η1; η2Þ, and
lnðyÞ , Normalð~μ; ~σ2Þ, the n-fold expectation En f g in (4.1) (Theorem 4.1) can also
be evaluated analytically. We have the following corollaries.
Corollary 4.1. In case w ¼ lnðyÞ , Double-Exponentialðp; η1; η2Þ, Theorem 4.1
implies that
@SVðSð0Þ; 0; Þ¼ E
X1
n¼0
ðλTÞn
n!
exp Gþ F þHð ÞAn
" #
;
@SSVðSð0Þ; 0; Þ¼ E
X1
n¼0
ðλTÞn
n!
exp Gþ F þHð Þ Cn
Sð0Þ ﬃﬃﬃﬃﬃﬃ4Gp
" #
;
(4:2)
where An is deﬁned in (3.39), and
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Cn ¼ 1ﬃﬃﬃﬃﬃ
2π
p Pn
k¼1
Pn;k η1
ﬃﬃﬃﬃﬃﬃ
2G
p k
eG 1η1ð Þ
2
e
d1
ﬃﬃﬃﬃ
2G
p
1η1ð Þ2Hhk1 d1  1 η1
  ﬃﬃﬃﬃﬃﬃ
2G
p 
þQn;k η2
ﬃﬃﬃﬃﬃﬃ
2G
p k
eG 1þη2ð Þ
2
e
d1
ﬃﬃﬃﬃ
2G
p
1þη2ð Þ2Hhk1 d1 þ 1þ η2
  ﬃﬃﬃﬃﬃﬃ
2G
p 
:
Here, HhkðÞ is deﬁned in (3.35), Pn;k and Qn;k are deﬁned in (3.37), and d1 is deﬁned
in (3.40).
Corollary 4.2. In case w ¼ lnðyÞ , Normalð~μ; ~σ2Þ, Theorem 4.1 implies that
@SVðSð0Þ; 0; Þ ¼ E
X1
n¼0
ðλTÞn
n!
exp n~μþ n~σ
2
2
þ Gþ F þ H
	 

N d1;n
  " #
;
@SSVðSð0Þ; 0; Þ ¼ E
X1
n¼0
ðλTÞn
n!
exp n~μþ n~σ
2
2
þ Gþ F þ H
	 
 N 0 d1;n 
Sð0Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 Gþ n~σ22
 r
8><>:
9>=>;
2664
3775 ;
(4:3)
where d1;n is deﬁned in (3.42) (Corollary 3.2).
The proof of Theorem 4.1, Corollaries 4.1 and 4.2 are given in Appendix 5.
When the FFT is employed to numerically compute vðzð0Þ; 0; Þ, the drMC also
allows for very convenient and eﬃcient computation of option Greeks. We illustrate by
computing the option Delta, namely, @zv. Note that CFT is a linear operator that maps
spatial derivatives @z into multiplications in the frequency domain. Using this property
and (3.44), we have that
@zvðzð0Þ; 0; Þ ¼ @zF1 v^ð; 0; Þ½ ðzð0Þ; 0; Þ ¼ F1 iv^ð; 0; Þ½ ðzð0Þ; 0; Þ
¼ E F1 iχ^ðÞ½ ðzð0Þ; 0; Þ :
Applying the FFT time-stepping (3.47), Delta at time 0 can be expressed as
@zvðzð0Þ; 0; Þ ¼ E F1 iχ^ð; 0; Þ½ ðzð0Þ; 0; Þ
   E FFT1 iχ^ð; 0Þ½ ðzð0Þ; 0; Þ 
¼ E FFT1 iFFT ϕðzÞ½ L^ð; 0Þ ðzð0Þ; 0; Þ :
(4:4)
To compute Gamma, the same idea can be applied. The formula above computes the
sensitivity of the option with respect to the log-spot FX rate z. The sensitivity with
respect to the actual FX rate S can easily be obtained via the change of vari-
able @SVðSð0Þ; 0; Þ ¼ @zvðzð0Þ; 0; Þ=Sð0Þ.
5. Numerical results
In this section, we present numerical results to illustrate the eﬃciency of the
drMC method. More speciﬁcally, we primarily focus on comparing the eﬃciency
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of the ‘ordinary’ MC (ordMC) and drMC methods. The drMC method combined
with the FFT technique, referred to as the drMC-FFT, is used to validate the
analytical solutions provided by the drMC method. In the experiments, we con-
sider two models: (1) a three-factor HHW jump-diﬀusion model for stock options
with w ¼ lnðyÞ , Normalð~μ; ~σ2Þ, and (2) a six-factor jump-diﬀusion model for FX
options with w ¼ lnðyÞ , Double-Exponentialðp; η1; η2Þ. These models and the
solution for the drMC coeﬃcients G, F and H are presented in the following
subsections.
5.1. A three-factor HHW jump-diﬀusion model
We consider the following three-factor HHW jump-diﬀusion model
dSðtÞ
SðtÞ ¼ rdðtÞ  λδð Þdt þ
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dWsðtÞ þ dJðtÞ ; JðtÞ ¼
XπðtÞ
j¼1
ðyj  1Þ ;
rdðtÞ ¼ rdð0Þeκdt þ κd
ðt
0
eκdðtt
0Þ θdðt0Þdt0 þ XðtÞ ;
with dXðtÞ ¼ κd XðtÞdt þ σddWdðtÞ ; Xð0Þ ¼ 0;
dνðtÞ ¼ κν ν νðtÞð Þdt þ σν
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dWνðtÞ ;
(5:1)
where κd, σd, κν, σν and ν are constants. Here, wj ¼ lnðyjÞ,Normalð~μ; ~σ2Þ, j ¼ 1; 2; . . . ,
are i.i.d. normal random variables. For simplicity, we assume θd is constant, and thusðT
0
γdðtÞdt ¼
rdð0Þ  θd
κd
1 eκdT þ θdTðT
0
β2dðtÞdt ¼
σ2d
κ2d
T  2 1 e
κdT 
κd
þ 1 e
2κdT 
2κd
	 

:
(5:2)
The drMC coeﬃcients G, F and H deﬁned in (3.23) can be simpliﬁed to
G ¼ a
2
1;1 þ a22;2
2
ðT
0
νðtÞdt þ a
2
2;2
2
ðT
0
β2dðtÞdt þ a1;2a2;2
ðT
0
βdðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dt ;
F ¼  1
2
ðT
0
νðtÞdt þ
ðT
0
γdðtÞdt  a22;2
ðT
0
β2dðtÞdt
þ a2;3
ðT
0
βdðtÞdWvðtÞ þ a1;3
ðT
0
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dWvðtÞ  a1;2a2;2
ðT
0
βdðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dt  λδT ;
H ¼ a2;3
ðT
0
βdðtÞdWvðtÞ 
ðT
0
γdðtÞdt þ
a22;2
2
ðT
0
β2dðtÞdt  λT ;
(5:3)
where the deterministic integrals are deﬁned in (5.2).
For the numerical experiments, we price a European call with initial spot price
Sð0Þ ¼ 10, strike price K ¼ 10, and maturity of T ¼ 1 (years). We use the interest
rate term structure rdð0Þ ¼ 0:05, θd ¼ 0:05, κd ¼ 1:5, σd ¼ 0:1. For the volatility, we
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use νð0Þ ¼ 0:04, ν ¼ 0:0225, κν ¼ 2:5; 0:1f g, σν ¼ 0:2. The correlations are ρs;d ¼ 0:4,
ρs;ν ¼ 0:1, ρd;ν ¼ 0:35. For this set of parameters, Feller’s condition, 2κνν > σ2ν , is
satisﬁed when κ ¼ 2:5, and not satisﬁed when κ ¼ 0:1. The parameters for the normal
jump amplitude w are λ ¼ 1, ~μ ¼ 0:08, ~σ ¼ 0:3.
5.2. A six-factor FX jump-diﬀusion model
We consider the following six-factor FX jump-diﬀusion model
dSðtÞ
SðtÞ ¼ rdðtÞ  rf ðtÞ  λδ
 
dt þ
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dWsðtÞ þ dJðtÞ ; JðtÞ ¼
XπðtÞ
j¼1
ðyj  1Þ ;
rdðtÞ ¼ X1ðtÞ þ X2ðtÞ þ γdðtÞ ;
with dXiðtÞ ¼ κdi XiðtÞdt þ σdi dWdiðtÞ ; Xið0Þ ¼ 0; i ¼ 1; 2;
rf ðtÞ ¼ Y1ðtÞ þ Y2ðtÞ þ γf ðtÞ ;
with dYiðtÞ ¼ κfiYiðtÞ dt þ σfi dWfiðtÞ  ρs;fiσfi
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dt ; Yið0Þ ¼ 0; i ¼ 1; 2;
dνðtÞ ¼ κν ν νðtÞð Þ dt þ σν
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dWνðtÞ ;
where κdi , κfi , σdi , σfi , i ¼ 1; 2, κν, σν and ν are constants. Here,
wj ¼ lnðyjÞ , Double-Exponentialðp; η1; η2Þ, j ¼ 1; 2; . . . , are i.i.d. double-exponential
random variables. For the domestic and foreign two-factor Hull–White dynamics, γdðtÞ
and γf ðtÞ satisfy (2.2) and we haveðT
0
γiðtÞdt ¼
rið0Þ
κi1
1 eκi1T þ κi1ðT
0
ðt
0
eκi1 ðtt
0Þ θiðt0Þdt0dt ; i 2 fd; f g :
In this model, (3.24) reduces to
βiðtÞ ¼ σi
ðT
t
eκiðtt
0Þdt0 ¼ σi
κi
1 eκiðTtÞ
 
; i 2 fd1; . . . ; dm; f1; . . . ; flg :
For simplicity, we assume θd and θf are constants, and hence,ðT
0
γdðtÞdt ¼
rd0  θd
κd1
1 eκd1T þ θd T ; ðT
0
γf ðtÞdt ¼
rf 0  θf
κf1
1 eκf1T þ θf T ;ðT
0
βiðtÞβjðtÞdt ¼
σi σ j
κi κj
	
T  ð1 e
κiTÞ
κi
 ð1 e
κjTÞ
κj
þð1 e
ðκiþκjÞTÞ
κi þ κj


; i; j 2 fd1; . . . ; dm; f1; . . . ; flg :
(5:4)
Finally, G, F and H deﬁned in (3.23) simplify to
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G ¼
P5
k¼1 a
2
1;k
2
ðT
0
νðtÞdt þ 1
2
P5
k¼2
P2
j¼1
P2
j0¼1
aðjþ1Þ;k aðj0þ1Þ;k
ðT
0
βdjðtÞβdj0 ðtÞdt
þ1
2
X5
k¼2
X2
j¼1
X2
j0¼1
aðjþ3Þ;k aðj0þ3Þ;k
ðT
0
βfjðtÞβfj0 ðtÞdt

X5
k¼2
X2
j¼1
X2
j0¼1
aðjþ1Þ;k aðj0þ3Þ;k
ðT
0
βdjðtÞβfj0 ðtÞdt
þ
X5
k¼2
X2
j¼1
a1;k aðjþ1Þ;k
ðT
0
βdjðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dt 
X5
k¼2
X2
j¼1
ðT
0
a1;k aðjþ3Þ;kβfjðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dt ;
F ¼  1
2
ðT
0
νðtÞdt þ
ðT
0
γdðtÞ  γf ðtÞ
 
dt 
X5
k¼2
X2
j¼1
X2
j0¼1
aðjþ1Þ;k aðj0þ1Þ;k
ðT
0
βdjðtÞβdj0 ðtÞdt
þ
X5
k¼2
X2
j¼1
X2
j0¼1
aðjþ1Þ;k aðj0þ3Þ;k
ðT
0
βdjðtÞβfj0 ðtÞdt þ
X2
j¼1
aðjþ1Þ;6
ðT
0
βdjðtÞdWνðtÞ

X2
j¼1
aðjþ3Þ;6
ðT
0
βfjðtÞdWνðtÞ þ a1;6
ðT
0
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dWνðtÞ þ
X2
j¼1
ρs;fj
ðT
0
βfjðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dt

X5
k¼2
X2
j¼1
a1;k aðjþ1Þ;k
ðT
0
βdjðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dt  λδT ;
H ¼ 
X2
j¼1
aðjþ1Þ;6
ðT
0
βdjðtÞdWνðtÞ þ
1
2
X5
k¼2
X2
j¼1
X2
j0¼1
aðjþ1Þ;k aðj0þ1Þ;k
ðT
0
βdjðtÞβdj0 ðtÞdt

ðT
0
γdðtÞdt  λT ;
where the deterministic integrals are deﬁned in (5.4).
For the numerical experiments, we price a European call with initial spot FX rate
Sð0Þ ¼ 100, strike price K ¼ 100 and long maturity of T ¼ 5 (years). We use the
domestic interest rate term structure rdð0Þ ¼ 0:02, θd ¼ 0:02, κd1 ¼ 0:97, κd2 ¼ 0:25,
σd1 ¼ 0:021, σd2 ¼ 0:016 and the foreign interest rate term structure rf ð0Þ ¼ 0:05,
θf ¼ 0:05, κf1 ¼ 0:78, κf2 ¼ 0:08, σ f1 ¼ 0:02, σf2 ¼ 0:01. For the volatility, we use
νð0Þ ¼ 0:04, ν ¼ 0:0225, κν ¼ 2:5, σν ¼ 0:2. The correlations are ρs;d1 ¼ 0:08,
ρs;d2 ¼ 0:08, ρs;f1 ¼ 0:08, ρs;f2 ¼ 0:08, ρs;ν ¼ 0:2, ρd1;d2 ¼ 0:12, ρd1;f1 ¼ 0:12,
ρd1;f2 ¼ 0:12, ρd1;ν ¼ 0:15, ρd2;f1 ¼ 0:12, ρd2;f2 ¼ 0:12, ρd2;ν ¼ 0:15, ρf1;f2 ¼ 0:70,
ρf1;ν ¼ 0:15, ρf2;ν ¼ 0:15. The parameters for the double-exponential jump amplitude
w are taken from Kou (2002): λ ¼ 1, p ¼ 0:4, η1 ¼ 10, η2 ¼ 5.
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5.3. Model implementation
In all the numerical experiments of this paper, the relevant deterministic integrals in G,
F and H are approximated using the trapezoidal rule. To simulate νðtÞ for both the
ordMC and the drMC methods, we use M replications and the drift-implicit Milstein
scheme of Neuenkirch and Szpruch (2014) with I uniform timesteps. More speciﬁcally,
given a timestep size Δt ¼ T=I, the Milstein discretization of (2.1d) is
ν^iþ1 ¼ ν^i þ κ ν ν^iþ1ð ÞΔt þ σ
ﬃﬃﬃﬃﬃ
ν^þi
q
ΔWi þ 0:25σ2 ðΔWiÞ2  Δt
 
) ν^iþ1 ¼
ν^i þ κνΔt þ σ
ﬃﬃﬃﬃﬃ
ν^þi
p
ΔWi þ 0:25σ2 ðΔWiÞ2  Δt
 
1þ Δtκ ;
(5:5)
where ν^i denotes the discrete approximation at ti ¼ iΔt, i ¼ 1; . . . ; I, ΔWi ¼Wðtiþ1Þ 
WðtiÞ ¼ Normalð0;ΔtÞ and ν^þi ¼ maxðν^i; 0Þ. This discretization scheme is shown to
preserve the positivity of the original CIR dynamics (2.1d), which is a very important
relevant advantage. In addition, it has ﬁrst-order strong convergence, as established in
Neuenkirch and Szpruch (2014). While there might be other schemes which share the
same advantages, and are computationally cheaper than the drift-implicit Milstein
scheme, we argue that for the purpose of comparing the eﬃciency of diﬀerent MC
methods, this scheme suﬃces.
Approximations to Delta are calculated using the path-wise diﬀerentiation technique
(Glasserman 2003) for ordMC and formulas (4.1) and (4.2) for drMC. To compute
approximations to Vega, we use the traditional technique of (1) bumping the input
values for ν, and (2) applying central ﬁnite diﬀerences, in combination with the
‘Common Random Number’ technique.
For each pair ðM;NÞ, the ordMC and drMC results are obtained by taking the average of
50 simulations for that pair. We report the associated standard MC error (‘error’), i.e., the
sample standard deviation (std. dev.) divided by the square root of the number of replica-
tionsM, as well as the corresponding 95% conﬁdence interval (c.i.) using the standard MC
error. In comparing the eﬃciency of ordMC and drMC, we use the std. dev. reduction
factor instead of the variance reduction factor. This is due to the following reasons. In aMC
simulation, std. dev. is in some ways more relevant than variance, since std. dev. and
expected value have the same units and the standard MC error is proportional to the std.
dev. But more importantly, the work required for a MC simulation to achieve a required
accuracy is also proportional to the std. dev., since the number of MC paths M is a good
measure of the work required for a MC simulation and the size of the c.i. is proportional to
standard deviation=
ﬃﬃﬃﬃﬃ
M
p
:
That is, if the std. dev. is reduced by a factor F, then the computational work for the MC
simulation to achieve a required accuracy is also approximately reduced by the factor F.
We also report the run time in seconds. The model is implemented using Matlab
(2015a). Comparable optimized code in C/C++ would likely run signiﬁcantly faster for
both methods. However, the purpose of the timing results presented below is to high-
light the relative eﬃciency of the drMC method compared to the ordMC method.
Matlab is ﬁne for this purpose.
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5.4. Experimental results
We present the numerical results in Tables 1–5.
5.4.1. Accuracy
We make the following observations regarding the accuracy of drMC. First, we note
that the 95% c.i.s for drMC are always fully contained in the corresponding 95% c.i.s
Table 1. Results for the three-factor HHW jump-diﬀusion model with normal jumps with κν ¼ 2:5
(Feller’s condition is satisﬁed).
(A) Price
ordMC drMC
I M Mean Error 95% c.i. Time Mean Error 95% c.i. Time
100 5e4 1.534 1.2e-2 [1.511, 1.557] 2.3 s 1.535 1.0e-3 [1.533, 1.537] 0.8 s
200 2e5 1.534 6.1e-3 [1.522, 1.546] 8.8 s 1.535 5.2e-4 [1.534, 1.536] 3.1 s
400 8e5 1.535 3.0e-3 [1.529, 1.541] 35.3 s 1.535 2.6e-4 [1.534, 1.535] 12.0 s
(B) Delta
ordMC drMC
I M Mean Error Mean Error
100 5e4 0.649 2.9e-3 0.648 1.9e-4
200 2e5 0.648 1.5e-3 0.648 9.5e-5
400 8e5 0.648 7.4e-4 0.648 4.7e-5
(C) Vega
ordMC drMC
I M Mean Error Mean Error
100 5e4 1.057 2.0e-2 1.062 1.9e-3
200 2e5 1.050 1.0e-2 1.053 9.6e-4
400 8e5 1.047 5.0e-3 1.047 4.8e-4
Table 2. Results for the three-factor HHW jump-diﬀusion model with normal jumps with κν ¼ 0:1
(Feller’s condition is unsatisﬁed).
(A) Price
ordMC drMC
I M Mean Error 95% c.i. Time Mean Error 95% c.i. Time
100 5e4 1.611 1.2e-2 [1.586, 1.635] 2.3 s 1.594 1.4e-3 [1.591, 1.596] 0.8 s
200 2e5 1.604 6.4e-3 [1.591, 1.616] 8.8 s 1.591 7.0e-4 [1.590, 1.592] 3.1 s
400 8e5 1.595 3.2e-3 [1.589, 1.601] 35.3 s 1.591 3.5e-4 [1.591,1.592] 12.0 s
(B) Delta
ordMC drMC
I M Mean Error Mean Error
100 5e4 0.641 2.9e-3 0.644 2.4e-4
200 2e5 0.642 1.5e-3 0.644 1.2e-4
400 8e5 0.644 7.4e-4 0.644 6.0e-5
(C) Vega
ordMC drMC
I M Mean Error Mean Error
100 5e4 2.452 5.6e-2 2.472 6.8e-3
200 2e5 2.498 3.5e-2 2.463 4.1e-3
400 8e5 2.472 1.7e-2 2.461 2.0e-3
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for ordMC. As we increase ðI;MÞ, the prices, Deltas and Vegas computed using ordMC
converge to those computed by drMC method, which are (price, Delta, Vega) = (1.535,
0.648, 1.047) and (1.591, 0.644, 2.461) for the three-factor HHW model with normal
jumps with κν ¼ 2:5 and κν ¼ 0:1, respectively. For the six-factor FX model with
double-exponential jumps, the respective computed values are (13.236, 0.416, 4.552).
To further validate the accuracy of the drMC-computed results, we show the prices
and Delta computed using the drMC-FFT method in Table 4 using N ¼ 256 FFT points
over the computational domain Ω for z ¼ lnðSÞ.
As shown in this table, the prices, Delta, as well as the errors, hence c.i.s, obtained by
the drMC-FFT method for both models, respectively, agree well with those obtained by
the drMC method. This independent test supports the accuracy of the analytical
solutions developed in this paper.
5.4.2. Eﬃciency
In comparing eﬃciency of ordMC and drMC, we take into account both the std. dev.
reduction factor and computational times. We make the following observations.
Table 3. Results for the six-factor FX jump-diﬀusion model with double-exponential jumps with κν ¼
2:5 (Feller’s condition is satisﬁed).
(A) price
ordMC drMC
I M Mean Error 95% c.i. Time Mean Error 95% c.i. Time
200 2e5 13.244 6.9e-2 [13.108, 13.380] 27.5 s 13.238 5.0e-3 [13.228, 13.248] 16.0 s
400 8e5 13.235 3.5e-2 [13.167, 13.302] 207.1 s 13.237 2.5e-3 [13.232, 13.242] 82.2 s
800 32e5 13.237 1.7e-2 [13.203, 13.271] 1575.8 s 13.236 1.3e-3 [13.233, 13.238] 480.3 s
(B) Delta
ordMC drMC
I M Mean Error Mean Error
200 2e5 0.416 1.5e-3 0.416 1.5e-4
400 8e5 0.416 7.3e-4 0.416 7.5e-5
800 32e5 0.416 3.7e-4 0.416 3.8e-5
(C) Vega
ordMC drMC
I M Mean Error Mean Error
200 2e5 4.520 1.2e-1 4.549 1.0e-2
400 8e5 4.558 8.6e-2 4.552 7.3e-3
800 32e5 4.553 6.1e-2 4.552 5.1e-3
Table 4. Results obtained using the drMC-FFT method.
Price Delta
I M N Mean Error 95% c.i. Mean Error
(A) Six-factor HHW model, normal jumps, κν ¼ 2:5 (Feller’s condition is satisﬁed), Ω ¼ ½5; 5
400 8e5 256 1.535 2.6e-4 [1.534, 1.535] 0.648 4.7e-5
(B) Three-factor HHW model, normal jumps, κν ¼ 0:1 (Feller’s condition is unsatisﬁed), Ω ¼ ½5; 5
400 8e5 256 1.591 3.5e-4 [1.591, 1.592] 0.644 5.6e-5
(C) Six-factor FX model, double-exponential jumps, κν ¼ 2:5 (Feller’s condition is unsatisﬁed), Ω ¼ ½10; 10
800 32e5 256 13.236 1.3e-3 [13.233, 13.238] 0.416 3.8e-5
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For the three-factor HHW model with normal jumps and κν ¼ 2:5, the drMC
method typically results in a std. dev. reduction factor of about 11:5 for the option
price, of about 10:5 for Vega, and of about 16 for Delta (e.g., for (I, M) = (400, 8e5), we
have the std. dev. reduction factor that is about 3:0e-3=2:6e-4  11:5 for the option
price, 5:0e-3=4:8e-4  10:5 for Vega and 7:4e-4=4:7e-5  16 for Delta). Moreover, the
drMC’s computation times are approximately one-third of those required by ordMC.
This is because drMC’s cost per replication is cheaper. Taking the times and the std.
dev. reduction factors into account, the drMC method is approximately
3 11:5 ¼ 35 times, 3 10:5 ¼ 32 times and 3 16 ¼ 48 timesmore eﬃcient than
ordMC in computing the option price, Vega and Delta, respectively.
When Feller’s condition is violated (κ ¼ 0:1), the std. dev. reduction factor drops to
about 9, 8 and 12 for price, Vega and Delta, respectively. In this case, the drMC method
is approximately 27, 24 and 36 times more eﬃcient than ordMC in computing the
option price, Vega and Delta, respectively. We note that this observed drop in the std.
dev. reduction factor when the Feller’s condition is unsatisﬁed is consistent with those
reported in Dang, Jackson and Mohammadi (2015b) for pure diﬀusion models. As
discussed in Dang, Jackson and Mohammadi (2015b), when the Feller’s condition is
satisﬁed, we have a fairly stable variance process, and hence, simulation of stochastic
integrals in G, F and H is expected to be accurate. Thus, the analytical solutions are also
expected to give accurate results.
For the six-factor FX model with double-exponential jumps, we note the long
maturity of the option. In this case, the std. dev. reduction factors typically are 14 for
the option price, 10 for Delta and about 12 for Vega. Taking both the computational
times, and the std. dev. reduction factors into account, the drMC method is approxi-
mately 3 14 ¼ 42 times, 3 10 ¼ 33 times and 3 12 ¼ 36 times more eﬃcient than
ordMC in computing the option price, Delta and Vega, respectively. The results
indicate that the dimension and variance reduction of the drMC method, for both
the analytical and FFT techniques, could result in a signiﬁcant eﬃciency gain over
ordMC when applied to similar high-dimensional stochastic problems with a similar
one-way coupling structure.
5.4.3. Impact of correlation factors
Motivated by the ﬁndings reported in Dang, Jackson and Mohammadi (2015b) for pure
diﬀusion models, we also carried out several experiments to investigate the impact of
correlation factors on the std. dev. factor. As an illustrating example, we focus on the
three-factor HHW jump-diﬀusion model. Investigating formula (3.23) for G, F and H
indicates that the main sources of stochasticity come from the integrals
a2;3
ðT
0
βdðtÞdWνðtÞ, a1;3
ðT
0
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞp dWνðtÞ in F and  a2;3ðT
0
βdðtÞdWνðtÞ in H. Since
these terms vanish as a1;3 and a2;3 go to zero, we primarily focus on correlation factors
ρs;ν and ρd;ν. In Table 5, we report the std. dev. reduction factors for several values of ρs;ν
and ρd;ν.
Here, for each test case, only the parameter under investigation is changed, and all
other parameters remain unchanged. We observe that, as these correlation factors
become smaller, the std. dev. reduction factors become larger. In particular, when
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ρs;ν ¼ 0, the std. dev. reduction factor is about 21.2, while when ρd;ν ¼ 0, it is about
15.6. As a ﬁnal note, changing ρs;d does not have a signiﬁcant eﬀect on the std. dev.
reduction factor, i.e., the factor stays around 11.5.
6. Conclusion
In this paper, we present the drMC method, a highly eﬃcient MC method for
computing option prices and hedging parameters for plain-vanilla European options
under jump-diﬀusion models with stochastic variance and multi-factor interest rate(s).
The model studied has a high degree of generality and can be used for options of wide
range of maturities in various asset classes, such as equity and FX.
The drMC method is built upon the novel dimensional reduction framework devel-
oped in Dang, Jackson and Mohammadi (2015b). It is based on a combination of (1)
the conditional MC technique and (2) the development of a highly eﬃcient solution to
the conditional PIDE that arises via Fourier transforms. Under our framework, the
analytical tractability of the conditional PIDE is determined by that of the correspond-
ing one-dimensional BSM model augmented with the same jump component. As a
result, for such a jump distribution, an analytical solution to the conditional PIDE can
be obtained, and the option price can be expressed as an expectation of this analytical
solution. This results in a very powerful reduction in the dimension of the model from
h dimensions to one dimension, namely, the variance. This dimension reduction often
also results in a signiﬁcant variance reduction for the MC simulation. In addition,
hedging parameters, except those related to Vega, can be computed in a similar fashion
as the option price; this approach is much more eﬃcient than that used in traditional
MC methods. Hedging parameters related to Vega can be computed using the regular
MC techniques, but under the drMC framework, the results are often much more
accurate and require less computational time. When an analytical solution is not
possible, or a numerical method is preferred, we propose a discrete FFT method to
Table 5. Impact of varying model parameters ρs;ν and ρd;ν on std. dev. reduction factor in computing
prices for the three-factor HHW jump-diﬀusion model.
(A) Impact of ρs;ν
ρs;ν −0.7 −0.5 −0.25 0 0.25 0.5 0.7
ordMC
Price 1.535 1.515 1.521 1.544 1.529 1.548 1.522
Err. 1.1e-2 1.1e-2 1.1e-2 1.2e-2 1.2e-2 1.2e-2 1.2e-2
drMC
Price 1.543 1.541 1.538 1.536 1.539 1.536 1.523
Err. 2.7e-3 1.8e-3 7.1e-4 5.6e-4 1.8e-3 3.2e-3 4.4e-3
Reduction factor 4.2 6.3 16.5 21.2 6.5 3.8 2.8
(B) Impact of ρd;ν
ρd;ν −0.7 −0.5 −0.25 0 0.25 0.5 0.7
ordMC
Price 1.543 1.542 1.542 1.540 1.538 1.538 1.536
Err. 1.2e-2 1.2e-2 1.2e-2 1.2e-2 1.2e-2 1.2e-2 1.2e-2
drMC
Price 1.541 1.540 1.539 1.537 1.535 1.534 1.533
Err. 1.6e-3 1.4e-3 9.1e-4 7.7e-4 8.2e-4 1.2e-3 1.5e-3
Reduction factor 7.5 8.7 13.8 15.6 14.5 9.8 8.2
Here, ðN;MÞ ¼ ð100; 5e4Þ and κν ¼ 2:5 (Feller’s condition is satisﬁed).
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solve the conditional PIDE eﬃciently numerically. The drMC-FFT method can also
compute the hedging parameters accurately and eﬃciently. It has the same advantages
over the traditional MC methods as drMC does.
We outline several important and interesting possible future developments for the
drMC approach. Treatment of exotic features, such as early exercise and barriers, in the
general jump-diﬀusion context of this paper is of particular interest. For a general
solution approach, application of dynamic programming, together with the machinery
developed in this paper, to solve the resulting conditional optimization problem is a
feasible approach. Extensions to include jumps in the interest rates and variance should
also be investigated.
Extending the framework develop in this paper to deal with multi-asset options
under a jump-diﬀusion model with stochastic volatility/variance and multi-factor
interest rate dynamics, such as spread options, is certainly important, interesting and
challenging. In addition, it is of great practical importance to further develop highly
eﬃcient numerical methods for the solution of the conditional PIDE. Preliminary
results show that the Fourier–Cosine method, developed in Fang and Oosterlee
(2008), can readily be adapted to the drMC framework and appears to be considerably
more eﬃcient than the discrete Fourier transform approach presented in this paper.
We emphasize that the drMC framework could be easily combined with other
eﬃcient variance reduction techniques applied to the factor we condition on, to further
signiﬁcantly increase the eﬃciency of the method. In particular, we highlight potential
applications of the drMC method when combined with the multilevel MC method
developed by Giles (2008), due to the dimension reduction feature (e.g., see Dang, Xu,
and Wu 2015c). Results in Dang (2017) show that the multilevel technique can be easily
combined with the drMC method to eﬃciently tackle high-dimensional jump-diﬀusion
models using Milstein schemes. Last, but not least, we highlight the recent work Dang
and Ortiz-Gracia (2017) and Berthe, Dang and Ortiz-Gracia (2017) on the development
of a highly eﬃcient Shannon-wavelet method within the drMC framework presented in
this work that involves no simulation. The results are very impressive: in about 0.05 s
on a personal computer, the dimension reduction Shannon-wavelet method can com-
pute the price of a European option under a six-factor jump-diﬀusion model within
0.01% relative error compared to a benchmark solution obtained via a multilevel MC
method. In addition, the complexity of the method is independent of the number of
factors in the model, as expected from the dimension reduction framework. These
advantages of the method make it particularly suitable for calibration of high-dimen-
sional models.
Notes
1. Note that, when c ¼ 1, due to the quanto term, ν is in fact coupled to rf , and hence we
should not condition on rf .
2. When Feller’s condition is not satisﬁed, i.e., 2κνν < σ2ν , ν may hit the origin. However, in this
case, the origin is strongly reﬂecting, in the sense that the length of time spent at ν ¼ 0 is of
Lebesgue measure zero.
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3. The frequency grid has half as many points as the spatial grid, since the Fourier transform
for negative frequencies is not required nor computed. This is due to the fact that
F½vðÞ ¼ F½vðÞ .
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Appendices
Appendix 1. Proof of Lemma 3.2
The proof largely follows Dang, Jackson and Mohammadi (2015b). From Proposition 3.1, we
have
E u^ð; 0; Þ½  ¼ E

ϕ^ðÞexp
	
 2
ðT
0
a211
2
νðtÞdt þ i
ðT
0
rdðtÞ  crf ðtÞ  λδ  νðtÞ2
	 

dt
þ i
Xh
j¼2
a1j
ðT
0
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
d eWjðtÞ  ðT
0
rdðtÞ þ λð Þdt þ λTΓðÞ


(A:1)
Now, we examine the integral terms
ðT
0
rdðtÞdt and
ðT
0
rf ðtÞdt in the exponent of (A.1). Using
e
ð t
0
κdi ðt0Þdt0
XiðtÞ, i ¼ 1; . . . ;m and e
ð t
0
κfi ðt0Þdt0
YiðtÞ, i ¼ 1; . . . ; l, as integrating factors, together
with Fubini’s theorem, we haveðT
0
rdðtÞdt ¼
Xm
i¼1
ðT
0
βdiðtÞdWdiðtÞ þ
ðT
0
γdðtÞdt ;ðT
0
rf ðtÞdt ¼
Xl
i¼1
ðT
0
βfiðtÞdWfiðtÞ 
Xl
j¼1
ρs;fj
ðT
0
βfjðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dt þ
ðT
0
γf ðtÞdt
(A:2)
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where βdiðtÞ, i ¼ 1; . . . ;m and βfiðtÞ, i ¼ 1; . . . ; l, are given in (3.24). Thus, by substituting (A.2)
into (A.1), and re-arranging, it can be shown that
E u^ð; 0; Þ½  ¼ E ϕ^ðÞexp λTΓðÞ þ ψh ; eWhðτÞ  þ Ph1
k¼2
ψk ; f eWkðτÞg; eWhðτÞ  	 
 ;
(A:3)
where
ψkð; f eWkðτÞg; f eWhðτÞgÞ ¼ i  1ð ÞXm
j¼1
aðjþ1Þ;k
ðT
0
βdjðtÞd eWkðtÞ
 ic
Xl
j¼1
aðjþmþ1Þ;k
ðT
0
βfjðtÞd eWkðtÞ
þ ia1;k
ðT
0
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
d eWkðtÞ;
ψh ; f eWhðτÞg  ¼ 2 a2112  i2
	 
ðT
0
νðtÞdt þ i  1ð Þ
ðT
0
γdðtÞdt
þ i  1ð Þ
Xm
j¼1
aðjþ1Þ;h
ðT
0
βdjðtÞd eWhðtÞ  icðT
0
γf ðtÞdt
 ic
Xl
j¼1
aðjþmþ1Þ;h
ðT
0
βfjðtÞd eWhðtÞ þ icXl
j¼1
ρs;fj
ðT
0
βfjðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
dt
þ ia1;h
ðT
0
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p
d eWhðtÞ :
(A:4a)
We observe that the quantity ψk ; f eWkðτÞg; f eWhðτÞg , k ¼ 2; . . . h 1, depends only on the
independent BMs eWkðtÞ and eWhðtÞ, and the quantity ψh ; f eWhðtÞg  depends only on the BMeWhðtÞ. Thus, if we condition on f eWhðτÞg, then ψk ; f eWkðτÞg; f eWhðτÞg , k ¼ 2; . . . h 1 are
independent, and ψh ; f eWhðτÞg  is a constant. Using this important observation and the
iterated conditional expectation, we arrive at
E u^ð; 0; Þ½  ¼ E½ϕ^ðÞexp λTΓðÞ þ ψh ; f eWhðtÞg  Yh1
k¼2
E½exp ψk ; f eWkðτÞg; f eWhðτÞg  jf eWhðτÞg|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ðIÞ
 : (A:5)
To compute term ðIÞ of (A.5) in closed form, note that, conditional on eWhðtÞ, each of ψk ; ð Þ,
k ¼ 2; . . . ; h 1 is, in fact, Gaussian. More speciﬁcally,
ψk ; f eWkðtÞg; f eWhðtÞg , Normal	0; ðT
0
	
i
	Xm
j¼1
aðjþ1Þ;k βdjðtÞ  c
Xl
j¼1
aðjþmþ1Þ;k βfjðtÞ
þa1;k
ﬃﬃﬃﬃﬃﬃﬃﬃ
νðtÞ
p 


Xm
j¼1
aðjþ1Þ;kβdjðtÞ

2
dt


:
(A:6)
Using (A.6) together with further simpliﬁcations gives us (3.25).
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Appendix 2. Proof of Theorem 3.1
For brevity, we let LðzÞ ¼ Lðz; 0Þ. Note that for a European call, ϕðzÞ ¼ ðez  KÞþ. From
Propositions 3.2 and 3.3, we have
vðzð0Þ; 0; Þ ¼ E 1ﬃﬃﬃﬃﬃ
2π
p
ðþ1
1
ϕðzð0Þ  zÞLðzÞdz
 
¼ E
ðþ1
1
ϕðzð0Þ  zÞﬃﬃﬃﬃﬃﬃﬃﬃ
4πG
p
X1
n¼0
ðλTÞn
n!
En exp H  F þ z þWnð Þ
2
4G
 !" #
dz
" #
¼ E
X1
n¼0
ðλTÞn
n!
En
ðþ1
1
ϕðzð0Þ  zÞﬃﬃﬃﬃﬃﬃﬃﬃ
4πG
p exp H  F þ z þWnð Þ
2
4G
 !
dz
" #" #
;
¼ E
X1
n¼0
ðλTÞn
n!
En
ðlnSð0ÞK
1
ðezð0Þz  KÞﬃﬃﬃﬃﬃﬃﬃﬃ
4πG
p exp H  F þ z þWnð Þ
2
4G
 !
dz
" #" #
;
¼ E
X1
n¼0
ðλTÞn
n!
En I1  I2½ 
" #
;
(B:1)
where
I1 ¼ eH
ðlnSð0ÞK
1
ezð0Þzﬃﬃﬃﬃﬃﬃﬃﬃ
4πG
p exp  F þ z þWnð Þ
2
4G
 !
dz ;
I2 ¼ eH
ðlnSð0ÞK
1
Kﬃﬃﬃﬃﬃﬃﬃﬃ
4πG
p exp  F þ z þWnð Þ
2
4G
 !
dz :
Considering I1, make the substitution
α zð Þ ¼ F þ z þWnﬃﬃﬃﬃﬃﬃ
2G
p ; dz ¼
ﬃﬃﬃﬃﬃﬃ
2G
p
dα ;
with interval
α 1ð Þ ¼ 1; α ln Sð0Þ
K
	 

¼ ln
Sð0Þ
K þ F þWnﬃﬃﬃﬃﬃﬃ
2G
p ¼ d2;n ;
and note
ezð0Þz ¼ Sð0ÞeWn eF eα
ﬃﬃﬃﬃ
2G
p
:
Then,
I1 ¼ eH
ðd2;n
1
Sð0ÞeWn eF eα
ﬃﬃﬃﬃ
2G
pﬃﬃﬃﬃﬃ
2π
p ﬃﬃﬃﬃﬃﬃ
2G
p e12α2
ﬃﬃﬃﬃﬃﬃ
2G
p
dα ¼ Sð0ÞeFþHþWn
ðd2;n
1
eα
ﬃﬃﬃﬃ
2G
pﬃﬃﬃﬃﬃ
2π
p e12α2 dα
¼ Sð0ÞeFþGþHþWn
ðd2;n
1
1ﬃﬃﬃﬃﬃ
2π
p e12 αþ
ﬃﬃﬃﬃ
2G
pð Þ2 dα :
By making the further substitution β ¼ αþ ﬃﬃﬃﬃﬃﬃ2Gp ,
I1 ¼ Sð0ÞeFþGþHþWn
ðd2;nþ ﬃﬃﬃﬃ2Gp
1
1ﬃﬃﬃﬃﬃ
2π
p e12β2 dβ :
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Let d1;n ¼ d2;n þ
ﬃﬃﬃﬃﬃﬃ
2G
p
. Then, using the result
ðx
1
1ﬃﬃﬃﬃ
2π
p e
1
2t
2
dt ¼ NðxÞ,
I1 ¼ Sð0ÞeFþGþHþWnNðd1;nÞ :
Similarly, considering I2,
I2¼ eH
ðd2;n
1
Kﬃﬃﬃﬃﬃ
2π
p ﬃﬃﬃﬃﬃﬃ
2G
p e12α2
ﬃﬃﬃﬃﬃﬃ
2G
p
dα¼ K eH
ðd2;n
1
1ﬃﬃﬃﬃﬃ
2π
p e12α2 dα¼ K eHNðd2;nÞ :
Appendix 3. Proof of Corollary 3.1
We consider w ¼ lnðyÞ , Double-Exponentialðp; η1; η2Þ; ðp  0; η1>1; η2>0Þ. From Theorem 3.1,
vðzð0Þ; 0; Þ ¼ E P1
n¼0
ðλTÞn
n! Sð0ÞeFþGþH En eWnNðd1;nÞ
 |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
An
K eH En Nðd2;nÞ
 |ﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄ}
Bn
8><>:
9>=>;
264
375 ; (C:1)
where d1;n and d2;n are given in (3.32). The term An in (C.1) can be computed as
An ¼
ð1
1
exNðd1;nÞ fWnðxÞdx ¼
ð1
1
ex
ðd1;n
1
1ﬃﬃﬃﬃ
2π
p e
1
2v
2
dvfWnðxÞdx ; (C:2)
where fWnðxÞ is the density function of Wn. To ﬁnd fWnðxÞ, recall (3.36) and (3.37)
Wn ¼
Xn
j¼1
wj d ¼
Wþk ¼
Pk
i¼1
εþi with probability Pn;k; 1  k  n 1
Wk ¼ 
Pk
i¼1
εi with probability Qn;k; 1  k  n 1
8><>: ; (C:3)
where εþi and ε

i are i.i.d. exponential variables with rates η1 and η2, respectively. The density
functions for each of the cases in (C.3), respectively, are
fþk ðxÞ¼
eη1x xk1 η1
k
ðk 1Þ! forW
þ
k ; and f

k ðxÞ ¼
eη2x ðxÞk1 ðη2Þk
ðk 1Þ! forW

k : (C:4)
Relations (C.3) and (C.4) give fWnðxÞ. To compute (C.2), let u ¼ v xﬃﬃﬃﬃ2Gp ,
u 1ð Þ ¼ 1; d1 ¼ u d1;n
  ¼ ln Sð0ÞK þ Fﬃﬃﬃﬃﬃﬃ
2G
p þ
ﬃﬃﬃﬃﬃﬃ
2G
p
;
noting that d1 is not dependent on n. Then, by substitution and interchanging the order of
integration, and taking into account (C.3) and (C.4), (C.2) becomes
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An ¼
ðþ1
1
ðd1
1
ex
1ﬃﬃﬃﬃﬃ
2π
p e
1
2 uþ xﬃﬃﬃ2Gp 2 dufWnðxÞdx ¼ 1ﬃﬃﬃﬃﬃ2πp
ðd1
1
ðþ1
1
ex e
12 uþ xﬃﬃﬃ2Gp 2 fWnðxÞdxdu
¼ 1ﬃﬃﬃﬃﬃ
2π
p ½
Xn
k¼1
Pn;k
ðd1
1
ð1
0
ex e
12 uþ xﬃﬃﬃ2Gp 2 fþk ðxÞdxdu|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
a1;k
þ
Xn
k¼1
Qn;k
ðd1
1
ð0
1
ex e
12 uþ xﬃﬃﬃ2Gp 2 fk ðxÞdxdu|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
a2;k

¼ 1ﬃﬃﬃﬃﬃ
2π
p
Xn
k¼1
Pn;k a1;k þ Qn;k a2;k
 
:
(C:5)
Considering the term a1;k,
a1;k ¼
ðd1
1
ð1
0
ex e
12 uþ xﬃﬃﬃ2Gp 2 fþk ðxÞdxdu
¼
ðd1
1
ð1
0
ex e
12 uþ xﬃﬃﬃ2Gp 2 eη1x xk1 η1k
ðk 1Þ! dxdu
¼ η1k
ðd1
1
ð1
0
1
ðk 1Þ! e
12 uþ xﬃﬃﬃ2Gp 2 e 1η1ð Þx xk1 dxdu :
Making the change of variable x ¼ ðv uÞ ﬃﬃﬃﬃﬃﬃ2Gp ,
a1;k ¼ η1k
ðd1
1
ð1
u
1
ðk 1Þ! e
12v2 e 1η1ð Þ ðvuÞ
ﬃﬃﬃﬃ
2G
p
ðv uÞ
ﬃﬃﬃﬃﬃﬃ
2G
p k1 ﬃﬃﬃﬃﬃﬃ
2G
p
dvdu
¼ η1
ﬃﬃﬃﬃﬃﬃ
2G
p k ðd1
1
ð1
u
1
ðk 1Þ! e
12v2þ 1η1ð Þ ﬃﬃﬃﬃ2Gp v v uð Þk1 dve 1η1ð Þ ﬃﬃﬃﬃ2Gp udu :
Making the change of variable v ¼ t þ ð1 η1Þ
ﬃﬃﬃﬃﬃﬃ
2G
p
,
a1;k ¼ η1
ﬃﬃﬃﬃﬃﬃ
2G
p k ðd1
1
ð1
uð1η1Þ
ﬃﬃﬃﬃ
2G
p
1
ðk 1Þ! e
12t2þ 1η1ð Þ2 G t þ ð1 η1Þ
ﬃﬃﬃﬃﬃﬃ
2G
p
 u
 k1
dt
e 1η1ð Þ
ﬃﬃﬃﬃ
2G
p
udu
¼ η1
ﬃﬃﬃﬃﬃﬃ
2G
p k
eG 1η1ð Þ
2
ðd1
1
ð1
uð1η1Þ
ﬃﬃﬃﬃ
2G
p
1
ðk 1Þ! e
12t2 t  u ð1 η1Þ
ﬃﬃﬃﬃﬃﬃ
2G
p  k1
dt
¼ η1
ﬃﬃﬃﬃﬃﬃ
2G
p k
eG 1η1ð Þ
2
ðd1
1
Hhk1 u ð1 η1Þ
ﬃﬃﬃﬃﬃﬃ
2G
p 
e 1η1ð Þ
ﬃﬃﬃﬃ
2G
p
udu :
Making the change of variable z ¼ u,
a1;k ¼ η1
ﬃﬃﬃﬃﬃﬃ
2G
p k
eG 1η1ð Þ
2
ð1
d1
e 1η1ð Þ
ﬃﬃﬃﬃ
2G
p
zHhk1 z  ð1 η1Þ
ﬃﬃﬃﬃﬃﬃ
2G
p 
dz
¼ η1
ﬃﬃﬃﬃﬃﬃ
2G
p k
eG 1η1ð Þ
2
Ik1 d1; ð1 η1Þ
ﬃﬃﬃﬃﬃﬃ
2G
p
;1; ð1 η1Þ
ﬃﬃﬃﬃﬃﬃ
2G
p
Þ
 
;
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where Hhk and Ik are deﬁned in (3.35).
Similarly for the term a2;k,
a2;k ¼
ðd1
1
ð0
1
ex e
12 uþ xﬃﬃﬃ2Gp 2 fk ðxÞdxdu
¼
ðd1
1
ð0
1
ex e
12 uþ xﬃﬃﬃ2Gp 2 eη2x xk1 ðη2Þk
ðk 1Þ! dxdu
¼ η2
ﬃﬃﬃﬃﬃﬃ
2G
p k ðd1
1
ðu
1
1
ðk 1Þ! e
12v2þ 1þη2ð Þ ﬃﬃﬃﬃ2Gp v v uð Þk1 dve 1þη2ð Þ ﬃﬃﬃﬃ2Gp udu
¼ η2
ﬃﬃﬃﬃﬃﬃ
2G
p k
eG 1þη2ð Þ
2
ðd1
1
Hhk1 uþ ð1þ η2Þ
ﬃﬃﬃﬃﬃﬃ
2G
p 
e 1þη2ð Þ
ﬃﬃﬃﬃ
2G
p
udu
¼ η2
ﬃﬃﬃﬃﬃﬃ
2G
p k
eG 1þη2ð Þ
2
Ik1 d1; ð1þ η2Þ
ﬃﬃﬃﬃﬃﬃ
2G
p
; 1;ð1þ η2Þ
ﬃﬃﬃﬃﬃﬃ
2G
p
Þ
 
:
For the term Bn in (C.1), proceeding with the same steps as An, it can be shown that
Bn ¼ En Nðd2;nÞ
  ¼ ð1
1
ðd2;n
1
1ﬃﬃﬃﬃﬃ
2π
p e12v2 dvfWnðxÞdx
¼ 1ﬃﬃﬃﬃﬃ
2π
p ½
Xn
k¼1
Pn;k
ðd2
1
ð1
0
e
12 uþ xﬃﬃﬃ2Gp 2 fþk ðxÞdxdu
þ
Xn
k¼1
Qn;k
ðd2
1
ð0
1
e
12 uþ xﬃﬃﬃ2Gp 2 fk ðxÞdxdu
¼ 1ﬃﬃﬃﬃﬃ
2π
p
Xn
k¼1
Pn;k b1;k þ Qn;k b2;k
 
;
where
d2 ¼ d1 
ﬃﬃﬃﬃﬃﬃ
2G
p
;
b1;k ¼ η1
ﬃﬃﬃﬃﬃﬃ
2G
p k
eGðη1Þ
2
Ik1 d2; η1
ﬃﬃﬃﬃﬃﬃ
2G
p
;1;η1
ﬃﬃﬃﬃﬃﬃ
2G
p
Þ
 
;
b2;k ¼ η2
ﬃﬃﬃﬃﬃﬃ
2G
p k
eGðη2Þ
2
Ik1 d2; η2
ﬃﬃﬃﬃﬃﬃ
2G
p
; 1;η2
ﬃﬃﬃﬃﬃﬃ
2G
p
Þ
 
:
Appendix 4. Proof of Corollary 3.2
For brevity, we let LðzÞ ¼ Lðz; 0Þ. When w ¼ lnðyÞ , Nð~μ; ~σ2Þ, the characteristic function ΓðÞ
is ΓðÞ ¼ ei~μ12~σ22 . From (3.29)
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LðzÞ ¼ 1ﬃﬃﬃﬃﬃ
2π
p
X1
n¼0
ðλTÞn
n!
ðþ1
1
eG
2þiðzþFÞþH ΓðÞnd
¼ 1ﬃﬃﬃﬃﬃ
2π
p
X1
n¼0
ðλTÞn
n!
ðþ1
1
eG
2þiðzþFÞþH eni~μ
1
2n~σ
22 d
¼ 1ﬃﬃﬃﬃﬃ
2π
p
X1
n¼0
ðλTÞn
n!
ðþ1
1
e Gþ
1
2n~σ
2ð Þ2þiðzþFþn~μÞþH d :
(D:1)
Recognising the inner integral of (D.1) as a Gaussian integral,
I ¼
ðþ1
1
e Gþ
1
2n~σ
2ð Þ2þiðzþFþn~μÞþH d ;
recall the result ðþ1
1
eg
2þf þhd ¼
ﬃﬃﬃ
π
g
r
exp
f 2
4g
þ h
	 

:
By setting g ¼ Gþ 12 n~σ2
 
, f ¼ iðz þ F þ n~μÞ and h ¼ H, we have
I ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
π
Gþ 12 n~σ2
s
exp H  z þ F þ n~μð Þ
2
4 Gþ 12 n~σ2
  ! : (D:2)
Thus, by Proposition 3.2, together with (D.1) and (D.2), for a European call, we have
vðzð0Þ; 0; Þ ¼ E 1ﬃﬃﬃﬃﬃ
2π
p
ðþ1
1
ϕðzð0Þ  zÞLðzÞdz
 
¼ E
X1
n¼0
ðλTÞn
n!
ðþ1
1
ϕðzð0Þ  zÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4π Gþ 12 n~σ2
 q exp H  z þ F þ n~μð Þ24 Gþ 12 n~σ2 
 !
dz
264
375 ;
¼ E
X1
n¼0
ðλTÞn
n!
ðlnSð0ÞK
1
ðezð0Þz  KÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4π Gþ 12 n~σ2
 q exp H  z þ F þ n~μð Þ24 Gþ 12 n~σ2 
 !
dz
264
375
¼ E
X1
n¼0
ðλTÞn
n!
I1  I2ð Þ
" #
;
(D:3)
where
I1 ¼ eH
ðlnSð0ÞK
1
ezð0Þzﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4π Gþ 12 n~σ2
 q exp  z þ F þ n~μð Þ24 Gþ 12 n~σ2 
 !
dz ;
I2 ¼ eH
ðlnSð0ÞK
1
Kﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4π Gþ 12 n~σ2
 q exp  z þ F þ n~μð Þ24 Gþ 12 n~σ2 
 !
dz :
Following the same substitutions used in the proof of Theorem 3.1 (Appendix 2), it can be shown
that
I1 ¼ Sð0ÞeFþGþH en~μþ12n~σ2Nðd1;nÞ ; I2¼ K eHNðd2;nÞ;
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where
d1;n ¼
ln Sð0ÞK þ n~μþ Fﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 Gþ n~σ22
 r þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 Gþ n~σ
2
2
	 
s
; d2;n ¼ d1;n 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 Gþ n~σ
2
2
	 
s
;
as deﬁned in (3.42).
Appendix 5. Proofs of Theorem 4.1, Corollaries 4.1 and 4.2
From Theorem 3.1, Delta and Gamma can be obtained by directly diﬀerentiating the VðS; 0; Þ
given in (3.31) with respect to S. For Delta (@SV), the inner expectation of the direct diﬀerentia-
tion is
eWnþGþFþHNðd1;nÞ þ SeWnþGþFþHN 0ðd1;nÞ @d1;n
@S
 KeHN 0ðd2;nÞ @d2;n
@S
:
Noting that @d1;n@S ¼ @d2;n@S , we now show that SeWnþGþFþHN 0ðd1;nÞ  KeHN 0ðd2;nÞ ¼ 0 as
follows:
ln
SeWnþGþF
K
	 

¼ ln S
K
þWn þ F þ G ¼ d1;n
ﬃﬃﬃﬃﬃﬃ
2G
p
 G ¼ 1
2
ðd1;nÞ2  d1;n 
ﬃﬃﬃﬃﬃﬃ
2G
p 2	 

¼ 1
2
ðd1;nÞ2  ðd2;nÞ2
 
This gives
SeWnþGþF
K
¼ e12 ðd1;nÞ2ðd2;nÞ2ð Þ ¼ e
12ðd2;nÞ2ﬃﬃﬃﬃﬃ
2π
p 
ﬃﬃﬃﬃﬃ
2π
p
e12ðd1;nÞ
2 ¼
N 0ðd2;nÞ
N 0ðd1;nÞ
;
which yields SeWnþGþFþHN 0ðd1;nÞ  KeHN 0ðd2;nÞ ¼ 0:
Thus,
@SV ¼ E
X1
n¼0
λTð Þn
n!
En eWnþGþFþHNðd1;nÞ
 " #
: (E:1)
For Gamma, we have
@SSV ¼ E
X1
n¼0
λTð Þn
n!
En eWnþGþFþHN 0ðd1;nÞ @d1;n
@S
 " #
; (E:2)
where
N 0ðd1;nÞ @d1;n
@S
¼ N
0ðd1;nÞ
Sð0Þ ﬃﬃﬃﬃﬃﬃ2Gp ¼ e
12d1;n2
Sð0Þ ﬃﬃﬃﬃﬃﬃﬃﬃ4πGp :
For Corollary 3.1 (w ¼ lnðyÞ , Double-Exponentialðp; η1; η2Þ), from (E.1), Delta can be easily
computed as follows:
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En eWnþGþFþHNðd1;nÞ
  ¼ eGþFþHEn eWnNðd1;nÞ  ¼ eGþFþHAn ;
with An given in (3.39).
To compute Gamma, from (E.2), we have
En eWnþGþFþH
N 0ðd1;nÞ
Sð0Þ ﬃﬃﬃﬃﬃﬃ4Gp
" #
¼ e
GþFþH
Sð0Þ ﬃﬃﬃﬃﬃﬃ4Gp En eWnN 0ðd1;nÞ  ¼ e
GþFþH
Sð0Þ ﬃﬃﬃﬃﬃﬃ4Gp Cn:
To compute Cn, note
Cn ¼
ðþ1
1
ex
e
1
2ðd1;nÞ2ﬃﬃﬃﬃﬃ
2π
p fWnðxÞdx
¼ 1ﬃﬃﬃﬃﬃ
2π
p
ðþ1
1
exe
12 uþ xﬃﬃﬃ2Gp 2 fWnðxÞdx ; u ¼ ln SK þ 2Gþ Fﬃﬃﬃﬃﬃﬃ2Gp
:
This has the form of the inner integral of (C.5). Following the same steps,
Cn ¼ 1ﬃﬃﬃﬃﬃ
2π
p
Xn
k¼1
Pðn; kÞc1;k þ
Xn
k¼1
Qðn; kÞc2;k
" #
c1;k ¼ η1
ﬃﬃﬃﬃﬃﬃ
2G
p k
eG 1η1ð Þ
2
e η11ð Þ
ﬃﬃﬃﬃ
2G
p
uHhk1 u ð1 η1Þ
ﬃﬃﬃﬃﬃﬃ
2G
p 
c2;k ¼ η2
ﬃﬃﬃﬃﬃﬃ
2G
p k
eG 1þη2ð Þ
2
e 1þη2ð Þ
ﬃﬃﬃﬃ
2G
p
uHhk1 uþ ð1þ η2Þ
ﬃﬃﬃﬃﬃﬃ
2G
p 
:
Thus,
@SSV ¼ E
X1
n¼0
λTð Þn
n!
eGþFþHCn
Sð0Þ ﬃﬃﬃﬃﬃﬃ4Gp
" #
:
The proof for Corollary 4.2 (normal distribution) is similar and, hence, omitted.
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