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Abstract In this paper, we are concerned with optimal control problems evolved
on Riemannian manifolds, where the initial and final states satisfy some inequality
and equality type constraints, and the control set is a separable metric space. We
obtain the second order necessary conditions of integral and quasi-pointwise forms,
both of which work for Pontryagin type critical controls and involve the curvature
tensor. Also, we apply the condition of integral form to the Bolza problem, where the
initial and final states are subject to equality’s type constraint.
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1 Introduction
Let n, j, k ∈ N and M be a complete simply connected, n-dimensional manifold with
a Riemannian metric g. Let ∇ be the Levi-Civita connection on M related to g, ρ(·, ·)
be the distance function on M , TxM be the tangent space of M at x ∈ M , and T
∗
xM be
the cotangent space. Denote by 〈·, ·〉 and | · | the inner product and the norm over TxM
related to g, respectively. Also, denote by TM ≡
⋃
x∈M
TxM , T
∗M ≡
⋃
x∈M
T ∗xM , X (M)
and C∞(M) the tangent bundle, the cotangent bundle, the set of smooth vector fields and
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the set of smooth functions on M , respectively. For h ∈ C∞(M), we denote by dh the
differential of h.
Let T > 0, U be a metric space, and the maps f : [0, T ]×M×U → TM , φi :M×M →
R (i = 0, 1, · · · , j) and ψ : M ×M → Rk satisfy suitable assumptions to be given later.
We consider the following optimal control problem:
(P ) Find a control u¯(·) belonging to the set
U ≡
{
u(·) : [0, T ]→ U ; u(·) is measurable
}
, (1.1)
which minimizes the following cost functional:
J(x(·), u(·)) ≡ φ0(x(0), x(T ))
subject to
x˙(t) = f(t, x(t), u(t)), x(t) ∈M a.e. t ∈ [0, T ], (1.2)
and {
φi(x(0), x(T )) ≤ 0, i = 1, · · · , j,
ψ(x(0), x(T )) = 0,
(1.3)
where x˙(t) = d
dt
x(t) for t ∈ [0, T ].
For the above problem, we call u¯(·) an optimal control, the corresponding solution x¯(·)
to (1.2) such that (1.3) holds an optimal trajectory, and (x¯(·), u¯(·)) an optimal pair.
Problem (P ) covers the optimal control problem that people usually consider: the cost
functional is of integral type (e.g., Problem (P1) in Section 3.1) and the initial and final
states satisfy some inequality and equality type constraints. WhenM is a Euclidean space,
it is well-known that a necessary condition for optimal pairs is the classical Pontryagin
type maximum principle. One way to derive this condition is to employ the first order
needle variation of the control system, and then use the separation theorem for convex sets.
As in calculus, Pontryagin type maximum principle is the first order necessary condition
for optimal pairs in the sense of needle variation. A very natural question is, what further
necessary condition for optimal pairs can be obtained if the second order needle variation is
introduced? This sort of condition (if obtained) is called second order necessary condition
for optimal pairs in the sense of needle variation. The main purpose in the present work
is to study such kind of second order necessary conditions for the above Problem (P ).
In the literatures, second order necessary conditions in the sense of needle variation
were studied for the case that the state space is a Euclidean space or under some restrictive
conditions. For example, Warga [19] considers the case that the initial and final states
are subject to equality’s type constraints. For Problem (P ) (with M = Rn), Gilbert and
Bernstein [7] essentially require the control set to be a subset of a compact set. Lou [12]
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and Cui, Deng and Zhang [3] consider the problems with free final states respectively on
the Euclidean space and Riemannian manifolds (while none of them needs the compact
assumption on the control set). The paper [3] also considered second order necessary
conditions for optimal control problems on Riemannian manifolds when the final state is
fixed and the control set is an open set in a Euclidian space.
As mentioned above, one way to derive the Pontryagin’s type maximum principle is
to use the separation theorem of convex sets, thanks to the very fact that the set of
all the first order variations of a control problem (in the sense of Ekeland’s metric) is
convex. However, no matter whether the control set U is convex or not, the set of all the
second order variations may not be convex, and consequently the same technique fails in
establishing the desired second order necessary condition.
To overcome the above difficulty, to the best of our knowledge, most results in the
literature are obtained by finding some convex set related to the high order variations of
the control problem. For example, [7, Theorem 3.1] and [10, Theorem 6.1] were focused on
the case M is a Euclidean space and U is convex. Osmolovskii [13, Theorem 1] worked on
the case thatM is a Euclidean space and the pointwise control constraints are of inequality
type. Pa´les and V. Zeidan [14, Theorem 4.1] concerned on the systems on a Euclidean
space, with pure state and mixed control-state constraints. It was observed in these results
that, when fixing a critical variational direction, the set of the second order variations is
convex, and the separation theorem of convex sets works. Scha¨ttler and Ledzewicz [17,
Theorem 4.4.1] assumed M is a differential manifold, and constructed an approximating
cone related to the high order variations, and therefore for a control-affine system on a
Euclidean space with the control set U being a closed ball, high order necessary conditions
were obtained. [1, Theorem 20.6] and [3, Theorem 3.3] were respectively concerned with
the cases M is a differential manifold and M is a Riemannian manifold, in both cases U
was required to open. Warga [19, Theorem 2.2] considered the case that M is a Euclidean
space and U is compact, and obtained the second order necessary condition by introducing
relaxed controls.
Compared to the previous results, our results concern on a more general case: the
state space is a manifold, the control set is neither compact nor convex, and the state is
constrained both at the initial and final time. We will encounter with two difficulties. The
first one is, how to compute variations on manifolds. The second one is, with endpoint
constraints, how to construct admissible trajectories around an optimal one. Actually, we
use Riemannian geometric language to overcome the first difficulty. For the second one, in
order to obtain our main result (Theorem 2.2), we first fix a critical variational direction,
along which the Pontryagin’s type maximum principle becomes trivial; then, we prove
that along this direction, the set of all the second order variations of the control system is
convex; finally, we apply the separation theorem of convex sets to this set. To obtain the
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quasi-pointwise second order necessary condition, we borrow the idea from [19, Theorem
2.2(c)]. It is notable that the curvature tensor enters explicitly our second order necessary
condition.
This paper is organized as follows: The main results are stated in Section 2, and
we show their effectiveness by an example. In Section 3, we apply our main result to
optimal control problems, where the initial and final states are subject to equality’s type
constraint, and the cost functional is of integral type. We also present a concrete example
in this section. Sections 4 is devoted to the proof of our main results. In Section 5, we
list some notations, definitions and lemmas in Riemannian geometry, which are used in
Sections 2-4.
2 Statement of the main results
2.1 Notations and assumptions
We begin with the following notions: Denote by i(x), |T (x)|, ∇T , R , the injectivity radius
(at the point x ∈M), the norm of the tensor field T (at the point x ∈M), the covariant
derivative of the tensor field T and the curvature tensor ( of (M,g)), respectively. For any
x, y ∈M with ρ(x, y) < min{i(x), i(y)}, there exists a unique shortest geodesic connecting
x and y. We denote the parallel translation of a tensor from x to y along this geodesic by
Lxy. For the definitions of the above notions, see Section 5: Appendix.
Moreover, when a differentiable function h :M×M → R has two arguments, we denote
by ∇ih and dih respectively the covariant derivative and differential of h with respect to
the ith argument with i = 1, 2, i.e., for X ∈ TM and (x1, x2) ∈M ×M ,
∇ih(x1, x2) (X(xi)) = dih(x1, x2)(X(xi)) = X(xi)h(x1, x2), (2.1)
where we have used relation (5.9). When the vector-valued map η = (η1, · · · , ηl)
⊤ :
M ×M → Rl is differentiable, we denote by
∇iη = (∇iη1, · · · ,∇iηl)
⊤; diη = (diη1, · · · , diηn)
⊤,
respectively the covariant derivative and differential of η with respect to the ith argument
with i = 1, 2.
The main assumptions are exhibited as follows:
(C1) (U, d˜) is a separable metric space.
(C2) The map f(= f(t, x, u)) : [0, T ] ×M × U → TM is measurable in t, continuous
in u, and C1 in x. The maps φi(= φi(x1, x2)) : M ×M → R(i = 0, · · · , j) and
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ψ(= ψ(x1, x2)) = (ψ1, · · · , ψk)
⊤ : M ×M → Rk are C1. Moreover, there exist a
constant L > 1 and x0 ∈M such that,
|Lxxˆf(s, x, u)− f(s, xˆ, u)| ≤ Lρ(x, xˆ),
|φi(x1, x2)− φi(xˆ1, xˆ2)| ≤ L(ρ(x1, xˆ1) + ρ(x2, xˆ2)), i = 0, · · · , j,
|ψ(x1, x2)− ψ(xˆ1, xˆ2)| ≤ L(ρ(x1, xˆ1) + ρ(x2, xˆ2)),
|f(s, x0, u)| ≤ L,
(2.2)
for all s ∈ [0, T ], u ∈ U , x, xˆ ∈M with ρ(x, xˆ) ≤ min{i(x), i(xˆ)}, and x1, x2, xˆ1, xˆ2 ∈
M .
(C3) The map f(t, ·, u) are C2 for all (t, u) ∈ [0, T ]×U . The maps φi (i = 0, 1, · · · , j) and
ψ are C2. Moreover, for f and ϕ = φ0, · · · , φj , ψ, there eixsts a positive constant L
such that
|∇xf(t, x1, u)− Lxˆ1x1∇xf(t, xˆ1, u)| ≤ Lρ(x1, xˆ1),
|∇1ϕ(x1, x2)− Lxˆ1x1∇1ϕ(xˆ1, x2)| ≤ Lρ(x1, xˆ1),
|∇2ϕ(x1, x2)− Lxˆ2x2∇2ϕ(x1, xˆ2)| ≤ Lρ(x1, xˆ1),
(2.3)
for t ∈ [0, T ], u ∈ U , and x1, xˆ1, x2, xˆ2 ∈ M with ρ(xi, xˆi) ≤ min{i(xi), i(xˆi)}
(i = 1, 2), where ∇xf(t, x, u) is a tensor of type (1, 1) (see Section 5.2 for definition)
given by
∇xf(t, x, u)(Y,X) = ∇Xf(t, ·, u)(Y ), ∀Y ∈ T
∗
xM, X ∈ TxM,
and
∇iψ = (∇iψ1, · · · ,∇iψk)
⊤, |∇iψ| =
k∑
η=1
|∇iψη|, i = 1, 2.
It should be mentioned that, the first two lines of (2.2) and (2.3) are essentially Lipschitz
conditions, and they can be checked by [3, Lemma 4.1]. In this paper, for x ∈ M , we
denote by X˜ ∈ T ∗xM the dual covector of X ∈ TxM , which is defined by
X˜(Y ) = 〈X,Y 〉, ∀Y ∈ TxM.
Analogously, we denote by η˜ ∈ TxM the dual vector of η ∈ T
∗
xM , which is defined by
〈η˜, Y 〉 = η(Y ) for all Y ∈ TxM . Denote by H : [0, T ] × T
∗M × U → R the Hamiltonian
function corresponding to Problem (P ), which is defined by
H(t, x, p, ϕ, u) ≡ p(f(t, x, u)), (2.4)
for all (t, x, p, u) ∈ [0, T ] × T ∗M × U .
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2.2 Second order necessary condition of integral type
In this section, we fix an optimal control u¯(·) ∈ U . Let x¯(·) be a solution to (1.2) associated
to u¯(·) such that (1.3) holds. For abbreviation, we denote by
[t] ≡ (t, x¯(t), u¯(t)), ∀ t ∈ [0, T ]. (2.5)
Set
IAO ≡ {0} ∪ {i ∈ {1, · · · , j}|φi(x(0), x(T )) = 0}
IN ≡ {0, 1, · · · , j}\IAO.
(2.6)
When k > 0, we introduce a Lagrange function L :M ×M × R1+j+k → R defined by
L (y1, y2, ℓ) ≡
j∑
i=0
ℓiφi (y1, y2) + ℓ
⊤
ψψ (y1, y2) , (2.7)
where ℓ =
(
ℓ0, · · · , ℓj, ℓ
⊤
ψ
)⊤
. When k = 0 , we introduce a Lagrange function L : M ×
M×R1+j → R defined by L (y1, y2, ℓ) ≡
∑j
i=0 ℓiφi (y1, y2) , where ℓ = (ℓ0, · · · , ℓj)
⊤ . Either
k > 0 or k = 0, we denote by ∇iL(y1, y2, ℓ) and diL(y1, y2, ℓ) respectively the covariant
derivative and the exterior derivative of L with respect to the variable yi, where i = 1, 2.
First, we shall introduce the Pontryagin’s type maximum principle.
Theorem 2.1 Assume conditions (C1)−(C2) hold. If (x¯(·), u¯(·)) is optimal for Prob-
lem (P), then there exists ℓ =
(
ℓφ0 , ℓφ1 , · · · , ℓφj , ℓψ
)
∈ R1+j+k\{0} (if k = 0, ℓψ is omitted)
satisfying
ℓφi ∈ (−∞, 0], i = 0, · · · , j,
ℓφi = 0, if i ∈ IN ,
(2.8)
such that
H(t, x¯(t), pℓ(t), u¯(t)) = max
u∈U
H(t, x¯(t), pℓ(t), u), a.e. t ∈ (0, T ), (2.9)
where pℓ(·) is a covector field along x¯(·) verifying the dual equation
∇ ˙¯y(t)p
ℓ = −∇xf [t](p
ℓ(t), ·), a.e. t ∈ [0, T ),
pℓ(T ) = d2L(x¯(0), x¯(T ), ℓ),
(2.10)
and the initial condition
pℓ(0) = −d1L(x¯(0), x¯(T ), ℓ), (2.11)
and ∇xf [t](p
ℓ(t), ·) (t ∈ [0, T ]) is a tensor given by
∇xf [t]
(
pℓ(t),X(x¯(t))
)
≡ ∇X(x¯(t))f(t, ·, u¯(t))(p
ℓ(t)), ∀ X ∈ TM.
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Several remarks are in order.
Remark 2.1 The initial and final conditions of the dual variable (see (2.11) and
(2.10)) is in fact the transversality condition. Actually, in [11, Theorem 1.3, p. 132],
if the constraint set S is C1, it is just a special case of Theorem 2.1. The corresponding
transversatily condition (see [11, (1.9), p.131]) can be implied from (2.11) and (2.10).
Remark 2.2 It is obvious that the Pontryagin’s type maximum principle (2.9) is equiv-
alent to∫ T
0
(
H(t, x¯(t), pℓ(t), σ(t)) −H(t, x¯(t), pℓ(t), u¯(t))
)
dt
+
(
∇1L(x¯(0), x¯(T ), ℓ) + p
ℓ(0)
)
(W ) ≤ 0, ∀ (W,σ(·)) ∈ Tx¯(0)M × U , (2.12)
where pℓ verifies (2.10). This condition is obtained by computing the first order needle
variation of the trajectory with respect to the initial state and the control, and by using
the seperation theorem of convex sets. Therefore, Theorem 2.1 can be viewed as the first
order necessary condition of an optimal control.
Remark 2.3 [1, Theorem 12.15, p. 188] shows the Pontryagin’s type maximum prin-
ciple for a special case of Problem (P ): the state x(·) of system (1.2) satisfies the endpoint
constraint: (x(0), x(T )) belongs to a submanifold of M ×M , and the cost functional is of
integral type. Theorem 2.1 is consistent with this result.
As in calculus, when the first order necessary condition becomes trivial, we need to
seek the second order necessary condition. Before doing this, we should clarify what “the
first order necessary condition is trivial” means. To this end, we introduce the following
definition.
Definition 2.1 A vector ℓ =
(
ℓφ0 , ℓφ1 , · · · , ℓφj , ℓψ
)
∈ R1+j+k\{0} is called a Lagrange
multiplier of an optimal pair (x¯(·), x¯(·)) for Problem (P ), if it satisfies (2.8), (2.9), (2.10)
and (2.11). A Lagrange multiplier ℓ is normal, if ℓφ0 < 0. Otherwise, it is called an
abnormal Lagrange multiplier. For a Lagrange multiplier ℓ, if there is a u(·) ∈ U such that
H(t, x¯(t), pℓ(t), u(t)) = H(t, x¯(t), pℓ(t), u¯(t)), a.e. t ∈ (0, T ),
we say that the Lagrange multiplier is trivial along the direction u(·).
From the viewpoint of calculus, the first order necessary condition is trivial in direction
u(·) ∈ U , if all the Lagrange multipliers are trivial along u(·). In what follows, we introduce
“critical direction”, along which all the Lagrange multipliers are trivial.
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Definition 2.2 A control u(·) ∈ U is called a Pontryagin’s type critical direction, if
there exists a V ∈ Tx¯(0)M such that
∇1φi(x¯(0), x¯(T ))(V ) +∇2φi(x¯(0), x¯(T )) (Xu,V (T )) ≤ 0,∀ i ∈ IAO,
∇1ψ(x¯(0), x¯(T ))(V ) +∇2ψ(x¯(0), x¯(T )) (Xu,V (T )) = 0 (omit if k = 0),
(2.13)
where Xu,V (·) is a vector field along x¯(·) and satisfies{
∇ ˙¯x(t)Xu,V = ∇xf [t](·,Xu,V (t)) + f(t, x¯(t), u(t)) − f [t], a.e. t ∈ (0, T ),
Xu,V (0) = V,
(2.14)
and
∇iψ(X) = (∇iψ1(X), · · · ,∇iψk(X))
⊤ , ∀X ∈ TM, i = 1, 2. (2.15)
Actually, if u(·) is a Pontryagin’s type critical direction, then for any Lagrange mul-
tiplier ℓ, by using (2.8), (2.10), (2.11), (2.12) and integration by parts over [0, T ], we can
obtain
0 ≤∇1L(x¯(0), x¯(T ), ℓ)(V ) +∇2L(x¯(0), x¯(T ), ℓ)(Xu,V (T ))
=
∫ T
0
(H(t, x¯(t), pℓ(t), u(t)) −H(t, x¯(t), pℓ(t), u¯(t)))dt
≤0, (2.16)
which implies ℓ is trivial along u(·).
To introduce the second order necessary condition, we assume conditions (C1)− (C3)
hold, and adopt the following notaions.
∇xH(t, x, p, u)(X) := ∇xf(t, x, u)(p,X),
∇2xH(t, x, p, u)(X,Y ) := ∇
2
xf(t, x, u)(p,X, Y ),
(2.17)
for all (t, x, p, u) ∈ [0, T ] × T ∗M × U and X,Y ∈ TM . For the definition of covariant
derivative of tensors, we refer to Section 5.2.
If u(·) is a critical direction, and V ∈ Tx¯(0)M and u(·) satisfies (2.13), we set
I ′0 ≡ IN ∪ {i ∈ IAO|∇1φi(x¯(0), x¯(T ))(V ) +∇2φi(x¯(0), x¯(T )) (Xu,V (T )) < 0},
I ′′0 ≡ {0, 1, · · · , j}\I
′
0.
(2.18)
Our result on the second order necessary condition of integral type can be stated as
follows.
Theorem 2.2 Assume conditions (C1)−(C3) hold. Let (x¯(·), u¯(·)) be an optimal pair
for Problem (P ). For any critical direction u(·) ∈ U with V ∈ Tx¯(0)M such that (2.13)
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holds, there exists another Lagrange multiplier ℓˆ = (ℓˆ0, ℓˆ1, · · · , ℓˆj , ℓˆψ) ∈ R
1+j+k \ {0}
satisfying
ℓˆi ≤ 0, i = 0, 1, · · · , j, (2.19)
ℓˆi = 0, if i /∈ I
′′
0 , (2.20)
such that ∫ T
0
(
∇2xH{t}
ℓˆ(Xu,V (t),Xu,V (t)) + 2(∇xH(t, x¯(t), p
ℓˆ(t), u(t))
−∇xH{t}
ℓˆ)(Xu,V (t))−R(p˜
ℓˆ(t),Xu,V (t), f [t],Xu,V (t))
)
dt
+∇21L(x¯(0), x¯(T ), ℓˆ)(V, V ) + 2∇2∇1L(x¯(0), x¯(T ), ℓˆ)(V,Xu,V (T ))
+∇22L(x¯(0), x¯(T ), ℓˆ)(Xu,V (T ),Xu,V (T )) ≤ 0, (2.21)
where we adopt the notation
{t}ℓˆ
△
= (t, x¯(t), pℓˆ(t), u¯(t)), ∀ t ∈ [0, T ], (2.22)
pℓˆ(·) is the solution to (2.10) with ℓ replaced by ℓˆ, and p˜ℓˆ(t) is the dual vector of pℓˆ(t)
(t ∈ [0, T ]).
Remark 2.4 In [7, Theorem 6.4] the second odder necessary conditions for Problem
(P ) was considered, where the state space is a Euclidean space. It needs the following
assumptions: 1) the control set is a subset of a compact set; 2) the control system is
convex, or all the Lagrange multipliers are normal (see Definition 2.1). While Theorem
2.2 does not need these conditions, and it considers a more general case: the state space is
a Riemannian manifold. What is new is that, the curvature tensor “R” appears in (2.21).
It is necessary to mention that, when the state space is a Euclidean space, the curvature
tensor is zero in (2.21), and the corresponding result is consistent with [7, Theorem 6.4].
We may apply Theorem 2.2 to the following example to check whether a control is
optimal, while the same example is solved by the second order necessary condition of
quasi-pointwise form (see [19, Example II.]).
Example 2.1 Minimize
φ0(x1(0), x2(0), x1(T ), x2(T ))
△
= x1(T ),
subject to (
x˙1(t)
x˙2(t)
)
=
(
x2(t)(u1(t) + u2(t))
u2(t)− x1(t)
)
, a.e. t ∈ (0, T ),
9
and
(u1(t), u2(t))
⊤ ∈ [0, 1] × [−1, 1], a.e. t ∈ [0, T ],
ψ(x1(0), x2(0), x1(T ), x2(T ))
△
= (x1(0), x2(0), x2(T ))
⊤ = (0, 0, 0)⊤.
If control u¯(·) = (0, 0)⊤ is an optimal control of the above problem, the corresponding trajec-
tory is x¯(·) = (0, 0)⊤. Then, there exists ℓ0 ≤ 0 and ℓ
1
ψ, ℓ
2
ψ, ℓ
2
ψ ∈ R with (ℓ0, ℓ
1
ψ, ℓ
2
ψ, ℓ
3
ψ)
⊤ 6= 0
such that
max
−1≤u2≤1
(−ℓ2ψu2) = −ℓ
2
ψ0, (2.23)
and
(p˙1, p˙2) (t) = (p2(t), 0), a.e. t ∈ (0, T ),
p1(0) = −ℓ
1
ψ, p2(0) = −ℓ
2
ψ, p1(T ) = ℓ0, p2(T ) = ℓ
3
ψ.
We obtain that ℓ3ψ = ℓ
2
ψ = 0 and −ℓ
1
ψ = ℓ0. Then, the Lagrange multiplier (ℓ0, ℓ
1
ψ, ℓ
2
ψ, ℓ
3
ψ)
⊤
is unique up to a positive factor. We take ℓ0 = −1 and consequently ℓ
1
ψ = 1. Then
p1(t) ≡ −1 and p2(t) ≡ 0 for all t ∈ [0, T ].
Take u1(t) ≡ 1 and u2(t) = −I[0,T
2
](t) + I(T
2
,T ](t) for t ∈ [0, T ], where IA(·) is the
indicator function of set A. The variational equatin along direction (u1(·), u2(·)) is as
follows: 

(
X˙1(t)
X˙2(t)
)
=
(
0
−X1(t)
)
+
(
0
u2(t)
)
, a.e. t ∈ (0, T ),
X1(0) = X2(0) = 0.
We can check that (u1(·), u2(·)) is a critical direction. In this case, the left hand side of
(2.21) is reduced to
−
∫ T
0
u2(t)
∫ t
0
u2(s)dsdt−
∫ T
0
∫ t
0
u2(s)dsdt =
T 2
4
,
which means that the second order necessary condition does not hold, and consequently
control (0, 0) is not optimal.
2.3 Second order necessary condition of quasi-pointwise form
In this subsection, we seek the second order necessary condition of quasi-pointwise form,
by borrowing some idea from [19, Theorem 2.2 (c)].
Without loss of generality, we shall consider a simpler case of Problem (P ):
(P1) Find u¯(·) ∈ U , which minimizes φ0(x(T )) subject to (1.2), x(0) = x0, φη(x(T )) ≤ 0
(η = 1, · · · , j) and ψ(x(T ))
△
= (ψ1(x(T )), · · · , ψk(x(T )))
⊤ = 0(∈ Rk).
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Assume (x¯(·), u¯(·)) is an optimal pair of problem (P1), and there is a unique Lagrange
multiplier (up to a positive factor) (ℓ0, ℓ1, · · · , ℓj , ℓ
⊤
ψ )
⊤ ∈ ((−∞, 0]j+1 × Rk) \ {0}. We
adopt notation [t] in (2.5), and
η⊤dψ(x) =
k∑
i=1
ηidψi(x), ∀η = (η1, · · · , ηk)
⊤ ∈ Rk, ∀x ∈M, (2.24)
where d is the exterior derivative.
By Theorem 2.1, we have
H(t, x¯(t), p(t), u¯(t)) = max
u∈U
H(t, x¯(t), p(t), u), a.e. t ∈ [0, T ],
where H is defined in (2.4) and p(·) is the covector along x¯(·) satisfying{
∇ ˙¯x(t)p = −∇xf [t](p(t), ·), a.e.t ∈ (0, T ),
p(T ) =
∑j
η=0 ℓηdφη(x¯(T )) + ℓ
⊤
ψdψ(x¯(T )).
(2.25)
For t ∈ [0, T ], set
U(t) = {u ∈ U ; H(t, x¯(t), p(t), u) = H(t, x¯(t), p(t), u¯(t))}.
Let {e1, · · · , en} ⊂ Tx¯(0)M be an orthonormal basis. Denote by {d1, · · · , dn} ⊂ T
∗
x¯(0)M
the dual basis to {e1, · · · , en}, i.e. di(ej) = δ
j
i for i, j = 1, · · · , n, where δ
j
i are the
Kronecker delta symbols. For t ∈ (0, T ], denote respectively by ei(t) ≡ L
x¯(·)
x¯(0)x¯(t)ei and
di(t) ≡ L
x¯(·)
x¯(0)x¯(t)di(i = 1, · · · , n) the parallel translations of ei and di from x¯(0) to x¯(t)
along the curve x¯(·). Then, it follows from (5.5) and (5.6) that {e1(t), · · · , en(t)} is
an orthonormal basis at Tx¯(t)M , and {d1(t), · · · , dn(t)} is the dual basis to it. Conse-
quently, for (t, u) ∈ [0, T ] × U , we can express tensors ∇2xf [t], ∇xf(t, x¯(t), u), f(t, x¯(t), u)
and p(t) respectively by ∇2xf [t] =
∑n
i,ξ,ζ=1Biξζ(t)ei(t) × dξ(t) × dζ(t), ∇xf(t, x¯(t), u) =∑n
i,j=1Aij(t, u)ei(t) ⊗ dj(t), f(t, x¯(t), u) =
∑n
i=1 f
i(t, u)ei(t) and p(t) =
∑n
i=1 pi(t)di(t),
where for i, j, ξ, ζ = 1, · · · , n,
Biξζ(t) = ∇
2
xf [t](di(t), eξ(t), eζ(t)), pi(t) = p(t)(ei(t)),
Aij(t, u) = ∇xf(t, x¯(t), u) (di(t), ej(t)) , f
i(t, u) = f(t, x¯(t), u)(di(t)).
(2.26)
Denote by
~f(t, u) = (f1(t, u), · · · , fn(t, u))⊤, ~p(t) = (p1(t), · · · , pn(t)),
A(t, u) = (Aij(t, u))
n
i,j=1.
(2.27)
Denote by Z : [0, T ]→ Rn×n the solution to{
Z˙(t) = −Z(t)A(t, u¯(t)), t ∈ [0, T ),
Z(0) = In,
(2.28)
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where In is the identity matrix in R
n×n. Set
A(t, u) =Z(t)[~f(t, u)− ~f(t, u¯(t))]; (2.29)
∆H(t, u) =
(
[∇xH(t, x¯(t), p(t), u) −∇xH(t, x¯(t), p(t), u¯(t))](e1(t)), · · · ,
[∇xH(t, x¯(t), p(t), u) −∇xH(t, x¯(t), p(t), u¯(t))](en(t))
)⊤
,
for (t, u) ∈ [0, T ]× U .
Definition 2.3 Given a map L : R → RN (N ∈ N), we say L is approximately
continuous at t0 ∈ R, if for any ǫ > 0, the relation
lim
r→0+
r−1 |{t ∈ R; |t− t0| ≤ r, |L(t)− L(t0)| > ǫ}| = 0 (2.30)
holds.
It follows from [6, Theorem 3, p. 47] that, if L is measurable, then it is approximately
continuous almost every.
Theorem 2.3 Assume all the assumptions in Theorem 2.2 hold. Let (x¯(·), u¯(·)) be an
optimal pair with a unique Lagrange multiplier (up to a positive factor) (ℓ0, · · · , ℓj, ℓ
1
ψ, · · · ,
ℓkψ)
⊤ ∈ (−∞, 0)× (−∞, 0]j ×Rk. Let u(·) ∈ U be such that u(t) ∈ U(t) a.e. t ∈ [0, T ]. As-
sume τ0, τ1, · · · , τℓ ∈ (0, T ) with ℓ ≥ k+j satisfy the following properties: i) 0 < τ0 < · · · <
τℓ < T ; ii) A(·, u(·)) and Z(·) (A(·, u(·)) −A(·, u¯(·)))Z
−1(·) are both approximately contin-
uous at τ0, · · · , τℓ and 0
j+k ∈ Int co{(∇Φ⊤1 , · · · ,∇Φ
⊤
j ,∇Ψ
⊤)⊤A(τi, u(τi))}
ℓ
i=0, where 0
j+k
is the zero in space Rj+k, and “IntA” and ”coA” respectively denote the interior and the
convex hull of set A; iii) There exist β0, β1, · · · , βℓ ∈ (0,+∞) such that
∇Φi
ℓ∑
η=0
βηA(τη, u(τη)) = 0, ∇Ψ
ℓ∑
η=0
βηA(τη, u(τη)) = 0, i = 1, · · · , j, (2.31)
where
∇Φi = [∇φi(x¯(T ))(e1(T )), · · · ,∇φi(x¯(T ))(en(T ))]Z
−1(T ), i = 1, · · · , j,
∇Ψ =


∇ψ1(x¯(T ))(e1(T )) · · · ∇ψ1(x¯(T ))(en(T ))
...
...
...
∇ψk(x¯(T ))(e1(T )) · · · ∇ψk(x¯(T ))(en(T ))

Z−1(T ). (2.32)
Then, it holds that∑ℓ
i=0
∑i
η,ηˆ=0 βηβηˆA(τη, u(τη))
⊤
∫ τi+1
τi
(
Z−1(t)
)⊤ (
∇2xH{t}(eξ(t), eζ(t))
−R(p˜(t), eξ(t), f [t], eζ(t))
)n
ξ,ζ=1
Z(t)−1dtA(τηˆ, u(τηˆ))
+
∑ℓ
η=0
(
2βη∆H(τη, u(τη))Z
−1(τη)
∑
0≤i<η βiA(τi, u(τi))
+(βη)
2∆H(τη, u(τη))Z
−1(τη)A(τη, u(τη))
)
+
∑ℓ
η,ηˆ=0 βηβηˆA(τη, u(τη))
⊤
Z−1(T )⊤
(∑j
i=0 ℓφi∇
2Φi +
∑k
η=1 ℓ
η
ψ∇
2Ψη
)
Z−1(T )A(τηˆ, u(τηˆ)) ≤ 0,
(2.33)
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where τℓ+1 = T , p˜(t) is the dual vector of p(t) for t ∈ [0, T ], and
{t} = (t, x¯(t), p(t), u¯(t)), ∀ t ∈ [0, T ];
∇2Φi =
(
∇2φi(x¯(T ))(eξ(T ), eζ(T ))
)n
ξ,ζ=1
, i = 0, 1, · · · , j;
∇2Ψη =
(
∇2ψη(x¯(T ))(ei(T ), eξ(T ))
)n
i,ξ=1
, η = 1, · · · , k.
(2.34)
Theorem 2.4 Assume all the assumptions in Theorem 2.3 hold and U is compact.
Then, there exists a subset T ⊂ [0, T ] with measure T such that, for any τ0, τ1, · · · , τℓ ⊂ T
with 0 < τ0 < · · · < τℓ < T and ℓ ≥ k + j, any ri ∈ U(τi) (i = 0, · · · , ℓ) and β0, · · · , βℓ ∈
(0,+∞) satisfying
∇Φi
ℓ∑
η=0
βηA(τη, rη) = 0, ∇Ψ
ℓ∑
η=0
βηA(τη, rη) = 0, i = 1, · · · , ℓ; (2.35)
0j+k ∈ Int co{(∇Φ⊤1 , · · · ,∇Φ
⊤
j ,∇Ψ
⊤)⊤A(τη, rη)}
ℓ
η=0, (2.36)
it holds that
∑ℓ
i=0
∑i
η,ηˆ=0 βηβηˆA(τη, rη)
⊤
∫ τi+1
τi
(
Z−1(t)
)⊤(
∇2xH{t}(eξ(t), eζ(t))
−R(p˜(t), eξ(t), f [t], eζ(t))
)n
ξ,ζ=1
Z(t)−1dtA(τηˆ, rηˆ)
+
∑ℓ
η=0
(
2βη∆H(τη, rη)Z
−1(τη)
∑
0≤i<η βiA(τi, ri)
+(βη)
2∆H(τη, rη)Z
−1(τη)A(τη, rη)
)
+
∑ℓ
η,ηˆ=0 βηβηˆA(τη, rη)
⊤Z−1(T )⊤(∑j
i=0 ℓφi∇
2Φi +
∑k
η=1 ℓ
η
ψ∇
2Ψη
)
Z−1(T )A(τηˆ, rηˆ) ≤ 0,
(2.37)
where τℓ+1 = T .
Remark 2.5 Theorem 2.4 can be used to check Example 2.1, see [19, Example II]
for details. [19, Theorem 2.2(c)] considers problem (P1) when M is a Euclidean space,
and gives the quasi-pointwise second order necessary condition. Theorem 2.4 extends this
result to the case on manifolds.
3 Applications
We shall apply Theorem 2.2 to a special case of Problem (P ), and give an example as an
application.
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3.1 Optimal control problems with endpoints constraints
Given maps f0 : [0, T ] ×M × U → R, ψ1 : [0, T ] → R
k1 ,ψ2 : [0, T ] → R
k2 and h : M →
R(k1, k2 ∈ N), we consider the following problem:
(P2) Minimize
J(x(·), u(·))
△
=
∫ T
0
f0(t, x(t), u(t))dt + h(x(T )),
which is subject to (1.2), u(·) ∈ U , ψ1(x(0)) = 0 and ψ2(x(T )) = 0.
Theorem 3.1 Assume (C1) holds, the maps f : [0, T ] × M × U → TM and f0 :
[0, T ] × M × U → R are measurable in t, continuous in u, and C1 in x. The maps
h, ψ1, ψ2 are C
1. Moreover, there exists a constant L > 1 such that the fisrt and last lines
of (2.2) hold both for f and f0, and for ϕ = h, ψ1, ψ2, it holds that
|ϕ(x) − ϕ(xˆ)| ≤ Lρ(x, xˆ), i = 1, 2,
where x, xˆ ∈ M satisfy ρ(x, xˆ) ≤ min{i(x), i(xˆ)}. Then, if (x¯(·), u¯(·)) is an optimal pair
for problem (P2), there exists ℓ = (ℓ0, ℓψ1 , ℓψ2) ∈ R
1+k1+k2 \ {0} such that
ℓ0 ≤ 0, (3.1)
max
u∈U
H2(t, x¯(t), p
ℓ
1(t), u, ℓ0) = H2(t, x¯(t), p
ℓ
1(t), u¯(t), ℓ0), a.e. t ∈ (0, T ), (3.2)
where pℓ1 is a covector field along x¯(·) satisfying

∇ ˙¯x(t)p
ℓ
1 = −∇xf [t](p
ℓ
1(t), ·) − ℓ0dxf
0[t], a.e. t ∈ (0, T ),
pℓ1(0) = −ℓ
⊤
ψ1
dψ1(x¯(0)),
pℓ1(T ) = ℓ0dh(x¯(T )) + ℓ
⊤
ψ2
dψ2(x¯(T )),
(3.3)
with dxf
0(t, x, u) being the exterior derivative of f0 with respect to the variable x and
ℓ⊤ψ1dψ1(x¯(·)) given by (2.24), and the Hamiltonian function is given by
H2(t, x, p, u, l) = p(f(t, x, u)) + lf
0(t, x, u), ∀ (t, x, p, u, l) ∈ [0, T ]× T ∗M × U × R.
(3.4)
The corresponding second order necessary condition is stated as follows.
Theorem 3.2 Assume all the assumptions in Theorem 3.1 hold. The maps f(t, ·, u)
and f0(t, ·, u) are C2 for all (t, u) ∈ [0, T ] × U . The maps h, ψ1 and ψ2 are C
2. Further-
more, there exists a positive constant L such that the first line of (2.3) holds for f and f0,
and for ϕ = h, ψ1, ψ2, the following relation holds
|∇ϕ(x) − Lxˆx∇ϕ(xˆ)| ≤ Lρ(x, xˆ),
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where x, xˆ ∈ M satisfy ρ(x, xˆ) ≤ min{i(x), i(xˆ)}. Then, for any (u(·), V ) ∈ U × Tx¯(0)M
satisfying ∫ T
0
(
∇xf
0[t] (Xu,V (t)) + f
0(t, x¯(t), u(t)) − f0[t]
)
dt ≤ 0 (3.5)
∇ψ1(x¯(0))(V ) = ∇ψ2(x¯(T ))(Xu,V (T )) = 0, (3.6)
where Xu,V (·) is the solution to (2.14), there exists ℓˆ = (ℓˆ0, ℓˆψ1 , ℓˆψ2) ∈ R
1+k1+k2 \ {0}
satisfying (3.1), (3.2) and (3.3) with ℓ replaced by ℓˆ, and ℓˆ0 = 0 if “≤” in (3.5) is “<”,
such that ∫ T
0
{
∇2xH2{t}
ℓˆ(Xu,V (t),Xu,V (t)) + 2
(
∇xH2(t, x¯(t), p
ℓˆ(t), u(t), ℓˆ0)
−∇xH2{t}
ℓˆ
)
(Xu,V (t))−R(p˜
ℓˆ
1(t),Xu,V (t), f [t],Xu,V (t))
}
dt
+
(
ℓˆ0∇
2h(x¯(T )) + ℓˆ⊤ψ2∇
2ψ2(x¯(T ))
)
(Xu,V (T ),Xu,V (T ))
+ℓˆ⊤ψ1∇
2ψ1(x¯(0))(V, V ) ≤ 0,
(3.7)
where pℓˆ1 is the solution to (3.3) with ℓ replaced by ℓˆ, p˜
ℓˆ
1 is the dual vector of p
ℓˆ
1, H2 is
defined in (3.4), and we use the notation
{t}ℓˆ = (t, x¯(t), pℓˆ1(t), u¯(t), ℓˆ0)
for abbreviation.
Remark 3.1 In problem (P2), when h ≡ 0, ψ1(x) = exp
−1
x1
x and ψ2(x) = exp
−1
x2
x,
where x1, x2 ∈ M are fixed, and exp
−1
xi
(i = 1, 2) is the inverse of the expenential map at
xi ∈M expxi (see Section 5.1), problem (P2) is reduced to the case that the state is fixed
at the initial and final time. Especially, when M = Rn, exp−1xi x is reduced to x − xi for
each x ∈ Rn.
Proof of Theorem 3.1. First, we shall transform problem (P2) into the form of (P ).
Given an admissible pair (x(·), u(·)) (i.e. it is subject to (1.2), u(·) ∈ U , ψ1(x(0)) = 0
and ψ2(x(T )) = 0), we introduce another state variable x
0(t) =
∫ t
0 f
0(s, x(s), u(s))ds, the
problem (P2) can be represented as
(P˜2) Minimize x
0(T ) + h(x(T )) subject to

(
x˙0(t)
x˙(t)
)
=
(
f0(t, x(t), u(t))
f(t, x(t), u(t))
)
,
(x0(0), ψ1(x(0))) = 0, ψ2(x(T )) = 0.
(3.8)
Denote by x¯0(t) =
∫ t
0 f(s, x¯(s), u¯(s))ds. Then, (x¯
0(·), x¯(·), u¯(·)) is an optimal pair for
problem (P˜2). By Theorem 2.1, there exists ℓ = (ℓ0, ℓ1, ℓψ1 , ℓψ2) ∈ R
1+1+k1+k2 \ {0} such
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that ℓ0 ≤ 0, and
max
u∈U
He(t, x¯0(t), x¯(t), p0ℓ(t), pℓ1(t), u) = H
e(t, x¯0(t), x¯(t), p0ℓ(t), pℓ1(t), u¯(t)),
for almost all t ∈ [0, T ], where (p0ℓ, pℓ) is the sulotion to the following dual system of (3.8):

˙p0ℓ(t) = 0, a.e. t ∈ (0, T ),
∇ ˙¯x(t)p
ℓ
1 = −∇xf [t](p
ℓ
1(t), ·) − p
0ℓ(t)dxf
0[t], a.e. t ∈ (0, T ),
p0ℓ(0) = −ℓ1, p
ℓ(0) = −ℓ⊤ψ1dψ1(x¯(0)),
p0ℓ(T ) = ℓ0, p
ℓ
1(T ) = ℓ0dh(x¯(T )) + ℓ
⊤
ψ2
dψ2(x¯(T )),
and the extended Hamiltonian function is defined by
He(t, x0, x, p0, p, u) = p0f0(t, x, u) + p(f(t, x, u)),
for all (t, x0, x, p0, p, u) ∈ [0, T ] × T ∗(R ×M)× U . From the above relations we conclude
the proof. 
Proof of Theorem 3.2. By applying Theorem 2.2 to problem (P˜2) in the proof of
Thoerm 3.1, we conclude the proof. 
3.2 An Example
In this subsection, we will consider the curves, which connect two fixed points on a Rie-
mannian manifold (M,g), and are subject to some restrictions. We would apply Theorem
2.1 and Theorem 2.2 to characterise the shortest one among all this curves.
Given any two points y0, y1 ∈M and a bounded domain D ⊂M such that y0, y1 ∈ D.
By the completeness of the Riemannian manifold (M,g), there exist smooth vector fields
f1, · · · , fm with compact support such that
span
{
f1|D , · · · , fm|D
}
=
{
X|D ; X ∈ TM
}
, (3.9)
where D is the closure of D. For more details, please see [3, Example 4.2]. Denote by
U ≡ {(u1, · · · , um) ∈ R
m;u1 ≥ 0}.
Consider the following control system
y˙u(t) =
∑m
i=1 ui(t)fi(yu(t)), a.e. t ∈ (0, T ),
yu(0) = y0, yu(T ) = y1,
(3.10)
with the control restriction
u1(t) ≥ 0, (u2(t), · · · , um(t)) ∈ R
m−1 a.e. t ∈ [0, T ]. (3.11)
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A control u(·) determines the direction of the corresponding curve yu(·). Set U = {u =
(u1, · · · , um)
⊤ : [0, T ] → Rm is measurable;u1(t) ≥ 0 a.e. t ∈ [0, T ]}. Denote the set of
admissible controls by
Cad ≡ {u ∈ U ; corresponding to control u(·), (3.10) admits a solution yu(·)}.
Given u(·) ∈ Cad, the associated cost functional is given by
J(u(·)) =
1
2
∫ T
0
|
m∑
i=1
ui(t)fi(yu(t))|
2dt.
Set ℓ(u(·)) ≡
∫ T
0 |y˙u(t)|dt. Then ℓ(u(·)) is the length of the curve yu(·). Analogous
to [15, Proposition 17, p.126], we obtain that, if u¯(·) ∈ Cad minimises J over Cad, and
the corresponding solution y¯(·) has constant speed (i.e. | ˙¯y(t)| ≡ a positive constant,
∀ t ∈ [0, T ]), then it also minimises ℓ(·) over Cad. Thus, the problem minu(·)∈Cad J(u(·)) is
in fact to find the shortest curve, which is subject to restriction (3.11) and connects y0
and y1.
Example 3.1 Assume that u¯(·) = (u¯1(·), · · · , u¯m(·))
⊤ ∈ Cad satisfies J(u¯(·)) =
minu(·)∈Cad J(u(·)) and | ˙¯y(t)| ≡ a positive constant a.e. t ∈ [0, T ], where y¯(·) is the corre-
sponding solution to (3.10). By Theorem 3.1, there exists (ψ0, ψ1) ∈
(
(−∞, 0]× T ∗y1M
)
\
{0} such that∑m
i=1 ψ(t)(fi(y¯(t)))u¯i(t) +
1
2ψ0
∣∣∣∑mi=1 u¯i(t)fi(y¯(t))∣∣∣2
= max
{∑m
i=1 ψ(fi(y¯(t)))ui +
1
2ψ0
∣∣∣∑mi=1 uifi(y¯(t))∣∣∣2;u1 ≥ 0, u2, · · · , um ∈ R},
(3.12)
for almost all t ∈ [0, T ], where ψ(·) is a covector field along y¯(·), and satisfies

∇ ˙¯y(t)ψ = −
∑m
i=1 u¯i(t)∇fi(y¯(t))(ψ(t), ·) − ψ0
∑m
i=1 u¯i(t)∇fi(y¯(t))(
˜¯˙y(t), ·),
a.e. t ∈ [0, T ),
ψ(T ) = ψ1,
(3.13)
where ˜¯˙y(t) is the dual covector of ˙¯y(t). The maximum principle (3.12) implies
ψ(t)(fi(y¯(t))) + ψ0〈fi(y¯(t), ˙¯y(t))〉 = 0, a.e. t ∈ (0, T ), i = 2, · · · ,m. (3.14)
To figure out what u¯1(·) is, for fixed t ∈ [0, T ], we set
ht(u1)
=
1
2
ψ0|f1(y¯(t))|
2u21 +
(
ψ0
〈
f1(y¯(t)),
m∑
i=2
u¯i(t)fi(y¯(t))
〉
+ ψ(t)(f1(y¯(t)))
)
u1
+
m∑
i=2
ψ(t)(fi(y¯(t)))u¯i(t) +
1
2
ψ0
m∑
i,j=2
u¯i(t)u¯j(t)〈fi(y¯(t)), fj(y¯(t))〉,
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for all u1 ≥ 0. By (3.13), for almost every t ∈ (0, T ), ht(·) attains its maximum at u¯1(t).
If ψ0 = 0, we obtain from the nontriviality of (ψ0, ψ1) that ψ1 6= 0, and consequently
ψ(t) 6= 0 for all t ∈ [0, T ]. We obtan from (3.14) and (3.9) that ψ(t)(f1(y¯(t))) 6= 0 for all
t ∈ [0, T ]. Then we have
u¯1(t) = 0 a.e. t ∈ (0, T ) and ψ(t)(f1(y¯(t))) < 0 ∀ t ∈ [0, T ].
If ψ0 < 0, we have
u¯1(t) = max
{
0,
−ψ0〈f1(y¯(t)),
∑m
i=2 u¯i(t)fi(y¯(t))〉 − ψ(t)(f1(y¯(t)))
ψ0|f1(y¯(t))|2
}
, a.e. t ∈ (0, T ).
For the case that E
△
= {t ∈ [0, T ]; u¯1(t) > 0} is of positive measure, we obtain (3.14)
with i = 1, · · · , n, which implies that the Lagrange multipler (ψ0, ψ1) ( satisfying (3.12))
is normal (see Definition 2.1 ), and unique ( up to a positive factor), and y¯(·) satisfies
∇ ˙¯y(t) ˙¯y = 0 for almost all t ∈ E. For the detailed argument, please see [3, Example 4.3].
Then, we are going to seek the second order necessary condition. By Theorem 3.2, for
any u(·) = (u1(·), · · · , um(·))
⊤ ∈ U satisfying{
∇ ˙¯y(t)Xu =
∑m
i=1 u¯i(t)∇Xu(t)fi +
∑m
i=1(ui(t)− u¯i(t))fi(y¯(t)), a.e. t ∈ (0, T ),
Xu(0) = 0, Xu(T ) = 0,
(3.15)
and ∫ T
0
(
− 〈Xu(t),∇ ˙¯y(t) ˙¯y〉 −
∑m
i=1(ui(t)− u¯i(t))〈fi(y¯(t)), ˙¯y(t)〉
+12 |
∑m
i=1 ui(t)fi(y¯(t))|
2 − 12 |
∑m
i=1 u¯i(t)fi(y¯(t))|
2
)
dt ≤ 0,
(3.16)
there exists another (ψˆ0, ψˆ1) ∈ (−∞, 0] × T
∗
y¯(T )M \ {0} satisfying (3.12) and (3.13), with
ψ0, ψ1, ψ(·) replaced respectively by ψˆ0, ψˆ1 and ψˆ(·), and ψˆ0 = 0 when “≤” in (3.16) is
“<”, such that the following inequality holds:
∫ T
0
{∑m
i=1 u¯i(t)∇
2fi(y¯(t))(ψˆ(t),Xu(t),Xu(t))
+ψˆ0
∑m
i,j=1 u¯i(t)u¯j(t)∇
2fi(y¯(t))(f˜j(y¯(t)),Xu(t),Xu(t))
+ψˆ0
∑m
i,j=1 u¯i(t)u¯j(t)〈∇Xu(t)fi,∇Xu(t)fj〉
+2
(∑m
i=1(ui(t)− u¯i(t))∇fi(y¯(t))(ψˆ(t),Xu(t))
+ψˆ0
∑m
i,j=1(ui(t)uj(t)− u¯i(t)u¯j(t))∇fi(y¯(t))(f˜j(y¯(t)),Xu(t))
)
−R(
˜ˆ
ψ(t),Xu(t), ˙¯y(t),Xu(t))
}
dt ≤ 0,
(3.17)
where
˜ˆ
ψ(t) is the dual vector of ψˆ(t) (t ∈ [0, T ]), and f˜j(y¯(t)) is the dual covector of
fj(y¯(t)).
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4 Proof of the Main Results
This section is split into three parts. In the first subsection, we give some lemmas related
to Liapounoff’s Theorem. In the second subsection, we shall prove Theorem 2.2 first, and
show the sketch of the proof of Theorem 2.1, and the proofs of Theorem 2.3 and Theorem
2.4 are given in the last subsection.
4.1 Some lemmas
By making a little revision to the proofs of [11, Lemma 3.7, p. 143] and [11, Corollary 3.8,
p. 144], we have the following Liapounoff’s type lemma.
Lemma 4.1 Asume h ∈ C([0, T ];L1(0, T ;Rk)) (k ∈ N). Fix ǫ > 0. For any ρ ∈ [0, 1],
there exist measurable subset Eρ ⊂ [0, T ] and R : [0, T ]× [0, 1]→ R
k such that
ρ
∫ T
0
h(t, s)ds =
∫
Eρ
h(t, s)ds +R(t, ρ), ∀ t ∈ [0, T ], (4.1)
|R(t, ρ)| ≤ ǫ, ∀ t ∈ [0, T ], (4.2)
|Eρ| = ρT,Eρ ⊆ Eρˆ, if 0 ≤ ρ ≤ ρˆ ≤ 1, (4.3)
and R(t, ·) is continuous on [0, 1] for each t ∈ [0, T ]. Furthermore, fix measurable subset
E ⊆ [0, T ], for any ρ ∈ [0, 1], there exist measurable subset Aρ and B(·, ρ, E) : [0, T ]→ R
k
such that
ρ
∫
E
h(t, s)ds =
∫
Aρ
h(t, s)ds +B(t, ρ, E), ∀ t ∈ [0, T ], (4.4)
|B(t, ρ, E)| ≤ ǫ, ∀ t ∈ [0, T ], (4.5)
Aρ ⊆ E, |Aρ| = ρ|E|, Aρ ⊆ Aρˆ, if 0 ≤ ρ ≤ ρˆ ≤ 1. (4.6)
Proof. First, we shall prove (4.1) - (4.3). Fix any ǫ > 0, there exists δ > 0 such that∫ T
0
|h(t, s)− h(tˆ, s)|ds ≤
1
5
ǫ, |t− tˆ| ≤ δ, t, tˆ ∈ [0, T ].
Then, there exist 0 = t0 ≤ t1 < · · · < tl = T (l ∈ N) such that |ti − ti+1| ≤ δ for
i = 0, 1, · · · , l − 1. Deonte by g(s) = (h(t0, s), h(t1, s), · · · , h(tl, s))
⊤ for s ∈ [0, T ]. Then
g(·) ∈ L1(0, T ;R(l+1)×k), and consequently there exists a R(l+1)×k valued simple function
Sg(·) =
∑p
j=1 IFj(·)gj with p ∈ N, ∪
p
j=1Fj = [0, T ], Fi ∩ Fj = ∅ when i 6= j, and gj ∈
R(l+1)×k, such that ∫ T
0
|g(s)− Sg(s)|ds ≤
1
5
ǫ.
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For any ρ ∈ (0, 1], there exist E1ρ , · · · , E
p
ρ satisfying
Ejρ ⊆ Fj , |E
j
ρ| = ρ|Fj |, j = 1, · · · , p,
Ejρˆ ⊆ E
j
ρ, |E
j
ρˆ| = ρˆ|Fj |, if 0 ≤ ρˆ ≤ ρ, j = 1, · · · , p.
Set Eρ = ∪
p
j=1E
j
ρ. Then Eρ fulfills (4.3). Consequently, we have
ρ
∫ T
0
g(s)ds
=ρ
∫ T
0
Sg(s)ds + ρ
∫ T
0
(g(s)− Sg(s))ds
=
∫
Eρ
g(s)ds +R(ρ, g)
where R(ρ, g) = (R0(ρ, g), · · · , Rl(ρ, g))
⊤ =
∫
Eρ
(Sg(s) − g(s)) + ρ
∫ T
0 (g(s) − Sg(s))ds is
continuous with respect to ρ, and satisfies |R(ρ, g)| ≤ ‖Sg − g‖L1(0,T ;R(l+1)×k)(1 + ρ) ≤
2
5ǫ.
For any t ∈ [0, T ], there exists tj (j ∈ {0, · · · , l})such that |t− tj | ≤ δ. Then, we have
ρ
∫ T
0
h(t, s)ds
=ρ
∫ T
0
h(tj , s)ds + ρ
∫ T
0
(h(t, s)− h(tj , s))ds
=
∫
Eρ
h(tj , s)ds+Rj(ρ, g) + ρ
∫ T
0
(h(t, s)− h(tj , s))ds
=
∫
Eρ
h(t, s)ds +R(t, ρ),
where R(t, ρ) =
∫
Eρ
(h(tj , s)−h(t, s))ds+Rj(ρ, g)+ρ
∫ T
0 (h(t, s)−h(tj , s))ds is continunous
with respect to ρ when t is fixed, and satisfies (4.2). (4.1) follows immediately.
Then, we shall prove (4.4) - (4.6). For each j = 1, · · · , p, there exist a measurable
set Ajρ ⊂ E ∩ Fj satisfying |A
j
ρ| = ρ|Fj ∩ E| and A
j
ρ ⊆ A
j
ρˆ when 0 ≤ ρ ≤ ρˆ ≤ 1. Set
Aρ = ∪
p
j=1A
j
ρ. Then Aρ satisfies (4.6), and we have
ρ
∫
E
g(s)ds
=
p∑
j=1
∫
A
j
ρ
IFj(s)gjds+ ρ
∫
E
(g(s)− Sg(s))ds
=
∫
Aρ
Sg(s)ds+ ρ
∫
E
(g(s) − Sg(s))ds
=
∫
Aρ
g(s)ds +B(ρ,E),
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where B(ρ,E) = (B0(ρ,E), · · · , Bl(ρ,E))
⊤ =
∫
Aρ
(Sg(s) − g(s))ds + ρ
∫
E
(g(s) − Sg(s))ds
is continuous with respect to ρ.
For any t ∈ [0, T ], there exists tj such that |t− tj | ≤ δ. Then, we have
ρ
∫
E
h(t, s)ds =
∫
Aρ
h(t, s)ds +B(t, ρ, E),
where B(t, ρ, E) =
∫
Aρ
(h(tj , s)− h(t, s))ds + Bj(ρ,E) + ρ
∫
E
(h(t, s) − h(tj , s))ds satisfies
(4.5). The proof is concluded.

By the induction argument, we immediately obtain the following corollary.
Corollary 4.1 Assume h1, · · · , hl ∈ C([0, T ];L
1(0, T ;Rk)) (k, l ∈ N). Fix ǫ > 0.
Then, for any ~ρ = (ρ1, · · · , ρl) ∈ R
l with
l∑
j=1
ρj = 1 and ρj ≥ 0 for j = 1, · · · , l, (4.7)
there exist measurable subsets E1~ρ , · · · , E
l
~ρ of [0, T ] such that |E
i
~ρ| = ρiT for i = 1, · · · , l,
Ei~ρ ∩ E
j
~ρ
= ∅ when i 6= j, ∪li=1E
i
~ρ = [0, T ], and
l∑
i=1
ρi
∫ T
0
hi(t, s)ds =
l∑
i=1
∫
Ei
~ρ
hi(t, s)ds +R(t, ~ρ), ∀ t ∈ [0, T ], (4.8)
where |R(t, ~ρ)| ≤ ǫ for all t ∈ [0, T ]. Furthermore, there exists a positive constant C
such that
∑l
i=1H(E
i
~ρ, E
i
~ˆρ
) ≤ C
∑l
i=1 |ρi − ρˆi| for all ~ρ = (ρ1, · · · , ρl) and
~ˆρ = (ρˆ1, · · · , ρˆl)
satisfying (4.7), where H is the Hausdorff metric.
For the sets E1~ρ , · · · , E
l
~ρ in Corollary 4.1, we have another choice, such that the rest
term R in (4.8) has different properties:
Lemma 4.2 Assume hi ∈ C([0, T ];L
1(0, T ;Rk)) (i = 1, · · · , l) with k, l ∈ N. Fix
~ρ = (ρ1, · · · , ρl)
⊤ ∈ Rl satisfying (4.7). Then, given any ǫ > 0, there exist disjoint subsets
E1, · · · , El of [0, T ] such that
l∑
i=1
ρi
∫ T
0
hi(t, s)ds =
l∑
i=1
∫
Ei
hi(t, s)ds+R(t, ǫ), ∀ t ∈ [0, T ],
∪li=1 Ei = [0, T ], |Ei| = ρiT, i = 1, · · · , l,
where the term R satisfies |R(t, ǫ)| < ǫ for all t ∈ [0, T ], and R(T, ǫ) = 0.
Proof. For any ǫ > 0, there exists δ > 0 such that∫ T
0
|hi(t, s)− hi(tˆ, s)|ds <
ǫ
2(l + 1)
, t, tˆ ∈ [0, T ], |t− tˆ| ≤ δ, i = 1, · · · , l.
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Choose 0 = t0 < t1 < · · · < tN = T such that |ti − ti−1| ≤ δ for i = 1, · · · , N.
For i = 1, · · · , l, set gi(s) = (hi(t0, s), · · · , hi(tN , s))
⊤ for s ∈ [0, T ]. Then, gi(·) ∈
L1(0, T ;R(N+1)×k). Applying Liapounoff’s Theorem to g1(·), · · · , gl(·), there exist mu-
tual disjoint subsets E1, · · · , El of [0, T ] such that
l∑
i=1
ρi
∫ T
0
gi(s)ds =
l∑
i=1
∫
Ei
gi(s)ds, (4.9)
|Ei| = ρiT for i = 1, · · · , l and ∪li=1Ei = [0, T ]. For any t ∈ [0, T ], there eixsts ti
(i = 0, 1, · · · , N − 1) such that t ∈ [ti, ti+1]. Then, we have∣∣∣ l∑
j=1
ρj
∫ T
0
hj(t, s)ds−
l∑
j=1
∫
Ej
hj(t, s)ds
∣∣∣
≤
∣∣∣ l∑
j=1
ρj
∫ T
0
hj(ti, s)ds−
l∑
j=1
∫
Ej
hj(ti, s)ds
∣∣∣+ l∑
j=1
ρj
∫ T
0
|hj(t, s)− hj(ti, s)|ds
+
l∑
j=1
∫
Ej
|hj(t, s)− hj(ti, s)|ds
<ǫ,
which, together with (4.9), completes the proof. 
4.2 Proofs of Theorems 2.1–2.2
Since the idea of the proof of Theorem 2.1 is similar to that of Theorem 2.2, we will prove
Theorem 2.2 in detail, and give the sketch of the proof of Theorem 2.1 at the end of this
subsection.
Lemma 4.3 Given any index set I ⊆ {0, 1, · · · , j}, we denote by ΦI = (φ¯0, φ¯1, · · · , φ¯j ,
ψ)⊤ if k > 0, and by ΦI = (φ¯0, φ¯1, · · · , φ¯j)
⊤ if k = 0, where φ¯i = φi if i ∈ I, and φ¯i = 0 if
i /∈ I. Assume conditions (C1)− (C3) hold and (x¯(·), u¯(·)) is an optimal pair for Problem
(P ). We also assume u(·) ∈ U is a Pontryagin’s type critical direction (see Definition
2.2), and (u(·), V ) ∈ U × Tx¯(0)M satisfies (2.13). For ϕ = φ0, · · · , φj , ψ, denote by
D2ϕ(u, V ) ≡ ∇21ϕ(x¯(0), x¯(T ))(V, V ) + 2∇2∇1ϕ(x¯(0), x¯(T ))(V,Xu,V (T ))
+∇22ϕ(x¯(0), x¯(T ))(Xu,V (T ),Xu,V (T )),
(4.10)
where for the vector valued function ψ,
∇2iψ(x¯(0), x¯(T ))(X,Y )
=[∇2iψ1(x¯(0), x¯(T ))(X,Y ), · · · ,∇
2
iψk(x¯(0), x¯(T ))(X,Y )]
⊤, i = 1, 2,
∇2∇1ψ(x¯(0), x¯(T ))(X,Y )
=[∇2∇1ψ1(x¯(0), x¯(T ))(X,Y ), · · · ,∇2∇1ψk(x¯(0), x¯(T ))(X,Y )]
⊤,
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for all X,Y ∈ X (M), and Xu,V (·) is the solution to (2.14). Set
Ku,V ≡ {∇1ΦI′′0 (x¯(0), x¯(T ))(W ) +∇2ΦI′′0 (x¯(0), x¯(T ))(Y
λ,W
u,σ (T ))
+12D
2ΦI′′0 (u, V )|(σ(·), λ,W ) ∈ U × (0,+∞) × Tx¯(0)M},
(4.11)
where the covariant derivative of a vector-valued function is given by (2.15), and Y λ,Wu,σ (·)
is the solution to

∇ ˙¯x(t)Y
λ,W
u,σ = ∇xf [t](·, Y
λ,W
u,σ (t)) + λ(f(t, x¯(t), σ(t)) − f [t])
+12∇
2
xf [t](·,Xu,V (t),Xu,V (t)) +∇xf(t, x¯(t), u(t))(·,Xu,V (t))
−∇xf [t](·,Xu,V (t))−
1
2R(·,Xu,V (t), f [t],Xu,V (t)), a.e.t ∈ (0, T ),
Y λ,Wu,σ (0) = W.
(4.12)
Then, Ku,V is a convex subset of R
1+j+k.
Proof. In fact, we only have to show that {(W,Y λ,Wu,σ (T ))|σ ∈ U , λ > 0,W ∈ Tx¯(0)M} ⊂
Tx¯(0)M × Tx¯(T )M is convex.
Let {e1, · · · , en} ⊂ Tx¯(0)M be an orthonormal basis. For each t ∈ (0, T ], let {e1(t), · · · ,
en(t)} and {d1(t), · · · , dn(t)} be given in Section 2.3. Then, {e1(t), · · · , en(t)} is an or-
thonormal basis at Tx¯(t)M , and {d1(t), · · · , dn(t)} is the dual basis to it. Consequently,
for t ∈ [0, T ] we can express tensors ∇xf [t] and f(t, x¯(t), u(t)) respectively by ∇xf [t] =∑n
i,j=1Aij(t, u¯(t))ei(t)⊗dj(t) and f(t, x¯(t), u(t)) =
∑n
i=1 f
i(t, u(t))ei(t), where Aij(t, u¯(t))
and f i(t, u(t)) (i, j = 1, · · · , n) are defined by (2.26). Set
Θ(t;u, V ) = (θ1(t;u, V ), · · · , θn(t;u, V ))⊤
with
θi(t;u, V )
= 12∇
2
xf [t] (di(t),Xu,V (t),Xu,V (t)) +∇xf(t, x(t), u(t)) (di(t),Xu,V (t))
−∇xf [t] (di(t),Xu,V (t))−
1
2R (ei(t),Xu,V (t), f [t],Xu,V (t)) , i = 1, · · · , n.
Given σ ∈ U and λ > 0, denote by Y λ,Wu,σ (t) =
∑n
i=1 y
i,W
u,σ,λ(t)ei(t). Then,
~Y λ,Wu,σ (t) ≡
(y1,Wu,σ,λ(t), · · · , y
n,W
u,σ,λ(t))
⊤ (t ∈ [0, T ]) solves{
~˙Y λ,Wu,σ (t) = A(t, u¯(t))~Y
λ,W
u,σ (t) + λ(~f(t, σ(t)) − ~f(t, u¯(t))) + Θ(t;u, V ), a.e. t ∈ (0, T ],
~Y λ,Wu,σ (0) = ~W,
where ~W
△
= (w1, · · · , wn)
⊤ with wi = 〈W, ei〉 (i = 1, · · · , n), and A(t, u¯(t)) and ~f(t, σ(t))
are defined by (2.27). Assume η : [0,+∞)→ Rn×n solves{
η˙(t) = A(t, u¯(t))η(t), t > 0,
η(0) = I,
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where I ∈ Rn×n is the identity matrix. Then, we have
~Y λ,Wu,σ (t) =η(t)
~W + λ
∫ t
0
η(t)η(s)−1(~f(s, σ(s))− ~f(s, u¯(s)))ds
+
∫ t
0
η(t)η(s)−1Θ(s;u, V )ds, ∀ t ∈ [0, T ].
Fix any σ1, σ2 ∈ U , λ1, λ2 ∈ (0,+∞), W
1,W 2 ∈ Tx¯(0)M and ν ∈ (0, 1). Denote
by W j =
∑n
i=1 w
j
i ei and
~W j = (wj1, · · · , w
j
n)⊤ for j = 1, 2. By Liapounoff’s convexity
theorem (see [21, Lemma 4.2] ) one can find measurable subset E ⊂ [0, T ] with measure
νλ1
νλ1+(1−ν)λ2
T such that
νλ1
νλ1+(1−ν)λ2
∫ T
0 η(T )η(s)
−1 ~f(s, σ1(s))ds
+ (1−ν)λ2
νλ1+(1−ν)λ2
∫ T
0 η(T )η(s)
−1 ~f(s, σ2(s))ds
=
∫ T
0 η(T )η(s)
−1 ~f(s, σ12(s))ds,
where
σ12(s) =
{
σ1(s), if s ∈ E,
σ2(s), if s ∈ [0, T ] \E.
(4.13)
Thus we have
ν~Y λ1,W
1
u,σ1 (T ) + (1− ν)~Y
λ2,W
2
u,σ2 (T )
= (νλ1 + (1− ν)λ2)
∫ T
0 η(T )η(s)
−1(~f(s, σ12(s))− ~f(s, u¯(s)))ds
+η(T )(ν ~W 1 + (1− ν) ~W 2) +
∫ T
0 η(T )η(s)
−1Θ(s;u, V )ds
= ~Y
νλ1+(1−ν)λ2,νW 1+(1−ν)W 2
u,σ12 (T ),
(4.14)
which implies the convexity of Ku,V . 
Lemma 4.4 Assume all the assumptions in Lemma 4.3 hold, k > 0, and (u(·), V ) ∈
U × Tx¯(0)M satisfies (2.13). Set
Y ≡ (Y0, Y1, · · · , Yj)
⊤,
where
Yi =

∇1φi(x¯(0), x¯(T ))(V ) +∇2φi(x¯(0), x¯(T ))(Xu,V (T )), i ∈ IAO,0, i /∈ IAO.
Set Z = (−∞, 0)1+j − cone{φ(x¯(0), x¯(T )) + Y }, where φ = (φ0, φ1, · · · , φj)
⊤, and coneS
is the convex cone generated by set S (see [16, p. 14] for the definition). Assume
φ0(x¯(0), x¯(T )) = 0. Then, the dimension of the affine hull of the following set (see [16, p.
4])
Kψu,V =
{
∇2ψ(x¯(0), x¯(T ))(Y
λ,W
u,σ (T ))
+∇1ψ(x¯(0), x¯(T ))(W ) +
1
2D
2ψ(u, V )
∣∣∣σ ∈ U , λ > 0,W ∈ Tx¯(0)M.
}
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is bigger than or equal to one, which is denoted by l. Moreover, if there does not exist
ℓ = (ℓ0, · · · , ℓj , ℓ
⊤
ψ )
⊤ ∈ R1+j+k \ {0} such that
ℓ⊤
(
∇1ΦI′′0 (x¯(0), x¯(T ))(W ) +∇2ΦI′′0 (x¯(0), x¯(T ))(Y
λ,W
u,σ (T )) +
1
2D
2ΦI′′0 (u, V )
)
≤ ℓ⊤(z⊤ 0)⊤,
(4.15)
for all (σ, λ,W, z) ∈ U × (0,+∞) × Tx¯(0)M × Z, then there exist (σ1, λ1,W
1), · · · ,
(σl+1, λl+1,W
l+1) ∈ U × (0,+∞)× Tx¯(0)M and δ0 > 0, such that
BRl(δ0)
⊂ co{∇1ψ(x¯(0), x¯(T ))(W
η) +∇2ψ(x¯(0), x¯(T ))(Y
λη ,W
η
u,ση (T )) +
1
2D
2ψ(u, V )}l+1η=1,
(4.16)
where coA denotes the convex hull of set A, and BRl(δ0) is the closed ball in R
l with center
at the origin and of radius δ0, and if i ∈ I
′′
0 ,
∇1φi(x¯(0), x¯(T ))(W
η) +∇2φi(x¯(0), x¯(T ))(Y
λη ,W
η
u,ση (T )) +
1
2
D2φi(u, V ) < 0, (4.17)
for η = 1, · · · , l + 1.
Proof. First, we claim 0 ∈ riKψu,V , where ri A is the interior of set A relative to its
affine hull of A (see [16, p. 44] for its detailed definition). By contradiction, we assume it
was not true. Since Kψu,V is convex (by Lemma 4.3), the affine hull of K
ψ
u,V is closed (see
[16, p. 44]), and riKψu,V 6= ∅ (by [16, Theorem 6.2, p. 45]), we obtain from [2, Lemma 3.1]
or [16, Theorem 11.1, p.95 & Theorem 11.3, p.97] that, there exists ξ ∈ Rk \{0} such that
ξ⊤
(
∇1ψ(x¯(0), x¯(T ))(W ) +∇2ψ(x¯(0), x¯(T ))(Y
λ,W
u,σ (T )) +
1
2
D2ψ(u, V )
)
≤ 0, (4.18)
for all σ ∈ U , λ > 0 and W ∈ Tx¯(0)M . Consequently, we have
(0, ξ⊤)
(
∇1ΦI′′0 (x¯(0), x¯(T ))(W ) +∇2ΦI′′0 (x¯(0), x¯(T ))(Y
λ,W
u,σ (T )) +
1
2D
2ΦI′′0 (u, V )
)
≤ (0, ξ⊤)(z⊤ 0)⊤,
(4.19)
for all σ ∈ U , λ > 0, W ∈ Tx¯(0)M and z ∈ Z, which leads to a contradiction.
Second, we claim that l ≥ 1. If this assertion were not true, we have l = 0, because
Kψu,V 6= ∅. Consequently K
ψ
u,V = {0}. Thus, for any α ∈ R
k \ {0}, (4.18) holds with ξ
replaced by α, and then (4.19) holds with ξ replaced by α, which leads to a contradiction.
Third, there exist (σ˜1, λ˜1, W˜
1), · · · , (σ˜l+1, λ˜l+1, W˜
l+1) ∈ U × (0,+∞) × Tx¯(0)M and
δ˜0 > 0 such that (4.16) holds with δ0 and {(ση , λη,W
η)}l+1η=1 replaced respectively by δ˜0
and {(σ˜η , λ˜η, W˜
η)}l+1η=1.
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According to the assumption and [16, Theorem 11.3, p.97], we have Ku,V ∩(Z×{0}) 6=
∅. Then, there exist (σ0, λ0,W
0) ∈ U × (0,+∞) × Tx¯(0)M , θ0 > 0 and (z0, z1, · · · , zj) ∈
(−∞, 0)1+j such that
∇1φi(x¯(0), x¯(T ))(W
0) +∇2φi(x¯(0), x¯(T ))(Y
λ0,W
0
u,σ0 (T ))
+12D
2φi(u, V ) = zi, if i ∈ I
′′
0 ,
∇1φi(x¯(0), x¯(T ))(W
0) +∇2φi(x¯(0), x¯(T ))(Y
λ0,W
0
u,σ0 (T )) +
1
2D
2φi(u, V )
= zi − θ0(∇1φi(x¯(0), x¯(T ))(V ) +∇2φi(x¯(0), x¯(T ))(Xu,V (T ))), if i ∈ IAO \ I
′′
0 ,
∇1φi(x¯(0), x¯(T ))(W
0) +∇2φi(x¯(0), x¯(T ))(Y
λ0,W
0
u,σ0 (T )) +
1
2D
2φi(u, V )
= zi − θ0φi(x¯(0), x¯(T )), if i ∈ IN ,
(4.20)
and
∇1ψ(x¯(0), x¯(T ))(W
0) +∇2ψ(x¯(0), x¯(T ))(Y
λ0,W
0
u,σ0
(T )) +
1
2
D2ψ(u, V ) = 0.
When i ∈ I ′′0 , one can find θ1 ∈ (0, 1) such that
(1− θ1)
(
∇1φi(x¯(0), x¯(T ))(W˜
η) +∇2φi(x¯(0), x¯(T ))(Y
λ˜η ,W˜
η
u,σ˜η
(T )) +
1
2
D2φi(u, V )
)
+θ1
(
∇1φi(x¯(0), x¯(T ))(W
0) +∇2φi(x¯(0), x¯(T ))(Y
λ0,W
0
u,σ0
(T )) +
1
2
D2φi(u, V )
)
< 0,
for all η = 1, · · · , l+1. Since Ku,V is convex, there exist {(ση, λη ,W
η)}l+1η=1 ∈ U×(0,+∞)×
Tx¯(0)M such that
(1− θ1)
(
∇1ΦI′′0 (x¯(0), x¯(T ))(W˜
η) +∇2ΦI′′0 (x¯(0), x¯(T ))(Y
λ˜η ,W˜
η
u,σ˜η
(T )) +
1
2
D2ΦI′′0 (u, V )
)
+ θ1
(
∇1ΦI′′0 (x¯(0), x¯(T ))(W
0) +∇2ΦI′′0 (x¯(0), x¯(T ))(Y
λ0,W
0
u,σ0
(T )) +
1
2
D2ΦI′′0 (u, V )
)
=∇1ΦI′′0 (x¯(0), x¯(T ))(W
η) +∇2ΦI′′0 (x¯(0), x¯(T ))(Y
λη ,W
η
u,ση (T )) +
1
2
D2ΦI′′0 (u, V )
holds for η = 1, · · · , l + 1. Set δ0 = (1− θ1)δ˜0. Then, (4.16) and (4.17) follow. 
Lemma 4.5 Assume assumptions (C1)− (C3) hold, (x¯(·), u¯(·)) is an optimal pair of
Problem (P ), k > 0, and φ0(x¯(0), x¯(T )) = 0. Assume (u(·), V ) ∈ U × Tx¯(0)M satisfies
(2.13). Then there exists (ℓ0, ℓ1, · · · , ℓj , ℓψ) ∈ R
1+j+k \ {0} such that (4.15) holds for all
(σ, λ, z) ∈ U × (0,+∞) × Z, where Z is given in Lemma 4.4.
Proof. By contradiction, it follows from Lemma 4.4 that there exist (σ1, λ1,W
1), · · · ,
(σl+1, λl+1,W
l+1) ∈ U × (0,+∞) × Tx¯(0)M and δ0 > 0 such that (4.16) and (4.17) hold.
Without loss of generality, we assume that λ1 = max{λ1, · · · , λl+1} > 0. The following
argument is split into three steps.
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Step 1. We claim that, given any small α > 0, there exists ǫ0 > 0 such that, for all
ǫ ∈ [0, ǫ0], there exist measurable subset Aη ⊆ [0, T ] (η = 1, · · · , l + 1) with measure
λη
λ1
T ,
and Eǫ, Fǫ ⊂ [0, T ] with |Fǫ| = λ1ǫ
2T and |Eǫ| = ǫT such that the following properties
hold:
(i) For any ν = (ν1, · · · , νl+1) satisfying
νη ≥ 0, η = 1, · · · , l + 1;
l+1∑
η=1
νη = 1, (4.21)
there exist measurable subsets E1ν , · · · , E
l+1
ν of [0, T ] and a positive constant C such
that
∪l+1η=1 E
η
ν = [0, T ], (4.22)
Eiν ∩E
η
ν = ∅, if i 6= η, (4.23)
|Eην | = νηT, η = 1, · · · , l + 1, (4.24)
l+1∑
η=1
H(Eην , E
η
νˆ ) ≤ C
l+1∑
η=1
|νη − νˆη|, (4.25)
where νˆ = (νˆ1, · · · , νˆl+1) satisfies (4.21).
(ii) Set
uǫν(t) = I(Fǫ∪Eǫ)c(t)u¯(t) + IEǫ\Fǫ(t)u(t) +
l+1∑
η=1
IFǫ∩Eην∩Aη(t)ση(t), a.e. t ∈ [0, T ],
(4.26)
where Ac is the complement of set A, and IA(·) is the indicator funtion of set A.
Denote by x(·;uǫν) the solution to (1.2) corresponding to the initial state expx¯(0)(ǫV +
ǫ2
∑l+1
η=1 νηW
η) and control uǫν(·), where expx¯(0) is the exponential map at x¯(0) (see
Section 5.1). It holds that
|V ǫν (t)− ǫXu,V (t)− ǫ
2
l+1∑
η=1
νηY
λη ,W
η
u,ση (t)| ≤ αǫ
2, ∀ t ∈ [0, T ], (4.27)
where
V ǫν (t)
△
= exp−1
x¯(t)x(t;u
ǫ
ν). (4.28)
To show this, we adopt the notation (2.5) for abbreviation. Let {e1, · · · , en} ⊂ Tx¯(0)M
be an orthonormal basis. For t ∈ (0, T ], let {ei(t)}
n
i=1 and {di(t)}
n
i=1 be given in the proof
of Lemma 4.3. Fix ǫ > 0. By Lemma 4.1, for η = 1, · · · , l+1, there exist measurable subset
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Aη ⊂ [0, T ] with measure
λη
λ1
T and Rη = (R
1
η, · · · , R
n
η )
⊤ : [0, T ] → Rn with |Rη(t)| ≤ ǫ
2
for all t ∈ [0, T ], such that
λη
λ1
∫ t
0


〈e1(s), f(s, x¯(s), ση(s))− f [s]〉
...
〈en(s), f(s, x¯(s), ση(s))− f [s]〉

 ds
=
∫
Aη∩[0,t]


〈e1(s), f(s, x¯(s), ση(s))− f [s]〉
...
〈en(s), f(s, x¯(s), ση(s))− f [s]〉

 ds+Rη(t),
(4.29)
for all t ∈ [0, T ]. For t ∈ [0, T ], denote by σˆη(t) = IAη(t)ση(t)+IAcη(t)u¯(t) if η = 2, · · · , l+1,
and by σˆ1(t) = σ1(t). We still obtain by Lemma 4.1 that, there exist measurable subset
Fǫ ⊂ [0, T ] with measure λ1ǫ
2T , Sη = (S
1
η , · · · , S
n
η )
⊤ : [0, T ] → Rn with η = 1, · · · , l + 1
and Q = (Q1, · · · , Qn)⊤ : [0, T ]→ Rn such that
λ1ǫ
2
∫ t
0


〈e1(s), f(s, x¯(s), σˆη(s))− f [s]〉
...
〈en(s), f(s, x¯(s), σˆη(s))− f [s]〉

 ds
=
∫
Fǫ∩[0,t]


〈e1(s), f(s, x¯(s), σˆη(s))− f [s]〉
...
〈en(s), f(s, x¯(s), σˆη(s))− f [s]〉

 ds+ Sη(t),
(4.30)
λ1ǫ
2
∫ t
0


〈e1(s), f(s, x¯(s), u(s)) − f [s]〉
...
〈en(s), f(s, x¯(s), u(s))− f [s]〉

 ds
=
∫
Fǫ∩[0,t]


〈e1(s), f(s, x¯(s), u(s))− f [s]〉
...
〈en(s), f(s, x¯(s), u(s)) − f [s]〉

 ds+Q(t),
(4.31)
and
|Sη(t)| ≤ ǫ
3, |Q(t)| ≤ ǫ3, ∀ t ∈ [0, T ], η = 1, · · · , l + 1.
Also, there exists a measurable subset Eǫ ⊂ [0, T ] with measure ǫT , G = (G
1, · · · , Gn)⊤ :
[0, T ]→ Rn and D = (D1, · · · ,Dn)⊤ : [0, T ]→ Rn such that
ǫ
∫ t
0


〈e1(s), f(s, x¯(s), u(s))− f [s]〉
...
〈en(s), f(s, x¯(s), u(s))− f [s]〉

 IF cǫ (s)ds
=
∫
[0,t]∩Eǫ


〈e1(s), f(s, x¯(s), u(s)) − f [s]〉
...
〈en(s), f(s, x¯(s), u(s)) − f [s]〉

 IF cǫ (s)ds +G(t),
(4.32)
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ǫ∫ t
0


(∇xf(s, x¯(s), u(s)) −∇xf [s])(d1(s),Xu,V (s))
...
(∇xf(s, x¯(s), u(s))−∇xf [s])(dn(s),Xu,V (s))

 IF cǫ (s)ds
=
∫
[0,t]∩Eǫ


(∇xf(s, x¯(s), u(s)) −∇xf [s])(d1(s),Xu,V (s))
...
(∇xf(s, x¯(s), u(s)) −∇xf [s])(dn(s),Xu,V (s))

 IF cǫ (s)ds+D(t),
(4.33)
and
|G(t)| ≤ ǫ3, |D(t)| ≤ ǫ3, ∀ t ∈ [0, T ].
For any ν = (ν1, · · · , νl+1) satisfying (4.21), it follows from Corollary 4.1 that, there exist
measurable subsets E1ν , · · · , E
l+1
ν of [0, T ] such that (4.22)-(4.25) hold, and
∑l+1
η=1 νη
∫ t
0


〈f(s, x¯(s), σˆη(s))− f [s], e1(s)〉
...
〈f(s, x¯(s), σˆη(s))− f [s], en(s)〉

 IFǫ(s)ds
=
∑l+1
η=1
∫
[0,t]∩Eην


〈f(s, x¯(s), σˆη(s))− f [s], e1(s)〉
...
〈f(s, x¯(s), σˆη(s))− f [s], en(s)〉

 IFǫ(s)ds+ C(t),
(4.34)
where C = (C1, · · · , Cn)⊤ : [0, T ]→ Rn satisfies |C(t)| ≤ ǫ3.
Recall uǫν(·) defined in (4.26). Denote by xˆ
ǫ(·) the solution to (1.2) with initial state
expx¯(0)
(
ǫV + ǫ2
∑l+1
η=1 νηW
η
)
and control u¯(·). Then, by [4, Proposition 4.2] and [3,
Lemma 5.2], there exists ǫ1 > 0 depending on |V | and x¯(0) such that
ρ(x(t;uǫν), x¯(t))
≤ ρ(x(t;uǫν), xˆ
ǫ(t)) + ρ(xˆǫ(t), x¯(t))
≤ 2L(1 + ρ(x0, expx¯(0)(ǫV + ǫ
2
∑l+1
η=1 νηW
η)))eLt(ǫ+ λ1ǫ
2)T
+Cx¯(0)ρ(x¯(0), expx¯(0)(ǫV + ǫ
2
∑l+1
η=1 νηW
η))
≤ 2L
(
1 + ρ(x0, x¯(0)) + ǫ|V |+ ǫ
2
∑l+1
η=1 |W
η|
)
eLt(ǫ+ λ1ǫ
2)T
+Cx¯(0)(ǫ|V |+ ǫ
2
∑l+1
η=1 |W
η|),
(4.35)
for t ∈ [0, T ] and ǫ ∈ [0, ǫ1], where Cx¯(0) is the positive constant depending on x¯(0), and
we have used (5.12) and condition (C2). Thus, for ǫ > 0 small enough, we can define V ǫν (·)
given by (4.28). Fix t ∈ [0, T ]. Denote by
βνǫ (θ; t) ≡ expx¯(t)θV
ǫ
ν (t), θ ∈ [0, 1]. (4.36)
Then, βνǫ (·; t) is a geodesic starting from x¯(t) and ending at x(t;u
ǫ
ν). Applying Lemma
5.1 to (4.36), we obtain
∂
∂θ
∣∣∣
θ=0
βνǫ (θ; t) = V
ǫ
ν (t). (4.37)
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By Lemma 5.1, (5.12), (5.13), (5.14), (5.17), (5.19), (5.4), (5.5), (4.35), (4.37), [3, Lemma
2.3], and Newton-Leibniz formula, we have, for each i = 1, · · · , n,
〈V ǫν (t), ei(t)〉 − 〈ǫV + ǫ
2
∑l+1
η=1 νηW
η, ei〉
= −12
∫ t
0
∂
∂s
∇1ρ
2(x¯(s), x(s, uǫν))(ei(s))ds
=
∫ t
0
{
−12∇2∇1ρ
2 (x¯(s), x(s, uǫν)) (ei(s), f (s, x(s, u
ǫ
ν), u
ǫ
ν(s)))
+12∇2∇1ρ
2(x¯(s), x¯(s))(ei(s), f(s, x¯(s), u
ǫ
ν(s)))
−12∇
2
1ρ
2(x¯(s), x(s, uǫν))(ei(s), f [s]) +
1
2∇
2
1ρ
2(x¯(s), x¯(s))(ei(s), f [s])
+〈ei(s), f(s, x¯(s), u
ǫ
ν(s))− f [s]〉} ds
= −12
∫ t
0
∫ 1
0
∂
∂θ
∇2∇1ρ
2(x¯(s), βνǫ (θ; s))(ei(s), f(s, β
ν
ǫ (θ; s), u
ǫ
ν(s)))dθds
−12
∫ t
0
∫ 1
0
∂
∂θ
∇21ρ
2(x¯(s), βνǫ (θ; s))(ei(s), f [s])dθds
+
∫ t
0 〈ei(s), f(s, x¯(s), u
ǫ
ν(s))− f [s]〉ds
=
∫ t
0 {∇xf [s](di(s), V
ǫ
ν (s)) + 〈ei(s), f(s, x¯(s), u
ǫ
ν(s))− f [s]〉
+∇xf(s, x¯(s), u
ǫ
ν(s))(di(s), V
ǫ
ν (s))−∇xf [s](di(s), V
ǫ
ν (s))
−12R(ei(s), V
ǫ
ν (s), f [s], V
ǫ
ν (s)) +
1
2∇
2
xf [s](di(s), V
ǫ
ν (s), V
ǫ
ν (s))}ds
+Aǫi(t) +B
ǫ
i (t),
(4.38)
where
Aǫi(t) =−
1
2
∫ t
0
∫ 1
0
[
∇2∇1ρ
2(x¯(s), βνǫ (θ; s))[ei(s),∇ ∂
∂θ
βνǫ (θ;s)
f(s, ·, uǫν(s))]
−∇2∇1ρ
2(x¯(s), x¯(s))[ei(s),∇V ǫν (s)f(s, ·, u
ǫ
ν(s))]
]
dθds
−
1
2
∫ t
0
∇2xf [s][di(s), V
ǫ
ν (s), V
ǫ
ν (s)]ds,
Bǫi (t) =−
1
2
∫ t
0
∫ 1
0
[
∇22∇1ρ
2(x¯(s), βνǫ (θ; s))[ei(s), f(s, β
ν
ǫ (θ; s), u¯(s)),
∂
∂θ
βνǫ (θ; s)]
−∇22∇1ρ
2(x¯(s), x¯(s))[ei(s), f(s, x¯(s), u¯(s)), V
ǫ
ν (s)]
+∇2∇
2
1ρ
2(x¯(s), βνǫ (θ; s))[ei(s), f [s],
∂
∂θ
βνǫ (θ; s)]
−∇2∇
2
1ρ
2(x¯(s), x¯(s))[ei(s), f [s], V
ǫ
ν (s)]−R[ei(s), V
ǫ
ν (s), f [s], , V
ǫ
ν (s)]
∇22∇1ρ
2(x¯(s), βνǫ (θ; s))[ei(s), f(s, β
ν
ǫ (θ; s), u
ǫ
ν(s))− f(s, β
ν
ǫ (θ; s), u¯(s)),
∂
∂θ
βνǫ (θ; s)]
]
dθds.
Set
V ǫν (s) =
n∑
k=1
aǫk(s)ek(s), ∀ s ∈ [0, T ]. (4.39)
Since βνǫ (·; s) is a geodesic, we have
∂
∂τ
βνǫ (τ ; s) = Lx¯(s)βνǫ (τ ;s)V
ǫ
ν (s) =
n∑
k=1
aǫk(s)Lx¯(s)βνǫ (τ ;s)ek(s), s ∈ [0, T ], τ ∈ [0, 1], (4.40)
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and
|
∂
∂τ
βνǫ (τ ; s)|
2 = |V ǫν (s)|
2 =
n∑
k=1
aǫk(s)
2. (4.41)
We obtain from [3, (2.17)] and (4.35) that
sup
s∈[0,T ]
n∑
k=1
aǫk(s)
2 = O(ǫ2), (4.42)
where O(α) is a number satisfying | limα→0+ O(α)| <∞.
By [3, (2.20)], (4.40) and Newton-Leibniz formula, we have
Aǫi(t)
= −12
∫ t
0
∫ 1
0
∫ θ
0
[∑n
k,l=1 a
ǫ
k(s)a
ǫ
l (s)∇
2
2∇1ρ
2(x¯(s), βνǫ (τ ; s))(ei(s),
∇Lx¯(s)βνǫ (τ ;s)ek(s)
f(s, ·, uǫν(s)), Lx¯(s)βνǫ (τ ;s)el(s))
+∇2∇1ρ
2(x¯(s), βνǫ (τ ; s))(ei(s),
∇ ∂
∂τ
βνǫ (τ ;s)
∇ ∂
∂τ
βνǫ (τ ;s)
f(s, ·, uǫν(s))
]
dτdθds
−12
∫ t
0 ∇
2
xf [s](di(s), V
ǫ
ν (s), V
ǫ
ν (s))ds
= −12
∫ t
0
∫ 1
0
∫ θ
0
∑n
k,l=1 a
ǫ
k(s)a
ǫ
l (s)∇
2
2∇1ρ
2(x¯(s), βνǫ (τ ; s))
(
ei(s),
∇Lx¯(s)βνǫ (τ ;s)ek(s)
f(s, ·, uǫν(s)), Lx¯(s)βνǫ (τ ;s)el(s)
)
dτdθds
+12
∫ t
0
[
∇2xf(s, x¯(s), u
ǫ
ν(s))−∇
2
xf [s]
]
(di(s), V
ǫ
ν (s), V
ǫ
ν (s))ds
+
∫ t
0
∫ 1
0
∑n
k,l=1
[
∇2xf(s, β
ν
ǫ (τ ; s), u
ǫ
ν(s))
(
˜d exp−1
βνǫ (τ ;s)
∣∣∣
x¯(s)
ei(s),
Lx¯(s)βνǫ (τ ;s)ek(s), Lx¯(s)βνǫ (τ ;s)el(s)
)
−∇2xf(s, x¯(s), u
ǫ
ν(s))
(
di(s), ek(s), el(s)
)]
(1− τ)aǫk(s)a
ǫ
l (s)dτds,
(4.43)
where ˜d exp−1
βνǫ (τ ;s)
∣∣∣
x¯(s)
ei(s) is the dual covector of d exp
−1
βνǫ (τ ;s)
∣∣∣
x¯(s)
ei(s). Similarly we have
Bǫi (t)
= −12
∫ t
0
∫ 1
0
∫ θ
0
∑n
k,l=1
[
∇32∇1ρ
2(x¯(s), βνǫ (τ ; s))
(
ei(s), f(s, β
ν
ǫ (τ ; s), u¯(s)),
Lx¯(s)βνǫ (τ ;s)ek(s), Lx¯(s)βνǫ (τ ;s)el(s)
)
+∇22∇
2
1ρ
2(x¯(s), βνǫ (τ ; s))
(
ei(s), f [s],
Lx¯(s)βνǫ (τ ;s)ek(s), Lx¯(s)βνǫ (τ ;s)el(s)
)
− 2R(ei(s), ek(s), f [s], el(s))
+∇22∇1ρ
2(x¯(s), βνǫ (τ ; s))
(
ei(s),∇Lx¯(s)βνǫ (τ ;s)ek(s)
f(s, ·, u¯(s)), Lx¯(s)βνǫ (τ ;s)el(s)
)]
·aǫk(s)a
ǫ
l (s)dτdθds+ o(ǫ
2),
(4.44)
where we have used (4.41), (4.42) and (5.18), and o(α) is a tensor of proper type and
satisfies limα→0+
o(α)
α
= 0.
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We obtain from (4.32), (4.34), (4.30) and (4.29), that∫ t
0 〈ei(s), f(s, x¯(s), u
ǫ
ν(s))− f [s]〉ds
= ǫ
∫ t
0 〈ei(s), f(s, x¯(s), u(s)) − f [s]〉ds
+ǫ2
∑l+1
η=1 νηλη
∫ t
0 〈ei(s), f(s, x¯(s), ση(s))− f [s]〉ds
−
(
Gi(t) +
∑l+1
η=1 νη(S
i
η(t) +R
i
η(t)λ1ǫ
2) + Ci(t)
)
+ o(ǫ2), ∀ t ∈ [0, T ].
(4.45)
Recall that Xu,V (·) is the solution to (2.14). We obtain that
ǫ〈Xu,V (t), ei(t)〉 − ǫ〈V, ei〉
= ǫ
∫ t
0
(
∇xf [s](di(s),Xu,V (s)) + 〈ei(s), f(s, x¯(s), u(s))− f [s]〉
)
ds.
(4.46)
By subtracting (4.46) from (4.38), we obtain from [3, Lemma 4.1], (C2), (C3), (4.45),
(4.43), (4.44), and (4.42) that
〈V ǫν (t)− ǫXu,V (t), ei(t)〉 =
∫ t
0
∇xf [s](di(s), V
ǫ
ν (s)− ǫXu,V (s))ds + o(ǫ).
Applying the Gronwall’s inequality to the above inequality, we obtain
|〈V ǫν (t)− ǫXu,V (t), ei(t)〉| ≤ C · o(ǫ), ∀ t ∈ [0, T ],
for some positive constant C. Consequently, we have
V ǫν (t)− ǫXu,V (t) = o(ǫ), ∀ t ∈ [0, T ]. (4.47)
It follows from (4.47), (4.33) and (C2) that
∫ t
0
(
∇xf(s, x¯(s), u
ǫ
ν(s))(di(s), V
ǫ
ν (s))−∇xf [s](di(s), V
ǫ
ν (s))
)
ds
= ǫ2
∫ t
0 (∇xf(s, x¯(s), u(s)) −∇xf [s])(di(s),Xu,V (s))ds + o(ǫ
2).
(4.48)
Denote by Y ν(·) the solution to the following equation

∇ ˙¯x(t)Y
ν = ∇xf [t](·, Y
ν(t)) +
∑l+1
η=1 ληνη(f(t, x¯(t), ση(t))− f [t])
+12∇
2
xf [t](·,Xu,V (t),Xu,V (t)) +∇xf(t, x¯(t), u(t))(·,Xu,V (t))
−∇xf [t](·,Xu,V (t))−
1
2R(·,Xu,V (t), f [t],Xu,V (t)), a.e. t ∈ (0, T ),
Y ν(0) =
∑l+1
η=1 νηW
η.
(4.49)
It is easy to check that
l+1∑
η=1
νηY
λη ,W
η
u,ση (t) = Y
ν(t), ∀ t ∈ [0, T ],
where Y
λη ,W
η
u,ση (t) is defined by (4.12).
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By employing (4.38), (4.45), (4.46), (4.47), (4.48), (4.5), we derive
〈V ǫν (t)− ǫXu,V (t)− ǫ
2Y ν(t), ei(t)〉
=
∫ t
0
∇xf [s](di(s), V
ǫ
ν (s)− ǫXu,V (s)− ǫ
2Y ν(s))ds +Aǫi(t) +B
ǫ
i (t) + o(ǫ
2), ∀ t ∈ [0, T ].
Applying the Gronwall’s inequality and [3, Lemma 4.1] to the above identity, we obtain
that
|V ǫν (t)− ǫXu,V (t)− ǫ
2Y ν(t)| ≤ 2eLT
[ n∑
i=1
max
s∈[0,T ]
(|Aǫi(s)|+ |B
ǫ
i (s)|) + o(ǫ
2)
]
, ∀ t ∈ [0, T ].
Fix any small α > 0. By Lebesgue’s dominated convergence theorem, [3, (2.24)], [3,
Lemma 2.3] (4.42), (4.35), (C2) and (C3), there exists ǫ0 ∈ (0, ǫ1] such that, for all
ǫ ∈ [0, ǫ0],
2eLT
[ n∑
i=1
max
s∈[0,T ]
(|Aǫi(s)|+ |B
ǫ
i (s)|) + o(ǫ
2)
]
≤ αǫ2,
and (4.27) follows.
Step 2. Given α > 0, we claim that, there exists ǫˆ0 ∈ (0, ǫ0] such that, for all ǫ ∈ [0, ǫˆ0]
and any ν = (ν1, · · · , νl+1) satisfying (4.21), it holds for ϕ = φi, ψ with i = 0, 1, · · · , j that∣∣∣ϕ(x(0;uǫν ), x(T ;uǫν))− ϕ(x¯(0), x¯(T ))
−ǫ
(
∇1ϕ(x¯(0), x¯(T ))(V ) +∇2ϕ(x¯(0), x¯(T ))(Xu,V (T ))
)
−ǫ2
∑l+1
η=1 νη
(
∇1ϕ(x¯(0), x¯(T ))(W η) +∇2ϕ(x¯(0), x¯(T ))(Y
λη ,W
η
u,ση (T ))
+12D
2ϕ(u, V )
)∣∣∣
≤ αǫ2,
(4.50)
where D2ϕ is defined in (4.10).
In fact, recalling (4.36), (4.40) and (4.37), and following the same argument as that in
(4.38) we obtain that
ϕ(x(0;uǫν), x(T ;u
ǫ
ν))− ϕ(x¯(0), x¯(T ))
= ∇1ϕ(x¯(0), x¯(T ))(ǫV + ǫ
2
∑l+1
η=1 νηW
η) +∇2ϕ(x¯(0), x¯(T ))(V
ǫ
ν (T ))
+12∇
2
1ϕ(x¯(0), x¯(T ))(ǫV + ǫ
2
∑l+1
η=1 νηW
η, ǫV + ǫ2
∑l+1
η=1 νηW
η)
+∇2∇1ϕ(x¯(0), x¯(T ))(ǫV + ǫ
2
∑l+1
η=1 νηW
η, V ǫν (T ))
+12∇
2
2ϕ(x¯(0), x¯(T ))(V
ǫ
ν (T ), V
ǫ
ν (T )) +C
ǫ,
(4.51)
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where
Cǫ
=
∫ 1
0
n∑
η,ξ=1
{[
∇21ϕ(β
ν
ǫ (τ ; 0), β
ν
ǫ (τ ;T ))(Lx¯(0)βνǫ (τ ;0)eξ, Lx¯(0)βνǫ (τ ;0)eη)
−∇21ϕ(x¯(0), x¯(T ))(eξ , eη)
]
aǫξ(0)a
ǫ
η(0)
+ 2aǫη(0)a
ǫ
ξ(T )
[
∇2∇1ϕ(β
ν
ǫ (τ ; 0), β
ν
ǫ (τ ;T ))(Lx¯(0)βνǫ (τ ;0)eη,
Lx¯(T )βνǫ (τ ;T )eξ(T ))−∇2∇1ϕ(x¯(0), x¯(T ))(eη , eξ(T ))
]
+ aǫη(T )a
ǫ
ξ(T )[
∇22ϕ(β
ν
ǫ (τ ; 0), β
ν
ǫ (τ ;T ))(Lx¯(T )βνǫ (τ ;T )eη(T ), Lx¯(T )βνǫ (τ ;T )eξ(T ))
−∇22ϕ(x¯(0), x¯(T ))(eη(T ), eξ(T ))
]}
(1− τ)dτ,
with aǫη(·) defined by (4.39). Applying Lesbegue’s dominated convergence theorem, (4.35)
and (4.42) to (4.51), we obtain via (4.27) that, there exists ǫˆ0 ∈ (0, ǫ0] such that (4.50)
holds for all ǫ ∈ [0, ǫˆ0].
Step 3. According to (4.50), (4.16), (2.13) and (4.17), there exists ǫ˜0 > 0 such that,
for ǫ ∈ [0, ǫ˜0] and ν satisfying (4.21), the following relations hold:
∣∣∣ǫ−2ψ(x(0;uǫν ), x(T ;uǫν))− l+1∑
η=1
νη
(
∇1ψ(x¯(0), x¯(T ))(W
η)
+∇2ψ(x¯(0), x¯(T ))(Y
λη ,W
η
u,ση (T )) +
1
2
D2ψ(u, V )
)∣∣∣ ≤ δ0;
If i ∈ IN ,
φi(x(0;u
ǫ
ν), x(T ;u
ǫ
ν)) = φi(x¯(0), x¯(T )) +O(ǫ) < 0; (4.52)
If i ∈ IAO \ I
′′
0 ,
φi(x(0;u
ǫ
ν), x(T ;u
ǫ
ν))
=ǫ(∇1φi(x¯(0), x¯(T ))(V ) +∇2φi(x¯(0), x¯(T ))(Xu,V (T ))) + o(ǫ) < 0; (4.53)
If i ∈ I ′′0 ,
φi(x(0;u
ǫ
ν), x(T ;u
ǫ
ν))
= ǫ2
(
∇1φi(x¯(0), x¯(T ))(
∑l+1
η=1 νηW
η) +∇2φi(x¯(0), x¯(T ))
∑l+1
η=1 νηY
λη ,W
η
u,ση (T )
+12D
2φi(u, V )
)
+
[
φi(x(0;u
ǫ
ν), x(T ;u
ǫ
ν))
−ǫ2
(
∇1φi(x¯(0), x¯(T ))(
∑l+1
η=1 νηW
η) +∇2φi(x¯(0), x¯(T ))
∑l+1
η=1 νηY
λη ,W
η
u,ση (T )
+12D
2φi(u, V )
)]
< 0.
(4.54)
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Then, recalling (4.16), we can define a map
F :co{∇1ψ(x¯(0), x¯(T ))(W
η) +∇2ψ(x¯(0), x¯(T ))(Y
λη ,W
η
u,ση (T )) +
1
2
D2ψ(u, V )}l+1η=1
→ co{∇1ψ(x¯(0), x¯(T ))(W
η) +∇2ψ(x¯(0), x¯(T ))(Y
λη ,W
η
u,ση (T )) +
1
2
D2ψ(u, V )}l+1η=1
as follows:
F
( l+1∑
η=1
νη
(
∇1ψ(x¯(0), x¯(T ))(W
η) +∇2ψ(x¯(0), x¯(T ))(Y
λη ,W
η
u,ση (T )) +
1
2
D2ψ(u, V )
))
=− ǫ˜−20 ψ(x¯(0;u
ǫ˜0
ν ), x(T ;u
ǫ˜0
ν )) +
l+1∑
η=1
νη
(
∇1ψ(x¯(0), x¯(T ))(W
η)
+∇2ψ(x¯(0), x¯(T ))(Y
λη ,W
η
u,ση (T )) +
1
2
D2ψ(u, V )
)
,
where uǫ˜0ν (·) is given in Step 1. We obtain from [3, Lemma 5.1] and (4.25) that F is
continuous. By Browner’s fixed point theorem, there exists ν0 = (ν01 , · · · , ν
0
l+1) satisfying
(4.21) such that
F
( l+1∑
η=1
ν0η
(
∇1ψ(x¯(0), x¯(T ))(W
η) +∇2ψ(x¯(0), x¯(T ))(Y
λη ,W
η
u,ση (T )) +
1
2
D2ψ(u, V )
))
=
l+1∑
η=1
ν0η
(
∇1ψ(x¯(0), x¯(T ))(W
η) +∇2ψ(x¯(0), x¯(T ))(Y
λη ,W
η
u,ση (T )) +
1
2
D2ψ(u, V )
)
,
which implies that
ψ(x(0, uǫ˜0
ν0
), x(T, uǫ˜0
ν0
)) = 0. (4.55)
Inequalities (4.52)-(4.54) imply that φi(x(0, u
ǫ˜0
ν0
), x(T, uǫ˜0
ν0
)) < 0 for all i = 0, 1, · · · , j,
which together with (4.55), contradicts the optimality of (x¯(·), u¯(·)). The proof is con-
cluded. 
Proof of Theorem 2.2. Without loss of generality, we assume φ0(x¯(0), x¯(T )) = 0.
First, we shall prove the case k > 0. It follows from Lemma 4.5 that, there eixsts
ℓˆ = (ℓˆ0, · · · , ℓˆj , ℓˆψ) ∈ R
1+j+k \ {0} such that (2.19) and (2.20) hold, and the following
inequality
∑j
i=0 ℓˆi
(
∇1φi(x¯(0), x¯(T ))(W ) +∇2φi(x¯(0), x¯(T ))Y
λ,W
u,σ (T )
+12D
2φi(x¯(0), x¯(T ))(u, V )
)
+ ℓˆ⊤ψ
(
∇1ψ(x¯(0), x¯(T ))(W )
+∇2ψ(x¯(0), x¯(T ))Y
λ,W
u,σ (T ) +
1
2D
2ψ(x¯(0), x¯(T ))(u, V )
)
≤ 0
(4.56)
35
holds for all (σ(·), λ,W ) ∈ U×(0,+∞)×Tx¯(0)M . Recall (4.12), (2.10) and (2.22). Applying
Newton-Leibniz formula to (4.56), we obtain
(d1L(x¯(0), x¯(T ), ℓˆ) + p
ℓˆ(0))(W ) + λ
∫ T
0
(
H(t, x¯(t), pℓˆ(t), σ(t)) −H{t}ℓˆ
)
dt
+
1
2
∫ T
0
(
∇2xH{t}
ℓˆ(Xu,V (t),Xu,V (t)) + 2(∇xH(t, x¯(t), p
ℓˆ(t), u(t))
−∇xH{t}
ℓˆ)(Xu,V (t))−R(p˜
ℓˆ(t),Xu,V (t), f [t],Xu,V (t))
)
dt
+
1
2
∇21L(x¯(0), x¯(T ), ℓˆ)(V, V ) +∇2∇1L(x¯(0), x¯(T ), ℓˆ)(V,Xu,V (T ))
+
1
2
∇22L(x¯(0), x¯(T ), ℓˆ)(Xu,V (T ),Xu,V (T )) ≤ 0, (4.57)
where pℓˆ solves (2.10) with ℓ replaced by ℓˆ, {t}ℓˆ is given in (2.22), and p˜ℓˆ(t) is the dual
vector of pℓˆ(t). From the above relation, one can easily obtain by contradiction argument
that
(∇1L(x¯(0), x¯(T ), ℓˆ) + p
ℓˆ(0))(W ) +
∫ T
0
(
H(t, x¯(t), pℓˆ(t), σ(t)) −H{tˆ}ℓˆ
)
dt ≤ 0,
for all (W,σ(·)) ∈ Tx¯(0)M ×U . If follows from Remark 2.2 that ℓˆ is a Lagrange multiplier,
and (2.21) follows.
Then, for the case k = 0, we claim that there exists (ℓ0, · · · , ℓj)
⊤ ∈ R1+j \ {0} such
that
j∑
η=0
ℓηβη ≤
j∑
η=0
ℓηzη, ∀ (β0, · · · , βj)
⊤ ∈ Ku,V , (z0, · · · , zj)
⊤ ∈ Z. (4.58)
If it were not true, it follows from [16, Theorem 11.3, p.97] that Ku,V ∩Z 6= ∅. Then, there
exists (σ0, λ0,W
0) ∈ U × (0,+∞)×Tx¯(0)M , θ0 > 0 and (z0, z1, · · · , zj) ∈ (−∞, 0)
1+j such
that (4.20) holds. Recalling the proof of Lemma 4.5, we can show similarly that, for any
small α > 0, there exists ǫ0 > 0 such that, for all ǫ ∈ [0, ǫ0], there eixst measurable subsets
Eǫ, Fǫ ⊂ [0, T ] with |Eǫ| = ǫT and |Fǫ| = λ0ǫ
2T such that the following relations hold: Set
by uǫ(t) = I(Fǫ∪Eǫ)c(t)u¯(t) + IEǫ\Fǫ(t)u(t) + IFǫ(t)σ0(t) for almost all t ∈ [0, T ]. Denote
by x(·;uǫ) the solution to (1.2) corresponding to the initial state expx¯(0)(ǫV + ǫ
2W 0) and
control uǫ(·). It holds that |V ǫ(t)− ǫXu,V (t)− ǫ
2Y λ0,W
0
u,σ0 (t)| ≤ αǫ
2 for all t ∈ [0, T ], where
V ǫ(t) = exp−1
x¯(t) x(t;u
ǫ). Then, following the same argument as that in (4.52)-(4.54), we
obtain that φi(x(0;u
ǫ), x(T ;uǫ)) − φi(x¯(0), x¯(T )) < 0 for i = 0, 1, · · · , j, when ǫ > 0 is
small enough, and a contradiction follows. 
A sketch of proof of Theorem 2.1. First, we shall show that the set
Kˆ
△
= {∇1ΦIAO(x¯(0), x¯(T ))(W ) +∇2ΦIAO(x¯(0), x¯(T ))(Xσ,W (T ))|σ ∈ U ,W ∈ Tx¯(0)M}
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is convex. Then, without loss of generaty, we assume φ0(x¯(0), x¯(T )) = 0, and denote by
Zˆ
△
= (−∞, 0)j+1 − coneφ(x¯(0), x¯(T )).
Using the same argument as that in Lemma 4.5 that, there exists ℓ = (ℓ0, ℓ1, · · · , ℓj, ℓψ) ∈
R1+j+k \ {0} such that
j∑
i=0
ℓi
(
∇1φi(x¯(0), x¯(T ))(W ) +∇2φi(x¯(0), x¯(T ))(Xσ,W (T ))
)
+ ℓ⊤ψ
(
∇1ψ(x¯(0), x¯(T ))(W ) +∇2ψ(x¯(0), x¯(T ))(Xσ,W (T ))
)
≤
j∑
i=0
ℓizˆi,
for all σ ∈ U , W ∈ Tx¯(0)M and zˆ = (zˆ0, · · · , zˆj)
⊤ ∈ Zˆ. By integration by parts over [0, T ],
we obtain (2.12) and (2.8) from the above relation. 
4.3 Proofs of Theorems 2.3–2.4
We first prove Theorem 2.3.
Proof of Theorem 2.3. Set τ−1 = 0. Fix ǫ ∈ (0,min0≤i≤ℓ{τi− τi−1}). Then, it follows
from (2.30) and condition (C2) that, there eixsts rǫ ∈ (0, ǫ) such that∣∣∣ 1
rǫ
∫ τi
τi−rǫ
A(s, u(s))ds −A(τi, u(τi))
∣∣∣ < ǫ, (4.59)∣∣∣ 1
rǫ
∫ τi
τi−rǫ
Z(s)[A(s, u(s))−A(s, u¯(s))]Z−1(s)ds
−Z(τi)[A(τi, u(τi))−A(τi, u¯(τi))]Z
−1(τi)
∣∣∣ < ǫ, (4.60)
r−1ǫ |{τ ; |τ − τi| ≤ rǫ, |A(τ, u(τ)) −A(τi, u(τi))| > ǫ}| < ǫ, (4.61)
r−1ǫ
∣∣{τ ; |τ − τi| ≤ rǫ, |Z(τ)[A(τ, u(τ)) −A(τ, u¯(τ))]Z−1(τ)
−Z(τi)[A(τi, u(τi))−A(τi, u¯(τi))]Z
−1(τi)| > ǫ
}∣∣ < ǫ, (4.62)
for i = 0, · · · , ℓ.
By [19, Lemma], there exists {βǫi }
ℓ
i=0 ⊂ (0,+∞) such that β
ǫ
i → βi as ǫ → 0 for
i = 0, · · · , ℓ, and
∇Φη
ℓ∑
i=0
βǫi
rǫ
∫ τi
τi−rǫ
A(s, u(s))ds = 0, η = 1, · · · , j, (4.63)
∇Ψ
ℓ∑
i=0
βǫi
rǫ
∫ τi
τi−rǫ
A(s, u(s))ds = 0. (4.64)
37
Set
ui(s) = I[τi−rǫ,τi](s)u(s) + I[τi−rǫ,τi]c(s)u¯(s), s ∈ [0, T ], i = 0, · · · , ℓ.
Then, (4.63) and (4.64) are respectively equivalent to∑ℓ
p=0 β
ǫ
p
rǫ
∇Φη
ℓ∑
i=0
βˆǫi
∫ T
0
A(s, ui(s))ds = 0, η = 1, · · · , j, (4.65)
and ∑ℓ
p=0 β
ǫ
p
rǫ
∇Ψ
ℓ∑
i=0
βˆǫi
∫ T
0
A(s, ui(s))ds = 0, (4.66)
where βˆǫi =
βǫi∑ℓ
p=0 β
ǫ
p
for i = 0, · · · , ℓ. By Lemma 4.2, there exists muturally disjoint subsets
F ǫ0 , · · · , F
ǫ
ℓ of [0, T ] with |F
ǫ
i | = βˆ
ǫ
iT for i = 0, · · · , ℓ, such that
ℓ∑
i=0
βˆǫi
∫ t
0
A(s, ui(s))ds =
ℓ∑
i=0
∫
[0,t]∩F ǫi
A(s, ui(s))ds +R−1(t, ǫ), (4.67)
ℓ∑
i=0
βˆǫi
∫ t
0
~p(s)[A(s, ui(s))−A(s, u¯(s))]Z
−1(s)
∫ s
0
A(τ, uη(τ))dτds
=
ℓ∑
i=0
∫
[0,t]∩F ǫi
~p(s)[A(s, ui(s))−A(s, u¯(s))]Z
−1(s)
∫ s
0
A(τ, uη(τ))dτds +Rη(t, ǫ), (4.68)
for all t ∈ [0, T ], where Rη(T, ǫ) = 0 and |Rη(t, ǫ)| ≤ r
3
ǫ for all t ∈ [0, T ], and η =
−1, 0, · · · , ℓ. Set vǫ(·) =
∑ℓ
i=0 IF ǫi (·)ui(·). Then, (4.65) and (4.66) are respectively reduced
to
∇Φη
∫ T
0
Z(s)(~f(s, vǫ(s))− ~f(s, u¯(s)))ds = 0, η = 1, · · · , j, (4.69)
∇Ψ
∫ T
0
Z(s)(~f(s, vǫ(t))− ~f(s, u¯(s)))ds = 0. (4.70)
Denote by Xvǫ(·) the solution to (2.14) with (u(·), V ) replaced by (v
ǫ(·), 0). Then, we can
express Xvǫ(·) by
Xvǫ(t) =
n∑
i=1
Xivǫ(t)ei(t),
~Xvǫ(t) = (X
1
vǫ(t), · · · ,X
n
vǫ(t))
⊤, ∀ t ∈ [0, T ].
If follows from (4.69) and (4.70) that
∇φη(x¯(T ))Xvǫ(T ) = 0, ∇ψ(x¯(T ))(Xvǫ (T )) = 0, η = 1, · · · , j. (4.71)
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By integrating by parts over [0, T ], we obtain∫ T
0
[H(t, x¯(t), p(t), vǫ(t))−H(t, x¯(t), p(t), u¯(t))]dt
=[ℓ0∇φ0(x¯(T )) +
j∑
i=1
ℓi∇φi(x¯(T )) + ℓ
⊤
ψ∇ψ(x¯(T ))](Xvǫ (T )),
which together with (4.71) and vǫ(t) ∈ U(t) a.e. t ∈ [0, T ], implies that
∇φ0(x¯(T ))(Xvǫ(T )) = 0.
Therefore, vǫ(·) is a Pontryagin’s type critical direction.
Set ~p(t) = (p1(t), · · · , pn(t)). Recalling (2.25) and (2.28), we obtain{
~˙p(t) = −~p(t)A(t, u¯(t)), a.e. t ∈ [0, T ),
~p(T ) = (
∑j
i=0 ℓi∇Φi + ℓ
⊤
ψ∇Ψ)Z(T ),
where ∇Φ0 is defined by (2.32) with i = 0. Recalling (2.28), we have
~p(t) = (
j∑
i=0
ℓi∇Φi + ℓ
⊤
ψ∇Ψ)Z(t), ∀ t ∈ [0, T ]; (4.72)
~Xvǫ(t) = Z
−1(t)
∫ t
0
Z(s)
(
~f(s, vǫ(s))− ~f(s, u¯(s))
)
ds, ∀ t ∈ [0, T ]. (4.73)
By Theorem 2.2, (4.72) and (4.73), we derive
∫ T
0
{
~Xvǫ(t)
⊤
(
∇2xf [t](p(t), eξ(t), eζ(t))
)n
ξ,ζ=1
~Xvǫ(t) + 2~p(t)
(
A(t, vǫ(t))
−A(t, u¯(t))
)
~Xvǫ(t)
}
dt−
∫ T
0
~Xvǫ(t)
⊤ (R(p˜(t), ei(t), f [t], eν(t)))
n
i,ν=1
~Xvǫ(t)dt+ ~Xvǫ(T )
⊤
(∑j
i=0 ℓi∇
2Φi +
∑k
η=1 ℓ
η
ψ∇
2Ψη
)
~Xvǫ(T ) ≤ 0,
(4.74)
where ∇2Φ0, · · · ,∇
2Φj and ∇
2Ψη (η = 1, · · · , k) are defined in (2.34). It follows from
(4.67) and (4.73) that
~Xvǫ(t) =Z
−1(t)
ℓ∑
i=0
βˆǫi
∫ t
0
Z(s)
(
~f(s, ui(s))− ~f(s, u¯(s))
)
ds
− Z−1(t)R−1(t, ǫ), ∀ t ∈ [0, T ]. (4.75)
From the definition of ui(·) we derive that
~Xvǫ(t) =Z
−1(t)
∑
0≤η<i
βˆǫη
∫ τη
τη−rǫ
A(s, u(s))ds
+ Z(t)−1βˆǫi
∫ t
τi−rǫ
A(s, u(s))I[τi−rǫ,τi](s)ds − Z
−1(t)R−1(t, ǫ), (4.76)
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where t ∈ [τi−1, τi] with i = 0, · · · , ℓ+1, and we set βˆ
ǫ
ℓ+1 = 0. Then, we obtain from (4.61)
that
1
r2ǫ
∫ T
0
~Xvǫ(t)
⊤
(
∇2xf [t](p(t), eξ(t), eζ(t))
)n
ξ,ζ=1
~Xvǫ(t)dt
= 1
r2ǫ
∫ τ0
0
~Xvǫ(t)
⊤
(
∇2xf [t](p(t), eξ(t), eζ(t))
)n
ξ,ζ=1
~Xvǫ(t)dt
+ 1
r2ǫ
∑ℓ
i=0
∫ τi+1
τi
~Xvǫ(t)
⊤
(
∇2xf [t](p(t), eξ(t), eζ(t))
)n
ξ,ζ=1
~Xvǫ(t)dt
= 1
r2ǫ
∑ℓ
i=0
(∑
0≤η≤i βˆ
ǫ
η
∫ τη
τη−rǫ
A(s, u(s))ds
)⊤ ∫ τi+1
τi
(
Z−1(t)
)⊤
(
∇2xf [t](p(t), eξ(t), eζ(t))
)n
ξ,ζ=1
Z(t)−1dt
∑
0≤ηˆ≤i βˆ
ǫ
ηˆ
∫ τηˆ
τηˆ−rǫ
A(s, u(s))ds + o(1)
= 1
(
∑ℓ
p=0 βp)
2
∑ℓ
i=0
∑
0≤η,ηˆ≤i βηβηˆA(τη, u(τη))
⊤
∫ τi+1
τi
(
Z−1(t)
)⊤
(
∇2xf [t](p(t), eξ(t), eζ(t))
)n
ξ,ζ=1
Z(t)−1dtA(τηˆ, u(τηˆ)) + o(1),
(4.77)
where the term o(1) satisfies limǫ→0+ o(1) = 0. Similarly we have
1
r2ǫ
∫ T
0
~Xvǫ(t)
⊤[R(p˜(t), ei(t), f [t], eν(t))]
n
i,ν=1
~Xvǫ(t)dt
= 1
(
∑ℓ
p=0 βp)
2
∑ℓ
i=0
∑
0≤η,ηˆ≤i βηβηˆA(τη, u(τη))
⊤
∫ τi+1
τi
(
Z−1(t)
)⊤
[R(p˜(t), eξ(t), f [t], eν(t))]
n
ξ,ν=1Z(t)
−1dtA(τηˆ, u(τηˆ)) + o(1).
(4.78)
Recalling (4.59), (4.60), (4.68), (4.72) and (4.75), we obtain
2
r2ǫ
∫ T
0 ~p(t)[A(t, v
ǫ(t))−A(t, u¯(t))] ~Xvǫ (t)dt
= 2
r2ǫ
∑ℓ
i=0 βˆ
ǫ
i {
∑ℓ
η=0
∫
F ǫη
~p(t)[A(t, uη(t))−A(t, u¯(t))]Z
−1(t)∫ t
0 Z(s)[
~f(s, ui(s))− ~f(s, u¯(s))]ds}dt + o(1)
= 2
r2ǫ
∑ℓ
i=0 βˆ
ǫ
i
∑ℓ
η=0 βˆ
ǫ
η
∫ T
0 ~p(t)[A(t, uη(t))−A(t, u¯(t))]Z
−1(t)∫ t
0 Z(s)[
~f(s, ui(s))− ~f(s, u¯(s))]ds dt+ o(1)
= 2
r2ǫ
∑ℓ
η=0
∑ℓ
0≤i≤η βˆ
ǫ
i βˆ
ǫ
η
∫ τη
τη−rǫ
~p(t)[A(t, u(t)) −A(t, u¯(t))]Z−1(t)
·
∫
[0,t]∩[τi−rǫ,τi]
A(s, u(s))dsdt+ o(1)
= 2
r2ǫ
∑ℓ
η=0 βˆ
ǫ
η
∫ τη
τη−rǫ
~p(t)[A(t, u(t)) −A(t, u¯(t))]Z−1(t){∑
0≤i<η βˆ
ǫ
i
∫ τi
τi−rǫ
A(s, u(s))ds + βˆǫηA(τη, u(τη))(t− τη + rǫ)
+βˆǫη
∫ t
τη−rǫ
[A(s, u(s))−A(τη, u(τη))]ds
}
dt+ o(1)
= 2
(
∑ℓ
p=0 βp)
2
∑ℓ
η=0 βη~p(τη)[A(τη , u(τη))−A(τη , u¯(τη))]Z
−1(τη)
·
∑
0≤i<η βiA(τi, u(τi)) +
2
r2ǫ
∑ℓ
η=0(βˆ
ǫ
η)
2~p(τη)[A(τη , u(τη))−A(τη, u¯(τη))]
·Z−1(τη)A(τη, u(τη))
∫ τη
τη−rǫ
(t− τη + rǫ)dt
+ 2
r2ǫ
∑ℓ
η=0(βˆ
ǫ
η)
2
∫ τη
τη−rǫ
{
~p(t)[A(t, u(t)) −A(t, u¯(t))]Z−1(t)
−~p(τη)[A(τη, u(τη))−A(τη, u¯(τη))]Z
−1(τη)
}
A(τη, u(τη))(t− τη + rǫ)dt
+ 2
r2ǫ
∑ℓ
η=0(βˆ
ǫ
η)
2
∫ τη
τη−rǫ
~p(t)[A(t, u(t)) −A(t, u¯(t))]Z−1(t)∫ t
τη−rǫ
[A(s, u(s)) −A(τη, u(τη))]dsdt+ o(1).
(4.79)
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Set
Aǫi ={τ ; |τ − τi| ≤ rǫ, |A(τ, u(τ)) −A(τi, u(τi))| > ǫ},
Bǫi =
{
τ ; |τ − τi| ≤ rǫ,
∣∣Z(τ)[A(τ, u(τ)) −A(τ, u¯(τ))]Z−1(τ)−
Z(τi)[A(τi, u(τi))−A(τi, u¯(τi))]Z
−1(τi)
∣∣ > ǫ} ,
for i = 0, · · · , ℓ. Recalling (4.72), (4.61) and (4.62), we have
1
r2ǫ
∫ τη
τη−rǫ
~p(t)[A(t, u(t)) −A(t, u¯(t))]Z−1(t)
∫ t
τη−rǫ
[A(s, u(s))−A(τη, u(τη))]dsdt
=
1
r2ǫ
∫ τη
τη−rǫ
~p(t)[A(t, u(t)) −A(t, u¯(t))]Z−1(t)(∫
[τη−rǫ,t]∩(Aǫη)
c
[A(s, u(s)) −A(τη, u(τη))]ds
+
∫
[τη−rǫ,t]∩Aǫη
[A(s, u(s))−A(τη, u(τη))]ds
)
dt
=o(1),
and
1
r2ǫ
∫ τη
τη−rǫ
{
~p(t)[A(t, u(t)) −A(t, u¯(t))]Z−1(t)
−~p(τη)[A(τη , u(τη))−A(τη, u¯(τη))]Z
−1(τη)
}
A(τη, u(τη))(t− τη + rǫ)dt
=
1
r2ǫ
∫
[τη−rǫ,τη ]∩(Bǫη)
c
{
~p(t)[A(t, u(t)) −A(t, u¯(t))]Z−1(t)
−~p(τη)[A(τη , u(τη))−A(τη, u¯(τη))]Z
−1(τη)
}
A(τη, u(τη))(t− τη + rǫ)dt
+
1
r2ǫ
∫
[τη−rǫ,τη ]∩Bǫη
{
~p(t)[A(t, u(t)) −A(t, u¯(t))]Z−1(t)
−~p(τη)[A(τη , u(τη))−A(τη, u¯(τη))]Z
−1(τη)
}
A(τη, u(τη))(t− τη + rǫ)dt
=o(1).
Consequently (4.79) is reduced to
2
r2ǫ
∫ T
0
~p(t)[A(t, vǫ(t))−A(t, u¯(t))] ~Xvǫ(t)dt
=
2
(
∑ℓ
p=0 βp)
2
ℓ∑
η=0
βη~p(τη)[A(τη , u(τη))−A(τη, u¯(τη))]Z
−1(τη)
∑
0≤i<η
βiA(τi, u(τi))
+
1
(
∑ℓ
p=0 βp)
2
ℓ∑
η=0
(βη)
2~p(τη)[A(τη, u(τη))−A(τη, u¯(τη))]Z
−1(τη)A(τη, u(τη)) + o(1).
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We devide (4.74) by 1
r2ǫ
, and insert (4.77), (4.78) and the above relation into it. As ǫ
approaches to 0+, we obtain (2.33) by using (4.76) and (2.26). 
Then, we shall prove Theorem 2.4.
Proof of Theorem 2.4. By [18, Theorem I.7.6, p.150], the set valued map U(·) is
measurable. We obtain from Castaing’ theorem [18, Theorem I.7.8, p.152] that, there
exist measurable selections uˆ1(·), uˆ2(·), · · · , of U(·) such that {uˆ1(t), uˆ2(t), · · · } is dense
in U(t) for all t ∈ [0, T ]. Let T ⊂ [0, T ] be the set such that {A(·, uˆη(·))}η≥1 and{
Z(·)
(
A(·, uˆη(·))−A(·, u¯(·))
)
Z−1(·)
}
η≥1
are approximately continuous over it. It is ob-
vious that |T | = T .
Fix any τ0, τ1, · · · , τℓ ⊂ T with 0 < τ0 < · · · < τℓ < T and ℓ ≥ k+j, and any ri ∈ U(τi)
(i = 0, · · · , ℓ) and β0, · · · , βℓ ∈ (0,+∞) satisfying (2.35) and (2.36), Then, fix any small
ǫ > 0. There exist uǫ0(·), · · · , u
ǫ
ℓ(·) ∈ {uˆη(·)}η≥1 such that
|A(τi, ri)−A(τi, u
ǫ
i(τi))| < ǫ,
|Z(τi)
(
A(τi, ri)−A(τi, u
ǫ
i(τi))
)
Z−1(τi)| < ǫ,
for i = 0, 1, · · · , ℓ, and
0j+k ∈ Int co{(∇Φ⊤1 , · · · ,∇Φ
⊤
j ,∇Ψ
⊤)⊤A(τi, u
ǫ
i(τi))}
ℓ
i=0. (4.80)
Applying [19, Lemma] to (2.35), we obtain that there exist βǫ0, · · · , β
ǫ
ℓ ∈ (0,+∞) such that
lim
ǫ→0+
βǫη = βη, η = 0, 1, · · · , ℓ; (4.81)
∇Φi
ℓ∑
η=0
βǫηA(τη, u
ǫ
η(τη)) = 0, i = 0, 1, · · · , ℓ, (4.82)
∇Ψ
ℓ∑
η=0
βǫηA(τη, u
ǫ
η(τη)) = 0. (4.83)
Set
uǫ(t) =
ℓ∑
i=0
I[τi−δ,τi+δ)(t)u
ǫ
i(t) + I(∪ℓi=0[τi−δ,τi+δ])c
(t)u¯(t), ∀ t ∈ [0, T ],
where δ ∈ (0, 12 min{τ0, τ1 − τ0, · · · , τℓ − τℓ−1, T − τℓ}). Then,
uǫ(t) ∈ U(t), ∀ t ∈ [0, T ],
uǫ(τi) = u
ǫ
i(τi), i = 0, 1, · · · , ℓ.
and A(·, uǫ(·)) and Z(·)
(
A(·, uǫ(·)) − A(·, u¯(·))
)
Z−1(·) are approximately continuous at
τ0, · · · , τℓ. Consequently, (2.31) holds with u(·) and (β0, · · · , βℓ) replaced respectively by
uǫ(·) and (βǫ0, · · · , β
ǫ
ℓ). Recall (4.80). By Theorem 2.3, we obtain (2.33) with u(·) and
(β0, · · · , βℓ) replaced respectively by u
ǫ(·) and (βǫ0, · · · , β
ǫ
ℓ), and we obtain (2.37) when ǫ
approaches to 0+. 
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5 Appendix
5.1 Exponential map
For this part, we refer the readers to [5, Chapter 3] and [20, Chapter 3].
A differentiable curve γ(t) on M with t ∈ [0, α) (for some α > 0) is called a geodesic
if it satisfies
∇γ˙(t)γ˙(t) = 0, t ∈ [0, α).
Fix x ∈M . For any v ∈ TxM , there exists a unique geodesic γv(·) satisfying γv(0) = x and
γ˙v(0) = v. Let [0, ℓv) be the maximal interval on which γv(·) is defined. Let Ox ⊂ TxM be
the set of vectors v such that ℓv > 1. Then one can define the exponential map as follows
expx : Ox →M, expx v = γv(1).
It has been shown that Ox is a neighborhood of the origin O ∈ TxM , and expx maps
straight line segments in TxM passing through the origin O ∈ TxM to geodesic segments
in M passing through x. For any v ∈ TxM , the differential of expx at v is a linear map,
denoted by
d expx |v : TvTxM → Texpx vM,
where TvTxM denotes the tangent space of the manifold TxM at the point v ∈ TxM .
Given an ǫ > 0, write
B(O, ǫ) ≡ {v ∈ TxM ; |v| < ǫ} and Bx(ǫ) ≡ {y ∈M ; ρ(x, y) < ǫ}. (5.1)
We call i(x) ≡ sup{ǫ > 0; The map expx : B(O, ǫ) → Bx(ǫ) is diffeomorphic} the
injectivity radius at the point x (e.g., [15, p. 142]).
We list the following property of the exponential map, which can be found in many
books on Riemannian geometry (e.g. the proof of [5, Proposition 2.9, p. 65]).
Lemma 5.1 For any x ∈M , the map expx is a local diffeomorphism, whose differen-
tial at the origin O ∈ TxM satisfies
d expx |O = d exp
−1
x
∣∣∣
x
= the identity operator on TxM. (5.2)
Furthermore, for any y ∈ M with ρ(x, y) < i(x), there exists a unique shortest piecewise
smooth curve which is also a geodesic in M , connecting x and y.
5.2 Parallel translation and tensors
For the details of this part, we refer the readers to [9, Chapter I and Chapter III ], [15,
Chapter 2], [20, Chapter 1] and [8, Chapter 1].
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For any x ∈M and r, s ∈ N, a multilinear map
F : T ∗xM × · · · × T
∗
xM︸ ︷︷ ︸
r times
×TxM × · · · × TxM︸ ︷︷ ︸
s times
→ R
is called a tensor of order (r, s) at x. Denote by T rs (x) the tensor space of type (r, s)
at x. A smooth tensor field T of type (r, s) on M is a smooth assignment of a tensor
T (x) ∈ T rs (x) to each point x of M . The norm of T at x ∈M is defined as follows:
|T (x)| = sup
{
T (x)(Y1, · · · , Yr, λ1, · · · , λs); Yj ∈ T
∗
xM,λl ∈ TxM,
|Yj| ≤ 1, |λl| ≤ 1, j = 1, · · · , r, l = 1, · · · , s
}
, x ∈M.
(5.3)
Denote by T rs (M) the set of all tensor fields of type (r, s) over M .
Let γ : [0, ℓ]→M (l > 0) be a differentiable curve with γ(0) = x ∈M and γ(ℓ) = y ∈
M . Given a vector v ∈ TxM , there exists a unique vector field X along γ satisfying
∇γ˙(s)X = 0, ∀ s ∈ [0, ℓ], X(γ(0)) = v. (5.4)
The mapping TxM ∋ v 7→ X(γ(ℓ)) ∈ TyM is a linear isometry between TxM and TyM .
We call this map the parallel translation along the curve γ, and denote it by Lγxyv. The
parallel translation along the curve γ enjoys the following property:
〈Lγxyv, L
γ
xyw〉 = 〈v,w〉, ∀v,w ∈ TxM. (5.5)
For any η ∈ T ∗xM , we define L
γ
xyη ∈ T ∗yM by
Lγxyη(X) = η((L
γ
xy)
−1X), ∀X ∈ TyM. (5.6)
One can extend the parallel translation of a vector at x ∈M along the curve γ to a tensor
T ∈ T rs (x) by
LγxyT (v1, · · · , vr, η1, · · · , ηs) = T ((L
γ
xy)
−1v1, · · · , (L
γ
xy)
−1vr, (L
γ
xy)
−1η1, · · · , (L
γ
xy)
−1ηs),
for all v1, · · · , vr ∈ T
∗
yM and η1, · · · , ηs ∈ TyM .
In particular, if ρ(x, y) < min{i(x), i(y)}, according to Lemma 5.1, there is a unique
shortest geodesic γ connecting x and y. In this case, we employ Lxy instead of L
γ
xy for
abbreviation.
Let T be a tensor field. Take any v ∈ TxM . Let γ be a smooth curve such that
γ(0) = x and γ˙(0) = v. Then the covariant derivative of a tensor field (in terms of parallel
translation) is defined as follows (see [8, p. 42]):
∇vT = lim
t→0
1
t
(
(Lγ
xγ(t))
−1T (γ(t)) − T (x)
)
. (5.7)
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Denote by ∇T the covariant differential of T , which is a tensor field of order (r, s+1),
and is defined by (see [9, p. 124])
∇T (x)(Y1, · · · , Yr, λ1, · · · , λs, Z) = ∇ZT (Y1, · · · , Yr, λ1, · · · , λs), (5.8)
for all Y1, · · · , Yr ∈ T
∗
xM and λ1, · · · , λs, Z ∈ TxM .
In particular, a smooth function f ∈ C∞(M) is a tensor of order (0, 0). ∇f and ∇2f
are respectively tensors of order (0, 1) and (0, 2). We obtain from (5.7) and the definition
of differential of a smooth function that
∇f = df. (5.9)
We call ∇2f the Hessian of the function f , which is a symmetric tensor, and can be
computed by
∇2f(x)(X,Y ) = Y (x)(Xf)− (∇Y (x)X)f, x ∈M, X, Y ∈ TM. (5.10)
For a smooth function h :M ×M → R of two arguments, we denote by ∇ih the covariant
derivative of h with respect to the ith argument with i = 1, 2. The higher order derivatives
of h are defined as follows: For i, j = 1, 2 with i 6= j, any (x1, x2) ∈ M × M and
X,Y,Z ∈ X (M),
∇i∇jh(x1, x2)(X,Y ) ≡ Y (xi)
(
X(xj)(h(x1, x2))
)
= Y (xi)(〈∇jh(x1, x2),X(xj)〉);
∇2ih(x1, x2)(X,Y ) ≡ Y (xi)
(
X(xi)h(x1, x2)
)
−∇Y (xi)Xh(x1, x2);
∇2i∇jh(x1, x2)(X,Y,Z) ≡ ∇
2
i (〈X(xj),∇jh(x1, x2)〉)(Y,Z);
∇i∇
2
jh(x1, x2)(X,Y,Z) ≡ Z(xi)
(
∇2jh(x1, x2)(X,Y )
)
.
(5.11)
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5.3 Useful lemmas
Lemma 5.2 ([3, Lemma 2.2]) For any x, y ∈ M with ρ(x, y) < min{i(x), i(y)},
X,X1,X2 ∈ TxM and Y ∈ TyM , it holds that
| exp−1x y| = | exp
−1
y x| = ρ(x, y), ∇X1Lx·X = 0, (5.12)
∇1ρ
2(x, y) = −2 ˜exp−1x y, ∇2ρ
2(x, y) = −2 ˜exp−1y x, (5.13)
Lxyexp
−1
x y = −exp
−1
y x, Lxyd1ρ
2(x, y) = −d1ρ
2(y, x), (5.14)
∇1∇2ρ
2(x, y)(Y,X) = −2〈d exp−1y |xX,Y 〉, (5.15)
〈d exp−1x
∣∣∣
y
Y,X〉 = 〈d exp−1y
∣∣∣
x
X,Y 〉, (5.16)
∇1∇2ρ
2(x, y)(Y,X) = −∇21ρ
2(x, y)(LyxY,X)−∇1ρ
2(x, y)(∇XLy·Y ), (5.17)
∇21ρ
2(x, x)(X1,X2) = ∇
2
2ρ
2(x, x)(X1,X2) = 2〈X1,X2〉, (5.18)
∇i∇
2
jρ
2(x, x) = ∇2i∇jρ
2(x, x) = ∇3i ρ
2(x, x) = 0, i, j = 1, 2, i 6= j, (5.19)
where the notions ∇1∇2ρ
2, ∇2i∇jρ
2 and ∇i∇
2
jρ
2 with i, j = 1, 2 and i 6= j are defined in
(5.11), ∇2i ρ
2 is the Hessian of ρ2 with respect to the ith argument, ∇3i ρ
2 is the covariant
derivative of the Hessian ∇2i ρ
2(x, x) with respect to the ith argument (see (5.8)), di stands
for the exterior derivative of a function on M ×M with respect to the ith argument for
i = 1, 2, and ˜exp−1x y is the dual covector of exp−1x y.
Denote by [X,Y ] ≡ XY − Y X the Lie bracket of vector fields X and Y . Denote by R
the curvature tensor (of (M,g)), which is a correspondence that associates to every pair
X,Y ∈ X (M) a mapping R(X,Y ) : X (M)→ X (M) given by
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z, ∀ Z ∈ X (M).
We write
R(X,Y,Z,W ) = 〈R(X,Y )Z,W 〉, ∀ X,Y,Z,W ∈ X (M).
Lemma 5.3 ([3, Lemma 4.1]) Let T be a tensor field on M . Then, the following two
conditions are equivalent:
(i) There exists a positive constant L such that |∇T | ≤ L;
(ii) There exists a positive constant L such that |Lx1x2T (x1) − T (x2)| ≤ Lρ(x1, x2), for
all x1, x2 ∈M with ρ(x1, x2) < min{i(x1), i(x2)}.
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