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Combination antiretroviral therapy effectively suppresses HIV infection, but a stable reservoir of latently infected cells persists (1) (2) (3) . To eradicate this reservoir, accurate, robust, and sensitive diagnostic tests are needed to monitor the response of the HIV reservoir to new therapeutics (4, 5 ) . Both cell culture-based and PCR-based tests have been developed. Cell culturebased tests, such as the infectious units per million assay, are considered the only tests that can distinguish replication-competent HIV from defectively integrated HIV DNA. However, their application is laborious and mainly useful for experimental work (4, 6 ) . PCR-based tests are fast, accurate, and relatively inexpensive and require small samples, facilitating implementation in a clinical setting.
A recent comparison of different tests revealed a strong correlation between the infectious units per million quantification and the amount of integrated HIV DNA as measured with the so-called Alu-HIV PCR (7, 8 ) . The Alu-HIV PCR quantifies integrated HIV DNA by performing a nested PCR, in which the first PCR uses a specific primer for the endogenous human repeat element (the Alu element) in combination with an HIV primer oriented outward. This enables logarithmic amplification of integrated HIV DNA only (9 ) . Alu elements are the most abundant short interspersed elements, occurring at a frequency of 1 Alu element every 2.5 kb in the human genome (10, 11 ) . After the first amplification, a second quantitative real-time PCR (qPCR) 4 quantifies the integrated HIV copies (12) (13) (14) (15) .
Because of the nested PCR setup, the Alu-HIV PCR comes with some inherent drawbacks that hamper accurate quantification, especially in samples with low copy numbers of proviral HIV DNA. Over several years, the assay was further optimized, enabling its use in patient samples (7, 8, (15) (16) (17) (18) (19) (20) .
One drawback originates from a bias of quantification due to variable amounts of unintegrated HIV DNA in different samples. Linearly amplified unintegrated HIV DNA will add to the fluorescent signal and bias the quantitative readout. To compensate for this, a background PCR is performed in parallel by use of a first PCR with the HIV-specific primer but excluding the Alu primer, allowing a linear amplification of HIV DNA only (initially termed gag-only control, herein referred to as HIV-only) (Fig. 1 ). This PCR is used to set the threshold quantification cycle (Cq) value above which integrated copies can no longer be discerned from unintegrated copies (14, 17 ) . This solution only partially overcomes the problem, since very high concentrations of unintegrated HIV DNA may still lead to overestimation of proviral copies (17 ) .
A second drawback is encountered in samples with low abundant proviral copies. The distance between the Alu fragment and the integrated provirus is different in each unique integration site. Hence, each integration will have a specific PCR efficiency depending on its distance from an Alu element. The repetitivesampling strategy, assessing multiple replicate reactions (Ͼ40) of the same sample, compensates for this integration specific bias (16 ) .
In patients on prolonged therapy or elite controllers, the majority of replicate reactions is negative or indistinguishable from the background due to low abundant HIV DNA. An alternative method, called the percent positive method, was developed on the basis of the same repetitive sampling data, but by assessing the percentage of positive replicates rather than the Cq values. The percentage of positive reactions is compared to the mean percentage of positive reactions from a serial dilution of the standard curve run at an equal number of replicate reactions. This relation is nearly linear when Ͻ30% of the replicates are positive (17 ) . If this threshold is surpassed, then the natural logarithm of the mean Cq values (lnCq) method is used. Notably, neither the lnCq nor the percent positive method performs well when between 30% and 60% of the wells are positive.
In the percent positive method, samples are scored positive or negative on the basis of the Cq values in comparison to those of the background signal (Fig. 1 Here, we provide an improvement on the Alu-HIV PCR assay by applying Poisson statistics to the percent positive method. Repetitive-sampling Alu-HIV PCR is analogous to a limiting dilution PCR. This is performed by repetitive sampling from an input of sufficiently diluted sample to ensure that not all replicate reactions turn out positive, a well-known principle in digital PCR (5, 21 ) . In this case, the chance that there will be no proviral HIV (negative reactions) or 1 or more proviral HIV (positive reaction) in each replicate follows the Poisson distribution. The mean copies per replicate can be calculated from the frequency of positive replicates by Poisson statistics. This enables absolute quantification without the need for a standard dilution series. Furthermore, the described model includes a modified error calculation allowing assessment of the statistical error that can be expected by quantifying integrated copies.
Materials and Methods

MATERIALS
The integration standard was previously made by infection of CEM-ss cells with a single round virus generated by cotransfecting pVSVG and pNL4 -3ЈЈenv/ GFP/HygR NL4 -3 (14 ) . Sorting of green fluorescent protein (GFP)-positive cells resulted in a population of cells with 1 proviral copy per cell (15) (16) (17) . Peripheral blood mononuclear cells were isolated from 56 HIVinfected patients by density gradient centrifugation and frozen to Ϫ80°C at a cooling rate of 1°C/min in 90% fetal calf serum with 10% DMSO. Samples were stored at Ϫ150°C until further analysis. DNA was isolated with the QIAamp DNA Micro Kit (Qiagen), eluted in 10 mmol/L Tris-HCl, and quantified by spectrophotometry. We recruited study participants from the Clinical Research Center, NIH (Bethesda, Maryland), the Center for Aids Research at the University of Pennsylvania, or the SCOPE cohort at the University of California, San Francisco (UCSF). Participants signed informed consent forms approved by institutional review boards of the National Institute of Allergy and Infectious Diseases (NIAID), the University of Pennsylvania, and UCSF. The University of Pennsylvania institutional review board approved the transfer of materials from NIH and UCSF. The samples were derived from patients on and off highly active antiretroviral therapy (HAART) as previously described (7, 18 -20 ) . We obtained peripheral blood mononuclear cells (PBMCs) from healthy donors through anonymous donation to the University of Pennsylvania's Human Immunology Core.
Alu-HIV PCR
Alu-HIV PCR was performed as described earlier (15, 17 ) by use of 42 replicate reactions of a mix with gag reverse HIV primer and Alu forward primer as well as 42 replicates by use of only primers specific to HIV gag (HIV-only PCR). Samples were diluted to 2 or 10 g DNA/mL and distributed in replicate PCR reactions containing 25 L sample combined with 25 L master mix, resulting in an equivalent of approximately 7500 cells (1 ng/L PCR mix) or approximately 37 500 cells (5 ng/L PCR mix) per 50 L PCR replicate. All patient samples were run at 7500 cells/replicate PCR. We conducted the final nested qPCR in 20 L with 10 L of the first PCR product. This qPCR was optimized to enable robust amplification in a 1:1 dilution of PCR without PCR inhibition from pyrophosphates. We used master mixes and cycling conditions as previously described (15 ) , and primer pairs are depicted in Supplementary  Table 1 , which accompanies the online version of this article at http://www.clinchem.org/content/vol60/ issue6. Degenerate probes are no longer used for this assay, since they diminish robustness (unpublished data). PCR cycling was performed on an Applied Biosystems 7500 Real-Time PCR System, and Cq values were obtained by fit point analysis. Normalization to cell numbers was performed with a ␤-globin assay as described before (15 The dilution curves prepared by spiking dilutions of the integration standard into uninfected genomic DNA were run at 7500 and 37 500 diploid genomic DNA equivalents per 50 L total Alu-HIV PCR reaction volume. At least 3 replicate runs were performed per dilution, i.e., 3 plates, each containing 42 Alu-HIV PCR and HIV-only PCR replicates. We used the regression line of positive reactions and the expected amount of integrations to estimate the amount of integrations in samples.
Poisson Method. For the Poisson analysis, we used the frequency of positive to negative reactions as described in the percent positive method as probability p in Eq.
(1), which assesses the mean amount of integrated HIV DNA per replicate reaction (), akin to digital PCR (22, 23 ) .
A theoretical 95% CI can be estimated to cover the theoretical error for the estimate p. Because p is a binomial estimate, the Wald method [given by Eq. (2)] is used for assessing the binomial error in most applications. Here, q ϭ 1 Ϫ p, and k is the z-score for the interval, being 1.96 for a 95% CI.
The Wald error is most widely used for binomial distributions, including digital PCR applications (22, 24 ) . At low concentrations of replicates, however, this method underperforms (25 ) . An alternative interval, termed the Wilson interval, was proposed for lower number of technical replicates (n Ն 40) (25 ) . This method is shown in Eq. (3), where X is the total amount of positive replicates (25 ) .
We compared the Wald and Wilson methods by simulating different numbers of replicate PCR reactions from 40 to 200 and in theoretical situations with different numbers of positive replicate reactions to assess the evolution of the error in these situations and to provide statistical evidence for optimal assay design.
STATISTICAL ANALYSIS
Statistical analysis was performed with SAS 9.3 software by use of the PROC REG procedure for regression analysis and PROC GLM for analysis of normal distribution of the HIV-only PCR data.
Results
ASSESSMENT OF THE POISSON METHOD BY USE OF THE STANDARD DILUTION SERIES
We used the Poisson method on two dilution series of the integration standard to assess the linearity and accuracy of the Poisson method. These dilution series had different amounts of cellular inputs, i.e., 7500 or 37 500 genomes per 50-L reaction, to assess the possible influence of PCR inhibitors. Linear regression of the standard curves revealed similar slope coefficients and accuracies for both dilution series, i.e., a slope coefficient of the low-genomic-copy curve (7500 copies/ reaction) of 0.09902 with an R 2 of 0.75 ( Fig. 2A) and a slope coefficient of the high-genomic-copy curve (37 500 copies/reaction) of 0.10287, with an R 2 of 0.77 (Fig. 2B) . The slope coefficients close to 0.1 revealed that the absolute number of integrated copies measured in the repetitive-sampling strategy is 10-fold lower than the expected number in the integration standard; this fold difference is stable at all dilution points assessed and is consistent with published data showing that 10% of integration events are detected (16, 17 ) . A third standard curve with higher numbers of integrated copies was run to assess the upper limit of positive to negative wells in the 42-replicate setup. This analysis revealed that all estimates from samples with Ͻ0% positive wells in the 42-replicate setup were linearly correlated with the standard dilution series, but at higher percentages the estimates were not predictable (Fig. 2C) .
COMPARISON OF THE PERCENT POSITIVE METHOD AND THE lnCq METHOD WITH THE POISSON METHOD (FIG. 3)
To assess the dynamic range of the percent positive and the Poisson method, patient samples with variable amounts of integrated HIV DNA were assessed, re-gardless of their HAART status or viral load. This comparison revealed that the correlation of the 2 methods is logarithmic in nature (Fig. 3A) . Consequently, a logarithmic trend should also be observed when either the Poisson or percent positive method is compared to the lnCq data. Indeed, a logarithmic trend was observed between the percent positive and the lnCq data in patients with higher percentages of positive replicates (Ͼ30%) (R 2 ϭ 0.744; P Ͻ 0.0001) (Fig. 3B) . However, statistical analysis of this logarithmic trend could not confirm a significantly improved fit of a linear model vs a logarithmic model (unpublished data). A comparison on a subset of the patient samples with low abundant HIV DNA integrations in the range of 4% to 26% positive PCR replicates was performed, since the percent positive model was previously only used when Ͻ30% of the total replicate reactions were positive. This comparison revealed a linear correlation between the Poisson method and the percent positive method, which corresponds to patients with Ͻ450 integrated HIV DNA copies per million PBMCs (R 2 ϭ 0.787, P Ͻ 0.001) (Fig. 3C ). To confirm the higher dynamic range of the Poisson method, it was compared with the combined results of patients with Ͻ450 integrated copies per million PBMCs quantified by the percent positive method and patients with higher concentrations of integrated HIV DNA quantified by the lnCq method. A linear correlation was observed, confirming the quantitative accuracy of the Poisson method at higher amounts of integrated HIV DNA compared with the percent positive method (Fig. 3D) .
ERROR PROPAGATION BY USE OF THE POISSON METHOD
The frequently used Wald method for estimating the error of binomial data is not an optimal estimator for the binomial error (22, 23 ) . To show the inaccuracy of the Wald method and the better performance of the Wilson method for error estimation at low numbers of replicate PCR reactions, several simulations were per- formed of Alu-PCR reactions. At lower numbers of technical replicates in combination with low positive replicates, the upper limit of the Wald CI (CI Wa ) was lower than that of the Wilson CI (CI Wi ) (Fig. 4A and B) . Interestingly, the lower limit of the CI Wa was also lower than the lower limit of the CI Wi and had values below zero in these low ranges. These values clearly show that the 95% CI Wa cannot cover the actual 95% probability, as values below zero cannot exist in this setting. Both error estimates converged with higher amounts of technical replicate reactions.
Next, the CI Wi was simulated in the framework with 42 replicates, but with different numbers of positive replicates to assess the error at different concentrations of integrated HIV DNA within the 42-replicate setup. This analysis allows assessment of the minimal number of positive replicates needed to get an acceptable 95% CI around the estimate. The upper limit of the CI Wi is more than 6-fold higher compared to the estimate when only 1 replicate reaction is positive. A logarithmic drop is observed with higher numbers of positive reactions, becoming smaller than 2.5-fold when 4 or more replicates are positive, corresponding to 9.5% positive reactions in a setup with 42 replicate reactions (Fig. 4C) .
Discussion
Digital PCR is the division of a sample into multiple replicate endpoint PCR reactions that are termed positive or negative. These binary data are processed with Poisson statistics to obtain absolute quantification (21 ) . Direct absolute quantification of end-point PCR increases quantitative accuracy, obviates the need for a standard dilution series, and increases flexibility in assay design (26 -28 ) . Most current digital PCR platforms provide the ability to make high numbers of technical replicates from a single sample (22, 26, 29 ) . The nested nature of the Alu-HIV PCR prevents implementation of this assay on 1 of the existing platforms. Yet, the repetitive sampling Alu-HIV PCR can itself be viewed as a modified digital PCR assay with relatively low numbers of technical replicates (5 ) .
The present article illustrates that the Poissonbased quantification method correlates well with both previously described methods. The linear correlation observed when the number of positive samples remains below the limit of 30% coincides with the Poisson distribution being nearly linear in this range. However, the dynamic range of the Poisson-based method is larger, as it is also linearly correlated with the lnCq standard curve method. The higher dynamic range allows the use of a single quantification methodology for all patient samples. Samples with extremely high amounts of integrated HIV DNA can be run with dilution. Patient samples with low amounts of HIV DNA can be assessed by increasing the number of replicate reactions or the amount of input DNA. For the latter strategy, however, PCR inhibition by overloading may impede quantification and should be evaluated in advance. Here we demonstrate that 10 g DNA per milliliter of sample can be used when the DNA is of high purity (i.e., 5 ng/L in the PCR mix). As described earlier, a DNA dilution of 40 g/mL may be used, resulting in 50 L replicate PCR reactions of approximately 150 000 diploid cellular genomes per reaction, but at this high concentration of genomes, PCR inhibitors must be excluded (19 ) .
The 10-fold difference between absolute copies measured by the Poisson calculation and the expected amount of integrations within the integration standard indicates that with the Alu-HIV PCR, only 10% of the integrated copies are amplified, in agreement with previous studies (17, 20 ) . The consistency of this amplification efficiency over a wide range of dilutions indicates that it does not hamper quantification but decreases the assay sensitivity. The underestimation of integrated copies is explained by the low efficiency of the first PCR reaction, related to the long sizes of some Alu-HIV amplicons and high PCR competition expected from Alu-Alu fragments (8, 16 ) . Consequently, an integration standard is required as a calibrator to enable comparison of data between different setups, platforms, or laboratories. Yet, a dilution curve of this standard is no longer required.
A more important advantage of the Poisson statistics is the introduction of an error estimate comparable to most digital PCR quantification strategies. The frequently used Wald error method underperforms at low replicates (22, 23, 25 ) . In the present Alu-HIV PCR setup with 42 replicate reactions, the Wilson error calculation outperforms the Wald error calculation (25, 30 ) . Other methods for error calculation of binomial data have been suggested, e.g., the exact Clopper Pearson method or Bayesian methods, and some of these may be calculated with online tools on the basis of the raw Alu-PCR data or by specific software packages such as the "binom" or "dpcr" packages for R (25, 31 ) . The linear correlation in Fig. 2C suggests that the Poisson calculation can be used when Ͻ80% of the wells are positive. However, further evaluation on clinical samples will be required in this range to determine if the actual errors with the Poisson and lnCq methods are comparable. Theoretically, the error will increase as the number of positive wells approaches 80% by use of the Poisson method, but will decrease with the lnCq method.
The error estimation in the Poisson model can also be used to assess the minimal required number of positive replicates vs total replicate reactions. As depicted in Fig. 4C , the frequency of positive replicates correlates with the range of the 95% CI. A comparison of multiple settings revealed that the fold change of the upper CIs dropped steeply when the number of positive replicates was increased from 1 to 5, independent of the total number of replicates. On the basis of the current data, if a 2.5-fold error is the maximally tolerated error; additional technical replicates should be performed until 4 positive reactions are achieved. To minimize technical variation, we consider 5 positives as a rule-of-thumb threshold for positive replicates to perform robust quantification. In conclusion, the Poisson method presented simplifies Alu-HIV PCR analysis and facilitates a better implementation of the entire setup in different laboratories for 2 major reasons. First, this method removes the requirement of an extensively validated standard dilution series. However, comparison of results between platforms or laboratories will still require a standard sample as calibrator. Second, the analysis method and error estimate can be used to guide validation of the technique in different setups or on different platforms. A minimum of 40 replicates should be maintained, as the binominal error may become unpredictable with lower numbers when using the Wilson method for error estimation (25 ) .
An Excel worksheet was designed with the Poisson method for absolute quantification and error estimation including the Wilson method (Fig. 5) . It is freely available as online Supplementary File 1 and at http:// www.integratedhivpcr.ugent.be. This file requires as input the Cq values obtained from the nested Alu-HIV PCR and HIV-only PCR along with the total amount of Alu-HIV PCR replicates and the ratio of detected vs actual integrated HIV in the calibrator.
