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Abstract
Working with a general class of linear Hamiltonian systems on [0, 1], we show that
renormalized oscillation results can be obtained in a natural way through consider-
ation of the Maslov index associated with appropriately chosen paths of Lagrangian
subspaces of C2n. We verify that our applicability class includes Dirac and Sturm-
Liouville systems, as well as a system arising from differential-algebraic equations for
which the spectral parameter appears nonlinearly.
1 Introduction
For values λ in some interval I ⊂ R, we consider Hamiltonian systems
Jy′ = B(x;λ)y; x ∈ [0, 1], y(x;λ) ∈ C2n, n ∈ {1, 2, . . . }, (1.1)
where J denotes the standard symplectic matrix
J =
(
0n −In
In 0n
)
,
and we assume throughout that for each λ ∈ I, B(·;λ) ∈ L1([0, 1],C2n×2n) is self-adjoint.
Moreover, we assume B is differentiable in λ, with Bλ(·;λ) ∈ L1([0, 1],C2n×2n) for each λ ∈ I.
For convenient reference, we refer to these basic assumptions as Assumptions (A), and in
addition, we make the following more specific assumptions:
(B1) Suppose that for some pair of values λ1, λ2 ∈ I, λ1 < λ2, the matrix (B(x;λ2)−B(x;λ1))
is non-negative for a.e. x ∈ [0, 1];
(B2) Let λ1, λ2 be the values described in (B1). Given any interval [a, b] ⊂ [0, 1], a < b, if
y ∈ AC([a, b],Cn) solves (1.1) for both λ = λ1 and λ = λ2 for all x ∈ (a, b), then y(x) ≡ 0 in
[a, b].
We consider two types of self-adjoint boundary conditions, separated and generalized.
(BC1). We consider separated self-adjoint boundary conditions
αy(0) = 0; βy(1) = 0,
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where we assume
α ∈ Cn×2n, rankα = n, αJα∗ = 0;
β ∈ Cn×2n, rank β = n, βJβ∗ = 0.
(BC2). We consider general self-adjoint boundary conditions
Θ
(
y(0)
y(1)
)
= 0; Θ ∈ C2n×4n, rankΘ = 2n, ΘJ4nΘ
∗ = 0,
where
J4n :=
(
−J 0
0 J
)
.
Here, and throughout, we use the superscript ∗ to denote adjoint. We hope there is no
confusion with our use of subscript ∗ to designate conjugate points and objects associated
with conjugate points (as defined below).
As a starting point, we define what we will mean by a Lagrangian subspace of C2n.
Definition 1.1. We say ℓ ⊂ C2n is a Lagrangian subspace of C2n if ℓ has dimension n and
(Ju, v)C2n = 0, (1.2)
for all u, v ∈ ℓ. Here, (·, ·)C2n denotes the standard inner product on C
2n. In addition, we
denote by Λ(n) the collection of all Lagrangian subspaces of C2n, and we will refer to this as
the Lagrangian Grassmannian.
Remark 1.1. Following the convention of Arnol’d’s foundational paper [2], the notation
Λ(n) is often used to denote the Lagrangian Grassmanian associated with R2n. Our expecta-
tion is that it can be used in the current setting of C2n without confusion. We note that the
Lagrangian Grassmannian associated with C2n has been considered by a number of authors,
including (ordered by publication date) Bott [6], Kostrykin and Schrader [16], Arnol’d [3],
and Schulz-Baldes [21, 22]. It is shown in all of these references that Λ(n) is homeomorphic
to the set of n × n unitary matrices U(n), and in [21, 22] the relationship is shown to be
diffeomorphic. It is also shown in [21] that the fundamental group of Λ(n) is the integers Z.
Any Lagrangian subspace of C2n can be spanned by a choice of n linearly independent
vectors in C2n. We will generally find it convenient to collect these n vectors as the columns
of a 2n × n matrix X, which we will refer to as a frame for ℓ. Moreover, we will often
coordinatize our frames as X =
(
X
Y
)
, where X and Y are n× n matrices.
Suppose ℓ1(·), ℓ2(·) denote paths of Lagrangian subspaces ℓi : I → Λ(n), for some pa-
rameter interval I. The Maslov index associated with these paths, which we will denote
Mas(ℓ1, ℓ2; I), is a count of the number of times the paths ℓ1(·) and ℓ2(·) intersect, counted
with both multiplicity and direction. (In this setting, if we let t∗ denote the point of in-
tersection (often referred to as a conjugate point), then multiplicity corresponds with the
dimension of the intersection ℓ1(t∗) ∩ ℓ2(t∗); a precise definition of what we mean in this
context by direction will be given in Section 2.) In some cases, the Lagrangian subspaces
will be defined along some path in the (α, β)-plane
Γ = {(α(t), β(t)) : t ∈ I},
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and when it is convenient we will use the notation Mas(ℓ1, ℓ2; Γ).
The key ingredient we will need for connecting Maslov index calculations with renormal-
ized oscillation results is monotonicity. We say that the evolution of L = (ℓ1, ℓ2) is monotonic
provided all intersections occur with the same direction. If the intersections all correspond
with the positive direction, then we can compute
Mas(ℓ1, ℓ2; I) =
∑
t∈I
dim(ℓ1(t) ∩ ℓ2(t)).
Suppose X1(t) =
(
X1(t)
Y1(t)
)
and X2(t) =
(
X2(t)
Y2(t)
)
respectively denote frames for Lagrangian
subspaces of C2n, ℓ1(t) and ℓ2(t). Then we can express this last relation as
Mas(ℓ1, ℓ2; I) =
∑
t∈I
dim ker(X1(t)
∗JX2(t)).
(See Lemma 2.2 below.) The right-hand side of this final expression has the form we asso-
ciate with renormalized oscillation theory (see, e.g., [10]), and we will sometimes adopt the
notation of [10] and use the counting function
NI(X1(·)
∗JX2(·)) :=
∑
t∈I
dimker(X1(t)
∗JX2(t)). (1.3)
Remark 1.2. In [10], the authors develop renormalized oscillation results for linear Hamil-
tonian systems with B(x;λ) = λA(x) + B(x) (with suitable assumptions on A and B) and
for three classes of domain: bounded, half-line, and R. This reference served as the direct
motivation for our analysis.
In order to formulate our theorem regarding (BC1), we fix any pair λ1, λ2 ∈ I, with
λ1 < λ2, and let X1(x;λ) denote a 2n× n matrix solving
JX′1 = B(x;λ)X1
X1(0;λ) = Jα
∗.
(1.4)
Under our assumptions (A) on B(x;λ), we can conclude that for each λ ∈ I, X1(·;λ) ∈
AC([0, 1];C2n×n) (here, AC(·) denotes absolute continuity). In addition, X1 ∈ C([0, 1] ×
I;C2n×n), and X1(x;λ) is differentiable in λ, with ∂λX1 ∈ C([0, 1] × I;C2n×n). (See, for
example, [23].)
As shown in [11], for each pair (x, λ) ∈ [0, 1]× I, X1(x;λ) is the frame for a Lagrangian
subspace ℓ1(x;λ). (In [11], the authors make slightly stronger assumptions on B(x;λ), but
their proof carries over immediately into our setting.) Likewise, keeping in mind that λ2
is fixed, we let ℓ2(x;λ2) denote the map of Lagrangian subspaces associated with frames
X2(x;λ2) solving
JX′2 = B(x;λ2)X2
X2(1;λ2) = Jβ
∗.
(1.5)
We emphasize that X2(x;λ) is initialized at x = 1.
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Following [11], we make positivity assumption (C1): for any λ ∈ I and any x ∈ (0, 1],
the matrix ∫ x
0
X1(ξ;λ)
∗
Bλ(ξ;λ)X1(ξ;λ)dξ (1.6)
is positive definite.
Suppose that for some value λ ∈ I the equation (1.1) with specified boundary conditions
admits one or more linearly independent solutions. We denote the subspace spanned by
these solutions by E(λ), noting that dimE(λ) ≤ 2n. Given any two values λ1, λ2 ∈ I, with
λ1 < λ2, it is shown in [11] that under positivity assumption (C1) the spectral count
N ([λ1, λ2)) :=
∑
λ∈[λ1,λ2)
dimE(λ), (1.7)
is well-defined. We generally have in mind examples in which (1.1) comes from an eigenvalue
problem for a system such as Sturm-Liouville, and in such cases N ([λ1, λ2)) is a count,
including multiplicity, of the number of eigenvalues between λ1 and λ2, including λ1, but not
λ2. Indeed, this is the setting of [10], for which the operator is expessed as
τ := C(x)(J
d
dx
− B(x)),
with
A(x) =
(
W (x) 0
0 0
)
; C(x) =
(
W (x)−1 0
0 I2n−r
)
,
for a self-adjoint matrix B(x) ∈ C2n×2n and self-adjoint and positive definite matrix W (x) ∈
Cr×r, some 1 ≤ r ≤ 2n. However, since (1.1) may not be associated with an eigenvalue
problem, we will sometimes use the terminology spectral value for λ ∈ I such that dimE(λ) >
0,
We will establish the following theorem.
Theorem 1.1. Fix λ1, λ2 ∈ I, λ1 < λ2. For equation (1.1), let Assumptions (A), (B1),
and (B2) hold, and let X1 and X2 respectively denote the Lagrangian frames specified in
(1.4) and (1.5). If (C1) holds as well, and if N ([λ1, λ2)) denotes the spectral count for (1.1)
with boundary conditions (BC1), then
N ([λ1, λ2)) =
∑
x∈(0,1]
dimker(X1(x;λ1)
∗JX2(x;λ2)).
Remark 1.3. Our Theorem 1.1 is very close to Theorem 3.10 of [10], with the following
caveat: in [10], the authors use Theorem 3.10 as a statement about both the case of bounded
intervals and the case of half-lines, and we are comparing with the bounded-interval interpre-
tation. Keeping this in mind, our theorem is slightly less restrictive, in that (1) it allows for
a more general class of matrices B(x;λ); and (2) it allows for the possibility that λ1 and/or
λ2 is a spectral value for (1.1). Regarding Item (1), our Theorem 1.1 allows for B(x;λ) to
depend nonlinearly on λ. This happens, for example, when (1.1) arises from consideration
of certain differential-algebraic systems, and in Section 5 we give one such example. Having
drawn this comparison, we should emphasize that the primary goal of [10] was to develop
renormalized oscillation theory between bands of essential spectrum, and we do not consider
that important case here.
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Remark 1.4. It’s instructive to view Theorem 1.1 in relation to the results of [11, 13],
for which the authors specify X1(x;λ) precisely as here, but in lieu of X2(x;λ2), use the
fixed target space X˜2 = Jβ
∗. Under Assumptions (A) and (C1), and assuming boundary
conditions (BC1), the methods of [11, 13] can be used to establish the relation
N ([λ1, λ2)) = −Mas(ℓ1(·;λ1), ℓ˜2; [0, 1]) + Mas(ℓ1(·;λ2), ℓ˜2; [0, 1]), (1.8)
where ℓ˜2 denotes the Lagrangian subspace with frame X˜2. Critically, however, in the setting
of [11, 13], intersections between ℓ1(·;λi) (i = 1, 2) and ℓ˜2 are not necessarily monotone,
and so (1.8) cannot generally be formulated as a simple count of nullities. One way in
which this difference in approaches manifests is in the nature of spectral curves, by which we
mean continuous paths of conjugate pairs (x, λ) (assuming for simplicity of the discussion
that these curves are non-intersecting). In the setting of [11, 13], such curves can reverse
direction as depicted in Figure TODO1, but in the current setting these spectral curves are
necessarily monotone, as depicted in Figure TODO2. This dynamic can be viewed as a
graphical interpretation of why renormalized oscillation theory works in the elegant way that
it does.
For the case of (1.1) with boundary conditions (BC2), we follow [11] and begin by defining
a Lagrangian subspace in terms of the “trace” operator
Txy :=M
(
y(0)
y(x)
)
, (1.9)
where
M =


In 0 0 0
0 0 In 0
0 −In 0 0
0 0 0 In

 .
In [11], the authors verify that the subspace
ℓ3(x;λ) := {Txy : Jy
′ = B(x;λ)y on (0, 1)} (1.10)
is a Lagrangian subspace of C2n for all (x, λ) ∈ [0, 1]× I.
In order to establish notation for the statement of our second theorem, we let Φ(x;λ)
denote the 2n× 2n fundamental matrix solution to
JΦ′ = B(x;λ)Φ; Φ(0;λ) = I2n, (1.11)
and write
Φ(x;λ) =
(
Φ11(x;λ) Φ12(x;λ)
Φ21(x;λ) Φ22(x;λ)
)
.
With this notation, we can express the frame for ℓ3(x;λ) as
X3(x, λ) =
(
X3(x, λ)
Y3(x, λ)
)
=


In 0
Φ11(x;λ) Φ12(x;λ)
0 −In
Φ21(x;λ) Φ22(x;λ)

 . (1.12)
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We see by direct calculation that X3(x;λ) can be interpreted as the frame associated
with a dynamical system
J4nX
′
3 = B(x;λ)X3,
where
B(x;λ) =


0 0 0 0
0 B11 0 B12
0 0 0 0
0 B21 0 B22

 ; usingB =
(
B11 B12
B21 B22
)
,
and the flow is initialized by
X3(0;λ) =


In 0
In 0
0 −In
0 In

 .
Here, we use the notation J4n to designate the matrix J with each In replaced by I2n.
For our second path of Lagrangian subspaces, we let X4(x;λ2) solve
J4nX
′
4 = B(x;λ2)X4
X4(1;λ2) =MJ4nΘ
∗.
(1.13)
In [11], the authors verify that MJ4nΘ∗ is a Lagrangian subspace of C4n, and that inter-
sections of ℓ3(1;λ) with the Lagrangian subspace associated with MJ4nΘ∗ correspond with
spectral values of (1.1)-(BC2). (Again, strictly speaking, the authors of [11] are working
with Lagrangian subspaces of R4n.)
In this case, we make the following positivity assumption (C2): for any λ ∈ I and any
x ∈ (0, 1], the matrix ∫ x
0
Φ(ξ;λ)∗Bλ(ξ;λ)Φ(ξ;λ)dξ (1.14)
is positive definite.
We are now in a position to state our second theorem.
Theorem 1.2. Fix λ1, λ2 ∈ I, λ1 < λ2. For equation (1.1), let Assumptions (A), (B1),
and (B2) hold, and let X3 and X4 respectively denote the Lagrangian frames specified in
(1.12) and (1.13). If (C2) holds as well, and if N ([λ1, λ2)) denotes the spectral count for
(1.1) with boundary conditions (BC2), then
N ([λ1, λ2)) =
∑
x∈(0,1]
dimker(X3(x;λ1)
∗JX4(x;λ2)).
Remark 1.5. Although the proof of Theorem 1.2 is essentially identical to the proof of
Theorem 1.1 (at least in our development), we are not aware of a statement along the lines
of Theorem 1.2 in the literature.
The remainder of the paper is organized as follows. In Section 2, we develop the Maslov
index framework in C2n, and in Section 3 we develop the tools we will need to verify the
monotonicity that will be necessary to conclude Theorems 1.1 and 1.2. In Section 4, we
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prove Theorems 1.1 and 1.2, and in Section 5 we conclude by verifying that our assumptions
hold for four example cases: Dirac systems, Sturm-Liouville systems, the class of systems
analyzed in [10], and a system associated with differential-algebraic Sturm-Liouville systems.
In the fourth case, B(x;λ) is nonlinear in λ.
2 The Maslov Index on C2n
In this section, we verify that the framework developed in [12] for computing the Maslov
index for Lagrangian pairs in R2n extends to the case of Lagrangian pairs in C2n. A similar
framework has been developed in [22], and in particular, some of the results in this section
correspond with results in Section 2 of that reference. We include details here (1) for com-
pleteness; and (2) because we need some additional information that is not developed in
[22]. We also note that the Maslov index has been developed in the more general setting of
symplectic Banach spaces in [4].
As a starting point, we note the following direct relation between Lagrangian subspaces
on C2n and their associated frames.
Proposition 2.1. A 2n× n matrix X =
(
X
Y
)
is a frame for a Lagrangian subspace of C2n if
and only if the columns of X are linearly independent, and additionally
X∗Y − Y ∗X = 0.
We refer to this relation as the Lagrangian property for frames.
Remark 2.1. The straightforward proof of Proposition 2.1 is essentially the same as for the
case of R2n (see Proposition 2.1 in [12]). We note that the Lagrangian property can also be
expressed as X∗JX = 0. According to the Fredholm Alternative, C2n = ran(X) ⊕ ker(X∗),
and since dim ranX = n, we must have dimkerX∗ = n. I.e., Lagrangian subspaces on C2n
are maximal; no subspace of C2n with dimension greater than n can have the Lagrangian
property.
Proposition 2.2. If X =
(
X
Y
)
is the frame for a Lagrangian subspace of C2n, then the
matrices X ± iY are both invertible.
Proof. First, it’s standard that X∗X = X∗X + Y ∗Y is invertible if and only if the columns
of X are linearly independent. Now suppose v ∈ ker(X + iY ) so that (X + iY )v = 0.
We can multiply this equation by (X∗ − iY ∗) and use the Lagrangian property to see that
(X∗X + Y ∗Y )v = 0. This implies v = 0, from which we can conclude that (X + iY ) is
invertible. The case (X − iY ) is similar.
Proposition 2.3. If X =
(
X
Y
)
is the frame for a Lagrangian subspace of C2n, then
(X ± iY )−1 = M2(X∗ ∓ iY ∗),
where M := (X∗X)−1/2.
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Proof. Computing directly, we see that
(X∗ − iY ∗)(X + iY ) = X∗X + Y ∗Y + i(X∗Y − Y ∗X)
= (M2)−1,
where we have used the Lagrangian property for frames to see that the imaginary part is 0.
The claim now follows upon multiplication on the left byM2 and on the right by (X+iY )−1.
The case (X − iY )−1 is similar.
We now set
W˜D := (X + iY )(X − iY )
−1,
noting that W˜D detects intersections of ℓ = colspan(X) with the Dirichlet plane ℓD =
colspan(
(
0
In
)
) as described in (2.4).
Proposition 2.4. If X =
(
X
Y
)
is the frame for a Lagrangian subspace of C2n, then W˜D is
unitary.
Proof. Computing directly, we find
W˜ ∗DW˜D = (X
∗ + iY ∗)−1(X∗ − iY ∗)(X + iY )(X − iY )−1
= (X∗ + iY ∗)−1
{
X∗X + Y ∗Y
}
(X − iY )−1
= (X∗ + iY ∗)−1(M2)−1M2(X∗ + iY ∗) = I,
where for the second equality we used the Lagrangian property for frames, and for the third
we used Proposition 2.3.
Definition 2.1. Let X1 =
(
X1
Y1
)
and X2 =
(
X2
Y2
)
denote frames for two Lagrangian subspaces
of C2n. We define
W˜ := −(X1 + iY1)(X1 − iY1)
−1(X2 − iY2)(X2 + iY2)
−1. (2.1)
According to Proposition 2.4, W˜ is the product of unitary matrices, and so is unitary. Con-
sequently, the eigenvalues of W˜ will be confined to the unit circle in the complex plane, S1.
Lemma 2.1. Suppose X1 =
(
X1
Y1
)
and X2 =
(
X2
Y2
)
respectively denote frames for Lagrangian
subspaces of C2n. Then
dimker(X∗1JX2) = dim ker(W˜ + I).
More precisely,
ker(X∗1JX2) = ran
(
(X2 + iY2)
−1
∣∣∣
ker(W˜+I)
)
.
Proof. First, suppose
dim kerX∗1JX2 = m > 0,
and let {vk}mk=1 denote a basis for this kernel. Then, in particular,
(−X∗1Y2 + Y
∗
1 X2)vk = 0 (2.2)
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for all k ∈ {1, 2, . . . , m}. Set
wk = (X2 + iY2)vk,
and notice that since X2 + iY2 is invertible, {vk}mk=1 comprises a linearly independent set of
vectors if and only if {wk}mk=1 comprises a linearly independent set of vectors.
Now, we compute directly,
W˜wk = −(X1 + iY1)(X1 − iY1)
−1(X2 − iY2)vk
= −(X1 + iY1)M
2
1 (X
∗
1 + iY
∗
1 )(X2 − iY2)vk
= −(X1 + iY1)M
2
1
{
X∗1X2 + Y
∗
1 Y2 + i(Y
∗
1 X2 −X
∗
1Y2)
}
vk.
Using (2.2), we see that
W˜wk = −(X1 + iY1)M
2
1 (X
∗
1 − iY
∗
1 )(X2 + iY2)vk
= −(X1 + iY1)(X1 + iY1)
−1wk = −wk,
and so wk ∈ ker(W˜ + I). We can conclude that
dim kerX∗1JX2 ≤ dimker(W˜ + I).
For the second part, our calculation has established
kerX∗1JX2 ⊂ ran
(
(X2 + iY2)
−1
∣∣∣
ker(W˜+I)
)
.
Turning the argument around, we get the inequality and the associated inclusion in the
other direction, so we can conclude equality in both cases.
Lemma 2.2. Suppose X1 =
(
X1
Y1
)
and X2 =
(
X2
Y2
)
respectively denote frames for Lagrangian
subspaces of C2n, ℓ1 and ℓ2. Then
dimker(X∗1JX2) = dim(ℓ1 ∩ ℓ2).
More precisely,
ran
(
X2
∣∣∣
ker(X∗
1
JX2)
)
= ℓ1 ∩ ℓ2.
Proof. First, suppose
dim ker(X∗1JX2) = m > 0,
and let {vk}mk=1 denote a basis for this kernel. Then, in particular,
X∗1JX2vk = 0 (2.3)
for all k ∈ {1, 2, . . . , m}.
Set ζk = X2vk. Then ζk ∈ ℓ2 (as a linear combination of the columns of X2), and since
X∗1Jζk = 0, we must have ζk ∈ ℓ1 by maximality. We see that we can associate with the
{vk}
m
k=1 a linearly independent set {ζk}
m
k=1 ⊂ ℓ1 ∩ ℓ2, and so
dim kerX∗1JX2 ≤ dim(ℓ1 ∩ ℓ2).
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For the second part, our calculation has established
ran
(
X2
∣∣∣
ker(X∗
1
JX2)
)
⊂ ℓ1 ∩ ℓ2.
Turning the argument around, we get the inequality and the associated inclusion in the
other direction, so we can conclude equality in both cases.
Combining Lemmas 2.1 and 2.2, we see that
dim ker(W˜ + I) = dim(ℓ1 ∩ ℓ2), (2.4)
which is the key relation in our definition of the Maslov index. Before properly defining the
Maslov index, we note that the point −1 ∈ S1 is chosen essentially at random, and any other
point on S1 would serve just as well. Indeed, we have the following proposition.
Proposition 2.5. Suppose X1 =
(
X1
Y1
)
and X2 =
(
X2
Y2
)
respectively denote frames for La-
grangian subspaces of C2n, ℓ1 and ℓ2, and let W˜ be as in (2.1). Given any value w˜ ∈ S1,
set
X3 = X3(w˜) := i(1− w˜)X2 − (1 + w˜)JX2. (2.5)
Then X3 is the frame for a Lagrangian subspace of C
2n, ℓ3 = ℓ3(w˜), and
dimker(W˜ − w˜I) = dimker(X∗1JX3) = dim(ℓ1 ∩ ℓ3).
Proof. In order to check that X3 is Lagrangian, we note that by straightforward calculations
we find
X∗3X3 = (|1− w˜|
2 + |1 + w˜|2)X∗2X2,
and likewise X∗3JX3 = 0. It’s clear from the first of these relations that dim colspan(X3) = n
and from the second that X3 satisfies the Lagrangian property.
Next, again by direct calculation, we find that
(X3 − iY3)(X3 + iY3)
−1 = −
1
w˜
(X2 − iY2)(X2 + iY2)
−1,
from which we see that w˜ is an eigenvalue of W˜ if and only if −1 is an eigenvalue of
W˜ = −(X1 + iY1)(X1 − iY1)
−1(X3 − iY3)(X3 + iY3)
−1.
In this way,
dim(ℓ1 ∩ ℓ3) = dimker(X
∗
1JX3) = dimker(W˜ + I) = dimker(W˜ − w˜I).
Remark 2.2. We can interpret Proposition 2.5 in two useful ways. First, each eigenvalue
of W˜ , w˜ ∈ S1, indicates an intersection between ℓ1 and ℓ3(w˜). In this way, we can associate
with any Lagrangian subspace ℓ1 a family of up to n Lagrangian subspaces (depending on
multiplicities) obtained through (2.5). On the other hand, suppose we would like to move
our spectral flow calculation from −1 to some other w˜ ∈ S1. We let X3 denote our target
(generally denoted X2), and solve (2.5) for X2. Then w˜ ∈ σ(W˜ ) corresponds precisely with
intersections between ℓ1 and ℓ3, allowing us to compute the Maslov index as a spectral flow
through w˜.
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Turning now to our definition of the Maslov index, we note that since W˜ is unitary, we
can define the Maslov index in the C2n setting precisely as in the R2n setting in [12]. For
completeness, we sketch the development.
Given a parameter interval I = [a, b], which can be normalized to [0, 1], we consider maps
ℓ : I → Λ(n), which will be expressed as ℓ(t). In order to specify a notion of continuity, we
need to define a metric on Λ(n), and following [8] (p. 274), we do this in terms of orthogonal
projections onto elements ℓ ∈ Λ(n). Precisely, let Pi denote the orthogonal projection matrix
onto ℓi ∈ Λ(n) for i = 1, 2. I.e., if Xi denotes a frame for ℓi, then Pi = Xi(X∗iXi)
−1X∗i . We
take our metric d on Λ(n) to be defined by
d(ℓ1, ℓ2) := ‖P1 − P2‖,
where ‖ · ‖ can denote any matrix norm. We will say that ℓ : I → Λ(n) is continuous
provided it is continuous under the metric d.
Given two continuous maps ℓ1(t), ℓ2(t) on a parameter interval I, we denote by L(t) the
path
L(t) = (ℓ1(t), ℓ2(t)).
In what follows, we will define the Maslov index for the path L(t), which will be a count,
including both multiplicity and direction, of the number of times the Lagrangian paths ℓ1
and ℓ2 intersect. In order to be clear about what we mean by multiplicity and direction, we
observe that associated with any path L(t) we will have a path of unitary complex matrices as
described in (2.1). We have already noted that the Lagrangian subspaces ℓ1 and ℓ2 intersect
at a value t∗ ∈ I if and only if W˜ (t∗) has -1 as an eigenvalue. (Recall that we refer to the
value t∗ as a conjugate point.) In the event of such an intersection, we define the multiplicity
of the intersection to be the multiplicity of -1 as an eigenvalue of W˜ (since W˜ is unitary the
algebraic and geometric multiplicites are the same). When we talk about the direction of an
intersection, we mean the direction the eigenvalues of W˜ are moving (as t varies) along the
unit circle S1 when they cross −1 (we take counterclockwise as the positive direction). We
note that we will need to take care with what we mean by a crossing in the following sense:
we must decide whether to increment the Maslov index upon arrival or upon departure.
Indeed, there are several different approaches to defining the Maslov index (see, for example,
[7, 20]), and they often disagree on this convention.
Following [5, 8, 18] (and in particular Definition 1.5 from [5]), we proceed by choosing
a partition a = t0 < t1 < · · · < tn = b of I = [a, b], along with numbers {ǫj}nj=1 ⊂ (0, π)
so that ker
(
W˜ (t) − ei(π±ǫj)I
)
= {0} for tj−1 ≤ t ≤ tj ; that is, ei(π±ǫj) ∈ C \ σ(W˜ (t)), for
tj−1 ≤ t ≤ tj and j = 1, . . . , n. Moreover, we notice that for each j = 1, . . . , n and any
t ∈ [tj−1, tj] there are only finitely many values β ∈ [0, ǫj) for which ei(π+β) ∈ σ(W˜ (t)).
Fix some j ∈ {1, 2, . . . , n} and consider the value
k(t, ǫj) :=
∑
0≤β<ǫj
dimker
(
W˜ (t)− ei(π+β)I
)
. (2.6)
for tj−1 ≤ t ≤ tj. This is precisely the sum, along with multiplicity, of the number of
eigenvalues of W˜ (t) that lie on the arc
Aj := {e
it : t ∈ [π, π + ǫj)}.
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The stipulation that ei(π±ǫj) ∈ C \ σ(W˜ (t)), for tj−1 ≤ t ≤ tj ensures that no eigenvalue
can enter Aj in the clockwise direction or exit in the counterclockwise direction during the
interval tj−1 ≤ t ≤ tj . In this way, we see that k(tj , ǫj)− k(tj−1, ǫj) is a count of the number
of eigenvalues that enter Aj in the counterclockwise direction (i.e., through −1) minus the
number that leave in the clockwise direction (again, through −1) during the interval [tj−1, tj ].
In dealing with the catenation of paths, it’s particularly important to understand the
difference k(tj , ǫj)−k(tj−1, ǫj) if an eigenvalue resides at −1 at either t = tj−1 or t = tj (i.e., if
an eigenvalue begins or ends at a crossing). If an eigenvalue moving in the counterclockwise
direction arrives at −1 at t = tj , then we increment the difference forward, while if the
eigenvalue arrives at -1 from the clockwise direction we do not (because it was already in
Aj prior to arrival). On the other hand, suppose an eigenvalue resides at -1 at t = tj−1
and moves in the counterclockwise direction. The eigenvalue remains in Aj , and so we do
not increment the difference. However, if the eigenvalue leaves in the clockwise direction
then we decrement the difference. In summary, the difference increments forward upon
arrivals in the counterclockwise direction, but not upon arrivals in the clockwise direction,
and it decrements upon departures in the clockwise direction, but not upon departures in
the counterclockwise direction.
We are now ready to define the Maslov index.
Definition 2.2. Let L(t) = (ℓ1(t), ℓ2(t)), where ℓ1, ℓ2 : I → Λ(n) are continuous paths in
the Lagrangian–Grassmannian. The Maslov index Mas(L; I) is defined by
Mas(L; I) =
n∑
j=1
(k(tj , ǫj)− k(tj−1, ǫj)). (2.7)
Remark 2.3. As we did in the introduction, we will typically refer explicitly to the individual
paths with the notation Mas(ℓ1, ℓ2; I).
Remark 2.4. As discussed in [5], the Maslov index does not depend on the choices of
{tj}nj=0 and {ǫj}
n
j=1, so long as these choices follow the specifications described above. Also,
we emphasize that Phillips’ specification of the spectral flow allows for an infinite number
of crossings. In such cases, all except a finite number are necessarily transient (i.e., an
eigenvalue crosses −1, but then crosses back, yielding no net contribution to the Maslov
index).
One of the most important features of the Maslov index is homotopy invariance, for which
we need to consider continuously varying families of Lagrangian paths. To set some notation,
we denote by P(I) the collection of all paths L(t) = (ℓ1(t), ℓ2(t)), where ℓ1, ℓ2 : I → Λ(n) are
continuous paths in the Lagrangian–Grassmannian. We say that two paths L,M ∈ P(I)
are homotopic provided there exists a family Hs so that H0 = L, H1 = M, and Hs(t) is
continuous as a map from (t, s) ∈ I × [0, 1] into Λ(n)× Λ(n).
The Maslov index has the following properties.
(P1) (Path Additivity) If L ∈ P(I) and a, b, c ∈ I, with a < b < c, then
Mas(L; [a, c]) = Mas(L; [a, b]) + Mas(L; [b, c]).
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(P2) (Homotopy Invariance) If L,M∈ P(I) are homotopic, with L(a) =M(a) and L(b) =
M(b) (i.e., if L,M are homotopic with fixed endpoints) then
Mas(L; [a, b]) = Mas(M; [a, b]).
Straightforward proofs of these properties appear in [12] for Lagrangian subspaces of R2n,
and proofs in the current setting of Lagrangian subspaces of C2n are essentially identical.
3 Direction of Rotation
As noted in the previous section, the direction we associate with a conjugate point is de-
termined by the direction in which eigenvalues of W˜ rotate through −1 (counterclockwise
is positive, while clockwise is negative). When analyzing the Maslov index, we need a con-
venient framework for analyzing this direction, and the development of such a framework is
the goal of this section.
We let X1(t) =
(
X1(t)
Y1(t)
)
and X2(t) =
(
X2(t)
Y2(t)
)
denote frames for evolving Lagrangian sub-
spaces ℓ1(t) and ℓ2(t), and we set W˜ (t) = −W˜1(t)W˜2(t), with
W˜1(t) = (X1(t) + iY1(t))(X1(t)− iY1(t))
−1
W˜2(t) = (X2(t)− iY2(t))(X2(t) + iY2(t))
−1.
(3.1)
As discussed in [13], if we fix any t0 ∈ I, then we can write
W˜ (t) = W˜ (t0)e
iR(t)
for t sufficiently close to t0. Here, iR(t) is the logarithm of W˜ (t0)
−1W˜ (t), and we clearly have
R(t0) = 0. (Since W˜ (t0)
−1W˜ (t0) = I, it’s clear that W˜ (t0)−1W˜ (t) has a unique logarithm
for t sufficiently close to t0.) For any t ∈ I, we set Ω˜(t) := −iW˜ (t)
−1W˜ ′(t), so that
W˜ ′(t) = iW˜ (t)Ω˜(t),
for all t ∈ I. Comparing expressions, we see that R′(t0) = Ω˜(t0).
As discussed particularly in the proof of Lemma 3.11 in [13], the direction of rotation for
eigenvalues of W˜ (t) as they cross w˜0 ∈ σ(W˜ (t0)) is determined by the nature of R(t) for t
near t0. For the current analysis, we will require an extension of Lemma 3.11 in [13], and in
developing this we will repeat part of the argument from [13].
First, following [8][p. 306], we fix any θ ∈ [0, 2π) so that eiθ /∈ ker(W˜ (t0)) and, for t
sufficiently close to t0, define the auxiliary matrix
A(t) := i(eiθI − W˜ (t))−1(eiθI + W˜ (t)). (3.2)
It is straightforward to check that A(t) is self-adjoint, and this allows us to conclude that its
eigenvalues will all be real-valued. If we denote the eigenvalues of W˜ (t) by {w˜j(t)}nj=1, and
the eigenvalues of A(t) by {aj(t)}nj=1 then by spectral mapping we have the correspondence
aj(t) = i
eiθ + w˜j(t)
eiθ − w˜j(t)
.
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By a short argument in the proof of Lemma 3.11 in [13], the authors find that if the eigenvalue
aj(t) is increasing as t crosses t0 then the corresponding eigenvalue w˜j(t) will rotate in the
counterclockwise direction along S1 as t crosses t0. This means that the rotation of the
eigenvalues of W˜ (t) can be determined by the linear motion of the eigenvalues of A(t).
Suppose w˜0 is an eigenvalue of W˜ (t0) with multiplicity m. Since W˜ (t0) is unitary, the
algebraic and geometric multiplicities of its eigenvalues agree, so the eigenspace associated
with w˜0, which we denote V0, has dimension m. From Theorem II.5.4 in [15], we know
there exists a corresponding eigenvalue group {w˜j(t)}mj=1 ⊂ σ(W˜ (t)) so that w˜j(t0) = w˜0 for
j = 1, 2, ..., m. By a natural choice of indexing, each such w˜j(t) will have a corresponding
eigenvalue aj(t) ∈ σ(A(t)), and the eigenspace associated with {aj(t0)}mj=1 ⊂ σ(A(t∗)) will
be V0. In particular, it follows from the discussion above that the rotation of the eigenvalues
{wj(t)}mj=1 ⊂ σ(W˜ (t)) through w0 will be determined by the linear motion of the eigenvalues
{aj(t)}mj=1 ⊂ σ(A(t)) through a0.
We can now apply Theorem II.5.4 from [15]. We will only require a special case of the
theorem, and for completeness we will state it in the following claim (for which A(t) is not
necessarily the matrix in our lead-in discussion).
Claim 3.1. Let A ∈ AC(I;Cn×n), with A(t) self-adjoint for each t ∈ I. For t0 ∈ I,
suppose a0 is an eigenvalue of A(t0) with multiplicity m, and let P0 denote projection onto
the eigenspace associated with a0. Suppose that for δ > 0 sufficiently small, the matrices
P0A
′(t)P0 (which are necessarily defined a.e.) have α− negative eigenvalues and α+ positive
eigenvalues for a.e. t ∈ (t0 − δ, t0 + δ). Then on this interval, there will be an associated
eigenvalue group {aj(t)}
m
j=1, with aj(t0) = a0 for all j ∈ {1, 2, . . . , m} so that at least α− of
the {aj(t)}mj=1 will be decreasing as t increases through t0, and at least α+ will be increasing
as t increases through t0.
Proof. Since A ∈ AC(I;Cn×n), we have that A is differentiable a.e. in I. If A is differentiable
at a value τ ∈ I, then we have from Theorem II.5.4 in [15] that each eigenvalue aj(t) ∈
σ(A(t)) can be expressed as
aj(t) = aj(τ) + α
τ
j (t− τ) + o(|t− τ |), (3.3)
for t sufficiently close to τ , and where ατj is an eigenvalue of PτA
′(τ)Pτ , where Pτ denotes
projection onto the eigenspace associated with A(τ). We note that the projections Pτ are
continuous in τ , so for τ sufficiently close to t0 the matrices PτA
′(τ)Pτ have the same
number of a.e.-negative eigenvalues as the matrices P0A
′(τ)P0, and similary for a.e.-positive
eigenvalues.
If A is differentiable at t0, then the conclusion is immediate with t0 = τ in (3.3). I.e., in
the event that αt0j is defined and positive, aj(t) will increase as t increases through t0, and
in the event that αt0j is defined and negative, aj(t) will decrease as t increases through t0.
Suppose A is not differentiable at t0. By assumption, for a.e. τ ∈ (t0− δ, t0+ δ), we have
(3.3), and so
a′j(τ) = α
τ
j .
For α− indices j, we have ατj < 0 for a.e. τ ∈ (t0 − δ, t0 + δ), and consequently for these
indices
aj(t) = aj(t0 − δ) +
∫ t
t0−δ
ατj dτ,
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which is clearly decreasing as t increases. We can proceed similarly for α+ indices for which
ατj > 0 for a.e. τ ∈ (t0 − δ, t0 + δ), and in that case we conclude that the associated {aj(t)}
are increasing. This gives the claim.
Our analysis of the motion of an eigenvalue family {w˜j(t)}mj=1 as it crosses w˜j(t0) = w˜0 is
in precisely the setting of Claim 3.1, with P0 denoting projection onto V0 = ker(W˜ (t0)−Iw˜0).
We note that the a.e.-defined matrix P0A
′(t)P0 should be viewed as a map from V0 to V0,
withm eigenvalues. (The remaining eigenvalues of P0A
′(t)P0 as an n×n matrix will all be 0.)
Each a.e.-positive eigenvalue of P0A
′(t)P0 will correspond with an eigenvalue aj(t) that moves
to the right as t crosses t0, while each a.e.-negative eigenvalue of P0A
′(t)P0 will correspond
with an eigenvalue aj(t) that moves to the left as t crosses t0. If any of the m eigenvalues of
P0A
′(t)P0 is neither a.e.-positive nor a.e.-negative, the motion of the corresponding aj(t) is
not determined, and we will not consider such cases in this analysis.
As a starting point toward understanding rotation, the authors show during the proof of
Lemma 3.11 of [13] that if A is differentiable at t, then
A′(t) = 2
(
(eiθI − W˜ (t))−1
)∗
Ω˜(t)(eiθI − W˜ (t))−1. (3.4)
According to Claim 3.1, the (linear) motion of the eigenvalue group {aj(t)}mj=1 as t crosses
t0 is determined by
P0A
′(t)P0 = 2P0
(
(eiθI − W˜ (t))−1
)∗
Ω˜(t)
(
(eiθI − W˜ (t))−1
)
P0
= 2
(
(eiθI − W˜ (t))−1P0
)∗
Ω˜(t)
(
(eiθI − W˜ (t))−1P0
)
.
for a.e. t ∈ (t0 − δ, t0 + δ).
We can associate the matrix P0A
′(t)P0 with the quadratic form
Q(w) = 2
(
Ω˜(t)(eiθI − W˜ (t0))
−1P0w, (e
iθI − W˜ (t0))
−1P0w
)
,
with domain V0 = ker(W˜ (t0)−Iw˜0). (Here, continuity of W˜ (·) in t allows us to replace t with
t0 in W˜ (·) for t sufficiently close to t0. I.e.; with this change, and for t sufficiently close to
t0, positive eigenvalues will remain positive and negative eigenvalues will remain negative.)
Since P0 projects onto V0, we have
(eiθI − W˜ (t0))
−1P0w = (e
iθ − w˜0)
−1P0w,
so that
Q(w) =
2
|eiθ − w˜0|2
(Ω˜(t)P0w, P0w).
We see that the eigenvalues of P0A
′(t)P0 can be characterized by the quadratic form
Q˜(w) := (P0Ω˜(t)P0w,w).
In particular, the matrices P0A
′(t)P0 and P0Ω˜(t)P0, viewed as maps from P0Cn to P0Cn, will
have the same number of a.e.-negative and a.e.-positive eigenvalues.
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Recalling that we compute the Maslov index via the unitary matrix W˜ (t) = −W˜1(t)W˜2(t),
with W˜1 and W˜2 described in (3.1), we introduce matrices Ω˜1 and Ω˜2 so that
W˜ ′1 = iW˜1Ω˜1
W˜ ′2 = iW˜2Ω˜2.
Proceeding almost precisely as in [12], except with adjoint replacing transpose where appro-
priate, we find that
Ω˜1 = −2
(
(X1 − iY1)
−1
)∗
X∗1JX
′
1(X1 − iY1)
−1
Ω˜2 = 2
(
(X2 + iY2)
−1
)∗
X∗2JX
′
2(X2 + iY2)
−1.
A short calculation (also in [12]) shows
W˜ ′ = iW˜ Ω˜,
where
Ω˜ = W˜ ∗2 Ω˜1W˜2 + Ω˜2.
We can now express our quadratic form as
Q˜(w) = (P0Ω˜(t)P0w,w)
= (P0W˜2(t)
∗Ω˜1(t)W˜2(t)P0w,w) + (P0Ω˜2(t)P0w,w)
=: Q˜1(w) + Q˜2(w).
For w ∈ V0, we have P0w = w, so we can drop off the matrices P0, keeping in mind that our
domain is V0.
Starting with Q˜2, we write
Q˜2(w) =
(
Ω˜2(t)w,w
)
Cn
= 2
((
(X2(t) + iY2(t))
−1
)∗
X∗2(t)JX
′
2(t)(X2(t) + iY2(t))
−1w,w
)
Cn
= 2
(
X∗2(t)JX
′
2(t)(X2(t) + iY2(t))
−1w, (X2(t) + iY2(t))
−1w
)
C2n
,
from which we immediately see that ifX∗2(t)JX
′
2(t) is a.e.-positive definite, then the quadratic
form Q˜2 will be a.e.-positive. Proceeding similarly, we find that if −X
∗
1(t)JX
′
1(t) is a.e.-
positive definite, then the quadratic form Q˜1 will be positive. Combining these observations,
we obtain the following lemma, which corresponds precisely with Lemma 4.2 of [12] (for
Lagrangian subspaces on R2n).
Lemma 3.1. Suppose ℓ1, ℓ2 : I → Λ(n) denote paths of Lagrangian subspaces of C2n with
absolutely continuous frames X1 =
(
X1
Y1
)
and X2 =
(
X2
Y2
)
(respectively). If there exists δ > 0
so that the matrices
−X∗1JX
′
1 = X1(t)
∗Y ′1(t)− Y1(t)
∗X ′1(t)
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and (noting the sign change)
X∗2JX
′
2 = −(X2(t)
∗Y ′2(t)− Y2(t)
∗X ′2(t))
are both a.e.-non-negative in (t0 − δ, t0 + δ), and at least one is a.e.-positive definite in
(t0 − δ, t0 + δ) then the eigenvalues of W˜ (t) rotate in the counterclockwise direction as t
increases through t0. Likewise, if both of these matrices are a.e.-non-positive, and at least
one is a.e.-negative definite, then the eigenvalues of W˜ (t) rotate in the clockwise direction
as t increases through t0.
Remark 3.1. The corresponding statement Lemma 4.2 in [12] is stated in the slightly more
restrictive case in which the frames are continuously differentiable.
For our applications to linear Hamiltonian systems, Lemma 3.1 is generally all we need
to establish monotonicity in the spectral parameter. However, for monotonicity as the inde-
pendent variable varies, we typically require additional information.
Our primary interest is with solutions of (1.1), so (suppressing the spectral parameter
for the moment) let ℓ1(t) and ℓ2(t) denote Lagrangian subspaces with respective frames
X1(t) =
(
X1(t)
Y1(t)
)
; X2(t) =
(
X2(t)
Y2(t)
)
,
satisfying
JX′1 = B1(t)X1
JX′2 = B2(t)X2,
where B1,B2 ∈ L1([0, 1];C2n×2n) are paths of self-adjoint matrices.
Focusing again on Q˜2, we can write
Q˜2(w) = 2
((
(X2(t) + iY2(t))
−1
)∗
X2(t)
∗
B2(t)X2(t)(X2(t) + iY2(t))
−1w,w
)
Cn
= 2
(
B2(t)X2(t)(X2(t) + iY2(t))
−1w,X2(t)(X2(t) + iY2(t))
−1w
)
C2n
.
Before considering rotation through a general eigenvalue w˜0 ∈ S1, we focus on the case
when w˜∗ = −1 (i.e., for which t0 is a conjugate point t∗). Suppose −1 has multiplicity m as
an eigenvalue of W˜ (t∗), and set
V∗ := ker(W˜ (t∗) + I).
Using the continuity of X2, we can replace Q˜2 with the quadradic form
Q2(w) =
(
B2(t)X2(t∗)(X2(t∗) + iY2(t∗))
−1w,X2(t∗)(X2(t∗) + iY2(t∗))
−1w
)
C2n
,
in the sense that this new quadratic form has the same a.e.-positive and a.e.-negative eigen-
values as Q˜2.
Likewise, for Q˜1(w), we have
Q˜1(w) = −2
((
(X1(t)− iY1(t))
−1W˜2
)∗
X1(t)
∗
B1(t)X1(t)(X1(t)− iY1(t))
−1W˜2w,w
)
Cn
= −2
(
B1(t)X1(t)(X1(t)− iY1(t))
−1W˜2w,X1(t)(X1(t)− iY1(t))
−1W˜2w
)
C2n
.
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Now, w ∈ V∗, so we have W˜ (t∗)w = −w, which can be rearranged as
(X1(t∗)− iY1(t∗))
−1W˜ (t∗)w = (X1(t∗) + iY1(t∗))
−1w.
Using the continuity of X1, we see that Q˜1(w) can be replaced with the quadratic form
Q1(w) = −
(
B1(t)X1(t∗)(X1(t∗) + iY1(t∗))
−1w,X1(t∗)(X1(t∗) + iY1(t∗))
−1w
)
C2n
.
in the sense that this new quadratic form has the same a.e.-positive and a.e.-negative eigen-
values as Q˜1.
We now want to re-combine the new forms of Q˜1 and Q˜2, and for this we need the
following claim.
Claim 3.2. Suppose X1 =
(
X1
Y1
)
and X2 =
(
X2
Y2
)
denote frames for Lagangian subspaces of
C2n, and let W˜ be as in (2.1). If w ∈ V∗ = ker(W˜ + I), then
X1(X1 + iY1)
−1w = X2(X2 + iY2)
−1w.
Proof. First, we can express the relation W˜w = −w as
(X1 + iY1)
−1w = (X1 − iY1)
−1(X2 − iY2)(X2 + iY2)
−1w,
and for the right-hand side, we can compute
M21 (X
∗
1 + iY
∗
1 )(X2 − iY2)(X2 + iY2)
−1w
= M21
{
X∗1X2 + iX
∗
1JX2
}
(X2 + iY2)
−1w
= M21X
∗
1X2(X2 + iY2)
−1w,
where we have recalled from Lemma 2.1 that X∗1JX2(X2 + iY2)
−1w = 0 (because, (X2 +
iY2)
−1w ∈ ker(X∗1JX2)). Now we multiply on the left by X1 to see that
X1(X1 + iY1)
−1w = X1M
2
1X
∗
1X2(X2 + iY2)
−1w = P1X2(X2 + iY2)
−1w.
Here, P1 denotes projection onto ℓ1, and since X2(X2+ iY2)
−1w ∈ ℓ1 (again, by Lemma 2.1),
we obtain the claim.
Claim 3.2, allows us to work with the combined quadratic form
2
(
(B2(t)− B1(t))X2(t∗)(X2(t∗) + iY2(t∗))
−1w,X2(t∗)(X2(t∗) + iY2(t∗))
−1w
)
C2n
.
Combining Lemmas 2.1 and 2.2, we see that
ran
(
X2(X2 + iY2)
−1
∣∣∣
ker(W˜ (t∗)+I)
)
= ℓ1(t∗) ∩ ℓ2(t∗),
allowing us to express this last quadratic form on the domain ℓ1(t∗) ∩ ℓ2(t∗). In particular,
we see that rotation through w˜∗ = −1 is determined by the quadratic form
Q(v) =
(
(B2(t)− B1(t))v, v
)
C2n
,
with domain ℓ1(t∗) ∩ ℓ2(t∗) (defined for a.e. t ∈ (t∗ − δ, t∗ + δ) for some δ > 0 sufficiently
small).
We summarize our discussion in the following lemma.
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Lemma 3.2. Suppose B1,B2 ∈ L1([0, 1];C2n×2n), with B1(t),B2(t) self-adjoint for a.e. t ∈
[0, 1], and let ℓ1(t) and ℓ2(t) be Lagrangian subspaces with respective frames X1(t) and X2(t)
satisfying
JX′i = Bi(t)Xi(t); i = 1, 2.
Let t∗ ∈ [0, 1] be a conjugate point for ℓ1(t) and ℓ2(t) so that dim(ℓ1(t∗) ∩ ℓ2(t∗)) = m, and
let P∗ denote projection onto ℓ1(t∗)∩ ℓ2(t∗). If there exists δ > 0 so that P∗(B2(t)−B1(t))P∗
has m− a.e.-negative eigenvalues on (t∗ − δ, t∗ + δ) ∩ [0, 1], and m+ a.e.-positive eigenvalues
on (t∗ − δ, t∗ + δ) ∩ [0, 1] (m− +m+ = m), then the following hold:
(i) if t∗ ∈ (0, 1),
Mas(ℓ1, ℓ2; [t∗ − δ, t∗ + δ]) = m+ −m−;
(ii) If t∗ = 0, then
Mas(ℓ1, ℓ2; [0, δ]) = −m−;
(iii) If t∗ = 1, then
Mas(ℓ1, ℓ2; [1− δ, 1]) = m+.
Remark 3.2. Working in the setting of Lagrangian subspaces of R2n, it is shown in [12]
that for Lagrangian subspaces with C1 frames, the information obtained in Lemma 3.2 can
be obtained equivalently from the crossing forms of Robbin and Salamon [20]. Out goal in
setting out this lemma is not to assert something new, but rather to establish a convenient
form that is useful in practice.
Remark 3.3. We can compute P∗ in terms of the projections P1 and P2 onto (respectively)
ℓ1(t∗) and ℓ2(t∗). Denoting the pseudoinverse for a matrix A by A†, we have
P∗ = 2P1(P1 + P2)
†P2.
(See [19] for a detailed discussion of this relation, and for a useful collection of similar
relations.) On a very practical level, we mention that the pseudoinverse of a matrix is
efficiently computed in MATLAB with the built-in pinv M-file.
Lemma 3.2 allows us to determine the rotation of an eigenvalue of W˜ (t) as it crosses −1.
More generally, suppose w˜0 ∈ S1 is an eigenvalue of W˜ (t0), where we now use t0 instead of
t∗ to emphasize that we may not be at a conjugate point. According to Proposition 2.5, the
eigenvalue at w˜0 indicates that ℓ1 intersects the Lagrangian subspace
X3 := i(1− w˜0)X2 − (1 + w˜0)JX2,
where the multiplcity of w˜0 as an eigenvalue of W˜ (t0) corresponds with the dimension of
intersection.
In order to determine the direction of rotation for w˜0, we can directly analyze intersec-
tions between X1(t) and X3(t), using the theory already developed. For this, we obtain a
Hamiltonian equation for X3(x;λ) by computing
JX′3 = i(1− w˜0)JX
′
2 − (1 + w˜0)J
2X′2
= {i(1− w˜0)I − (1 + w˜0)J}B2(t)X2.
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If we set
G = i(1− w˜0)I − (1 + w˜0)J,
then we can write JX′3 = B3(t)X3, where B3(t) = GB2(t)G
−1. In this way, we find that the
rotation of w˜0 is determined by the eigenvalues of
P0(GB2(t)G
−1 − B1(t))P0,
where P0 denotes projection onto ℓ1(t0) ∩ ℓ3(t0). Here, we find by direct calculation that
G−1 =
1
4w˜0
(i(1− w˜0)I + (1 + w˜0)J).
4 Proofs of Theorems 1.1 and 1.2
In this section, we use our Maslov index framework to prove our two main theorems.
4.1 Proof of Theorem 1.1
Fix any pair λ1, λ2 ∈ I, with λ1 < λ2, and let ℓ1(x;λ) denote the map of Lagrangian
subspaces associated with the frames X1(x;λ) specified in (1.4). Keeping in mind that λ2
is fixed, let ℓ2(x;λ2) denote the map of Lagrangian subspaces associated with the frames
X2(x;λ2) specified in (1.5). We emphasize that X2(x;λ2) is initialized at x = 1. Effectively,
this means that we are looking sideways at the usual Maslov Box, setting the target as the
right shelf λ = λ2, rather than the top shelf.
By Maslov Box, we mean the following sequence of contours: (1) fix x = 0 and let λ run
from λ1 to λ2 (the bottom shelf); (2) fix λ = λ2 and let x run from 0 to 1 (the right shelf);
(3) fix x = 1 and let λ run from λ2 to λ1 (the top shelf); and (4) fix λ = λ1 and let x run
from 1 to 0 (the left shelf). We denote by Γ the simple closed curve obtained by following
each of these paths precisely once.
We begin our analysis with the bottom shelf. Since X1(0;λ) = Jα
∗ for all λ ∈ [λ1, λ2]
(i.e., is independent of λ), and X2(0;λ2) does not vary with λ, we see that in fact the matrix
W˜ (0;λ) is constant as λ varies from λ1 to λ2, and so
Mas(ℓ1(0; ·), ℓ2(0;λ2); [λ1, λ2]) = 0. (4.1)
This does not necessarily mean that −1 is not an eigenvalue of W˜ (0;λ); rather, if −1 is an
eigenvalue of W˜ (0;λ) with multiplicity m for some λ ∈ [λ1, λ2], then it remains fixed as an
eigenvalue of W˜ (0;λ) with multiplicity m for all λ ∈ [λ1, λ2].
For the right shelf, λ is fixed at λ2 for both X1 and X2. By construction, ℓ1(·;λ2) will
intersect ℓ2(·;λ2) at some x = x∗ with dimension m if and only if λ2 is a spectral value of
(1.1) with multiplicity m. In the event that λ2 is not a spectral value of (1.1), there will be
no conjugate points along the right shelf. On the other hand, if λ2 is a spectral value of (1.1)
with multiplicity m, then W˜ (x;λ2) will have −1 as an eigenvalue with multiplicity m for all
x ∈ [0, 1]. In either case,
Mas(ℓ1(·;λ2), ℓ2(·;λ2); [0, 1]) = 0. (4.2)
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For the top shelf, we know from Lemma 3.1 that monotonicity in λ is determined by
−X1(1;λ)∗J∂λX1(1;λ), and we readily compute
∂
∂x
X∗1(x;λ)J∂λX1(x;λ) = (X
′
1)
∗J∂λX1 +X
∗
1J∂λX
′
1
= −(X′1)
∗J t∂λX1 +X
∗
1∂λJX
′
1
= −X∗1B(x;λ)∂λX1 +X
∗
1∂λ(B(x;λ)X1) = X
∗
1BλX1.
Integrating on [0, x], and noting that ∂λX1(0;λ) = 0, we see that
X1(x;λ)
∗J∂λX1(x;λ) =
∫ x
0
X1(y;λ)
∗
Bλ(y;λ)X1(y;λ)dy.
Monotonicity along the top shelf follows by setting x = 1 and appealing to condition (C1).
In this way, we see that condition (C1) ensures that as λ increases the eigenvalues of W˜ (1;λ)
will rotate in the clockwise direction. Since each crossing along the top shelf corresponds
with a spectral value, we can conclude that
N ([λ1, λ2)) = −Mas(ℓ1(1; ·), ℓ2(1;λ2); [λ1, λ2]).
We note that λ1 is included in the count, because in the event that (1, λ1) is conjugate,
eigenvalues of W˜ (1;λ) will rotate away from −1 in the clockwise direction as λ increases
from λ1 (thus decrementing the Maslov index). Likewise, λ2 is not included in the count,
because in the event that (1, λ2) is conjugate, eigenvalues of W˜ (1;λ) will rotate into −1 in
the clockwise direction as λ increases to λ2 (thus leaving the Maslov index unchanged).
Remark 4.1. We note that monotonicity in λ at any shelf x ∈ (0, 1) also follows from (C1),
and indeed this fact will be important in our analysis of the left shelf.
Our analysis so far leaves only the left shelf to consider, and we observe that it can be
expressed as
−Mas(ℓ1(·;λ1), ℓ2(·;λ2); [0, 1]).
Using catenation of paths and homotopy invariance, we can sum the Maslov indices on each
shelf of the Maslov Box to arrive at the relation
N ([λ1, λ2)) = Mas(ℓ1(·;λ1), ℓ2(·;λ2); [0, 1]). (4.3)
In order to get from (4.3) to Theorem 1.1, we need to verify that crossings along the left
shelf occur monotonically in the counterclockwise direction as x increases. In this case we
will have
Mas(ℓ1(·;λ1), ℓ2(·;λ2); [0, 1]) =
∑
0<x≤1
dim(ℓ1(x;λ1) ∩ ℓ2(x;λ2))
=
∑
0<x≤1
dimker(X1(x;λ1)
∗JX2(x;λ2)).
Here, x = 0 is not included in the sum, because if x = 0 is a conjuguate point, then as x
increases from 0, the eigenvalues of W˜ (x;λ1) will rotate away from−1 in the counterclockwise
direction, and so will not increment the Maslov index.
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In order to check monotonicity at crossings, we let x∗ denote a conjugate point on the
left shelf, and let P∗ denote projection onto ℓ1(x∗;λ1) ∩ ℓ2(x∗;λ2). According to Lemma 3.2
the rotation of eigenvalues of W˜ (x;λ1) that reside at −1 for x = x∗ is determined by the
eigenvalues of
P∗(B(x;λ2)− B(x;λ1))P∗,
for a.e. x sufficiently close to x∗. Clearly, if B(x;λ2)−B(x;λ1) is a.e.-positive definite in [0, 1],
then monotonicity will be assured. However, for many important cases, B(x;λ2)−B(x;λ1) is
merely a.e.-non-negative. For example, for Sturm-Liouville equations (discussed in Section
5.3),
B(x;λ2)− B(x;λ1) =
(
(λ2 − λ1)Q(x) 0
0 0
)
,
which is clearly a.e.-non-negative for Q(x) a.e.-positive definite on [0, 1], but also clearly not
a.e.-positive.
Claim 4.1. Let the assumptions of Theorem 1.1 hold with λ1 and λ2 as specified in (B1),
and let x∗ ∈ [0, 1] be a conjugate point along the left shelf. If x∗ ∈ (0, 1], then no eigenvalue
of W˜ (·;λ1) can arrive at −1 moving in the clockwise direction as x increases to x∗. If x∗ = 0,
then no eigenvalue of W˜ (·;λ1) can rotate away from −1 moving in the clockwise direction
as x increases from 0.
Proof. We consider the case x∗ ∈ (0, 1]; the case x∗ = 0 is similar. Suppose W˜ (·;λ1) has
an eigenvalue curve w˜(·;λ1) so that w˜(x∗;λ1) = −1, and for any η > 0 sufficiently small
w˜(x∗−η;λ1) = ei(π+ǫη) for some ǫη > 0. I.e., as x increases from x∗−η to x∗, w˜(·;λ1) arrives
at −1 moving in the clockwise direction. By the continuity of w˜, we can limit its motion in
the following sense: given any γ > 0, we can take a value r > 0 sufficiently small so that
|w˜(x;λ) + 1| ≤ γ for all (x, λ) ∈ Br(x∗;λ1) (the closed ball of radius r, centered at (x∗, λ1)).
In particular, by working entirely within the ball Br(x∗;λ1), we can ensure that w˜ does not
complete a loop of S1.
Fix η∗ > 0 small enough so that (x∗ − η∗, λ1) ∈ Br(x∗;λ1) and w˜(x∗ − η∗;λ1) = ei(π+ǫ∗),
for some ǫ∗ > 0. Since the eigenvalues of the matrix P∗(B(x;λ2)− B(x;λ1))P∗ are a.e. non-
negative by assumption (B1), we see from the proof of Lemma 3.1 that any motion in the
clockwise direction as x increases must be order o(|x− x∗|), so that
w˜(x;λ1) = −1 + o(|x− x∗|).
Now, if we fix x = x∗ − η∗ and increase λ from λ1, w˜(x∗ − η∗; ·) will rotate monotonically
clockwise, and moreover, the rate of rotation for λ sufficiently close to λ1 will be order 1 in
(λ− λ1). By taking η∗ > 0 even smaller if necessary, we can ensure that there exists a value
λ∗ > λ1 so that w˜(x∗ − η∗;λ∗) = −1, with
|λ∗ − λ1| = o(η∗).
The key observation here is simply that if w˜(·;λ1) rotates in the clockwise direction as x
increases, then it must do so at a slow rate.
We now focus on the spectral curve associated with w˜ and connecting (x∗, λ1) with
(x∗ − η∗, λ∗). Let (x1, ν2) and (x2, ν1) be any two points on this curve with x1 < x2 and
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ν1 < ν2. (This labeling convention is taken because along the spectral curve x generally
decreases as λ increases.) By monotonicity in λ, w˜(x1, ν1) = e
i(π+ǫ1) for some ǫ1 > 0. This
means that either (1) w˜(·; ν1) rotates away from −1 in the counterclockwise direction as
x decreases from x2 to x1; or (2) w˜(·; ν1) rotates away from −1 in the clockwise direction
as x decreases from x2 to x1, but re-crosses −1 in the counterclockwise direction at some
x∗1 ∈ (x1, x2). In either case, we can argue precisely as in the preceding paragraph that
ν2 − ν1 = o(x2 − x1). (4.4)
(This is clearly the case for option (1), and the restriction can only be greater for option
(2), because w˜ cannot rotate as far in the counterclockwise direction in that case.) Since
the rotation rates in x and λ leading to this relation are bounded above and below a.e. in
Br(x∗;λ1), the relation o(·) is uniform in this ball.
Let {xk}Nk=0 denote an equally spaced partition of [x∗ − δ∗, x∗], with x0 = x∗ − η∗ and
xN = x∗, and let {νk}Nk=0 be the corresponding values of λ along the spectral curve for w˜,
with ν0 = λ1 and νN = λ∗. (The points on the spectral curve look like {(xN−k, νk)}Nk=0.)
Our considerations allow for the possibility that νk − νk−1 < 0, and we accommodate this
possibility with the introduction of max in our calculation below. We have
λ∗ − λ1 =
N∑
k=1
(νk − νk−1) ≤
N∑
k=1
max{(νk − νk−1), 0}
≤
N∑
k=1
γ(xN+1−k − xN−k) = γδ∗.
By increasing N , we can make γ as small as we like (by (4.4)), and we conclude that λ∗ = λ1,
which contradicts our assumption that w˜(x∗ − η∗;λ1) = ei(π+ǫ∗), for some ǫ∗ > 0. I.e., there
exists no such η∗, and so w˜(·;λ1) cannot arrive at −1 moving in the clockwise direction (as
x increases).
By uniform continuity of w˜(·;λ1) on [0, 1], we know that w˜(·;λ1) has at most a finite
number of conjugate points as x runs from 0 to 1, but we also need to verify that w˜(·;λ1)
doesn’t get stuck at a conjugate point. I.e., we need to verify that no eigenvalue path w˜(·;λ1)
can satisfy w˜(x;λ1) = −1 for all x ∈ [a, b] ⊂ [0, 1], a < b.
Claim 4.2. Let the assumptions of Theorem 1.1 hold with λ1 and λ2 as specified in (B1),
and let ℓ1(x;λ1) and ℓ2(x;λ2) respectively denote the Lagrangian subspaces of C
2n associated
with the frames specified in (1.4) and (1.5). Then there is no interval [a, b] ⊂ [0, 1], a < b,
so that
ℓ1(x;λ1) ∩ ℓ2(x;λ2) 6= {0}
for all x ∈ [a, b].
Proof. Suppose there exists an interval [a, b] ⊂ [0, 1], a < b so that
ℓ1(x;λ1) ∩ ℓ2(x;λ2) 6= {0}
for all x ∈ [a, b]. Then there exists a non-trivial function φ : [a, b] → Cn so that Jφ′ =
B(x;λ1)φ and Jφ
′ = B(x;λ2)φ for all x ∈ (a, b), and this contradicts our assumption (B1).
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Remark 4.2. Our proof of Claim 4.1 hinges on the observation that a crossing in the reverse
direction would force the associated spectral curve to become vertical on an interval of the
form λ × (a, b) for some 0 ≤ a < b ≤ 1. However, it’s important to note that in cases
for which B(x;λ2)− B(x;λ1) is not positive definite (e.g., for Sturm-Liouville systems), it’s
natural for spectral curves to become nearly vertical, or even to become vertical at a single
point. This dynamic occurs in our Sturm-Liouville example in Section 5, as depicted in
Figure 2 (see the middle and right spectral curves).
4.2 Proof of Theorem 1.2
Given the framework developed in the Introduction, the proof of Theorem 1.2 is almost
identical to the proof of Theorem 1.1, and we will only focus on one point: although the
matrix B is replaced by B in Theorem 1.2, we still only need to assume (B1) and (B2)
on B. Given the definition of B in terms of B, it’s clear why this is the case for (B1). In
order to see why it is also true for (B2), suppose ψ ∈ ℓ3(x;λ1) ∩ ℓ4(x;λ2) for all x ∈ [a, b],
a < b, so that ψ satisfies both J4nψ
′ = B(x;λ1)ψ and J4nψ′ = B(x;λ2)ψ on [a, b]. If we write
ψ = (ψ1, ψ2, ψ3, ψ4)
t, then φ := (ψ2, ψ4)
t satisfies both Jφ′ = B(x;λ1)φ and Jφ′ = B(x;λ2)φ
on [a, b]. Using Assumption (B2), we can conclude that φ ≡ 0 on [a, b]. But due to the form
of B(x;λ), we have that ψ1 and ψ3 must be constant on [a, b], so that ψ(x) = (c1, 0, c2, 0)t
on [a, b] for some constant vectors c1, c2 ∈ Cn. We see by inspection that ψ(x) solves
J4nψ
′ = B(x;λ1)ψ on [0, b], with ψ(0;λ1) = (c1, 0, c2, 0)t. But then ψ(0;λ1) /∈ ℓ3(0;λ1)
(whose elements must have the form (a1, a1, b1,−b1)), and so ψ(x;λ1) /∈ ℓ1(x;λ1). 
5 Applications
In this section, we verify that our assumptions are satisfied by four example cases: Dirac
systems, Sturm-Liouville systems, the family of linear Hamiltonian systems considered in
[10], and a system associated with differential-algebraic Sturm-Liouville systems. In the
fourth case, B(x;λ) is nonlinear in λ.
5.1 Dirac Systems
The canonical systems in which our assumptions clearly hold are Dirac systems, by which
we mean equations of the general form
Jy′ = (λQ(x) + V (x))y, (5.1)
where Q, V ∈ L1([0, 1];C2n) are self-adjoint matrices and Q(x) is positive definite for a.e.
x ∈ [0, 1]. For this example, we will assume general boundary conditions (BC2), though
this only affects the verification of (C2), and the calculations are essentially identical for
boundary conditions (BC1).
We can think of this system in terms of the operator
Ld = Q(x)
−1(J
d
dx
− V (x)),
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with which we associate the domain
D(Ld) = {y ∈ L
2([0, 1];C2n) : y ∈ AC([0, 1];C2n),Ldy ∈ L
2([0, 1];C2n); (BC2) holds},
and the inner product
〈f, g〉Q :=
∫ 1
0
(Qf, g)C2ndx.
With this choice of domain and inner product, Ld is densely defined, closed, and self-adjoint,
(see, e.g., [17]), so σ(Ld) ⊂ R. I.e., we can take the interval I associated with (1.1) to be
I = R.
In this case, B(x;λ) = λQ(x)+V (x), and we see immediately that our Assumptions (A)
hold. For (B1), given any λ1, λ2 ∈ R, λ1 < λ2, we have B(x;λ2)−B(x;λ1) = (λ2−λ1)Q(x),
which is clearly non-negative (in fact, positive definite). For (B2), suppose ψ(x) is any non-
trivial function that solves both Jψ′ = B(x;λ1)ψ and Jψ′ = B(x;λ2)ψ for all x ∈ [a, b] ⊂
[0, 1], a < b. Then (B(x;λ1) − B(x;λ2))ψ(x) = 0 for all x ∈ [a, b], and so Q(x)ψ(x) = 0 for
all x ∈ [a, b]. This implies ψ(x) = 0 for all x ∈ [a, b].
For (C2), Bλ(x;λ) = Q(x), so that∫ x
0
Φ(ξ;λ)∗Bλ(ξ;λ)Φ(ξ;λ)dξ =
∫ x
0
Φ(ξ;λ)∗Q(ξ)Φ(ξ;λ)dx,
which is positive definite for all x ∈ (0, 1].
We conclude from Theorem 1.1 that if N ([λ1, λ2);Ld) denotes the spectral count for Ld,
we have
N ([λ1, λ2);Ld) = N(0,1](X3(x;λ1)
∗JX4(x;λ2)),
where X3(x;λ1) and X4(x;λ2) denote the frames (1.12) and (1.13), with B(x;λ) as specified
in this section.
In order to illustrate the difference between the approach taken in [11, 13] and the renor-
malized approach taken here, we consider a specific example with Q = I4,
V (x) :=


.13 + .7∗cos(6πx)
2+cos(6πx)
cos(πx)
2+cos(4πx)
0 0
cos(πx)
2+cos(4πx)
1 0 0
0 0 0 0
0 0 0 0

 , (5.2)
and separated self-adjoint boundary conditions specified by
α =
(
02 I2
)
β =
(
02 I2
)
. (5.3)
(We note that any boundary condition (BC1) can be specified in the form (BC2), so this
case can be viewed as an example for either case.)
As noted in Remark 1.4, the authors of [11, 13] specify X1(x;λ) precisely as here, but
in lieu of X2(x;λ2), use the fixed target space X˜2 = Jβ
∗. In particular, in the setting of
[11, 13] the Maslov index is computed via the unitary matrix
W˜(x;λ) = −(X1(x;λ) + iY1(x;λ))(X1(x;λ)− iY1(x;λ))
−1(−β∗2 − iβ
∗
1)(−β
∗
2 + iβ
∗
1)
−1.
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The spectral curves discussed in Remark 1.4 can be computed in the case of [11, 13] as
the pairs (x, λ) for which dim ker(W˜(x;λ) + I) 6= 0, and likewise can be computed in the
current setting as as the pairs (x, λ) for which dim ker(W˜ (x;λ) + I) 6= 0. Spectral curves
for (5.1) with Q = I4, V specified in (5.2), and boundary conditions (5.3) are depicted in
Figure 1, with the approach of [11, 13] on the left and the renormalized approach on the
right. Several things are worth noting about this comparison of images: (1) the difference
between the non-monotonic curve on the left and the monotonic curve on the right is striking
and illustrates precisely the main difference in the two approaches; (2) while the spectral
curve on the left emerges from the bottom shelf, the spectral curve on the right enters the
Maslov box through the left shelf; and (3) since crossings along the top shelf correspond
with eigenvalues in both cases, the spectral curves in the left and right side of Figure 1 both
cross the top shelf at the same value of λ. Regarding Item (2), in the setting of [11, 13],
spectral curves can enter through any of the three shelves—left, bottom, or right—while in
the renormalized setting, spectral curves can only enter through the left shelf.
Figure 1: Spectral curves for the Dirac equation example: approach of [11, 13] on left;
renormalized approach on right.
5.2 Linear Hamiltonian Systems with Block Matrix Coefficients
In [10], the authors consider linear Hamiltonian systems
Jy′ = (λQ(x) + V (x))y, (5.4)
where
Q(x) =
(
R(x) 0
0 0
)
,
for some r × r matrix R(x), 1 ≤ r ≤ 2n. The matrices R(x) and V (x) are taken to be
a.e.-self-adjoint, with R(x) additionally a.e.-positive definite on [0, 1], and in the bounded-
interval case, the authors assume Q, V ∈ L1([0, 1];C2n×2n). (In [10], the authors work on a
general bounded interval [a, b], but this can always be scaled for convenience to [0, 1].)
In order to accommodate the form of Q, the authors of [10] introduce a Hilbert space
L2R([0, 1])
r := {f : [0, 1]→ Cr measurable, ‖f‖L2
R
([0,1])r <∞},
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where ‖ · ‖L2
R
([0,1])r denotes the norm
‖f‖2L2
R
([0,1])r :=
∫ 1
0
(R(x)f(x), f(x))dx.
In addition, denoting the natural restriction operator Eˆr : C
2n → Cr, the authors introduce
L2Q([0, 1])
2n := {g : [0, 1]→ C2n measurable, Eˆrg ∈ L
2
R([0, 1])
2n},
along with the seminorm
‖g‖L2
Q
([0,1])2n := ‖Eˆrg‖L2
R
([0,1])r .
Finally, the authors assume ”Atkinson’s definiteness condition,” described as follows: assume
that for all a, b ∈ (0, 1) with a < b, any nonzero solution y ∈ AC([0, 1];C)2n of (5.4) satisfies
‖χ[a,b]y‖L2
R
([0,1])2n > 0,
where χ[a,b] denotes the usual characteristic function on [a, b].
Under these assumptions, the authors of [10] are able to express (5.4) in terms of the
operator
Lby = C(x)(J
d
dx
− V (x)), (5.5)
where
C(x) =
(
R(x)−1 0
0 I2n−r
)
,
and the domain of Lb is specified as
D(Lb) := {y ∈ L
2
Q([0, 1];C
2n) : y ∈ AC([0, 1];C2n),Lbmy ∈ ErL
2
Q([0, 1];C
2n), (BC1) holds}.
Here,
Er =
(
Ir 0
0 0
)
.
We see directly from these specifications that our assumptions (A) and (B1) hold in
this case. To check (B2), fix λ1, λ2 ∈ I, λ1 < λ2, and suppose ψ ∈ AC([0, 1];C2n)\{0}
solves both Jψ′ = B(x;λ1)ψ and Jψ′ = B(x;λ2)ψ for all x ∈ [a, b] ⊂ [0, 1], a < b. Then
(B(x;λ1) − B(x;λ2))ψ ≡ 0 on [a, b], so that we can conclude Q(x)ψ(x) ≡ 0 on [a, b]. If we
write ψ =
(
ψ1
ψ2
)
, with ψ1(x) ∈ Cr and ψ2(x) ∈ C2n−r, then we must have R(x)ψ1(x) ≡ 0 on
[a, b]. Since R(x) is positive definite almost everywhere in [a, b], we can conclude that ψ1 ≡ 0
on [a, b]. But then
‖χ[a,b]ψ‖L2
R
([0,1])2n =
∫ b
a
(R(x)ψ1(x), ψ1(x))dx = 0,
and this contradicts Atkinson’s positivity assumption.
To check (C1) in this case, we compute Bλ(x;λ) = Q(x), from which we see that∫ x
0
X1(ξ;λ)
∗
Bλ(ξ;λ)X1(ξ;λ)dξ =
∫ x
0
X1(ξ;λ)
∗Q(ξ)X1(ξ;λ)dξ.
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Since Q(ξ) is non-negative, this integral is certainly non-negative, and moreover, it can only
be zero if there exists a vector v ∈ Cn so that Q(ξ)X1(ξ;λ)v = 0 for a.e. ξ ∈ [0, x]. By
definition of X1, ψ(ξ) := X1(ξ;λ)v solves Jψ
′ = B(ξ;λ)ψ. If we write ψ =
(
ψ1
ψ2
)
, with
ψ1(ξ;λ) ∈ Cr and ψ2(ξ;λ) ∈ C2n−r, we see that since Q(ξ)ψ(ξ;λ) = 0 for a.e. ξ ∈ [0, x], we
must have R(ξ)ψ1(ξ;λ) = 0 for a.e. ξ ∈ [0, x], and so ψ1(ξ;λ) = 0 for a.e. ξ ∈ [0, x]. But
then
‖χ[0,x]ψ‖L2
R
([0,1])2n =
∫ x
0
(R(ξ)ψ1(ξ;λ), ψ1(ξ;λ))dx = 0,
and this contradicts Atkinson’s positivity assumption.
We conclude from Theorem 1.1 that if N ([λ1, λ2);Lb) denotes the spectral count for Lb,
we have
N ([λ1, λ2);Lb) = N(0,1](X1(x;λ1)
∗JX2(x;λ2)),
where X1(x;λ1) and X2(x;λ2) denote the frames (1.4) and (1.5), with B(x;λ) as specified
in this section.
5.3 Sturm-Liouville Systems
As a special—but extremely important—case of the general family of systems discussed in
Section 5.2, we consider the Sturm-Liouville system
− (P (x)φ′)′ + V (x)φ = λQ(x)φ, (5.6)
with boundary conditions
α1φ(0) + α2P (0)φ
′(0) = 0
β1φ(1) + β2P (1)φ
′(1) = 0.
(5.7)
Here, φ(x) ∈ Cn, and our notational convention is to take α = (α1 α2) ∈ C2n×n and β =
(β1 β2) ∈ C2n×n. We assume P ∈ AC([0, 1];Cn×n), V,Q ∈ L1([0, 1];Cn×n), and that all three
matrices are self-adjoint. In addition, we assume that P (x) is invertible for each x ∈ [0, 1],
and that Q(x) is positive definite for a.e. x ∈ [0, 1]. For the boundary conditions, we
assume rankα = n, αJα∗ = 0 and likewise rank β = n, βJβ∗ = 0, which is equivalent to
self-adjointness in this case.
We can think of this system in terms of the operator
Lsφ = Q(x)
−1{−(P (x)φ′)′ + V (x)φ},
with which we associate the domain
D(Ls) = {φ ∈ L
2([0, 1];Cn) : φ, φ′ ∈ AC([0, 1];Cn),Lsφ ∈ L
2([0, 1];Cn), (5.7) holds},
and the inner product
〈φ, ψ〉Q :=
∫ 1
0
(Q(x)φ(x), ψ(x))Cndx.
With this choice of domain and inner product, L is densely defined, closed, and self-adjoint,
so σ(L) ⊂ R. I.e., we can take the interval I associated with (1.1) to be I = R.
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For each x ∈ [0, 1], we define a new vector y(x) ∈ C2n so that y(x) = (y1(x) y2(x))t, with
y1(x) = φ(x) and y2(x) = P (x)φ
′(x). In this way, we express (5.3) in the form
y′ = A(x;λ)y; A(x;λ) =
(
0 P (x)−1
V (x)− λQ(x) 0
)
,
αy(0) = 0; βy(1) = 0.
Upon multiplying both sides of this equation by J , we obtain (1.1) with
B(x;λ) =
(
λQ(x)− V (x) 0
0 P (x)−1
)
.
It is clear that B(x;λ) satifies our basic assumptions (A). We check that B(x;λ) also satisfies
Assumptions (B1), (B2), and (C1).
First, for (B1), we fix any λ1, λ2 ∈ R, λ1 < λ2, and compute
B(x;λ2)− B(x;λ1) =
(
(λ2 − λ1)Q(x) 0
0 0
)
,
which is clearly non-negative. For (B2), suppose ψ(x) is any non-trivial function that
solves both Jψ′ = B(x;λ1)ψ and Jψ′ = B(x;λ2)ψ for all x ∈ [a, b] ⊂ [0, 1], a < b. Then
(B(x;λ1) − B(x;λ2))ψ(x) = 0 for all x ∈ [a, b]. If we write ψ(x) = (ψ1(x) ψ2(x))t, then we
see that (λ2 − λ1)Q(x)ψ1(x) = 0 for all x ∈ [a, b], and so ψ1(x) = 0 for all x ∈ [a, b]. But
this means ψ′1(x) = 0 for all x ∈ [a, b], and from our equation this implies ψ2(x) = 0 for all
x ∈ [a, b]. We see that ψ(x) = 0 for all x ∈ [a, b], contradicting our assumption that ψ(x) is
non-trivial. This means that (B2) is satisfied.
Finally, for (C1), we compute
Bλ(x;λ) =
(
Q(x) 0
0 0
)
,
so that ∫ 1
0
X1(y;λ)
∗
Bλ(y;λ)X1(y;λ)dy =
∫ 1
0
X1(y;λ)
∗Q(y)X1(y;λ)dy.
This matrix is clearly non-negative (since Q is positive definite), and moreover it cannot
have 0 as an eigenvalue, because the associated eigenvector v ∈ Cn would necessarily satisfy
X1(x;λ)v = 0 for all x ∈ [0, 1], and this would contradict linear independence of the columns
of X1(x;λ) (as solutions of (5.6)).
We conclude from Theorem 1.1 that if N ([λ1, λ2);Ls) denotes the spectral count for Ls,
we have
N ([λ1, λ2);Ls) = N(0,1](X1(x;λ1)
∗JX2(x;λ2)),
where X1(x;λ1) and X2(x;λ2) denote the frames (1.4) and (1.5), with B(x;λ) as specified
in this section.
As a specific example in this case, we consider (5.6) with P = I2, Q = 9I2,
V (x) =
(
−2.7 −18 sin(3x) + .0081x2
−18 sin(3x) + .0081x2 0
)
, (5.8)
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and boundary conditions (BC1) specified by α = ( 1√
2
I2
1
3
√
2
I2) and β = (
1√
2
I2
1
3
√
2
I2).
Spectral curves for this equation are depicted in Figure 2, with the approach of [11, 13] on
the left and the renormalized approach on the right. As in our example for Dirac equations,
several things are worth noting about this comparison of images: (1) for the figure on the
left, we see that the middle spectral curve is non-monotonic, while for the figure on the
right, all three spectral curves are monotonic; (2) as in Figure 1, we see that in the setting
of [11, 13] spectral curves can emerge from any of the lower three shelves (bottom and right
in this case), while in the renormalized setting they can only emerge from the left shelf; and
(3) for the figure on the right, we see that spectral curves in the renormalized setting can
almost become vertical (cf. our proof of Claim 4.1). Regarding Item (3), we verify in our
proof of Theorem 1.1 that the spectral curves cannot be vertical along any interval λ× (a, b)
for 0 ≤ a < b ≤ 1, and indeed this is also clear from the analysis of [9] in which the authors
show that there can only be a finite number of conjugate points along any vertical shelf (see
also [10] for the same result in a more general setting).
Figure 2: Spectral curves for the Sturm-Liouville system example: approach of [11, 13] on
left; renormalized approach on right.
5.4 Differential-Algebraic Equations
We consider systems
Laφ = −(P (x)φ
′)′ + V (x)φ = λφ, (5.9)
with degenerate matrices
P (x) =
(
P11(x) 0
0 0
)
.
Here, for some 0 < m < n, P11 ∈ AC([0, 1];Cm×m) is a map into the space of self-adjoint
matrices, and we make the same assumptions on V as in Section 5.3. For notational conve-
nience, we will write
V (x) =
(
V11(x) V12(x)
V12(x)
∗ V22(x)
)
,
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where V11 is an m×m matrix, V12 is an m× (n−m) matrix, and V11 is an (n−m)× (n−m)
matrix. We will write
φ =
(
φ1
φ2
)
; φ1(x;λ) ∈ C
m; φ2(x;λ) ∈ C
n−m,
allowing us to express the system as
−(P11φ
′
1)
′ + V11φ1 + V12φ2 = λφ1
V ∗12φ1 + V22φ2 = λφ2.
We place separated, self-adjoint boundary conditions on the first m components,
α1φ1(0) + α2P11(0)φ
′
1(0) = 0
β1φ1(1) + β2P11(1)φ
′
1(1) = 0,
(5.10)
with α = (α1 α2) and β = (β1 β2) satisfying the same assumptions as in Section 5.3, except
with n replaced by m. We specify the domain
D(La) = {φ = (φ1, φ2) ∈ L
2([0, 1];Cm)× L2([0, 1];Cn−m) : φ1, φ
′
1 ∈ AC([0, 1];C
m),
(5.10) holds, Laφ ∈ L
2([0, 1];Cm)× L2([0, 1];Cn−m)},
and note that with this domain, it is straightfoward to verify that La is densely defined
(in L2([0, 1];Cm) × L2([0, 1];Cn−m)), closed, and self-adjoint. In addition, we can apply
Theorem 2.2 of [1] to see that the essential spectrum of La is precisely the union of the
ranges of the eigenvalues of V22(x) as x ranges over [0, 1]. More precisely, let {νk(x)}
n−m
k=1
denote the eigenvalues of V22(x), and let Rk denote the range of νk : [0, 1]→ R. Then
σess(La) =
n−m⋃
k=1
Rk.
Now, fix any λ1 < λ2 so that [λ1, λ2] ∩ σess(La) = ∅, and take any λ ∈ [λ1, λ2]. Then we
can write
φ2(x;λ) = (λI − V22(x))
−1V12(x)
∗φ1(x;λ).
Upon substitution of φ2 into the equations for φ1, we obtain
−(P11φ
′
1)
′ + V11φ1 + V12(λI − V22)
−1V ∗12φ1 = λφ1.
We can express this system as a first-order system in the usual way, writing y1 = φ1 and
y2 = P11φ
′
1, so that
y′ = A(x;λ)y,
with
A(x;λ) =
(
0 P11(x)
−1
V(x;λ)− λI 0
)
; V(x;λ) = V11 + V12(λI − V22)
−1V ∗12.
We multiply by J to obtain the usual Hamiltonian form
Jy′ = B(x;λ)y,
31
with
B(x;λ) =
(
λI −V(x;λ) 0
0 P11(x)
−1
)
.
We check that our Assumptions (B1), (B2), and (C1) hold in this case. First, for (B1),
we fix any λ1 and λ2 as described above, and observe that
B(x;λ2)− B(x;λ1) =
(
(λ2 − λ1)I −V(x;λ2) +V(x;λ1) 0
0 0
)
.
Computing directly, we see that
−V(x;λ2) +V(x;λ1) = V12(x){−(λ1I − V22)
−1 + (λ2I − V22)
−1}V12(x)
∗
= (λ2 − λ1)V12(x){(λ1I − V22)
−1(λ2I − V22)
−1}V12(x)
∗.
The matrix in brackets is self-adjoint, and by spectral mapping, its eigenvalues are
{ 1
(λ1 − νk(x))(λ2 − νk(x))
}n−m
k=1
. (5.11)
By our assumption that [λ1, λ2] ∩ σess = ∅, we see that for each k ∈ {1, 2, . . . , n −m} and
each x ∈ [0, 1], we either have λ1 < λ2 < νk(x) or we have νk(x) < λ1 < λ2. (The idea
is simply that νk(x) cannot lie between λ1 and λ2.) In either case, the eigenvalues (5.11)
are all positive, verifying that the self-adjoint matrix (λ1I − V22)
−1(λ2I − V22)−1 is positive
definite. It follows immediately that (λ2 − λ1)I − V(x;λ2) + V(x;λ1) is positive definite,
and B(x;λ2)− B(x;λ1) is non-negative.
Given our form of B(x;λ2) − B(x;λ1), the verification of (B2) in this case is precisely
the same as it was in Section 5.3. Last, we check that (C1) holds. For this, we compute
Bλ(x;λ) =
(
I −Vλ(x;λ) 0
0 0
)
.
Computing directly, we see that
Vλ(x;λ) = −V12(x)(λI − V22(x))
−2V12(x)
∗,
and since (λI − V22(x))
−1 is self-adjoint for all x ∈ [0, 1], we can express this as
Vλ(x;λ) = −((λI − V22(x))
−1V12(x)
∗)∗((λI − V22(x))
−1V12(x)
∗),
which is negative definite so long as V12(x) has trivial kernel and non-positive in any case.
We see that I−Vλ(x;λ) is positive definite, and monotonicity now follows in almost precisely
the same way as in Section 5.3.
We conclude from Theorem 1.1 that if N ([λ1, λ2);La) denotes the spectral count for La,
we have
N ([λ1, λ2);La) = N(0,1](X1(x;λ1)
∗JX2(x;λ2)),
where X1(x;λ1) and X2(x;λ2) denote the frames (1.4) and (1.5), with B(x;λ) as specified
in this section.
32
As a specific example in this case, we consider (5.9) with
P =
(
I2 02
02 02
)
,
V (x) =


−8 − .7 cos(6πx)
2+cos(6πx)
− cos(πx)
2+cos(4πx)
1 0
− cos(πx)
2+cos(4πx)
1 0 1
1 0 1− .8x sin(x) 0
0 1 0 1− .8x sin(x)

 ,
and boundary conditions (BC1) specified by α = (02 I2) and β = (02 I2).
Spectral curves are depicted in Figure 3 for this example, with the approach of [11, 13]
on the left and the renormalized approach on the right. In this case,
V22(x) =
(
1− .8x sin(x) 0
0 1− 8x sin(x)
)
,
so the essential spectrum is confined to the range of (1 − .8x sin(x))|[0,1] = [1 − .8 sin(1), 1],
well to the right of our depicted Maslov boxes.
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Figure 3: Spectral curves for the differential-algebraic equation example: approach of [11, 13]
on left; renormalized approach on right.
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