Drawing large graphs appropriately is an important step for the visual analysis of data from real-world networks. Here we present a novel multilevel algorithm to compute a graph layout with respect to the maxent-stress metric proposed by Gansner et al. (2013) that combines layout stress and entropy. As opposed to previous work, we do not solve the resulting linear systems of the maxent-stress metric with a typical numerical solver. Instead we use a simple local iterative scheme within a multilevel approach. To accelerate local optimization, we approximate long-range forces and use shared-memory parallelism. Our experiments validate the high potential of our approach, which is particularly appealing for dynamic graphs. In comparison to the previously best maxent-stress optimizer, which is sequential, our parallel implementation is on average 30 times faster already for static graphs (and still faster if executed on a single thread) while producing a comparable solution quality.
D RAWING large networks (or graphs, we use both terms interchangeably) with hundreds of thousands of vertices and edges has a variety of relevant applications. One of them can be interactive visualization, which helps humans working on graph data to gain insights about the properties of the data. If a very large high-end display is not available for such purpose, a hierarchical approach allows the user to select an appropriate zoom level [2] in the spirit of Shneiderman's information seeking mantra "Overview first, zoom and filter, then details-on-demand" [3] . Moreover, drawings of large graphs can also be used as a preprocessing step in high-performance applications [4] .
One very promising class of layout algorithms in this context is based on the stress of a graph, an error measure between true distances and desired target distances of vertex pairs. Such algorithms can, for instance, be used for drawing graphs with given distances between vertex pairs, provided a priori in a distance matrix [5] . More recently, Gansner et al. [6] proposed a similar model that includes besides the stress for some vertex pairs an additional entropy term for the other vertex pairs to resolve the remaining degrees of freedom in the layout (hence its name maxent-stress). While still using shortest path distances, this model often results in more satisfactory layouts for large networks. The optimization problem can be cast as solving Laplacian linear systems successively. Since each right-hand side in this succession depends on the previous solution, many linear systems need to be solved until convergence.
Motivation. We want to employ this maxent-stress model for drawing large networks quickly. Yet, solving many large Laplacian linear systems can be quite costly. A conjugate gradient (CG) solver (used in [6] ) is easy to implement but has superlinear running time. Solvers with provably nearlylinear running time exist but are not yet competitive with established methods in practice (see [7] for an experimental comparison of such a solver with CG). Multigrid methods [8] , [9] , [10] for Laplacian systems may seem appealing in this context, but their setup phase building the multigrid hierarchy can be expensive for large graphs.
Gansner et al. [6] also suggested (but did not use) a simpler iterative refinement procedure for solving their optimization problem. This Jacobi method would be slow to converge if used unmodified. However, if designed and implemented appropriately, it has the potential for fast convergence even on large graphs. Moreover, as already observed in [6] , it has high potential for parallelism and should work well on dynamic graphs by profiting from previous solutions.
The main contribution of this paper is a new multilevel technique to optimize for maxent-stress based on making the alternative iterative local optimizer suggested by Gansner et al. [6] usable and fast in practice (for details on this and other related work see Section 2) . To this end, we design and implement a multilevel algorithm tailored to large networks with identical or varying target edge lengths (see Section 3). The employed coarsening algorithm for building the multilevel hierarchy can control the trade-off between the number of hierarchy levels and convergence speed of the local optimizer. One property of the local optimizer we exploit is its high degree of parallelism. Further acceleration is obtained by approximating long-range forces. To this end, we use coarser representatives stored in the multilevel hierarchy.
In our experiments we evaluate the quality-time trade-off of our method with respect to the reference implementation of Gansner et al. [6] . Our experimental results in Section 4 show that force approximation rarely affects the layout quality significantly-in terms of maxent-stress values as well as visual quality, see also Fig. 1 . The parallel implementation of our multilevel algorithm MulMent with force approximation is, however, on average 30 times faster than the reference implementation-and even our sequential approximate algorithm is faster than the reference. A contribution besides higher speed is that, in contrast to [6] , our approach does not require an initial layout to optimize the maxent-stress measure.
PRELIMINARIES 2.1 Basic Concepts
Consider an undirected, connected graph G ¼ ðV; E; c; v; dÞ with vertex weights c : V ! R !0 , edge weights v : E ! R !0 , target edge lengths d : E ! R > 0 , n ¼ jV j, and m ¼ jEj. Often the function d models the required distance between two adjacent vertices. By default, our initial inputs will have unit edge length d 1 as well as unit vertex weight and edge weight c 1, v 1. However, we also consider the case where d 6 1 and will encounter weighted problems in the course of our multilevel algorithm. Let NðvÞ :¼ u : v; u f g 2 E f g denote the set of neighbors of v. A clustering of a graph is a set of blocks (= clusters) of vertices fV 1 ; . . . ; V k g that partition V , i.e.,
A layout of a graph is represented as a coordinate vector x, where x v is the twodimensional coordinate of vertex v. Since edges are drawn as straight-line segments between their incident vertices, x is sufficient to define the complete graph layout.
Related Work
Most general-purpose layout algorithms for arbitrary undirected graphs are based on physical analogies and can be grouped, according to Hu and Shi [12] , into two main classes: algorithms in the spring-electrical model and algorithms in the stress model. Both classes of algorithms often yield aesthetically pleasing graph layouts that emphasize symmetries and reduce edge crossings at least in sparse graphs. Recent surveys of algorithms in these models are given by Hu and Shi [12] and by Kobourov [13] .
In the spring-electrical model, first presented by Eades in 1984 [14] , the analogy is to represent vertices as electrically charged particles that repel each other while edges are represented as springs exerting attraction forces to adjacent vertices. A graph layout is then seen as a physical system of forces and the goal is to find an optimal layout corresponding to a minimum energy state. Spring-electrical algorithms are also known as spring embedders, with the algorithm by Fruchterman and Reingold [15] being one of the most widely used spring embedder algorithms. It simulates the physical system of attractive and repulsive forces and iteratively moves each vertex into the direction of the resulting force. Each iteration requires, however, a quadratic number of force computations due to the repulsive forces between all pairs of vertices, which limits the scalability of the original approach. A faster approximate force calculation method based on quadtrees, aggregating especially the long-range forces, has been proposed by Barnes and Hut [16] and yields running times of Oðn log nÞ under certain assumptions.
The (full) stress model is closely related to multidimensional scaling [17] , and was introduced in graph drawing by Kamada and Kawai [18] . It is based on defining ideal distances d uv not only between adjacent vertices but between all vertex pairs ðu; vÞ 2 V Â V and then minimizing the layout stress P u6 ¼v w uv ðjjx u À x v jj À d uv Þ 2 , where w uv is a weight factor typically chosen as w uv ¼ 1=d 2 uv . Often, the distance d uv between adjacent vertices is set to 1, while the distance of non-adjacent vertices is the shortest-path distance in the graph. Solving this model is typically done by iteratively solving a series of linear systems [5] . The need to compute all-pairs shortest paths and to store a quadratic number of distances again defeats the scalability of this original approach for large graphs. One of the fastest algorithms for approximately solving the stress model instead is Piv-otMDS [11] , which uses the related strain model and requires distance calculations from each vertex only to a small set of k ( n suitably chosen pivot vertices. Glint [19] performs comparably to PivotMDS and is based on a similar idea to compute only a small number of distances between randomly sampled points. Yet, it does not consider graphbased distances and is phrased in terms of point sets with a distance metric. Recently, a new sparse stress model has been proposed by Ortmann et al. [20] . In their model a relatively small number k of pivot vertices is sampled, which act as representatives of an induced flat partition of the input graph. Stress terms are computed only for adjacent vertex pairs and, appropriately scaled, between vertices and non-adjacent pivots. This reduces the space and time per iteration to Oðkn þ mÞ. In their experiments, the new model is very successful in approximating the full stress model.
The stress model prescribes target distances not only for edges but for all vertex pairs. While this is a reasonable approach, it still brings artificial information into the layout process. An interesting alternative has been proposed by Gansner et al. [6] . Their algorithm (called Maxent) uses the sparse stress model, which only contains the stress terms for the edges of the graph. In order to deal with the remaining degrees of freedom in the layout, they suggest using the maximum entropy principle instead. Since our algorithm is closely related to Maxent, we discuss it in more detail in Section 2.3. Later, Gansner et al. [21] presented COAST, a technique similar to Maxent that combines a sparse stress model with a quadratic dispersion term that yields an overall convex optimization problem.
A general approach for speeding up layout computations for large graphs is the multilevel technique, which has been used in the spring-electrical [22] , [23] , [24] and in the stress model [25] . A multilevel algorithm computes a sequence of increasingly coarse but structurally related graphs as abstractions of the original graph. Starting from a layout of the coarsest graph, incremental refinement steps using the previous layout as a scaffold eventually produce a layout of the entire input graph, where the refinement steps are fast due to the good initial layouts. Hachul and J€ unger [26] performed an extensive experimental evaluation of state-ofthe-art layout algorithms for large graphs, including multilevel algorithms, and Bartel et al. [27] experimentally compared different combinations of coarsening, placement, and layout methods for the generic multilevel approach. While the studies did not point out a single algorithm that was recommended for all purposes but rather a set of reasonable choices, they did show that multilevel methods generally produced good layouts and scaled well.
In addition to sequential algorithms for drawing large graphs, there is previous research in parallel layout algorithms, some using a graphics processing unit (GPU), others using distributed computing methods. In the spring-electrical model, Frishman and Tal [28] presented a multilevel forcebased layout algorithm and implemented it using GPU-based parallelization. Godiyal et al. [29] implemented a fast multipole force-based algorithm on the GPU, which is inspired by the FM 3 method [24] and up to four times faster than the algorithm of Frishman and Tal [28] . In the stress model, Ingram et al. [30] exploit parallel GPU computations and presented a multilevel stress-based layout algorithm, yet not targeted to graph distances, but more generally to point sets with pairwise distances. Mueller at al. [31] presented a distributed force-directed algorithm for rendering graph layouts with a few thousand vertices at interactive frame rates on tiled display walls, where one processor is used per display. Tikhonova and Ma [32] implemented a parallel force-directed algorithm and evaluated it on graphs with up to a few hundred thousand edges. Hinge and Auber [33] implemented a force-based graph layout algorithm in the MapReduce framework Spark, which still took several hours to compute a layout of a graph with 8.000 vertices and 35.000 edges on 16 machines with 24 cores each. Arleo et al. [34] implemented a distributed force-directed algorithm in the Giraph framework using a vertex-centric paradigm; they recently extended their approach to a multi-level algorithm that draws graphs with up to 10 million edges in about one hour using Amazon's cloud computing services [35] .
Maxent-Stress Optimization
Gansner et al. [6] proposed the maxent-stress model that combines a sparse stress model with an entropy term to resolve the degrees of freedom for non-adjacent vertex pairs. The entropy term itself is maximized when all vertices are spread out uniformly, similarly to the repulsive forces in the spring-electrical model. Gansner et al. [6] showed that the maxent-stress model performs well on several measures of layout quality in distance-based embeddings and avoids typical shortcomings of other stress models, particularly for non-rigid graphs. Formally, the maxent-stress MðxÞ of a layout x is defined 1 as
where d uv is the target distance between vertices u and v and w uv is a weight factor typically chosen as w uv ¼ 1=d 2 uv . Throughout the paper, we use this as a weight factor. We call the first term the neighborhood stress of x and the second term the entropy of x. The scaling factor a is used to modulate the strength of the entropy term and is gradually reduced in the implementation.
Gansner et al. minimize the maxent-stress using a technique that repeatedly solves Laplacian linear systems, which additionally include a repulsive force vector. Their method requires an initial layout, which is computed with the Piv-otMDS algorithm [11] . The repulsive forces are approximated using the quadtree method of Barnes and Hut [16] , which aggregates forces from groups of vertices with a similar position in the current layout.
Alternatively, they proposed (but did not implement) the following local iterative force-based scheme to solve the maxent-stress model:
(2) where r u ¼ P fu;vg2E w uv . Note that sometimes we use the abbreviation rðu; vÞ :¼ x u Àx v kx u Àx v k 2 and abbreviate these values as r-values.
Eq. (2) is nothing but the basic Jacobi splitting method for the corresponding Laplacian linear system. In numerical analysis, the Jacobi method is known to smooth high frequency components of the error quickly. On the other hand, its convergence is slow since reducing the low frequency error components takes a long time. This behavior has motivated multigrid methods for solving linear equations [36] , where Jacobi can be used as a smoother. Multigrid methods are in general among the fastest iterative solvers and preconditioners for large linear systems. The term multigrid refers to the fact that the matrix (or grid) is coarsened recursively in the setup phase, yielding a hierarchy of multiple matrices. While this setup procedure resembles the multilevel approach we employ for graph drawing, the multigrid 1. In fact, Gansner et al. define a slightly more general model that considers the stress term for arbitrary supersets S E and allows variations of the entropy term. Our algorithm also works for the general model; to simplify the description, we restrict ourselves to the default model. setup phase is different in important aspects and typically significantly more expensive for large graphs.
Solving the linear systems for graph drawing may not need the accuracy desired in many engineering applications. This motivates us to devise a different way of building the hierarchy.
MULTILEVEL MAXENT-STRESS OPTIMIZATION
As mentioned, a successful (meta)heuristic for graph drawing (and other optimization problems on large graphs) is the multilevel approach. We also employ this approach for maxent-stress optimization for several other reasons: (i) Some graphs (such as road networks) feature a hierarchical structure, which can be exploited to some extent by a multilevel approach, (ii) the computed hierarchy may be useful later on for multiscale visualization, and (iii) it resembles the multigrid method for solving linear equations.
Before going into detail, we briefly sketch our algorithmic approach: The method for creating the graph hierarchy is based on fast graph clustering with controllable cluster sizes. Each cluster computed on one hierarchy level is contracted into a new supervertex for the next level. We denote vertices of contracted graphs in the hierarchy as nodes to distinguish them from the original vertices of the input graph. After computing an initial layout on the coarsest hierarchy level, we improve the drawing on each finer level by iterating Eq. (2). Additionally, this refinement process exploits the hierarchy and draws nodes that are densely connected with each other (i.e., which are in the same cluster) close to each other.
In addition, we can optionally use the very same multilevel hierarchy for approximating long-range entropy terms. While the general idea to aggregate forces is similar to the well-known Barnes-Hut force approximation [16] (also used by Gansner et al. [6] to speed up their method), the main difference is that our coarsening hierarchy is computed directly from the graph structure rather than from the geometry of the current (or an initial) layout as in the Barnes-Hut method. This has two main advantages. First, the hierarchy is static and remains valid throughout all layout iterations, whereas the quadtree in the Barnes-Hut approach must be recomputed after each iteration. Second, our layout process is independent from an externally provided initial layout, whereas the quadtree requires vertex coordinates for the partitioning. Finally, our algorithm considers the clustering defined by the nodes that are h levels below (= coarser) the current node in the hierarchy for the entropy approximation, where h is an integer parameter to specify the approximation level. In contrast, the Barnes-Hut algorithm traverses the quadtree data structure for each vertex v from the root downwards and approximates forces to groups of sufficiently distant nodes as high up in the hierarchy as possible. Our method requires Oðn ðhþ2Þ=ðhþ1Þ Þ time to approximate the entropy term rather than the Oðn log nÞ time needed for the Barnes-Hut approximation, but our data-driven approach integrates well with our clustering-based coarsening hierarchy.
Coarsening and Initial Layout
To compute the clustering, we adapt size-constrained label propagation (SCLaP) [37] , an algorithm originally developed for coarsening and local improvement during multilevel graph partitioning. Since, broadly speaking, graph drawing and graph partitioning aim at grouping cohesive vertex subsets, we expect the SCLaP idea to work well for multilevel graph drawing as well. Moreover, SCLaP seems to be a good choice in our context since it is a very fast graph clustering algorithm with good potential for parallelism.
More specifically, SCLaP is based on the graph clustering algorithm label propagation [38] . The latter starts with a singleton clustering (i.e., each vertex is a cluster). The algorithm then works in rounds. Roughly speaking, in each round the algorithm visits all vertices in random order and assigns each vertex to the predominant cluster in its neighborhood. This way, cluster IDs (= labels) propagate through the graph and vertices in a dense graph area usually agree on a common label. Note that the notion of being the predominant cluster could include the distance of vertices, potentially coupling vertices that are very close to each other. We tried this as well, but preliminary experiments did not yield a significant improvement in running time or solution quality.
However, clusters with unconstrained sizes are not desirable here since they would hamper convergence of the local improvement phase. The trade-off between this convergence speed and the number of hierarchy levels needs to be chosen properly for a fast overall running time. That is why SCLaP constrains cluster sizes, i.e., it introduces an upper bound U :¼ maxðmax v cðvÞ; WÞ on the cluster sizes (W is specified below), where constraining on the maximum vertex weight favors uniform coarsening. Consequently, in each SCLaP round, vertices are assigned to the predominant cluster that is not overloaded after the label change. An example round of label propagation can be found in Fig. 2 .
In our implementation, based on preliminary experiments, we set the parameter W to minðb h ; jV j f Þ, where b and f are tuning parameters and h is the level in the hierarchy that we are currently working on. The intuition behind this choice is that we want the contraction process not to be too strong on the fine levels in order to allow fast convergence of local improvement algorithms, whereas we allow stronger contractions on coarser levels. If the contracted graph is not more than 10 percent smaller than the graph on the current level, we decrease the value of f and set it to 0:7f. However, the algorithm is not very sensitive about the precise choice of the parameters.
While the original label propagation algorithm repeats the process until convergence, SCLaP performs at most ' rounds, where ' is a tuning parameter. One round of the algorithm can be implemented to run in O n þ m ð Þtime. Contracting a clustering works as follows: each block of the clustering is contracted into a single node. The weight of the node is set to the sum of the weight of all nodes in the Fig. 2 . An example round of the label propagation graph clustering algorithm. Initially each vertex is in its own block. The algorithm scans all vertices in a random order and moves a vertex to the block with the strongest connection in its neighborhood.
original block. There is an edge between two nodes u 0 and v 0 in the contracted graph if the two corresponding blocks in the clustering are adjacent to each other in G, i.e., block u 0 and block v 0 are connected by at least one edge. The weight of an edge ðu 0 ; v 0 Þ is set to the sum of the weight of edges that run between block u 0 and block v 0 of the clustering. An example contraction is depicted in Fig. 3 .
Initial Layout
The process of computing a size-constrained clustering and contracting it is repeated recursively. Then an initial layout is drawn, meaning that each of the two nodes of the coarsest graph is assigned to a position. We place the nodes such that the distance is optimal. The optimal distance of the two nodes is defined and motivated in the next section.
Uncoarsening and Local Improvement
When the initial layout has been computed, the solution is successively extended to the next finer level, where a local maxent-stress minimizer is used to improve the layout. For undoing the contraction, nodes that have been in a cluster are drawn at a random position around the location of its coarse representative. More precisely, let v be a (fine) node that is represented by the coarse node v 0 at P ¼ ðx; yÞ. We place v at a random position in a disk around P with radius r :¼ ffiffiffiffiffiffiffiffiffi ffi cðv 0 Þ p =2. We do this by picking an angle uniformly at random in ½0; 2p and a distance to P uniformly at random in ½0; r. These two values are then used as a polar coordinate for v with respect to the origin P .
Local Improvement
Our local improvement tries to minimize the maxent-stress on each level of the hierarchy based on Eq. (2). Note, however, that simply iterating Eq. (2) on each level is not sensible since coarse nodes represent a multitude of finer nodes. These nodes need space to be drawn on the next finer level. We start by explaining the case in which the distances on the finest level are all one. Let u and v be two nodes on the same fixed level. We adjust distances d uv on the current level in the hierarchy under consideration to ffiffiffiffiffiffiffiffi ffi cðuÞ p =2 þ ffiffiffiffiffiffiffiffi ffi cðvÞ p =2 with the intuition that vertices represented by u should be drawn in a circle around u with radius ffiffiffiffiffiffiffiffi ffi cðuÞ p =2 (similarly for v). Note that the adjusted distances on the finest level match the distance function. In the more general case d 6 1, we set the distances on the current level in the hierarchy to
where A uv is the average target length of the edges in the original graph that are represented by the edge between u and v. Note that this is a direct extension of the case d 1, in which we always have A uv ¼ 1. Yet, more space is reserved if longer edges are desired. As before, the function matches the specified distances d on the finest level of the hierarchy. As Gansner et al. [6] , we adjust the value of a in Eq. (2) during the process. Since we want to approximate the maxent-stress, the value should be small. However, it cannot be too small initially since one would only solve a sparse stress model in this case. Hence, following Gansner et al. [6] , we set a ¼ 1 initially and gradually reduce it by a factor of 0.3 until a min ¼ 0:008 is reached.
We call a single update step of the coordinates of all vertices using Eq. (2) an iteration. Multiple iterations with the same value of a are called round. The current iteration uses the coordinates that have been computed in the previous iteration. We perform at most a iterations with the same value of a in one round, where a is a tuning parameter. Then we reduce a as described above. If the relative change jjx 'þ1 À x ' jj=jjx ' jj in the layout is smaller than some threshold , we directly reduce the value of a and continue with the next round.
Faster Local Improvement
The local optimization algorithm presented above has a theoretical running time of Oðn 2 Þ per iteration. To speed this up, one can use approximations for the distances in the entropy term in Eq. (2). We do this by taking the cluster structure computed during coarsening into account:
be the corresponding clustering and M : V ! V 0 ¼ f1; . . . ; kg be the mapping that maps a vertex v 2 V to its coarse representative. The first term in Eq. (2) is computed as before and the second term is approximated by using the coordinates of the corresponding coarse node. As a formula the second term written without the multiplicative factor a r u becomes X u6 ¼v MðuÞ¼MðvÞ rðu; vÞ þ
rðu; vÞ; (3) where x 0 maps a coarse node to its coordinates and nðv 0 Þ is the number of nodes that the coarse node v 0 represents on the current finer level. Note that this is different from the node weight cðv 0 Þ which represents the number of original vertices that the coarse node represents on the finest level. Roughly speaking, we reduce the necessary amount of computation to add up the values of r by summing up the correct values of r for all nodes that are in a sense close and using approximations for nodes that are far away. In our context, a node is close if it is in the same cluster as the currently processed node. If a node is not close, we use the coordinate of its coarse representative instead. We avoid unnecessary computation by scaling the approximated value of r with the number nðv 0 Þ of nodes it represents and adding approximated value of r only once. The last term in Eq. (3) subtracts values of r for fu; vg 2 E that have been added in the first two summations. Note that if M is the identity, then the term in Eq. (3) is the same as in the original Eq. (2) . In this case the first two summations add up the r-values for all pairs of nodes and the last sum subtracts the r-values for pairs that are in E.
After the update of the nodes on the current level, we update the coordinates of the nodes on the coarser level used for approximation. This is necessary since we use the coordinates on the coarser level in Eq. (3). We set the coordinate of a node v 0 on the coarser level to the barycenter of the nodes represented by v 0 .
Note that one obtains even faster algorithms by using a coarser version of the graph that is multiple levels beneath the current level in the graph hierarchy. That means instead of using the next coarser graph, we use the contracted graph which is h > 1 levels beneath the current graph in the hierarchy for the second sum in Eq. (3)-the other two sums in this equation remain as they are. If there is no such graph, we use the coarsest graph in the hierarchy. Obviously this yields a trade-off between solution quality and running time. Also note that this introduces an additional error. To see this let u be a node on the current level. We define M-nodes (merged nodes) as nodes that are not in the same cluster with respect to the clustering on the current level but have the same coarse representative on the level used for approximating values of r. These nodes have been merged into the coarse representative in later stages on the multilevel hierarchy. Now, for a node u on the current level, the r-values of M-nodes are not accounted for in Eq. (3). Hence, we look at the parameter h carefully in Section 4 and evaluate its impact on running time and solution quality. We call our algorithms MulMent and denote by MulMent h the algorithm that uses an h-level approximation of the r-values. With h ¼ 0 we denote the quadratic-time algorithm. An analysis for the special case that all clusters are always of equal size yields: Proof. The case h ¼ 0 is trivial. Hence, we start with h ¼ 1, so that we look at the finest and the next coarser level. To simplify the analysis of our algorithm, we assume that the clustering algorithm always computes clusters of equal size, i.e., each cluster contains exactly c vertices. In this (admittedly very special) case, there are n=c clusters. It is easy to see that we need OðdðvÞ þ c þ n=cÞ time to evaluate Eq. (3) for a vertex v. The optimal value for c is ffiffiffi n p , which we obtain by basic calculus
Inserting ffiffiffi n p for c and summing over all vertices, then yields Oðm þ n 3=2 Þ overall time per iteration.
If we use the graph that is h ! 2 levels beneath the finest level for approximating r-values, we need OðdðvÞ þ c þ n=c h Þ time to compute the new coordinate for a vertex v. Here we assume again that each cluster in the hierarchy contains c vertices. Similar to Eq. (4), a simple analysis yields that the optimal value for c is ðhnÞ Properly implemented, multilevel algorithms lead to fast convergence of their local optimizers. Moreover, the overall work performed by the multilevel approach is only a constant factor times the one on the finest level. This leads us to the initial appraisal that the same asymptotic running times may hold for the respective complete algorithms.
Shared-Memory Parallelization
Our shared-memory parallelization of an iteration of the local optimizer uses OpenMP and works as follows: Since new coordinates of the vertices in the same iteration can be computed independently, we use multiple threads to do so. The relative change in the layout jjx 'þ1 À x ' jj=jjx ' jj can be computed in parallel using a reduce operation. Parallelism is also used analogously when working on different levels for the distance approximations in the entropy term. Other parts of the overall algorithm could potentially be parallelized, too-such as coarsening. However, already on medium sized graphs coarsening consumes less than 5 percent of the algorithm's overall running time. Moreover, the relative running time of coarsening decreases even more with increasing graph size so that the effort does not seem worth it.
EXPERIMENTAL EVALUATION

Methodology
We have implemented 2 the algorithm described above using C++. Parallelization of our algorithm has been done using OpenMP. We have compiled our programs using g++ 4.9 -O3 and OpenMP 3.1. Executables for PivotMDS (PMDS) [11] and MaxEnt (GHN, for clarity we use the author names as acronym) [6] have been kindly provided by Yifan Hu. When comparing layouts computed by different algorithms, we mostly use the maxent-stress function MðxÞ as defined in Eq. (1) at the final entropy scaling factor of a ¼ 0:008. This is of primary importance since that is what GHN and MulMent optimize for. The implementations PMDS and GHN sometimes compute vertices that are on the same position. Hence, we add small random noise to the coordinates of these layouts in order to be able to compute the maxent-stress. More precisely, for each of the components of the 2D-coordinate of a vertex, we randomly add or subtract a random value from the interval ½10 À7 ; 10 À4 . We follow the methodology of Gansner et al. [6] and scale the layout of all algorithms to minimize the stress to be fair to all methods: We find a scalar s such that 'ðsÞ :¼ P u;v2V w uv ðsjjx u À x v jj À d uv Þ 2 is minimized for a given layout x, i.e., we solve @=@ s 'ðsÞ ¼ 0.
Machine
Our machine has four Octa-Core Intel Xeon E5-4640 (Sandy Bridge) processors (32 cores, 64 with hyperthreading active) which run at a clock speed of 2.4 GHz. It has 512 GB local memory, 20 MB L3-Cache and 8x256 KB L2-Cache. Unless otherwise mentioned, our algorithms use all 64 cores (hyperthreading) of that machine. Since PMDS and GHN are sequential algorithms, they use one core of that machine. Henceforth, one core of the machine is also called PE.
Algorithm Configuration
After a preliminary evaluation of the parameters, we fixed the cluster coarsening parameters f to 20 and b to 2. The 2. We released the implementation of our algorithms as open source in the KaDraw (Karlsruhe Graph Drawing) framework available at http://algo2.iti.kit.edu/kadraw/. initial value of the penalty parameter a is set to 1. We perform at most a ¼ 2 iterations with the same value of a, while it has not reached its minimum value of 0.008 after five rounds. When it has reached its minimum value, we iterate until the relative error jjx 'þ1 À x ' jj=jjx ' jj is smaller than 10 À4 on instances with unit weight distances and 10 À5 on instances that specify distances not equal to one. Yet, our experiments indicate that our algorithm is not very sensitive to the choice of these parameters. We evaluate the influence of the approximation level h in Section 4.2.
Instances
We use the instances 1138 bus, USpowerGrid, bcsstk31, commanche and luxembourg employed in [6] and extend the set to include larger instances. We excluded the graphs gd, qh882 and lp ship04l from [6] from our experiments since the graphs are either not undirected or the corresponding matrix is rectangular. Most of the instances taken from [6] are available at the Florida Sparse Matrix Collection [39] . The graphs 3elt, bcsstk31, fe pwt and auto are available at the Walshaw benchmark archive [40] . The graphs delX are Delaunay triangulations of 2 X random points in the unit square [41] . Moreover, the graphs nyc and luxembourg are road networks. These graphs have been taken from the benchmark set of the 9th and 10th DIMACS Implementation Challenge [42] , [43] . A summary of the basic properties of the instances can be found in Table 1 . In any case, we draw the largest connected component if the graph has more than one. In most cases, due to the lack of data we assume unit length edges, but also consider graphs that have non-unit target edge lengths in Section 4.3.2. The instances having non-unit distances are indicated with the suffix '.d' at the end of their name. As Gansner et al. [6] , we create such instances from graphs that already have an embedding into the two dimensional plane, e.g., their original coordinates. We then set the target length of an edge fu; vg to the euclidean distance of its endpoints in the given embedding. Each graph and its original embedding stem from the same source.
Influence of Approximation and Scalability
In this section, we investigate the influence of the parameter h on layout quality and running time (algorithmic speedup) as well as the scalability of our algorithms with varying number of threads (parallel speedup). We perform detailed experiments on our medium sized networks (using 64 threads), see Table 5 . Also, we present parallel speedups and absolute running times on the largest graphs auto and del20, see Fig. 4 . We do not report layout quality metrics for auto and del20 since the size of the network makes it infeasible to compute them and the result of the algorithm is independent of the number of threads used. In general, the larger the graphs get, the larger the algorithmic speedups obtained with increasing h. On the smallest graph in this collection, we obtain an algorithmic speedup of about three with h ¼ 6 (fe pwt) over MulMent 0 . On the largest two instances in this section, we obtain an algorithmic speedup of 30 with h ¼ 9 (auto) and of 122 with h ¼ 10 (del20). In addition, the precise choice of the parameter does not seem to have a very large impact on solution quality on these graphs. This is also due to the size of the networks. The metric under consideration, maxent-stress, always remains comparable. On all instances under consideration, we observe a locally optimal value for h in terms of running time. It is around seven and seems to get larger with increasing graph size. This is due to the fact that too large values of h provide less precision and slower convergence.
On del20, the scalability with the number of threads is almost perfect for small values of h. With enabled hyperthreading, we achieve slightly better speedups for MulMent 0 . As less work has to be done for increasing h, speedups get smaller. The smallest speedup on this graph has been observed for MulMent 10 . In this case, we achieve a speedup of 11.5 using 64 threads over MulMent 10 using one thread. With even larger h, speedups increase again. The parallel scalability on auto is similar.
Another interesting way to look at the data is the overall speedup-algorithmic and parallel speedup combinedachieved over MulMent 0 using only one thread. The largest overall speedup on del20 is obtained by MulMent 10 using 64 threads. In this case, the overall speedup is larger than 4,000-reducing the running time of the algorithm from 30 hours to 27 seconds. Speedups over PMDS and GHN are found in the next section.
Comparison to Other Drawing Algorithms
We now compare MulMent to the reference implementation GHN [6] . We do this on all networks but only report quality metrics for small and medium sized graphs since it is infeasible to compute quality metrics for the large graphs. We report detailed data in Tables 2, 3 , and 4. Figs. 5 and 6 give a visual impression of the results computed by the three algorithms for some instances.
Unweighted Instances
First, we consider instances with unit weight distances in Table 2 . Most importantly, although MulMent performs a few percent worse in maxent-stress than GHN, the maxentstress of all layouts is more or less similar, i.e., the average maxent-stress value of MulMent 0 is 2 percent larger on average. The quality ratio increases slightly for larger values of h resulting in an average maxent-stress value of MulMent 10 that is 2.5 percent larger on average compared to GHN. Since maxent-stress consists of two (weighted) terms, neighborhood stress and entropy, we also measured both terms separately. GHN is stronger in minimizing neighborhood stress, whereas MulMent and GHN perform comparably well in the entropy term. We note that the entropy term dominates the maxent-stress MðxÞ for the scaling factor a min ¼ 0:008 taken from the reference implementation of GHN [6] . Comparing PMDS to GHN, one can see that GHN successfully improves the initial PMDS layout in all three quality measures.
Our parallel implementations of MulMent 2;7;10 are always faster than GHN, the latter two a factor 30 on average on the unit weight instances. On the large graphs, MulMent 10 is a factor of 32 to 43 faster than GHN. In addition, MulMent 7;10 are also several times faster than GHN when using one thread only (see Table 3 ). For small and medium sized graphs, the fastest running times are usually achieved by MulMent 2;7 , whereas for large graphs MulMent 10 runs fastest.
It is noteworthy that MulMent is still faster in comparison if one equips GHN with a sophisticated multigrid solver (as opposed to PCG in the original GHN implementation). In Table 6 , available in the online supplemental material, we provide the results of our GHN reimplementation called MG-GHN, which uses NetworKit's LAMG implementation [44] as linear solver. MG-GHN comes close in quality to GHN; deviations are caused by subtle implementation differences. Its running time is a few times faster than GHN for the larger instances. Still, and this is important to note, MulMent 7 is usually significantly faster while reaching comparable solution quality. Visually, the examples in Fig. 5 show that both algorithms (and also PMDS as the initialization method of GHN) produce layouts that have some structural similarities, but yet each method produces a distinct layout. It is difficult to say that one of them would be better than the others in an objective manner; ultimately this aesthetic rating remains a subjective decision by the users. If we consider the instance 3elt in the first row we notice that the structure of the MulMent layout is similar to the PMDS layout, yet its overall appearance is smoother without the creases produced by PMDS. GHN does not emphasize the voids as much. The next instance, commanche (a mesh of a helicopter), shows that the maxent stress optimization better isolates the individual rotor blades than PMDS. This effect is stronger in the MulMent layout than in the GHN layout. The instance fe_pwt is a finite element mesh of a structural element in mechanical engineering. Here the main difference is that the MulMent layout spreads out the ring with a larger perimeter showing more detail, while the other two methods have a higher level of overplotting. The binary tree btree is a difficult instance for PMDS, where most branches are collapsed, while GHN distributes the vertices evenly. The MulMent layout sits in between the two extremes and while edge lengths are less uniform, the tree structure is well recognizable. The last instance, 1,138_bus, is another sparse graph with many tree-like sub-components. PMDS again collapses many branches while GHN distributes vertices rather evenly. As before, the MulMent layout combines features of the other two. In summary, MulMent handles the angular separation of different components well in several examples and is able to highlight certain local details better than the other two. For trees and sparse graphs it uses less uniform edge lengths and distributes vertices less evenly compared to GHN, yet it is unclear whether this is a more negative or more positive property.
Weighted Instances
In Table 4 , we give detailed results for the algorithms under consideration of weighted instances with non-unit target edge lengths. Fig. 6 compares the visual results and also presents the original 2D embedding from which the distances have been computed. The overall picture is similar to unweighted instances, yet the stress values of GHN are consistently a few percent better than for the MulMent algorithms. On the other hand, our parallel MulMent implementation remains generally much faster than GHN, in particular, MulMent 7 is up to 62 times faster than GHN. Interestingly, PMDS seems to produce initial layouts for GHN with better maxent stress values than the final GHN layout.
In Fig. 6 the first row contains the original geometries of the three example graphs. The road network of Luxembourg (left column) does not show large differences between PMDS and GHN (recall that PMDS generates the initial layout for GHN). An artifact in both layouts is that many faces look like tiles or scales oriented towards the outside, while the faces in the layout of MulMent have mostly convex shapes. The second instance, netz4504.d, is a rather small 2D mesh with different densities. The layout of PMDS is closest to the original geometry, while GHN distorts it rather strongly and pulls it towards the densest part. The MulMent layout reconstructs the geometry of the lower part quite well, while the upper part is bent down in the middle. Finally, shock9.d is an instance derived from a larger finite element mesh. As in the previous instance, the PMDS layout is closest to the original geometry, but does not recover the semi-circle on the right well. The GHN layout adds only minor modifications to the PMDS layout, while the MulMent layout has an undulating appearance with more distortion. In summary, for the edge-weighted instances it is apparent that GHN modifies the PMDS layout as its initial layout, which is often already a layout of good quality in our examples. In some cases, however, the modifications of GHN even worsen the overall layout quality. MulMent handles the road network with its more irregular edge lengths quite well, but introduces some distortions when reconstructing the more regular meshes.
Dynamic Networks
One of the main advantages of the iterative scheme is its ability to use an existing layout for computing a new one, e.g., for a graph that changes over time. We perform experiments with dynamic graphs obtained by modifying our medium sized networks and show that one obtains a reasonable speedup in practice by using the given drawing of the modified graph as input to our algorithm. Since we focus on graphs with reasonable locality, we define a random model that modifies the edges of a graph by removing random edges and inserting edges between vertices that are not too far apart. To be more precise, we start with an input graph G and perform a breadth first search from a random start vertex to compute a random spanning tree. We then remove x% undirected non-tree edges at random in the beginning. Note that this ensures that the graph stays connected. Afterwards, we insert x% new edges as follows. We pick a random vertex and insert an undirected edge to a random vertex that has distance 1 < d D in the original graph G, where D is a tuning parameter. We denote the graph that results out of this process as Q.
We compute two layouts of Q. The first one updates coordinates given by an initial layout of G (update algorithm). The second layout is computed by our algorithm from scratch (scratch algorithm), i.e., discarding the initial layout and using MulMent h to compute the result. In the first case, we start directly at the penalty level a ¼ 0:008 and only update coordinates on the finest level of the hierarchy. We compute the graph hierarchy as before but stop the coarsening process after the computation of h levels. Coordinates of the nodes on the approximation level are set to the middle point of the nodes in the corresponding cluster initially.
We vary x 2 f1; 5g, D 2 f2; 16g and h 2 f0; 7g. We omit detailed experimental data and summarize the results. As expected, the running time of the update algorithm (t dyn ) is always smaller than the running time of the scratch algorithm (t scratch ). As MulMent 7 performs less work than MulMent 0 , algorithmic speedups are always larger for the latter. This can also be seen in Fig. 7 , which presents the speedup for different configurations. For h ¼ 0, the update algorithm is a factor of 4 faster than the scratch algorithm on average. On the other hand, for h ¼ 7 the update algorithm is about twice as fast on average as the scratch algorithm. Solution quality is not influenced much. On average, maxentstress improves by 1 percent compared to the scratch algorithm. The algorithmic speedup does not seem to be largely influenced by D. However, we expect that much larger values of D decrease the advantage of the update algorithm.
CONCLUSION
We have presented a new multilevel algorithm for iteratively and approximately optimizing the maxent-stress model, a model proposed by Gansner et al. [6] to avoid typical pitfalls of other stress models. From the experimental evaluation we conclude that our parallel algorithm produces layouts with similar visual quality and maxent-stress values as the reference implementation [6] . At the same time it is on average 30 times faster on instances with unit-weight distances, even more for dynamic graphs. Moreover, our algorithm is even up to twice as fast as one of the fastest stress-based algorithms PivotMDS [11] . It thus combines the high speed of PivotMDS with the high visual quality of Maxent in a single algorithm, if a multicore system is available.
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