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This contribution presents an overview of sensitivity analy-
sis of simulation models, including the estimation of gradients.
It covers classic designs and their corresponding (meta)models;
namely, resolution-III designs including fractional-factorial two-
level designs for ￿rst-order polynomial metamodels, resolution-IV
and resolution-V designs for metamodels augmented with two-
factor interactions, and designs for second-degree polynomial meta-
models including central composite designs. It also reviews factor
screening for simulation models with very many factors, focusing
on the so-called ￿ sequential bifurcation￿method. Furthermore,
it reviews Kriging metamodels and their designs. It mentions
that sensitivity analysis may also aim at the optimization of the
simulated system, allowing multiple random simulation outputs.
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Sensitivity analysis of simulation models estimates the change in the
simulation output as the simulation input changes. This input consists
of (say) k input variables xj with j = 1;:::;k (e.g., machines in man-
ufacturing facility design) or parameters (e.g., production rates)￿ these
variables and parameters are called ￿ factors￿in the statistical theory on
Design Of Experiments, which is usually abbreviated to DOE. The simu-
lation output may be a single response (a scalar or univariate) or multiple
responses (a vector or multivariate). This contribution focuses on a sin-
gle response, assuming that in case of multiple outputs the sensitivity
analysis is applied per output. Realistic simulation models have multi-
ple inputs: k > 1. The inputs may vary either locally or globally. Local
small changes enable the estimation of the gradient , the vector with
1the ￿rst-order partial derivatives (say) r(w) = (@w=x1;:::;@w=@xk)
where w(x1;:::;xk) denotes the Input/Output (I/O) function implicitly
de￿ned by the given simulation model (computer program or code). Gra-
dients play an important role in simulation optimization. The inputs,
however, may be integers (e.g., the number of machines) so the gradi-
ent is not de￿ned. Or the users may be interested in output changes
caused by changing an input from its minimum to its maximum in the
experimental area (called the ￿ experimental frame￿in [1] or the ￿ domain
of admissible scenarios￿given the goals of the simulation study; various
goals are discussed in [2] and [3]). Such global sensitivity analysis is also
called ￿ What If￿analysis. Notice that the terminology di⁄ers among
di⁄erent scienti￿c disciples and application areas.
Sensitivity analysis is needed for any type of simulation model￿ be
it discrete-event, continuous, or hybrid (see Sections 2.4.1.2 and 2.4.1.3
of the encyclopedia), terminating or nonterminating (Sections 2.4.1.4
and 2.4.1.5). The sensitivity analysis in this contribution uses statisti-
cal methods (techniques) that have been developed for the design and
analysis of three types of experiments:
￿ real-life (physical) systems;
￿ deterministic simulation models;
￿ random (stochastic) simulation models.
For real-life systems, DOE started with agricultural experiments in
the 1920s (Sir Ronald Fisher), followed by chemical experiments in the
1950s (George Box), and social systems (e.g., educational and service
systems) nowadays. DOE for real systems is covered extensively by
many textbooks; e.g., [4] and [5].
In deterministic simulation, DOE gained popularity with the in-
creased use of ￿ computer codes￿for the design (in an engineering, not a
statistical sense) of airplanes, automobiles, TV sets, chemical processes,
computer chips, etc.￿ in Computer Aided Engineering (CAE) and Com-
puter Aided Design (CAD). This domain often uses the term DACE,
Design and Analysis of Computer Experiments, instead of DOE. The
classic article on DACE is [6]; a classic textbook is [7].
Random simulation includes discrete-event models such as queuing
and inventory models, but also stochastic di⁄erence equation models.
This type of simulation is very popular in Operations Research and
Management Science. DOE for random simulation is the focus of several
textbooks by Kleijnen; the most recent one is [8].
2Note that deterministic simulation models become random if inputs
are unknown so their values are sampled from statistical distribution
functions; again see [8].
Sensitivity analysis using DOE views the simulation model as a black
box; i.e., only the simulation I/O data are used (the values of inter-
nal variables and speci￿c functions implied by the simulation￿ s com-
puter modules are not observed. White-box approaches are Perturbation
Analysis and the Score Function or Likelihood Ratio method, which es-
timate the gradient for local￿ not global￿ sensitivity analysis and for
optimization.
Whereas in real-life experimentation it is not practical to investigate
many factors, realistic simulation experiments may have hundreds of
factors. Moreover, whereas in real-life experiments it is hard to vary
a factor over many values, in simulation experiments this restriction
does not apply (Latin Hypercube Sampling or LHS is a design that has
as many values per factor as it has combinations; see Section 3 below).
Consequently, a multitude of scenarios￿ combinations of factor values￿
may be observed. Furthermore, simulation experiments are well-suited
to the application of sequential designs instead of ￿ one shot￿designs; see
Sections 2 and 3 below. So a change of mindset of the experimenter is
necessary; also see [9].
Design and analysis of experiments are like ￿ chicken and egg￿ . The
analysis uses￿ implicitly or explicitly￿ a metamodel (also called response
surface, surrogate, emulator, etc.), which is an approximation of the I/O
function implied by the underlying simulation model; i.e., the experi-
ment yields I/O data that are used to estimated this function. There
are di⁄erent types of metamodels. The most popular type are polyno-
mials of ￿rst or second order (degree); see Section 1 below. Obviously,
a ￿rst-order polynomial implies a gradient that remains constant over
the whole experimental area. Another metamodel type are Kriging or
Gaussian Process models, which enable the approximation of more gen-
eral I/O functions; such a Kriging metamodel implies a gradient that
changes over the whole experimental area, as Section 3 will show. Ref-
erences to other metamodel types are given by [8], p. 8. Di⁄erent
metamodels require di⁄erent designs; e.g., ￿rst-order polynomials re-
quire two values per factor, whereas Kriging requires many more val-
ues per factor￿ as the next sections will show. The adequacy of the
design and metamodel combination depends on the goal of the exper-
iment; again see [2]. This goal may be sensitivity analysis, including
factor screening￿ or brie￿ y screening￿ which denotes the search for the
really important factors among the many factors that are varied in a
simulation experiment. Sensitivity analysis may also serve optimization,
3because sensitivity analysis may provide the gradient for the important
factors.
So, sensitivity analysis may also serve optimization. There are op-
timization methods closely related to the design and analysis methods
discussed in this contribution. The latter methods allow multiple ran-
dom simulation outputs, selecting one output as the goal (objective) out-
put while the other random simulation outputs must satisfy prespeci￿ed
target values (thresholds). Generalized Response Surface methodology
(GRSM) ￿ts a series of local low-order polynomials to the simulation
I/O data; see [10]. Kriging is combined with Mathematical Program-
ming in [11]. ￿ Robust￿simulation-optimization in the sense of Taguchi
[12] is discussed in [13].
The following overview of the remainder of this contribution enables
readers to decide which sections they might wish to skip.
Section 1 covers classic designs and their corresponding metamodels,
namely Resolution-III (R-III) designs including 2k￿p designs for ￿rst-
order polynomials, Resolution-IV (R-IV) and Resolution-V (R-V) de-
signs for two-factor interactions, and designs for second-degree polyno-
mials including Central Composite Designs (CCDs). Compared with
these designs, the traditional approach of changing one factor at a time
is inferior; again see [8], p. 33.
Section 2 reviews screening, focussing on sequential bifurcation. Tra-
ditionally, simulation analysts use prior knowledge to select a few factors,
assuming that these factors are the most important ones. In a recent
case-study with 92 factors, sequential bifurcation identi￿ed a shortlist
with the ten most important factors￿ after investigating only 19 combi-
nations.
Section 3 reviews Kriging and its designs, especially LHS. Kriging
models are ￿tted to data that are obtained for larger experimental areas
than the areas often used when ￿tting low-order polynomials; i.e., Krig-
ing models are global rather than local. Kriging is used for prediction;
its ￿nal goals are sensitivity analysis and optimization.
Section 4 summarizes this contribution.
1 Classic Designs and Metamodels
Classic designs and their corresponding metamodels are detailed in many
DOE textbooks; again see [4] and [5]; DOE for simulation experiments is
detailed in [8]. To illustrate these designs, consider the following example
with k = 6 factors.
To estimate the ￿rst-order polynomial metamodel, at least k+1 = 7
combinations need to be simulated. Table 1 presents a 2
7￿4
III design, which
should be read as follows. The columns with the symbols 1 through 7
4Combi. 1 2 3 4 = 1:2 5 = 1:3 6 = 2:3 7 = 1:2:3
1 - - - + + + -
2 + - - - - + +
3 - + - - + - +
4 + + - + - - -
5 - - + + - - +
6 + - + - + - -
7 - + + - - + -
8 + + + + + + +
Table 1: A one-sixteenth fractional factorial design for seven factors
give the values of the corresponding factor in the experiment; 4 = 1:2
means that the value of factor 4 equals the product of the values of
the factors 1 and 2 in the corresponding combination (abbreviated to
￿ Combi￿ ); the symbol - means that the factor has the standardized value
-1￿ which corresponds with the lowest value in the original scale￿ and
+ means that the factor has the standardized value +1￿ highest value
in the original scale. This table gives a R-III design, which means that
it enables the unbiased estimation of the coe¢ cients of the ￿rst-order
polynomial￿ assuming this polynomial is an adequate approximation of
the I/O function. This design investigates only 8 combinations; i.e., it
investigates only a fraction 2￿4 = 1=16 of all 27 = 128 combinations of
a full-factorial two-level design.
This R-3 design enables the Ordinary Least Squares (OLS) estima-
tion of the coe¢ cients of the ￿rst-order polynomial; these coe¢ cients
represent the k = 6 ￿rst-order e⁄ects (say) ￿j (j = 1;:::;6) and the
intercept (overall mean) ￿0, which corresponds with a column that had
only the value +. OLS is the classic estimation method in linear regres-
sion analysis, assuming white noise; i.e., the metamodel￿ s residuals are
Normally (Gaussian), Independently, and Identically Distributed (NIID)
with zero mean. A ￿rst-order polynomial for k factors implies the gra-
dient r(w) = (￿1;:::;￿k), so the most important factor is the one with
the maximum absolute value of the ￿rst-order e⁄ect.
Next consider a R-IV design. By de￿nition, this design ensures that
the estimated ￿rst-order e⁄ects (say) c ￿j are not biased by the two-
factor interactions ￿j;j0 (j < j0; j0 = 2;:::6). Such a design is easily
constructed, as follows. Let D denote the R-III design; i.e., replace -
in Table 1 by ￿1, and + by 1 so the 8 ￿ 7 design matrix D results.
Then add ￿D to D to get a R-IV design (so the R-IV design doubles
the number of combinations).
To estimate the individual interactions, a R-V design is needed. An
5example is a 2
6￿1
V design; however, its 32 combinations take too much
computer time if a simulation run is computationally expensive. In that
case, it is better to use a saturated design, which by de￿nition has a
number of combinations (say) n that equals the number of metamodel
parameters q; e.g. k = 6 implies q = 1+6+15 = 22. A type of saturated
R-V design is Rechtscha⁄ner￿ s design; see [8], p. 49.
If the analysts use a second-degree polynomial approximation for
the I/O function, then a CCD enables the estimation of the k ￿ purely
quadratic e⁄ects￿(say) ￿j;j. A CCD augments the R-V design with the
￿ central point￿of the experimental area (which has standardized values
0) and 2k ￿ axial points￿ , which change each factor one-at-a-time by ￿c
and c units where c > 0. The CCD is rather wasteful in case of expen-
sive simulation models, because it uses ￿ve values per factor (instead of
the minimum, three) and it is not saturated. Alternatives for CCDs are
discussed in [5] and [8].
Many simulation applications of these classic designs are provided
by [8]. The assumptions of these designs and their metamodels stipulate
univariate output and white noise. Reference [8] discusses multivariate
(multiple) outputs, nonnormality of the output (solved through either
jackkni￿ng or bootstrapping), variance heterogeneity (e.g., as the traf-
￿c rate increases, both the mean and the variance of the waiting time
increase), and Common Random Numbers or CRN; see Section 2.4.4.1
(the correlations created by CRN may be incorporated through either
Generalized Least Squares or OLS computed per replicate), and testing
the validity of low-order polynomial metamodels (through either the F
lack-of-￿t statistic or cross-validation).
2 Screening: Sequential Bifurcation
R-III designs (discussed in Section 1) are called screening designs by
some authors; e.g., [14]. Screening is related to ￿ sparse￿e⁄ects, ￿ par-
simony￿ , ￿ Pareto principle￿ , ￿ Occam￿ s razor￿ , ￿ 20-80 rule￿ , and ￿ curse of
dimensionality￿ . Unfortunately, screening is not yet much applied in
practice; instead, analysts experiment with a few intuitively selected
factors only. Nevertheless, the following case study illustrates the need
for screening. In [15], a greenhouse deterministic simulation model has
281 factors. The politicians, however, want to reduce the release of CO2
gasses, and start with legislation for a few factors only. Another case
study is presented in [16], concerning a discrete-event simulation model
of a supply chain of the Ericsson company in Sweden. This simulation
has 92 factors; sequential bifurcation identi￿es a shortlist with 10 factors
after simulating only 19 combinations.
There are several types of screening designs. Sequential bifurcation
6is very e¢ cient￿ it is supersaturated; i.e., n < k￿ and e⁄ective if its
assumptions are satis￿ed; also see [17]. It uses the following metamodel
assumptions.
1. A ￿rst-order polynomial augmented with two-factor interactions is
an adequate approximation.
2. All ￿rst-order e⁄ects have known signs and are nonnegative.
3. There is ￿ strong heredity￿ ; i.e., if a factor has no important main
e⁄ect, then this factor does not interact with any other factor; also
see [18].
The role of these assumptions may be demonstrated, as follows. The
￿rst step of sequential bifurcation aggregates all factors into a single
group, and tests whether or not that group of factors has an important
e⁄ect; no cancellation of e⁄ects occurs, given the assumptions 1 and 2.
If that group indeed has an important e⁄ect￿ which is very likely in the
￿rst step￿ then the second step splits the group into two subgroups￿ it
bifurcates￿ and tests each of these subgroups for importance. In the
next steps, sequential bifurcation splits important subgroups into smaller
subgroups, and discards unimportant subgroups. In the ￿nal step, all
individual factors that are not in subgroups identi￿ed as unimportant,
are estimated and tested.
This procedure may be interpreted though the following metaphor.
Imagine a lake that is controlled by a dam. The goal of the experiment
is to identify the highest (most important) rocks; actually, sequential bi-
furcation not only identi￿es but also measures the height of these ￿ rocks￿ .
The dam is controlled in such a way that the level of the murky water
slowly drops. Obviously, the highest rock ￿rst emerges from the water!
The most-important-but-one rock turns up next, etc. Sequential bifur-
cation stops when the analysts feel that all the ￿ important￿factors are
identi￿ed; once it stops, the analysts know that all remaining (unidenti-
￿ed) factors have smaller e⁄ects than the e⁄ects of the factors that have
been identi￿ed. Obviously, this property is important for practice.
There is a need for more research on sequential bifurcation:
￿ To control the overall probability of correctly classifying the indi-
vidual factors as important or unimportant, the number of repli-
cates need to be derived; currently, a statistical test is applied to
each subgroup individually (by de￿nition, replicates use the same
input combination, but di⁄erent random number streams).
￿ After sequential bifurcation (with its assumptions) stops, the re-
sulting shortlist of important factors should be validated.
7￿ Practical simulation models have multiple simulation outputs (in-
stead of a single one); sequential bifurcation should be investigated
for this situation.
￿ There is a need for software that implements sequential bifurcation.
￿ A contest may be organized to challenge di⁄erent screening meth-
ods to ￿nd the important factors of di⁄erent simulation models.
Such ￿ testbeds￿are popular in Mathematical Programming, but
not yet in simulation.
3 Kriging
Originally, Kriging was developed for interpolation in geostatistical or
spatial sampling by the South African mining engineer Danie Krige; see
the classic textbook [19]. Later on, Kriging was applied to the I/O data
of deterministic simulation models; again see [6] and [7]. Only recently,
Kriging has also been applied to random simulation models; see [20],
and also [21], [22], and [23]. The track record of Kriging in deterministic
simulation holds great promise for Kriging in random simulation.
Like most Kriging publications, this contribution focuses on the sim-
plest type of Kriging called Ordinary Kriging, which assumes
w(d) = ￿ + ￿(d) (1)
where w(d) denotes the simulation output for input combination d, ￿
is the output averaged over the whole experimental area, and ￿(d) is
the additive noise that forms a stationary covariance process with zero
mean. This Kriging uses the linear predictor
y(d) = ￿
0w (2)
where the Kriging weights ￿ are not constants￿ whereas the regression
parameters ￿ are￿ but decrease with the distance between the ￿ new￿
input d to be predicted and the ￿ old￿points collected in the n￿k design






where ￿ = (cov(wi;wi0)) with i;i0 = 1;:::;n is the n ￿ n matrix with
the covariances between the old outputs; ￿ =(cov(wi;w0)) is the n-
dimensional vector with the covariances between the n old outputs wi
and w0, the output of the combination to be predicted which may be
8either new or old. Actually, these last three equations imply that the
predictor may be written as






















where hj denotes the distance between the input dj of the new and the old
combinations, ￿j denotes the importance of input j (the higher ￿j is, the
less e⁄ect input j has), and pj denotes the smoothness of the correlation
function (e.g., pj = 2 implies an in￿nitely di⁄erentiable function). So-
called exponential and Gaussian correlation functions have p = 1 and
p = 2 respectively. The correlation function (5) implies that the weights
are relatively high for inputs close to the input to be predicted. Finally,
the weights imply that for an old input the predictor equals the observed
output at that input:
y(di) = w(di) if di 2 D, (6)
so all weights are zero except the weight of the observed output; i.e.,
the Kriging predictor is an exact interpolator (the OLS regression pre-
dictor minimizes the Sum of Squared Residuals, so it is not an exact
interpolator￿ unless the design is saturated); also see the third para-
graph that follows.
The gradient follows from (4) and (5); e.g., assuming a single input
and a Gaussian correlation function, [8], p. 156 derives that the gradient
r(y) equals ￿
￿2￿(d0 ￿ d1)e￿￿(d0￿d1)2;:::;￿2￿(d0 ￿ dn)e￿￿(d0￿dn)2￿
￿￿￿1(w￿b ￿1):
A major problem is that the correlation function is unknown, so both
the type and the parameter values must be estimated. To estimate the
parameters, the standard Kriging literature and software uses Maximum
Likelihood Estimators (MLEs). The estimation of the correlation func-
tions, the corresponding optimal Kriging weights, the Kriging predictor,
and the corresponding gradient can all be done through DACE, which
is software that is well documented and free of charge; see [24].
The interpolation property (6) is attractive in deterministic simula-
tion, because the observed simulation output is unambiguous. In random
9simulation, however, the observed output is only one of the many possi-
ble values. For random simulations, [20] replaces w(di) by the average
observed output wi, and gives examples in which the Kriging predictions
are much better than the regression predictions.
The Kriging literature virtually ignores problems caused by replacing
the optimal weights ￿ in (2) by the estimated optimal weights (say) c ￿0.,
which makes the Kriging predictor a nonlinear estimator. The literature
uses the predictor variance￿ given the Kriging weights ￿. This equation
implies a zero variance in case the new point w0 equals an old point wi;
also see (6). Furthermore this equation tends to underestimate the true
variance. Finally, this conditional variance and the true variance do not
reach their maxima for the same input combination, which is important
in sequential designs; see [25].
In random simulation, each input combination is replicated a num-
ber of times so a simple method for estimating the true gradient is
distribution-free bootstrapping. The basics of bootstrapping are explained
in [26]. To estimate the true gradient in Kriging, this bootstrapping
resamples with replacement the (say) mi replicates for combination i
(i = 1;:::;n). This sampling gives the bootstrapped average w￿
i where
the superscript ￿ is the usual symbol to denote a bootstrapped observa-
tion. These n bootstrapped averages w￿
i give the bootstrapped estimated
optimal weights c ￿
￿
0, the corresponding bootstrapped Kriging predictor
y￿, and the bootstrapped gradient r(w)￿. To decrease sampling e⁄ects,
this whole procedure is repeated B times (e.g., B = 100), which gives
r(w)￿
b with b = 1;:::;B. These B values enable estimation of the mean
and variance of the estimated gradient. These two estimates enable
testing whether any gradient component is zero. Also see [27].
To get the Kriging I/O data, experimenters often use LHS. This
design assumes that a valid metamodel is more complicated than a low-
order polynomial (assumed by classic designs; again see Section 1). LHS
does not assume a speci￿c metamodel. Instead, LHS focuses on the
design space formed by the k￿ dimensional unit cube de￿ned by the k
standardized inputs. LHS is a space ￿lling design; other types of space-
￿lling designs are discussed in [8].
Instead of such a (one-shot) space-￿lling design, a sequentialized de-
sign may be used. In general, sequential statistical procedures are known
to require fewer observations than ￿xed-sample procedures. Sequential
designs imply that simulation I/O data are analyzed￿ so the data gen-
erating process is better understood￿ before the next input combination
is selected. This property implies that the design depends on the speci￿c
underlying simulation model; i.e., the design is customized (tailored or
application-driven, not generic). Moreover, simulation experiments (un-
10like real-life experiments) proceed sequentially. The following sequential
design for Kriging in sensitivity analysis is developed in [27]:
1. Start with a pilot experiment, using some small generic space-
￿lling design (e.g., a LHS design).
2. Fit a Kriging metamodel to the simulation I/O data that are avail-
able at this step (in the ￿rst pass of this procedure, these data are
the data resulting from Step 1).
3. Consider (but do not yet simulate) a set of candidate input com-
binations that have not yet been simulated and that are selected
through some space-￿lling design; select as the next combination
to be actually simulated, the candidate combination that has the
highest predictor variance (computed through bootstrapping).
4. Use the combination selected in Step 3 as the input combination to
be simulated(expensive!), and obtain the corresponding simulation
output.
5. Re-￿t a Kriging model to the I/O data augmented with the data
from Step 4.
6. Return to Step 3, until the Kriging metamodel is acceptable for
its goal, sensitivity analysis.
The resulting design is indeed customized; i.e., which combination
has the highest predictor variance (computed in Step 3) is determined
by the underlying simulation model; e.g., if the true (unknown) I/O func-
tion is a simple hyperplane within a subspace of the total experimental
area, then this design selects relatively few points in that part of the
input space. A sequential design for constrained optimization (instead
of sensitivity analysis) is presented in [11].
There is a need for more research on Kriging:
￿ Kriging software needs further improvement; e.g., Kriging should
allow random outputs with variance heterogeneity and correlations
created by CRN.
￿ Sequential designs may bene￿t from asymptotic proofs of their per-
formance; e.g., does the design approximate the ￿ optimal￿design
(optimal designs are discussed in several publications including the
recent [28])?
11￿ More experimentation and analyses may be done to derive rules of
thumb for the sequential design￿ s parameters, such as the size of
the pilot design and the initial number of replicates.
￿ Stopping rules for sequential designs based on a measure of accu-
racy may be investigated.
￿ Nearly all Kriging publications assume univariate output, whereas
in practice simulation models have multivariate output; see [7] pp.
101-116, [29], and [30].
￿ Often the analysts know that the simulation￿ s I/O function has
certain properties, e.g., monotonicity (see [8], p. 162, [31], and
[32]). Most metamodels (such as Kriging and regression) do not
preserve these properties.
4 Summary
This contribution gave an overview of sensitivity analysis through the
statistical design and analysis of simulation experiments. It covered
classic designs and their analysis through corresponding metamodels;
namely, R-III designs (such as 2k￿p designs) for ￿rst-order polynomials,
R-IV and R-V designs for two-factor interactions, and designs such as
CCD for second-degree polynomials. It also reviewed factor screening
for simulation experiments with very many factors, focusing on the su-
persaturated sequential bifurcation method. Furthermore, it reviewed
Kriging and its designs (especially LHS). Topics for future research were
also presented. The challenge now is to apply these methods to more
simulation models in practice.
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