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Abstract
We study boundary trace embedding theorems for variable exponent Sobolev space W1,p(·)(Ω). Let Ω be an open (bounded
or unbounded) domain in RN satisfying strong local Lipschitz condition. Under the hypotheses that p ∈ L∞(Ω), 1 infp(x)
supp(x) < N , |∇p| ∈ Lγ (·)(Ω), where γ ∈ L∞(Ω) and infγ (x) > N , we prove that there is a continuous boundary trace em-
bedding W1,p(·)(Ω) → Lq(·)(∂Ω) provided q(·), a measurable function on ∂Ω , satisfies condition p(x) q(x) (N−1)p(x)
N−p(x) for
x ∈ ∂Ω .
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In recent years there has been an increasing interest in the study of various mathematical problems with variable
exponent. For a survey we refer to [11,22,37]. For the application backgrounds we refer to [1,24,33].
From the point of differential equations and boundary value problems the Sobolev embedding theorems and the
boundary trace embedding theorems are very important. The Sobolev embedding theorems for the variable exponent
Sobolev space W 1,p(·)(Ω) have been studied by many authors (see e.g. [6,8,14,15,18,23,27,28,32,35]). The aim of the
present paper is to extend the classical boundary trace embedding theorems for the constant exponent Sobolev spaces
to the variable exponent Sobolev spaces W 1,p(·)(Ω). The proof of our results is based on the Sobolev embedding
theorems for W 1,p(·)(Ω) and the classical boundary trace embedding theorem that W 1,1(Ω) → L1(∂Ω).
Let Ω be an open domain in RN with N > 1 and let p be a measurable real function defined on Ω such that
1 p− = p−(Ω) := inf
x∈Ω p(x) p+ = p+(Ω) := supx∈Ω p(x) < ∞. (1.1)
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holds the “subcritical” embedding W 1,p(·)(Ω) → Lq(·)(Ω) if Ω is bounded and 1 q(x) p∗(x)− ε for x ∈ Ω . The
“critical” embedding
W 1,p(·)(Ω) ↪→ Lp∗(·)(Ω) (1.2)
has been proved by Edmunds and Rákosník [14] for bounded domain and by Fan, Shen and Zhao [18] for unbounded
domain under the hypothesis that p is Lipschitz on Ω , denoted by p ∈ C0,1(Ω), and by Edmunds and Rákosník
[15] for bounded domain under the hypothesis that p ∈ W 1,γ (Ω) with γ > N , and by Diening [8] for bounded or
unbounded domain under the hypothesis that p is a constant outside some ball and p is log-Hölder continuous on Ω ,
denoted by p ∈ C0, 1| log t | (Ω), namely
∣∣p(x)− p(y)∣∣ C|log|x − y|| , ∀x, y ∈ Ω with |x − y| < 12 . (1.3)
It is obvious that, for bounded Ω,
C0,1(Ω) ⊂ W 1,γ (Ω) ⊂ C0, 1| log t | (Ω), (1.4)
and hence the result of [8] is a generalization of the results of [14,15,18], however, in [18] p− = 1 is permitted but in
[8] p− > 1 is required and for the case when p− = 1, under the hypothesis p ∈ C0,
1
| log t | (Ω), other special treatments
are needed (see [23]). The method used in [8] is different from that in [14,15,18]. In [8], the main tools for proving
the embedding (1.2) are the boundedness of the Hardy–Littlewood maximal operator and the Riesz potential operator,
and the existence of the extension operator. In recent years the problems about the boundedness of some classical
operators in the variable exponent spaces, such as maximal operators, singular integrals, commutators and fractional
integrals, have been studied extensively and many interesting results have been obtained, see [5–7,12,13,21,25–27,31,
32,34–36].
At present, when Ω is unbounded, p is said to be log-Hölder continuous on Ω , denoted by p ∈ C0, 1| log t | (Ω), if p
satisfies (1.3) and
∣∣p(x)− p(y)∣∣ C
log(e + |x|) , ∀x, y ∈ Ω with |y| |x| (1.5)
(see [5,6,11,22,34,37]). Note that (1.5) implies that there is a number p∞ such that lim|x|→∞ p(x) = p∞ and this
limit holds uniformly in all directions (see e.g. [5]). Cruz-Uribe, Fiorenza, Martell and Pérez [6] have proved that, for
every open set Ω ⊂ RN , if p ∈ C0, 1| log t | (Ω), then the Hardy–Littlewood maximal operator is bounded on Lp(·)(Ω)
and therefore, there holds the critical Sobolev embedding W 1,p(·)0 (Ω) ↪→ Lp
∗(·)(Ω).
It is obvious that, when Ω is unbounded, unlike the bounded domain case, we cannot require p ∈ W 1,γ (Ω) because
when |Ω| = ∞, ∫
Ω
|p(x)|γ dx = ∞ provided p−  1 and γ  1. For this reason we introduce the space
W 1,(∞,γ (·))(Ω) := {u ∈ L∞(Ω): |∇u| ∈ Lγ(·)(Ω)}, (1.6)
where N < γ−  γ+ < ∞. Note that, when Ω is unbounded, unlike the bounded domain case, it is easy to
give the examples such that p ∈ C0,1(Ω) but p /∈ W 1,(∞,γ (·))(Ω) and the examples such that p ∈ C0,1(Ω) and
p ∈ W 1,(∞,γ (·))(Ω) with N < γ−  γ+ < ∞ but p /∈ C0,
1
| log t | (Ω) (see Example 3.1 in Section 3). Thus in the case
when Ω is unbounded, the three hypotheses that
(i) p ∈ C0,1(Ω),
(ii) p ∈ W 1,(∞,γ (·))(Ω) with N < γ−  γ+ < ∞, and
(iii) p ∈ C0, 1| log t | (Ω) are independent each other.
The corresponding theorems asserting W 1,p(·)(Ω) ↪→ Lp∗(·)(Ω) under the hypotheses (i)–(iii) respectively are also
independent each other.
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W 1,p(·)(RN × [0,∞)). In the present paper we will study the boundary trace embedding theorems for W 1,p(·)(Ω)
of type
W 1,p(·)(Ω) → L(N−1)p(·)N−p(·) (∂Ω). (1.7)
We will prove the trace embedding (1.7) under the hypotheses that for bounded Ω , p ∈ W 1,γ (Ω) with γ > N , and
for unbounded Ω , p ∈ C0,1(Ω) or p ∈ W 1,(∞,γ (·))(Ω) with N < γ−  γ+ < ∞. Although the author has not found
the theorem asserting the trace embedding (1.7) under the hypothesis that p ∈ C0, 1| log t | (Ω) in the existing references,
he believes such theorem is true. As noted above, the trace embedding theorems obtained in this paper, particularly
in the unbounded domain case, are not the special cases of the corresponding theorem obtained under the hypothesis
that p ∈ C0, 1| log t | (Ω). In this paper the hypothesis p ∈ C0, 1| log t | (Ω) is not used because by our method, the property of
the generalized derivatives of p is used.
Recently many authors have studied the existence and the multiplicity of solutions for the p(x)-Laplacian equa-
tions, see e.g. [3,4,16,17,19,30,38]. The trace embedding theorems obtained in the present paper are useful for the
boundary problems of the p(x)-Laplacian equations, particularly, for the problems with nonlinear Neumann bound-
ary value conditions.
This paper is in four sections. In Sections 2 and 3 we prove the boundary trace embedding theorems for W 1,p(·)(Ω)
in the case when Ω is bounded and unbounded respectively. In Section 3 we also give some simple applications of
our results to the nonlinear Neumann boundary value problems with variable exponent. As mentioned previously,
by our method, the embedding (1.2) is a base for proving the boundary trace embedding theorems. However, to our
knowledge, the result about the embedding (1.2) in the case when Ω is unbounded and p ∈ W 1,(∞,γ (·))(Ω) with
N < γ−  γ+ < ∞, i.e. Theorem 3.1 in Section 3, has not been established yet. In Section 4 we give the proof of
Theorem 3.1.
2. The case of bounded domain
Let Ω be an open domain in RN . Denote by S(Ω) the set of all measurable real functions defined on Ω . Two
measurable functions defined on Ω are regarded as the same element of S(Ω) when they are equal almost everywhere
in Ω . Let p ∈ S(Ω) satisfy (1.1). For a measurable subset E of Ω, denote p−(E) = ess infx∈E p(x) and p+(E) =
ess supx∈E p(x), |E| denotes the Lebesgue measure of E. On ∂Ω we use the (N − 1)-dimension Lebesgue measure.
For brevity, the word “almost everywhere” is often omitted.
The variable exponent Lebesgue space Lp(·)(Ω) is defined by
Lp(·)(Ω) =
{
u ∈ S(Ω):
∫
Ω
|u|p(x) dx < ∞
}
with the norm
|u|Lp(·)(Ω) = |u|p(·) = inf
{
λ > 0:
∫
Ω
∣∣∣∣uλ
∣∣∣∣
p(x)
dx  1
}
.
The variable exponent Sobolev space W 1,p(·)(Ω) is defined by
W 1,p(·)(Ω) = {u ∈ Lp(·)(Ω): |∇u| ∈ Lp(·)(Ω)}
with the norm
‖u‖W 1,p(·)(Ω) = ‖u‖1,p(·) = |u|p(·) + |∇u|p(·).
The spaces Lp(·)(Ω) and W 1,p(·)(Ω) are separable Banach spaces. We refer to [20,28,33,34] for the elementary
properties of the space W 1,p(·)(Ω).
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p(x)−1 and appoint p
′(x) = ∞ if p(x) = 1. We will use the Young inequality
ab a
p′(x)
p′(x)
+ b
p(x)
p(x)
, ∀a, b 0, (2.1)
and appoint that when p(x) = 1, (2.1) means that ab = a(1b) a(0 + b) = ab.
In this section we study the boundary trace embedding theorems for the space W 1,p(·)(Ω) in the case when Ω
is bounded. Throughout this section, it will always be assumed that Ω is an open bounded domain in RN having a
Lipschitz boundary ∂Ω and N > 1.
The following Proposition 2.1 is the classical boundary trace embedding theorem. The main results obtained in this
section are a generalization of Proposition 2.1 to the variable exponent case.
Proposition 2.1. (See [2,29].) Let Ω ⊂ RN be an open bounded domain with Lipschitz boundary. Let p ∈ [1,N) be
a constant. Then there is a continuous boundary trace embedding W 1,p(Ω) → L(N−1)pN−p (∂Ω). Moreover, for every
q ∈ [1, (N−1)p
N−p ) the trace embedding W
1,p(Ω) → Lq(∂Ω) is compact.
Obviously W 1,p(·)(Ω) ⊂ W 1,1(Ω) because p−  1. From W 1,1(Ω) → L1(∂Ω) we know that for all u ∈
W 1,p(·)(Ω) there already holds u|∂Ω ∈ L1(∂Ω). Thus for u ∈ W 1,p(·)(Ω), the trace u|∂Ω has definite meaning.
The following Sobolev embedding theorem for W 1,p(·)(Ω) is a base for proving the boundary trace embedding
theorems for W 1,p(·)(Ω).
Proposition 2.2. (See [15].) Let Ω ⊂ RN be an open bounded domain with Lipschitz boundary. Suppose that p ∈
W 1,γ (Ω), where 1  p−  p+ < N < γ . Then there is a continuous embedding W 1,p(·)(Ω) ↪→ Lp∗(·)(Ω), where
p∗(x) = Np(x)
N−p(x) .
A main result in this section is the following theorem.
Theorem 2.1. Let Ω ⊂ RN be an open bounded domain with Lipschitz boundary. Suppose that p ∈ W 1,γ (Ω) with
1 p−  p+ <N < γ . Then there is a continuous boundary trace embedding W 1,p(·)(Ω) → L
(N−1)p(·)
N−p(·) (∂Ω).
A key step for proving Theorem 2.1 is the following
Lemma 2.1. Let Ω ⊂ RN be an open bounded domain with Lipschitz boundary. Suppose that p ∈ W 1,γ (Ω) with
1 p−  p+ <N < γ . For every u ∈ W 1,p(·)(Ω), put
v(x) = ∣∣u(x)∣∣ (N−1)p(x)N−p(x) for x ∈ Ω. (2.2)
Then v ∈ W 1,1(Ω).
Proof. By Proposition 2.1, u ∈ Lp∗(·)(Ω), in other words |u|p∗(x) ∈ L1(Ω). Since (N−1)p(x)
N−p(x) < p
∗(x), it is clear that
v ∈ L1(Ω). Let us observe |∇v|. Since u ∈ W 1,p(·)(Ω) and p ∈ W 1,γ (Ω), we can assume that u and p are absolutely
continuous on almost all closed segments in Ω parallel to the coordinate axes and that for a.e. x ∈ Ω the classical
derivatives ∂u
∂xi
(x) and ∂p
∂xi
(x), i = 1,2, . . . ,N , exist and coincide with the corresponding generalized derivatives (see
e.g. [14]). For brevity we denote
q(x) = p
∗(x)(N − 1)
N
= (N − 1)p(x)
N − p(x) .
Noting that p ∈ W 1,γ (Ω) and p+ <N imply q ∈ W 1,γ (Ω) and there exists a positive constant c0 such that
q(x) c0 and
∣∣∇q(x)∣∣ c0∣∣∇p(x)∣∣ for x ∈ Ω,
we have, for x ∈ Ω ,
∇v(x) = q(x)∣∣u(x)∣∣q(x)−2u(x)∇u(x)+ ∣∣u(x)∣∣q(x) log∣∣u(x)∣∣∇q(x),
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For the first term in the right side of (2.3), by Young inequality (2.1), we have that
J1(x) := c0
∣∣u(x)∣∣q(x)−1∣∣∇u(x)∣∣
 c1
∣∣u(x)∣∣(q(x)−1)p′(x) + c2∣∣∇u(x)∣∣p(x)
= c1
∣∣u(x)∣∣p∗(x) + c2∣∣∇u(x)∣∣p(x). (2.4)
To estimate the second term in the right side of (2.3), note that for every ε ∈ (0,1] there hold
lim
t→0+
tε|log t | = 0 and lim
t→∞
|log t |
tε
= 0,
and consequently there are positive constants c3(ε) and c4(ε) such that
sup
0<t1
tε|log t | c3(ε) and sup
t1
|log t |
tε
 c4(ε).
When |u(x)| 1, taking ε1 = 1, we have
J2(x) := c0
∣∣u(x)∣∣q(x)∣∣log∣∣u(x)∣∣∣∣∣∣∇p(x)∣∣ c3∣∣∇p(x)∣∣ c3(1 + ∣∣∇p(x)∣∣γ ). (2.5)
When |u(x)| > 1, since q(x) = p∗(x)(N−1)
N
and γ > N, we can choose ε2 ∈ (0,1) small enough such that
(q(x)+ ε2)γ ′  p∗(x), and then
J2(x) := c0
∣∣u(x)∣∣q(x)∣∣log∣∣u(x)∣∣∣∣∣∣∇p(x)∣∣
= c0
∣∣u(x)∣∣q(x)+ε2 ∣∣u(x)∣∣−ε2 ∣∣log∣∣u(x)∣∣∣∣∣∣∇p(x)∣∣
 c4(ε2)
∣∣u(x)∣∣q(x)+ε2 ∣∣∇p(x)∣∣
 c5
∣∣u(x)∣∣(q(x)+ε2)γ ′ + c5∣∣∇p(x)∣∣γ
 c5
∣∣u(x)∣∣p∗(x) + c5∣∣∇p(x)∣∣γ . (2.6)
It follows from (2.4)–(2.6) that∣∣∇v(x)∣∣ c6∣∣u(x)∣∣p∗(x) + c7∣∣∇u(x)∣∣p(x) + c8∣∣∇p(x)∣∣γ + c9, (2.7)
where ci is a positive constant independent of u ∈ W 1,p(·)(Ω). (2.7) shows |∇v| ∈ L1(Ω) and hence v ∈ W 1,1(Ω).
Lemma 2.1 is proved. 
Proof of Theorem 2.1. Let u ∈ W 1,p(·)(Ω) and let v be as in (2.2). By Lemma 2.1, v ∈ W 1,1(Ω). Since W 1,1(Ω) ↪→
L1(∂Ω), we have v|∂Ω ∈ L1(∂Ω), that is u|∂Ω ∈ L
(N−1)p(·)
N−p(·) (∂Ω). Define a linear operator A : W 1,p(·)(Ω) →
L
(N−1)p(·)
N−p(·) (∂Ω) by A(u) = u|∂Ω . It is easy to see that the graph of A is closed in W 1,p(·)(Ω)×L
(N−1)p(·)
N−p(·) (∂Ω). By the
closed graph theorem, the linear operator A is continuous. Theorem 2.1 is proved. 
Remark 2.1. The operator A : W 1,p(·)(Ω) → L(N−1)p(·)N−p(·) (∂Ω) defined by A(u) = u|∂Ω is called a boundary trace em-
bedding customarily (see [2]), though A is not an injection. We define an equivalent relation “∼” in W 1,p(·)(Ω) such
that u ∼ v if and only if u|∂Ω = v|∂Ω . Put TrW 1,p(·)(Ω) = {[u]: u ∈ W 1,p(·)(Ω)}, where [u] = {v ∈ W 1,p(·)(Ω):
v ∼ u}, and define the norm in TrW 1,p(·)(Ω) by ‖[u]‖ = inf{‖v‖: v ∈ [u]}. Then the space TrW 1,p(·)(Ω) with
the norm ‖[u]‖, as a quotient space of W 1,p(·)(Ω), is a Banach space, and it is called the boundary trace space
of W 1,p(·)(Ω) (see e.g. [9,10]). The quotient mapping Tr : W 1,p(·)(Ω) → TrW 1,p(·)(Ω), defined by Tr(u) = [u] for
u ∈ W 1,p(·)(Ω), is a linear bounded operator. Theorem 2.1 means that there is a continuous embedding (injection)
i : TrW 1,p(·)(Ω) → L
(N−1)p(·)
N−p(·) (∂Ω). In this paper, as usual, [u] and i([u]) are simply written by u|∂Ω , and a boundary
trace embedding is often called an embedding simply.
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Wm,p(Ω) ↪→ Wj,q(Ω) is equivalent to the simple containment Wm,p(Ω) ⊂ Wj,q(Ω). Analogously, to prove that
there is a continuous boundary trace embedding W 1,p(·)(Ω) → Lq(·)(∂Ω), it suffices to prove that u|∂Ω ∈ Lq(·)(∂Ω)
for every u ∈ W 1,p(·)(Ω).
Remark 2.3. Let p ∈ S(Ω) satisfy (1.1). For sufficiently small δ > 0, put
Ωδ =
{
x ∈ Ω: dist(x, ∂Ω) < δ}.
Note that ∂Ω ⊂ ∂Ωδ . We may assume Ωδ has a Lipschitz boundary since in the opposite case it suffices to re-
place Ωδ by an open subset Ω ′ of Ωδ such that Ω ′ has a Lipschitz boundary and ∂Ω ⊂ ∂Ω ′. It is easy to see that,
if p ∈ W 1,γ (Ωδ) with γ > N and p+(Ωδ) < N , then applying Theorem 2.1 to Ωδ , there is a continuous boundary
trace embedding W 1,p(·)(Ωδ) → L
(N−1)p(·)
N−p(·) (∂Ω), and consequently there is a continuous boundary trace embedding
W 1,p(·)(Ω) → L(N−1)p(·)N−p(·) (∂Ω) because the operator j : W 1,p(·)(Ω) → W 1,p(·)(Ωδ) defined by u → u|Ωδ is continu-
ous. This shows that the property of the boundary trace embedding is dependent only on the property of p in any small
neighbourhood of ∂Ω . In particular, in Theorem 2.1, the condition “p+ <N” can be replaced by “p+(∂Ω) <N” be-
cause the latter implies that p+(Ωδ) < N for sufficiently small δ > 0.
Because ∂Ω is bounded, the following corollary follows from Theorem 2.1 immediately.
Corollary 2.1. Let Ω ⊂ RN be an open bounded domain with Lipschitz boundary. Suppose that p ∈ W 1,γ (Ω) with
1 p−  p+ <N < γ . Then for any q ∈ S(∂Ω) satisfying 1 q(x) (N−1)p(x)N−p(x) for x ∈ ∂Ω , there is a continuous
trace embedding W 1,p(·)(Ω) → Lq(·)(∂Ω).
Theorem 2.2. Let Ω ⊂ RN be an open bounded domain with Lipschitz boundary. Suppose that p ∈ C0(Ω) and
1 <p−  p+ <N . If q ∈ S(∂Ω) and there exists a positive constant ε such that
1 q(x) < q(x)+ ε  (N − 1)p(x)
N − p(x) for x ∈ ∂Ω, (2.8)
then the boundary trace embedding W 1,p(·)(Ω) → Lq(·)(∂Ω) is compact.
Proof. We may take δ > 0 small enough such that (N−1)p(x)
N−p(x) −ε > 1 for x ∈ Ωδ , where Ωδ is defined as in Remark 2.3.
Let q ∈ S(∂Ω) satisfies (2.8). Since the continuous function p can be approximated uniformly on Ωδ by Lipschitz
functions, there exists a Lipschitz function p˜ ∈ C0,1(Ωδ) such that 1 < p˜(x) p(x) for x ∈ Ωδ and
(N − 1)p(x)
N − p(x) −
(N − 1)p˜(x)
N − p˜(x) 
ε
2
, ∀x ∈ Ωδ.
Note that in this case we have that W 1,p(·)(Ωδ) ⊂ W 1,p˜(·)(Ωδ), p˜ ∈ W 1,∞(Ωδ), p˜+ <N and
q(x) (N − 1)p˜(x)
N − p˜(x) −
ε
2
for x ∈ ∂Ω.
Put r(x) = (N−1)p˜(x)
N−p˜(x) − ε2 for x ∈ Ωδ . Then r ∈ C0,1(Ωδ) and q(x)  r(x) for x ∈ ∂Ω . Noting that Lr(·)(∂Ω) ⊂
Lq(·)(∂Ω), then, to prove Theorem 2.2 it suffices to prove the boundary trace embedding W 1,p˜(·)(Ωδ) → Lr(·)(∂Ω)
is compact.
Let u ∈ W 1,p˜(·)(Ωδ) be given arbitrarily. Put
v(x) = ∣∣u(x)∣∣r(x), ∀x ∈ Ωδ.
Noting that r(x)+ ε2 = (N−1)p˜(x)N−p˜(x) = p˜
∗(x)(N−1)
N
and using the arguments similar to that used in the proof of Lemma 2.1,
we can prove that there exists τ ∈ (0,1) small enough, independent of u ∈ W 1,p˜(·)(Ωδ), such that for x ∈ Ωδ ,∣∣v(x)∣∣1+τ  ∣∣u(x)∣∣p˜∗(x) + 1, (2.9)∣∣∇v(x)∣∣1+τ  c1∣∣u(x)∣∣p˜∗(x) + c2|∇u|p˜(x) + c3, (2.10)
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v ∈ W 1,1+τ (Ωδ). (2.11)
In fact, (2.9) is obvious and the proof of (2.10) is easier than the proof of (2.7) because p˜ ∈ W 1,∞(Ωδ).
Define a mapping f : W 1,p˜(·)(Ωδ) → W 1,1+τ (Ωδ) by f (u) = v = |u(x)|r(x) for u ∈ W 1,p˜(·)(Ωδ). Then from (2.9)
and (2.10) we know that the mapping f is continuous and bounded. Now let {un} ⊂ W 1,p˜(·)(Ωδ), u0 ∈ W 1,p˜(·)(Ωδ)
and un ⇀ u0 in W 1,p˜(·)(Ωδ). Here and below “⇀” denotes the weak convergence of sequences. Since the em-
bedding W 1,p˜(·)(Ωδ) → L1(Ωδ) is compact, we may assume un(x) → u0(x) for a.e. x ∈ Ωδ . Put vn = f (un)
and v0 = f (u0). Then {vn} is bounded in W 1,1+τ (Ωδ). Since W 1,1+τ (Ωδ) is reflexive, we may assume, taking
a subsequence if necessary, that vn ⇀ w in W 1,1+τ (Ωδ) and vn(x) → w(x) for a.e. x ∈ Ωδ . It is obvious that
vn(x) = |un(x)|r(x) → |u0(x)|r(x) = v0(x) for a.e. x ∈ Ωδ and hence w = v0. Thus vn ⇀ v0 in W 1,1+τ (Ωδ). This
shows that the (nonlinear) mapping f is weakly–weakly continuous. By Proposition 2.1, the boundary trace embed-
ding W 1,1+τ (Ωδ) → L1(∂Ω) is compact, hence we have vn|∂Ω → v0|∂Ω in L1(∂Ω) and consequently∫
∂Ω
∣∣un(x)∣∣r(x) dσ →
∫
∂Ω
∣∣u0(x)∣∣r(x) dσ as n → ∞. (2.12)
Since vn|∂Ω → v0|∂Ω in L1(∂Ω), we may assume vn|∂Ω(x) → v0|∂Ω(x) for a.e. x ∈ ∂Ω and consequently
vn|∂Ω(x) → v0|∂Ω(x) for a.e. x ∈ ∂Ω . From this and (2.12) it follows that un|∂Ω → u0|∂Ω in Lr(·)(∂Ω). Thus it
is proved that the boundary trace embedding W 1,p˜(·)(Ωδ) → Lr(·)(∂Ω) is compact and hence the boundary trace
embedding W 1,p˜(·)(Ωδ) → Lq(·)(∂Ω) is compact. The proof is complete. 
Corollary 2.2. Let Ω ⊂ RN be an open bounded domain with Lipschitz boundary. Suppose that p ∈ C0(Ω) and
1 <p−  p+ <N . If q ∈ C0(∂Ω) satisfies the condition
1 q(x) < (N − 1)p(x)
N − p(x) , ∀x ∈ ∂Ω, (2.13)
then there is a compact boundary trace embedding W 1,p(·)(Ω) → Lq(·)(∂Ω).
Proof. By the compactness of ∂Ω and the continuity of p and q , the condition (2.13) implies that there exists ε ∈
(0,1) such that (2.8) holds. 
Remark 2.4. It is well known that, in the constant exponent case, when p  N , the boundary trace embedding
W 1,p(Ω) → Lq(∂Ω) is compact for any q ∈ [1,∞) (see [2,29]). In the variable exponent case, when p− N , since
W 1,p(·)(Ω) ⊂ W 1,N (Ω), there is a compact boundary trace embedding W 1,p(·)(Ω) → Lq(∂Ω) for any q ∈ [1,∞).
For the variable exponent p(x), we appoint p∗(x) = ∞ if p(x)N , and define p∂(x) = p∗(x)(N−1)
N
, that is
p∂(x) =
{
(N−1)p(x)
N−p(x) , if p(x) < N,∞, if p(x)N.
The following result is a generalization of Theorem 2.2, in which the condition p+ <N is cancelled.
Corollary 2.3. Let Ω ⊂ RN be an open bounded domain with Lipschitz boundary. Suppose that p ∈ C0(Ω) with
p− > 1. If q ∈ L∞(∂Ω) and there exists a positive constant ε such that
1 q(x) < q(x)+ ε  (N − 1)p(x)
N − p(x) for x ∈ ∂Ω with p(x) < N, (2.14)
then the boundary trace embedding W 1,p(·)(Ω) → Lq(·)(∂Ω) is compact.
The following result is a generalization of Corollary 2.2, in which the condition p+ <N is cancelled.
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p− > 1. If q ∈ C0(∂Ω) satisfies the condition
1 q(x) < p∂(x), ∀x ∈ ∂Ω, (2.15)
then there is a compact boundary trace embedding W 1,p(·)(Ω) → Lq(·)(∂Ω).
Proof. Since q ∈ C0(∂Ω), q+ = q+(∂Ω) := ess sup{q(x): x ∈ ∂Ω} < ∞. If p+(∂Ω) <N , then by Corollary 2.2 and
Remark 2.4, the assertion of Corollary 2.4 is already true. Now let p+(∂Ω)  N . By the properties of the function
h(t) = (N−1)t
N−t , mentioned in the proof of Corollary 2.3, we can find t1 ∈ (1,N) such that q+ + 1  (N−1)t1N−t1 . Put
Γ = {x ∈ ∂Ω: p(x) t1}. Then Γ is a compact subset of ∂Ω . It follows from (2.15) and the continuity of q that there
exists ε ∈ (0,1) such that
q(x)+ ε  (N − 1)p(x)
N − p(x) for x ∈ Γ.
For any x ∈ ∂Ω with t1 <p(x) < N , there holds that
q(x)+ ε < q+(∂Ω)+ 1 (N − 1)t1
N − t1 <
(N − 1)p(x)
N − p(x) .
Thus the condition (2.14) is satisfied and consequently the assertion follows from Corollary 2.3. 
Remark 2.5. The Corollary 2.4 has been proved in [17] (see also [38]) by using other method which is recounted
briefly as follows. It is easy to see that, under the hypotheses of Corollary 2.4, for each x ∈ ∂Ω there exists a relatively
open neighbourhood Ωx of x in Ω such that the trace embedding W 1,p−(Ωx)(Ωx) → Lq+(∂Ω∩Ωx)(∂Ω ∩Ωx) is com-
pact. This implies that the trace embedding W 1,p(·)(Ωx) → Lq(·)(∂Ω ∩ Ωx) is compact. {Ωx : x ∈ ∂Ω} is an open
covering of the compact set ∂Ω and hence it has a finite subcovering {Ωxi : i = 1,2, . . . , k}. Put Ω∗ =
⋃k
i=1 Ωxi .
Then it follows that there is a compact trace embedding W 1,p(·)(Ω∗) → Lq(·)(∂Ω). Hence the trace embedding
W 1,p(·)(Ω) → Lq(·)(∂Ω) is compact and Corollary 2.4 is proved. However such method is not suitable for prov-
ing Theorem 2.1.
Remark 2.6. It is clear that, in the case when p+ N the embedding results of Lebesgue type, such as W 1,p(·)(Ω) →
Lq(·)(Ω) and W 1,p(·)(Ω) → Lq(·)(∂Ω), are not optimal. Recently Harjulehto and Hästö [23] studied the Sobolev
embedding in the space W 1,p(·)(Ω) with variable exponent satisfying 1 p(x)N . They have introduced “a slightly
modified scale of variable exponent function spaces, Lp(·),∗(Ω), with the property Lp(·),∗(Ω) ∼= Lp∗(·)(Ω) if p+ <N
and Lp(·),∗(ΩN) ∼= expLN ′(ΩN) (where ΩN = p−1(N))” and proved that W 1,p(·)(Ω) ↪→ Lp(·),∗(Ω) provided p
is log-Hölder continuous and Ω is a John domain. We expect the improvements on the boundary trace embedding
theorems in W 1,p(·)(Ω) with p+ N by using the results of Harjulehto and Hästö [23].
Theorem 2.3. Let Ω ⊂ RN be an open bounded domain with Lipschitz boundary. Let m be a positive integer. Sup-
pose that p ∈ W 1,γ (Ω) with 1  p− and mp+ < N < γ . Then there is a continuous boundary trace embedding
Wm,p(·)(Ω) → L(N−1)p(·)N−mp(·) (∂Ω).
Proof. When m = 1, Theorem 2.3 is just Theorem 2.1. Now let m > 1. Based on the embedding W 1,p(·)(Ω) ↪→
L
Np(·)
N−p(·) (Ω), using induction we can prove the embedding Wm,p(·)(Ω) ↪→ W 1, Np(·)N−(m−1)p(·) (Ω). Applying Theo-
rem 2.1 to W 1,
Np(·)
N−(m−1)p(·) (Ω), there is a continuous trace embedding W 1,
Np(·)
N−(m−1)p(·) (Ω) → L(N−1)p(·)N−mp(·) (∂Ω) and so
Wm,p(·)(Ω) → L(N−1)p(·)N−mp(·) (∂Ω). 
Repeating the same reasoning, we can obtain the following theorem.
Theorem 2.4. Let Ω ⊂RN be an open bounded domain with Lipschitz boundary. Let m be a positive integer. Suppose
that p ∈ C0(Ω) with p− > 1 and mp+ <N . If q ∈ S(∂Ω) and there exists a positive constant ε such that
1 q(x) < q(x)+ ε  (N − 1)p(x)
N −mp(x) for x ∈ ∂Ω,
then the boundary trace embedding Wm,p(·)(Ω) → Lq(·)(∂Ω) is compact.
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In this section we study the boundary trace embedding for the space W 1,p(·)(Ω) in the case that Ω is an unbounded
domain in RN with N > 1. At first we give the following two known propositions which are needed in this section.
Proposition 3.1. (See [2,29].) Let Ω be a domain in RN satisfying the strong local Lipschitz condition (see [2]
for the definition) and p ∈ [1,N). Then for every q ∈ [p, (N−1)p
N−p ], there is a continuous boundary trace embedding
W 1,p(Ω) → Lq(∂Ω).
Proposition 3.2. (See [18].) Let Ω be a domain inRN satisfying the interior cone condition (see [2] for the definition).
If p ∈ C0,1(Ω) and 1 <p−  p+ <N , then for q ∈ S(Ω) satisfying the condition
p(x) q(x) p∗(x), ∀x ∈ Ω, (3.1)
there is a continuous embedding W 1,p(·)(Ω) → Lq(·)(Ω).
Note that the strong local Lipschitz condition implies the cone condition (see [2]).
As noted in the introduction, when Ω is unbounded, unlike the bounded domain case, we cannot require p ∈
W 1,γ (Ω). For this reason we introduce the following definition.
Definition 3.1. Let γ ∈ S(Ω) satisfying 1 γ−  γ+ < ∞. The space W 1,(∞,γ (·))(Ω) is defined by
W 1,(∞,γ (·))(Ω) := {u ∈ L∞(Ω): |∇u| ∈ Lγ(·)(Ω)} (3.2)
with the norm ‖u‖W 1,(∞,γ (·))(Ω) = ‖u‖1,(∞,γ (·)) := |u|∞ + |∇u|γ (·).
Remark 3.1. It is obvious that, when Ω is a bounded domain satisfying the interior cone condition and γ− > N ,
we have that W 1,(∞,γ (·))(Ω) = W 1,γ (·)(Ω) and C0,1(Ω) ⊂ W 1,γ (·)(Ω). However this is not the case when Ω is
unbounded. It is easy to give the examples such that u ∈ C0,1(Ω) but u /∈ W 1,(∞,γ (·))(Ω).
To obtain the boundary trace embedding theorem for W 1,p(·)(Ω) with unbounded Ω under the hypothesis p ∈
W 1,(∞,γ (·))(Ω) (see Theorem 3.3 below), analogously to the bounded domain case, we need the following embedding
theorem which is a natural extension of Proposition 2.2 to the unbounded domain case.
Theorem 3.1. Let Ω be a domain in RN satisfying the interior cone condition and p ∈ W 1,(∞,γ (·))(Ω) with 1 p− 
p+ < N , where γ ∈ S(Ω) and N < γ−  γ+ < ∞. Then there is a continuous embedding W 1,p(·)(Ω) ↪→ Lq(·)(Ω)
provided q ∈ S(Ω) satisfies the condition (3.1).
On the Theorem 3.1 we give the following remark.
Remark 3.2. By Remark 3.1, Proposition 3.2 is not a special case of Theorem 3.1. For the unbounded Ω , we will
give an example (see Example 3.1 below) which shows that neither the condition p ∈ C0,1(Ω) nor the condition
p ∈ W 1,(∞,γ (·))(Ω) with N < γ−  γ+ < ∞ implies the condition p ∈ C0,
1
| log t | (Ω). Thus neither Proposition 3.2 nor
Theorem 3.1 is a special case of the corresponding embedding theorem established under the log-Hölder condition. To
our knowledge, Theorem 3.1 has not been proved yet. Because the main focus of this section is to prove the bounded
trace embedding theorems for W 1,p(·)(Ω) with unbounded Ω , the proof of Theorem 3.1 will be given in next section.
Example 3.1. Here we give an example such that p ∈ C0,1(R2) and p ∈ W 1,(∞,4)(R2) with p(x) ∈ [ 43 , 32 ] for x ∈R2
but p /∈ C0, 1| log t | (R2). Let N = 2, Ω = R2 and γ = 4. We define a radially symmetric function p : R2 → R by
p(x) = h(|x|), where the function h : [0,∞) → [ 43 , 32 ] is defined as follows. Take a positive sequence {εn} of positive
numbers such that
∑∞
n=1 εn < ∞. Take r0 = 0 and define h(0) = 43 . Take r1 > 1 such that r1(r1−r0)3  ε1 and define
h(r1) = 32 . Take r2 > r1 such that r2(r2−r1)3  ε2 and define h(r2) =
4
3 . Using such method we can obtain a sequence
{rn: n = 0,1,2, . . .} such that
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rn
(rn − rn−1)3  εn, n = 1,2, . . . ,
h(r2k) = 43 , h(r2k+1) =
3
2
, k = 0,1,2, . . . .
On each segment [rn−1, rn] define h(r) as linear. Then the graph of h is a broken line, h(r) ∈ [ 43 , 32 ] for r ∈ [0,∞)
and ∣∣∣∣dh(r)dr
∣∣∣∣=
3
2 − 43
rn − rn−1 =
1
6(rn − rn−1) for r ∈ (rn−1, rn), ∀n.
Denote by (r, θ) the polar coordinates in the plane R2. From p(x) = h(|x|) = h(r) we have that
∂p(x)
∂x1
= ∂p(x)
∂r
· ∂r
∂x1
= dh(r)
dr
· x1
r
,
and consequently | ∂p(x)
∂x1
| | dh(r)
dr
|. Thus
∫
R2
∣∣∣∣∂p(x)∂x1
∣∣∣∣
4
dx  2π
∞∫
0
∣∣∣∣dh(r)dr
∣∣∣∣
4
r dr  2π
∞∑
n=1
(
1
6(rn − rn−1)
)4
rn(rn − rn−1)
 2π
64
∞∑
n=1
rn
(rn − rn−1)3 
2π
64
∞∑
n=1
εn < ∞.
This shows ∂p
∂x1
∈ L4(R2). Repeating the same reasoning, we can obtain ∂p
∂x2
∈ L4(R2). Hence p ∈ W 1,(∞,4)(R2). It is
clear that p ∈ C0,1(R2). It is also clear that lim|x|→∞ p(x) does not exist, which implies that p /∈ C0,
1
| log t | (Ω) because
a necessary condition for p ∈ C0, 1| log t | (Ω) is that there is a number p∞ such that lim|x|→∞ p(x) = p∞ (see e.g. [5]).
We will give the trace embedding theorem for W 1,p(·)(Ω) with unbounded Ω under the hypotheses that p ∈
C0,1(Ω) and that p ∈ W 1,(∞,γ (·))(Ω), respectively.
Theorem 3.2. Let Ω be a domain in RN satisfying the strong local Lipschitz condition. Suppose that p ∈ C0,1(Ω)
and 1 <p−  p+ <N . If r ∈ S(∂Ω) and there exists a positive constant δ such that
p(x)+ δ  r(x) (N − 1)p(x)
N − p(x) , ∀x ∈ ∂Ω, (3.3)
then there is a continuous boundary trace embedding W 1,p(·)(Ω) → Lr(·)(∂Ω).
Proof. We will prove the theorem through the following two steps.
(1) Prove that W 1,p(·)(Ω) → L(N−1)p(·)N−p(·) (∂Ω).
Denote q(x) = (N−1)p(x)
N−p(x) . Then q ∈ C0,1(Ω). Let any u ∈ W 1,p(·)(Ω) be given. By Proposition 3.2, u ∈ Lp
∗(·)(Ω).
Put v(x) = |u(x)|q(x). We will prove v ∈ W 1,1(Ω). Obviously v ∈ L1(Ω) since p(x) < q(x) < p∗(x). For |∇v|,
similarly to the proof of Lemma 2.1, we have that∣∣∇v(x)∣∣ q+∣∣u(x)∣∣q(x)−1∣∣∇u(x)∣∣+ ∣∣u(x)∣∣q(x)∣∣log∣∣u(x)∣∣∣∣∣∣∇q(x)∣∣, (3.4)
and
J1(x) := q+
∣∣u(x)∣∣q(x)−1∣∣∇u(x)∣∣ c1∣∣u(x)∣∣p∗(x) + c2∣∣∇u(x)∣∣p(x). (3.5)
(3.5) shows J1 ∈ L1(Ω). To prove |∇v| ∈ L1(Ω) it suffices to prove that J2 ∈ L1(Ω), where
J2(x) :=
∣∣u(x)∣∣q(x)∣∣log∣∣u(x)∣∣∣∣∣∣∇q(x)∣∣. (3.6)
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enough such that
p(x)+ ε  q(x) p∗(x)− ε, ∀x ∈ Ω. (3.7)
Then, when |u(x)| 1,
J2(x) c3
∣∣u(x)∣∣q(x)−ε∣∣u(x)∣∣ε∣∣log∣∣u(x)∣∣∣∣ c4∣∣u(x)∣∣q(x)−ε  c4∣∣u(x)∣∣p(x),
and when |u(x)| > 1,
J2(x) c3
∣∣u(x)∣∣q(x)+ε∣∣u(x)∣∣−ε∣∣log∣∣u(x)∣∣∣∣ c5∣∣u(x)∣∣q(x)+ε  c5∣∣u(x)∣∣p∗(x),
and consequently J2 ∈ L1(Ω). Thus we have that v ∈ W 1,1(Ω). By Proposition 3.1, v|∂Ω ∈ L1(∂Ω), that is u|∂Ω ∈
Lq(·)(∂Ω). This shows that there is a continuous boundary trace embedding W 1,p(·)(Ω) → L(N−1)p(·)N−p(·) (∂Ω).
(2) Prove that W 1,p(·)(Ω) → Lp(·)+δ(∂Ω) for sufficiently small δ > 0.
From the condition 1 <p−  p+ <N it follows that p(x)+ δ  (N−1)p(x)N−p(x)  p∗(x)− δ for x ∈ Ω provided δ > 0
is small enough. For such δ and u ∈ W 1,p(·)(Ω), putting q(x) = p(x)+ δ and v(x) = |u(x)|q(x), then, (3.7) holds for
sufficiently small ε > 0 and so, similarly to the proof of the step (1), we can prove that v ∈ W 1,1(Ω) and consequently
v|∂Ω ∈ L1(∂Ω) which shows W 1,p(·)(Ω) → Lp(·)+δ(∂Ω).
The above two results show that the assertion of Theorem 3.2 is true. 
Theorem 3.3. Let Ω be a domain in RN satisfying the strong local Lipschitz condition. Suppose that p ∈
W 1,(∞,γ (·))(Ω) with 1 p−  p+ <N , where γ ∈ S(Ω) and N < γ−  γ+ < ∞. If r ∈ S(∂Ω) satisfies the condition
p(x) r(x) (N − 1)p(x)
N − p(x) , ∀x ∈ ∂Ω, (3.8)
then there is a continuous boundary trace embedding W 1,p(·)(Ω) → Lr(·)(∂Ω).
Proof. Similarly to the proof of Theorem 3.2, we will prove Theorem 3.3 through the following two steps.
(1) Prove that W 1,p(·)(Ω) → L(N−1)p(·)N−p(·) (∂Ω).
Denote q(x) = (N−1)p(x)
N−p(x) . Then q ∈ W 1,(∞,γ (·))(Ω). Let any u ∈ W 1,p(·)(Ω) be given. By Theorem 3.1, u ∈
Lp
∗(·)(Ω). Put v(x) = |u(x)|q(x). We will prove v ∈ W 1,1(Ω). Obviously v ∈ L1(Ω) and for ∇v there hold (3.4)
and (3.5). Thus to prove |∇v| ∈ L1(Ω) it suffices to prove that J2 ∈ L1(Ω), where J2 is as in (3.6). Since 1 p− 
p+ <N and N < γ−  γ+ < ∞, we can find ε > 0 small enough such that
p(x)
(
q(x)− ε)γ ′(x) (q(x)+ ε)γ ′(x) p∗(x), ∀x ∈ Ω. (3.9)
Then, noting that |∇q(x)| c0|∇p(x)| for x ∈ Ω , we have that, when |u(x)| 1,
J2(x) =
∣∣u(x)∣∣q(x)−ε∣∣u(x)∣∣ε∣∣log∣∣u(x)∣∣∣∣∣∣∇q(x)∣∣
 c1
∣∣u(x)∣∣q(x)−ε∣∣∇p(x)∣∣
 c2
∣∣u(x)∣∣(q(x)−ε)γ ′(x) + c2∣∣∇p(x)∣∣γ (x)
 c2
∣∣u(x)∣∣p(x) + c2∣∣∇p(x)∣∣γ (x), (3.10)
and when |u(x)| > 1,
J2(x) = c3
∣∣u(x)∣∣q(x)+ε∣∣u(x)∣∣−ε∣∣log∣∣u(x)∣∣∣∣∣∣∇q(x)∣∣
 c4
∣∣u(x)∣∣q(x)+ε∣∣∇p(x)∣∣
 c4
∣∣u(x)∣∣(q(x)+ε)γ ′(x) + c4∣∣∇p(x)∣∣γ (x)
 c4
∣∣u(x)∣∣p∗(x) + c4∣∣∇p(x)∣∣γ (x). (3.11)
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u|∂Ω ∈ Lq(·)(∂Ω). This shows that there is a continuous boundary trace embedding W 1,p(·)(Ω) → L
(N−1)p(·)
N−p(·) (∂Ω).
(2) Prove that W 1,p(·)(Ω) → Lp(·)(∂Ω).
Denote q(x) = p(x). Let u ∈ W 1,p(·)(Ω) and put v(x) = |u(x)|q(x) = |u(x)|p(x). Because N < γ−  γ+ < ∞, it
is easy to see that for sufficiently small ε > 0 there holds (3.9). Thus using the arguments similar to that done in the
step (1), we can prove that v ∈ W 1,1(Ω), u|∂Ω ∈ Lq(·)(∂Ω) and W 1,p(·)(Ω) → Lp(·)(∂Ω).
From (1) and (2) above we can see that the assertion of Theorem 3.3 is true. 
Remark 3.3. Comparing Theorem 3.3 with Theorem 3.2, we see that Theorem 3.3 is better than Theorem 3.2 since
in Theorem 3.2 it is required that p− > 1 and r(x)  p(x) + δ. The cause of the difference between Theorem 3.2
and Theorem 3.3 is the appearance of |log|u(x)|| in (3.6). To overcome the singularity of |log|u(x)|| as |u(x)| → 0
a factor |u(x)|ε is used. When |∇p| ∈ Lγ(·) with N < γ−  γ+ < ∞, |∇p| is a useful weight function.
Remark 3.4. By referee’s suggestion, it is better to use the following condition for |∇p|:
|∇p| ∈ Lγ1(Ω)+Lγ2(Ω), (∗)
where N < γ1  γ2 ∞. In Theorem 3.2, |∇p| ∈ L∞(Ω), this is a special case of condition (∗) when γ2 = ∞. In
Theorem 3.3, |∇p| ∈ Lγ(x)(Ω) with N < γ−  γ+ < ∞, this is equivalent to |∇p| ∈ Lγ−(Ω) + Lγ+(Ω). In fact,
the condition that |∇p| ∈ Lγ(x)(Ω) with 1  γ−  γ+ ∞ is equivalent to |∇p| ∈ Lγ−(Ω) + Lγ+(Ω), and there
holds Lγ−(Ω)+Lγ+(Ω) ⊂ Lγ−(Ω)+L∞(Ω). When |∇p| satisfies condition (∗), the case γ2 = ∞ is different from
γ2 < ∞. When γ2 < ∞, we have just obtained Theorem 3.3. When γ2 = ∞, by the proof of Proposition 3.2 and
Theorem 3.1 we can prove the following proposition which is a generalization of Proposition 3.2.
Proposition 3.2′. The assertion of Proposition 3.2 is still true if in the assumptions the condition that p ∈ C0,1(Ω) is
replaced by |∇p| ∈ Lγ1(Ω)+L∞(Ω) with N < γ1.
On the basis of Proposition 3.2′, by the proof of Theorems 3.2 and 3.3 we can prove the following theorem which
is a generalization of Theorem 3.2.
Theorem 3.2′. The assertion of Theorem 3.2 is still true if in the assumptions the condition that p ∈ C0,1(Ω) is
replaced by |∇p| ∈ Lγ1(Ω)+L∞(Ω) with N < γ1.
Based on Theorems 3.2 and 3.3 we can obtain the boundary trace embedding theorem for the space Wm,p(x)(Ω)
with unbounded Ω and m> 1, which is similar to Theorem 2.3 and is omitted here.
Let us consider the case that Ω is unbounded but the boundary ∂Ω is bounded. In such a case we can obtain the
continuous and compact boundary trace embedding theorem similar to the bounded domain case.
Theorem 3.4. Let Ω be an unbounded domain in RN with a bounded Lipschitz boundary. Suppose that p ∈ S(Ω)
satisfies (1.1). If there exist δ > 0 and γ > N such that p ∈ W 1,γ (Ωδ), where Ωδ = {x ∈ Ω: dist(x, ∂Ω) < δ}, then
there is a continuous boundary trace embedding W 1,p(·)(Ω) → Lq(·)(∂Ω) for q ∈ L∞(∂Ω) satisfying the condition
1 q(x) (N − 1)p(x)
N − p(x) , ∀x ∈ ∂Ω.
Moreover, the embedding W 1,p(·)(Ω) → Lq(·)(∂Ω) is compact if q ∈ L∞(∂Ω) satisfies the condition
1 q(x)+ ε  (N − 1)p(x)
N − p(x) , ∀x ∈ ∂Ω, (3.12)
where ε is a positive constant.
Proof. We can take an open set Ω ′ ⊂ Ωδ such that Ω ′ has a Lipschitz boundary and ∂Ω ⊂ ∂Ω ′. Then p ∈ W 1,γ (Ω ′).
Since there is a continuous linear operator W 1,p(·)(Ω) → W 1,p(·)(Ω ′) defined by u → u|Ω ′ and Ω ′ is bounded,
Theorem 3.4 is proved by applying Theorems 2.1 and 2.2 to W 1,p(·)(Ω ′). 
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studying the boundary value problems of the p(x)-Laplacian equations. Here we give only some simple examples of
the applications of Theorem 3.4 to the Neumann boundary value problems involving the p(x)-Laplacian.
Now let Ω be an unbounded domain in RN with a bounded Lipschitz boundary ∂Ω . Consider the Neumann
boundary value problem of the form{
−div(|∇u|p(x)−2∇u)+ |u|p(x)−2u = 0 in Ω,
|∇u|p(x)−2 ∂u
∂ν
= g(x,u) on ∂Ω, (3.13)
where ν is the outer unit normal to ∂Ω .
Put G(x, t) = ∫ t0 g(x, s) ds for x ∈ ∂Ω and t ∈R. Then the integral functional associated with (3.12) is
I (u) =
∫
Ω
(
1
p(x)
|∇u|p(x) + 1
p(x)
|u|p(x)
)
dx −
∫
∂Ω
G(x,u)dσ, ∀u ∈ W 1,p(·)(Ω). (3.14)
We denote J (u) = ∫
Ω
( 1
p(x)
|∇u|p(x) + 1
p(x)
|u|p(x)) dx and Ψ (u) = ∫
∂Ω
G(x,u)dσ . Then I (u) = J (u)−Ψ (u).
Suppose that p ∈ S(Ω) and g ∈ C0(∂Ω ×R) satisfy the following conditions:
(P1) 1 <p−  p+ < ∞.
(P2) There exist δ > 0 and γ >N such that p ∈ W 1,γ (Ωδ), where Ωδ = {x ∈ Ω: dist(x, ∂Ω) < δ}.
(G1) There exist a positive constant C and a function q ∈ C0(∂Ω) satisfying 1 q(x) < p∗(x) for x ∈ ∂Ω such that∣∣g(x, t)∣∣ C(1 + |t |q(x)−1), ∀x ∈ ∂Ω, ∀t ∈R.
From (P1) we know that the space X := W 1,p(·)(Ω) is reflexive, J ∈ C1(X,R) and
J ′(u)v =
∫
Ω
|∇u|p(x)−2∇u∇v dx +
∫
Ω
|u|p(x)−2uv dx, ∀u,v ∈ X.
From (P2), (G1) and Theorem 3.4 we know that there is a compact trace embedding W 1,p(·)(Ω) → Lq(·)(∂Ω),
Ψ ∈ C1(X,R), the mapping Ψ ′ : X → X∗ is weakly–strongly continuous, and
Ψ ′(u)v =
∫
∂Ω
g(x,u)v dσ, ∀u,v ∈ X.
By the usual definition, u ∈ W 1,p(·)(Ω) is called a weak solution of (3.13) if∫
Ω
|∇u|p(x)−2∇u∇v dx +
∫
Ω
|u|p(x)−2uv dx =
∫
∂Ω
g(x,u)v dσ, ∀v ∈ X.
Thus the weak solutions of (3.13) are just the critical points of I . In [38] Yao has studied the existence of solutions
for the Neumann problem of the form, more general that (3.13), in the case when Ω is a bounded domain. In [38]
the compact embedding W 1,p(·)(Ω) → Lq(·)(∂Ω) plays an important role. Now, although in the problem (3.13) Ω
is unbounded, by Theorem 3.4 the compact embedding is still valid because ∂Ω is bounded. Thus, using the same
arguments as was done in [38], we can obtain the following result and the proof is omitted here.
Theorem 3.5. Let Ω be an unbounded domain in RN with a bounded Lipschitz boundary ∂Ω . Suppose the conditions
(P1), (P2) and (G1) are satisfied.
(1) If q+ < p−, then (3.13) has a solution which is a global minimizer of the integral functional I . If, in addition,
there exists a positive constant α < p− such that
lim inf
t→0
G(x, t)
|t |α > 0 uniformly for x ∈ ∂Ω,
then (3.13) has a nontrivial solution u which is a global minimizer of the integral functional I with I (u) < 0.
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(G2) There exist β > p+ and M > 0 such that
0 < βG(x, t) g(x, t), ∀x ∈ ∂Ω, ∀|t |M.
(G3) limt→0 G(x,t)|t |p+ = 0 uniformly for x ∈ ∂Ω .
then (3.13) has a nontrivial solution u which is a mountain pass type critical point of I with I (u) > 0.
Let us consider the following eigenvalue problem{−div(|∇u|p(x)−2∇u)+ |u|p(x)−2u = 0 in Ω
|∇u|p(x)−2 ∂u
∂ν
= λ|u|q(x)−2u on ∂Ω, (3.15)
where Ω is an unbounded domain in RN with a bounded Lipschitz boundary ∂Ω , p satisfies (P1) and (P2), q satisfies
the following condition
(Q) q ∈ C0(∂Ω) and 1 q(x) < p∗(x) for x ∈ ∂Ω .
Let X = W 1,p(·)(Ω) and J : X → R be as above. Define Ψ (u) = ∫
∂Ω
1
q(x)
|u|q(x) dσ for u ∈ X. Under these
hypotheses, J,Ψ ∈ C1(X,R). By Theorem 3.4, there is a compact trace embedding W 1,p(·)(Ω) → Lq(·)(∂Ω) and
consequently Ψ ′ : X → X∗ is weakly–strongly continuous. Note that the functionals J and Ψ are even.
Let u ∈ X and λ ∈R. By the usual definition, (u,λ) is called a weak solution of (3.15) if∫
Ω
|∇u|p(x)−2∇u∇v dx +
∫
Ω
|u|p(x)−2uv dx = λ
∫
∂Ω
|u|q(x)−2uv dσ, ∀v ∈ X.
λ is called an eigenvalue of (3.15) if there exists u ∈ X\{0} such that (u,λ) is a weak solution of (3.15). In this case,
u is called an eigenfunction associated with λ.
Thus for u ∈ X and λ ∈R, (u,λ) is a weak solution of (3.15) if and only if J ′(u) = λΨ ′(u).
For each t > 0, define Mt = {u ∈ X: Ψ (u) = t} and Jt = J |Mt . It is well known that, if u is a critical point of the
constrained functional Jt , then there exists a Lagrange multiplier λ ∈R such that J ′(u) = λΨ ′(u), namely (u,λ) is a
weak solution of (3.15).
Because the trace embedding W 1,p(·)(Ω) → Lq(·)(∂Ω) is compact, using the standard arguments (see e.g. [16])
we can know that the constrained functional Jt satisfies the (P .S) condition on Mt , and moreover, using the genus
theory we can know that Jt has a sequence of critical values, {cn,t : n = 1,2, . . .}, such that 0 < c1,t  c2,t  · · · 
cn,t  cn+1,t  · · · and cn,t → ∞ as n → ∞, and consequently the problem (3.15) has infinitely many solutions. Thus
we have the following theorem and the proof is omitted.
Theorem 3.6. Let Ω be an unbounded domain in RN with a bounded Lipschitz boundary ∂Ω . Suppose the con-
ditions (P1), (P2) and (Q) are satisfied. Then for each t > 0, the problem (3.15) has infinitely many solutions
{(±un,t , λn,t ): n = 1,2, . . .} such that
∫
∂Ω
1
q(x)
|un,t |q(x) dσ = t and
∫
Ω
( 1
p(x)
|∇un,t |p(x) + 1p(x) |un,t |p(x)) dx → ∞
as n → ∞.
4. Proof of Theorem 3.1
In this section we give a proof of Theorem 3.1. The method is similar to that used in [18] for proving Proposi-
tion 3.2. By this method, the extension operator is needless, but the embedding W 1,1(Ω) → L NN−1 (Ω) is needed,
hence for Ω we only need to assume that Ω satisfies the interior cone condition.
Proof of Theorem 3.1. To prove Theorem 3.1, it suffices to prove that there is a continuous embedding
W 1,p(·)(Ω) ↪→ Lp∗(·)(Ω) because this and W 1,p(·)(Ω) ↪→ Lp(·)(Ω) imply W 1,p(·)(Ω) ↪→ Lq(·)(Ω) for any q sat-
isfying (3.1).
Define
W
1,p(·)
c (Ω) =
{
u ∈ W 1,p(·)(Ω): suppu is bounded},
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Y = W 1,p(·)c (Ω)∩L∞(Ω). (4.1)
Then Y is a linear subspace of W 1,p(·)(Ω). It is easy to see that Y is dense in W 1,p(·)(Ω) (see e.g. [18]). Thus, to
prove Theorem 3.1, it suffices to prove that there is a continuous embedding Y ↪→ Lp∗(·)(Ω) because it implies that
there is a continuous embedding W 1,p(·)(Ω) ↪→ Lp∗(·)(Ω).
Below we will prove that there exists a positive constant C0  1, independent of u ∈ Y, such that
|u|p∗(x)  C0
[ ∫
Ω
|u|p(x) dx +
∫
Ω
|∇u|p(x) dx + 1
]
, ∀u ∈ Y, (4.2)
which shows that there is a continuous embedding Y ↪→ Lp∗(·)(Ω).
Denote by Ci , C∗ and C the positive constants independent of u. Now let any u ∈ W 1,p(·)c (Ω)∩L∞(Ω) be given.
It is clear that u ∈ Lp∗(·)(Ω). We may assume that u = 0 because (4.2) is trivial for u = 0. Put λ = |u|p∗(x). Then∫
Ω
∣∣∣∣uλ
∣∣∣∣
p∗(x)
dx = 1. (4.3)
We denote by C1 the embedding constant of W 1,1(Ω) ↪→ L NN−1 (Ω), that is
|w| N
N−1
 C1‖w‖W 1,1(Ω) = C1
∫
Ω
(|∇w| + |w|)dx, ∀w ∈ W 1,1(Ω). (4.4)
Put
v(x) =
∣∣∣∣u(x)λ
∣∣∣∣
p∗(x)(N−1)
N =
∣∣∣∣u(x)λ
∣∣∣∣
(N−1)p(x)
N−p(x)
. (4.5)
Obviously v ∈ L1(Ω). From (4.5) we have that
∣∣∇v(x)∣∣ (N − 1)p(x)
N − p(x)
∣∣∣∣u(x)λ
∣∣∣∣
(N−1)p(x)
N−p(x) −1 |∇u(x)|
λ
+
∣∣∣∣u(x)λ
∣∣∣∣
(N−1)p(x)
N−p(x)
∣∣∣∣log
∣∣∣∣u(x)λ
∣∣∣∣
∣∣∣∣ N(N − 1)(N − p(x))2
∣∣∇p(x)∣∣
 C2
λ
∣∣∣∣u(x)λ
∣∣∣∣
(N−1)p(x)
N−p(x) −1∣∣∇u(x)∣∣+C3
∣∣∣∣u(x)λ
∣∣∣∣
(N−1)p(x)
N−p(x)
∣∣∣∣log
∣∣∣∣u(x)λ
∣∣∣∣
∣∣∣∣∣∣∇p(x)∣∣. (4.6)
From the following proof (see (4.9) and (4.14)) we can see that |∇v| ∈ L1(Ω) and consequently v ∈ W 1,1(Ω). Thus
the inequality (4.4) with w = v holds. Noting that
|v| N
N−1
=
( ∫
Ω
|v| NN−1 dx
)N−1
N =
( ∫
Ω
∣∣∣∣uλ
∣∣∣∣
p∗(x)
dx
)N−1
N = 1, (4.7)
we have that
1  C∗
λ
∫
Ω
∣∣∣∣u(x)λ
∣∣∣∣
(N−1)p(x)
N−p(x) −1∣∣∇u(x)∣∣dx +C∗
∫
Ω
∣∣∣∣u(x)λ
∣∣∣∣
(N−1)p(x)
N−p(x)
∣∣∣∣log
∣∣∣∣u(x)λ
∣∣∣∣
∣∣∣∣∣∣∇p(x)∣∣dx
+C∗
∫
Ω
∣∣∣∣u(x)λ
∣∣∣∣
p∗(x)(N−1)
N
dx
:= C∗(J1 + J2 + J3). (4.8)
Let us estimate J1, J2 and J3 respectively.
Noting that (N−1)p(x) − 1 = N(p(x)−1) , by Young’s inequality we have thatN−p(x) N−p(x)
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λ
∫
Ω
∣∣∣∣u(x)λ
∣∣∣∣
(N−1)p(x)
N−p(x) −1∣∣∇u(x)∣∣dx
 C4
λ
(∫
Ω
∣∣∣∣u(x)λ
∣∣∣∣
p∗(x)
dx +
∫
Ω
|∇u|p(x) dx
)
= C4
λ
(
1 +
∫
Ω
|∇u|p(x) dx
)
. (4.9)
To estimate J2 :=
∫
Ω
|u(x)
λ
| (N−1)p(x)N−p(x) |log|u(x)
λ
|||∇p(x)|dx, we choose ε ∈ (0,1) small enough such that for x ∈ Ω,
p(x)
(
(N − 1)p(x)
N − p(x) − ε
)
γ ′(x)
(
(N − 1)p(x)
N − p(x) + 2ε
)
γ ′(x) p∗(x), (4.10)
and choose t0  1 large enough such that
t−ε0
(
1 +
∫
Ω
∣∣∇p(x)∣∣γ (x) dx) 1
4C∗
and t−ε log t  1 for all t  t0. (4.11)
Put
Ω1 =
{
x ∈ Ω:
∣∣∣∣u(x)λ
∣∣∣∣ t0
}
, Ω2 = Ω\Ω1.
Then
∫
Ω1
∣∣∣∣u(x)λ
∣∣∣∣
(N−1)p(x)
N−p(x)
∣∣∣∣log
∣∣∣∣u(x)λ
∣∣∣∣
∣∣∣∣∣∣∇p(x)∣∣dx =
∫
Ω1
∣∣∣∣u(x)λ
∣∣∣∣
(N−1)p(x)
N−p(x) +2ε∣∣∣∣u(x)λ
∣∣∣∣
−ε∣∣∣∣u(x)λ
∣∣∣∣
−ε∣∣∣∣log
∣∣∣∣u(x)λ
∣∣∣∣
∣∣∣∣∣∣∇p(x)∣∣dx
 t−ε0
∫
Ω1
∣∣∣∣u(x)λ
∣∣∣∣
(N−1)p(x)
N−p(x) +2ε∣∣∇p(x)∣∣dx
 t−ε0
∫
Ω1
(∣∣∣∣u(x)λ
∣∣∣∣
(
(N−1)p(x)
N−p(x) +2ε)γ ′(x) + ∣∣∇p(x)∣∣γ (x))dx
 t−ε0
(∫
Ω1
(∣∣∣∣u(x)λ
∣∣∣∣
p∗(x)
+ ∣∣∇p(x)∣∣γ (x))dx)
 t−ε0
(
1 +
∫
Ω
∣∣∇p(x)∣∣γ (x) dx) 1
4C∗
. (4.12)
Putting
C5 = sup
0<tt0
tε| log t |, C6 = sup
0<tt0,x∈Ω
t
(
(N−1)p(x)
N−p(x) −ε)γ ′(x)−p(x),
and choosing δ ∈ (0,1) small enough such that
δC5
∫
Ω
∣∣∇p(x)∣∣γ (x) dx  1
4C∗
,
then
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Ω2
∣∣∣∣u(x)λ
∣∣∣∣
(N−1)p(x)
N−p(x)
∣∣∣∣log
∣∣∣∣u(x)λ
∣∣∣∣
∣∣∣∣∣∣∇p(x)∣∣dx =
∫
Ω2
∣∣∣∣u(x)λ
∣∣∣∣
(N−1)p(x)
N−p(x) −ε∣∣∣∣u(x)λ
∣∣∣∣
ε∣∣∣∣log
∣∣∣∣u(x)λ
∣∣∣∣
∣∣∣∣∣∣∇p(x)∣∣dx
 C5
∫
Ω2
∣∣∣∣u(x)λ
∣∣∣∣
(N−1)p(x)
N−p(x) −ε∣∣∇p(x)∣∣dx
 C5
( ∫
Ω2
δ
∣∣∇p(x)∣∣γ (x) dx + ∫
Ω2
C7(δ)
∣∣∣∣u(x)λ
∣∣∣∣
(
(N−1)p(x)
N−p(x) −ε)γ ′(x)
dx
)
 1
4C∗
+C5C6C7
∫
Ω2
∣∣∣∣u(x)λ
∣∣∣∣
p(x)
dx. (4.13)
It follows from (4.12) and (4.13) that
J2 
1
2C∗
+C8
∫
Ω
∣∣∣∣u(x)λ
∣∣∣∣
p(x)
dx. (4.14)
To estimate J3, letting ε, t0, Ω1 and Ω2 be as above and putting
C9 = sup
0<tt0, x∈Ω
t
(N−1)p(x)
N−p(x) −p(x),
we have
J3 :=
∫
Ω
∣∣∣∣u(x)λ
∣∣∣∣
p∗(x)(N−1)
N
dx
=
∫
Ω1
∣∣∣∣u(x)λ
∣∣∣∣
−ε∣∣∣∣u(x)λ
∣∣∣∣
p∗(x)(N−1)
N
+ε
dx +
∫
Ω2
∣∣∣∣u(x)λ
∣∣∣∣
p∗(x)(N−1)
N
dx
 t−ε0
∫
Ω1
∣∣∣∣u(x)λ
∣∣∣∣
p∗(x)
dx +C9
∫
Ω2
∣∣∣∣u(x)λ
∣∣∣∣
p(x)
dx
 1
4C∗
+C9
∫
Ω
∣∣∣∣u(x)λ
∣∣∣∣
p(x)
dx. (4.15)
It follows from (4.8), (4.9), (4.14) and (4.15) that
1 3
4
+ C10
λ
(
1 +
∫
Ω
|∇u|p(x) dx
)
+C10
∫
Ω
∣∣∣∣u(x)λ
∣∣∣∣
p(x)
dx,
which implies that there exists a positive constant C0  1 such that
λC0
(
1 +
∫
Ω
|∇u|p(x) dx + λ
∫
Ω
∣∣∣∣u(x)λ
∣∣∣∣
p(x)
dx
)
. (4.16)
Without loss of generality we can assume λ > 1 because when λ 1 the inequality (4.2) already holds. Noting that
when λ > 1, λ
∫
Ω
|u(x)
λ
|p(x) dx  ∫
Ω
|u|p(x) dx, then (4.16) implies (4.2). The proof is complete. 
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