ABSTRACT In the open pit mine production systems, a certain number of trucks transport mine and rock between the power shovel and the unloading point. Due to the mining truck has characteristics of high height, long width and big size, it has a large blind zone and a long braking distance. Therefore, the probability of accidents in mining trucks is high, which results in huge loss of manpower, material resources and financial resources. In this paper, tiny-yolov3 is used to detect obstacles in the mine, its real-time performance is high enough, but the detection accuracy is not ideal. Therefore, this paper proposes an improved target detection model based on tiny-yolov3. The residual network structure based on convolutional neural network is added to the tiny-yolov3 structure, and the accuracy of obstacle detection is improved under the condition of real-time detection. The experimental results show that compared with tiny-yolov3, the detect precision of tiny-yolov3 with residual structure is improved, and the detection speed is reduced slightly, there is no particular impact on the real-time nature of the entire algorithm.
I. INTRODUCTION
In most open pit mines, due to labor shortages and high labor costs, on the one hand, large number of mining trucks are sought to reduce the demand of personnel, and on the other hand, better solutions of this problem are sought. With the development of technology, unmanned mining trucks [1] came into being. Unmanned mining trucks increase safety and productivity while saving labor costs and become an integral part of mine digitization. In unmanned mining trucks technology, active anti-collision technology [2] is a very important part. Due to the high, wide and large characteristics of the mining truck, the blind zone is large and its braking distance is long [3] . The truck driver will inevitably have traffic accidents due to fatigue or negligence, so the implement The associate editor coordinating the review of this article and approving it for publication was Kemal Polat.
of truck active anti-collision technology is also necessary in the case of manned driving. At present, measures to reduce the ''blind zone'' of mining trucks include equipping high flagpoles on assisting vehicles, using convex lenses, using camera probes and reversing radars [4] , using anti-collision warning electronic devices and so on. Anti-collision warning electronic devices use GPS to locate the position of targets and remind the driver to avoid danger [5] . However, using convex lens can enlarge the field of view, but there is still a blind spot; using radar to detect target only applicable to the flat, it is not suitable for strip-shaped objects, and it can only measure objects on the straight line. What's more, large mining trucks need to install multiple radars or which increased the cost. Nowadays early warning system which using ultrasonic and image are used in mining trucks either, although it can measure the distance of the target, it cannot classify the class of the target. Due to the deep pit of the open VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ pit mine, the use of GPS positioning may result in positioning failure or false alarm due to the presence of signal dead zones. Therefore, this paper uses computer vision to achieve the detection and location of obstacles in the mine to achieve active anti-collision technology. Target detection [6] is a premise for advanced visual tasks such as scene content understanding, and has been applied to tasks such as intelligent video surveillance, content-based image retrieval, robot navigation, and enhanced implementation. In recent years, deep convolutional networks have made breakthroughs in the field of computer vision. The deep convolutional network mainly deepens the network level through the weight sharing strategy, which makes the network have stronger resolution capabilities. VGG network, GoogleNet [7] and residual network [8] push the convolution network to a deeper level, which greatly improve the performance of the network, and increase the accuracy of large-scale image classification to a very high level. The Region Based Convolutional Neural Network (RCNN) raises the accuracy of target detection to a new level. Since the RCNN is divided into three separate processes, the detection efficiency is very low. YOLO (You Only Look One) [10] and SSD (Single Shot Multibox Detector) [11] are proposed to improve the detection efficiency of target detection, and try to achieve the degree of real-time detection of target detection. Compared with SSD, the newly proposed tiny-yolov3 [12] model greatly improves the detection accuracy under the condition of ensuring real-time performance. Although the detection accuracy of yolov3 and SSD is very high, their real-time performance on low performance devices or PCs is not ideal. Tiny-yolov3 is a simplified model of YOLOV3, which reduces the depth of the convolutional layer. Although the detection accuracy has decreased, the running speed has been greatly improved. Therefore, this paper proposes an improved tiny-yolov3 model to improve the accuracy of model detection when the real-time performance is slightly reduced, but still meets the requirements.
II. DATASET OBTAINING AND DATA ENHANCEMENT WITH SPECIFIC CLASS
The dataset used in this paper consists of VOC2007 [13] , VOC2012 [14] , the image of the target collected from a bird's eye view camera and the mining truck. The annotation file of the image containing the target captured from a bird's eye view camera and the mining truck need to be made for model training. Due to the limited number of images of mining trucks collected at the mine, data enhancement is also required for the class of mining truck.
A. USING LABELIMG TO MAKE XML FILES
The tiny-yolov3 model used in this paper obtains the storage location of the training image and the marked pixel location of the target in the image and the class of the target by reading the txt text. This txt file is generated by reading a dataset which using the VOC format. Therefore, the pictures collected in the scene are made into a dataset in the form of VOC by using a software called LabelImg. LabelImg is an image annotation tool, which saves the object class information and position information marked in the image as a file in xml format for training. The figure 1 shows the process of labeling the image. After using the rectangle to mark the target and select the target class, we need click Save and the software will generate the xml format label text with the same name as the image.
B. DATA ENHANCEMENT
Due to the limited number of pictures of the mining trucks obtained at the mine, the number of samples in this class is very different from other targets. When the number of one sample is too small during training, the accuracy of detection is very random, so data enhancement is only used in the mining truck class to extend the dataset. Common image data enhancement methods include flipping, rotating, panning, zooming, random contrast, etc. [15] . In this paper, the image data is enhanced by 90 • , 180 • , 270 • rotation and horizontal flipping of the original picture and the corresponding rectangular frame of the annotation file, and the number of the data is expanded to 5 times. The data enhancement effect diagram is shown in Figure 2 .
C. IMPROVED TINY-YOLOV3 MODEL
This paper proposes a tiny-yolov3 model based on deep convolutional neural network with residual network structure. Based on the tiny-yolov3 model, the model adds residual network structures between the original convolutional layers, which helps the network to further extract features from the target and reduce information loss when information is transmitted between deep convolutional layers. In this way, the accuracy of the model detection will increase.
III. IMPROVED TINY-YOLOV3 MODEL A. K-MEANS ALGORITHM FOR CALCULATING YOLO ANCHORS
The K-means algorithm [16] is an unsupervised clustering algorithm, which is easy and has a good clustering effect, so it is used widely. It uses distance as the criterion for the measure of similarity between data objects. The smaller the distance between data objects, the higher their similarity, the more likely they are in the same cluster. The steps of the K-means algorithm are:
(1) Selecting an initial cluster center for each cluster; (2) Assign the sample set to the nearest neighbor cluster according to the principle of minimum distance; (3) Updating the cluster center using the mean of each cluster; (4) Repeat steps (2) and (3) until the cluster center no longer changes; (5) Output the final cluster center and k cluster divisions; The K-means algorithm usually uses the Euclidean distance to calculate the distance between data objects. In this paper, if the Euclidean distance is calculated by anchors, calculating a large anchor box will produce more errors than the small prediction box. So there are other ways to calculate the distance between data objects. Intersection over Union (IOU) is a standard for measuring the accuracy of detecting corresponding objects in a specific data set. Its calculation formula is shown in equation (1):
where TP, FP and FN represent true positive, false positive and false negative counts, respectively. In this paper, the probability value is used to approximate the IOU, and the calculation formula is shown in equation (2):
where I(X) and U(X) are calculated as shown in equations (3) and (4):
where V = {1, 2, . . . , N } is the set of all pixels of all images in the training set, X is the output of the network of the probability of pixels on the set V, and Y ∈ {0, 1} V is the ground truth assignment of the set V, 0 represents the background pixels, 1 represents the object pixel. The purpose of clustering is that the anchor boxes and the adjacent ground truth have larger IOU values, so the method of calculating the distance in this paper is shown in equation (5):
In addition, tiny-yolov3 is different from yolov3 and requires 6 anchors, so the k value in the K-means algorithm is chosen to be 6 instead of 9.
B. ORIGINAL TINY-YOLOV3 MODEL
The tiny-yolov3 model is a simplified version of the YOLOV3 model. YOLOV3 uses the architecture of darknet53, and then uses many 1x1 and 3x3 convolution kernels to extract features. Tiny-yolov3 reduces the number of convolutional layers, its basic structure has only 7 convolutional layers, and then features are extracted by using a small number of 1x1 and 3x3 convolutional layers. Tiny-yolov3 uses the pooling layer instead of YOLOV3's convolutional layer with a step size of 2 to achieve dimensionality reduction. However, its convolutional layer structure still uses the same structure of Convolution2D+BatchNormalization+LeakyRelu as YOLOV3. The structure of tiny-yolov3 is shown in Figure 3 .
When the model is trained, the loss function used by tiny-yolov3 is the same as that of YOLOV3, which mainly composed by the position of the prediction frame (x, y), VOLUME 7, 2019 the prediction frame size (w, h), the prediction class (class), and the prediction confidence (confidence). The expression of tiny-yolov3 is shown in equation (6):
loss confidence (6) where n is the total number of targets trained, and the loss function for each factor in equation (6) is as follows:
loss wh = objectmask * (2 − w * h) * 0.5 * square(truewh, predwh)
loss class = objectmask * binarycrossentropy(trueclass, predclass)
loss confidence = objectmask * binarycrossentropy(objectmask, predmask)
where objectmask refers to the point of the object, (w, h) is the width and height of the prediction box, bianrycrossentropy is a binary cross entropy function, and square is a function of variance. Truexy is the actual target position, predxy is the predicted position; truewh is the actual groundtruth box size, predwh is the prediction frame size; trueclass is the actual target class, predclass is the prediction class; predmask is the predicted object point, ignoremask is related to IOU, if IOU is less than the threshold, ignoremask is 0.
C. THE TINY-YOLOV3 MODEL AFTER ADDING THE RESIDUAL NETWORK STRUCTURE
Although tiny-yolov3 has a much higher speed than YOLOV3, its detection accuracy is greatly reduced. Therefore, this paper proposes an improved tiny-yolov3 model, which improves the accuracy of detection when the detection speed is slightly reduced. Although the frame rate of the program is slightly reduced, it still satisfies the real-time performance of the system. The most common way to improve the detection accuracy of the deep convolutional network is to increase the depth of the network, that is, increase the number of the convolutional layers. The deeper the network, the less likely it is to converge, and the features of small objects extracted by shallow networks are diluted as the network deepens. If the network is too deep, it will also cause feature information losing when they were passed between layers. Therefore, this paper adds residual network structures between the 4th to 7th layers of the original network. The residual network uses 1x1 convolutional layer and 3x3 convolutional layer to extract features. The feature map before inputting the structure is added to the feature map generated after the residual structure, and the shallow information and the deep information are simultaneously transmitted to the next convolution layer to extract feature. In this way, such loss of feature information when passing between layers will reduce, and the accuracy of network detection will improve. The structure of the improved tiny-yolov3 model is shown in Figure 4 :
IV. EXPERIMENT A. DATASET, TRAINING METHODS AND ENVIRONMENT
The dataset used in this paper is composed of: extracting people and cars from VOC2007 and VOC2012, and randomly selecting 50% of them as part of the dataset; pictures of people and cars taken by the camera in a bird's eye view; mining trucks, people and cars pictures at the mine. Among them, it is necessary to make data enhancements to the pictures containing the mining trucks to expand the number of training targets. The hardware used in this experiment is a PC with Intel Core i5-7500 3.40GHz processor, NVIDIA GTX 1050 Ti graphics card, 16 GB RAM, 500GB Western Digital mechanical hard disk, Windows 10 64-bit system. Programming language is Python, GPU accelerated library is CUDA9.0 and CUDNN7.0.
The training method used in this paper is: randomly take 90% of the pictures in the above data set as the training set, and the remaining 10% as the verification set. At first, the tiny-yolov3 preloaded model should be loaded for training which downloaded from the yolo official website. The training process is divided into two parts. The first part trains the training set for 50 epochs. In this part, the batchsize is 32. The training optimizer uses the adam optimization algorithm. The learning rate is 0.001, beta_1=0.9, beta_2=0.999; In the second part, the training set is retrained for 50 epochs. In this part, the batchsize is 16. The training optimizer uses the adam optimization algorithm. The training learning rate is 0.0001, the parameter beta_1=0.9, beta_2=0.999. After each training period of the training set, AP, mAP and loss of the verification set are calculated, the weights models are saved every five epochs, the model with the highest mAP and the lowest loss are also saved.
B. EVALUATION CRITERIA: MAP AND FPS
The mAP (Mean Average Precision) is an average AP value for multiple verification sets, and it is used as an indicator for measuring detection accuracy in target detection. AP (Average Precision) is the average accuracy. The value is the area enclosed by the Precision-recall curve and the coordinate axis. The Precision-recall curve is a two-dimensional curve with precision and recall as the vertical and horizontal axis coordinates. It is drawn by selecting the corresponding precision and recall rate for different thresholds. The calculation of precision is shown in equation (11):
where TP is the number that is correctly divided into positive examples, and FP is the number that is erroneously divided into positive examples. The recall is calculated as shown in equation (12):
where FN is the number that is erroneously divided into negative examples. Through the above formula, the P-R curve can be drawn to calculate the AP value of a single class, and the average value of the AP values of all categories can calculated to obtain the mAP value of the entire model. In addition to detection accuracy, another important performance indicator of the target detection algorithm is speed. Only fast speed can achieve real-time detection, which is extremely important for some application scenarios. A common indicator for evaluating speed is Frame Per Second (FPS), which is the number of pictures that can be processed per second.
C. EXPERIMENTAL RESULTS AND ANALYSIS
In this paper, the position where the residual network structure is added in the model and whether the add function is used in the residual structure are variables. First, the residual network structure is added after the third to sixth convolutional layers of the tiny-yolov3 model. Compared with the original model, the mAP and FPS of the model are shown in Table 1 :
It can be known from Table 1 that the residual network structure is added after the third layer convolution layer to the sixth layer convolution layer, the detection accuracy is improved from 62.0 to 65.4. Since the most important convolutional layer of tint-yolov3 is the first seven layers, and as the number of layer increases, the number of convolution kernels in the convolutional layer also increases. Since the number of convolution kernels is increased, the amount of calculation increases during detection, and the FPS is reduced from 25 frames to 24 frames. When using the same size of convolution kernels the more convolution kernels, the richer the extraction features. Therefore, this paper also adds the residual network structure from the fourth convolutional layer to the seventh convolutional layer. The mAP and FPS of the detection model are shown in Table 2 :
It can be known from Table 2 that the addition residual structure in the fourth to seventh convolution layers extracts more features than that in the third convolutional layer to the sixth convolutional layer. The accuracy is further improved from 65.4 to 66.5. Although the FPS is reduced by 2 frames compared with the original model, it still meets the requirements of real-time performance.
Further, based on the improved model, this paper also try to delete add function in residual structure, it means only 1x1 and 3x3 convolution kernels are added to further extract features. The experimental results are shown in Table 3 : It can be known from Table 3 that only adding convolution kernel compared with adding residual structure has a greatly reduce in detection accuracy. The mAP reduces from 66.5 to 65.1. It also shows that the add function transmit this layer's feature information and information extracted by the two layers of the convolution layer to the next layer, which can reduce the information loss that occurs when the feature information is transmitted. Then the detection accuracy is improved and the FPS remain same because the amount of calculation during detection has hardly increased. Therefore, this paper adds residual structure from the fourth to seventh convolution layer to the tiny-yolov3 model as the improved model. The training loss curves and the testing loss curves are shown in Figure 5 . The horizontal axis is the training time and the vertical axis is the loss value. Figure 5 shows that in the end, improved tiny-yolov3 model's loss value is lower than that of tiny-yolov3. The mAP curve of the model is shown in Figure 6 . The horizontal axis is the training time and the vertical axis is the mAP value. Figure 6 shows that the highest mAP value of improved tiny-yolov3 model is 66.5, while the highest mAP value of tiny-yolov3 model is 62.0. It means that improved tiny-yolov3 detect better than tiny-yolov3. The improvement effect of the model and the effect of original model is shown in Figure 7 . Figure 7 shows that more targets can be detected by using improved tiny-yolov3 model.
V. CONCLUSION
This paper proposes a target detection model based on the improved tiny-yolov3 under mining truck environment. This model uses data enhancement on mining trucks and uses K-means clustering algorithm to calculate the most suitable VOLUME 7, 2019 anchors for the dataset used in this paper. It also proposes an improved model based on the tiny-yolov3 model which adds residual network structure to the original model to improve the accuracy of the detection. The experimental results show that the new model proposed in this paper is superior to the tiny-yolov3 model in terms of target detection, and the detection speed is not much decreased. However, the detection accuracy of this model is much different from that of the large model such as YOLOV3, and it is not as good as YOLOV3 for the detection of particularly small targets. The next step will be focus on the accuracy of the detection and the detection of small targets.
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