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Abstrak 
Pembangunan infrastruktur merupakan program 
pemerintah yang kini sedang digencarkan sebagai bentuk 
pemerataan perekonomian di semua lini. Hal ini turut memberikan 
pengaruh terhadap perusahaan-perusahaan penyedia jasa 
konstruksi, salah satunya adalah PT Wijaya Karya (Persero) Tbk. 
Besi beton merupakan salah satu material strategis yang 
diperlukan dalam proses pembangun, oleh karena itu PT Wijaya 
Karya (Persero) Tbk berupaya untuk melakukan peramalan harga 
besi beton. Penelitian ini bertujuan untuk mendapatkan peramalan 
harga besi beton berdasarkan metode terbaik dari Fungsi 
Transfer, Autoregressive Distributed Lag (ARDL), Fungsi 
Transfer-SVR, dan ARDL-SVR dengan variabel input yang 
digunakan adalah harga billet. Data yang digunakan dalam 
penelitian ini adalah harga billet dan harga besi beton mulai 
Maret 2013 hingga Februari 2018. Berdasarkan hasil analisis 
didapatkan bahwa metode terbaik untuk meramalkan harga besi 
beton adalah Fungsi Transfer dengan RMSEP sebesar 66,917 dan 
MAPEP  10,820%. 
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Abstract 
Infrastructure development is a government program that is 
now being intensified as a form of economic equity in all lines. It 
also contributes to the construction companies, one of those is PT 
Wijaya Karya (Persero) Tbk. Rebar is one of the strategic 
materials needed in the building process, therefore PT Wijaya 
Karya (Persero) Tbk seeks to forecast the rebar price. This study 
aims to obtain forecasting of rebar price based on the best method 
of Transfer Function, Autoregressive Distributed Lag (ARDL), 
Transfer Function-SVR, and ARDL-SVR with input variable used 
is billet price. The data used in this research are billet price and 
rebar price from March 2013 until February 2018. Based on the 
analysis it is found that the best method to predict the rebar price 
is Transfer Function with the value of RMSEP 66,917 and MAPEP 
10,820%. 
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1.1 Latar Belakang 
Pemerintah terus melakukan pembangunan infrastuktur di 
seluruh wilayah negeri dengan tujuan sebagai bentuk untuk 
memacu pertumbuhan ekonomi dan mengurangi kesenjangan 
pembangunan antar wilayah. Bahlil Lahadalia selaku Ketua Umum 
Himpunan Pengusaha Muda Indonesia (HIPMI) menyatakan 
bahwa perekonomian sebuah negara bisa tumbuh karena ditopang 
oleh infrastruktur (Novalius, 2017). Dalam draft Nota Keuangan 
RAPBN 2018 yang diperoleh CNNIndonesia.com disebutkan 
besaran anggaran infrastruktur diperkirakan mencapai Rp 409 
triliun yang terdiri dari infrastrutur ekonomi sebesar Rp 395,1 
triliun, infrastruktur sosial Rp 9 triliun, dan dukungan infrastruktur 
Rp 4,9 triliun. Pembangunan infrastruktur terus digencarkan, 
terutama untuk wilayah-wilayah di luar Pulau Jawa (Agustiyanti, 
2017). Target pemerintah dalam pembangunan infrastruktur pada 
periode 2014 hingga 2019 antara lain 1.000 km pembangunan jalan 
tol, 2.650 km pembangunan jalan baru, 30 km pembangunan 
jembatan baru, 65 pembangunan bendungan, dan 15 bandara.  
Beberapa material bangunan yang diperlukan untuk 
menyelesaikan pembangunan suatu infrastruktur antara lain pasir, 
batu, batako, semen, readymix, kayu, aluminium, baja, dan besi 
beton. Besi beton merupakan besi yang digunakan untuk 
penulangan konstruksi beton atau lebih populer disebut sebagai 
beton bertulang. Besi beton tulangan pada dasarnya terdiri dari dua 
bentuk, yaitu besi beton polos polos (plain bar) dan besi beton ulir 
(deformed bar). Besi beton polos memiliki penampang bundar 
dengan permukaan licin atau tidak bersirip, sedangkan besi beton 
ulir memiliki bentuk permukaan berupa sirip melintang atau rusuk 
memanjang dengan pola tertentu. Bahan baku besi beton adalah 
billet, yang merupakan balok baja berukuran 100 100 mm,
110 110 mm,  dan 120 120 mm  dengan panjang masing-masing 





scrap, pig iron, serta beberapa bahan penolong seperti kokas, 
grafit, dan ferro alloys yang dilebur. Bahan penolong tersebut 
digunakan untuk mendapatkan unsur karbon, silikon, dan mangaan 
yang mempengaruhi kualitas besi beton (Permata, 2018). 
Harga besi beton di Indonesia masih rentan terhadap 
perubahan nilai tukar rupiah terhadap dollar. Menurut Direktur 
Jenderal Kerja Sama Industri Internasional Kementerian 
Perindustrian, Agus Tjahajana Wirakusumah, hal ini dikarenakan 
material bahan baku industri besi beton di dalam negeri sebagian 
besar harus impor (Kemenperin, 2014). Bahkan scrap sebagai 
salah satu unsur bahan pembuatan besi beton juga harus impor. 
Scrap mewakili lebih dari 70% dari biaya produksi billet dan lebih 
dari 60% dari total biaya besi beton. 
PT. Wijaya Karya (Persero) Tbk atau yang biasa disebut 
dengan WIKA merupakan salah satu BUMN yang bergerak di 
bidang konstruksi. WIKA memiliki beberapa anak perusahaan 
yang tergabung dalam WIKA Group. Pada periode 2018 WIKA 
Group mengelola lebih dari seratus proyek yang dijalankan tidak 
hanya di Indonesia, melainkan juga di beberapa negara lainnya 
seperti Timor Leste, Saudi Arabia, dan Algeria. Beberapa proyek 
yang dikelola tersebut antara lain berupa jembatan, LRT, 
bendungan, jalan tol, dermaga, rumah susun, apartemen, dan 
pembangunan rel kereta api. Kebutuhan besi beton WIKA Group 
pada periode 2018 mencapai 302.625.129 kg dengan pembagian 
191.440.294 kg untuk proyek-proyek yang dijalankan oleh WIKA 
Holding dan 111.184.835 kg untuk proyek-proyek yang dijalankan 
oleh anak perusahaan. Kebutuhan besi beton dalam menjalankan 
proyek pada satu periode yang mencapai angka tersebut 
merupakan suatu pencapaian tertinggi bagi perusahaan konstruksi 
di Indonesia. Untuk memenuhi kebutuhan tersebut, Biro Supply 
Chain Management menetapkan kebijakan untuk menambahkan 
supplier besi beton. Supply Chain Management merupakan salah 
satu biro di PT. Wijaya Karya (Persero) Tbk yang berada di bawah 
naungan Departemen Pengembangan Sistem. Sebagai biro yang 





Management bertugas dalam memilih supplier dalam rangka 
memenuhi kebutuhan material-material yang diperlukan dalam 
pengerjaan proyek. Selain itu, Supply Chain Management juga 
berfungsi dalam hal evaluasi kinerja supplier, memonitor supply 
risk, serta membina hubungan dengan supplier (Pujawan & Er, 
2017, hal. 10). Terciptanya hubungan yang baik antara PT. Wijaya 
Karya (Persero) Tbk dengan supplier akan memberikan 
keuntungan bagi kedua belah pihak. Sebelumnya PT. Wijaya 
Karya (Persero) Tbk hanya mempunyai satu supplier untuk 
memenuhi kebutuhan besi beton, yakni PT. The Master Steel Mfg, 
namun pada Februari 2018 dilakukan penambahan dua supplier 
dikarenakan tinginya kebutuhan besi beton. Kedua supplier 
tersebut adalah PT. Jakarta Cakratunggal Steel Mills dan PT. Hanil 
Jaya Steel. 
Sebelumnya, pihak Supply Chain Management sudah pernah 
melakukan peramalan harga besi beton menggunakan model 
regresi linier dengan harga billet sebagai variabel prediktornya. 
Untuk peramalan harga billet dihitung berdasarkan rata-rata 
kenaikan harga billet tiap bulannya. Pada penelitian ini digunakan 
metode Fungsi Transfer, Autoregressive Distributed Lag Model 
(ARDL), dan Support Vector Regression (SVR) untuk 
memodelkan harga besi beton. Setelah didapatkan model dari 
masing-masing metode untuk selanjutnya akan dilakukan 
peramalan harga besi beton berdasarkan metode terbaik. Variabel 
input yang digunakan adalah harga billet selaku bahan baku dari 
besi beton. Fungsi Transfer dan ARDL merupakan metode yang 
dapat digunakan untuk merekonstruksi pola data harga besi beton 
dengan memasukkan pengaruh nilai masa lalu dari variabel harga 
besi beton serta nilai masa kini dan masa lalu dari variabel harga 
billet, sedangkan SVR merupakan suatu model dan pengembangan 
dari SVM untuk pemodelan regresi dan time series. Tujuan dari 
SVR adalah untuk menemukan sebuah fungsi sebagai suatu 
hyperplane berupa fungsi regresi yang sesuai dengan semua input 
data dan membuat residual sekecil mungkin. Hasil dari penelitian 





Chain Management untuk mengetahui harga besi beton sehingga 
dapat digunakan sebagai acuan untuk menetapkan kesepakatan 
harga dengan supplier. 
Penelitian sebelumnya dengan menggunakan metode Fungsi 
Transfer pernah dilakukan oleh Anithakumari dan Arumugam 
(2013) mengenai peramalan penjualan karet di India dengan 
memasukkan variabel produksi karet sebagai variabel 
prediktornya. Pada penelitian ini didapatkan bahwa penggunaan 
Fungsi Transfer menghasilkan kualitas prediksi yang jauh lebih 
baik ketika dibandingkan dengan model standar time series lainnya 
ketika suatu deret output dipengaruhi oleh deret input. Penelitian 
sebelumnya mengenai penerapan ARDL dilakukan oleh Abdullahi, 
Adamu, dan Aliero (2013) untuk meneliti hubungan antara kredit 
sektor swasta dan pertumbuhan ekonomi di Nigeria. Pada 
penelitian ini didapatkan bahwa terdapat hubungan jangka panjang 
antara kredit sektor swasta dan pertumbuhan ekonomi, ketika 
kredit sektor swasta digunakan sebagai variabel output. Namun, 
hasil kausalitas menunjukkan bahwa tidak ada hubungan kausal 
antara sektor swasta dan pertumbuhan ekonomi di Nigeria. 
Berdasarkan hasil dari penelitian ini akhirnya diberikan 
rekomendasi untuk melakukan pinjaman investasi jangka panjang 
kepada sektor swasta yang produktif. Penelitian sebelumnya 
dengan menggunakan metode SVR pernah dilakukan Abuella dan 
Chowdhury (2016) mengenai peramalan tenaga surya secara 
bergulir selama 24 jam ke depan selama satu tahun penuh. Variabel 
prediktor yang digunakan berupa dua belas variabel cuaca dan 
variabel baru diekstraksi. Hasil peramalan dengan menggunakan 
SVR untuk selanjutnya dibandingkan dengan jaringan saraf tiruan, 
dan model regresi linier berganda. Berdasarkan nilai RMSE 
didapatkan bahwa dengan menggunakan jaringan saraf tiruan 
didapatkan hasil peramalan yang paling akurat, diikuti dengan 
SVR dan model regresi linier berganda. Namun SVR memiliki 
keuntungan yang tidak dapat ditampilkan secara ilustratif bahwa 
SVR lebih kuat dibandingkan jaringan saraf tiruan karena SVR 





memiliki kelebihan dalam mengatasi masalah overfitting. 
Berdasarkan perbandingan hasil peramalan dari ketiga metode 
tersebut didapatkan bahwa model SVR lebih akurat dibandingkan 
dengan model regresi linier sederhana dan pada saat yang sama 
lebih kuat jika dibandingkan dengan jaringan saraf tiruan. 
1.2 Rumusan Masalah 
Berdasarkan latar belakang yang telah dijelaskan, berikut 
merupakan rumusan masalah yang akan dibahas dalam penelitian 
ini: 
1. Bagaimana karakteristik harga billet dan harga besi beton? 
2. Bagaimana model Fungsi Transfer, ARDL, Fungsi Transfer-
SVR, dan ARDL-SVR yang sesuai untuk meramalkan harga 
besi beton? 
3. Bagaimana hasil ramalan harga besi beton dengan 
menggunakan model terbaik? 
1.3 Tujuan Penelitian 
Berdasarkan rumusan masalah, maka tujuan yang ingin 
didapatkan dari penelitian ini adalah sebagai berikut: 
1. Mengetahui karakteristik harga billet dan harga besi beton. 
2. Mendapatkan model Fungsi Transfer, ARDL, Fungsi 
Transfer-SVR, dan ARDL-SVR yang sesuai untuk 
meramalkan harga besi beton. 
3. Mendapatkan hasil ramalan harga besi beton dengan 
menggunakan model terbaik. 
1.4 Manfaat 
Manfaat yang diharapkan dari penelitian ini adalah sebagai 
berikut: 
1. Manfaat untuk PT. Wijaya Karya (Persero) Tbk 
Hasil dari analisis dan pemodelan dalam penelitian ini dapat 
digunakan sebagai informasi bagi PT. Wijaya Karya (Persero) 
Tbk khususnya Biro Supply Chain Management untuk 
mengetahui harga besi beton sehingga dapat digunakan 





supplier. Selain itu, hasil ramalan harga besi beton dapat 
dimanfaatkan oleh bagian pengadaan dari WIKA Holding dan 
anak perusahaan dalam membuat Rencana Anggaran Biaya 
untuk proyek-proyek yang akan dijalankan. 
2. Manfaat untuk Bidang Keilmuan 
Hasil penelitian ini diharapkan dapat memberikan informasi 
dan pengetahuan mengenai penerapan metode Fungsi 
Transfer, ARDL, dan SVR untuk memodelkan harga besi 
beton sehingga dapat dijadikan referensi untuk penelitian 
selanjutnya. 
1.5 Batasan Masalah 
Batasan masalah pada penelitian ini adalah sebagai berikut: 
1. Variabel input yang digunakan merupakan data harga billet. 
2. Data yang digunakan merupakan data bulanan pada periode 






 Bab ini membahas mengenai Time Series Analysis, ACF dan 
PACF, ARIMA, Fungsi Transfer, Autoregressive Distributed Lag 
(ARDL), Support Vector Regression (SVR), kriteria model terbaik, 
serta gambaran umum mengenai PT Wijaya Karya (Persero) Tbk. 
2.1 Time Series Analysis 
Time series merupakan himpunan pengamatan yang diambil 
secara berurutan berdasarkan waktu (Wei, 2006, hal. 1). Metode 
peramalan menggunakan time series dilakukan berdasarkan data 
masa lalu dari suatu variabel dan residual masa lalu. Tujuan dari 
metode peramalan ini adalah untuk menemukan pola data time 
series dan mengekstrapolasikan pola tersebut ke masa depan. 
Suatu deret time series dikatakan sebagai deret yang stasioner 
jika sifat statistiknya bebas dari waktu periode selama pengamatan 
atau jika sutu deret memiliki rata-rata dan varians yang bernilai 




Z Z Z  sebagai suatu proses 




Z Z Z  dikatakan 
stasioner apabila: 
    1 2 1 2, , , , , ,t t tn t k t k tn kF Z Z Z F Z Z Z     (2.1) 
Apabila deret time series bersifat non-stasioner maka harus 
distasionerkan terlebih dahulu. Untuk menstasionerkan varians 
dari suatu deret time series maka perlu dilakukan transformasi. 
Transformasi yang sering dilakukan adalah transformasi Box-Cox 










  untuk 0    (2.2) 
dengan   adalah parameter transformasi. Nilai    yang biasa 







Tabel 2.1 Transformasi Box-Cox 


















Sedangkan cara yang digunakan untuk mengatasi 
ketidakstasioneran dalam rata-rata adalah dengan melakukan 
differencing, yaitu proses membuat pembedaan antara pengamatan 
pada suatu periode dengan pengamatan pada periode yang lain 
secara berurutan. Differencing  orde d pada data time series dapat 
dirumuskan sebagai berikut: 
  1
d
t tW B Z    (2.3) 
dengan: 
Wt = Differencing orde ke-d 
B = Backshift Operator 
Zt = Data pengamatan ke-t 
2.2 Autocorrelation Function (ACF) 
Untuk suatu proses yang stasioner  tZ  dengan rata-rata 
 
t
E Z   dan varians    
2 2
t t
Var Z E Z      yang bernilai 
konstan, kovarians antara tZ  dan t kZ   dapat dituliskan sebagai .k  





Sedangkan korelasi antara tZ  dan t kZ   atau yang disebut sebagai 
autocorrelation function (ACF) dapat dituliskan sebagai berikut: 
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    (2.5) 
dengan     0t t kVar Z Var Z    (Wei, 2006, hal. 10). 
2.3 Partial Autocorrelation Function (PACF) 
Partial autocorrelation function (PACF) digunakan untuk 
melihat korelasi antara tZ  dan t kZ   dengan menghilangkan 
dependensi linier dari variabel 1 2 1, , ,t t t kZ Z Z    . Partial 
autocorrelation function antara tZ  dan t kZ   dapat ditulis sebagai 
berikut (Wei, 2006, hal. 11): 
  1 1, | , ,kk t t k t t kcorr Z Z Z Z       (2.6) 
2.4 Autoregressive Integrated Moving Average (ARIMA) 
Model ARIMA merupakan gabungan antara model AR dan 
MA yang telah dilakukan differencing orde d. Model ARIMA bisa 
digunakan pada data musiman maupun non musiman. Secara 
sistematis model ARIMA (p,d,q) dapat ditulis sebagai berikut 
(Wei, 2006, hal. 72): 
     1
d
p t q t




B   = komponen AR non musiman dengan orde p 
 
q
B  = komponen MA non musiman dengan orde q 
 1
d






Z  = pengamatan pada waktu ke-t 
t
a  = residual pada waktu ke-t 
Apabila data mengandung pola musiman s dengan 
differencing orde D dinotasikan sebagai ARIMA (P,D,Q)s. Secara 
umum model ARIMA musiman dapat ditulis sebagai berikut: 
              1 1
Dds s s
P p t p Q t
B B B B Z B B a       (2.8) 
dengan: 
 sP B  = komponen AR musiman dengan orde P 




B  = differencing musiman dengan orde D 
t
Z  = pengamatan pada waktu ke-t 
t
a  = residual pada waktu ke-t 
Nilai p, d, q, P, D, dan Q dari model ARIMA dapat dilihat dari 
plot ACF dan PACF yang telah stasioner. Berikut merupakan 
bentuk ACF dan PACF untuk mengidentifikasikan model ARIMA 
(Wei, 2006, hal. 109). 
Tabel 2.2 Identifikasi Model ARIMA 
Model ACF PACF 
AR(p) 
Turun cepat secara 
eksponensial (dies down) 
Terpotong setelah lag ke-p 
MA(q) Terpotong setelah lag ke-q 
Turun cepat secara 
eksponensial (dies down) 
ARMA(p,q) Turun cepat setelah lag  (q-p) Turun cepat setelah lag (p-q) 
Tahapan selanjutnya setelah didapatkan beberapa 
kemungkinan orde ARIMA (p,d,q) adalah melakukan estimasi 
parameter. Estimasi parameter bertujuan untuk mendapatkan nilai 
dari setiap parameter pada model ARIMA. Salah satu metode 





Likelihood Estimation (MLE). Untuk dapat menerapkan teknik 
MLE terlebih dahulu harus dibuat asumsi tentang bentuk fungsi 
probabilitas dari data yang teramati. Asumsi yang paling sering 
digunakan dalam praktik adalah bahwa observasi-observasi itu 
berasal dari distribusi normal multivariat. Dalam hal ini, 
diasumsikan bahwa residual 
t
a  berdistribusi normal. Fungsi 
kepadatan probabilitas suatu residual 
t


















  (2.9) 





a a a  adalah 
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   (2.10) 
Dapat dicatat bahwa tiap 
t
a  dapat dinyatakan dalam bentuk 
observasi Z , parameter-parameter  ,  , dan 
2
a
 , serta residual-
residual sebelumnya, yakni: 
 
1 1 1 1t t t p t p t q t q
a Z Z Z a a   
   
         (2.11) 
Persamaan (2.11) dapat dipandang sebagai hubungan berulang 
antara 
t
a  yang berurutan, jika diketahui parameter-parameter dan 
observasi 
t
Z . Akibatnya, nilai setiap 
t
a  dapat dihitung sebagai 
fungsi parameter dan observasi.  
Selanjutnya dengan mensubstitusikan persamaan (2.11) ke 
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Maka fungsi likelihood untuk parameter-parameternya jika 

















  (2.13) 
dengan: 
2
1 1 1 1
1
( , ) ( )
n
t t p t p t q t q
i
S Z Z Z a a     
   

         (2.14) 











l Z S      

      (2.15) 
Parameter-parameter   dan   hanya masuk dalam bagian jumlah 
kuadrat fungsi likelihood-nya, dengan demikian untuk 
memaksimumkan likelihood hanya perlu meminimumkan fungsi 
jumlah kuadrat untuk seluruh nilai parameter-parameter tersebut. 
Setelah taksiran maximum likelihood parameter-parameter tersebut 














   (2.16) 
Langkah selanjutnya adalah melakukan pemeriksaan terhadap 
kesesuaian model. Pengujian untuk kesesuaian model ARIMA 
terdiri dari pemeriksaan white noise dan uji kenormalan dari 
residual. 
1. White Noise 
Residual dari suatu model dikatakan white noise apabila 
residual saling independen. Hipotesis yang digunakan dalam 
pengujian white noise adalah sebagai berikut (Wei, 2006, hal. 153): 





H1 : minimal ada satu 0i  , dengan 1,2, ,i k  

















   (2.17) 








 , dengan m adalah jumlah orde dari model ARMA 
(m = p + q). 
2.  Distribusi Normal 
 Untuk mengetahui apakah residual dari model telah 
memenuhi distribusi normal dapat digunakan uji Kolmogorov 
Smirnov dengan hipotesis sebagai berikut. 
H0 : Residual berdistribusi normal 
H1 : Residual tidak berdistribusi normal 
Statistik uji yang digunakan adalah Dhitung dengan rumus sebagai 
berikut: 
    0suphitung
x




S a   =  Fungsi distribusi kumulatif sampel atau empiris. 
 
0 t
F a  =  Fungsi distribusi kumulatif yang dihipotesiskan. 
Untuk selanjutnya nilai dari hitungD  dibandingkan dengan nilai ,nD  
pada tabel Kolmogorov-Smirnov. Keputusan yang didapatkan 
adalah tolak H0 apabila ,hitung nD D . 
2.5 Fungsi Transfer 
Fungsi transfer merupakan salah satu metode yang digunakan 
sebagai alternatif untuk menyelesaikan permasalahan apabila 
terdapat lebih dari satu deret time series. Metode fungsi transfer 





suatu deret time series yang disebut sebagai deret output (yt) 
dengan didasarkan pada nilai-nilai masa lalu dari deret itu sendiri 
dan juga pada satu atau lebih deret time series yang berhubungan 
dengan deret output tersebut, dalam hal ini disebut sebagai deret 
input (xt). 
Tujuan dari pemodelan fungsi transfer adalah untuk 
mengidentifikasi dan mengestimasi fungsi transfer dan deret noise 
(nt) berdasarkan dari informasi yang tersedia pada deret input dan 
deret output. Bentuk umum dari model fungsi transfer untuk single 
input adalah sebagai berikut (Wei, 2006, hal. 323): 
 ( )
t t t














dimana:   
yt = deret output yang stasioner 
xt = deret input yang stasioner 













   atau dapat dijabarkan 
menjadi rumus berikut: 
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Cross Correlation Function (CCF) berfungsi untuk mengukur 
kekuatan dan arah hubungan antara dua variabel random, dalam hal 
ini adalah variabel input (xt) dan variabel output (yt), dimana 
masing-masing variabel merupakan deret univariate yang 
stasioner. Cross Covariance Function antara deret input dan deret 
output dapat dirumuskan sebagai berikut (Wei, 2006, hal. 326): 
       xy t x t k yk E x y          (2.21) 
untuk 0, 1, 2,k     










 , dengan 0, 1, 2,k       (2.22) 
Berdasarkan CCF dapat ditentukan nilai orde (b, r, s), dimana 
r merupakan derajat fungsi  B yang menyatakan bahwa deret 
output (yt) berkaitan dengan nilai-nilai masa lalunya, b menyatakan 
bahwa periode sebelum deret input (xt) mulai untuk mempengaruhi 
deret output (yt), sedangkan nilai s menyatakan untuk berapa lama 
deret output (yt) secara terus menerus dipengaruhi oleh nilai-nilai 
dari deret input (xt). 
Nilai b ditentukan dengan melihat lag yang pertama kali 
keluar pada CCF. Nilai s ditentukan dengan melihat jumlah lag 
yang keluar setelah lag yang pertama kali keluar batas pada CCF. 
Lag tersebut berpola turun cepat secara eksponensial atau berpola 
sinus teredam. Nilai r ditentukan dengan melihat lag yang keluar 
setelah lag (b+s). Dalam prakteknya, nilai r dan s jarang melebihi 
2. Beberapa fungsi transfer diilustrasikan sebagai berikut (Wei, 
2006, hal. 324): 
1. Tipe 1 (r = 0) 
Dalam hal ini, fungsi transfer hanya berisi sejumlah bobot 
respons impuls awal yang dimulai dengan 
0b
v   dan 
berakhir pada 






Tabel 2.3 Fungsi Transfer untuk r = 0 
 
 
2. Tipe 2 (r = 1) 
Dalam hal ini, bobot respon impuls menunjukkan turun secara 
eksponensial mulai dari 
b









 s = 2 seperti pada Tabel 2.4. 
Tabel 2.4 Fungsi Transfer untuk r = 1 
 
 
3. Tipe 3 (r = 2) 
Dalam hal ini bobot respon impuls menunjukkan 
gelombang eksponensial atau gelombang sinus teredam 
tergantung pada sifat akar polinomial 
   21 21 0.B B B       Respon impuls akan 
menunjukkan gelombang eksponensial jika nilai 
2
1 2
4 0,    namun apabila nilai 2
1 2
4 0    maka 
respon impuls akan menunjukkan gelombang sinus 
teredam. Tabel 2.5 menggambarkan beberapa contoh 




3 6 7 5 4 2 1 0 
1 0 
7 6 5 4 3 2 1 0 
6 5 4 3 2 1 0 
0 1 2 





 Tabel 2.5 Fungsi Transfer untuk r = 2
 
2.6 Autoregressive Distributed Lag 
Dalam analisis regresi yang melibatkan data time series, jika 
model regresi tidak hanya mencakup saat ini tetapi juga nilai-nilai 
masa lalu (lag) dari variabel independen (X), maka disebut  sebagai 
distributed lag model. Jika model mencakup satu atau lebih lag dari 
variabel dependen (Y) di antara variabel independennya, maka 
disebut autoregressive model (Gujarati, 2004, hal. 656). Demikian, 
 
0 1 1 2 2t t t t t
Y X X X e   
 
       (2.23) 
merupakan distributed lag model, sedangkan 
 
1t t t t
Y X Y e  

      (2.24) 
adalah contoh dari autoregressive model. Distributed lag model 
dan autoregressive model dikenal sebagai model dinamis karena 
kedua model tersebut menggambarkan jalur waktu dari variabel 
dependen dalam kaitan dengan nilai lag-nya. Autoregressive 
distributed lag model (model ARDL) diartikan sebagai model 
regresi yang tidak hanya memasukkan nilai masa kini dan lag dari 
variabel X, melainkan juga lag dari variabel Y sebagai variabel 
penjelasnya. Model ARDL dapat dinyatakan sebagai berikut: 
0 1 1 1 1t t t p t p t q t q t
Y X X X Y Y e     
   
           (2.25) 
Karena variabel independen Xt diasumsikan non stokastik, 
maka Xt-1,  Xt-2, dan seterusnya juga dianggap non stokastik. Untuk 
5 4 3 1 2 0 
4 2 3 1 0 





menentukan panjang lag dari variabel independen dapat digunakan 
pendekatan yang dikemukakan oleh Alt dan Timbergen (1949) 
dalam Gujarati (2004). Metode tersebut menggunakan prosedur 
berurutan untuk mendapatkan lag optimum dari model ARDL, 
yaitu dengan meregresikan Yt pada Xt, kemudian meregresikan Yt 
pada Xt dan Xt -1, kemudian diteruskan dengan meregresikan Yt pada 
Xt, Xt -1, dan Xt-2 dan seterusnya sampai berhenti jika koefisien 
regresi dari variabel lag tersebut mulai menjadi tidak signifikan 
secara statistik atau koefisien dari salah satu variabel telah berubah 
tanda dari positif ke negatif, atau dari negatif ke positif (Gujarati, 
2004, hal. 664). 
Metode yang digunakan untuk melalukan estimasi parameter 
pada model ARDL adalah dengan menggunakan metode Ordinary 
Least Square (OLS). OLS merupakan metode untuk mendapatkan 
estimator dengan cara meminimumkan kuadrat residual. Nilai 
residual dari model ARDL adalah (Kutner, Nachtsheim, & Neter, 
2005, hal. 241): 
 e = Y - Xβ    (2.26) 
dengan: 
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dimana 'u u  adalah jumlah kuadrat dari residual yang akan 





   

u u
2X Y 2X Xβ 0
β
   (2.28) 
sehingga, 
 ' 'X Xβ X Y    (2.29) 
Berdasarkan persamaan 2.29 didapatkan formulasi untuk estimasi 
dugaan menggunakan OLS adalah sebagai berikut: 
 
-1
β = (X'X) X'Y    (2.30) 
Setelah didapatkan nilai estimasi untuk parameter model 
ARDL, langkah selanjutnya adalah melakukan pengujian 
signifikansi terhadap masing-masing parameter. Hipotesis yang 
digunakan dalam pengujian parameter secara parsial adalah 
sebagai berikut: 
H0 : 0k   
H1 : 0, untuk 1, 2, ,k k p     









   (2.31) 











2.7 Support Vector Regression (SVR) 
Support Vector Regression (SVR) merupakan bagian dari 
Support Vector Machine (SVM) yang diperkenalkan oleh Vapnik 
(1995). SVM adalah sistem pembelajaran yang menggunakan 





fitur (feature space) berdimensi tinggi dan dilatih dengan algoritma 
pembelajaran yang didasarkan pada teori optimasi dengan 
mengimplementasikan learning bias. SVR merupakan metode 
pengembangan dari SVM untuk kasus time series dan regresi. 
Tujuan dari SVR adalah untuk menemukan sebuah fungsi f(x) 
sebagai suatu hyperplane (garis pemisah) berupa fungsi regresi 
yang mana sesuai dengan semua input data dengan sebuah error   
dan membuat   setipis mungkin (Smola & Scholkopf, 2004). 
Fungsi dari regresi adalah untuk menemukan fungsi antara x 
dan y yang dalam kasus linier ditulis: 
  f x wx b    (2.32) 
Pada kasus nonlinier, pemetaan nonlinier: R1  F, dimana F 
merupakan ruang fitur dari   yang diperkenalkan untuk 
menterjemahkan kerumitan masalah regresi nonlinier pada R1 
untuk sebuah masalah sederhana regresi linier pada F. Fungsi 
regresi setelah transformasi menjadi seperti berikut: 
    Tf x w x b    (2.33) 
Dengan w merupakan vector pembobot,  x menunjukkan suatu 
titik di dalam feature space F yang merupakan hasil pemetaan x di 
dalam input space, dan b merupakan bias. Untuk mengevaluasi 
seberapa baik fungsi regresi, maka digunakan  - insensitive loss 
function sebagai berikut: 





















  (2.34) 
 - insensitive loss function digunakan untuk mengukur risiko 
empiris, selisih target dengan hasil estimasi. Oleh karena itu 
parameter   harus diatur untuk meminimalisir risiko empiris 
menggunakan variabel slack 
*
,   yang menggambarkan 






Gambar 2.1 Penghitungan Error pada SVR 
Konsep SVR didasarkan pada risk minimization, yaitu 
mengestimasi suatu fungsi dengan cara meminimalkan batas atas 
dari generalization error, sehingga SVR mampu mengatasi 
overfitting. 














     (2.35) 
C menyatakan koefisien penalti yang mendeterminasikan trade-off 
antara keempirisan dengan kesalahan generalisasi dan   
digunakan untuk mengontrol lebar dari zona regresi yang 
digunakan dalam mempelajari data. Semakin besar nilai   maka 
estimasi regresi akan semakin datar (mendekati regresi linier). 
Penentuan nilai parameter C dan fungsi kernel sangat penting 
dalam menentukan tingkat keakuratan dari prediksi. 
Beberapa metode dalam analisis data mining banyak 
menggunakan fungsi linier, namun untuk banyak kasus yang 
terjadi merupakan kasus yang non linier sehingga untuk 
mengatasinya adalah dengan cara mentransformasi data ke dalam 
dimensi ruang yang lebih tinggi. SVR dapat digunakan pada data 
nonlinier dengan menggunakan pendekatan kernel sehingga dapat 





kernel yang digunakan pada metode SVR di antaranya adalah 
sebagai berikut: 
1. Linier: 
Tx x  
2. Radial Basis Function (RBF):  2exp i jx x   
Gaussian radial basis function (RBF) merupakan salah satu dari 
sekian fungsi kernel yang sering digunakan (Hardle, Prastyo, & 
Hafner, 2014). Pemilihan fungsi kernel yang tepat merupakan hal 
yang penting karena akan menentukan feature space. 
2.8 Kriteria Model Terbaik 
Pemilihan model terbaik dapat digunakan Root Mean Square 
Error Prediction (RMSEP) dan juga Mean Absolute Percentage 
Error Predistion (MAPEP). RMSEP merupakan suatu indikator 
kesalahan yang didasarkan pada total kuadratis dari simpangan 
antara hasil ramalan dengan data aktual. Sedangkan MAPEP 
mengindikasikan seberapa besar kesalahan dalam meramal yang 
dibandingkan dengan nilai aktual. Model yang baik adalah model 
dengan nilai RMSEP terkecil. Rumus dari RMSEP adalah sebagai 
berikut: 










    (2.36) 

























 = Data aktual 
 nZ l  = Data hasil peramalan 







2.9 PT. Wijaya Karya (Persero) Tbk 
PT. Wijaya Karya (Persero) Tbk atau yang biasa disebut 
dengan WIKA merupakan salah satu BUMN yang bergerak di 
bidang konstruksi. WIKA memiliki beberapa anak perusahaan 
yang tergabung dalam WIKA Group, beberapa di antaranya adalah 
PT WIKA Beton Tbk, PT WIKA Industri Konstruksi, PT WIKA 
Gedung, PT WIKA Rekayasa Konstruksi, dan PT WIKA Realty. 
Pada periode 2018 WIKA Group mengelola lebih dari seratus 
proyek yang dijalankan tidak hanya di Indonesia, melainkan juga 
di beberapa negara lainnya seperti Timor Leste, Saudi Arabia, dan 
Algeria. Beberapa proyek yang dikelola tersebut antara lain berupa 
jembatan, LRT, bendungan, jalan tol, dermaga, rumah susun, 
apartemen, dan pembangunan rel kereta api. Kebutuhan besi beton 


































3.1 Sumber Data 
Data yang digunakan dalam penelitian ini merupakan data 
sekunder. Data harga billet dan besi beton diperoleh melalui 
website www.metalbulletin.com dengan data harga besi beton 
berupa harga bulanan sedangkan data harga billet berupa rata-rata 
harga per bulan dari data harga mingguan. Untuk mengakses harga 
billet dan harga besi beton dari website tersebut diperlukan akun 
dari sebuah perusahaan, dalam hal ini akun yang digunakan adalah 
milik PT Wijaya Karya (Persero) Tbk. Data yang didapatkan 
merupakan data harga billet dan besi beton di wilayah Asia 
Tenggara dalam satuan USD/ton. 
3.2 Variabel Penelitian 
Penelitian ini menggunakan satu variabel input dan satu 
variabel output. Variabel input yang digunakan merupakan harga 
billet dan variabel output yang digunakan merupakan harga besi 
beton dengan satuan waktu yang digunakan adalah data harga tiap 
bulan. Struktur data yang digunakan pada penelitian ini disajikan 
pada Tabel 3.1. 




Harga Besi Beton/ton 
(USD) 
Maret 2013 x1 y1 
April 2013 x2 y2 
Mei 2013 x3 y3 
   
Bulan ke-t xt yt 
   
Februari 2018 xn yn 
3.3 Langkah Analisis 






1. Mendeskripsikan karakteristik data harga billet dan besi 
beton. 
2. Mengidentifikasikan pola data menggunakan time series 
plot. 
3. Menentukan data in sample dan data out sample. Data in 
sample yang digunakan merupakan data pada periode Maret 
2013 hingga Februari 2017, sedangkan data out sample yang 
digunakan merupakan data pada periode Maret 2017 hingga 
Februari 2018. 
4. Melakukan pemodelan harga besi beton menggunakan  
Fungsi Transfer dengan tahapan sebagai berikut: 
a. Mengindentifikasikan deret input hingga didapatkan 
deret yang stasioner. 
b. Menetapkan model ARIMA dan dilakukan uji 
signifikansi parameter serta pengujian kesesuaian model. 
c. Melakukan prewhitening pada deret input  t  
kemudian melakukan filtering pada deret output  t  
dengan menggunakan prewhitening dari deret input. 
d. Mendapatkan Cross Correlation Function (CCF) antara 
t
  dan t  untuk mengukur hubungan linier antara t  
dan t k   (pada lag ke-k). 
e. Menentukan nilai orde (b, r, s) dari CCF dan didapatkan 
model awal dari fungsi transfer yang untuk selanjutnya 
dilakukan estimasi dan signifikansi parameter. 
f. Menentukan model ARIMA dari deret noise  tn  dan 
dilakukan pengujian estimasi dan signifikansi parameter 
residual hingga didapatkan model akhir dari fungsi 
transfer secara umum. 
g. Melakukan pengujian diagnostik pada model akhir dari 
fungsi transfer hingga  semua asumsi telah terpenuhi. 
h. Meramalkan data out sample dengan menggunakan 





i. Menghitung nilai RMSEP pada data out sample dari hasil 
peramalan pada poin (h). 
5. Melakukan pemodelan harga besi beton dengan 
menggunakan ARDL dengan tahapan sebagai berikut: 
a. Melakukan regresi pada harga besi beton dengan harga 
billet secara sekuensial untuk menentukan panjang lag. 
Proses ini berhenti jika terdapat koefisien regresi yang 
tidak signifikan atau terjadi perubahan tanda pada 
koefisien tersebut. 
b. Membentuk model sementara dari distributed lag dengan 
menggunakan metode OLS. 
c. Melakukan pengujian residual white noise berdasarkan 
plot ACF dari model sementara. 
d. Menambahkan komponen autoregressive ke dalam 
model sementara yang telah terbentuk. 
e. Melakukan pengujian signifikansi parameter. 
f. Membuat persamaan model ARDL. 
g. Meramalkan data out sample dengan menggunakan 
model ARDL. 
h. Menghitung nilai RMSEP pada data out sample dari hasil 
peramalan pada poin (g). 
6. Melakukan pemodelan harga besi beton menggunakan 
Fungsi Transfer-SVR dengan tahapan sebagai berikut: 
a. Menentukan komponen support vector untuk model 
Fungsi Transfer-SVR berdasarkan lag yang signifikan 
pada pemodelan harga besi beton dengan menggunakan 
metode fungsi transfer. 
b. Menentukan fungsi kernel yang sesuai untuk model. 
c. Menentukan nilai parameter kernel yang optimum 
dengan menggunakan metode grid-search. 
d. Melakukan pemodelan  Fungsi Transfer-SVR dengan 
menggunakan nilai parameter yang optimum. 






f. Menghitung nilai RMSEP pada data out sample dari hasil 
peramalan pada poin (e). 
7. Melakukan pemodelan harga besi beton menggunakan 
ARDL-SVR dengan tahapan sebagai berikut: 
a. Menentukan komponen support vector untuk model 
ARDL-SVR berdasarkan lag yang signifikan pada 
pemodelan harga besi beton dengan menggunakan 
metode ARDL. 
b. Menentukan fungsi kernel yang sesuai untuk model. 
c. Menentukan nilai parameter kernel yang optimum 
dengan menggunakan metode grid-search. 
d. Melakukan pemodelan  ARDL-SVR menggunakan nilai 
parameter yang optimum. 
e. Meramalkan data out sample dengan menggunakan 
ARDL-SVR. 
f. Menghitung nilai RMSEP pada data out sample dari hasil 
peramalan pada poin (e). 
8. Membandingkan nilai RMSEP data out sample dari model 
Fungsi Transfer, ARDL, Fungsi Transfer-SVR dan ARDL-
SVR. Model terbaik merupakan model dengan nilai RMSEP 
yang paling kecil. 
9. Melakukan peramalan harga besi beton dengan 
menggunakan model terbaik dari Fungsi Transfer, ARDL, 






3.4 Diagram Alir 
Berdasarkan langkah analisis di atas, diagram alir pada 






















                       Gambar 3.1 Diagram Alir Penelitian 
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Analisis karakteristik harga billet dan harga besi beton 
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dengan Fungsi Transfer-SVR 
Melakukan Pemodelan 
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dan ARDL-SVR 





















ANALISIS DAN PEMBAHASAN 
 Pada bab ini akan dilakukan analisis mengenai peramalan 
harga besi beton dengan menggunakan metode Fungsi Transfer, 
ARDL, Fungsi Transfer-SVR, dan ARDL-SVR. Metode terbaik 
dipilih melalui perbandingan nilai RMSEP dan selanjutnya 
digunakan untuk meramalkan harga besi beton selama 12 bulan ke 
depan. Sebelum melakukan analisis lebih jauh mengenai 
peramalan harga besi beton, akan dilakukan eksplorasi data untuk 
mengetahui karakteristik harga billet dan besi beton. 
4.1 Karakteristik Data Harga Billet dan Besi Beton 
Pola data harga billet dan besi beton selama Maret 2013 
hingga Februari 2018 dapat dilihat pada Gambar 4.1. 
  
(a) (b) 
Gambar 4.1 Time Series Plot (a) Harga Billet dan (b) Harga Besi Beton 
Gambar 4.1 menunjukkan bahwa harga billet dan harga besi beton 
memiliki trend menurun pada periode Maret 2013 hingga 
Desember 2015, kemudian dilanjutkan dengan trend naik untuk 
periode Januari 2016 hingga Februari 2018. Hal ini 
mengindikasikan bahwa harga billet maupun harga besi beton 
belum memenuhi asumsi stasioneritas. Harga billet dan harga besi 
beton memiliki pola yang mirip, walaupun setiap kenaikan harga 
billet tidak selalu diikuti dengan kenaikan harga besi beton. Secara 
visual, pola data harga billet dan harga besi beton secara serentak 






Gambar 4.2 Gabungan Time Series Plot Harga Billet dan Harga Besi Beton 
Berdasarkan Gambar 4.2 dapat diketahui bahwa pada Oktober 
2013 hingga Oktober 2015 harga billet cenderung lebih tinggi 
dibandingkan dengan harga besi beton. Sedangkan untuk periode 
lainnya, harga besi beton lebih tinggi dibanding dengan harga 
billet. 
Tabel 4.1 Karakteristik Data Harga Billet dan Besi Beton 
Variabel Mean StDev Min Maks 
Harga Billet 436,5 97,3 248,9 568,8 
Harga Besi Beton 428,5 96,5 256,3 585,0 
Berdasarkan Tabel 4.1 dapat diketahui bahwa rata-rata harga 
billet lebih besar dibandingkan dengan harga besi beton, yakni 
sebesar 436,5 USD/ton dengan standar deviasi sebesar 97,3. 
Sedangkan rata-rata harga besi beton adalah sebesar 428,5 
USD/ton dengan standar deviasi sebesar 96,5. Harga terendah 
billet dan besi beton terjadi pada Desember 2015, dengan harga 
billet adalah sebesar 248,9 USD/ton dan harga besi beton adalah 
sebesar 256,3 USD/ton. Sedangkan untuk harga tertinggi dari billet 
dan besi beton terjadi pada Maret 2013, dengan harga billet adalah 










Gambar 4.3 Time Series Plot (a) Harga Billet dan (b) Harga Besi Beton untuk 
Trend Turun dan Trend Naik 
Gambar 4.3  menunjukkan bahwa time series plot terlihat 
terbagi menjadi dua, yakni ketika terjadi trend turun (periode 2013-
2015) dan trend naik (periode 2016-2018). Nilai terendah untuk 
harga billet maupun harga besi beton terjadi pada Desember 2015. 
Peristiwa yang terjadi pada periode tersebut dan dianggap 
memberikan efek terhadap menurunnya harga billet dan besi beton 
adalah terjadinya penurunan harga minyak dunia dan juga 
dimulainya era Masyarakat Ekonomi ASEAN (MEA).  
Tabel 4.2 Karakteristik Data Harga Billet dan Besi Beton untuk Trend Naik dan 
Trend Turun 
Variabel Variabel Mean StDev Min Maks 
Trend Turun (2013-2015) 
Harga Billet 456,4 101,2 248,9 568,8 
Harga Besi Beton 435,6 98,7 256,3 585,0 
Trend Naik (2016-2018) 
Harga Billet 410,3 87,1 257,8 542,5 
Harga Besi Beton 419,1 94,7 256,3 563,5 
Perbandingan karakteristik antara data harga billet dan harga 
besi beton menunjukkan bahwa baik harga billet maupun harga 
besi beton memiliki rata-rata yang lebih tinggi ketika periode trend 
turun dibandingkan ketika periode trend naik. Pada periode trend 
turun didapatkan rata-rata harga billet sebesar 456,4 USD/ton 
dengan standar deviasi sebesar 101,2 sedangkan pada periode trend 
naik didapatkan rata-rata harga billet sebesar 410,3 USD/ton 
dengan standar deviasi sebesar 87,1. Harga besi beton pada periode 
trend turun didapatkan rata-rata sebesar 435,6 USD/ton dengan 





didapatkan rata-rata sebesar 419,1 USD/ton dengan standar deviasi 
sebesar 94,7. Hal tersebut menunjukkan bahwa secara keseluruhan, 
lebih tingginya rata-rata harga billet dibandingkan harga besi beton 
disebabkan oleh tingginya harga billet ketika terjadi trend turun, 
tepatnya pada Oktober 2013 hingga Oktober 2015. 
  
(a) (b) 
Gambar 4.4 Box Plot (a) Harga Billet dan (b) Harga Besi Beton 
Gambar 4.4 memberikan visualisasi mengenai rata-rata harga 
billet dan besi beton di setiap bulannya. Rata-rata harga billet 
terendah terjadi pada bulan Februari dengan harga 426,4 USD/ton, 
sedangkan rata-rata harga tertinggi terjadi pada bulan April dengan 
harga 448,7 USD/ton. Rata-rata harga besi beton terendah terjadi 
pada bulan Juni dengan harga 412,7 USD/ton, sedangkan rata-rata 
harga tertinggi terjadi pada bulan April dengan harga 439,8 
USD/ton. Karakterisik data harga billet dan besi beton per bulan 
ditampilkan dalam Tabel 4.3. 
Tabel 4.3 Karakteristik Data Harga Billet dan Besi Beton per Bulan 
Bulan 
Harga Billet Harga Besi Beton 
Mean StDev Min Maks Mean StDev Min Maks 
Januari 432,6 115,5 257,8 538,0 433,1 120,0 256,3 563,5 
Februari 426,4 115,7 264,0 542,5 422,4 117,1 262,8 555,0 
Maret 445,4 105,8 313,8 568,8 438,1 112,4 306,9 585,0 
April 448,7 91,3 360,0 561,5 439,8 92,6 344,4 567,5 
Mei 440,8 88,5 348,5 543,1 433,1 82,9 351,3 546,9 
Juni 429,1 99,3 297,3 528,8 412,7 90,8 303,8 524,4 
Juli 427,1 104,0 313,4 529,8 413,3 95,0 305,0 531,5 
Agustus 444,0 107,9 307,8 536,3 435,7 107,7 304,0 541,9 






























































































































Tabel 4.3 Karakteristik Data Harga Billet dan Besi Beton per Bulan (Lanjutan) 
Bulan 
Harga Billet Harga Besi Beton 
Mean StDev Min Maks Mean StDev Min Maks 
Oktober 433,6 114,8 277,3 532,3 420,3 114,4 273,1 537,5 
November 431,3 109,9 261,2 539,4 423,6 104,3 264,5 523,8 
Desember 432,1 115,1 248,9 539,5 434,6 116,5 256,3 553,1 
Pada penelitian ini digunakan harga billet sebagai variabel 
yang mempengaruhi harga besi beton. Oleh karena itu dilakukan 
uji korelasi untuk mengetahui hubungan di antara keduanya dan 
didapatkan nilai korelasi pearson yang mencapai angka 0,969. Hal 
tersebut menunjukkan adanya hubungan yang kuat antara harga 
billet dengan harga besi beton. 
4.2 Pemodelan Harga Besi Beton Menggunakan Fungsi 
Transfer 
Dalam pemodelan menggunakan fungsi transfer dilakukan 
pembagian data menjadi data in sample dan data out sample. Data 
in sample yang digunakan merupakan data pada periode Maret 
2013 hingga Februari 2017 dan data out sample yang digunakan 
merupakan data pada periode Maret 2017 hingga Februari 2018. 
 
(a) (b) 
Gambar 4.5 Pembagian Data in sample dan out sample pada (a) Harga Billet 
dan (b) Harga Besi Beton 
 Langkah pertama yang dilakukan dalam pemodelan dengan 
menggunakan fungsi transfer adalah melakukan identifikasi pada 






Gambar 4.6 Data in sample Harga Billet 
Berdasarkan Gabar 4.6 terlihat bahwa data harga billet belum 
stasioner baik dalam mean maupun varians. Untuk mengetahui 
apakah data telah stasioner dalam varians yang dapat diketahui 
berdasarkan nilai lambda. Suatu deret dikatakan stasioner dalam 
varians apabila lower CL dan upper CL nilai lambda melewati 
angka 1 atau rounded value dari lambda adalah 1. 
 
Gambar 4.7 Plot Box-Cox Data Harga Billet 
Rounded value dari lambda menunjukkan nilai 3 yang berarti data 
harga billet belum stasioner dalam varians sehingga perlu 
dilakukan transformasi. Penggunaan transformasi Box-Cox dapat 





karena rounded value dari lambda yang lebih dari 1, namun 
Bergmeir, Hyndman, dan Benitez (2014) menyatakan bahwa 
penggunaan transformasi Box-Cox mampu memberikan hasil yang 
lebih baik berdasarkan signifikansi statistik. Berdasarkan hal 
tersebut akan dilakukan perhitungan dengan menggunakan data 
asli dan data transformasi untuk mendapatkan perbandingan dari 
kedua model tersebut. 
a. Data Asli 
Langkah pertama yang dilakukan untuk mengidentifikasi 
model dengan menggunakan data asli harga billet adalah melihat 
plot ACF serta PACF. Hal ini bertujuan untuk mengetahui apakah 
data telah stasioner dalam mean. 
 
(a) (b) 
Gambar 4.8 Plot (a) ACF dan (b) PACF Data Harga Billet 
Plot ACF pada data harga billet menunjukkan pola dies down yang 
berarti deret belum stasioner dalam mean sehingga perlu dilakukan 
differencing. Plot ACF dan PACF pada data harga billet setelah 
dilakukan differencing ditunjukkan pada Gambar 4.9.  
 
(a) (b) 















































































































Pemeriksaan kembali plot ACF dan PACF dilakukan untuk 
mengetahui apakah setelah dilakukan differencing sudah 
didapatkan deret yang stasioner. Plot ACF menunjukkan cut off 
pada lag pertama sedangkan PACF cut off pada lag pertama, 
ketujuh, dan keempat belas yang menunjukkan bahwa data harga 
billet telah stasioner. 
Tahap selanjutnya adalah menentukan orde p dan q untuk 
membentuk model dugaan awal ARIMA. Berdasarkan plot ACF 
dan PACF didapatkan bahwa model dugaan yang terbentuk adalah 
ARIMA ([1,7,14],1,1), ARIMA ([1,7,14],1,0), ARIMA ([1,7],1,1), 
ARIMA ([1,7],1,0), ARIMA ([1,14],1,1), ARIMA ([1,14],1,0), 
ARIMA ([7,14],1,1), ARIMA ([7,14],1,0), ARIMA (1,1,1), 
ARIMA(1,1,0), ARIMA ([7],1,1), ARIMA ([7],1,0), ARIMA 
([14],1,1), ARIMA ([14],1,0), dan ARIMA (0,1,1). Berdasarkan 
model dugaan tersebut untuk selanjutnya akan dilakukan estimasi 
dan pengujian parameter. 
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0,12433   0,42270 0,29 0,7687 
1
0, 23708    0,41572 -0,57 0,5685 
ARIMA (1,1,0) 
1
0, 33068   0,13873 2,38 0,0171 
ARIMA ([7],1,1) 
7
0, 27887   0,15206 1,83 0,0667 
1
0, 39477    0,13856 -2,85 0,0044 
ARIMA ([7],1,0) 
7
0, 21161   0,15523 1,36 0,1728 
ARIMA ([14],1,1) 
14
0,18301    0,21032 -0,87 0,3842 
1
0, 30996    0,14348 -2,16 0,0308 
ARIMA ([14],1,0) 
14
0, 27433    0,20252 -1,35 0,1755 
ARIMA (0,1,1) 
1





Berdasarkan Tabel 4.4 dapat diketahui bahwa hanya parameter-
parameter dari model ARIMA (1,1,0) dan ARIMA (0,1,1) yang 
signifikan karena didapatkan p-value yang lebih kecil dari .  
Langkah selanjutnya adalah pemeriksaan asumsi residual 
digunakan untuk mengetahui kelayakan model ARIMA yang 
terbentuk. Deret input yang digunakan harus memenuhi asumsi 
white noise dan berdistribusi normal. 
Tabel 4.5 Pengujian Asumsi Residual Model ARIMA 
Model 
ARIMA 
Uji White noise Uji Normalitas 
Lag 
2
  df P-value D P-value 
ARIMA 
([1,7,14],1,1) 
6 5,74 2 0,0567 
0,115714 0,1142 
12 12,10 8 0,1466 
18 15,26 14 0,3609 
24 16,96 20 0,6555 
ARIMA 
([1,7,14],1,0) 
6 9,32 3 0,0253 
0,114909 0,1206 
12 14,68 9 0,1002 
18 17,44 15 0,2935 
24 18,49 21 0,6177 
ARIMA 
([1,7],1,1) 
6 4,79 3 0,1881 
0,148258 0,0103 
12 11,16 9 0,2651 
18 15,53 15 0,4137 
24 18,39 21 0,6242 
ARIMA 
([1,7],1,0) 
6 6,47 4 0,1669 
0,161138 <0,0100 
12 11,89 10 0,2922 
18 16,29 16 0,4327 
24 18,28 22 0,6891 
ARIMA 
([1,14],1,1) 
6 5,98 3 0,1126 
0,1342 0,0332 
12 14,72 9 0,0988 
18 17,63 15 0,2829 
24 19,20 21 0,5720 
ARIMA 
([1,14],1,0) 
6 6,95 4 0,1385 
0,114627 0,1228 
12 14,92 10 0,1350 
18 17,44 16 0,3577 







Tabel 4.5 Pengujian Asumsi Residual Model ARIMA (Lanjutan) 
Model 
ARIMA 
Uji White noise Uji Normalitas 
Lag 
2
  df P-value D P-value 
ARIMA 
([7,14],1,1) 
6 5,86 3 0,1184 
0,118517 0,0954 
12 12,18 9 0,2034 
18 15,28 15 0,4316 
24 16,94 21 0,7150 
ARIMA 
([7,14],1,0) 
6 9,68 4 0,0462 
0,112468 0,1399 
12 17,71 10 0,0601 
18 21,78 16 0,1503 
24 24,06 22 0,3441 
ARIMA 
(1,1,1) 
6 4,55 4 0,3365 
0,186456 <0,0100 
12 12,91 10 0,2285 
18 17,04 16 0,3828 
24 19,55 22 0,6113 
ARIMA 
(1,1,0) 
6 5,38 5 0,3714 
0,156033 <0,0100 
12 12,69 11 0,3143 
18 16,72 17 0,4734 
24 19,11 23 0,6946 
ARIMA 
([7],1,1) 
6 4,54 4 0,3373 
0,1455 0,0139 
12 11,11 10 0,3492 
18 15,84 16 0,4642 
24 19,01 22 0,6447 
ARIMA 
([7],1,0) 
6 9,26 5 0,0992 
0,138044 0,0237 
12 16,86 11 0,1122 
18 27,35 17 0,0532 
24 31,71 23 0,1064 
ARIMA 
([14],1,1) 
6 5,16 4 0,2711 
0,134627 0,0320 
12 14,69 10 0,1439 
18 18,25 16 0,3092 
24 20,06 22 0,5791 
ARIMA 
([14],1,0) 
6 9,22 5 0,1006 
0,151876 <0,0100 
12 19,14 11 0,0586 
18 22,73 17 0,1581 








Tabel 4.5 Pengujian Asumsi Residual Model ARIMA (Lanjutan) 
Model 
ARIMA 
Uji White noise Uji Normalitas 
Lag 
2
  df P-value D P-value 
ARIMA 
(0,1,1) 
6 4,28 5 0,5092 
0,175782 <0,0100 
12 13,03 11 0,2913 
18 17,60 17 0,4147 
24 20,31 23 0,6230 
Hasil pengujian asumsi residual pada Tabel 4.5 menunjukkan 
bahwa semua model dugaan telah memenuhi asumsi white noise 
karena p-value dari residual pada lag-lag yang diuji menunjukkan 
nilai yang lebih besar dari nilai .  Sedangkan pada pengujian 
normalitas didapatkan bahwa model dugaan yang telah memenuhi 
asumsi residual berdistribusi normal adalah model ARIMA 
([1,7,14],1,1), ARIMA ([1,7,14],1,0), ARIMA ([1,14],1,0), 
ARIMA ([7,14],1,1), ARIMA ([7,14],1,0), ARIMA ([14],1,1), dan 
ARIMA ([14],1,0). Berdasarkan hasil pengujian signifikansi 
parameter serta pengujian asumsi residual didapatkan bahwa tidak 
ada model dugaan yang memenuhi signifikansi parameter 
sekaligus asumsi residual white noise dan berdistribusi normal, 
sehingga pemilihan model untuk deret input yang akan digunakan 
pada analisis fungsi transfer merupakan model yang parameternya 
signifikan, residual white noise, namun mengabaikan aumsi 
residual berdistribusi normal. 
Tabel 4.6 Kriteria Kebaikan Model Deret Input 
Model ARIMA RMSEP MAPEP 
ARIMA (1,1,0) 76,724 12,514 
ARIMA (0,1,1) 76,807 12,516 
Berdasarkan Tabel 4.6 didapatkan bahwa model dengan nilai 
RMSEP dan MAPEP terkecil adalah ARIMA (1,1,0) sehingga 
didapatkan model input fungsi transfer adalah sebagai berikut: 
1 1 1 1 2
.
t t t t t
X X X X a 
  
     
Tahapan selanjutnya merupakan prewhitening deret input serta 





1 1 1 7 2
,
t t t t t
X X X X  
  
      
sehingga prewhitening untuk deret output adalah sebagai berikut 
1 1 1 7 2
,
t t t t t
Y Y Y Y  
  
     
Berdasarkan 
t
  dan 
t
  untuk selanjutnya akan didapatkan CCF dari 
kedua deret tersebut yang menunjukkan pengaruh dari deret input 
terhadap deret output. Plot dari CCF digunakan untuk menentukan 
orde b, r, dan s untuk membentuk model fungsi transfer sementara. 
 
Gambar 4.10 Plot CCF Data Harga Besi Beton dengan Harga Billet 
Gambar 4.10 menunjukkan bahwa hanya lag ke-0 yang signifikan. 
Hal ini berarti bahwa harga billet pada bulan ini memiliki 
keterikatan secara langsung terhadap harga besi beton bulan ini. 
Nilai b=0, s=0, dan r=0 karena plot CCF tidak menunjukkan pola 
tertentu sehingga dugaan sementara untuk model fungsi transfer 
adalah  
0t t
v B x x  dengan pengujian signifikansi parameter 
sebagai berikut: 
Tabel 4.7 Pengujian Signifikansi Parameter Model Fungsi Transfer 
Estimasi 
Parameter 
SE t-value P-value 
0
0,91283    0,07088 12,88 <0,0001 
Langkah selanjutnya adalah pemeriksaan residual dari model 






Tabel 4.8 Pengujian Asumsi Residual Model Fungsi Transfer 
Uji White noise Uji Normalitas 
Lag 
2
  df P-value D P-value 
6 3,86 6 0,6952 
0,077946 >0,1500 
12 11,88 12 0,4551 
18 22,00 18 0,2320 
24 32,94 24 0,1054 
Berdasarkan Tabel 4.8 didapatkan nilai p-value dari uji L-jung 
Box telah lebih dari 0,05 untuk lag 6, 12, 18, dan 24 sehingga dapat 
dikatakan bahwa residual telah independen. Berdasarkan Tabel 4.8 




Gambar 4.11 Plot (a) ACF dan (b) PACF Residual Model Transfer 
Plot ACF dan PACF dari residual pada model fungsi transfer telah 
menunjukkan deret yang white noise, sehingga tidak terdapat pola 
untuk deret noise. 
Tabel 4.9 Pengujian Uji White Noise CCF Residual Model Fungsi Transfer 
dengan Deret Input 
Lag 
2
  df P-value 
5 4,92 5 0,4257 
11 10,29 11 0,5043 
17 12,19 17 0,7886 
23 13,16 23 0,9485 
P-value dari uji Ljung-Box untuk CCF antara komponen 
residual dengan prewhitening deret input  
t


























































transfer menunjukkan nilai lebih dari 0,05 sehingga didapatkan 
bahwa kedua series telah independen. Model akhir dari fungsi 











(1 ) (1 )
.
t t
t t t t
t t t t
t t t t
B y B x
y y x x
y x x y












Berdasarkan model fungsi transfer yang terbentuk, maka dapat 
diketahui bahwa ty  dipengaruhi oleh 1 , ,t tx x   dan 1ty  . 
b. Data Transformasi Box-Cox 
  Setelah dilakukan transformasi Box-Cox pada data harga 
billet dan didapatkan rounded value dari lambda adalah 1, maka 
selanjutnya adalah memeriksa stasioneritas dalam mean dari deret 
hasil transformasi harga billet. Untuk mengetahui apakah data telah 
stasioner dalam mean adalah dengan melihat plot ACF serta PACF. 
  
(a) (b) 
Gambar 4.12 Plot (a) ACF dan (b) PACF Data Harga Billet Setelah 
Transformasi 
Plot ACF pada data harga billet menunjukkan pola dies down yang 
berarti deret belum stasioner dalam mean sehingga perlu dilakukan 
differencing. Plot ACF dan PACF pada data harga billet setelah 
dilakukan differencing ditunjukkan pada Gambar 4.12. 
Pemeriksaan kembali plot ACF dan PACF dilakukan untuk 
mengetahui apakah setelah dilakukan differencing sudah 




























































Gambar 4.13 Plot (a) ACF dan (b) PACF Data Harga Billet Setelah 
Differencing 
Pada Gambar 4.13 terlihat bahwa plot ACF cut off pada lag 
pertama sedangkan PACF cut off pada lag pertama dan ketujuh 
yang menunjukkan bahwa data harga billet telah stasioner. 
Tahap selanjutnya adalah menentukan orde p dan q untuk 
membentuk model dugaan awal ARIMA. Berdasarkan plot ACF 
dan PACF didapatkan bahwa model dugaan yang terbentuk adalah 
ARIMA ([1,7],1,1), ARIMA (1,1,1), ARIMA(1,1,0), ARIMA 
(0,1,1), ARIMA ([7],1,1), dan ARIMA ([7],1,0). Berdasarkan 
model dugaan tersebut untuk selanjutnya akan dilakukan estimasi 
dan pengujian parameter. 




SE t-value P-value 
ARIMA ([1,7],1,1) 
1
0, 30781   0,28083 1,10 0,2730 
7
0, 30907   0,15148 2,04 0,0413 
1
0,16140    0,31829 -0,51 0,6121 
ARIMA (1,1,1) 
1
0, 47675   0,30862 1,54 0,1224 
1
0, 06740   0,35180 0,19 0,8481 
ARIMA (1,1,0) 
1
0, 42141   0,13301 3,17 0,0015 
ARIMA (0,1,1) 
1































































SE t-value P-value 
ARIMA ([7],1,1) 
7
0, 32596   0,14913 2,19 0,0288 
1
0, 42980    0,13656 -3,15 0,0016 
ARIMA ([7],1,0) 
7
0, 25542   0,15194 1,68 0,0927 
Berdasarkan Tabel 4.10 dapat diketahui bahwa hanya parameter-
parameter dari model ARIMA (1,1,0) dan ARIMA ([7],1,1) yang 
signifikan karena p-value lebih kecil dari .  Langkah selanjutnya 
adalah pemeriksaan asumsi residual digunakan untuk mengetahui 
kelayakan model ARIMA yang terbentuk. Deret input yang 
digunakan harus memenuhi asumsi white noise dan berdistribusi 
normal. 
Tabel 4.11 Pengujian Asumsi Residual Model ARIMA 
Model 
ARIMA 
Uji White noise Uji Normalitas 
Lag 
2
  df P-value D P-value 
 ARIMA 
([1,7],1,1) 
6 5,82 3 0,1205 
0,125555 0,0631 
12 8,14 9 0,5205 
18 10,74 15 0,7710 
24 14,93 21 0,8266 
ARIMA 
(1,1,1) 
6 6,05 4 0,1958 
0,123431 0,0728 
12 11,78 10 0,3000 
18 13,99 16 0,5998 
24 18,57 22 0,6715 
ARIMA 
(1,1,0) 
6 5,93 5 0,3130 
0,126374 0,0594 
12 12,05 11 0,3601 
18 14,13 17 0,6576 
24 18,53 23 0,7280 
ARIMA 
(0,1,1) 
6 6,25 5 0,2829 
0,145462 0,0140 
12 14,84 11 0,1898 
18 17,36 17 0,4305 







Tabel 4.11 Pengujian Asumsi Residual Model ARIMA (Lanjutan) 
Model 
ARIMA 
Uji White noise Uji Normalitas 
Lag 
2
  df P-value D P-value 
ARIMA 
([7],1,1) 
6 5,34 4 0,2546 
0,099742 >0,1500 
12 8,94 10 0,5379 
18 12,42 16 0,7146 
24 18,42 22 0,6808 
ARIMA 
([7],1,0) 
6 13,58 5 0,0185 
0,110199 >0,1500 
12 19,67 11 0,0501 
18 26,73 17 0,0621 
24 37,30 23 0,0302 
Hasil pengujian asumsi residual menunjukkan bahwa model 
dugaan ARIMA ([1,7],1,1), ARIMA (1,1,1), ARIMA (1,1,0), 
ARIMA (0,1,1), dan ARIMA ([7],1,1) telah memenuhi asumsi 
white noise karena p-value dari residual pada lag-lag yang diuji 
menunjukkan nilai yang lebih besar dari nilai .  Sedangkan pada 
pengujian normalitas didapatkan bahwa model dugaan yang telah 
memenuhi asumsi residual berdistribusi normal adalah model 
ARIMA ([1,7],1,1), ARIMA (1,1,1), ARIMA (1,1,0), ARIMA 
([7],1,1), dan ARIMA ([7],1,0). Terdapat dua model dugaan yang 
memenuhi signifikansi parameter serta asumsi residual, yakni 
model ARIMA (1,1,0) dan ARIMA ([7],1,1). Model yang akan 
digunakan pada analisis fungsi transfer merupakan model yang 
mampu memberikan nilai kesalahan peramalan yang paling kecil. 
Tabel 4.12 Kriteria Kebaikan Model Deret Input 
Model ARIMA RMSEP MAPEP 
ARIMA (1,1,0) 75,798 12,405 
ARIMA ([7],1,1) 58,691 9,780 
Berdasarkan Tabel 4.12 didapatkan bahwa model dengan nilai 
RMSEP dan MAPEP terkecil adalah ARIMA ([7],1,1) sehingga 
didapatkan model input fungsi transfer adalah sebagai berikut: 
1 7 7 7 8 1
.
t t t t t t t
X X X X a a  
   





Tahapan selanjutnya merupakan prewhitening deret input serta deret 
output. Prewhitening untuk deret input adalah sebagai berikut: 
1 7 7 7 8 1 1
,
t t t t t t
X X X X    
   
       
sehingga prewhitening untuk deret output adalah sebagai berikut 
1 7 7 7 8 1 1
.
t t t t t t
X X X X    
   
      
Berdasarkan 
t
  dan 
t
  untuk selanjutnya akan didapatkan CCF dari 
kedua deret tersebut yang menunjukkan pengaruh dari deret input 
terhadap deret output. Plot dari CCF digunakan untuk menentukan 
orde b, r, dan s untuk membentuk model fungsi transfer sementara. 
 
Gambar 4.14 Plot CCF Data Harga Besi Beton dengan Harga Billet 
Gambar 4.14 menunjukkan bahwa hanya lag ke-0 yang signifikan. 
Hal ini berarti bahwa harga billet pada bulan ini memiliki 
keterikatan secara langsung terhadap harga besi beton bulan ini. 
Nilai b=0, s=0, dan r=0 karena plot CCF tidak menunjukkan pola 
tertentu sehingga dugaan sementara untuk model fungsi transfer 




v B x x  
Tabel 4.13 Pengujian Asumsi Residual Model Fungsi Transfer 
Uji White noise Uji Normalitas 
Lag 
2
  df P-value D P-value 
6 6,09 6 0,4133 
0,099061 >0,1500 
12 12,37 12 0,4161 
18 23,96 18 0,1562 





Berdasarkan Tabel 4.13 didapatkan nilai p-value dari uji L-
jung Box telah lebih dari 0,05 untuk lag 6, 12, 18, dan 24 sehingga 
dapat dikatakan bahwa residual telah independen. Berdasarkan 




Gambar 4.15 Plot (a) ACF dan (b) PACF Residual Model Transfer 
Gambar 4.15 menunjukkan pemeriksaan terhadap plot ACF dan 
PACF pada residual model fungsi transfer didapatkan bahwa 
terdapat lag yang diduga signifikan, yakni pada lag 7 sehingga 
terdapat indikasi bahwa deret noise mengikuti model AR [7]. 
Untuk mengetahui apakah lag 7 memberikan pengaruh yang 
signifikan maka dilakukan pengujian signifikansi parameter model 
dengan menyertakan deret noise dapat dilihat pada Tabel 4.7. 






SE t-value P-value 
AR ([7]) 
7
0, 24679   0,15019 1,64 0,1004 
0
0, 0014238    0,0001537 9,26 <0,0001 
Berdasarkan Tabel 4.14 didapatkan bahwa hasil pengujian 
signifikansi parameter menunjukkan bahwa parameter tidak 
signifikan sehingga deret noise dapat ditiadakan. Namun menurut 
Kostenko dan Hyndman (2008), signifikansi suatu parameter dapat 
diabaikan dalam kepentingan peramalan karena hal yang lebih 


























































hasil ramalan. Oleh karena itu akan dilakukan dua pemodelan 
yakni dengan memasukkan pengaruh dari deret noise dan dengan 
mengabaikan pengaruh dari deret noise untuk mengetahui model 
mana yang lebih baik untuk memodelkan harga besi beton. Model 


























Sehingga model fungsi transfer dengan menyertakan deret noise 






* * * *
1 1
7
* * * *
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(1 0, 24679 )
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Tabel 4.15 dan 4.16 menunjukkan hasil pengujian terhadap 
residual dari model transfer dengan menyertakan deret noise. 
Tabel 4.15 Pengujian Asumsi Residual Model Fungsi Transfer dengan 
Menyertakan Deret Noise 
Uji White noise Uji Normalitas 
Lag 
2
  df P-value D P-value 
6 6,50 5 0,2607 
0,077022 >0,1500 
12 8,09 11 0,7053 
18 16,90 17 0,4610 





Tabel 4.15 menunjukkan bahwa p-value dari uji Ljung-Box untuk 
sampel ACF telah independen secara statistik karena bernilai lebih 
dari 0,05. Pada pengujian normalitas juga didapatkan bahwa p-
value bernilai lebih dari 0,05 sehingga asumsi residual berdistribusi 
normal telah terpenuhi. 
Tabel 4.16 Pengujian Uji White Noise CCF Residual Model Fungsi Transfer 
dengan Menyertakan Deret Noise 
Lag 
2
  df P-value 
5 2,78 5 0,7338 
11 5,99 11 0,8740 
17 9,10 17 0,9371 
23 12,62 23 0,9597 
P-value dari uji Ljung-Box untuk CCF antara komponen residual 
dengan prewhitening deret input  
t
  dari model fungsi transfer 
menunjukkan nilai lebih dari 0,05 sehingga didapatkan bahwa 
kedua series telah independen. 
 Selanjutnya akan dilakukan pemodelan tanpa menyertakan 
komponen deret noise. Pengujian terhadap signifikansi parameter 
model tanpa menyertakan deret noise dapat dilihat pada Tabel 4.17. 




SE t-value P-value 
0
0, 0014348    0,0001517 9,46 <0,0001 
Hasil pengujian signifikansi parameter menunjukkan bahwa 
parameter signifikan karena p-value bernilai kurang dari 0,05. 






* * * *
1 1





(1 ) (1 )
0,0014348 0,0014348
t t
t t t t
t t t t
B y B x
y y x x














t tx x  dan 
* 2
t ty y . 
Berdasarkan model fungsi transfer yang terbentuk, maka dapat 
diketahui bahwa ty  dipengaruhi oleh 1 , ,t tx x   dan 1ty  . 
Tabel 4.18 Pengujian Uji White Noise CCF Residual Model Fungsi Transfer 
Tanpa Menyertakan Deret Noise 
Lag 
2
  df P-value 
5 2,63 5 0,7565 
11 6,50 11 0,8378 
17 10,05 17 0,9017 
23 12,75 23 0,9572 
P-value dari uji Ljung-Box untuk CCF antara komponen 
residual dengan prewhitening deret input  
t
  dari model fungsi 
transfer menunjukkan nilai lebih dari 0,05 sehingga didapatkan 
bahwa kedua series telah independen. 
Untuk mendapatkan model terbaik di antara penggunaan data 
asli atau data transformasi untuk memodelkan harga besi beton 
menggunakan Fungsi Transfer maka dilakukan pemeriksaan 
terhadap RMSEP dari masing-masing model untuk mengetahui 
model dengan RMSEP paling kecil. 
Tabel 4.19 Kriteria Kebaikan Model Fungsi Transfer 















y x  70,735 11,200 
Berdasarkan Tabel 4.19 dapat diketahui bahwa model yang paling 
baik diperoleh ketika digunakan data transformasi dengan 
memasukkan pengaruh dari deret noise.  RMSEP yang didapatkan 
adalah sebesar 66,917 dengan selisih 3,818 lebih kecil 
dibandingkan ketika deret noise diabaikan dan 20,499 lebih kecil 
dibandingkan ketika menggunakan data asli. Namun perlu diingat 





memberikan pengaruh yang signifikan. Model akhir dari fungsi 
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dengan 
* 3
t tx x  dan 
* 2
t ty y . 
Berdasarkan model fungsi transfer yang terbentuk, maka dapat 









Gambar 4.16 Perbandingan Model Fungsi Transfer Data Aktual dengan Hasil 
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 Berdasarkan Gambar 4.16 dapat diketahui bahwa pada data 
in-sample, antara data aktual dengan data hasil ramalan memiliki 
pola yang mirip dan selisih yang kecil. Namun hal tersebut 
menunjukkan hasil yang berbeda ketika model diterapkan untuk 
data out-sample karena didapatkan perbedaan yang cukup besar 
antara data aktual dengan data hasil ramalan. 
4.3 Pemodelan Harga Besi Beton Menggunakan ARDL 
Tahapan dalam pembentukan model ARDL adalah dengan 
melakukan regresi linier antara harga besi beton dengan variabel 
harga billet dan lag nya. Hasil pemodelan harga besi beton dengan 
harga billet adalah sebagai berikut: 
Tabel 4.20 Hasil Pemodelan Antara Yt dengan Xt 
Variabel Koefisien SE t-value P-value 
Konstanta 23 13,8 1,67 0,101 










Hasil pemodelan harga besi beton dengan harga billet dan lag 
pertama dari harga billet adalah sebagai berikut: 
Tabel 4.21 Hasil Pemodelan Antara Yt dengan Xt dan Xt-1 
Variabel Koefisien SE t-value P-value 
Konstanta 28,2 13,4 2,10 0,041 
Xt 1,084 0,148 7,31 0,000 
Xt-1 -0,182 0,145 -1,26 0,215 
1
2
28, 2 1,084 0,182
95,07% 21, 2927
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Penambahan lag pertama dari harga billet untuk memodelkan 
harga besi beton ternyata menyebabkan terjadinya perubahan tanda 
dari koefisien variabel harga billet yang awalnya positif menjadi 
negatif sehingga model terbaik yang digunakan adalah ketika 





Selanjutnya dilakukan pemeriksaan plot ACF dan PACF dari 
residual model terpilih sementara. 
  
(a) (b) 
Gambar 4.17 Plot (a) ACF dan (b) PACF dari Model ARDL Sementara 
Berdasarkan plot ACF dan PACF didapatkan hasil bahwa residual 
masih belum white noise karena masih terdapat lag yang 
signifikan. Lag yang signifikan pada plot ACF adalah lag 1 dan lag 
2 sehingga akan dilakukan penambahan komponen autoregressive, 
yakni Yt-1 dan Yt-2 pada model. Penambahan lag pertama dari harga 
besi beton menghasilkan model sebagai berikut: 
Tabel 4.22 Hasil Pemodelan Antara Yt dengan Xt dan Yt-1 
Variabel Koefisien SE t-value P-value 
Konstanta 17,4 11,2 1,55 0,129 
Xt 0,4691 0,0928 5,05 0,000 
Yt-1 0,4685 0,0967 4,84 0,000 
1
2
17, 4 0, 4691 0, 4685
96,67% 17,5020





   
 
 
Hasil pemodelan harga besi beton dengan menambahkan 
komponen lag kedua dari harga besi beton adalah sebagai berikut: 
Tabel 4.23 Hasil Pemodelan Antara Yt dengan Xt, Yt-1, dan Yt-2 
Variabel Koefisien SE t-value P-value 
Konstanta 19,1 10,9 1,76 0,086 
Xt 0,4929 0,0893 5,52 0,000 
Yt-1 0,726 0,142 5,11 0,000 




























































19,1 0, 4929 0,726 0, 285
96,98% 16,5041








Penambahan lag kedua dari harga besi beton ternyata 
menyebabkan perubahan tanda dari positif menjadi negatif 
sehingga model terbaik adalah model dengan menambahkan 
komponen lag pertama dari harga besi beton. Pada model ARDL 
didapatkan nilai koefisien determinasi yang mencapai 96,67%. 
Pengujian signifikansi parameter dari model ARDL terpilih dapat 
dilihat pada Tabel 4.22. Baik komponen harga billet maupun lag 
pertama dari harga besi beton sama-sama memiliki pengaruh yang 
signifikan terhadap harga besi beton. Hal tesebut dapat diketahui 
berdasarkan p-value yang bernilai kurang dari 0,05. 
Langkah selanjutnya adalah melakukan pemeriksaan terhadap 
residual untuk mengetahui apakah asumsi residual white noise dan 
berdistribusi normal telah terpenuhi. 
  
(a) (b) 
Gambar 4.18 Plot (a) ACF dan (b) PACF dari Model ARDL 
Berdasarkan Gambar 4.18 dapat diketahui bahwa asumsi white 
noise pada residual belum terpenuhi karena masing-masing dari 




























































Gambar 4.19 Uji Normalitas Residual Model ARDL 
Asumsi residual berdistribusi normal pada model ARDL telah 
terpenuhi. Hal tersebut dapat dilihat dari Gambar 4.19 yang 
menunjukkan p-value untuk pengujian normalitas telah lebih dari 
0,05. 
 
Gambar 4.20 Perbandingan Model ARDL Data Aktual dengan Hasil Ramalan 
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 Berdasarkan Gambar 4.20 dapat diketahui bahwa pada pada 
penggunaan metode ARDL baik pada data in-sample maupun out-
sample, antara data aktual dengan data hasil ramalan memiliki 
selisih yang besar. 
Tabel 4.24 Kriteria Kebaikan Model ARDL 
Model RMSEP MAPEP 
1
17, 4 0, 4691 0, 4685
t t t t
Y X Y 

     90,924 13,924 
 Nilai kebaikan model ARDL berdasarkan kriteria RMSEP 
didapatkan hasil sebesar 90,924. Apabila dibandingkan dengan 
metode Fungsi Transfer, model ARDL memiliki tingkat kesalahan 
yang lebih besar. Bahkan dari Gambar 4.20 dapat diketahui bahwa 
dengan menggunakan model ARDL justru memberikan hasil 
peramalan out sample harga billet yang lebih tinggi dibandingkan 
dengan harga besi beton. Selain menghasilkan tingkat kesalahan 
yang lebih besar, perlu diingat kembali bahwa asumsi untuk 
independensi residual dari model ARDL belum terpenuhi. 
4.4 Pemodelan Harga Besi Beton Menggunakan SVR 
Pada penelitian ini akan dilakukan pemodelan harga besi 
beton menggunakan SVR berdasarkan lag-lag yang signifikan dari 
pemodelan sebelumnya sebagai komponen support vector, yakni 
Fungsi Transfer dan ARDL. 
4.4.1 Pemodelan Harga Besi Beton Menggunakan Fungsi 
Transfer-SVR 
Berdasarkan pembahasan pada Subbab 4.2 mengenai 
pemodelan harga besi beton dengan menggunakan analisis Fungsi 
Transfer didapatkan bahwa model untuk terbaik nilai Yt 
dipengaruhi oleh Xt, Xt-1, Xt-7, Xt-8, Yt-1, Yt-7, dan Yt-8. Hal tersebut 
berarti bahwa harga besi beton untuk bulan ini dipengaruhi oleh 
harga billet bulan ini, harga billet satu bulan yang lalu, harga billet 
tujuh bulan yang lalu, harga billet delapan bulan yang lalu, harga 
besi beton satu bulan yang lalu, harga besi beton tujuh bulan yang 





dilakukan pemodelan dengan menggunakan Fungsi Transfer-SVR, 
terlebih dahulu dilakukan pemilihan fungsi kernel yang sesuai. 
 
Gambar 4.21 Scatter Plot antara Yt dengan Xt, Xt-1, Xt-7, Xt-8, Yt-1, Yt-7, dan Yt-8 
Berdasarkan Gambar 4.21 dapat diidentifikasikan bahwa Yt 
memiliki hubungan linier dengan Xt, Xt-1, Xt-7, Xt-8, Yt-1, Yt-7, dan 
Yt-8 sehingga pada metode Fungsi Transfer-SVR ini akan 
digunakan kernel linier. Selain itu juga akan digunakan kernel RBF 
sebagai pembanding karena kernel RBF merupakan fungsi kernel 
yang umum digunakan dan dapat memberikan hasil pemodelan 
yang baik. 
Penentuan nilai parameter pada Fungsi Transfer-SVR adalah 
dengan menggunakan metode grid search dengan dua kali iterasi 
untuk mendapatkan nilai yang global optimum. Kombinasi nilai 
parameter untuk iterasi pertama adalah dengan parameter epsilon 
digunakan rentang nilai 0,001 hingga 0,1 dengan selisih nilai 
0,001; parameter cost digunakan rentang nilai 100 hingga 1000 
dengan selisih nilai 50; dan parameter gamma digunakan rentang 
nilai 0,1 hingga 1,5 dengan selisih nilai 0,1. Sedangkan untuk 
iterasi kedua dilakukan pemilihan parameter dengan rentang nilai 
yang berada di sekitar parameter terpilih yang mampu memberikan 







Tabel 4.25 Hasil Pemodelan Iterasi Pertama Harga Besi Beton Menggunakan 
Metode Fungsi Transfer-SVR 
Parameter 
Kernel RMSEP MAPEP 
Epsilon Cost Gamma 
0,014 100 - 
Linier 
88,915 13,510 
0,006 250 - 87,533 13,365 
0,025 1000 - 89,405 13,535 
0,084 100 0,1 
RBF 
117,825 18,090 
0,071 100 0,2 119,834 18,665 
0,065 100 0,2 121,580 18,947 
Berdasarkan hasil dari iterasi pertama didapatkan bahwa 
penggunaan kernel linier menghasilkan nilai kesalahan yang lebih 
kecil dibanding dengan penggunaan kernel RBF. Nilai error 
terkecil didapatkan ketika menggunakan parameter epsilon sebesar 
0,006 dan cost sebesar 250. 
Kombinasi nilai parameter untuk iterasi kedua dengan 
menggunakan kernel linier adalah parameter epsilon digunakan 
rentang nilai 0,005 hingga 0,02 dengan selisih nilai 0,0005 dan 
untuk parameter cost digunakan rentang nilai 50 hingga 300 
dengan selisih nilai 10. Sedangkan kombinasi nilai parameter 
untuk iterasi kedua dengan menggunakan kernel RBF adalah 
parameter epsilon digunakan rentang nilai 0,06 hingga 0,09 dengan 
selisih nilai 0,0005; parameter cost digunakan rentang nilai 50 
hingga 150 dengan selisih nilai 10 dan untuk parameter gamma 
digunakan rentang nilai 0,05 hingga 0,25 dengan selisih nilai 0,05. 
Hasil untuk iterasi kedua dapat dilihat pada Tabel 4.26. 
Tabel 4.26 Hasil Pemodelan Iterasi Kedua Harga Besi Beton Menggunakan 
Metode Fungsi Transfer-SVR 
Parameter 
Kernel RMSEP MAPEP 
Epsilon Cost Gamma 
0,0105 300 - 
Linier 
88,689 13,505 
0,0160 130 - 89,186 13,557 
0,0200 130 - 89,834 13,621 
0,060 50 0,20 
RBF 
122,749 19,133 
0,071 50 0,15 121,920 18,907 





Hasil dari iterasi kedua juga menunjukkan bahwa penggunaan 
kernel linier memberikan hasil yang lebih baik dibanding dengan 
penggunaan kernel RBF. Berdasarkan hasil dari iterasi pertama dan 
kedua didapatkan nilai RMSEP terkecil adalah sebesar 87,533 
dengan nilai epsilon 0,006 dan cost 250. 
 
Gambar 4.22 Perbandingan Model Fungsi Transfer-SVR Data Aktual dengan 
Hasil Ramalan In-sample dan Out-sample Harga Besi Beton 
Berdasarkan Gambar 4.22 dapat diketahui bahwa penggunaan 
metode Fungsi Transfer-SVR pada data in-sample antara data 
aktual dengan data hasil ramalan memiliki pola yang mirip, namun  
tidak begitu halnya dengan hasil pada data out-sample. Terdapat 
selisih yang signifikan antara data aktual dengan hasil ramalan 
pada data out-sample. Bahkan hasil ramalan harga besi beton pada 
data out-sample lebih kecil dibandingkan dengan hasil ramalan 
harga billet. 
4.4.2 Pemodelan Harga Besi Beton Menggunakan ARDL-
SVR 
Berdasarkan pembahasan pada Subbab 4.3 mengenai 
pemodelan harga besi beton dengan menggunakan ARDL 
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dan Yt-1. Hal tersebut berarti bahwa harga besi beton untuk bulan 
ini dipengaruhi oleh harga billet bulan ini dan harga besi beton satu 
bulan yang lalu. Sebelum dilakukan pemodelan dengan 
menggunakan ARDL-SVR, terlebih dahulu dilakukan pemilihan 
terhadap fungsi kernel untuk mendapatkan fungsi kernel yang 
sesuai. 
 
Gambar 4.23 Scatter Plot antara Yt dengan Xt, dan Yt-1 
Berdasarkan Gambar 4.23 dapat diketahui bahwa harga billet dan 
lag pertama harga besi beton memiliki hubungan yang linier 
dengan harga besi beton sehingga pada metode ARDL-SVR ini 
akan digunakan kernel linier. Sama seperti pada Fungsi Transfer-
SVR, pada ARDL-SVR juga akan digunakan kernel RBF sebagai 
pembanding. 
Penentuan nilai parameter pada ARDL-SVR juga 
menggunakan metode grid search dengan dua kali iterasi. 
Kombinasi nilai parameter untuk iterasi pertama bernilai sama 
dengan nilai-nilai yang sebelumnya digunakan pada Fungsi 
Transfer-SVR, yakni pada parameter epsilon digunakan rentang 
nilai 0,001 hingga 0,1 dengan selisih nilai 0,001; parameter cost 
digunakan rentang nilai 100 hingga 1000 dengan selisih nilai 50; 
dan parameter gamma digunakan rentang nilai 0,1 hingga 1,5 
dengan selisih nilai 0,1. Sedangkan untuk iterasi kedua dilakukan 
pemilihan parameter dengan nilai yang berada di sekitar parameter 





Tabel 4.27 Hasil Pemodelan Iterasi Pertama Harga Besi Beton Menggunakan 
Metode ARDL-SVR 
Parameter 
Kernel RMSEP MAPEP 
Epsilon Cost Gamma 
0,082 900 - 
Linier 
95,558 14,665 
0,079 750 - 96,072 14,762 
0,088 200 - 94,532 14,484 
0,058 100 0,1 
RBF 
108,566 16,898 
0,024 1000 0,3 102,598 15,702 
0,091 100 0,1 107,121 16,461 
Berdasarkan hasil dari iterasi pertama didapatkan bahwa 
penggunaan kernel linier menghasilkan nilai error yang lebih kecil 
dibanding dengan penggunaan kernel RBF. Nilai error terkecil 
didapatkan ketika menggunakan parameter epsilon sebesar 0,088 
dan cost sebesar 200. Kombinasi nilai parameter untuk iterasi 
kedua dengan menggunakan kernel linier adalah parameter epsilon 
digunakan rentang nilai 0,08 hingga 0,09 dengan selisih nilai 
0,0005 dan untuk parameter cost digunakan rentang nilai 150 
hingga 950 dengan selisih nilai 10. Sedangkan kombinasi nilai 
parameter untuk iterasi kedua dengan menggunakan kernel RBF 
adalah parameter epsilon digunakan rentang nilai 0,05 hingga 
0,095 dengan selisih nilai 0,0005; parameter cost digunakan 
rentang nilai 50 hingga 150 dengan selisih nilai 10 dan untuk 
parameter gamma digunakan rentang nilai 0,05 hingga 0,4 dengan 
selisih nilai 0,05. Hasil untuk iterasi kedua dapat dilihat pada Tabel 
4.28. 
Tabel 4.28 Hasil Pemodelan Iterasi Kedua Harga Besi Beton Menggunakan 
Metode ARDL-SVR 
Parameter 
Kernel RMSEP MAPEP 
Epsilon Cost Gamma 
0,088 950 - 
Linier 
94,535 14,485 
0,081 950 - 95,753 14,701 
0,082 200 - 95,565 14,666 
0,0840 50 0,1 
RBF 
106,447 16,320 
0,0885 50 0,1 103,892 15,915 





Hasil dari iterasi kedua juga menunjukkan bahwa penggunaan 
kernel linier memberikan hasil yang lebih baik dibanding dengan 
penggunaan kernel RBF. Berdasarkan hasil dari iterasi pertama dan 
kedua didapatkan nilai RMSEP terkecil sebesar 94,532 dengan 
nilai epsilon sebesar 0,088 dan cost sebesar 200. 
 
Gambar 4.24 Perbandingan Model ARDL-SVR Data Aktual dengan Hasil 
Ramalan In-sample dan Out-sample Harga Besi Beton 
 Berdasarkan Gambar 4.24 dapat diketahui bahwa penggunaan 
metode ARDL-SVR pada data in-sample antara data aktual dengan 
data hasil ramalan memiliki pola yang mirip, namun  tidak begitu 
halnya dengan hasil pada data out-sample. Sama halnya pada 
penggunaan metode Fungsi Transfer-SVR, terdapat selisih yang 
signifikan antara data aktual dengan hasil ramalan pada data out-
sample. Persamaan lain yang didapatkan dari hasil pemodelan 
menggunakan Fungsi Transfer-SVR dan ARDL-SVR adalah 
bahwa hasil ramalan harga besi beton pada data out-sample lebih 
kecil dibandingkan dengan hasil ramalan harga billet. 
4.5 Peramalan Harga Besi Beton 
Pada Subbab ini akan dilakukan peramalan harga besi beton 
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dilakukan dengan membandingkan nilai RMSEP dari masing-
masing model. 
Tabel 4.29 Pemilihan Model Terbaik 
Model RMSEP MAPEP Keterangan 
Fungsi Transfer 66,917 10,820 
Parameter deret noise 
tidak signifikan 
ARDL 90,924 13,924 Residual tidak white noise 
Fungsi Transfer-
SVR 
87,533 13,365 - 
ARDL-SVR 94,532 14,484 - 
Berdasarkan pada Tabel 4.29 didapatkan bahwa model terbaik 
untuk meramalkan harga besi beton adalah Fungsi Transfer dengan 
RMSEP sebesar 66,917. Hal ini sesuai dengan hasil penelitian dari 
Makridakis dan Hibon (2000) yang menyatakan bahwa 
penggunaan metode yang kompleks tidak selalu memberikan nilai 
akurasi yang lebih tinggi dibanding dengan menggunakan metode 
yang lebih sederhana. 
 
Gambar 4.25 Perbandingan Hasil Out Sample 
Berikut merupakan hasil ramalan harga besi beton untuk periode 
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Gambar 4.26 Ramalan Harga Besi Beton 
Berdasarkan Gambar 4.26 terlihat bahwa harga besi beton untuk 
periode Maret 2018 hingga Februari 2019 berada pada kisaran 
harga 569 USD hingga 587 USD. Untuk hasil ramalan per bulan 
dapat dilihat pada Tabel 4.30. 







Maret 2018 572,485 September 2018 579,700 
April 2018 580,824 Oktober 2018 584,441 
Mei 2018 574,571 November 2018 586,892 
Juni 2018 569,924 Desember 2018 585,127 
Juli 2018 577,779 Januari 2019 583,586 
Agustus 2018 581,290 Februari 2019 585,796 
Tabel 4.30 menunjukkan bahwa pada ramalan harga besi beton 
pada 12 bulan ke depan, harga terendah terjadi pada bulan Juni 
2018 dengan harga 569,924 USD dan harga tertinggi terjadi pada 
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KESIMPULAN DAN SARAN 
5.1 Kesimpulan 
Berdasarkan hasil dari analisis yang telah dilakukan, 
diperoleh kesimpulan sebagai berikut: 
1. Secara keseluruhan data, harga billet memiliki rata-rata yang 
lebih besar dibandingkan dengan harga besi beton, yakni 
sebesar 436,5 USD/ton dengan standar deviasi sebesar 97,3. 
Sedangkan rata-rata harga besi beton adalah sebesar 428,5 
USD/ton dengan standar deviasi sebesar 96,5. Pada tahun 2013 
hingga 2015 terjadi trend turun baik pada harga billet maupun 
harga besi beton. Harga billet diketahui memiliki rata-rata 
sebesar 456,4 USD/ton dengan standar deviasi sebesar 101,2. 
Sedangkan harga besi beton diketahui memiliki rata-rata 
sebesar 435,6 USD/ton dengan standar deviasi sebesar 98,7. 
Pada tahun 2016 hingga 2018 terjadi trend naik baik pada harga 
billet maupun harga besi beton. Harga billet diketahui memiliki 
rata-rata sebesar 410,3 USD/ton dengan standar deviasi sebesar 
87,1. Sedangkan harga besi beton diketahui memiliki rata-rata 
sebesar 419,1 USD/ton dengan standar deviasi sebesar 94,7. 
Harga billet dan harga besi beton memiliki hubungan linier 
yang kuat dengan nilai korelasi pearson sebesar 0,969; namun 
harga billet maupun harga besi beton belum memenuhi asumsi 
stasioneritas. 
2. Pada penggunaan metode Fungsi Transfer didapatkan bahwa 
nilai Yt  dipengaruhi oleh Xt, Xt-1, Xt-7, Xt-8, Yt-1, Yt-7, dan Yt-8 
dengan nilai RMSEP yang didapatkan adalah sebesar 66,917 
dan MAPEP sebesar 10,820%. Dalam hal ini signifikansi 
parameter untuk deret noise tidak terpenuhi. Pada metode 
ARDL didapatkan bahwa nilai Yt dipengaruhi oleh Xt dan Yt-1 
dengan nilai RMSEP sebesar 90,924 dan MAPEP sebesar 
13,924%. Dalam hal ini asumsi independensi residual belum 
terpenuhi. Pada metode Fungsi Transfer-SVR didapatkan 





menggunakan fungsi kernel linear dan epsilon 0,006 serta cost 
250. Pada ARDL-SVR juga digunakan fungsi kernel linier 
dengan epsilon 0,088 dan cost 200. Pada ARDL-SVR 
didapatkan nilai RMSEP sebesar 94,532 dengan MAPEP 
sebesar 14,484%. 
3. Berdasarkan kriteria kebaikan model dengan memperhatika 
nilai RMSEP terkecil didapatkan bahwa metode peramalan 
Fungsi Transfer mampu meramalkan harga besi beton dengan 
lebih baik dibandingkan ketiga metode yang lain. Hasil 
peramalan harga besi beton untuk 12 periode selanjutnya berada 
pada kisaran harga 569 USD hingga 587 USD. 
5.2 Saran 
Berdasarkan kesimpulan yang diperoleh, dapat dirumuskan 
saran sebagai pertimbangan penelitian selanjutnya adalah sebagai 
berikut: 
1. Menambahkan variabel-variabel prediktor yang berkaitan 
dengan harga besi beton, misalkan hal-hal yang berkaitan 
dengan proses produksi atau adanya kebijakan yang turut 
mempengaruhi harga besi beton. 
2. Menggunakan algoritma untuk optimasi parameter SVR agar 
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Lampiran 1.  Data Harga Billet dan Besi Beton 
No. Bulan Tahun 
Harga 
Billet 
Harga Besi Beton 
1 Maret 2013 568,750 585,000 
2 April 2013 561,500 567,500 
3 Mei 2013 543,125 546,875 
4 Juni 2013 528,750 524,375 
5 Juli 2013 529,800 531,500 
6 Agustus 2013 536,250 541,875 
7 September 2013 533,600 534,000 
8 Oktober 2013 532,250 524,375 
9 November 2013 539,375 509,375 
10 Desember 2013 539,500 522.500 
11 Januari 2014 537,500 521,250 
12 Februari 2014 530,000 507,500 
13 Maret 2014 527,000 502,000 
14 April 2014 529,375 499,375 
15 Mei 2014 526,250 490,625 
16 Juni 2014 525,500 467,500 
17 Juli 2014 517,500 453,125 
18 Agustus 2014 517,750 456,250 
19 September 2014 517,500 442,500 
20 Oktober 2014 488,000 424,375 
     
56 Oktober 2017 523,300 537,500 
57 November 2017 496,000 523,750 
58 Desember 2017 519,875 553,125 
59 Januari 2018 538,000 563,500 





Lampiran 2. Output Statistika Deskriptif Harga Billet dan Harga 
Besi Beton 
Variable Mean StDev Minimum Maximum 
Harga Billet 436,5 97,3 248,9 568,8 
Harga Besi Beton 428,5 96,5 256,3 585,0 
 














Januari 432,6 115,5 257,8 538,0 
Februari 426,4 115,7 264,0 542,5 
Maret 445,4 105,8 313,8 568,8 
April 448,7 91,3 360,0 561,5 
Mei 440,8 88,5 348,5 543,1 
Juni 429,1 99,3 297,3 528,8 
Juli 427,1 104,0 313,4 529,8 
Agustus 444,0 107,9 307,8 536,3 
September 446,3 117,7 288,8 540,6 
Oktober 433,6 114,8 277,3 532,3 
November 431,3 109,9 261,2 539,4 




   
   
   
   
   
   
   
   
   
   
   
Januari 433,1 120,0 256,3 563,5 
Februari 422,4 117,1 262,8 555,0 
Maret 438,1 112,4 306,9 585,0 
April 439,8 92,6 344,4 567,5 
Mei 433,1 82,9 351,3 546,9 
Juni 412,7 90,8 303,8 524,4 
Juli 413,3 95,0 305,0 531,5 
Agustus 435,7 107,7 304,0 541,9 
September 435,0 116,7 288,1 560,6 
Oktober 420,3 114,4 273,1 537,5 
November 423,6 104,3 264,5 523,8 






Lampiran 2. Output Statistika Deskriptif Harga Billet dan Harga 
Besi Beton (Lanjutan) 
Variable Mean StDev Minimum Maximum 
Harga Billet 2013-2015 456,4 101,2 248,9 568,8 
Harga Besi Beton 2013-2015 435,6 98,7 256,3 585,0 
Harga Billet 2016-2018 410,3 87,1 257,8 542,5 






Lampiran 3.  Output Hubungan antara Harga Billet dengan 
Harga Besi Beton 
 
Correlations 
































Lampiran 4.  Syntax SAS untuk Model ARIMA Harga Billet 
data billet;                                                                                                                              
input y;                                                                                                                                  
















                                                                                                                                          
;                                                                                                                                         
proc arima data=billet;                                                                                                                   
identify var=y(1);                                                                                                                        
estimate p=(7) q=(1) noconstant method=ml;                                                                                                
forecast lead=12 out=out2;                                                                                                                
run;                                                                                                                                      
proc univariate data=out2 normal;                                                                                                         

















Lampiran 6.  Syntax SAS untuk Model Fungsi Transfer Harga 
Besi Beton 
data besibeton;                                                                                                                             
      input x y;                                                                                                                            
      label x = 'Input'                                                                                                                     
            y = 'Output';                                                                                                                   




76090271.48 185976.5625                                                                                                                                            
;                                                                                                                                           
proc arima data=besibeton;                                                                                                                                                                                                                                                      
      /*--- Look at the input process -------------------*/                                                                                 
      identify var=x(1);                                                                                                                    
      run;                                                                                                                                                                                                                                                           
      /*--- Fit a model for the input -------------------*/                                                                                 
      estimate p=(7) q=1 method=ml noconstant plot;                                                                                         
      run;                                                                                                                                                                                                                                                              
      /*--- Crosscorrelation of prewhitened series ------*/                                                                                 
      identify var=y(1) crosscorr=(x(1)) nlag=24;                                                                                           
      run;                                                                                                                                                                                                                                                        
      /*--- Fit transfer function - look at residuals ---*/                                                                                 
      estimate input=( 0 $ (0)/(0) x ) noconstant method=ml;                                                                                
      run;                                                                    
      /*--- Final Model - look at residuals ----------------------*/         
estimate p=(7) input=( 0 $ (0)/(0) x ) noconstant method=ml 
plot;                          
/*--- Forecast -------------------------*/                                                                                                  
      forecast lead=12 out=out2 printall;                                                                                                      
      run; 




















Lampiran 7. Output SAS untuk Model Fungsi Transfer Harga 







Lampiran 8.  Output Model ARDL 
 
Regression Analysis: Harga Besi Beton versus Harga Billet 
 
Analysis of Variance 
Source DF Adj SS Adj MS F-Value P-Value 
Regression 1 412711 412711 842,30 0,000 
  Harga Billet 1 412711 412711 842,30 0,000 
Error 46 22539 490       
  Lack-of-Fit 45 22483 500 8,85 0,262 
  Pure Error 1 56 56       
Total 47 435250          
 
Model Summary 
S R-sq R-sq(adj) R-sq(pred) 
22,1356 94,82% 94,71% 94,40% 
 
Coefficients 
Term Coef SE Coef T-Value P-Value 
Constant 23,0 13,8 1,67 0,101 
Harga Billet 0,9144 0,0315 29,02 0,000 
 
Regression Equation 





Lampiran 8.  Output Model ARDL (Lanjutan) 
Regression Analysis: Harga Besi Beton versus Harga Billet. 
Y(t-1) 
 
Analysis of Variance 
Source DF Adj SS Adj MS F-Value P-Value 
Regression 2 390922 195461 638,09 0,000 
  Harga Billet 1 7824 7824 25,54 0,000 
  Y(t-1) 1 7187 7187 23,46 0,000 
Error 44 13478 306       
Total 46 404400          
 
Model Summary 
S R-sq R-sq(adj) R-sq(pred) 
17,5020 96,67% 96,52% 96,07% 
 
Coefficients 
Term Coef SE Coef T-Value P-Value 
Constant 17,4 11,2 1,55 0,129 
Harga Billet 0,4691 0,0928 5,05 0,000 
Y(t-1) 0,4685 0,0967 4,84 0,000 
 
Regression Equation 
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