A quantitative formulation of the uncertainty principle, based on Deutsch's idea of using entropy as a measure of uncertainty to remove the inadequacies of the standard treatment, is presented. This uncertainty in general involves the resolution of the measuring device.
In a recent letter,' Deutsch presented a compelling criticism of the standard quantitative formulation of the uncertainty principle (usually expressed in terms of variances and based on the Heisenberg inequality and its generalizations:! ).
He then proposed the natural and appealing alternative of using entropy as a measure of uncertainty, and presented arguments to demonstrate the viability of this entropic definition of uncertainty. However, his formulation, while essentially correct, is incomplete, and the required modification turns out to be of a rather fundamental nature, as will be seen below. The purpose of this note is to present this modified structure and to demonstrate that the emerging formulation is a complete and satisfactory expression of the uncertainty principle according to the criteria of Ref. 
for details). It is then
demonstrated that U is never less than -2 e&(1 + sup l(alb)l)], thus showing that U is a satisfactory measure of uncertainty. Although it is further noted that a generalization of the above definition to the continuous case is inappropriate, this is dismissed as a technicality on the strength of the statement that actual measurements always involve a countable set of outcomes. While this assertion is correct, it does not reduce the continuous case to the discrete one, and it therefore leaves one with a severely limited definition (e.g., the cases of position-momentum and angle-angular momentum are excluded). In fact even the purely discrete case is not dealt with in a completely satisfactory manner. For example, in the case of a discrete spectrum with a limit point (such as the bound sates of the Coulomb potential accumulating near the ionization limit), the fact that any measuring device has finite resolution and cannot resolve the entire set of eigenvalues is not accounted for by the above definition of entropy. The resolution of the above difficulties lies, not unexpectedly, in a formulation more intimately anchored in the details of the measurement process. To wit, the relevant characteristics of the measuring device must be included in a correct formulation. This inclusion, as the sequel will show, has non-trivial consequences.
-A measuring device fl, used to measure the observable A, in general corresponds to a partitioning of the spectrum of A into a-collection of subsets ai, and the assignment to a state I$) of a corresponding set of probabilities Pk($IDA).
These numbers (to be abbreviated pi") express the probability of finding the outcome of the measurement to have a value in the subset ai. In symbols, where +f is the projection onto the subspace spanned by the states corresponding to the points of oi. 3 Note that while the whole spectrum is characterized by A, the manner of its partitioning is a property of the measuring device. Often the ai are a collection of intervals, which we may descriptively refer to'as "bins". The existence of the .iFf is assured by the spectral theorem, valid for any self-adjoint operator3, and the completeness property is given by the operator statement Ciirf = 1.
The entropy associated with the measurement by means of the device DA is now defined as which is an inherently non-negative quantity. In the rather special case that each ai includes one point of the spectrum (degeneracies being ignored for simplicity), namely an eigenvalue ai, one has +t = lai)(ail, and the above definition reduces to that of Ref. 1 . In realistic situations, however, at least some of the oi will be infinite-dimensional (e.g., continuous spectra, discrete spectra with limit points), which is the essential reason necessitating the present formulation.
It will now be shown that the uncertainty in the measurement of two observpossesses a lower bound which in general depends on the measuring devices, but not on I$). Since the PiA are probabilities, one can write (following Ref. 1) upA, DQ) = -CP,"Pjs hz(Pi"PjB), Ci and proceed to find the infimum of -e~(PiAPj") for a given pair (i, j) and all I$).
To that end, let Ilkll denote the norm of ii. Then for any 1s) with ($I$) = 1, implying that Pi"Pj" < :I]+~ + +Tll". Hence Finally, we consider the archtypal example, the case of position and momentum (restricted to one dimension for simplicity).
Here, we shall assume that position and momentum are measured in bins of size Ax and Ap, respectively.
The projection irf is then an exact analogue of 'r' considered above, and -
Pi+1 +a kp t)(x) = (2a)-'
/ dp / dx'exp [ip(x -x')] $(z') . 
