Abstract. SLA management approaches typically adopt provisioning strategies based on aggregate traffic in order to support endtoend delay requirements of applications. They do not take into account individual flows needs in terms of delay. However, this delay can be very higher than the one observed by aggregate traffic, causing an important impact in network application performance. This paper presents a study based on simulations that makes an analysis of the endto end delay observed by individual flows. Several scenarios are used to evaluate this performance and some metrics are proposed to investigate empirical relations that show the endtoend delay behavior when are analyzed individual flows, the aggregate traffic and the network load.
Introduction
The necessity of quality of service (QoS) management in communication networks is unanimity, as well as the use of Service Level Agreements (SLA) for its implementation. The basis for quality evaluation is the specification of service level parameters which are jointly agreed by customers and service providers. Thus, a SLA establishes parameters and their levels that must be observed during service operation. Real time applications (e.g., voice over IP -VoIP and videoconferencing) and business critical applications are being considered in SLAs established between Internet Service Providers (ISPs) and their customers. In this context, a SLA specifies service level parameters, such as availability and mean time between failures, and network performance parameters, typically, delay, delay variation, packet loss rate and throughput [2] .
The Differentiated Services (DiffServ) architecture allows IP services to be offered in differentiated classes and has been considered as the main strategy for scalable QoS deployment in the Internet. Its operation is based on traffic aggregation, where packets are classified and marked to receive a specific perhop forwarding behavior. Diffserv architecture delegates a complex job to edge nodes, including tasks such as classification, marking, policing and shaping, making core network operation simpler [1] .
Two approaches have been used for QoS management in DiffServ networks. The first one is based on the use of admission control mechanisms. The idea is to deny admission of new traffic that could cause degradation of the performance level experienced by current (i.e., previously admitted) traffic. Several admission control strategies have been proposed which can broadly be classified in two methods: centralized and distributed [3] . Centralized methods involve a central entity, named Bandwidth Broker (BB), which is responsible for admission control decisions. Proposals presented in [4] , [5] and [6] are examples of centralized mechanisms. Conversely, proposals presented in [7] and [8] adopt the distributed method, where admission control decisions are taken by edge devices or end systems [9] . Regardless of the adopted method, the proposed mechanisms vary widely with respect to their implementation details. It is usual to find proposals based on new signaling protocols or based on schemes to measure network load using probing packets. A main difficulty of admission control approach is the complexity it introduces in QoS management. Thus, a second approach is being considered in order to simplify it, which is based on overprovisioning network resources. Roughly speaking, it consists in keeping such a network configuration that supports bandwidth requirements at network peak rate, which means to provision more resources than required to support the average load rate. A practical rule seems to guide overprovisioning process: Provisioning twice the capacity as the peak aggregate load [10] . By following this empirical rule, SLAs involving network performance parameters, including delay, jitter, packet loss rate and throughput would be assured.
Despite of the chosen approach we can identify difficulties when considering SLA assurance for delay sensitive applications. First, in the case of admission control mechanisms, we didn't find any proposition that takes into account delay requirements. In fact, all revised mechanisms try to maximize bandwidth use, without considering the consequences on packet delay. Second, although the fundamental premise stated by overprovisioning approach, of keeping QoS management as simple as possible has a strong appeal, to restrict network traffic to fifty percent of network capacity can be an over simplification. In fact, under business perspective, service providers should try to maximize network resources use. Third, very few studies take into account individual flow requirements in order to handle finegrained SLA involving delay parameters. As mentioned before, DiffServ operation is based on traffic aggregation, which renders management of individual flows performance a complex task. Finally, there certainly is a relationship between delay and network utilization level, but as far as we know, all studies just consider the mean percentage of bandwidth use, without considering its variation. We intend to explore the last two points in depth in our work.
Typically QoS management in DiffServ networks consider some method for sharing the available bandwidth in order to establish provisioning levels, but do not consider individual flows needs, more specifically, they do not consider endtoend delay bounds. Regardless of the fact that the delay observed in aggregate traffic within high capacity backbones is not a relevant issue [11] , we show in this paper that just establishing high overprovisioning levels can be not enough to ensure fine gain SLA commitments. Our concern is to consider deeply this issue, being able to answer more specific questions related to delay sensitive applications. For example, in a scenario that establishes a SLA where 97% of packets of each individual flow of a VoIP application in a DiffServ domain must observe a maximum endtoend delay, we should be able to answer the following questions: Is it possible to guarantee this agreement just considering provisioning levels assigned to the aggregate traffic class? What is the relation between the aggregate traffic and its individual flows in terms of endtoend delay? What are the main factors that affect individual flows performance in this context?
The use of bandwidth allocation in a per class basis for assuring QoS in DiffServ networks is a ubiquitous practice. The great majority of proposals limit the ratio of bandwidth allocation to assure quality for a given service class. However, there is no discussion about the time interval where this ratio should be computed. In our view, this is a fundamental issue if we want to control fine grain SLAs for delay sensitive application. In fact, unpredictable delay occurs due to packet queuing in IP routers, thus, and the mean bandwidth allocation can be acceptable, for example, when calculated in a daily basis, but unacceptable if during peak use intervals the network produces unacceptable packet delay.
In this paper we present a simulationbased study that analyses the endtoend delay observed by individual flows of delay sensitive applications. It shows that this delay can vary widely in relation to the one observed in aggregate traffic. This variation must be considered when one establishes network provisioning levels. Also, some empirical evidences are investigated in order to show the relation between individual flows and aggregate traffic in terms of endtoend delay, considering network utilization rate observed during the determined period of analysis. The paper is organized as follows. Section 2 reviews some related work. Section 3 presents our endtoend delay analysis methodology for the study of individual flows performance. Section 4 presents the simulation results and their analysis. Finally, Section 5 summarizes the main aspects in this study and points to future work.
Related Work
In their seminal work, Fraleigh, Tobagi, and Diot have analyzed several backbone traffic measurements and have shown that the average traffic rate is much lower than link capacities (around 50%) suggesting that low utilization could be a strategy for network resources provisioning [11] . They have concluded that delay is not a relevant issue when dealing with aggregate traffic within high capacity backbones (above 1 Gbits/s), considering 50% of utilization level. Moreover, they showed that network utilization could reach 80% to 90% and delay values would remain acceptable for almost all applications. Their conclusions have influenced the overprovisioning approach to deal with delay requirements on IP networks. However, as said before, overprovisionig may be costly and sometimes impossible to be implemented. For example, leasedlines, wireless links and other access networks have typically low capacity, what renders the approach unfeasible.
Another issue usually not covered by overprovisioning is to take into account individual flow delay. Indeed, many propositions for QoS management are based on the definition of special DiffServ classes for aggregate traffic, and they assume that endto end delay in aggregate class would be the same as those observed in each embedded individual flow. However, some studies show that endtoend delay can vary sufficiently to produce service degradation. Jiang and Yao have investigated the impact of flow aggregation in endtoend delay observed by individual flows in a DiffServ network [12] . This study considers a single aggregation traffic class and has evaluated multiple scenarios with the variation of network load and burstiness level. Results suggest that individual flow delay varies with respect to aggregate flow delay, according to bandwidth utilization level and the variation of the traffic burstiness level. A similar study realized by Siripongwutikorn and Banerjee has investigated individual flows delay embedded in a single traffic class, by considering the provisioning strategy based on aggregate traffic [13] . They considered several scheduling disciplines, such as FIFO and WFQ in their analysis, and the results indicate that traffic heterogeneity, network load and scheduling disciplines affect individual flows performance. Xu and Guérin have studied the performance of individual flows, in terms of packet loss rate, in a scenario where service level guarantees are offered to traffic classes [14] . They proposed an analytical model that measures the performance level of aggregate traffic, in order to foresee individual flows performance. Presented results show that when there are a great number of users it is desirable to avoid the aggregation of traffic flow with different profiles. They also evaluated what additional resources are necessary in order to reach the established loss rate assigned to individual flows.
Our work differs from above studies in several points. First, in the same way as previous studies, we relate delay analysis to network utilization rate, but differently we consider the variation of network utilization rate during simulation time. We show that it is important to consider variation of network utilization rate when evaluating individual flows delay. The second difference is the evaluation metrics. Xu and Guérin study does not consider delay but packet loss rate. Siripongwutikorn and Banerjee analyses the delay of the 99 th percentile of packets of individual flows, while our work considers the 97 th percentile, the one usually adopted as a reference for good quality voice flows 1 . Moreover, we propose the use of a new metric to evaluate the effects of the network load variation in the delay of individual flows. Beside of these differences, our work also brings a contribution by explicitly handling VoIP flows. We analyze two scenarios, the first handling just concurrent VoIP flows and the second handling concurrent VoIP flows mixed to data traffic. In summary, our work proposes new metrics to investigate the relation between endtoend delays observed in individual flows with respect to that observed in the aggregate flow, by taking into account the probability distribution of network utilization rate computed for specific time intervals. 1 Typically, the 97 th percentile is used in SLAs to establish performance metrics. For example, in VoIP systems a general loss of 3% or less is acceptable which indicates that the 97 th percentile is the minumum required quantity for delivered packets on a flow basis. This work used this approach considering the highest delay observed by the 97 th percentile of delivered packets of individual VoIP flows.
Endtoend Delay Analysis Methodology

Delay Requirements and Simulation Hypothesis
Real time applications have typically their SLAs specified in terms of endtoend delay bounds with deterministic or probabilistic guarantees [11] . In the former case, one hard delay limit is defined, while, in the latter case, delay limits are associated to percentiles of delivered packets, as can be seen in Table 1 . When using deterministic guarantee, every delivered packet should experience at most 50ms endtoend delay, whereas in the probabilistic guarantee case, 97% of delivered packets should experience at most 50ms endtoend delay and 99% should experience not more than 60ms. Network delay is a function of several sources: (i) Transmission delay: time to transmit a packet on a link; (ii) Queueing delay: time spent in node buffers waiting for service; (iii) Propagation delay: time related to physical media and link extension; (iv) Processing delay: time related to the switching process. The endtoend delay observed by a packet is affected differently by each delay source. For example, for low capacity links and depending on packet lengths transmission delay could be relevant but it is negligible for high capacity ones. Propagation delay should be considered only in long distance links (e.g., continental links). Processing delay is negligible for the majority of recent network devices. Finally, queuing is the most challenging delay source for researchers and network engineers because of its dependence to traffic behavior, due to the difficulty of developing analytical models that renders the arrival processes non predictable.
Delay requirements for voice applications are well known. For example, ITUT states that real time applications will not be affected by endtoend delay lower than 150ms [15] . This value can be used as a deterministic limit for high quality flows. Actually, a sufficient condition for considering a VoIP flow as a high quality one is 97% of delivered packets to observe an endtoend delay lower than 150ms [15] . However, the choice of appropriate provisioning levels to assure fine grain SLAs involving endtoend delay in IP networks remains as a major challenge. A simple and usual solution is overprovisioning, but as mentioned before, it may be costly and sometimes impossible to be implemented.
From previous analysis of provisioning strategies two questions remain unanswered: (i) Is it possible to guarantee service level agreements based on probabilistic guarantees for individual flows of delay sensitive applications by considering provisioning levels assigned to aggregate traffic classes? (ii) How is individual flows endtoend delay affected by variation of network utilization rate, especially during periods of higher network utilization rates? To answer these questions we performed simulations using Deterministic Guarantee
Probabilistic Guarantee 50ms 97,0% 50ms 99,0% 60ms
the Network Simulator version 2 (NS2) to observe endtoend delay behavior of individual flows considering several network load conditions in order to obtain the relation between individual flow endtoend delay with respect to aggregate traffic end toend delay. Fig. 1 shows the network topology adopted in simulation. Several traffic pairs (S i ,D i ) were instantiated, where each pair generates only one VoIP flow during simulation period. Every generated flow is analyzed in order to evaluate the endtoend delay of its packets. In fact, the highest endtoend delay observed within the 97 th percentile is recorded to compute the performance metrics (see section 3.4). Bandwidth of link L is set to 2 Mbps, because high network utilization rates should be reached. This would be difficult to achieve with higher capacity links, due to low throughput required by each individual VoIP flow (around 30kbps). Propagation delay was not considered as well as processing time at codecs. Although both delay sources must be considered in the overall performance evaluation of a VoIP flow, in the context of this work, which focus is on the analysis of the individual flows performance in terms of delay taking into account variation of network utilization rate, the conclusions would be not modified by those fixed values (i.e., propagation and codec delays). Buffers of routers R 1 and R 2 were adjusted in order to avoid packet loss because its occurrence would affect the determination of target packets for delay analysis and we are just interested in delay analisys of delivered packets. In order to get a more precise analysis the simulation was organized in two stages: stage 1, involving just VoIP traffic and stage 2, involving mixed VoIP and data traffic. They were defined because the distribution of the network utilization rate observed during simulation period has shown distinct behavior when mixed traffic was introduced, as shall see in Section 4. Stage 1 can be seen as a scenario where one queue is used to serve all aggregate traffic formed by VoIP flows. Here we intend to analyze the influence of DiffServ aggregation strategy in the performance of individual VoIP flow, with respect to endtoend delay. On the other hand, Stage 2 can be seen as a scenario where voice traffic is mixed with data traffic with no service differentiation. Here we want to see how data traffic would interfere with VoIP flows.
Topology and Stages of Simulation
Traffic Source Parameters
VoIP applications usually are simulated as a constant bit rate flow. Depending on the codec, traffic may vary widely. For example, G.711 codec requires higher bandwidth than other codecs, however, it provides the best mean opinion score (MOS) [15] , a numerical metric that indicates the quality of human speech in a voice circuit. Silence suppression is an important feature to reduce the required bandwidth for VoIP applications. In this case, we have used the same traffic model adopted in [16] , where talkspurts and silence gaps are both exponentially distributed with the mean equals to 1.5 seconds. Also, the VoIP packet size (payload and headers) is 74 bytes and during transmission periods the packet interarrival time is 20 milliseconds. A major issue in our simulation is the traffic intensity generated by concurrent VoIP flows. In this case, based on the study presented in [17] we use two traffic parameters: the average flow duration (AFD) that establishes an average value in seconds for the duration of a VoIP flow; and the time between flows (TBF) that establishes an average value in seconds for the flow arrival process. AFD and TBF are both exponentially distributed according to the specified mean. Fig. 2 illustrates the VoIP flows generation process. It shows four VoIP flows starting at instants t 1 , t 2 , t 3 and t 6 , respectively, representing the exponential distribution of the TBF parameter. VoIP flows have different duration times, due to exponential distribution of the AFD parameter. The duration time of flows f 1 and f 4 have are respectively given by t 4 t 1 and t 8 t 6 . For data traffic, we have adopted a combined traffic model based on the Internet distribution packet size presented in [18] . It is composed by 58% of 40byte packets, 33% of 552byte packets and 9% of 1500byte packets. In terms of simulation, the Pareto distribution was used to implement this traffic source considering the ON and OFF parameters, respectively, 500ms and 125ms. The shape parameter adopted was 1.5 as suggested in [19] . 
Simulation Scenarios
Simulation time was set to 400s because of the average duration of each VoIP flow and its arrival process, as can be seen in the AFD and TBF parameters in Tables 2 and 3 . In this case, this simulation time permits an adequate period for the proposed analysis methodology since a value of 210s for the AFD parameter and a value of 3.5s for the TBF parameter allow the observation of several concurrent VoIP flows during this simulation time. This approach allows clearly the simulation of the arrival and termination processes of VoIP flows usually observed in real scenarios. As presented in section 3.2, simulation scenarios are divided into two stages. Tables 2 and 3 show, respectively, the configuration of each scenario in each stage. The TBF parameter in stage 1 (see Table 2 ) was decreased in order to generate higher load conditions; a lower TBF represents a lower average time between flows, thus, increasing the number of VoIP flows during a specific time. Four scenarios have been simulated in each stage. In Stage 1, the number of concurrent VoIP flow increases at each new scenario, in order to increase network load. In Stage 2, the number of concurrent VoIP flows is kept constant, but the data traffic rate increases at each new scenario.
Performance metrics
In order to investigate the relation between endtoend delays observed in individual flows with respect to that observed in aggregate traffic we define some performance metrics, as shown in Table 4 , which were analyzed under several simulation scenarios. These metrics will be used to investigate empirical relations between network load and delay of individual flows. Delay performance for individual flows and aggregate traffic can be verified by inspecting d97 i and d97 a . The d97 i and 97 metrics are analyzed σ with respect to the variation of the ρ Δ metric, i.e., its probability density function (pdf), in order to seek a possible empirical relation between aggregate traffic, individual flows and the distribution of the network utilization rate. In this context, a cumulative distribution function (cdf) of ρ ∆ is calculated by the integral of pdf(ρ ∆ ) and can be denoted as follows:
Defining a complementary function of (1), we obtain: Maximum endtoend delay in milliseconds observed in the 97 th percentile for the aggregate VoIP traffic.
Mean of network utilization ratio during interval ∆, where ∆ is measured in seconds. d97m d97i mean.
Probability of ρ ∆ to be greater than x. (see equation (2)).
Simulation Results and Analysis
Stage 1: VoIP Traffic
Mean of network utilization ratio during interval ∆ (ρ ∆ ) is a major parameter in simulation and it is obtained as follows: simulation is repeated 20 times for each scenario and we compute the network load given by the input traffic due to the aggregation of independent VoIP sources in intervals defined by ∆. Figs. 3 and 4 show, respectively, the probability density function and the cumulative distribution function with normalized values for the ρ 1 metric observed during stage 1. These graphs represent the results given by all simulations. Endtoend delay values shown later in this section will be presented along with their 95% confidence intervals. One of the main issues to be investigated in this work is the delay experienced by packets under different load conditions and, mainly, how their variation affect this delay. Observing the average network load during the simulation period, i.e., ρ 400 , in scenarios 1, 2, 3 and 4, respectively, 40.74%, 50.21%, 55.58% and 64.86%, and considering the overprovisioning rule, these values were supposed to be adequate for supporting delay sensitive applications. However, in all scenarios, we can observe the network utilization rate given by ρ 1 above 90%, which could affect considerably the endtoend delay of individual VoIP flows 2 . In fact, when computed for smaller intervals (Δ), ρ ∆ reaches unacceptable values which sometimes could represent a SLA violation. From Fig. 4 , for example, one can observe that the probability of ρ 1 to be 2 Values of network utilization rate above 100% means that the arrival process is higher than the service process given by the output link. Thus, for such periods packets are buffered waiting for service.
higher than 90% is, respectively, 0.41%, 2.28%, 7.02% and 20.00% for scenarios 1, 2, 3 and 4. We can conclude that it is meaningless to discuss the mean of network utilization rate without taking into account the interval in which it is computed (∆). Figs. 5, 6, 7 and 8 show the frequency distribution (normalized values) of d97 i for scenarios 1, 2, 3 and 4, where endtoend delay axis has been plotted on a logarithmic scale. d97 i is computed by considering all values registered in all simulation repetitions, that is, 1600, 1800, 2000 and 2400 VoIP flows for scenarios 1, 2, 3 and 4. The vertical line in each graphic depicts the maximum endtoend delay observed in the 97th percentile for the aggregate VoIP traffic (d97 a ). In all scenarios we can see several VoIP flows where d97 i is greater than the d97 a . This result can be justified by the strategy of grouping all packets of every individual flow in order to compute the 97 th percentile of the aggregate traffic. In this context, it is important to mention that either d97 a or d97 i are computed using the same data set. Using this grouping scheme, it is clear that the 97 th percentile of the aggregate traffic is below the 97 th percentile of some individual flows (i.e., flows that ocurred during higher load conditions) and, therefore, their d97 i are expected to be higher than the associated d97 a . Tables 5 and 6 present the computed values for d97 m and 97 metrics in each scenario, σ along with their 95% confidence intervals. Also, the corresponding values of P[ρ 1 > 100%] and ρ 400 are presented. For scenarios 1 and 2 of both stages the P[ρ 1 > 100%] is almost negligible. As can be seen, the endtoend delay remains very steady under these load conditions. In addition, due to the similar value of P[ρ 1 > 100%], the scenario 3 in Table 6 also showed an acceptable performance in terms of the d97 m metric and its variability (i.e., the 97 metric). This behavior cannot be seen in σ scenario 3 in Table 5 , where a slightly increase of P[ρ 1 > 100%] (i.e., to 2.39%) caused a sensible variation of the d97 m and 97 metric σ s. Finally, the scenario 4 of both stages experienced a significant increase of the network utilization rate, easily noted in the values of P[ρ 1 > 100%] in Tables 5 and 6 , causing exponential augment of the d97 i and 97 metrics to prohibitive levels. σ Figure 3 ) the system remains under higher load conditions which affects directly the overall delay performance given by d97 m and 97 σ metrics, regardless of the fact that the value of ρ 400 could indicate the contrary. On the other side, in the scenarios under lower network utilization, this anomaly does not verify, what clearly indicates the importance of considering the network utilization distribution in the context of individual flows performance.
Remarks
Conclusion
This paper presented a study in order to investigate the endtoend delay behavior observed by individual flows. It is important to understand this behavior and its relation with aggregate traffic and network utilization, mainly when one considers the SLA management for delay sensitive applications. In order to perform this analysis, this study has considered delay requirements for VoIP applications, which defines a maximum endtoend delay to be experienced by the 97 th percentile of packets from each individual VoIP flow. New metrics were defined to evaluate empirical relations between network load and delay of individual flows. Empirical relations were established by an extensive two stage simulation experiment, with multiple scenarios simulating several traffic configurations and a multiplicity of load conditions.
Results confirmed that network utilization ratio is one the parameters that affect the most the delay in IP networks. Moreover, the study presented a new approach to relate network load with delay. It is shown that it is meaningless to consider the mean of network utilization rate without taking into account the interval in which it is computed. Analyzed scenarios indicate that even when the average network utilization rate observed is acceptable, for example under overprovisioning empirical rules, the delay performance observed by several individual flows is impracticable. This new approach suggests that any statement about network utilization rate should also state the time interval in which it is computed, mainly when one considers the SLA specification based on individual flows performance metrics.
