A general fully automated implementation of the incremental scheme for molecules and embedded clusters in the framework of the Coupled Cluster singles and doubles theory is presented. The code can be applied to arbitrary order of the incremental expansion and is parallelized in a master/slave structure. We found that the error in the total correlation energy is lower than 1 kcal/mol with respect to the canonical CCSD calculation if the incremental series is truncated in a proper way.
I. INTRODUCTION
During the last decade a lot of effort has been made in the development of local correlation methods.
Ground state methods like LMP2 [1] [2] [3] [4] [5] [6] [7] [8] [9] , Laplace MP2 [10] , FMO-based MP2 [11] , NLSCC, LCCD, LCCSD or LCCSD(T) [12] [13] [14] [15] [16] [17] [18] where developed in several groups. An alternative approach which can be combined with most standard quantum chemical program packages without changing the correlation modules is the incremental scheme of Stoll [19] [20] [21] which is based on ideas of Nesbet [22] . Within this procedure the occupied orbitals are localized and grouped into local domains. In the next step correlation calculations are performed for all single domains, all pairs, etc. until the desired accuracy is reached. The correlation energy of the total system can be expanded as:
∆ε i = ε i ∆ε ij = ε ij − ∆ε i − ∆ε j 2 where ε i is the correlation energy of the subsystem i and ε ij the correlation energy of the subsystem i and j together. The general increment is given as: 
where the index I t−v is defined as the elements of the power set of {i 1 , i 2 , ..., i t } with the cardinality t − v (v runs from 1 to (t−1)). For molecules the series in eq. 1 is always finite and exact, because the last term corresponds to a correction yielding the exact correlation energy. Since local orbitals usually decay very rapidly, we can expect that the series can be truncated at low order (e.g. second or third [19, [23] [24] [25] ). A nice property of the incremental scheme is the possibility to extend it to the multi-reference case [26] [27] [28] [29] [30] .
One aspect limiting the applications of the incremental scheme is that up to now a lot of handwork is required in order to obtain an energy within the framework of the incremental scheme.
Therefore it is the goal of this work is to generate a completely automatic procedure in order to use the incremental scheme as a black box method. Our present work relies on the use of standard correlation codes, i.e. the emphasis is on the potential accuracy of the approach rather than on computational savings.
II. THEORY A. Notation
For compactness of notation we introduce the variable X as summation index which runs over all members of the power set of the set of domains P(D) up to a given cardinality. Within this notation we can write eq. 1 as: If two parts of a given domain are far apart, we can set the incremental energy to zero, since the parts can be treated as uncorrelated (e.g.:
This can easily be generalized to higher order increments. The implementation of such a truncation can be achieved by a distance threshold. Eq. 4 turns out to be very useful for production calculations.
C. Obtaining groups of occupied orbitals
The occupied orbitals are localized with a Foster-Boys procedure [31] using the algorithm of Edmiston and Ruedenberg [32] . For these localized orbitals we build the centers of charge due to the diagonal elements of the dipole integrals in MO-basis.
Using eq. 5 we are able to map our set of occupied orbitals O to a set of vectors. From this set of vectors we build the distance matrix D of all vector pairs. In the next step we construct the connectivity matrix 4 C according to:
where t is a distance threshold and f is a constant stretching factor of 10000. The factor of 10 8 enters in order to avoid an overflow of integers. Since metis graph partitioning [33] needs the number of parts in advance, we introduce the domain size parameter to control this number. Due to the fast increase of the calculation time it is more convenient to control the size of the domains than a given number of domains. We calculate the number of parts parameter for metis according to:
number of parts = nr of occupied orbitals domain size parameter (7) Furthermore, since the graph partitioning requires integer variables we do a type cast from double to integer. The graph partitioning is done with the condition that the sum of the cut edge weights is minimal. According to the definition of our connectivity matrix C this forces close lying orbitals to be in one domain. At the end we obtain compact disjoint subsets of our localized occupied orbitals.
D. Excitation spaces for one-site domains
Our goal is to obtain a virtual space V φa for every occupied orbital φ a :
This is analogous to introducing excitation domains as in the well established local MPn methods of Pulay et al. [4] or Werner et al. [5] . Our virtual space is spanned by a set of projected atomic orbitals
The set of PAO's is constructed according to [4, 12] :
In local orbitals we recognize that an atomic orbital is important if it's center is close to the center of charge of the MO to be correlated. Guided by the decay of the localized occupied orbitals we can restrict 5 the excitation space of an occupied orbital according to:
We use the AO representation ofφ MO a to find the most important AO functions in φ
where λ is the shift vector of the AO-function. Since we usually have a set of AO basis functions on the same center, we define the set E v :
According to eq. 12 we can divide the set of AO-functions into disjoint subsets. We can find the important
by successively using the sets E v where v is closest to the center of charge of φ MO a until eq. 10 is fulfilled. In order to get the ordering of the sets E v according to the distance to the center of charge of the a-th local MO we define:
Now we find the smallest n where eq. 14 is fulfilled.
With this procedure we obtainφ MO a . From eq. 9 we identify the mapping:
The representation ofφ MO a contains a set of AO-functions which can be mapped to their corresponding PAO's according to eq. 15. Thus we find a local excitation space V φa for the orbital φ In order to obtain a local excitation space V i for our one-site domain i we have to unify the sets of PAO's which correspond to the occupied orbitals in the domain.
E. Construction of the n-site domains
The n-site domains are constructed using simple set theory. O i1i2 is defined as the unification of the set O i1 and O i2 . The same holds true for the virtual space V i1i2 . In general the n-site domains are constructed according to:
.., i n } := subset of the domains D with the cardinality n
F. Obtaining correlation energies
In order to calculate the energies with a standard quantum chemistry package we have to account for the linear dependencies and the non-orthogonality in the PAO space. For this purpose we use a linear transformation which includes symmetric orthogonalization:
with the MO coefficient matrix C, the overlap matrix in AO basis S AO , the diagonal matrix D = U † C T S AO CU and the MatrixŨ which diagonalizesS = C T S AO C. The matrix U is obtained by restrictingŨ to those eigenvectors which correspond to an eigenvalue greater than 10 −10 . Now we build the new MO matrix within the localized occupied orbitals and with the new orthogonalized linear independent PAO's. All occupied orbitals which are not in the set O K are frozen, and all virtual orbitals which are not in V K are deleted in the following CCSD calculation. Finally we obtain the total CCSD correlation energy according to eq. 1.
III. COMPUTATIONAL DETAILS A. Geometries
The geometries were obtained by optimization with the RI-BP86/SVP method in the TURBOMOLE 5.6 [34] quantum chemistry package. Stationary points were characterized by force constant calculations.
B. Incremental Calculations
The implementation contains interfaces to the MOLPRO and DALTON [35] quantum chemistry packages in order to obtain the molecular orbital coefficient matrix, the overlap matrix in AO-basis and the dipole integrals in AO-basis from a previous SCF calculation. After extraction of this data a Foster-Boys localization [31] with unitary 2x2 rotations in the occupied space is performed. We use the Foster-Boys functional together with the transformation algorithm of Edmiston and Ruedenberg [32] using a thresh- For n domains and the order O, we include all n O possible increments in the summation, in order to check the convergence behavior of the incremental series eq. 1. Since the number of calculations increases quite fast, we had to tighten the threshold for the SCF energies (GTHRESH, ENERGY=1.d-10) and the threshold for the CCSD energies (THRESH, ENERGY=1.00D-08, COEFF=1.00D-5).
C. Platform and Software
All calculations were done on a cluster of Pentium IV personal computers with a 32-bit architecture,
1.35 GB of random access memory (RAM) and 40 GB disk space. 
IV. APPLICATIONS
We investigate the performance of the incremental scheme on a set of test molecules with different bonding situations (figures in [37] ). For this purpose we choose hydrocarbons and complex compounds.
We also included some challenging delocalized systems like naphthalene or the conjugated π-systems of an alkene or an alkyne. In order to monitor the convergence we evaluated the incremental expansion up to 4th order.
In this work we do not address the symmetry in our systems, because the Foster-Boys localization criterion may contradict with the symmetry of the molecule. The use of symmetry, also for periodic systems, will be studied in a future publication. Table I shows the convergence behavior of the incremental expansion for a set of hydrocarbon compounds. For molecules of this type we can truncate the expansion of the correlation energy at 3rd order while recovering the correlation energy almost exactly. An expansion up to second order increments is already a good guess for the correlation energy whereas the first order energy has a large error (for the chosen domain size). We emphasize that the error in the total correlation energy at 3rd order is lower than 1 kcal/mol for sigma bonded chains as well as for aromatic or conjugated compounds.
A. Hydrocarbon Compounds

B. Transition metal complexes
Transition metal complex compounds are a very important class of compounds in organic and inorganic chemistry. A huge number of modern homogeneous catalysts belong to this type of molecules. Since these compounds usually assemble a nearly spherical shape they challenge local correlation methods. In table II we see that the convergence of the incremental series depends on the type of the ligands. For the molybdenum fluoro complex we obtain very fast convergence. In the other cases we need 4th order increments in order to achieve convergence to 0.1 % of the correlation energy. We note that in these cases the sum of the 4th order contributions is still quite large. We want to point out that it is possible to obtain accurate correlation energies before the spanned space of the orbitals in the domains approaches the full space.
Again we find that the first order approximation yields an inaccurate correlation energy (for the chosen domain size), the second order is a good guess and the third order has a small error, whereas we obtain excellent agreement at 4th order level.
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C. Virtual space truncation
A necessary condition for a linear scaling correlation-method is the possibility to truncate the virtual space. Therefore we use DALTON to calculate the incremental series up to third order for the hexane molecule according to different values of the density threshold in eq. 10 (table IV) . We found that the convergence of the incremental series is affected, but it still converges to the exact CCSD energy. We note that hexane is still a small molecule and we could not save significant parts of the virtual space.
For big molecules we can expect a larger saving.
D. Neglecting small contributions
In order to check the approximation according to eq. 4 we summed the complete set of incremental energies in eq. 3 with different energy thresholds according to eq. 20.
Where X runs over all members of the power set of the set of the domains P(D), up to a certain cardinality as in eq. 3 (card=4 in table V). Table V demonstrates the performance of eq. 4. It is clear that we can neglect more increments in chain-type molecules than in sphere-shaped molecules, because the distances between certain domains are much larger in former. In naphthalene we have two effects, "nonlocal" orbitals and rather short distances between the fragments. It is therefore not possible to neglect a significant number of increments in this case. For a reasonable threshold of 10 −5 Hartree we can save 13-83% of the calculations in quite small molecules. We note that the higher order increments are more expensive than the low order increments. Therefore we will save more than 13-83% of the total cpu time because the higher order increments are usually smaller than the low order increments.
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V. CONCLUSIONS
Collecting the results of table I and table II , we find that the convergence of the incremental scheme is quite fast, also for some delocalized systems like aromatic compounds or conjugated polyenes. The convergence is somehow slower for compounds like Nb 2 Cl 10 or TiCp 2 Cl 2 . We emphasize that we still obtain 99.34% of total CCSD correlation energy at 3rd order level of increments in the worst case of this study. At 4th order we obtained only in the worst case an error of about 0.12%. This is a somewhat higher accuracy than Pflüger and Werner [43] got for their LCCSD|LMP2 scheme. For our alkane, alkene and alkyne-chains we get almost 100 % of the correlation energy at 3rd order level of increments, which is in excellent agreement with the exact CCSD correlation energy. If we compare this with the LCCSD scheme of of Subotnik and Head-Gordon, we find that our method yields in this case a more accurate result, too.
The first order approximation is in all cases inaccurate, whereas the second order is usually a good guess for the correlation energy. The expansion up to 3rd order yields in standard organic molecules very accurate results, whereas it may have an error up to 7.6 kcal/mol in difficult cases.
According to table IV we find that it is possible to truncate the virtual space for the domains in the incremental expansion. This is a necessary condition to obtain a linear scaling incremental CCSD-method. Another one is a linear scaling MO-transformation which was already published by
Werner and Schütz. The number of CCSD calculations will only increase linearly with the system size if eq. 4 is used and the time of the single CCSD calculations can be treated as constant if the virtual space is truncated. Therefore we conclude that the incremental expansion is a powerful scheme to obtain a parallel local Coupled Cluster code with low order scaling.
Since the incremental scheme is independent of the correlation method, it can be applied to almost all quantum chemical methods. Another aspect is the extension of the presented scheme to multi-reference methods in order to calculate excited states, as well as the calculation of the correlation energy in crystalline solids. In the latter case we need a correct treatment of the symmetry for the local occupied orbitals, since errors due to approximate symmetric Foster-Boys orbitals will increase very rapidly with the order of the incremental expansion.
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