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A liquid in a flask or solid matter consists of a virtually infinite number of atoms and
molecules, each of which further does of several nuclei and electrons. Such masses of small
interacting particles are common chemical systems and their complicated behavior underlies
familiar chemical processes. One of the most meaningful and remarkable discoveries in chem-
istry is thus the fact that simple laws and natures still reside in chemical systems and processes.
In the past, many laws and natures have been inductively found and established through numer-
ous experiments. In the early 20th century, however, quantum mechanics was constructed and
nowadays, we can deductively study fairly complex systems with quantum theories, models,
and numerical calculations. These studies help us to extract new laws and natures, to deepen
physical chemistry, and also to provide experimental chemists with new practical ideas.
This Ph.D. thesis deals with molecular electron transitions, and in particular with spin
crossover (or spin transition) phenomena. Electron transition is one of the most fundamental
quantum processes in excited-state chemistry, but little is known about its molecular mech-
anism in large systems including most of functional materials. Spin crossover processes of
1st-row transition metal complexes, for example, are complicated and poorly understood pri-
marily due to a lot of stable electronic and spin states; the electronic state of each molecule
changes between the low spin (LS) state and the high spin (HS) one via multiple steps of
electron transition. In understanding these kinds of entangled processes, deductive approach
based on molecular-level quantum theory is particularly useful. The aim of this thesis is thus to
elucidate molecular mechanism of various spin crossover phenomena with quantum chemical
methods, quantum statistical thermodynamics, and wavepacket dynamics.
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The thesis consists of six chapters. Chapters 1 and 6 are the general introduction and con-
clusion, respectively. In Chapters 2 and 3, the mechanism of light-induced spin crossover
(LIESST) phenomena of iron complexes, such as [FeIII(pap)2]+ (pap = N-2-pyridylmethylidene-
2-hydroxyphenylaminato), [FeII(2-pic)3]2+, and [FeIII(2-pic)3]3+ (pic = picolylamine), was in-
vestigated in terms of equilibrium molecular geometries, electronic and spin states, and poten-
tial energy surfaces. All of these were obtained with the Kohn-Sham density functional theory
(DFT) and its time-dependent extension. In Chapter 4, the origin of ultrafast intersystem cross-
ing from an excited state of CrIII(acac)3 (acac = deprotonated acetylacetone) was investigated
with the complete active space self-consistent field theory followed by second-order pertur-
bation theory (CASSCF/MCQDPT) and excited-state wavepacket dynamics simulations. This
ultrafast intersystem crossing would take place also in the LIESST phenomena. In Chapter 5,
the mechanism of guest-induced spin crossover phenomena of a porous coordination polymer,
FeII(pyrazine)[PtII(CN)4]
	
, was clarified with the DFT calculations and a simple statistical
thermodynamic model, which focuses on ligand flexibility.
These studies were carried out at Department of Molecular Engineering, Graduate School





First and foremost I wish to thank my advisors Professor Emeritus Shigeyoshi Sakaki and
Associate Professor Yoshihide Nakao. They have taught me from the very beginning how
to grasp the nature of chemical processes from a theoretical viewpoint. Their valuable sug-
gestions concerning quantum inorganic chemistry and computational chemistry helped me to
complete the studies in Chapters 2, 3, and 5. I would like to express my deepest gratitude also
to my advisors Professor Hirofumi Sato and Assistant Professor Satoru Iuchi. Their elegant
ideas rooted in deep understanding of theoretical chemistry were particularly incorporated into
the study in Chapter 4. I would like to thank Professor Masaaki Ohba, Assistant Professor Ko
Yoneda, Professor Susumu Kitagawa, Professor Jose´ A. Real, and Dr. J. Alberto Rodrı´guez-
Velamaza´n for their collaboration in the study of Chapter 5 and for interesting discussion from
the viewpoint of experimental chemists.
The present and past members of the Sakaki and Sato group have contributed immensely
to my research and life at Kyoto University. I am especially grateful to Dr. Atsushi Ikeda,
Dr. Daisuke Yokogawa, Dr. Yu-ya Ohnishi, Dr. Noriaki Ochi, Dr. Ken Saito, Dr. Atsushi
Ishikawa, Dr. Kentaro Kido, Dr. Kenji Iida, and Dr. Seigo Hayaki for stimulating scientific
conversations. I am grateful also to the participants in the summer school of molecular science.
It is interesting to talk at the school with friends involved in various research areas.
I thank Japan Society for the Promotion of Science (JSPS) and global COE program of “In-
ternational Center for Integrated Research and Advanced Education in Materials Science” for
financial support. With regard to supercomputer workstation, I thank the Institute for Molecu-
lar Science in Okazaki, Japan.
iii
Finally, I wish to express my sincere gratitude to my parents, Toshio Ando and Setsuko
Ando, and my brother Ken Ando for their continuous encouragement and support from all





1 General Introduction 1
1.1 Spin crossover phenomena . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Overview of theoretical approaches to spin crossover phenomena . . . . . . . 3
1.3 Aims of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 Theoretical Study of Low-Spin, High-Spin, and Intermediate-Spin States of [FeIII(pap)2]+
(pap = N-2-pyridylmethylidene-2-hydroxyphenylaminato). Mechanism of Light-
Induced Excited Spin State Trapping 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5 Supplementary content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3 Comparison of Electronic Structures and Light-Induced Excited Spin State Trap-
ping between [Fe(2-picolylamine)3]2+ and Its Iron(III) Analogue 41
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.5 Supplementary content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
v
4 Theoretical Study on Ultrafast IntersystemCrossing of Chromium(III) Acetylace-
tonate 95
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.2 Ab initio calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.3 Insights into ultrafast intersystem crossing through wavepacket dynamics . . 103
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.5 Supplementary content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5 Theoretical Study onHigh-Spin to Low-Spin Transition of fFe(pyrazine)[Pt(CN)4]g:
Guest-Induced Entropy Decrease 115
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.2 Models and theoretical methods . . . . . . . . . . . . . . . . . . . . . . . . 117
5.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.5 Supplementary content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131




1.1 Spin crossover phenomena
Functional materials such as solar cells, organic electroluminescent diodes, and synthetic cat-
alysts attract considerable attention, and their variety and applicability have been significantly
expanded by a great diversity of complex molecular systems. In particular, transition metal
complexes are typical organic/inorganic complex molecular systems and quite a lot of species
are used in common functional materials. This is because, by virtue of a lot of stable electronic
states attributed to transition metal elements and of unlimited modification by the selection of
organic ligands, transition metal complexes exhibit various physical properties and chemical
reactivities. In several 1st-row transition metal complexes, for example, the low spin (LS) state
and the high spin (HS) one are nearly degenerate and spin crossover (or spin transition) phe-
nomena between them [1–6] are observed under external stimuli such as temperature, light,
pressure, and molecular adsorption (Figures 1.1 and 1.2). The phenomena involve the change
in color and magnetic property, which is useful in developing new magnetic memories, molec-










Figure 1.1: Spin states and spin crossover phenomena in six-coordinate iron(II) complexes.
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Figure 1.2: Spin crossover phenomena induced by various external stimuli: (A) temperature
or light [1–4], (B) pressure [5], and (C) molecular adsorption [6].
Despite increased attention to spin crossover phenomena in applied chemistry, little is known
about their molecular mechanism. This is because of the immense complexity of transition pro-
cesses in transition metal complexes. In these compounds, there are numerous electronic and
spin states which are stable and close in energy to each other [8], and thus multiple electron
transitions among them compete with each other. Such entangled elementary processes un-
derlie a certain transition phenomenon. Moreover, the transition processes in transition metal
complexes often contradict the conventional cascade models such as Kasha’s rule [9] unlike
in simple organic molecules [10] and what is worse, are quite different for different kinds of
species [11]. To clarify the complicated mechanism, molecular-level studies on real systems
are necessary. Note that easy modeling without incorporating molecular characteristics is of no
use because the complexity mentioned above is also the origin of various interesting physical
properties and chemical reactivities of transition metal complexes.
2
1.2 Overview of theoretical approaches to spin crossover phe-
nomena
Now I would like to address one question: what characteristics should molecular-level studies
on spin crossover phenomena have? The answers are associated with two keywords.
The first is deduction. When chemical processes of interest are extremely complicated
or rather, it does not seem clear whether there exist any universal natures inherent in them,
experience-based intuition is not useful. In such case, deductive approaches, most of which
are theoretical approaches based on governing equations, can provide valuable insights.
The second is quantum nature. From the viewpoint of molecular-level theory, electron tran-
sition phenomena including spin crossover are regarded as nonadiabatic transition where nu-
clear wavepackets hop over several potential energy surfaces around their crossing points.
Quantum chemistry is essential for evaluation of potential energy surfaces of electronic and
spin states, and quantum dynamics is for the description of the nuclear motion. Furthermore,
(quantum) statistical thermodynamics is required to study macroscopic systems and thus to
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Figure 1.3: Theoretical approaches to spin crossover phenomena.
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consider the fluctuations of a virtually infinite number of atoms and molecules. As mentioned
here, most key concepts concerning spin crossover phenomena are rooted in the quantum na-
ture of electrons and nuclei.
Here several quantum theoretical methods are briefly discussed in connection with their
applications to spin crossover phenomena.
1.2.1 Quantum chemistry
Quantum chemistry focuses primarily on molecular electronic states and is a good start point
for first-principles molecular-level studies. Now, quite a lot of theoreticians think that quantum
chemistry is sophisticated enough; in fact, they have successfully obtained various molecular
properties such as equilibrium geometries, potential energy surfaces, spin-orbit couplings of
complicated systems with modern quantum chemical methods [12, 13]. There are, however,
still many challenges in applying to spin crossover complexes. In particular, it is hard to
quantitatively evaluate the small potential energy difference between the HS and the LS state
(about 10 kcal/mol), though easy to predict their geometries with the density functional theory
(DFT) calculations [14,15]. It is thus important to select appropriate methods depending on the
target systems and electronic states, and a touchstone of reliability is the energy difference. In
this thesis, the complete active space self-consistent field theory (CASSCF), its second-order
perturbation theory (MCQDPT) [16], and the DFT theory were often applied.
CASSCF and MCQDPT calculations
In addition to the smallness of energy difference between the HS and the LS state, there is
another cause of the difficulty in energy evaluation. That is electron correlation. In a series of
ab initio theories, the discrepancy between the exact potential energy and the energy obtained
with the Hartree-Fock (HF) method is defined as electron correlation.
Ecorr = Eexact   EHF: (1.1)
The CASSCF theory is an ab initio theory beyond the HF one, which includes a part of the elec-
tron correlation, non-dynamic one. This correlation arises from multi-configuration (or multi-
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determinant) character of real wave functions and is important in several specific cases: (1)
necessary mixing of configurations due to spin symmetry, point group symmetry, etc. and (2)
accidental mixing due to near-degenerate configurations. In transition metal complexes, this
correlation can be strong particularly in highly symmetric systems, excited electronic states,
bond-breaking systems, etc. The MCQDPT theory is a perturbation theory whose reference
wave functions are the CASSCF ones. This theory includes the remaining part of the electron
correlation, dynamic one, which arises from electron-electron collision. This correlation is
strong in spin crossover complexes because their 3d orbitals are compact.
In principle, the CASSCF/MCQDPT calculations give accurate energies and wave functions
even for spin crossover complexes because they include both the dynamic and non-dynamic
correlations. Pierloot et al., for example, reported reliable energy differences between the two
spin states in several species with a similar method [17]. In applying to real complexes, how-
ever, there are practical problems such as high computational cost, low convergence, intruder
state problem [18], dependency on basis sets, on active space, and on state averaging. In this
thesis, the calculations were performed only for target systems with strong multi-configuration
character. In determining the presence or absence of the character, the knowledge of the ligand
field theory is useful.
DFT calculations
The DFT theory is a quite different approach from ab initio theories. Because electron correla-
tion is effectively considered by using exchange-correlation functionals, the theory is compara-
ble in accuracy with the Møller-Plesset perturbation theory [19] in most cases and in computa-
tional cost with the HF theory. In this thesis, the DFT calculations were performed to evaluate
electronic states and equilibrium geometries of systems with single-configuration character.
To evaluate the energy difference between the HS and the LS state with the DFT theory,
careful selection of appropriate exchange-correlation functionals is required. This is because
the functionals are not good enough at present, and new functionals are being developed by
trial and error. It is well known that the accuracy of approximate exchange functionals is partic-
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ularly low, and thus several hybrid functionals (e.g., B3LYP [20]) have been developed where
the HF exchange term is added. Complying with this trend, Reiher et al. proposed a guideline
for the development of exchange functionals to investigate relative energies between different
spin states [21]. They found that the calculated relative energies bear a linear relationship to
the mixing ratio of the HF exchange. According to this, the mixing ratio was reparameterized
to give correct relative energies, and the B3LYP* functional [21, 22] with 15% of the HF ex-
change and the B3LYP** functional [23] with 10% were proposed. The B3LYP* functional
has been employed in a lot of theoretical works on spin crossover complexes.
1.2.2 Quantum dynamics
Spin crossover phenomena are non-stationary processes. To study the detailed dynamics, static
properties obtained with quantum chemical calculations are not enough. Quantum dynamics
simulations of nuclear wavepackets are required [24].
In general, full quantum dynamics simulations of the spin crossover phenomena are not
feasible at present because of a lot of nuclear degrees of freedom and complicated electronic
structures. Approximate approaches should be adopted. One possible approach is to con-
struct a model Hamiltonian for electronic states and perform sophisticated quantum dynamics
simulations for nuclear motion. Another approach is to perform ab initio quantum chemical
calculations for electronic states and approximate quantum dynamics simulations for nuclear
motion. In this thesis, I selected the latter and considered the nuclear motion only along im-
portant one-dimensional reaction path. Under this assumption, nuclear wavepackets can be
represented in a pseudo-spectral basis set along this path and the time propagation involving
electron transitions can be easily performed with a multiple-electronic-state evolution opera-
tor [24]. If the kinetic couplings are neglected, in particular, the operator includes potential




When the phenomenon of interest is not a single-molecular event and much influenced by sur-
rounding atoms or molecules, quantum chemical calculations or wavepacket dynamics sim-
ulations of isolated molecules are unsatisfactory. Statistical thermodynamics calculations of
macroscopic systems are required.
In transition metal compounds, in general, classical or quantum mechanics/molecular me-
chanics (QM/MM) molecular dynamics simulations are not easy due to the presence of tran-
sition metal elements. Furthermore, these simulations cannot reproduce electron transition
processes without any special techniques. If the spin crossover phenomena of interest are re-
garded as transition between equilibrium states, however, simple discussion is facilitated with
the help of physical models and experimental data. For example, in the temperature-induced
spin crossover phenomena, the spin crossover temperature (T1=2) is derived from several phys-
ical models [25] as if the phenomena were a kind of first-order phase transition between the





This indicates that if the enthalpy difference (HHS LS) and the entropy difference (SHS LS)
can be estimated from experimental data and/or statistical thermodynamics calculations, the
T1=2 value is then evaluated.
1.3 Aims of this thesis
The aim of this thesis is to investigate molecular mechanism of various spin crossover phe-
nomena with quantum chemical methods, quantum dynamics, and quantum statistical ther-
modynamics and also to extract comprehensive concepts and general rules from the particular
subjects. The deductive approaches of this thesis play a complementary role with experimental
studies, and enable us not only to understand the spin crossover processes more deeply but also
to have a strategic vision for molecular design and property control.
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In Chapter 2, I investigated the mechanism of light-induced spin crossover (LIESST) phe-
nomena of [FeIII(pap)2]+ (pap = N-2-pyridylmethylidene-2-hydroxyphenylaminato) [26]. The
mechanism has long been explained in Figure 1.4 [4]. After the photoexcitation from the LS
ground state to LS excited states, part of the excited complexes decay to intermediate spin (IS)
states via intersystem crossing, though the remaining part decay to the LS ground state. The
complexes in IS excited states then rapidly decay to the lowest-energy IS state via internal
conversion. Finally, the complexes decay either back to the LS ground state or to the lowest-
energy HS state via intersystem crossing. If the HS state has a long lifetime, the LIESST




















Figure 1.4: Proposed mechanism of the LIESST phenomena.
that in organic molecules, little is known about the IS states. In this study, considering that the
final intersystem crossing determines the final product, I quantitatively evaluated the potential
energy surfaces (PESs) of three spin states, namely the LS ground state, the lowest-energy HS
one, and the lowest-energy IS one, with the DFT method. The aim is to discuss the mechanism
of the LIESST phenomena in connection with the PESs of real molecules. To achieve this, I
introduced a reaction coordinate connecting the LS, HS, and IS equilibrium geometries under
the assumption that vibrational relaxation is extremely fast.
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The study in Chapter 3 is a comparative study of [FeII(2-pic)3]2+ (pic = picolylamine) [4]
and its iron(III) analogue. Although the target system in Chapter 2 is an iron(III) complex, the
LIESST phenomena are observed mostly in iron(II) complexes. This study would exaggerate
the importance of several factors determining the LIESST efficiency which are extracted in
Chapter 2.
In Chapter 4, I investigated the origin of ultrafast intersystem crossing from an excited state
of CrIII(acac)3 (acac = deprotonated acetylacetone) [10] with the CASSCF method, the MC-
QDPT one, and wavepacket dynamics simulations. This ultrafast intersystem crossing at a
rate of k ISC > 1013 s 1 competes with vibrational relaxation against the conventional cascade
model, as would also be the case with several LIESST complexes. In the preceding chapters,
I focused on three electronic states under several assumptions. In this study, however, such
assumptions are unsatisfactory and a lot of low-lying states should be considered explicitly.
To address this complicated dynamics and also to deeply understand the LIESST processes,
I performed wavepacket dynamics simulations involving spin-orbit coupling induced electron
transitions, where a time evolution operator similar to that of Suzuki et al. [27] was employed.
In addition to the fact that experimental investigations of this intersystem crossing are hard to
perform due to the numerous low-lying states and the ultrafast decay, there are few theoretical
studies about this with dynamics simulations.





, was clarified with several quantum
chemical methods and a simple statistical thermodynamic model. The phenomena are a new
type of spin crossover induced by chemical stimuli, not by physical one, and thus were poorly
understood. In particular, the mechanism of HS!LS transition induced by CS2 adsorption is
not clear at all, though that of LS!HS transition induced by adsorption of large molecules
is easily understood in terms of steric repulsion. In this study, with the help of experimental
data, I focused on intermolecular interactions and a kind of ligand flexibility, hindered rotation
of pyrazine ligands, and aimed to bring systematical understanding of the guest-induced spin
crossover phenomena through the evaluation of spin crossover temperatures.
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Chapter 2
Theoretical Study of Low-Spin,
High-Spin, and Intermediate-Spin States
of [FeIII(pap)2]+ (pap =
N-2-pyridylmethylidene-2-
hydroxyphenylaminato). Mechanism of
Light-Induced Excited Spin State
Trapping
2.1 Introduction
Spin crossover phenomenon induced by photoirradiation, which is called light-induced excited
spin state trapping (LIESST), was first experimentally reported by Gu¨tlich et al. in 1984 [1].
Since then, the LIESST has drawn considerable interests because it is expected to be utilized
for optical molecular switch [2-7]. However, the transition-metal complexes that exhibit the
LIESST have been limited to several iron(II) complexes [1-5,7-9]. To understand well the
LIESST and to find a new LIESST compound, we need the detailed knowledge of the mecha-
nism of the LIESST.
In general, it is believed that the LIESST occurs through spin-allowed d-d excitation fol-
lowed by two steps of intersystem crossing via the intermediate-spin (IS) state [1c,2-4]. For
example, the mechanism of the LIESST of iron(II) complex was proposed as follows (Scheme
13
2.1) [1c]. First, the low-spin (LS) excited state, either 1T1g or 1T2g, is generated from the LS
ground state, 1A1g, by photoirradiation. Then, part of the complexes in the LS excited states
decay to the LS ground state through internal conversion, and the remaining part change to
the IS states such as 3T1g and 3T2g through intersystem crossing. The excited IS states rapidly
decay to the lowest-energy IS state, 3T1g, through internal conversion. Finally, this state con-
verts either to the LS ground state, 1A1g, or to the lowest-energy high-spin (HS) state, 5T2g,
through intersystem crossing. Because the intersystem crossing is involved as important pro-
cess in the LIESST, it was investigated in detail by several groups [10-13]. Also, we must
remember that the LIESST does not occur totally if the lowest-energy HS state easily converts
to the LS ground state through tunneling process, thermal activation, and/or reverse-LIESST
[4a,6,8,10-13]. To suppress the tunneling and thermal processes, the potential wall for spin
transition must be sufficiently high and wide. In other words, the geometrical difference be-
tween the LS ground state and the lowest-energy HS state, RHL, must be large, and their
energy difference, EHL, must be small [8b,11,13b,d].
Scheme 2.1: Proposed mechanism of the LIESST in d6 iron(II) complexes.
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Thus, detailed knowledge of the potential energy surfaces (PESs) of the LS, HS, and IS
states is indispensable to understand the LIESST mechanism and to synthesize a new LIESST
compound. For instance, following issues should be theoretically clarified: what excited state
is generated by photoirradiation, whether the excited LS states convert to the IS states, whether
the lowest-energy IS state converts to the LS ground state or the lowest-energy HS state, and
how much easily (or with difficulty) the thermal spin transition and tunneling process occur
between the LS ground state and the lowest-energy HS state.
It had been believed for long that iron(II) complexes exhibit the LIESST because of the large
RHL value but iron(III) complexes cannot exhibit it in general because of the small RHL
value [2,6,8b,11,13b,d]. Recently, however, Hayami, Sato, and their collaborators reported that
an iron(III) complex, [FeIII(pap)2]+ (pap = N-2-pyridylmethylidene-2-hydroxyphenylaminato)
exhibits the LIESST [6,14]. This observation is against the general understanding that the
iron(III) complexes are not useful for the LIESST [2,6]. Thus, it is of considerable interest to
investigate the reason why this iron(III) complex exhibits the LIESST.
To understand the LIESST, many theoretical works of iron(II) complexes have been carried
out [14-24], and many of them discussed the relative stabilities of the LS ground state and
the lowest-energy HS state. However, the PESs of the LS, HS, and IS states have not been
evaluated theoretically in spite of their importance to understand the LIESST. In particular, the
PES of the lowest-energy IS state is very important. One of key factors is the position of its
energy minimum relative to the PESs of the lowest-energy HS state and the LS ground state.
For instance, to induce the LIESST, the PES minimum of the lowest-energy IS state should be
above the PES of the lowest-energy HS state, as shown in case 1 and case 2 (Scheme 2.2). If
not, as shown in case 3 and case 4, the intersystem crossing from the lowest-energy IS state to
the lowest-energy HS state cannot occur.
In this work, we theoretically investigated geometries and electronic structures of [FeIII(pap)2]+
by the DFT(B3LYP) and TD-DFT(B3LYP) methods. Our purposes here are to evaluate the
relative stabilities of the doublet, sextet, and quartet spin states, to present the PESs of these
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Scheme 2.2: Schematic pictures of PESs of the low-spin (LS), high-spin (HS), and
intermediate-spin (IS) states.
2.2 Computational details
Geometry of [FeIII(pap)2]+ was optimized by the DFT method in the lowest-energy doublet
(LS), sextet (HS), and quartet (IS) spin states, where B3LYP functional [25,26] was used. The
excitation energies of [FeIII(pap)2]+ were evaluated by the TD-DFT(B3LYP) method.
In geometry optimization, usual LANL2DZ [27] basis set of double- quality was used for
Fe, where its core electrons (up to 2p) were replaced with effective core potentials (ECPs). For
the other atoms, cc-pVDZ [28] basis sets were employed. This basis set system is named BS-I
here. Important geometries were recalculated with better basis sets. For Fe, (5311/5311/311/1)
[27,29,30] and (7511/6711/411/1) [29-31] basis sets were used with the ECPs of Hay-Wadt
and Christiansen groups, respectively, where these are of double- quality for valence s and p
electrons and of triple- quality for valence d electrons. A (311111/22111/ 411/1) [32] basis
set of triple- quality was also used for Fe with the ECPs of Stuttgart group. In all these
basis sets, one f -polarization function was added; see Supplementary Content, Table S2.1 for
details of these basis sets. For the other atoms, either cc-pVDZ or cc-pVTZ [28] basis sets
were employed; combination of these basis sets will be shown in Table 2.2. Also, B3LYP*
functional [33] was used to calculate several important geometries, because this functional
well reproduces the energy splitting of various spin states of Fe(phen)2(NCS)2 [17]. In this
calculation, the (311111/22111/411/1) basis set with the ECPs of Stuttgart group and the cc-
pVTZ basis sets were employed for Fe and the other atoms, respectively. In the calculation
of the transition energy with the TD-DFT method, the same basis set was used for Fe and the
cc-pVDZ basis sets were employed for the other atoms [34].
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It is not easy to evaluate PESs with appropriate coordinates which satisfactorily cover the
LS, IS, and HS states, because very complicated geometry changes occur among these states.
Here, we evaluated PESs in an approximate manner using linear internal coordinates [35],
which is similar to linear transit procedure [36] as follows: The set of internal coordinates
(Ai ; i = 1 to 3N 6, where N is the number of atoms) in one spin state A is varied linearly
to the set of internal coordinates (Bi ) in another spin state B. When the transit takes place in
n steps, the internal coordinate at the mth step is determined by adding the difference mi
(=m(Bi   Ai )/n) to Ai . This procedure was previously used to evaluate PESs of reactions of
transition-metal complexes [37,38].
Though [FeIII(pap)2]ClO4 exists in molecular crystal [6,14], we did not consider the influ-
ence of such neighbors as counter anions and the other complexes in the crystal.
All the DFT and TD-DFT calculations were carried out with Gaussian 03 program package
[39] and the MRMP2 calculations were performed with GAMESS program package [40].
Molecular orbitals were drawn with Molekel program package [41].
2.3 Results and discussion
2.3.1 Geometries of [FeIII(pap)2]+ in the doublet, quartet, and sextet
spin states
We optimized geometries of [FeIII(pap)2]+ in the lowest-energy doublet, quartet, and sextet
spin states. As shown in Table 2.1 (see also Supplementary Content, Figure S2.1), the Fe O
and Fe N distances of the lowest-energy doublet spin state agree well with the experimental
values [14c]. It is noted that the Fe   N3 and Fe   N4 distances are longer than the Fe   N1
and Fe   N2 distances, where the N1 and N2 atoms are involved in the imine moiety and the
N3 and N4 atoms are in the pyridine moiety (see Scheme 2.3 for N1, N2, O1, etc.). One reason
of the longer Fe   N3 and Fe   N4 bonds is the strong trans-influence effect of the anionic O
atom of the phenoxy moiety.
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Table 2.1: Selected geometrical parameters (bond lengths (A˚) and
their changes) of [FeIII(pap)2]+ optimized with the B3LYP/BS-I
method.
Bonds Doublet Quartet Sextet RHL
Fe O1 1:869 (1:882)a 1:949 1:921 (1:931)a 0:053 (0:049)a
Fe O2 1:869 (1:883) 1:868 1:921 (1:932) 0:053 (0:049)
Fe  N1 1:934 (1:915) 2:084 2:195 (2:136) 0:261 (0:221)
Fe  N2 1:934 (1:911) 1:963 2:195 (2:105) 0:261 (0:194)
Fe  N3 2:019 (1:993) 2:311 2:252 (2:138) 0:233 (0:145)
Fe  N4 2:019 (1:994) 2:049 2:252 (2:202) 0:233 (0:208)




In this lowest-energy doublet spin state, the d1 orbital on the O1   O2   N3   N4 plane is
singly occupied (see Figure 2.1(A) for d1, d2, etc.), because the d1 orbital is destabilized in
energy by the antibonding interaction with the doubly occupied p orbitals of the O1 and O2
atoms (see Scheme 2.4); see also Supplementary Content Table S2.2 for the other doublet spin
states.
In the quartet spin state, the Fe   O1 distance becomes longer than that of the doublet spin
state, while the Fe   O2 distance is almost the same. The Fe   N1 and Fe   N3 distances
are considerably longer and the Fe   N2 and Fe   N4 distances are moderately longer than
those of the doublet spin state. These changes are interpreted in terms of occupation of d
orbitals as follows: In the doublet spin state, two eg-like d orbitals are unoccupied, one t2g-
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Scheme 2.4: Orbital energy splitting of the d orbitals.
like d orbital is singly occupied, and the other two t2g-like d orbitals are doubly occupied,
as shown in Figure 2.1(A). In the quartet spin state, one eg-like d orbital becomes singly
occupied while it is unoccupied in the doublet spin state, and one more t2g-like d orbital
becomes singly occupied while it is doubly occupied in the doublet spin state, as shown in
Figure 2.1(B). Of the two d orbitals, the d4 orbital becomes singly occupied and the d5 orbital
is still unoccupied [42]. As a result, the Fe O1 and Fe N3 distances are considerably longer
in the quartet spin state than in the doublet spin state, while the Fe O2 and Fe N4 distances
little change. Though the N1 lone pair orbital does not form very large antibonding overlap
with the d4 orbital, the Fe N1 distance is considerably longer in the quartet spin state than in
the doublet spin state. This is interpreted as follows: The O1 and N3 atoms moderately move
toward  x direction to decrease the antibonding overlap with the d4 orbital (see Scheme 2.3
for the coordinates), which induces the Fe N1 bond lengthening because the N1, N3, and O1
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Figure 2.1: The d orbitals of [FeIII(pap)2]+. The  and  orbital energies of the pap ligand
are between the t2g- and the eg-like orbital energies.
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Figure 2.2: Important molecular orbitals of the pap anion. In parentheses are Kohn-Sham
orbital energies (eV).
In the sextet spin state, the optimized Fe   O1 and Fe   O2 distances agree well with the
experimental values [14c], while the Fe   N1 and Fe   N4 distances are moderately longer
and the Fe  N2 and Fe  N3 distances are considerably longer than the experimental values,
as shown in Table 2.1. Though the considerable discrepancies in the Fe   N2 and Fe   N3
distances between the optimized and experimental geometries seem to suggest the geometry
optimization is not performed well, our computational results are considered reasonable as
follows: Because all the five d orbitals are singly occupied in the sextet spin state, the Fe N1
and the Fe   N3 distances should be the same as the Fe   N2 and the Fe   N4 distances,
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respectively, as shown by the optimized geometry. On the other hand, the Fe  N3 distance is
much different from the Fe N4 distance and the Fe N1 distance is somewhat different from
the Fe   N2 distance in the experimental geometry. It is likely that these bond distances are
considerably influenced by the counteranion and/or the crystal packing.
All the bond distances are longer in the sextet spin state than in the doublet spin state; for
instance, the Fe N1 and Fe N2 distances are 1.934 A˚ in the doublet spin state but 2.195 A˚ in
the sextet spin state, and the Fe N3 and Fe N4 distances are 2.019 A˚ in the doublet spin state
but 2.252 A˚ in the sextet spin state. These geometry differences between the doublet and sextet
spin states result from the fact that eg-like d4 and d5 orbitals are unoccupied in the doublet spin
state but singly occupied in the sextet spin state. Also, the difference in bond distance between
the doublet and sextet spin states, RHL, is similar to the experimental value except for the
Fe  N2 and Fe  N3 bonds [43]. It is noted that the averaged value of RHL(Fe  N) is not
different very much between the optimized value (0.247 A˚) and the experimental one (0.192
A˚) [14c].
In [FeII(pap)2], the similar bond lengthening is induced by spin state change from the singlet
spin state to the quintet spin state (see Supplementary Content, Table S2.3). The bond length-
ening occurs considerably larger in [FeII(pap)2] than in [FeIII(pap)2]+ as expected [2,6].
In summary, these optimized geometries agree with the experimental ones in most cases, and
the geometry changes induced by spin transition are consistent with our expectation. Thus, we
will present our discussion based on these optimized geometries.
2.3.2 Potential energy surfaces along geometry changes from the equilib-
rium one of the doublet spin state to that of the quartet spin state
At the equilibrium geometry of the doublet spin state, the quartet and sextet spin states are
1.14 and 1.58 eV above the doublet spin state, respectively (see Table 2.2). At the equilibrium
geometry of the quartet spin state, the energy differences among these three states are very
small: It is 0.07 eV between the doublet and quartet spin states and 0.12 eV between the
quartet and sextet spin states in the calculation with the BS-I. In the calculation with better
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basis sets, these three states are in almost the same energy, as shown in Table 2.2 and Figure
2.3 (see also Figure S2.2); for example, the above-mentioned energy differences decrease to
0.02 and 0.04 eV, respectively, where the DFT(B3LYP*)/BS-VI method was used (see Table
2.2 for BS-VI). It is noted that the B3LYP and the B3LYP* functionals present similar energy
differences among these states.
Table 2.2: Relative energies (eV)a of the doublet, quartet, sextet spin states at various geometries
(see Figures 2.3 and S2.2).
Functional B3LYP B3LYP*
Basis set BS-I BS-II BS-III BS-IV BS-V BS-VI BS-VI
Fe Hay-Wadt Hay-Wadt Hay-Wadt Christiansen Stuttgart Stuttgart Stuttgart
(341/311/41) (5311/5311/311/1) (5311/5311/311/1) (7511/6711/411/1) (311111/22111/411/1) (311111/22111/411/1) (311111/22111/411/1)
Others cc-pVDZ cc-pVDZ cc-pVTZ cc-pVDZ cc-pVDZ cc-pVTZ cc-pVTZ
(A) At the doublet geometry
Doublet 0:00 0:00 0:00 0:00 0:00 0:00 0:00
Quartet 1:14 1:09 1:05 1:04 1:02 0:99 1:08
Sextet 1:58 1:43 1:34 1:34 1:29 1:23 1:44
(B) At the quartet geometry
Doublet 0:54 0:56 0:57 0:51 0:51 0:52 0:56
Quartet 0:61 0:59 0:57 0:49 0:48 0:48 0:58
Sextet 0:73 0:60 0:53 0:46 0:42 0:40 0:62
(C) At the sextet geometry
Doublet 1:43 1:48 1:52 1:37 1:36 1:41 1:49
Quartet 0:88 1:03 1:12 0:93 0:81 0:90 1:12
Sextet 0:18 0:10 0:09  0:06  0:10  0:06 0:15
a The doublet spin state at the optimized geometry was taken to be standard (energy zero).
When the geometry changes from the equilibrium one of the doublet spin state to that of
the quartet spin state, the doublet spin state becomes higher in energy monotonously, while
the quartet and sextet spin states become lower in energy monotonously, as shown in Figure
2.3. These energy changes are easily interpreted in terms of the orbital energy changes. In the
quartet spin state, one eg-like d4 orbital is singly occupied but it is unoccupied in the doublet
spin state (see Figure 2.1(B)). This orbital energy becomes lower through the Fe   O1 and
Fe   N3 bond lengthening which is induced by the geometry changes from the doublet spin
state to the quartet spin state (see above), because the d4 orbital forms antibonding overlaps
with the O1 and N3 lone pair orbitals. As a result, the quartet spin state becomes more stable
in energy through these geometry changes. Also, the sextet spin state becomes more stable in
































  !  

  !  
  !  
	
  !  

  !  
  !  
"! ! #		!
Figure 2.3: PESs of the doublet, quartet, and sextet spin states of [FeIII(pap)2]+, evaluated
with (a) the B3LYP/BS-I and (b) the B3LYP*/BS-VI method. See Table 2.2 for BS-I and VI.
On the other hand, these geometry changes destabilize the doublet spin state in energy as
follows: The Fe   O1 and Fe   N3 bond lengthening decreases the bonding overlap of the
eg-like d4 orbital with the O1 and N3 lone pair orbitals. Because the antibonding d4 orbital
is unoccupied and its bonding counterpart is doubly occupied in the doublet spin state, the
decrease in the bonding overlap weakens the Fe   O1 and Fe   N3 bonds, to destabilize the
doublet spin state.
2.3.3 Potential energy surfaces along geometry changes from the equi-
librium one of the quartet spin state to that of the sextet spin state
At the equilibrium geometry of the sextet spin state, the doublet spin state is the least stable
in energy and the quartet spin state is the next, as shown in Figure 2.3 and Table 2.2. In the
calculations with the BS-I, the PES of the sextet spin state crosses those of the doublet and
quartet spin states at the geometry that slightly shifts toward the equilibrium one of the sextet
spin state from that of the quartet spin state. However, the calculations with better basis sets
clearly show that the PESs cross each other around the equilibrium geometry of the quartet
spin state (see Figure 2.3 and Supplementary Content, Figure S2.2).
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When the geometry changes from the equilibrium one of the quartet spin state to that of
the sextet spin state, the sextet spin state becomes more stable in energy, while both of the
quartet and doublet spin states become less stable. In these geometry changes, the Fe   N1,
Fe   N2, and Fe   N4 distances considerably lengthen and the Fe   O2 distance moderately
lengthens, while the Fe   O1 and Fe   N3 distances moderately shorten. The Fe   O1 and
Fe   N3 bond shortening raises the eg-like d4 orbital energy (see Figure 2.1(C) for the d4
orbital), but the Fe   O2 and Fe   N4 bond lengthening lowers the d4 orbital energy. Thus,
the d4 orbital energy does not change very much. On the other hand, the Fe N1 and Fe N2
bond lengthening induces the energy stabilization of the eg-like d5 orbital. Because these d4
and d5 orbitals are singly occupied, the sextet spin state becomes more stable through these
geometry changes. On the other hand, the Fe   O2, Fe   N1, Fe   N2, and Fe   N4 bond
lengthening decreases the overlaps of the Fe d orbital with the O2, N1, N2, and N4 lone pair
orbitals, which weakens the Fe  O2, Fe   N1, Fe  N2, and Fe   N4 bonds. As a result, the
doublet spin state becomes less stable, because the d5 orbital is not occupied but its bonding
counterpart is doubly occupied in this state. Also, the quartet spin state becomes less stable,
because the d5 orbital is unoccupied in this state like that in the doublet spin state; note that the
d4 orbital is singly occupied in the quartet spin state but its energy level little changes through
the geometry changes, as discussed above.
2.3.4 Spin transition from the quartet spin state either to the sextet spin
state or to the doublet spin state
The first step is generation of the doublet excited-state by photoirradiation. Part of the com-
plexes in the doublet excited-state decay to the doublet ground state. The remaining part
convert to the quartet spin state through the intersystem crossing. On the PES of the quartet
spin state, the geometry changes toward the equilibrium one of the quartet spin state, as shown
in Figure 2.3. The PES of the quartet spin state crosses that of the sextet spin state around the
PES minimum of the quartet spin state (see Figure 2.3). Thus, the intersystem crossing from
the quartet spin state to the sextet spin state takes place around the equilibrium geometry of
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the quartet spin state.
The PES of the quartet spin state also crosses that of the doublet spin state around the PES
minimum of the quartet spin state. This means that the intersystem crossing from the quartet
spin state to the doublet spin state takes place around the equilibrium geometry of the quartet
spin state, too.
The PES minimum of the sextet spin state is slightly less stable than that of the doublet spin
state by 0.18 eV (4.2 kcal/mol). This result satisfies the requirement that EHL should be
small for the LIESST. The doublet-sextet spin crossover point is 0.41 eV (9.6 kcal/mol) above
the PES minimum of the sextet spin state. This barrier height seems to be enough to suppress
the thermal and tunneling spin conversions between the doublet and sextet spin states. It is
also noted that these PESs satisfy the condition of case 1, which is necessary for the LIESST
(see Scheme 2.2).
2.3.5 Excitation energies of the doublet and sextet spin states
It is important to clarify what kind of excitation is induced by photoirradiation. In the doublet
spin state, the lowest-energy excitation is d(t2g)!d(eg) transition, of which transition dipole
is very small, as expected (see Table 2.3). The second is the ligand to metal charge transfer
(LMCT) transition from the  orbital [44a] of the phenoxy moiety to the Fe center. Though
its transition dipole is considerably large, its transition energy is much smaller than the visible
light of 550 nm used experimentally [14c,d]. The third is the ligand to ligand charge transfer
(LLCT) transition in which one electron excitation occurs from the  orbital [44a] of the
phenoxy moiety to the  orbital [44b] of the imine moiety in the pap ligand (see Figure
2.2 for these orbitals). Its transition dipole is considerably large. The second d(t2g)!d(eg)
transition is calculated to be at slightly higher energy than the LLCT transition. These two
transitions are induced by the visible light of 550 nm. Because of the very small transition
dipole of the d(t2g)!d(eg) transition, the LLCT transition mainly participates in the LIESST.
In the sextet spin state, the lowest-energy excitation is the LMCT transition from the 
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Table 2.3: Excitation energies (eV) and oscillator strengthsa of [FeIII(pap)2]+
in the doublet spin state.
Energies (Oscillator strengths) Assignments
1.53 (3.010 4), 1.57 (0.010 4) d-d (d2, d3!d4)
1.76 (2.510 2) LMCT (Phb!d1)
2.16 (2.310 2), 2.16 (3.210 2)c LLCT (Ph!Im)d
2.19 (3.010 4), 2.20 (3.010 4) d-d (d2, d3!d5)d
2.48 (6.210 2), 2.49 (7.410 2) LLCT (Ph!Im)
2.71 (9.610 3), 2.73 (1.110 3) d-d (d2, d3!d4, d5)
3.25 (2.410 2), 3.26 (2.910 2) MLCT (d2, d3!Im)
3.31 (7.210 2), 3.33 (1.110 1) LLCT (Ph!Im, Py)
3.35 (7.110 2), 3.36 (6.310 2), 3.38 (3.910 2) MLCT (d2, d3!Im)
a We omitted here the CT-type transition of which transition dipole is
smaller than 0.02.
b Ph, Im, and Py mean phenoxy, imine, and pyridine moieties, respectively.
c Because two pap ligands separately participate in the LLCT, two transi-
tions are calculated. The transition dipoles are moderately different be-
tween them because of the different interaction with the d orbital.
d Visible light used experimentally (about 2.25 eV (550 nm)) [14c,d].
Table 2.4: Excitation energies (eV) and oscillator strengthsa
of [FeIII(pap)2]+ in the sextet spin state.
Energies (Oscillator strengths) Assignments
1.30 (2.110 2) LMCT (Ph!d3)
2.36 (2.310 2) LMCT (Ph!d1)
2.58 (3.410 2) LLCT (Ph!Im)
2.98 (9.510 2), 2.98 (9.010 2) LMCT (Ph!d2, d3)
3.07 (3.710 2), 3.10 (2.810 2) LMCT (Ph!d1)
3.47 (2.810 2), 3.50 (1.110 1) LLCT (Ph!Im, Py)
a We omitted here the CT-type transition of which transi-
tion dipole is smaller than 0.02.
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orbital [44a] of the phenoxy moiety to the Fe center, which is calculated to be at 1.30 eV (see
Table 2.4). The second is the LMCT transition from the  orbital [44c] of the phenoxy moiety
to the Fe center. This transition is calculated to be at moderately higher energy (2.36 eV) than
the visible light (550 nm) used experimentally.
From these results, it is concluded that the visible light of 550 nm induces the LIESST to
generate the sextet spin state but it also somewhat induces the reverse-LIESST; in other words,
the complete spin transition from the doublet spin state to the sextet one does not occur and
the complexes in the doublet spin state remain to some extent, which are consistent with the
experimental fact [14c,d].
Table 2.5: Excitation energies (eV) of the pap aniona calculated with the TD-DFT and the
MRMP2 method.
pap pap with a point charge (+1e) [FeIII(pap)2]+
TD-DFT MRMP2 TD-DFT MRMP2 TD-DFT
HOMO!LUMOb 2.19 1.71 2.25 2.06 2.16, 2.48c
a The geometry of the pap anion was taken to be the same as that of [FeIII(pap)2]+ in the
doublet spin state.
b The HOMOmainly consists of a  orbital of the phenoxy moiety, while the LUMO does
of a  orbital of the imine moiety.
c See Ref. [45].
Because the LLCT transition plays an important role in the LIESST, we investigated the
excitation energy of the pap anion with the TD-DFT and the MRMP2 methods, to check if the
TD-DFT method presents reliable results of the photoexcitation energy. The HOMO!LUMO
transition of the pap anion corresponds to the first LLCT transition of [FeIII(pap)2]+ [45].
When only the pap anion is calculated, the MRMP2-calculated transition energy is moderately
smaller than the TD-DFT-calculated value, as shown in Table 2.5. To mimic the positive charge
of the Fe(III) center, we investigated the pap anion with one positive charge which was placed
at the position of the Fe(III) center of [FeIII(pap)2]+ in the doublet spin state. The difference
in the excitation energy between the TD-DFT and the MRMP2 methods is very small. Also, it
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is noted that the HOMO!LUMO excitation energy agrees well with the first LLCT excitation
energy of [FeIII(pap)2]+ in the doublet spin state. These results indicate that the TD-DFT
method presents reliable excitation energies of [FeIII(pap)2]+.
2.4 Conclusions
Geometry of [FeIII(pap)2]+ (pap = N-2-pyridylmethylidene-2-hydroxyphenylaminato) was
theoretically investigated by the DFT(B3LYP) method in such states as the doublet, quartet,
and sextet spin states. All the Fe O and Fe N bonds are longer in the sextet spin state than
in the doublet spin state. This is because the eg-like d4 and d5 orbitals are unoccupied in the
doublet spin state but they are singly occupied in the sextet spin state; remember that the eg-
like d4 and d5 orbitals form antibonding overlap with the pap ligand. The RHL values of the
iron(III) complex [FeIII(pap)2]+ are smaller than those of the iron(II) complex [FeII(pap)2], as
suggested previously [2,6].
Potential energy surfaces (PESs) of these spin states were approximately evaluated with
the DFT(B3LYP) method, where the geometry changes were estimated by the linear internal
coordinate technique. These PESs satisfy case 1 shown in Scheme 2.2. The PES of the quartet
spin state crosses those of the doublet and sextet spin states around its minimum. This means
that the quartet spin state converts either to the doublet spin state or to the sextet spin state
around the PES minimum of the quartet spin state. The doublet-sextet spin crossover point is
calculated to be less stable than the equilibrium geometry of the sextet spin state by 0.41 eV
(9.6 kcal/mol). Because of this considerably large barrier height, neither the tunneling process
nor the thermal spin conversion occurs easily.
In the doublet spin state, the d(t2g)!d(eg) transition is calculated to be the lowest-energy
absorption with the TD-DFT method. The LLCT transition is calculated to be at 2.16 eV
as the third absorption, in which one electron transition occurs from the phenoxy moiety to
the imine moiety in the pap ligand. The second d(t2g)!d(eg) transition is also calculated to
be at 2.19 eV. These two excitations are induced by the irradiation of visible light (550 nm).
In the sextet spin state, the LMCT transition is calculated to be at 2.36 eV. This excitation
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energy is moderately higher than the visible light (550 nm). These results indicate that the
irradiation of the visible light (550 nm) induces the LIESST from the doublet spin state to the
sextet spin state but the reverse-LIESST is also induced by the visible light, indicating that the
complete spin conversion from the doublet spin state to the sextet spin state does not occur
and the complexes in the doublet spin state remain to some extent, as experimentally observed
[14c,d]. Because of all these factors, the LIESST can be observed in the iron(III) complex,
[FeIII(pap)2]
+, against the expectation.
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S2.1). [FeIII(pap)2]+ exhibits the LLCT transitions at 2.16 and 2.48 eV. The out-of-phase
combination of HOMOs of the pap anions mainly participates in the former LLCT tran-
sition and the in-phase combination mainly participates in the latter one. Because the
t2g-like d orbital interacts not with the out-of-phase combination but with the in-phase
combination, the former LLCT transition is similar to but the latter one considerably dif-
ferent from the LLCT transition of the pap anion. Here, we compared the former LLCT
transition of [FeIII(pap)2]+ with the LLCT transition of the pap anion.
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2.5 Supplementary content
Figure S2.1: Orbital energy splitting of HOMO of the pap anion, which is due to the interaction
with a d orbital of Fe.
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Table S2.2: Energies of the doublet spin states.
Table S2.3: Selected geometrical parameters (bond lengths and their changes (A˚)) of
[FeII(pap)2] optimized with the B3LYP/BS-I method.
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Figure S2.1: Equilibrium geometries of [FeIII(pap)2]+ in the doublet, quartet, and sextet spin





Figure S2.2: PESs of the doublet, quartet, and sextet spin states of [FeIII(pap)2]+. All open
dots and potential energy curves were calculated with the B3LYP/BS-I method. The filled dots
were calculated with (a) the B3LYP/BS-II, (b) the B3LYP/BS-III, (c) the B3LYP/BS-IV, (d)
the B3LYP/BS-V, (e) the B3LYP/BS-VI method.
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Chapter 3
Comparison of Electronic Structures and






Light-induced spin transition from a low spin (LS) to a high spin (HS) state was discovered and
called light-induced excited spin state trapping (LIESST) by Decurtins et al. in 1984 [1,12].
The LIESST is expected to be utilized for optical molecular switches in applied chemistry
[2-7] and has also drawn considerable interest in fundamental chemistry [8-20,27,36a]. In
theoretical chemistry, in particular, spin-crossover complexes including LIESST complexes
attract considerable attention [18-27,31b,32c,35-37,55]. This is because the relative energies
of different spin states are determined by a delicate balance of various factors such as ligand
field splitting, Jahn-Teller effect, Coulombic and exchange interactions, etc.
The mechanism of LIESST has been explained, as shown in Scheme 3.1 [8-10,12-14]. The
first step is light-irradiation which induces the excitation from the LS ground state (1A1g) to
the LS excited states (1T1g, 1T2g, etc.). The next step is the intersystem crossing from the LS
excited states to the intermediate spin (IS) states (3T1g, 3T2g, etc.) [8,13a,b]. The final step is
the intersystem crossing from the lowest energy IS state (3T1g) either back to the LS ground
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state or to the lowest energy HS state (5T2g). The LIESST is achieved when the metastable
HS state can be maintained against thermal spin transition, tunneling, and electron excitation
from the HS state. To suppress the thermal spin transition and tunneling, the potential energy
barrier between the LS and HS states must be sufficiently high and wide; in other words,
the geometrical difference, RHL, must be large and their energy difference, EHL, must
be small [9,11,13c,38]. To suppress the electron excitation from the HS state, the excitation























Scheme 3.1: Proposed mechanism of the LIESST/reverse-LIESST in d6 iron(II) complexes.
In addition to the above-mentioned conditions necessary for the LIESST, we recently pro-
posed the other conditions necessary for the LIESST with the potential energy surfaces (PESs)
of the lowest energy LS, HS, and IS states (Scheme 3.2) [18], based on the following idea:
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Internal conversion and vibrational relaxation (or thermalization) occur much faster than inter-
system crossing and hence intersystem crossing occurs around the potential energy minimum
of the lowest energy IS state. Once we have PESs, this condition enables us to know which
of the IS!HS and IS!LS intersystem crossings occurs. For example, if the IS state is less
stable than the HS state at the IS equilibrium geometry, the LIESST can occur through the
IS!HS intersystem crossing; see cases 1 and 2 in Scheme 3.2. If not, as shown in cases 3
and 4, the LIESST cannot occur [30]. This condition suggests that not only the spin-orbit cou-
pling [19,20b] but also the relative energies of the LS, HS, and IS states at the IS equilibrium
geometry determine whether the LIESST occurs or not.

 













Scheme 3.2: Relative positions of potential energy surfaces of the lowest-energy LS, HS,
and IS states. Arrows and circles represent the intersystem crossing and the potential energy
minimum of the IS state, respectively.
The knowledge of PESs of the LS, HS, and IS states is therefore indispensable for under-
standing the LIESST. The qualitative PESs shown in Scheme 3.1 [12a], which correspond to
case 1 (Scheme 3.2), have been implicitly employed in the discussion of the LIESST in gen-
eral. There are, however, few reports of quantitative evaluation of the PESs of LIESST com-
plexes [18,20], while the relative energies between the LS and HS states [21-25,31b,32c,33-37]
and their electron excitation energies [18,26,27,36a] are discussed in many papers on spin-
crossover complexes.
Recently, we theoretically investigated [FeIII(pap)2]+ in the LS, HS, and IS states [18], and
clarified the reason why this complex exhibits the LIESST despite Fe(III) complexes being be-
lieved not to be useful for LIESST [4]. In this study, we theoretically investigated the electronic
structures, equilibrium geometries, PESs, and electron excitations ofmer-[FeII(2-pic)3]2+ (pic
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= picolylamine, Scheme 3.3(A)) [12,14-17,39-41] and its Fe(III) analogue,mer-[FeIII(2-pic)3]3+.
Note thatmer-[FeII(2-pic)3]2+ is well-known as a LIESST compound [12,14-17] butmer-[FeIII(2-pic)3]3+
is not. We also investigated fac-[FeII(2-pic)3]2+ (Scheme 3.3(B)) [39b,40]. Our purposes here
are to present the PESs of the LS, HS, and IS states of these compounds, to present theoretical
knowledge on how much the PESs depend on the oxidation state of the iron center and the
mer- and fac-geometries, and to make clear comparisons of the electronic structures and the





Scheme 3.3: Structures of (A) mer-[FeII(2-pic)3]2+ and (B) fac-[FeII(2-pic)3]2+.
3.2 Computational details
Geometries of the lowest energy LS, HS, and IS states were optimized with the unrestricted
DFT(B3LYP) method [28,29]. In the Fe(II) complex, the LS, HS, and IS states correspond to
the singlet, quintet, and triplet states, respectively; see Scheme 3.1. In the Fe(III) complex,
they correspond to the doublet, sextet, and quartet states, respectively. In evaluating PESs,
we also employed either the B3LYP* functional with 15% of the Hartree-Fock (HF) exchange
[31] or the B3LYP** functional with 10% of the exchange [36], which were reparameterized
to reproduce the energy difference between the LS and HS states (EHL). In particular, the
B3LYP* functional was employed in many theoretical works on spin-crossover complexes
[32,35,36]. We ascertained by frequency calculations that all optimized geometries have no
imaginary frequency. Because of the presence of near-degeneracy of the electronic state, we
examined whether all wave functions are stable or not [47]. The vertical excitation energies of
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the LS and HS states were calculated with the TD-DFT(B3LYP) method.
In geometry optimization, we used the (311111/22111/411/1) basis set with effective core
potentials (ECPs) [42] proposed by the Stuttgart group for Fe, while for the other atoms, the
cc-pVDZ basis sets [43] were employed. This basis set system is called BS-1 hereafter. In
evaluations of PESs and vertical excitation energies, we also employed a better basis set system
(BS-2). In BS-2, although the same basis set and ECPs were used for Fe, the cc-pVTZ basis
sets [43] were employed for other atoms.
It is likely that internal conversion and vibrational relaxation occur more rapidly than inter-
system crossing. Based on this idea, the intersystem crossing from the lowest energy IS state
to either the HS or the LS state occurs around the equilibrium geometry of the IS state. The
same idea was employed in the cascade model proposed by Decurtins et al. (Scheme 3.1) [12]
and its validity was demonstrated by Hauser et al. [13b]. We evaluated the PESs along a linear
internal coordinate [44] from the LS equilibrium geometry to the IS one and another linear
internal coordinate from the IS one to the HS one, because the coordinate between the LS and
the IS geometries is considerably different from that between the IS and the HS geometries, as
will be discussed below. The internal coordinate Ai (i = 1,   , 3N-6, where N is the number of
atoms) of one molecular geometry in spin state A is varied linearly to that of another geometry
in spin state B, Bi . If this interpolation is performed in n steps, the coordinate at the m-th
step is determined by adding the differencemi (=m(
B
i  Ai )/n) to Ai . In other words, this
coordinate is similar to the linear transit one. This procedure was successfully used to evaluate
PESs of the reactions of transition-metal complexes [45].
Though the LIESST ofmer-[FeII(2-pic)3]2+ occurs in molecular crystals [12a], the influence
of neighbors was not considered here. This is because Hauser demonstrated that LIESST is
basically a single-ion event and not much influenced by cooperative effects in contrast to the
thermal spin transition [13a,b].
All the DFT and TD-DFT calculations were carried out with Gaussian 03 [46]. Molecular
orbitals were visualized with Molekel [48].
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3.3 Results and discussion
3.3.1 Geometries and electronic structures ofmer-[FeII(2-pic)3]2+
As shown in Table 3.1, the calculated Fe   N distances of the singlet and quintet states agree
well with the experimental ones [41b] except for the Fe N4, Fe N5, and Fe N6 distances
in the quintet state [49a]; see Table S3.1 for further information. It is noted that all Fe   N
bonds become longer when going from the singlet state to the quintet state as experimentally
reported. The difference RHL agrees well with the experimental value for the Fe   N1,
Fe N2, and Fe N3 bonds. Though the calculated RHL value is somewhat larger than the
experimental one for the Fe   N4, Fe   N5, and Fe   N6 bonds [49b], the discrepancy is not
very large. Thus, we will present our discussion based on the optimized geometries.
Table 3.1: Selected bond distances (A˚) of mer-[FeII(2-pic)3]2+ optimized with the
B3LYP/BS-1 method
Singlet Triplet-a Triplet-b Triplet-c Quintet RHLa
Fe  N1 2.063 (1.998)b 2.189c 2.039 2.244 2.247 (2.186) 0.184 (0.188)
Fe  N2 2.072 (2.014) 2.192 2.230 2.046 2.253 (2.192) 0.181 (0.178)
Fe  N3 2.055 (1.994) 2.247 2.041 2.168 2.243 (2.182) 0.187 (0.188)
Fe  N4 2.067 (2.031) 2.051 2.197 2.282 2.268 (2.161) 0.202 (0.130)
Fe  N5 2.076 (2.019) 2.056 2.297 2.222 2.275 (2.158) 0.199 (0.139)
Fe  N6 2.073 (2.021) 2.289 2.203 2.059 2.287 (2.170) 0.215 (0.149)
a The elongation of bond lengths by spin transition from the singlet to the quintet state (see
Scheme 3.1).
b In parentheses are experimental values. The geometries in the singlet and quintet states
were determined at 90 K and 150 K, respectively, by X-ray diffraction measurement [41b].
c The italics represent the bond lengths considerably longer than those of the singlet state.
The electronic structure of [FeII(2-pic)3]2+ is understood in terms of the occupation of t2g-
and eg-like d orbitals. In the singlet state, the t2g-like orbitals are doubly-occupied and the eg-
like orbitals are unoccupied (Figure 3.1(A)). Orbital energies are slightly different among the
three t2g-like orbitals due to the lower symmetry than the perfect octahedral geometry. The dxy






















































































Figure 3.1: Electron configurations of (A) mer-[FeII(2-pic)3]2+ and (B) its Fe(III) complex,
investigated with the B3LYP/BS-1 method. Five molecular orbitals with Kohn-Sham orbital
energies are shown for the singlet state, while only singly-occupied natural orbitals are de-
picted for the other spin states.
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Scheme 3.3 for Cartesian coordinates x, y, z). This order in orbital energy is found even in the
equilibrium geometries of different spin states (Figure S3.4), because this orbital order arises
from the presence of antibonding interaction between the d orbitals and the  orbitals of pic
as follows: The HOMO and HOMO-1 of pic are antibonding and bonding couples of pyridine
and amine lone pair orbitals, as shown in Figure 3.2. The HOMO-2 is a -bonding orbital of
pyridine ring, which does not participate very much in the interaction with the Fe center. The
HOMO-3 is another -orbital, which largely participates in antibonding interaction with the
doubly-occupied d orbitals. The most stable dxy orbital forms no antibonding interaction with
the HOMO-3 of pic, while the dyz orbital forms antibonding interaction with the HOMO-3 of
one pic ligand and the dzx orbital forms it with the HOMO-3s of two pic ligands, leading to
moderate energy destabilization of the dyz orbital and considerable energy destabilization of
the dzx orbital; see Scheme S3.2.
 	 
 	
 	  	
 	  	
Figure 3.2: Molecular orbitals of picolylamine (pic). In single parentheses are Kohn-Sham
orbital energies (eV).
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In the quintet state, there are three nearly-degenerate states depending on the electron oc-
cupation of the t2g-like orbitals (Figure S3.3(A)). In the most stable state, the dxy orbital is
doubly-occupied, and the other t2g- and eg-like orbitals are singly-occupied (Figures 3.1(A)
and S3.3(A)). In the other two states, either the dyz or dzx orbital is doubly-occupied, while
their energies are little different because the t2g-like orbitals are essentially non-bonding. Be-
cause of the occupation of the antibonding eg-like orbitals, all Fe   N bonds become longer
in the quintet state than in the singlet state, as discussed above; the calculated RHL value is
about 0.19 A˚ and its experimental value is about 0.16 A˚. The significantly largeRHL value is
believed to be favorable for the LIESST/reverse-LIESST because the tunneling is suppressed
by a wide wall [9,11,13c,38].
In the triplet state, one eg- and one t2g-like orbitals are singly-occupied (Figure 3.1(A)) and
hence there are six nearly-degenerate states at the most. This degeneracy induces three kinds of
Jahn-Teller (JT) distortion, triplet-a, b, and c (Table 3.1); three of six degenerate states become
the same as the other three during the geometry optimization. The differences in geometry
between the singlet and triplet states arise from the occupation of antibonding eg-like orbitals
in the triplet state (Figure 3.1(A)). In the triplet-a, the Fe N1, Fe N2, Fe N3, and Fe N6
bonds are elongated by the occupation of the antibonding dz2 x2 orbital; here, it is noted that
the Fe   N3 and Fe   N6 bonds are much more elongated than the others probably because
the N3 and N6 atoms are in the same pic ligand and hence the elongation of these two bonds
little induces the distortion of the pic geometry. In the other triplet-b and c, also, two Fe   N
bonds which are formed by one pic ligand are longer than those of the singlet geometry by
about 0.20 A˚; for instance, the Fe   N2 and Fe   N5 bonds are longer than the other Fe   N
bonds in the triplet-b (Table 3.1). The other two Fe   N bonds which are trans to the above
Fe N bonds are longer by about 0.13 A˚; see the Fe N4 and Fe N6 bonds in the triplet-b.
The remaining two Fe   N bond distances are similar to those of the singlet state. We could
not optimize the JT distorted geometry in which two axial Fe  N bonds such as Fe  N4 and
Fe   N5 bonds are considerably elongated and the other Fe   N bonds are little elongated.
In the JT distorted geometries, three states with different occupation of the t2g-like orbitals
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are nearly degenerate (Figure S3.2(A)). In the most stable triplet state, singly-occupied eg-
and t2g-like orbitals lie in the same plane (Figures 3.1(A) and S3.2(A)). This means that the
energy levels of the t2g-like orbitals are not an important factor in determining the electronic
state. For instance, in the triplet-b, the dxy and dx2 y2 orbitals are singly-occupied and the dyz
and dzx orbitals are doubly-occupied, while the dxy orbital energy is the most stable (Figure
S3.4). This electron configuration is energetically favorable due to small Coulombic repulsion
interaction, as follows: The electron-electron repulsion between two d orbitals in the same
plane such as dxy and dx2 y2 orbitals is large because the averaged electron-electron distance
is shorter between them than that between two orbitals in different planes. Hence, the dxy
orbital should be singly-occupied in the triplet-b. In other words, the JT distortion induces
large energy splitting of eg-like orbitals (Figure S3.4), and the occupation of the more stable
eg-like orbital determines which t2g-like orbital should be singly-occupied so as to minimize
the electron-electron repulsion.
3.3.2 Potential energy surfaces and LIESST ofmer-[FeII(2-pic)3]2+
Before starting discussion of the PESs, we examined the relative stability of the singlet and
quintet states. Reiher [31b] first, and then Casida et al. [32c,d] suggested that the contribution
of the HF exchange in the B3LYP* functional is still large and then Respondek et al. showed
that the B3LYP** functional is more reliable than the B3LYP* functional [36a]. Actually, the
singlet state was calculated to be the ground state by the B3LYP** functional (Figure 3.3),
which agrees with experimental reports [39a,40,41], while the quintet state was calculated to
be the ground state by the B3LYP and B3LYP* functionals (Figures S3.6-3.7). Hence, we
will mainly discuss the B3LYP**-computational PESs, hereafter. It should be noted that spin
contamination occurs little in the B3LYP**-computed wave functions (Figure S3.12(C)) [54a].
In mer-[FeII(2-pic)3]2+, three linear internal coordinates are defined because three kinds of
JT distorted geometries exist in the triplet state (triplet-a, b, and c in Table 3.1). The PESs along








































Figure 3.3: PESs of mer-[FeII(2-pic)3]2+ in the singlet, triplet, and quintet states.
the internal coordinate connecting the singlet, quintet, and triplet-a equilibrium geometries,
because the triplet-a is the most stable. Here, we wish to note that the linear internal coordinate
between the LS equilibrium geometry and the IS one is different from that between the IS one
and the HS one. This is because the geometry changes when going from the LS to the IS in
a considerably different way from that when going from the IS to the HS, as follows: Four
Fe N bonds become longer when going from the LS to the IS and the remaining two Fe N
bonds become longer when going from the IS to the HS, as mentioned above (see also Table
3.1).
The B3LYP** calculations indicate that the energy difference EHL between the singlet
and quintet states is very small, 1.8 kcal mol 1 (0.08 eV), and the PES of the triplet state
is the least stable (Figure 3.3). The singlet state becomes unstable in energy as the geometry
changes from the singlet equilibrium geometry to the triplet-a one. This is because the Fe N1,
Fe N2, Fe N3, and Fe N6 bonds become weaker when going from the singlet equilibrium
geometry to the triplet-a one (Table 3.1); remember that these Fe   N bonds become longer
by this geometry change than those of the singlet equilibrium geometry. The quintet state also
becomes substantially unstable in energy as the geometry changes from the quintet equilib-
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rium geometry to the triplet-a one. This is because the Fe   N4 and Fe   N5 bonds become
shorter by this geometry change (Table 3.1) to destabilize the singly-occupied dy2 orbital en-
ergy (Figure S3.4). As a result, the PESs of the singlet and quintet states approach that of the
triplet state at the triplet equilibrium geometry within 4.7 kcal mol 1 (0.21 eV). These PESs
correspond to the case 1 (Scheme 3.2 and Figure 3.3). In this case, the intersystem crossing
occurs from the triplet state to both the singlet and the quintet states around the triplet equi-
librium geometry. The activation barrier is estimated to be 9.1 kcal mol 1 (0.40 eV) for the
thermal spin transition from the singlet state to the quintet state and 7.3 kcal mol 1 (0.32 eV)
for the reverse spin transition. These large activation barriers, as well as the largeRHL value,
are enough to suppress thermal spin transition and tunneling between the singlet and quintet
states. In other words, the metastable quintet state can be maintained at low temperature. All
these results demonstrate that the PESs ofmer-[FeII(2-pic)3]2+ satisfy the requirements for the
LIESST/reverse-LIESST.
3.3.3 Geometries and electronic structures ofmer-[FeIII(2-pic)3]3+
Though the LIESST of several Fe(III) complexes was recently reported [4], the LIESST of
Fe(III) complexes has still been limited and Fe(III) complexes are believed to be less favorable
for the LIESST than Fe(II) complexes [8]. Thus, it is worth investigating how the oxidation
state of the iron affects the LIESST/reverse-LIESST.We investigated heremer-[FeIII(2-pic)3]3+.
Important geometrical parameters are presented in Table 3.2; see Table S3.3 for further infor-
mation.
In the doublet state, two t2g-like orbitals are doubly-occupied and the remaining one t2g-
like orbital is singly-occupied (Figure 3.1(B)). In the most stable doublet state, the unpaired
electron occupies the least stable dzx orbital (Figures 3.1(B), S3.3(A), and S3.4). In the sextet
state, all d orbitals are singly-occupied, leading to significant elongation of all Fe   N bonds
by about 0.15 A˚ (see Table 3.2 for the RHL values). This elongation is, however, somewhat
smaller than that (ca. 0.19 A˚) of the Fe(II) analogue [50]. This difference between the Fe(II)
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Table 3.2: Selected bond distances (A˚) of mer-[FeIII(2-pic)3]3+ optimized
with the B3LYP/BS-1 method
Doublet Quartet-a Quartet-b Quartet-c Sextet RHLa
Fe  N1 2.015 2.017 2.060 2.231b 2.161 0.146
Fe  N2 2.019 2.224 2.066 2.010 2.155 0.136
Fe  N3 2.040 2.065 2.028 2.202 2.145 0.105
Fe  N4 2.039 2.053 2.267 2.094 2.199 0.160
Fe  N5 2.039 2.088 2.279 2.068 2.204 0.165
Fe  N6 2.047 2.271 2.056 2.084 2.229 0.182
a The elongation of bond lengths by spin transition from the doublet to
the sextet state (see Scheme 3.1).
b The italics represent the bond lengths considerably longer than those of
the doublet state.
and Fe(III) complexes is explained, as follows: Because the 3d-orbitals of Fe(III) complexes
are more compact than those of Fe(II) complexes, the occupation of the antibonding eg-like
orbitals induces less bond elongation in Fe(III) complexes than in Fe(II) complexes. Based on
the smallRHL value, Fe(III) complexes have been believed to be unfavorable for the LIESST
[8]. Also, comparing the RHL values of [FeIII(pap)2]+ [18], [FeII(pap)2] (Scheme S3.1 and
Tables S3.7-3.8), [FeIII(NH3)6]3+, and [FeII(NH3)6]2+ (Table S3.9), we found that the RHL
values are larger in the Fe(II) complexes than in the Fe(III) complexes. The doublet state is
calculated to be the ground state with the B3LYP and B3LYP** functionals (Figures 3.4 and
S3.9). We will present a more detailed discussion on the energy difference EHL in Section
3.3.4, employing the B3LYP** functional.
In the quartet state, one eg-like orbital becomes singly-occupied and one t2g-like orbital
becomes doubly-occupied (Figure 3.1(B)). Three JT distorted geometries were optimized here,
in which two axial Fe   N bonds were elongated (Table 3.2). Another JT distorted geometry
in which four equatorial Fe   N bonds were elongated could not be optimized, though such
a geometry is stable in the triplet state of the Fe(II) complex, as discussed in Section 3.3.1.
The same type of JT distorted geometry could also not be optimized in the quartet states of
[FeIII(pap)2]
+ and [FeIII(NH3)6]3+, though it was optimized in the triplet states of [FeII(pap)2]
and [FeII(NH3)6]2+ (Tables S3.7-3.9). In the most stable quartet state, a singly-occupied eg-
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like orbital is perpendicular to a doubly-occupied t2g-like orbital; for instance, the dx2 orbital is
singly-occupied and the dyz orbital is doubly-occupied in the most stable state at the quartet-a
geometry (Figures 3.1(B) and S3.2(A)). This is because these eg- and t2g-like orbitals are in
different planes to induce smaller electron-electron repulsion; remember the discussion of the
most stable electron configuration of mer-[FeII(2-pic)3]2+ in the triplet state.
3.3.4 Potential energy surfaces and LIESST ofmer-[FeIII(2-pic)3]3+
Here, we wish to examine the PESs of the Fe(III) analogue. The PESs of the doublet, sextet,
and quartet states of mer-[FeIII(2-pic)3]3+ were evaluated with the B3LYP** functional (Fig-
ure 3.4) [54b]. Though three kinds of linear internal coordinate are defined depending on the
quartet geometries, the PESs depend little on these kinds of internal coordinates (Figure S3.9).
We employed here the linear internal coordinate connecting the doublet, sextet, and quartet-a
equilibrium geometries, because the quartet-a is the most stable. The linear internal coordi-
nate between the doublet and quartet-a equilibrium geometries is different from that between
the quartet-a and sextet ones. This is because two Fe   N bonds become longer when going
from the doublet equilibrium geometry to the quartet-a one and the remaining four Fe   N
bonds become longer when going from the quartet-a equilibrium geometry to the sextet one,
as mentioned above (Table 3.2).
The quartet state is less stable than the doublet state but more stable than the sextet state
at the quartet equilibrium geometry. These PESs correspond to the case 2 (Scheme 3.2 and
Figure 3.4), in which the quartet!sextet intersystem crossing is very difficult. The sextet
equilibrium geometry is much more unstable than the doublet one(EHL value = 10.3 kcal
mol 1 (0.45 eV)), which leads to the very small activation barrier for the spin transition from
the sextet to the doublet state (1.3 kcal mol 1 (0.06 eV)). Also,the RHL values are small, as
discussed in Section 3.3.3. These small barrier and RHL values are not enough to suppress
thermal spin transition and tunneling from the sextet state to the doublet state. As a result, the





































Figure 3.4: PESs of mer-[FeIII(2-pic)3]3+ in the doublet, quartet, and sextet states.
occurred [51]. All these results indicate that mer-[FeIII(2-pic)3]3+ cannot become useful for
the LIESST/reverse-LIESST.
3.3.5 Electron excitations ofmer-[FeII(2-pic)3]2+ andmer-[FeIII(2-pic)3]3+
Enachescu et al. discussed that visible light of 1.83 or 1.92 eV induces metal to ligand charge
transfer (1MLCT) transition in the singlet state ofmer-[FeII(2-pic)3]2+, which further induces
LIESST, and that the light of 1.49 eV induces 5T2!5E d-d transition in the quintet state, which
further induces reverse-LIESST [14]. It is noted that the excitation energy is different between
the singlet and quintet states. This is necessary for LIESST/reverse-LIESST.
Concerning the assignment, however, there still remains a problem. Tayagaki et al. [16] and
Koshihara [17b] proposed another assignment; according to them, the absorption at about 2.0
eV is not the 1MLCT transition but the 1A1!1T1 d-d transition. Thus, it is worth theoretically
investigating the assignment. In the singlet state of mer-[FeII(2-pic)3]2+, the 1A1!1T1 d-d
transition was calculated at 2.1 and 3.1 eV with a small oscillator strength and the 1MLCT
transition was calculated at 4.0 eV with a considerably large oscillator strength, as shown in
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Table 3.3. Thus, the absorption peak around 2.0 eV is assigned here as the 1A1!1T1 d-d tran-
sition, which agrees well with the assignment by Tayagaki et al. and Koshihara. Though the
TD-DFT calculation overestimates the 1MLCT excitation energy (2.7 eV in the experimental
value) [52], we wish to skip the discussion about this discrepancy because the reason of the
discrepancy does not directly relate to the main issue here; see Table S3.13 and Supplementary
Content for the details of the 1MLCT excitation energy. In the quintet state, the 5T2!5E d-d
excitation was calculated at 1.6 eV. These results suggest that the LIESST from the singlet to
the quintet state is induced by the 1A1!1T1 d-d transition and the reverse-LIESST from the
quintet to the singlet state is induced by the 5T2!5E d-d transition. Also, it is likely that vis-
ible light of 2.0 eV induces the 1MLCT transition, because this transition was experimentally
observed around 2.7 eV as a broad peak [52] and its oscillator strength is large.
Table 3.3: Excitation energies (eV) and oscillator strengthsa of
mer-[FeII(2-pic)3]
2+ in the singlet and quintet states.
Energies (oscillator strengths) Assignment
Singlet state
2.05 (0.010 4)b, 2.07 (0.010 4)b, d-d (t2g!eg)
2.09 (1.010 4)b, 3.10 (2.010 4),
3.13 (1.010 4), 3.17 (3.010 4)
3.91 (7.810 2), 3.99 (7.310 2), MLCT (t2g!LUMO)d
4.03 (1.110 2)
Quintet state
1.46 (0.010 4)c, 1.64 (0.010 4)c d-d (t2g!eg)
a We presented here the excitations with energies in the
range from 0.3 to 4.9 eV but omitted charge-transfer tran-
sitions whose oscillator strengths are smaller than 0.01.
b Visible light (1.83, 1.92 eV (676, 647 nm)) used for
LIESST [14a].
c Visible light (1.49 eV (830 nm)) used for reverse-LIESST
[14].
d See Figure 3.2 for the LUMO of the pic ligand.
In mer-[FeIII(2-pic)3]3+ (Table S3.11), the d-d transition of the doublet state (1.38-2.62
eV) is close in energy to the LMCT transition of the sextet state (2.64-2.81 eV). The LMCT
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transition has a large oscillator strength and hence both absorption spectra largely overlap with
each other. Because of this overlap of absorption spectra, it is difficult to selectively induce
electron excitation with visible light between the doublet and the sextet states. This is another
reason why the LIESST/reverse-LIESST does not occur in mer-[FeIII(2-pic)3]3+.
3.3.6 Comparison of fac-isomer, fac-[FeII(2-pic)3]2+, with themer-isomer
In fac-[FeII(2-pic)3]2+ (Scheme 3.3(B)) [39b,40], all Fe N bonds become longer when going
from the singlet to the quintet state (Table S3.2), like its mer-isomer. That is explained in the
same way as those of the mer-isomer (Figures S3.1(A), S3.3(B), and S3.5). In the case of
the mer-isomer in the triplet state, six JT distorted geometries might exist at most; in three
geometries, four equatorial Fe N bonds are longer than those of the singlet state and in three
other geometries, two axial Fe   N bonds are longer. In the fac-isomer in the triplet state,
two JT distorted geometries might exist at most, in which either equatorial Fe   N bonds or
axial Fe  N bonds are elongated. That is because the fac-isomer has an approximate C3 axis
[39b,40], which is located among the x, y, and z axes, unlike the mer-isomer (Scheme 3.3).
In fac-[FeII(2-pic)3]2+, however, only one JT distorted geometry could be optimized (Table
S3.2). In the most stable triplet state of the fac-isomer, unpaired electrons occupy 3d-orbitals
so as to decrease the electron-electron repulsion like in the mer-isomer; see the configuration
of the left-hand side in Figure S3.2(B).
The PESs of the fac-isomer are similar to those of the mer-isomer, as shown in Figures 3.5
and S3.8. These PESs correspond to case 1 (Scheme 3.2). However, the quintet equilibrium
geometry is moderately less stable than the singlet one (EHL value = 3.7 kcal mol 1 (0.16
eV)). Also, the activation barrier (6.5 kcal mol 1) for the quintet!singlet spin transition is
moderately smaller than that (7.3 kcal mol 1) of the mer-isomer. It is noted that the EHL
value is moderately larger and the activation barrier is moderately smaller than those of the
mer-isomer. The excitation energies of the singlet state considerably differ from those of the
quintet states (Table S3.10). From these results, we wish to theoretically predict that both the
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LIESST and the reverse-LIESST can also occur in this fac-isomer, though the mer-isomer is






































Figure 3.5: PESs of fac-[FeII(2-pic)3]2+ in the singlet, triplet, and quintet states.
3.4 Conclusions
We investigated the electronic structures, equilibrium geometries, PESs, and electron exci-
tations of mer-[FeII(2-pic)3]2+ employing the unrestricted DFT and TD-DFT methods with
the B3LYP, B3LYP*, and B3LYP** functionals. All Fe   N bonds are longer in the quin-
tet state than in the singlet one by about 0.19 A˚, which is consistent with the experimental
result [41b]. The PES of the triplet state is the least stable but considerably approaches the
PESs of the singlet and quintet states around the equilibrium geometry of the triplet state.
These PESs correspond to the case 1 (Scheme 3.2), indicating that both the triplet!quintet
and the triplet!singlet intersystem crossings can easily occur. The complex in the quintet
state is formed by this intersystem crossing and maintained at low temperature because ther-
mal spin transition and tunneling do not easily occur due to the presence of the large activation
barrier between the singlet and the quintet states (ca. 8 kcal mol 1). It is likely that the
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large geometrical difference and the small energy difference (1.8 kcal mol 1) between the
singlet and the quintet states are responsible for this large barrier. The light-irradiation with
different wavelengths selectively induces electron excitation between the singlet and quintet
states because the d-d excitation energies of the singlet state differ from those of the quintet
state, indicating that the LIESST and the reverse-LIESST can be induced separately by light-
irradiation of different wavelength. All these results satisfy the conditions necessary for the
LIESST/reverse-LIESST. These are the reasons why mer-[FeII(2-pic)3]2+ exhibits both the
LIESST and the reverse- LIESST [12,14-17]. The fac-isomer is also expected to be useful for
the LIESST/reverse-LIESST, though the mer-isomer is better than the fac-isomer.
By contrast, its Fe(III) analogue, mer-[FeIII(2-pic)3]3+, is not useful for the LIESST for
the following reasons. First, the PESs correspond to the case 2 (Scheme 3.2), indicating that
the quartet!sextet intersystem crossing is very difficult. Secondly, even if this intersystem
crossing occurred, the sextet state could not be maintained as stable species because the acti-
vation barrier for the sextet!doublet transition is too small (1.3 kcal mol 1). Also, the d-d
absorption of the doublet state overlaps well with the low-lying LMCT absorption of the sextet
state in the visible light region, which means the light-irradiation induces excitations in both
the doublet and sextet complexes; in other words, the LIESST and the reverse-LIESST occur
simultaneously, indicating that the sextet complex easily returns to the doublet one.
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3.5 Supplementary content
Scheme S 3.1: Structure of [FeIII(pap)2]+.
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Scheme S 3.2: Orbital energy splitting of t2g-like d orbitals of mer-[FeII(2-pic)3]2+ (singlet
state) by the anti-bonding interaction with the  orbitals (HOMO-3 shown in Figure 3.2) of the
pic ligands. In visualizing MOs, the threshold value (0.018) of isosurface was set to be smaller
than that (0.050) used in Figure 3.1.
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Table S 3.1: Relative energiesa and geometrical parameters of mer-[FeII(2-pic)3]2+ optimized
with the B3LYP/BS-1 Method.
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Table S 3.2: Relative energiesa and geometrical parameters of fac-[FeII(2-pic)3]2+ optimized
with the B3LYP/BS-1 Method.
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Table S 3.3: Relative energiesa and geometrical parameters ofmer-[FeIII(2-pic)3]3+ optimized
with the B3LYP/BS-1 Method.
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Table S 3.4: Relative energiesa and geometrical parameters of fac-[FeIII(2-pic)3]3+ optimized
with the B3LYP/BS-1 Method.
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Table S 3.5: Several stable conformations with NH2 libration. Relative energiesa and geomet-
rical parameters of mer-[FeII(2-pic)3]2+ optimized with the B3LYP/BS-1 method.
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Table S 3.6: Relative energiesa and geometrical parameters of mer-[FeII(2-pic)3]2+ optimized
with the B3LYP*/BS-1 and the PBE0/BS-1 method.
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Table S 3.7: Relative energiesa and geometrical parameters of [FeIII(pap)2]+ optimized with
the B3LYP/BS-3b method.
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Table S 3.8: Relative energiesa and geometrical parameters of [FeII(pap)2] optimized with the
B3LYP/BS-3b method.
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Table S 3.9: Relative energiesa and geometrical parameters of [FeII(NH3)6]2+ and
[FeIII(NH3)6]
3+ optimized with the B3LYP/BS-1 method. In parentheses are the relative ener-
gies evaluated with the CCSD(T)/BS-1 method.
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Table S 3.10: Excitation energies (eV) and oscillator strengthsa of fac-[FeII(2-pic)3]2+ in the
singlet and quintet states (the B3LYP/BS-2 calculation).
Table S 3.11: Excitation energies (eV) and oscillator strengthsa ofmer-[FeIII(2-pic)3]3+ in the
doublet and sextet states (the B3LYP/BS-2 calculation).
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Table S 3.12: Excitation energies (eV) and oscillator strengthsa of fac-[FeIII(2-pic)3]3+ in the
doublet and sextet states (the B3LYP/BS-2 calculation).
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Discrepancy in 1MLCT excitation energy between TD-DFT
and experimental values
There is large discrepancy in the excitation energy of the 1MLCT transition between the TD-DFT-calculated energy
(ca. 4.0 eV) and the experimental value of [FeII(2-pic)3]Cl2 in ethanol solution (ca. 2.7 eV) [52]. As well known, the
CT excitation energy can not be calculated correctly with the TD-DFT method when usual functionals are employed.
However, this weak point of the TD-DFT calculation is not responsible to the present discrepancy because the TD-DFT
calculation with usual functional tends to underestimate the CT excitation energy but the present TD-DFT calculation
overestimates the MLCT excitation energy. Thus, we need to consider another factor for this discrepancy. We examined
the effects of counter anions (chloride anions) and solvents (ethanol) here. When two Cl  anions are placed at the same
positions as those of the experimental solid structure [15], the d-d excitation energies are little influenced but the MLCT
excitation energies become very close to the experimental values (Table S3.13(A)). The solvation effect was evaluated
with the PCM method but the CT excitation energies are little influenced by the solvation effect (Table S3.13(B)).
Table S 3.13: Effects of (A) two Cl  anions and (B) ethanol in excitation energies (eV) and
oscillator strengthsa ofmer-[FeII(2-pic)3]2+ in the singlet state (the B3LYP/BS-1 calculation).b
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Figure S 3.1: Electron configurations of (A) fac-[FeII(2-pic)3]2+ and (B) its Fe(III) complex,
investigated with the B3LYP/BS-1 method. Five molecular orbitals with Kohn-Sham orbital
energies are shown for the singlet state, while only singly-occupied natural orbitals are de-
picted for the other spin states.
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Figure S3.2(A): Relative energies (kcal/mol)b of three nearly-degenerate triplet states of
mer-[FeII(2-pic)3]
2+ and three nearly-degenerate quartet states ofmer-[FeIII(2-pic)3]3+ at each
equilibrium geometry, where the B3LYP/BS-1 method was employed. The electron configu-
rations of these states are represented by important d-derived natural orbitals (NOs) whose
occupation numbers are very close to 1.0 for the triplet states and either 1.0 or 2.0 for the
quartet states.c a The SCF did not converge to the standard criterion (10 6 hartree), even though we employed
the level shift procedure. b The LS state at the equilibrium geometry was taken to be standard (energy zero). c The
-spin canonical MOs are very delocalized; in other words, we could not find clearly d-derived -spin MOs. On the
other hand, NOs are localized. In the triplet states, two d-localized NOs have occupation number of about 1.0. In the
quartet states, three d-localized NOs have occupation number of about 1.0 and one d-localized NO has that close to 2.0.
Because the -spin canonical MOs are similar to the corresponding NOs, it is not unreasonable to use NOs to represent
the electron configurations of these states.
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Figure S3.2(B): Relative energies (kcal/mol)a of three nearly-degenerate triplet states of
fac-[FeII(2-pic)3]
2+ and three nearly-degenerate quartet states of fac-[FeIII(2-pic)3]3+ at each
equilibrium geometry, where the B3LYP/BS-1 method was employed. The electron config-
urations of these states are represented by important d-derived natural orbitals (NOs) whose
occupation numbers are very close to 1.0 for the triplet states and either 1.0 or 2.0 for the
quartet states.b a The LS state at the equilibrium geometry was taken to be standard (energy zero). b The
-spin canonical MOs are very delocalized; in other words, we could not find clearly d-derived -spin MOs. On the
other hand, NOs are localized. In the triplet states, two d-localized NOs have occupation number of about 1.0. In the
quartet states, three d-localized NOs have occupation number of about 1.0 and one d-localized NO has that close to 2.0.
Because the -spin canonical MOs are similar to the corresponding NOs, it is not unreasonable to use NOs to represent
the electron configurations of these states.
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Figure S3.3: Relative energies (kcal/mol)c of three nearly-degenerate doublet states of
[FeIII(2-pic)3]
3+ and three nearly-degenerate quintet states of [FeII(2-pic)3]2+ at each equi-
librium geometry, where the B3LYP/BS-1 method was employed. The electron configurations
of these states are represented by important d-derived natural orbitals (NOs) whose occupation
numbers are very close to 2.0 for the quintet statesd and 1.0 for the doublet states. a Three
quintet states and three doublet states were evaluated at the quintet equilibrium geometry (Tables S3.1 and S3.2) and the
doublet one (Tables S3.3 and S3.4), respectively. b The SCF did not converge to the standard criterion (10 6 hartree), even
though we employed the level shift procedure. c The LS state at the equilibrium geometry was taken to be standard (energy
zero). d The -spin canonical MOs are very delocalized; in other words, we could not find clearly d-derived -spin MOs.
On the other hand, NOs are localized. Four d-localized NOs have occupation number of about 1.0 and one d-localized NO
has that close to 2.0. Because the -spin canonical MOs are similar to the corresponding NOs, it is not unreasonable to use
NOs to represent the electron configuration of these states. 83
Figure S3.4: The d orbital energies in the singlet state of mer-[FeII(2-pic)3]2+ ware summa-
rized for all equilibrium geometries (the B3LYP/BS-1 calculation). The  orbital energies of
the pic ligand are omitted. The character of the eg-like orbitals changes significantly as geom-
etry changes (see MOs), due to nearly-degeneracy. Here, we formally connected their energies
using short dash lines (....) for clarification.
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Figure S3.5: The d orbital energies in the singlet state of fac-[FeII(2-pic)3]2+ ware summarized
for all equilibrium geometries (the B3LYP/BS-1 calculation). The  orbital energies of the pic
ligand are omitted. The character of the d orbitals changes significantly as geometry changes
(see MOs), due to nearly-degeneracy. Here, we formally connected their energies using short
dash lines (....) for clarification.
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Figure S3.6: PESs ofmer-[FeII(2-pic)3]2+ in the singlet, triplet, and quintet states (B3LYP/BS-
1 calculations). We constructed linear internal coordinates using three Jahn-Teller triplet ge-
ometries; (A) the triplet-a, (B) triplet-b, and (C) triplet-c geometries (see Table 3.1 for these
abbreviations).
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Figure S3.7: PESs of mer-[FeII(2-pic)3]2+ in the singlet, triplet, and quintet states, obtained
with the B3LYP* method (blanked points, BS-1; filled points, BS-2).
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Figure S3.8: PESs of fac-[FeII(2-pic)3]2+ in the singlet, triplet, and quintet states. We em-
ployed the following three methods; (A) the B3LYP/BS-1 method, (B) the B3LYP* method
with BS-1 (blanked points) and BS-2 (filled points), and (C) the B3LYP**/BS-1 method.
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Figure S3.9: PESs of mer-[FeIII(2-pic)3]3+ in the doublet, quartet, and sextet states
(B3LYP/BS-1 calculations). We constructed linear internal coordinates using three Jahn-Teller
quartet geometries; (A) the quartet-a, (B) quartet-b, and (C) quartet-c geometries (see Table
3.2 for these abbreviations).
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Figure S3.10: PESs ofmer-[FeIII(2-pic)3]3+ in the doublet, quartet, and sextet states, obtained
with the B3LYP*/BS-1 method.
90
Figure S3.11: PESs of fac-[FeIII(2-pic)3]3+ in the doublet, quartet, and sextet states. We
employed the following three methods; (A) B3LYP method, (B) B3LYP* method, and (C)
B3LYP** method with BS-1.
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Figure S3.12: Expectation values of the spin square operator (S2) of the singlet, triplet, and
quintet wave functions of mer-[FeII(2-pic)3]2+. The ideal values, or the eigen values, of the
singlet, triplet, and quintet states are 0.0, 2.0, and 6.0, respectively. Related potential energy
surfaces and linear internal coordinates are shown in Figures 3.3 and S3.6(A).
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Spin contamination problem in the singlet and the triplet states
The spin contamination is very small in the quintet state at all geometries examined here (Figure S3.12).
However, somewhat large spin contamination is observed in the triplet state at the quintet equilibrium geom-
etry. We examined how much the spin contamination influences the potential energy surfaces, as follows:
The restricted open-shell B3LYP**-calculated triplet state is more unstable than the restricted B3LYP**-
calculated singlet state by 4.2 kcal/mol at the quintet geometry; see Figure S3.13. Because the singlet state
is more stabilized than the triplet state by electron correlation effects, it should be concluded that the singlet
state is more stable than the triplet state at the quintet geometry. At the triplet geometry, we could not reach
SCF-convergence in the restricted open-shell B3LYP** calculation of the triplet state. However, the spin
contamination of the unrestricted B3LYP** calculation is negligibly small in the triplet state (Figure S3.12),
indicating that the total energy of the triplet state at the triplet geometry is correct. The restricted B3LYP**-
calculated singlet state is 2.1 kcal/mol more stable than the unrestricted B3LYP**-calculated triplet state
at the triplet geometry. Thus, it should be concluded that the singlet state is more stable than the triplet
state at the triplet geometry. These results clearly indicate that the discussion based on the unrestricted
B3LYP**-calculated PESs (Figure 3.3) does not change at all by spin contamination.
Figure S3.13: PESs of mer-[FeII(2-pic)3]2+ in the singlet, triplet, and quintet states, obtained
with the B3LYP**/BS-1 method. a RO, R, and U represent the restricted open-shell, restricted closed-shell,
and unrestricted open-shell calculations, respectively.
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Figure S3.14: PESs of (A) [FeIII(pap)2]+ in the doublet, quartet, and sextet states and (B)
[FeII(pap)2] in the singlet, triplet, and quintet states (blanked points, the B3LYP/BS-3 method;
filled points, the B3LYP*/BS-2 method). See footnotes of Tables S3.7 and S3.8 for the details
of the BS-3 basis set.
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Chapter 4
Theoretical Study on Ultrafast
Intersystem Crossing of Chromium(III)
Acetylacetonate
4.1 Introduction
Juban et al. have reported that CrIII(acac)3 in acetonitrile solution undergoes ultrafast inter-
system crossing (ISC) from the initially-populated 4T2g excited state to the 2Eg excited state at
a rate of kISC > 1013 s 1, competing with vibrational relaxation (VR) in the 4T2g state [1,2]. In
the same complex, it has also been proposed that back ISC may occur efficiently [3, 4]. These
experimental studies indicate that ISC of CrIII(acac)3 occurs so efficiently that the relaxation
process does not follow the conventional cascade model (i.e., kISC < kVR). The detailed mech-
anism of this ultrafast ISC, however, has not been fully clarified. In general, elucidation of
relaxation processes is still an important issue in transition-metal chemistry. For example, sev-
eral concepts such as the cascade model and the heavy atom effect, which are applicable to
most organic compounds, have recently been questioned [1, 2, 5–8].
In order to understand the relaxation process of CrIII(acac)3, it is important to examine
accurate potential energy surfaces of several excited electronic states involved in the process.
However, investigating the full potential energy surfaces of multiple excited states is difficult
in practice due to a relatively large number of vibrational degrees of freedom in transition-
metal complexes. Many theoretical studies have therefore been investigating potential energy
curves (PECs) along one or a few important coordinates [9–15]. Under this simplification,
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accurate wavefunction-based ab initio methods can be used to evaluate PECs and spin-orbit
couplings (SOCs) [9–11]. In addition, dynamics studies using the Fermi’s golden rule or
wavepacket simulations are also feasible on the basis of the PECs and SOCs obtained [12–15].
Consequently, those studies have provided valuable insights into excited state processes of
transition-metal complexes.
Considering these experimental and theoretical studies, we aim to investigate the ISC of
CrIII(acac)3 after the 4A2g!4T2g photoexcitation by focusing on structural relaxation of the
4T2g state. For this purpose, we prepare a one-dimensional path to connect two equilibrium
geometries of the 4A2g and 4T2g states. Along the constructed path, the PECs and the SOCs
are evaluated by means of wavefunction-based ab initio methods, namely the complete active
space self-consistent field theory (CASSCF) and the multiconfigurational quasidegenerate per-
turbation theory (MCQDPT) calculations [16]. We then perform wavepacket simulations and
discuss the ultrafast ISC to the intermediate 2T1g state in particular in order to find clues about
the origins of the ultrafast relaxation process of CrIII(acac)3.
4.2 Ab initio calculations
4.2.1 Equilibrium geometries and linear reaction path
The geometries of CrIII(acac)3 were optimized with the DFT(B3LYP) method [17–19] for the
4A2g ground state and a Jahn-Teller stabilized 4T2g excited state within the C2 point group.
Note that each electronic state is specified by an irreducible representation of the Oh point
group hereafter because the primary coordination sphere of the ground state geometry belongs
approximately to this point group. An irreducible representation of the actual point group
C2 is also specified in parentheses when necessary. The 2Eg geometry is stable but was not
optimized because it is considered to be similar to the 4A2g geometry [20]. In all ab initio
calculations, we employed the cc-pVTZ basis set [21] for the Cr atom and the cc-pVDZ basis
sets [22] for the O, C, and H atoms. The DFT(B3LYP) calculations and molecular visualization
were carried out using the Gaussian 03 program suite [23] and Molekel 5.4 [24], respectively.
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The equilibrium geometries of the 4A2g ground state and the lowest 4T2g(4A) excited state
are summarized in Table 4.1. They are also visualized in Figure 4.1, where the two structures
were positioned in the same xyz frame so as not to generate any linear or angular momentum
[25, 26]. As listed in Table 4.1, all Cr   O distances of the 4A2g geometry were estimated
to be 1.975 A˚, which is in good agreement with the experimental value of ca. 1.951 A˚ [27].
The electronic structures of the 4A2g and 4T2g(4A) states were characterized by jdxydyzdzxj
and jdyzdzxdx2 y2 j, respectively, indicating that the 4A2g!4T2g(4A) excitation corresponds to
a one-electron promotion from the t2g-type dxy to the eg-type dx2 y2 orbital [20]. Therefore,
the optimized 4T2g geometry in Table 4.1 can be interpreted as a consequence of the Jahn-
Teller distortion [20]: compared to the 4A2g geometry, four Cr  O bonds in the xy plane are
elongated because of the anti-bonding character of the dx2 y2 orbital. TheCr O2 andCr O6
bonds are longer than the Cr O3 and Cr O5 bonds probably because O3 and O5 belong to
different acac ligands and the elongations of Cr   O3 and Cr   O5 induce ligand distortions.
A dihedral angle between two front ligands in Figure 4.1 opens by 30 and ligand structures
themselves remain little changed; in fact, displacement of any atom in each ligand was less
than 0.1 A˚.
As mentioned in Introduction, we focus on the ISC from the initially-populated 4T2g state to
doublet states associated with the structural relaxation of the 4T2g state. We therefore prepare
a reaction path to describe the structural change from the 4A2g to the Jahn-Teller distorted
4T2g geometry obtained above. As such a path, we employed the linear reaction path S [25]
which connects those two geometries with linear interpolation and extrapolation. In order to




was calculated, where M is a diagonal matrix including the atomic masses and L
4A2g is a
transformation matrix which diagonalizes the Cartesian Hessian of the 4A2g state to obtain the
mass-weighted diagonal frequency matrix. The DuschinskyK vector is thus the normal-mode
representation of the Cartesian displacement R between the two equilibrium geometries.
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Table 4.1: Selected geometrical parameters of
equilibrium geometries of the 4A2g(4B) ground
state and the lowest energy 4T2g(4A) state.a The





Cr O1 1:975 1:958  0:017
Cr O2 1:975 2:130 0:155
Cr O3 1:975 2:013 0:038
Cr O4 1:975 1:958  0:017
Cr O5 1:975 2:013 0:038
Cr O6 1:975 2:130 0:155
Dihedral angle (deg.)
O3  O4  O1  O5 90:3 120:3 30:0
a The 4A2g and 4T2g geometries belong to the
D3 and C2 point groups, respectively.
b The  values represent the differences be-
tween the 4T2g and the 4A2g geometry.
Figure 4.1: Equilibrium geometries of the 4A2g(4B) ground state (deep color) and the lowest
energy 4T2g(4A) state (light color). The two geometries are positioned so as not to generate
any linear or angular momentum. The C2 axis is aligned with the bisector between the x and
y axes.
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Figure 4.2: Decomposition of the displacement between the 4T2g and the 4A2g geometry in
terms of the 4A2g normal modes.
The resultant DuschinskyK vector is shown in Figure 4.2, where the absolute value of each
K vector element was plotted with respect to the corresponding normal-mode frequency of
the 4A2g state. As seen in Figure 4.2, only low-frequency modes have large jKj values or
large displacements. The normal-mode analysis also showed that most of such low-frequency
modes are mainly composed of displacements of the primary coordination sphere. For exam-
ple, the normal mode whose displacement and frequency are 1.45 A˚ amu1=2 and 182 cm 1
was assigned to Cr  O stretch vibration. These results indicate that the obtained linear reac-
tion path is mainly described by low-frequency modes which are responsible for the complex
distortion motions. This seems to indicate that the reaction path employed here is a reason-
able coordinate for investigating the ultrafast ISC, since the importance of the low-frequency
modes, particularly the Cr O stretch vibration (see Figure 4 in Ref. [4]), for the ultrafast ISC
process has recently been discussed on the basis of both the experimental and DFT results [4].
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4.2.2 Potential energy curves and spin-orbit couplings
The PECs of four low-lying quartet states, 4A2g and 4T2g, and of five low-lying doublet
states, 2Eg and 2T1g, were obtained along the linear reaction path using the GAMESS pro-
gram suite [29]. Note that the similar PECs were obtained even when higher 4T1g states were
included in the calculations. We employed the second-order MCQDPT method [16] so as to
include both the static and dynamic electron correlation effects. In order to obtain the refer-
ence wave functions for the MCQDPT calculations, we first optimized the molecular orbitals
using the state-averaged CASSCF(3, 5) method, where the active space (3, 5) means that three
electrons are distributed among five Cr 3d orbitals. Then, we added the Cr 3s and 3p orbitals
into the active space so as to take account of the strong intershell correlation effect [30] and
performed the complete active space configuration interaction (CASCI) calculations with the
resultant (11, 9) active space. It is noted here that the CASCI(11, 9)/MCQDPT method would
be comparable in accuracy with the CASSCF(11, 9)/MCQDPT one because orbital optimiza-
tion effect can be included to some extent even in the CASCI(11, 9) method [31, 32]. See the
Supplementary Content for further discussion on the present active space selection. In the MC-
QDPT calculations, core electrons (i.e., Cr 1s, 2s, 2p, C 1s, and O 1s) were not correlated and
an energy denominator shift of 0.02 hartree was introduced as intruder-state avoidance [33].
In order to examine the performance of the CASCI(11, 9)/MCQDPT calculations, we eval-
uated the averaged vertical excitation energies of 4A2g!2Eg, 4A2g!2T1g, and 4A2g!4T2g at
the optimized 4A2g geometry. Note that the Oh assignment of each electronic state was per-
formed by expanding the calculated wave function into the configuration state functions of the
ligand field theory [34]. The three calculated values, 15609, 16892, and 18284 cm 1, are in
reasonable agreement with the corresponding CASPT2 excitation energies, 15540, 16530, and
16970 cm 1 [35], respectively, of the unsubstituted analog, CrIII(1; 3-propanedionate)3. In
addition, the calculated values for the 4A2g!2Eg and 4A2g!4T2g excitations are not signifi-
cantly deviated from the experimental estimations, 13070 and 18233 cm 1, respectively [35].
These results support the adequacy of the present calculations.
The PECs thus obtained are displayed in Figure 4.3. At the 4A2g geometry (S =  3:93
100
amu1=2A˚), the 4T2g state split into a 4T2g(4A) and degenerate 4T2g(4A) and 4T2g(4B) states.
As seen in Figure 4.3, the lowest energy 4T2g(4A) state is stabilized as the geometry gets
closer to the Jahn-Teller distorted 4T2g one (S = 3:93 amu1=2A˚), while the other two states
show the opposite trend. This result indicates that the Jahn-Teller effect was successfully
reproduced in both the DFT(B3LYP) and MCQDPT calculations. It was also confirmed at
the DFT-optimized 4T2g geometry that the wave function of the lowest energy 4T2g(4A) state
is essentially represented by a single configuration jdyzdzxdx2 y2 j as in the case of the DFT




























































Figure 4.3: Potential energy curves of low-lying electronic states along the linear reaction
path S. The electronic states are classified by irreducible representations of the Oh(C2) point
group. The 4A2g and 4T2g geometries correspond to  3:93 and 3:93 amu1=2A˚, respectively.
The energy of the 4A2g state at its equilibrium geometry is set to be zero.
We further evaluated the SOCs along the linear reaction path using the full Breit-Pauli
Hamiltonian [36] and CASCI(3, 5) wave functions, which were constructed from the molecu-
lar orbitals optimized for the doublet states with the state-averaged CASSCF(3, 5) method. It
should be pointed out that the optimized orbitals could describe the quartet state wave func-
101
tions which have the correct symmetry and degeneracy. Because we focus on the ISC process
from the lowest energy 4T2g(4A) state as mentioned before, it is worthwhile to examine the
SOCs involving this state at the potential crossing points. As seen in Figure 4.3, the lowest en-
ergy 4T2g(4A) PEC crosses the three 2T1g-derived ones at S   2:3 amu1=2A˚ and the 2Eg(2A)
one at S =  0:4 amu1=2A˚. As listed in Table 4.2, the root-mean-squared SOCs with the
former three states range from 100 to 170 cm 1 at their respective crossing points, while the
SOC with the 2Eg(2A) state is small, 21 cm 1. This implies that the ISC process may not be
efficient through the latter coupling. In contrast, there is no crossing between the 4T2g(4A) and
the 2Eg(2B) PECs as seen in Figure 4.3. However, a relatively large SOC of 371 cm 1 was ob-
tained between these two states at S = 1:9 amu1=2A˚. Note that the SOC with the 2Eg(2A) state
is particularly small, 21 cm 1, because the main configurations in the CASCI(3, 5) wave func-
tions differ by two electrons. On the other hand, the other SOCs are relatively large because
most configurations differ by a single electron. See the Supplementary Content for detailed
discussion.
Table 4.2: Root-mean-squared spin-orbit cou-
pling elements (SOCs) between a doublet and the
lowest energy 4T2g(4A) states.a






a The listed SOC values are root-mean-square
values for SOC matrix elements over all pos-
sibleMS states.
b The S values represent potential energy
crossing points (or small energy gap region),
at which the listed SOCs were evaluated.
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4.3 Insights into ultrafast intersystem crossing through wavepacket
dynamics
In this section, the relaxation process of CrIII(acac)3 is discussed on the basis of the PECs and
SOCs obtained in Section 4.2.2 with the aid of excited-state wavepacket simulations. As a first
step to elucidate the origins of the ultrafast ISC, we consider the nuclear motion only along
the linear reaction path in Section 4.2.1 and neglect the kinetic couplings in the wavepacket
simulations. The PECs in Figure 4.3 and the SOCs are thus the diabatic curves and the diabatic
couplings, respectively.
As the initial wavepacket, the vibrational ground state of the 4A2g PEC was set onto the
lowest energy 4T2g(4A) one at the Franck-Condon region with an assumption of the constant
transition dipole moment. Since each spin-free state is distinguished by the spin quantum
numberMS , the total of 26 states were handled in the wavepacket simulations. TheMS number
of the initially-populated state was set to  3=2, but the other choices ( 1=2, 1=2, and 3=2)
little affected the following discussion; see the Supplementary Content. In pseudo-spectral
representation of the wavepacket, the Fourier grid Hamiltonian method [37] was employed
with a grid space of S = 0:04 amu1=2A˚. The time propagation of the wavepacket was then
performed with a time step of t = 10 3 fs up to t = 500 fs. The time propagator employed

































The exponential term involving the diagonal kinetic and potential energy matrices, T^ and V^ ,
in Eq. (4.2) was treated with the Chebyshev method [39]. The transformation matrix U^ in
Eq. (4.3) diagonalizes the SOC matrix, V^ SOC, obtained in Section 4.2.2. In investigating the
population change for each state, we added up the resulting populations of all possible MS
states.
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Figure 4.4: Population change on each electronic state. The initial wavepacket was set on the
lowest energy 4T2g(4A) PEC whoseMS =  3=2.
Figure 4.4 shows the time-dependent population changes calculated from the wavepacket
simulation, where ultrafast 4T2g!2T1g ISC is observed: nearly 40% of the 4T2g(4A) state un-
dergoes ISC to the 2T1g states within 250 fs. On this time scale, the expectation value of
the reaction coordinate hSi is not significantly deviated from the value of the 4A2g geometry,
 3:93 amu1=2A˚, as shown in Figure 4.5. These results indicate that a notable fraction of the
4T2g population transfers into the 2T1g states before the wavepacket reaches to the Jahn-Teller
distorted 4T2g geometry, though the reaction path S is the least motion path to this geometry.
This ultrafast ISC can be understood by considering that the lowest energy 4T2g(4A) and all
2T1g PECs cross near the Franck-Condon region as seen in Figure 4.3. Because the linear
reaction path is mainly composed of the low-frequency modes as discussed in Section 4.2.1
and potential energy change should be small along such modes, these potential crossings are
a consequence of near-degeneracy of the electronic states at the Franck-Condon region. The
small distance between the Franck-Condon and the potential crossing regions is also demon-
strated in Figure 4.5, where the hSi reaches to the crossing points at 2:3 amu1=2A˚ within 200
104
fs. Due to the potential crossings, the SOCs of 100 170 cm 1 in Table 4.2 are large enough
to induce ISC.


































Figure 4.5: Expectation value of coordinate S (black solid line) with standard deviation (gray
region) for the wavepacket on the lowest energy 4T2g(4A) PEC whoseMS =  3=2. The 4A2g
and 4T2g geometries correspond to  3:93 and 3:93 amu1=2A˚, respectively.
In contrast to the ultrafast ISC to the 2T1g states, ISC to the 2Eg states is not efficient as seen
in Figure 4.4. The inefficient ISC to the 2Eg(2A) state is attributed to the smaller SOC of 21
cm 1 at the potential crossing point as discussed in Section 4.2.2. The ISC to the 2Eg(2B)
state is also inefficient in spite of the larger SOC of 371 cm 1 at the small energy gap region.
This inefficient ISC is attributed to the absence of potential crossings along the linear reaction
path, which seems to emphasize the importance of potential crossings near the Franck-Condon
region for the ultrafast ISC. Since the 2T1g and 2Eg states are close in energy as seen in Fig-
ure 4.3, it is likely that fast internal conversion to the 2Eg states will occur after the ultrafast
4T2g!2T1g ISC observed in the present simulation. This is consistent with the experimen-
tal observations [1, 2], though more detailed studies considering the contribution from other
vibrational degrees of freedom and from the kinetic couplings are desired to gain further un-
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derstanding of the relaxation process of CrIII(acac)3.
4.4 Conclusions
We theoretically investigated the relaxation process from the initially-populated 4T2g state of
CrIII(acac)3 through focusing on the structural relaxation of this state. The equilibrium geome-
tries and the PECs obtained agreed well with the experimental ones. The ultrafast 4T2g!2T1g
ISC, observed in the wavepacket simulation, can be understood based on the PECs and the
SOCs: the lowest energy 4T2g(4A) and all 2T1g PECs cross near the Franck-Condon region and
the SOCs of 100 170 cm 1 are large enough to induce the ISC. Considering the importance
of low-frequency modes, these potential crossings arise from near-degeneracy of electronic
states in the Franck-Condon region.
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4.5 Supplementary content
Active space selection for evaluation of potential energy curves
In octahedral Cr complexes, the static correlation due to covalent Cr ligand bonds can be es-
sential for inter-configurational t2g!eg quartet-quartet transition unlike for intra-configurational
(t2g)
3 quartet-doublet transition; see, for example, K. Pierloot, Mol. Phys. 101 (2003) 2083.
In evaluating the PECs of CrIII(acac)3, however, we employed the CASCI(11, 9)/MCQDPT
method in order to include the dynamic intershell correlation [30] variationally, not the static
correlation. The active space was determined in the following manner.
First, considering that the intershell correlation due to Cr 3s-3d and 3p-3d excitations can
usually be treated in a perturbative fashion, we employed the state-averaged (SA) CASSCF(3, 5)/
MCQDPT method with five Cr 3d orbitals active. In this calculation, the averaged verti-
cal excitation energy of 4A2g!4T2g, 18011 cm 1, was in good agreement with the experi-
mental one, 18233 cm 1 [35], whereas that of 4A2g!2Eg, 16794 cm 1, was overestimated
compared to the experimental one, 13070 cm 1. The agreement in the inter-configurational
4A2g!4T2g transition suggests that the static correlation due to Cr ligand covalency is not
strong in CrIII(acac)3. In fact, the CASCI(7, 7)/MCQDPT calculation, which includes such
static correlation by adding two ligand eg orbitals into the active space, did not change the
results significantly; the calculated energy is 18303 cm 1 for 4A2g!4T2g and 17104 cm 1 for
4A2g!2Eg. Note that the CASCI(7, 7) method was based on the SA-CASSCF(3, 5) optimized
orbitals because the proper active space could not be retained after the orbital optimization in
the SA-CASSCF(7, 7) method. Finally, we treated the intershell correlation variationally by
adding the Cr 3s and 3p orbitals into the active space. In this CASCI(11, 9)/MCQDPT calcu-
lation with the Cr 3s, 3p, and 3d orbitals active, the 4A2g!2Eg excitation energy, 15609 cm 1,
is relatively close to the experimental one, 13070 cm 1. We thus employed this method when
evaluating the PECs of CrIII(acac)3.
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Spin-orbit couplings
To support the discussions about the SOC magnitude in Section 4.2.2, the electronic structures
at S =  0:4 amu1=2A˚ are presented here. It was found that the CASSCF optimized orbitals at
this geometry are still close to those at the 4A2g geometry, and thus the five 3d-like active or-
bitals can be classified into the a1- and two e-type orbitals in theD3 symmetry. The electronic
configurations discussed here are based on these five orbitals.
As shown in Table 4.2, the 2Eg(2A) and 4T2g(4A) states cross in energy with small SOC
magnitude of 21 cm 1. These two states have non-zero SOC elements between the same spin
quantum numbers ofMS= 0:5, and the small SOC magnitude is attributed to two-electrons
replacement between the main electronic configurations as summarized in Figure S4.1. In
contrast, large SOC magnitude of 380 cm 1 between the 2Eg(2B) and 4T2g(4A) states origi-
nates from the non-zero elements between differentMS values. This larger SOC magnitude is
attributed to one-electron replacement between the main electronic configurations as shown in
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Figure S4.1: Main electronic configurations and their weights for the 2Eg(2A) and 4T2g(4A)
states. The five molecular orbitals are the CASSCF(3, 5) active ones at S =  0:4 amu1=2A˚.
The lower three orbitals are a1- and e-type ones, while the upper two orbitals are e-type ones
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Figure S4.2: Main electronic configurations and their weights for the 2Eg(2B) and 4T2g(4A)
states. The five molecular orbitals are the CASSCF(3, 5) active ones at S =  0:4 amu1=2A˚.
The lower three orbitals are a1- and e-type ones, while the upper two orbitals are e-type ones
in the D3 point group.
Population changes starting from various initialMS states
In Section 4.3, we set the spin quantum number MS of the initially-populated 4T2g(4A) state
to be  3=2 and discussed the resultant time-dependent population change. Alternatively, Fig-
ures S4.3, S4.4, and S4.5 show the population changes starting from the other initial states
whoseMS =  1=2, 1=2, and 3=2, respectively. As seen in these figures, all resultant popula-
tion changes show the ultrafast ISC to the 2T1g states, indicating that the discussions in Section
4.3 are not significantly affected by the initial MS states. Note that the population changes
starting from MS = 1=2 and 3=2 are similar but not identical to those from MS =  1=2 and
 3=2, respectively. This is due to the fact that the spin-orbit coupling matrix V SOC along the
linear reaction path is not invariant with respect to theMS$ MS permutation.
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Figure S4.3: Population change on each electronic state. The initial wavepacket was set on the
lowest energy 4T2g(4A) PEC whoseMS =  1=2.







































































Figure S4.4: Population change on each electronic state. The initial wavepacket was set on the
lowest energy 4T2g(4A) PEC whoseMS = 1=2.
113







































































Figure S4.5: Population change on each electronic state. The initial wavepacket was set on the
lowest energy 4T2g(4A) PEC whoseMS = 3=2.
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Chapter 5










(pz = pyrazine, Figure 5.1a) [1–3], adsorbs
various guest molecules to induce spin transition between the LS (singlet) and the HS (quintet)
states at room temperature [4]. For instance, LS!HS transition is induced by adsorption of
guest species whose size or occupation number per pore is large in many cases. This transition
is understood by steric repulsion between bulky guests and the PCP framework [4], as follows.
The steric repulsion is smaller in the HS framework than in the LS one because the HS frame-
work is larger than the LS one [3, 4]. Hence, the HS framework is favorable for adsorption
of bulky guests. This is the reason why the LS!HS transition is induced by bulky guests. In
the case of adsorption of CS2, on the other hand, reverse HS!LS transition is unexpectedly









CS2 clathrate obtained with the X-ray diffraction measurement [4]. Fe (orange), Pt (pink), N
(purple), C (gray), and S (yellow).
In general, the HS!LS transition occurs when temperature goes down to the spin transition
temperature (T1=2). Hence, the CS2-induced HS!LS transition corresponds to the fact that
T1=2 becomes higher by CS2 adsorption; in fact, the T1=2 of the CS2 clathrate (T1=2 > 330 K) is
higher than that of the guest-free framework (T #1=2 = 285 K and T
"
1=2 = 309 K) [4], where T
#
1=2
means T1=2 in cooling and vice versa. In a non-cooperative model [5] or several cooperative





This shows that T1=2 shifts to higher temperature when enthalpy difference (HHS LS) in-
creases and/or entropy difference (SHS LS) decreases. We omit the superscript ‘HS   LS’
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for brevity hereafter.
When PCP adsorbs guest molecules, van der Waals (vdW) interaction and also steric re-
pulsion are formed between guest molecules and the PCP framework. It is of considerable
interest to clarify how these local perturbations induce drastic change in macroscopic proper-





In this study, we aim to investigate the influence of CS2 adsorption on S, H , and T1=2




5.2 Models and theoretical methods




, disorder of pz ligands was
observed in the X-ray diffraction measurement (Figure 5.1a) [4]. This implies that the pz
ligands rotate around the Fe Fe axes in both LS and HS frameworks. InCS2 clathrate, the PCP
adsorbs CS2 molecules between two pz ligands and the disorder disappears (Figure 5.1b) [4].
This indicates that the pz rotation can be strongly suppressed by theCS2 adsorption. Except for
the pz rotation, such vibrational motions as stretching and bending modes are involved. It is,
however, likely that these motions are not influenced very much by the CS2 adsorption because
this CS2 adsorption occurs through vdW interaction between CS2 and the PCP framework [4].
We hence investigated the influence of the CS2 adsorption on S and H in terms of the pz
rotation.
Hindered rotational entropies (Srot) and internal energies (Urot) were evaluated through the
following three steps. First, potential energy curves (PECs) of pz rotation in the LS and the
HS frameworks were calculated. We employed two local structure models, namely verti-
cal and parallel models (Figures 5.2a and 5.2b). Both models consist of two square-planar
[Fe(NC)4]
2  anions and three pz ligands, whose geometries were taken to be the same as the
experimental ones (1 2H2O(LS) and 1 2H2O(HS) in Ref. [4]). Point charges (PCPt) of+0:5


















































































Figure 5.2: Local structure models employed to investigate the potential energy curves of pz
hindered rotation: (a) vertical model, (b) parallel model, (c) pz model, and (d) NH3 model.
Point charges (PCPt) of +0:5 e are placed to mimic the Pt centers.
In the vertical (or parallel) model, the top and the bottom pz ligands are fixed vertical (or
parallel) with each other and only middle pz ligand rotates around the Fe   Fe axis. The
rotation angle  (Figure S5.1) was employed as a coordinate with the rigid-rotor approximation
for the pz ligand. When the rotating pz ligand is parallel with the top pz ligand, the angle
 = 0. Along the coordinate, the PECs of the LS and the HS states were evaluated with the
DFT(B3LYP) method [7–9] in Gaussian 03. In an octahedral (Oh) structure around the Fe
center, the LS state has no orbital degeneracy (1A1g). Though there are three near-degenerate
sub-states in the HS state, corresponding to 5T2g in Oh group, it is likely that the three PECs of
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those sub-states are close to each other because the PECs of the pz rotation mainly depend on
steric repulsion with cyanide ligands (CN ), as will be discussed below. We hence calculated
only one PEC for each spin state. For Fe atom, the (311111/22111/411/1) basis set [10] was
employed with the effective core potentials of the Stuttgart group. For N, C, and H atoms in
pz ligands and for N and C atoms in CN  ligands, the cc-pVDZ basis sets [11] and the aug-cc-
pVDZ basis sets [11, 12] were used, respectively. Potential energy barriers for the pz rotation
were investigated in detail with a smaller model which includes only one Fe atom (Figure
5.2c). The geometry of the smaller model was taken to be the same as the LS geometry of
1  2H2O(LS) [4]. To investigate the effect of the Fe   pz bonding interaction on the energy
barriers, NH3 was employed instead of one pz ligand in the small model. In this NH3 model
(Figure 5.2d), the distance between the N and the Fe atoms is taken to be 2.035 A˚, which is
the equilibrium Fe  NH3 distance in the LS state.
Then, quantized rotational energy levels (Ei) were calculated with the rotational Schro¨dinger








	i () = Ei	i () ; (5.2)
where V^ represents the PECs calculated above. The N   N (or Fe   Fe) axis is a principal
axis of inertia of the pz ring, where the principal moment of inertia (I) is 276.50 amuBohr2
for the LS framework and 285.68 amuBohr2 for the HS one. Note that the principal axes and
moments of inertia of the pz ring were obtained by diagonalizing the inertia tensors for the
pz structures in the experimental LS and HS geometries. To solve Eq. (5.2), we employed the
Fourier grid Hamiltonian method [13] with the grid space of  = =1000 rad and the cubic
spline interpolation.
Finally, the hindered rotational entropies (Srot) and internal energies (Urot) in the LS and the








Urot =  @ (lnQ)
@
; (5.4)
where T , , and Q are temperature, inverse temperature, and partition function, respectively.









where NA and Nbasis are the Avogadro constant and the number of basis functions for the
Fourier grid Hamiltonian method (= 2000), respectively.
We also investigated how much H is influenced by the vdW interaction between CS2 and
the PCP framework [4]. The PECs of the vdW interaction were evaluated by the CCSD(T)
method with the counterpoise correction [14]. Two local structure models were employed
to mimic guest-interaction sites in the framework (Figure 5.1); one S atom of CS2 is placed
between two pz ligands (site A) and the other S atom is between the four-coordinate Pt centers
(site B). For full details of the methods employed here, see Schemes S2 and S3 in our previous
paper [4].
5.3 Results and discussion
5.3.1 Hindered rotation of pyrazine ligands
The PECs of pz rotation in the vertical and the parallel models are shown in Figures 5.3a
and S5.2. Both models provide similar PECs, showing that each pz ligand independently
rotates. This means that Eq. (5.5) can be employed here. When the pz ligand is parallel
to the Fe   NC bonds ( = =4 and 3=4 rad), the potential energy becomes maximum.
When the pz ligand and Fe   NC bonds are staggered ( = 0 and =2 rad), it becomes
minimum. The barrier height is 6.0 kcalmol 1 in the LS framework and 1.1 kcalmol 1 in
the HS one (Figure 5.3a). These moderate values indicate that pz ligand can rotate in the
guest-free framework, which results in dynamical disorder of the X-ray diffraction structure
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(Figure 5.1a). It is noted that the barrier height is larger in the LS framework than in the
HS one. Hence, the pz ligand rotates much easier in the HS framework than in the LS one,
indicating that Srot (= SHS LSrot ) is positive, as will be shown below in detail. The rotation






(T #1=2 = 288 K and T
"
1=2 = 303 K) using deuterated
pyrazine (d4-pz). The line shape of the d4-pz was simulated as four site flip of pz rings along
the C4 axis, and the pz rotational rate was estimated to be over 108 Hz for the HS state at 290














































































Figure 5.3: Potential energy curves of pz hindered rotation: (a) vertical model and (b) pz model
vs. NH3 model in the LS state. In all models, the energy at  = 0 rad is set to be zero.
The pz rotational entropy was evaluated with Eqs. (5.3) and (5.5). As shown in Figure 5.4,
the difference in the pz rotational entropy (Srot) between the HS and the LS frameworks
is positive in all temperatures, as suggested above. The temperature dependence of Srot is
not large at sufficiently high temperature (200 K to 400 K) where spin transition is observed.
Hence, an averaged Srot value (1.84 calmol 1K 1) from 200 to 400 K is employed to eval-
uate the T1=2 shift in Section 5.3.3. The difference in rotational internal energy (Urot) was
evaluated with Eqs. (5.4) and (5.5). The absolute value of the difference is smaller than 0.1
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kcalmol 1 (see Figure S5.3).









































Figure 5.4: Difference (Srot) between hindered rotational entropy of pz ligands in the HS
framework and that in the LS framework. The vertical model (Figure 5.2a) is employed be-
cause the PECs of the vertical model are similar to those of the parallel one.
5.3.2 CS2 adsorption and its influence on enthalpy difference
CS2 molecules are adsorbed to the PCP framework through vdW interaction [4]. The PECs at
sites A and B are shown in Figure 5.5, where pz ligands are parallel with each other (Figure
5.1b). These PECs are attractive and show minima between rLS and rHS values, where rLS and
rHS represent the distances in the experimental LS and HS frameworks, respectively.
The enthalpy change for spin transition is approximately expressed by Eq. (5.6) [15–17].
H  Eel +Uvib; (5.6)
where Eel and Uvib are potential energy difference and vibrational internal energy differ-
ence between the HS and the LS states, respectively. Note that this is a solid system, and hence
pV  0 [16, 17]. The CS2 adsorption to the framework little influences Eel, as described
below: (1) Binding energy difference BE (= BEHS LS) at site A (0.2 kcalmol 1) and at
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Figure 5.5: Potential energy curves for the interaction of CS2 at (a) site A and (b) site B.
The binding energies at site B discussed in the text are estimated to be double the value in
Figure 5.5b because CS2 interacts with two Pt atoms at site B (see Figure 5.1b). The rLS and
rHS values represent the corresponding distances in the experimental LS and HS frameworks,
respectively. Point charges (PCFe) of +0:5 e are placed to mimic the Fe centers.
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site B ( 0:4 kcalmol 1) are very small and canceled out with each other (Figure 5.5). And,
(2) the vdW interaction little induces charge transfer from CS2 to the Fe center, which little
changes the ligand field strength around the Fe center. In addition, Urot, which is one com-
ponent of Uvib, is small as discussed in Section 5.3.1 and the influence of CS2 adsorption on
Urot also may be small. Consequently, it is likely that
Hguest-free  HCS2 clathrate: (5.7)
An averaged binding energy is 4.2 and 5.5 kcalmol 1 at sites A and B, respectively. Fur-
thermore, the potential energy minima at sites A and B are found between rLS and rHS, as
discussed above. Because of this binding interaction, the CS2 adsorption suppresses the pz
rotation in both LS and HS frameworks. Note that if pz ligands rotate in CS2 clathrate, sig-
nificantly large loss of the binding energy occurs because steric repulsion is formed or vdW
interaction is weakened. This is consistent with the fact that the disorder of pz ligands dis-
appears through the CS2 adsorption (Figure 5.1b). In the next section, hence, we discuss the
influence of pz rotational entropy on the T1=2 shift.
5.3.3 Spin transition temperature
We evaluated the CS2-induced T1=2 shift with Eq. (5.1). As discussed above, the rotational
entropy difference (Srot) is positive and considerably large (about 1.84 calmol 1K 1) in the
absence of CS2. In the presence of CS2, CS2 molecules suppress the pz rotation in both LS
and HS frameworks. As a result, the rotational entropy difference between the HS and the LS
frameworks is negligibly small in the CS2 clathrate. This leads to Eq. (5.8).
Sguest-free  SCS2 clathrate  Srot: (5.8)
Note that spin (or orbital) entropy terms of the guest-free PCP and the CS2 clathrate are can-
celled out in the left-hand side of Eq. (5.8). This is because the vdW interaction between CS2
and the PCP framework little influences the spin and the orbital degeneracies of each state.
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From Eqs. (5.1), (5.7), and (5.8), the T1=2 shift is derived as
T1=2  TCS2 clathrate1=2   T guest-free1=2 
Hguest-freeSrot
Sguest-free (Sguest-free  Srot) : (5.9)





[3]. Thus, the T1=2 shift was calculated to be 29.7 K
with Eq. (5.9). This large shift agrees well with the experimental results that the T1=2 of theCS2
clathrate (T1=2 > 330 K) is significantly higher than that of the guest-free PCP (T
#
1=2 = 285 K
and T "1=2 = 309 K) [4]. This agreement shows that the loss of Srot from Sguest-free caused
by the CS2 binding with pz ligands is crucial for the CS2-induced HS!LS transition. Al-
though the experiment of the HS!LS transition by the CS2 adsorption was carried out with
powder PCP [2, 4], the discussion of T1=2 is little different between powder and single crystal
PCP (see Supplementary Content).
The T1=2 shift by guest adsorption is explained in a more general way (Figure 5.6). In the
guest-free PCP (Figure 5.6a), the LS state is the ground state at low temperature. As temper-
ature increases, the increase in TSHS LS term stabilizes the HS state because SHS LS is
positive. Hence, the LS!HS transition occurs at the T1=2. When bulky molecules or many
molecules are adsorbed, the HS state becomes the ground state even at low temperature be-
cause the HS state provides large pores to decrease the steric repulsion between bulky guests
and the PCP framework. Hence,HHS LS becomes negative. This means that theGHS LS
line is shifted to negative even at low temperatures (Figure 5.6b). In CS2 clathrate, SHS LS
becomes smaller than the guest-free PCP, which decreases the slope of the GHS LS line.
Thus, the T1=2 value shifts to higher temperature than in the guest-free PCP (Figure 5.6c).
5.3.4 Origin of the potential energy barriers of pyrazine rotation
As discussed in Section 5.3.1, the potential energy of pz rotation becomes maximum when
the pz ligand is parallel to the Fe   NC bonds (Figures 5.3a and S5.2). The rotation of pz
ligands around the Fe   Fe axes can induce changes in the steric repulsion between the pz































Figure 5.6: Schematic interpretation of the change in spin transition temperature (T1=2): (a)
guest-free or small molecule clathrate, (b) large or many-adsorbed molecule clathrate, and (c)
CS2 clathrate. The difference of Gibbs energy is defined as follows: GHS LS HHS LS 
TSHS LS .
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orbitals (Figure S5.5); remember that the -back donation is weaker in the HS state than in the
LS one because only one d orbital is doubly occupied in the HS state (Figure S5.6). These
would be the origin of rotational energy barriers in the LS and the HS states. In the pz and the
NH3 models (Figures 5.2c and 5.2d), the PECs of the LS state show almost the same barriers
(Figure 5.3b) of 3.2 kcalmol 1. If the energy barrier arose from the back-donation, the barrier
should disappear in the NH3 model, because the back-donation in the NH3 model occurs at the
same extent even when the pz ligand rotates (Figure S5.5a). Remember that two d (dyz and
dzx) orbitals are degenerate in the Fe(NH3)(NC)4 moiety but not in the Fe(pz)(NC)4 moiety
(Figure S5.5). Also similar energy barrier (2.8 kcalmol 1) was calculated in a model including
a Zn(II) cation instead of the Fe(II) cation. In this Zn model, the back-donation is not formed
at all between Zn(II) and the pz ligand. These results indicate that the back-donation is not
responsible for the barrier.
The steric repulsion between the pz ligand and the Fe  NC bonds is larger at  = =4 rad
than at  = 0 rad. The difference in the steric repulsion between  = 0 and =4 rad is larger
in the LS framework than in the HS one because the Fe   pz distance is shorter in the LS
framework than in the HS one [3, 4]. Hence, the barrier is higher in the LS framework than in
the HS one (Figures 5.3a and S5.2). From these results, it is concluded that the steric repulsion
is the origin of the rotation barrier. We wish to mention here that the multi-reference wave
function presents better computational results because of complicated electronic structure of
the Fe(II) moiety but the present results by the DFT(B3LYP) method are sufficient to provide
semi-quantitative understanding at least (see Supplementary Content).
5.4 Conclusions





considering hindered rotational entropy of the pz ligands. In the guest-free PCP, pz ligands ro-
tate much easier in the HS framework than in the LS one because the steric repulsion in the
HS framework is weaker than in the LS one. Thus, the entropy difference (Srot) between
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the HS and the LS states is positive. In CS2 clathrate, however, CS2 molecules are strongly
adsorbed between pz ligands to suppress the pz rotation and to decrease Srot. We evaluated
the Srot value and estimated how much T1=2 shifts through the CS2 adsorption. The results
indicate that the decrease in Srot induces the HS!LS transition. All computational results
and discussion are consistent with the experimental ones. This is the first clear understanding
of the T1=2 shift based on the entropy difference between the HS and the LS states.
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Figure S5.1: Definition of the rotation angle  (top view) of middle pz ligand in the local








































Figure S5.2: Potential energy curves of pz hindered rotation in the parallel model (Figure
5.2b). The energy at  = 0 rad is set to be zero.
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Figure S5.3: Difference (Urot) between rotational internal energy of pz ligands in the HS
framework and that in the LS framework. The vertical model (Figure 5.2a) is employed be-
cause the PECs of the vertical model are similar to those of the parallel one.




Although Hguest-free and Sguest-free in powder PCP [2, 4] are not exactly the same as those
in single crystal PCP [3], the difference is not essential to the arguments in Section 5.3.3.
The experimental Hguest-free and Sguest-free values are not reported in the powder PCP [4].
However, the T1=2 shift can be discussed from a contour plot of the T1=2 shift (Figure S5.4),
which was obtained with Eq. (5.9). The plot area covers typical H and S values in spin-
crossover compounds [18]. The red dot in Figure S5.4 corresponds to the values of the single
crystal PCP [3]. Guest-free PCPs with a certain transition temperature, T guest-free1=2 , corresponds
to the dashed line (Figure S5.4). The powder PCP has a transition temperature of ca. 297 K (=
(T #1=2 + T
"
1=2)/2) in the absence ofCS2. From the dashed line with 297 K in the plot area (Figure
S5.4), it is clear that the powder PCP also exhibits the T1=2 shift from ca. 28 K to ca. 54 K
through CS2 adsorption. In general, when guest adsorption decreases Sguest-free, guest-free
PCPs which have higher T guest-free1=2 exhibit larger T1=2 shift.
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Figure S5.4: Contour plot of the CS2-induced T1=2 shift in kelvin (K). Dashed lines with italic
numbers (T guest-free1=2 ) represent guest-free PCPs whose spin transition temperature is equal to




is represented by the red dot
near the dashed line with 297, which indicates that the T1=2 shift is 29.7 K. The plot area


















































































Figure S5.5: Schematic orbital energy splitting due to -back donation between Fe d (dyz
and dzx) and pz  orbitals: (a) NH3 model and (b) pz model. Because the two d orbitals are
degenerate in the Fe(NH3)(NC)4 moiety, back-donation in the NH3 model occurs at the same
extent even when the pz ligand rotates.
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t2g (dxy, dyz, dzx)




donation to pz pi* orbital
Figure S5.6: Schematic electron configurations of the LS and the HS state. In the HS state
calculated with the DFT(B3LYP) method, the dxy orbital is singly occupied.
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Validity of the Use of the DFT Method To Investigate Potential Energy
Curves of the Pyrazine Rotation
Weak points of the DFT(B3LYP) method such as lack of non-dynamical correlation and vdW
interactions may influence the computational results of PECs of the pz rotation. We examined
how much these weak points influence our results and discussion.
In the LS state, there is no low-lying excited state which should be considered in multi-
reference calculation; in fact, we did not find instability in the wave function of the LS state,
suggesting that single-reference method can be used here. In the HS state, there are several
near-degenerate states, indicating that we had better to use multi-reference method. However,
we employed the DFT(B3LYP) method because multi-reference ab initio calculation could
not be carried out due to its high computational cost. The use of single-reference method is
not unreasonable, as follows: We focus here on the PECs of the pz rotation. It is likely that
the PECs along the Fe Fe and the Fe pz distances are considerably influenced by the use of
multi-reference method, but the PECs for the pz rotation are not influenced very much by the
use of multi-reference method because the origin of its energy barrier is steric repulsion with
the CN  ligands, as discussed in Section 5.3.4.
To ascertain our discussion above, we employed another local structure model (Fe-absent
model), which is similar to the pz model (Figure 5.2c) but does not include the Fe atom. In
this Fe-absent model, non-dynamical correlation does not exist. The barrier height of the Fe-
absent model obtained by the DFT(B3LYP) method is 2.8 kcal/mol for the LS geometry and
0.5 kcal/mol for the HS geometry. These barrier heights agree with those of the pz model
including the Fe atom; 3.2 kcal/mol for the LS state and 0.9 kcal/mol for the HS state. This
good agreement suggests that the barrier mainly arises from steric repulsion with the CN 
ligands. It is likely that the use of single-reference method is acceptable for investigation of
the pz rotation.
There remains another problem: The DFT(B3LYP) method does not always present correct
steric repulsion because it fails to evaluate the vdW interaction. We evaluated here the barrier
heights with the MP4 method in the Fe-absent model. The calculated barrier heights are close
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to those obtained with the the DFT(B3LYP) method; 3.2 kcal/mol for the LS geometry and 0.6
kcal/mol for the HS one.
All these results indicate that the DFT(B3LYP)-calculated PECs are useful to present semi-




In this thesis, I investigated the molecular mechanism of various spin crossover phenomena
with appropriate quantum theoretical methods. The achievements are summarized as follows.
In Chapter 2, the mechanism of the LIESST phenomena of [FeIII(pap)2]+ was theoretically
investigated in terms of equilibrium geometries and potential energy surfaces. The equilibrium
geometries obtained with the DFT(B3LYP) method agreed well with the experimental ones.
The PESs of three states, namely doublet, sextet, and quartet states, were evaluated along a
linear internal coordinate with the DFT(B3LYP) method. The PES of the quartet state crosses
those of the doublet and the sextet state around its minimum. This indicates that the quartet
state is so stable that the complexes in the quartet state easily decay both to the the doublet
one and to the sextet one. The barrier height for transition between the doublet and sextet
states is relatively large; besides, the presence of intermolecular cooperativity was suggested
by several experimentalists. These are the reasons why the metastable sextet state has a long
lifetime. From the vertical excitation energies calculated with the TD-DFT(B3LYP) method,
irradiation of visible light (550 nm) induces excitations both in the doublet and in the sextet
complexes. All these results indicate that the LIESST and reverse-LIESST phenomena occur
simultaneously when the [FeIII(pap)2]+ complexes absorb the visible light. In addition to
the detailed investigation of the target complex, this study also provides a new insight that
the relative positions of the low-lying three PESs at the quartet equilibrium geometry have a
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significant effect on whether the LIESST phenomena can occur or not.
In Chapter 3, a comparative study of a famous LIESST complex, [FeII(2-pic)3]2+, and its
iron(III) analogue is discussed, where I employed the DFT and TD-DFT methods with the
B3LYP, B3LYP*, and B3LYP** functionals. The three PESs of [FeII(2-pic)3]2+, namely sin-
glet, quintet, and triplet states, are similar to those of [FeIII(pap)2]+, which indicates that the
complexes in the triplet state easily decay both to the the singlet one and to the quintet one.
By contrast, there is a noticeable difference in light absorption. In [FeII(2-pic)3]2+, the light-
irradiation with different wavelengths selectively induces the excitation to the singlet excited
states or to the quintet ones. The LIESST and reverse-LIESST phenomena can thus be induced
separately. All these characteristics are useful in developing new molecular devices. However,
the Fe(III) analogue, [FeIII(2-pic)3]3+, is not useful for the following reasons: (1) inefficiency
of the quartet to sextet intersystem crossing, (2) short lifetime of the metastable sextet state,
and (3) simultaneous excitations both in the doublet and in the sextet complexes.
In Chapter 4, to clarify the origin of the ultrafast intersystem crossing in CrIII(acac)3, I in-
vestigated the relaxation process from the initially-populated 4T2g state through focusing on
the structural relaxation of this quartet state. The equilibrium geometries obtained with the
DFT(B3LYP) method and the PESs with the CASCI(11, 9)/MCQDPT method agreed well
with the experimental ones. The ultrafast 4T2g!2T1g intersystem crossing was observed in the
wavepacket dynamics simulations and can be understood based on the PESs and the spin-orbit
couplings: the lowest energy 4T2g PES and all 2T1g PESs cross near the Franck-Condon re-
gion, and the spin-orbit couplings between them (100 170 cm 1) are large enough to induce
the intersystem crossing. Considering the importance of low-frequency modes for the ultra-
fast intersystem crossing, these potential crossings arise from near-degeneracy of electronic
states in the Franck-Condon region. Also in LIESST complexes having this characteristic, the
ultrafast intersystem crossing would take place.





, considering intermolecular interactions and a kind of
ligand flexibility, hindered rotation of pyrazine ligands. In the guest-free framework, pyrazine
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ligands rotate much easier in the quintet state than in the singlet one because the steric repul-
sion in the quintet framework is weaker. The rotational entropy difference between the quintet
and the singlet state, calculated with the Fourier grid Hamiltonian method, is positive and as
large as about 9% of total entropy difference at 298.15 K. In CS2 clathrate, however, CS2
molecules are strongly adsorbed between pyrazine ligands through van der Waals interaction,
resulting in suppressing the pyrazine rotation and decreasing the rotational entropy difference.
I estimated how much the spin transition temperature shifts through the CS2 adsorption. The
results indicate that the decrease in the entropy difference induces the quintet to singlet tran-
sition. All these results and discussion are consistent with the experimental ones. In addition
to the case of CS2 adsorption, this study also provides systematical understanding of various
guest-induced spin crossover phenomena and prediction that strong adsorption of certain other
small molecules can induce the quintet to singlet transition.
As described above, I have explored and successfully grasped the essence of each spin
crossover process through focusing on low-lying electronic states and important nuclear mo-
tion. The knowledge presented in this thesis should be invaluable for molecular design of
functional materials and deep understanding of excited-state chemistry. Simple models often
provide qualitative and straightforward understanding and their construction is the ultimate
goal. At the moment, however, I believe that development and application of highly sophisti-
cated (or deductive) methods are still required in electron transition phenomena of transition
metal complexes, where the distinction between qualitative and quantitative understanding is
blurred and the processes are too complicated to intuitively grasp the essence.
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