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ATM Testbed
The Advanced Networking Integration Department has evolved art extensive ATM testbed over the past five years. Using this testbed, ATM network components such as switches and routers as well as Network Interface Cards (NIC) were evaluated. In addition, the testbed The testbed has evolved into an ATM network that supports 10's of desktop workstations and PCs used to perform day-to-day work for the department. This evolution has allowed the staff to evaluate the performance of ATM in typical office and engineering environments. At this point, the network has shown the stability to perform useful work and provided the opportunity to accurately test client and server systems. Given the Sandia strategic directions and a stable, reliable testbed it was decided to test the performance of ATM based Network Interface
Cards. The cards were tested running a commercial operating system, Windows NT, in typical of%ce or research laboratory applications.
Testing Windows NT 4.0 with ATM Network Interface Cards It was recognized that the use of LANE and its attendant 1,500 byte packet size would limit the performance of the Windows NT desktop. However, the goal was to determine performance in a typical installation rather than maximum possible performance. (The LANE standard does support larger packet sizes but no vendors are currently supporting packet sizes greater than 1,500 bytes; therefore, the throughput for certain performance tests is reduced by a factor of two or three because of the relatively small packet size.)
"
The determination to ascertain performance in typical real world settings also led to 
Figure 1. Performance of ATM Network Interface Cards
As one can see from the results in Figure 1 , the ATM connected client system outperforms the Ethernet connected system by a wide margin. However, the performance comes at the expense of increased CPU utilization. Given this situation it is not obvious which NIC and associated driver is "best." In order to provide an easier way to compare these interfaces, a figure of merit was defined.
Network Interface Card Figure of Merit
In order to compare network interface cards a figure of merit, M, a dimensionless number, was defined. M was defined as the measured throughput in Megabits per second divided by the measured CPU percentage utilization represented as a decimal fraction, M=Mbps/(%cPU utilization).
This figure of merit was chosen as a way to demonstrate a benefit-cost ratio for each type of network interface card. The benefit is data throughput delivered while the cost is the amount of the CPU capacity consumed. Therefore, the larger M grows the greater the benefit per unit cost. For example, a throughput of 10Mbps that required 100 % CPU utilization would have a 
Conclusions
One may observe, from the results of the two sets of tests, that receiving data requires more CPU resources than transmitting data. It is hypothesized that this difference in performance is due to at least two factors. First, receiving data is an interrupt driven process, requiring context switching, which increases the load on the CPU. Second, data can be received over several logical "ports"; therefore, a table search is required to route the data to the correct process.
One may also observe that the Ethernet drivers appeared to be more efllcient with regard to CPU utilization. This maybe indicative of the experience manufacturers have with writing Ethernet drivers.
. There" are several significant conclusions that can be drawn from these tests. The first is that the performance improvement provided by an ATM LAN connection over a conventional 10
Mbps Ethernet connection is significant. Not only can a significant performance improvement be measured in throughput, but it can also be "felt" by the user. This feeling comes through improved responsiveness when doing such activities as WEB browsing or accessing remote files.
The second conclusion is that, for data communications based applications, the 100 Mbps Ethernet NIC performs as well as the 155 Mbps ATM NIC on a typical desktop system. Given the perceived cost advantages of switched 100 Mbps Ethernet (100 Base-T), 100 Mbps Ethernet is very attractive. However, ATM throughput is artificially constrained when packet size is limited to 1,500 bytes to provide compatibility with existing LANs. One may expect there to be a significant difference between ATM and 100 Base-T Ethernet when the packet size for ATM is increased to approximately lO,OOObytes. It is not apparent that the packet size for 100 Base-T Ethernet can be increased at all. One should be cautious comparing the Ethernet and ATM technologies solely on the basis of throughput performance. Other factors must be considered when one chooses a technology. These factors include: maintainability, reliability, suitability for voice, video and data services and the ability to scale from local area network to wide area network environments.
The third conclusion is that the "standard" desktop chosen by Sandia is seriously constrained by a 10 Mbps Ethernet local area network connection. Ideally, no new networks would be designed and installed at Sandia that were based on the 10 Mbps shared media Ethernet model. In the near term (<3 years), the minimum that Sandia should strive for would be 10 Mbps switched access for all new local area networks. Such a design may grow to provide either switched 100 Mbps Ethernet or 155Mbps ATM as the customers demand.
Finally, one may conclude that Sandia must design all future local area networks based on a switched architecture. The switched architecture must be able to provide throughput of 100
Mbps or more. The FTP test represents a file transfer between two client systems or a client system and file server.
TTCP TEST
Each interface card and driver combination was evaluated using the TTCP memory-tomemory test. This test evaluates network throughput utilizing the complete operating system including the TCP/IP protocol stack; however, there is no disk I/O or file system support associated with the test. Two particular implementations of TTCP were used for the tests.
TTCPNT software, TTCP compiled for Windows NT, was used on the Windows NT system while GTTCP software, a Sandia modified version of TTCP, was used on the SUN workstation.
TTCP test parameters used represent the most common settings n=2000, source buffers written to the network b=32768, TCP socket buffer size 1=8192, length of buffers read or written to the network s, discard all data
TTCP Test Procedure
The TTCP tests were controlled from the Windows NT system using Telnet to log on to the SUN Sparc20 running GTTCP and a DOS command window to control the TTCPNT software on the NT workstation. Several tests were also run with the Windows NT CPU performance monitor turned on in order to measure CPU utilization. The data throughputs were not recorded when measuring CPU utilization on the Windows NT system because measuring CPU utilization affected data throughput.
FTP -File Transfer Protocol test
The FTP test used a standard file, flute2.wav, an 11 Mbyte file, to measure system performance. Using this file size allowed the SUN Sparc20 and the Windows NT systems to cache the file eliminating (to a large extent) any effects of the disk subsystems. All file transfers were controlled from the NT workstation and the notion of transmit and receive are used with respect to the Windows NT system.
FTP Receive Test -
The Windows NT workstation receives files from the SUN workstation.
1. Open a DOS command window on the NT workstation 2. type cd \test to access the test file area The constraint that ATM networking "Look like a legacy LAN" exacts a high performance penalty. Experience has led one to believe that as one increases the TCP window size network throughput would increase. However, the current LAN emulation, LANE, packet size of 1,500 bytes lowers anticipate performance. The following graph shows the performance of an early model Pentium system using an ATM network interface card and running Windows NT. The Test TCP program was used to transfer data from the Pentium system to an ATM connected SUN Sparc20 UNIX workstation. The systems used LANE to transfer data. The effect of the 1,500 byte legacy Ethernet packet limit shows up dramatically in Figure 6 as the TCP window size was increased. The dip in performance at 1,500 bytes is evident and can be explained as the segmentation necessary to send large TCP data buffers via 1,500 byte packets.
