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Summary
Summary
Following a stochastic approach, this thesis presents a numerical framework for 
elastostatics of random media. Firstly, after a mathematically rigorous investigation of the 
popular white noise model in an engineering context, the smooth spatial stochastic 
dependence between material properties is identified as a fundamental feature of practical 
random media. Based on the recognition of the probabilistic essence of practical random 
media and driven by engineering simulation requirements, a comprehensive random 
medium model, namely elementary random media (ERM), is consequently defined and its 
macro-scale properties including stationarity, smoothness and principles for material 
measurements are systematically explored. Moreover, an explicit representation scheme, 
namely the Fourier-Karhunen-Loeve (F-K-L) representation, is developed for the general 
elastic tensor of ERM by combining the spectral representation theory of wide-sense 
stationary stochastic fields and the standard dimensionality reduction technology of 
principal component analysis. Then, based on the concept of ERM and the F-K-L 
representation for its random elastic tensor, the stochastic partial differential equations 
regarding elastostatics of random media are formulated and further discretized, in a similar 
fashion as for the standard finite element method, to obtain a stochastic system of linear 
algebraic equations. For the solution of the resulting stochastic linear algebraic system, 
two different numerical techniques, i.e. the joint diagonalization solution strategy and the 
directed Monte Carlo simulation strategy, are developed.
Original contributions include the theoretical analysis of practical random medium 
modelling, establishment of the ERM model and its F-K-L representation, and 
development of the numerical solvers for the stochastic linear algebraic system. In 
particular, for computational challenges arising from the proposed framework, two novel 
numerical algorithms are developed: (a) a quadrature algorithm for multidimensional 
oscillatory functions, which reduces the computational cost of the F-K-L representation by 
up to several orders of magnitude; and (b) a Jacobi-like joint diagonalization solution 
method for relatively small mesh structures, which can effectively solve the associated 
stochastic linear algebraic system with a large number of random variables.
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Notation Symbols and Conventions
The symbols most frequently used in the text are given below. Any other notation 
introduced will be defined when required.
•  General conventions
I) Scalars are written in regular italic typeface, e.g. a ,A ,a  .
II) Vector, matrix and tensor quantities are written in bold italic typeface, e.g. 
a ,A ,a .
III) Equations, figures, examples, algorithms and reference titles are numbered 
relative to chapters and appendices. Cross-referencing to equations is given 
in round brackets, e.g. (5.18), while references to bibliography titles are 
given in rectangular brackets, e.g. [1.8]. Figures, examples and algorithms 
are referenced using their caption names together with their numbers, e.g. 
Figure 5.8, Example 2.6 and Algorithm 3.2.
IV) References are listed at the end of each chapter.
Abbreviations
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FEM Finite element method
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Chapter 1. Introduction
Chapter 1 
Introduction
1.1 Background and Motivation
Random media including rocks, soils and concrete etc. are the most common 
materials on this planet, and they play a very important role in the design of engineering 
infrastructures. Phenomena involving random media are, however, not only encountered in 
civil engineering, but also in almost every engineering sector. Although for some materials 
such as perfect metals, uncertainty factors are often invisible at the macro scale, they 
become dominant when various unpredictable damage mechanisms have occurred during 
manufacture, operation and maintenance procedure, or where the micro-scale material 
structure has to be taken into account. As shown in Figure 1.1, typical engineering 
problems with respect to random media include risk assessment of rock structures, 
percolation-flow-field analysis of soils or rocks, life prediction of concrete dams, 
mechanical analysis of composites with random inclusions, solid-state epitaxy and 
recrystallization in semiconductors, biomechanical analysis of bones, etc., all of which 
require complex mathematical predictions. Modem mechanics, especially continuum 
mechanics, provides comprehensive mathematical models for various engineering systems 
in terms of partial differential equations. However, due to the intricate stochastic nature of 
random media, the lack of a proper mathematical model for the associated stochastic fields 
and the inadequacy of supporting analysis tools for the corresponding Stochastic Partial 
Differential Equations (SPDEs), the understanding of engineering systems with variable 
uncertainties is far from being mature.
1
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| _________
(e) (f)
Figure 1.1 Engineering systems with variable uncertainties
To date, the analysis of engineering systems composed of random media still relies 
largely on empiricism and parametrical (or equivalently enumerative) simulations, which 
are essentially based on conventional deterministic mathematical models. Consequently, 
as long as random media exist in a practical engineering problem, conservative safety 
factors are inevitably applied to the approximate mean-value solution, which results in a 
significant increase in design, construction and operational costs. The disadvantages of 
using deterministic mathematical models to study random media are evident: (a) It is often 
extremely difficult, if not impossible, to provide data for an exhaustive deterministic 
description of the random media under consideration; (b) Engineering analysis based on a 
deterministic model can only provide a path-wise solution corresponding to a particular
2
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realization of the engineering system with variable uncertainties; (c) In a practical 
engineering problem involving random media, a large number of experiments or 
parametric simulations are required to estimate empirical statistical quantities and as a 
result, the deterministic methodology may even cease to be useful because of insufficient 
resources; (d) In some situations such as problems influenced by size-effects, the 
deterministic mathematical model eliminates the essential stochastic nature of the physical 
system, and may even lead’to wrong conclusions. These unsatisfactory situations that arise 
in engineering are essentially due to the lack of a versatile probabilistic model for random 
media and the inadequacy of compatible analysis tools for the corresponding SPDEs. 
Therefore, it is of crucial importance to explore the mathematical foundation and develop 
efficient algorithms for practical engineering systems consisting of random media.
In engineering: It is obvious beneficial to know more about how practical 
engineering systems consisting of random media behave and how their behaviors are 
influenced by random material properties and by various uncertainty factors. The 
theoretical model and the computational algorithms developed in this research area will 
significantly improve the understanding of random media related problems, which in turn 
will reduce the risk as well as contribute towards optimizing structural performance.
In mechanics: On the one hand, material structures at the micro scale contain 
various uncertainties; on the other hand, macro-scale mechanical behavior of materials is 
governed by continuum mechanics, which is a purely deterministic theory. Therefore, 
continuum mechanics theory can be treated as an average result from a micro-scale 
probabilistic theory. Consequently, it is expected that the results obtained in this research 
area could serve as a bridge in material modelling to connect randomness at the micro 
scale and determinacy at the macro scale. This will obviously be of significant importance 
in theoretical mechanics.
In mathematics: Since Einstein gave the correct mathematical description of 
Brownian motion in 1905, extensive results have been obtained in related areas. These 
include contributions from Langevin, Wiener, Kolmogorov and Ito etc. The study of 
Brownian motion significantly promoted the developments of probability theory, 
stochastic fields and stochastic analysis, and the related research eventually became an 
important and sophisticated area both in mathematics and in physics, and has various
3
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successful applications, for example, in economics and biology. Brownian motion is the 
movement of a single particle subject to random forces, and Einstein solved this problem 
by combining elementary probability theory and classical Newtonian particle dynamics. 
For a continuum, a new theory based on modem stochastic analysis and continuum 
mechanics can be similarly expected. Hence, the physical problems in this research area 
could also be of interest in pure mathematical research.
1.2 Review of Available Techniques
Over the last few decades, the theoretical/numerical ingredients of random 
medium mechanics have been studied independently by both mathematicians and 
engineers from different points of view, especially in the areas of SPDEs and Stochastic 
Finite Element Methods (SFEMs) respectively. A number of references will be mentioned 
in this section. However, for research subjects related to random medium mechanics, the 
reference list is not complete. It contains the most important items (measured by the times 
cited) and the items most relevant to the subject discussed in this work. In addition, this
t
technical review does not always address the first but mostly the summarizing concluding 
references.
1.2.1 Stochastic Partial Differential Equations
The concept of the Ito integral, i.e. the theory of Stochastic Ordinary Differential 
Equations (SODEs) [1.1], became mature in the 1980s and its successful applications have 
been observed in a wide range of scientific/technical areas including economics, biology, 
etc. Promoted by the success of SODEs, the study of SPDEs has developed steadily over 
the past twenty years, in which major efforts have been focused on expanding Ito’s white 
noise model from one dimension into higher dimensions [1.2]. However, unlike the 
topology of one dimensional space there is no natural total-order structure equipped with 
higher dimensional space. Because of this fundamental difference in topology, the white 
noise approach for SPDEs is still very much ongoing. In addition, some mathematical 
results obtained in SPDEs are useful for their own interest, but have little to do with 
specific physical problems. Consequently, engineers feel a need for a justification why 
these SPDE developments are physically relevant at all. In summary, the present
4
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mathematics has not been able to provide an effective SPDE theory to account for 
practical engineering systems compounded by the presence of random media. In later parts 
of this thesis (especially Chapters 2 and 3), the connection between SPDE research and 
engineering systems with variable uncertainties will be addressed in a more detailed 
manner after some mathematical preparations.
1.2.2 Stochastic Finite Element Methods
Over the last few decades, Finite Element Methods (FEMs) have become the 
dominant analysis tool in engineering. In the standard FEM, all the parameters take fixed 
values. In order to study engineering systems consisting of random media, engineers have 
replaced some of the parameters in the FEM by random variables and attempted to expand
| the standard FEM into SFEM [1.15-1.123].
ij
j  1.2.2.1 Overview o f Research Related to Stochastic Finite Element Methods
! According to the information from ISI Web of Science [1.3], there are in total
1.805 SCI papers published from 1981 to 2005 which are associated with finite elements 
I and uncertainties. Plotted in Figure 1.2(a) is the histogram of these SCI papers together
| with their corresponding database keywords. Although many of these papers are not about
modelling or algorithms of SFEMs, the histogram 1.2(a) discloses clearly an increasing 
research interest in the linked area of finite element methods and random phenomena. 
Among these 1,805 SCI papers, there are 112 papers published in Computer Methods in 
| Applied Mechanics and Engineering (CMAME) and International Journal for Numerical
Methods in Engineering (IJNME), of which the distribution and database keywords are 
plotted in Figure 1.2(b). Due to the continual exponential increases in computer power and 
data storage, the research of SFEMs has recently received considerable attention from the 
computational mechanics community [1.19-1.20]. In order to identify the impact of these
1.805 papers, the histogram of those papers with relatively high citation (cumulatively 
over twice per year) is plotted in Figure 1.2(c), in which the taller columns denote all the 
papers regarding finite elements and uncertainties, and the shorter columns denote the 
papers specifically related to SFEM formulations. Compared with the increasing impact of 
the former group of papers, the impact of the latter group of papers is so far insignificant, 
which indicates that the research on SFEM formulations is far from reaching maturity.
5
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(a)
(b)
(c)
TS=((fmite element OR finite elements) AND 
- (stochastic OR random OR probabilistic))
DocType=AII document types; Language=AII languages; 
Database=SCI-EXPANDED; Timespan=1981-2005
1,805 papers in total
1961*19901991 1992 1993 1994 1993 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005
Year
TS=((finite element OR finite elements) AND
(stochastic OR random OR probabilistic)) AND
SO=((Computer Methods in Applied Mechanics and Engineering)
OR (International Journal for Numerical Methods in Engineering))
DocType=AII document types; Language=AII languages; 
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E 25 0)
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2: 20 o
<5
E 15
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112 papers in total
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CMAME edited 
by M Kleiber
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40 DocType=AII document types; Language=AII languages; 
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"the meaning of "high" is different for 
different years, for example >10 in 1997 
- but >4 in 2003
including everything 
really about SFEM
C/5
1981-19901991 1992 1993 1994 1995 1997 1998 1999 2000 2001 2002 2003 2004 2005
Year
Figure 1.2 Histograms of SCI papers regarding finite elements and uncertainties 
1.2.2.2 Major Developments in Stochastic Finite Element Methods
In order to obtain a detailed understanding of major developments in SFEM 
related research, it was necessary to carefully examine all the important publications in 
this area, which include the abstracts of the aforementioned 1,805 SCI papers (as shown in
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Figure 1.2(a)), the full text of all the SFEM papers published in CMAME and IJNME 
from 2002 to 2005 (as shown in Figure 1.2(b)) and the full text of all the SFEM papers 
with relatively high citation (as shown in Figure 1.2(c)). The term SFEM has appeared in 
the literature since over fifteen years ago. Nevertheless, unlike the standard FEM that 
holds a clear and uniform Galerkin formulation, there has not been a widely accepted 
versatile SFEM formulation. To date, the SFEM may be best regarded as some FEM-based 
numerical technique that deals with certain additive or multiplicative random factors in 
certain SPDE systems.
During the 1970s and the 1980s, Shinozuka [1.4] started systematically applying 
the Monte Carlo method and the standard FEM in the reliability analysis of structures with 
random excitation, random material properties or random geometric configurations 
[1.21-1.27]. The related research area was soon named stochastic computational 
mechanics (sometimes also called computational stochastic mechanics) and has seen 
significant growth since then. There are two central issues in Monte Carlo based SFEM 
formulations: (a) how to initialize material samples according to the specific random input 
information (often given in the form of statistical moments); (b) how to reduce the 
sampling number of Monte Carlo simulations. For the first key issue, the most widely 
used technique is the trigonometric series approximation method which is based on the 
spectral representation theory of wide-serise stationary stochastic fields [1.18, 1.28-1.30] 
(see Chapter 4 for more information). For the second key issue, the most important 
techniques are the so called FORM (First Order Reliability Method) and SORM (Second 
Order Reliability Method) [1.31-1.37]. To date, the FORM and SORM are still the most 
popular approximation techniques for calculating the probability integral encountered in 
reliability analysis of random structures [1.39], and one of the latest research interests 
regarding FORM and SORM is applying them to larger engineering structures [1.38]. 
However, it is also noticed that some engineers [1.40] do not agree with the application of 
FORM or SORM in practical engineering problems as the approximation may generate 
seriously biased results.
Other pioneering researchers in stochastic computational mechanics include 
Vanmarcke [1.5], Nakagiri [1.15], Kiureghian [1.6] and Grigoriu [1.7]. Regarding the 
early research of SFEMs, it is worth mentioning the summarizing review [1.25] 
co-authored by Vanmarcke, Shinozuka and Nakagiri et al. In 1983, the international
7
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journal Structural Safety (SS) [1.13] was founded by Vanmarcke, and three years later, the 
international journal Probabilistic Engineering Mechanics (PEM) [1.14] was founded by 
Shinozuka. In 2005, there were 18 papers published on SS and its impact factor was 0.953; 
for PEM, there were 32 papers published in 2005 and its impact factor was 0.767. In the 
SCI database 2005, SS and PEM are the only specialized journals for stochastic 
computational mechanics. The relatively weak impact of these two journals infers that the 
contemporary SFEMs have not been able to serve the increasing needs of practical 
engineering systems with variable uncertainties.
In the 1980s and the 1990s, more researchers joined in the research of SFEMs. 
Among them, Liu [1.8], Spanos [1.9], Ghanem [1.10, 1.16], Kleiber [1.17], Deodatis [1.11] 
and Schueller [1.12] are distinguished. Many interesting results, especially a number of 
non-Monte-Carlo SFEM formulations, were developed during this period. As shown in 
Table 1.1, most of the major SFEM techniques were developed from 1985 to 1995.
1983 E. Vanmarcke 122 This work is probably the first reasonable SFEM formulation 
. ,  . . which is not based on Monte Carlo simulations.
Table 1.1 The most important SFEM developments (1981 -2005)
Yeara References Times
cited b
Outlinec
M. Grigoriu 
[1.41] The key invention in this paper is a local averaging representation scheme for random material properties of beam elements.
The method can only be applied to a simple beam and the results 
are limited to estimates of second-order statistical quantities, i.e. 
the mean and the covariance.
1986 W.K. Liu 
et al. 
[1.42-1.46]
308 The perturbation method.
The method commences with a Taylor’s expansion of the 
unknown stochastic field. The Taylor expansion is performed 
with respect to the random variables that represent the given 
stochastic field of random media. The unknown coefficients in 
the expansion are then obtained from grouping like polynomials, 
whereupon the sum of these like polynomials is set to zero. The 
perturbation method is computationally more efficient than the 
direct Monte Carlo method.
The failing of this method is a dependence on the random 
fluctuations being small. Another disadvantage of the 
perturbation method is that it mainly focuses on the second-order 
estimate of the response and does not permit higher-order 
statistical estimates.
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Yeara References Times 
cited b
Outline*
1987 M.A. Lawrence 
[1.47]
57 A SFEM formulation based on series expansion and the Galerkin 
method.
This paper considers the equation of the form Ku=f. After 
expanding K, u and /  into finite series consisting of random 
coefficients and deterministic base functions, the equation is 
solved by a Galerkin approach. The idea of combining series 
expansion and the Galerkin method in a random context was 
original and very interesting.
The series expansion formulation in this paper is developed in an 
intuitive manner without paying attention to mathematical rigor, 
so that some parts of the formulation are suspect.
1988 M. Shinozuka
F. Yamazaki
G. Deodatis 
et al.
[1.26-1.27]
141 The Neumann expansion method.
The stochastic algebraic equation (Ko+Km)u=f is solved by the 
Neumann expansion of (Ko+Kq,)'1. The advantage of this method 
is its simple formulation.
The computational efficiency of the Neumann expansion depends 
on the range of random fluctuations. For large-scale random 
fluctuations, the computational cost of this method could be even 
more expensive than the direct Monte Carlo method.
1989 R.G. Ghanem 
P.D. Spanos 
et al. 
[1.48-1.60]
336 The polynomial chaos expansion method.
This method expands the unknown stochastic field with multiple 
Hermite polynomials of random variables, i.e. polynomial chaos, 
and solves the associated unknown coefficients through a 
Galerkin approach. There is no limit to the scale of random
fluctuations and the polynomial chaos expansion can, at least in 
principle, approximate a functional of Gaussian random variables 
to any accuracy. Another invention in this work is the application 
of the Karhunen-Lo£ve expansion in the representation of 
random material properties.
The polynomial chaos expansion method can only be rigorously 
applied to problems that merely consist of Gaussian random 
variables. In addition, it does become increasingly difficult to 
derive and code multiple Hermite polynomials (the basic building 
blocks of this method) as the number of random variables 
increases, and the associated computational cost also increases 
significantly. Indeed, the polynomial chaos expansion has hardly 
been applied to cases with more than ten random variables.
1991 G. Deodatis 
M. Shinozuka 
[1.61-1.62]
76 The weighted integral method.
This method is developed for frame structures, and it is based on 
second-order statistical analysis and a local averaging technique 
for representing random material properties of beam elements.
The results of this method are limited to second-order statistical 
quantities.
9
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Year8 References Times 
cited b
Outlinec
1991 P.L. Liu 
A.D. Kiureghian 
[1.37]
47 A Monte Carlo SFEM formulation based on FORM and SORM.
In order to reduce the number of direct Monte Carlo simulations, 
the FORM and SORM are employed to approximately calculate 
the probability integral with respect to the random solution.
The accuracy of FORM and SORM may not always satisfy the 
increasingly more serious requirements to the analysis of 
engineering systems with variable uncertainties.
1993 C.C. Li 
A.D. Kiureghian 
[1.63]
47 This work is not about SFEM formulations, and presents a 
least-squires approximation method for the representation of 
random material properties.
The criterion of the least-squires approximation within each finite
element is the variance of the error between the real stochastic 
field and the approximate one.
In terms of the number of random variables required, the 
least-squires approximation method is not as efficient as the 
Karhunen-Loeve expansion method, which was first adopted in 
the polynomial chaos expansion method. Nevertheless, the 
authors claimed that this method might hold an advantage when 
the stochastic-field eigenstructure in Karhunen-Loeve expansions 
could not be accurately obtained.
The fuzzy/interval finite element method.
The method applies the fuzzy set theory in the context of standard 
finite element analysis to cope with engineering systems without 
precise or complete definitions.
As the input information of this method is insufficient to properly 
define an engineering system, the associated results are often 
vague, imprecise, qualitative and incomplete compared with the 
solution of a well defined engineering system.
A generalization for the polynomial chaos expansion method.
Noting the similarity between the weighted functions in the 
Askey-scheme of hypergeometric orthogonal polynomials and 
some typical probability density functions, the polynomial chaos 
expansion method is generalized simply by replacing the Hermite 
polynomials with other orthogonal polynomials.
This intuitive generalization meets difficulties when multiple 
random variables are present. In addition, for the single random 
variable cases, there has not been a proof for the well-posedness 
or the convergence of the solution scheme.
a For those works reported in a series of publications, the year is given for the first influential paper; 
b Data from ISI Web of Science, December 2005;
c More detailed illustration and comparison of some of these SFEMs can be found in Chapters 4 and 6. 
In the last decade, a number of interesting results [1.20, 1.67-1.123] were reported
1993 S. Valliappan 68 
T.D. Pham 
S.S. Rao 
J.P. Sawyer 
[1.64-1.66]
2002 D.B. Xiu 70
G.E. Kamiadakis 
[1.106-1.114]
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that include the application/generalization of those prototype SFEM techniques (as shown 
in Table 1.1) in various engineering situations, such as different material parameters 
(Young’s modules, Poisson’s ratio and yielding stress etc.), different geometric structures 
(beams, plates and shells etc.), different physical systems (elastostatics, elastodynamics 
and thermodynamics etc.) and many more. Among these latest SFEM developments, it is 
worth mentioning the following work:
•  Soize [1.118-1.119] developed a nonparametric SFEM formulation based on the 
mathematical theory of random matrices.
•  In a Galerkin SFEM formulation, Matthies et al. [1.95] applied the 
Karhunen-Loeve expansion in the approximation of the unknown random solution.
•  Vandepitte et al. [1.115-1.116] carry on with the developments of the fuzzy/interval 
finite element method.
•  In a Galerkin SFEM formulation, Babuska et al. [1.101] approximated the 
unknown random solution with so called double orthogonal polynomials.
•  Based on the combination of Taylor’s series expansions of certain like functions, 
Xu et al. [1.121] developed a dimension-reduction technique to approximately 
calculate the probability integral involved in SFEM simulations.
•  Li et al. [1.120] proposed an original approach for dynamic response and reliability 
analysis of stochastic structures. A class of general probability density evolution 
equation is derived, constructing the relationship between the incremental rate and 
the realized velocity response.
Nevertheless, compared with the rapid developments between 1986 and 1995, 
there has hardly been any breakthrough in SFEM formulations since then. Until recently 
[1.20, 1.67-1.123], three SFEM techniques including the Monte Carlo method, the 
perturbation method (see e.g. [1.19, 1.42]) and the polynomial chaos expansion method 
(see e.g. [1.20,1.48-1.49]) are distinguished.
•  To date, the Monte Carlo method appears to be the only versatile method to solve 
stochastic problems involving non-linearities, dynamic loading, stability effects etc. 
[1.67-1.82]. However, its computational costs become extremely expensive for 
large scale problems where a large number of samples have to be computed in 
order to obtain a rational estimation satisfying the required accuracy.
•  For small-scale random variations, the perturbation method is still attractive 
[1.83-1.92] due to its relatively simple formulation. However, the perturbation
Chapter 1. Introduction
method is limited to the estimation of second-order statistical quantities, and no 
criteria for convergence have been established in the present context.
•  The polynomial chaos expansion method together with its error estimates has 
recently been put into more general/sophisticated numerical frameworks 
[1.93-1.105]. Although the initial form of this method uses Hermite polynomials 
and can only be strictly applied to solve problems consisting of Gaussian random 
variables, for dynamic problems with a single random variable, different 
polynomials (e.g. single-variable Jacobi polynomials) have recently been chosen 
[1.106-1.114], without proof on the suitability, to approximate functions of a 
non-Gaussian random variable. However, the associated computational costs 
increase exponentially as the number of random variables grows, which makes the 
polynomial chaos expansion method impractical for real scale engineering 
problems in its current form.
In summary, compared with the success of the standard FEM, the SFEM is still in its 
infancy and many fundamental questions are still outstanding.
1.3 The Aim and Layout of the Thesis
1.3.1 The Aim of the thesis
Following the introduction in Section 1.1, phenomena involved with random 
media are encountered in many engineering sectors, and the research regarding random 
medium mechanics is of crucial importance not only in engineering, but also in mechanics 
and mathematics. However, after the technical review in Section 1.2, it is clear that 
existing knowledge and methods are not adequate to analyse practical engineering systems 
composed of random media. On one hand, mathematicians developed SPDE theory from 
mathematical definitions and assumptions, but before the theory can be applied to 
engineering systems, the reasonableness of those definitions and assumptions must be 
verified by the general mechanics theory and practical engineering requirements. On the 
other hand, engineers modified the traditional FEM to account for engineering systems 
with variable uncertainties, but as the knowledge of stochastic fields and stochastic 
analysis is not embedded within the standard solution tools of engineering, some SFEM
12
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techniques have little mathematical foundation and some appear to come with 
self-contradictions (see Chapter 3 for more details).
The aim of this thesis is to explore the theoretical foundation of random medium 
mechanics and the possibility of establishing a versatile numerical framework for the 
analysis of engineering systems composed of random media. The main strategy relies on 
the combination of mathematical ingredients in probability theory, stochastic fields and 
stochastic analysis with continuum mechanics and finite element methods. The physical 
models of random media, the mathematical format of the associated stochastic fields, the 
governing SPDEs of physical systems and the solution schemes shall all be developed in a 
synergetic manner. In order to reduce the number of open questions in this challenging 
subject and make the problem more amenable, attention is restricted to elastostatics of 
random media. The resulting principles and framework are, however, expected to hold not 
only for linear static/stationary problems, but also be expandable to certain nonlinear 
problems and dynamic/transient problems.
1.3.2 Layout of the thesis
The thesis is divided into seven chapters.
Chapter 1: This chapter discusses the background and the motivation which have 
inspired the research undertaken. A brief but complete technical review on related research 
is also provided.
Chapter 2: A brief exposition of probability theory, stochastic fields and stochastic 
analysis is included in this chapter. It provides some conceptual preparations for Chapters 
3-7, and in particular initiates the specific approach developed in Chapter 3.
Chapter 3: The possibility of establishing a white noise model (or a generalized 
white noise model) for practical random media is analyzed in a mathematically rigorous 
fashion. Based on the fundamental principles of continuum mechanics and the theory of 
stationary stochastic fields, a comprehensive probabilistic model, namely elementary 
random media, is developed for modelling practical elastic random media, which includes 
the probabilistic properties of random media, the continuity and differentiability of 
random media, and principles for the measurements of random material properties.
13
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Chapter 4: In the definition of elementary random media, the random medium is 
implicitly defined by its statistical moments. However, in the governing SPDE system of 
an engineering system composed of random media, an explicit representation of the 
associated stochastic fields of material properties is usually required. Hence, based on the 
spectral representation theory of wide-sense stationary stochastic fields and the standard 
dimensionality reduction technology of principal component analysis, an accurate and
efficient stochastic-field representation scheme, namely the Fourier-Kamunen-Loeve
representation, is developed for the general elastic tensor of elementary random media. 
Several original developments are made in this chapter.
Chapter 5: Based on the Fourier-Kamunen-Loeve representation of elementary 
random media, the governing SPDE system of elastostatics is transformed into a stochastic 
system of linear algebraic equations, which in turn infers a natural generalization of the 
standard FEM formulation for deterministic materials to a SFEM formulation for 
elementary random media.
Chapter 6: This chapter presents a novel solution strategy to the stochastic system
( m ^
of linear algebraic equations ^  a tA t x  = b derived in Chapter 5, in which a i denote
v m )
random variables, A( real symmetric deterministic matrices, b a deterministic/random
vector and x  the unknown random vector to be solved. Specifically, it is shown that the 
problem can be approximately treated as an average eigenvalue problem, and can be 
solved analytically by a deterministic matrix algorithm using a sequence of orthogonal 
similarity transformations. Once the approximate solution of the random vector x  is 
explicitly obtained, the associated statistical moments and joint probability distributions 
can be readily calculated.
Chapter 7: Based on Monte Carlo simulations, another solver is developed for the 
solution of the stochastic system of linear algebraic equations. The basic idea is to direct 
Monte Carlo samples along straight lines and then utilise their spatial proximity or order 
to provide high quality initial approximations in order to significantly accelerate the 
convergence of iterative solvers at each sample.
Chapter 8: Pertinent conclusions are drawn and a broad perspective of the
14
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problem at hand is emphasised.
Certain aspects of this research work have been presented in [1.124-1.129].
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Chapter 2 
Basic Mathematical Tools
Stochastic mathematics, including probability theory, the theory of stochastic 
fields^ and stochastic analysis etc., studies quantitative relations in various random 
phenomena, and has become one of the major branches in mathematics. This chapter 
contains a brief excursion through the foundations of stochastic mathematics, which 
provides some basic but necessary preparations for stochastic modelling and analysis of 
random media, and also initiates the specific approach to be developed in Chapters 3-7. 
Since they have been included mainly for the sake of completeness, and contain quite 
standard results, proofs are not given. The detailed and complete description of these 
mathematical results can be found in the references listed at the end of this chapter. 
Specifically, good basic treatments of probability theory, the theory of stochastic fields and 
stochastic analysis are included respectively in Refs. [2.9-2.14], [2.15-2.20] and 
[2.21-2.30].
The history of probability theory goes back as early as the 17th century, when two 
French mathematicians, Pascal [2.1] and Fermat [2.1], worked on some probabilistic 
problems arising from gambling, in which the basic principles of probability theory were 
formulated for the first time. In the 18th century, the major contributors were Bernoulli
[2.1], who proposed and proved the first limit theorem in probability theory (a weak law 
of large numbers), and De Moivre [2.1]. The most important contributions in the 19th
* Throughout this thesis, a stochastic field can be defined in an n-dimensional («eN) domain and in
order to avoid possible confusions, the term stochastic process (which is probably more popular in 
mathematics textbooks) is only used for one-dimensional stochastic fields.
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century were made by Laplace [2.1], who introduced a host of new ideas and 
mathematical techniques, and proved the second limit theorem in probability theory (an 
early form of the central limit theorem which was first proposed by De Moivre). However, 
the modem understanding of probability theory is due to Kolmogorov [2.1], who in 1933
[2.2] provided a measure-theoretic foundation for probability which is now treated as 
axiomatic. Similar to many other branches of mathematics, the development of probability 
theory has been stimulated by the variety of its applications. Conversely, each advance in 
the theory has enlarged the scope of its influence. Mathematical statistics is one important 
branch of applied probability; other applications occur in such widely different fields as 
genetics, psychology, economics, and engineering.
The study of stochastic fields, by definition, is the study of random functions 
defined over some Euclidean space. In 1905 [2.3], Einstein [2.1] discovered the 
quantitative description of Brownian motion, which turned out to be the first milestone in 
the research of stochastic fields. In 1923 [2.4], Wiener [2.1] presented the mathematical 
definition of Brownian motion, i.e. the Wiener process. However, the concept of 
probability was neither precise nor comprehensive at that time, and was insufficient for the 
study of stochastic fields. Research on the general theory of stochastic fields started in the 
1930s. In 1931 [2.5], Kolmogorov laid the foundation of the theory of Markov processes; 
in 1934 [2.6], Khinchin [2.1] established the theoretical basis for stationary stochastic 
fields. In 1953 [2.7], Doob [2.1] systematically and rigorously summarized the theory of 
stochastic processes including much of his own development of martingale theory.
Stochastic analysis is one of the youngest branches in stochastic mathematics, and 
it studies the integration and differentiation of functionals of stochastic fields. The 
foundation of stochastic analysis was established in the 1940s by Ito [2.1], who developed 
the theory of stochastic (ordinary) differential equations (SODEs), i.e. Ito integral. The 
theory of SODEs deals with the integration and differentiation of functionals of Wiener 
processes and its applications in such area as economics have been extremely successful 
[2.8]. Stimulated by the success of the Ito integral, continuous efforts have been made in 
the past two decades to extend the SODE theory into SPDEs. Nevertheless, the research of 
SPDEs is still very much on going and many fundamental questions are still outstanding.
Remark: Throughout this chapter, a vector is always assumed as a row vector
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unless otherwise stated. In addition, some basic results in the classic measure theory 
[2.31-2.32] and functional analysis [2.33-2.35] are accepted and used without additional 
explanation.
2.1 On Probability Theory
2.1.1 Probability Space and Random Variables
Let Q  be a set with generic element co, F be a cr-algebra of subsets of Q , 
P be a measure defined on F . In measure theory, (/2 ,F ) is termed a measurable space 
while (/2 ,F ,P ) is termed a measure space. In probability theory, (/2 ,F ,P ) is termed a 
probability space if P further satisfies
0</>{,4}<l (yA  e F )  and P { n }  = 1. (2.1)
The elements of F will generally be referred to as events. In particular, Q  is called the
sure event and co the basic event.
Let Rm (m e  N ) denote the Euclidean w-space, and Bm the Borel cr-algebra 
on R m. Then, forms a measurable space. Now, let X  be a measurable
mapping from (/2 ,F ) into (R m,Bm), so that for every Borel set B e M m, the set
X~l {B) = {co e Q : X(co) e B) (2.2)
is an element of F . Then X  is called an R m-valued random variable. For each co, 
AT(<») is a vector of length m , and its coordinates is often written as (co) ,
X 2(co), ..., X m(co). Since each Xj  ( j  = \,2,---,m) is a measurable mapping from
(/2 ,F ) to (R ,B ), it is also a well-defined random variable. When m = 1, X  is said to
be real valued, and when m = 2 X  can be considered as complex valued with obvious 
conventions.
For the sake of simplicity, the term random vector is not used in this chapter, and 
instead the term random variable is used in all occasions, including real-valued X  and
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R m -valued X .  In addition, without special statement, a random variable is always real 
valued or R m valued. Nevertheless, it is straightforward to generalize some of the 
mathematical results addressed in this chapter into complex-valued or Cm -valued 
random variables.
The measurability of X  induces a probability measure Fx (or simply F )  on 
B7”, defined by
for every To this measure there corresponds a point function, which is also
denoted by Fx (or simply F ), defined by
This function is called the distribution function of the random variable X . Two random 
variables X  and Y  are said to be identically distributed if they have the same 
distribution functions, i.e. Fx = FY . Using Xm (or simply X ) to denote the Lebesgue
measure on R m and assuming that Fx is absolutely continuous, there exists a
non-negative Borel function f x : R m -> R for which
for any B e  BM. This function is known as the probability density function of the random 
variable X .
If X  is an R"-valued random variable and g :R m ->R " is a Borel function 
(so that g -1( 5 ) e B M for every 5 e B " ) , then Y  = g(X(o f j )  is a measurable mapping
(2.3)
(2.4)
FX{ B) = \Bf x ( x ) dX (x ) (2.5)
from (/2 ,F ) to (R ",B "), and so is an R"-valued random variable. Its corresponding 
probability measure FY is defined by
for any B e W .
Since the notation
28
Chapter 2. Basic Mathematical Tools
is unduly clumsy, the simpler, but less exact, notation
P {X eB }  (2.8)
is generally used instead.
In probability theory, the interesting properties of random variables are 
probabilistic, so that there is no difference between two variables that are equal with 
probability one. Hence, random variables X  and F  are called equivalent and 
considered to be indistinguishable if
p{AT = y} = l .  (2.9)
An important special case is that, a random variable X  is said to be degenerate at X d 
if P { X  = X d} = 1 and X d is a constant. In this light, deterministic variables can be 
regarded as a special class of random variables.
Note that any -valued random variable X  can in fact be treated as a 
collection of m real-valued variables, by considering the m coordinates of X  
separately. When considering X  in this viewpoint the function F(jc) is called the joint 
distribution function of these variables, and questions of dependence, independence, and 
conditional probability arise. Two Mm- and R"- valued random variables X  and F , 
defined on the same probability space (/2, F, P ) , are called independent if
P { X e B v Y  e B 2} = P { X e B x}P{Y  e B 2) (2.10)
for all Bx e Bm and B2 e Bw. The conditional probability of X  e Bx given Y e B 2 is 
defined by
, , w  P l X e R J e B A
P \ X  eZ?, F  g 5 2) = —-— r - Z — (2. 11) I II 2J P { Y e B 2j v y
for all pairs of Borel sets B{ e Bw and B2 e B” satisfying P { Y e B 2}> 0. This leads
naturally to the concept of conditional distribution function of X  given F , defined, in 
measure form, by
/  I \  A J r  J b  ^ { X , Y ) ( . X > y )
r- , x  (2'12)
i dFr ( y )
where F^ XY>) is the distribution function for the M/n+” -valued random variable ( X , Y ) .
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If all the distribution functions are absolutely continuous, the conditional probability 
density function of X  given Y  can be defined as
r ( \ A f[X,Y){.X^y)
f x \ Y \ x > y ) ~  j -  • (2*13)
Finally, two events (elements of F ) A and B are called independent events if 
P{A{\B} = P{A}P{B}. (2.14)
The conditional probability of A given B is defined by
(Z 15 )
whenever P{B)  > 0. It is left undefined, or given an arbitrary value, when P{B] = 0.
2.1.2 Statistical Moments and the Characteristic Function
If X  is an R m -valued random variable and g : —» M" a Borel function,
then the expectation of g ( X )  is defined as the Lebesgue-Stieltjes integral
E ( s ( X ) ) = L H X (a)))dJ>(a’) ’ (2-16>
provided that the integral exists. Because of the measurability of X(co),  this is equal to 
the Riemann-Stieltjes integral given by
E { s i x ))= (2-17)
Since g ( X )  = (g, ( X ) , g 2 (X ),---,gw (X )) is R" valued, so is £ ( s ( X ) ) .  Noting this, 
it is easy to see that E (g (X ))  exists if jRm|g/ (jc)|<ZirA:(A:)<+oo for i = 1,2, •••,«.
If X  is a real-valued random variable and E  (|X|) < +oo, X  is said to be
integrable. If £^|X |2 j < +oo, X  is said to be square integrable. The simple expectation
VX = E ( X )  (2.18)
is termed the mean of X , and X  is called centred if p x = 0. The quantity
^ = £ ( ( X - / / Jr)2) = Var(JT) (2.19)
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is termed the variance of X , while a x > 0 is known as the standard deviation. More 
generally, for any y e N ,  the expectations E ^ X j } , E ^ ( X - j and
E (jX -  p x \J j are termed respectively the (/-th order) moment, central moment, absolute 
moment and central absolute moment of X .
The concept of statistical moments can also be defined for E 1"-valued random 
variables. For example, the product expectation
* l i = E ( { X - n x ) ( Y - My)) = Cov{X,Y)  (2.20)
involving two real-valued random variables X  and Y  is known as covariance (i.e. 
second order central moment), while
Px y=—  (2.21)
<JX <JY
is called the correlation coefficient of X  and Y . Note when Cov(2f,T) = 0, X  and 
Y  are said to be uncorrelated to each other.
With respect to the expectation of real-valued random variables, there are the 
following properties:
•  Consider the constant c as a special random variable, then E(c)  = c,
•  For any constants a , b and random variables X , Y ,
E ( a X  + bY) = a E ( X )  + bE(Y).  (2.22)
•  If X > 0 , then E { X ) >  0.
•  If random variables X  and Y  are independent to each other, then
E{XY)  = E ( X ) E ( Y ) .  (2.23)
With respect to the variance of real-valued random variables, the following properties hold
•  Var(X ) = £ ( j r 2) -(£ :(X ))2.
•  The variance of a random variable X  equals zero if, and only if, there exists a 
constant c such that
P { X  = c}=\ .  (2.24)
•  For any constant a ,
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Var (aX) = a2W a r (X ) . (2.25)
•  For any constant a ,
Var (X ) < £ ( ( * - a)2), (2.26)
and the equal sign in the above inequality holds if and only if a = E ( X )  .
•  If random variables X  and Y  are uncorrelated to each other, then
Var (X  ± 7) = Var (X ) + Var (7 ). (2.27)
Let X  be a real-valued random variable with distribution function F ( x ) . The 
function
<p(t) = E = £  e'F hdF (x)  (2.28)
defined for all real numbers t ,  is called the characteristic function of X  or F(jc) . If 
F  (x) is absolutely continuous such that /  (x ) , the probability density function of X , 
exists, then
<p(t) = e ^ d F (x) = e^~Xtxf  (x)dx  . (2.29)
That is, differing by a constant scalar (2n ) 1, <p(t) is the inverse Fourier transform of 
/  (x ) , and /  (x) can be expressed in terms of the Fourier transform of <p(t) , i.e.
f (x) = - ± - £ e - 'r 'a<p(t)d t - (2.30)
With respect to the characteristic function <p(t) , there are the following 
properties:
•  (a) (p{t) is well defined for all t e  R and satisfies ^ (0 ) = 1, |^?(^)|<1; (b)
<p(t) is uniformly continuous in M; (c) <p(t) is non-negative definite (See also 
Section 2.2.3), that is,
' Z . Y (p{t>~ti ) z>zi ^ 0 (2-31)
1=1 j=i
holds for any positive integer k , any set of real numbers txJ 2,"-, tk and any set 
of complex numbers z1,z2,***,zik. Conversely, for any function g (t)  satisfying
32
Chapter 2. Basic Mathematical Tools
these three conditions (a, b, c), there exists a random variable whose characteristic 
function is g (f) .
The characteristic function <p(t) and the distribution function F (x )  are 
uniquely determined by each other. Furthermore, if the probability density function 
f ( x )  exists, then F( x)  , f ( x )  and cp(t) are equivalent in defining the 
associated random variable X .
If X1,X 2,---,XA. are independent random variables with characteristic functions 
(px\  t ) 9q>x ( t ) ,” '9<px ( t ) , then the characteristic function of X x+ X 2+--- + X k 
can be obtained as
(Pxl+x1+-+xk (0  = (Px1 ( 0 (Px1 i f ) ' ” (Pxk (0  • (2.32)
For any constants a and b , the characteristic function of aX + b is
<PaxAt ) = e'r 'U<P A at)- (2.33)
If, for some integer k>  0 , the moment 2s(X*) is finite, then <p(t) is 
differentiable k times and
^ (,)(0 ) :=(^/^T), J£:(X,) 0 < i < k .  (2.34)
If moments E (X ' j for all orders are finite, then the Taylor expansion
+«> (VlhV
<P{t) = Y JE { X , ) ^ — L  (2.35)
;=0 * J
holds for all t for which the right-hand side converges, which is known from 
calculus to be equivalent to |f| < \ / s , where s  = lim s u p ( x y )| j j !j .
More generally, the characteristic function (p(t) of an R7”-valued random 
variable X  with distribution function E(jc) is defined by
<p{t) = E(e'ru 'x \ = ^ e - r '‘'xd F (x )  < e R ” . (2.36)
Similar to the real-valued case, when the corresponding probability density function 
/ (jc) exists, (p(t) and / (jc) are related to each other via Fourier transforms, i.e.
<p(t)=[i,e'r "'xf ( x ) d x ,  (2.37)
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(2.38)
2.1.3 Fundamental Inequalities
There are a number of inequalities that play important roles in probability theory, 
and they are outlined below for references.
Theorem 2.1 (Chebyshev’s inequality) Let X  be an integrable random 
variable, then the inequality
holds for any s  > 0 .
Theorem 2.2 (Kolmogorov’s inequality) Let X x , X 2 , • • • ,  X k be k
independent random variables that satisfy £ (X () = 0 and Var(X,) = erf < +oo for all 
i = 1,2, • • •, k . Then, the inequality
holds for any s  > 0.
Theorem 2.3 (Holder’s inequality) Let X  and Y  be two random variables, 
and p > \ ,  q > 1 such that 1/ p  + l/q = \.  Then
holds if and only if P {X  = 0} = 1 or P {Y = 0} = 1 or there exists a constant c > 0 such 
that = 1 . When p  = q = 2 ,  this is known as the Cauchy-Schwartz
inequality.
Theorem 2.4 Let X l, X 2, " miX k be k  random variables. Then
(2.39)
I max IX 
I 1 1
(2.40)
(2.41)
if  ( £ ( | x h f  < +oo and [e  < +co, then the equal sign in the above inequality
(2.42)
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Theorem 2.5 (Jensen’s inequality) Let J  be a random variable and g  a 
convex function in R . That is, for any X e [0,1] and u < v e R ,
g  (w + ;t (v -  «)) £ g  (m) + A (g  (v) -  g  («)). (2.43)
Then,
g ( £ ( X ) ) < £ ( g ( X ) ) ,  (2.44)
if both £ (|X |) and £(|g(A")|) are finite.
Theorem 2.6 (Moment inequality) Let X  be a random variable and 
0 < s < t , then
(^(WS) f ^ ( £( l4 )f-  (2-45)
When E X \  j < +co, the equal sign in the above inequality holds if, and only if, there 
exists a constant c such that P {X  = c} = 1.
Theorem 2.7 (Minkowski inequality) Let X  and Y  be two random 
variables, and p  > 0. If E + \Y\P j < +oo, then
I) p>  1 (£ ( |X  + r r ) ) ' /'’ < (£(|A '|'’)),/'’+ (£ ( |y |'’))VP, (2.46a)
in which the equal sign holds if and only if: (a) when p >  1, P { jf = 0}= l or 
P{Y  = 0} = 1 or there exists a constant c such that P {X  = cY] = 1; or (b) when 
p  = 1, P {X 7> 0}= 1 .
II) 0 < p < l  £ ( |*  + 7 |',W .E ( |x h  + £ ( |r | '’) , (2.46b)
in which the equal sign holds if and only if P {X Y  = 0} = 1.
2.1.4 Stochastic Convergence
In calculus, the concept of convergence is the mathematical basis of continuity, 
differentiability and integrability of functions. Similarly, the concepts of stochastic 
convergence play a fundamental role in stochastic mathematics. There are four basic 
modes of convergence for a sequence {X, } of -valued random variables.
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I) X, is said to converge to X  with probability one, or almost surely (a.s.), if
P ( lim II AT. -  X\\ = 0} = 1, (2.47)
or equivalently, if there exists a set N  <z Q  such that P {A/} = 0 and
lim llx. (co) -  X  ( <b)|| = 0 (2.48)
/-►+0 0 II v '  '112
holds for every co<£N.
II) X, is said to converge to X  in y-th mean ( y  > 1) if
£ ( | |X , - X |h - > 0  as i->  +00. (2.49)
III) X, is said to converge to X  in probability if
P { ||X ,-X |2 >.£•}->■ 0 as /-»•+ 00 (2.50)
holds for every e > 0.
IV) X, is said to converge to X  in distribution, or weakly, if their distribution 
functions satisfy
Fx (x )  - » Fx (jc) as / —^ +00 (2.51)
at every continuity point x  of Fx (jc) .
These four modes of convergence are denoted symbolically by
I) X i - ^ X i II) X t - Z+X,
III) X , - Z + X ,  IV) X , - U x .  (2.52)
Convergence in y-th mean when y - 2  is of particular importance, and is known as 
mean square convergence, which is often denoted by
X . - 2 ± * X ,  X t -2± + X  or X  = L i . m . X i , (2.53)/->+00
where 1.i . m . is read as limit in mean.
In each of the first three cases there is a corresponding mode of mutual 
convergence of a sequence {X,} which is often useful. A sequence of {X,} is said to 
converge mutually almost surely, mutually in y-th mean, or mutually in probability, if 
(2.54a), (2.54b) and (2.54c), respectively, holds:
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sup \ X j - X i ->0
j>i
sup£l
j>i \
supp{
X j - X ,
X j - X , >£} —>0
as i —> +oo, 
as i —> +oo, 
as i —^ +oo, Vf > 0
(2.54a)
(2.54b)
(2.54c)
In each case, the mutual convergence of a sequence of random variables in a particular 
mode implies the existence of a limit random variable to which the sequence converges in 
that mode, and vice versa.
Let yx > y2 > 1, the relation among various modes of stochastic convergence can 
be represented as the following diagram, in which A=> B denotes “A leads to 2T.
X ,-*-> X
\ 7
X . - Z + X
\ 7
Xs
5 Z
Figure 2.1 The relation of stochastic convergence
The following theorems summarize a number of results relating the various modes 
of stochastic convergence.
Theorem 2.8 Let {A",} be a sequence of random variables:
I) If X i - ^ X  then there is a subsequence \X ik J of {X,} such that X ^ - ^ + X  
as k -> + oo .
II) If X j - ^ + X  and X  is degenerate, then X l — X .
III) X j - ^ r X  if, and only if, (px (0 <Px (0 for every t .
Theorem 2.9 (Levy’s monotone convergence theorem) Let {X(} be a
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sequence of non-negative random variables for which X t (co)< X i+l (&>) for all i and 
to , and suppose there exists a random variable X  such that X t - ^ -> X . Then
lim E ( X i) = E ( X ) .  (2.55)
Theorem 2.10 (Fatou’s lemma) Let {X; } be a sequence of random variables, 
and suppose there exists an integrable random variable X  such that X t > X  (<y) for 
all i and co. Then
lim inf E ( X f) > e ( lim inf X .). (2.56)
/ —>+oo j~zi '  ' \ i —*+co j ^ i  J J
Theorem 2.11 (Lebesgue’s dominated convergence theorem) Let {Xt} be a 
sequence of random variables and X  a random variable such that X t - ^ -+ X . Suppose 
that there exists an integrable random variable Y for which (&>)| <Y(co) for all i 
and co. Then
lim E i X ^ E i X ) .  (2.57)/->+« V V '
Theorem 2.12 (The Borel-Contelli lemma) Let {4 } be a sequence of events.
+00
If ^ ] / >{ 4 } < lJ then the probability of an infinite number of the 4  occurring is zero,
1=1
i.e.
{
+00+00 1niM j = °- (2-58)
Theorem 2.13 (Kolmogorov’s zero-one law) Let {4 } be a sequence of
+00
independent events. Corresponding to the convergence or divergence of ^ P { 4 } ,  the
;=1
probability of an infinite number of the 4  occurring is zero or one, respectively.
2.1.5 Limit Theorems
Until about sixty years ago, limit theorems have been the central problems in
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probability theory for more than two centuries. There are two basic types of limit theorems: 
(a) Laws o f large numbers that determine whether or not the arithmetic average of a 
sequence of random variables degenerate to a constant; (b) Central limit theorems that 
determine whether or not the partial sum of a sequence of random variables asymptotically 
follows a Gaussian distribution.
Laws of large numbers are established with respect to different modes of stochastic 
convergence. In particular, there are weak laws o f large numbers, which correspond to 
convergence in probability, and strong laws o f large numbers, which corresponds to 
almost sure convergence.
Theorem 2.14 (Bernoulli’s weak law of large numbers) In k repeated 
independent trials of a random experiment, let p  denote the probability that the event A 
occurs in any given trial, v* the total number of times that A occurs in k trials. Then,
holds for any s  > 0.
Theorem 2.15 (due to Chebyshev) Let {Jf, } be a sequence of uncorrelated 
random variables. If there exists a constant c such that
Theorem 2.16 (due to Kolmogorov) Let [Xt] be a sequence of independent 
and identically distributed random variables. Then,
(2.59)
Wai(Xi)<c (2.60)
for all X t, then
(2.61)
k
holds for all £ > 0 , where Sk = ^ JX i .
/=i
(2.62)
holds if and only if E ( X t) exists and E  (X ,) = j j .  .
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Theorem 2.17 (Kolmogorov’s strong law of large numbers) Let {X,} be a 
sequence of independent random variables satisfying 
42, V ar(X  )
£  )t l L < + c o > (2-63)
/=1 1
then
where Sk = ^ X t .
i=i
In science and engineering, many practical problems are influenced by a number 
of independent random factors. When the effect of each random factor is small, the overall 
effect is often observed following a Gaussian distribution. It is the central limit theorem 
that demonstrates this intuitive observation in a mathematically rigorous manner.
Theorem 2.18 (due to De Moivre and Laplace) Assume random variable vk 
to follow the binomial distribution B (k , p ) , i.e.
^ K = ' } =
V J
where i < k e  N , 0 < /? < 1 and q = 1 - p . Then
P V "  (2.65)
lim P
k-*+O 0 a<v^ b} = ^ ^ 2dx ( 2 - 6 6 )
holds for any a < k l .
Theorem 2.19 (due to Lindeberg and Levy) Let {X,} be a sequence of 
independent and identically distributed random variables. If Var (X ,) exists, then
Sk -kju
& L p \ :* t r r * x \ = ~ w z L e l d y  <2-67)y/kcr2 j  ' fZn
k
where Slc= ^ j X i , ju = E ( X j) and a 2 = Var(X;)
/= !
Theorem 2.20 (due to Lindeberg and Feller) Let {Xt} be a sequence of
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independent random variables with distribution functions Ft (x) ,  i e  N ; let a, = £ ( ^ ) ,
k
bf = Var ) and B>1 = bf . If the Lindeberg condition holds, i.e.
7=1
k
then
i i ’S .T z 'L  J  (x ~ aiY dF,(x) = 0 V e >  0 , (2.68)
2dy  W e R  (2-69)'k *=■
and the Feller condition
lim — r  max cr; =0 (2.70)
i ->+00 R2 1^ ,^ * ' v 7k
hold; and vice versa.
2.2 On Stochastic Fields
Simply speaking, a stochastic field is just a random function defined over some 
index set. Hence, the research of stochastic fields covers an extremely wide area, since any 
question that can be asked about deterministic functions can be expected for their 
stochastic counterparts. In the study of stochastic fields, the greatest success is achieved in 
a special class of stochastic fields, namely Markov processes, which play a very important 
role in many random problems (especially those involved with time evolution). However, 
the Markov process has little to do with this research regarding random media, which will 
become clear in the latter parts of this thesis (e.g. Section 2.3 and Chapter 3). 
Consequently, the theory of Markov processes is not included in this section.
2.2.1 General Foundations
There are two virtually different approaches to defining stochastic fields. One is 
essentially a measure-theoretic approach and leads ultimately to a probabilistic setting, 
while the other starts probabilistically and can be eventually placed in a measure-theoretic 
framework.
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The measure-theoretic approach is considered first. Let Gn,m denote the set of all 
finite R m -valued functions in R”, m,ne~N,  and Gn,m the cr-algebra containing all
sets of the form j^ e G " ’" : # ( / ) €  [J  2?,, f e R wJ  where k> 0  is an arbitrary integer
and Bt are half-open intervals in R m. Then, similar to the definition of random variables,
a stochastic field  can be defined as a measurable mapping from (i2, F ) into (G",m, Ga,m).
The notation X(t,co)  is used to denote an Rm-valued ^-dimensional stochastic field,
where X g R ” , / e R" and co e Q . As long as there is no danger of confusion, t , co, 
or both could be suppressed.
Let tv t2, ' ’-,tk be k arbitrary points in R " . Then, X ( / 1) , X ( / 2) , - - - ,X(^)
are a sequence of R m -valued random variables. Given the existence of the probability 
measure P on F , the following probability measure
(2.71)
is well defined for every Borel set B e B*7” ; or equivalently, (^ ^  ( jq, x 2,• • •,x k), the
joint distribution function of X  (tx), X  (t2), • • ■, X ( t k) ,  is well defined by the probability 
measure P on F . The collection of these joint distribution functions
*2, g R”, ^ g N} is known as the family of
finite-dimensional distributions for the stochastic field X  (t>co). In general, it is the 
finite-dimensional distributions that are dealt with in the study of a stochastic field. Hence, 
it is desirable that the P measure of all Borel sets in the cr-algebra Gn,m could also be 
uniquely defined by the finite-dimensional distributions. In order to make this property 
hold, it is necessary to assume some other condition such as separability of X(t ,co),  
which shall becomes clear later in this subsection.
The second definition of an Rm-valued ^-dimensional stochastic field , which 
might be more natural from a modelling viewpoint, is to consider it as a collection of
random variables | x ( / ) e R m : / e R ”J together with a collection of joint distribution
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functions t 2 ,k) (*,, x 2,• • •, x k ): tx, t2, • • •, tk e R ",k e N j . A natural question to ask is
whether or not one can always find a stochastic field X  (t,co) , according to the first 
definition, which possesses these ^ x l9x 2, " ' , x k) as its finite-dimensional 
distributions. This is answered by the following theorem.
Theorem 2.21 (Kolmogorov’s Consistency Principle) For any & eN and
any points tv t2, - - , t k e R " , let F ^ h _ t^ ( x lix 2, - - , x k) , x v x 2, " ' , x k e , denote a
joint distribution function. Then, there exist a probability space (/2 ,F ,P ) and a 
corresponding stochastic field X ( t ,co) ( X  e R m, t e M” and c o e O )  such that the 
finite-dimensional distribution of X(t , iv)  with respect to coincides with
ifand only if
I) For any permutation ••,/[*) of ( 1 , 2 , k) ,  the relation
FC, a,-A) = (*v  • •, * * )  (2.72)
holds for any x v x 2, ' --,xk e R m.
II) Writing F ^ h ...tk) (xl, x 2,-’-,xk) as a probability measure ^ , the relation
^ A , A « ) ( S><B>) = ^ ) ( a ) (2 J3 >
holds for every / , ^ e N  and B e  B*”1.
It is clear that not every family of joint distribution functions (or equivalently 
probability measures) corresponds to a stochastic field. However, only those families, that 
do are generally interesting to researchers.
In probability theory, two random variables X  and Y  are called equivalent if 
P { X  = F} = 1. This implies that, for all intents and purposes, these two variables are
indistinguishable. Similarly, two stochastic fields X ( t ) and Y ( t )  are said to be 
equivalent, if
/> {*(/) = 7 (/)}  = l for every t e R n . (2.74)
Two equivalent stochastic fields generate equivalent probability measures on Gn,m but
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are not necessarily indistinguishable in every sense. For example, let n = m = 1 , 
C2 = [0.1] , and define the probability as
P{B\  = £ n[01j ^ ( * )  f°r every Borel set 5 e B  (2.75)
where X is the Lebesgue measure on R . Consider the following two stochastic fields,
X(t,co) = 0 for all t and co, (2.76a)
. . [0 t ^  co
Y{Ua>) = \ . (2.76b)
[1 t = O)
Then, X  and Y  are clearly equivalent, but
P | X  (t) is continuous for t e [0, l]} = 1, (2.77a)
P {T(z) is continuous for t e [0,l]} = 0. (2.77b)
Thus, certain probabilistic properties of these two stochastic fields are quite different.
For a given coQ e Q , X  (*,<y0) *s simply a deterministic R'” -valued function on
R " , which is termed a realization (or a sample path) of the stochastic field X . Thus the 
difference between the equivalent stochastic processes X  and Y defined in (2.73) 
could be said to be a difference in sample path behaviour. It infers that the behaviour of a 
sample path X  [t, coQ) is not necessary determined by the finite-dimensional distributions
of the stochastic field X  (/, co) . In order to overcome this uncomfortable situation, Doob
[2.7] demonstrated that finite-dimensional distributions in fact do determine sample path 
properties by requiring that sample paths are essentially determined by their values on an 
everywhere dense, countable set of points in the parameter space R n. Specifically, a 
stochastic field X(t ,co),  t e R " , is said to be separable if there exists a countable set
D e l "  and a fixed event N  with P{N)  = 0 , such that for any closed interval B e R m
and open interval / c l "  the two sets
\ co:X(t ,oo)eB, t  e l }  and {co: X( t ,co)e  B, t  e I f ) D}  (2.78)
differ by a subset of N . It is easy to see from this definition that the process Y (t, co)
defined by (2.76b) is not separable. In the reminder of this thesis, it is assumed, without 
further statement, that all stochastic fields are separable. This is not a serious assumption, 
since it can be proven that to every stochastic field there corresponds an equivalent
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separable stochastic field.
Let AT(f) = (X,(f)  (*)) denote an R m-valued ^-dimensional
stochastic field, the vector-valued function
M(t) = E(X( t ) )  (2.79)
is called the expectation function of X  ( t ) , and the matrix-valued function
if (s. t ) = Cov (X  (5), X ( t )) = E  ((X  (*) -  M ( ,  ))T ( X  ( t)  -  n  (/))) (2.80)
is called the covariance function. Another important and widely used concept is the so 
called second-order stochastic field. Specifically, x (t)  is said to be a second-order
m ,  ^\
stochastic field if 5 ^ ( 1 ^  (0 | ] <+0° holds for all t  e
The next two subsections, as indicated by their subtitles, introduce two special 
classes of stochastic fields, namely Gaussian fields and stationary stochastic fields, which 
will play an important role in Chapters 3 and 4.
2.2.2 Gaussian Fields
Denoted by X ~ A ( / / , c r 2) ,  a real-valued random variable X  is said to be 
Gaussian (or normally distributed) if its mean p  = E ( X )  and variance 
<j2 =E  -  p\2 j are both finite, and its distribution function is given by
1 JzzEL
Fx (x) = ~,-------  J" « ^  dy. (2.81)
y J 2  j i g
Hence, the probability density function of X  is
1
f x  (* )  = ->---------- 2"! - (2 -82)
V2 u g
and the characteristic function is
<Px{t) = e 2 • (2-83)
The case p  = 0 , cr2 = 1 is rather special, and is termed a standard Gaussian/normal 
distribution. The distribution function of a standard Gaussian random variable is usually
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denoted by & (x) so that
0 { x ) = ^ ^ d y - (Z84)
Denoted by X  ~ N ( p , X ) , an -valued random variable X  is said to be 
(multivariate) Gaussian if its probability density function is given by
f *(*)=-,— :------ e 2  (2-85)
) ( 2 x )  det(Z')
where p - E ( ^ X )  is the m-dimensional mean vector and X  = E ^ [X  -  p f  (X  -  is
the m x m  non-negative definite covariance matrix. Then, it is relatively straightforward 
to check from the definition that the corresponding characteristic function is
<px ( t )  = e 2 . (2.86)
The class of Gaussian random variables has a number of advantageous properties. 
In particular, let X  = ( X l, X 2, - - , X m) ~  N ( p , X ) ,  we have:
I) Probabilistic properties of X  are completely determined by its first- and second- 
order moments.
II) X l, X 2,---,Xm are maturely independent if, and only if, £  is a diagonal matrix.
III) Let A  be a m x n  matrix ( m > n e N ) with rank(/l) = n , then
Y = XA  ~ N [ p A , A TZ A ) . (2.87)
Due to the above properties, such notations as Wiener chaos expansions* and Wick 
products* (see e.g. [2.20, 2.30]), which are based on Gaussian random variables, are often 
put into a framework of Hilbert space. Specifically, a Gaussian linear space is a real linear 
space of random variables, defined on some probability space ( /2 ,F ,P ) , such that each 
variable in the space is centred Gaussian. Obviously, a Gaussian linear space is a linear
* The Wiener chaos expansion (or equivalently polynomial chaos expansion) is the theoretical 
foundation of the polynomial chaos expansion method, a very popular SFEM formulation initiated 
by R.G. Ghanem and P.D. Spanos (see Table 1.1). However, the research discussed in this thesis 
follows a completely different approach and has nothing to do with Wiener chaos expansions. Hence, 
the introduction to the Wiener chaos expansion and the associated Wick product is not included in 
this subsection.
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subspace of L2 ( i2 ,F ,P ), therefore it shares the same norm and inner product of the 
L2 -space. A Gaussian Hilbert space is a Gaussian linear space which is complete, i.e. a 
closed subspace of i f  (i2, F, P) consisting of centred Gaussian random variables.
We can now define a Gaussian stochastic field  (or simply a Gaussian field) to be a 
stochastic field possessing finite-dimensional distributions all of which are multivariate 
Gaussian. It is then clear that, all the finite-dimensional distributions of an -valued 
^-dimensional Gaussian field X  ( t ) , and hence the probability measures they induce on
G” '” , are completely determined by the expectation function and the
covariance function Cov (AT (5), X  ( /)) .
2.2.3 Stationary Stochastic Fields
Although the major interest of this thesis lies in R m -valued stochastic fields, it is 
mathematically more convenient to consider the stationary stochastic field in the more 
general context of Cm -valued fields. Hence, unless otherwise stated, it is assumed in this 
subsection that a stochastic field X ( t )  = ^Xl (f) ,X 2 (*), • • •, X m ( t )) always takes values
in the complex space Cm, while t lies in M” . It is also assumed (O f j  < +0°
for all / e R " ,  i.e. X  (f) is a second-order stochastic field.
With these assumptions, the expectation function of X  (f) is defined as
M(t) = E ( X ( t ) ) > (2.88)
and it is a deterministic function from M” to C” . The covariance function 
R(s , t ) :  R 2” C”x” is defined by
R(s , t )  = Cov(X (» ) ,* ( / ) )  = £ ( ( * ( s ) - / t ( s ) ) T ( X ( / ) - / t ( / ) ) )  (2.89)
where the bar denotes the complex conjugate. When X  (t) is R m valued, the complex 
conjugate has no effect, so that the above definition is equivalent to that given in (2.80) for 
Rm -valued stochastic fields.
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From (2.89), it is easy to see that the matrix-valued covariance function satisfies
R (s , t )  = R( t , s )  (2.90)
for all 5, t e R ". Let RtJ (s, t ) ,  i, j  e {1,2, • • •, m}, denote the entry located at the z-th row 
and the y-th column of matrix R ( s , t ) . Then, from (2.89) and due to the Cauchy-Schwartz 
inequality (see e.g. Theorem 2.3), Rtj (5,/)  is finite for all s, t  e R m. Specifically,
R u (*■<) =  E ( ( X , ( S ) - H  ( s ) ) { X j ( 0 - ^ y ( 0 ) )
^ ( |J0 (* )-J« /(* )f)Va V » ,feR " . (2.91)
< +00
2 nFurthermore, the diagonal entry Ru (s,t)  is a non-negative definite fimction on
k k____________ __
That is, the Hermitian form X  2  ((/, ’ th K  Zh is always real and non-negative for
71=1 72=1
any collection of points tx, t2, • • •, tk in R”, and any complex numbers zx, z2, • • •, zk . This 
is because,
7,-1 y*-i
= L E £ ( ( ^  ('„ ))(* , ) - A ( ' J ) k  *1 (2-92)
71=172=1 ' '
/  - 2N
>0
/7=1
The property of non-negative definiteness actually characterizes covariance functions, so 
that given any function ju(t): R ” -» C and a non-negative definite R ( s , / ) : R 2” -» C it 
is always possible to construct a complex-valued ^-dimensional stochastic field for which 
p ( t )  and R(s , t )  are the expectation and covariance functions, respectively. When
p  ( t ) and R (5, t)  are both real valued, this field can even be taken to be Gaussian, since 
the multivariate Gaussian finite-dimensional distributions generated by p ( t )  and 
R (s , t ) are easily seen to satisfy the Kolmogorov consistency principle (Theorem 2.21).
A Cm -valued ^-dimensional stochastic field x ( t )  is said to be strictly 
stationary if its finite-dimensional distributions are invariant under translations in the
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parameter t . That is, for any set of points tl,t2,"- , tk and r  in R" , the joint 
distribution of the random variables X ( t x) iX ( t 2' ) , " ' ,X ( tk) should be the same as for 
the variables X(t^  + r ) , X ( t 2 + r ) .  Two immediate consequences of this
property are: a) the expectation function p ( t )  is identically equal to a constant; b) the 
covariance function R  (s, t) is forced to be a function of the difference s - t  only.
Very often, when dealing with stochastic fields, it is not necessary to impose the 
rather restrictive condition of strictly stationarity, and it is sufficient to demand only those 
two consequences just noted. Hence, the question of weak stationarity arises. A 
C7"-valued ^-dimensional stochastic field X ( t )  is called wide-sense stationary (or 
weakly stationary), if
E { X ( t ^  = fi is a constant, (2.93)
and
C o v ( x ( s ) , X ( t ) )  = R ( s - t )  is a function of s - t  only. (2.94)
A strictly stationary stochastic field is clearly wide-sense stationary, but in general the 
reverse is not true. However, it is true for R7” -valued Gaussian fields.
An important special class of wide-sense stationary stochastic fields is the so 
called isotropic stochastic field. Specifically, a C7" -valued ^-dimensional wide-sense 
stationary stochastic field X ( t )  is called isotropic, if its covariance function R ( s - t )
is a function of ||s - f | |2 only; i.e. for any two points s ,t  e R ", the covariance of X  ( j)
and X  (f) depends only on the Euclidian distance between s and t .
Finally, it is highlighted that the theory of stationary stochastic field is quite rich 
and powerful, of which detailed expositions can be found in [2.17-2.19].
2.3 On Stochastic Analysis
Stochastic analysis is the generalization of the classic calculus to the random 
context, and it studies differentiation and integration of stochastic fields. Similar to the
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structure of calculus, stochastic analysis may be divided into two parts, namely the SODE 
theory and the SPDE theory, that deal with one-dimensional stochastic processes and 
higher-dimensional stochastic fields, respectively. Hence, this section is organized as 
follows. Section 2.3.1 introduces two fundamental concepts in stochastic analysis, i.e. 
white noise and Brownian motion. Then, Sections 2.3.2 and 2.3.3 bring up respectively 
SODEs and SPDEs in a way that leads to the specific modelling strategy which will be 
introduced in Chapter 3.
2.3.1 White Noise and Brownian Motion
Let X ( t )  denote an R'”-valued ^-dimensional wide-sense stationary stochastic 
field. Then, X  (t) is called white noise if E  (X (*)) = 0, Vf e R ", and random variables
are independent and identically distributed for any set of points 
tx, t2, • • •, tk in R " . In particular, when white noise X  (/) is a Gaussian field, it is termed
Gaussian/normal white noise. It can be proven that the white noise field is discontinuous 
almost everywhere.
In 1828 the Scottish botanist Brown observed that pollen grains suspended in 
liquid performed an irregular motion. The motion was later explained by the random 
collisions with the molecules of the liquid. To describe the motion mathematically it is 
natural to use the concept of a stochastic process B  (t , co), interpreted as the position at
time t of the pollen grain co. The solution of B(t,co) is largely due to Einstein (1905) 
and Wiener (1923).
In mathematics, the term Brownian motion (or Wiener process) describes a 
real-valued stochastic field B(t,co) , t > 0 , that satisfies:
I) For every coe f2 ,  B(t,a>) e C° [0,+oo) ; i.e. B(t,co),  as a function of t ,  is
continuous in [0, +oo).
II) B(0,co) = 0 and
(2.95)
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holdsforany & eN ,an y  0 = f0 <tx <••• <tk <+oo, and any jCj,jc2, e  R .
It can be shown that the Brownian motion defined above represents a coordinate of 
B (t, co) , the position of pollen particles in liquid.
An equivalent mathematical definition of the Brownian motion B(t,co), t > 0, is:
I) For every coe£2,  5(f,6?)eC°[0,+oo).
II) For any & eN  and any tx,t2, ’" ,tk e  [0,+oo) , random variables B^t^co), 
B (t2,co) , • • •,B(tk,co) follow a multivariate Gaussian distribution.
III) For any /e[0,+oo)
E (B ( t ,o ) )  = 0,  (2.96)
and for any s,re[0,+oo)
E (B (s  ,<3>)i?(f,tf>)) = min(.y,r). (2.97)
2.3.2 Stochastic Ordinary Differential Equations
A general SODE has the form
—  = u ( t ,X )  + v { t ,X ) - r ( t ,X ,a )  . / s R ,  (2.98)
dt
where X  is the random unknown and functions u , v and r are all given; specifically, 
u ( t ,X )  and v ( t ,X )  are formally deterministic, and r(t,X,co)  isarandom function.lt 
is very difficult to develop a versatile SODE theory capable to deal with a general random 
term r(t,X,co)  in the above equation. A useful and comprehensive theory is, however,
achieved with respect to a special class of random functions r(t ,X,co) , i.e. white noise. 
In this special case, Eq. (2.98) is usually written as
^  = b ( t ,X , ) ^ tT { t ,X tyw,  t>  0 , (2.99)
dt
where X t = X(t,co)  is the random unknown, b ( t ,X t) and <j(t,Xt) are formally 
deterministic functions, and xvt represents a Gaussian white noise process.
As a white noise process is discontinuous almost everywhere, it is inconvenient to
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directly deal with Eq. (2.99). Hence, its integral form
x , = X 0 + -*',)<& + ^ a ( s , X , ) d B s (2.100)
is considered instead, in which Bs = B(s,o>) denotes the Brownian motion. Note that the
third term £cr(s ,Xs )dBs in the right-hand side of Eq. (2.100) could not be defined in 
the Riemann-Stieltjes sense because the variation of the Brownian motion is too large. 
Hence, a new integral formulation, namely ltd integral, is developed for [e r ( s ,X s)dBs .
In mathematics, the theory developed from (2.100) is often termed ltd calculus, 
and it has become a mature and powerful tool in many applications containing large 
random jumps with time evolution. Although the Ito calculus considers only a special case 
of Eq. (2.98), the theory and its applications have been so successful that, the term SODE 
(or simply SDE) actually infers the Ito integral unless otherwise stated. A good 
introduction to Ito calculus is provided in [2.26] and more mathematically-rigorous 
treatments can be found in [2.21-2.25].
2.3.3 Stochastic Partial Differential Equations
Due to mathematical difficulties, the successful SODE theory (i.e. Ito calculus) is 
achieved for the special equation (2.99) driven by white noise rather than the general 
equation (2.98) containing an arbitrary random function. It can be naturally expected that, 
the challenge to develop a comprehensive theory for general SPDEs could be even more 
significant. Hence, instead of targeting general SPDEs, the SPDE research community 
have been mainly engaged in extending ltd’s white noise model to higher-dimensional 
stochastic fields. As the concept of white noise holds in any dimensionality, Eq. (2.99), 
which in the SODE theory is usually regarded as a shorthand version of the formal integral 
equation (2.100), is often taken as the starting point in SPDE research (see e.g. 
[2.29-2.30]). However, this generalization is not straightforward.
For one-dimensional stochastic processes, there is a natural “total order” (i.e. the 
sequential order of real numbers) that represents the evolution of the process. The Ito 
integral is based on the concept of Brownian motion, and its development significantly 
benefits from the martingale theory and the theory of Markov processes, which are
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essentially associated with the topological feature of total order.
Unfortunately, there is no such structure of total order in higher-dimensional 
Euclidean space. Consequently, neither the martingale theory nor the theory of Markov 
processes can be easily generalized to high-dimensional stochastic fields. This 
fundamental topological difference also complicates the generalization of Brownian 
motion to higher-dimensional cases, e.g. two-dimensional Brownian sheet. Specifically, 
the two equivalent definitions of Brownian motion addressed in Section 2.3.1 lead to 
completely different concepts of Brownian sheet.
In summary, current mathematics has not been able to provide an effective SPDE 
theory for the study of complicated random medium problems.
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Chapter 3 
Material Modelling -  Elementary 
Random Media
As in the simulation of deterministic engineering systems, one of the key issues in 
solving an engineering system composed of random media is to develop an appropriate 
material model for the random media under consideration. Furthermore, in order to 
achieve a general SFEM framework, the random material model needs to be: (a) simple 
and robust so that it can be readily adopted in different equation systems; (b) 
comprehensive and versatile so that it can be employed to model a variety of practical 
random media.
Following the technical review in Chapter 1 and from a mathematical viewpoint, it 
might be said that there has been at least three classes of approaches in random material 
modelling, which are based on the fuzzy set theory [3.1-3.5], the theory of random 
matrices [3.6-3.7] and the probability theory [3.8-3.35], respectively. Although the first 
two classes of models might be useful in some applications, it appears that the third class 
of models have been more widely accepted in the SFEM community. This is simply 
because the mathematical foundation of probability (see e.g. Chapter 2) is much more 
solid than those of fuzzy sets [3.36-3.37] and random matrices [3.38]. Nevertheless, in 
most SFEM formulations (e.g. [3.8-3.35]), the material models of random media are 
developed in an intuitive manner, which are neither based on theoretical deduction nor 
based on experimental induction. As a result, some of these material models are even
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ambiguous in concept and contain self-contradiction^.
Some basic questions one may ask about a random material model are: (a) How to 
define the random medium in term of mathematical concepts? (b) From the viewpoint of 
physics, why does the practical random medium follow the specific mathematical 
description? (c) What properties does the random medium have? It appears that these 
fundamental questions have not been systematically answered according to the current 
state of SFEM research. Hence, following a probabilistic approach and driven by physical 
requirements of practical random media, this chapter attempts to develop, in a more 
mathematically rigorous fashion, a robust and comprehensive random material model. It 
has not been possible to make any experimental investigation during the course of this 
thesis, and efforts are made to answer the above questions from theoretical deduction.
3.1 Problem Statements
In the classic theory of continuum mechanics, material parameters take fixed 
values and engineering systems are governed by various PDE systems determined by their 
physical nature. In order to perform a successful analysis for an engineering structure, all 
the material properties have to be known in advance, so that the structural responses are 
uniquely determined by specific boundary conditions. For instance, it is well known that 
the governing equations and associated boundary conditions for elastostatics are 
V*o-(*) + / ( a:) = 0
e ( * ) = | ( « ( * ) v + v “ (*)) 
o-(x) = C (x ) :e (x )  
x e D
where <r(jc) and <t(jc) denote the stress tensors, e(jc) the strain tensor, u (x ) and 
i i ( j c )  the displacement vectors, /  ( j c )  the load vector, and C ( j c )  the elastic tensor; 
D e l "  is the material domain, dDu the displacement boundary of D , and dDa the 
stress boundary of D .
* More details can be found in Section 3.3.
i i ( j c )  = i i ( ; t )  on dDu
o-(jc) = <t(jc) on dDa (3-1)
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Many heterogeneous materials (e.g. concrete, composite materials with random 
inclusions, soil and rocks etc.) encountered in civil engineering, material science, 
geomechanics and hydrogeology etc. have structures with a non-deterministic disorder and 
are often termed as random media in engineering. Although engineering systems 
consisting of random media conform to the same principles of mechanics, it should be 
emphasized that the phenomena involved in random media are far more complex than 
those arising when homogeneous materials are present. This is not only because of the 
intricate stochastic nature of material properties, but also because the material structure of 
random media often contains discontinuities and multiple length scales. The resulting 
formidable mathematical and computational challenges cannot be met merely by 
employing larger computational platforms, but require fundamentally new mathematical 
insights and algorithmic developments. A better understanding and prediction of 
engineering systems consisting of random media requires a modelling approach based on a 
combination of probabilistic concepts with methods of mechanics.
In the past few decades [3.1-3.35], different mathematical models have been 
developed to describe the irregular variation of material properties through the random 
medium, and most of these material models are based on stochastic fields. That is, when 
random media are concerned, the elastic tensor C in the simple elastostatic equations
(3.1) is not only a function over the medium domain D e l " ,  but is also a function over a 
probability space (/2, F, P) such that
C = C(x,co) x e D ,  coejO.  (3.2)
A simple example of material properties of random media is shown in Figure 3.1, in which 
g (* )  = g(jt,*y0) denotes a particular realization of the Young’s modulus of a random 
medium plate.
In the stochastic-field model, material properties of random media are regarded as 
some random functions defined in Euclidean space instead of as a sequence of individual 
random variables. Due to the well established analysis tools in calculus, this field-based 
strategy makes it easier to deal with various complicated interactions through the random 
medium.
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Figure 3.1 Young’s modulus of a random medium plate
Consequently, for random medium structures, the governing equations and 
associated boundary conditions of elastostatics become a SPDE system as follows
in which all the mathematical quantities are stochastic fields and share the same physical 
meanings as their deterministic counterparts in (3.1). Except for the possible random
boundary conditions u(x,co) and a(x ,co) , which can be treated separately, the
randomness in the above SPDEs is introduced by the spatially irregular variation of 
material properties. Therefore, the probability distributions of the stochastic fields 
C(x,co) and f ( x , c o )  determine the probabilistic properties of the random solutions
u(x,co),  e(x,co) and o  ( j c , co). This relationship reflects the stochastic mechanism of
many typical random medium systems regardless of their physical nature. Hence, in 
solving engineering systems with variable uncertainties, e.g. Eq. (3.3), it is of crucial 
importance to identify and analyse the common features of the stochastic fields describing 
random material properties, e.g. C (*,&>) and / (  x,co).
Remark: As stated in Section 2.1.4, there are four basic modes of stochastic
on dDu
on dD0 (3.3)
x  e D, co & O
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convergence, which lead to different modes of stochastic continuity and stochastic 
differentiability. Hence, an essential question arising from the SPDE system (3.3) is that, 
in which sense are the associated stochastic fields including C (* ,a) ) , w(jc,co), f ( j t ,co)
and < r ( x ,c o )  differentiable? Naturally, an appropriate mode of stochastic continuity and
stochastic differentiability has to satisfy the requirements both in engineering and in 
mathematics. For practical random media, this question will be rigorously answered later 
in this chapter. For the moment, it is assumed that all the stochastic fields involved are 
path-wise differentiable, which corresponds to almost sure convergence, so that Eq. (3.3) 
could at least be valid in mathematics.
In the remainder of this chapter, a specific stochastic-field model will be developed 
to define material properties of practical random media. In order to simplify the notation, 
the discussions will mainly focus on scalar fields. However, the resulting concepts and 
principles generally hold for tensor fields without changes. Unless otherwise stated, all the 
random variables take real values.
3.2 From White Noise to Elementary Random Media
In order to develop a mathematically rigorous material model for random media, 
this section starts with the popular white noise model. Although the white noise approach 
does not succeed in the end, it helps to identify the engineering requirements and the 
probabilistic essence of practical random media, which in turn leads to the definition of a 
comprehensive mathematical model, namely elementary random media.
3.2.1 The Integral Functional of White Noise
It is reviewed in Section 2.3 that, one of the most important concepts in stochastic 
analysis [3.39-3.42] is white noise. The white noise model not only plays a fundamental 
role in Ito calculus [3.39], but is also exceedingly popular in the current research of 
SPDEs [3.40]. Due to the available mathematical tools in stochastic analysis as well as the 
extremely irregular variation of material properties through a random medium, an easy 
way, perhaps also the most mathematically attractive approach, to tackle practical random
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media is by referring to white noise. However, it can be proven that a white noise field is 
discontinuous almost everywhere (see e.g. [3.39] or Section 3.3.2). This hampers the 
direct application of the white noise model in physical systems that usually have a 
continuity nature at the macro scale.
From a mathematical point of view, a natural way to bypass the above obstacle of 
discontinuity is to consider, instead, the integral functional of white noise. Indeed, the 
integral strategy has been adopted in the development of the SODE theory [3.39] and in 
the attempt of extending the SODE theory to the SPDE case [3.40]. The integral functional 
approach can be regarded as an average solution, in which the original field at any fixed 
point is approximated by its average value in the neighbourhood of the fixed point. From 
the point of view of physics, this is equivalent to investigating the white noise field in a 
larger length scale. The advantages of this strategy based on integral functionals are 
obvious:
I) With certain local averaging techniques, a better continuity/differentiability in a 
larger scale may be achieved for the white noise model, which in turn makes the 
existing PDE tools applicable to this study.
II) The “average” solution could be expected to converge to the “exact” solution when 
the selected view-window tends to a single view-point.
Let w(jc,a?) x e R”,coe/2  denote a real-valued H-dimensional white noise field.
That is, for any two points xt * x2 e R ", the associated random variables w(xv co) and
w(x2,co) are independent and identically distributed. Without loss of generality, the
expectation function of w (x , cd) is
• £ ( w(jc,6>)) = 0 VjcgR”, (3.4)
and the covariance function of w(jc, co) is
/  /  x / x\ f o  x* * x7 e R”
Cov(w (*„® ),w (x2,<»)) = j (3.5)
[<r x{ = x2 e R
where cr2 (see Section 3.4.4.2 for more information) is the variance of the white noise
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If w(x , cd) is measurable^ in R" x /2 , its locally averaging field can be written, 
in a general form, as the integral functional
W(x,co) = ( w * k ) ( x i(o)= j ^ w { y , c o ) k { x - y ) d y  ( 3 .6 )
where * denotes the convolution operator, and the convolution kernel &(*), jcgR",
serves as a weight function to control the effective averaging domain, i.e. the
view-window. Let
, v fO jc^O  f , .
* «  =  | +00 *  =  0  [ e S(x)dx = \ ( 3 .7 )
denote the Dirac delta function in R " . It is then evident that, when the view-window in
(3.6) degenerates into a single view-point, i.e.
& ( * )  =  £ ( * ) ,  ( 3 .8 )
the locally averaging field will become identical with the original white noise field, i.e.
fV(x,co) = w(x,G)). (3.9)
This verifies the second intuitive expectation of the integral functional of white noise. 
However, to verify the first intuitive expectation of the white noise functional, i.e. the 
smoothness of W(x,G)), it is necessary to introduce the following lemma about the 
convolution in the right-hand side of (3.6).
Given a non-negative integer m , let Cm (R ”) denote the set of all functions
defined on R” that have up to the m-th order continuous derivatives. Furthermore, let 
C™ (R ”) denote all the functions in Cm (R") that have compact support (the support of
function f ( x )  jcg R ” is the closed set of |jc g R m:/ ( jc ) ^ o J ) .  When there is no 
danger of confusion, symbols Cm(R") and C™ (R M) can be abbreviated as Cm and 
Cq , respectively. For example, C00 denote all the infinitely differentiable functions on 
R ", and Cq denote all the functions in C® that have compact support.
* In fact, it will be proven in Section 3.4.4.2 that there does not exist a measurable white noise field in 
the normal sense. Nevertheless, the formalistic derivation addressed here is helpful for disclosing the 
probabilistic essence of practical random media, which in turn leads to the definition of the so called 
elementary random media. This logic will eventually become clear at the end of this chapter.
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Lemma 3.1 Let 1 < p  < +oo denote a real number and m > 0 an integer. If 
/(*)sl'(r) and g ( x ) e C ” (R "),then  / * g e C * ( l ’ ) and
~sa,+—+a„
(*)dx“' - d x “"
n
where a k (k = 1,2,•••,«) are non-negative integers that satisfy '^j a i <m.
(3.10)
Z = 1
Proof:
First, it is proven that, if the function g (jt)  is continuous in R ” and with 
compact support, then f  *g  is continuous. Consider the absolute difference 
|( /* g ) ( *  + A * ) - ( /* g ) (x ) |
= | l , . / ( j ') g ( - «  + AAC->-)<^-|[„ / ( ^ ) g ( j c - ^ ) 4 ' |  (3.11)
=|l./(*-')[s(<+A*)-sM]‘*|=A^ 0
in three cases corresponding respectively to 1 < p  < +oo, p  = 1 and p  -  +oo:
I) If 1 < p  < +oo, then there exists 1 < q < +oo such that \ /p  + \/q = 1. According to 
Holder’s inequality (see e.g. the probabilistic version in Section 2.1.3 or the general 
form in [3.43-3.44]), we have
m *  h  (Lk(,+A*)-s «r - r  • (3-12)
As g (* )  is continuous and with compact support, it is uniformly continuous. 
Therefore,
( L M ,+ A * )- g w r rf/) as (3 .13)
n )  If p  = 1 , according to the dominated convergence theorem (see e.g. the 
probabilistic version in Section 2.1.4 or the general form in [3.43-3.44]), we have
A /< | r | / ( * - 0 [g (*  + A*)“ g (f) ] |d f -> 0  as A x -» 0 . (3.14)
III) If p  = +oo, we have
A /s s |/L jL ,|g ( f  + A x ) -g ( 0 |* - X >  as A x -» 0 . (3.15)
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Summarizing the above three cases, it is concluded that A/ -» 0 as Ax —» 0. Hence, 
f * g  is continuous.
Secondly, consider g e C where m> 1. For a fixed integer j , 1 < j  < n , let
Ax = (),•••,0,Axy, 0,•••,()
\^ 1 ••• j - 1 j +1 -  n j
AXj * 0 . (3.16)
Then, according to the mean value theorem, we have
Ax, (*)
“ LAO
Ax,
d x /  1 dXjK ’
(x) (3.17)
dt
in which
f  =
Vi ••• j -1 y+i ”y
(3.18)
Since g (x )  is continuously differentiable and has compact support, following a similar 
analysis process as from (3.11) to (3.15), it can be verified that the right-hand side of (3.17)
converges to zero as Ax -» 0. That is, — ( /  * g )(* )  exists and equals
dx. '  f *— ' W -
Note from the first part of this proof that f  *g  is continuous, it can be concluded that the 
theorem is true for m = 1. When m > 2 , the theorem can be similarly proven by 
repeatedly applying the above proof procedure. □
Consequently, according to Lemma 3.1, the path-wise differentiability of 
w(x,co) can be improved to any order by the integral functional (3.6), and the
differentiability of W (x, at) depends on the smoothness of the weight function k ( x ) .
With the above discussions, it appears that, by choosing an appropriate kernel 
&(x) to control the view-window in accordance with practical requirements of
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engineering systems with variable uncertainties, the white noise functional W(x,co) may
be able to provide an effective material model for random media. It will be very 
interesting if this is true since a large portion of existing mathematical results in stochastic 
analysis will then become available to this study. On the other hand, an ideal 
stochastic-field model of random media should not only be smooth to meet, at the macro 
scale, the continuity/differentiability requirements of a general physical system, but also 
be sufficiently flexible, in the sense of probability, to capture the stochastic nature of 
random media in various situations. This is the other aspect that needs to be checked in 
order to evaluate the potential of the white noise approach in random medium modelling.
3.2.2 Probabilistic Failings of the White Noise Functional
In accordance with Eqs. (3.4) and (3.6), the expectation function of W(x,co) can 
be readily obtained as
E ( W ( x , cd))= j^nE (w (y ,G )) )k (x -y )d y  = 0 V jcgR”. (3.19)
Moreover, following Eqs. (3.4 -  3.6), the covariance function of W(x,co) is
Cov (W , co) , W ( *2, co))
= E { { w { x v m ) - E ( W { x i,a ) ) ) { w { x 1, a ) - E ( W ( x 1,co))))
= £ ( L  [l, w ( y ],co)w{y1,co)k(xi - y 2) k ( x 2 -y ^ d y ^ d y ^  Vjc„JC2 e R " . (3.20) 
= Cov (w ( a ) , w {y2, <u)) k  (x, -  ) * (x 2 -  y 2) dy,dy2
Note that 6 ^.2” : Ti = T2} is a set ° f  measure zero (see Section 3.4.4.2 for more
information) in R 2" , therefore the right-hand side of the above equation equals zero, i.e.
Cow{W(xlico)>W(<x 2,(o)) = 0 VxpJCj gR ". (3.21)
Thus, the first- and second- order statistical moments of the white noise functional 
W (jc,co) are both zero. Indeed, much more than this is true. Let x l, x 2, ' " ix j be a set of
fixed points in R " . Then, we have
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e ( w  ( x ^ a ^ W  ( x 2, c d ) ' - W [ x j , c q ^
= (3-22>
= L  M { y i ’ - ’y j ) { k ( x i - y > ) - k {x i - y j ) ) dy > - - ^ j
in which
M ( y l,---,yJ) = E iw (y i,coy--w{yJ,a))'j (3.23)
is a function defined on R Jn. Following the independent assumption of white noise,
M ( y l, - , y J) = * ( ’* ' ' ( * ) )  y > = y 2 = - = y j  (3 2 4 )
0 otherwise
Thus, M  (j>j , • • •, y .) is identically equal to zero on R Jn except for a set of measure zero. 
Hence,
^(fT(jc1,6?)Pf(jc2,6i)---FF(jcy,6;)J = 0 V /e N, Vxltx 2,--',Xj e R " . (3.25)
That is, they-th order statistical moment of W (jc, co) is zero.
For a fixed point jc0 e R " , let W (x Q,co) be the corresponding random variable
taken from the white noise functional W (x,co). It is well known that the probabilistic
property of the random variable fV(x0,£o) is completely determined by its characteristic 
function <p(x0, t ) , which can be expanded into a Taylor series (see e.g. Section 2.1.2)
p (x0j ) = £ e (>V‘(x0,6>))±— -J-  (3.26)
/=0  1  •
where
E(fV°(x0,w ) ) ^  1. (3.27)
Following immediately from (3.25), we have
£ (*F '(*„,©)) = 0 V / e N .  (3.28)
Substituting (3.27) and (3.28) into (3.26) yields
= l V t e R .  (3.29)
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Note E ( W ( x 0 , co)) = 0, hence the above characteristic function infers that the random 
variable W ( x 0,co) degenerates to a constant zero. As x 0 is arbitrary, the stochastic 
field W (x, co) degenerates to a constant deterministic field, i.e.
W ( x 9co) = 0 VxeR" .  (3.30)
After all the discussions in Section 3.2.1, the above result is a bit surprising since 
following Eq. (3.30) there are only two possibilities:
I) The white noise approach is basically unsuitable for random medium modelling.
II) It is sufficient to model random media, at least some types of random media, with 
the conventional deterministic approach.
From a physical/engineering point of view, when a random medium is being 
investigated from different length scales, the stochastic nature of the random medium 
should not change dramatically and the behaviours of the random medium system must 
remain compatible. Hence, if a white noise model in a way reflects the stochastic nature of 
practical random media, the results obtained from investigating the white noise field in a 
larger length scale should be similar to those obtained from the investigation based on a 
smaller length scale, in particular when the two length scales are of little difference. 
However, it is noted that the specific shape (e.g. narrow or wide) of the view-window, 
which is controlled by the weight function k ( x )  in the local average (3.6), has no effect
in the above analysis from (3.19) to (3.30). That is, no matter how small the observing 
scale (or equivalently the locally averaging domain) is, the corresponding white noise 
functional fV(x,co) always completely loses the randomness of the white noise field
w(x,co). This contradicts the common sense engineering requirement. Consequently,
although “mathematically sound” [3.39-3.42], the starting point of the white noise 
approach is not quite right for representing material properties of random media.
Proposition 3.2: Due to the lack of sufficient capability in capturing the
stochastic nature of practical random media, the white noise functional W(x,co) is
inadequate for modelling random media in engineering systems. In particular, from a 
physical point of view, the white noise model is equivalent to a deterministic model in a 
practical engineering system with variable uncertainties.
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3.2.3 Probabilistic Essence of Random Media
The failings of the white noise approach indicate that, at least one of the two basic 
assumptions of white noise, i.e. independent and identical distribution, contradicts the 
stochastic nature of random media in practical engineering systems.
In order to locate the defect of the white noise model and disclose the probabilistic 
essence of practical random media, it is suggested to consider a special stochastic field 
b{i,co) zeN,  cog £2 with E(b(i ico)j) = 0 V z e N .  The stochastic field b(i,a>) is 
essentially a sequence of centred random variables. According to Kolmogorov’s strong 
law of large numbers (see e.g. Section 2.1.5), if random variables b(i,co) are 
independent and satisfy
+® Var(Mz,a?V)
E — L r L jZ <+“ > (3-31)i=i 1
then the following limit relation holds
W  lim 2T(z,*y) = o) = l VzeN,  (3.32)\/fc-»+O0 /
in which
Bk (z, co) = j  Y ,  b (i + j , co) (3.33)
k j=i
denotes the local average of b(i,co). That is, under the technical condition (3.31), the 
local average of the independent random variables b(i,co) converges almost surely to a 
constant zero as the upper bound k  approaches infinity. Comparing the local average 
Bk(i,co) with the white noise functional W (x,co) , it is observed that the crucial
common factor that results in the loss of randomness in these two cases is the 
“independent assumption”. Hence, it may be said that the “independent distribution” 
assumption of w(jc,6>) contradicts the stochastic nature of practical random media,
which in turn makes the white noise approach unsuitable for this study. Consequently, the 
following insight is taken as the basis for random medium modelling in this thesis.
Proposition 3.3: The stochastic dependence among different points through the
medium is an essential characteristic of many practical random media in physical systems.
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3.2.4 Elementary Random Media
It is implied in Proposition 3.3 that an effective random material model has to be 
based on a dependent stochastic field, which, as a mathematical concept, is much too 
general, on its own, and is difficult to be tackled in a quantitative manner. Hence, in order 
to make the problem treatable in mathematics, additional assumptions must be made 
regarding the dependent stochastic field according to specific features of the random 
media under consideration.
Naturally, as addressed in Section 3.2.1, a key issue that needs to be taken into 
account in random medium modelling is the continuity and differentiability of the 
stochastic field involved, since it will determine whether or not, and furthermore in which 
sense, the SPDE (3.3) holds. In addition, due to the insufficiency of experimental data, 
only the first- and second- order statistical moments of random material properties are 
available in many practical engineering problems. Hence, it will be beneficial for 
applications if the random material model does not require higher order statistical 
moments for input settings.
Driven by the above modelling requirements and based on the existing
mathematical tools reviewed in Chapter 2, a random material model is defined as follows.
Definition 3.4 (Elementary random media) Let m > 0 e Z . Random medium 
D e l "  is termed a Cm elementary random medium (ERM), if its material property is 
represented by a second-order stochastic field a(x,a>) x  e D, cos Q  that satisfies:
I) The expectation function of a(jc,*y) has up to the w-th order continuous
derivatives in D , i.e.
E{a(x,co)) = a0(x)  (3.34)
where a0 (x )  e C" (D ).
II) The covariance function of a(x ,  co) can be written as
Cov(a(jc1,fi?),a(jc2,6i)) = i?(jc1- jc2) = / ? ( t )  Vjc15jc 2 e D  (3.35)
such that
£ , « ( T ) * = | t, |/? (r ) |r f r< +co. (3.36)
69
Chapter 3. Material Modelling -  Elementary Random Media
HD The covariance function -K(r) is C2m continuous at r  = 0, i.e. it has up to the 
2m-th order continuous derivatives at the origin.
IV) With respect to functions a0 ( j c )  and R ( r ) , the following relation holds
.K(0)< *r|a0(*)| VjceD (3.37)
where k  >  0 is a fixed constant depending on the physical nature of a  (  jc, co) .
V) The stochastic field a[x,co) is a Gaussian field.
In particular, the random medium D defined above is referred to as a generalized 
ERM if  the condition V) is not required.
Remark: For the sake of simplicity, the material property of ERM is represented 
by the scalar a(x,co) in the above definition. However, the ERM model holds for the 
general case in which the material properties are represented by a general elastic tensor 
C ( j c ,  co) and conditions I)-V) are accordingly defined with respect to each scalar entry of
C(x ,  co).
With respect to the above mathematical definition, the following engineering 
insights of ERM are highlighted:
I) The material property of an ERM is defined by its expectation function and
covariance function. The finite assumption of these two statistical moments is 
purely technical, which is always met in practical engineering problems.
II) The spatial stochastic dependence of an ERM is described by the associated
covariance function -K(r) = ^ ( j ^  - j c 2 )  , which implies that the pair-wise
dependence is invariant under translations in parameter jc  . Furthermore, as shown 
in (3.36), the pair-wise dependence has a short-range nature such that R( t )
vanishes as ||r||2, i.e. the distance between two points, approaches infinity.
III) As the definition of ERM is based on second order stochastic fields, the mean
square convergence is taken as the mathematical foundation to define the
continuity/differentiability in the SPDE system with respect to ERM. It should be 
noted that the mean square continuity (or differentiability) does not imply the
path-wise continuity (or differentiability). Hence, the material property of a
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particular ERM sample may not be smooth. However, the corresponding SPDEs 
hold in the context of probability, and specifically in the mean square sense, all the 
standard differential/integral operators in calculus can be similarly performed.
IV) In order to ensure the mean square continuity/differentiability of the stochastic field 
a ( x , & ) , it is required that its statistical moments a0(x)  and R ( r )  satisfy
certain smoothness conditions. The underline mathematics will be addressed in 
detail in Section 3.3.
V) In the ERM model, the material property at any individual point x 0 e D is 
described by a random variable a (jt0,6?), which is determined by its first two 
statistical moments a0(jc0) and R (0). Note in continuum mechanics that the
value of a specific material parameter is often restricted in a certain range 
determined by its physical nature. Hence, in order to satisfy, in a probabilistic sense, 
the physical requirement on the value range of the material property concerned, the 
factor k  is employed in (3.37) to control the variation of a ( j c ,  co) .
VI) Determined by the central limit theorem (see e.g. Section 2.1.5), a Gaussian 
distribution is often encountered in practical engineering problems when the 
observation regards the total effect of a large number of small random factors. 
Consequently, it is expected that Gaussian fields provide a reasonably good 
approximation of many practical random media. In addition, a Gaussian field is 
completely defined by its first- and second- order statistical moments, and due to 
its linearity, it can be put into the context of Hilbert spaces (see e.g. Section 2.2.2). 
Hence, having “Gaussian field” as a basic assumption of ERM makes it possible to 
achieve explicit solutions in some typical random medium problems. However, in a 
serious engineering problem, whether or not the specific random material property 
can be treated as a Gaussian field must be examined against experimental data. In 
fact, the Gaussian assumption of ERM is not essential, which will become clear 
later in this thesis.
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3.3 Macro-Scale Properties of Elementary Random 
Media
In the last section, the random material model ERM is defined in terms of 
mathematical concepts. This section explores its properties including the stationarity, the 
smoothness and principles for material measurements. These macro-scale properties will 
have strong influences on the theoretical and algorithmic developments of ERM as well as 
the associated applications in engineering practice.
Following Definition 3.4, let
a(x,co) = aQ(x)  + as(x,(o) (3.38)
where the mean a0 ( j c )  represents the deterministic component of a(x,a>), and the 
fluctuation field as (x,co) the random component. It is then straightforward to obtain 
from (3.34) and (3.35) that
ii(dr,(jc,fi>)) = 0 VjceZ), (3.39)
Cov(as (jc, ,m),as (jc2,&>))
= Cov(a( jt ,,0 ) ,a ( jt2,0 ))  Vjtpjc 2 e D .  (3.40)
= R ( t )
That is, the fluctuation field as ( j c ,  co) has mean zero and the same covariance function as 
the original stochastic field a(x,a>). As it is usually simpler to study a centred stochastic 
field, the discussion in this section will mainly focus on the properties of as(x,co). 
However, all the results obtained for as (x,co) can be readily translated into the 
conclusions corresponding to a(x,co), which only differs by a smooth deterministic 
function a0(x ) .
3.3.1 Stationarity
It is shown in (3.39, 3.40) that both the expectation function and the covariance 
function of as(x,co) are invariant under coordinate translations. Thus, the fluctuation
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field as (x,co) is wide-sense stationary. As a(x,co) is a Gaussian field for ERM, it can 
be further concluded that as (x ,cd) is a strictly stationary stochastic field whose finite
dimensional distributions are invariant under coordinate translations. The wide-sense 
stationarity plays an important role in many aspects of ERM. It will soon become clear 
that in many ways, the theoretical/algorithmic developments of ERM in this thesis is about 
wide-sense stationary stochastic fields (see e.g. Section 2.2.3).
3.3.2 Continuity and Differentiability
As pointed out in the beginning of this chapter, the smoothness of stochastic fields 
is an essential issue in random medium modelling. However, it appears that this 
fundamental aspect has not received adequate attention in the development of SFEMs, 
since some elementary and fatal inconsistencies have occurred in the literature. For 
example, isotropic stochastic fields with such covariance functions as c, (l -  c2 ||r||2 j and
Cjg-Irl2/C2 have been employed in many SFEM formulations [3.13, 3.15, 3.19-3.24, 3.26,
3.28, 3.32] to describe random material properties, some of which are noticed in the recent 
work [3.29]. These stochastic fields often lead to simple theoretical treatments, and 
sequentially provide efficient numerical algorithms. However, it can be proven that these 
stochastic fields are non-differentiable almost everywhere and inevitably result in 
defective, if not meaningless, SPDE systems of random media.
In this thesis, the continuity and differentiability regarding ERM are defined based 
on the mean-square convergence. As addressed in Section 3.2.4, the mean-square 
continuity/differentiability does not necessarily imply path-wise smoothness, and 
theoretically speaking, this provides the ERM model some freedom to accommodate the 
discontinuities in practical random medium samples. More importantly, in the mean 
square sense, the SPDE system can be similarly treated with traditional PDE tools.
3 . 3 . 2.1 Mean-Square Smoothness o f  Stochastic Fields
The mathematical research regarding mean-square smoothness of stochastic fields 
can be traced back over half a century ago to Khinchin [3.45], Kolmogorov [3.46] and 
Wiener [3.47]. The continuity/differentiability of one-dimensional wide-sense stationary
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stochastic processes was first systematically and rigorously addressed by Yaglom [3.48], 
and higher dimensional cases can be similarly treated.
Theorem 3.5 A centred second-order stochastic field b(x,a)) x e R "  ,coe f2 
is continuous in the mean-square sense at x  = x 0, if and only if the covariance function 
Cov (b ( jc,, co) , b ( x 2, co )) = R ( Xi,Xl) is continuous at the point ( x l, x 2) = ( x 0 , x 0 ).
= R ( jc0 + Ax, x 0 + Ax) -  R (x 0 + Ax, x0 ) -  R ( x0 , jc0 + Ax) + R ( x 0 , x Q) 
where A x e R ” .
II) The “only i f ’ part: Let Axp Ax2 e R ", consider the following absolute difference
Proof:
I) The “i f ’ part: This follows immediately from the relation
(3.41)
|J?(ac0 + Ax„x0 + Ax2) —
£  ((6 ( x 0 + Ax,, a ) - b (*0)) (b (x0 + Ax2, co) -  b ( x 0))) +
(3.42)
< E (|(6 (x0 + Ax,, co) -  b (x0)) (b ( x0 + Ax2, a )  -  b (* 0 ))|) +
= AI
According to Holder’s inequality (see e.g. Section 2.1.3), we have
A / <  +  A x , , © ) - & ( * „  ) |2 ) ]  | £ ( | & ( * 0 + A x 2, ® ) - 6 ( x 0 ) |2 ) j  +
| £ ( | 6 ( x 0 + A x „ o ) - 6 ( x 0, © ) | 2 j J  ( £ r ( |* ( -* ro> < » )f ) )  + . (3.43)
(£  (|* (x„ + Ax2 , <o) -  b (x„, o )|2) j (f(|& (*o. ))
Hence,
The theorem is proven.
(3.44)
□
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A trivial application of the above theorem is to analyse the continuity of the white 
noise field w(jc,6>) in Section 3.2.1. From (3.4, 3.5), it is straightforward to conclude
that w(x,coi) is discontinuous everywhere.
As the point x 0 in Theorem 3.5 is arbitrary, the following theorem about 
“everywhere continuity” holds.
Theorem 3.6 A centred second-order stochastic field b(x,a)) x  e  R”, co e Q  
is everywhere continuous in mean square, if and only if its covariance function R (jCj , x 2) 
is continuous at every diagonal point x l = x 2.
Before moving to the differentiability of stochastic fields, it is necessary to 
introduce the following convergence criterion of random variables.
Lemma 3.7 (due to Loeve) A sequence of random variables X v X 2i-- 
convergences to X  in mean square, if and only if
lim E (X tX i \  = c (3.45)/,y-*+oo V J *
where c is a finite constant.
Proof:
I) The “i f ’ part is due to
lim E ( \ X . - X § \
i , j-*+oo v  /
= $ ™ M X 1 ) - 2E(<X >X ’)  + E W ) ) -  (3-46)
= c - 2 c  + c 
=  0
i i )  The “only i f ’ part follows immediately
E ( X lX J) ^ E ( X * )  = c as i j  ->+oo. (3.47)
The lemma is proven. □
With respect to the point-wise mean-square differentiability of stochastic fields, 
there is the following theorem.
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Theorem 3.8 A centred second-order stochastic field b(x,co) x  e R", co e D  
is differentiable in mean square at x  = x0 , if and only if its covariance function
d2R ( x  x  )
i?(x1?x2) has finite second-order derivatives   1 -■ ■ z = 1,2, • • •,« at the point
( x l>x2) = ( x 0>Xo)-
dxXidx2i
Proof:-
For a fixed i , 1 < i < n , let
Ax = 0,---,0,Ax;,0,---,0
1 ••• M ;+l ••• n y
Ax, * 0 (3.48)
Thus, with respect to the z'-th coordinate of point x , the mean-square partial derivative of 
b(x,co) is
db(x,co)A i . 6 (x  + Ax , o> ) - 6 ( x ,<5>)
— 1-----   = l.i.m .—----------------- ------ -
dx. ax,->o Ax.. (3.49)
where l.i.m . denotes “limit in mean”. Let
/
Ax1 =
Ax2 =
O^^O, Axw,
V 1 ••• /-I /+1 n
r \
0,---,0,Ax2,,0,---,0
1 /-I ;+l n y
Axh ^ 0
Ax2/ ^  0
(3.50)
we have
b (x0 + Ax19co)-b(x0,co) b (x0 + Ax2,G>)-b(<x 0,co)
Ax1( Ax2j
R ( x o + ^ i , ^ o  + A x 2) - J ? ( a :0 +  A x ,,j:0) - ^ ( j c 0, j :0 + A x 2)  +  j? ( jf0,jc0)
Ax,,.A*2/
(3.51)
Hence, according to Lemma 3.7, the stochastic field b{x,o)) has a mean-square partial
derivative
db (x, co)
at x  = x0, if and only if the second derivative d2R ( x l, x 2)
Sxu8xv
exists
at the point (x j,x2) = (x0,x0) . Note the integer z is arbitrary in {1,2,—,«} , the 
theorem is proven. □
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Remark: According to Theorem 3.8, isotropic stochastic fields with covariance 
functions of the forms
are non-differentiable everywhere. Hence, these stochastic fields are unsuitable for 
representing material properties in the SPDE system (3.3), in which the elastic tensor 
C  ( jc , coi) needs to be differentiable.
From Theorem 3.8, it is straightforward to obtain the following theorem about 
everywhere differentiability of stochastic fields.
Theorem 3.9 A centred second-order stochastic field b (x, co) x  e R", co e Q  
is everywhere differentiable in mean square, if and only if its covariance function
v , .. . , , . . .
/ ( ( jCjjJCj ) has finite second order derivatives -----     / = 1,2,•■•,/! at every
dxudx2j
diagonal point x x = x 2.
Theorems 3.5-3.6 and 3.8-3.9 address the criteria of the continuity and the 
first-order differentiability of stochastic fields. In a similar way, sufficient and necessary 
conditions regarding the higher order differentiability of stochastic fields can be 
established. In particular, if the stochastic field in consideration is wide-sense stationary, it 
can be proven that the local properties (e.g. continuity and differentiability) of the 
stochastic field are completely determined by the behaviour of its covariance function in 
the neighbourhood of the origin. This is summarised by the following theorem.
Theorem 3.10 (Smoothness of wide-sense stationary stochastic fields) Let
m denote a non-negative integer and b(x,co) x e R n ,coe O  a centred second-order
stochastic field with covariance function Cov(b ( jCj ,a>),b(x2,coifj = R (x l - x 2) = R ( r ) .
dmb(x , cd)
The m-th order mean-square partial derivatives -----     1 <n exist
/?(^1, ac2) = c1(1 c2 F i - * 2||2) and R (x l,x 2) = cle^Xl X2^ °2 (3.52)
everywhere, if and only if the 2m-th order partial derivatives exists at the
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3.3.2.2 Mean-Square Smoothness o f  Elementary Random Media
Consider the stochastic field a(x,a>) of a Cm ERM D . Following Definition 
3.4, Eq. (3.38) and Theorem 3.10, it can be concluded that both 0 o ( jc)  and as(x,6?) 
have up to the m-th order continuous derivatives in mean square. Consequently, a(x,co) 
has the Cm mean-square continuity on D .
3.3.3 Principles of Elementary Random Medium 
Measurements
The inputs of the ERM model are the expectation function aQ ( jc)  and the 
covariance function R ( t)  . In general, experimental measurements of a large number of
material samples are required to construct these two statistical moments according to their 
definitions (3.34) and (3.35). In order to reduce the associated experimental costs and 
improve the applicability of the ERM model, it is important to be able to accurately 
construct a0(x ) and R (t ) from as few material samples as possible. In many
engineering problems, a0 ( j c ) , the deterministic component of a ( jc , co)  , can be estimated
in accordance with existing knowledge and measuring techniques of deterministic material 
models. Consequently, the major challenge in the random material measurement is to 
obtain i? ( r) , which is essentially determined by as (x,a>), the random component of
a(x,co). The solution of this problem is attributed to another property of ERM, i.e. 
ergodicity.
3.3.3.1 Ergodicity
The mathematical background of ergodicity is outlined below, and detailed 
explanations and proofs can be found in [3.49-3.52].
Recall from Section 2.2.1 that X(t,co) denotes an R m -valued ^-dimensional 
stochastic field, and (Gn,m,G n,m,P^ J the corresponding probability space. That is, Gn,m 
denotes the set of all finite M” -valued functions on M” , Gn,m denotes the cr-algebra
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containing all sets of the form \ g  e Gn,m : t  e R" I where k  > 0 is an
i= l
arbitrary integer and Bi are half-open intervals in Rm, and P is the probability 
measure uniquely defined on all sets of Gn,m by the finite-dimensional distributions of 
X  ( t , co) . With this choice of probability space, the basic events, co, are now individual
sample functions t e R " . For a fixed vector r  e R” , the shift transformation
of g { t)  is defined as
T,° g = g( t  + T) . ( 3 .5 3 )
Similarly, each Tr takes any set A e Gn,m into the set
Tt ' A ± { g ( t  + T):g( t )eA}  ( 3 .5 4 )
that consists of all the functions of A shifted by r .
A set A e Gn,m is called an invariant set of X  (t , co) if, for every r , the sets A 
and Tt oA differ, at most, by a set of P-measure zero. That is, there exist two sets Bx 
and B2, both of which have measure zero, for which
^ U 5 1 = ( r r ° ^ ) U f i 2 . ( 3 .5 5 )
Definition 3.11 (Ergodicity) An -valued ^-dimensional strictly stationary 
stochastic field X  (t, co) is said to be ergodic if the cr-algebra of invariants sets only 
contains sets of probability zero or one.
The importance of the notion of ergodicity lies in the following theorems.
Theorem 3.12 (Ergodic theorem) Let X ( t ico) = {X l (t,co),-’’,X m(t,coy) be
an R w-valued ^-dimensional, strictly stationary and ergodic stochastic field; let S (r)
denote the sphere in M” of radius r > 0, and V (r) the volume of S  ( r ) . If
i' =  l , 2 , • • • , » !  (3 .5 6 )
and with probability one, the -valued Riemann integral
l (rX(t ,w)dt  ( 3 .5 7 )
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exists for every r>  0 , then
3 3  r ~ > + ° 0 '  ( 3 ‘ 5 8 )
Theorem 3.13 Let X  (/, co) be an -valued ^-dimensional stochastic field. 
If X  (t, co) is strictly stationary and ergodic, then the stochastic field generated by a shift 
transformation of X  (t , co) is also strictly stationary and ergodic.
In general, it is not easy to provide a simple condition which ensures ergodicity. 
For Gaussian fields, however, this can be done.
Theorem 3.14 Let X(t,co) be a real-valued ^-dimensional strictly stationary 
Gaussian field with covariance function R ( r ). Then, X (/, co) is ergodic if
R ( r )  -» 0  as ||r||2 -> +<x>. (3.59)
3.3.3.2 Measuring Covariance Functions o f Elementary Random Media
With the above mathematical preparations, the ERM measurement problem can 
now be solved.
Let R ( t ) denote the ERM covariance function to be statistically estimated. 
Following Eqs. (3.39-3.40) and at a fixed point r 0e R " , the value of R ( r )  is
* ( r , )  = £ (a (® ))  (3.60)
where
a(a>) = a ,(r O,m )a,(0,(o). (3.61)
That is, R ( t0) is the expectation of the random variable a(co) , which is defined on
sample paths of the fluctuation field as (x,co). By the definition (3.60), the estimation of
R ( tq) requires arithmetically averaging a number of samples of a (a >), each of which
corresponds to a different material sample of the random medium under consideration. 
However, measuring a large number of material samples is inconvenient, and sometimes 
even impossible, in engineering practice. It is therefore beneficial to be able to obtain
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R {tq) from a small number of material samples, and ideally from one sample.
As shown in Section 3.3.1, as (x,a>) is a strictly stationary Gaussian field. Note 
in (3.36) that R ( r )  has a short range nature such that R ( t )  -^ 0  as ||r||2 —» +oo. Hence, 
according to Theorem 3.14, as(x,a>) is ergodic. Furthermore, according to Theorem 
3.13, the following stochastic field
A(*,6>) = tfs ( r 0 +x,co)as [x,co) jceM ” (3.62)
is strictly stationary and ergodic. Consequently, following the ergodic theorem 3.12, we 
have
* ( To)
(  1 - . . ^
(3.63)= £ ( * ( » ) )  = Bm l ^ M d x
jL(r)(a (r » +X>°>)-a° (T» + ( * ) ) *
f
-  l i m
r-»-t-oo
where S (r )  and V (r)  denote the «-sphere and its volume, respectively. Since there is 
no probability integral involved in the right-hand side of the above equation, R ( r0) can 
be accordingly obtained from the measurements of just one material sample. As the point 
tq is arbitrary in (3.63), the covariance function R (t ) can be obtained from the 
measurements of one material sample.
3.4 Summary and Suggestions for Future Research
3.4.1 Summary
A comprehensive and robust random material model, namely elementary random 
media, is developed in this chapter. First, in the formalistic analysis of the white noise 
approach, it is observed that the assumption of independent distribution is the main 
deficiency that results in the failure of the white noise model. Therefore, the stochastic 
dependence is recognized as an essential characteristic of practical random media. Next, 
based on this initiative and driven by the modelling requirements both in engineering
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practice and in mathematics, the ERM model is defined. Finally, a number of macro-scale 
properties of ERM are addressed, in which the stationarity is fundamental. Although there 
are five mathematical assumptions in the definition of ERM, the ERM model is not very 
restrictive for engineering applications. Indeed, most random media in the SFEM literature 
[3.1-3.35] could be described by the (generalized) ERM model.
It should be noted that the idea of using wide-sense stationary stochastic fields to 
describe random material properties is not new. Instead, the major contributions in this 
chapter are:
•  The contradiction-analysis strategy of random medium modelling, which, as a
whole, is original. The modelling strategy not only leads to the definition of ERM 
but also indicates a stochastic approach for multi-scale simulations. This will be 
explained in the next subsection.
•  The systematic combination of random medium modelling and the theory of
wide-sense stationary stochastic fields. In this process, a serious error regarding 
smoothness of stochastic fields, which has been occurring in a variety of SFEM 
formulations for two decades, is highlighted, and consequently the correct mode 
and corresponding conditions for the continuity and differentiability of practical 
random media are defined. More effort and consequently more benefits along this 
strategic route will be addressed in Chapter 4.
•  The establishment of the ERM model, in which the random material properties are
represented by a general elastic tensor. As the discussion and analysis in this 
chapter do not involve interactions between different random material parameters, 
they are demonstrated by virtue of scalar stochastic fields to simplify the notation. 
However, it is important in random medium modelling to take into account the 
possible interactions between different material properties, and the complete 
treatment of these random interactions is a fundamental feature of the ERM model, 
which will be explained in detail at the end of Chapter 4.
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3.4.2 Suggestions for Future Research
3.4.2.1 Making the Ergodicity a Basic Assumption o f  Elementary Random 
Media
It is seen in Section 3.3.3 that the ergodicity plays a crucial role in reducing the 
experimental work in random medium measurements. This aspect is of fundamental 
importance in random medium modelling, since the significance of a random material 
model is limited if its input parameters can not be easily obtained from experimental 
measurements of practical random medium samples.
However, it is generally difficult to provide a simple condition to ensure the 
ergodicity. In the ERM model, the ergodicity is ensured by the properties of wide-sense 
stationarity and Gaussian distribution. These two conditions are sufficient but not 
necessary, and they do generate unnecessary restrictions for practical applications of the 
ERM model. An alternative choice is to remove the Gaussian assumption and make the 
ergodicity a basic assumption of ERM instead. Specifically, as shown in (3.63), a weak 
ergodicity regarding second-order statistical moments would be sufficient. This alternative 
definition will certainly improve the coverage of the ERM model. Nevertheless, it will be 
shown in Chapter 4 that the Gaussian field assumption makes it easier to obtain an explicit 
representation of ERM. This is the main reason that the Gaussian assumption is kept in 
Definition 3.4.
Hence, further investigations are required in order to achieve a more general ERM 
model. A key issue in developing the new ERM model is how to obtain the explicit 
representation of ERM by using the ergodic rather than the Gaussian assumption. This 
viewpoint will become clearer in Chapter 4.
3.4.2.2 A Stochastic Approach for Multi-Scale Simulations
At the macro scale, the classic continuum mechanics, which is purely deterministic, 
provides an effective mathematical description for the behaviours of many solid materials. 
At the micro scale, various uncertain factors inevitably exist in the material structure, 
whose behaviours are therefore better described by a stochastic theory of mechanics. 
Naturally, it can be expected that there exists a general framework of multi-scale
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simulations, in which the macro-scale continuum mechanics serves as an average theory 
of the micro-scale stochastic mechanics. This intuitive viewpoint is widely accepted in the 
research of multi-scale simulations, and specifically the averaging technique is often 
termed homogenization in the literature.
As indicated by the question marks in Figure 3.2, there are two key issues in the 
development of the framework of multi-scale simulations that involve micro-scale 
uncertainties:
I) Developing a stochastic mechanics theory to describe the behaviours of micro-scale 
materials.
II) Constructing a bridge to connect the stochastic mechanics at the micro scale and 
the classic continuum mechanics at the macro scale.
Figure 3.2 also indicates a theoretical structure of multi-scale simulations, in which the 
framework is divided into two parts connected together by one bridge. This simple 
structure has been widely used in the current research of multi-scale simulations.
Micro scale Macro scaleHomogenization?
Random material Deterministic material
Stochastic mechanics? Continuum mechanics
Figure 3.2 A simple framework of multi-scale simulations
The random-medium modelling discussions in this chapter infer a possibility to 
tackle the above two problems by describing the material properties at the micro scale 
with stochastic fields, as it is done in the ERM model, and describing the material 
properties at the macro scale with deterministic variables, as is done in classic continuum 
mechanics. It is then expected that the average effects of the stochastic-field material 
model could be approximated by the conventional deterministic material model. However, 
in general, the spatial average (or integral functional) of a stochastic field is again a 
stochastic field, and the resulting field does not automatically degenerate to deterministic 
variables. This contradiction makes it difficult to develop a homogenization technique for 
the framework shown in Figure 3.2.
Note in Sections 3.2.2 and 3.2.3 that, due to the independent distribution
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assumption of white noise, the white noise functional degenerates to a constant field so 
that the stochastic-field model based on white noise is equivalent to a deterministic 
material model. This fact indicates that, there may be an independent middle state existing 
between the random material structure at the micro scale and the deterministic material 
structure at the macro scale. Given the existence of such an independent middle state, the 
framework of multi-scale simulations is drawn in Figure 3.3. There are two 
homogenization operations in this new framework; the first homogenization transforms 
the stochastic-field material model (e.g. the ERM model) into a generalized white noise 
model for which only the independent assumption is retained, and the second 
homogenization transforms the generalized white noise model into the deterministic 
material model in classic continuum mechanics.
Micro scale Independent 
middle state
Macro scale
Dependent 
random 
material 
structure
II
Homogenization
Deterministic 
material 
structure
Independent 
random 
material 
structure
Homogenization
Continuum
mechanicsRandom 
medium 
mechanics
Figure 3.3 A stochastic approach for multi-scale simulations
In order to obtain a more detailed picture of the independent middle state B shown 
in Figure 3.3, it is necessary to carefully investigate the measurability of white noise. The 
following analysis on measurability will also clarify the footnote highlighted in the 
beginning of Section 3.2.1.
Recall Section 3.2.1 that w(x,a>) x e R n ,coe 12 denotes a white noise field. 
Suppose w (x , cd) is measurable on B x f2  where B a W  is a Lebesgue measurable
set. If AB is any Lebesgue measurable subset of B , it is trivial to obtain from Holder’s 
inequality (see e.g. 2.1.3) that
E { L ) < +o° ■ (3-64)
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Then, following Fubini’s theorem (see e.g. [3.43-3.44]) and the condition (3.5), we have
= (3.65)
=  0
From the above equation,
^ w (x ,c o )d x  = 0 for c o e N ^  (3.66)
where N ^  c  Q  denotes an event of probability zero, i.e.
P (A m ) = 0. (3.67)
As the subset AB in (3.64-3.67) is arbitrary, the following relation
w(x,co) = 0 (3.68)
holds almost surely for all x e B  except possibly for a set of Lebesgue measure zero. 
Hence,
Zs( £  w(x,a))2 <ak) = 0. (3.69)
However, according to Eq. (3.5) and following Fubini’s theorem, we have
JL w {x >co) 2 °k) = B^E{w(x,CL)f ^ dx -  V (B ) , (3.70)
where V (5 ) is the Lebesgue measure of 5  . Consequently, it is concluded from 
(3.69-3.70) that
V (B ) = 0. (3.71)
That is, the white noise field w (* ,o ) is measurable on B x O  only if the Lebesgue 
measure of B is zero.
It is important to have a useful mathematical model of a “white noise” field. A 
natural choice of B is the countable set in M” , then the stochastic field 
w(x,co) x e  B ,coef2  becomes a family of discrete, independent and identically
distributed random variables. This white noise model has been widely used in engineering, 
such as time series analysis [3.53]. Another way to define a white noise field is to describe 
its covariance by the Delta function, i.e.
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C ov(w (xl,co>),w(x2,coy) = <j2S ( x l - x 2). (3.72)
Compared with the engineering white noise field defined in (3.5), the above definition is 
preferred in mathematics. Substitution (3.72) into (3.20) yields
Cov(W (x 19a))9fV (x2,a?)^
= £„Cov (w ( y \ - °>) > w { y i  > ® ) ) k ( x t -  y \)k  (*2 -  y 2) ^ ^ 2  
= i r a l k (x i - y ) k {x i - y ) dy  » (3-73)
= R ( * , - * 2)
which again indicates stationarity, one of the basic macro-scale properties of ERM.
With the above discussions, the stochastic approach of multi-scale simulations 
shown in Figure 3.3 can now be explained in more detail. Unlike the simple framework 
shown in Figure 3.2, the stochastic approach shown in Figure 3.3 divides the simulations 
into three scales (or stages) A, B and C. Two homogenization procedures are required to 
connect the scales A -  B and the scales B -  C, respectively. Consequently, at the scales A, 
B and C, the material under multi-scale investigation is described by three different 
mathematical models.
I) At the micro scale A, material properties are modelled by stochastic fields (or 
random variables). The ERM model, depending on the specific micro-scale 
material structure, might be a choice for this purpose.
II) At the independent state B, material properties are modelled by a countable set of 
independent random variables. Note, following the discussion in Section 3.2.3, 
these random variables do not necessarily have identical distribution.
III) At the macro scale C, material properties are modelled by deterministic fields (or 
variables). It is in this scale that the material behaviours are described by classic 
continuum mechanics.
The original goal of this PhD research was to develop a general stochastic 
approach for multi-scale simulations, which, from a theoretical viewpoint, was expected to 
be closed, and from a numerical viewpoint, was expected to be versatile. However, it 
turned out that the research was too ambitious to be finished during the course of this 
thesis. Consequently, multi-scale considerations were completely removed from the
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research schedule, and it was decided to concentrate on random phenomena in one scale, 
which in the end becomes the focus of this thesis. Following the strategic discussion and 
the mathematical analysis in this subsection, much more research work, especially in the 
aspect of physics, need to be done in order to fulfil the framework shown in Figure 3.3.
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Chapter 4
The Fourier-Karhunen-Loeve 
Representation of Elementary 
Random Media
The ERM model introduced in the last chapter is defined by its first- and second- 
order statistical moments. That is, for an ERM D <= R n , the random elastic tensor 
C(jc, co) in Eq. (3.3) is implicitly given by
E {C (x icof) = C0(x )  Vjc e D (4.1)
and
Cov (C ( x l, co), C ( x 2, co))
= Cov(c(jc1,fi?),c(jc2,<w
= R( t)
in which C0 (jc) is a tensor-valued function whose scalar elements are the expectations 
of the corresponding scalar entries in C ( jc, co); c ( x , g?) is a vector constructed from the 
scalar entries of C(x,co) via a one-to-one mapping; and the covariance function / ? ( r ) , 
where r  = JCj -  x 2, is matrix valued.
However, there is no probability integral directly involved in the SPDE system
)) VjCpJt, e D , (4.2)
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(3.3), and in order to perform the associated differential operators, an explicit 
representation of C(je,a>) is required, instead. An ideal form of the explicit 
representation is
C(x,ffl) = l .i .m .£ z ,(© )C ,(x ) , (4.3)
/=0
where zt [co) are a sequence of scalar-valued random variables, and Ct (jc) a sequence 
of tensor-valued deterministic functions. The advantage of the series (4.3) is evident since, 
following the separation of the random and deterministic parts of C (*,&>), traditional 
PDE tools become immediately applicable to the SPDE (3.3).
Hence, the aim of this chapter is to develop for ERM an effective representation 
scheme in the form (4.3). This representation problem is not a unique issue for the ERM 
model. In fact, the first two statistical moments, due to their simplicity, have been widely 
used in various SFEM formulations [4.1-4.18] to define random material properties, and 
consequently the associated problem of stochastic-field representation has always been a 
key issue in the SFEM research. The differences between the aim of this chapter and the 
related research in the literature are:
•  The emphasis in this chapter is on the general elastic tensor C(x,co), in which
multiple random scalars are present and consequently various possible interactions 
between these different random material parameters need to be taken into 
consideration. However, to date, existing techniques in the SFEM literature are 
mainly about individual elastic parameters and in many cases [4.1-4.18], just one 
major random material property (e.g. Young’s modulus or Poisson’s ratio) is 
considered.
•  This chapter attempts to develop a general analytical solution for the expansion
(4.3) so that the resulting stochastic-field representation scheme can be sufficiently 
accurate and efficient both for numerical simulations of ERM and for theoretical 
studies of the associated SPDE system (3.3).
The reminder of this chapter is organized as follows.
I) Section 4.1 briefly reviews existing stochastic-field representation techniques,
among which the Kamunen-Loeve expansion method, due to its special importance, 
is separately addressed in Section 4.2.
93
Chapter 4. The Fourier-Karhunen-Loeve Representation
II) In Section 4.3, based on the spectral representation theory of wide-sense stationary 
stochastic fields and the standard dimensionality reduction technology of principal 
component analysis, the so called Fourier-Karhunen-Loeve representation scheme 
is derived for a single elastic parameter of ERM, first in an infinite domain, then in 
a regular domain and finally in an arbitrary domain.
III) Section 4.4 discusses the computational issues, which also provides a theoretical 
platform to analyze and further reveal respectively the eigenvalue-decay properties 
and the harmonic essence of ERM.
IV) Two examples are employed in Section 4.5 to investigate the performance of this 
new stochastic-field representation scheme.
V) Based on the developments in Sections 4.3-4.5, the Fourier-Karhunen-Loeve 
representation for the general elastic tensor of ERM is formulated in Section 4.6, in 
which the interactions between different random scalars are fully taken into 
account.
VI) The chapter finishes in Section 4.7 with a summary of the main features of the 
Fourier-Karhunen-Loeve representation and some suggestions for future research 
along this direction.
4.1 Overview of Existing Techniques
In SFEM research, a key issue for the analysis of random medium problems is to 
rationally describe the irregular variation of material properties through the medium, so 
that an appropriate stochastic finite element formulation can be established for the 
problem under consideration. A simple example of a material parameter of random media 
is shown in Figure 3.1.
Over the last few decades, a number of stochastic-field representation methods 
have been developed for the description of random material properties. Most of these 
methods are essentially developed for scalar stochastic fields, and they mainly include:
•  The middle point method [4.1, 4.2]. This method discretizes the definition domain 
of the stochastic field with a FE (finite element) mesh, and in each element, the 
stochastic field is simply approximated by the random variable at the element
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centre. Then, these central random variables are determined through a Cholesky 
decomposition of their covariance matrix, which is constructed by directly 
sampling the given covariance function.
•  The local averaging method [4.3]. After discretizing the definition domain of the 
stochastic field with a FE mesh, the stochastic field in each element is represented 
by a random variable, which is calculated from a spatial average of the local 
stochastic field within the element. Due to the complexity of the specific averaging 
operation, this method is only applicable to simple beam elements.
•  The shape function method [4.4-4.6]. This method also discretizes the definition 
domain of the stochastic field with a FE mesh. However, the stochastic field in 
each element is interpolated by nodal random variables and the associated shape 
functions, and the covariance between each pair of nodal random variables are 
simply enforced to take the exact value from the given covariance function.
•  The least-squares discretization method [4.7]. In this method, the stochastic field is 
approximated in the same discretization format as in the shape function method. 
However, the associated nodal random variables are determined via an optimization 
procedure, in which the approximation accuracy within each element is measured 
by the variance of the error between the exact stochastic field and the interpolated 
stochastic field.
•  The trigonometric series approximation method [4.8-4.11]. No FE mesh is required 
in this method. The stochastic field is approximated by a general trigonometric 
series with random coefficients, which is obtained by directly discretizing the 
spectral representation of the wide-sense stationary stochastic field under 
consideration. More details regarding this method can be found in Appendix 4C.
•  The Karhunen-Loeve expansion method [4.12-4.17]. The method, as indicated by 
its name, is based on K-L (Karhunen-Loeve) expansions [4.19] of second-order 
stochastic fields, which was first introduced into the SFEM research by Ghanem 
and Spanos [4.12], and since then has been widely used to describe random 
material properties [4.13-4.17]. To date, this method appears to be the most 
significant step forward for this stochastic-field representation problem. The K-L 
expansion is also part of the theoretical foundation of the F-K-L 
(Fourier-Karhunen-Loeve) representation scheme to be developed in this chapter, 
and therefore the K-L expansion method will be explained with more details in the
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next section.
It is observed in the above technical review that, FE meshes, as a discretization 
format, have been widely used in the solution of this stochastic-field representation 
problem. That is, for those random media whose material properties are essentially 
described by a scalar stochastic field, the deterministic basis functions in (4.3) have often 
been expressed in terms of piecewise polynomials. The advantage of representing random 
material properties by virtue of piecewise polynomials (or equivalently FE meshes) is 
evident. Specifically, the random material properties can be described with the same mesh 
employed in solving the SPDE system, which in turn makes it easier to deal with random 
media in a similar framework as the standard finite element method.
4.2 The Karhunen-Loeve Expansion Method
In the current SFEM research, the K-L expansion method is probably the most 
popular method for describing random material properties. Assume that the material 
property of a random medium D e R n is described by a second-order stochastic field 
b[x,co) x e  D,coe f2 , which is given by its first- and second- order statistical moments.
Then, according to the K-L expansion theorem (see e.g. Appendix 4A), 6 (jc,6>) can be 
expressed as
+°0 _
b (x , co) = E (b (x , (d)) + y f l ^  (co)yt (*) (4.4)
i=l
in which the random variables £  (&>) satisfy
£ (£ (® ))  = 0 and }) = *„, (4.5)
where Sy denotes the Kronecker delta; and the deterministic and ^,(jc) are 
eigenvalues and eigenfunctions of the characteristic equation
JDCov(Z>(x, ,G>)ib (x 1,(D))y/(xl)dxx = & y/(x2) (4.6)
such that > 0 and
\DV'i (x )V j{x)d x  = S:j. (4.7)
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In a numerical treatment, Eq. (4.4) is truncated into a finite series after sorting Xt in a
descending order, and the number of terms of the finite series can be determined by the
required accuracy using the following trace relation
+00
= J Cov(&(jt,fi?),6(jt,6>))<£c. (4.8)
i=i D
It is highlighted that in the K-L expansion (4.4), the probability distribution of 
(co) remains undetermined unless b(x,co) is a Gaussian field, for which £(co) are
Gaussian random variables [4.19]. The first two statistical moments of b(x,co) are 
insufficient to fully define a general second-order stochastic field, and additional 
information must be provided in order to determine the probability distribution of (co) .
In the SFEM literature, integral equation (4.6) is usually solved by the standard 
Galerkin finite element method (see e.g. [4.13, 4.17]), and the same FE mesh for the 
solution of the partial differential equations is also adopted. This leads to a generalized 
algebraic eigenvalue problem
Av = XBv, (4.9)
in which A  is a full matrix (real symmetric and non-negative definite), B  a sparse 
matrix (real symmetric and positive definite), and X and v denote respectively the 
unknown eigenvalue and eigenvector. The associated computational costs mainly include 
two parts: constructing the full matrix A  and solving for the corresponding generalized 
eigenproblem. These operations can be very challenging because the dimensionality of the 
full matrix A  equals the total number of FE nodes and a large number of elements are 
required to achieve a reasonable K-L solution for practical random media [4.17]. Another 
deficiency in the above finite element based K-L representation scheme is the relatively 
poor approximation to the eigenfunctions y/t (jc) [4.13]. This is because there is no direct
error control for the eigenfunctions although the error of the eigenvalues can be partially 
controlled via (4.8). These computational difficulties make it hard to apply the “K-L 
expansion method*” to describe practical random media, of which the ratio between the 
material dimension and the effective correlation length (see Appendix 4B for the exact
* In this thesis, the term “K-L expansion” is different from the term “K-L expansion method”. 
Specifically, the former denotes the mathematical result in the K-L expansion theorem (see e.g.
Appendix 4A), while the latter represents the corresponding FE-mesh based stochastic-field
representation method for random material properties.
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definition) is often greater than 10.
4.3 The Fourier-Karhunen-Loeve Representation for a 
Single Elastic Parameter of Elementary Random 
Media
In mathematics, the eigenpair and y/t {x)  in the K-L expansion (4.4) are 
essentially the spectrum of the linear integral operator
CTf ) ( x i)  = |DCov(*(Jci.® ).* (;K2-® ))/(-«i)a!,ci .  (4.10)
where / ( * )  e L2 (R”). It is usually difficult to accurately obtain the spectrum of T with
respect to a general second-order stochastic field b(x,a>). However, due to the harmonic
essence of wide-sense stationary stochastic fields [4.24-4.25], it is possible to establish an 
effective representation scheme for ERM with little computational costs.
In order to simplify the notation and avoid possible confusions, the F-K-L 
representation of ERM is first established for a special case via three progressive steps in 
this section, where the random material property is described by a scalar stochastic field; 
and the general case, in which the random material properties are described by a tensor 
stochastic field, will be accordingly formulated in Section 4.6.
4.3.1 The Fourier-Karhunen-Loeve Representation in R n
Consider an infinite ^-dimensional ERM with its random material property 
represented by a(x,co) x G l" ,© e /3 .  Recall from Chapter 3 that a0(jt) , as (x,co)
and R ( r ‘) = R (jCj -  x 2) denote respectively the expectation function, the fluctuation field
and the covariance function of a ( jc, co). Then, in accordance with
I) The continuity and stationarity of as (x,co), and the spectral representation theory 
of wide-sense stationary stochastic fields (see Appendix 4C)
II) The boundedness and integrability of R ( r ) , and the existence criterion of Fourier
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(4.15)
transforms (see e.g. [4.27-4.28]) 
the following spectral decompositions hold
a(x,a>) = a0(x)+  ^ e ' rix'ydZ(y,a>), (4.11)
* ( r )=  l e4r'"ydF{y)=  i . / O ' ) * '* " '* -  (4-12)
where F (y )  is a bounded, real-valued function satisfying
(4.13)
for all measurable ^ c f ;  /  (y) > 0 vanishes at infinity, i.e.
lim f ( y )  = 0 ; (4.14)
Mi-***
and Z (y , o>), satisfying
Z(-oo, co) = 0 £(Z(y,<u)) = 0
£ (| z  O’- ® )f) = F  M  E ^ d Z (y , ©)|2 j = dF (y )  = /  (.y) dy
is a complex-valued stochastic field with orthogonal increments, i.e.
£ (z (F 1",©)z(F2",a))) = 0 (4.16)
for any pair of disjoint ^-intervals F”,F2 c: R”. In Eqs. (4.11, 4.12), both a(x,a?) and 
R ( t ) are expressed in the frequency space and in the form of the inverse Fourier 
transform. In particular, F (y )  is termed the spectral distribution function of a(jc,6?) 
and R ( t ) ,  and f ( y )  is the associated spectral density function that can be readily 
obtained via the Fourier transform
f ( y ) =j ^ - j [ t. R (TV ' r[' 'ydT- (4-17)
Eq. (4.11) is termed the F-K-L representation of ERM in M” . Applying Eq. (4.17) 
to the following integration of R - x 2) yields
f  )e~r 'x,', dxl
= e"**1'' l - R (x i - x 2) e ^ l(x^ Xl)'ydxl . (4.18)
= (2 k )" f { y ) e - ^ ix>-y
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The above characteristic equation is satisfied for all y  e M” . More importantly, by 
comparing (4.18) with (4.6), it is clear that, without solving Eq. (4.6), the expressions 
(4.11, 4.12) provide an explicit solution for the K-L expansion of a{x,co) JceR ” in
terms of Fourier integrals. Specifically, dZ(y,co) and e*~Xx'y in (4.11) correspond
respectively to {co) and y/i (jc) in (4.4), and the continual spectrum indexed by 
y  corresponds to the discrete spectrum indexed by i .
4.3.2 The Fourier-Karhunen-Loeve Representation in an 
/i-Interval
4.3.2.1 The Fourier Expansion o f Elementary Random Media 
Let
T" ={* = (*,,•••,x„)eir  :- t k <xk <tk, tk >0 (k = 1,•••,«)} (4.19)
denote an ^-interval with volume
Fr =2"IT*’ (4-2°)
k=1
and restrict the definition domain of a(x,co) in T". Note that the Fourier integral and
series are essentially equivalent except that the former is defined in W  but the latter is 
defined in an ^-interval (see e.g. [4.27-4.28]). The inverse Fourier transform (4.11) of 
a(x,co) x e R "  infers the following complex Fourier expansion of a(x,co) jcgT"
n
+00 +00 mkBkxk
a(x,co) = a0(x)+  Y j X  AZ(m,<y)e *=1 , (4.21)
m. ——oo mm=-oo
e „ = -  k = l , - , n ;  (4.22)
h
n
4-i Y™k0kxk
? t=1 are the Fourier basis defined in T” ; and
n
1 - -4-\y^mkekxk
AZ(m,<o) = —  jrn(a (x ,co )-a 0(x ))e  w dx (4.23)
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are complex-valued random Fourier coefficients. The convergence and well-posedness of
(4.21) are ensured by the completeness and orthogonality of the Fourier basis (see e.g. 
[4.27-4.29]). It is then obvious that
£(AZ(m,fl>)) = 0. (4.24)
Although the stochastic field Z(y,co) in (4.H) is with orthogonal increments, the
random sequence AZ (m , co) in (4.21) is not necessarily (and usually is not) composed of
orthogonal random variables. This is because of the simplification from the Fourier
integrals to the Fourier series; the frequency of the trigonometric functions in (4.21) is
preset by m  and consequently random coefficients AZ (m, co) must be adapted for the 
convergence of the infinite Fourier series, for which the strictly orthogonal property of 
Z(y,co) is inevitably destroyed. Hence, Eq. (4.21) is not the K-L expansion of a(x,co)
x  e T " . However, it can be expected that AZ (m, co) are nearly orthogonal to each other 
such that
E [ z {m l,co)Z(m1,cof)n 0 (4.25)
4 - i ^ m k0kxk
therefore AZ(m,co) and e i=1 provide a good initial estimate of the K-L 
eigenstructure of a(x,co) x e J n . This intuitive insight will be further exploited in 
Section 4.4.1.
In a numerical formulation, the convergent Fourier series (4.21) is truncated such
that
a (x , co)
M , Mn
sao(x)+ Z - Z &z(m,a>
mj =-M, mn =-M„
= a 0 (* )+ (A Z ( f i> ) )T e ( x )
= aN(x,6>)
where M  = N ";
AT = n ( 2 M t + l) ;  (4-27)
*=1
and vectors AZ(co) and e (x )  are respectively constructed from y jv^A Z ^m ,^)  and
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 ^  ^ j  * I
e *=1 /  JVT„ . The constant coefficient JVjn is chosen to normalise the Fourier basis,
and the entries in AZ(co) and e (x )  are organized in an ascending order of the 
frequency number m  . In the Fourier approximation (4.26), the truncation error 
a ( jc, co) -  aN ( jc, co) depends on the discrete frequency domain
-M k <mk <M k (& = l,---,w)} (4.28)
with boundary M . It is then desirable to have an explicit error control on M  according 
to the required accuracy, and this can be achieved with the assistance of the spectral 
representation of i? ( r ) .
Specifically, let
F" -  e R” I- f k £ y k £ f t , f k >0 (* = 1,-,».)} (4.29)
denote the smallest domain in the frequency space of R ( r )  such that
where constant p  is the required accuracy for approximating the spectrum identified by 
/ ( y ) . The boundary M  is then determined by
M k = 7 / fkK
7t
k = l ,- - ,n  (4.31)
where operator [~x~\ gives the minimum integer that is not less than x  . The derivation 
is explained in Appendix 4D.
Regarding the above Fourier expansion of ERM, the following two remarks are in
order.
I) It is well known that the Fourier transforms of many typical functions can be 
obtained analytically, therefore the spectral density function f ( y )  (4.17) can be 
exactly obtained for many typical ERM encountered in practice. If this is not the 
case, the standard FFT can be applied to numerically calculate f ( y )  •
II) According to the well known Heisenberg inequality [4.27-4.28] in Fourier analysis,
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a wider R (t ) , which approximately corresponds to a larger effective correlation
length, results in a narrower /  (j>), which approximately corresponds to a smaller
major frequency domain F " ; and vice versa. Consequently, from (4.31), M ” 
expands with the growth of the random medium domain, but normally shrinks as 
the effective correlation length increases; and vice versa.
4.3.2.2 Principal Component Analysis o f Elementary Random Media
In (4.26), in terms of the fixed Fourier vector e (x )  , aN(x ,co )-a 0(x )  is 
represented by the random vector AZ{co) whose entries AZ(#m,6>) are not strictly 
orthogonal to each other. However, as discussed in the previous subsection, AZ (m, co)
n
4-TZ,mk0kxk
and e *=l do provide a good initial estimate of the K-L eigenstructure of a(x,co)
x  e T” . Hence, due to the orthogonality of the Fourier basis, the standard dimensionality 
reduction technique of PCA (principal component analysis) can be performed to 
orthogonalise AZ (m, co) and improve this approximate K-L solution. The PCA operation
for AZ(co) is outlined below, and its theoretical background can be found in standard 
textbooks (e.g. [4.26]).
Let
G = e (a Z ( o>)(AZ(<o))'1) (4.32)
denote the covariance matrix of AZ(co) , e,(jt) the z-th term of e (x )  and AZi {co) 
the z'-th term of AZ (co) . Then the matrix G can be constructed from
(G) = C ov(AZ((® ),A Z ,(® ))
  . (4.33)
=  Jr R  (*> “  *^ 2 ) e' (* 1 K  (-*2  ^ > * 2
where is the entry at the z-th row and y-th column of G . Due to the symmetric and
non-negative definite properties of - x 2) (see e.g. [4.19, 4.24-4.25] or Section 
2.2.3), G is a non-negative definite Hermitian matrix (see Section 4.4.1 for more details), 
therefore there exists a unitary matrix Q l = QH such that
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Q”GQ = d i a g ^ . V A ) ,  (4.34)
where \  ^  > • • -ZN > 0. Let
V (•*) = ((‘'I (*)>•"> Vn W ) T = e H« (* ), (4.35)
f ( ® )  =  ( 6 ( ® ) > — > £ \ ( ® ) )  = d i a g  - f T ’- ’- f r  2 HA Z ( ® ) ,  (4 .3 6 )
I V^i V w J
then it follows from Eq. (4.26) that 
% (* ,© )
= a„{x ) + 'Z 4 ^ £ ( o}) v . ( x )(=i
//* (4.37)
a a A x ) + ' Z ^ i ( C0)v 'i(x )/=1
=■
in which iV* is the smallest integer such that
N*
1 4<=1 > / /  0 < / / < ! ,  (4.38)
S 4i=l
where / /  is the required accuracy for approximating the total variance of aN (x,co) .
Eq. (4.37) together with (4.33-4.36) is termed the F-K-L representation of ERM in 
^-intervals. Due to the completeness and orthogonality of the Fourier basis and the PCA 
procedure, aN* (*,<y) provides a series solution for the K-L expansion of a(x,co)
x  e  T " . As # ( jc, co) is a Gaussian field in the ERM model, it is trivial to see that (< )^ 
in (4.37) are stochastically independent standard Gaussian random variables. The 
truncation error a (x ,co )-a N. (jc,<w) is explicitly controlled by (4.30-4.31) and (4.38), 
and specifically ju controls the error of the spectrum (i.e. eigenvalues and eigenfunctions) 
of a(  jc, co) and ju* controls the error of the total variance of a(x,co) .
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4.3.3 The Fourier-Karhunen-Loeve Representation in an 
Arbitrary Domain
Consider an ERM D a  R" whose random material property is described by 
a(x,a>) x  e D,coe T2. Letting T" be the minimal ^-interval such that D c T " ,  there
exists the F-K-L representation for aN, (x,a>) jcgT" .  Due to the convergence property
of the K-L expansion (see Appendix 4A), it is clear that for any point jc0 e D a  T” , 
aN* (x 0,co) converges to a (x 0,co) in a mean-square sense. Consequently, with this
simple expansion of D into T" , an explicit representation scheme is achieved for 
a(x,co) x e D ,  and this is called the F-K-L representation defined in an arbitrary
domain. However, it should be noted that the F-K-L representation scheme provides a 
series solution for the K-L expansion of an ERM if and only if the ERM is defined in the 
whole space or an ^-interval.
4.4 Computational Issues
4.4.1 Computational Techniques
Computational costs of the F-K-L representation scheme include two parts: 
constructing the N x N  covariance matrix G and solving the associated standard 
algebraic eigenvalue problem to obtain and Q .
(4.39)
(4.40)
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Following (4.33),
1 .  » - 4 - V y m ik0kxlk L - \ Y m  ,k0kxlk
T "
The substitution of (4.12) into (4.39) followed by a trivial calculation yields 
2” f W , cos ( ( )  ^ )-  cos (2M  -  ( + m,k ) x )
n n
■dy
y k ~ mik~  II y k ~ mjk
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Substituting (4.17) into (4.40) yields
dr (4.41)
\ k =1 /
in which
Gk = f C° S( K - ^ ) ^ ) ~ c o s (2M (4 42)
After explicitly calculating the integral (4.42), which is a standard Fourier transform, the 
expression (4.41) can be simplified as
fit, fitn
V k=l J
d r , (4.43)
where
(4.44)
denotes the axis-symmetric component of / ? ( r ) ; and
Ajk {?k)~
2 - —
(-0mlk+mjk m,t * mjk
(4.45)
B,jATk)=
COS
r \K
m,k— rk 
\  h j
r
sin n
\
mjk -* k
\  l k J
r
-s in n
\
™ik-T k  
\  h j
mlk= mjk
m ik *  ™jk
(4.46)
From (4.43-4.46), it is observed that the matrix G is real and symmetric. Hence, the 
non-negative definite Hermitian matrix G is specifically real-symmetric and 
non-negative definite. The concise expressions of (4.43-4.46) will not only make efficient 
computational techniques applicable to this problem but also provide a good starting point 
to explore the properties of finite ERM.
Note in (4.43-4.46) that, all the entries in G are essentially Fourier coefficients
n
of ; and up to a constant scalar determined by i and j ,  there are only 2”
*=i
106
Chapter 4. The Fourier-Karhunen-Loeve Representation
(« = 1,2 or 3 denotes the dimensionality of the stochastic field a{x,co)) possible forms
n
of R ( r )  Y \  Ajk ( Tk) • Hence, the covariance matrix can be efficiently constructed by using
the FFT [4.30], and the computational cost is 0 (2 nN\og N^j. It is worth mentioning that
the right-hand side of (4.43) may be analytically obtained for some typical covariance 
functions encountered in practice.
In addition, there are two observations:
I) The integral kernel (rk) is much larger in a diagonal entry of G than in an
decreases as ||r||2 increases. Therefore, the major non-zero domain of i? (r)  is in 
the vicinity of the origin, in which Bijk (rk) is much larger in a diagonal entry than
in an off-diagonal entry depending on the decay rate of R ( r ) .
Consequently, following these two observations, it appears that the covariance matrix G 
is diagonally dominant. Furthermore, G can be transformed into a block diagonal matrix 
containing two diagonally-dominant blocks, and the dimensionality of each block matrix 
is approximately half of the dimensionality of G (see Appendix 4E for details). 
Consequently, the algebraic eigenstructure of G can be readily obtained by using 
existing eigensolvers with moderate computational costs.
4.4.2 The Diagonal Fourier-Karhunen-Loeve Approximation 
Scheme
The diagonally-dominant property of G infers that AZ, [co) are nearly 
orthogonal, which implies that AZ/ {co) and et (x )  provide a good initial estimate to the 
K-L eigenstructure of a{x, co) x  e T” . This insight makes it interesting to investigate the 
following stochastic field constructed only from the diagonal entries of G
off-diagonal entry; with the decreasing rate becomes
increasingly smaller when the associated entry moves away from the diagonal.
II) In practice, the function i? (r) usually exhibits its largest value at r  = 0 and
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ad(x,co) = a<>(x )  + Y J AZ, (a )e ,(x ) ,
/=1
where
and
£(AZ,(® )) = 0
(4.47)
(4.48)
E [AZi ( 0J) AZj (®)) = (fa)AZ,(fu)). (4.49)
Utilising (4.43-4.46), the covariance function of ad (x, co) can be obtained as 
Cov [ad (x l,co)iad {x2, co))
+ao +oo
j f l  /Wjm,=-oo /w =-oo
■21, pit. ~
- j r z - z  r - n w n
/  A
2 - — cos
 ^ Y\ ^
n  Jmk— Tk dr
y rk JJ j
4-i'iEl"A{xik-x2k) 
e «  . (4.50)
= Rd (x l - x 2) = Rd( r )
According to (4.47, 4.50), the stochastic field ad(x,co) has the same expectation 
function as a(x,co) , and the stochastic field ad (x ,co )-a 0 (x )  is wide-sense stationary. 
Naturally, it is expected that Rd ( r )  approximates i? (r) in a certain sense such that 
ad (x , co) can provide a reasonable estimate of a(x,co) .
According to the Fourier expansion in (4.50), Rd ( r )  is essentially the
axis-symmetric component of i?(r)]^[
f  ^
2 - — . In addition, Rd ( r )  has a period of
V *k J
T” , therefore it is only necessary to consider the behaviour of Rd ( r )  in one half of T” . 
That is,
r A t )
+ ( -0 "  (', -  +(-!)'■ ( '* - r . ) ) n r t~ (~ 1}* f c ~ f t ) . (4.51)
L /,=i („=i ' *=i h
0 <rk <tk k = \ ,- - ,n
For the sake of simplicity, consider Rd ( r )  in ID cases, i.e. n = 1, then
RA * ) = \ [ R  ( t ) ^ — L + r  ( 2‘ ~  r)y
Z  v  I t
As for ID wide-sense stationary stochastic field
0 < T < t (4.52)
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R (t ) = R ( - t)=>R(t ) = R (t) ,  (4.53)
the following relation holds
Rd ( T ) -R(T)  = - ^ ( R ( 2 t - T ) - R ( T ) )  0 < T < t .  (4.54)
Note that i?(r) in practice is monotone decreasing from the origin. Hence, for a 
sufficiently large t , we have
[Rd ( r ) - i ? ( r )  = 0 t = 0,t
 ^ . (4.55)
0 < z < t
Consequently, for r e [ - t , t ] ,  the stochastic field ad (x, &>) provides a good estimate of 
a(x,a>) in terms of the first two statistical moments. For a(x,& )  of a higher 
dimensional ERM, it can be proven via a similar procedure that for r  e T ", ad(x,a?) 
provides a good estimate of a (x ,a ?) as long as T” is sufficiently large and a(x,co) is 
isotropic or orthotropic. The above analysis requires a (x ,a )  to be isotropic or 
orthotropic in higher dimensional cases. This is because, although i? (r) = i? ( - r )  holds
for any real-valued 2D/3D wide-sense stationary stochastic fields, R (t ) = R (t ) holds 
only for isotropic or orthotropic 2D/3D wide-sense stationary stochastic fields.
The advantage of the diagonal F-K-L approximation (4.47) is its inexpensive 
computational cost as no equation solving is involved. It should also be noted that (4.47) 
does not provide the K-L solution of a(x ,& ) x e T n. For large random media with
small effective correlation length, the full F-K-L representation scheme requires the 
solution of a large algebraic eigenvalue problem, which may be beyond available 
computer storage (especially in 3D cases). For those “unsolvable” situations, the diagonal 
F-K-L approximation scheme may provide an acceptable alternative.
4.4.3 Estimates on the Eigenvalue Decay
In a SFEM formulation, the size of the final algebraic equation system or the 
number of necessary parametric simulations is largely determined by the total number of 
random variables included in the random medium system. Generally, the more random 
variables in the system, the more computing power is required to solve the associated
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SPDEs. Hence, in the analysis of ERM systems, it is desirable to have an approximate 
prediction on the eigenvalue decay of the F-K-L representation, which in turn determines 
the total number of random variables required by the description of random material 
properties. Let XjX^ denote the eigenvalue decay rate. In the F-K-L representation
scheme, Xt / Xl can be readily predicted by two different methods.
In the first method, X j \  is estimated by using the spectral density function 
/ (.v) • Specifically, through a similar procedure to the derivation of (4.30,4.31),
/
/(« )
(4.56)
From the above predication, it is clear that the larger the random medium domain T” the 
slower the eigenvalues decay; and vice versa. In addition, due to Eq. (4.17) and the 
Heisenberg inequality [4.27, 4.28], a smaller effective correlation length normally 
corresponds to a wider spectral density function /  (j>), and therefore results in slower 
eigenvalue decay; and vice versa.
In the second predicting method, due to the diagonally-dominant property of G , 
XjX^ can be estimated by using the diagonal entries. Specifically, according to 
(4.43.4.46),
fit, f i t .  ~
A  
A
f " T 5« n ( 2-?£=i V t
A
Xk j
\  f n
mik ~ Tk
\  l k J J
COS d r
k=\
r \  
2 - —
i>  1
V *k J
(4.57)
d r
In the above prediction, the eigenvalues are estimated by the Fourier coefficients of the
axis-symmetric component of R ( r^ ) Y \
k=l L
. Hence, the eigenvalue decay rate
\  l k j
is approximately the decay rate of some Fourier coefficients. Let cy (g ) j  = 0,±1,±2,- • • 
be the Fourier coefficients of a function* g (x ) defined in an interval. It is well known in
the classic theory of Fourier series [4.27-4.29] that:
I) If g has bounded variation, then
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M s ) N F ( s ) / M  (4.58)
where V (g ) is the total variation of g ;
II) If the p-th derivative of g  is absolutely continuous, then
c/ ( s )  = 0 (1A / r l ) “  J  ->+«>• (4.59)
Consequently, in ID cases, is at least proportional to 1/z (for sufficiently large i)
as long as the corresponding condition of the bounded variation is satisfied; moreover, the 
smoother the covariance function the faster the eigenvalues decay. The generalization of
these conclusions to higher dimensional cases with separable R ( t )  is immediate. For
general higher dimensional cases, although the analysis on Fourier coefficients is not 
straightforward, it can be expected that essentially similar estimates hold for
4.4.4 The Fourier-Karhunen-Loeve Algorithm for Scalar 
Stochastic Fields
For an ERM described by a (*, co) x  e D , given the expectation function a0 (x ) , 
the covariance function i? (r) and the error-control parameters ju and p  , the 
corresponding F-K-L representation can be obtained with the following algorithm:
Algorithm 4.1 The F-K-L representation for a single elastic parameter of ERM
1. Find the minimum ^-interval T” <z R" such that D c T " .
2. Determine the boundary of M” according to p  and Eqs. (4.17,4.30-4.31).
3. Form the covariance matrix G according to Eqs. (4.43-4.46).
4. Solve the standard eigenvalue problem with respect to G .
5. Construct the F-K-L representation according to p  and Eqs. (4.35,4.37-4.38).
It is worth mentioning that for an irregular domain D , the above F-K-L representation
constructed via the ^-interval T” is not equivalent to performing an exact K-L expansion 
of a (jt,<3>) x g D.  Hence, in terms of the number of random variables contained in the
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series expression, the F-K-L representation may be less economical than the exact K-L 
expansion depending on the specific domain D .
4.5 Numerical Examples
In this section, the overall performance of the F-K-L representation scheme for a
single elastic parameter of ERM is* examined through two examples. Without loss of
generality, it is assumed that a0 (x) = 0 in these examples.
4.5.1 One-Dimensional Examples
Two stochastic fields, which are both widely used in the description of random 
material properties, are considered.
•  Case I: a\D(x ,co) x e  [~t,t] with covariance function e~^°x ^ > 0 ;
•  Case II: afD (x, go)  x e  [- t , t ] with covariance function e~ T^ ° 2 a2 > 0.
4.5.1.1 Case I
Although a\D(x,co) has been widely used in the SFEM literature (e.g. [4.3, 4.4,
4.6-4.7, 4.12-4.13, 4.15-4.18]), this thesis does not advocate its use in describing material 
properties of random media due to the discussions regarding continuity and 
differentiability in Chapter 3. The SOLE objective of choosing a\D{x,co) is to 
investigate the accuracy of the proposed F-K-L representation scheme.
Assuming t = 65 and al = 1.25, the effective correlation length of a\D (x, co) is 
5.75. The K-L expansion of a\D (x,co) is respectively obtained with the exact solution 
(see Appendix 4F), the finite element method (see e.g. [4.13, 4.17]) and the proposed
N / +oo
F-K-L representation scheme. Figure 4.1 plots X  ^  /  ^  against N  , in which
M /  /=1
+ 0 0
^ / l ( =130 and are calculated from the exact solution. It is observed that the K-L
;=1
112
Chapter 4. The Fourier-Karhunen-Loeve Representation
expansion requires the first N  = 100 eigenpairs to approximate 80% of the total variance
N  /  +oo
of a\D(x,co} , i.e. y \A i = 0.8 . Indeed, the number of terms contained in a
i=i / i=i
reasonable K-L expansion of a practical random medium can easily reach a few hundred, 
even in ID problems. This is because the ratio of the random medium size over the 
effective correlation length can be even larger than that in this simple example. Hence, in 
order to achieve a reasonable K-L expansion of the stochastic field concerned, it is 
important to accurately obtain all the required eigenvalues and eigenfunctions instead of 
only the first few eigenpairs.
I *i=i 0.4
0.2
0.0 100 200 300 4000 500
N
Figure 4.1 Asymptotic property o f eigenvalues (Case I)
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Figure 4.2 Relative errors of eigenvalues (Case I)
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The relative errors of K-L eigenvalues are compared in Figure 4.2, in which the 
curves labelled F-K-L are obtained with the F-K-L representation scheme and the curves 
labelled FE-K-L are obtained with the K-L expansion method based on FE meshes. It is 
observed that the eigenvalue accuracy of the F-K-L representation scheme is much higher 
than that of the K-L expansion method. Specifically, in the F-K-L scheme, the 
approximation error is explicitly controlled by p  and all the eigenvalues are obtained 
with good accuracy; however, in the FE-K-L scheme, only half of the eigenvalues are 
obtained with reasonable accuracy.
Figure 4.3 compares some eigenfunctions of a\D (x, co), and as expected the
F-K-L scheme shows a significant advantage over the K-L expansion method based on FE 
meshes. Although the accuracy of the K-L expansion method can be improved by 
employing more elements, it provides relatively poor results for higher order 
eigenfunctions. In the F-K-L solution with p  = 0.8, the dimensionality of the covariance 
matrix G is 100; however, for the eigenfunctions shown in Figure 4.3, there is no visible 
difference between the associated F-K-L solution and the exact solution.
4.5.1.2 Case II
The aim of this particular example is to investigate the influences of the random 
medium size and the effective correlation length on the F-K-L representation scheme. 
Letting a2 = 2 , the effective correlation length of afD (x,co) is 3.0. Consider a*D (x,co)
defined in [-1.5r,1.5r], where r e {5,10,15,20} denotes the ratio of the interval size 
over the effective correlation length.
The K-L expansion of a*D (x,co) is obtained with the F-K-L representation 
scheme with p  = 0.95. The diagonally dominant property of G is verified in Figure 4.4, 
where the matrix elements are linearly mapped into pixels whose greyscales represent the 
values of the corresponding entries. It is observed that the larger the ratio r the more 
diagonally-dominant G is.
Figure 4.5 plots the eigenvalue decay rate , in which scatters ■ □ ▲ A are 
directly calculated from the eigenvalues, and the solid and dashed curves are predicted by
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using respectively (4.56) and (4.57). As expected, the larger the ratio r the slower the 
eigenvalues decay. Both the spectral density function prediction and the diagonal entry 
prediction provide good estimates of the eigenvalue decay rate.
To examine the diagonal F-K-L approximations of a\D (x,co) , Figure 4.6
-  2 /?compares their covariance functions with the exact covariance function e ' ~ ,  and 
reasonable agreements are achieved in r e [-1.5r, 1.5 r].
2 4 6 10 12 14 16 18 20
(a) (b)
5 10 15 20 25 30 5 10 15 20 25 30 35 40
r=20
(C) (d)
Figure 4.4 The covariance matrix G (Case II)
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Figure 4.5 Eigenvalue decay rates (Case II)
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Figure 4.6 Accuracy of the diagonal F-K-L approximation scheme (Case II)
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4.5.2 A Two-Dimensional Example
This example considers the stochastic field a2D(x,co) *  e [—15,15]x[—15,15]
As the covariance function is nonseparable, there is no exact K-L solution 
available for a2D(x,co). Hence, only the F-K-L representation is constructed for this 
general stochastic field. By setting p  -  0.95 in the F-K-L representation scheme, there 
are around 2,800 K-L eigenpairs obtained for a2D(x,co).  In a PC system with an Intel
Xeon 2.4 GHz processor and 1.0 GB DDR memory, it takes 23.6 seconds to construct the 
diagonally-dominant covariance matrix G , and with the standard MATLAB eigensolver 
it takes 216.2 seconds to solve for the entire algebraic eigenstructure of G .
Figures 4.7 and 4.8 plot respectively the eigenvalues and eigenfunctions, and 
Figure 4.9 shows a particular realization of a2D (x,co), which is generated from the F-K-L
representation obtained with p  — 0.8 .
with covariance function e whose effective correlation length is 6.3
10
i
0 500 1000 1500 2000 2500 3000
Index i
Figure 4.7 The eigenvalues of a2D (x , o )
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0.02 J
(C) (d)
Figure 4.8 The eigenfunctions of a2D (x,co)
Figure 4.9 A particular realization o f a2D ( jc, co) 
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4.6 The Fourier-Karhunen-Loeve Representation for 
the General Elastic Tensor of Elementary Random 
Media
4.6.1 Background
In Sections 4.3-4.5, the F-K-L representation is developed for a single elastic 
parameter of ERM. However, this is rarely the exact situation in reality since a practical 
random medium system usually contains multiple random material parameters. 
Unfortunately, it is not straightforward to apply the previously developed F-K-L 
representation scheme to describe multiple random material properties, unless these 
properties are linearly dependent to each other, for which the multivariate stochastic-field 
representation problem can be transformed into a simple problem with respect to a single 
scalar stochastic field.
On the other hand, up to now [4.1-4.18], it appears that there has not been any 
general technique reported to effectively represent multiple random material properties. 
More specifically, as pointed out in [4.18], the random Young’s modulus is mainly dealt 
with in SFEM research, and very few works are dedicated to dealing with a random 
Poisson’s ratio.
Hence, the aim of this section is to establish the F-K-L representation scheme for 
the general elastic tensor of ERM, which fully takes into account the interactions between 
different random elastic parameters.
4.6.2 The Solution
Recall from the introduction in the beginning of this chapter that, C(x,co) 
x e D ,c o e /2  denotes the elastic tensor of an ERM D c R " ,  which is defined by its 
expectation function C0 ( j c ,  co)  (4.1) and covariance function /? (r)  (4.2). The aim is to 
obtain the F-K-L representation of C (jc, co) in the form of (4.3).
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Let
c (*, co) = (cj (x , co) , c2 (*, co) ,• • ■, cp (*, <y))T, (4.60)
denote the vector constructed from the scalar entries of C(x,co) via the one-to-one 
mapping
C (x fco)<r^c(xico). (4.61)
The expectation function of c (.*,&>) is
C,, (*) = (c.,i (*).c„,2 { x ) , - , c op ( x ) ) \  (4.62)
which due to the mapping (4.61) is known from C0 (jc, co). Denoted by the matrix-valued 
function (4.2), the covariance functions of c(x,co) and C(jc,6>) are the same.
It is simpler in notation to derive the F-K-L representation for the vector c(x,co), 
and due to the one-to-one mapping (4.61), this is equivalent to investigating the tensor 
C ( x, co).
Let T" defined as (4.19) denote the minimum ^-interval such that D c T " .  Then, 
following the discussions in Section 4.3.2.1, each entry of c(x,co) jceT" can be 
approximated by a finite Fourier series as 
Ci(x,G))
n
i Min V-l) \mkOkxk
« c 0>,(* )  + ••• 2 ]  AZt (m,G>)e / = 1,2,•••,/?, (4.63)
m,=-A/u
= C° A X) + (AZ. ( a ) f  e‘(X)
n
JA  '£mk0kxk
in which e *=1 are the Fourier basis functions defined on T” , AZt (m, co) are the
Fourier coefficients given by
~^Yjmkekxk
- I  (c .(x.co)-c„ A jclh 
Vr
the discrete spectrum boundaries M i ={M iA, " ’,M iri) can be similarly determined as 
(4.30-4.31) according to the given error control parameter p ; and the vectors
AZ, (co) = (AZ,, (a>), AZ, 2 (® ),• • •, AZl f>, (ffl))T (4.65)
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and
(4.66)
.__________________________  \d y 'imk&kxk I _______
are respectively constructed from JV^AZ, [m,co) and e k=]
Consider the following row vectors
AZ(a») ^  ((AZ, H ) T ,(AZ2 (®))T • - ,(AZ, (®))T)T, (4.67)
* (* ) = ((ei(* ))T>(e2(*))T> " ^ M * ) ) T) > (4-68)
whose dimensionality is
N  = X N , .  (4.69)
/=1
It is clear that AZ[co) is the projection coordinate of c[x ,co )-c0[jc )  on the Fourier
axis e ( jc )  . Naturally, the dimensionality of AZ  (co) can be reduced by PCA.
Specifically, the covariance matrix of AZ  [co) has the following form
1^1 ^12 -  G<„)
G = e (aZ  (o )  (AZ (fi>))H J = ^21 22 " (4.70)
^  ' ”  G P P,
where
Gy = £ |A Z / (fl>)(AZy(fi?))HJ for every / J  = 1,2,•••,/? (4.71)
is again a covariance matrix, of which the dimensionality is Nt x Ny . Following Eq. 
(4.64), each such covariance matrix Gy is defined as,
(c !/)«=C ov(AZ<.‘ H ’AZ> . 'H )  i < k < N ,
= f  f  Rij (*1 -■*2) e,,k (*i {x2)dx,dx2 1 < / < A7y
in which [g  ^) is the entry located at the k-th row and the /-th column of Gy, and
^  (*i ”  *2) = Cov[ci (*i ’ *0 ’cj (x 2> ®)) (4-73)
is the entry located at the z-th row and /-th  column of the matrix-valued covariance
(4.72)
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function i? ( r ) .
As the covariance matrix of the random vector AZ [co) , G is a non-negative
definite Hermitian matrix^. Hence, there exists a unitary matrix Q~l = (gH such that
QHGQ = diag(AI,A2,-,< l„ ), (4.74)
where ^  \  > • • • XN > 0. Consequently, the random vector AZ [co) can be written as
AZ (co) = (AZ,, (co), ■ ■ ■, AZ, „ ( © ) , - ,  AZ 4 («),••■, AZ „ (o ))T
T (4-75)
= (®). (®) . ■ H)
in which (fi>) / = 1,2, • • •, JV are stochastically independent standard Gaussian random 
variables. Let N * be the smallest integer such that
N*
X4(=1 > / /  0 < //* < !, (4.76)
i=i
where p  is the required accuracy for approximating the total variance of c ( j c ,  co)  . Then, 
from (4.75), the dimensionality of AZ [co) can be reduced to N* such that each entry in 
AZ [co) has the following form
r = S " - , v  (4 ,77)
in which are corresponding constant entries in Q .
Substituting (4.77) into (4.63) yields
ff,
c,(x,<y)«c0,(.c) + X  AZ,t (a>) elJt (x )
k=\
' = 1 . 2 , ( 4 . 7 8 )
£=1 9=1
9=1
where
* In fact, following a similar analysis as Section 4.4.1, it can be proven that the covariance matrix G 
defined in (4.70) is real-symmetric and non-negative definite.
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yfi A x ) = ' t ,  u  (jc) • (4.79)
*=1
It should be noted that, unlike the scalar case discussed in Sections 4.2-4.5, the basis 
functions y/i q (jc) defined above are not necessarily orthogonal to each other. Due to the
mapping (4.61), Eq. (4.78) indicates that the elastic tensor C(jc, co) can be represented as 
C{x,<o)« C0 (*) + £  ^  ( « ) c f (* ) > (4-80)
q=1
in which Cq ( jc)  is a tensor-valued function constructed from y/i q ( jc)  (4.79).
Eq. (4.80) is termed the F-K-L representation for the general elastic tensor of ERM. 
The associated F-K-L algorithm is formally the same as Algorithm 4.1, but the calculation 
at each algorithmic step should follow the corresponding formulation developed in this 
section. For the sake of simplicity, the dependent scalar entries in the fourth-order tensor 
C ( jc , co) are not distinguished in the above developments. However, it is well known in
elasticity that there are maximum 21 (rather than 81) independent entries in the elastic 
tensor, and for the simplest cases there are only two independent entries. Consequently, to 
be computationally efficient in practical random medium modelling, it is only necessary to 
construct the vector c(x,co) with those independent non-zero scalar entries in C(x,co),
from which the F-K-L representation for the whole elastic tensor can be readily 
constructed.
4.7 Summary and Suggestions for Future Research
4.7.1 Summary
In this chapter, an explicit stochastic-field representation scheme, namely the 
F-K-L representation, is established to describe the random material properties of the 
ERM model. The main features of the proposed scheme are listed as follows:
•  The F-K-L representation scheme is developed for the general elastic tensor of 
ERM, which makes the ERM model applicable to any elastic constitutive relation.
•  In contrast to various FE-mesh based stochastic-field representation schemes, the
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F-K-L representation scheme is completely meshfree and also independent of the 
detailed shape of the random structure under consideration.
•  When there is only one random material parameter involyed in the ERM model, the 
F-K-L representation provides a semi-analytical solution for the K-L expansion of 
the corresponding stochastic field. Comparing with the widely used K-L expansion 
method based on FE meshes, the F-K-L representation scheme is not only more 
accurate but is also computationally more efficient. This is due to the harmonic 
essence of wide-sense stationary stochastic fields.
•  The F-K-L representation is achieved with a prior error control. Specifically, the
approximation error is explicitly controlled by two parameters, which control 
respectively the error of the spectrum of stochastic fields and the error of the total 
variance.
•  In the F-K-L representation scheme, the covariance matrix G can be obtained
semi-analytically by using Fourier transforms. The associated theoretical 
formulation of G not only significantly improves the computational efficiency of 
the F-K-L solution, but also results in some interesting conclusions regarding ERM, 
which include the diagonally-dominant property of G , the diagonal F-K-L
approximation scheme and the eigenvalue decay prediction.
Developed in Section 4.4.1, the specific quadrature method for multi-dimensional 
oscillatory functions is the other contribution made in this chapter. With this novel 
quadrature technique, the computational cost of constructing the matrix G is 
significantly reduced (up to several orders of magnitude). It is clearly possible to apply 
this technique for the quadrature of more general multi-dimensional oscillatory functions, 
and this will be addressed in [4.33].
Parts of the results in this chapter have already been reported in [4.36-4.38].
4.7.2 Suggestions for Future Research
Regarding the F-K-L representation scheme presented in this chapter, the 
following aspects need further investigation.
•  It is worth mentioning that for an ERM described by a(x,6)) jc e T ” , some 
eigenfunctions obtained by the F-K-L representation scheme do not converge to the
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exact eigenfunctions near dT" , i.e. the boundary of T " . This is due to the Gibbs 
phenomenon [4.29] where some eigenfunctions of a(x,co) have discontinuities
on 3T” . This adverse phenomenon can be overcome by adjusting the Fourier 
summation with the Lanczos sigma factor [4.31] or slightly extending the 
computational domain of T” .
•  The success of the F-K-L representation is essentially due to the harmonic essence 
of wide-sense stationary stochastic fields. Hence, within the same framework, it is 
interesting to investigate further applications of the theory of harmonic analysis, 
especially wavelet theory, in the stochastic-field representation scheme. The 
wavelet theory has been firmly established as a very powerful transformation tool, 
alternative to Fourier analysis, for many problems and predominately for 
signal/image processing and data analysis. The most attractive feature of wavelets 
is their dual localisation in both spatial and frequency domains. It is expected that 
at least two benefits can be gained from the wavelet representation: (a) A faster 
convergence than the Fourier representation is expected to be achieved, leading to a 
smaller number of basis (wavelet) functions needed; and (b) A successful wavelet 
representation will provide a natural route to considering multi-scale effects in 
random media. In this phase of work, several different sets of wavelet functions, 
with different local compactness and smoothness, will be investigated to identify 
the most suitable set for the problem considered.
•  In Section 4.6, the F-K-L representation is established for the elastic tensor of ERM, 
however, for this general case, its numerical performance has not been fully 
examined. A possible failing may arise in the F-K-L representation scheme in that, 
different elastic parameters are equally considered in the covariance matrix G . 
Specifically, the random values of some elastic parameters may differ in order of 
magnitude, and when this difference is very large the matrix G may become ill 
conditioned, which in turn makes the solution difficult. This potential problem can 
be solved by replacing in the F-K-L algorithm the covariance matrix G with the 
correlation matrix H . In contrast to Eq. (4.72), each entry in H  is a normalized 
correlation coefficient of the form
Cov(aZ, t (p ) , AZjV (<»)) _ fni1 1 <k <N,
t ’M ^Var(AZ,1(®))^Var(AZJ,(<0)) ’ I Z l Z N j
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Other technical defects might also exist in the F-K-L representation of the general 
elastic tensor which may not become apparent until a comprehensive numerical 
examination is completed.
•  Recall from Section 3.4.2.1 that a more general definition of the ERM model can 
be achieved by replacing the Gaussian assumption with an assumption of 
ergodicity (3.62). It is seen in Sections 4.3-4.6 that the only use of the ERM 
Gaussian assumption in the F-K-L representation scheme is to determine the 
probability distribution of the random sequence £  (co) (4.37, 4.80). Consequently,
with respect to the F-K-L representation, two key questions arise form the 
alternative ERM definition: (a) Without the Gaussian assumption, whether or not it 
is possible to properly define (co) from the ergodicity assumption; (b) If it is 
possible to do so, then how to approximately determine the joint probability 
distribution of random variables (co) .
The ERM model and its F-K-L representation will be reported in [4.34, 4.35] 
together with some of the above research which is currently under development.
Appendix 4A The Karhunen-Loeve Expansion Theorem
This appendix explains the mathematical background of K-L expansions.
4A.1 Mercer’s Theorem
Definition 4A.1 Let D czW  denote a Lebesgue measurable set. A 
complex-valued function x l, x 2 e D  is said to be symmetric and
non-negative definite in D if
i?(jc1,JC2) = i?(^2,A£:1) V(jCj,jc 2) e D x D  (4A.1)
and
' E H R {x ‘’x j ) z>zi - 0 (4A-2)
i=i j=\
for all finite sequences of points x }, x 2, • • •, x k in D and all choices of complex numbers
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Zl’Z2’" ’>Zk •
Theorem 4A.2 (Mercer’s theorem) Let D denote a compact set in R H, and 
^ ( ^ 1,^ 2) x l,x 2 e D denote a complex-valued function. If R (x l,x 2) is continuous, 
symmetric and non-negative definite in D , then there exists a set of functions 
in i2 (D ) satislying
\DV .(x W 1{x )dx = S,1 (4A.3)
and the characteristic equation
\DR (x l,x 2)y /(x l)dxi = ^.y/(x1) (4A.4)
where the eigenvalues {^;}J6N are non-negative and the eigenfunctions N
corresponding to those non-zero eigenvalues are continuous in D . Furthermore, the 
integral kernel R ( jct, x 2) has the following representation
+00 ______
R (x , ,*2) = £ Kv, ( * ,y , ( x 2) (4A.5)
/=]
whose convergence is absolute and uniform. In particular,
.  +o°
Tr(/f(jc„AC2))=  | R (x ,x )d x  = '£ lZl (4A.6)
/=1
is t e r m e d  t h e  t r a c e  o f  R ( x 1}x 2 ) .
Mercer’s theorem is one of the most important theoretical tools in the theory of 
integral equations, and its proof can be found in [4.21-4.23].
4A.2 The Karhunen-Loeve Expansion of Second-Order 
Stochastic Fields
In the Hilbert space theory of stochastic fields, the K-L expansion is a technique 
that can be used to simplify a stochastic field; more formally it is a transformation that 
chooses a new set of basis functions for the stochastic field such that the greatest variance 
by any projection of the stochastic field lies on the first basis-function axis (called the first 
principal component); the second greatest variance on the second axis, and so on. 
Assuming a zero mean for the complex-valued stochastic field b(x,& ) x  e D,o?e S2,
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the first principal component ^j(jc) of b(x,co) is defined as:
y/l (x)  = arg max E  f b(x,co)y/(x)dA  1 (4A.7)
J>Mf*-l I, JD \ )
where arg max stands for the argument of the maximum. When the first k - \
components are defined, the &-th component can be found by subtracting the first k - l
principal components from b(x,co) :
bk-1 (x , co) = b ( jc, Vi (* ) J b ( jc, a?) ^  (x )d x , (4A.8)
/= i  D
and then by treating this as the new stochastic field to find its principal component
w. (jc) = arg max E f bk-i(x,co)u/(x)dx\ . (4A.9)
UJd v ; v “  J
The stochastic field b(x,co) then has the following representation
+00
b(x,CL>) = Y ,z ,(c ° )v ,{x )  (4A.10)
»=1
where zt (co) are random coordinates with respect to y/^  ( jc)  such that
* / ( « ) - cd)y/l\ x y i x .  (4A.11)
If the stochastic field 6(jc,*y) is mean-square continuous, it is then trivial to 
verify against Definition 4A.1 that the covariance function Cov(b (JCj,a>),b( jc2 , <y)) is
continuous, symmetric and non-negative definite (see e.g. Section 2.2.3). Consequently, 
based on Mercer’s theorem, a simpler formulation can be developed to obtain the principal 
components y/i ( jc )  defined in (4A.9), the random coordinates z{ (<») defined in (4A. 11) 
and the expansion (4A.10). This is known as the K-L expansion theorem.
Theorem 4A.3 (Karhunen-Loeve expansion) Let D denote a compact set in 
R ", and b  ( jc , co)  jc  g  D,coe Q  a centred complex-valued second-order stochastic field.
If b  ( j c ,  co)  is mean-square continuous, then it can be expressed as
6(*,© ) = 2 > , > y , ( * )  (4A.12)
/=1
where the convergence is in mean square and is absolute and uniform; z, (co) are a
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sequence of mutually uncorrelated complex-valued random variables satisfying
£ (Z/(® )Z<(®)) = V > ; (4A.13)
and \  and y/i ( jc)  are the positive eigenvalues and the corresponding orthonormal 
eigen-functions generated by the covariance function of b(x,cci) according to Mercer’s 
theorem. In particular, if the stochastic field b(x,a>) is Gaussian, then z, (&>) are
stochastically independent Gaussian random variables and the convergence of (4A.12) 
becomes almost surely, absolute and uniform.
The proof of Theorem 4A.3 can be found in [4.19, 4.20]. From a mathematical 
point of view, the K-L expansion is essentially equivalent to principal component analysis
[4.26], a well known technique for data compression and signal reconstruction in the 
context of pattern recognition and signal processing. The difference between the K-L 
expansion and principal component analysis is that, the former deals with continuous 
stochastic fields while the latter focuses mainly on discrete random sequences. Due to this 
mathematical similarity, principal component analysis is sometimes referred to as K-L 
transforms.
Since series (4A.12) is of absolute convergence, the sequence of zi (ai)yfl (x )  
appearing in (4A.12) is arbitrary, and for the most efficient approximation, it can be 
chosen as the descending order of the corresponding eigenvalues { ,^ }/gN • The number of
terms needed in the approximate expansion, i.e. the partial sum of infinite series (4A.12), 
is determined by the trace relation (4A.6) and the required accuracy. For example, if the 
trace of a given covariance function is
Tr(Cov(£(x,,fi?),&(jc2,fi>))) = 10 (4A.14)
and the associated eigenvalues are obtained as
={4,3 ,1 .5 ,-} , (4A.15)
then an approximation of 70% accuracy can be readily achieved by truncating series 
(4A.12) from the second term, i.e.
b(x,co) « Zj (co)y/x (jc) + z2 (a))i//2 (x )  (4A.16)
w h e r e  \frx ( j c )  a n d  \j/2 ( j c )  a r e  t h e  f i r s t  t w o  o r t h o n o r m a l  e i g e n f u n c t i o n s  o f  t h e  g i v e n
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covariance function, and random variables z, [co) and z 2 (co) satisfy
i ? ( | * , H f )  =  4 = 4  El\z2(a>)f W - 3
V  __________ V  7 . (4A.17)
£ ^ z , ( < y ) z 2 ( t y ) j  =  0  £ ^ z ,  ( t a ) z 2 (<y)J =  0
Eq. (4A.16) is called a 70% approximation for b[x,co) due to the following calculation
A, + 4 + 3
Tr(Cov(6(jc,,<3>),&(jc2,6 )))) 10
= 70%. (4A.18)
Appendix 4B The Effective Correlation Length
Consider a second-order stochastic field b[x,co) j c g  D,coe£2 with the 
covariance function Cov(6(jc,,ty),6(;c2,ty )) . In this thesis, the effective correlation 
length o f b[x,co) is defined as the minimum value rc such that
( « . »
holds for all points jc, , x 2 e D satisfying
I * , - x 2!  > t c . (4B.2)
Appendix 4C The Spectral Representation Theory of 
Wide-Sense Stationary Stochastic Fields
The spectral representation theory of wide-sense stationary stochastic fields is 
outlined below, and detailed explanations and proofs can be found in [4.24, 4.25] and the 
references therein.
Theorem 4C.1 A continuous function i? (r)  from M" to the complex plane 
is non-negative definite^ if and only if it can be represented in the form
* See e.g. Section 2.1.2 for the exact definition.
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(4C.1)
where F"(y) is a bounded, real-valued function satisfying
J>O 0*o (4C.2)
for all Lebesgue measurable set i c t ” .
The function T (y )  in the above theorem is only specified up to an additive
constant. When F (y )  is fixed by demanding that 
F (-o o )  = F(-oo,-*-,-oo) = 0 (4C.3)
(thus implying that F(+oo) = F(+oo,-*-,+oo) = ^ (0 )) , Eq. (4C.1) is called the spectral 
representation of R ( j ) , and the function F (y )  is called the spectral distribution 
function of R ( t) .
Note in Section 2.2.3 that every covariance function of wide-sense stationary 
stochastic fields is non-negative definite. Hence, due to Theorem 4C.1, each such 
covariance function has a spectral representation of the form (4C.1), which further 
indicates a possibility to establish an explicit representation for the corresponding 
stochastic field. This leads to the following spectral representation theorem of wide-sense 
stationary stochastic fields.
Theorem 4C.2 (The spectral representation theorem) For every centred, 
mean-square continuous, wide-sense stationary and complex-valued stochastic field 
a(x,co) x e R n,coef2 , there exists a complex-valued stochastic field Z(y,co)
y  e R n ,coe D  with orthogonal increments such that for each jc e  R” , a(x,co) has the 
following representation in the mean-square sense:
(4C.4)
The stochastic field Z(y,<v) is defined up to an additive constant. If this is fixed by 
setting
Z  (—oo, co) = 0 , (4C.5)
we have
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E ( Z ( y , a ) )  = 0, E i ^ ( y , e i $ )  = F ( y )  and £ :(|z(F")|2) = F (F ”) , (4C.6)
where F” is any ^-interval in R” and F (y )  is determined by Eq. (4C.1), in which
J?(t ) = J?(xj - x 2) =C ov(a(x1>a?),a(x2,a?)). (4C.7)
It should be noted that the spectral representation (4C.4) is valid only for 
wide-sense stationary stochastic field on R", while the K-L expansion illustrated in 
, Appendix 4A holds for all second-order stochastic fields.
j
Clearly, by approximating the infinite integrations in (4C.4, 4C.1) with finite
t
| summations, the stochastic field a(x ,& ) defined on R” can be expressed as a finite 
series of general trigonometric functions. For instance, a real-valued wide-sense stationary 
stochastic field h(x,co>) r e t  with mean zero and spectral distribution function Fh (y) 
can be approximated by
q
h(x f co) « 2 ^  ( 4  (<y)cos(.y,x) + 5, (©)sin(>>,*)), (4C.8)
<=i
!
where At [co) and Bt (<y) are uncorrelated random variables with mean zero and 
variance one, and
a - = l Z dF^  A* > 0 - (4C-9)
Since no equation solving is involved, this trigonometric series approximation scheme and 
its improvements have long been applied in SFEMs (mainly in Monte Carlo simulations 
[4.8-4.11] to generate material samples) in an intuitive manner. However, in order to 
ensure the convergence of such a general trigonometric series, the integration domain in 
(4C.4, 4C.1) has to be truncated at a sufficiently large domain in the frequency space (i.e. 
q +oo) while the summation steps have to be set sufficiently small (i.e. Ay —» 0), 
which in turn makes this simple scheme inefficient for practical uses.
i
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Appendix 4D Boundary of the Discrete Frequency 
Domain
Following (4.26), the covariance function of a N ( j c ,  co)  is 
R-N ( ,X'P,^ 2)
= E
Ml K,
2^ ••• X  a z  («>*>)* *=1
/m,=-A/, mn=-Mn
Mjl 4-iYdmkekxlk
£  ••• 2 ]  A Z (m ,a )e  *=l
JJ
(4D.1)
whose right-hand side term with the highest frequency is
v F-i'EM&Xu 4-iYMk6kxlk
AZ(M ,co)e k=1 6 Z (M 9oo)e *=1
•j-\ y Mk0k(xu -x2k)
(4D.2)
= E (A Z(M ,m )A Z(M ,eo)je  
Hence, the boundary of the discrete frequency domain of ^ (jc^ jC j) is 
(M x0l9'- ',M n0n) . This should be compatible with the boundary of F”, the continual 
frequency domain of R (JCj, jc2 ). Consequently,
( Mk - \ ) 0 k < f k < M k0k * = 1, ■ • •, n , (4D.3)
which leads to the result in (4.31).
Appendix 4E The Covariance Matrix Based on the Real 
Fourier Basis
In (4.33,4.39, 4.43), G is constructed with respect to the complex Fourier basis
1 F iY m k0kxk
e «  , (4E.1)
F t
and equivalently the covariance matrix can be constructed with respect to the real Fourier 
basis
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1 f  i  n n 'j
J v  /2  1V2 ’ COSf ^ mk0kXk’ sinE mA ^ | - (4E.2)
Noting that
cos V  a ^ e *=1 +£J *=‘2 .  "’A O
\*=1
(4E.3)
and
sin Y JmA xk
\ k=1 y
g  *=1 _  e *=.
2 -P \
(4E.4)
the covariance matrix based on the real Fourier basis can be obtained from G via an 
orthogonal transformation.
In the covariance matrix based on the real Fourier basis, consider the entry
I T  I* C0SX ' ”iA*i* s in ' L mj A x 2i: dxtdx2 . (4E.5)
V *=1 A  k=1 J
The above expression is obviously real-valued, and also according to (4E.3-4E.4, 4.39, 
4.43), its real part is zero. Hence, all the entries of the form (4E.5) are zero. This 
decoupling between sine terms and cosine terms infers that the covariance matrix based on 
the real Fourier basis can be organized as a block diagonal matrix with two blocks: one 
block is constructed from the sine terms and the other block is constructed from the cosine 
terms together with the constant term. From (4E.3-4E.4, 4.43-4.46), it is trivial to 
conclude that both of these two blocks are diagonally dominant.
No matter how the covariance matrix is constructed with respect to the complex 
Fourier basis or the real Fourier basis, the final results of the K-L eigenstructure and
y / i ( j c )  are the same. However, by using the above decoupling transformation on G , the
problem size of the associated algebraic eigenvalue problem can be reduced by half, which 
in turn significantly improves the computational efficiency of solving for and Q 
(especially for large-scale covariance matrices G ).
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Appendix 4F The Exact K-L Expansion in Case I
For the simple stochastic field a\D (x, co) x e [~t,t] considered in Case I, the 
eigenpairs and y/t (x) in the K-L expansion can be analytically obtained as follows 
(see e.g. [4.13, 4.32] for detailed derivation):
‘2a,
A = ^ - T " T  / =1,2,3,-1 + a*a>~
and
COS (<»/*)
I | sin (2a>/) 
\  2®, 
s in ^ x )
t -
sin
i = 1,3,5,'
i = 2,4,6,-
2 (O:
(4F.1)
(4F.2)
where a\ < co2 < 0% < • • • are given by the following transcendental equations 
\ -  axa> tan (cot) = 0 or a1tu + ta n (^ )  = 0. (4F.3)
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Chapter 5. Stochastic Finite Element Discretization
Chapter 5 
Stochastic Finite Element Discretization 
for Elastostatics of Elementary Random 
Media
Following the ERM model established in Chapter 3 and its F-K-L representation 
scheme developed in Chapter 4, this chapter first sets up, in a mathematically rigorous 
fashion, a closed form SPDE system for elastostatics of ERM. Then, based on standard 
finite element technology, the SPDE system is discretized to achieve a stochastic system 
of linear algebraic equations.
5.1 The Stochastic Partial Differential Equation System
Recall Section 3.1 that, the governing equation system for elastostatics of random 
media has the following form
V*(r(;c, co) + p (x ,co )g  = 0
<t ( x ,  c o )  = C(x,a>):€(x, c o )  
x e  D, G> e Q
in which D denotes the random medium domain, dDu the displacement boundary,
= on dDu
<r(jc,6i) = <7(jc,6i) on dDa (5.1)
140
Chapter 5. Stochastic Finite Element Discretization
dDa t h e  s t r e s s  b o u n d a r y ,  a n d  s t o c h a s t i c  f i e l d s  i # ( j c , 6 > )  a n d  <r(x,a>) t h e  c o r r e s p o n d i n g  
b o u n d a r y  c o n d i t i o n s ;  t h e  u n k n o w n  s t o c h a s t i c  f i e l d s  a(x,a>), e ( x , c o )  a n d  u(x,a>) 
d e n o t e  r e s p e c t i v e l y  t h e  s t r e s s  t e n s o r ,  t h e  s t r a i n  t e n s o r  a n d  t h e  d i s p l a c e m e n t  v e c t o r ;  v e c t o r  
g  i s  t h e  g r a v i t a t i o n a l  a c c e l e r a t i o n ,  a n d  t h e  g i v e n  s t o c h a s t i c  f i e l d s  p(x,co) a n d
C (  j c ,  co) d e n o t e  t h e  d e n s i t y  a n d  t h e  e l a s t i c  t e n s o r ,  r e s p e c t i v e l y .
For a Cm ERM, the random material properties p(x,a>) and C(x,a>) are 
defined by their first- and second- order statistical moments. That is, the density p (x ,a >) 
is given by
E (p(x,co)) = p 0(x )  V x e D  (5.2)
and
Co\ ( p ( x l,co ),p (x2,a))) = Rp (r)  V * „ * 2 e  D (5.3)
where t  =  x 1 - x 2 ;  and the elastic tensor C(x,co) is given by
£(C(jc,fi>)) = C0(jc) V x e D  (5.4)
and
Cov(C (x 1, o) ) ,C (x 2,(d)) = Rc (t ) Vxltx 2 e D ,  (5.5)
in which C0 ( j c )  is a tensor whose scalar entries are the expectation functions of the 
corresponding scalar entries in C ( j c , < j > )  , and Rc ( r )  is a matrix whose elements are the 
covariance functions of the corresponding scalar entries in C ( j c ,  co) .
In an equation system regarding Cm ERM, the differential/integral operators are 
all defined based on the mean square convergence, and the smoothness of the 
corresponding ERM is specified by the integer m . As only the first order derivatives are 
involved in Eq. (5.1), it is required that m - 1 such that the density p(x,eo) and the
elastic tensor C(x,co) of the associated ERM have at least C1 continuity. Consequently,
in the mean square sense, p 0 ( jc )  and every scalar entry in C0 (* ) are required to be at
least C1 continuous with respect to j c ,  and ^ p ( r )  and every scalar entry in Rc ( r )
are required to be at least C2 continuous with respect to r .
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According to the F-K-L representation of ERM and Eqs. (5.2-5.3), the density 
p  ( jc, co) can be expressed as
p ( x ,a )  « p 0 (x) + 2 ( *)  (5-6)
/=1
where A? > 0 are constants, (at) are stochastically independent standard Gaussian 
random variables, p i ( jc)  are a sequence of orthonormal deterministic functions, and the 
integer N*p is explicitly determined by the error-control parameters in the F-K-L 
representation scheme. Similarly, from Eqs. (5.4-5.5), the elastic tensor C(x,co) can be 
expressed as
»=1
where X f > 0 are constants, i;f (co) are a stochastically independent standard Gaussian 
random sequence, C, ( jc)  are a sequence of tensor-valued deterministic functions, and 
the integer N*c is explicitly determined by the error-control parameters in the F-K-L 
representation scheme.
In Eq. (5.1), the displacement and stress boundary conditions u(x,a>) and
<r(jc,tf>) are also allowed to be random. However, the possible randomness from these
boundary conditions can be treated separately since it has no direct effect on the associated
differential operators. Hence, the definition method of i# ( jc,6> ) and <r(jc,co) are not
specified in the ERM model, and they can be defined either by their statistical moments or 
by any other appropriate methods.
Remark: To simplify the notation, the linear dependent scalar entries in C ( jc,&>)
are not distinguished in Eqs. (5.4-5.5). However, in reality, it is totally unnecessary to
provide every entry of functions C0 ( jc)  and Rc ( r ) , which are fully defined by the first
two statistical moments of those linear independent scalar entries in the elastic tensor. For 
example, it is well known that there are only two linear independent elastic parameters for 
an isotropic material; hence, the first- and second- order statistical moments of these two 
elastic parameters are sufficient to fully define the elastic tensor of an isotropic ERM and
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achieve the corresponding F-K-L representation in the form (5.7). In addition, p ( j t ,co) 
and C{x,co) are assumed stochastically independent in Eqs. (5.2-5.5), and this leads to
different random sequences ^  {co ) and co) in Eqs. (5.6-5.7). However, if
the stochastic dependence between the density and the elastic tensor needs to be taken into 
account, they should be defined via the same vector as in Section 4.6.
5.2 The Stochastic System of Linear Algebraic 
Equations
Eqs. (5.1-5.7) form the complete governing equation system for elastostatics of 
ERM. In some situations where the geometric configurations and boundary conditions are 
both relatively simple, it is possible to obtain the analytical solution for this SPDE system. 
Although interesting, the analytical solution approach is not the emphasis of this thesis; 
and instead via a stochastic finite element approach, this work concentrates on obtaining 
the numerical solutions in general situations.
It is clear that the SPDE system (5.1-5.7) is a generalization of the conventional 
PDE system (3.1) that describes the elastostatics pf deterministic materials. Naturally, the 
stochastic finite element discretization for the SPDE system can be expected to be 
achieved by generalizing the finite element discretization for the PDE system. The 
well-established finite element method has become a standard analysis tool in engineering, 
and its details can be found in various textbooks such as [5.1-5.3]. Hence, the following 
stochastic finite element formulation will be derived without addressing those details that 
are similar to or essentially the same as the standard finite element method.
First, the random medium D is discretized with a finite element mesh. It should 
be emphasised that the size of each element must be sufficiently small to satisfy the 
requirements from both the stress gradient consideration and the stochastic field variability. 
Specifically, (a) a finer mesh is needed in a location where the stress gradient is more 
significant; (b) the element size must also be examined in comparison with the effective 
correlation length of the ERM.
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Then, from Eq. (5.1) and following the standard finite element discretization 
procedure, the total potential of the ERM D can be written as
n ? = X(«* H ) T (  L  ^ (B « ) T D{x,(0)B{ x ) d V y  («)
- S ( " ' H ) T \d. ( n (x ))TS P (x,co)dV
e
(5.8)
where ^  represents the summation over all the elements, ue (co) denotes the nodal
e
displacement vector organized with respect to each element, B (x )  the strain matrix, 
Z > (jc,<5>) the elastic matrix, and 7V(jc) the shape function matrix. Due to Eq. (5.7), the
elastic matrix can be written as
D(x,a>) = D„ W  +  g  (o^D, (a c ) , (5.9)
/=!
where D0 ( jc)  and D, (x) are the elastic matrices constructed respectively from the 
elastic tensors C0 ( jc)  and C, ( jc)  . Substituting (5.6) and (5.9) into (5.8) yields
vT 1
^ = 2 > » )  7  « »
e Z  V ' )
- X ( « e (®))T [p: (®))T ? ( » )
(5.10)
in which the element stiffness matrices K e0 and JT/, the element volume-force vectors
Poe and P*, and the element extemal-load vector P e [co) are given below
K ‘0 = l ( B ( x ) ) TD0( x ) B ( x ) d V ,  (5.11)
E t = ^ l . { B (x ))TDi (x ) B (x ) df' i = l 2 , - , N ' c ; (5.12)
Po = \D, { N ( x ) f  gp 0 ( x ) d V , (5.13)
P ‘ = - I ^ l ( N (x ) f  SP, (x)dV i = l ,2,.-.,lV’ ; (5.14)
p e ( (0) = i [ f ( N ( x ^ f  a {x ’ca) d S - (5-15)
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The total potential TIp is minimized by the real displacement solution. Hence,
taking variation with respect to the displacement on both sides of Eq. (5.10), the following 
stochastic system of linear algebraic equations holds
N'c \  (  N'P \
* . + ! , £ { » ) * ,  U H =  P o + L t f i * ) p , + * ( » ) .  (5-i6)
/= i
where K0 and K t are the global stiffness matrices assembled respectively from K e0 
and K -; P0 and Pt are the global volume-force vectors assembled respectively from
P0e and P. ; P(a>) is the global extemal-load vector assembled from P e (co); and 
U (<w) is the unknown nodal displacement vector. Following a similar analysis as in the 
standard finite element formulation, it can be proven that the matrix K 0 is real, 
symmetric and non-negative definite, the matrices K t are all real and symmetric, and the
K
random matrix sum K 0 + (co)Ki is, in the context of probability, real, symmetric
/=i
and non-negative definite.
As in the standard finite element method, the displacement boundary conditions
u(x,a>) of the SPDE system (5.1) can be directly introduced into the stochastic linear
algebraic system (5.16). The details are listed as follows.
•  To set
(ff(® ))y - 0  (5.17)
where is the y-th entry of U(co), the stiffness matrices and the nodal
load vectors need to be modified as
‘ ~ X -  ( s j ! )
(i*.)y = 0 . (5.20)
(J») = 0  i = l , 2 , - (Ar;, (5.21)
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(5.22)
where and (K t) denote the entry at they-th row and &-th column of
K 0 and K n respectively; (P0)j9 (/*)y and denote the y-th entry of
P0, Pt and P(co), respectively.
•  To set
(u(co))j =UJ(co )^0 , (5.23)
the change to the stiffness matrices and the nodal load vectors should be made as 
follows,
( * . ) , = * ;  (5-24)
(J»)y = *tfy(« ) ;  (5.25)
where k >0 is a sufficiently large number.
Once the proper displacement boundary conditions are applied to Eq. (5.16), the random
stiffness matrix sum in the left-hand side of the equation becomes almost surely real,
symmetric and positive definite such that
det K0+ f j ^ {co )K l
i=l
=  1 . (5.26)
Consequently, the stochastic system of linear algebraic equations (5.16) is always well 
defined and the random displacement solution U (co) exists with probability one.
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Chapter 6 
The Joint Diagonalization Solution 
Strategy for the Stochastic System of 
Linear Algebraic Equations
For the solution of the stochastic system of linear algebraic equations obtained in 
Chapter 5, a novel solution strategy, namely the joint diagonalization method, is developed 
in this chapter. The form of the stochastic linear algebraic system (5.16) is not new in 
SFEM research, and in particular for simple elastostatic problems [6.1-6.2, 6.4-6.7, 
6.9-6.10, 6.12-6.13] where the Young’s modulus is the only random material parameter 
and also for simple steady-state heat conduction problems [6.2-63, 6.8] where the only 
random material property is the thermal conductivity, essentially similar equations have 
long been noticed in the literature. Consequently, a number of methods have been 
developed for the solution of these specific stochastic linear algebraic equations.
In order to highlight the difference between the new solution method and various 
existing techniques and also in order to make the discussions regarding solution strategies 
stand in a more general context, it is decided not to use the notation in (5.16) and instead 
present all the formulations by virtue of the equation (axAl + a 2A2 h 1-amAm)x  = b , in
which at (z = 1, ••*,/«) denote random variables, Ai (/ = 1,*• *,w) real symmetric
d e t e r m i n i s t i c  m a t r i c e s ,  b a  d e t e r m i n i s t i c / r a n d o m  v e c t o r  a n d  jc  t h e  u n k n o w n  r a n d o m  v e c t o r  
t o  b e  s o l v e d .
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The remainder of this chapter is organized as follows. First, the general 
background of the stochastic system of linear algebraic equations, including its link with 
the conventional linear algebraic equations arising from the standard finite element 
analysis, is outlined in Section 6.1. Then, existing solution techniques for the stochastic 
linear algebraic system are briefly reviewed in Section 6.2. Next, the joint diagonalization 
method is explained in detail in Section 6.3, including its operation process, algorithm 
properties and performance analysis. In Section 6.4, three numerical examples are 
employed to investigate in detail the performance of the new method. The chapter 
concludes in Section 6.5 with a summary of the main features and limitations of the new 
solution strategy, and some suggestions for future research.
Throughout this chapter, a vector (e.g. jc ) always indicates a column vector unless 
otherwise stated, and the entry located at the z-th row and y-th column of a matrix A  is 
represented by (^4)^.
6.1 Problem Background
The classical linear finite element equations have the following generic form
A x  -  b (6.1)
where the physical meanings of A , jc and b relate to the system under consideration. 
For example, in a simple problem of elastostatics A  denotes the elastic stiffness matrix, 
jc the unknown nodal displacement vector and b the nodal load vector; in a steady-state 
heat conduction problem, they denote the heat conduction matrix, the unknown nodal 
temperature vector and the nodal temperature-load vector respectively.
In reality, due to various uncertainties, the deterministic physical model described 
by Eq. (6.1) is seldom valid. Consequently, an appropriate safety factor is often adopted to 
amend the result for a practical engineering problem. Numerous successful applications 
have shown the power of this deterministic approach. Conversely, there exist a number of 
situations where deterministic models have failed to give satisfactory solutions, and these 
include problems in rocks, soil and ground water where the stochastic uncertainty 
becomes dominant. Consequently, a more generalized solution technique, namely the
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SFEM, is needed to model these intricate random physical systems. The study of SFEMs 
has been in progress for several decades and many different techniques have been 
presented to formulate uncertainties in various applications [6.1-6.14, 6.17]. However, 
compared to the success of the deterministic FEM, the SFEM is still in its infancy and 
many fundamental questions are still outstanding. Due to the continual exponential 
increase in computer power and data storage, the formulation of the SFEM has recently 
received considerable attention from the computational mechanics community [6.17] and, 
generally, for many engineering applications, the final linear SFEM equations take the 
following form
{aiA^+ a1A2+ -- + a mAn) x  = b , (6.2)
where the deterministic n x n  real symmetric matrices A, (i = l, •••,/«), unknown real 
random vector jc and deterministic real vector b have essentially the same physical 
meanings as their primary counterparts in Eq. (6.1); real scalars a t (z = 1,•••,/?*) denote
a series of dimensionless random factors that capture various intrinsic uncertainties in the 
system. The advantage of Eq. (6.2) is that the physical problem with a stochastic nature is 
decoupled into deterministic and stochastic parts in a simple regular fashion. Typically, 
different SFEM formulations define a , , Ai and b differently but give rise to the same
stochastic system of linear algebraic equations as shown above [6.1-6.11], It should be 
noted that, Eq. (6.2) is not always explicitly addressed in the literature [6.1-6.5], since 
there is no significant advantage of transforming early SFEM techniques into the form of 
(6.2).
The aim of this chapter is to introduce a new numerical procedure for the solution 
of the stochastic system of linear algebraic equations. Existing techniques applied to the 
solution of Eq. (6.2) mainly include the Monte Carlo method [6.12-6.13], the perturbation 
method [6.1-6.3], the Neumann expansion method [6.4-6.5J and the polynomial chaos 
expansion method [6.6-6.11]. However, none of these schemes have promoted the SFEM 
to such a mature level as the well established FEM. For the development of a solver for Eq.
(6.2), these methods will be considered in the next section.
Remarks: For simplicity, uncertainties arising from the right-hand side of Eq. (6.2) 
have at this stage been temporarily ignored. However, as will be shown in Section 6.3, it is 
trivial to relax this unnecessary restriction.
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6.2 Review of Existing Solution Techniques
Until recently, there have been four major techniques employed to solve the 
stochastic system of linear algebraic equations (6.2): the Monte Carlo method, the 
perturbation method, the Neumann expansion method and the polynomial chaos expansion 
method. In order to avoid possible confusion in terminology, it should be noted that 
sometimes the same titles are also employed in the literature to indicate the entire schemes 
corresponding to their SFEM formulations. Although the following discussion will only 
explore these methods from the viewpoint of a solver for Eq. (6.2), the principles hold 
respectively for their associated SFEM schemes.
6.2.1 The Monte Carlo Method
First, N  sets of samples of the random variables (/ = 1, • • •, m) are generated.
For each sample path a, = atj, where the right-hand side sample values are distinguished 
by sample index j  - 1,- • •, N , Eq. (6.2) becomes a standard deterministic system of linear 
algebraic equations:
BjX j=b (6.3)
with
m
( 6 - 4 )
M
Solutions of Eq. (6.3), i.e.
Xj=B-lb ( y = l , - , t f ) ,  (6-5)
form a sample set for the random solution jc , which can then be employed to calculate 
the associated empirical joint distribution or empirical statistical quantities.
The Monte Carlo method is simple and perhaps the most versatile method used to 
date, but typically the computational costs are extremely high, especially for large scale 
problems where a large number of samples have to be computed in order to obtain a 
rational estimation satisfying the required accuracy. Improvements [6.12-6.13] have been 
made to overcome this computational difficulty.
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6.2.2 The Perturbation Method
In a perturbation scheme, all the random variables a i (/ = 1, •••,/«) are first 
decomposed into a deterministic part and a random part, i.e.
a i = E (a i) + a° (z = l,---,/w), (6.6)
where E  («,) and a ■ denote respectively the mean value and the centred deviation
random variable. As a result, Eq. (6.2) is then transformed into
( 4 ,+ a 1M 1+ a 2!^ 2+ .......+ a ‘mAm) x  = b ,  (6.7)
where
m
4 , = £ £ ( a , ) 4  (6.8)
M
m
is the deterministic mean of sum . Meanwhile, the random solution x  is
/=!
approximated by Taylor’s series
m fix m
x  K = *■> + E C,«/ (6-9),=1 OUj i=i
where the origin x 0 and coefficients c, (z’ = 1,—,/w) are both unknown deterministic 
vectors. Next, substituting (6.9) into (6.7) yields
(A<1+ alA l + -  + a smAm)[x0+cia l + - + c ma ‘m) = b (6.10a)
and
m m m
+ 'Z 'L Aicja ‘a 'j = b ■ (6.10b)
/=1 /=1 y = l
Inspired by the idea of perturbation in deterministic problems, some researchers [6.1-6.3] 
believe that the following equalities resulting respectively from the zero-order “random 
perturbation” and the first-order “random perturbation” hold, provided that the scale of 
random fluctuations a ■ is sufficiently small (e.g. less than ten percent [6.1]):
Zero order
A x o = b ’ (6.11a)
First order
4)C; = - 4 ^ 0 (i = !,-••, m), (6.11b)
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from which x 0 and c; can be solved and then employed in (6.9) to provide an 
approximation to the random solution jc in terms of the first-order Taylor’s series.
In the literature, the aforementioned procedure is called the first-order perturbation 
method and similarly, the second-order perturbation method follows immediately from 
expanding the first-order Taylor series (6.9) to the second order. Applications of 
higher-order perturbations are, however, rare due to the increasingly high complexity of 
analytic derivations as well as computational costs. Although a number of numerical 
experiments with small random fluctuations have been reported to show good agreements 
between the perturbation method and the Monte Carlo method, no criteria for convergence 
have been established in the present context [6.3].
6.2.3 The Neumann Expansion Method
The first step of the Neumann expansion method [6.4-6.5J also consists of 
centralizing the random variables a t (i = l ,•••,/«) to obtain Eq. (6.7) whose left-hand 
side coefficients are further treated as a sum of a deterministic matrix and a stochastic
matrix, i.e.
(Aq + A A )x = b (6.12)
with the stochastic matrix AA defined as
AA = a;Al +a;A1 + ........+ < 4 » -
The solution of Eq. (6.12) yields
(6.13)
x  = ( /  + ^ 'A 4 )~ ' A^'b.
The term + can be expressed in a Neumann series expansion giving
(6.14)
(6.15)
with
B = A^'&A.
The random solution vector can now be represented by the following series
(6.16)
x  = jc0 -  Bx0 + B 2x(j -  B ix ll +
with
(6.17)
(6.18)
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It is well known that the Neumann expansion shown in Eq. (6.15) converges if the 
spectral radius of the stochastic matrix B is always less than 1. This is not a serious 
restriction in engineering problems, as in most cases the random variations are smaller 
than the mean value. The most significant feature of this approach is that the inverse of 
matrix Aq is required only once for all samples and, at least in principle, the statistical
moments of the solution x  in (6.17) can be obtained analytically by recognising that 
there is no inverse operation on AA in (6.13). Nevertheless, the computational costs of 
the Neumann expansion method increase with the number of terms required in Eq. (6.17) 
to achieve a given accuracy and therefore for problems with large random fluctuations, the 
method loses its advantage and could become even more expensive than the direct Monte 
Carlo method. Note that improvements [6.12] have been made by combining the 
Neumann expansion method and the preconditioned conjugate gradient method.
6.2.4 The Polynomial Chaos Expansion Method
In the theory of probability and stochastic processes, the polynomial chaos 
expansion [6.16] was originally developed by Wiener [6.18], Cameron, Martin [6.19] and
Ito [6.20] more than fifty years ago. Concisely, a function of a standard
Gaussian random vector /? = ( $ ,  /?2, • • •, )T has a unique representation, i.e. the so 
called polynomial chaos expansion
<619>/=1
where h{ are constant coefficients and orthonormal multivariate
-~Prfi z >.
Hermite polynomials [6.23] with the weight function e 2 . Hence, if a t (/ = 1,-
in Eq. (6.2) are mutually independent Gaussian random variables the associated solution 
x  then has the following polynomial chaos expansion
M
x " ' £ lkiHl (a i,a 1,—,a m) (6.20)
/
\ / \ ~~(ai+al+"'+am)with Hi (ax,a 2," - ,a m) (/ = 1,• • •,M )  generated by the weight function e 2 
As shown below, the unknown vector-valued coefficients ht (/ = !,•••, M ) can be solved
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from Eq. (6.2) through a Galerkin approach whose shape functions are provided by these 
multivariate Hermite polynomials. Substituting (6.20) into (6.2) yields
»=i
M
T l hj ^ j  (a i’a 2’~" >a m)
A  J =l
- b *  0 (6.21)
Multiplying by Hk^al9a 2, '" ,a m) on both sides, Eq. (6.21) becomes
I M  ’Z h jH j  - b  H k * 0  (* = 1 ,2 ,- ,A/)
V/=l J\j=i )  )
(6.22)
As these shape functions are random, the integral weak form of Eq. (6.21) is then obtained 
by enforcing the expectation to equal zero instead of the Riemann integration of the 
left-hand sides of Eq. (6.22), i.e.
m \(  M
'Z h jH j
w
m M
- b = 0 (* = 1 ,2 ,- ,M ),
'£'ZE{<xlHjHt )A,hJ=E(Hk)b (£ = 1,2,-,M )
(6.23a)
(6.23b)
/=i y=i
Therefore, the solution x  can be readily achieved in terms of the polynomial chaos 
expansion (6.20) after solving the «-vector-valued coefficients h} (y = 1, • • •,M ) from the 
above deterministic equation system of dimensionality Mn .
Due to the early theoretical work by Wiener et al. [6.18-6.20], the polynomial 
chaos expansion method [6.6-6.10] has a rigorous mathematical foundation, including its 
suitability and convergence. However, this method can only be strictly applied to solve 
equations consisting of Gaussian random variables, though for dynamic problems with a 
single random variable, different polynomials (e.g. single-variable Jacobi polynomials)
[6.11] have recently been chosen, without proof of the suitability, to approximate functions 
of a non-Gaussian random variable. Furthermore, the complexity in terms of both the 
derivation of multivariate Hermite polynomials, i.e. the basic building blocks of this 
method, and the associated computational costs does increase exponentially as the number 
of random variables grows. This is because the total number of multivariate Hermite 
polynomials required in the solution for Eq. (6.2) is given by 
(/w + r)!
M  =
m\r\
(6.24)
where r denotes the highest order of polynomials employed in the approximate
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polynomial chaos expansion (6.20). An example is presented in Ref. [6.7] where a small 
stochastic equation system with six Gaussian random variables is considered. It was 
necessary to use up to fourth-order polynomials to satisfy the required accuracy, and
(6 + 4)!
consequently there are =210 six-variable Hermite polynomials in the
fourth-order primary function set j / / j 0,,,",,4) (a 1,a 2,---,a6)J _ . Therefore, the
computational cost becomes a serious issue even for a rather small scale problem.
6.3 The Joint Diagonalization Strategy
It should be noted that the term “random matrix” has been avoided in this chapter 
since the discussions here have nothing to do with the existing theory of random matrices
[6.15], which has recently been employed to develop a non-parametric SFEM formulation
[6.14]. Furthermore, Eq. (6.2) is termed a stochastic system of linear algebraic equations 
compared to a standard deterministic system of linear algebraic equations (6.1). After the 
critical review of the existing methods, this section provides a pure algebraic treatment to 
a new solution strategy -  termed the joint diagonalization - for the stochastic linear 
algebraic system (6.2).
6.3.1 The Formulation
The solution of Eq. (6.2) is well defined if the left-hand side sum of the matrices is 
non-singular almost surely, i.e.
P(\ccIAl + a2A2+--- + a„Alrl\* 0 )  = l (6.25)
The objective here is to invert the matrix sum a lA1 + + — h amAm to obtain an
explicit solution of x  in terms of random variables a t (i = 1, • ■ •, m) .
Assume that there exists an invertible matrix P  to simultaneously diagonalize all 
the matrices Ai (/ = 1, • • •, m) such that
P 'U ,.P  = 4  = diag (An, Xi2, • • •, Xin) (/ = 1, • • •, /n ), (6.26)
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where Xl} (y = 1, •••,«) are eigenvalues of the n x n  real symmetric matrix ^ 
can then be transformed into:
P (a lAl + a 24  + • • • ■+ am4 . ) P 'x  = b .
The solution x  is given by 
x  = P A ' P lb
with
A ~ '= (a lAl +a2At + -  + a mAn )"'
= diag 1 1 1
\  /=1 M 1=1 7
Letting
p-'b = (dl,d2, - , d n) \  
expression (6.28) becomes
x  = P
f  m \
V »=i
-\
r m y 1
v  /=i J
V 1
\  i=1 /  J
\^ n j
= P
V M
f  m y 1
V M
f  m Y 1
V /= l  J
Hence, in a more concise form, the solution is
/  \ T 
1 1 1
x  = D
V i-i m  m  y
,. Eq. (6.2)
(6.27)
(6.28)
(6.29)
(6.30)
(6.31)
(6.32)
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where
D = Pdiag(dltd2, - ,d , , ) .  (6.33)
Eq. (6.32), in which the coefficients D and Ay (/ = 1,— y = 1,—,«) are 
constants determined completely by matrices At (/ = 1,•••,/«) and vector A, gives an
explicit solution to Eq. (6.2). As a result, the associated joint probability distribution and 
statistical moments (e.g. expectation and covariance) can be readily computed. A key issue 
of the proposed strategy is therefore to obtain the transform matrix P  and the 
corresponding eigenvalues Ay (/ = l,---,m j  = 1, •••,«), which is essentially an average 
eigenvalue problem and will be treated in detail in the next subsection.
6.3.2 A Jacobi-Like Algorithm for the Average Eigenvalue 
Problem
The eigenvalue problem of a single matrix is well understood in linear algebra. It 
is well known that a n x n  real symmetric matrix A  can always be transformed into a 
real diagonal matrix A  through an orthogonal similarity transformation, i.e.
Q 'A Q  = A = d i a g ^ . V A )  (6-34)
where A , e l  (i = l ,■••,«) and Q~'=Qr . There are various numerical algorithms to 
obtain A  and Q , and among them the classical Jacobi method [6.21-6.22] diagonalizes 
A  by vanishing its off-diagonal elements through a sequence of Givens similarity 
transformations. Although Jacobi’s original consideration is for a single matrix, his idea is 
rather general and the classical algorithm can be readily modified to accommodate 
multiple real symmetric matrices, as described below.
Denoted by G , the orthogonal Givens matrix corresponding to a rotation angle
6 is
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cos # sin#
G = G (p 9q ,0 )±
- s in # cos#
(6.35)
Let
and
H I  =
n „ N
E I ( a );
V ' = i  M
off( A )  = Z Z ( A ) -  (* = ! , - , m)
/=1 j =1
j* i
(6.36)
(6.37)
denote the Frobenius norms of n x n  real symmetric matrices Ak (k = l,---,m) in Eq.
(6.2) and the quadratic sums of off-diagonal elements in Ak respectively. The aim here is
in
to gradually reduce ^  off {Ak) through a sequence of orthogonal similarity
k=1
transformations that have no effect on \Ak ||F (k  = 1, • • •, m ) .
As only the p-th and q-th rows/columns of a matrix change under a Givens 
similarity transformation, elements of A*k = G (/?, q, # )^ ( / _1 (p, q, #) are given by:
(6.38a)
h \ p = { A i ) P, = ( A n c o s 6>+( A H sin6> 6.38b)
H \ = H ) qr - ( A n s i n 6>+( A H c o s0 (i*p> q) (6.38c)
( A  )pp = (A  L  cos2 0 + (At )w sin2 61 + (Ak )n sin 2#r (6.3 8d)
(A  )w = ( A  )„„ sin2 9 + (A  )w cos2 e  -  (Ak )pqsin 2# (6.3 8e)
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(A t  = (A)„ =\((A)n- ( A ) J s i n 2 0  + ( A )„ c o s 2 0 ,  (6.38f)
(At+(A)L+ 2 (A  I  = ( A ) > ( A ) > 2 ( 4 ) (6.39)
from which it is easy to verify that 
,* \2 / \2 _/
 I A ,  v
' PP v " ' W  N " / / V  PP
The Frobenius norm of a matrix remains invariant under orthogonal similarity 
transformations [6.21-6.22], therefore the following equalities hold
• O W >s
1 '" ( / *
/=1fl
hiaii^ e (a ):-((a ) > ( a )
i*p,q
= o f f ( ^ ) - 2 ( ^ ) ^ + 2 ( ^ )
m m /w __E°ff(A)=Eoff(A)-E2(At+E2 (A)
*=1 k=1 /fc=l *=1
w
Hence, the minimization of ^ o f f ( ^ )  is equivalent to minimizing ^ 2 ( ^ )  .
(6.40)
(6.41)
According to expressions (6.38), we have
E 2( A )^, = E 2f :j( (  A  )„  “ (A  t ) sin 20 + (A  )w cos 20 j
cos 20  y  2 ( A t  ( A t  ( (A ) ,,  - ( A t )
(A  )„  ( (A  \ q ~ (A  )pp) \ { ( A  )qq -  (A  t  )2
/fc=l
=E
k=1vsin2#y
cos 2#^ 
sin 2#
, x fcos 26
= (cos2# sm 2 # ) / 
v ; sin 2#
(6.42)
where
jr=E
Jk=l
2 ( A t  ( A t ( ( A ) „ - ( A t )  
( A t  ( ( A ) , , - ( A t )  t ( (A ) „  - ( A t ) 2
(6.43)
The left-hand side of equality (6.42) is a quadratic sum and the right-hand side is a 
real quadratic form. By noticing the fact that (cos 20 sin 2#)T is a unit vector due to the 
trigonometric identity cos2 26 + sin2 2# = 1 and is able to represent any unit vector in a
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plane, the 2 x 2  real symmetric matrix J  defined in (6.43) is concluded to be 
nonnegative definite since its corresponding quadratic form is always nonnegative. Let
e\J  ^ and e ^  denote the unit eigenvectors (different up to a sign coefficient -1) of / ,
and ^  > 0 the eigenvalues, the range of (6.42) is known from the theory of
quadratic form, i.e.
<AfJ) (6.44)*(j \ v ‘  ^ /  * \^ /  \  COS 20^ ' < ^ 2 ^ )  = (cos2# s in 2 # ) /
*=1 pa sin 20 x
whose maximum and minimum are reached when (cos 29 sin20)T is equal to e[J>}
m 2
and respectively. Hence, ^ 2 ( ^ )  is minimized by setting (cos20 sin20)T
*=1 pq
equal to the unit eigenvector corresponding to the smaller eigenvalue of the 2 x 2  matrix 
J . Without loss of generality, cos 20 can be assumed always nonnegative. Therefore,
m 2
the optimal Givens rotation angle 0opt to minimize ^ 2 ( ^ )  is uniquely determined
k=1 pq
by
(coslO^, sm20op, f  = eij l) (cos26^  >0 ) ,  (6.45)
from which the corresponding Givens matrix follows immediately.
Finally, the classical Jacobi algorithm [6.21-6.22] is modified as follows to 
accommodate multiple real symmetric matrices:
I) Sweep in turn all the entries of matrices Ak (k  = l,---,/w) and find an entry 
(p,q) p * q  such that
I K ) > 0 .  (6.46)
jfc=1
II) For every entry (/>,#) satisfying the above condition, compute the optimal 
Givens rotation angle Qopt according to Eq. (6.45) and form the corresponding 
Givens matrix G^p,q,  9opt).
III) Apply Givens similarity transformation G^p,q,  Gopt) AkG~l (p ,q ,0opt) to all the 
matrices Ak (^ = l,---,/w) respectively and update these matrices into
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A*k (k  = 1,•••,/«). (Note: only the p-ih. and q-th rows/columns in these matrices
need to be updated.)
IV) Repeat the above procedure until the process converges.
As the Givens matrix corresponding to 0 - 0  is an identity matrix, we have
* \ 2
= X 2 M „ -  (6-47)
0=0 k=l
Substituting (6.47) into (6.41) yields
m
0 < £ ° f f ( 4 )
k=1
off ( A ) ,  (6.48)
k=117
which indicates that ^  off ) is monotonously decreasing in this iterative procedure.
*=i
Therefore, the convergence to an average eigenstructure is guaranteed by the proposed 
Jacobi-like joint diagonalization algorithm. Assuming the above procedure has been 
performed K  times with Givens matrices Gl,G2, - , G K respectively, the transform 
matrix P  in (6.26) is then given by
P  = G ?G ? -'G~k = GfG]  • • •G l , (6.49)
and the corresponding eigenvalues (* = 1 , y = l , •••,«) are those diagonal 
entries in the final matrices A*k (k = 1, • • •, m) .
6.3.3 Discussions
•  For the stochastic linear algebraic system (6.2) with one random variable, i.e.
a xAxx  = b , (6.50)
the Jacobi-like algorithm for multiple real symmetric matrices reduces to the
classical Jacobi algorithm for a single real symmetric matrix and the proposed joint
diagonalization solution strategy gives the exact solution of jc in this simple case,
i.e.
x  = PA;lP lb 
= Pdiag
r ' ’ 1 N , 1 , • (6.51)P lb = — A ;lb
a,
1 1 1
rv J  n  Aai \ \  a i^ [2 a i\n
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However, existing methods, such as the Monte Carlo method, the perturbation 
method, the Neumann expansion method and the polynomial chaos method, lack 
the above feature. In addition, it can be seen from Eq. (6.50) and (6.1), that the 
solution for the deterministic equation system (6.1) can be regarded as a special 
case of the proposed solver for the more general stochastic equation system (6.2).
•  For the stochastic system of linear algebraic system (6.2) with more than one 
random variable, i.e. m>  2 , the joint diagonalization can only be approximately 
achieved in this manner unless all the real symmetric matrices Ai (j = 1,-• -,m)
share exactly the same eigenstructure. Consequently, the approximate result is 
essentially an average eigenstructure that minimizes all the off-diagonal entries
m
measured by ]JToff ( ^ ) . It should be noted that in a practical problem, the
*=i
approximate similarity among matrices Ai (i = 1, • • •, m) is not only determined by
the stochastic field of the physical problem under consideration but is also 
influenced by the method employed to construct these matrices, which is directly 
related to the choice of random variables a t (i = 1,•••,»*). The effectiveness and
efficiency of the proposed approach depend on the degree of the eigenstructure 
similarity of the matrices involved. The applicability and limitations of the 
approach will be explored further in the next section.
•  As shown in the explicit solution (6.32), the performance of the proposed solution 
strategy is not influenced by either the range or the type of random variations. In 
the previous sections, the right-hand side vector b of Eq. (6.2) has been assumed 
deterministic, however, this restriction can be readily removed in the present 
approach, since there is essentially no intermediate operation required on b until 
the final solution x  is calculated for the given random variables a t (i = 1, • • •, m ) .
•  The major computational cost of the proposed approach is the Jacobi-like joint 
diagonalization procedure which is obviously proportional to m , the total number 
of matrices, as illustrated in the last section. This implies that the algorithm can be 
easily parallelized and the total computational cost is proportional to the total 
number of random variables in the system.
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6.4 Numerical Examples
Three examples are employed to provide a numerical assessment of the overall 
performance of the proposed joint diagonalization method. All the numerical tests are 
conducted on a PC system with an Intel Xeon 2.4 GHz processor and 1.0 GB DDR 
memory.
6.4.1 Example 1
This example is an artificially designed problem, aiming to demonstrate the 
effectiveness of the proposed procedure for matrices with similar eigenstructures. The 
matrices At (i = 1, • • •, m) are generated by
4 = e ( 4 + 4 ) e T (/ = (6.52)
where matrix Q is a given orthogonal matrix that remains the same for all the matrices 
A j; and matrices Ai and Ai , representing the diagonal and the off-diagonal entries of the 
average eigenstructure respectively, are randomly generated matrices that differ with index 
i . In particular, matrices Ai are diagonal matrices whose diagonal entries are all positive;
matrices At are real symmetric matrices whose diagonal entries are all zero and the 
absolute values of off-diagonal entries are relatively small (about 10% in this example) 
compared with the corresponding diagonal entry in matrix Ai .
A typical matrix Ai and its transformed counterpart P~lA(P  are respectively
illustrated in Figures 6.1(a) and 6.1(b), where the entries in the matrix are linearly mapped 
into image pixels whose colours represent the values of the corresponding matrix entries. 
It can be seen that the Jacobi-like joint diagonalization algorithm significantly reduces the 
magnitudes of the off-diagonal entries when these matrices share approximately the same 
eigenstructure. As observed in Section 6.3.2, the computational cost of the proposed 
Jacobi-like joint diagonalization algorithm is proportional to the total number of matrices. 
This relationship is verified in Figure 6.2(b), where the number of matrices m ranges 
from 50 to 500 and approximately the same convergence level is achieved as shown in 
Figure 6.2(a).
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Figure 6.2 Computational cost of the Jacobi-like joint diagonalization algorithm
6.4.2 Example 2
As shown in Figure 6.3, the second example considers an elastic plane stress 
problem of an isotropic ERM D whose material properties are completely defined by its 
Young’s modulus E(x,co) and Poisson’s ratio v(*,<y). Furthermore, for the sake of
simplicity, it is assumed that the Poisson’s ratio takes a constant value and the only 
random material property of D is the Young’s modulus. Specifically,
v(x,<y) = 0.3 a.s. for Vjc e ZJ, (6.53)
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E ( e ( x , 0))) = 3.0x10'° Pa \ /x  e D , (6.54a)
Cov ( E  (X,, £«), E  (x , ,
(6.54b)
= 6.561xl0 '9e~ 201 Pa2
Following the SFEM formulation described in Chapter 5, a stochastic system of linear 
algebraic equations is obtained, which consists of m -  26 real symmetric matrices 
associated with a constant parameter a ] = 1 and mutually independent standard Gaussian
random variables (i = 2, • • •, 26).
25000 Pa
v^0.3
Figure 6.3 Structural illustration of Example 2
To demonstrate the effectiveness of the joint diagonalization procedure, the images 
o f matrices Ax and A2 , and their transformed counterparts A* = P A }P  and
A*2 = P A2P  are respectively depicted in Figures 6.4 and 6.5. It can be seen from the
m
figures that the total value of the off-diagonal entries, i.e. ]Toff(x4A.) ,  is significantly
k=i
reduced by the Jacobi-like joint diagonalization. From the resulting average eigenstructure, 
the ratio of the off-diagonal entries to the Frobenius norm is 9.655 x 10“4, i.e.
m m
X o f f ( 4 ' ) :Z K L  =9.655x 10“4:1 . (6.55)
k=\ k=\
The corresponding convergence history is plotted in Figure 6.6.
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Due to the number of random variables used in this example and the fluctuation 
range o f these random variables, only the Monte Carlo method and the Neumann 
expansion method (up to the sixth order expansion in Eq. (6.17)) are implemented for 
comparison with the current joint diagonalization method. For one sample path of 
a i ( / = l,--- ,2 6 ), the comparison of the solutions a: obtained respectively with the
Monte Carlo method, the Neumann expansion method and the joint diagonalization 
method is illustrated in Figure 6.7. It can be seen that the proposed method obtains a good 
path-wise solution (strong solution) to the stochastic system of linear algebraic equations
(6.2). Figure 6.8 shows the comparison for eight sample paths and the current method also 
gives a very good statistical solution (weak solution) to the stochastic linear algebraic 
system (6.2). In order to obtain good empirical statistics of the 52 unknown random 
variables (i.e. the nodal displacements) used in this example, 500 path-wise solutions are 
calculated with the three different methods. The corresponding CPU time costs o f 500 
solutions are recorded in Table 6.1. It can be seen that the joint diagonalization solution 
strategy exhibits the best performance in terms of efficiency. However, as the joint 
diagonalization algorithm proposed in this work is based on the classical Jacobi algorithm, 
this advantage may disappear for large-scale matrices.
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0.000000 
- 0.000002
o -0.000004 co
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-0.000008
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Neum ann expansion  m ethod  
* Joint diagonalization m ethod
0 a
0 0 B 0
0  B  0
a  S3 £ 3 0 0 0  0  0 0
0 0 0 0 0
10 20 30
Index i
40 50 60
Figure 6.7 Solutions obtained with Monte Carlo, Neumann expansion and joint 
diagonalization methods (one sample path)
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Figure 6.8 Solutions obtained with Monte Carlo, Neumann expansion and joint 
diagonalization methods (eight sample paths)
Table 6.1 CPU time costs of 500 solutions
Monte Carlo Neumann expansion Joint diagonalization
method method method
CPU time cost (s) 0.427 0.926 0.343
Finally, for one sample path of the random medium, the contour plots of principal 
stresses are shown in Figure 6.9. The deterministic counterpart of this simple example, in 
which the Poisson’s ratio remains the same and the Young’s modulus takes a fixed value 
£(*,&>) = 3.Ox 101() Pa, is also analysed using the standard finite element method with
the same mesh structure, and the principal stresses are illustrated in Figure 6.10 for 
comparison. As shown in Figure 6.10(a), there is no horizontal stress distribution in this 
simple problem when the material properties are constant. However, due to the spatial 
variation of material properties, a horizontal stress distribution is observed in Figure 6.9(a). 
It can be seen in Figure 6.9(b) and Figure 6.10(b) that, although the principal stress level 
in the stochastic case is very close to the deterministic case, there is a visible random 
variation of the principal stresses resulting from the property variation throughout the 
random medium, as expected.
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Figure 6.9 Principal stress distribution of the ERM (for one sample path)
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Figure 6.10 Principal stress distribution of the corresponding deterministic medium
6.4.3 Example 3
A simplified tunnel model as shown in Figure 6.11 is considered in this example. 
The associated ERM D  is described by 
Young’s modulus
E ( E ( x , g>)} = 3.0x1 010 Pa V x e D ,  (6.56a)
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Cov (£  (jc, ,co),E (jc2 , co^)
{x2- x j  +(y i - y J
= 3.8025 x l0 20e 2 02 Pa2
Vx,, x 2 e D (6.56b)
Poisson’s ratio
v(x,ry) = 0.3 a.s. for Vjc g Z). (6.57)
The stochastic system of linear algebraic equations is formed through a similar procedure 
as used in the previous example. After joint diagonalization, the ratio of the off-diagonal 
entries to the Frobenius norm is 6.024 xlCT3, and the corresponding convergence history
is shown in Figure 6.12.
6000000 Pa
Figure 6.11 Illustration of Example 3
0 .0 9
0 .0 8
0 .0 7
0 .0 6
005
jt=i 0 .0 4
|2
0 .0 3IF
0.02
0.01
0.00
0 2 6 8 91 3 4 5 7
Iteration N um ber
Figure 6.12 Convergence history of the Jacobi-like joint diagonalization
170
Chapter 6. The Joint Diagonalization Solution Strategy
A corresponding deterministic model, sharing the same geometric configuration 
and the same Poisson’s ratio, but setting Young’s modulus to a fixed value 3.0x 10’° P a , 
is also analysed using the standard finite element method. Principal stress distributions of 
the stochastic model and the deterministic model are respectively shown in Figures 6.13 
and 6.14, from which it can be observed that the stress distribution of the stochastic model 
is not only influenced by the model structure but also by the random material property 
variation throughout the medium.
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Figure 6.13 Principal stress distribution of a simplified tunnel model (for one sample path)
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6.5 Summary and Suggestions for Future Research
6.5.1 Summary
This paper presents a novel strategy for solving the stochastic system of linear 
algebraic equations (6.2) arising from the SFEM formulation in Chapter 5. Firstly, the 
solution strategy simultaneously diagonalizes all the matrices in the system to obtain an 
average eigenstructure. The stochastic linear algebraic system is then decoupled by joint 
diagonalization, and its approximate solution is explicitly obtained by inverting the 
resulting diagonal stochastic matrix and performing the corresponding similarity 
transformation. Once the approximate solution is obtained in an explicit form, it is trivial 
to calculate the associated statistical moments and joint probability distributions. For the 
joint diagonalization, the classical Jacobi method has been modified for use with multiple 
symmetric matrices, while preserving the fundamental properties of the original version 
including the convergence and the explicit solution to the optimal Givens rotation angle. 
The computational cost of this Jacobi-like joint diagonalization algorithm is proportional 
to the total number of matrices in the system. This infers that it can be easily parallelized. 
For the solution of the stochastic system of linear algebraic equations, using the proposed 
approach, there is no restriction regarding either the range or the type of random variations 
in consideration.
Even though the presented strategy gives an explicit solution to Eq. (6.2) in a 
closed form, it is not advocated to use the Jacobi-like joint diagonalization algorithm for 
large-scale matrices. Indeed for a single matrix the classical Jacobi algorithm is not the 
most efficient method and does become extremely slow in dealing with a larger matrix. In 
this chapter, the joint diagonalization of multiple matrices is achieved through a similarity 
transformation by using an orthogonal matrix, thus its performance depends on the 
approximate similarity of the matrix family, which is not only determined by the stochastic 
field associated with the physical problem in consideration but is also strongly influenced 
by the method used to construct these matrices. These are the major limitations of the 
proposed Jacobi-like joint diagonalization algorithm.
It is well known that for a deterministic system of linear algebraic equations (6.1), 
there exist various numerical algorithms developed for different types of matrices and
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different solution requirements, which are all explicitly or implicitly based on inverting 
the matrix under consideration. For a more general stochastic system of linear algebraic 
equations (6.2), it can be similarly expected that there will be different numerical 
algorithms based on the joint diagonalization of multiple matrices, which essentially give 
an approximate inverse of the matrix family as shown in the previous sections.
Parts of the results in this chapter have already been reported in [6.24-6.25].
6.5.2 Suggestions for Future Research
Regarding the joint diagonalization solution strategy proposed in this chapter, the 
following aspects need further investigation.
•  In Sections 6.4.2 and 6.4.3, it is assumed that the Young’s modulus is the only 
random material property of the ERM under consideration. This is because the full 
numerical investigation for the F-K-L representation scheme of the general elastic 
tensor of ERM has not been completed in Chapter 4 and consequently considering 
ERM with multiple random material properties may introduce unnecessary 
numerical errors to the stochastic linear algebraic system (6.2). In principle, the 
joint diagonalization solution strategy for Eq. (6.2) holds no matter how many 
independent random material parameters are actually contained in the ERM elastic 
tensor. Nevertheless, a thorough numerical investigation is important for the new 
approach and it should be performed with carefully designed examples when the 
examination of the F-K-L representation scheme is completed.
•  As shown in Section 6.3, the performance of the Jacobi-like joint diagonalization 
solution depends on the similarity between those real symmetric matrices in the 
stochastic linear algebraic system. Hence, in order to obtain an error estimate for 
the approximate solution, it is necessary to further analyse the algebraic properties 
of the matrices involved, especially the properties of their average eigenstructure. 
The semi-analytic F-K-L representation addressed in Chapter 4 and the simple 
SFEM discretization described in Chapter 5 provide a good start to tackle this 
algebraic problem.
•  The proposed Jacobi-like joint diagonalization method may provide an alternative 
way to solve the stochastic system of linear algebraic equations in small-scale cases. 
However, it should be noted that neither the similarity transformation nor the
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orthogonal matrix is necessary and essential in this new solution strategy. For 
example, it is trivial to prove that for two real symmetric matrices A  and B , if at 
least one of these is positive definite, then there exists an invertible matrix C , 
which is not necessarily (and usually is not) orthogonal, to simultaneously 
diagonalize both matrices through a congruent transformation such that C1 AC  
and C t BC  are real diagonal matrices. Indeed, it can be shown that the solution of 
Eq. (6.2) is mainly determined by the average eigenstructure corresponding to the 
smallest eigenvalues of matrices A i , which can be approximately obtained by an
explicit transform of individual eigenstructures of A i . Hence, for the stochastic
linear algebraic system with large-scale matrices, an improved algorithm which 
combines the current procedure with dimension-reduction techniques is very 
promising.
The joint diagonalization solution strategy together with some of the above 
research that is currently under development will be reported in [6.26-6.27].
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Chapter 7 
A Directed Monte Carlo Solution for the 
Stochastic System of Linear Algebraic 
Equations
The main objective of this chapter is to propose a Monte Carlo based method for 
the solutipn of the stochastic system of linear algebraic equations (5.16) obtained in 
Chapter 5. To simplify the notation, Eq. (5.16) is rewritten as follows:
( * . + * ( f  ))« (* )  = * (7.1)
where
& ••:.# .) . (7-2)
in which K 0 and K t (j = 1,2, •••,/«) are N x N  deterministic matrices; £  are m 
mutually independent standard Gaussian random variables; b is a deterministic* external 
load vector; and «(£) is the random displacement vector to be sought.
The development of effective solution strategies for Eq. (7.1) to obtain various 
statistical properties of the solution m(£) and the associated results, such as strain and
stress, is one of the central issues in SFEM and becomes increasingly more important
when larger scale problems with many random variables need to be considered. As
reviewed in Chapter 6, various solution approaches have been proposed over the past two
* For the sake of simplicity, randomness in the external load vector is not considered in this chapter.
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decades. Among all existing solution methods, Monte Carlo (MC) simulations are 
considered to be the most versatile approach and are in fact almost always used at some 
stage in most stochastic solution procedures. The main disadvantage of Monte Carlo 
simulations, however, is the intensive computational cost involved, particularly for large 
scale problems with many random variables, since a large number of samples are normally 
required to achieve a reasonable solution accuracy and a new system of equations needs to 
be solved at each MC sample.
In addition to those schemes traditionally proposed to improve the sampling 
strategies of Monte Carlo methods, including importance sampling, stratified sampling, 
recursive stratified sampling and adaptive Monte Carlo and especially VERGAS [7.2] (see
[7.3] for a brief review on the topic), some progress has also been made in SFEM where 
the focus is on the solution of Eq. (7.1) by employing iterative approaches, such as 
Preconditioned Conjugate Gradients (PCG), so that large scale problems could be tackled. 
Recent developments in this aspect can be found, e.g. in [7.4-7.7J. One example is the 
recent work of [7.8] which proposes an explicit stochastic Incomplete Cholesky (IC) 
preconditioner for K 0 + * ( f )  based on the polynomial chaos expansion concept (see e.g.
Ref. [7.1] or Section 6.2.4) to achieve a fast solution convergence of PCG at each Monte 
Carlo sampling point. It has to be pointed out however that in contrast to the solution of 
the deterministic system of linear algebraic equations, existing stochastic solution 
procedures are generally far from computationally adequate to handle large scale problems 
with many random variables, and therefore new and more advanced solution techniques 
are urgently needed in order to greatly improve the modelling capability of SFEM for 
practical applications.
The key feature of Monte Carlo samples is the randomness and unpredictability in 
the sequence of their spatial positions, in the space formed by the random variables, except 
for their statistical property. Therefore it appears necessary to solve a separate system of 
equations for (7.1) at each Monte Carlo sampling point of £ . Note that this is always the 
case when Eq. (7.1) is solved by a direct solver. However, after all the Monte Carlo 
samples are generated, many of them may be closely positioned spatially, particularly in 
the high probability regions and when the number of the sampling points is large. This 
spatial proximity of Monte Carlo samples suggests that if an iterative solver is employed, 
the solution obtained at one or more MC sample may be used to provide a good initial
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approximation for their immediate neighbours which could result in a significant reduction 
in the number of iterations required at these points. It is this observation that will be 
exploited in this chapter in order to improve the computational efficiency of MC 
simulations for the solution of Eq. (7.1).
The reminder of this chapter is organized as follows. In Section 7.1, the joint eigen 
properties of the stochastic matrix K  (£) and the deterministic matrix K 0 will be
briefly discussed to identify a possible very effective preconditioning scheme to be used 
later in PCG. For the solution of Eq. (7.1), a modified Monte Carlo approach, termed the 
directed Monte Carlo method and based on the utilisation of the spatial proximity of MC 
sampling points, will be developed first for equations with one random variable in Section 
7.2. Two integrated numerical techniques essential for the success of the new method, 
including preconditioning and initial approximation prediction, are discussed in detail. The 
extension of the directed Monte Carlo approach to equations containing multiple random 
variables is undertaken by the adoption of a general hyper-spherical concept in Section 7.3. 
Numerical experiments are conducted in Section 7.4 to assess the performance of the 
proposed solution strategy and associated numerical techniques in terms of computational 
costs and solution accuracy. Finally, some conclusions regarding the proposed method are 
made in Section 7.5.
7.1 Properties of Stiffness Matrices
In addition to the statistical behaviour of the random vector £ in Eq. (7.1), the
m
relationship between K0 and K ( ^ )  = ^ j ^iK i also plays a paramount role in the
»=i
solution of the stochastic linear algebraic system. Particularly, gaining a fundamental 
understanding of their underlying relationship will shed light onto the development of 
effective solution strategies for Eq. (7.1). This important issue is briefly addressed here.
Recall from Chapter 5 that the matrix K 0 is real symmetric and positive definite 
while the matrices K i (i = l,2,---,/w) are real symmetric but not necessarily (and 
usually are not) positive definite. Hence, K 0 permits a standard LlJ  Cholesky
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decomposition:
Ko = L £  (7.3)
and, together with the symmetry of K(%),  it ensures that the following generalised 
eigenproblem formed by K 0 and K(%) has real eigenvalues = d iag (^ f,^ /,---,A j) 
and corresponding real eigenvectors = (vf, v\ , • • •, v J ):
K (S )V '= K 0V'At (7.4)
with
V / K ( { ) V f = A f  , V?K0V f = I  (Identity matrix) (7.5)
and
Af (7.6)
The eigenpairs Atf (£) and (£) also possess the following properties:
4 ( 0 )  = diag(0), K{(0) = ( i l ) " '  and 4  ( -£ )  = - 4  (£ ). (7.7)
With the aid of the above eigen-decomposition, the original equation (7.1) can be 
decoupled to
( l ^ A t )V- 'u{4)  = V(b  (7.8)
which leads to an explicit solution of « (£ ):
u(l;) = V( { l  + A( )-'v?b  = Z ^ v f .  (7.9)
Clearly, the eigenvalues Xf (i = 1,2, •••,# ) represent the variation scale caused by the 
random variables at the structural response level. The solution at each sampling point of 
£ will depend on the actual spectrum of Xf.
It is shown in Chapter 5 that the stochastic matrix sum K0 + is, in the
context of probability, real symmetric and positive definite. Thus, following the definition 
of real symmetric and positive definite matrices, it can be concluded that
Xf>-1 for all \ < i < N  (7.10)
which, when taking into consideration of the property Xf (-£ ) = -Xf (£ ) , further leads to
Xf <1 for all 1 < i < N .  (7.11)
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Combining Eqs. (7.6), (7.10) and (7.11) yields
- \ < t f  1 (7.12)
Hence, in Eq. (7.9), those extreme eigenvalues at the lower end of the above 
eigenspectrum will have major contributions to the random variation of the solution
« ( £ ) •
Using K 0 = L0lJ0 as a preconditioner to Eq. (7.1) results in
( /  + £(<?))!>(<?) = 0  (7.13)
with
ir (£ )  = £ ; '* ( £ ) ( £  )■'. (7.14)
It is trivial to observe that Af is also the eigenvalue matrix of K  (£ ), i.e.
v ] K ( Z ) V f = A f  and v ] V f = I  (7.15)
with the eigenvector matrix Vs =lJ0V^. Thus, following the eigenspectrum (7.12), the 
spectral condition number of /  + K  (£) can be estimated as
1+45 . 2
+ Af 1 + Af
When the minimum eigenvalue Af is not very close to -1 , which is normally the case
for practical problems, cond2^ / + A '(£)j will be in order O ( l) . Thus, it is concluded
that K0 is in general a good preconditioner for Eq. (7.1). It is also worth highlighting 
that at problem scales SFEM can currently handle effectively, the Cholesky decomposition 
is still very computationally competitive in terms of both memory and CPU time costs. 
Particularly, with the continuing advance of computer hardware, the scale of problems that 
a direct solver can effectively solve is also increasing. Furthermore, in the current problem 
concerned, a large number of repeated uses of the triangular decomposition L0 of K 0
will significantly offset the overhead associated with the initial computation of L0 which 
further increases the effectiveness of the Cholesky decomposition. Thus the lower 
triangular matrix L0 and the deterministic solution ud
H ,= « (0 ) = O  (7.17)
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are assumed available when needed.
It is normally difficult to compute and as the general (random) functions 
of random vector £ , but it is computationally feasible to obtain the joint eigen properties 
of each matrix K i and K 0, particularly the two extreme eigenvalues, and XN. 
Investigating the eigenstructures of these individual matrices can reveal certain features of 
A( and . This issue however will not be pursued further in this chapter.
7.2 Modified Monte Carlo Simulation: One Random 
Variable
Let
? e R " (? -18)
(2*)T
denote the joint probability density function of the random vector in Eq. (7.1), then the 
expectation of an arbitrary function /  of the solution w(£) can be generally written as
£ ( / ( « ( f ) ) ) =  J[./ ( « ( ? ) )  Pt  (?)«£. (7.19)
The standard Monte Carlo simulation estimates the above probability integral by taking 
the arithmetic mean of the integral function / ( « ( £ ) )  over M  points {Ci,C2>*">Ca/}
sampled according to the probability density function (?):
1 M
^ ( / W f ) ) ) ^ I / ( “ te ) ) -  (7.20)
The most expensive operation in the Monte Carlo simulation is that involved in the 
solution of (7.1) at each Monte Carlo point. The new DMC (directed Monte Carlo) 
approach, aimed at improving the computational efficiency of solving the equations on the 
basis of the utilisation of the spatial proximity of Monte Carlo sampling points, will be 
developed, first for one random variable cases in this section and then extended to general 
multiple random variable cases in the next section. This modified Monte Carlo approach 
consists of two essential ingredients: (a) an iterative algorithm is employed to solve the
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linear system of equations at each Monte Carlo sample; and (b) the sampling points are 
first spatially sorted so that a high quality initial solution to the current sample can be 
obtained based on the solutions at its neighbours already solved.
7.2.1 Preconditioned Conjugate Gradient Method
The iterative solution of a linear system of equations is well established, and many 
solution algorithms have been proposed. Among all iterative solvers developed, the PCG 
(preconditioned conjugate gradient) algorithm is the most popular iterative solver for a 
real symmetric positive definite system. It is interesting to note that the PCG algorithm has 
been recently established to be equivalent to a second-order time integration scheme [7.9]. 
The standard PCG algorithm for solving a linear system
Kx = b (7.21)
with given preconditioning matrix M p (also assumed real symmetric and positive
definite), initial guess x 0, required solution accuracy t  and maximum iteration number
7max, is provided below for reference.
Algorithm 7.1 Standard PCG algorithm: x  = PCG (K , b, x 0, M p, r, 7max)
Compute r0 = b - K x 0. If ||r0||2 < T\\b\\2 return with x  = x 0; else compute initial 
search direction p 0 = M plr0 
For i = 0,l,2,---,7max :
1. Update solution:
where
2. Update residual:
*/+!=*/+«/#>/
pjrt rjM-Jr, 
pjKp, PjK Pl
OCj T
r,+x= r,-a>KPl
3. Check convergence: if \ri+1\2 < r||^||2, return with x  =
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4. Compute new search direction:
+ A p<
where
p ' K M - ' r .
f t  _  p  1+1 r M M p ' r M
P i  T  vP, *P, r TM~'rI p  I
As all the computational aspects of the standard PCG have been thoroughly 
investigated, no new development will be offered in this work. However there are two 
integrated issues that are essential to the success of the DMC method, and therefore 
deserve further discussions: (a) preconditioning; and (b) initial guess. The latter issue will 
be elaborated upon in the next subsection.
Preconditioning is the most important technique for PCG to achieve a fast 
convergence for practical problems by providing a possible significant reduction in the 
spectral condition number of the original matrix. IC (incomplete Cholesky) decomposition 
and its variants are most commonly used preconditioning schemes [7.10]. Let the IC 
decomposition of a matrix K  be denoted as IC(A'). For the current problem concerned,
since the matrix varies at every sampling point, there exist several options for the
preconditioning matrix M p :
•  ICO: M p = IC (K 0) ,  the IC decomposition of K 0;
•  SIC: M p = IC(K 0 + K  (£ )), the IC decomposition of K 0 + K  ( f );
•  K0: M p = K 0 = L0lJ0, the complete Cholesky decomposition of K o.
The first option, denoted ICO, uses the IC of K 0 as the preconditioning matrix for
all the sampling points. The apparent attractive feature is its computational efficiency as it 
is generated only once. It is argued however that its performance may not be sufficient 
when large scale random variations are present. The second choice, denoted SIC, seems 
desirable because a new IC decomposition is generated for K 0+ K (£) at each sampling 
point of £ . The obvious disadvantage of this option is the relatively expensive 
computational costs involved in the generation of IC (lf0 + * ( * ) )  at the sampling points.
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It is this concern that is addressed in [7.8] which proposes to express IC(*. as
a series of £ based on the polynomial chaos expansion (see e.g. Ref. [7.1] or Section 
6.2.4) to reduce the computational costs. Note that both IC and SIC decompositions may 
fail when the diagonal terms become negative during the decomposition. Although 
artificial amendments can be made to resume the procedure, the resulting decomposition 
often does not perform well.
The third option, denoted KO, uses the complete Cholesky decomposition of K a
as the preconditioning matrix. This option is highly recommended in the present work 
supported by the analysis conducted in Section 7.1 for the following reasons: (a) unlike 
the first two schemes, this option always achieves a good convergence regardless of the 
properties of K 0, unless the random variation is very high; and (b) the computational
procedure involved in the decomposition is very stable while the other IC decompositions 
can fail. Note that the KO scheme with further improvement has already been adopted in
[7.5]. In Section 7.4, numerical examples will be provided to compare the performance of 
these three preconditioning schemes.
Generally a good initial approximation can also reduce the number of PCG 
iterations. However, it may not be easy to provide such an approximation apart from some 
special cases, as will be further discussed later. If no other information is available, the 
deterministic solution ud may always be considered as a fairly good candidate.
Note that the above discussion is applied to both one and multiple random variable
cases.
7.2.2 Exploitation of Spatial Proximity of Monte Carlo Points
When only one random variable £ is present, Eq. (7.1) is reduced to
( K 0+Z K ) u ( t )  = b.  (7.22)
Suppose that the total number of Monte Carlo samples required is M  and all the 
sampling points, M= {gx, g2, • • •,gM}, for the random variable £ are generated before the
solution of Eq. (7.22) is performed. Normally these points bear no spatial sequence in R 
while generated. However, when they are sorted in ascending order, their spatial
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relationship becomes apparent. Therefore these sampling points in the set M can be 
assumed to be in order
£1 < £2 < '**< Gm ' (7.23)
This reorganisation of the sampling points makes no difference to the standard Monte 
Carlo simulation, but it is crucial for the modified Monte Carlo approach proposed here.
Following the reorder, the key to the effective exploitation of the localisation is 
how to provide a better guess for the current sample if the solutions at previous or 
neighbouring samples are known. This can be approached in two slightly different ways.
First, suppose that the solution w(<f) to (7.22) at % = g is obtained and the 
solution h(£) at £ = g + A g  is sought:
( K0+(? + A g ) K ) u ( ? + A?) = b.  (7.24)
By employing a first order Taylor series approximation, u(g + Ag)  has the following 
approximation
du(£)
u ( s  +  A s ) « u ( s ) + - A? (7.25)
i sdS
where the gradient du(4)/d% can be readily obtained from (7.22) as
± M  = - ( K 0 + ZK) - 'Ku{4).  (7.26)
dg
However, to evaluate the above gradient is equivalent to the solution of a new linear 
system, and therefore using (7.25) to find an approximation to u(g + Ag)  is not very 
attractive. Nevertheless, it is straightforward to compute the gradient at £ = 0 since it is 
assumed that the Cholesky decomposition of K 0 is available: 
du(4)
d {
= -K -'K u d. (7.27)d 
£=0
A better approach is to utilise additional information to approximate the gradient 
du(<^)/d^ . Now suppose that the solutions i#(£) at the sampling points from gx to gt 
have been found and the aim is to use these results to obtain a high quality initial guess 
u0 (<J) at £ = Gi+i f°r the corresponding PCG iterations. This is basically an
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interpolation/extrapolation problem, and many standard numerical schemes are available. 
Here the following two schemes are proposed for use:
•  Linear interpolation/extrapolation scheme. In this scheme, the gradient du(£)ld%  
at £ = gt is approximated by a forward Euler difference as
used to compute an initial approximation solution at £ = gM.
The first scheme is very simple to implement. Its performance is however 
dependent on the spacings gi -  gt_x and gi+l -  gi . At the expense of more computational
costs, the second scheme usually provides better approximation if the spacings between 
the sampling points are all fairly uniform. However, random samples cannot always 
satisfy this requirement and occasionally behave irrationally. Particularly when gt -  gt_x 
is significantly larger or smaller than the previous spacings, the predicated initial solution 
at gi+l is normally poor, while on the other hand the linear scheme is not sensitive to the
spacings. In general, as will be demonstrated numerically in Section 7.4, the spline scheme 
exhibits better performance when a relatively small number of sampling points are present, 
while the linear scheme behaves satisfactory when a large number of samples are present.
In both schemes, the first two solutions need to be computed differently. The first 
solution «(si) may be obtained probably with ud as the initial guess, which is then
used as the initial approximation for the next solution u(g2) . When the sample values
gt (i = 1,2, • • •,M )  are roughly symmetric about the origin, which is true for most cases,
there exists an alternative sample processing strategy. The sorted sample sequence (7.23) 
can be split into two parts so that the samples in the first part are all smaller than zero and 
larger than zero in the second part:
(7.28)
then it follows that
(7.29)
•  Cubic spline interpolation/extrapolation scheme. In this scheme, a cubic spline is 
generated first to interpolate all the existing solutions (componentwise) and then is
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?1 < •••< £ /< 0 < £ y i < ■ "<?«• (7-30)
Now treat ud -  «(0) as the first solution, and since the gradient du(£)ldl; at £ = 0 is
available from (7.27), (7.25) can be used to compute the initial guess for £ = gs to obtain
the solution i#($v ) . Then the solution from g ^  down to qx can be found following the
above two interpolation/extrapolation schemes. The second part can be processed, starting 
from gJ+l until gM , in a similar manner. This latter strategy is numerically proved to be
slightly more effective.
The main steps involved in the DMC approach proposed above are summarised in 
Algorithm 7.2, where the sampling points are assumed to be processed from gx.
Algorithm 7.2 Directed Monte Carlo simulation -  one random variable:
If M is empty, generate M  random samples M = according
to the given probability density function ($•). Sort the samples in M in 
ascendant order.
du{4)
Compute ud = K 0 b (and = - K 0 Kud if required).
d $.
•  Set initial preconditioning matrix M p (and update it for the second point if
required).
•  Compute the first two solutions:
«, = PCG(jro + ?xK , b , u d, M f , T , I ^ )
u2 = PCG ( K0+g2K,b,u, ,  M p, r , / max)
•  For k = 3,4,---,A /:
1. Update preconditioning matrix M p if required.
2. Compute initial guess uQ ) based on the linear or spline scheme.
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3. Obtain solution
«, = P C G (* . + ftJST,*, «„ „ )
•  Calculate the expectation:
£(/(«(£)))=-j^E/(«fo))
7.3 Modified Monte Carlo Simulation: Multiple 
Random Variable
The DMC solution strategy proposed in the previous section cannot be readily 
extended to multiple random variables. The main challenge is the fact that spatial points in 
an m-dimensional domain do not have an in-built “order” as in the one dimensional case. 
In this section, this difficulty is overcome by further modifying the standard Monte Carlo 
method with the introduction of a hyper-spherical transformation to the simulation.
7.3.1 Hyper-Spherical Transformation
Let §OT denote the surface of a “unit m-sphere”, i.e. an /72-dimensional 
hyper-sphere of unit radius. That is, the relation
«  = £ + ? !  + ■•■ + £  =1 (7.31)
holds for any point £ = , | 2, • • •, J on Sm. The total area of §m is
m
2/r2
An = f  in'
(7.32)
v 2 j
where T (•) is the gamma function.
With the assistance of the above notation, the Gaussian random vector 
£ = inEq. (7.1) can be expressed as
(  = (7.33)
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where £ is a random vector on Sm and
e , = J & - ( & +g +... + £ f * 0  (7.34)
is a random variable. This is basically a general hyper-spherical transformation where
and £ represent respectively the “magnitude” (or “radius”) and the unit “direction” of £ , 
as illustrated in Figure 7.1 in a polar coordinate sense.
dV
Figure 7.1 2D illustration of hyper-spherical transformation
In Eq. (7.33), £ and represent respectively the normalized orientation and 
the collective variation scale of the mutually independent standard Gaussian random 
variables £  (i = l,2 ,---,m ), and their probability distributions are uniquely determined
by the joint probability distribution of f . Specifically, J  and £  are independent, and 
their probability density functions can be obtained as
ff
P t O =
_ £ r
_/n-l „ ?
2 \
V
2 ^ r  ^ G > 0
gr <0
(7.35)
and
q . q  = 1
other
(7.36)
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respectively. As %r e R +', where R + denotes the space formed by zero and all positive 
real numbers, the introduced hyper-spherical transformation (7.33) permits the following 
decomposition of the original “Cartesian” space R m
R m= R +x S m. (7.37)
Without giving a detailed derivation, the volume element dq in the space R m has the 
following relationship with an infinitesimal “line” element dgr on the “radial” direction 
and an infinitesimal “surface” element dA on S •m
dq = g”-'dgrdA. (7.38)
With the above preparations, the expectation of the function / ( « ( £ ) ) ,  which is
originally calculated in the Cartesian space R m in (7.19), can now be cast in the 
hyper-spherical space as
£.2
£ ( / ( “ ( f ) ) ) = l _ L / ( “ («v> £))— 1S'~'d S'dA- (7.39)
(2x) i
Using the probability density functions /^  (?) and (?r) > the above expression can be 
rewritten as
£ ( A “ ( f ))) = I .  h  > (7-4°)
in which
(^ )= ( s M s r ■ (7.41)
It is noted that, when £ = is fixed at £ = q on Sm, i#(£) is the solution to the 
following linear equations with one random variable :
( i . + £ * j ) « ( 6 , S )  = * (7.42)
in which
K.( =g1K l + g2K 2+ -  + s„Km (7.43)
is a deterministic matrix. Eqs. (7.40-7.43) readily suggest a new Monte Carlo simulation 
procedure in which the solution strategy developed in the previous section for the system 
with one random variable can now play an important part.
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7.3.2 Modified Monte Carlo Simulation in Hyper-Spherical 
Space
Now the Monte Carlo simulation can be undertaken in two different spaces as 
follows:
I) Generate a set of the required number ( M -) of sampling points on §m:
£ — J • (7-44)M
II) At each sample gt e , compute
A  (* ') = (?-45)
which can be performed effectively by employing the one-dimensional DMC 
simulation (i.e. Algorithm 7.2) using samples from the set
M *,={ r f .S ? , - ,* * }  (7.46)
for %r . That is,
n r )  Then, the final result can be computed as
i Mi
£ ( / ( * ( 0 ) ) - w - 2 / 6  «. • (?-48)1V1 g /=1
The above procedure is referred to as the directed Monte Carlo simulation for multiple 
random variables.
Note that in the above discussion no coordinate system is explicitly specified for 
the computation associated with §m. Such a system may be needed when generating 
sampling points on §m. In fact, any valid coordinate system can be chosen in principle.
For instance, the so called hyper-spherical coordinate system, a generalisation of the 3D 
spherical coordinate system, can be used, in which the independent variables are m -1
“angles” {0X, 02, • • •, Qm_x}, and any point £ on §m can be expressed as
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(  =
% /
h
A
=
L - i
J m  ,
\
cos 0X
sin 0X cos 02
f k-1
fusing
V  1=1
COS& (7.49)
sin 0X • • • sin 0m_2 cos 0m_x 
sin 0X • • • sin 0m_2 sin 0m_x
where ^ e [0 ,;r ]  for / = l,2 ,--- ,w -2  and 0m_xe[O,2ff).  The random vector £ will 
be uniformly distributed on §m when all the angles 0t (i = 1,2, • • •, m - 1) are uniformly 
distributed in their value ranges.
However, the use of a coordinate system on §OT can be totally avoided. Suppose
that the required number M-  of samples on Sm is larger than the required number
of the samples for . First generate sampling points of £ from which two sets of
A
samples for both gr and £ , and M -, can be obtained following Eqs. (7.33-7.34). 
Then when computing j at each sampling point e M -, randomly choose any
consecutive samples from for .
Although in Eqs. (7.33-7.34), due to the spherical symmetry of the
distribution of £ , the random variation £r can be extended to the whole real number
axis R  by restricting the directional vector £ on half of . The benefits of extending 
£r to R  are twofold: (a) to reduce the number of MC sample points required by half, 
thereby reducing the total MC simulation times; and (b) to increase the number of 
sampling points of £r used at each c, to compute ^  j , thereby maximising the
computational gain of the one-dimensional DMC simulation. Another added benefit is that 
the important issue of fully understanding the eigenstructure of the general matrix K  (£) 
becomes more tractable, although this is outside the scope of this chapter.
Finally, the main steps involved in the directed Monte Carlo simulation for
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multiple random variables are outlined in Algorithm 7.3.
Algorithm 7.3 Directed Monte Carlo simulation -  multiple random variables:
•  Generate M-  standard Gaussian random vector samples M  = ••>?«- J
(
1 2gr,gr ,-- ,gr f f and
= { < ? ! , for £  311(1 f  respectively.
^  I ^  i ^  z \
•  Loop over all sampling points = I gx, g2, • • •, gm I e :
1. Set K ,i = s\K i + s'1K 1+ — + <;mKm
2. Choose randomly consecutive samples from to form a subset 
MJ, c
3. Compute: ffr (£,) = D M Cl(x„,X i (?,))
•  Calculate the expectation: E ^ f  (« (£ ))) = ------------------ )
(=i
The DMC method for multiple random variables, however, has implications with 
regard to the solution accuracy in comparison with the standard Monte Carlo simulation, 
since both the Monte Carlo formulation and the sampling strategy are now essentially 
changed. This issue will be discussed further in conjunction with numerical simulations in 
the next section.
7.4 Numerical Experiments
In this section, two examples will be used to provide a full assessment of several 
numerical aspects of the proposed DMC simulation methodology for the solution of Eq.
(7.1). First the performance of PCG using different preconditioners and prediction
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schemes for initial approximations are investigated in terms of both PCG iterations and 
CPU costs mainly for one random variable cases. Then the solution accuracy of the DMC 
approach against the standard MC simulation in terms of the number of MC sample points 
is examined.
7.4.1 Problem Descriptions
Both examples are elastic plane stress problems with a constant Poisson’s ratio 
( v(jc, 6>) = 0.3) and stochastic Young's modulus. Furthermore, it is assumed that both
Young’s modulus have unit mean value, i.e. £ (£ (* ,< 21)) = 1.0, while the following two
covariance functions Rx and R2 are given respectively for the two problems:
£1(jc],^ 2) = Cov(£(jc1,fi?),£(^2,<y)) = 0.0729 xcr^e 2°2 (7.50)
R2 ( JCj,x 2) = Cov(£(jc!,co),£(jc2,6>)) = 0.0729xcr^e 032 (7.51)
in which crE is a free parameter that can be used to vary the scale of the random variation.
Following the SFEM formulation described in Chapter 5, a stochastic system of linear 
algebraic equations is obtained in the form of (7.1), in which the integer m is arbitrarily 
chosen in these examples without considering the accuracy of the F-K-L representation. In 
order to avoid ill conditioned systems occurring in Monte Carlo simulations, the sample 
value range of each normalised Gaussian random variable is restricted to [-3,3].
The finite element meshes of the two problems, with a total number DOFs of 274 
and 5965 respectively, are shown in Figure 7.2. The maximum dimensions of the two 
problems in metres are 16x16 and 6x5 respectively.
The first example has a very small number of DOFs. It is used mainly for 
investigating the convergence features of the numerical techniques developed earlier. The 
small scale also makes it possible to examine the solution accuracy of the new method 
compared with the standard procedure within a reasonable time scale. For this example, 
the first nine terms in the F-K-L representation are considered, resulting in nine Gaussian
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(a) Example 1 (274 DOFs) (b) Example 2 (5986 DOFs)
Figure 7.2 Finite element discretizations of two examples
Table 7.1 Eigenvalues of the stochastic field and associated stiffness matrices: Example 1
Index Eigenvalue of stochastic 
field (A5 )
Min eigenvalue of stiffness 
matrices (/I,)
Max eigenvalue of stiffness 
matrices (2,^)
1 0.08889 0.0493 0.1101
2 0.08483 -0.1108 0.1113
3 0.08483 -0.1107 0.1110
4 0.07884 -0.1088 0.1088
5 0.07884 -0.0988 0.1008
6 0.07048 -0.1001 0.1008
7 0.07048 -0.0991 0.0995
8 0.06206 -0.0942 0.0942
9 0.06206 -0.0884 0.0855
random variables and associated matrices K t . The eigenvalue Xf  corresponding to 
each random variable £,■ and the two extreme eigenvalues of the matrix K t are listed in 
Table 7.1 at the variance scale of a E =1.0. It is observed that for the given covariance 
function, the eigenvalues of all the nine random variables have a similar value and that, 
except for K 2 which is symmetric positive definite, the remaining matrices are all 
indefinite, but their minimum and maximum eigenvalues are almost the same in 
magnitude.
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Table 7.2 Eigenvalues of the stochastic field and associated stiffness matrices: Example 2
Index Eigenvalue of stochastic 
field
Min eigenvalue of stiffness 
matrices
Max eigenvalue of stiffness 
matrices )
1 0.02211 0.0022371 0.0105175
2 0.02091 -0.0100223 0.0099748
3 0.02091 -0.0085306 0.0098457
4 0.02062 -0.0099338 0.0107368
5 0.02062 -0.0098814 0.0107376
The second example has a more complex structural configuration with in total 
5640 elements and 5986 DOFs, much larger than the first example. The main purpose of 
this example is to further confirm the results obtained in the first example and particularly 
to investigate the efficiency of the proposed methodology in terms of CPU time costs. For 
this example, the first five stochastic variables and the corresponding matrices are 
involved in the computation. Their eigenvalues at the variance scale of crE = 1.0 are 
listed in Table 7.2, and similar features to the first example can be observed.
In both examples, a randomly generated external load vector b is considered.
7.4.2 Performance of the Directed Monte Carlo Method and 
the Associated Numerical Techniques
The aim of the first investigation is to use the two examples to establish the 
convergence properties of PCG, in the context of the DMC method for one random 
variable, when employing the different associated numerical techniques for solving the 
linear system of equations of (7.42). The equations are created as follows: A number of 
random variables and the corresponding matrices are arbitrarily selected from all the
matrices available in each example, and the random vector f  is given randomly to
construct K ~. A total of M* sample values for are generated following the
procedure outlined in the previous section.
7 . 4.2.1 Convergence o f Preconditioning and Initial Approximation Schemes 
The first batch of tests uses Example 1 to assess the performance of PCG with
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different preconditioning and initial approximation prediction schemes in terms of PCG 
iterations.
The average numbers of iterations required to achieve the prescribed convergence 
of PCG per MC sample are recorded in Tables 7.3 and 7.4 for the following different 
combinations of the integrated numerical techniques and parameters in the DMC method:
1) the number of random matrices included, m ; 2) the variance scale a E; 3) the three 
preconditioning schemes; 4) the two interpolation/extrapolation schemes for the prediction 
of the initial approximation; 5) the given convergence tolerance x ; and 6) different 
numbers of Monte Carlo samples =10,24,50, and 100 used for Note that the
same number of negative and positive samples is used and these two sets of samples are 
separately processed starting from the smallest absolute value of the samples as outlined in 
Section 7.2.2.
Tables 7.3 and 7.4 list the results for m -  3 and m = 9 respectively with six 
cases included in total. For each case, the performance of the standard MC simulation with 
PCG as the solver using the three different preconditioning schemes is also included for 
comparison as a benchmark.
In Table 7.3 (m = 3), three matrices K 3, K 6 and K 9 are used. Considering 
Case 1 (crE =1.0, r  = 1.0xl0-5) as a basic case, Cases 2 and 4 increase a E to 2.5 to 
represent large scale random variation conditions, and Cases 3 and 4 increase the solution 
accuracy to x = l.OxlO-6. For both Cases 1 and 3 ( cr£ = 1.0), the two minimum and 
maximum eigenvalues of Kt and K0 are respectively -0.1104 and 0.1139, while for 
Cases 2 and 4 (crE =2.5), the two eigenvalues proportionally increase in magnitude to 
-0.2760 and 0.2847.
In Table 7.4, all the nine matrices are used, but only crE = 1.0 is considered since 
a further increase of a E will be very likely to result in an indefinite . Two levels of
solution accuracy are considered in Cases 5 and 6 respectively.
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Table 7.3 Average PCG iterations per MC sample - m = 3 : {K2,K 6,K 9}
Case 1 <j e  = 1.0 j t = 1.0x10'5, Ae[-0.1104,0.1139]
Preconditioning ICO SIC K0
Interpolation Linear Spline Linear Spline Linear Spline
M ir =10 16.0 13.7 15.4 12.7 3.00 2.40
■'tCNII 13.6 8.54 13.5 8.75 1.66 1.33
oII 8.44 9.50 8.00 9.58 1.34 1.20
M 4r =100 7.22 11.5 7.02 10.9 1.06 1.32
Standard MC 26.5 26.3 4.75
Case 2 crE = 2.5 , r  = 1.0xl0 '5, X €[-0.2760,0.2847]
Preconditioning ICO SIC K0
Interpolation Linear Spline Linear Spline Linear Spline
M fr =10 24.9 22.5 22.6 19.3 6.80 5.70
■'t(NII 23.0 18.8 20.9 16.4 5.21 7.64
OII 18.5 14.4 16.0 12.7 3.80 2.44
M Sr =100 16.0 14.3 13.8 12.2 3.13 2.50
Standard MC 30.1 27.2 8.63
Case 3 a E = 1.0, r  = 1.0xl0"6, X e [-0.1104,0.1139]
Preconditioning ICO SIC K0
Interpolation Linear Spline Linear Spline Linear Spline
M Sr = 24 19.7 12.4 19.1 12.4 3.20 1.67
£ II o 16.3 10.1 15.3 9.76 2.24 1.30
M fr =100 14.1 11.1 13.7 11.3 1.90 1.43
Standard MC 28.7 28.6 5.68
Case 4 crE = 2.5 > r  = 1.0x10-*, X e [-0.2760,0.2847]
Preconditioning ICO SIC K0
Interpolation Linear Spline Linear Spline Linear Spline
M ir = 24 27.3 21.5 24.3 19.0 7.13 4.91
oII 23.7 16.7 20.6 14.8 5.34 4.18
M 4r =100 22.4 15.0 20.0 13.1 4.62 2.79
Standard MC 32.5 29.3 10.2
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Table 7.4 Average PCG iterations per MC sample - m -  9: {Kl,K 2, - - iKg}
Case 5 a E =1.0, r  = 1.0xl0-5, X e [-0.1104,0.1139]
Preconditioning ICO SIC K0
Interpolation Linear Spline Linear Spline Linear Spline
oII 20.1 17.9 18.6 16.4 4.60 3.90
M 4r = 24 16.2 12.0 14.3 11.3 3.25 2.46
£ II o 14.7 11.1 12.9 9.98 2.81 2.14
m 4f =100 11.5 12.0 10.2 11.2 2.31 1.90
Standard MC 28.6 26.8 7.66
Case 2 £ ii N
) L* r  = 1.0xl0“5, X e [-0.1104,0.1139]
Preconditioning ICO SIC K0
Interpolation Linear Spline Linear Spline Linear Spline
oII 25.0 21.9 23.2 20.4 6.00 5.00
M Sr = 24 22.5 15.3 21.2 15.2 4.50 2.96
£ M o 21.4 13.8 19.8 12.7 4.28 2.50
=100 19.1 12.9 17.4 12.5 3.69 2.14
Standard MC 30.9 28.9 9.17
By examining the results presented in Tables 7.3 and 7.4, the following 
conclusions can be made:
I) Preconditioning schemes: As expected, the incomplete Cholesky decomposition of 
K 0, ICO, is the least effective scheme. Although the “stochastic” preconditioning
scheme, SIC, can normally enhance the performance but the improvement is 
marginal and in general no more than 15% of reduction in iterations is achieved in 
all the test cases. On the contrary, the KO scheme using the complete Cholesky 
decomposition of K 0 exhibits a very good performance, with a reduction of
iterations ranging from around 3 to 10 times compared to both ICO and SIC 
schemes, and a typical reduction factor is around 5 or 6. A better performance of 
the KO scheme is achieved at relatively smaller variation scales (Cases 1 and 3) and 
degrades slightly at larger variations (Cases 2 and 4), while the increase of the level 
of solution accuracy requirement r  makes the comparison more favourable to the 
KO scheme. These results very positively support the earlier analytical analysis on
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the eigenvalue properties of the stochastic matrix K  (£) made in Section 7.1. It is
highlighted that the above conclusion applies not only to one random variable but 
also holds for general cases. It is also noticed that the KO preconditioning scheme 
can also be further enhanced by, for instance, the use of the Neumann expansion of 
Eq. (7.22) as proposed in [7.5].
II) Initial approximation schemes. The ability to provide a good initial approximation 
for PCG solvers is the key to the success of the proposed DMC method and this is 
confirmed by all the test cases. In fact, compared with the standard MC method, the 
current PCG with an initial approximation achieves a reduction of iterations by 2 to 
4 times, depending on the number of Monte Carlo samples used. Generally 
speaking, the required PCG iterations decrease with increase of the number of MC 
samples. It is possible that for a sufficiently large the average iterations may
be reduced to less than 1, thereby achieving an even greater improvement over the 
standard MC method. For the two interpolation/extrapolation approaches proposed, 
the spline scheme outperforms, in most cases, the linear scheme by an amount 
ranging from 10% up to 40% in terms of iterations, but the scheme becomes less 
effective in several cases. This phenomenon is purely dependent on the distribution 
of MC sampling points. When the samples are fairly evenly distributed, which is 
often the case when the number of samples is small, the spline extrapolation will be 
superior to the linear extrapolation. However, when some clusters occur in the 
samples, which is an inherent feature with a large number of random numbers, the 
accuracy of the spline extrapolation at points immediately after the clusters will 
suffer, leading to an increase of PCG iterations. Figure 7.3 illustrates this 
phenomenon by showing the accuracy of the initial approximations provided by the 
two extrapolation schemes for two different numbers of samples =24 and
Mr =50 in Case 1. Note that only the positive samples are used and the positions
Sr
of these samples are marked along the axis-x, from which the irregular spacing 
pattern of the samples is clearly demonstrated. The defect of the spline scheme may 
be eliminated, however, by enhancing the standard spline interpolation algorithm 
for the current situation.
In summary, the proposed DMC method can indeed significantly enhance the
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computational effectiveness of the Monte Carlo simulation for general one random 
variable problems. When equipped with the KO preconditioning and linear/spline 
extrapolation schemes, it can typically achieve performance around 3 times faster than the 
standard Monte Carlo simulation when the number of samples involved is not too small.
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Figure 7.3 Accuracy of initial approximations provided by linear and
spline schemes in Case 1
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7 . 4.2.2 CP U Time Cost Comparisons
The above observations are further examined by the second batch of tests using the 
second example. All the five matrices associated with the five variables are considered, i.e. 
m = 5 . Table 7.5 lists the average number of PCG iterations per MC sample with the same 
test conditions as in the previous batch of tests except for the scales of variation crE 
which are 10 times larger.
Table 7.5 Average PCG iterations per MC sample -  Example 2 (m  = 5 )
Case 7 <t e = 10.0, r  = 1.0xl0~5, X e [-0.0830,0.1300]
Preconditioning ICO SIC K0
Interpolation Linear Spline Linear Spline Linear Spline
oII 41.9 36.4 39.6 34.9 2.50 2.20
= 24 33.5 29.8 31.5 28.7 1.95 1.18
ii o 16.7 26.2 15.2 23.8 1.20 1.12
m 4 =100 9.89 34.6 9.84 32.8 0.77 1.30
Standard MC 77.74 74.90 4.14
Case 8 crE =25.0» r  = 1.0xl0~5, A e [-0.2175,0.3250]
Preconditioning ICO SIC K0
Interpolation Linear Spline Linear Spline Linear Spline
oII 68.8 63.0 58.2 53.7 6.20 5.30
M 4r = 24 60.1 46.4 50.3 38.3 4.67 3.25
£ S'* ll o 41.6 37.9 19.8 33.1 3.30 2.10
=100 27.6 38.4 22.0 36.5 2.46 2.39
Standard MC 91.0 80.0 7.57
In essence, the new tests confirm all the observations made in the previous tests for 
the three preconditioning schemes and the two extrapolation schemes. As a matter of fact, 
the KO preconditioning performs even better as it converges over 10 times faster than the 
other two counterparts at both normal and larger variance scales (Cases 7 and 8)..Also the 
average number of iterations of the KO preconditioning is reduced to less than 1 at 
=100 in Case 7. These reveal that the features of the proposed methodology are
universal regardless of the finite element scale of problems to be modelled.
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Although it is clear that the KO preconditioning is superior to the other two 
preconditioning schemes in terms of PCG iterations, it is more costly at each iteration as 
the size of its Cholesky decomposition matrix L0 is larger then the other two IC
decompositions, ignoring the extra cost associated with the re-generation of a new 
incomplete decomposition for SIC at each sample. Therefore it is necessary to examine the 
CPU time costs of all the numerical techniques at the same time. The relevant results are 
collected in Table 7.6.
Table 7.6 Total CPU times (seconds) -  Example 2 ( m = 5)
Case 7 <rE =10.0, r  = 1.0xl0-5, X e [-0.0830,0.1300]
Preconditioning ICO SIC K0
Interpolation Linear Spline Linear Spline Linear Spline
M s =10 9.64 8.56 16.9 15.1 1.29 1.26
M ir = 24 18.6 17.0 32.7 35.1 2.37 1.93
M 4r = 50 19.9 32.3 40.1 64.7 3.75 5.60
M ir =100 23.9 91.1 66.2 169.0 5.54 14.1
Standard MC 178.1 261.3 23.2
Case 8 <j e = 25.0, r  = 1.0xl0~s , X e [-0.2175,0.3250]
Preconditioning ICO SIC K0
Interpolation Linear Spline Linear Spline Linear Spline
M ir =10 15.73 14.64 24.13 23.26 3.17 3.10
= 24 33.43 26.51 52.18 47.17 6.03 5.72
M 4r =50 48.95 45.56 86.64 87.81 10.26 10.65
M (r =100 66.78 101.2 147.7 189.2 17.47 26.21
Standard MC 210.0 283.2 34.73
It is evident that although the overall speed-up of the KO preconditioning in terms 
of CPU costs over the other two schemes is smaller than the speed-up in iterations, it is 
still about 4 to 5 times faster, confirming that KO is indeed a very effective and robust 
preconditioner, at least for not very large scale matrices. As expected, a small reduction in 
iterations of the SIC scheme over the ICO scheme cannot compensate for the extra costs 
incurred for the generation of the IC decomposition at each MC sample, making it an 
unattractive option unless further developments are undertaken, such as the work in [7.8].
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It is noticeable that the spline extrapolation scheme becomes slower than the linear 
scheme in all cases. This is due to the fact that in the standard B-spline interpolation 
algorithm currently implemented, all the previous solutions are used to predict the initial 
solution for the current MC sample. It is possible however to modify the B-spline 
formulation so that only a few solutions are required for the interpolation and 
extrapolation, thereby making its computational cost comparable to that of the linear 
interpolation/extrapolation.
7.4.3 Solution Accuracy of the Directed Monte Carlo Method
The proposed DMC simulation method for multiple Gaussian random variables 
utilizes the hyper-spherical transformation to convert the original Monte Carlo simulation 
into two parts: a uniform distribution simulation on and a one-dimensional ^ 2-type 
distribution along the %r direction, representing the global variation scale. The previous 
tests have established that the DMC method provides a very effective procedure to deal 
with the solution along the %r direction, i.e. the probability distribution of the solution at
each point on §m can be obtained effeciently. However, as the original goal is to solve Eq.
(7.1) for any number of random variables, it is necessary to examine the solution accuracy 
of the DMC method for general cases in comparison with the standard MC simulation 
where the sampling is performed in real space R m.
The solution accuracy of the DMC method in terms of the total number of Monte 
Carlo points is assessed using Example 1. Following the procedure outlined in Section 7.3, 
for a given m , different numbers of Monte Carlo samples, , are generated on §OT. At
/V
each point qi9 different numbers of sample points are used for to determine
ft, (?/) (refer to (7.47)). In the simulation, the expectation and standard deviation of the
total strain energy of the structure £Tw (£), normalized by the deterministic energy bTud , 
are considered.
The computed expectation (mean value) and standard deviation of the normalized 
strain energy via the total number of Monte Carlo points M  = M- x up to 50,000 are
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depicted in Figure 7.4 for the cases of m = 9 with M ,  = 20 ,40  and 100 respectively.
Note that the corresponding numbers for M- are 2500, 1250, and 500. The results
computed by the standard Monte Carlo simulation, which corresponds to the special case 
of M„ = 1, are also shown in the figure for comparison.
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Figure 7.4 Convergence histories of the normalized total strain energy versus 
the number of Monte Carlo samples: Example 1
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The figure illustrates that the best convergence is achieved by the standard MC 
simulation, while the convergence of the DMC solution appears to be slightly less smooth 
and the oscillation at the small sample numbers increases with the increase of M F . This
is not surprising as for a fixed M , an increase of is equivalent to the concentration
of Monte Carlo samples along fewer directions, therefore reducing the randomness of 
these samples. This suggests that the current hyper-spherical transformation may lose, to a 
limited degree, the unique advantage of the standard MC simulation when the number of 
MC samples used is not sufficiently large. It can be argued that the improved 
computational efficiency of DMC at each sample on Sm will permit the use of more 
sample points thereby compensating for the slight loss of solution accuracy.
However, it is more important to highlight that the hyper-spherical transformation, 
together with the ability of effectively (and accurately) determining ^  J at each point
on Sm, may provide a prospect of developing new simulation approaches within the
general Monte Carlo solution framework that have potential to greatly improve the 
solution accuracy of the current DMC method. This is the line of research that is currently 
being pursued in order to further enhance the overall computational capability of the DMC 
method for general problems with multiple random variables.
7.5 Summary
This chapter proposes a modified Monte Carlo simulation procedure, DMC, for 
solving a stochastic system of linear algebraic equations. The basic idea of DMC for one 
random variable cases is to order the Monte Carlo samples so that when the samples are 
processed in sequence the previous obtained solutions can be utilised to provide a high 
quality initial approximation’ for the current point thereby significantly accelerating the 
convergence of iterative solvers. In the DMC method, PCG plays a central role and the 
two essential numerical techniques crucial to the success of the method include 
preconditioning and initial approximation predictions. It is proposed on the basis of 
analytical analysis, and later confirmed numerically, that the deterministic matrix KO can 
serve as a very effective preconditioning matrix. The numerical experiments conducted
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demonstrate that the proposed DMC can indeed significantly enhance the computational 
effectiveness of the Monte Carlo simulation for general one random variable problems. 
When employing the KO preconditioning and linear/spline extrapolation schemes, DMC 
can typically perform around 3 times faster than the standard Monte Carlo simulation 
when the number of samples used is not too small.
The extension of the DMC method to multiple random variable cases is realised by 
the adoption of a hyper-spherical transformation whereby any m-dimensional random 
vector in can be expressed by a random variable representing the global random 
variation scale, and a unit directional random vector on the unit “m-sphere” §m. Such a 
transformation permits the Monte Carlo calculation of the solution to be undertaken as a 
one random variable case along the £r direction at each sample on §m. Although the
overall computational costs of the Monte Carlo simulation can be reduced in this way, it is 
at the expense of slightly losing solution accuracy when the total number of samples used 
is not sufficiently large. This observation indicates the aspect to be further pursued in 
order to improve the overall performance of the proposed DMC method for general 
multiple random variable problems.
The major results in this chapter have been reported in [7.11].
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Chapter 8 
Concluding Remarks
The aim of this thesis as stated in Section 1.3.1 has been achieved. Namely, a 
numerical framework for elastostatics of random media has been formulated. It was 
pursued through four distinct and consecutive phases as follows
Computer Implementation
Random Medium Modelling
Stochastic Partial 
Differential Equations
Stochastic System of 
Linear Algebraic Equations
Figure 8.1 Research components of this work
As reviewed in Chapter 1, a number of important results on the topic of SFEM 
(especially the pioneering works of Shinozuka, Liu and Ghanem) have been reported in 
the past two decades; however, compared with the well established FEM, the SFEM is still 
in its infancy and many fundamental problems are still outstanding. Hence, in order to 
maintain a maximum flexibility during this work, no existing SFEM technique has been
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taken for granted without independent investigation. Although the thesis is presented in a 
way emphasising its engineering background, equal attention has been paid both to 
practical engineering requirements and to mathematical rigour throughout this work.
In the following, a more detailed list of the achievements and conclusions of this 
work is provided. The thesis closes with suggestions for future research.
8.1 Achievements and Conclusions
8.1.1 Random Medium Modelling
In order to utilize existing mathematical results in SODE and SPDE, the possibility 
of developing a generalized white noise model for practical random media is first checked 
against common sense engineering requirements. The rejection of the white noise 
approach indicates that the non-singular spatial stochastic dependence of material 
properties is a fundamental characteristic of practical random media. Based on the 
recognition of the probabilistic essence of random media and driven by practical 
engineering requirements, the ERM model is consequently defined and its macro-scale 
properties including stationarity, continuity/differentiability and principles for material 
measurements are systematically explored.
It should be noted that wide-sense stationary stochastic fields and their first two 
statistical moments have long been used in various SFEM formulations to describe 
random material properties without addressing their suitability. Hence, the basis of the 
ERM model is not new. However, the contribution here is threefold:
I) The investigation of the white noise approach makes the ERM model a natural 
choice in random medium modelling, which supports the past intuitive use of 
wide-sense stationary stochastic fields in SFEMs.
II) The specific and detailed mathematical definition of ERM provides a solid 
foundation to interpret the governing SPDE system for elastostatics of random 
media.
III) The exploration of macro-scale properties of ERM not only improves the general 
understanding of random media but also reveals some defects in existing SFEM
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formulations, specifically the misuse of some non-differentiable second-order 
stochastic fields in random medium modelling.
In the ERM model, random material properties are implicitly defined by their first- 
and second- order statistical moments, while an explicit representation of the associated 
stochastic fields are required in the governing SPDE system for elastostatics of random 
media. Hence, based on the spectral representation theory of wide-sense stationary 
stochastic fields and the standard dimensionality reduction technology of principal 
component analysis, the F-K-L representation scheme is developed for the general elastic 
tensor of ERM.
Compared with the widely used K-L expansion based on the standard finite 
element method, the F-K-L representation scheme has the following advantages:
I) The K-L expansion method is essentially limited to the representation of a single 
random material parameter, while the F-K-L representation scheme is designed for 
the general random elastic tensor and therefore can deal with any number of 
correlated random material properties.
II) The K-L expansion method is based on FE meshes, and therefore its approximation 
accuracy can not be explicitly controlled and depends on the mesh density used. 
However, the F-K-L representation scheme is completely mesh free and 
independent of the specific shape of the random structure under consideration. In 
particular, it is achieved with an explicit and a priori error control.
III) The eigenvalue decay rate in the F-K-L representation can be approximately 
predicted without solving any equation, which provides a useful function for 
evaluating the randomness scale of practical engineering systems with variable 
uncertainties.
In addition, during the development of the F-K-L representation scheme, an 
accurate and efficient quadrature algorithm for multidimensional oscillatory functions is 
obtained, which reduces the associated computational cost by up to several orders of 
magnitude. It can be expected that this novel numerical integration algorithm might also 
provide a key to resolving many other physical problems where integrations of similar 
multidimensional oscillatory functions are present.
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8.1.2 Stochastic Partial Differential Equations
Mechanical behaviours of random media conform to the same principles of 
mechanics as homogeneous materials. Hence, elastostatics of random media is formally 
described by the same equations as in the deterministic case. However, the original PDE 
system becomes a SPDE system due to the presence of stochastic fields, and all the 
associated differential/integral operators need to be redefined in the context of probability. 
In this thesis, following the mathematical definition of ERM, mean square convergence is 
taken as the basic mode of convergence to interpret the governing SPDE system for 
elastostatics of random media (or more specifically ERM). From a mathematical 
viewpoint, it is of significant importance to investigate the existence, uniqueness and 
analytical properties of the solution for the resulting SPDE system. However, this 
important aspect is out side the scope of this thesis whose focus of solution is on its 
engineering aspect, i.e. developing effective numerical methods to approximately solve 
the corresponding SPDE system.
It should be noted that the mathematical investigation of the SPDE system for 
elastostatics of random media could be very challenging and its study might require 
fundamentally new developments of mathematical theories and methods. Indeed, even for 
the conventional PDE systems of mechanics, many basic questions regarding the existence, 
uniqueness and analytical properties of their solutions are still open. A well known 
example for this is the existence and smoothness of the solution for Navier-Stokes 
equations, which is listed in the CMI Millennium Problems [8.1].
8.1.3 The Stochastic System of Linear Algebraic Equations
Based on the F-K-L representation for the general elastic tensor of ERM and 
following a similar procedure as in the standard finite element method, the SPDE system 
for elastostatics of random media is discretized to obtain a stochastic system of linear 
algebraic equations. Two numerical techniques including the joint diagonalization method 
and the DMC (directed Monte Carlo) method are then proposed to solve the resulting 
stochastic linear algebraic system.
The joint diagonalization method provides a novel solution strategy for the 
stochastic system of linear algebraic equations. It simultaneously diagonalizes all the
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matrices in the equation system via a sequence of similarity transformations, following 
which an explicit solution is obtained by inverting the sum of the diagonalized stochastic 
matrices. Unless all the matrices share exactly the same eigenstructure, the joint 
diagonalization can only be approximately achieved. Hence, the solution is approximate 
and corresponds to a particular average eigenstructure of the matrix family. Specifically, 
the classical Jacobi algorithm for the computation of eigenvalues of a single matrix is 
modified to accommodate multiple matrices and the resulting Jacobi-like joint 
diagonalization algorithm preserves the fundamental properties of the original version 
including its convergence and an explicit solution for the optimal Givens rotation angle.
Although the use of the proposed Jacobi-like joint diagonalization solution is 
limited in stochastic linear algebraic systems with small-scale matrices, the joint 
diagonalization method, as a general solution strategy for the stochastic system of linear 
algebraic equations, indicates a promising direction to develop efficient solvers for 
large-scale practical problems consisting of random media. In addition, as a decoupling 
technique, the major principle in the joint diagonalization solution strategy not only holds 
for static/stationary random medium problems in mechanics, but is also applicable to 
dynamic/transient problems involving random media.
In order to efficiently solve the stochastic system of linear algebraic equations 
containing large-scale matrices, a modified Monte Carlo method, namely DMC, is 
developed. The DMC method solves the stochastic linear algebraic system at each Monte 
Carlo sample with the PCG (preconditioned conjugate gradient) method. By utilizing the 
spatial proximity of Monte Carlo samples, high quality initial approximations are provided 
for the PCG solver to significantly reduce the total cost of Monte Carlo simulations. 
Furthermore, to achieve the best solution efficiency, different preconditioning matrices are 
compared in the DMC framework.
8.1.4 Computer Implementation
In the course of this work, an independent multipurpose simulation system, termed 
OMEGA, has been implemented on Windows XP System with Microsoft Visual C++. 
Starting from scratch provided the maximum flexibility in algorithm development and also 
allowed a high degree of modularity to be achieved. The OMEGA system is designed to
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solve both stochastic and deterministic problems in the same framework. Although not 
stated in this thesis, flexible 3D visualization and manipulation facility, which has been 
partially demonstrated in [8.2-8.3], is also provided with the OMEGA platform.
8.2 Suggestions for Future Research
It may be said that the material presented in this thesis constitutes a meaningful 
tool for accelerating the evolution of the field of stochastic finite elements. However, 
compared with the well developed finite element method, the methodology presented in 
this thesis is incomplete, and further development is needed to advance the proposed 
numerical framework to a level where both reasonable mathematical rigour and sufficient 
computational efficiency are achieved so that it can be applied to solve large scale 
practical problems involving random media. Hence, the following suggestions are made 
for future research.
8.2.1 Material Modelling of Random Media
•  The first key issue in random medium modelling is to extend the ERM model and 
the F-K-L representation from elasticity to plasticity such that creep, fatigue and 
their resulting fracture mechanisms in random media can be appropriately modelled. 
This is of crucial importance for a more accurate understanding and analysis of 
many random medium systems such as composites with metal matrix and random 
inclusions, large-scale metal structures with randomly distributed microcracks, and 
Micro-Electro-Mechanical Systems (MEMS) where micro-scale heterogeneous 
material properties need to be taken into account.
•  In the F-K-L representation scheme of the ERM elastic tensor, Fourier spectral 
analysis is employed to examine the global “energy-frequency” distribution of the 
stochastic field corresponding to each individual random material parameter. 
Because of its prowess and simplicity, Fourier analysis has dominated data analysis 
efforts since soon after its introduction. Although the Fourier transform is valid 
under extremely general conditions, there are some crucial restrictions of the 
Fourier spectral analysis: the system must be linear; and the data must be strictly 
periodic or stationary; otherwise, the resulting spectrum will make little physical
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sense because spurious harmonic components are inevitably induced by the 
nonlinearity and nonstationarity. Hence, when significant nonlinearity and 
nonstationarity are present in the constitutive relation of plastic random media, the 
performance of the F-K-L representation will diminish. To overcome this potential 
problem, methods for processing non-stationary data, including the spectrogram, 
wavelet analysis, the Wigner-Ville distribution, the evolutionary spectrum, the 
empirical orthogonal function expansion and the empirical mode decomposition, 
are suggested for further investigation.
8.2.2 Stochastic Partial Differential Equations
The principle discussed in Section 8.1.2 also holds for general static/steady-state 
and dynamic/transient problems regarding random media. That, by redefining the 
associated differential/integral operators in the context of probability, the conventional 
governing PDE systems in continuum mechanics can be transformed into SPDE systems 
to describe the behaviour of practical random medium systems. The resulting SPDEs 
should not only be able to describe the irregular spatial variation of material properties of 
random media, but also be able to accommodate discontinuities commonly existing in 
practical random media. Hence, it is suggested to take the mean square convergence, 
instead of the widely used almost sure convergence, as the basic mode of convergence to 
define continuity, differentiability and integrability in the corresponding SPDE system. 
However, for the system of SPDEs to be studied here the main point is the ability to solve 
the system rather than the existence or properties of a solution.
8.2.3 Numerical Solutions
For large-scale practical engineering systems composed of random media, 
computational methods are the only realistic choice to solve their governing SPDEs. The 
F-K-L representation (including its improvements suggested in Section 8.2.1) decomposes 
material properties of random media into a deterministic part and a random part, which in 
turn isolates variable uncertainties from the associated SPDE system. This decoupling 
technique provides a simple and powerful approach to pursue the solution of SPDEs 
arising from random medium mechanics, in that, standard finite element techniques can be 
applied to discretize the decoupled SPDE system. Specifically, for static/steady-state
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problems, the final stochastic algebraic equation system has the form
( k 
V i=l
x  = b, (8.1)
where a i are random variables, Ai deterministic matrices, b a deterministic/random
vector, and x  the unknown vector to be sought; for dynamic/transient problems, the final 
stochastic algebraic equation system has the form
 ^ fc] \  /  k2 'N f  ^
L a >A < * + '£ i A b , *+ I x f i ,
V /=! )  V '=1 )  \  '=1
x  = b (8.2)
where a n  Pt and are random variables, and A i , and C7 are deterministic
matrices. The major task of this phase is to develop efficient numerical methods for the 
solution of Eqs. (8.1) and (8.2).
It is highlighted that, in contrast to conventional deterministic algebraic equation 
systems, the solution of stochastic Eqs. (8.1) and (8.2) is a much underdeveloped area in 
numerical analysis and no effective solution strategies are readily available, particularly 
for large scale problems. On the other hand, this situation can offer exciting opportunities 
to explore the problem in many different ways, and contributions made in this respect will 
be of benefit not only to the increasingly important stochastic modelling field but also to a 
wide range of scientific and engineering communities as well.
It is well known that for a deterministic system of linear algebraic equations 
A x  = b , there exist various numerical algorithms developed for different types of matrices 
and different solution requirements, which are all explicitly or implicitly based on 
inverting the matrix under consideration. For a more general stochastic system of linear 
algebraic equations (8.1), it can be similarly expected that there will be different numerical 
algorithms based on the joint diagonalization of multiple matrices, which essentially give 
an approximate inverse of the matrix family. For the solution of the stochastic system of 
ordinary differential equations (8.2), it is clear that the joint diagonalization strategy can 
also be employed to approximately decouple the equation so that the complexity in 
obtaining the solution can be significantly reduced.
8.2.4 Verification and Application
Unlike the pure research in SPDEs which is based on highly abstract mathematical
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definitions and driven by the elegance of mathematics, this work was initiated by practical 
applications. Its objective is not to develop a comprehensive SPDE theory, and instead the 
main motivation is to effectively analyze practical engineering systems composed of 
random media. Hence, the theory and algorithms developed in this work must be verified 
and further applied to practical engineering problems. Specifically, the following three 
classes of engineering systems are suggested for detailed investigation.
•  Large-scale rock, concrete and metal infrastructures in which joints, flaws and
microcracks commonly exist. A key issue in the construction and management of 
these engineering structures is risk assessment. The discontinuity and irregular 
spatial variation of material properties are the major challenges in the analysis of
these engineering systems, and they cannot be met by the conventional
deterministic analysis tools without introducing a conservative safety factor. The
probabilistic material model provides a rational tool to describe random material 
properties and discontinuities through the medium. Hence, it is expected that a 
. more accurate risk assessment can be achieved by the theory and computational 
methods to be developed in the future research, which in turn significantly reduce 
the associated costs in the design, manufacture and maintenance of these 
engineering infrastructures.
•  Micro-electro-mechanical systems that generally range in size from a micrometer 
to a millimetre. Common applications of MEMS include inkjet printers, 
accelerometers in modem cars for airbag deployment in collisions, and disposable 
blood pressure sensors etc. Due to the difficulties in performing accurate 
experiments at the micro scale, the standard finite element analysis has been 
extensively used in the design of MEMS. However, as heterogeneous material 
properties are inevitably present at the scale these devices normally operate, the 
simulation results from FEM are often controversial. Hence, the analysis tools 
developed for general random media in the future work could be highly beneficial 
to the development of MEMS.
•  Human tissues such as bones and teeth that have multi-scale irregular material 
structures. The material properties of human tissues bear significant difference 
between different individuals, and they also vary for the same individual, especially 
when the person is ill. In biomedical engineering, there has been an increasing need 
for providing computational tools to assist medical diagnosis and treatment. The
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intrinsic randomness existing in human tissues makes stochastic modelling an 
attractive approach. It is therefore expected that the probabilistic material model 
and the associated analysis tools developed in the future work will find its use in 
biomedical engineering, especially in the analysis of bones and teeth.
An important phenomenon that requires careful treatment in all applications above 
is size-effects, which are commonly observed in most practical random media. To date, the 
only probabilistic model to account for size effects of random media is Weibull’s statistical 
model [8.4-8.5], in which random media are simplified into a chain connected with a 
sequence of independent rings. Weibull’s model is often used to qualitatively explain size 
effects, but it has been generally discarded in engineering analysis because it relies on 
adjustable artificial parameters [8.6]. Also, Weibull’s model runs into trouble when the 
scale of the random medium tends to infinity. The failure of Weibull’s model actually 
comes from its over simplification and not taking into consideration the interdependence 
of separate points within the medium. The ERM model (including its improvements 
suggested in Section 8.2.1) is based on the probabilistic essence of practical random media, 
and it fully takes into account the spatial stochastic dependence between different material 
properties. Hence, it is expected that the related future research could provide a 
meaningful tool for the analysis and prediction of size-effects in practical random media. 
This important aspect should be thoroughly investigated and verified in the context of all 
the above applications.
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