Abstract : The performances of DDE and ETDGE, which are two recently proposed methods for direct estimation of time delay b e t ween signals received at two spatially separated sensors, are compared. Although both algorithms are computationally e cient, it is shown that the ETDGE generally outperforms the DDE for tracking nonstationary delays with di erent source signals.
Introduction : The problem of estimating and tracking the time delay b e t ween signals received at two spatially separated sensors arises in many application elds such as sonar, radar and seismology 1]. Let the two sensor outputs be represented by x(k) = s(k) + n 1 (k) y(k) = s(k ; D) + n 2 (k) (1) where s(k) is the unknown source signal, n 1 (k) a n d n 2 (k) are the uncorrelated white Gaussian noises which are statistically independent o f s(k), and D is the di erential delay to be determined. Without loss of generality, it is assumed that the signal and noise spectra are bandlimited between ;0.5 Hz and 0.5 Hz while the sampling period is 1 second.
Based on the property that a time-shifted version of a bandlimited signal can be expressed as the convolution of a sinc function and the signal itself, Chan et al: 2] have introduced a parameter estimation approach to model the time delay as an FIR lter, W(z) = P P i=;P w i z ;i , in one of the receiver channels. Once the lter coe cients are estimated, the time di erence of arrival is found by i n terpolating their values. For timevarying delay estimation, this approach can be made adaptive b y adjusting the lter weights according to Widrow's least mean square (LMS) algorithm 3]. Recently, t wo LMS-style algorithms, the direct delay estimator (DDE) 4] and the explicit time delay and gain estimator (ETDGE) 5], have been proposed to provide direct delay measurements and their computational complexities are much less than that of 3] because they do not involve i n terpolation of lter weights. Basically, the DDE uses the largest lter weight a n d one of its adjacent coe cients to compute the delay estimate while the lter coe cients are expressed as a function of the delay estimate and a gain factor in the ETDGE. In this Letter, we will compare the DDE and ETDGE in terms of delay convergence rates and variances as well as computational requirement.
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This paper is a postprint of a paper submitted to and accepted for publication in Electronics Letters and is subject to Institution of Engineering and Technology Copyright. The copy of record is available at IET Digital Library. (2) where e(k) = y(k) ; P P i=;P w i (k)x(k ; i) and^ 2 n (k) = ^ 2 n (k ; 1) + (1 ; )(x 2 (k) ; y(k) P P i=;P w i (k)x(k ; i)). The positive scalar d controls the convergence rate and stability of the algorithm while^ 2 n (k) represents the estimate of 2 n which i s t h e p o wer of n 1 (k) o r n 2 (k) a n d 2 (0 1] is a smoothing factor. Denote the peak weight at time k by w L (k), the delay estimate of the DDE,
where This paper is a postprint of a paper submitted to and accepted for publication in Electronics Letters and is subject to Institution of Engineering and Technology Copyright. The copy of record is available at IET Digital Library.
In This implies that the DDE is inferior to the ETDGE except when jD i j = 0 :5s, they have identical performance. The above t e s t w as repeated for s(k) = 0 :5s(k ; 1) + q(k) where q(k) w as white and the results are shown in Fig.3 . Again, the DDE and ETDGE tracked the time-varying delay correctly in a similar manner but their convergence rates were less than those of Fig.2 and they needed about two thousand iterations to reach the desired delay. The decrease in convergence speeds can be explained by examining (2) and (6) 
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