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Abstract
We calculate all symmetries of the Dirac-Pauli equation in two-
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our results for an investigation of the issue of zero mode degeneracy.
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potentials.
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1 Introduction
The Abelian Dirac equation in Euclidean space in two and three dimensions
is
DΨ ≡ σk(−i∂k −Gk(r))Ψ(r) = 0, (1)
where, in three dimensions, r = (x, y, z)t, k = x, y, z, σk are the Pauli ma-
trices, and Gk ≡ (Gx, Gy, Gz) is the gauge potential (we use superscripts for
the components because subscripts will be exclusively reserved to describe
partial derivatives). In two dimensions all z components are absent. Further,
Ψ = (Φ, χ)t is a two-component spinor.
The Pauli equation is obtained from the the Dirac equation by simply
squaring the Dirac operator D acting on Ψ,(
(−i∂k −Gk)2 − σlH l
)
Ψ = 0, (2)
where ~H is the magnetic field, ~H = ∇× ~G. Solutions of the Dirac equation
(1) are, at the same time, solutions of the Pauli equation, therefore we shall
treat them on an equal footing.
Solutions to the Pauli or Dirac equation are relevant in several instances.
They describe the behaviour of non-relativistic electrons in the presence of
magnetic fields, and their existence, among other issues, influences the sta-
bility of non-relativistic matter [1], [2]. On the other hand, they influence
the behaviour of the Fermion determinant detD for relativistic electrons and
are, therefore, relevant for the strong field behaviour of relativistic electrons
[3]–[5], and for a proper path-intergral quantization of QED in two [6]–[8]
and three dimensions.
For the Dirac equation in two dimensions the most important information
on solutions is provided by the Aharanov–Casher theorem [9], which states
that there are n square-integrable solutions when the magnetic flux divided
by 2π is between n and n + 1, i.e., n < (flux/2π) ≤ n + 1. For the Dirac
equation in three dimensions the available information is much scarcer. The
first examples of solutions have been given in 1986, see [2]. Further examples
have bee provided in [10], [11], [12], and the existence of multiple solutions
(zero mode degeneracy) has been first demonstrated in [13], [14], and [15].
Further results on zero-mode supporting gauge potentials may be found in
[16], [17], and in [18]. A general classification of zero-mode supporting gauge
fields is still missing.
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In this paper we study the symmetries of the Dirac equation (1) both
in two and three dimensions, in order to gain some further insight into the
solution space of these equations. In Section 2 we calculate the symmetries
of the Dirac equation in two dimensions and briefly apply our results to the
issue of multiple zero modes. In Section 3 we calculate the symmetries of
the Dirac equation in three dimensions. We use the method of prolongations
for all our symmetry calculations, which is described in detail in the book
[19]. In Section 4, we use our results on symmetries of the three-dimensional
Dirac equation for a discussion of the issue of zero mode degeneracy (i.e.,
multiple solutions) in three dimensions. In Subsection 4.1, we discuss how
our results on symmetries can be used to construct multiple zero modes in
principle. In Subsection 4.2, we apply the results of Subsection 4.1 for the
explicit construction of a class of multiple zero modes together with their
corresponding gauge potentials.
2 Symmetries of the Dirac equation in two
dimensions
For the Dirac equation in two dimensions it is known from the Aharanov–
Casher theorem that all zero modes (i.e., square-integrable solutions) are
either left-handed (i.e., the lower component of Ψ is zero) or right-handed
(the upper component of Ψ is zero). Further, a solution of the first type
(left-handed) may be mapped into a solution of the second type by the simple
replacement Gk → −Gk, therefore we may restrict, e.g., to the left-handed
case
(−i∂x −Gx + ∂y − iGy)Φ = 0. (3)
By introducing the modulus and phase of Φ via lnΦ = ρ+ iλ we may rewrite
Equation (3) in terms of two real first order equations as
∆1 ≡ ρy + λx −Gx = 0 (4)
∆2 ≡ ρx − λy +Gy = 0 (5)
where from now on subscripts denote partial derivatives, i.e., ρx ≡ ∂xρ, etc.
The vector field generating generic transformations on the independent
and dependent variables is
v = X∂x + Y ∂y +R∂ρ + L∂λ + F
x∂Gx + F
y∂Gy (6)
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where X, Y,R, L, F x, F y may depend on all independent and dependent vari-
ables. The equations (4, 5) contain first derivatives of the variables λ and ρ,
therefore we need the first prolongation of v w.r.t. these variables,
pr v = v +Rx∂ρx +R
y∂ρy + L
x∂λx + L
y∂λy , (7)
where, e.g.
Rx = DxR − ρxDxX − ρyDxY. (8)
Here Dx is a total derivative, and we give the explicit (rather lengthy) ex-
pressions in Appendix A.
Now, a symmetry of a PDE F (ρ, ρj , . . .) = 0 (of n-th order, say) is a
solution of the equation pr(n)v(F ) = 0 which holds on-shell, i.e., when the
original PDE is used together with its prolongations (PDEs that follow from
F = 0 by applying total derivatives). As said, for the details of the used
formalism we refer to the book ([19]).
Concretely, the determination of the symmetry transformation proceeds
as follows. We require that pr v(∆1) = 0 = pr v(∆2) whenever the equations
(4) and (5) hold. Explicitly this means that
Ry + Lx − F x = 0 (9)
Rx − Ly + F y = 0 (10)
whenever the equations (4) and (5) hold. Equations (9) and (10) contain a
number of algebraically independent functions (like ρx, ρxG
y
x, etc.) multiply-
ing the coefficients (like Rx, Rρ, etc.) which we want to determine. We may
use the equations (4) and (5) to eliminate, e.g., λx and λy from the equations
(9) and (10). Then we demand that the coefficient of each algebraically inde-
pendent function (like ρx, ρxG
y
x, etc.) vanishes separately. This leads to more
than 30 conditions for each of the two equations (9) and (10). Fortunately,
most of these conditions are quite trivial, like, e.g., Xλ = 0 = XAx , etc. The
final result is that Eq. (9) leads to the conditions
X = X(x, y) , Y = Y (x, y) , (11)
R = R(ρ, λ, x, y) , L = L(ρ, λ, x, y) , (12)
Rρ − Lλ = Yy −Xx (13)
Lρ +Rλ = Xy + Yx (14)
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and
F x = Lx +Ry + (Lλ −Xx)Gx + (Rλ − Yx)Gy (15)
whereas Eq. (10) leads to the conditions
X = X(x, y) , Y = Y (x, y) , (16)
R = R(ρ, λ, x, y) , L = L(ρ, λ, x, y) , (17)
Rρ − Lλ = −Yy +Xx (18)
Lρ +Rλ = −Xy − Yx (19)
and
F y = Ly −Rx − (Rλ +Xy)Gx + (Lλ − Yy)Gy. (20)
For later convenience we introduce the complex notation
z ≡ x+ iy , Z ≡ X + iY , σ ≡ ρ+ iλ , Σ ≡ R + iL (21)
and
G ≡ 1
2
(Gx + iGy) , F ≡ 1
2
(F x + iF y) (22)
which implies
∂σ ≡ 1
2
(∂ρ − i∂λ) (23)
etc. Compatibility between the two sets of equations requires
Xx = Yy Xy = −Yx (24)
which are just the Cauchy–Riemann equations, and
Lρ = Lλ , Rλ = −Lρ , (25)
which are the Cauchy–Riemann equations w.r.t. the target space variable
σ = ρ + iλ. Therefore, X and Y are the real and imaginary part of a
holomorphic function,
X + iY = Z(z) , z = x+ iy (26)
whereas L and R are the real and imaginary part of a holomorphic function
in the variable σ,
R + iL = Σ(σ, z, z¯), (27)
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where Σ may still depend on z, z¯. Finally, for F we find
F ≡ 1
2
(F x + iF y) = −iΣz¯ −GZ¯z¯ +GΣσ. (28)
The most general symmetry generator
v = Z∂z + Z¯∂z¯ + Σ∂σ + Σ¯∂σ¯ + F∂G + F¯ ∂G¯ (29)
may be expressed as the semi-direct sum of a symmetry generator vZ w.r.t.
the holomorphic function Z(z) and a generator vΣ w.r.t. the function Σ(σ, z, z¯),
where
vZ = Z∂z + Z¯∂z¯ −GZ¯z¯∂G − G¯Zz∂G¯ (30)
and
vΣ = Σ∂σ + Σ¯∂σ¯ + (−iΣz¯ +GΣσ)∂G + (iΣ¯z + G¯Σ¯σ¯)∂G¯ . (31)
Further, they obey the infinite-dimensional Lie algebra
[vZ1 , vZ2] = vZ3 , Z3 = Z1Z
′
2 − Z2Z ′1 , (32)
[vΣ1 , vΣ2] = vΣ3 , Σ3 = Σ1Σ2,σ − Σ2Σ1,σ , (33)
which are just two copies of the Virasoro algebra in coordinate and target
space, and
[vZ , vΣ] = vΣ˜ , Σ˜ = ΣzZ + Σz¯Z¯ . (34)
It is quite interesting that the symmetry turns out to be so large, the semi-
direct product of two conformal groups in two dimensions.
[Remark: the symmetry transformations we found cover the whole solu-
tion space in the sense that any solution Φ of the Dirac equation (3) for any
gauge potential G can be found by applying a symmetry transformation to
the trivial solution Φ = 1, G = 0. In fact, a target space transformation Σ
of the type Σ = f(z, z¯) is sufficient. For this sub-class of transformations
the above Lie algebra is Abelian, therefore the exponentiation for finite Σ is
trivial.]
As an application let us briefly discuss the issue of degeneracy of zero
modes (i.e., multiple solutions of the Dirac equation for one gauge field G).
The condition that the gauge field does not change is, of course, that the
F in Eq. (28) is zero, which leads to the conditions Σσ = Σz¯ = 0, that is
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Σ = g(z) is a function in the variable z only. As said, the exponentiation of
such Σ is trivial, therefore a
Φ′ = eg(z)Φ (35)
is a local zero mode for the same gauge potential as Φ. Single-valuedness of
Φ′ on the whole Euclidean plane restricts the allowed g (exp g(z) should be
single-valued) and the condition of square-integrability further restricts the
allowed g(z). The fact that further zero modes of the same Dirac operator
may be produced by multiplying the given one with analytic functions of z
is, of course, well-known.
3 Symmetries of the Dirac equation in three
dimensions
Introducing the real and imaginary part of the spinor components via Φ =
α + iβ, χ = γ + iδ, the Dirac equation (1) in three dimensions is equivalent
to the four real equations
I ≡ βz + δx − γy −Gzα−Gxγ −Gyδ = 0
II ≡ αz + γx + δy +Gzβ +Gxδ −Gyγ = 0
III ≡ βx + αy − δz −Gxα +Gyβ +Gzγ = 0
IV ≡ αx − βy − γz +Gxβ +Gyα−Gzδ = 0. (36)
If viewed as a system of algebraic equations for the three real unknowns
(Gx, Gy, Gz), these four equations must be algebraically dependent. The
dependence is given by the condition
V ≡ ∇ · ~Σ = 2(αγ + βδ)x + 2(αδ − βγ)y + (α2 + β2 − γ2 − δ2)z = 0 (37)
where
~Σ ≡ Ψ†~σΨ =

 2(αγ + βδ)2(αδ − βγ)
α2 + β2 − γ2 − δ2

 (38)
is the spin density of the spinor Ψ.
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Again, we want to study the symmetries of the above equations (36) using
the method of prolongations. The symmetry generating vector field is
v = X∂x+Y ∂y+Z∂z+A∂α+B∂β+C∂γ+D∂δ+F
x∂Gx+F
y∂Gy+F
z∂Gz (39)
and its prolongation to the needed order is
pr v = v + Ax∂αx + A
y∂αy + A
z∂αz +B
x∂βx +B
y∂βy +B
z∂βz
+Cx∂γx + C
y∂γy + C
z∂γz +D
x∂δx +D
y∂δy +D
z∂δz (40)
where, e.g., Ax is given by
Ax = Ax + Aααx + Aββx + Aγγx + Aδδx − αxXx − αyYx − αzZx (41)
Here, we have already used some first results of the calculation below, namely
that (analogously to the case in two dimensions) no coefficient depends on
the gauge potential, and that the coefficients X, Y, Z of the translations in
base space only depend on the base space coordinates x, y, z (otherwise the
resulting expression (41) would be more complicated, analogously to the Rx
of the two-dimensional case, which is given in Appendix A).
Acting with the prolonged vector field on the four equations (36) (pr v(I) =
0, etc.) leads to the following set of four equations
GxC +GyD +GzA+ F xγ + F yδ + F zα−Dx + Cy − Bz = 0
GxD −GyC +GzB + F xδ − F yγ + F zβ + Cx +Dy + Az = 0
−GxA+GyB +GzC − F xα + F yβ + F zγ +Bx + Ay −Dz = 0
GxB +GyA−GzD + F xβ + F yα− F zδ + Ax − By − Cz = 0
(42)
Next we have to insert the explicit expressions for Ax etc. We obtain algebraic
expressions in terms of the target space variables and their partial derivatives,
where we may eliminate four derivative terms with the help of the Dirac
equation (36). (Explicitly, we eliminated δx, δy, δz and γz.) For the resulting
expressions one has to require that the coefficient multiplying each partial
derivative of the target space variables (like αx or G
x
x) or product of partial
derivatives vanishes separately. Doing this one realizes quickly that nothing
may depend on the gauge potential and that the coefficients X, Y, Z may
only depend on x, y, z.
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The remaining coefficients which are multiplied by at least one partial
derivative of a target space variable serve to determine the coefficients X, Y, Z
and A,B,C,D. They are of two types. The first type consists of pairs of
equations like
Aδ+Dα = Yz+Zy , Aδ+Dα = −Yz−Zy ⇒ Aδ+Dα = 0 , Yz+Zy = 0
which lead to equations for the X, Y, Z and A,B,C,D independently. The
equations for X, Y, Z are
Xx = Yy = Zz
Xy + Yx = 0 , Xz + Zx = 0 , Yz + Zy = 0 (43)
and have the conformal transformations in three-dimensional space as general
solutions,
X =
θ1
2
(x2 − y2 − z2) + θ2xy + θ3xz − l3y + l2z + σx+ x0
Y =
θ2
2
(y2 − x2 − z2) + θ1xy + θ3yz + l3x− l1z + σy + y0
Z =
θ3
2
(z2 − x2 − y2) + θ1xz + θ2yz − l2x+ l1y + σz + z0 (44)
Here θi, li, σ and ~r0 are constant parameters which parametrize the infinites-
imal conformal transformations.
The equations for A,B,C,D are
Aα = Bβ = Cγ = Dδ
Aβ +Bα = 0 , Aγ + Cα = 0 , Aδ +Dα = 0
Bγ + Cβ = 0 , Bδ +Dβ = 0 , Cδ +Dγ = 0 (45)
and have the conformal transformations in the four-dimensional target space
as solutions,
A =
ζ1
2
(α2 − β2 − γ2 − δ2) + ζ2αβ + ζ3αγ + ζ4αδ +
λα− v3β + v2γ − v1δ + α0
B =
ζ2
2
(β2 − α2 − γ2 − δ2) + ζ1αβ + ζ3βγ + ζ4βδ +
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λβ + v3α− u1γ − u2δ + β0
C =
ζ3
2
(γ2 − α2 − β2 − δ2) + ζ1αγ + ζ2βγ + ζ4γδ +
λγ − v2α + u1β − u3δ + γ0
D =
ζ4
2
(δ2 − α2 = β2 − γ2) + ζ1αδ + ζ2βδ + ζ3γδ +
λδ + v1α + u2β + u3γ + δ0 (46)
Here the parameters ζj, ui, vi, λ and α0, β0, γ0, δ0 may still depend on the
base space coordinates (x, y, z).
The second type of equations consists of equations like Cδ−Aβ = Xy and
establishes relations between the A,B,C,D and the X, Y, Z, thereby further
restricting the possible A,B,C,D. The result is that the proper conformal
transformation on target space must be absent, ζj ≡ 0, and that the six
target space rotation parameters are no longer independent,
u1 − v1 = l1 + θ2z − θ3y ≡ L1
u2 − v2 = l2 + θ3x− θ1z ≡ L2
u3 − v3 = l3 + θ1y − θ2x ≡ L3 (47)
leading to
A = λα− v3β + v2γ − v1δ + α0
B = λβ + v3α− (v1 + L1)γ − (v2 + L2)δ + β0
C = λγ − v2α + (v1 + L1)β − (v3 + L3)δ + γ0
D = λδ + v1α + (v2 + L2)β + (v3 + L3)γ + δ0 (48)
where λ, vi and α0, . . . may still depend on (x, y, z). By shifting vi → vi −
(Li/2) the Li are distributed more symmetrically,
A = λα− (v3 − L
3
2
)β + (v2 − L
2
2
)γ − (v1 − L
1
2
)δ + α0
B = λβ + (v3 − L
3
2
)α− (v1 + L
1
2
)γ − (v2 + L
2
2
)δ + β0
C = λγ − (v2 − L
2
2
)α + (v1 +
L1
2
)β − (v3 + L
3
2
)δ + γ0
D = λδ + (v1 − L
1
2
)α + (v2 +
L2
2
)β + (v3 +
L3
2
)γ + δ0 (49)
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and we find the half-integer valued representation of the base space rota-
tions (with parameters li) acting on the (spinor) target space variables. It
is interesting to note that the half-integer values appear also for the pa-
rameters of the proper conformal transformations on base space (remember
Li ≡ li + ǫijkθjrk).
[Remark: for a Dirac equation without the additional condition ∇·~Σ = 0,
see Eq. (37), the above expressions would be the final result. This is the
case, for instance, for the Dirac equation for a Weyl (i.e., two-component)
spinor in Euclidean space in four dimensions, for which expressions analo-
gous to (49) would constitute the final result (with the conformal base space
transformations in 4 instead of 3 dimensions, of course).]
We have used all information from the coefficients of equations (42) which
contain at least one partial derivative of a target space variable. It remains
to evaluate the parts without a partial derivative (i.e., the coefficients of the
identity). These contain the coefficients F x, F y, F z linearly and are therefore
just the determining linear equations for these coefficients. However, they
give 4 equations for 3 unkonwns, therefore they must be linearly dependent,
which leads to one further constraint equation. An easier way to calculate
this constraint is to calculate the action of the prolonged vector field (40) on
the original constraint (37),
pr v(V ) = 0 (50)
or explicitly
Axγ + αxC + Aγx + αC
x +Bxδ + βxD +Bδx + βD
x+
Ayδ + αyD + Aδy + αD
y −Byγ − βyC − Bγy − βCy+
Azα + αzA+B
zβ + βzB − Czγ − γzC −Dzδ − δzD = 0 (51)
Inserting the explicit expressions for Ax, etc. leads to an expression con-
taining both coefficients multiplying partial derivatives of the target space
variables (like αx) and a coefficient of the identity 1. After eliminating four
partial derivatives (e.g. δx, δy, δz and γz) with the help of the e.o.m., one
realizes that the coefficients of the remaining partial derivatives vanish iden-
tically. It remains to evaluate the coefficient of the identity. This leads in
fact to four conditions, because the use of the e.o.m. has reintroduced the
gauge potential functions Gx, Gy, Gz into the above expression. As none of
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the coefficients (A, etc.) may depend on the gauge potential, the total co-
efficient multiplying each gauge potential function has to vanish separately,
as well as the remainder. The conditions that the coefficients mulitplying
Gx, Gy, Gz vanish leads to
α0 = β0 = γ0 = δ0 = 0 , v1 = v2 = 0 (52)
and the condition that the remainder vanishes leads to
(∇λ+ ~θ) · ~Σ = 0 (53)
With the shift
λ→ λ−Θ , Θ ≡ ~θ · ~r ≡ θ1x+ θ2y + θ3z (54)
and the definition
φ ≡ −v3 (55)
we therefore arrive at
A = λα+ φβ −Θα + L
3
2
β − L
2
2
γ +
L1
2
δ
B = λβ − φα−Θβ − L
3
2
α− L
1
2
γ − L
2
2
δ
C = λγ + φδ −Θγ + L
2
2
α +
L1
2
β − L
3
2
δ
D = λδ − φγ −Θδ − L
1
2
α +
L2
2
β +
L3
2
γ (56)
with
(∇λ) · ~Σ = 0. (57)
Here λ and φ are scale and gauge transformations on (spinor) target space,
whereas the remainder is the representation on spinor space of the infinites-
imal base space symmetries.
However, there is a problem with the constraint (57). The constrained
function λ is still algebraically independent of ~Σ (i.e., of the α, β, etc.),
therefore the constraint does not contradict our basic assumptions. The
problem is that the Lie algebra of all infinitesimal transformations does not
close on the constraint (57). E.g., the commutator of a target space scale
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transformation and a base space rotation about the z-axis leads to another
target space scale transformation which no longer obeys the constraint (57)
[vλ, vl3] = vλ˜ , (∇λ˜) · ~Σ 6= 0 (58)
This is, in fact, not a surprise, because the gradient of the rotated scale
function λ˜ must be perpendicular to the rotated vector ~˜Σ, (∇λ˜) · ~˜Σ = 0, and
analogously for other base space transformations.
Therefore, in order to have a closing Lie algebra of base space and target
space transformations, we have to restrict to constant target space scale
transformations, λ = const.
However, as transformations with non-constant λ obeying the constraint
(57) map solutions of the Dirac equation to new solutions and are of some
interest as such, one may instead choose another restriction by restricting to
the target space transformations parametrized by λ and φ (i.e., by setting
all base space transformation parameters equal to zero). The resulting Lie
algebra is abelian and closes therefore trivially.
We still have to calculate the coefficients F x, F y, F z from the coefficients
of the identity of Eqs. (42). After a lenghty calculation one obtains the
simple result
~F = −(Θ + σ) ~G+ ~L× ~G−∇φ− 1|~Σ|
~Σ×∇λ (59)
4 Multiple zero modes
In this section, we would like to apply the results on symmetries of Section 3
to the issue of zero mode degeneracy (i.e., multiple solutions for a Dirac equa-
tion with the same gauge potential). We shall give a more general discussion
in Subsection 4.1, whereas we will provide some explicit, new examples of
multiple zero modes in Subsection 4.2.
4.1 General discussion
The condition that a target space symmetry transformation of a spinor does
not change the gauge field is ~F = 0, see Eq. (59), or
∇φ = − 1|~Σ|
~Σ×∇λ (60)
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which, together with condition (57), implies that ~Σ, ∇φ and ∇λ are mutually
perpendicular. Further, Darboux’s theorem tells us that (at least locally) we
may express ~Σ like
~Σ = ∇ξ1 ×∇ξ2 (61)
where ξa = ξa(r), a = 1, 2. If we now assume that φ and λ are functions
of ξa only, then their gradients are automatically perpendicular to ~Σ, and it
remains to solve
|∇φ| = |∇λ| , ∇φ · ∇λ = 0. (62)
This problem can be solved relatively easily for a subclass of functions ξa
which fulfill one additional requirement, namely that the scalar products of
the gradients of the ξa can be expressed in terms of the ξa again, up to a
common factor, that is
∇ξa · ∇ξb = h(r)gab(ξc). (63)
Here gab plays the role of a metric in some two-dimensional space parametrized
by the coordinates ξa. If Eq. (63) holds, then Eq. (60) simplifies to
φaǫ˜
ac = gcbλb (64)
where φa ≡ ∂ξaφ, etc. and
ǫ˜ab = g
1
2 ǫab , g ≡ det(gab) = g11g22 − g12g21 (65)
and ǫab is the usual antisymmetric symbol in 2 dimensions. Eqs. (64) can be
solved by observing that they just provide a generalization of the Cauchy–
Riemann equations to the case of a general surface. We only have to find the
coordinate transformation from ξa to some new coordinates ξ′a such that the
metric g′ab w.r.t. the new coordinates is conformally equivalent to the flat
metric δab, that is
g′
ab ≡ ∂ξ
′a
∂ξc
∂ξ′b
∂ξd
gcd = h(ξ′)δcd. (66)
This problem always has a solution in two dimensions [21]. In terms of the
coordinates ξ′a Eqs. (64) read
φaǫ
ac = δcbλb (67)
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which are just the Cauchy–Riemann equations. Therefore, our problem is
solved by an arbitrary complex function u of the complex variable ζ ′ where
u(ζ ′) = exp(λ+ iφ) , ζ ′ = ξ′
1
+ iξ′
2
. (68)
Here “solution” means that if a spinor Ψ with Ψ†~σΨ ≡ ~Σ solves a certain
Dirac equation, then uΨ locally solves the same Dirac equation,
DΨ = 0 ⇒ DuΨ = 0. (69)
Regularity requirements further restrict the allowed u. For instance, the
functions ξa need not be well-defined in all IR3 (they usually are not), but
u certainly has to be well-defined (which may not be possible, in which case
the problem has no acceptable solution). The condition that uΨ is square-
integrable restricts to a finite number (which, again, may be zero) of linearly
independent functions u. It should be emphasized that all known examples
of multiple zero modes are of the above type (69), see [13]–[15]. It is an
interesting open question whether there exist other types, as well.
Finally, let us point out that the procedure described above can certainly
be reversed. That is to say, choose a pair of functions ξa which obey Eq. (63)
and calculate the corresponding ξ′a via Eq. (66). Then uΨ with u given by
Eq. (68) will provide additional local zero modes for a whole class of spinors
Ψ with spin densities given by ~Σ = F (ξa)∇ξ1 × ∇ξ2 for (almost) arbitrary
real functions f(ξa) (of course, f should be well-defined in all IR3). It is not
difficult to reconstruct the spinor Ψ from the spin density ~Σ and the gauge
potential ~G from the spinor Ψ (see, e.g., [2]). We shall explicitly demonstrate
how this works by constructing a class of multiple zero modes in the next
subsection.
[Remark: Equations (62) can be expressed in terms of the complex vari-
able u = exp(λ+ iφ) like
(∇u)2 = 0 (70)
which is the complex static eikonal equation. Further, condition (63) is
equivalent to the condition that u - when interpreted as a map from one-point
compactified IR30 to one-point compactified C0 - is a Riemannian submersion
up to Weyl transformations (local conformal rescalings of the metric). That
is to say, u is a composition of maps
u : IR30
W→ M3 R.S.→ N 2 W→ C0 (71)
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where W is a Weyl transformation, R.S. is a Riemannian submersion, and
M3 and N 2 are compact manifolds in three and two dimensions, respectively.
A detailed discussion of these issues can be found in [20]. In [15], Rieman-
nian submersions were used to construct multiple zero modes within a more
geometrical context.]
4.2 A class of multiple zero modes
Here we want to construct explicitly a class of multiple zero modes by starting
with a pair of functions ξa which obey Eq. (63), as explained in the last
subsection. In particular, we want to make use of the results of [20], where a
class of Hopf maps obeying the eikonal equation (70) were found, and where
the geometric explanation for their existence was provided. In concordance
with these results, we therefore choose the functions
ξ1 = ln sinh η ≡ 1
2
lnT , ξ2 = mϑ+ nϕ (72)
where we introduced toroidal coordinates (η, ϑ, ϕ) (and, for later convenience,
the variable T ≡ sinh2 η) related to the cartesian coordinates (x, y, z) via
T ≡ sinh2 η = 4(x
2 + y2)
4z2 + (r2 − 1)2 , ϑ = arctan
2z
r2 − 1 , ϕ = arctan
y
x
. (73)
Further, m and n are nonzero integers such that exp(2πilξ2) is a single-valued
function for integer l (the geometric significance of the integers m and n is
that they provide the complex function (Hopf map) f = exp(ξ1 + iξ2) with
the Hopf index H = mn).
Following the results of [20], it can be shown that the pair ξ1, ξ2 obeys
Eq. (63), and that a new pair ξ′1, ξ′2 obeying Eq. (66) can be found without
difficulty. Indeed, one finds easily that ξa obey Eq. (63) with
h(r) =
(cosh η − cosϑ)2 cosh2 η
sinh2 η
(74)
g11 = 1 , g12 = g21 = 0 , g22 =
m2 sinh2 η + n2
cosh2 η
. (75)
Hence, the induced metric gab is already diagonal but not yet conformally flat.
However, as g22 only depends on ξ1 (i.e., on η), a coordinate transformation
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involving only ξ1 is sufficient, ξ1 → ξ′1(ξ1), ξ′2 ≡ ξ2, such that g11 → g′11 =
g22 ≡ g′22. Explicitly, the transformation reads
ξ′
1
= ln

sinh|n| η
(
|m| cosh η +
√
n2 +m2 sinh2 η
)|m|
(
|n| cosh η +
√
n2 +m2 sinh2 η
)|n|

 , (76)
see [20]. The function ζ ′ = ξ′1 + iξ′2 itself is not single-valued, but the
function
ζ ≡ exp ζ ′ = exp(ξ′1 + iξ′2) (77)
is. It follows that for each spinor Ψ with spin density ~Σ ≡ Ψ†~σΨ = F (ξa)∇ξ1×
∇ξ2 (which is a formal zero mode for some gauge potential, because ~Σ obeys
∇·~Σ = 0), u(ζ)Ψ are further formal zero modes for the same gauge potential,
where u is a rational function of its argument. A customary basis for the
functions u is u = ζ l for integer l.
The formal zero modes described so far (implicitly via their spin den-
sity) are single-valued functions on all IR3, but we have not yet taken into
account the condition of square-integrability. Before doing so, we want to
make some simplifying assumptions on the type of spin density we want to
discuss. Firstly, we assume that the function F depends on ξ1 (i.e., on η or
T ) only. Secondly, we reexpress F like F = eM 4T
(1+T )2
, that is, we write for a
general spin density
~Σ(M) = eM(T )~Σ(0) , ~Σ(0) =
4T
(1 + T )2
∇ξ1 ×∇ξ2. (78)
The reason for this is that ~Σ(0) is a well-behaved and integrable spin density,
whereas ∇ξ1×∇ξ2 is not (clearly, integrability of the spin density ∫ d3r|~Σ| <
∞ is the same as square-integrability of the corresponding spinor). Another
reason for the choice of ~Σ(0), which does not concern us much here, is the fact
that ~Σ(0) is the Hopf curvature for the Hopf map exp(ξ1 + iξ2). In cartesian
coordinates, ~Σ(0) reads
~Σ(0) =
16
(1 + r2)3


2nxz − 2my
2nyz + 2mx
n(1− r2 + 2z2)

 (79)
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and its spinor Ψ(0) with ~Σ(0) = Ψ(0)†~σΨ(0) is
Ψ(0) =
2
√
2
(1 + r2)
3
2
√
(1 + r2)Γ + n(2z2 + 1− r2)
· (80)
·
(
n(2z2 + 1− r2) + (1 + r2)Γ
2(x+ iy)(nz + im)
)
(81)
where
Γ :=
(
n2 +m2T
1 + T
) 1
2
=
(
n2 +m2 sinh2 η
cosh2 η
) 1
2
(82)
and we chose the gauge such that the upper component is real. The calcu-
lation of the spinor Ψ(0) from the spin density ~Σ(0) is explained in Appendix
B. The spinor (81) is regular everywhere. Further, it is a zero mode for some
gauge potential ~G(0), by construction (this gauge potential is well-behaving
and leads to a square-integrable magnetic field ~H(0) = ∇×G(0); its explicit
expression, which is quite lengthy, is displayed in Appendix B, together with
an explanation of its calculation). Additional formal zero modes ζ lΨ(0) for
the same gauge potential are not square-integrable, i.e., the corresponding
spin density |ζ∗ζ |l~Σ(0) is not integrable (for either positive or negative integer
l), as may be inferred easily from the explicit expression for ~Σ(0) and from
the limiting behaviour
lim
T→0
|ζ∗ζ | ∼ T |n| , lim
T→∞
|ζ∗ζ | ∼ T |m|. (83)
But with an appropriate choice of M , it is easy to find spin densities ~Σ(M)
such that |ζ∗ζ |l~Σ(M) remains integrable for some non-zero values of l.
Concretely, we assume thatM(T ) andM ′(T ) are finite for all finite values
of T , i.e.,
|M(T )| <∞ ∧ |M ′(T )| <∞ for T <∞, (84)
and that M behaves for large T like
lim
T→∞
M(T ) ∼ −mk lnT + M¯(T ) (85)
where the remainder M¯ has to obey
lim
T→∞
|TM¯(T )| <∞. (86)
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Here the conditions (84) and (86) are chosen in order to avoid both spurious
(i.e., pure gauge) and physical singularities for the corresponding gauge po-
tential, and condition (85) is chosen in order to have a non-trivial result (i.e.,
multiple square-integrable zero modes). Condition (85) induces a spurious
(gauge) singularity in the corresponding gauge potential at T = ∞ which
has to be cured by an appropriate gauge fixing. Consequently, the spinor
Ψ(M) for the spin density ~Σ(M) with the appropriate gauge fixing is
Ψ(M) := e
M
2 eikmϑΨ(0) (87)
where the additional factor exp(ikmϑ) provides the gauge fixing, see below.
Under the above assumptions the spinors
Ψ
(M)
l = ζ
lΨ(M) , l = 0 . . . k (88)
are all square-integrable zero modes for the same gauge potential ~G(M).
It remains to determine ~G(M) explicitly, which will be obtained with Eq.
(59) of Section 3. In fact, using Eq. (59) (where M/2 ∼ λ and kmϑ ∼ φ;
remember that Eq. (59) also holds for finite λ and φ because of the abelian
nature of the target space symmetry transformations) one easily calculates
~G(M) = ~G(0) − M
′T
Γ
(m∇ϑ+ n∇ϕ)−mk∇ϑ (89)
(as said, the expression for ~G(0) is provided in Appendix B). Here the addi-
tional pure gauge term precisely cancels a pure gauge singularity at T =∞,
as may be checked easily. Further, we may see how it works that multiplica-
tion of the spinor Ψ(M) by ζ does not change the gauge potential. The crucial
point is that multiplication by ζ corresponds to choosing M = |ζ∗ζ |, and for
this M it holds that M
′T
Γ
= −1, so that the M dependent term in (89) is,
in fact, pure gauge and is cancelled by the contribution ∇ arg ζ = ∇ξ2, see
(72). This just shows explicitly that M/2 ≡ ξ′1 ∼ λ and ξ2 ∼ φ fulfill Eq.
(60) which, of course, must be true by construction.
Therefore, we have succeeded in constructing explicitly a class of multiple
zero modes together with their gauge potentials starting from the functions
(72) (or, equivalently, starting from the higher toroidal Hopf maps of Ref.
[20]). For the simplest Hopf map (i.e., for m = n = 1) these zero modes have
already been obtained in [13, 14, 15], whereas for the higher toroidal Hopf
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maps they are new.
Appendix A
The coefficients for the prolongation pr v of the vector field v in Section
2 are
Rx = DxR− ρxDxX − ρyDxY (90)
Ry = DyR − ρxDyX − ρyDyY (91)
Lx = DxL− λxDxX − λyDxY (92)
Ly = DyL− λxDyX − λyDyY (93)
where Dx and Dy are total derivatives w.r.t. x and y, respectively. Explicitly,
Rx reads
Rx = Rx +Rρρx +Rλλx +RGxG
x
x +RGyG
y
x
− ρx(Xx +Xρρx +Xλλx +XGxGxx +XGyGyx)
− ρy(Yx + Yρρx + Yλλx + YGxGxx + YGyGyx) (94)
and analogously for the other coefficients.
Appendix B
The calculation of the spinor Ψ(0) from the spin density ~Σ(0) proceeds as
follows. For a gauge such that the upper component of the spinor is real, a
spinor Ψ may be obtained from its spin density ~Σ formally by the algebraic
relation, see Ref. [2],
Ψ =
1√
2(|~Σ|+ Σ3)
(
|~Σ|+ Σ3
Σ1 + iΣ2
)
. (95)
This gauge is globally admissible provided that the third component of ~Σ is
positive whenever its first and second component are zero, i.e.,
Σ1 = 0 ∧ Σ2 = 0 ⇒ Σ3 > 0 (96)
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which holds for the spin density ~Σ(0) of Eq. (79). Therefore, the spinor Ψ(0)
of Eq. (80) may be computed with the help of the above expression.
The calculation of the gauge potential ~G(0) for the spinor (zero mode) Ψ(0)
proceeds as follows. Remember that once a zero mode Ψ is given, the Dirac
equation may be viewed as an overconstrained system of linear, algebraic
equations for the three components of the gauge potential. If the constraint
is fulfilled, this system can be solved explicitly and results in the following
expression for the corresponding gauge potential ~G, see Ref. [2],
~G =
1
2|~Σ|
(
∇× ~Σ + 2 Im (Ψ†∇Ψ)
)
. (97)
Inserting the explicit expression for Ψ(0) into the above formula leads to the
following rather lengthy expression for ~G(0),
~G(0) =
1
Γ(1 + r2)2

 −n(5 − r
2)y + 6mxz
n(5− r2)x+ 6myz
m(6z2 + 2− 4r2)

+ (98)
+
2
Γ(1 + r2)[Γ(1 + r2) + n(2z2 + 1− r2)]

 −(n
2z2 +m2)y
(n2z2 +m2)x
mn(r2 − z2)

 (99)
(for a direct comparison with the results of [13, 14] for the case m = n = 1,
one must take into account the fact that the gauge chosen in [13, 14] differs
from the one chosen here by the gauge function φ = arctan(z)). Further,
Eq. (97) shows that ~G is singular whenever |~Σ| is zero. This singularity
may be a spurious (gauge) singularity, in which case it can be cured by an
appropriate gauge fixing as in Eq. (89), or it may be physical, in which case
the corresponding zero mode is not admissible (of course, all the zero modes
given in Subsection 4.2 are admissible).
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