Poly-Cauchy numbers c (k) n (n 0, k 1) have explicit expressions in terms of the Stirling numbers of the first kind. When the index is negative, there exists a different expression. However, the sequence {c (−k) n } n 0 seem quite irregular for a fixed integer k 2. In this paper we establish a certain kind of recurrence relations among the sequence {c (−k) n } n 0 , analyzing the structure of poly-Cauchy numbers. We also study those of poly-Cauchy numbers of the second kind, poly-Euler numbers, and poly-Euler numbers of the second kind. Some different proofs are given. As applications, some leaping relations are shown.
Introduction
The poly-Cauchy numbers (of the first kind) are defined by ( [9] ) is the polylogarithm factorial (or polyfactorial) function. When k = 1, c n = c (1) n are the original Cauchy numbers, whose generating function is given by ( [3, 12] )
c n x n n! .
In 2018 Sasaki [14] showed several recurrence relations concerning the poly-Bernoulli numbers with negative indices. Poly-Bernoulli numbers B (k) n ( [7] ) are defined by is the polylogarithm function. When k = 1, B n = B (1) n are the classical Bernoulli numbers with B
(1) 1 = 1/2, whose generating function is given by
B n x n n! .
Poly-Bernoulli numbers B (k)
n have explicit forms in terms of the Stirling numbers of the second kind ( [7] ): By using the falling factorial, we determine the coefficients s n−2 . By (x − 2) 3 = x 3 − 9x 2 + 26x − 24, we have
Poly-Cauchy numbers (of the first kind) have an explicit form in terms of the (unsigned) Stirling numbers of the first kind ([9, Theorem 1]):
The definition may restrict the index k as nonnegative values, but the above expression is possible for negative k too. If the index is negative, another form is given by ([5, Theorem 8 Remark])
It is easy to see that c
In [6] , some congruence relations of poly-Cauchy numbers c (−k) n are investigated by k being fixed for all sufficiently large n. However, more precise regularity of the following sequences ([15, A222627, A222636, A222748, A223023]) has not been found: In this paper we establish a certain kind of recurrence relations among the sequence {c (−k) n } n 0 , analyzing the structure of poly-Cauchy numbers. We also study those of poly-Cauchy numbers of the second kind, poly-Euler numbers and poly-Euler numbers of the second kind. Some different proofs are given. As applications, some leaping relations are shown.
Poly-Cauchy numbers with negative indices
Now, we are ready to present our main theorem, which can explain how the sequences {c (−k) n } n 0 are generated, though they do not seem to have any clear regularity.
respectively.
Proof of Theorem 2.1. For a fixed integer k 1, assume that the numbers c (−k) n satisfy the recurrence relation c
By the recurrence relation
2) the form (1.2) can be also written as
Here, one determines [1, Table 2 .2] that
Since the relation (2.1) does not depend on the values k+1 j+1 , we have the system of equations
. . .
which is equivalent to the system
By Cramer, we have
First, we show that the denominator
By doing the operation: the 1st column+(n − 3)×the 2nd column, the 2nd column+(n − 4)×the 3rd column, . . . , the (k − 1)th column+(n − k − 1)×the kth column, using the recurrence relation (2.2), the left-hand side of (2.3) is equal to
Repeating the similar steps, the left-hand side of (2.3) is equal to
Now, we can write the numerators of a j,n (j = 1, 2, . . . , k) as
where there exists a gap without n−j−1 (1 k). In this sense, we can put the denominator (2.3) as f 0 (n, k). We shall show that f j (n, k) has the recursion formula
. We do the following operations:
1. the 1st column+(n − 2)×the 2nd column, the 2nd column+(n − 3)×the 3rd column, . . . , the (j − 1)th column+(n − j)×the jth column; 2. the determinant is divided into two parts by applying the recurrence relation (2.2) on the (j − 1)th column; 3. for the first determinant the jth column+(n − j − 2)×the (j + 1)th column, the (j + 1)th column+(n − j − 3)× (j + 2)th column, . . . , the (k − 1)th column+(n − k − 1)×the kth column, for the second determinant the (j + 1)the column+(n − j − 3)× (j + 2)th column, . . . , the (k − 1)th column+(n − k − 1)×the kth column.
Therefore, we have
which is (2.4). Now, by induction, we can show that
The result is valid for j = 0, and is clear for k = 1, 2. Assume that the result is valid up to j − 1. Then by (2.4)
Repeating the similar steps, we have
where
Thus, we obtain the formula (2.5).
Poly-Cauchy numbers of the second kind
The poly-Cauchy numbers of the second kind are defined by ( [9] )
Their generating function is given by ([9, Theorem 5])
n are the original Cauchy numbers of the second kind, whose generating function is given by 
Similarly to Theorem 2.1, poly-Cauchy numbers of the second kind with negative indices have the following recurrence relations.
Theorem 3.1. For n k + 1,
Remark 3.2. When k = 0, 1, 2, we have
respectively. Since
the first relation is clear.
Poly-Euler numbers
For an integer k, poly-Euler numbers E (k) n (n 0) are defined by ( [13] )
n are the classical Euler numbers, defined by
E n x n n! .
Poly-Euler numbers can be expressed in terms of poly-Bernoulli numbers ([13, Theorem 2.1]):
In the case of negative index, poly-Euler numbers have an explicit expression ([13, Theorem 6.1]):
Notice that E (−k) n are not necessarily integers but (n + 1)E
. By using the generalized falling factorial, determine the coefficients σ
0 . Then Euler numbers with negative indices satisfy the following recurrence formula. 
and let
where the jth column x j−1
n of V n is replaced by x n 1 , x n 2 , . . . , x n n . Then for i = 1, 2, . . . , n V n,n−i+1 = (−1)
Proof. As is well-known, Vandermonde's determinant is given by V n = 1 i<j n (x j − x i ). After the jth column is moved to the nth column, we get V n,j = (−1) n−j W n,j , where
Then, it is sufficient to prove that
When j = 1, (4.1) is valid because
Let 2 j n − 1. By the column operations from the jth to the second, we have
By induction on j about the relation (4.2), using (4.1) up to j − 1, we have
On the other hand,
Thus, (4.1) is also valid when j = n. Now, for 2 j n − 1, from (4.2) we obtain
Since the last term is equal to x n x n−1 · · · x j+1 (x 1 + x 2 + · · · + x j ), we get
as desired.
Proof of Theorem 4.1. When k = 0, by E (0) n = (3 n+1 − 1)/2 (n 0), the recurrence relation is clear. Let k 1. Assume that for a fixed k, the numbers E (−k) n 's satisfy the recurrence relation
Since k is fixed, this relation depends only on the part (4l + 3) n+1 − (4l + 1) n+1 in the explicit expression.
As 0 l k and k 0 = 0 (k 1), the relation (4.3) is equivalent to the system
or the system
Hence, the coefficients τ k,1 , τ k,2 , . . . , τ k,2k are the solution of the matrix equation
The determinant of the 2k dimensional Vandermonde matrix on the left-hand side is equal to
which is the denominator part of τ k,j by Cramer. By applying Lemma 4.3 with n = 2m and x i = 2i + 3 (i = 1, 2, . . . , 2k), the numerator part of τ k,j is given by
Hence, we have
For an integer k, poly-Euler numbers of the second kind E (k) n (n 0) are defined by ( [10, 11] )
n are the original Euler numbers of the second kind (or complimentary Euler numbers), defined by
Poly-Euler numbers of the second kind can be expressed in terms of poly-Bernoulli numbers ([10, Theorem 3.1], [11, Lemma 3.1]):
In the case of negative index, poly- 
Notice that E (−k) n are all integers. Euler numbers of the second kind with negative indices satisfy the same recurrence formula as those in Theorem 4.1. Proof of Theorem 4.4. The proof can be done as the same as that of Theorem 4.1. However, we shall prove the similar result by a different method, which is also applicable to that of Theorem 4.1. Since
Hence, for j = 0, 1, . . . , n, we have 
Leaping relations
Since the numbers c n−2r = 0 (n 2r + 2) for a positive integer r.
Given a three-term recurrence formula Z n = T (n)Z n−1 + U(n)Z n−2 (n 2) with arbitrary initial values Z 0 and Z 1 , and two sequence of integers are eventually quasi-periodic as {T (n)} n 0 = a 0 , a 1 . . . , a ρ , T 1 (k), T 2 (k), . . . , T w (k) 
