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Abstract. Our study of the basic model for incompressible two-phase
flows with phase transitions consistent with thermodynamics [10], [11],
[12], [16] is extended to the case of temperature-dependent surface ten-
sion. We prove well-posedness in an Lp-setting, study the stability of
the equilibria of the problem, and show that a solution which does not
develop singularities exists globally, and if its limit set contains a stable
equilibrium it converges to this equilibrium in the natural state manifold
for the problem as time goes to infinity.
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1. Introduction
Let Ω ⊂ Rn be a bounded domain of class C3, n ≥ 2. Ω contains two phases:
at time t, phase i occupies subdomain Ωi(t) of Ω. Assume ∂Ω1(t) ∩ ∂Ω =
∅; this means no boundary intersection. The closed compact hypersurface
Γ(t) := ∂Ω1(t) ⊂ Ω forms the interface between the phases, which is allowed
to be disconnected.
The work of SS was partially supported by JSPS Grant-in-Aid for Scientific Research
(B) #24340025 and Challenging Exploratory Research #23654048. The work of GS was
partially supported by a grant from the Simons Foundation (#245959) and by a grant
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We let u denote the velocity field, π the pressure field, T the stress
tensor, D(u) = (∇u + [∇u]T)/2 the rate of strain tensor, θ the (absolute)
temperature field, νΓ the outer normal of Ω1, uΓ the velocity field of the
interface, VΓ = uΓ · νΓ the normal velocity of Γ(t), HΓ = H(Γ(t)) = −divΓνΓ
the curvature of Γ(t), jΓ the phase flux, and [[v]] = v2 − v1 the jump of the
quantities vi ∈ C(Ωi(t)) across Γ(t).
Several quantities are derived from the specific free energy densities
ψi(θ) as follows. ǫi(θ) := ψi(θ) + θηi(θ) means the specific internal energy
density in phase i, ηi(θ) = −ψ′i(θ) the density of the specific entropy, κi(θ) :=
ǫ′i(θ) > 0 the heat capacity, and l(θ) = θ[[ψ
′(θ)]] = −θ[[η(θ)]] the latent heat.
Further di(θ) > 0 denotes the coefficient of heat conduction in Fourier’s law,
µi(θ) > 0 the viscosity in Newton’s law, ρ1, ρ2 > 0 the constant, positive
densities of the phases, and σ > 0 the (coefficient of) surface tension. In the
sequel we drop the index i, as there is no danger of confusion; we just keep
in mind that the coefficients depend on the phases.
In the previous papers [12] and [16] we have mathematically analyzed
the following problem with sharp interface:
Find a family of closed compact hypersurfaces {Γ(t)}t≥0 contained in Ω and
appropriately smooth functions u : R+ × Ω¯ → Rn, and π, θ : R+ × Ω¯ → R
such that
ρ(∂tu+ u · ∇u)− div T = 0 in Ω \ Γ(t),
T = 2µ(θ)D(u)− πI, div u = 0 in Ω \ Γ(t),
[[
1
ρ
]]j2ΓνΓ − [[TνΓ]] = σHΓνΓ, [[u]] = [[
1
ρ
]]jΓνΓ on Γ(t),
u = 0 on ∂Ω, u(0) = u0 in Ω.
(1.1)
ρκ(θ)(∂tθ + u · ∇θ)−div (d(θ)∇θ)−2µ|D(u)|
2
2 = 0 in Ω \ Γ(t),
−l(θ)jΓ − [[d(θ)∂νΓθ]] = 0, [[θ]] = 0 on Γ(t),
∂νθ = 0 on ∂Ω, θ(0) = θ0 in Ω.
(1.2)
[[ψ(θ)]] + [[
1
2ρ2
]]j2Γ − [[
TνΓ · νΓ
ρ
]] = 0 on Γ(t),
VΓ = uΓ · νΓ = u · νΓ −
1
ρ
jΓ on Γ(t),
Γ(0) = Γ0.
(1.3)
This model is explained in more detail in [10]; see also [1, 6]. It is thermody-
namically consistent in the sense that in absence of exterior forces and heat
sources, the total mass and the total energy are preserved, and the total en-
tropy is nondecreasing. This model is in some sense the simplest non-trivial
sharp interface model for incompressible Newtonian two-phase flows taking
into account phase transitions driven by temperature.
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Note that in this model neither kinetic undercooling nor temperature
dependence of the surface tension σ, i.e. Marangoni forces, have been taken
into account. It is the aim of the present paper to remove these shortcomings.
Here we concentrate on the case of constant densities ρi > 0 which are not
equal, i.e. [[ρ]] 6= 0. To achieve this goal, the model has to be adjusted care-
fully. Surface tension σ(θΓ) here is precisely the free surface energy density.
Therefore we define, in analogy to the bulk case, the surface energy density
ǫΓ, the surface entropy density ηΓ, the surface heat capacity κΓ, and surface
latent heat lΓ by means of the relations
ǫΓ(θΓ) = σ(θΓ) + θΓηΓ(θΓ), ηΓ(θΓ) = −σ
′(θΓ)
κΓ(θΓ) = ǫ
′
Γ(θΓ) = −θΓσ
′′(θΓ), lΓ(θΓ) = θΓσ
′(θΓ).
Then total surface energy will be
EΓ =
∫
Γ
ǫΓ(θΓ)dΓ,
and total surface entropy reads
ΦΓ =
∫
Γ
ηΓ(θΓ)dΓ.
Note that in case σ = const we have EΓ = σ|Γ| and ΦΓ = 0. We point out
that experiments have shown that in certain situations surface heat capacity
cannot be neglected, see [2]. In case κΓ is not identically zero (i.e. if σ is not
a linear function of θΓ), there will also be a non-trivial surface heat flux qΓ
which we assume to satisfy Fourier’s law, that is
qΓ = −dΓ(θΓ)∇ΓθΓ,
with coefficient of surface heat diffusivity dΓ(θΓ) > 0. In analogy to the bulk,
the surface heat flux induces the contribution
∫
Γ
−(qΓ · ∇Γ)/θ2Γ dΓ to the
production of surface entropy. Kinetic undercooling with coefficient γ(θΓ) > 0
produces surface entropy
∫
Γ
γ(θ)j2Γ/θΓ dΓ. Following the derivation in [10],
this leads to the following three modifications of the system (1.1), (1.2),
(1.3). The momentum balance on the interface becomes
[[
1
ρ
]]j2ΓνΓ − [[TνΓ]] = σ(θΓ)HΓνΓ + σ
′(θΓ)∇ΓθΓ.
The energy balance on the interface reads
κΓ(θΓ)
D
Dt
θΓ + divΓqΓ = [[d(θ)∂νΓθ]] + l(θ)jΓ + lΓ(θΓ)divΓuΓ + γ(θΓ)j
2
Γ,
and the Gibbs-Thomson law changes to
[[ψ(θ)]] + [[
1
2ρ2
]]j2Γ − [[
TνΓ · νΓ
ρ
]] = −γ(θΓ)jΓ.
Here D/Dt denotes the Lagrangian derivative coming from the velocity uΓ
of the interface, and we employ the symbol PΓ for the orthogonal projection
onto the tangent bundle of Γ. Note that θΓ = θ|Γ is the trace of θ on Γ as
[[θ]] = 0. We assume the tangential part of u to be continuous across Γ, i.e.
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[[PΓu]] = 0, and PΓuΓ = PΓu|Γ. Then the quantities jΓ, VΓ and uΓ can be
expressed as
jΓ = [[u · νΓ]]/[[1/ρ]], VΓ = [[ρu · νΓ]]/[[ρ]], uΓ = PΓu+ VΓνΓ.
The complete extended model now reads as follows.
In the bulk Ω \ Γ(t):
ρ(∂tu+ u · ∇u)− 2div(µ(θ)D(u)) +∇π = 0,
2D(u) = ∇u+ [∇u]T, div u = 0, (1.4)
ρκ(θ)(∂tθ + u · ∇θ)− div(d(θ)∇θ) = 2µ(θ)|D(u)|
2
2.
On the interface Γ(t):
[[PΓu]] = 0, PΓuΓ = PΓu|Γ, [[u · νΓ]] = [[1/ρ]]jΓ, [[θ]] = 0, θΓ = θ|Γ,
[[1/ρ]]j2ΓνΓ − 2[[µ(θ)D(u)νΓ]] + [[π]]νΓ = σ(θΓ)HΓνΓ + σ
′(θΓ)∇ΓθΓ,
κΓ
D
Dt
θΓ − divΓ(dΓ(θΓ)∇ΓθΓ) = (1.5)
= [[d(θ)∂νθ]] + l(θ)jΓ + γ(θΓ)j
2
Γ + lΓ(θΓ)divΓuΓ,
[[ψ(θ)]] + [[1/2ρ2]]j2Γ − 2[[µ(θ)D(u)νΓ · νΓ/ρ]] + [[π/ρ]] = −γ(θΓ)jΓ,
VΓ = u · νΓ − jΓ/ρ.
On the outer boundary ∂Ω:
u = 0, ∂νθ = 0.
Initial conditions:
Γ(0) = Γ0, u(0) = u0, θ(0) = θ0.
This model has conservation of total mass and total energy, and total entropy
is non-decreasing. Indeed, along smooth solutions we have
d
dt
(Φb(t) + ΦΓ(t)) =
∫
Ω
[2µ(θ)|D(u)|22/θ + d(θ)|∇θ|
2/θ2]dx
+
∫
Γ
[dΓ(θΓ)|∇ΓθΓ|
2/θ2Γ + γ(θΓ)j
2
Γ/θΓ]dΓ ≥ 0,
where Φb =
∫
Ω ρη(θ)dx.
For the sake of well-posedness we assume that ψi and σ are strictly
concave. Experiments show that σ is also strictly decreasing and positive for
low temperatures. Therefore, σ has precisely one zero θc > 0 which we call
the critical temperature. As the problem in the range θ > θc is no longer
well-posed, we restrict our attention to the interval θ ∈ (0, θc). In all of the
paper we impose the following assumptions.
a) Regularity.
µi, di, dΓ, γ ∈ C
2(0, θc), ψi, σ ∈ C
3(0, θc).
b) Well-posedness.
κi, κΓ, µi, di, dΓ, σ > 0, γ ≥ 0 in (0, θc), 0 < θ0 < θc in Ω¯.
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c) Compatibilities.
div u0 = 0 in Ω \ Γ0,
2PΓ0 [[µ(θ0)D(u)νΓ0 ]] + σ
′(θ0)∇Γ0θ0 = 0, PΓ0uΓ(0) = PΓ0u0|Γ0
PΓ0 [[u0]] = 0, [[θ0]] = 0, θΓ(0) = θ0|Γ0 , u0|∂Ω = 0, ∂νθ0|∂Ω = 0.
Below we present a rather complete analysis of problem (1.4), (1.5) which
parallels that in [12] where the simpler case σ > 0 constant and γ ≡ 0 has
been studied. We obtain local well-posedness of the problem in an Lp-setting,
prove that the stability properties of equilibria are the same as in [12], and we
show that any bounded solution that does not develop singularities converges
to an equilibrium as t → ∞ in the state manifold SM which is the same as
in [12].
2. Total Entropy and Equilibria
(a) As we have seen in Section 1, the total mass M =
∫
Ω\Γ
ρ dx and the total
energy
E = E(u, θ, θΓ,Γ) :=
∫
Ω\Γ
{(ρ/2)|u|2 + ρε(θ)} dx+
∫
Γ
ǫΓ(θΓ) dΓ
are conserved, and the total entropy
Φ = Φ(θ, θΓ,Γ) :=
∫
Ω\Γ
ρη(θ) dx +
∫
Γ
ηΓ(θΓ) dΓ
is nondecreasing along smooth solutions. Even more, −Φ is a strict Lyapunov
functional in the sense that it is strictly decreasing along smooth solutions
which are non-constant in time. Indeed, if at some time t0 ≥ 0 we have
d
dt
Φ(u(t0),Γ(t0)) = 0,
then∫
Ω
[2µ(θ)|D(u)|2/θ+d(θ)|∇θ|2/θ2]dx+
∫
Γ
[dΓ(θΓ)|∇θΓ|
2/θ2+γ(θΓ)j
2
Γ] dΓ = 0,
which yields D(u(t0)) = 0 and ∇θ(t0) = 0 in Ω, as well as ∇ΓθΓ(t0) = 0 and
jΓ(t0) = 0 on Γ(t0). As in [12] this implies u(t0) = 0 and θ(t0) = const =
θΓ(t0) in Ω. From the equations we see that (VΓ(t0), jΓ(t0)) = (0, 0) and
therefore π is also constant in the components of the phases, and
[[π]] = σ(θΓ)HΓ,
[[ψ(θΓ)]] + [[π/ρ]] = 0.
These relations show that the curvature HΓ is constant over all of Γ, and it
determines the values of the pressures in the phases, in particular π is constant
in each phase, not only in its components. Since Ω is bounded, we may
conclude that Γ(t0) is a union of finitely many, saym, disjoint spheres of equal
radius, i.e. (u(t0), θ(t0),Γ(t0)) is an equilibrium. Therefore, the limit sets of
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solutions in the state manifold SMΓ, to be defined below, are contained in
the (mn+ 2)-dimensional manifold of equilibria
E =
{(
0, θ∗,
⋃
1≤l≤m
SR∗(xl)
)
: θ∗ ∈ (0, θc), B¯R∗(xl) ⊂ Ω, (2.1)
B¯R∗(xl) ∩ B¯R∗(xk) = ∅, k 6= l
}
,
where SR∗(xl) denotes the sphere with radius R∗ and center xl. Here R∗ > 0
is uniquely determined by the total mass and by the number m of spheres,
and θ∗ is uniquely given by the total energy.
b) Another interesting observation is the following. Consider the critical
points of the functional Φ(u, θ, θΓ,Γ) with constraintM = M0, E(u, θ, θΓ,Γ) =
E0, say on
{(u, θ, θΓ,Γ) : (u, θ) ∈ BUC(Ω¯ \ Γ)
n+1,Γ ∈ MH2(Ω), θΓ ∈ C(Γ)},
see below for the definition of MH2(Ω). So here we do not assume from the
beginning that θ is continuous across Γ, and θΓ denotes surface temperature.
Then by the method of Lagrange multipliers, there are constants λ, µ ∈ R
such that at a critical point (u∗, θ∗, θΓ∗,Γ∗) we have
Φ′(u∗, θ∗, θΓ∗,Γ∗) + λM
′(Γ∗) + µE
′(u∗, θ∗, θΓ∗,Γ∗) = 0. (2.2)
The derivatives of the functionals are given by
〈Φ′(u, θ, θΓ,Γ)|(v, ϑ, ϑΓ, h)〉 = (ρη
′(θ)|ϑ)Ω + (η
′
Γ(θΓ)|ϑΓ)Γ
− ([[ρη(θ)]] + ηΓ(θΓ)H(Γ)|h)Γ,
〈M′(Γ)|h〉 = −([[ρ]]|h)Γ,
with H(Γ) := HΓ, and
〈E′(u, θ, θΓ,Γ)|(v, ϑ, ϑΓ, h)〉 = (ρu|v)Ω + (ρǫ
′(θ)|ϑ)Ω + (ǫ
′
Γ(θΓ)|ϑΓ)Γ
− ([[(ρ/2)|u|2 + ρǫ(θ)]] + ǫΓ(θΓ)H(Γ)|h)Γ.
Setting first (u, ϑΓ, h) = (0, 0, 0) and varying ϑ in (2.2) we obtain
η′(θ∗) + µǫ
′(θ∗) = 0 in Ω,
and similarly varying ϑΓ yields
η′Γ(θΓ∗) + µǫ
′
Γ(θΓ∗) = 0 on Γ∗.
The relations η(θ) = −ψ′(θ) and ǫ(θ) = ψ(θ)−θψ′(θ) imply 0 = −ψ′′(θ∗)(1+
µθ∗), and this shows that θ∗ = −1/µ is constant in Ω, since κ(θ) = −θψ′′(θ) >
0 for all θ ∈ (0, θc) by assumption. Similarly on Γ∗ we obtain θΓ∗ = −1/µ
constant as well, provided κΓ(θΓ) > 0, hence in particular θ∗ ≡ θΓ∗ .
Next varying v implies µu∗ = 0, and hence u∗ = 0 as µ 6= 0. Finally,
varying h we get
−([[ρη(θ∗)]] + ηΓ(θΓ∗)HΓ)− λ[[ρ]]− µ([[ρǫ(θ∗)]] + ǫΓ(θΓ∗)H(Γ∗)) = 0 on Γ∗.
This implies with the above relations
[[ρψ(θ∗)]] + σ(θ∗)H(Γ∗) = λ[[ρ]]θΓ∗ .
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Since θ∗ is constant and assuming θ∗ ∈ (0, θc), we see with σ∗ > 0 that H(Γ∗)
is constant. Therefore, as Ω is bounded, Γ∗ is a sphere whenever connected,
and a union of finitely many disjoint spheres of equal size otherwise. Thus the
critical points of the entropy functional for prescribed energy are precisely
the equilibria of the problem (1.4), (1.5).
(c) Going further, suppose we have an equilibrium e∗ := (0, θ∗, θΓ∗ ,Γ∗) where
the total entropy has a local maximum w.r.t. the constraints M = M0 and
E = E0. Then D∗ := [Φ + λM + µE]′′(e∗) is negative semi-definite on the
kernel of (M′,E′)(e∗), where λ and µ are the fixed Lagrange multipliers found
above. The kernel of M′(e) is given by (1|h)Γ = 0, as [[ρ]] 6= 0, and that of
E
′(e) is determined by the identity
(ρu|v)Ω + (ρκ(θ)|ϑ)Ω + (κΓ(θΓ)|ϑΓ)Γ − ([[ρǫ(θ)]] + ǫΓ(θΓ)H(Γ)|h)Γ = 0,
which at equilibrium yields
(ρκ∗|ϑ)Ω + (κΓ∗ |ϑΓ)Γ = 0, (2.3)
where κ∗ := κ(θ∗), κΓ∗ := κΓ(θ∗), and σ∗ = σ(θΓ∗). On the other hand, a
straightforward calculation yields with z = (v, ϑ, ϑΓ, h)
−〈D∗z|z〉 = (ρv|v)Ω +
1
θ∗
[
(ρκ∗ϑ|ϑ)Ω + (κΓ∗ϑΓ|ϑΓ)Γ − σ∗θ∗(H
′(Γ∗)h|h)Γ
]
.
(2.4)
As κ∗ and κΓ∗ are positive, we see that the form 〈Dz|z〉 is negative semi-
definite as soon as H ′(Γ∗) is negative semi-definite. We have
H ′(Γ∗) = (n− 1)/R
2
∗ +∆Γ∗ ,
where ∆Γ∗ denotes the Laplace-Beltrami operator on Γ∗ and R∗ means the
radius of an equilibrium sphere. To derive necessary conditions for an equi-
librium e∗ to be a local maximum of entropy, we suppose that Γ∗ is not
connected, i.e. Γ∗ is a finite union of spheres Γ
k
∗ . Set ϑ = ϑΓ = 0, and let
h = hk be constant on Γ
k
∗ with
∑
k hk = 0. Then the constraint (2.3) holds,
and with the volume ωn of the unit sphere in R
n
〈Dz|z〉 = (σ∗θ∗)((n − 1)/R
2
∗)ωnR
n−1
∗
∑
k
h2k > 0,
hence D cannot be negative semi-definite in this case, as σ∗ > 0. Thus if
e∗ is an equilibrium with locally maximal total entropy, then Γ∗ must be
connected, and hence both phases are connected.
On the other hand, if Γ∗ is connected then H
′(Γ∗) is negative semi-
definite on functions with mean zero, hence in this case D is in fact positive
semi-definite. We will see below that connectedness of Γ∗ is precisely the
condition for stability of the equilibrium e∗.
(d) Summarizing, we have shown
• The total energy is constant along smooth solutions of (1.4),(1.5).
• The negative total entropy is a strict Ljapunov functional for (1.4),(1.5).
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• The equilibria of (1.4),(1.5) are precisely the critical points of the en-
tropy functional with prescribed total energy and total mass.
• If the entropy functional with prescribed energy and total mass has a
local maximum at e∗ = (0, θ∗, θΓ∗ ,Γ∗), then Γ∗ is connected.
It should be noted that we are using the term equilibrium to describe a
stationary solution of the system, while a thermodynamic equilibrium would
- by definition - require the entropy production to be zero. Our results show
that stable equilibria are precisely those that guarantee the system to be in
a thermodynamic equilibrium.
3. Local Well-posedness and the Semiflow
θΓ is not a real system variable as it is the trace of θ on the interface. For
analytical reasons it is a useful quantity while we consider the linear problem
and the nonlinear problem on the reference manifold Σ after a Hanzawa
transform. Local well-posedness of Problem (1.4),(1.5) is based on maximal
Lp-regularity of its principal linearization and on the contraction mapping
principle.
3.1. Principal Linearization
The principal part of the linearized problem reads as follows
ρ∂tu− µ0(x)∆u +∇π = ρfu in Ω \ Σ,
div u = gd in Ω \ Σ,
PΣ[[u]] + c(t, x)∇Σh = PΣgu on Σ,
−2[[µ0(x)D(u)νΣ]]+[[π]]νΣ−σ0(x)∆ΣhνΣ−σ1(x)∇ΣθΣ = g on Σ,
u = 0 on ∂Ω,
u(0) = u0 in Ω.
(3.1)
ρκ(x)∂tθ − d(x)∆θ = ρκ(x)fθ in Ω \ Σ,
κΓ0(x)∂tθΣ − dΓ0(x)∆ΣθΣ = κΓ0(x)gθ on Σ,
[[θ]] = 0, θΣ = θ|Σ on Σ,
∂νθ = 0 on ∂Ω,
θ(0) = θ0 in Ω, θΣ(0) = θ0|Σ on Σ,
(3.2)
[[ρ]]∂th− [[ρu · νΣ]] + b(t, x) · ∇Σh = [[ρ]]fh on Σ,
−2[[(µ0(x)/ρ)D(u)νΣ · νΣ]] + [[π/ρ]] = gh on Σ,
h(0) = h0 on Σ.
(3.3)
Here µ0, κ0, d0, κΓ0, dΓ0, σ0 and σ1 are functions of x, which are realized by
µ0(x) = µ(θ0(x)) and so on. The difference between the linear problem for
variable surface tension (3.1) (3.2) (3.3) and the linear problem for constant
surface tension [12, Section 3.1] is the 4th equation of (3.1) and the 2nd
equation of (3.2).
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Observe that (3.2) decouples from the remaining problems (3.1)-(3.3).
Maximal Lp-regularity of (3.2) has been proved in [13], while maximal Lp-
regularity of (3.1) and (3.3) has been considered in [12]. Therefore we obtain
the maximal Lp-regularity of (3.1),(3.2),(3.3).
Theorem 3.1. Let p > n+ 2, ρi > 0, ρ2 6= ρ1, µ0i, κ0i, d0i ∈ C(Ω¯i), κΓ0, dΓ0,
σ0, σ1 ∈ C(Σ), µ0i, κ0i, d0i > 0, κΓ0, dΓ0, σ0, σ1 > 0, i = 1, 2,
(b, c) ∈W 1−1/2pp (J ;Lp(Σ))
n+1 ∩ Lp(J ;W
2−1/p
p (Σ))
n+1,
where J = [0, a]. Then the coupled system (3.1), (3.2), (3.3) admits a unique
solution (u, π, θ, θΣ, h) with regularity
(u, θ) ∈ H1p (J ;Lp(Ω))
n+1 ∩ Lp(J ;H
2
p (Ω \ Σ))
n+1 =: Eu,θ(J),
[[u · νΣ]] ∈ H
1
p (J ; W˙
−1/p
p (Σ)), π ∈ Lp(J ; H˙
1
p (Ω \ Σ)) =: Epi(J),
θΣ ∈ H
1
p (J ;W
−1/p
p (Σ)) ∩ Lp(J ;W
2−1/p
p (Σ)) =: Etrθ(J),
πi := π|∂Ωi ∈ W
1/2−1/2p
p (J ;Lp(Σ)) ∩ Lp(J ;W
1−1/p
p (Σ)) =: Etrpi(J), i = 1, 2,
h ∈W 2−1/2pp (J ;Lp(Σ)) ∩H
1
p (J ;W
2−1/p
p (Σ)) ∩ Lp(J ;W
3−1/p
p (Σ)) =: Eh(J),
if and only if the data (fu, fθ, gθ, gd, PΣgu, g, fh, gh, u0, θ0, θ0|Σ, h0) satisfy the
following regularity
(a) (fu, fθ) ∈ Lp(J ;Lp(Ω))n+1,
(b) gθ ∈ Lp(J ;W
−1/p
p (Σ)),
(c) gd ∈ H1p (J ; H˙
−1
p (Ω)) ∩ Lp(J ;H
1
p (Ω \Σ)),
(d) (g, gh) ∈W
1/2−1/2p
p (J ;Lp(Σ))
n+1 ∩ Lp(J ;W
1−1/p
p (Σ))n+1,
(e) (PΣgu, fh) ∈W
1−1/2p
p (J ;Lp(Σ))
n ∩ Lp(J ;W
2−1/p
p (Σ))n,
(f) (u0, θ0, θ0|Σ, h0) ∈ Xγ := W
2−2/p
p (Ω\Σ)n+1×W
2−3/p
p (Σ)×W
3−2/p
p (Σ),
and compatibility conditions:
(g) div u0 = gd(0) in Ω \ Σ,
(h) PΣ[[u0]] + c(0, ·)∇Σh0 = PΣgu(0) on Σ,
(i) −PΣ[[µ0(·)(∇u0 + [∇u0]T)νΣ]]− σ1(·)∇ΣθΣ = PΣg(0) on Σ.
The solution map
[(fu, fθ, gθ, gd, PΣgu, g, fh, gh, u0, θ0, θ0|Σ, h0) 7→ (u, π, θ, θΣ, h)]
is continuous between the corresponding spaces.
Remark 3.2. Xγ is the time trace space of the solution space E(J) with
E(J) := Eu(J)× Eθ(J)× Etrθ(J)× Eh(J).
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3.2. Local Existence
As in [12], the basic result for local well-posedness of Problem (1.4),(1.5) in
an Lp-setting is the following theorem, which is proved by the contraction
mapping principle.
Theorem 3.3. Let p > n+ 2, ρ1, ρ2 > 0, ρ1 6= ρ2. We assume the conditions
a), b), c) in Section 1 and the regularity conditions
(u0, θ0) ∈ W
2−2/p
p (Ω \ Γ0)
n+1, Γ0 ∈W
3−2/p
p .
Then there exists a unique Lp-solution of Problem (1.4),(1.5) on some pos-
sibly small but nontrivial time interval J = [0, τ ].
Here the notation Γ0 ∈W
3−2/p
p means that Γ0 is a C
2-manifold, such that its
(outer) normal field νΓ0 is of class W
2−2/p
p (Γ0). Therefore, the Weingarten
tensor LΓ0 = −∇Γ0νΓ0 of Γ0 belongs to W
1−2/p
p (Γ0) which embeds into
Cα+1/p(Γ0), with α = 1− (n+ 2)/p > 0 since p > n+ 2 by assumption. For
the same reason we also have u0 ∈ C1+α(Ω¯i(0))n, θ0 ∈ C1+α(Ω¯i(0)), i = 1, 2,
and V0 ∈ C
1+α(Γ0). The notion Lp-solution means that (u, π, θ, θΓ,Γ) is ob-
tained as the push-forward of an Lp-solution (u¯, π¯, θ¯, θ¯Σ, h) of the transformed
problem, which means that (u¯, θ¯, θ¯Γ, h) belongs to E(J). The regularity of the
pressure is obtained from the equations.
3.3. Time-Weights
For later use we need an extension of the local existence result to spaces
with time weights. For this purpose, given a UMD-Banach space Y and µ ∈
(1/p, 1], we define for J = (0, t0)
Ksp,µ(J ;Y ) := {u ∈ Lp,loc(J ;Y ) : t
1−µu ∈ Ksp(J ;Y )},
where s ≥ 0 and K ∈ {H,W}. It has been shown in [9] that the operator
d/dt in Lp,µ(J ;Y ) with domain
D(d/dt) = 0H
1
p,µ(J ;Y ) = {u ∈ H
1
p,µ(J ;Y ) : u(0) = 0}
is sectorial and admits an H∞-calculus with angle π/2. This is the main tool
to extend Theorem 3.3 to the time weighted setting, where the solution space
E(J) is replaced by Eµ(J), and
z ∈ Eµ(J)⇔ t
1−µz ∈ E(J).
The trace spaces for (u, θ, h) for p > 3 are then given by
(u0, θ0) ∈ W
2µ−2/p
p (Ω \ Σ)
n+1, θ0|Σ ∈ W
2µ−3/p
p (Σ), h0 ∈ W
2+µ−2/p
p (Σ),
h1 := ∂th|t=0 ∈W
2µ−3/p
p (Σ), (3.4)
where for the last trace we need in addition µ > 3/2p. Note that the embed-
dings
Eµ,u,θ(J) →֒ C(J ;C
1(Ω¯i))
n+1, Eµ,h(J) →֒ C(J ;C
2+α(Σ)) ∩ C1(J ;C1(Σ))
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with α = 1/2− n/p > 0 require µ > 1/2+ (n+ 2)/2p, which is feasible since
p > n+2 by assumption. This restriction is needed for the estimation of the
nonlinearities.
For these time weighted spaces we have the following result.
Corollary 3.4. Let p > n+2, µ ∈ (1/2+(n+2)/2p, 1], ρ1, ρ2 > 0, ρ1 6= ρ2. We
assume that the conditions a), b), c) in Section 1 and the regularity conditions
(u0, θ0) ∈ W
2µ−2/p
p (Ω \ Γ0)
n+1, Γ0 ∈W
2+µ−2/p
p
are satisfied. Then the transformed problem admits a unique solution
z = (u, θ, θΣ, h) ∈ Eµ(0, τ)
for some nontrivial time interval J = [0, τ ]. The solution depends contin-
uously on the data. For each δ > 0 the solution belongs to E(δ, τ), i.e. it
regularizes instantly.
4. Linear Stability of Equilibria
1. We call an equilibrium non-degenerate if the balls making up Ω1(t) do
neither touch each other nor the outer boundary; this set is denoted by
E . To derive the full linearization at a non-degenerate equilibrium e∗ :=
(0, θ∗, θΣ∗,Σ) ∈ E , note that the quadratic terms u · ∇u, u · ∇θ, |D(u)|
2
2,
[[u]]jΓ, and j
2
Γ give no contribution to the linearization. Therefore we obtain
the following fully linearized problem for (u, π, h), the relative temperature
ϑ = (θ − θ∗)/θ∗ and ϑΣ = ϑ|Σ.
ρ∂tu− µ∗∆u+∇π = ρfu in Ω \ Σ,
div u = gd in Ω \ Σ,
PΣ[[u]] = PΣgu on Σ,
−2PΣ[[µ∗D(u)νΣ]]− θ∗σ
′
∗∇ΣϑΣ = PΣg on Σ,
−2[[µ∗D(u)νΣ · νΣ]] + [[π]] + σ∗AΣh− θ∗σ
′
∗H∗ϑΣ = g · νΣ on Σ,
u = 0 on ∂Ω,
u = u0 in Ω,
(4.1)
ρκ∗∂tϑ− d∗∆ϑ = ρκ∗fθ in Ω \ Σ,
[[ϑ]] = 0 on Σ,
κΓ∗∂tϑΣ−dΓ∗∆ΣϑΣ−(l∗/θ∗)jΣ−[[d∗∂νΣϑ]]−σ
′
∗divΣuΣ = κΓ∗gθ on Σ,
∂νϑ = 0 on ∂Ω,
ϑ = ϑ0 in Ω,
(4.2)
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−2[[µ∗D(u)νΣ · νΣ/ρ]] + [[π/ρ]] + l∗ϑΣ + γ∗jΣ = gh on Σ,
∂th− [[ρu · νΣ]]/[[ρ]] = fh on Σ,
h(0) = h0 on Σ,
(4.3)
where µ∗ = µ(θ∗), κ∗ = κ(θ∗), d∗ = d(θ∗), σ∗ = σ(θ∗), l∗ = l(θ∗), γ∗ = γ(θ∗),
lΓ∗ = lΓ(θ∗), κΓ∗ = κΓ(θ∗), dΓ∗ = dΓ(θ∗), and
AΣ = −H
′(0) = −(n− 1)/R2∗ −∆Σ, H∗ = (n− 1)/R∗.
Here we used that lΓ∗/θ∗ = σ
′
∗ = σ
′(θ∗). Finally, uΣ denotes the transformed
velocity field uΓ, and jΣ is given by
jΣ := [[u · νΣ]]/[[1/ρ]].
The time-trace space Eγ of E(J) is given by
(u0, ϑ0, ϑ0|Σ, h0) ∈ Eγ = [W
2−2/p
p (Ω \ Σ)]
n+1 ×W 2−3/pp (Σ)×W
3−2/p
p (Σ),
and the space of right hand sides is
((fu, fθ), gd, (fh, PΣgu),(g, gθ, gh)) ∈ F(J)
:= Fu,θ(J)× Fd(J)× Fh(J)
n+1 × Fθ(J)
n+2,
where
Fu,θ(J) = Lp(J × Ω)
n+1, Fd(J) = H
1
p (J ; H˙
−1
p (Ω)) ∩ Lp(J ;H
1
p (Ω)),
and
Fθ(J) =W
1/2−1/2p
p (J ;Lp(Σ)) ∩ Lp(J ;W
1−1/p
p (Σ)),
Fh(J) = W
1−1/2p
p (J ;Lp(Σ)) ∩ Lp(J ;W
2−1/p
p (Σ)).
As the terms (l∗/θ∗)jΣ and σ
′
∗divΣuΣ are lower order, the remaining system
is triangular, where the equations for θ decouple. Therefore, as in Section 3,
it follows from the maximal regularity results in [5, 11, 12] and a standard
perturbation argument that the operator L defined by the left hand side of
(4.1), (4.2), (4.3) is an isomorphism from E into F × Eγ . The range of L is
determined by the natural compatibility conditions. If the time derivatives
∂t are replaced by ∂t+ω, ω > 0 sufficiently large, then this result is also true
for J = R+.
2. We introduce a functional analytic setting as follows. Set
X0 = Lp,σ(Ω)× Lp(Ω)×W
−1/p
p (Σ)×W
2−1/p
p (Σ),
where the subscript σ means solenoidal, and define the operator L by
L(u, ϑ, ϑΣ, h) =(
− (µ∗/ρ)∆u+∇π/ρ,−(d∗/ρκ∗)∆ϑ,
− (1/κΓ∗)(dΓ∗∆ΣϑΣ + (l∗/θ∗)jΣ + [[d∗∂νΣϑ]] + σ
′
∗divΣuΣ),−[[ρu · νΣ]]/[[ρ]]
)
.
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To define the domain D(L) of L, we set
X1 = {(u, ϑ, ϑΣ, h) ∈ H
2
p (Ω \ Σ)
n+1 ×W 2−1/pp (Σ)×W
3−1/p
p (Σ) :
div u = 0 in Ω \ Σ, PΣ[[u]] = 0, [[ϑ]] = 0 on Σ,
u = 0, ∂νϑ = 0 on ∂Ω},
and
D(L) = {(u, ϑ, ϑΣ, h) ∈ X1 : 2PΣ[[µ∗D(u)νΣ]] + θ∗σ
′
∗∇ΣϑΣ = 0 on Σ}.
π is determined as the solution of the weak transmission problem
(∇π|∇φ/ρ)2 = ((µ∗/ρ)∆u|∇φ)2, φ ∈ H
1
p′(Ω), φ = 0 on Σ,
[[π]] = −σ∗AΣh+ θ∗σ
′
∗ϑΣH∗ + 2[[µ∗(D(u)νΣ|νΣ)]], on Σ,
[[π/ρ]] = 2[[(µ∗/ρ)(D(u)νΣ|νΣ)]]− l∗ϑ− γ∗[[u · νΣ]]/[[1/ρ]] on Σ.
Let us introduce solution operators Tk, k ∈ {1, 2, 3}, as follows
1
ρ
∇π = T1((µ∗/ρ)∆u) + T2(−σ∗AΣh+ θ∗σ
′
∗ϑΣH∗ + 2[[µ∗(D(u)νΣ|νΣ)]])
+ T3(2[[(µ∗/ρ)(D(u)νΣ|νΣ)]]− l∗ϑ− γ∗[[u · νΣ]]/[[1/ρ]]).
We refer to Ko¨hne, Pru¨ss and Wilke [7] for the analysis of such transmission
problems. The linearized problem can be rewritten as an abstract evolution
problem in X0.
z˙ + Lz = f, t > 0, z(0) = z0, (4.4)
where z = (u, ϑ, ϑΣ, h), f = (fu, fθ, fΣ, fh), z0 = (u0, ϑ0, ϑ0|Σ, h0), provided
(gd, gu, g, gθ, gh) = 0. The linearized problem has maximal Lp-regularity,
hence (4.4) has this property as well. Therefore, by a well-known result, −L
generates an analytic C0-semigroup in X0; see for instance Proposition 1.1
in [8].
Since the embedding X1 →֒ X0 is compact, the semigroup e−Lt as
well as the resolvent (λ + L)−1 of −L are compact as well. Therefore, the
spectrum σ(L) of L consists of countably many eigenvalues of finite algebraic
multiplicity, and it is independent of p.
3. Suppose that λ with Re λ ≥ 0 is an eigenvalue of −L. This means
λρu− µ∗∆u +∇π = 0 in Ω \ Σ,
div u = 0 in Ω \ Σ,
PΣ[[u]] = 0 on Σ,
−2PΣ[[µ∗D(u)νΣ]]− θ∗σ
′
∗∇ΣϑΣ = 0 on Σ,
−2[[µ∗D(u)νΣ · νΣ]] + [[π]] + σ∗AΣh− θ∗σ
′
∗H∗ϑΣ = 0 on Σ,
u = 0 on ∂Ω,
(4.5)
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λρκ∗ϑ− d∗∆ϑ = 0 in Ω \ Σ,
[[ϑ]] = 0, ϑ = ϑΣ on Σ,
λκΓ∗ϑΣ − dΓ∗∆ΣϑΣ − (l∗/θ∗)jΣ − [[d∗∂νΣϑ]]− σ
′
∗divΣuΣ = 0 on Σ,
∂νϑ = 0 on ∂Ω,
(4.6)
−2[[µ∗D(u)νΣ · νΣ/ρ]] + [[π/ρ]] + l∗ϑΣ + γ∗jΣ = 0 on Σ,
λ[[ρ]]h− [[ρu · νΣ]] = 0 on Σ.
(4.7)
Observe that on Σ we may write
uk = PΣu+ λhνΣ + jΣνΣ/ρk = uΣ + jΣνΣ/ρk, k = 1, 2.
By this identity, taking the inner product of the problem for u with u and
integrating by parts we get
0 = λ|ρ1/2u|22 − (div T (u, π, θ∗)|u)2
= λ|ρ1/2u|22 + 2|µ
1/2
∗ D(u)|
2
2
+ ([[T (u, π, θ∗)νΣ]]|PΣu+ λhνΣ)Σ + ([[T (u, π, θ∗)νΣ · νΣ/ρ]]|jΣ)Σ
= λ|ρ1/2u|22 + 2|µ
1/2
∗ D(u)|
2
2 + σ∗λ¯(AΣh|h)Σ + l∗(ϑ|jΣ)Σ
+ γ∗|jΣ|
2
Σ − θ∗σ
′
∗H∗λ¯(ϑ|h)Σ − θ∗σ
′
∗(∇Σϑ|PΣu)Σ,
since [[T (u, π, θ∗)νΣ]] = σ∗AΣhνΣ−θ∗σ′∗ϑΣH∗νΣ−θ∗σ
′
∗∇ΣϑΣ and, moreover,
[[T (u, π, θ∗)νΣ · νΣ/ρ]] = l∗ϑ+ γ∗jΣ. On the other hand, the inner product of
the equation for ϑ with ϑ by an integration by parts and [[ϑ]] = 0 leads to
0 = λ|(ρκ∗)
1/2ϑ|22 + |d
1/2
∗ ∇ϑ|
2
2 + ([[d∗∂νΣϑ]]|ϑ)Σ
= λ(|(ρκ∗)
1/2ϑ|22 + |κ
1/2
Γ∗
ϑΣ|
2
Σ) + |d
1/2
∗ ∇ϑ|
2
2 + |d
1/2
Γ∗
∇ΣϑΣ|
2
Σ
− l∗(jΣ|ϑ)Σ/θ∗ + σ
′
∗(PΣu|∇ΣϑΣ)Σ + λσ
′
∗H∗(h|ϑ)
where we employed [[d∗∂νΣϑ]] = κΓ∗λϑΣ − dΓ∗∆ΣϑΣ − (l∗/θ∗)jΣ − σ
′
∗divΣuΣ
and uΣ = PΣu+(uΣ ·νΣ)νΣ. Adding the first identity to the second multiplied
by θ∗ and taking real parts yields the important relation
0 = Reλ|ρ1/2u|22 + 2|µ
1/2
∗ D(u)|
2
2 + σ∗Reλ(AΣh|h)Σ
+ θ∗(Reλ|(ρκ∗)
1/2ϑ|22 + |d
1/2
∗ ∇ϑ|
2
2) (4.8)
+ γ∗|jΣ|
2
Σ + θ∗(Reλ|κ
1/2
Γ∗
ϑΣ|
2
Σ + |d
1/2
Γ∗
∇ΣϑΣ|
2
Σ).
On the other hand, if Imλ 6= 0, taking imaginary parts separately we get
0 = Imλ|ρ1/2u|22 − Imλσ∗(AΣh|h)Σ + Im l∗(ϑ|jΣ)Σ
− Im {λ¯θ∗σ
′
∗H∗(ϑ|h)Σ} − Im θ∗σ
′
∗(∇Σϑ|PΣu)Σ
0 = θ∗Imλ(|(ρκ∗)
1/2ϑ|22 + |κ
1/2
Γ∗
ϑΣ|
2
Σ)− Im l∗(jΣ|ϑ)Σ
+ Im {λθ∗σ
′
∗H∗(h|ϑ)Σ}+ Im θ∗σ
′
∗(PΣu|∇Σϑ)Σ,
hence
σ∗(AΣh|h)Σ = |ρ
1/2u|22 − θ∗(|(ρκ∗)
1/2ϑ|22 + |κ
1/2
Γ∗
ϑΣ|
2
Σ).
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Inserting this identity into (4.8) leads to
0 = 2Reλ|ρ1/2u|22 + 2|µ
1/2
∗ D(u)|
2
2 + θ∗|d
1/2
∗ ∇ϑ|
2
2 + γ∗|jΣ|
2
Σ + θ∗|d
1/2
Γ∗
∇ΣϑΣ|
2
Σ.
This shows that if λ is an eigenvalue of −L with Reλ ≥ 0 then λ is real. In
fact, otherwise this identity implies ϑ = const = ϑΣ, D(u) = 0 and jΣ = 0,
and then u = 0 by Korn’s inequality and the no-slip condition on ∂Ω, as well
as (ϑ, ϑΣ, h) = (0, 0, 0) by the equations for ϑ and h, since λ 6= 0.
4. Suppose now that λ > 0 is an eigenvalue of −L. Then we further have
λ
∫
Σ
hdΣ =
∫
Σ
(uk · νΣ − jΣ/ρk)dΣ = −ρ
−1
k
∫
Σ
jΣ dΣ = 0,
as
∫
Σ
uk · νΣ dΣ =
∫
Ωk
div uk dx. Hence the mean values of h and jΣ both
vanish since the densities are non-equal. Integrating the equations for ϑ and
ϑΣ, we obtain from this the relation
κΓ∗
∫
Σ
ϑΣ dΣ+
∫
Ω
ρκ∗ϑ dx = 0.
Since AΣ is positive semidefinite on functions with mean zero in case Σ is
connected, by (4.8) we obtain (u, ϑ, h) = (0, 0, 0), i.e. in this case there are
no positive eigenvalues. On the other hand, if Σ is disconnected, there is at
least one positive eigenvalue. To prove this we need some preparations.
5. First we consider the heat problem
λρκ∗ϑ− d∗∆ϑ = 0 in Ω \ Σ,
[[ϑ]] = 0 on Σ,
ϑΣ = ϑ|Σ = g on Σ,
∂νϑ = 0 on ∂Ω,
(4.9)
and define DHλ g = −[[d∗∂νΣϑ]] on Σ, where D
H
λ denotes the Dirichlet-to-
Neumann operator for this heat problem. The properties of DHλ are stated in
[13]. Then the solution ϑ of (4.6) can be expressed by
(κΓ∗λ− dΓ∗∆Σ +D
H
λ )ϑΣ − (l∗/θ∗)jΣ + λσ
′
∗H∗h− σ
′
∗divΣPΣu = 0 (4.10)
where we made use of the identity
divΣuΣ = divΣPΣu−H∗uΣ · νΣ = divΣPΣu−H∗λh.
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6. Next we solve the asymmetric Stokes problem
λρu − µ∗∆u+∇π = 0 in Ω \ Σ,
div u = 0 in Ω \ Σ,
PΣ[[u]] = 0 on Σ,
−[[T (u, π, θ∗)νΣ · νΣ]] = g1 on Σ,
−[[T (u, π, θ∗)νΣ · νΣ/ρ]] = g2 on Σ,
PΣ[[T (u, π, θ∗)νΣ]] = g3 on Σ,
u = 0 on ∂Ω,
(4.11)
to obtain the output
[[ρu · νΣ]]/[[ρ]] = S
11
λ g1 + S
12
λ g2 + S
13
λ g3,
[[u · νΣ]]/[[1/ρ]] = S
21
λ g1 + S
22
λ g2 + S
23
λ g3,
PΣu = S
31
λ g1 + S
32
λ g2 + S
33
λ g3.
Note that g1, g2, (Sλg)1, (Sλg)2 ∈ L2(Σ) are scalar functions, while g3 and
(Sλg)3 are vectors tangent to Σ, i.e., g3 and (Sλg)3 ∈ L2(Σ;TΣ), with TΣ
being the tangent bundle of Σ. For this problem we have
Proposition 4.1. The operator Sλ for the Stokes problem (4.11) admits a
bounded extension to L2(Σ)
2 × L2(Σ;TΣ) for λ ≥ 0 and has the following
properties.
(i) If u denotes the solution of (4.11), then
(Sλg|g)L2=λ
∫
Ω
ρ|u|2 dx+2
∫
Ω
µ∗|D(u)|
2
2 dx, λ ≥ 0, g ∈ L2(Σ)
2×L2(Σ;TΣ).
(ii) Sλ ∈ B(L2(Σ)2 × L2(Σ;TΣ)) is self-adjoint, positive semidefinite, and
compact; in particular
S11λ = [S
11
λ ]
∗, S22λ = [S
22
λ ]
∗, S33λ = [S
33
λ ]
∗
S12λ = [S
21
λ ]
∗, S13λ = [S
31
λ ]
∗, S23λ = [S
32
λ ]
∗.
(iii) For each β ∈ (0, 1/2) there is a constant Cβ > 0 such that
|Sλ|B(L2) ≤
Cβ
(1 + λ)β
, λ ≥ 0.
(iv) |Sλ|B(L2,H12 ) ≤ C uniformly for λ ≥ 0.
(v) S11λ , S
22
λ : L2,0(Σ)→ H
1
2 (Σ)∩L2,0(Σ) are isomorphisms, for each λ ≥ 0,
where L2,0(Σ) = {u ∈ L2(Σ) |
∫
Σ
u dΣ = 0}.
Proof. The assertions follow from similar arguments as in the proof of [12,
Proposition 4.3]. 
7. The following lemma is needed in the proof of the main result of this
section.
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Lemma 4.2. Let H, V be Hilbert spaces. Let B be a positive definite operator
on H, A : D(A) ⊂ H → V be a closed, densely defined operator such that
AD(B1/2) ⊂ D(A∗). Then A∗A+B is a self-adjoint positive definite operator
with D(A∗A+B) = D(B) and
|A(A∗A+B)−1A∗|B(V ) ≤ 1.
In addition, if A(A∗A+B)−1A∗v = v, then v = 0.
Proof. By the closed graph theorem A : D(B1/2) → V is bounded. The
closedness of A∗ in turn implies that the operator A∗A : D(B1/2) → H
is closed. Another application of the closed graph theorem then shows that
A∗A : D(B1/2) → H is bounded as well. This implies that A∗A is a lower
order perturbation of B and also that A∗A + B is self-adjoint and positive
definite. Therefore, (A∗A+B)−1 : H → D(B) exists and is bounded.
For v ∈ D(A∗) we have with K := ACA∗ := A(A∗A+B)−1A∗
|Kv|2V = (CA
∗v | A∗ACA∗v)H
= (CA∗v | A∗v)H − (CA
∗v | BCA∗v)H
= (ACA∗v | v)V − (BCA
∗v | CA∗v)H
= (Kv | v)V − (Bw | w)H
with w = CA∗v = (A∗A+B)−1A∗v. Since B is positive definite, there exists
β > 0 such that
|Kv|2V ≤ |Kv|V |v|V − β|w|
2
H ≤ |Kv|V |v|V (4.12)
which shows |K|B(V ) ≤ 1. Moreover if Kv = v, then |v|
2 ≤ |v|2− β|w|2 holds
from (4.12). Hence w = 0, and consequently v = Kv = Aw = 0. 
Now suppose that λ > 0 is an eigenvalue of −L. We set
g =

θ∗σ
′
∗H∗ϑΣ − σ∗AΣh
−l∗ϑΣ − γ∗jΣ
θ∗σ
′
∗∇ΣϑΣ

 =

−σ∗AΣh−γ∗jΣ
0

+ θ∗QϑΣ (4.13)
with Q = (σ′∗H∗,−(l∗/θ∗), σ
′
∗∇Σ)
T to obtain
(λh, jΣ, PΣu)
T = Sλg, Sλ = (S
ij
λ )1≤i,j≤3. (4.14)
We recall (4.10). Since
−(l∗/θ∗)jΣ + λσ
′
∗H∗h−σ
′
∗divΣPΣu = Q
∗Sλg
= θ∗Q
∗SλQϑΣ−Q
∗Sλ(σ∗AΣh, γ∗jΣ, 0)
T,
(4.10) is equivalent to
(κΓ∗λ− dΓ∗∆Σ +D
H
λ + θ∗Q
∗SλQ)ϑΣ = Q
∗Sλ(σ∗AΣh, γ∗jΣ, 0)
T. (4.15)
Observing that κΓ∗λ − dΓ∗∆Σ + D
H
λ + θ∗Q
∗SλQ is injective for λ ≥ 0, we
solve the equation above for ϑΣ to the result
ϑΣ = LλQ
∗Sλ(σ∗AΣh, γ∗jΣ, 0)
T
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with Lλ = (κΓ∗λ− dΓ∗∆Σ +D
H
λ + θ∗Q
∗SλQ)
−1. We set
SλQ = (u1, u2, u3)
T.
Combining (4.14), (4.13) and (4.15), we obtain
 λhjΣ
PΣu

 = θ∗SλQLλ(SλQ)∗

σ∗AΣhγ∗jΣ
0

− Sλ

σ∗AΣhγ∗jΣ
0


= −(Sλ − θ∗SλQLλQ
∗Sλ)

σ∗AΣhγ∗jΣ
0

 . (4.16)
In order to obtain the positivity of Sλ− θ∗SλQLλQ∗Sλ, we symmetrize it as
Sλ− θ∗SλQLλQ
∗Sλ = S
1/2
λ (I− θ∗S
1/2
λ QLλQ
∗S
1/2
λ )S
1/2
λ =: S
1/2
λ (I −K)S
1/2
λ ,
with
K = θ∗S
1/2
λ QLλQ
∗S
1/2
λ = A(A
∗A+B)−1A∗.
Here we have set A = θ
1/2
∗ S
1/2
λ Q with domain D(A) = H
1
2 (Σ) and B =
κΓ∗λ− dΓ∗∆Σ +D
H
λ with domain D(B) = H
2
2 (Σ). Furthermore, H = L2(Σ)
and V = L2(Σ)
2 × L2(Σ;TΣ).
By Lemma 4.2, we know |K| ≤ 1, therefore it holds that
(Sλv − θ∗SλQLλQ
∗Sλv | v) = |S
1/2
λ v|
2 − (KS
1/2
λ v | S
1/2
λ v)
≥ |S
1/2
λ v|
2 − |K||S
1/2
λ v|
2 ≥ 0,
which shows the positivity of Sλ − θ∗SλQLλQ∗Sλ.
Writing the upper left 2× 2 block of Sλ − θ∗SλQLλQ∗Sλ as
S0λ :=
(
R1λ R
∗
λ
Rλ R
2
λ
)
,
S0λ is also positive. Then by (4.16) it holds that(
λh
0
)
+S0λ
(
σ∗AΣh
γ∗jΣ
)
+
(
0
jΣ
)
=
(
λh
0
)
+
(
R1λ R
∗
λ
Rλ R
2
λ + 1/γ∗
)(
σ∗AΣh
γ∗jΣ
)
=
(
0
0
)
.
(4.17)
The following lemma is needed to solve (4.17).
Lemma 4.3 (Schur). Let H be a Hilbert space, S, T,R ∈ B(H), S = S∗,
T = T ∗ and suppose that T is invertible. If(
S R∗
R T
)
≥ 0 on H ×H,
then S −R∗T−1R ≥ 0 on H.
Proof. For x fixed, we set (x, y)T = (x,−T−1Rx)T. Then
0 ≤
((
S R∗
R T
)(
x
y
) ∣∣∣∣
(
x
y
))
= ((S −R∗T−1R)x | x),
and this proves the assertion. 
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Since S0λ is positive, R
1
λ and R
2
λ are positive as well. This implies, in
particular, that (R2λ + ε) is positive definite for any ε > 0. Thus (4.17) is
equivalent to the equation
λh+ (R1λ −R
∗
λ(R
2
λ +
1
γ∗
)−1Rλ)σ∗AΣh = 0. (4.18)
We first show that
R1λ −R
∗
λ(R
2
λ +
1
γ∗
)−1Rλ : L2,0(Σ)→ L2,0(Σ)
is injective. Let (
S R∗
R T
)
:=
(
R1λ R
∗
λ
Rλ R
2
λ +
1
2γ∗
)
and observe that the assertion of Lemma 4.3 holds true for this matrix with
H = L2,0(Σ). Suppose (R
1
λ −R
∗
λ(R
2
λ +
1
γ∗
)−1Rλ)h = 0 for some h ∈ L2,0(Σ).
Then
0 = ((R1λ −R
∗
λ(R
2
λ +
1
γ∗
)−1Rλ)h|h)
= ((S −R∗T−1R)h|h) +
1
2γ∗
(T−1(T +
1
2γ∗
)−1Rh|Rh) ≥ c|Rh|2 ≥ 0.
Thus, Rh = 0, and then also Sh = 0. (That is, R1λh = 0). This implies
0 = (S0λ(h, 0)|(h, 0)) = ((I −K)S
1/2
λ (h, 0, 0)|S
1/2
λ (h, 0, 0)). (4.19)
We conclude that (I −K)S
1/2
λ (h, 0, 0) = (0, 0, 0), and Lemma 4.2 then yields
S
1/2
λ (h, 0, 0) = (0, 0, 0). Therefore, Sλ(h, 0, 0) = (0, 0, 0), and in particular
S11λ h = 0. We can now, at last, infer from Proposition 4.1(v) that h = 0.
An analogous argument shows that R1λ : L2,0(Σ)→ L2,0(Σ) is injective
as well. Indeed, if R1λh = 0 for some h ∈ L2,0(Σ), then (4.19) holds, and the
proof proceeds just as above. We note that R1λ admits a representation
R1λ = S
11
λ (I − Cλ)
on L2,0(Σ), with Cλ a compact operator. Since R
1
λ is injective on L2,0(Σ),
(I − Cλ) must be so as well. Consequently, (I − Cλ) is a bijection as it has
Fredholm index zero. Proposition 4.1(v) then implies
R1λ ∈ Isom(L2,0(Σ), L2,0(Σ) ∩H
1
2 (Σ)),
i.e., R1λ is an isomorphism between the indicated spaces.
A similar argument now shows that
R1λ −R
∗
λ(R
2
λ +
1
γ∗
)−1Rλ ∈ Isom(L2,0(Σ), L2,0(Σ) ∩H
1
2 (Σ)).
Setting Tλ := [R
1
λ −R
∗
λ(R
2
λ +
1
γ∗
)−1Rλ]
−1, equation (4.18) can be written as
λTλh+ σ∗AΣh = 0.
This equation can be treated in the same way as in [12]. As a conclusion,
Bλ := λTλ + σ∗AΣ
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has a nontrivial kernel for some λ0 > 0, which implies that −L has a positive
eigenvalue. Even more is true. We have seen that Bλ is positive definite for
large λ and B0 = σ∗AΣ has −σ(n − 1)/R2∗ as an eigenvalue of multiplicity
m−1 in L2,0(Σ). Therefore, as λ increases to infinity, m−1 eigenvalues µk(λ)
of Bλ must cross through zero, this way inducing m− 1 positive eigenvalues
of −L.
8. Next we look at the eigenvalue λ = 0. Then (4.8) yields
2|µ
1/2
∗ D(u)|
2
2 + γ∗|jΣ|
2
Σ + θ∗(|d
1/2
∗ ∇ϑ|
2
2 + |d
1/2
Γ∗
∇ΣϑΣ|
2
Σ) = 0,
hence ϑ is constant, D(u) = 0 and jΣ = 0 by the flux condition for ϑ. This
further implies that [[u]] = 0, and therefore Korn’s inequality yields ∇u = 0
and then we have u = 0 by the no-slip condition on ∂Ω. This implies further
that the pressures are constant in the phases and [[π]] = −σ∗AΣh+θ∗σ′∗H∗ϑΣ,
as well as [[π/ρ]] = −l∗ϑ. Thus the dimension of the eigenspace for eigenvalue
λ = 0 is the same as the dimension of the manifold of equilibria, namely
mn + 2 if Ω1 has m ≥ 1 components. We set Σ = ∪1≤k≤mΣk. Hence, Σ
consists of m spheres Σk, k = 1, . . . ,m, of equal radius with Σk ∩ Σj = ∅,
l 6= j, Σk ⊂ Ω, k = 1, . . . ,m. The kernel of L is spanned by eϑ,ϑΣ = (0, 1, 1, 0),
eh = (0, 0, 0, 1), eik = (0, 0, 0, Y
i
k) with the spherical harmonics Y
i
k of degree
one for the spheres Σk, i = 1, . . . , n, k = 1, . . . ,m.
To show that the equilibria are normally stable or normally hyperbolic,
it remains to prove that λ = 0 is semi-simple. So suppose we have a solution
of L(u, ϑ, h) =
∑
i,k αikeik + βeθ,θΣ + δeh. This means
−µ∗∆u+∇π = 0 in Ω \ Σ,
div u = 0 in Ω \ Σ,
PΣ[[u]] = 0 on Σ,
−[[T (u, π, θ∗)νΣ]] + σ∗AΣhνΣ−θ∗σ
′
∗H∗ϑΣνΣ−θ∗σ
′
∗∇ΣϑΣ = 0 in Σ,
u = 0 on ∂Ω.
(4.20)
−d∗∆ϑ = ρκ∗β in Ω \ Σ,
[[ϑ]] = 0 on Σ,
−dΓ∗∆ΣϑΣ − (l∗/θ∗)jΣ − [[d∗∂νΣϑ]]− σ
′
∗divΣuΣ = κΓ∗β on Σ,
∂νϑ = 0 on ∂Ω.
(4.21)
−[[T (u, π, θ∗)νΣ · νΣ/ρ]] + l∗ϑΣ + δ∗jΣ = 0 on Σ,
−[[ρu · νΣ]]/[[ρ]] =
∑
i,k
αikY
i
k + δ on Σ.
(4.22)
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We have to show αik = β = δ = 0 for all i, k. By div u = 0, we have
δ|Σ| = δ|Σ|+
∑
i,k
αik
∫
Σ
Y ik dΣ = −
∫
Σ
[[ρu · νΣ]]/[[ρ]] dΣ = 0,
which implies δ = 0. Since
∫
Σ jΣ dΣ = 0 we have
β[(ρκ∗|1)Ω + κΓ∗ |Σ|] = −σ
′
∗
∫
Σ
divΣ uΣ dΣ = σ
′
∗H∗
∫
Σ
uΣ · νΣ dΣ
= σ′∗H∗
∫
Σ
[[ρu · νΣ]]/[[ρ]] dΣ = 0,
which implies β = 0.
Integrating and adding up the first equation of (4.20) multiplied by u,
the fourth equation of (4.20) multiplied by uΣ, the first equation of (4.21)
multiplied by θ∗ϑ, the third equation of (4.21) multiplied by θ∗ϑΣ, and the
first equation of (4.22) multipled by jΣ, we obtain
2|µ
1/2
∗ D(u)|
2
2+γ∗|jΣ|
2
Σ+θ∗(|d
1/2
∗ ∇ϑ|
2
2+|d
1/2
Γ∗
∇ΣϑΣ|
2
Σ)+σ∗(AΣh|νΣ ·uΣ)Σ = 0.
Next we observe that
(AΣh | νΣ · uΣ)Σ = (AΣh | [[ρu · νΣ]]/[[ρ]])Σ = −
∑
i,k
αik(AΣh |Y
i
k )Σ = 0,
since AΣ is self-adjoint and the spherical harmonics Y
i
k are in the kernel of
AΣ. We can now conclude that uΣ = u− jΣνΣ/ρ = 0, and hence
0 = uΣ · νΣ = −
∑
i,k
αikY
i
k .
Thus αik = 0 for 1 ≤ i ≤ n, 1 ≤ k ≤ m, as the spherical harmonics Y ik are
linearly independent. Therefore, the eigenvalue λ = 0 is semi-simple.
9. Let us summarize what we have proved.
Theorem 4.4. Let L denote the linearization at e∗ := (0, θ∗, θ∗|Σ,Σ) ∈ E
as defined above. Then −L generates a compact analytic C0-semigroup in
X0 which has maximal Lp-regularity. The spectrum of L consists only of
eigenvalues of finite algebraic multiplicity. Moreover, the following assertions
are valid.
(i) The operator −L has no eigenvalues λ 6= 0 with nonnegative real part if
and only if Σ is connected.
(ii) If Σ is disconnected, then −L has precisely m− 1 positive eigenvalues.
(iii) λ = 0 is an eigenvalue of L and it is semi-simple.
(iv) The kernel N(L) of L is isomorphic to the tangent space Te∗E of the
manifold of equilibria E at e∗.
Consequently, e∗ = (0, θ∗, θ∗|Σ,Σ) ∈ E is normally stable if and only if Σ is
connected, and normally hyperbolic if and only if Σ is disconnected.
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5. Nonlinear Stability of Equilibria
1. We look at Problem (1.4), (1.5) in the neighborhood of a non-degenerate
equilibrium e∗ = (0, θ∗,Γ∗) ∈ E . Employing a Hanzawa transform with refer-
ence manifold Σ = Γ∗ as in [12, Section 3], the transformed problem becomes
ρ∂tu− µ∗∆u +∇π = Fu(u, π, ϑ, h),
div u = Gd(u, h)
PΣ[[u]] = Gu(u, h)
−2PΣ[[µ∗D(u)νΣ]]− θ∗σ
′
∗∇ΣϑΣ = Gτ (u, ϑ, ϑΣ, h),
−2[[µ∗D(u)νΣ · νΣ]] + [[π]] + σ∗AΣh− θ∗σ
′
∗H∗ϑΣ = Gν(u, ϑ, h) +Gγ ,
−2[[µ∗D(u)νΣ · νΣ/ρ]] + [[π/ρ]] + l∗ϑΣ + γ∗jΣ = Gh(u, ϑ, h),
u = 0,
u(0) = u0,
(5.1)
with Gγ = Gγ(ϑΣ, h), where µ∗ = µ(θ∗), σ∗ = σ(θ∗), σ
′
∗ = σ
′(θ∗), l∗ = l(θ∗),
γ∗ = γ(θ∗), and
AΣ = −H
′(0) = −(n− 1)/R2∗ −∆Σ.
For the relative temperature ϑ = (θ − θ∗)/θ∗ we obtain
ρκ∗∂tϑ− d∗∆ϑ = Fθ(u, ϑ, h) in Ω \ Σ,
κΓ∗∂tϑΣ − dΓ∗∆ΣϑΣ − (l∗/θ∗)jΣ−
−[[d∗∂νΣϑ]]− σ
′
∗divΣuΣ = Gθ(u, ϑ, ϑΣ, h) on Σ,
[[ϑ]] = 0 on Σ,
∂νϑ = 0 on ∂Ω,
ϑ(0) = ϑ0 in Ω,
(5.2)
with κ∗ = κ(θ∗), d∗ = d(θ∗), κΓ∗ = κΓ(θ∗), dΓ∗ = dΓ(θ∗). Finally, the
evolution of h is determined by
∂th− [[ρu · νΣ]]/[[ρ]] = Fh(u, h) on Σ,
h(0) = h0.
(5.3)
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Here Fu, Gd, Gu, Gν , Fθ, Fh are the same as in the case σ where is constant;
see [12, Section 3], and
Gτ (u, ϑ, ϑΣ, h) = 2PΣ[[(µ(θ) − µ(θ∗))D(u)νΣ]]− 2PΣ[[µ(θ)D(u)M0(h)∇Σh]]
− PΣ[[µ(θ)(M1(h)∇u + [M1(h)∇u]
T)(νΣ −M0(h)∇Σh)]]
+ [[µ(θ)((I −M1)∇u + [(I −M1)∇u]
T )
(νΣ −M0∇Σh) · νΣ]]M0(h)∇Σh
− θ∗(σ
′
∗ − (σ
′(θΣ)/β(h))∇ΣϑΣ
− θ∗(σ
′(θΣ)/β(h))PΣ(I − PΓ(h)M0(h))∇ΣϑΣ
+ (σ′∗(θΣ)/β(h))(PΓ(h)M0(h)∇ΣϑΣ · νΣ)M0(h)∇Σh,
Gγ(ϑΣ, h) = σ(θΣ)H(h)− σ(θ∗)H
′(0)h− θ∗σ
′
∗H∗ϑΣ
+ θ∗σ
′(θΣ)/β(h)(PΓ(h)M0(h)∇ΣϑΣ ·M0(h)∇Σh),
Gθ(u, ϑ, ϑΣ, h) = (κΓ∗ − κΓ(θΣ))∂tϑΣ − κΓ(θΣ)uΣ · PΓ(h)M0(h)∇ΣϑΣ
− (dΓ∗ − dΓ(θΣ))∆ΣϑΣ
− (dΓ(θΣ)∆ΣϑΣ − tr{PΓ(h)M0(h)∇Σ
(dΓ(θΣ)PΓ(h)M0(h)∇ΣϑΣ)})
− [[d∗∂νΣϑ]] + ([[d(θ)(I −M1(h))∇ΣϑΣ · νΓ]]
− (σ′∗div uΣ − (θΣ/θ∗)σ
′(θΣ)tr{PΓ(h)M0(h)∇ΣuΣ})
− (1/θ∗)(l(θ∗)jΣ − l(θΣ)jΓ) + (γ(θΣ)/θ∗)j
2
Γ,
Gh(u, ϑ, h) = 2[[(µ(θ) − µ(θ∗))D(u)νΣ · νΣ/ρ]]
− 2([[µ(θ)D(u)νΣ · νΣ/ρ]]− [[µ(θ)D(u)νΓ · νΓ/ρ]])
− [[µ(θ)(M1(h) + [M1(h)]
T)νΓ · νΓ/ρ]]
− ([[ψ(θ)]] + θ∗[[ψ
′(θ∗)]]− θ∗[[ψ
′(θ∗)]]ϑΣ)
− (γ(θ)jΓ − γ(θ∗)jΣ)− [[(1/2ρ
2)]]j2Γ,
cf. [12, Section 2] for the definition of M0(h), M1(h), PΓ(h), and β(h).
Moreover,
νΓ = β(h)(νΣ −M0(h)∇Σh), jΓ = [[u · νΓ]]/[[1/ρ]], jΣ = [[u · νΣ]]/[[1/ρ]].
The nonlinearities are C1 from E to F, satisfying (F ′i (0), G
′
k(0)) = (0, 0) for
all i ∈ {u, θ, h} and k ∈ {d, u, τ, ν, γ, h, θ}.
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The state manifold locally near the equilibrium e∗ = (0, θ∗,Γ∗) reads as
SM :=
{
(u, ϑ, h) ∈ Lp(Ω)
n+1 × C2(Σ) : (5.4)
(u, ϑ) ∈W 2−2/pp (Ω \ Σ)
n+1, h ∈ W 3−2/pp (Σ),
div u = Gd(u, h) in Ω \ Σ, u = 0, ∂νθ = 0 on ∂Ω,
PΣ[[u]] = Gu(u, ϑ, h), [[ϑ]] = 0 on Σ,
− 2PΣ[[µ∗D(u)νΣ]]− θ∗σ
′
∗∇Σϑ = Gτ (u, ϑ, ϑΣ, h) on Σ
}
.
Note that only (u, ϑ, h) need to be considered as state manifold for the flows,
as ϑΣ is the trace of ϑ, and the pressure π can be recovered from the flow
variables, as in [12]. Due to the compatibility conditions this is a nonlinear
manifold. By parameterizing this manifold over its tangent space
SX :=
{
(u, ϑ, h) ∈ Lp(Ω)
n+1 × C2(Σ) :
(u, ϑ) ∈ W 2−2/pp (Ω \ Σ)
n+1, h ∈W 3−2/pp (Σ),
div u = 0 in Ω \ Σ, u = 0, ∂νθ = 0 on ∂Ω,
PΣ[[u]] = 0, [[ϑ]] = 0, −2PΣ[[µ∗D(u)νΣ]]− θ∗σ
′
∗∇Σϑ = 0 on Σ
}
,
the nonlinear problem (5.1), (5.2), (5.3) is written in the form studied in [12],
where the generalized principle of linear stability is proved for the problem
with constant surface tension. An adaption of this proof implies the following
result.
Theorem 5.1. Let p > n+2, ρ1, ρ2 > 0, ρ1 6= ρ2, and suppose the assumptions
a), b), c) in Section 1. Then in the topology of the state manifold SM we
have:
(i) (0, θ∗,Γ∗) ∈ E is stable if and only if Γ∗ is connected.
(ii) Any solution starting in a neighborhood of a stable equilibrium exists
globally and converges to a possibly different stable equilibrium in the
topology of SM.
(iii) Any solution starting and staying in a neighborhood of an unstable equi-
librium exists globally and converges to a possibly different unstable equi-
librium in the topology of SM.
6. Qualitative Behaviour of the Semiflow
In this section we study the global properties of problem (1.4), (1.5), following
the approach of [12, Section 6].
Recall that the closed C2-hypersurfaces contained in Ω form a C2-
manifold, which we denote by MH2(Ω) as in [12, Section 2]. The charts are
the parameterizations over a given hypersurface Σ, and the tangent space
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consists of the normal vector fields on Σ. We define a metric on MH2(Ω) by
means of
dMH2(Σ1,Σ2) := dH(N
2Σ1,N
2Σ2),
where dH denotes the Hausdorff metric on the compact subsets of R
n. This
way MH2(Ω) becomes a Banach manifold of class C2.
Let dΣ(x) denote the signed distance for Σ.We may then define the level
function ϕΣ by means of
ϕΣ(x) = φ(dΣ(x)), x ∈ R
n,
where
φ(s) = s(1− χ(s/a)) + sgn sχ(s/a), s ∈ R.
It is easy to see that Σ = ϕ−1Σ (0), and ∇ϕΣ(x) = νΣ(x), for each x ∈ Σ.
Moreover, κ = 0 is an eigenvalue of ∇2ϕΣ(x), the remaining eigenvalues of
∇2ϕΣ(x) are the principal curvatures κj of Σ at x ∈ Σ.
If we consider the subset MH2(Ω, r) of MH2(Ω) which consists of all
closed hyper-surfaces Γ ∈ MH2(Ω) such that Γ ⊂ Ω satisfies the ball con-
dition with fixed radius r > 0 then the map Φ : MH2(Ω, r) → C2(Ω¯) de-
fined by Φ(Γ) = ϕΓ is an isomorphism of the metric space MH
2(Ω, r) onto
Φ(MH2(Ω, r)) ⊂ C2(Ω¯).
Let s − (n − 1)/p > 2; for Γ ∈ MH2(Ω, r), we define Γ ∈ W sp (Ω, r)
if ϕΓ ∈ W sp (Ω). In this case the local charts for Γ can be chosen of class
W sp as well. A subset A ⊂ W
s
p (Ω, r) is (relatively) compact, if and only if
Φ(A) ⊂W sp (Ω) is (relatively) compact.
As an ambient space for the state manifold SMΓ of Problem (1.1), (1.2),
(1.3) we consider the product space Lp(Ω)
n+1 ×MH2(Ω) and set
SMΓ :=
{
(u, θ,Γ) ∈ Lp(Ω)
n+1 ×MH2(Ω) :
(u, θ) ∈W 2−2/pp (Ω \ Γ)
n+1, 0 < θ < θc, Γ ∈ W
3−2/p
p ,
div u = 0 in Ω \ Γ, u = ∂νθ = 0 on ∂Ω,
PΓ[[u]] = 0, [[θ]] = 0 on Γ,
2PΓ[[µ(θ)D(u)νΓ]] + σ
′(θ)∇Γθ = 0 on Γ
}
.
Charts for these manifolds are obtained by the charts induced by MH2(Ω),
followed by a Hanzawa transformation.
Applying Theorem 3.3 and re-parameterizing the interface repeatedly,
we see that (1.1), (1.2), (1.3) yields a local semiflow on SMΓ.
Theorem 6.1. Let p > n+2, σ, ρ1, ρ2 > 0, ρ1 6= ρ2, and suppose the assump-
tions a), b), c) in Section 1.
Then problem (1.4), (1.5) generates a local semiflow on the state man-
ifold SMΓ. Each solution (u, θ,Γ) of the problem exists on a maximal time
interval [0, t∗), where t∗ = t∗(u0, θ0,Γ0).
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Again we note that the pressure π as well as the phase flux jΓ and θΓ are
dummy variables which are determined for each t by the principal variables
(u, θ,Γ). In fact,
jΓ = [[u · νΓ]]/[[1/ρ]],
θΓ is the trace of θ, and π is determined by the weak transmission problem
(∇π|∇φ/ρ)L2(Ω)
= (2ρ−1div(µ(θ)D(u)) − u · ∇u|∇φ)L2(Ω), φ ∈ H
1
p′(Ω), φ = 0 on Γ,
[[π]] = 2[[µ(θ)D(u)νΓ]]νΓ + σ(θΓ)HΓ − [[1/ρ]]j
2
Γ on Γ,
[[π/ρ]] = 2[[(µ(θ)/ρ)D(u)νΓ · νΓ]]− [[1/(2ρ
2)]]j2Γ − [[ψ(θ)]] − γ(θΓ)jΓ on Γ,
Concerning such transmission problems we refer to [7].
6.1. Convergence
There are several obstructions against global existence:
• regularity: the norms of either u(t), θ(t), or Γ(t) become unbounded;
• geometry: the topology of the interface changes;
or the interface touches the boundary of Ω.
• well-posedness: the temperature leaves the range 0 < θ(t) < θc.
Note that the compatibility conditions,
div u(t) = 0 in Ω \ Γ(t), u = 0, ∂νθ = 0 on ∂Ω,
PΓ[[u(t)]] = 0, [[θ]] = 0, PΓ[[µ(θ)(∇u + [∇u]
T)νΓ]] + σ
′(θΓ)∇ΓθΓ = 0 on Γ(t),
are preserved by the semiflow.
Let (u, θ,Γ) be a solution in the state manifold SMΓ with maximal
interval [0, t∗). By the uniform ball condition we mean the existence of a
radius r0 > 0 such that for each t, at each point x ∈ Γ(t) there exists centers
xi ∈ Ωi(t) such that Br0(xi) ⊂ Ωi and Γ(t) ∩ B¯r0(xi) = {x}, i = 1, 2.
Note that this condition bounds the curvature of Γ(t), prevents parts of it to
touch the outer boundary ∂Ω, and to undergo topological changes. Hence if
this condition holds, then the volumes of the phases are preserved.
With this property, combining the local semiflow for (1.4), (1.5) with
the Ljapunov functional, i.e., the negative total entropy, and compactness we
obtain the following result.
Theorem 6.2. Let p > n+2, ρ1, ρ2 > 0, ρ1 6= ρ2, and suppose the assumptions
a), b), c) in Section 1. Suppose that (u, θ,Γ) is a solution of (1.4), (1.5) in
the state manifold SMΓ on its maximal time interval [0, t∗). Assume that the
following conditions hold on [0, t∗):
(i) sup0<t<t∗(|u(t)|W 2−2/pp , |θ(t)|W 2−2/pp , |Γ(t)|W 3−2/pp ) <∞;
(ii) Γ(t) satisfies the uniform ball condition.
(iii) inf0<t<t∗ θ(t) > 0 and sup0<t<t∗ θ(t) < θc on Ω¯.
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Then t∗ =∞, i.e. the solution exists globally, and its limit set ω+(u, θ,Γ) ⊂ E
is non-empty. If further (0, θ∞,Γ∞) ∈ ω+(u, θ,Γ) with Γ∞ connected, then
the solution converges in SM to this equilibrium.
Conversely, if (u(t), θ(t),Γ(t)) is a global solution in SM which con-
verges to an equilibrium (0, θ∗,Γ∗) ∈ E in SM as t → ∞, then (i), (ii) and
(iii) are valid.
Proof. The assertions follow by similar arguments as in the proof of Theo-
rem 6.2 in [12]. 
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