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ON THE G AP-TH EO REM  OF FABRY.
P. TU R Ä N  IN BUDAPEST.
1. In what follows let us denote by /  (z )  a function regular for
< 1 ,  for which
A
/  ( z )  =  v a ,  z  v;  (1,1)
V = 1
without loss o f generality we suppose that the radius of its circle of con­
vergence is 1*
One o f the most exciting parts o f the Weierstrassian theory of 
functions is the group o f those theorems which draw conclusions from 
the lacunary distribution o f the exponents l v to the impossibility of the
analitical continuation over the convergence-circle i. e. the group of the
% t
so-called gap-theorems. Two essential steps were made in this part o f 
the theory* The first by Hadamard,1 who showed that the gap-condition
( 1 .2 )kv
(q independent o f v) is alone sufficient for the non-continuability of 
/  (z )  ;  the second by Fabry,2 who replaced (1,2) by the much weaker
condition
^  o o  f o r  v  -------- >- o o  ( 1 , 3 )
v
It is worth-while to mention a condition intermediär between (1,2) and
(1,3):
l v  +  1 —  I p  --------C O  f o r  V ---------------o o  ( 1 , 4 )
In this case (1,3) is surely satisfied, but not conversely*
1 / .  Hadamard : Essai sur l'étude des fonctions données par leur développe­
ment de Taylor. Journal de Math* pures et appliquées. Ser. 4. Tom. 8. pp. 
101— 186*
2 E . Fabry :  Sur les sériés de Taylor qui ont une infinité de points singuliers, 
Acta Math. 1899. p. 65— 87.
" “ ¡ t o * .
22 p. t ú r á n
It is known for a long time (though I cannot quote any definit
place) that the „real44 ground of Hadamard’s theorem is the inequality
max
0 <  x < 2  71
n
2T av e
V =  1
iX p x <  C (q, S) max
a =  x =  + Ö
n
v  a» e
V =  1
i l v X
(1,5)
The inequality of this character, which corresponds to the gap-condition
(1,4), was discovered only in 1933 by N. Wiener.3 He proved that if
V f





2 1  a v  e
V =  1




v  av e
V =  1
i)* y X dx
( 1 , 6)
u e. the inequality (1,5) is in the case of the gap-condition (1,4) in a certain 
average-sense true. The question arises naturally, which is the inequality 
corresponding to (1,5) and (1,6) in the case of the general gap-condition
(1,3) of Fabry. After treating theorem (1,6) Wiener and Paley put this 
question explicitly in their excellent book entitled „Fourier-transforms 
in complex domain44.4 The aim o f this note is to give this inequality and 
deduce from it the general gap-theorem of Fabry on the postulated way. 









V =  1
(1,7)
A proof and discussion of this inequality, which is in close connection 
with some investigations of Littlewood5 and myself6 in the analitical
3 N. Wiener : A  class o f gap-theorems. Ann. di Pisa 1934. p. 367— 372 and also 
his book with Paley: „Fourier-transforms in complex domain“ . 1933. For a simpler 
proof see A . Zygmund and / .  Marcinkievic: Proof o f a gap-theorem, Duke Journal 
1938. p. 469— 472, I found for this inequality (1,6) some years ago during my labour- 
camp service a very simple proof and extensions (e. g. to a general class o f orthogonal 
systems) which 1 intend to publish elsewhere.
4 On p. ] 25. they write „  . .  . Wiener has made an attempt to use methods of 
this type to prove the celebrated Fabry gap-theorem. This theorem yields the cirle of 
convergence as a natural boundary on the lighter hypothesis not that In + l — oo,
but that —>■ oo. So far he has had no success . .  **■
n ^ •  m
5 / .  E . Littlewood: Mathematical Notes (12). An inequality for a sum of consi- 
nes. Journ. o f the London Math. Soc. (1937). Vol. 12 p. 217— 222.
6 To be published in the Rec. Math. Mosc.
ON THE GAP-THEOREM OF FABRY 2 3
theory o f numbers, I publish elsewhere;7 however, for the sake of com ­
pleteness, I will give a proof of (1,7) prepared to the aims o f this paper 
in 3*
2. Here I shall deduce Fabry's gap-theorem from inequality (1,7)* Let
/ (z) =
00
2 T a v z
V =  1
I
(2 , 1)





and we suppose in contrary to Fabry's statement that /  (z )  has a point 
of regularity on ¡zj =  1 ;  we may assume this without loss of generality
1for z =  1* This means that there exist positive numbers ?;2 <  >/! <  —  
such that f  (z )  is regular in the closed interior o f llf which is defined
for
for
arc z I <  by \ z =  1 +  >/2
arc z ± >/i by 1 < (2,3)
for tj1 <  I arc z 
is an M  sucl
<  7T by \z\ =  I V 2
(2,4)
holds* We denote futher by Z2 that curve, which is defined
for arc z < a ±
2
by I z 1 4 Hi
2




< z I <  1 4 Hl
2
(2,5)
If z0 lies in the closed interior of 12 and z  describes the curve lv  the quo-
z
tient £ =  —  lies surely in the closed interior of /3, which is defined
for Vi
2
< I arc £ I < n  by I £ I =- ( 1 + (1 — 2)
( i > i  1 + *2 (1 +  ^2)
for I arc £ <
2 ICI =  f 1 +
rh
2
(1 +  V2)
(2 ,6)
7 It will appear in the Journ. of* London Math. Soc.
4*
p. t u r a n
After fixing rj± we may obviously choose tj2 so small that Z3 should lie in 
a half-plane
R Ç <  1
1
>h 4
If oj denotes any positive number, we have the identity
1 1
1 £ 1 +  a) 1 I  w






1 / S +  MV + 1
1 — SVi +  w/
£ + W V + 1
+  (*>
2  bnvU +  




since we may choose w so large that for the points of I
OJ
1 +  OJ
<  1
we obtain8 from (2,7) and (2,8) that in the closed interior of I
1
1 £
<  _L ( 1 //4)n + i
>/4
or for every z0 in the closed interior o f Z2 and z on l±
1
i — — <  - ( 1  - r ]ir + 1 .
'/ 4








°>.n ( Z)  I
dz 1 f ( z )
ïn i  J *  
<h)
C t M * D
dz
(2 , 10)
8 For a simplification in the construction o f P„(£) I am obliged to my friend 
Dr. A. Rényi. The fact that -  ♦ may be approximated with such exactitude in
every domain lying in the plane cut along ( 1 , +  °°) is of couise well-known; but we 
need only the special case o f the text which can be treated by quite elementary tools.
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r1 — *ij Xn <
10 M
Vi
Now we apply the inequality (1,7) with 5 =  //x to the polynomials
n +  i ( r0 eix)
n
( ro iix)  =  2 ’ r ^ n+1i„
-j- 6 3 2' n  +  i  An +  i fa n+1 r0^ + i ;




J h =  max




x a l l /! + I
( r0 Lix)  -  ( ro ¿ x) <
<
/  48?rV+ 1
Vi
max <*k
"n +  1
2 2
fr0 ^  -  /  (r0 eix) +
+ maxl i s x ^ h
f  ( r0 <-ix)  ~  G\n ( r^ ix) <
48?An + 1 10 M I
<
>/i j >/4
a - ^ r +i +  ( i - > u r n><
Vi '/I
in consequence of (2,11). But for n >  n0 ( jjlt )]J according to Fabry's 
gap-condition (1,3) we have
Tl
960?r ( / 48^\^n
>/ l i t ?/i










< <  1 + Hi
2
, 0 <  arc z  <  2 a
to a limit function i . e . f ( z )  may be analitically continued for < 1 + }h2
in contradiction to the fact that the radius of the circle of convergence 
is !♦ Q* e. d.
To deduce Hadamard's gap-theorem from the inequality (1,5) in
approximation
approximation
3* Finally we sketch the simple proof of inequality (1,7). We may 
suppose without loss of generality a =  0: since 1 <  48ti/S, it is sufficient 




2  a v e
V = 1




^ x ^ 8
í l y  X
V = 1




" i%, Ő|| ^  /4 8  n\ »
2  a v e =  ( —  ) max
v  =  1 \  à  /  0 =  x  =  1
n
2  a v e
i l y  ő x




s , (3,1) is true a fortiori, if the inequality
n n ,  da <  ( 2 4 max
0 =  x =  I
n
2  e
V =  1
i l v  ô x
(3,2)





v  =  1
a „ e
’ily Ö $ j  J l y  ÔX >
1
( 2 4 Ç ) n
TI
„  / — —ily 1
2  ( a ^  v ')
v  — 1
and introducing the notation
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dl
av e-*K — bv, el n =  z v, nx =  y  ,n% =  m (v =  1 , 2 . n)
we obtain that (3,2) is aequivalent to
M max
m — n?=y^ =m
n
y




V =  1
(3,3)
for every
2 srn <  m <  —  n.
S
(3,4)
We prove (3,3) with arbitrary b'vs, with z'v>, for which only
\zA =  l (v =  l , 2  , . . . n )  (3,5)
is postulated and instead o f (3,4) with
n < m .  (3,6)
We may suppose without any restriction n > 2 ;  further we suppose at





G (z )  is obviously a polynomial of the degree m, in which the coefficients 
of z°, z1, . . .  zm~n vanish,
g (z )
n
=  1 +  2 ' d
a)
v = v = 1
1
g ( z )
n
n  -
v = l \
1 OO
V =  1
m- ( 7 )
m — n (2\
1 +  X  d\ zv
V =  1
G (z )  =  1 « ( . )  s ,  -  . ( j )
g  (Z)  =  v  s ?  z v (3,H )
28 P. TÚRÁN
(3,10) and (3,7) give
G ( z J G (z2) ♦ ♦ ♦ G (zn) 1
i* e. from (3,11)
m
x, y 3) *2  dv zi
v — m —  n + 1
1, j  =-- 1, 2,♦.♦ n.





m /  "  L V \2 dA  2 b> z i  )
m — n +  1 \  j  — 1 /
(3) nmax
m —  n +  1
¿j





- n  +  1.
d(3)
V





y —— —^  -*l ~Z2
1
in
V +  72 — 1\ /m
7 2 - 1
<
zi H- 1 2 4“ ♦ • • "I- i/i — y
¿1 = 0, T2= 0/ • * ♦ ¿n= 0
from these and the representation
d(3) =
V -  Y < f / > .J I/—J
it follows
d(3) 2 / 12m\n — 1 / 12m V " 1i ( v )  '
Putting this into (3,12) we obtain
n
I  bj
i =  i
< < M ( " I
(3,12)
(3,13)
which proves our supposed inequality (3,3) for m integer.
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If m is non-integer, we apply (3,13) with [m] instead of m♦ Thus 
we obtain
M  >  max
m —  n ' ^ v  —  m
1 n * * 
2  h  Zj >  max 2  bJZj










j =  i
which proves our assertion (3,3) in its full generality♦
The above method has further interesting applications in the 
theory o f quasianalytic functions and o f the roots o f the quasiperiodical 
polinomials. These I intend to publish elsewhere*
ON THE M IN IM A L  NUM BER OF TERM S OF TH E SQUARE OF
A POLYNOMIAL*
BY A. RÉN YI IN  BUDAPEST
L* Redei proposed the following problem: Let the number of terms 
o f a polynomial be given* Find the minimal number of terms of its square*
Let us denote the minimal number o f terms o f the square of a 
polynomial containing n terms, by Q (n), and let us have
n
In May, 1945 L* Kalmár, L* Rédei and the author discussed this
problem and found the following result:
lim in f. q (n) =  0 * (1)
Starting from this result I found recently the following stronger
theorem:
lim 9 (1) +  g (2) +  * * * +  q (n) _   ^ ^
Tl — > OO ft
In what follows this theorem shall be proved*
I would at this occasion express my thanks to L* Kalmár and 
L* Rédei for having kindly agreed to my publishing and using in this 
paper the results of our joint work*
It may be mentioned, that the problem is far from being exhausted*
seems
lim q (n) =  0
Tl —> OO
holds also, but the proof of this conjecture would require further refine­
ments o f our method* Corresponding problems arise in connection with 
the 3th, 4th etc* powers of polynomials* We hope to return to these pro­
blems at an other occasion*
ON THE SQUARE OF POLYNOMIALS 31
We begin by proving a number o f Lemmas* 
Lemma A ♦ q (n ♦ m) < q  (n) * q (m)
#
Proof:  If Rn (x )  and Rm(x )  are the polynomials
terms
o f the squares, are reached, and if the degree o f Rn (x )  is knt the poly-
nomial




Lemma B. q (n) <  1 H----- -< —  /  n >  2*
n 2
Proof: Let us have
I/" 1 -J- IX =  1 -f- X -j- H- ♦ ♦ ♦ "I" Xn +  ♦ ♦ ♦ (3)
The sum of the first n terms of this expansion shall be denoted by 
Sn (x )  ♦ Sn (x )  is a polynomial of degree n —  2, and we have1
Y i +  ix  =  Sn (x )  +  xn r (x )  * (4)
By squaring both sides of (4) we obtain
s n (x ) =  1 +  2x -  xn [2 5„ (x j r (x )  +  xn r2 (x)  ] (5)
It can be seen from (5) that S2n (x )  does not contain the terms with
exponents 2, 3, ♦ * * n 
viz. the terms with exponents 0f l f n, n +  1 , . . .  2 n —  2f which proves
Lemma B*
terms
Lemma C* q (2/i +  1) <  !♦
We start again from the expansion o f y  l +  2x ♦ If I =  1/ ——- (a*~
I a n +  l
and an + x have evidently the same sign) we have in
y  i -f- iAx — 1 -f- 6xx +  4“ ♦ ♦ ♦ H-  bn—iXn 1 "I-  bnxn -f-
+  b n + i X n + 1  +  ♦ ♦ ♦
1 These polynomials were used by Legendre for solving the congruence 
8r +  1 mod. 2™. See e. g* L V . Uspensky & M . A. Heaslet Elementary 
Number T he:ry  Newyork, 1939. p. 3 11 .
x2
3 2 A. RÉNY1
bn- 1 =  bn + i (7)
Let us construct the following symmetrical polynomial containing 2 n + l  
terms: • % •
P^n+x (x)  =  1 -f- b x^ -)-♦♦♦ +  bn—^ xn~1 +  bnxn -f- ftn_ 1xn+1 +  ♦ ♦ ♦ +
v>)
+  b1x2n~l +  x:n .
Owing to (7) the first n +  2 terms of P2n+i (x)  are identical with the 
terms of Sn + 2 (to)*  But, as it has been shown in the course o f the proof 
of Lemma B, S“+1 (Ix )  does not contain the terms with exponents 
2, 3y . * * n +  1, and therefore these terms cannot occur in Pfn+i (x )  
either. P2n+i (x)  being symmetrical, the terms with exponents 4n— 2, 
4n— 3, 4n— 4, . .  ♦ 3n— 1 do not occur inPfn+i (x)  either. Thus P\n+l (x)  
contains only the terms 0, 1, n + 2 ,  tz+3, . ♦ ♦ 3n— 2, 4n— i,  4n; i. e. it 
contains 2 n + l  terms, which proves Lemma C.
28
Lemma D . ?(4n +  l) =  — ;  7.
29
Let P5 (x )  and Sn (x )  have the meanings as defined above. Let us consider
the polynomial
A n + i  (x) =  P 5 (x) .Sn (X*)
By carrying out the multiplication all terms with exponents from 0 to 
4n occur. Simple calculation shows that all coefficients are different 
from 0, i. e. A in+1 (x )  consists exactly o f 4 n + l  terms. P \(x)  
contains the five terms with exponents 0, 1, 4, 7, 8. Si (x4)  contains the 
n +  1 terms with exponents 4k ;  k =  0, 1, n, n +  1 , . . .  2n— 2. It follows 
that A 4n2+1 (x )  contains the terms with the exponents 0, 1, 4f 5, 7, 8,
11 y 12, further terms with exponents from 4n to 8n, excepting the terms 
with exponents 4n + 3 , 8n— 3, and excepting those with exponents 
4 + 4 k + 2 ;  k =  0, 1, . . .  n— 1. Thus A\n+1 (x )  consists of
8 +  4n +  l —  n —  2 — 3n 1 terms*
It follows
, .  _ x  3n +  7 28 . .ç ( 4 n + l ) = § --------- ^ —  if n >  7*
4rc 4- 1 29 —
Thus Lemma D  has been proved.2
2 At first the problem was formulated by L. Redei as follows: Find a polynomial 
the square o f which has a less number o f terms than the polynomial itself. A 29 (x )  is, 
in fact, a polynomial o f this kind.
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Lemma E. q (n) s C  . aV(n>
where V  (n) denotes the number of different prime divisors of n. C is an 
absolute constant, q an absolute constant with 0 < q < 1 .
Proof: Let us consider a number n with V (n) =  r
„  ___ « 1  a 2  « rn — p l *p2 ♦ ♦ *pr ♦
First we single out the different prime factors of n : 7tv  tz2, ♦ ♦ ♦ 7Ta 
which are o f the form 4k +  1 ;  k > 7 .  The prime factors of n having 
the form 4k +  3 ;  k > =2, can be coupled in pairs:
( ri> *2)  y (*3 * * * * ( T£.v—i> t zv) y
#
leaving aside the last one if their number is odd. Each product 1 r-¿nt
is of the form 4k +  1 ;  k >  7. We have according to Lemma D
2 g 28
q (iTj) =  — > y = l ,  2, ♦♦♦#/ q ( r2i - i  v i^) * ~  1> 2, ♦♦♦!>♦
29 29
We have further
u +  2v==r—  6 (9)
because only the primes 2, 3, 5, 13, 17, and if necessary one more prime 
of the form 4k +  3 have been left aside. It follows from (9) a fortiori
u +  =  (10)
2 2
The product o f all factors which have not been selected shall be denoted 
by m. We have
U  =  71^71% ♦ ♦ ♦ 1T 2)  ( T2T &) * * * 1 ^ 2v )  ♦ ^  ♦ ( 1 1 )
According to Lemma A*, and with respect to (10) it follows
(12)
Thus Lemma E has been proved with
34 a . r £ n y i
Now we turn to the proof of the Theorem:
lim Q (1) +  Q (2) +  g (3) +  * ♦ ♦ +  g (N )
- ------ ----  ■
n —> oo jy 0 .
Proof:  According to a theorem of Hardy and Ramanujan,3 the 
number of integers n not exceeding N, for which
V (n )  <  — loglog N
2
holds, is o (N ).
loglog N
If V (n)  ^ ---y applying Lemma Ey we have
2
/o£/og TV
q ( n ) < C . Q  2 /  (13)
loglog N
if V(n) < ----- ------  we obtain by use of Lemma B
q (n) < - .  (14)
2u
It follows, from the theorem of Hardy and Ramanujan, that
q( l )  +  q ( 2 ) + . . .  +  q ( N )  ^ 3 o ( N )  (15)
N  = 2  JV ' *v
Thus we have
lim Q 0 )  4  q (2) +  «. * * -I- q (N)  _  ^
N  —> o o  7Y
and our Theorem is therewith proved*
It may be mentioned that we used only polynomials with real 
coefficients* It is an open question, whether it would be possible to obtain 
better results by using polynomials with complex coefficients*
3 Quart, Journal o f Math, 48, 1920. p. 77* An elementary proof has been given 
by P. Turan, Journal o f the London Math, Soc. 9, Part 4, p, 274— 276, The theorem is 
much sharper in its original form, but we do not need more.
ÜBER DIE LÖ SU N G  D IFFEREN TIALG EO M ETRISCH ER 
FRAGEN IN DER N IC H TE U K LID ISC H E N  GEOM ETRIE U N TE R  
G LE IC H ZE ITIG E R  VERW EN D U N G  H OM OGEN ER U N D
IN H OM OGEN ER KOORDINATEN*
VO N  O. VARG A IN DEBRECEN.
Bei der Behandlung differentialgeometrischer Probleme beschränkt 
man sich häufig auf die unmittelbare Umgebung eines Punktes und 
untersucht dementsprechend nur das infinitesimale Verhalten gewisser 
Grössen* In der euklidischen Geometrie kommt zu diesem „Nahe- 
wirkungsprinzip“  oft auch das „Fernwirkungsprinzip“  hinzu, das hier 
im wesentlichen darin besteht, dass man an gewissen Elementargebilden
#
wie Simplexe, Kugeln usw. Grenzübergänge ausübt. So kann man ja 
Z♦ B. die Krümmung einer ebenen Kurve im wesentlichen durch Grenz­
übergang aus einem Sehnendreieck erhalten* Seit den Untersuchungen 
von K . Menger über metrische Räume hat dieses Fernwirkungsprinzip 
noch mehr an Bedeutung gewonnen* Will man sich in einer nichteuklidi­
schen Geometrie des Fernwirkungsprinzips bedienen, so hat man mit 
gewissen Elementargebilden zu operieren, diese lassen sich am einfachsten 
durch homogene (projektive) Koordinaten darstellen* Die durch Grenz­
übergang zu gewinnenden Differentialausdrücke werden aber bekanntlich 
nur dann Differentialinvarianten, wenn sie durch invariante Differentia­
tion gewonnen werden* Da der invariante Differentiationsprozess nur auf 
inhomogene Grössen angewandt werden kann, erweist es sich als zweck­
mässig, gleichzeitig homogene und inhomogene Koordinaten zu ver­
wenden*
Wird die nichteuklidische Mannigfaltigkeit durch ein euklidisches 
Modell (Fläche konstanter Krümmung) dargestellt, so stellt sich heraus, 
dass der Zusammenhang zwischen den Ableitungen der homogenen und 
inhomogenen Koordinaten durch die Gauss-schen Ableitungsgleichungen 
dieser Fläche geliefert wird*
• Dieses Prinzip soll hier in der elliptischen Geometrie an zwei Frage­
stellungen der Kurventheorie angewandt werden* Das erste Problem 
besteht darin, die n —  1 Krümmungen einer Kurve durch Grenzüber­
gang aus den der Kurve einbeschriebenen Simplexen zu gewinnen* 
Dadurch wird die Krümmung im Mengerschen Sinne auf Grenzwerte 
von Abständen von Punktpaaren zurückgeführt. Das zweite Problem 
besteht in der Ermittlung der Zusammenhänge, die zwischen den Krüm­
mungen und den Schmiegkugelradien dieser Kurve besteht. Diese beiden 
Fragen wurden für den Fall des euklidischen Raumes von Herrn E. 
Egerväry gelöst.1 Die von uns gegebenen Ergebnisse bestehen auch für 
den Fall der hyperbolischen (Bolyai-Lobatschefskischen) Geometrie falls 
man den Radius R der Kugel die als Modell dient, mit ]A—  1 multipliziert 
und die trigonometrischen Funktionen durch hyperbolische Funktionen 
ersetzt.
Wir behandeln in § 1 den Zusammenhang zwischen den gewöhn­
lichen Ableitungen der homogenen und den invarianten Ableitungen der 
inhomogenen Koordinaten; in § 2 die Darstellung der Krümmungen einer 
Kurve als Grenzwert des Quotienten von Simplexrauminhalten; in 
§ 3 die Zusammenhänge zwischen den Schmiegkugelradien und den 
Krümmungen einer Kurve.
§. 1. ZU SAM M EN H AN G  ZW ISCH EN DEN GEW ÖH NLICH EN  A B LE ITU N ­
GEN DER HOM OGENEN U N D  DEN IN VARIAN TEN  ABLEITU N G EN  DER
INHOM OGENEN K O O RD IN ATEN  IM  ELLIPTISCH EN  R A U M .2
Ein Punkt x  des n-dimensionalen elliptischen Raumes sei durch 
n +  1 homogene Koordinaten xv  x9, ♦.. . ,  xn+1 gegeben, die der
x 2 =  n2  X? =  R 2 (1,1)
i =  1
Normierungsbedingung unterworfen sind. Denselben Punkt können wir 
auch durch die n inhomogenen Koordinaten y 1, . .  . ,  yn darstellen. In der 
bekannten Deutung der elliptischen Geometrie auf einer Halbkugel 
besagt dies, dass wir im n +  1 dimensionalen euklidischen Raum von der 
durch (1,1) gegebenen n-dimensionalen Kugel etwa die Punkte mit 
xn+1 >  0 betrachten. Die y 1, . . .  yn sind dann die Parameter für eine 
Darstellung des Flächenstückes und können auch durch die bekannte
1 E. Egerväry: „Ü ber die Kurven des n-dimensionalen euklidischen Raumes". 
Mathemathischer und Naturwissenschaftlicher Anzeiger der Ung. Akademie der 
Wissensch. Bd. L IX  (1940), S. 787— 97. —  Über die Schmiegungskugeln der Kurven 
des n-dimensionalen euklidischen Raumes. Ebda. L IX  (1940), S. 775— 86. Im Folgen­
den kurz als Egerväry I und II zitiert.
2 Grössen, die als Vektoren im n +  1-dimensionalen euklidischen Raum gedeu­
tet werden können, sollen durch entsprechende vektorielle Schreibweise gekennzeich­
net werden.
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Projektion vom Kugelmittelpunkt auf die Tangentialebene im Südpol der 
Kugel gedeutet werden* Es ist somit
x  =  x
Die Gauss-schen Ableitungsgleichungen sind dann in unserem Spezialfall
dya dyß ap dy* R
Die T^ß sind dabei die in Bezug auf
ë
dx d x _ n + 1 dx-i' &Xi
a ß V (1,4)
gebildeten Christoffelschen Symbole zweiter Art. Wir betrachten nun
eine Kurve
x  =  x ( y 1 ( s ) , . . . , y n (s)^  =  x  (s) (1,5)
die auf die Bogenlänge als Parameter bezogen sei* Die Funktionen in
(1,5) seien k-mal stetig differentiierbar* Mit Hilfe von (1,3) können wir 
die Ableitungen von x entlang der Kurve (1,5) mit den invarianten Ablei­





„  =  # D Y _ ______ ]_
dya ds2 R 2
__ dx D*y“  1
dy(t ds3 R 2
(1,6)
Aus (1,6) folgt weiter, durch vollständige Induktion
c)x D kva
x (k) =  — — +  c0x  +  cxx f +  * * ♦ +  Ck-<±x(k- 2K (1?6)
dya dsk
Im Folgenden werden häufig Produkte von Matrizen auftreten,
deren Kolonnen aus den x und deren Ableitungen gebildet sind* Ist
5
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( X y  X ' ,  .  ♦ ♦ ,  X (k> )
eine solche Matrix, dann besteht zufolge (1,6) folgende Aequivalenz
(x , x ' , . .  ♦, x ^ )  ^ d x  D y a
ay ds
♦ ♦ ♦
d x  DWya 
Jy« ~dsk (1,7)
w
die natürlich im Sinne der Matrixtheorie aufzufassen ist. Aus (1,1) folgt, 
dass die Determinanten aus den Quadraten der äquivalenten Matrizen 
(1,7) gleich sind:
D ( X ,  x<*>)2
t ♦ ♦ ♦ t









Auf der rechten Seite von (1,8) haben wir die Indices mit Hilfe der gas
yyheruntergezogen". Es ist also z. B.
• •
D y ‘  = u t  D y >ds ds
Allgemeiner als in (1,8) sind Determinantenprodukte aus den Produkten 
äquivalenter Matrizen gleich.
§. 2. DIE D A R STE LLU N G  DER K R Ü M M U N G E N  EINER KURVE ALS 
G R EN ZW ERT DES Q U O TIEN TE N  VON  SIM PLE XR A U M IN H A LTE N .
Um den geometrischen Sinn der analytischen Voraussetzungen, die 
wir über die, die Kurve (1,8) darstellenden Funktionen machen werden, 
klarzustellen, sei an folgende Tatsachen aus der nichteuklidischen Geo­
metrie erinnert.
Der Inhalt S  eines durch k Punkte bestimmten Simplex x v x 2> ♦ ♦. x* 
ist durch
** ~  ~d 7l 77~,V\(X^ x z> • * * > Xk) 2\ (2,1)R (k — \) !
definiert,3 wobei die Wurzel positiv zu ziehen ist. Ist S2 Null, dann liegen
3 Wir ziehen es vor statt des in älteren Darstellungen gebrauchten Sinus eines 
Simplex von dem Inhalt des Simplex zu sprechen. In der Tat gewinnt man durch 
einen einfachen Grenzübergang die übliche Integraldarstellung des Rauminhaltes. 
Der Sinus eines Simplex wird dabei in den älteren Darstellungen durch (R(k— 1)  I S ) :
\  x\ ♦♦♦ Yx\ definiert. Siehe etwa B. Segre: Encykl. d. Math. Wissensch. III.
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die k Punkte in einer niedereren als k— 1 -dimensionalen Mannigfaltigkeit 
und die x s i n d  linear abhängig. Dazu, dass S nicht verschwindet ist not­
wendig und hinreichend, dass die x , linear unabhängig sind.
Wir machen nun über die Funktionen in (1,5) die Voraussetzung,
terminante
nen x  (s)
sei, was nach (1,8) gleichbedeutend mit
G
- k ?
D y n Dnya \ (D y a D ny„
♦ ♦♦♦♦ II t ♦ ♦ ♦ ;
d s 2 ds« )\  ds ds
0 (2,2)
ist. Aus (2,2) und (1,2) folgt, dass auch
Dk =  [ (x , x ' , . . . ,  x<*>)21 -fz 0
G k  =  I  ( W  , D y n  D ( k ) y a  ) ( 1 ^ ,  ^ 2 \ U 0  ( 2 > 3 )
k |\ ds * ds2 dsk ) \  ds ’ dsk )  |
ist. Das Verschwinden irgend eines Dk bezw. Gk würde die lineare Abhän­
gigkeit von schon weniger als n —  1 x (i* (i =  0, . . .  ,n) bezw. weniger
nach sich ziehen. (2.2) f)
dsk dsk
linear unabhängig sind, und verbürgt die Existenz von Schmiegräumen 
bis zur n— 2-ten Dimension. (2,2) bedeuten in dem n+^-dimensionalen 
euklidischen Raum die lineare Unabhängigkeit der x ‘ (i =  0, . . .  n) 
und die Existenz von euklidischen Schmiegräumen bis zur /2-ten Dimen-
sion.4
Herr E. Egerväry hat für den Fall des euklidischen Raumes gezeigt,
Raumkurve
Kontingenzwinkels des /c-dimensionalen Schmiegraumes zum Bogenele­
ment definieren lässt.5 Wir Wollen nachweisen, dass diese Definition
4 Ein k-dimensionaler Schmiegraum des n-1-dimensionalen euklidischen 
Raumes ergibt sich aus | (X , *  (s,), x  (s2) , . . . ,  *  (sk+1) )21 =  0 durch den Grenzüber­
gang Si —* sn in der Gestalt
fa) | (X , a: (s0), . . .  (s.) )'| =  0.
Nach (1, 8) zieht dies
dx D ya dx D"-ya dx Dky"
(b) ' X^ ' * ’  3ya ds ’  3ya ds2 ‘ ‘ dya dsa ~
nach sich, (b) ist die Gleichung des k-dimensionalen nichteuklidischen Schmieg raumes. 
Genaueres über die Ausführung des Grenzüberganges im folgenden §.
5 S . Egerväry, 1, a. a. O.
5*
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der Krümmung bei sinngemässer Deutung des Kontingenzwinkels nicht 
nur für die nichteuklidische Geometrie, sondern auch in einem beliebigen 
Riemannschen Raum zu Grössen führt, die mit den von W . Blaschke auf 
formalem Wege eingeführten Krümmungen übereinstimmen.6 Nach W. 












---- t k -  1 4 ------- i k  + 1 1)
Qk
Q n - i
Ín-1
bestimmt. Die f, bilden ein orthogonales und normiertes n-Bein von 
Vektoren, das durch den Prozess der Orthogonalisierung und Normierung
aus den D Y
dsk










t ♦ ♦ ♦ t 
ds2 dsk
Dya D kya
y ♦ ♦ ♦ y
ds dsk
(2,6)
Um den Kontingenzwinkel k-dimensionaler Schmiegräume definie­
ren zu können, verfahren wir folgendermassen. Längs der Kurve sei ein 
Feld von parallelen k-Beinen gegeben. Wir können dasselbe dadurch 
erhalten, dass wir in einem beliebigen Punkt s der Kurve ein k-Bein 
annehmen und dieses dann längs der Kurve —  im Sinne der Riemann­
schen Geometrie —  parallel verschieben. Der so definierte Winkel & ist 






6 W. Blaschke, „Frenets Formeln für den Raum von Riemann. Math. Zeitschr. 
6, (1920). S. 94— 99.
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Zum Beweis erinnern wir zunächst an die Definition des Winkels, den 
zwei lineare Mannigfaltigkeiten der gleichen Dimension bilden, wenn 
sie einen gemeinsamen Punkt besitzen* Die von dem gemeinsamen Punkt 
ausgehenden Vektorgebilde, die die Mannigfaltigkeiten aufspannen, 
können wir gleich als orthogonal und normiert annehmen* Wird dann 
die eine Mannigfaltigkeit von v v  v2, ♦ ♦ ♦ vk, die andere von rv  r2, ♦ ♦. rÄ 
aufgespannt, so gilt für den von ihnen gebildeten Winkel cp1
cos cp =  | (vx, v2, * ♦ *, v*) (rv  r2, * * *, r*) | * (2,8)
Das den k-dimensionalen Schmiegraum bestimmende n-Bein ist natürlich 
durch die Vektoren i v  f 2, * * * tk bestimmt; das andere wollen wir 
zweckentsprechend wählen* Sei s0 ein beliebiger, aber fest gewählter 
Punkt unserer Kurve, dann betrachten wir dort das n-Bein #1 (s0) ,  * * *, 
ik_ x (s0) ,  ik+1 ( s0) .  Dieses n-Bein Feld verschieben wir nun —  wie oben 
erwähnt, im Sinne der Riemannschen Geometrie —  parallel längs der 
Kurve, und erhalten so längs dieser ein normiertes und orthogonales 
n-Bein-Feld.8 Wir bezeichnen die Feldvektoren mit vx (s ) f v2 (s), * * ♦, 
vk (s) .  Der Winkel der k-dimensionalen Räume in dem beliebigen Punkt 
s ist dann durch
cos & =  | (#!, * * *, tk) (vlf * * *, vk) | (2*8')
bestimmt* Wir bilden nun die invariante Ableitung von (2,8') und beach­
ten, dass diese für einen Skalar mit der gewöhnlichen Ableitung überein­
stimmt, dann wird, weil die v* parallel verschobene Vektoren sind, für die 
die invariante Ableitung den Nulivektor liefert, bei Berücksichtigung 
von (2,4)
— sin & =  —  | (#lf . . . , # * _ ! , # *  + a) (v j , . . . ,  vk ) |. (2,9)
ds Qk
Im Punkte s. erhält man wegen der Wahl der v,






7 Zu dem Ausdruck (2,8) der Winkeldefinition gelangt man auf Grund folgen­
der Festsetzung: die v z bezw. r* bestimmen bezw. die Simplexe .Sx und S 2. Projiziert
man S1 auf die den S 2 enthaltende lineare Mannigfaltigkeit, dann wird unter .Sx diese 
Projektion und V(S)  der Simplexinhalt verstanden
cos(p =  V ( S 1)
Vgl. B. Segre: Encykl* d. math. Wissensch. III., insbes. S. 801. Hieraus ergibt sich 
unmittelbar die Gleichung (2,8).
8 Aus der bekannten Tatsache, dass die Parallelverschiebung auch im Riemann­
schen Raume metrisch ist, d. h. die Länge und den Winkel von Vektoren ungeändert 
lässt, folgt, dass das n-Bein-Feld normiert und orthogonalisiert ist.
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Es soll nun gezeigt werden, wie die Krümmungen unserer Kurve 
durch Grenzwertbildung aus dem Quotienten der Inhalte gewisser Sehnen­
simplexe erhalten werden können. Zu r verschiedenen Werten sv  s2, ♦ ♦ ♦ sr
x ( s j  (i =  1, 2, ♦ ♦ ♦ ,r) der Kurve gehören. WirPunkte
nun
dem Produkte sämtlicher s£— Sj ( i $ j )  bilden für den Fall, dass sämtliche 
s{ nach s0 konvergieren. Dabei können wir uns mit Vorteil eines Satzes 
von Herrn E. Egerväry bedienen:9
lim S ( x u . . . ,  x r)
n  (Si —  sj)
i
Sk — >- s 1 ! 2  !  —  ( r —  l ) 2 !
V D r - !  *
Wegen (1,8) erhält man aus dieser Gleichung
lim S ( x v  . . . ,  x r)
n  (Si —  s j )
R
Sk — s 1 !  2 ! . . .  [ ( r —  1 ) ! ] Y G r - l  •
(2,11)
Bezeichnen wir den Abstand der Punkte x (s k+2) und x  ( s j  mit P ±Pk+2 
so führt die Gleichung (2,11) wegen (2,5) zu
lim (k +  1) 1 S (x  ($i)> ♦ ♦ ♦ x  (s/c+2)) S (x  (^2), ♦ ♦ ♦ x  (Sfc-f-i))




(2,12) gibt die in Aussicht gestellte Formel, die die Krümmung auf 
Grenzwerte eines nur von Abständen abhängenden Ausdrucks zurück - 
führt. Wir können entsprechend den Ergebnissen im euklidischen Raum10 
auch in unserem Fall die Grösse auf der rechten Seite von (2,12) noch auf
9 Ist die eindeutige reelle Funktion einschliesslich ihrer n— 1 partiellen Ablei 
+ /  /  (s, t)
tungen — n~r ~ —  0 =  1 , . . . ,  n —  \,j  =  1, . . . ,  n —  1) stetig, dann gilt
dJdti
f  ($i> O  •
#
• • /  ( 5i> tu)
lim /  (Sr.t 1^)  * ♦ * f  (Snr tn)
Vgl.
Sr — S0 77 (S¿
tr 10
E . Egerväry 2 a. 
10 E. Egerväry:
sj ) n  (U  t j )
a. O. S. 779.
1. S. 794.
d b - 1) /
/  ( 5o> ^o) * * ♦ ^  ^n T ( 5o> ^o)
[ 1 1 2 ! . . .  (72—  1 ) ! ]112
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eine andere Weise geometrisch deuten. Wir gehen dazu auf die Deutung 
des nichteuklidischen Raumes mit Hilfe des euklidischen Modelles zurück, 
wie dies in § 1. auseinandergesetzt wurde. Beachtet man, dass S {x v  ♦ ♦ ♦, x k) 
bis auf einen unwesentlichen Zahlenfaktor der Inhalt eines um eine 
Dimens’on höheren Simplex (zu dem auch der Ursprung des Koordinaten­
systems gehört), im n— 1-dimensionalen euklidischen Raum darstellt, 
so kann man auf Grund einer Formel der euklidischen Geometrie11 den 
Sinus des Winkels zweier /c-dimensionaler Ebenen, die durch die Vektoren 
x L x 2 . . .  x k+l bezw. x 2 ♦ ♦ ♦ x k+i * k + 2 bestimmt sind, folgendermassen 
darstellen:
%
“t" ^  (X * * * f X (S/c+2) ) ♦ $  (x  (s2), ♦ ♦ ♦ , X  (Sk+i) ) /o i
sin cck —----- *------------------------------ ♦ (¿fio)
k [k +  2) S (x  ($i)> * ♦ ♦, x  (Sfc-j-i)) S (x  (s2)> ♦ ♦ ♦ y x  (5^+2) )
Nach (2,12) ist daher
± =  lim  ( 4 + 2 ) * « .  (2 ,14 )
P» P i - *  Po P ,P k+2
Pi ist dabei der Endpunkt des Radiusvektors x t*
§. 3. ZU SA M M E N H A N G E  ZW ISCH EN  DEN  SCH M IEG K U G E LR A D IEN  
U N D  DEN K R Ü M M U N G E N  EINER KURVE IM  N IC H TE U K LID ISC H E N
RAU M .
Für eine Kugel vom Radius r mit dem Mittelpunkt x 0 gilt in laufen­
den Koordinaten x  die Gleichung
x 0 x  =  R 2cos—  (3,1)
R
Der Radius einer k— 1-dimensionalen Kugel, die durch die k + 1  Punkte
i (i =  l t 2, . . .  y k + 1  bestimmt ist, ergibt sich folgendermassen* Die
k + 2  Punkte x 0> x t liegen in derjenigen /c-dimensionalen Ebene, die die 
zu bestimmende Kugel enthält* Aus der linearen Abhängigkeit dieser 
Punkte folgt
(x_i_, x%t ♦ ♦ ♦ f Xk+it x 0) ‘ \ 0 (^>2)
t *
Beachten wir, dass wir sämtliche Xi in die Gleichung (3,1) an Stelle x  
einsetzen dürfen, so folgt aus (3,2)
%
11 S . W . Fr. M eyer: Über die Anwendung eines Sylvesterschen Determinanten­
satzes auf ein metrisches Problem des Rn Deutsche Math. Ver. 20 (1911) S. 211— 16
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( x i  X ^ j y  ♦ ♦ ♦ , (X y  Xk-\-l)y R“ COS n - 1  
R
(xk+u X L)y ♦ ♦ * , (Xk+l X k + l)y R2 eos Oc— 1
R
R2 eos ^, ♦. ♦ yR2 eos ,  R2
R R
O* (3 ,3 ')
(3,3*) können wir auch so schreiben
R2 cos2 rk- 1  
R
{ X  ly X 2y ♦ ♦ ♦ y X k  + 1.)  ^|
(Xk + l ^l), ♦ ♦ ♦ , [Xk-\-1 Xk+1) 1
1 , ♦♦  ♦ 1 0
(3,3)
(3,3) ist Hie gesuchte Gleichung für den Radius r, der durch Xi bestimmten 
k— I-dimensionalen KugeL Wir wählen nun die k + 1  Punkte auf der 
Kurve (1,5) d* h*
X /  == X  (Si ) . ( a )
Lassen wir nun die k + 1  Punkte durch den Grenzübergang s{ s0 unab­
hängig voneinander nach (s0J konvergieren, so ergibt sich unter Benut­




Dk =  | (x, x ' , . . . , jc (/c>)2 |
(3,4)
(3,5)
gesetzt wurde. Durch (3,4) erklären wir den Radius der rk_ 1 dimensionalen 
Schmiegkugel unserer Kurve. Um die Schmiegkugel vollständig zu 
charakterisieren, müssen wir noch die Koordinaten ihres Mittelpunktes 
kennen.
Der gesuchte Mittelpunkt lässt sich aus den x i (i = ' 1 , 2 , ,  k + 1 )  
linear kombinieren:
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X 0 Ci  X i  +  C2 X 2 +  ♦ ♦ ♦ +  Cfc+1 X k + 1 (3,6)
Wegen (3,1) erhält man aus (3,6)
R 2cos T k-1
R
k+ 1 
V  Ci (x s X i )  
1=1
(s — 1, 2 , . . . ,  k -f- 1). (3,7)
Aus (3,7) können die unbekannten Grössen ct berechnet werden. Führt 
man diese wieder in (3,6) ein und bezeichnet die Koordinaten von x r mit
diejenigen von x 0 mit x0i, . . . ,  x0n+1, so erhält man iny * r n  +  l
R 2 cos n - i
R
0 Xjj , X2i f ♦ ♦ ♦ Ä^ + ll
1 X L)  y ( X i  X 2) y ♦ ♦ ♦ ( X j  X k + 1)
1 ( X k +  l  X \)f { X k  +  l  X 2)y ♦ ♦ ♦ ( x k + 1 X k -}-1)
( X 1 X L) y ( x x x 2) , . . . ( x l x k -r i )  
( x 2 X i )  y (X 2 x 2) y ♦ ♦ ♦ ( X )  X k +  \)
(x k+l {Xk+1 X2)y ♦ ♦ ♦ (x k+i X/c-j-i)
(3,8)
die Koordinaten des Mittelpunktes*
Wählt man die Punkte i auf der Kurve gemäss (a), so ergibt der 
Grenzübergang s( -> s0 den Mittelpunkt der SchmiegkugeL Bei der Bil­
dung des Grenzwertes hat man nach demselben Schema zu verfahren, 
wie in den früheren Fällen. Man erhält so in nicht zu missverstehender 
Schreibweise
*0  = 
n—1)
R 2cos rk- 1  
R
0 ,  X  y X '  y . ♦ ♦ X {k) *
1 , ( x x )  y ( x x ' )  y . . . (X X (Ä + 1)) 
0y( x '  X) , (X' X' )  y .  . . (X'  X ^ +1>)
(3,9)
Durch (3,4) und (3,9) ist die /c— Schmiegkugel
Schmiegkugel
veranschaulichen. Dabei wollen wir ihre Lage in Bezug auf den n + 1 -  
dimensionalen euklidischen Raum angeben. Im euklidischen Raume 
bedeuten x ' ,  ♦ ♦ ♦ x {k) k Vektoren, die den Schmiegraum der Kurve, 
aufgefasst als Kurve des euklidischen Raumes, bestimmen. Aus (3,9) folgt
* o  x
<*—1)
(r) 0 (r — 1, 2f . . . ,  k),
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d. h* der Vektor der zu dem nichteuklidischen Mittelpunkt der Kugel 
führt, steht auf den Vektoren x  ♦ ♦. x {k) senkrecht* Der Ortsvektor
Xq der zu dem Fusspunkt des Lotes auf diese Schmiegebene führt, ist
(*-2)
offensichtlich
x 0 — cos 






Wir werden nun nachweisen, dass diejenige k— 1-dimensionale Kugel, 
die der Ä>dimensionale euklidische Schmiegraum aus der Kugel (1,1)
herausschneidet und deren Mittelpunkt x £ ist, die (k— ij-dim ensio-
(*—2)
nale Schmiegkugel der Kurve im euklidischen Raum ist und dass ferner 
diese Kugel als Kugel des nichteuklidischen Raumes mit der durch (3,4) 
und (3,9) bestimmten identisch ist* Um den Nachweis bequem führen zu 
können, wollen wir in der durch (3,9) und (3,10) bestimmten Darstellung 
von Xq an Stelle der x ' ,  . ♦ ♦, x (k) die aus diesen Vektoren durch 
( / c ~ ~ 2 )Orthogonalisierung und Normierung bestimmbaren i v  f2, * * *, fÄ ein­
führen* Nach dem Orthogonalisierungsverfahren von E* Schmidt12 erhält 
man für diese Vektoren
G (r)i x '  +  G (r)2 X // +  * * * +  G ( r)r
G r - i  G r
(3,11)
In (3,11) bedeutet G(r)s das algebraische Komplement der r-ten Zeile 
und s-ten Spalte in Gr** Insbesondere ist hiernach
G(r)r =  Gr_x (3,12)
Das durch (3,10) bestimmte x*0 können wir wegen (3,4) auch durch
(*—1
0, x x y ♦ ♦ ♦ X (*>
l , ( x x )  , (x x ')  , * * * ( x x (/c>) 




(k =  1, 2, * * * y n).
12 Vgl. etwa G. Koivaléwski, Determinantentheorie. Leipzig, 1909. S. 423— 426.
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Wenn wir in der, in (3,13) explicit angegebenen Determinante die s+2-te
Spalte mit G(s)k (s =  1, 2 , . . . ,  k —  1) multiplizieren und dieselbe zu
der mit G(k)k multiplizierten k + 2 -ten Spalte addieren und eine entspre­
chende Umformung mit der Zc+i-ten bis 2-ten Spalte vornehmen, so 
ergibt sich
Xo — X  +  z / i i j  +  ^2^3 +  ♦♦♦ +  k—1 tk f (3 /14 )
(Ä— 1)
wobei
=  i ^ i ( x > > * (r~ ^ (x '  ♦ • ♦ * (r)) l ( 3 > 1 5 )
Gr Gr+1
gesetzt wurde. Aus (3,14) ergibt sich als Radius Rk^  der Kugel
(xo -  x ) 2 — ¿j i +  z /i  +  ♦ ♦ ♦ +  4 k —i ♦ (3/16)
(*— i)
Der Radius der Kugel den die k-dimensionale Schmiegebene aus (1,1) 
herausschneidet, ist offensichtlich durch
# * _ !  =  R sin ^  (3,17)
JR
bestimmt*
Betrachten wir nun die Differenz der Quadrate der Radien zweier derarti­
ger Kugeln und beachten (3,4), so ergibt sich
Rt -  Rl , == i ?2 Tk- 1 . . . o  r kCOS2 ------------- cos2
R ' R
|(x, x ', . .  •, X«))* I |(x', „ . ,  x<*+»)2 I — |(x, x ',  . „  , x<*+»)* I |(x',. . . ,  X « ) 2 I
G k  G k + i (3,19')
Den ersten Posten im Zähler dieses Ausdruckes können wir auf Grund 
der Beziehung
(x, x ' , . •., x<*>)2J | (x ' ,*. ♦, x (*+1>)21 — | (x', ♦ x<*+1>) (x, x ' , >. •, x « )  |2
=  I (x, x ', . .  *, x<Ä+1>)211 ( x ' ,♦ ♦ ♦, X « )21 (3,18)
umfoimen. Die Umfoimung (3,18) ist ein Spezialfall der Jakobischen 
Sätze über Determinanten, deren Elemente Minoren der Reziproken 
Determinante sind*13 Aus (3,18) folgt nun
13 Vgl. etwa G. Kowalewski, Determinantentheorie. A. a. O.
/
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Rl -  R l - i
(x , x ' , . . . ,  x (A)) (x ', x " , . . . , X(A+1)) I
Gu .G A + l
(3,19)
Vergleicht man (3,19) mit (3,15), so hat man
Rl -  R;~i (3,20)
Auf Grund von (3,16) ergibt sich nun in der Tat
w. z. b. w.
R l - 1 : ( x0k—  x )2
C*—l)
(3,21)
Um nachzuweisen, dass unsere Kugel (des euklidischen Raumes) 
auch Schmiegkugel der Kurve ist, genügt es, ihren Radius und Mittel­
punkt auf eine bekannte Darstellung derselben zu bringen. Setzt man
<0 1 dr
2 ds




( x 2 ) ' r> g(r) +  ( x  . x<r>) ,
was wegen der Konstanz von x 2
(r) ( X  . X  <r>) (3,22)
gibt. Bezeichnen wir das algebraische Komplement der k-\-2-ten Zeile und 
ersten Spalte von
Q a+ i =
9
q‘
y ♦ ♦ ♦ (*+])
, (x ' x ')  (x ' x<*+1>)
q(k +  l )T { x (k +  l)  x r )f  # # # { x ik + 1) * ( * + 1 ) )
<9Q;c+i
mit — — - so ergibt sichdq(k+1)
<? 9(*+i)
(3,23)
( -  l ) fc+11 (x, x ' , . ••, x « )  (x ', . * . ,  x<*+1>) I , > (3,24)
und hieraus wegen (3,15)
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d Qk + 1
dq&+V (3’ 25)
(3,25) besagt wegen (3,20) und Egerväry (2) S. 780, dass der Radius der 
Kugel mit dem der Schmiegungskugel übereinstimmt. Aus der Darstel­
lung (3,14) und (3,25) folgt ebenso, dass auch der Mittelpunkt der Kugel 
mit dem der Schmiegungskugel zusammenfällt.14 Dadurch ist die Lage 
der Schmiegkugel im euklidischen Raum vollständig bestimmt, ihr nicht­
euklidischer Mittelpunkt ergibt sich aus (3,10). Geometrisch bedeutet
dies, dass wir den Vektor x*0 soweit zu verlängern haben, bis er die
(*—i)
Oberfläche der Kugel (1,1) trifft.
Jetzt wollen wir den Zusammenhang der Schmiegkugelradien
rk und der Krümmungen —  ermitteln. Zunächst folgt durch eine einfache
Q* \







R Dk + l
.D
(3,26)
Ableitung von (3,4) gibt
d
1




1 [ | (x ' ,  x " , . . . ,  j e « )  (x ' ,  x " , . . . ,  x « - » ,  x « + " )  |.
U
k
x ,  x ' , . . . , x (k)) (x ,  x ' ,  . . . t x (k 1), x (,t+1)) | . 
( x ' , x " , . . . , x W ) 2 |]
Die rechte Seite dieser Gleichung formen wir unter Benützung der zu 
gleichen Zwecken bei (3,18) verwendeten Jakobischen Determinanten­








. I (x , x ' , . . . ,  x (Ä J)) (x ' ,  x " , . . . ,  x (k)) I
14 Vgl. E. Egerväry (2) A. a. O., insbes. S. 783, wo zwar der Mittelpunkt nicht 
durch eine explizite Formel der Gestalt (3,14) angegeben ist, dieselbe aber aus den 
dort angestellten Überlegungen leicht folgt.
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ergibt. Aus (3,26) und (3,27) erhält man unter Berücksichtgung des durch 





















(3,28 gibt den gesuchten Zusammenhang zwischen Krümmungen und 
Schmiegkugelradien. Den Fall k =  n —  1 müssen wir noch durch eine 
gesonderte Überlegung behandeln.









cos rn-  
R
R 2 D
— -4 — I (x, * ' ,♦♦♦, x in)) (x\  ♦ ♦ ♦, x (n+1)) I2
D ji
Es handelt sich also darum, den Ausdruck
(b)
geometrisch zu deuten. Wir betrachten die „Polkurve“ , die der geo­
metrische Ort der Mittelpunkte der (n— 1) -dimensionalen Schmieg- 
kugeln ist. Sie ist durch (3,10) und (3,14) mit k =  n bestimmt* Der Aus­
druck (b) wird dann im wesentlichen der Grenzwert entsprechender
1/7 dx  x 2Bogenelemente der Polkurve und der gegebenen Kurve sein, d. h.
Aus (3,10) ergibt sich
ds





1 d x 0
cos rn- 1 ds
R
(3,30)
Aus (3,14) berechnen wir die Ableitung von x*0 wobei wir die Beziehungen
dJk
ds
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• 1
beachten.15 In (3,31) bedeuten die —  , die euklidischen Krümmungen der
Qk
Kurve, die entsprechend dem nichteuklidischen Fall durch Formeln der 
Gestalt (2,5) gegeben sind, aber die Ausdrücke Gk durch die überstriche -
nen Grössen Gk —  durch (3,5) bestimmt —  zu ersetzen sind. Aus den 
Formeln (3,31) erhält man
dx  0 
ds
_i_ ^ n~ 1 I -  +  -  rn+i ,
Qn Qn
(3,32)




ds cos r„ - 1  |
R  )
cos
1 -  
r" - i
+
J n ^  1
5 .  f" + 1 J
R
(3,300















Bildet man das skalare Quadrat von (3,30) und beachtet dass
C*0 n^)
(*o  in+ l)
0
R









Wegen (3,20), (3,24) und (3,29) hat man dann für den Ausdruck (b)
15 Vgl. Egervdry (2). A. a. O. S. 783, Formel (19). Es muss aber beachtet werden, 
dass unser euklidischer Raum n +  1-dimensional ist, während Egervdry linen n-dimen- 
sionalen Raum betrachtet.
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COS
rn- 2
R 2  eos4




R 2  • D n - l  
D n 3
(3,33)
Dies eingeführt in (3,29) gibt die gesuchte Beziehung
d
ds
1 2__ 4. 1 1
1
cos2 r n ~ l
R
T
COS2 r- ^ ~
R—







'  COS4 ^
(3,34)











ON A G EN ERALISATIO N  OF A THEOREM  OF SYLVESTER.
BY E. EGERVARY
MEMBER OF THE ACADEMY 
(RECEIVED 1. MARCH 1947.)
One of the well-known geometrical constructions1 for finding the 
centre of gravity o f a plane quadrilateral may be described as follows.
Let the intersection C of the diagonals be called the cross-centre, 
the centre of gravity M  of the four angles viewed as equal weights the 
mid-centre. Then the centre of gravity G is in the line joining these two 
centres produced past the mid-centre, and at a distance from it equal
to one-third of the distance between the two centres (i. e. M G  =  —  CM) .
o
In a paper „O n  the centre of gravity of a truncated triangular pyra­
mid, and on the principles of barycentric perspective“ 2 J. J. Sylvester 
has given a method for finding the centre of gravity of the frustum of 
a triangular pyramid, which may be summarised as follows:
If we define
as mid-centre M  the centre of gravity of the six angles of the 
frustum regarded as of equal weights, and
as cross-centre C the intersection of either of two distinct ternary 
systems of cross-triangles (a cross-triangle is such one which has its apices 
at the centre of either diagonal of any quadrilateral face and of the two 
edges coterminous but not in the same face with that diagonal),
further if we join the cross-centre C with the mid-centre M  and
/  m.
produce CM  to G making M G  =  —  CM ,
2
G will be the centre of gravity of the frustum*
By the remarkable analogy between the two constructions Sylvester 
has been led to the following conclusion:
„T h e  frustum of a pyramid is the nearest analogue in space to a 
quadrilateral in piano, since the latter may be regarded as the frustum
1 See e. g. Ericykl. d. math. Wiss. IIIAB9. M . Zacharias, Elementargeometrie. 
S. 1007.
2 Phil. Mag. X X V I. (1863), pp. 167— 183 =  Coll. Math. Papers, Vol. II. pp.
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of a triangle. The analogy, however, is not perfect, inasmuch as a quadri­
lateral may be regarded as a frustum of either of two triangles, but the 
pyramid to which a given frustum belongs is determinate* Hence á priori 
reasonable doubts might have been entertained as to the possibility of 
extending the geometrical method of centering the plane quadrilateral* 
The investigation subjoined dispels this doubt, and will be found to 
lead to the perfect satisfaction, under a somewhat unexpected form, 
of the hoped-for analogy*"
In the present short note I wish to indicate that it is the octahedron 
which is to be regarded as a true three-dimensional analogon to the quadri­
lateral, justifying in this way Sylvester's doubt about the „perfect" 
analogy between the frustum of a pyramid and the quadrilateral* On the 
other h?nd I shall prove that Sylvester's frustum may be regarded in two 
different ways as a degenerating octahedron, which explains that Sylves­
ter's investigations led „to  the perfect satisfaction of the hoped-for 
analogy"*
The main object of this note is to establish a simple construction 
of the centre of gravity of a (convex) octahedron, which contains Syl­
vester's method as a particular case* The „unexpected" form of Sylves­
ter's results becomes at once obvious if his polyhedron will be regarded 
as an octahedron and not as a pyramidal frustum*
Our construction may be described as follows:
The centres of gravity of the faces of an octahedron form an inscibed 
parallelepipedon,
the smallest parallelepipedon which contains the octahedron and 
whose faces are parallel to those o f the former one, is a circumscribed 
parallelepipedon,
the two parallelepipedons are similars and their interior point of 
similarity is the centre of gravity of the octahedron*
It may be seen immediately that our construction is a perfect ana­
logon to E* Henry's well-known construction3 for finding the centre of 
gravity of a quadrilateral*
A convex quadrilateral may be regarded
1* as the smallest convex domain which contains two given, inter­
secting segments of lines (the diagonals of the quadrilateral);
2 . as the common part of two convex angular domains*
According to this double generation, we are led to the following 
three-dimensional analogons of the quadrilateral:
•  •
3 Rev. scient. 47 (1891) p. 731.
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1. the octahedron, as the smallest convex domain which contains 
three given, not coplanar segments o f lines (the diagonals o f the octa­
hedron) ;
2 . the hexaedron, as the common part of three convex dihedrons. 
In the present note we shall confine ourselves to the investigation
of the octahedron.
Denote the three diagonals o f the octahedron by P\P[, PZP'2, P3P^  
In order to agree with Sylvester's denomination I define the crossplane
aL as the plane, which is parallel and equidistant to P2P'2 and P3P'3 and
similarly the cross-plains a2, <x3. The intersection of these cross-plains 
will be the cross-centre o f the octahedron. (In the case o f concurrent 
diagonals the cross-plains are obviously the diagonal plains of the octa­
hedron).
Let us take the cross-plains as plains o f coordinates (c^ =  yz,  
zx, o 3 =  xy  plain), and denote the coordinates of P{ resp. P[ by 
XtfiZi resp. x 'y 'z ’i (i =  1, 2 , 3), xl <  x[, y 2 <  y'z, z3 <  z '.  Then, 
owing to the definition of the crossplains,
X2 =  X2 =  -*3 — -*3 =
where x0 is introduced to denote the common value of the four coor­
dinates. Similarly
=  —y± =  — y[ =  y<>
Zy —  Z X =  Z 2 =  Z 2 =  Z q
Thus the coordinates of Pit P[ (i =  1, 2 , 3) are
■Pi (xu y0, z0)  ;  P1 (X\% y§y z j
P2 (  xot y  2, zQ)  ;  P2 ( x0f y2, z0) ♦♦♦♦♦♦♦♦♦♦♦ ( 1)
P3 (xo> yo> z3J > P3 (xo> -y<» z%)'
By this choice of coordinates the cross-centre C coincides with the origin:
C (0 , 0 , 0).
Using (1) we get immediately the coordinates of the mid-centre
(céntre o f gravity of equal weights at Pt P[ )
M /xl +  x[ y 2 +  y'z z* +  zi
\ 6 6 6
(2)
The octahedron may be resolved in three different ways into four
tetrahedrons. One of the decompositions leads to the tetrahedrons:
6*
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_J_ jc'  \
----- 4-------9 ' *4 9 * * /
p p ' p p ' .  (Xi + xi* l* i* 3* 2* >> >> >> ff ft >> I  ^>♦♦♦>♦♦♦!
i )
i ^ ^ ♦♦♦; ♦♦♦ I ♦
/  T ^ /  T ^ /  #
y y  y y  y y  y y  y y  y y
*i  +  * 1 
4
P P'P'P  ♦ >> >> y y  y y  y y
~t~ x[
4
This proves that the centres of gravity of the four tetrahedrons
j xl\
are coplanar, each lying in the plain x =  ------— ♦ Hence, by symmetry,
the coordinates of the centre of gravity G of the octahedron are found 
to be
Q j X 1 + x[ y2 + y'z ¿3 + *3
4 4 4 (3)
The coordinates of the centres of gravity of the faces are
xi xi y  2 yi ¿3 ¿3
9 1 y  y >3 3 3 3 3 3
i. e. they are the angles o f the inscribed parallelepipedon
3 3 3 3 3 3
The angles of the circumscribed parallelepipedon
Xi <  x < x [  , y >2 > y  < y l  , zs <  z <  z's
have the coordinates
X \ y  X v  y 2, ^3>
Consequently the interior point of similarity of these parallel­
epiped ons has the coordinates
*i +  x[ y<i +  yi ¿s +
4 4 * 4 /
i. e. it coincides with the centre of the gravity G of the octahedron. Q. E. D.
We prepare now the verification of Sylvester's results by the fol­
lowing remarks.
ON A THEOREM OF SYLVESTER 57
The relativ position of C, M  and G is determined by the equation
M G  =  G G  — CM  =  —  C M , ............................ (4)
2
which is a consequence o f (2) and (3),
The cross-plains belonging to any paire of diagonals may be defined 
as that plain which bissects each side of the quadrilateral formed by the 
endpoints of these diagonals*
A frustum of a triangular pyramid may be regarded in two different 
ways as a degenerated octahedron* This is immediately seen if the diago 
nals o f the quadrilateral faces are distributed in two ternary systems 
such that the diagonals belonging to the same system are not coterminous* 
Either of these systems may be regarded as the system o f diagonals of the 
octahedron, while the other system together with the edges o f the frustum 
constitute the edges of the octahedron*
If we construct now the six cross-plains o f the two octahedrons 
(derived from the same frustum), i* e* the plains which bissect each side 
o f the quadrilateral belonging to the corresponding paire o f diagonals, 
it is evident that these plains contain Sylvester's cross-triangles*
Indeed, if from each of the six quadrilaterals which served to define
6
the cross-plains, we remove its only lateral edge, we get exactly the six 
ternary systems of lines, which have been used by Sylvester in order to 
define the cross-triangles*
The identity o f Sylvester's cross-centre to C being thus proved, 
his construction follows immediately from the equation (4)*
I0
A szerkesztésért. Eeçervâry Jenő, a kiadásért Szent-Györgyi Albert felelős.
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