Developing a software system for mission planners at NASA's Johnson Space Center (JSC) to plan and schedule activities onboard the Space Shuttle or International Space Station (ISS) is a complex task. Due to the scope of the complete user requirements and budget restrictions, a full development of all capabilities was not practical. The planning system had to include not only capabilities for planning the daily activities onboard the spacecraft, but also had to include the capability to upload the plans to the onboard system and to merge plans and activities from planners at other remote planning centers, including Marshall Space Flight Center (MSFC) and International Partners. The Integrated Planning System (IPS) Consolidated Planning System (CPS) was developed in an incremental fashion to continually meet the most immediate needs for the users.
CPS has been under development for over 8 years and has been operational at JSC for 5 years, supporting Space Shuttle Program (SSP) and ISS mission planning. The journey to this point of software capabilities has been slow, but steady. The current size of the software application is over 380 K SLOC. Initial development focused on capability for scheduling SSP missions, as this was the most immediate need. Next, the development focused on ISS capability, such as plan upload and advanced long-range planning techniques. Finally, the development focused on including/merging data from MSFC and the International Partners.
This paper documents some of the "Lessons Learned" during the development of the CPS. Some examples of these include:
• Focusing on current operational needs creates system requirements that may not be applicable in future operations • File exchange mechanism uses a proprietary file format that is not flexible to change • Size and quantity of current planning data seriously hampers performance of the system • Incremental approach to development adds new functionality as peripheral to core functionality The nature of "Lessons Learned" tends to focus our attention on deficiencies in the software. We look at actions or functionality that could have been implemented better or planned better. Focusing on these may give the reader the false impression that the CPS is a short sighted, unusable system. However, the system is stable and quite comprehensive in its capabilities for planning current ISS and SSP operations. The incremental approach allowed the development team to tailor the software to shifting user requirements as planning user operations scenarios and requirements changed.
Overall, the CPS is an excellent planning system. This paper is intended to provide some assistance in a "path through the mine field" of software development for planning space mission operations. It is hoped that these "Lessons Learned" can be applied in future space mission planning system projects to avoid some of the limitations of the current system.
Introduction

Integrated Planning System -Consolidated Planning System
The IPS is a space mission planning system currently being developed by the Consolidated Space Operations Contract (CSOC) for NASA. The system began development under the Mission System Contract (MSC). It is mainly used at the Johnson Space Center, located in Houston, Texas for planning Space Shuttle Program (SSP) flights and International Space Station (ISS) mission plans. CPS is a subset of the IPS. It is an interactive scheduling and resource management application that assists a flight planner in developing a schedule based on constraints defined by the user.
History of CPS
CPS began as a planning system for NASA's Space Station. At that time it was called the Planning and Scheduling Subsystem (PSS) Prototype as part of Space Station Control Center's (SSCC) Trajectory, Command, Analysis, and Timeline System (TCATS). In 1992, the decision was made to merge TCATS into the Integrated Planning System (IPS). The Space Shuttle Program (SSP) users were using a tool called Flight Planning System (FPS) for scheduling shuttle missions. In 1993, the decision was made to consolidate the Space Station and SSP scheduling tools into one common tool. The goal was to reduce the expense of maintaining 2 planning & scheduling systems. In 1995, ISS Program Office mandated synergy between planning systems at JSC and Marshall Space Flight Center. This led to the re-use of CPS software by MSFC to avoid reinventing a scheduling tool at MSFC. This approach has been advantageous for NASA, but there were a few drawbacks that were not foreseen. The major drawback is that with multiple user communities defining requirements for the tool, occasionally the requirements contradicted each other or took precedence over others. Lower priority requirements, usually ones with more distant operational need dates, were deferred. While developing CPS through 1998-2001, the user communities often had more requirements than could be accomplished by the software development team. Thus, the development effort was spent on the highest priority items with the most immediate applicability. Other items with longer termed need dates or lower priority were postponed or deferred, often dropping off the list of planned updates. Occasionally, this was beneficial as user requirements or processes changed, but other times, the users were forced to modify their planning processes to match the way the software worked, rather than modifying the software to how the user processes were intended to work.
CPS Basics
A timeline is the period of time for which the users are planning and scheduling. The events that are scheduled on the timeline are called activities. Activities contain considerable information about the event, including: name, scheduled times, duration, resources (crew, power required, etc.), description and other textual information. Activities can be grouped together into sequences by defining temporal dependencies. Activities and sequences of activities are scheduled onto the timeline by the scheduling engine. The scheduling engine uses scheduling constraints to verify the valid scheduling of activities, including verifying available resources and conditions. The planning editor allows the users to define the days on which an activity should be scheduled.
Development Cycle
In a typical revision or upgrade of the application, called a Cycle, the developers proceed through a standard software development process. Here is a simplified description. Users submit Support Requirements (SR) requesting a change or upgrade to the software. Requirements are defined and estimated costs are developed by CSOC. Once the selected SRs are defined for a Cycle and funding is approved, the software development team begins detailed design of the modifications. Known problems with the software, Anomaly Reports (AR), are prioritized by the users and the highest priority ARs are included to be fixed in the software update. The developers complete the design and after reviewing the design with the users, the developers begin performing the software updates. At this time, the developers also develop Unit Test (UT) and Unit Integration Test (UIT) procedures for the new functionality. Once coding is complete, the developers hold code inspections and testing begins. During testing UTs, UITs and regression tests are performed on the software to verify the functionality. When testing is complete, a formal test is performed. The software is then included with updates of the other IPS subsystems in a System Integration Test (SIT). Once the SIT is complete, the software is ready to be released to operations. Release to operations cannot be performed during shuttle flights or within a certain time prior to a shuttle flight, so it must be scheduled within a "window." From the beginning of design to the end of SIT typically takes from six to nine months. Depending on when the original SRs are submitted, it may be over a year from when the users first submit the request to when they actually see the updated software in operations.
Lessons Learned
The lessons learned in this paper are from the perspective of the lead application developer for the CPS application at NASA JSC. They are based on the author's experiences and observations while developing the application over a period of 5 years. This is not intended to be a comprehensive list of lessons learned for all space mission planning systems. These lessons focus on the development of the CPS application. For the reader who is also interested in lessons learned in developing and coordinating multiple distributed planning systems for space missions, there is a complementary paper in this conference entitled "Lessons Learned in Developing Multiple Distributed Planning Systems for the International Space Station." (See Reference #1). The lessons are grouped into five major categories: Design Decisions, Development, User Requirements, External Interfaces, and Platform.
Design Decisions
Design decisions must be considered not only how they affect the existing system, but also on how they will impact the system in the future Lesson Learned: Consider software maintainability before incorporating prototyped re-use software. One method used for incorporating new functionality into CPS was to develop modules externally and integrate them into the application. This was done with the Planning Editor. The Planning Editor allows the users to define day boundaries and then plan activities on certain days using a spreadsheet type format. The original cost estimate for this functionality did not fit within the existing budget and other more immediate priorities were scheduled for implementation. NASA submitted a Small Business Innovation Research (SBIR) for a company to develop a prototype of the requested planning functionality. The prototype was developed and demonstrated to NASA. The code was developed using a rapid prototyping tool and compiled into the application as a separate module. After a few iterations of demos and revisions, as limited by the SBIR, the prototyped functionality was deemed useful and NASA directed it be incorporated into CPS for delivery to operations. Unfortunately, since the code was developed under a prototyping methodology, the process did not put a premium on the maintainability of the code. Due to schedule and budget pressures, the prototyped code was not redesigned or rewritten when incorporated. This code has proven troublesome to maintain. Improvements to the code have occurred gradually over time and more modifications are necessary to support evolving operations concepts. The ramifications can be profound in accepting responsibility for maintaining externally written code.
Lesson Learned: Using proprietary, unique file formats for data exchange limits future flexibility and requires frequent updates. One design decision that was made in the infancy of CPS was to define a proprietary file format for exchanging data. The original requirement was to be able to exchange a complete timeline with a remote user running an identical version of the CPS software. The design as implemented covered this functionality, but did not provide flexibility for the future. The file format was selected to specify every detail of the timeline that is stored in the database. In a software update, whenever any database format changed or new data fields were added, a revision to the file format was required. This is not significant as long as all planning centers exchanging data are using the same version of the software. However, when one group is not using the same version, they are unable to exchange data with the others. This problem is further exacerbated when the remote planning centers develop independent tools to read and write the exchanged files. Any CPS update requires all the software to be updated. One recourse taken was to define a standard CPS version with which all software must be compatible. This is discussed further under the External Interfaces section of this paper.
Lesson Learned: The planning applications need a reliable method for merging timeline data. CPS incorporates a method of merging timeline data entitled Timeline Separate and Timeline Integrate. Timeline Separate is used to create a subset of a timeline, so that multiple users can concurrently work on the same logical timeline. Once the subset is created, users may make updates to either timeline and then, using the Timeline Integrate, can merge the updates back into the main timeline. Today, the users rely on this capability in order to merge timelines coming in from the remote planning centers. Various modifications have been included to enhance this functionality, including filters for only merging data specific to the originating planning center and better tracking of data objects. It was determined that tracking data objects through several iterations of integrating and separating can be problematic. Thus, a revision was made to incorporate a new Original Data Object Identifier (ORIG_DO_ID) into each object for tracking the objects through the iterations. The ORIG_DO_ID is discussed under the next lesson.
Lesson Learned: Distributed planning requires a method to track objects across multiple users and multiple control centers. A method for tracking objects as they are separated, integrated and exported to remote planning centers is necessary to maintain data consistency. Each Activity is given a unique ID. There is not a simple way to determine if an activity is the same as one in a timeline being merged. The timeline separate functionality retains a "separated ID" which is the ID of the activity in the previous timeline. However, this tracking breaks down after several iterations of separations or when two unrelated timelines must be integrated. The users at MSFC defined a new ID, called ORIG_DO_ID (Original Data Object ID), that is constant for an activity as it is copied into a separated timeline, or integrated into a merged timeline. This provides a method for tracking the activities in many timelines and in multiple remote planning centers. Ideally, this should have been considered earlier in the design and a better implementation could have been build into the architecture of the application from the start. A global method for tracking objects across timelines and planning centers is necessary for collaborative space mission planning.
Lesson Learned: Data structure efficiency must be considered from the start of development. The current internal data structures used in CPS are based on a specialized data structures and scheduling library called Advanced Scheduling Environment (ASE). The ASE library provides much of the necessary algorithms and data structures required for scheduling the activities within CPS. Besides the built-in scheduling algorithms, ASE provides data structures that allow the software developers to dynamically add data fields within the code without having to redefine the data structure. This allows for increased flexibility in programming and ease of use of the data structures. However, this flexibility does not come without a cost. Most of the searching algorithms in ASE appear to be linear. Also, labels within the structures are based on characters strings. This means that the program, when performing a search, is often doing a string compare on each item in a list. As the size of the data grows, the searching and accessing data times grow correspondingly. CPS is completely dependent on the ASE library. All the data structures within the CPS application use the ASE data structures. Also, with the specialized data structures that ASE provides, the CPS scheduling engine is dependent on these. These factors would make switching to some other method for storing data cost prohibitive.
Another inefficiency in the data storage is the redundant storage of activity information. CPS stores a global definition of an activity and each scheduled instance of the activity is a full copy of the activity definition. This provides the flexibility for the users to modify any attribute of the scheduled activity independently of the definition, which is a user requirement. Current timelines being used for daily planning on ISS have around 2500-4000 total activities, while timelines for the SSP have around 2000-3000 activities. Reducing the amount of redundant data could reduce these totals significantly.
Development
Contract restrictions and development methods play a critical role in the creation, update and usage of an application.
Lesson Learned: Users desire quick turn around on certain software updates. Due to budget limitations, there is a backlog of ARs. For each incremental delivery, the users must prioritize the AR fixes that will be addressed. With the normal development cycle, the user could wait 6 months or longer before the fix is provided. Due to the structure of the CSOC contract, a quick turnaround on an AR is not possible unless the fix is deemed critical or mandatory. CSOC has a process to provide a 'quick turnaround' software release. However, this is only available for critical problems. As the operational usage of the software continues, the users would benefit from quicker turn around for high priority software fixes.
Lesson Learned: Manual testing of application inefficient and error prone. All of the testing performed on the CPS application during the development cycle is manual testing. The developers define a series of steps and verifications that are written into test procedures. The developers or other test personnel follow these procedures to verify the new functionality and to verify no existing functionality is broken. Writing these test procedures and executing them requires a significant amount of development time. However, this is not to say that testing the application should be avoided or limited. Other solutions could be considered to achieve the necessary testing. Problems inherent in manually running the test procedures would be alleviated using automated tests. When a developer runs a manual procedure, they can make certain assumptions and may miss a detail that is actually a bug. Also, it takes approximately 600 hours to execute the tests. It is not practical to rerun all the tests after each build as the development cycle nears the completion of the test phase. It appears that using some form of automated testing would alleviate a few of these problems. The time investment to create the tests will still be necessary, but the time to execute the tests will be minimized and may be performed at off hours. Also, human error would be removed from executing the tests. Due to the large set of existing test procedures, it would be too costly to convert all of the CPS application tests to automated test procedures today, but with a new application, it is strongly recommended that automated testing be put in place from the start.
Lesson Learned: User evaluation testing of the software is critical. One process that enhances the actual usability of the application is user evaluation testing. Initially, the CPS development team allowed the users to join the developers in the development environment and spend time using the application. This provided some detailed early feedback on new functionality. However, this was time consuming for the users and also led to "requirements creep," where the users request more functionality to be implemented than was originally planned. This can reduce the amount of testing time if the developers are trying to add newly requested features. The current process is that the developers provide a demonstration to the users during the testing phase of the software lifecycle. The users then have a chance to observe the new functionality and address implementation errors, but it is in a more formal environment. The demo results are documented and reviewed at the weekly Technical Control Panel (TCP) meeting. The application is fully tested by the development team and delivered into the on-site test environment. At this point, the users then have a chance to exercise the new software in an evaluation mode. This is a chance to become familiar with the new functionality and if they find significant problems with a capability, they can write an AR against the software. High demands on the users' time have limited their availability to perform this user testing before the release is made to operations. This leads to the risk that undetected ARs will be released in the software that could impact the current planning processes. It also leads to the risk of user unfamiliarity with the new software when it is released.
User Requirements
An application tied closely to the user community must rely on users to define accurate and stable requirements.
Lesson Learned: Focusing on current operational needs creates system requirements that may not be applicable in future operations. Over time, the users' Operations Concepts evolved. Some functionality was included in the software that is currently not utilized due to changing Ops Concepts. Time spent in development on these unused features could have been more productively spent on other software capabilities. As planners gain more experience working with International Partners and performing real-time planning, the operations concepts will evolve. The software must be modified to meet the evolving planning processes. This makes it difficult to define a long-range target for the functionality of the software.
Lesson Learned: Multiple User Demographics are sometimes difficult to reconcile. Each user community utilizes the application in different ways. Writing one application to try to address all user methods for performing planning forces the developers to make compromises to one or more user approaches. This can be seen in examining how each of the three main CPS user communities utilizes the application. SSP users use the application mainly as a drawing tool. They store information about each activity as it pertains to drawing it on the screen. (Name, Descriptive Text, Duration, Scheduled Times, etc.). Very little additional information is stored. The bands on the screen represent an individual resource allocated time slot (crew member). Thus, scheduling based on display constraints (schedule within a band, no overlapping activities, etc.) is sufficient for their purposes. Much of the CPS planning and schedule validation code is unused by SSP users. The ISS users utilize the majority of the functionality in CPS. Their focus is on planning the day-today activities of the ISS crew and operations. Thus they must utilize some long range planning, weekly "look ahead" planning and daily operations scheduling. The long range planning uses the Planning Editor and short term planning uses the Scheduling Engine. Almost all the fields in the activities contain pertinent data. They also use the Onboard Short Term Plan (OSTP) capability to generate OSTP files to send to the OSTP Viewer application in the MCC and onboard. While ISS users use resources, most of their scheduling is still performed manually, similar to shuttle processes. Both ISS and SSP users schedule activities that are defined and requested by other NASA groups. The scheduling of these activities must be reviewed and agreed upon by the interested user communities, so there is little use of the automatic placement of activities built into the CPS software. MSFC performs the payload planning for the ISS. Their usage is tailored more towards long duration payloads. They incorporate the use of sequences in their planning. Sequences are scheduled as a complete unit. A large portion of CPS has been included to be able to handle manipulating, planning and scheduling of sequences. MSFC originally planned that the planning tool would allow them to provide a list of activities and high level guidelines for them. Then the application would automatically generate a schedule based on the inputs. The users could then evaluate this completed schedule. A variation of this would be to have the application modify the scheduling parameters slightly, reschedule all activities and evaluate the new plan against the previously generated one. This long-range vision never came to fruition, as other more immediate needs took precedence.
Lesson Learned: Prioritizing work on a yearly basis can provide flexibility to reprioritize for changing operations concepts, but also inhibits long range modifications to the planning process and applications. The CSOC and JSC schedule work based on Fiscal Year funding. The nature of this scheduling limits the scope of projects and hampers the implementation of long-term tasks. All the changes to the application are limited in size to what the development team can perform within a year. Therefore there are no major rewrites to any functionality and any new functionality must be sized accordingly. On a positive note, this type of incremental implementation allows for some flexibility in the design of the application. Each year, the users request that the development team work on the highest priority items. If the users had some functionality on the list that in the future is not going to be used, then during the next release they can pursue other more critical capabilities. This flexibility allows for the development team to pursue the highest priority items.
Lessons Learned: Users require easy access to data for producing standard and ad-hoc reports. One issue that has been raised as a priority is the users' ability to access the data. CPS stores all the timeline data in an Oracle database. Basically, the whole goal of the application is to generate this planning data. A large part of the requirements levied on the planners from other NASA groups is to provide reports and status of the plans and schedules. The reports are a natural outcome of the planning process. However, each group and each user have different priorities for the reports. This makes it difficult for the developers to continually modify the application to generate every type of report the users require. CSOC has provided several methods to generate reports from the CPS data, including built-in application reports and external ad-hoc tools. However most of these are now unused due to the either limited flexibility or user difficulty with the tool. Nevertheless, some type of data reporting is necessary for the users to perform their job functions for the space planning community. Including a separate report generation tool from the start of application development would have allowed the development effort to focus on generation and maintenance of the data.
Lessons Learned: User support of the development & design of the application is critical to the overall usability of the application. In order to keep an open exchange of data regarding the CPS application, the developers and users set up a weekly meeting, called a Technical Control Panel (TCP). At the TCP, the users and developers discuss current issues with the software, the AR backlog, design issues with the cycle under current development and plans for future cycles. Over the years, this meeting has proven beneficial to both the development team and the user community. However, as with any group or discussion, the benefits are tied to the amount of participation. If the user participation is limited to one or two representatives, this can limit the breadth of discussion on design topics and can limit the quality of the design of the software. Full user participation consistently representing their operational needs is necessary in order to make sure that the software can meet the needs of the user community.
External Interfaces
Distributed planning requires an application that can interface with other applications. There are additional related lessons in the complementary paper in this conference (Reference #1).
Lesson Learned: A standard file format for data exchange should be identified containing a core set of data fields, with flexibility for future changes. Using a file format that defines all database fields for data exchange requires that the file format must be updated as a result of every database change The file format discussed earlier, Timeline Export file, is useful for writing and saving an entire timeline to a file. However, this file format is also being used to exchange planning and schedule data with other remote planning centers. A more efficient course of action would have been to define both a Timeline Export file and a separate "data exchange" file format, that would contain a certain subset of the data in a flexible, standard file format. Defining the data exchange this way would free the file format from being tied to the application updates. An example might be to use an Extensible Markup Language (XML) format for the file and to define a minimum subset of data that must be included in the file. Also, the applications should be written to ignore unfamiliar inputs. This would allow an older application to read newer data, ignoring any new fields that are included in the file. This would alleviate much of the need for synchronizing applications.
Lesson Learned: Utilizing data files for planning data exchange works well for distributed planning. Using files for data exchange between remote planning centers was chosen over other methods such as automatic database synchronization or SQLNet connectivity. File exchange minimizes security issues (no external connections are allowed from the secure JSC network) and has other advantages. Using files for data exchange adds to the control the users maintain over the data. The users have the ability to decide when to import remote planning centers' data and when to merge it into their timelines. When importing data from remote planning centers, there is an opportunity to screen the data for data integrity and validity. Invalid data will not be imported. Also, timeline export files provide an informal method for backing up the users' data. A timeline export file contains every piece of data belonging to the timeline. Thus, the timeline, once exported, can be imported and restored to its current state. This has made database transitions and upgrades much easier for the CPS application.
Lesson Learned: Synchronization of International Planning tools requires not only file format planning & upgrades, but also schedule coordination. The CPS developers must work to define the file format updates for each upgrade. Since the timeline export file contains all data fields in the database, any change to the data fields requires a change to the timeline export file. The teams of developers around the globe must coordinate the scheduled deliveries so that upgrades to one software application does not "break" the data exchange capability. This is why the planning community has defined a CPS Synchronization Point. This is a version of CPS timeline export files that all international partners and remote planning centers have agreed to use to exchange data. As the CPS application is upgraded, it is still required to be able to export timeline files in the format of the CPS synchronization point.
Lesson Learned: Data integrity rules are critical to maintaining correct plans. It became clear once the remote planning centers started exchanging data that some method was necessary to verify the integrity of the data. CPS implemented rules and triggers on the Oracle database to check for known discrepancies in the data. Some of this checking is due to redundant data in the CPS database. For example, CPS stores the start time, end time and duration of a scheduled activity. Actually only two of these three fields are necessary to completely define the scheduled time and duration of the activity. But if these fields are out of sync then the application could possibly interpret the data incorrectly and produce incorrect schedules. Other data checking is more subtle: global activity definitions cannot contain scheduled information, scheduled activities that use resources must have the corresponding resources deducted from the available resource totals, etc. Without rules to check this data, inconsistencies may result which could cause incorrect plans and schedules or even cause the application to fail.
Platform/Performance
Every application is dependent on the hardware, however the dependency should be minimized.
Lesson Learned: Building application on one platform can restrict flexibility for hardware upgrades. CPS is built using C++ and Oracle Pro*C languages on IBM PowerPC AIX workstations. It uses several COTS applications and libraries, the most significant of which is the Advanced Scheduling Environment (ASE). While the AIX platform is a robust, standard hardware configuration, there has been discussion recently of moving the IPS to another platform. In considering porting to new platforms, CPS is dependent on the availability of the COTS that it uses. If they are not available on the new platform, then some rewrite of the software would be necessary. For CPS, in the case of ASE, an almost complete rewrite of all the data structures would be required to move away from using ASE. However, this does not mean that all software should be built without the usage of COTS software. This is just a discussion of some of the difficulties. Much of the time, utilizing COTS software can save a significant amount of development time. Another capability that should be considered when developing applications in the future is platform independence. Applications written in Java or designed to be displayed in a web browser can be fairly platform independent, meaning they can be displayed on any hardware without the need to rebuild the software.
Lesson Learned: Users require remote access to plans. There are several "customers" of the planning data that need access to the information. The CPS users need to provide plan information to local (JSC) groups that have an interest in the planned activities. They also need to provide the plan information to remote planning centers and International Partners. Each customer requires a different type of access to the data. Some local customers only require a timeline display capability. CPS includes a "viewer" capability in its functionality, but this requires that the viewer run CPS on their workstation. Normally, the view-only customer does not need the full capability of CPS and it is cumbersome for them to try to use the application. A PDF or web interface would be sufficient. The CPS users currently modify some of the output of CPS, and publish it on the JSC web in order to make it available to other users. Other remote users, require the actual data in order to schedule against the current integrated schedule. These users actually need the full set of planned and scheduled data. The Timeline Export file suffices for this capability.
Lesson Learned: Inadequate Data Sizing can pose problems with future performance of the tool. The growing size and quantity of planning data is starting to hamper performance of the system. At this time, it appears that the users are continuing to increase the amount of data that must be manipulated and stored. When the application was first developed, the users' operations concepts provided rough estimates of data size. With the changing operations concepts and requirements of working with the International Partners the sizing estimates have now been exceeded. These size increases affect the entire system, including platform storage, database sizing and application memory use and performance. It is advisable that in the future, software development projects should continue to take a close look at user data sizing requirements.
Conclusion/Summary
Software developers and mission planners must work together to create a vision for the future of the software tools. This vision must include the planning processes, how the software will be applied to these processes and data type and sizing necessary for space mission planning. Also, the vision must include a plan for how the software will exchange data with other remote planning centers and other planning software. Decisions made today about the design of the applications will affect the way the software is used and even the space mission planning process in the future. The dynamic environment of ISS planning requires flexibility of the tools and flexibility of development and design changes The author's advice for any development team starting a project can be summarized as follows
• Get the users involved early and keep them involved throughout the process • Define and agree upon a stable operations concept and minimize changes over time • Generate realistic sizing estimates for the amount of data necessary • Define the data structures independent from the application • Use a standard, flexible method for defining the data exchange between applications
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