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Summary
The technical application of 3D reconstruction, which can be built upon the fun-
damental concepts of analytical geometry and linear algebra as taught in German
upper secondary forms, opens up an unfamiliar and challenging perspective on
the geometric relationship of photographic images to the real 3D scene which they
depict and to one another. Although projections from 3D to 2D space are not in-
jective functions, one aims at reconstructing form and location of a spatial object
or the positions of a moving camera by measuring coordinates in one or more
images. This is a typical problem from the field of Computer Vision. For instance,
a robot navigating in space is reliant on information that can be taken from came-
ra images. In recent decades science has come up with some elegant linear recon-
struction algorithms that are based on the use of matrices and linear transformati-
ons. Linear equations are therefore the central reconstruction tool and fundamen-
tal principle which makes the problem accessible even for high school students.
The purpose of this thesis is to didactically analyse the substantial context of
3D point reconstruction from two camera images as found in Photogrammetry
and Computer Vision, with the objective to convert it into an applied learning en-
vironment. It is aimed at designing authentic teaching material intended to be
used with students in the transitional phase between high school and universi-
ty. The latter constitute the main addressees of this thesis: It is directed towards
mathematically-minded students of upper secondary forms in Germany who are
well grounded in analytical geometry as well as towards science-oriented first-
semester university students who are looking for an applied approach to elemen-
tary ideas of linear algebra.
The resulting learning environment has been conceptualised as a guided pro-
gramme (‚Leitprogramm‘) that students can work on self-responsibly and inde-
pendently. It includes numerous illustrating GeoGebra-3D-applets as well as some
MATLAB-tools that enable the students to conduct a computer-facilitated recon-
struction project of their own from real photographs. Apart from being material
for self-instruction, the programme can be used as a structured store for teachers
to configure their own lessons or workshops according to their needs. To that end,
the exercises for the central experimental working phases for students have been
organised as independent worksheets.
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The technical application always stays in the focus of the programme - on the
one hand, as motivational impulse and, on the other hand, as object of constant
mathematical reflection. Fundamental ideas, methods and concepts of linear al-
gebra that are generally applicable, useful and indispensable for many scientific
fields are developed along its trajectories. These mathematical ideas are generated
on the basis of the concrete technical problem, and their sustainability manifests
in their practical implementation. This is supposed to be an incentive especially
for those students who are planning to take up scientific or technical degree pro-
grammes at university. This thesis offers them valuable insight into the character
of mathematics as it is presented to them in university courses. Parts of the de-
veloped teaching material have been tested in the context of a two-day workshop
with high school students of German senior classes (grammar and comprehen-
sive school), which was part of a week-long RWTH summer school for pupils on
various topics of mathematics in the summer of 2014.
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Zusammenfassung
Das Anwendungsthema 3D-Rekonstruktion, welches sich auf grundlegende Be-
griffe der analytischen Geometrie und linearen Algebra der gymnasialen Oberstu-
fe aufbauen lässt, eröffnet für den Mathematikunterricht eine ungewohnte und
konzeptionell anspruchsvolle Perspektive auf das geometrische Verhältnis foto-
grafischer Abbilder zu ihrem Original und zueinander. Obwohl Projektionen des
Raumes auf die Ebene keine injektiven Abbildungen sind, möchte man mithilfe
von Messungen aus einem oder mehreren Bildern die Form und Lage eines Objek-
tes im Raum rekonstruieren, oder die Positionen einer sich im Raum bewegenden
Kamera. Hierbei handelt es sich um ein klassisches Problem aus dem Bereich der
Computer Vision. So ist beispielsweise ein Roboter, der sich durch den Raum be-
wegt, zur Orientierung und Navigation auf Informationen über seine Umgebung
angewiesen, die er aus Kamerabildern entnehmen kann. Die Wissenschaft hat hier
in den letzten Jahrzehnten besonders „elegante“ lineare Verfahren zur Rückgewin-
nung von 3D-Informationen hervorgebracht, die auf der Nutzung von Matrizen
und linearen Abbildungen beruhen. Lineare Gleichungssysteme sind folglich ihr
zentrales Rekonstruktionsinstrument, welche als fundamentales Prinzip das Pro-
blem auch für SchülerInnen zugänglich machen.
Die Intention der Arbeit ist es, die Rekonstruktion von 3D-Punkten aus zwei
Kamerabildern als substanziellen Anwendungskontext aus dem Bereich der Pho-
togrammetrie und Computer Vision im Sinne des genetischen Prinzips didaktisch
zu erschließen. Das konkrete Ziel ist die Entwicklung von authentischem Unter-
richtsmaterial, welches an der Schnittstelle von Schule und Universität eingesetzt
werden kann. AdressatInnen dieser Lerneinheit sind einerseits SchülerInnen der
gymnasialen Oberstufe mit grundlegenden Kenntnissen im Bereich der analyti-
schen Geometrie, die überdurchschnittlich mathematisch interessiert sind, und
andererseits MINT-StudentInnen der Anfangssemester, die nach einem anwen-
dungsorientierten Zugang zu elementaren Ideen der linearen Algebra suchen.
Die Aufbereitung erfolgt in Form eines Leitprogramms und umfasst neben
zahlreichen illustrierenden, dynamischen GeoGebra-3D-Applets die Entwicklung
einiger MATLAB-Tools, die den SchülerInnen die Durchführung eines eigenen klei-
nen Rekonstruktionsprojektes unter Verwendung echter Fotografien am Compu-
ter ermöglicht. Das Leitprogramm eignet sich einerseits direkt als fertiges Produkt
zum eigenverantwortlichen Selbststudium. Andererseits soll es als strukturierte
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Grundlage für eine freiere Gestaltung des Themas durch LehrerInnen im Rahmen
von Projektunterricht oder Workshops dienen. Die zentralen praktischen Arbeits-
phasen werden deshalb durch Arbeitsblätter angeleitet, die sich auch ohne das
Leitprogramm einsetzen lassen.
Die echte Praxisanwendung ist hierbei einerseits Anlass wie auch anderer-
seits ständiger Reflektionsgegenstand des durch das Leitprogramm initiierten Ma-
thematisierungsprozesses. Es werden hierbei grundlegende Ideen, Methoden und
Konzepte der linearen Algebra entwickelt, die in jedem MINT-Fachgebiet einge-
setzt werden, und in dieser Hinsicht generalisierbar sind. Diese Ideen werden fer-
ner aus einem klaren Anlass heraus am konkreten Gegenstand entwickelt, und ih-
re Tragfähigkeit und Nützlichkeit erweisen sich im praktischen Gebrauch. Dies soll
insbesondere SchülerInnen ansprechen, die sich für ein natur- oder ingenieurwis-
senschaftliches Studium interessieren und sich deshalb einen eigenen Einblick
verschaffen wollen, welche Art von und welcher Blick auf Mathematik im Studi-
um eine zentrale Rolle spielen. Teile des entwickelten Materials wurden im Rah-
men eines Workshops der MINT-Schüleruniversität der RWTH-Aachen im Som-
mer 2014 erprobt, bei dem SchülerInnen ab der Jahrgangsstufe 10 teilnahmen.
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1
Einleitung
Guter Mathematikunterricht orientiert sich an der natürlichen Genese mathema-
tischer Ideen. Über diese Forderung besteht heutzutage weitgehend Konsens. Sie
wirft jedoch im Hinblick auf die Realisierung eines Unterrichtsvorhabens jedes
Mal von Neuem die Frage auf, wie der Begriff genetisch konkret auszulegen und
mit Leben zu füllen ist. Besondere Aufmerksamkeit sollte hierbei nach Wittmann
der Auswahl beziehungshaltiger Mathematik und der Konstruktion des Problem-
kontextes zukommen (vgl. [Wit81], S. 148 ff.). Ein richtungsweisendes Problem ist
hiernach dadurch gekennzeichnet, dass es eine Leitfunktion für den durchaus län-
geren Verlauf der weiteren thematischen Erschließung übernehmen kann und die
Einbindung vielfältiger Fragestellungen zulässt.
Dies gilt insbesondere auch für Probleme aus dem Bereich außermathemati-
scher Anwendungen, bei denen das Entwickeln von Mathematik aus praktischen
Fragen heraus erfolgt (vgl. [Vol01], S. 255). Vor diesem Hintergrund wäre zu er-
warten, dass es im Bereich der linearen Algebra zahlreiche Vorschläge zur Ge-
staltung von authentischem Unterrichtsmaterial gäbe, da diese als „Sprache und
universelles Werkzeug für die Mathematik und Anwendungsbereiche in Technik,
Natur- und Wirtschaftswissenschaften“ ([DMV08], S.6) geradezu prädestiniert da-
für scheint. Dem ist jedoch nicht so. Es wird in diesem Zusammenhang oft und
gerne darauf hingewiesen, dass gerade die Stärken der linearen Algebra, in der
sich das „Streben der Mathematik nach Abstraktion (um größtmögliche Anwend-
barkeit zu erhalten) und nach Klassifikation“ ([DMV08], S. 6) zeigt, nur auf Kos-
ten einer anfänglichen (zeit-)intensiven Beschäftigung mit dem eigenen System
und dem stringenten Aufbau der eigenen Grundlagen zu erhalten seien. So könn-
ten erst darauf aufbauend - also auf fortgeschrittenem universitärem Level - an-
spruchsvolle Anwendungen in den Blick genommen werden. Soll allerdings ande-
rerseits die analytische Geometrie der Oberstufe, die gerade geometrische Sach-
verhalte durch Vektorisierung und Koordinatisierung algebraisch zu beschreiben
sucht, nicht auf ihre rein formalen und kalkülhaften Elemente reduziert werden,
ist es notwendig, ihr auch von dieser Seite aus zu Substanz zu verhelfen. Hierbei
darf es natürlich nicht um ein reines „Einkleiden“ von Aufgaben gehen. Das An-
wendungsproblem sollte vielmehr, als Ausgangspunkt der Betrachtungen, Stand-
punktverlagerungen beim Mathematisieren im Wittmannschen Sinne zulassen und
einfordern. Einerseits soll also „ein mathematischer Apparat von Begriffen und
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Verfahren (Schemata)“ ([Wit81], S. 140-141) anschaulich durch die und entlang
der Auseinandersetzung mit der Anwendung entwickelt werden. Andererseits sol-
len die so geprägten Schemata davon losgelöst einer begrifflich-strukturellen Ana-
lyse unterzogen und logisch geordnet werden, so dass sich Erkenntnisse hieraus
wiederum nutzbringend auf die Anwendung übertragen lassen.
Die Intention dieser Arbeit ist es, die Rekonstruktion von 3D-Punkten aus zwei
Kamerabildern als substanziellen Anwendungskontext aus dem Bereich der Pho-
togrammetrie und Computer Vision didaktisch so zu erschließen, dass er diesen
Anforderungen gerecht wird. Das konkrete Ziel ist die Entwicklung von Unter-
richtsmaterial, welches an der Schnittstelle von Schule und Universität eingesetzt
werden kann. Dieses soll so nah wie möglich und sinnvoll an der Anwendung ori-
entiert sein. Das bedeutet, dass SchülerInnen auch tatsächlich - und nicht nur
theoretisch - im Verlauf seiner Nutzung per Computer Informationen aus Bild-
dateien ziehen und 3D-Punkte aus echten Fotografien rekonstruieren können. Zu
diesem Zweck wurden einige MATLAB-Tools entwickelt, die im Verlauf der Ler-
neinheit immer wieder zum praktischen Einsatz kommen. Zahlreiche dynamische
GeoGebra-3D-Applets unterstützen außerdem den Lernprozess, und schaffen für
die Lernenden Raum zu eigenständigem, explorativen und entdeckendem Arbei-
ten. AdressatInnen dieser Lerneinheit sind einerseits SchülerInnen der gymnasia-
len Oberstufe mit grundlegenden Kenntnissen im Bereich der analytischen Geo-
metrie, die überdurchschnittlich mathematisch interessiert sind, und andererseits
MINT-StudentInnen der Anfangssemester, die sich für dieses Thema interessieren
oder auf der Suche nach einem anwendungsorientierten Zugang zu elementaren
Ideen der linearen Algebra sind. Die Aufbereitung erfolgt in Form eines Leitpro-
gramms, welches sich einerseits direkt als fertiges Produkt zum eigenverantwortli-
chen Selbststudium - idealerweise vermittelt durch eine Tutorin oder einen Tutor -
eignet. Andererseits soll dieses als Grundlage für eine freiere Gestaltung des The-
mas durch LehrerInnen im Rahmen von Projektunterricht oder Workshops die-
nen. Die zentralen praktischen Arbeitsphasen werden deshalb durch Arbeitsblät-
ter angeleitet, die sich auch ohne das Leitprogramm einsetzen lassen.
Das Anwendungsthema 3D-Rekonstruktion eröffnet für den Mathematikun-
terricht eine ungewohnte und konzeptionell anspruchsvolle Perspektive auf das
geometrische Verhältnis fotografischer Abbilder zu ihrem Original und zueinan-
der. Ein grundlegendes Ziel der Photogrammetrie seit ihrer Entstehung ist es, mit-
hilfe von Messungen aus einem oder mehreren Bildern eines Objektes dessen Form
und Lage im Raum zu rekonstruieren. Projektionen des Raumes auf die Ebene sind
jedoch per se nicht umkehrbar, und mit ihrer Durchführung geht stets ein Infor-
mationsverlust einher. Die technische Herausforderung des Problems besteht also
darin, aus einem Folgezustand, der in Gestalt von Fotografien vorliegt, möglichst
viele Informationen über einen nicht mehr vorhandenen oder direkt greifbaren
Ausgangszustand zu gewinnen. Ein recht junges Wissenschaftsgebiet, für welches
diese Frage ebenfalls essentiell ist, ist die Computer Vision, also das „Computer-“
oder auch „Maschinensehen“. So muss sich beispielsweise ein Roboter, der sich
störungsfrei durch den Raum bewegen soll, überwiegend darauf verlassen kön-
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nen, was die Bilder seiner Kameraaugen ihm über seine Umgebung verraten. Es
liegt hierdurch nahe, dass entsprechende mathematische Lösungsstrategien auch
auf eine gute technische Implementierbarkeit ausgelegt sein müssen. In der Tat
hat die Computer Vision in den letzten Jahrzehnten besonders „elegante“ lineare
Verfahren zur Rückgewinnung von 3D-Informationen hervorgebracht, die auf der
Nutzung von Matrizen und linearen Abbildungen beruhen. Lineare Gleichungssys-
teme sind folglich ihr zentrales Instrument, welche als fundamentales Prinzip das
Problem auch für SchülerInnen zugänglich machen.
Kapitel 2 der Arbeit richtet sich zunächst an die LehrerInnen und mathemati-
schen ExpertInnen, die sich einen Überblick über das Thema verschaffen wollen.
In Abschnitt 2.1 wird zu diesem Zwecke zunächst genauer erörtert, welchen di-
daktischen Ansatz das Leitprogramm verfolgt, über welche Voraussetzungen sei-
ne ideale Zielgruppe verfügen sollte, und wie sich das Thema an der Schnittstelle
zwischen Schule und Hochschule fachlich einordnen lässt. Ferner wird betrach-
tet, welche Rolle der Zentralprojektion als dem grundlegenden Modell, auf dem
das Rekonstruktionsproblem aufbaut, bisher im Schulunterricht zukommt. Da-
von ausgehend wird die historische Entwicklung des Rekonstruktionsproblems
als inverse Fragestellung skizziert. Abschnitt 2.2 beleuchtet den mathematischen
Hintergrund des Themas und steckt den fachlichen Rahmen ab, wie er durch die
ausgewählten Aspekte der Anwendung generiert wird.
In Kapitel 3 wird im ersten Abschnitt 3.1 zunächst begründet dargestellt, wie
das Thema inhaltlich im Leitprogramm erschlossen wird. In Abschnitt 3.2 wer-
den die wesentlichen didaktischen Leitlinien herausgearbeitet. Abschnitt 3.3 be-
schreibt schließlich die konkreten Gestaltungsprinzipien, nach denen das Leitpro-
gramm entworfen wurde.
Kapitel 4 als zentrales Kapitel beinhaltet das eigentliche Leitprogramm. Die-
ses ist als eigenständiger und vom Rest der Arbeit völlig unabhängiger Lesetext
für SchülerInnen konzipiert, der - bis auf die Arbeitsblätter - auch alle nötigen
Hilfsmittel und Materialien enthält, sowie Hinweise zur Nutzung der Computer-
programme.
In Kapitel 5 wurden die Arbeitsblätter zu den großen Arbeitsphasen des Leit-
programms (vgl. 4.1.1) inklusive ihrer Lösungen zusammengestellt. Die Aufgaben
auf den Arbeitsblättern wurden in Kategorien eingeteilt und entsprechend gekenn-
zeichnet (vgl. 4.1.2).
In Kapitel 6 wird über den Einsatz der entwickelten Materialien in einem Work-
shop zur MINT-Schüleruniversität der RWTH Aachen im Sommer 2014 berich-
tet. Dargestellt wird keine systematische Untersuchung zur Umsetzbarkeit, son-
dern die praktischen Erfahrungen, die bei der Durchführung des Workshops ge-
macht wurden, sowie die Resonanz der TeilnehmerInnen. Es wird erläutert, in-
wiefern sich hieraus Konsequenzen für eine Umgestaltung und Weiterentwicklung
des Materials ergaben, und wie diese umgesetzt wurden.
Die Arbeit schließt mit einer kurzen Zusammenfassung und einem Ausblick.
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Darstellung für LehrerInnen und ExpertInnen
2.1 Didaktische Einordnung des Themas im Kontext
der Analytischen Geometrie und Linearen Algebra
Das Vorhaben, aus zwei (verschiedenen) Kamerabildern derselben Szene Raum-
punkte zu rekonstruieren, umfasst zwei wesentliche Aspekte, die die technische
Seite des Problems ausmachen:
1. Man muss zum einen wissen, wie eine Kamera funktioniert. Dazu muss ein Zentralprojektion als
GrundmodellModell entwickelt werden, dass den Abbildungsvorgang beim Fotografie-
ren angemessen repräsentiert. Die Zentralprojektion als Mechanismus der
„idealen Lochkamera“ ist hier das zentrale Grundprinzip, welches sowohl
geometrisch als auch algebraisch erfasst werden kann.
2. Zum anderen benötigt man in algorithmische Methoden umsetzbare geo- Lineare Gleichungs-
systeme als Werkzeugmetrische Ideen, um innerhalb des Modells den umgekehrten Weg einschla-
gen und aus den vorliegenden „Produkten“ der Abbildung - nämlich den Fo-
tos - Informationen über ihre Urbilder zurückgewinnen zu können. Da Pro-
jektionen per se keine bijektiven, d.h. im mathematischen Sinne umkehrba-
ren Funktionen sind, ist dies kein triviales Problem. Ein effizienter und gut
beherrschbarer Hebel, der sich hier in verschiedensten Szenarien ansetzen
lässt, sind lineare Gleichungssysteme beziehungsweise der Gaußsche Algo-
rithmus.
Das Rekonstruktionsproblem als unabdingbares Thema der Computer Vision,
Robotik und Photogrammetrie lässt sich damit nicht nur einfach im Bereich der
analytischen Geometrie und linearen Algebra der Oberstufe „verorten“. Es bietet
vielmehr reichhaltige Bezüge zu ihren wesentlichen Konzepten, Ideen und Metho-
den, und fordert deren Einführung und Verknüpfung untereinander sogar heraus.
Es ist hier nämlich von der Fragestellung her geboten, ein zunächst recht simp-
les Ausgangsmodell, welches sich aus der direkten Anschauung ergibt, Schritt für
Schritt so weiterzuentwickeln, dass es tatsächlich zum Einsatz in der Praxisanwen-
dung taugt, und nicht auf dem „spielerischen Level“ eines einsamen Spezialfalls
verhaftet bleibt. Dabei wird es sozusagen innermathematisch automatisch nötig,
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auf effizientere algebraische Darstellungsformen wie beispielsweise Matrizen und
homogene Koordinaten überzugehen, und die Theorie linearer Gleichungssyste-
me als das eingesetzte Verfahren der Wahl weiter auszubauen. Nur so lassen sich
die Prozesse, Ergebnisse und Probleme innerhalb des Modells und ihre sinnvolle
Rückinterpretation auf die Wirklichkeit überhaupt verstehen und beherrschen.
Das Thema wurde in Form eines Leitprogrammes aufbereitet, in welchem die
mathematische Theorie nicht als Selbstzweck, sondern konsequent in enger Ver-
zahnung mit den sachlichen Erfordernissen der Anwendung entwickelt wird. Die-
sem Grundsatz folgt auch Lehmann in seinem Kurskonzept zur linearen Algebra
und analytischen Geometrie, welches er explizit auf Matrizenrechnung und Com-
putereinsatz aufbaut, vgl. [Leh93], S. 35. Er sieht in ihrer Verwendung, insbesonde-
re unter dem Aspekt der Computergrafik, großes Potential, die wesentlichen Inhal-
te eines solchen Kurses lebendig und beziehungsreich zu vermitteln, und damit
der Einfallslosigkeit und substanziellen Armut an linearer Algebra zu begegnen,
die er im Oberstufenunterricht der analytischen Geometrie vorfindet:
In übertriebenem Maße werden Schnittmengen berechnet und La-
gebeziehungen untersucht zwischen Geraden, Ebenen - gelegentlich
auch noch Kreisen und Kugeln oder Kegelschnitten.[...] Damit entwi-
ckeln sich Aufgabentypen, die in ihrer Monotonie den Kurvendiskus-
sionen des Analysisunterrichts entsprechen. Zudem wird den Schü-
lern nicht deutlich, wofür man Analytische Geometrie eigentlich
braucht. Es fehlt ein überzeugendes Anwendungsgebiet. ([Leh93], S.
31)
Dieser grundsätzliche Mangel ist auch heute - mehr als zwanzig Jahre später -
noch nicht behoben.1 Gehaltvolle und relevante Fragestellungen, die sich im We-
sentlichen mit den Mitteln der analytischen Geometrie und einigen grundlegen-
den Ideen der linearen Algebra behandeln lassen, bleiben rar. An diesem Punkt
setzt die vorliegende Arbeit an. Mit der Rekonstruktion von 3D-Punkten aus Fo-
tografien möchte sie ein echtes Anwendungsproblem vorstellen, welches Grundla-
ge vieler moderner technischer Erzeugnisse ist. Gleichzeitig soll es bei der Erkun-
dung des Problems im Sinne Freudenthals nicht darum gehen, dass die Schüle-
rin oder der Schüler „angewandte Mathematik lernt, sondern lernt, wie man Ma-
thematik anwendet“, ([Fre73], S. 76). Die Anwendung soll Ausgangs- und Reflekti-
onspunkt sein, um daran beziehungshaltige Mathematik zu entwickeln und ihren
Nutzen praktisch erproben zu können.
2.1.1 Ansprüche an das Anwendungsproblem
Im Kapitel 4 dieser Arbeit sind alle Materialien, die für die Erarbeitung des The-
mengebietes 3D-Rekonstruktion notwendig oder nützlich sind, in Form eines Leit-
1Vgl. beispielsweise [Leu04], S. 5, sowie eine Sammlung an „Hieb- und Stich“-Abituraufgaben
bei [HF15], S. 230 ff.
6
programms zusammengestellt. Die Darstellung des Anwendungsproblems als Leit-
programm verfolgt den Anspruch, inhaltlich von den SchülerInnen mit ihnen zur
Verfügung oder in einer gewissen Reichweite stehenden mathematischen Konzepten
möglichst umfassend erschlossen werden zu können. Mit „umfassend“ ist hier vor
allem gemeint, einen intellektuell ehrlichen Zugang zu ermöglichen, der
• ernsthaft ein grundlegendes mathematisches Modell in den Blick nimmt, das
die Anwenderin beziehungsweise der Anwender tatsächlich nutzt;
• das entwickelte Modell zumindest so weit zur Reife führt, dass die damit
erzielten Ergebnisse eine durchaus befriedigende Antwort auf die ursprüng-
liche Fragestellung liefern, auch wenn diese im Verlauf der Einheit durch-
aus „gedreht und gewendet“, von mehreren Seiten beleuchtet und ein wenig
vereinfacht wurde;
• die Stärken des Modells, die beispielsweise in seiner flexiblen Einsatzmög-
lichkeit und seiner technisch „eleganten“ Umsetzbarkeit liegen, erfahrbar
macht, und gleichzeitig nicht verheimlicht, dass diese Stärken aus einer viel-
schichtigen, keineswegs trivialen und „hart erarbeiteten“ mathematischen
Struktur resultieren. Im Grad der Formalisierung, der für das grundlegen-
de geometrische Modell zunächst unnötig hoch erscheinen mag, erweist
sich auf einen zweiten Blick im Bezug auf die Anwendungssituation gera-
de der Nutzen und das besondere Leistungsvermögen der linearen Alge-
bra (vgl. [Fis05], S. 30). Die Tatsache, dass es auch historisch gesehen eini-
ger Meilensteine bedurfte, um zu manchen der hier diskutierten Antworten
(wie beispielsweise Existenz und Bedeutung der Fundamentalmatrix) zu ge-
langen, zeigt, dass innermathematisches Schließen und anwendungsbezo-
genes Deuten beziehungsweise Weiterdenken in einem guten Modell stets
Hand in Hand gehen. Es „lohnt“ sich also auch stets für AnwenderInnen be-
ziehungsweise IngenieurInnen in der realen Welt, sich mit auf den ersten
Blick rein innermathematischen Fragen auseinander zu setzten;
• eine exemplarisch ausgewählte „Black Box“ des großen Forschungsgebietes
3D-Rekonstruktion zumindest innermathematisch im Sinne eines „Proof-
of-Concept“ möglichst vollständig aufklärt beziehungsweise „erhellt“ (vgl.
3.2.3). An zahlreichen Stellen darf hier der Hinweis auf und die Beschäf-
tigung mit Problemen nicht fehlen, die beim Übergang vom idealen ma-
thematischen Modell zur praktischen Implementierung zwangsläufig entste-
hen. Nach Möglichkeit werden dazu zumindest mögliche Lösungsideen und
-ansätze aufgezeigt.
An diesen Grundsätzen orientiert soll das im Leitprogramm zusammengestell-
te Material in zweiter Linie auch einen eigenständigen Zugang zur linearen Algebra
eröffnen, der für interessierte SchülerInnen gangbar ist. Tietze et al. führen hierzu
aus, dass ein für den Schulunterricht geeigneter Zugang, der eine echte Alternative
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zu der in universitären Fachveranstaltungen üblichen abstrakte Herangehenswei-
se darstellt, über die Leitidee der Linearen Gleichungssysteme erfolgen kann und
sollte:
Weite Bereiche der Linearen Algebra lassen sich in der Sprache linea-
rer Gleichungssysteme darstellen. Gleichungssysteme wiederum las-
sen sich algorithmisch abhandeln. So erhält man einen zweiten Zu-
gang zur Linearen Algebra - neben dem in der Fachmathematik übli-
chen begrifflich-abstrakten. Die Leitidee einer algorithmisch-
rechnerischen Behandlung der Gleichungssysteme ist der Gaußsche
Algorithmus. ([Tie00], S. 33-34)
Warum sich der Anwendungskontext „3D-Rekonstruktion“ in besonderem
Maße zu einer Verwirklichung dieses zweiten Zugangs über lineare Gleichungs-
systeme eignet, wird in Kapitel 3 erläutert, in dem seine strukturellen Vorausset-
zungen herausgearbeitet werden. Im selben Kapitel werden auch Funktionsweise,
Konzeption und Aufbau des Leitprogramms beschrieben.
Der verbleibende Teil dieses Kapitels soll hingegen helfen, einen ersten thema-
tischen Überblick über das zur Verfügung gestellte Material und seine Einsatzmög-
lichkeiten zu gewinnen. Zunächst erfolgen in Abschnitt 2.1.2 einige Anmerkun-
gen zum Adressatenkreis des Leitprogramms, d.h. von wem es wie genutzt wer-
den kann. Es werden hierbei auch seine grundlegenden inhaltlichen Bezüge zur
analytischen Geometrie und linearen Algebra auf Grundlage des Kernlehrplans
von Nordrhein-Westfalen aufgezeigt. Abschnitt 2.1.3 beleuchtet kurz, in welcher
Form das Thema Zentralprojektion als grundlegendes Modell dieser Anwendung
gegenwärtig im Schulunterricht präsent ist. Von diesem Ausgangspunkt aus wirft
Abschnitt 2.1.4 einen historischen Blick auf das Anwendungsproblem, der bereits
einigen Aufschluss über Metamorphose, Relevanz und Aktualität der behandel-
ten Fragestellung für viele moderne technische Forschungsfelder liefert. Der Ab-
schnitt 2.2 schließlich widmet sich der technisch-mathematischen Zusammenfas-
sung der Konzepte und Ideen, um die es im Leitprogramm geht, aber auch einiger
Hintergründe, die im Leitprogramm nicht thematisiert werden. Er bildet die in-
haltliche Grundlage für den didaktischen Kommentar in Kapitel 3.
2.1.2 AdressatInnen
Von dem entwickelten Leitprogramm sollen in erster Linie Lernende angespro-
chen werden, die überdurchschnittlich mathematisch interessiert sind. Sie soll-
ten nicht nur der Idee gegenüber aufgeschlossen sein, neue mathematische Inhal-
te anhand einer konkreten technischen Anwendung zu erarbeiten, sondern auch
Neugierde dafür mitbringen, sich einmal über die Anwendung hinaus mit einem
eher ungewöhnlichen mathematischen „Gedankengebäude“ wie den homogenen
Koordinaten auseinanderzusetzen. Hilfreich ist es überdies, wenn sie die gelegent-
liche Auseinandersetzung mit formaler, algebraischer „Sprache“ eher als Anreiz
denn als Abschreckung empfinden.
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Idealerweise verfügen sie bereits über grundlegende Kenntnisse im Bereich
der analytischen Geometrie und linearen Algebra, wie sie im Rahmen der gymna-
sialen Oberstufe beziehungsweise Qualifikationsphase in den Lehrplänen zu fin-
den sind. Insbesondere erleichtert beziehungsweise entlastet es den Einstieg in
das vorliegende Rekonstruktionsprojekt enorm, wenn den Lernenden einige we-
sentliche Ideen zuvor bereits in qualitativer Hinsicht begegnet sind, die da wären:
4 die kartesische Koordinatisierung der Ebene und des Raumes Basisideen der ana-
lytischen Oberstufen-
geometrie und linearen
Algebra, auf denen das
Leitprogramm aufbaut
4 die geometrische Interpretation von zwei- beziehungsweise dreidimensio-
nalen Vektoren als Verschiebungen in der Ebene beziehungsweise im Raum
4 die Darstellung von Punkten in der Ebene / im Raum durch (Orts-)Vektoren
4 die Beschreibung von Geraden in der Ebene sowie Geraden und Ebenen im
Raum durch Vektoren, sowie deren mögliche Lagebeziehungen.
Normalerweise geht eine Einführung dieser Konzepte in der Schule Hand in
Hand mit der (Weiter-)Entwicklung geeigneter algebraischer Darstellungen be-
ziehungsweise algorithmischer Beschreibungen. So umfasst der Kontext Vekto-
ren das Rechnen mit Vektoren (Addition, skalare Multiplikation), ihre Längenbe-
stimmung sowie die Nutzung und geometrische Interpretation des Skalarproduk-
tes. Außerdem liefert er Parameter- und Normalendarstellungen zur Beschreibung
von Geraden und Ebenen als besonderen Teilmengen des Raumes. Bei der Un-
tersuchung ihrer Lagebeziehungen und von Schnittproblemen im Raum sind fer-
ner lineare Gleichungssysteme mit drei Unbekannten unabdingbar, die bereits
die Anwendung des Gauß-Verfahrens verlangen. Vektorrechnung und lineare Glei-
chungssysteme sind nun auch die wesentlichen mathematischen Werkzeuge einer-
seits und Anschauungsobjekte andererseits für die vorliegende Lerneinheit. Das
bedeutet, dass zu ihrer Bearbeitung solides „handwerkliches“ Vorwissen auf die-
sen Gebieten sicherlich von großem praktischen Nutzen ist, und gerade den Ein-
stieg dadurch erleichtern kann, dass ein gewisser formaler Umgang (zum Beispiel
beim Lösen von linearen Gleichungssystemen und der Interpretation von Lösungs-
mengen) und gewisse Schreibweisen (beispielsweise für Geraden- und Ebenen-
gleichungen) geläufig sind. Außerdem bauen zentrale neue Konzepte der Lernein-
heit (wie beispielsweise Matrizen) darauf auf, bereits bekannte Eigenschaften von
mathematischen Objekten (hier: den Vektoren) zu verallgemeinern, und so weiter
zu entwickeln. Natürlich fördern und entlasten auch hier die Vertrautheit und der
sichere Umgang mit dem Basiskonzept den Aufbau des neuen Konzeptes.
Nichtsdestotrotz ist auch ein Einstieg in das Programm denkbar (und hat sich
bereits als möglich erwiesen), wenn diese mathematischen Voraussetzungen beim
Lernenden noch nicht oder erst zum Teil vorliegen. Gerade weil das Arbeiten mit
und die Analyse von Vektoren und linearen Gleichungssystemen im Rahmen der
Lerneinheit durch die Hinzunahme der projektiven Sichtweise strukturell auf ein
höheres Abstraktionsniveau gehoben wird, werden ihre Eigenschaften noch ein-
mal besonders „unter die Lupe“ genommen. Es ist hierbei auch erklärtes Ziel,
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dem Lernenden gerade durch diesen neuen, anspruchsvollen Kontext eine neue
Perspektive auf Vektoren als eigenständigen mathematischen Objekten zu bieten.
Zwar wird auf eine Einführung des Vektorraumbegriffs bewusst verzichtet, und
die geometrische Deutungsebene wird nicht verlassen. Durch die Modellierung
mit vierdimensionalen Vektoren rücken allerdings neben der geometrischen An-
schauung zunehmend ihre verallgemeinerbaren mathematischen Eigenschaften
(wie beispielsweise das Konzept der linearen Abhängigkeit) ins Blickfeld, und es
wird nötig, beim gedanklichen Wechsel zwischen Modell- und mathematischer
Ebene stets sehr genau hinzuschauen, welche Bedeutung den „involvierten“ Vek-
toren jeweils zukommt.
Zur Orientierung seien hier explizit die algebraisch-algorithmischen Kompe-
tenzen im Stile des Kernlehrplans NRW (vgl. [S. 26, 29 und 33][Min13]) aufge-
führt, welche der Lernende im Idealfall beim Einstieg in das Thema mitbringt.2
Die SchülerInnen...
4 ... berechnen Längen von Vektoren und Abstände zwischen Punkten mit-Nützliche algebraisch-
algorithmische
Kompetenzen
hilfe des Satzes des Pythagoras,
4 ... addieren Vektoren, multiplizieren Vektoren mit einem Skalar und unter-
suchen Vektoren auf Kollinearität,
4 ... stellen lineare Gleichungssysteme in Matrix-Vektor-Schreibweise dar,
4 ... wenden den Gauß-Algorithmus ohne digitale Werkzeuge auf Gleichungs-
systeme mit maximal drei Unbekannten an, die mit geringem Rechenaufwand lös-
bar sind,
4 ... interpretieren die Lösungsmenge von linearen Gleichungssystemen,
4 ... stellen Geraden in Parameterform dar,
4 ... stellen Ebenen in Koordinaten- und in Parameterform dar,
4 ... untersuchen Lagebeziehungen zwischen Geraden und zwischen Gera-
den und Ebenen,
4 ... berechnen Schnittpunkte von Geraden sowie Durchstoßpunkte von Ge-
raden mit Ebenen,
4 ... deuten das Skalarprodukt geometrisch und berechnen es [...],
4 ... untersuchen mithilfe des Skalarprodukts geometrische Objekte und Si-
tuationen im Raum (Orthogonalität, [...]).
4 ... stellen Ebenen in Normalenform dar [...],
4 ... bestimmen Abstände zwischen Punkten, Geraden und Ebenen.
2Die letzten beiden Punkte werden hierbei in NRW nur dem Leistungskurs zugeordnet. Die Nor-
malenform der Ebene, die sich leicht aus der Koordinatenform der Ebene herleiten lässt, ist jedoch
für die vorliegende Lerneinheit ein unabdingbares Konzept, welches beispielsweise auf die projek-
tive Gerade „umgemünzt“ wird. Sie wird deshalb in Unterabschnitt 4.4.1 noch einmal explizit ein-
geführt.
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2.1.2.1 Mathematik an der Schnittstelle zwischen Schule und
Hochschule
Die Ausarbeitung des Themas wendet sich also an Lernende, die mindestens ei-
nige der oben genannten Kenntnisse aus Oberstufe beziehungsweise Qualifika-
tionsphase mitbringen, und ist als ausgearbeitetes, aber prinzipiell flexibles und
auch nur in Teilen einsetzbares Material vor allen Dingen für verschiedene For-
men der Projektarbeit gedacht. Art und Ausführlichkeit der Darstellung, Argumen-
tationsinhalt und -weise liegen hierbei deutlich über dem normalen schulischen
Niveau, aber genauso deutlich unter dem Niveau von Anfängervorlesungen an
Hochschulen und Universitäten. Dass beim Übergang vom sekundären in den
tertiären Bildungsbereich gerade im Bereich der linearen Algebra auch außerhalb
Deutschlands eine deutliche didaktische Lücke klafft, kritisiert zum Beispiel Harel:
High-school curricula do include the traditional topics: systems of li-
near equations, analytic geometry, and Euclidean space - all are part
of linear algebra. But these topics are taught in high school in ways
that have little to do with the basic ideas of linear algebra. High school
students are not prepared for the objects, language, ideas, and ways
of thinking that are unique to linear algebra. Students make little or
no connection between the ideas they learn in linear algebra and the
mathematics they learn in high school. ([Har00], S. 179)
Auch er macht lineare Gleichungssysteme als eine Verbindung aus, die poten-
tiell tragend sein könnte, durch ihre Begrenzung auf 3×3-Systeme in der Schule
jedoch oberflächlich bleibt. Zur Abhilfe schlägt er unter anderem vor,
• dass schülergerechte Beweise und Basisideen der linearen Algebra bereits
ins Schulcurriculum integriert werden, und dass
• Hochschulkurse im Gegenzug die geometrischen Bezüge der linearen Alge-
bra mehr in den Blick nehmen und die Möglichkeiten einer matrizenorien-
tierten Sprache wie MATLAB nutzen ([Har00], S. 188).
Vor diesem Hintergrund kann das Leitprogramm auch als eine Art „anwendungs-
orientierter Brückenkurs“ im Bereich der linearen Algebra gelesen werden, wel-
ches diese Forderungen erfüllt, beziehungsweise hier gangbare Verbindungswe-
ge aufzeigt. Das ausgewählte (authentische) Anwendungsfeld ist von dieser Warte
aus zwar nur ein exemplarisches, aber ein lohnenswertes und reichhaltiges, da
fast alle der darin vorkommenden mathematischen Ideen, Methoden und Konzep-
te universell in jedem MINT-Fachgebiet eingesetzt werden, und in dieser Hinsicht
generalisierbar sind.3 Diese Ideen werden ferner aus einem klaren Anlass heraus
3Beispielsweise spielen die sieben bereichsspezifischen Strategien, die Tietze et al. für die ana-
lytische Geometrie und lineare Algebra der Oberstufe nennen ([Tie00], S. 60), und die dadurch ge-
kennzeichnet sind, dass sie „sich für das Bearbeiten vieler verschiedener Probleme innerhalb eines
Gebietes eignen“ ([Tie00], S. 59), für das vorliegende Thema alle eine Rolle, was auf seine diesbe-
zügliche Ergiebigkeit als Lernumgebung deutet.
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am konkreten Gegenstand entwickelt, und ihre Tragfähigkeit und Nützlichkeit er-
weisen sich im praktischen Gebrauch. Dies soll insbesondere Schülerinnen und
Schüler ansprechen, die sich für ein natur- oder ingenieurwissenschaftliches Stu-
dium interessieren und gerne einen eigenen Einblick darin erhalten wollen, wel-
che Art von und welcher Blick auf Mathematik im Studium eine zentrale Rolle
spielen werden.
2.1.2.2 Doppelfunktion des Leitprogramms
Das Leitprogramm als eigenständige Texteinheit soll im Wesentlichen zwei Funk-
tionen erfüllen. Einerseits soll es ein vom einzelnen Lernenden nutzbares Leitpro-
gramm im eigentlichen Sinne sein: Das bedeutet, dass sich der vorliegende TextLeitprogramm
im engeren Sinn in erster Linie komplett zum eigenverantwortlichen Selbststudium eignet, wobei
die Begleitung durch eine kompetente Beraterin oder einen kompetenten Bera-
ter empfohlen wird. Er besteht aus einer übersichtlich vorstrukturierten Abfolge
von Lehrtexten, Beispielen und Aufgaben, denen - in einzelne Unterkapitel unter-
gliedert - jeweils klar formulierte Lernziele vorangestellt sind. Innerhalb des Pro-
gramms ist es an vielen Stellen möglich, „Abkürzungen“ zu wählen oder bei In-
teresse zusätzliche Exkurse einzuschlagen, so dass nicht nur das Tempo vom Ler-
nenden selbst gestaltet werden kann, sondern auch eine Anpassungen an äußere
zeitliche Rahmenbedingungen oder eine Auswahl nach Neigung vorgenommen
werden kann. Zur besseren Orientierung innerhalb des Programms soll ein Sym-
bolleitsystem dienen, welches in einer einführenden Arbeitsanleitung vorgestellt
wird.
Andererseits soll das Leitprogramm prinzipiell auch als strukturierte Material-
sammlung für die Gestaltung von Projektunterricht nutzbar sein. In dieser Formstrukturierte
Materialsammlung kann es von der Lehrperson durchaus viel freier interpretiert werden, als es durch
den Weg des Leitprogrammes vorgegeben wird. Es soll deshalb auch nicht vorge-
geben werden, wie genau eine solche Unterrichtsreihe auszusehen hätte. Statt-
dessen sollen die didaktischen Hinweise in Kapitel 3 Lehrerinnen und Lehrern
Ideen zur eigenen Strukturierung des Materials an die Hand geben, und wichtige
Zwischenergebnisse und Anknüpfungspunkte im Programm hervorheben. Fuß-
noten im Leitprogramm richten sich ebenfalls fast ausschließlich an die „Exper-
tInnen“. Außerdem sind die wesentlichen, experimentiell angelegten Aufgaben
(siehe Abschnitt 3.2.3) des Leitprogramms auf „klassischen“, den einzelnen The-
menabschnitten zugeordneten Arbeitsblättern organisiert, die sich auch ohne Leit-
programm direkt im Unterricht einsetzten lassen.
2.1.3 Ausgangspunkt: Die Zentralprojektion als gehaltvolles und
anschauungsreiches Thema im Schulunterricht
Die Beschäftigung mit der Zentralprojektion auf eine Ebene - beziehungsweise
mit den zentralperspektivischen Bildern, die dabei entstehen - hat im Mathema-
tikunterricht immer wieder ihren Platz gefunden. (Zentral-)perspektivische Bilder
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üben seit jeher einen besonderen Reiz auf ihren Betrachter aus. Bis zur Entwick-
lung fotografischer Verfahren in der ersten Hälfte des 19. Jahrhunderts wurde die-
ses Interesse vor allem durch die Kunst der praktischen Perspektivkonstruktion
geweckt, deren Gesetze man in der Renaissance wiederentdeckte4 und als eine
„Urgrammatik“ aller seitdem entstandenen Werke der Malerei bezeichnen könnte
(vgl. [Reh02], S. 134).
Die Faszination der Perspektive geht hierbei vor allem von ihrer illusionisti-
schen Wirkung aus. Das Oxford English Dictionary beschreibt sie diesbezüglich
sehr treffend als:
The art of drawing solid objects on a plane surface so as to give the
same impression of relative position, size, or distance, as the actual
objects do when viewed from a particular point. ([Oxf15], 3.a.)
Die räumliche Illusion kommt hierbei erst durch ein Zusammenspiel zweier
Prozesse zustande: Zum einen ist dies die zentralprojektive Abbildung des räum-
liche Gegenstandes auf eine Bildebene, und zum anderen ist es der Sehvorgang
des Menschen, der - aufgefasst als geometrisches Modell für den Weg des Lichtes
zu einem Auge - eben ziemlich genau die Eigenschaften einer solchen Zentralpro-
jektion aufweist, wenn das Projektionszentrum als im Auge verortet gedacht wird.
Betrachtet man deshalb eine zentralprojektive Abbildung mit einem Auge genau
von ihrem Zentrum aus, so erzeugt das vom Bild kommende Licht genau dieselbe
Wirkung im Auge wie die von einem realen Gegenstand ausgesendeten Lichtstrah-
len.
Zentralperspektivische Abbildungen imitieren also in besonderer Weise un-
sere natürliche visuelle Wahrnehmung des Raumes. Das macht die „Methode Al-
brecht Dürers“ zu einem faszinierenden und motivierenden, wenn auch nicht ka-
nonischen Thema für den Mathematikunterricht, mit unterschiedlichen Schwer-
punktsetzungen. Den Ausgangspunkt bildet hierbei oftmals das „geometrische
Verfahren“, welches an Dürers Holzschnitten aus seinem Buch Underweysung der
Messung ([Dür25]), illustriert wird, vgl. zum Beispiel [VK10], [Pal08], [EM94], [See07]
oder [Leu03]. Henn/Filler und Leuders sehen das große didaktische Potential die-
ser Darstellungen darin, dass darin alle am Projektionsvorgang beteiligten abstrak-
ten Komponenten Bildebene, Projektionszentrum und Projektionsgerade dinglich
und das Verfahren selbst enaktiv dargestellt werden, so dass der Konstruktions-
prozess anhand dieser Vorlage handelnd nachempfunden werden kann (vgl. [HF15],
S. 165 und [Leu03], S. 54). Die künstlerische wird hier nahezu zur Ingenieurstätig-
keit:
Die Kunst, drei Dimensionen in zwei zu packen, ist zu einer mathe-
matischen Technologie geworden. ([HF15], S. 165, vgl. auch [Leu04],
S. 9)
4Auch klassische Mathematiker wie beispielsweise Ptolemaeus von Alexandria hatten bereits
Kenntnis von den Gesetzen der Perspektive. Dieses Wissen ging im mittelalterlichen Europa jedoch
weitestgehend verloren (vgl. [Edg02], S. 10).
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Das zentralprojektive Abbilden des Raumes auf die Ebene wird so auch zu ei-
ner Kernidee der Raumgeometrie, an die sich unterschiedliche mathematische Fra-
gestellungen anknüpfen lassen. Speziell im schulischen Kontext führen diese zu-
meist in eine von zwei Zielrichtungen.
Die erste umfasst die geometrische Untersuchung des zentralprojektiven Prin-
zips und seiner Bedeutung in bestimmten Anwendungskontexten wie Darstellen-
der Geometrie und Fotografie, die durchaus reichhaltige Bezüge offenbaren. Das
Projekt von Verweij/Kindt ([VK10]) beispielsweise führt den Lernenden auf ele-
mentargeometrischem Weg zu den Grundproblemen der geometrischen Perspekti-
ve, indem das Ausgangsmodell Stück für Stück weiterentwickelt und zur Analyse
perspektivischer Zeichnungen und Gemälden eingesetzt wird. Schumann ([Sch07],
Kap. II 5) nimmt traditionelle Aufgabenstellungen der darstellenden Geometrie in
den Blick, und nutzt hierzu die Konstruktionsmöglichkeiten im virtuellen Raum,
die das Geometrieprogramm Cabri3D bietet. Müller ([Mül93]) untersucht expli-
zit die geometrischen Bezüge zur Fotografie als praktischer Anwendung, die auch
Glaeser interessieren ([Gla07], Kap. 9 und C).
Innerhalb der zweiten Zielrichtung dient das praktische Konstruktionsverfah-
ren hingegen als Anlass, die Abbildungssituation zu koordinatisieren und somit zu
algebraisieren, so zum Beispiel bei Elschenbroich/Meiners ([EM94], S. 58 ff), Pal-
lack ([Pal08]), Seebach ([See07] und Meyer ([Mey00]). Für den Lernenden ersicht-
lich wird dieser Schritt vor allem dann notwendig, wenn der Abbildungsprozess
in irgendeiner Form automatisiert und vom Computer durchgeführt werden soll,
beispielsweise zur Erstellung von Stereogrammen oder Analglyphen. Die Algebrai-
sierung geometrischer Sachverhalte stellt sowohl eine fundamentale Idee wie auch
eine klassische bereichsspezifische Strategie der linearen Algebra dar ([Tie00], S. 60
und 71). Werden die so gewonnenen Einsichten wieder auf den geometrischen
Sachverhalt übertragen, sind damit wesentliche Modellierungsschritte vollzogen.
Pallack spricht im Zusammenhang mit der Zentralprojektion sogar von „Modellie-
rung par excellence“ ([Pal08], S. 17). Dabei wird eine produktive Vernetzung von
Geometrie und Algebra vor allem dann erreicht, wenn der Perspektivwechsel zwi-
schen beiden flexibel und problemangemessen gehandhabt wird, so dass die je-
weiligen Stärken ausgenutzt werden können (vgl. [HO08]).
Die Computergrafik wird vielfach als nahezu „natürlicher“ moderner Anwen-
dungsbereich erkannt, der auf eine algebraische beziehungsweise analytische Be-
schreibung des Zentralprojektionsverfahrens aufbaut, so zum Beispiel bei Elschen-
broich/Meiners ([EM94]), Meyer ([Mey00]), Pallack ([Pal08]), Wunderling ([Wun89])
und Lehmann ([Leh03], S. 155). Henn/Filler klammern jedoch speziell die analyti-
sche Beschreibung mithilfe homogener Koordinaten für die Schule aus zugunsten
einer qualitativen Beschreibung von Abbildungseigenschaften, vgl. [HF15], S. 365-
366, und [Fil07], S. 118 ff. und S. 256-257. Tatsächlich stellt sich in diesem Kontext
die Frage, ob und inwiefern sich eine zunächst aufwändigere projektive Modellie-
rung in motivationaler Hinsicht lohnt, wenn alleine das Finden der Abbildungs-
vorschrift das eigentliche Ziel ist, welches auch auf elementarem Wege zu errei-
chen ist.
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2.1.4 Ein historischer Blick auf das Umkehrproblem als
weiterführende Fragestellung aus Photogrammetrie und
Computer Vision
Die vorliegende Arbeit schließt nun in ihrer Schwerpunktsetzung an die zweite
Zielrichtung an, geht aber noch einen wesentlichen Schritt darüber hinaus, indem
sie gerade das Umkehrproblem zur Zentralprojektion in den Mittelpunkt des Inter-
esses stellt, also die Frage, wie sich aus der Perspektive eines Gegenstandes dieser
selbst rekonstruieren lässt. Sie beschäftigt sich mit einem kleinen Ausschnitt aus
den modernen Verfahren der Computer Vision (zu Deutsch: „Computer-Sehen“),
welche gerade zum Ziel haben, „aus natürlichen Ansichten einer oder mehrerer
Kameras ohne oder nur mit geringer Kenntnis der Szenengeometrie neue virtuelle
Ansichten zu erzeugen“ ([Sch05], S. 3) und damit in gewisser Weise das „Umkehr-
anwendungsgebiet“ zur Computergrafik verkörpern. Auf der didaktischen Ebene
lokaler Kernideen, wie sie Leuders für die Raumgeometrie formuliert, verlagert
sich hier sozusagen der Betrachtungsschwerpunkt von der Idee, „drei Dimensio-
nen in zwei einzupacken, ist eine Kunst“, hin zu der Idee, dass man „mit Zahlen
Orte finden“ kann (vgl. [Leu04], S. 6).
Bei der Zielsetzung, 3D-Strukturen, Maße und Positionen auf verlässliche Wei-
se aus Fotografien rekonstruieren zu können, handelt es sich um eine aus der An-
wendung erwachsene, eigenständige und wesentliche Problemstellung, aus der
sich zunächst mit der Photogrammetrie historisch ein ganz selbstständiges Wis-
senschaftsgebiet entwickelte. Das Manual of Photogrammetry bemerkt hierzu:
Technological progress is highly dependent on the ability to obser-
ve and measure physical objects or phenomena; many situations re-
quire that observations and measurements be acquired remotely, i.e.,
without physical contact with the objects or phenomena of interest.
Photogrammetry is a measuring technology that has fulfilled this re-
quirement and has steadily advanced since the invention of photogra-
phy in Europe in the mid-19th century. ([Als04], S. 1)
Ihren Ausgangspunkt nimmt sie mit J. H. Lambert, noch vor beziehungswei-
se gleichzeitig zur Entwicklung erster chemischer Techniken zur dauerhaften Fi-
xierung von optisch erzeugten Bildern. In seiner Abhandlung Die freie Perspektive
oder Anweisung jeden perspektivischen Aufriß von freyen Stücken und ohne Grund-
riß zu verfertigen von 1759 ([Lam59]) entwickelte er die geometrischen Grundauf-
gaben zur Umkehrung der Perspektive. Als „Vater“ der Bildmessung als eigenem
Zweig der Vermessungstechnik wird oftmals A. Laussedat bezeichnet, der als ers-
ter das Vorhaben verfolgte, Karten aus Fotografien abzuleiten. Die ersten Verfah-
ren waren rein zeichnerisch und bewährten sich beim „Kartieren kleinerer Gelän-
deabschnitte und beim Herstellen von maßgerechten Plänen historisch bedeuten-
der Bauwerke“ ([Gal64], S.151). Sie entwickelten sich zunächst weiter in Abhängig-
keit von den technischen Möglichkeiten der Aufnahmeverfahren.
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Die Idee der Stereoskopie markierte einen neuen Meilenstein. Basierend auf
dem Konzept der räumlichen Messmarke, welches von F. Stolze eingeführt wurde,
entwickelten C. Pulfrich und E. von Orel in den ersten Jahren des 20. Jahrhunderts
unabhängig voneinander mechanisch arbeitende stereoskopische Auswertegeräte.
Unter Nutzung des räumlichen Seheindrucks, der durch ein Stereobildpaar gene-
riert wird, konnten mit diesen Geräten erstmals Bildkoordinaten gemessen wer-
den, was die Qualität der Zuordnung korrespondierender Bildpunkte enorm stei-
gerte ([Luh10], S. 18). Zwei Jahrzehnte zuvor untersuchte S. Finsterwalder die geo-
metrischen Beziehungen zwischen zugehörigen Bündeln von Projektionsstrahlen
und damit die relative Orientierung zweier Stereofotografien. Er etablierte damit
bereits die Grundlagen für eine analytische Photogrammetrie. Zunächst - insbe-
sondere zwischen den Weltkriegen - war diese jedoch weiterhin durch eine stetige
Verbesserung der existierenden analogen Verfahren geprägt sowie durch die Ent-
wicklung der Luftbildmessungen als einem taktischen militärischen Instrument
([Als04], S. 5-8).
Die analytische Ära begann in den fünfziger Jahren mit Aufkommen der ers-
ten elektronischen Rechner ([Luh10], S. 20), indirekt aber bereits mit O. von Gru-
ber, der in seinem Ferienkurs in Photogrammetrie die projektiven Gleichungen zur
Orientierung zweier beliebiger Bilder bei gegebener innerer Orientierung und ihre
Differentialformeln behandelte ([Gru30], S. 27 ff.),5 aber selbst noch nicht an eine
Überlegenheit der neuen Methoden gegenüber den analogen glaubte:
A remark he made in 1932 is often quoted: „The calculation of resecti-
on in space, by either the direct or the differential method, is merely a
waste of time and is of minor importance.“ Clearly von Gruber could
not see the forthcoming computational power of today. ([Als04], S. 8)
In dieser Phase, in der erstmals kontinuierlich steigende elektronische Rechen-
leistung ausgenutzt werden konnte, die eine analytische Behandlung photogram-
metrischer Methoden erst möglich machte, wurde es auch notwendig, sich den
neuen - insbesondere numerischen - Herausforderungen zu stellen, die diese Tech-
nik mit sich brachte. So beschäftigte sich beispielsweise D. Brown unter ande-
rem intensiv mit Fragen zur besten Approximation und Fehlerfortpflanzung, ei-
ner analytischen Beschreibung der inneren und äußeren Störungen, die auf Abbil-
dungssysteme einwirken, sowie effizienten Lösungsansätzen für große Gleichungs-
systeme ([Als04], S. 9).
In der zweiten Hälfte des 20. Jahrhundert, der digitalen Ära, wurde es schließ-
lich technisch machbar und rasant gebräuchlich, Fotografien als das eigentliche
Medium des Interesses direkt und ausschließlich in digitalen Formaten aufzuneh-
men, und als elektronische Daten in vorher nie dagewesenen Größenordnungen
5O. von Gruber bezeichnet übrigens in Anlehnung an G. Hauck (vgl. [Hau83]) die Epipolaren,
die in Kapitel 4 des Leitprogramms eingeführt werden, noch als Kernpunkte und die Epipolarebene
als Kernebene ([Gru30], S.23).
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zu speichern und zu verarbeiten. Die digitale Bildverarbeitung als neu entstehen-
de Disziplin verbesserte und bereicherte die bekannten Verfahren, und machte
beispielsweise ihre Intergration mit CAD-Systemen möglich, so dass aus fotogra-
fischen Informationen virtuelle 3D-Modelle geschaffen werden können.6
Es kristallisierte sich aber nun auch von einer ganz anderen Seite ein Bedarf an
Verfahren zur Bildmessung heraus, und zwar auf den Gebieten des Maschinellen
Sehens und der Computer Vision. Die Grundidee hierbei ist, dass sich eine indus-
triell genutzte Maschine oder ein Roboter im dreidimensionalen Raum zurecht-
finden, sich darin bewegen und Aufgaben erfüllen soll. Die erfolgreiche Interak-
tion des Roboters mit der Umwelt setzt voraus, dass er diese digital wahrnehmen
kann. Dem automatisierten Sehen mithilfe von Kameras wird hier besondere Auf-
merksamkeit geschenkt, weil das Sehvermögen für den Menschen die herausra-
gendste Strategie ist, Informationen über seine Umwelt aufzunehmen.
The question of how to extract this information has been at the core
of computer vision from the early days: One of the key problems has
been the recovery of three-dimensional information about the sha-
pe of objects and their motion. [...] A dimension (at least) is lost in
the imaging process; one of the main thrusts of computer vision [...]
is to analyze the problem of recovering this lost dimension from se-
quences of images and to propose and implement methods for doing
so. ([Fau99], S. 2)
Eine besondere Herausforderung und zentrales Moment hierbei ist das soge-
nannte Korrespondenzproblem, die Bildpunkte ein- und desselben Raumpunktes
in unterschiedlichen Fotografien derselben Szene zu identifizieren (zum Beispiel
[Cor13], S. 381). Zu wissen, wie die Suche nach korrespondieren Bildpunkten ver-
einfacht werden kann, erleichtert die Entwicklung von automatischen Verfahren,
die dies zuverlässig bewerkstelligen können.
Im Prinzip wurde hierdurch das Interesse an einer alten Fragestellung wieder-
belebt, aber mit dem Unterschied, dass mittlerweile die relativ „junge“ Sprache
der linearen Algebra und mit ihr als sehr mächtiges neues Werkzeug das Matrix-
kalkül zur Verfügung standen. Die entscheidende konzeptionelle Vorarbeit hier-
zu leisteten C. F. Gauß und A. Cayley neben anderen (vgl. [Sch90], S. 351) be-
reits im 19. Jahrhundert, aber ihren eigentlichen Stellenwert als „Standardspra-
che“ für einen Großteil der angewandten Mathematik erreichten Matrizen erst
mit dem Anbruch des digitalen Zeitalters (vgl. [Tuc97], S. 6 ff.). So veröffentlicht C.
Longuet-Higgins zu Beginn der 1980er-Jahre in der Zeitschrift Nature einen einfa-
chen Algorithmus, um im Falle kalibrierter Kameras die dreidimensionale Struk-
tur einer Szene aus zwei zentralprojektiven Abbildungen alleine durch das Lösen
6Ein besonders eindrucksvolles Beispiel ist hier sicherlich das Google Earth Projekt, 3D-Karten
für ganze Städte mit Mitteln der Aerophotogrammetrie zu erstellen, vgl. beispielsweise [Dre12]. Ein
„klassischeres“ Beispiel für die Vermessung und 3D-Dokumentation eines historisch interessanten
Gebäudes - hier des Aachener Doms - findet sich bei [Ben00].
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linearer Gleichungen zurückzugewinnen [LH81]). Hierbei beschreibt er die Korre-
spondenzbedingung, dass sich die Projektionsstrahlen durch korrespondierende
Bildpunkte im Raum jeweils schneiden müssen, mithilfe einer Matrix, der soge-
nannten Essentialmatrix.7 Die Erkenntnis, dass man diese Matrix auch auf un-
kalibrierte Situationen verallgemeinern kann und diese eine projektive Relation
beschreibt, setzte sich sogar erst in den frühen 1990er Jahren durch, und wurde
zeitgleich von O. Faugeras und R. Hartley publiziert (vgl. [HZ03], S. 259). Man be-
zeichnet sie seitdem als Fundamentalmatrix.
Historisch gesehen war es somit ein langer und kurvenreicher Weg bis zur
recht „späten“ Idee Longuet-Higgins, dass die relative Orientierung zweier Bilder
durch eine Matrix dargestellt werden kann. Damit kommt ein altes Problem in
einem „ganz neuen strukturellen Gewand“ daher, welches durch die neuen alge-
braischen und algorithmischen Herangehensweisen auch didaktisch wieder inter-
essant und zugänglich wird. Im Gegensatz zu Gall, der im Handbuch der Schulma-
thematik von 1964 noch konstatiert, dass für eine Behandlung des Rekonstrukti-
onsproblems aus Fotografien in der Schule „nur die zeichnerischen und einfachen
Methoden“ ([Gal64], S. 152) in Frage kommen, möchte diese Arbeit deshalb zei-
gen, dass der moderne matrizenorientierte Zugang über lineare Abbildungen und
Gleichungssysteme auch von SchülerInnen prinzipiell beschritten werden kann.
2.2 Mathematischer Überblick über das Thema
3D-Rekonstruktion aus zwei Kamerabildern
Dieser Abschnitt ist einer inhaltlichen und mathematischen Einführung in den
Problemkontext 3D-Rekonstruktion in dem Umfang gewidmet, wie er im Leitpro-
gramm erschlossen wird. Das Sachgebiet der Rekonstruktion von 3D-Strukturen
aus Bildmessung per se ist riesig und selbst für ExpertInnen mittlerweile kaum
überschaubar. Faugeras erwähnt bereits im Vorwort seines Lehrbuches aus den
1990er Jahren, dass ein Fachbuch im Bereich Computer Vision bereits veraltet ist,
bevor es überhaupt fertiggestellt werden kann, weil es sich um ein derart aktuel-
les und vitales Forschungsfeld handelt ([Fau99]). Angesichts der Historie des Pro-
blemfeldes, über die Abschnitt 2.1.4 einen sehr knappen Überblick bietet, ist es
nicht verwunderlich, dass es neben Photogrammetrie und Computer Vision auch
zahlreiche verwandte Anwendungsgebiete und Disziplinen gibt, die sich damit
beschäftigt und eigene Lösungsansätze entwickelt haben.
Diese vergleichsweise knapp gehaltene Übersicht wendet sich an LeserInnen
mit fundierten Kenntnissen im Bereich der Analytischen Geometrie, wie sie in der
gymnasialen Oberstufe unterrichtet wird, sowie in der Linearen Algebra, wie sie
etwa im Rahmen einer fachmathematischen Einführungsvorlesung an der Univer-
sität gehalten wird. Damit sollen in erster Linie LehrerInnen und Lehramtsstudie-
7Der Artikel Longuet-Higgins machte die Essentialmatrix unter den Vertretern der Computer
Vision allgemein bekannt. 1908 wurde jedoch bereits ein vergleichbarer Ansatz in der Photogram-
metrie durch H. von Sanden veröffentlicht, vgl. hierzu [HZ03], S. 259.
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rende höherer Semester angesprochen werden, aber auch andere InteressentIn-
nen, denen die hier üblichen Begriffe und Schreibweisen, insbesondere Notatio-
nen mithilfe von Matrizen, geläufig sind. Die Darstellung erfolgt in einer entspre-
chend formalen Sprache auf einem höheren als schulischen Abstraktionsniveau,
und beschränkt sich im Wesentlichen auf die Konzepte, Ideen und Beziehungen,
die auch im Leitprogramm thematisiert werden. Darüber hinaus werden aller-
dings an einigen Stellen Ergänzungen vorgenommen und Hintergründe erläutert,
falls sie einem umfasserenderen Bild der Sachzusammenhänge dienlich sind. Ei-
ne detaillierte und weitreichende Auseinandersetzung mit dem Problemkontext
bieten die Lehrbücher von Schreer ([Sch05]) in deutscher so wie von Faugeras
([Fau99]) und Hartley/Zisserman ([HZ03]) in englischer Sprache. Ein recht neues,
stark algorithmisch orientiertes Lehrbuch, das für den praktischen Forschungs-
und Anwendungseinsatz für LeserInnen mit ingenieurswissenschaftlichem Hin-
tergrund gedacht ist, ist das Buch von Corke ([Cor13]).8 Einen kurzen, aber dif-
ferenzierten Einblick in die Rolle homogener Koordinaten in der Computergrafik
geben Blomenthal/Rokne ([BR94]).
2.2.1 Das Rekonstruktionsproblem
Die ausgewählte Problemstellung sei wie folgt formuliert:



Aus zwei Kamerabildern, die eine Raumszene (zum Beispiel ein Gebäude)
von verschiedenen Standorten aus aufnehmen, soll mit Hilfe des Computers
ein 3D-Modell der Punkte rekonstruiert werden, deren Bilder auf beiden Fotos
zu sehen sind - unter Einbezug möglichst wenig zusätzlicher 3D-Information.
8Corke stellt hierzu zwei komplette MATLAB-Toolboxen, die Robotics Toolbox sowie Machine
VisionToolbox, mit umfassenden Algorithmen zur Verfügung, die mittlerweile zu einem Standard
in ihrem Fachgebiet avanciert sind. Diese Toolboxen sind für das Leitprogramm dieser Arbeit nicht
relevant, da sie weit über das hinausgehen, was in seinem Rahmen erarbeitet wird.
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Damit werden von vornherein Prioritäten festgelegt:
• Mit Rekonstruktion eines 3D-Modells ist ein 3D-Punkte-Modell (und nicht
etwa ein Kantenmodell) gemeint. Alle nachfolgenden theoretischen Überlegun-
gen nehmen deshalb nur einzelne Raumpunkte und deren Bildpunkte in den Blick.
• Das geometrische 3D-Modell soll vom Computer berechnet werden. Bei der
Modellierung wird deshalb eine mathematische Sprache gewählt, die technisch
leicht zu implementieren ist und die Betrachtung von Sonderfällen vermeidet.
• Unter Einbezug möglichst wenig zusätzlicher 3D-Information bedeutet,
dass man idealerweise alleine aus den zweidimensionalen, in der Bildebene ge-
messenen Koordinaten Rückschlüsse auf die dreidimensionale Raumkoordinaten
ziehen und so aus ebenen Strukturen räumliche rekonstruieren kann. Da offen-
sichtlich beim Abbilden des Raumes auf die Ebene Informationen über die räum-
liche Tiefe verloren gehen, bleibt zu Beginn des Leitprogramms erst einmal offen,
wie nahe man diesem Idealziel tatsächlich kommen kann.
De facto ist es so, dass man alleine aus der relativen Orientierung zweier Kameras,
deren geometrische Eigenschaften unbekannt sind, nur ein projektives Modell der
aufgenommen Raumszene und der Kameras darin erhalten kann. Das bedeutet,
die 3D-Szene lässt sich bis nur auf eine Projektivtransformation genau rekonstru-
ieren, vgl. dazu Abschnitt 2.2.6.
Schränkt man die die Modellannahmen jedoch ein und geht davon aus, dass die
Kamerageometrie bekannt ist, lässt sich aus der relativen Orientierung der Kame-
ras die Struktur der 3D-Szene bis auf eine Ähnlichkeitstransformation rekonstruie-
ren, d.h. alle Winkel und Größenverhältnisse von Längen, Flächen und Volumina
können ermittelt werden, nur nicht der Skalierungsfaktor der Szene, vgl. Abschnitt
2.2.7.9
2.2.2 Perspektivische Abbildungen und Grundlagen der
projektiven Geometrie
Mit Beginn der Renaissance, deren Zentrum und Ausgangspunkt das Florenz des
15. Jahrhunderts war, verfolgten die MalerInnen das Ziel, in ihren Bildern ein per-
fektes Abbild des realen Raumes zu schaffen, so zum Beispiel Pieter Saenredam.
Sein Gemälde des Innenraumes der Kirche St. Bavo in Haarlem, NL, von 1648 ent-
stand zu einer Hochzeit der niederländischen Architekturmalerei (Abb. 2.1). Saen-
redam zählte zu den akribischsten und technisch versiertesten Perspektivmalern
seiner Zeit (vgl. [Kem90, S. 113-116]). Beeindruckend an diesem Bild (in origina-
ler Größe) ist seine illusionistische Wirkung: Die Größe, die Proportionen und die
Tiefenerstreckung des dargestellten Innenraumes erscheinen dem Auge natürlich,
ganz so, als ob es den realen Innenraum erblickt. Zur Vorbereitung auf ein solches
Bild nahm Saenradam am realen Gebäude genaue Vermessungen vor und fertigte
9Dieser zweite Ansatz wird im Leitprogramm zur schlussendlichen Rekonstruktion genutzt, und
als einzige Information zur Kamerageometrie wird lediglich die anhand der Brennweite der Kamera
geschätzte Bildweite bei der Rekonstruktion verwendet, vgl. auch Anhang B.1.
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Abb. 2.1 Saenredam, Pieter Janszoon: Interior of St. Bavo’s Looking West, 1648
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detailgetreue, ebenfalls perspektivisch korrekte Skizzen an, die ihm dann (oft erst
Jahre später) als Vorlagen für das eigentliche Bild dienten (vgl. ebd., S. 114-115).
Eine solche perspektivische Darstellung wird durch eine Zentralprojektion
konstruiert, vgl. Abb. 2.2(a). Das bedeutet, einzelne Punkte des Raumes werden
entlang ihrer Projektionsgeraden durch das Optische Zentrum beziehungsweise
Projektionszentrum Z auf die Bildebene abgebildet. Der Bildpunkt p ′ ∈ R2 eines
Punktes P ∈R3 \{Z } im Raum entsteht dort, wo die Projektionsgerade durch P und
Z die Bildebene schneidet. Die zur Bildebene parallele Ebene, in der Z liegt, nennt
man Verschwindungsebene. Punkte der Verschwindungsebene können (zunächst)
nicht zentralprojektiv abgebildet werden, da die zugehörigen Projektionsgeraden
parallel zur Bildebene verlaufen und diese nicht schneiden.
Ein Merkmal perspektivischer Abbildungen ist, dass Winkel sowie Größenver-
hältnisse von Längen, Flächen und Volumina hierbei nicht mehr korrekt abgebil-
det werden. Stattdessen werden Objekte, die in der Realität gleich groß sind, mit
zunehmender Tiefe - d.h. mit größer werdendem Abstand vom Projektionszen-
trum - auf dem Bild kleiner dargestellt (vgl. [Sch05], S. 11).
Eine sehr vorteilhafte und dem Betrachter perspektivischer Darstellungen ge-
läufige Eigenschaft ist hingegen, dass die Zentralprojektion geradentreu beziehungs-
weise eine kollineare Abbildung ist, d.h. Geraden wieder auf Geraden (oder Punk-
te) abbildet. Allerdings sind die zentralprojektiven Bilder von Geraden, die im Raum
parallel sind, im Allgemeinen nicht mehr parallel zueinander. Stattdessen schnei-
den sie sich in einem sogenannten Fluchtpunkt. Diesen Effekt kennt man bei-
spielsweise von Bahngleisen, an denen man entlang schaut, vgl. Abb. 2.2(b). Zu
allen parallelen Geraden einer Raumrichtung lässt sich im Bild entweder ein sol-
cher Fluchtpunkt bestimmen, vgl. zum Beispiel Abb. 2.2(c), oder die Bildgeraden
sind ebenfalls parallel zueinander, falls die Raumgeraden bereits parallel zur Bil-
debene verlaufen.



Diese letzte Fallunterscheidung lässt sich konzeptionell vermeiden, wenn
man annimmt, dass sich zwei Geraden in der Ebene immer in genau einem
Punkt schneiden!
Einführung von Fernpunkten Diese Forderung hat die folgenden Konsequen-
zen:
• Jede Geradenrichtung in der Ebene wird gedanklich um genau einen Punkt
erweitert, nämlich den „Schnittpunkt paralleler Geraden“. Man kann sich
diesen Punkt als Punkt im Unendlichen vorstellen, auch Fernpunkt genannt.
Zusammen bilden alle Fernpunkte der Ebene die sogenannte Ferngerade.
• Auf den Raum übertragen, wird auch dort jede Geradenrichtung um genau
einen Fernpunkt ergänzt. Alle Ebenen des Raumes, die parallel zueinander
verlaufen, schneiden sich so in der zugehörigen Ferngeraden. Alle Ferngera-
den wiederum bilden die Fernebene des Raumes.
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Übertragung auf den perspektivischen Abbildungsvorgang Stehen Fern-
punkte zur Verfügung, so lassen sich mit ihrer Hilfe viele Eigenschaften der Zen-
tralprojektion elegant beschreiben:
• Ein Fluchtpunkt ist das Bild eines unendlich fernen Punktes, nämlich das
Bild des Schnittpunktes der abgebildeten parallelen Raumgeraden. Der
Fluchtpunkt selbst kann auch ein unendlich ferner Punkt sein, nämlich wenn
die betrachteten Raumgeraden auch alle parallel zur Bildebene liegen.
• Verlaufen zwei zueinander parallele Raumgeraden in einer Ebene, die senk-
recht auf der Bildebene steht, so liegt der Fluchtpunkt ihrer Bildgeraden auf
dem Horizont. Dieser ist die Schnittgerade der gedachten Ebene durch Z ,
die senkrecht auf der Bildebene steht, also unter anderem das Bild der Fern-
geraden „in Richtung“ dieser Raumebene.
• Alle Punkte der Verschwindungsebene (außer dem Kamerazentrum) können
nun auch projiziert werden! Sie werden auf Fernpunkte der Bildebene abge-
bildet, da ihre Projektionsgeraden parallel zur Bildebene verlaufen. Das Bild
der Verschwindungsebene ist also die Ferngerade der Bildebene.
• Die Parallelprojektion ist dann nur ein „Unterfall“ der Zentralprojektion, bei
der das Projektionszentrum ein Fernpunkt ist. Da Parallelität im Bild erhal-
ten bleibt, wird die gesamte Fernebene des Raumes auf die Ferngerade der
Bildebene projiziert.
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(a) Perspektivkonstruktion zweier Bahngleise
(b) Entlang von Bahnschienen kann man „ins Un-
endliche“ schauen!
(c) In Architekturbildern lassen sich die
Fluchtpunkte der drei Hauptrichtungen
zeichnerisch leicht bestimmen.
Abb. 2.2 Perspektivkonstruktion und Fluchtpunkte
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2.2.2.1 Projektive Ebene und projektiver Raum
Es gilt nun, ein möglichst geschlossenes mathematisches Modell zu finden, das den
Projektionsvorgang und seine Eigenschaften angemessen beschreibt, dabei die
geometrischen Gegebenheiten im euklidischen Anschauungsraum berücksichtigt
und zusätzlich mit Fernpunkten umgehen kann. Genauer gesagt, benötigt man
eine neue Darstellung für Punkte.
Projektive Punkte Dieses lässt sich zunächst anschaulich für die euklidische
Ebene entwickeln. Bettet man diese für x3 = 1 in den Raum ein, so erhält man eine
injektive Abbildung zwischen den Punkten der Ebene und den eindimensiona-
len Untervektorräumen des R3 ([RGO09], S. 2), indem man jeden Punkt der Ebene
der Raumgeraden durch den Nullpunkt zuordnet, auf der er liegt. Diese Unter-
vektorräume des R3 fasst man nun als Punkte der projektiven Ebene auf. Es lässt
sich erkennen, dass die so gefundene Abbildung nicht surjektiv ist, da es Raumge-
raden durch den Nullpunkt gibt, die parallel zur eingebetteten Ebene verlaufen,
und zwar zu jeder Richtung in dieser Ebene genau eine. Diese Ursprungsgeraden
repräsentieren die hinzugenommenen Fernpunkte, vgl. Abb. 2.3.
(a) Zuordnung von Punkten der Ebene R2 zu
ihren Ursprungsgeraden, d.h. eindimensiona-
len Unterräumen des R3.
(b) Zur Ebene parallele Ursprungsgeraden stellen
unendlich ferne Punkte dar.
Abb. 2.3 Einbettung der euklidischen Ebene in den R3
25
Insgesamt erhält man so die folgende eindeutige Zuordnung zwischen „2D“-
und „3D“-Strukturen:



2D-Strukturen 3D-Strukturen
x˜ =
(
x1
x2
)
∈R2︸ ︷︷ ︸
„Echter“ Punkt der Ebene
∼= Gerade im R3 durch
00
0
 und x =
x1x2
1

Fernpunkt x(∞)︸ ︷︷ ︸
„Erweiterungspunkt“ der Ebene
∼= Gerade im R3 durch
00
0
 parallel zur Bildebene
in Richtung des unendlich fernen Punktes
Zu einem Punkt x˜ =
(
x1
x2
)
∈ R2 der Ebene ist also x =
x1x2
1
 der eingebettete
Punkt, der - als Richtungsvektor aufgefasst - die zugehörige Ursprungsgerade g
eindeutig beschreibt. Jeder andere Raumpunkt q =λ
x1x2
1
=
λx1λx2
λ
 mit festem λ ∈
R\ {0} auf der Geraden g lässt sich aber genauso als ihr Richtungsvektor wählen.
• Der projektive Punkt [x] besteht deshalb aus der Menge aller Richtungsvek-
toren, die die durch x festgelegte Ursprungsgerade eindeutig bestimmen:
[x]= {µ · x, µ ∈R\ {0}}︸ ︷︷ ︸
Menge aller Richtungsvektoren der Geraden g
=
µ ·
x1x2
1
=
µx1µx2
µ
 . (2.1)
• Ein projektiver Fernpunkt [x(∞)] besteht ebenfalls aus der Menge aller Rich-
tungsvektoren, die die ihn repräsentierende Ursprungsgerade eindeutig identifi-
zieren:
[x(∞)]= {µ · x(∞), µ ∈R\ {0}}︸ ︷︷ ︸
Menge aller Richtungsvektoren der Geraden g
=
µ ·
x1x2
0
=
µx1µx2
0
 . (2.2)
Formale Definition über Äquivalenzklassen Formal gesprochen führt man
auf Rn+1 \ {0ˆ} die folgende Äquivalenzrelation ein:
v ∼w ⇐⇒ Es existiert ein λ ∈R,λ 6= 0, mit v =λw. (2.3)
Um den n-dimensionalen projektiven Raum Pn über dem Körper R zu bilden,
fasst also alle vom Nullvektor verschiedenen Vektoren des Rn+1, die sich nur um
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ein skalares Vielfaches ungleich Null unterscheiden, zu einer Äquivalenzklasse zu-
sammen ([RGO09], S. 3). Die Vertreter von Äquivalenzklassen, die einen Fernpunkt
repräsentieren, weisen in der letzten Koordinate jeweils eine Null auf.
Projektive Ebene P2 Mit (2.1), (2.2) und (2.3) gelangt man zu folgender Defini-
tion der projektiven Ebene P2:
Die projektive Ebene P2 ist die Menge aller Äquivalenzklassen [x], deren Re-
präsentanten (d.h. „Richtungsvektoren“ der zugehörigen Ursprungsgeraden) aus
dem R3 \ {0ˆ} stammen:
P2 =
[x]=
x1x2
x3
 ,
x1x2
x3
 ∈R3 \ {0ˆ}
 .
In der Literatur (zum Beispiel in [BR94]) bezeichnet man die so nur bis auf
Vielfache eindeutig bestimmten Koordinaten x1, x2 und x3 eines projektiven Punk-
tes
x =
x1x2
x3
 ∈P2
als homogene Koordinaten. Die folgenden Abbildungen beschreiben die Übergän-
ge von euklidischen auf homogene beziehungsweise von homogenen Koordina-
ten auf euklidische:
Homogenisierung
H : R2 →P2;
(
x1
x2
)
7→
x1x2
1
 , Beispiel: ( 3−5
)
7→
 3−5
1
 .
Dehomogenisierung
D : R3 \

x1x2
0
 , x1, x2 ∈R
→R2;
x1x2
x3
 7→ 1
x3
(
x1
x2
)
,
Beispiel: Zu
−3p5
1
2
 dehomogenisiere man den Vertreter
−3p5
1
2
 7→ ( −6
2
p
5
)
. (Die
Fernpunkte von P2 können nicht dehomogenisiert werden.)
Projektiver Raum P3 Diese Ergebnisse kann man gemäß (2.3) formal ohne Pro-
bleme auf den projektiven Raum P3 übertragen, auch wenn hierbei die direkte An-
schauung zum Teil verloren geht. Punkte des R3 werden im Wesentlichen wieder
mit den ihnen entsprechenden eindimensionalen Untervektorräumen desR4 iden-
tifiziert, für die ein Basisvektor - d.h. ein Repräsentant - nun vierdimensional ist!
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Der projektive Raum P3 ist somit die Menge aller Äquivalenzklassen [X ], de-
ren Repräsentanten (beziehungsweise „Richtungsvektoren“ der zugehörigen Ur-
sprungsgeraden) aus dem R4 \ {0ˆ} stammen:
P3 =
[X ]=


X1
X2
X3
X4

 ,

X1
X2
X3
X4
 ∈R4 \ {0ˆ}
 .
Homogenisierung
H : R3 →P3;
X1X2
X3
 7→


X1
X2
X3
1

 .
Dehomogenisierung
D : R4 \


X1
X2
X3
0
 , X1, X2, X3 ∈R
→R
3;

X1
X2
X3
X4
 7→ 1X4
X1X2
X3
 .
(Die Fernpunkte von P3 können nicht dehomogenisiert werden.)
Schreibweisen Die Schreibweisen, die bei der Herleitung der projektiven Ebene
und des projektiven Raumes bereits implizit eingeführt wurden, sollen von nun an
nach Möglichkeit weiter verwendet werden, wenn projektive Punkte gleichzeitig
zu euklidischen genutzt werden. Das bedeutet:
• Punkte der Ebene werden mit kleinen Buchstaben bezeichnet, Punkte des
Raumes hingegen mit Großbuchstaben.
• Zu einem projektiven Punkt [X ] =


X1
X2
X3
X4

 ∈ P3 des Raumes bezeichne X =

X1
X2
X3
X4
 ∈ R4 einen möglichen Vertreter und X˜ =

X1
X4
X2
X4
X3
X4
 ∈ R3 den entsprechenden eu-
klidischen Punkt, falls er existiert.
Beispiel: Projektiver Punkt


−2
77
1
3
5

 ∈ P3, Vertreter X =

−2
77
1
3
5
 ∈ R4, euklidischer
Punkt X˜ =
−2577
5
1
15
 ∈R3.
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• Zu einem projektiven Punkt [x] =
x1x2
x3
 ∈ P2 der Ebene bezeichne x =
x1x2
x3
 ∈ R3 einen Vertreter und x˜ = ( x1x3x2
x3
)
∈ R2 den entsprechenden euklidischen
Punkt, falls er existiert.
Beispiel: Projektiver Punkt

p
2
−1
3
 ∈ P2, Vertreter x =

p
2
−1
3
 ∈ R3, euklidischer
Punkt x˜ =
(p
2
3
−13
)
∈R2.
2.2.2.2 Projektive Geradendarstellungen im P2 und P3
Das projektive Punktmodell lässt sich auch auf die Beschreibung von Geraden
übertragen. Die analoge Leitidee für die Homogenisierung von Geraden der eu-
klidischen zu Geraden der projektive Ebene lautet dann:



Geraden der euklidischen Ebene werden im wesentlichen mit Ursprungs-ebenen im Raum identifiziert.
Gerade der projektiven Ebene P2 in Parameterform Es seien [p] und [q] zwei
verschiedene Punkte der projektiven EbeneP2. Ihre projektive Verbindungsgerade
gpr o j entspricht dann der Ursprungsebene des R3, die durch zwei beliebige Ver-
treter p und q der Punkte [p] und [q] eindeutig definiert ist, wobei der Nullvektor
herausgenommen wird. Mögliche projektive Geradengleichungen in Parameter-
form lauten
gpr o j =
{
x ∈R3 \ {0ˆ} : x =λ ·p+µ ·q, λ,µ ∈R} oder
gpr o j =
{
x ∈R3 \ {0ˆ} : x =λ ·p+µ · (q −p), λ,µ ∈R} . (2.4)
Gerade der projektiven Ebene P2 in Normalenform Ebenen im Raum las-
sen sich allgemein auch in Normalenform darstellen, d.h. mithilfe eines Norma-
lenvektors, der orthogonal zur Ebene ist. Daraus ergibt sich die Möglichkeit, eine
projektive Geradengleichung in Normalenform aufzustellen. Es seien [p] und [q]
zwei verschiedene Punkte der projektiven Ebene P2, mit beliebigen Vertretern p
und q aus dem R3. Ein Normalenvektor der Ebene lässt sich dann mithilfe des
Kreuzprodukts beziehungsweise Vektorprodukts bilden, zum Beispiel
n = p×q. (2.5)
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Das Vektorprodukt (2.5) wiederum lässt sich auch mithilfe einer schiefsymmetri-
schen 3×3-Matrix als lineare Abbildung darstellen. Zum Vertreter p =
p1p2
p3
 ist
Sp =
 0 −p3 p2p3 0 −p1
−p2 p1 0
 ∈R3×3 (2.6)
die schiefsymmetrische Matrix. Damit lässt sich (2.5) schreiben als
n = Sp ·q. (2.7)
Entsprechend lautet eine mögliche projektive Geradengleichung zu den bei-
den projektiven Punkten [p] und [q] in Normalenform
gpr o j =
{
x ∈R3 \ {0ˆ} : xT ·Sp ·q = 0
}
, (2.8)
wobei Sp ·q ∈R3 der Normalenvektor ist.
Gerade des projektiven Raumes P3 in Parameterform Es seien [P ] und [Q]
zwei verschiedene Punkte des projektiven Raumes P3 mit beliebigen Vertretern
P und Q des R4. Ihre projektive Verbindungsgerade gpr o j lässt sich in Parameter-
form analog zu (2.4) charakterisieren. Mögliche projektive Geradengleichungen in
Parameterform lauten somit
gpr o j =
{
X ∈R4 \ {0ˆ} : X =λ ·P +µ ·Q, λ,µ ∈R} oder
gpr o j =
{
X ∈R4 \ {0ˆ} : X =λ ·P +µ · (Q−P ), λ,µ ∈R} . (2.9)
Eine Normalenform für Geraden des projektiven Raumes gibt es nicht, da das
Vektorprodukt auf den R3 beschränkt ist.
2.2.3 Die Lochkameraabbildung und ihre perpektivische
Projektionsmatrix
Mit den Punkten der projektiven Räume P2 und P3 stehen nun sehr geeignete
mathematische Objekte zur Verfügung, die zentralprojektivisch abgebildet wer-
den können, und mit deren Hilfe sich die Abbildungseffekte in perspektivischen
Bildern gut charakterisieren lassen. Inwiefern stellen sie dadurch ein wertvolles
Werkzeug dar, welches der Modellierung des fotografischen Abbildungsprozesses
dienlich ist?
Kollineare Abbildungen durch ein optisches Zentrum lassen sich physikalisch
durch Linsensysteme näherungsweise realisieren. Komplexere optische Systeme
in modernen Kameras haben deshalb mit der physikalisch simpelsten denkba-
ren Kamera, der Lochkamera oder Camera Obscura, gemeinsam, dass sie deren
Abbildungsverhalten im Rahmen des Möglichen zu imitieren suchen. Die ideale
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Lochkamera, bei der das Projektionszentrum aus einem einzigen (Brenn-)Punkt
besteht (vgl. Abb. 2.4) und die damit durch eine Zentralprojektion mathematisch
beschrieben werden kann, ist daher auch für solche Linsensysteme das natürliche
grundlegende Referenzmodell.10
(a) Ansicht von hinten (b) Ansicht von vorne
Abb. 2.4 Prinzip der Lochkamera (Camera Obscura)
In der schematischen Darstellung der Lochkamera (Abb. 2.4) finden sich er-
wartungsgemäß alle geometrischen Elemente wieder, die die Zentralprojektion
kennzeichnen, wie Bildebene, Verschwindungsebene, und Projektionsgeraden, wel-
che jeweils die zu projizierenden Raumpunkte und das Projektionszentrum be-
ziehungsweise Kamerazentrum Z verbinden und in ihrem Schnitt mit der Bilde-
bene einen Bildpunkt erzeugen (vgl. Abb. 2.2(a)). Zusätzlich lässt sich als optische
Achse die Gerade auszeichnen, die senkrecht auf Bild- und Verschwindungsebene
steht und durch Z verläuft. Sie verkörpert die „Blickrichtung“ der Kamera. Ihren
Schnittpunkt mit der Bildebene bezeichnet man auch als Hauptpunkt.11
Da das Kamerazentrum zwischen Objekt und Bildebene liegt, steht das Bild
des Objektes auf der Bildebene „auf dem Kopf“. Der Teil der Oberfläche des Objek-
tes, der von der Kamera „gesehen“ wird, erscheint am Kamerazentrum gespiegelt.
Da es mit Blick auf die eigene Raumanschauung und die grafische Darstellungs-
10In der Praxis werden von diesem Idealmodell abweichende Abbildungseigenschaften von
Linsensystemen wie beispielsweise radiale Verzeichnung nach Bedarf zusätzlich modelliert, vgl.
[HZ03], S. 189 ff.
11Vergleicht man Photogrammetrie-Literatur mit solcher der Computer Vision, so sind die De-
finitionen von Optischer Achse und Hauptpunkt dort nicht einheitlich. Letztere geht vom Lochka-
meramodell aus. Da dieses kein Linsensystem hat, wird die optische Achse einfach als senkrecht
zu Bild- und Verschwindungsebene definiert, und der Hauptpunkt als ihr Schnittpunkt mit der Bil-
debene (vgl. [Fau99] S. 35, [Sch05] S. 44, [Cor13] S. 252, [HZ03], S. 154). In der Photogrammetrie
hingegen wird die optische Achse durch das Optische System definiert. Es kann also theoretisch pas-
sieren, dass diese nicht senkrecht zur Bildebene verläuft. Der perspektivische Bildhauptpunkt als
Lotfußpunkt des Lotes durch das Kamerazentrum zur Bildebene ist in diesem Fall also nicht mit dem
Schnittpunkt der optischen Achse gleichzusetzen, vgl. [Luh10], S. 114 und 142-144 und [Kra00], S.
49 ff. Im folgenden wird ausschließlich das Lochkameramodell und der Definitionsansatz aus der
Computer Vision verwendet.
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weise einfacher ist, sich ein aufrechtes, ungespiegeltes Bild vorzustellen, soll von
nun an die Bildebene der Kamera schematisch zwischen Projektionszentrum und
3D-Objekt liegen, vgl. Abb. 2.5. Dies hat „keine Konsequenz für alle weiteren ma-
thematischen Herleitungen mit Ausnahme einer Spiegelung“ ([Sch05], S. 42) der
beiden Koordinatenachsen des Bildkoordinatensystems an seinem Ursprung.
Abb. 2.5 Berechnung von x′ als Schnittpunkt von Projektionsgerade und Bildebene
2.2.3.1 Abbildungsvorschrift der Standardzentralprojektion
Um das zentralprojektive Abbildungsprinzip der Lochkamera nun in Form von
Koordinatengleichungen formulieren zu können, müssen entsprechende Koordi-
natensysteme festgelegt werden. Ein besonders einfacher Fall ist in Abb. 2.5 darge-
stellt:
• Das Kamerakoordinatensystem entspricht hier gleichzeitig dem Raumkoo-
dinatensystem, in dem ein zu projizierender Raumpunkt X˜ lokalisiert wird.
Es handelt sich um ein kartesisches Koordinatensystem, in der die X1-, X2-
und die X3-Achse senkrecht aufeinander stehen und ein Rechtssystem bil-
den.
– Die X1- und die X2-Achse liegen in der Verschwindungsebene, und re-
präsentieren die relativen Richtungen „oben“ und „links“ der Kamera.
Die X3-Achse fällt mit der optischen Achse der Kamera zusammen und
repräsentiert ihre „Blickrichtung“.
– Das Projektionszentrum Z˜ entspricht genau dem Koordinatenursprung,
d.h. Z˜ =
00
0
= 0ˆ.
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– Projiziert wird durch Z˜ auf eine Bildebene, die parallel zur X1X2-Ebene
liegt. Der Abstand zwischen Bildebene und Z beträgt f > 0. f wird
auch Bildweite, Kammerkonstante oder Kamerakonstante genannt.
• Auf der Bildebene wurde ebenfalls ein kartesisches Bildkoordinatensystem
gewählt, und zwar gerade so, dass der Koordinatenursprung H˜ =
(
0
0
)
auf der
X3-Raumachse liegt, und die x ′1-Achse und die x
′
2-Achse jeweils parallel zur
X1- und X2-Achse verlaufen.
Bestimmung der Bildkoordinaten x ′1 und x ′2 Gemäß der Strahlensätze gelten
in Abb. 2.5 die folgenden Längenverhältnisse, aus denen sich die Bildkoordinaten
x ′1 und x
′
2 für einen beliebigen Raumpunkt X˜ =
X1X2
X3
, der nicht in der Verschwin-
dungsebene X3 = 0 liegt, bestimmen lassen:
X2
X3
= x
′
2
f
⇒ x ′2 = f ·
X2
X3
und
X1
X3
= x
′
1
f
⇒ x ′1 = f ·
X1
X3
.
Projektionsvorschrift Damit erhält man als Vorschrift der Standardzentralpro-
jektion
Z˜ : R3 \

X1X2
0
 , X1, X2 ∈R
→R2,
X1X2
X3
 7→ ( f · X1X3
f · X2X3
)
, (2.10)
wobei die Koordinatensysteme wie oben beschrieben gewählt wurden, Z˜ = 0ˆ
das Projektions- beziehungsweise Kamerazentrum ist, X˜ =
X1X2
X3
 mit X3 6= 0 ein
beliebiger zu projizierender Punkt, und f > 0 die Bildweite.
2.2.3.2 Darstellung mithilfe homogener Koordinaten
Die Projektionsvorschrift (2.10) ist offensichlich nicht linear und nicht auf Punkte
der Verschwindungsebene anwendbar. Unter Verwendung homogener Koordina-
ten vereinfacht sich ihre Darstellung wesentlich, und es können Fernpunkte mit
hinzu genommen werden.
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Projektionsvorschrift, projektive Version Die Standard-Zentralprojektion für
projektive Punkte ist definiert durch
Z : R4 \ {0ˆ}→R3, X =

X1
X2
X3
X4
 7→
 f 0 0 00 f 0 0
0 0 1 0
 ·

X1
X2
X3
X4
=
 f ·X1f ·X2
X3
 , (2.11)
wobei nun X =

X1
X2
X3
X4
 6= 0ˆ ein beliebiger Vertreter für einen Punkt [X ] des projekti-
ven Raumes P3,
 f ·X1f ·X2
X3
 ein Vertreter des projektiven Bildpunktes [x] aus P2 und
PSt an :=
 f 0 0 00 f 0 0
0 0 1 0

die Abbildungsmatrix beziehungsweise Projektionsmatrix ist.
Wohldefiniertheit Die Abbildungsvorschrift (2.11) ist wohldefiniert und bildet
einen projektiven Punkt des Raumes zuverlässig auf den entsprechenden projek-
tiven Punkt der Ebene ab. Für einen beliebigen Vertreter λX =λ

X1
X2
X3
X4
 ∈R4 \{0ˆ} mit
λ ∈R\ {0} des projektiven Punktes [X ] ∈P3 rechnet man nämlich nach:

 f 0 0 00 f 0 0
0 0 1 0
 ·λ

X1
X2
X3
X4

 =
λ · f ·X1λ · f ·X2
λ ·X3

=

λ ·X3 ·

f · X1X3
f · X2X3
1

=


f · X1X3
f · X2X3
1

 , für X3 6= 0
λ ·

f ·X1
f ·X2
0

=


f ·X1
f ·X2
0

 , für X3 = 0.
Betrachtet man Darstellung (2.11), so lässt sich feststellen, dass sich die Stan-
dardzentralprojektion für projektive Punkte als lineare Abbildung des R4 auf den
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R3 mit einer 3×4-Abbildungsmatrix darstellen lässt und dadurch sehr vereinfacht
hat. Zwar wird der Nullvektor 0ˆ ∈ R4 formal aus der Definitionsmenge herausge-
nommen, um nur echte Repräsentanten projektiver Punkte als Objekte der Abbil-
dung zuzulassen, die Abbildungsvorschrift ließe sich aber widerspruchsfrei auch
auf den ganzen R4 erweitern. Innerhalb des Leitprogramms spricht man deshalb
auch von einer quasi-linearen Abbildung. Das Entscheidende ist, dass durch (2.11)
Linearkombinationen von Vektoren des R4 (also von Vertretern projektiver Raum-
punkte) wieder auf Linearkombinationen ihrer Bildvektoren abgebildet werden,
die dem R3 entstammen. Diese Linearitätseigenschaft lässt sich zur Rekonstrukti-
on von Raumpunkten bestens ausnutzen, da hierdurch lineare Gleichungssysteme
als mächtiges und beherrschbares Werkzeug zur Verfügung stehen.
Normalkamera Hat die Kamera in (2.11) die Bildweite f = 1, so redet man auch
von einer Normalkamera. Die Projektionsmatrix einer Normalkamera ist also ge-
geben durch
PNor m =
1 0 0 00 1 0 0
0 0 1 0
= ( I 0ˆ )
und wird im Folgenden als Normalprojektionsmatrix bezeichnet.
2.2.4 Projektive Transformationen des P2 und P3 und die
allgemeine Projektionsmatrix P
Im vorangehenden Abschnitt wurde der Fall der Standardzentralprojektion unter-
sucht. Diese zeichnet sich durch eine geschickt arrangierte Konstellation der bei
der Kameraaufnahme beteiligten Koordinatensysteme aus. Insbesondere wurde
die Lage der Bildebene und des Projektionszentrums Z˜ im Raum sehr günstig ge-
wählt, um einfache Bildpunktkoordinaten und somit eine einfache Abbildungs-
vorschrift zu erhalten.
Im allgemeinen zentralprojektiven Abbildungsfall des Raumes auf die Bildebe-
ne einer Kamera sind bis zu drei verschiedene Koordinatensysteme involviert, de-
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ren Verhältnis zueinander es im Rekonstruktionsprozess zu erschließen gilt, vgl.
Abb. 2.6:
1. Das äußere Raumkoordinatensystem (RKS) bildet das absolute Bezugssys-
tem der abzubildenden Raumpunkte. Man wählt hierzu ein kartesisches Koordi-
natensystem [O˜,b(1),b(2),b(3)] mit Koordinatenursprung O˜ und der Standardbasis
B1 =
(
b(1), b(2), b(3)
)=
10
0
 ,
01
0
 ,
00
1
.
2. Das dreidimensionale Kamerakoordinatensystem (KKS) repräsentiert die
Kamera als eigenes lokale Bezugssystem, welches durch Einbettung in das Raum-
koordinatensystem ihre Lage und Ausrichtung darin festlegt. Hierfür wird eben-
falls ein kartesisches (Rechts-)Koordinatensystem [Z˜ ,k(1),k(2),k(3)] mit Koordina-
tenursprung Z˜ und einer Orthonormalbasis B2 =
(
k(1), k(2), k(3)
)
verwendet,
bei dem die ersten beiden Koordinatenachsen die Verschwindungsebene aufspan-
nen - also den „Deckel“ der Kamera, und die dritte Koordinatenachse die optische
Achse der Kamera repräsentiert - also ihre „Blickrichtung“.
3. Im zweidimensionalen Bildkoordinatensystem (BKS) der Bildebene wer-
den Bildpunkte ausgegeben oder vermessen. Hierzu wird normalerweise auch ein
kartesisches, zumindest aber ein orthogonales Koordinatensystem [o˜2,b′(1),b′(2)]
der Ebene veranschlagt, dessen Koordinatenursprung o˜2 jedoch unabhängig von
Kamerakoordinatensystem gewählt werden kann.
Um den Abbildungsprozess vollständig beschreiben zu können, ist es daher
nötig, sich mit (Koordinaten-)Transformationen zu befassen. Man unterscheidet
zwischen einer externen Transformation des projektiven Raumes P3, der die so-
genannte äußere Orientierung der Kamera beschreibt, und einer internen Trans-
formation der projektiven (Bild-)Ebene P2, die die innere Orientierung der Kame-
ra festlegt (vgl. auch [Sch05], S. 42-46). Die externe Transformation findet hier-
bei zwischen dem Raumkoordinatensystem und dem Kamerakoordinatensystem
statt, vgl. Abb. 2.6(a). Die interne Transformation bezieht sich auf den Übergang
vom orthogonal in die Bildebene projizierten Kamerakoordinatensystem zum fi-
nalen Bildkoordinatensystem, vgl. Abb. 2.6(b)
Projektive Transformation Es sei h : Rn → Rm , n 6 m eine injektive lineare
Abbildung. Dann wird dadurch eine Abbildung
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(a) Äußere Orientierung (b) Innere Orientierung
Abb. 2.6 Verhältnis der Koordinatensysteme RSK, KKS und BKS
H : Pn →Pm , H([v]) := [H(v)] , n6m,
induziert. Ist h bijektiv, d.h. n =m, so nennt man H eine Projektivität, Kollineati-
on oder projektive Transformation. Eine projektive Transformation ist geradentreu
(vgl. [RG11], S. 61).
Wichtig ist in diesem Zusammenhang ein Ergebnis der aus der projektiven
Geometrie, welches auch als Hauptsatz der projektiven Geometrie bezeichnet wird
(vgl. [RG11], S. 62).
Hauptsatz der projektiven Geometrie Jede bijektive geradentreue Abbildung
H : Pn →Pn , n ∈N>2 des projektiven Raumes Pn über R ist eine projektive Trans-
formation, und kann durch die Multiplikation mit einer invertierbaren (n + 1)×
(n+1)-Matrix dargestellt werden.
Die Menge aller projektiven Transformationen des projektiven Raumes Pn auf
sich selbst bilden eine Gruppe, die projektive lineare Gruppe. Die mit einer spezi-
ellen Projektivität assozierte (n+1)× (n+1)-Matrix ist nur bis auf einen skalaren
Faktor ungleich Null eindeutig bestimmt (vgl. [Fau99], S. 10). Mithilfe des Haupt-
satzes kann man nun den Zusammenhang zwischen euklidischen beziehungswei-
se affinen Transformationen der Ebene oder des Raumes und projektiven Trans-
formationen herstellen.
2.2.4.1 Transformationen der Ebene
Als Ausgangspunkt betrachte man affine Transformationen der Ebene R2. Dies
sind Abbildungen der Form
aff : R2 →R2, y˜ = A · x˜+ t , t ∈R2, (2.12)
wobei A ∈R2×2 vollen Rang hat. Affine Transformationen decken insbesondere al-
le Bewegungen ab, bei denen A eine Rotationsmatrix ist. Affine Transformationen
des R2 lassen sich nun beim Übergang auf homogene Koordinaten aufgrund des
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Hauptsatzes als projektive Transformationen des P2 mithilfe von invertierbaren
3×3-Matrizen darstellen.
Beispiel: Sei t =
(
t1
t2
)
∈ R2 \ {0ˆ} der Verschiebungsvektor, um den der Punkt x˜ =(
x1
x2
)
∈R2 der Ebene verschoben werden soll. Die Abbildungsvorschrift
aff1 : R
2 →R2, y˜ =
(
1 0
0 1
)
x˜+ t =
(
x1
x2
)
+
(
t1
t2
)
=
(
x1+ t1
x2+ t2
)
lässt sich dann für projektive Punkte [x] und [y] mit beliebigen Vertretern x, y ∈
R3 \ {0ˆ} wie folgt formulieren:
R3 \ {0ˆ}→R3, y =
(
I t
0T 1
)
x =
1 0 t10 1 t2
0 0 1
x1x2
1
=
x1+ t1x2+ t2
1
 oder (2.13)
P2 →P2, [y]=
(
I t
0T 1
)
[x]=
[(
I t
0T 1
)
x
]
=
x1+ t1x2+ t2
1
 , (2.14)
wobei I für die Einheitsmatrix steht. (Im Rahmen dieser Arbeit wird zumeist
die Darstellungsweise (2.13) genutzt.) Vom Standpunkt der Computerimplemen-
tierbarkeit ist die affine Darstellungweise (2.12) sperrig und fehleranfällig, da es
der Gebrauch der Vektoraddition mühsam macht, die Inverse oder eine Kompo-
sition zweier Transformationen zu berechnen ([RG11], S. 60). Hingegen lässt sich
bei projektiver Schreibweise die Gruppenstruktur für die Matrixmultiplikation ge-
winnbringend ausnutzen.
Aus dem Manual of Photogrammetry ([FW04], S. 145) wurde die Übersicht in
Abb. 2.7 über alle grundlegenden projektiven Transformationen der Ebene ent-
nommen. Die Matrix H ist nur bis auf beliebige skalare Vielfache λH , λ ∈ R \ {0},
eindeutig bestimmt.
2.2.4.2 Interne Transformation der Bildkoordinaten
Die räumliche Situation in Abb. 2.5, die die zentralprojektive Abbildungsvorschrift
(2.11) der Standardzentralprojektion mit Projektionsmatrix
PSt an :=
 f 0 0 00 f 0 0
0 0 1 0

lieferte, war besonders günstig „gewählt“. Der Hauptpunkt H als Schnittpunkt
der optischen Achse mit der Bildebene war gleichzeitig Ursprung des Bildkoordi-
natensystems, x ′1- und x
′
2-Achse verliefen parallel zur X1- und X2 Achse. Es soll
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Abb. 2.7 Ebene geradentreue Transformationen, Darstellung ihres Effektes auf das Einheitsqua-
drat, Anzahl der Freiheitsgerade (d.o.f) und zugehörige Transformationsmatrizen
nun untersucht werden, wie sich eine Transformation des Bildkoordinatensystems
auf die Projektionsmatrix P auswirkt. Es gibt verschiedene Gründe dafür, warum
solche Transformationen beim fotografischen Abbildungsprozess und beim Re-
konstruktionsprozess von 3D-Punkten aus Kamerabildern eine Rolle spielen.
• Klassischerweise ändern sich die Lage des Koordinatenursprungs des Bild-
koordinatensystems sowie seine Längeneinheiten und Vorzeichen auf den
x ′1- und x
′
2-Achsen, wenn man den Übergang des durch die Kamerageo-
metrie induzierten Bildkoordinatensystems in ein (diskretes) Pixelkoordi-
natensystem vollzieht (zum Beispiel [Fau99], S. 41 und [Sch05], S. 44). Ein
Pixelkoordinatensystem wird zum Beispiel durch die Anzahl an Zellen auf
dem Bildsensor der Kamera festgelegt. Hierbei wird der Koordinatenursprung
meist in der linken oberen Ecke des Bildes angenommen, die x ′1-Achse zeigt
dabei „nach rechts“ und die x ′2-Achse „nach unten“.
• Ungenauigkeiten in der optischen Bauweise der Kamera können sich theo-
retisch darauf auswirken, wie genau das durch das Kamerakoordinatensys-
tem induzierte Bildkoordinatensystem ausfällt. Zum Beispiel kann es pas-
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sieren, dass der Koordinatenursprung des Sensorkoordinatensystems nicht
auf der optischen Achse der Kamera liegt, sondern leicht daneben.
• Der wichtigste Grund im Rahmen des Rekonstruktionsprozesses ist jedoch,
dass hierbei von vornherein ein Bildkoordinatensystem zum Erheben der
Messdaten festgelegt wird, welches unabhängig von der Kamera ist, die die
Bilder gemacht hat. Man wählt hierzu normalerweise ein am Foto orien-
tiertes kartesisches Bildkoordinatensystem mit einem Ursprung möglichst
in der Mitte des Bildes, und erhebt darin die Koordinaten der interessanten
Bildpunkte.
Insgesamt lässt sich jedoch festhalten, dass sich in allen drei oberen Fällen die
Beziehung zwischen dem eigentlichen Bildkoordinatensystem und dem vom Ka-
merakoordinatensystem induzierten durch die Angabe einer Transformationsma-
trix charakterisieren lässt, die die folgende Gestalt hat:
K =
α s x
(0)
1
0 β x(0)2
0 0 1
 , α,β 6= 0. (2.15)
Hierbei bewirken...
• ... die Parameter α 6= 0 und β 6= 0 eine Skalierung und gegebenenfalls Spie-
gelung der beiden Koordinatenachsen am Ursprung;
• ... die Parameter x(0)1 und x
(0)
2 eine Verschiebung des Bildkoordinatensystems
in den Hauptpunkt um den Vektor −
(
x(0)1
x(0)2
)
,
• ... der Parameter s eine Scherung der x ′2-Achse in Richtung der x
′
1-Achse.
12
Man nennt K in der Computer Vision die Kalibrierungsmatrix der Kamera,
weil sie (abgesehen von Verzeichnungsparametern) die Parameter beinhaltet, die
in der Photogrammetrie auch als Parameter der inneren Orientierung bekannt sind
(vgl. [Luh10], S. 154 sowie 143 ff). Den Prozess der Bestimmung dieser Parameter
bezeichnet man als Kalibrierung - also Eichung - der Kamera.
Wird also ein Punkt [X ] ∈P3 \{[Z ]} zunächst mithilfe einer beliebigen Projekti-
onsmatrix Pal t ∈R3×4 zentral projiziert und die Koordinaten des Bildpunktes mit-
hilfe der 3×3-Kalibrierungsmatrix K noch einmal transformiert, so lässt sich ein
Bildpunktvertreter in neuen homogenen Bildkoordinaten berechnen durch
x =K ·Pal t ·X . (2.16)
12In der Literatur wird davon ausgegangen, dass der Scherungsparameter s normalerweise
gleich Null für die meisten normalen Kameras ist, und mithin vernachlässigbar, [HZ03], S. 157 oder
[Sch05], S. 45.
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Es lässt sich also aus K und Pal t eine neue Projektionsmatrix Pneu ∈ R3×4 bil-
den:
Pneu =K ·Pal t . (2.17)
Ist Pal t = PSt an die Standardprojektionsmatrix, ergibt sich hieraus
Pneu = K ·PSt an
=
α s x
(0)
1
0 β x(0)2
0 0 1
 ·
 f 0 0 00 f 0 0
0 0 1 0

=
 f α s x
(0)
1
0 f β x(0)2
0 0 1
 ·
1 0 0 00 1 0 0
0 0 1 0

=
 f α s x
(0)
1
0 f β x(0)2
0 0 1

︸ ︷︷ ︸
=:K¯
·(I 0ˆ)︸ ︷︷ ︸
=PNor m
.
(2.18)
Normalisierung der Bild- beziehungsweise Kamerakoordinaten Man kann
also hier eine Normalisierung oder Normierung der Bildkoordinaten vornehmen,
indem man die Kammerkonstante f der Kalibrierungsmatrix „zuschlägt“ und mit-
hin
K¯ =
α¯ s x
(0)
1
0 β¯ x(0)2
0 0 1
 , α¯, β¯ 6= 0, (2.19)
mit α¯ = f α und β¯ = f β als normalisierte Kalibrierungsmatrix auffasst, was in
der Computer Vision üblicherweise auch getan wird. Dies ermöglicht, die spezifi-
schen Eigenschaften einer Kamera zugunsten des einfacheren Denkens im idea-
len System der Normalkamera vernachlässigen zu können ([Fau99], S. 43, vgl. auch
[Sch05], S. 45-46, [HZ03], S. 157). Es wird hierbei auch deutlich, dass die Kammer-
konstante f eine ambivalente Deutung erfahren kann - entweder als lotrechter
Abstand des Projektionszentrums von der Bildebene, oder als allgemeiner Skalie-
rungsfaktor des Bildes. Im Hinblick auf das Rekonstruktionsvorhaben klingt hier
bereits an, dass eine 3D-Rekonstruktion nicht gelingen wird, wenn man gar keine
Rückschlüsse auf f ziehen kann (vgl. Abschnitt 2.2.7).
2.2.4.3 Transformationen des Raumes
Analog zum Vorgehen in Abschnitt 2.2.4.1 lassen sich auch affine Transformatio-
nen des R3 der Form
aff : R3 →R3, Y˜ = A · X˜ + t , t ∈R3, (2.20)
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mit einer invertierbaren Matrix A ∈ R3×3 als projektive Transformationen darstel-
len. Die zugehörige projektive Transformationsmatrix ist eine bis auf skalare Viel-
fache ungleich Null eindeutige invertierbare 4×4-Matrix.
Die wichtigsten Beispiele umfassen
Bewegungen R4 \ {0ˆ} → R4, Y =
(
R t
0T 1
)
X , wobei R ∈ R3×3 eine Rotationsmatrix
ist,
Ähnlichkeitstransformationen R4\{0ˆ}→R4, Y =
(
λR t
0T 1
)
X , wobei R ∈R3×3 eine
Rotationsmatrix und λ 6= 0 der gemeinsame Skalierungsfaktor ist,
Allgemeine affine Transformationen R4 \ {0ˆ} → R4, Y =
(
A t
0T 1
)
X mit einer in-
vertierbaren Matrix A ∈R3×3.
Eine Transformation der Form R4 \{0ˆ}→R4, Y =H ·X mit einer invertierbaren
Matrix H ∈ R4×4 beschreibt überdies eine allgemeine projektive Transformation
des Raumes.
2.2.4.4 Externe Transformation der Raumkoordinaten
Transformationen des Raumes werden benötigt, um die Lage des Kamerakoor-
dinatensystems innerhalb des Raumkoordinatensystems beschreiben zu können.
Wie wirken sich diese auf die Projektionsmatrix P aus?
Die Kamera wird als eigenständiges Objekt im Raum durch ein lokales kar-
tesisches Kamerakoordinatensystem repräsentiert. Zeichnet man nun im Raum
ein davon unabhängiges kartesisches (Welt-)Koordinatensystem aus, so lässt sich
der Übergang vom lokalen Kamerakoordinatensystem in dieses äußere Raumko-
ordinatensystem als Bewegung, also als Drehung und Verschiebung beschreiben,
gemäß Abschnitt 2.2.4.3 also mithilfe einer invertierbaren 4×4-Matrix
B :=
(
R t
0T 1
)
, (2.21)
wobei R ∈ R3×3 eine Rotationsmatrix und t ∈ R3 ein entsprechender Verschie-
bungsvektor ist.
Ist Z˜ der Koordinatenvektor des Kamerazentrums im Weltkoordinatensystem
und X˜ der Koordinatenvektor eines beliebigen Punktes darin, so repräsentiert X˜K am
diesen bezüglich des Kamerakoordinatensystems, und kann geschrieben werden
als
X˜K am =R(X˜ − Z˜ )=R X˜ −R Z˜ . (2.22)
In homogenen Koordinaten kann man (2.22) auch schreiben als
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XK am =
(
R −R Z˜
0T 1
)
X , (2.23)
und ein Vergleich mit (2.21) liefert
t =−R Z˜
als eine Darstellung des Verschiebungsvektors.
Wird nun ein Punkt [X ] ∈P3 \ {[Z ]} zuerst mithilfe von B bewegt, dann mit der
Normalprojektionsmatrix PNor m ∈ R3×4 zentral projiziert, und dieser Bildpunkt
schlussendlich noch einmal mit einer Kalibrierungsmatrix K transformiert, so lässt
sich der resultierende Bildpunktvertreter berechnen durch
x =K ·PNor m ·B ·X . (2.24)
Es lässt sich somit aus K , PNor m und B eine neue Projektionsmatrix Pneu ∈
R3×4 bilden:
Pneu =K ·PNor m ·B =K ·
(
I 0ˆ
)·( R −R Z˜
0T 1
)
=K ·(R −R Z˜ )=K ·R·(I −Z˜ ) . (2.25)
Es ließ sich so konstruktiv mit (2.25) eine Darstellung für eine allgemeine 3×4-
Projektionsmatrix P gewinnen, die alle Parameter einer spezifischen geometrischen
Abbildungssituation mit einer Kamera berücksichtigt und deshalb als Modell die-
ses Abbildungsprozesses verstanden werden kann. Im Rahmen des Leitprogramms
wird in diesem Zusammenhang deshalb auch von der „ID-Card“ einer Kamera ge-
sprochen. Die Darstellung (2.25) ist hierbei - wie die Transformationsmatrizen B
und K - nur bis auf einen positiven oder negativen Skalierungsfaktor eindeutig.
2.2.4.5 Ausblick auf die Rekonstruktion und Analyse einer allgemeinen
Projektionsmatrix
Möchte man nun umgekehrt das Rekonstruktionsproblem in den Blick nehmen,
so ist die Projektionsmatrix P als Modell einer Kamera dafür Dreh- und Angel-
punkt. Es stellt sich zunächst die Frage, ob jede allgemeine Matrix der Form
P =
 p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34
 mit pi j ∈R, i = 1,2,3; j = 1,2,3,4, (2.26)
die nicht die Nullmatrix ist, als spezifische Projektionsmatrix einer Kamera
aufgefasst werden kann.
Aus Darstellung (2.25)
P =K ·R · (I −Z˜ )
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mit invertierbaren Matrizen K , I und R geht zunächst hervor, dass jede kon-
struktiv gewonnene Projektionsmatrix vom Rang drei sein muss, denn die 3× 3-
Untermatrix K ·R · I ist ein Element der allgemeinen linearen Gruppe GL(3,R). Die
zugehörige Zentralprojektionsabbildung lautet dann
Z : R4 \ {0ˆ}→R3, X 7→K ·R · (I −Z˜ ) ·X . (2.27)
Setzt man in 2.27 einen beliebigen projektiven Vertreter λ
(
Z˜
1
)
, λ 6= 0 des Ka-
merazentrums ein, so wird dieser auf den Nullvektor abgebildet:
Z
(
λ
(
Z˜
1
))
=K R (I −Z˜ )λ(Z˜
1
)
=K R (λZ˜ −λZ˜ )= 0ˆ.
Fasst man (2.27) als (quasi-)lineare Abbildung auf, so ist der Kern dieser Ab-
bildung also gerade der eindimensionale Unterraum, der das Kamerazentrum als
projektiven Punkt repräsentiert. Dies war zu erwarten, da das Kamerazentrum der
einzige Punkt ist, der nicht zentralprojektiv abgebildet werden kann, und mithin
auf den einzigen Bildvektor 0ˆ desR3 abgebildet werden muss, der nicht als projek-
tiver Punkt interpretiert werden kann (vlg. [HZ03], S. 158-159).
Betrachtet man nun umgekehrt die Projektionsabbildung
Zal l g : R
4 \ {0ˆ}→R3, X 7→ P ·X (2.28)
mit einer allgemeinen Projektionsmatrix P der Form (2.26), deren Rang gleich
2 oder 1 ist, so ist der Kern der (quasi-)linearen Abbildung ein Untervektorraum
des R4 mit einer Dimension von 2 oder 3. Projektiv gedeutet, entspräche hier also
das Kamerazentrum einer Geraden oder gar einer Ebene, wäre mithin entartet. Ei-
ne 3×4-Matrix kann also nur dann eine Zentralprojektionsmatrix sein, wenn sie
Rang 3 hat.
Ein besonderer Fall liegt außerdem vor, wenn einen allgemeine Projektions-
matrix
P = ( P˜ p˜ ) ∈R3×4, P˜ ∈R3×3, p˜ ∈R3,
zwar Rang 3, aber eine 3×3-Untermatrix P˜ vom Rang 2 hat. Das Kamerazentrum
einer solchen Matrix muss ein Fernpunkt sein, denn eine Berechnung des Kerns
der Abbildung anhand des homogenen LGS P X = 0 liefert in der letzten Koordi-
nate X4 = 0. Auch diese Matrix kann mithin keine „echte“ Zentralprojektion reprä-
sentieren. Ist die letzte Zeile von P zusätzlich von der Form
(
0 0 0 λ
)
, λ 6= 0,
so handelt es sich um die Matrix einer affinen Kamera, die eine Parallelprojektion
repräsentiert (vgl. [HZ03], S. 173 und S. 166). Bei einer echten Zentralprojektions-
matrix hat also bereits die 3×3-Untermatrix P˜ Rang 3.13
13Aus einer beliebigen Projektionsmatrix P , die diese Bedingung erfüllt, lassen sich die Matrizen
K und R ohne Weiteres mittels einer sogenannten RQ-Zerlegung bestimmen, vgl. [HZ03], S. 163.
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2.2.5 Rekonstruktion der Projektionsgeraden zu einem beliebigen
Bildpunkt [x] und Rückprojektion aus zwei Kamerabildern
Man gehe nun davon aus, dass ein 3D-Objekt mit einer Kamera aufgenommen
werde, und alle geometrischen Parameter der Szene bekannt seien, d.h. es sei die
Projektionsmatrix P in der Form (2.26) gegeben. Was lässt sich daraus an „3D-
Information“ bereits rekonstruieren?
2.2.5.1 Bestimmung der Projektionsgeraden durch einen Bildpunkt [x]
Es lässt sich hieraus die Projektionsgerade durch das Kamerazentrum [Z ] und einen
vorgegebenen Bildpunkt [x] im Bild bestimmen, und zwar durch Aufstellen des li-
nearen Gleichungssystems
P ·X =λ · x. (2.29)
Dieses lässt sich als homogenes System in der Form
(
P −x ) ·(X
λ
)
= 0ˆ (2.30)
darstellen. Die Lösungsmenge dieses Systems ist zunächst ein zweidimensio-
naler Untervektorraum des R5, von dem jedoch die letzte Komponente des Lö-
sungsvektors lediglich die Variable λ bestimmt - also keine Punktkomponente. Zu
betrachten ist also nur der zweidimensionale Unterraum des R4, der durch die
ersten vier Komponenten des Lösungsvektors bestimmt wird. Hieraus lässt sich
durch Dehomogenisierung ein affiner Unterraum des R3 - die Projektionsgerade -
gewinnen.
Es lassen sich alternativ aber auch zwei Spezialfälle des LGS (2.30) betrachten.
Dazu unterteile man die Matrix P zunächst wieder in ihre 3×3-Untermatrix P˜ und
ihre vierte Spalte p˜, d.h. man setze
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P = ( P˜ p˜ ) .
• Man kann nun den Fernpunkt der Projektionsgeraden durch [x] bestimmen,
indem man X4 = 0 in (2.30) setzt und den Vertreter λx außerdem auf λ = 1
normiert. (2.30) lässt sich dann vereinfachen zu
(
P˜ p˜ −x )︸ ︷︷ ︸
∈R3×5
·
X˜0
1

︸︷︷︸
∈R5
= 0ˆ︸︷︷︸
∈R3
⇔ ( P˜ −x )︸ ︷︷ ︸
∈R3×4
·
(
X˜
1
)
︸︷︷︸
∈R4
= 0ˆ︸︷︷︸
∈R3
⇔ P˜ · X˜ = x.
Da P˜ invertierbar ist, lässt sich der Fernpunkt der projektiven Projektions-
geraden in Gestalt des euklidischen Richtungsvektors der euklidischen Pro-
jektionsgeraden mithilfe der Inversen P˜−1 direkt berechnen:
X˜ (∞) = P˜−1 · x. (2.31)
• Auf ähnliche Weise lässt sich das Kamerazentrum aus (2.29) ermitteln. Das
Kamerazentrum entspricht dem Kern der Projektionsabbildung, wenn man
diese als lineare Abbildung auffasst. Also wähle man λ= 0 und setze Z4 = 1
zur Normierung des unbekannten Vertreters Z des Kamerazentrums:
P ·Z = 0ˆ ⇔ ( P˜ p˜ ) ·(Z˜
1
)
= 0ˆ ⇔ P˜ · Z˜ =−p˜ ⇔ Z˜ =−P˜−1 · p˜
(2.32)
Mithilfe von (2.31) und (2.32) lässt sich nun auch eine direkte Formel für die
euklidische Projektionsgerade angeben:
g˜ =
X˜ ∈R3 : X˜ =−P˜−1 · p˜︸ ︷︷ ︸
Z˜
+s · P˜−1 · x︸ ︷︷ ︸
X˜ (∞)
, s ∈R
 . (2.33)
Ansatz der „AnwenderInnen“ In der Praxis verwendet man zur Rekonstruk-
tion der Projektionsgeraden zu einem Bildpunkt [x] jedoch noch einen anderen
Ansatz, und zwar unter Verwendung der schiefsymmetrischen Matrix (2.6). Diese
repräsentiert das Vektorprodukt zweier beliebiger Vektoren a,b ∈R3, da
Sa ·b = a×b
gilt. Sei also
Sx =
 0 −x3 x2x3 0 −x1
−x2 x1 0

46
die schiefsymmetrische Matrix zum Bildpunktvertreter x, dann beschreibt das LGS
Sx ·P ·X = 0ˆ (2.34)
die Projektionsgerade durch [x], weil das Produkt P ·X einen projektiven Vertreter
des Bildpunktes [x] liefern muss, der zu x kollinear ist. Das Vektorprodukt von x
und P ·X muss mithin gleich Null sein.
Das LGS (2.34) lässt sich noch einfacher schreiben, wenn man nur die ersten
zwei Zeilen
S˜x =
(
0 −x3 x2
x3 0 −x1
)
der Matrix Sx verwendet, da die dritte Zeile im Falle x3 6= 0 von diesen linear ab-
hängig ist, was für endliche Bildpunkte immer zutrifft. Das reduzierte System
S˜x ·P ·X = 0ˆ (2.35)
beschreibt also ebenfalls die Projektionsgerade durch [x].
2.2.5.2 Rückprojektion aus zwei Kamerabildern
Zwei Kameras fotografieren dieselbe Szene von zwei unterschiedlichen Standorten
aus. Dadurch wird ein Raumpunkt [X ] ∈P3 auf einen Bildpunkt [x ′] ∈P2 im ersten
Foto und auf einen Bildpunkt [x ′′] ∈ P2 im zweiten Foto abgebildet. [x ′] und [x ′′]
heißen korrespondierende Bildpunkte, die man auch als Bildpunktepaar ([x ′], [x ′′])
zusammenfasst.
Wenn die Projektionsmatrizen P ′ und P ′′ zu beiden Kameras bekannt sind,
lässt sich zu einem Bildpunktpaar ([x ′], [x ′′]) der Schnittpunkt der beiden Projekti-
onsgeraden bestimmen, der den 3D-Punkt im Raum rekonstruiert. Dazu stellt man
mithilfe von (2.35) das folgende lineare Gleichungssystem (LGS) auf:
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(
S˜x ′ ·P ′
S˜x ′′ ·P ′′
)
·X = 0ˆ. (2.36)
Im konkreten Anwendungsfall, bei der echte Bildpunktdaten erhoben werden,
hat (2.36) in der Regel nur die Nullösung, da sich die Projektionsgeraden im Raum
nicht wirklich schneiden. Es muss also eine approximative Lösung gefunden wer-
den. Dazu erweitert man (2.36) zu einem überbestimmten inhomogenen LGS, in-
dem man eine Komponente von X festlegt, und bestimmt für dieses eine nächst-
beste Lösung im Sinne einer Kleinste-Quadrate-Schätzung.
2.2.5.3 Bestimmung einer Projektionsmatrix
Eine Kamera fotografiere eine dreidimensionale Szene. Legt man für diese Sze-
ne ein Raumkoordinatensystem fest, so lässt sich mittels (2.35) die diesbezügliche
Projektionsmatrix P für das Kamerabild bestimmen, wenn die Koordinaten von
mindestens sechs Raumpunkt-Bildpunkt-Paaren bekannt sind, und die Raumpunk-
te nicht in einer ungünstigen Konstellation14 zueinander stehen.
• Jedes einzelne Paar ([X ], [x]) trägt zum aufzustellenden LGS formal zwei Glei-
chungen mit zwölf Unbekannten bei, die sich aus der Grundgleichung (2.35)
ergeben:
S˜x ·P ·X = 0ˆ
⇔
(
0 −x ′3 x ′2
x ′3 0 −x ′1
)
·
p ′11 p ′12 p ′13 p ′14p ′21 p ′22 p ′23 p ′24
p ′31 p
′
32 p
′
33 p
′
34
 ·

X1
X2
X3
X4
 = 0ˆ
⇔
(
x2 ·∑4j=1 p3 j ·X j −x3 ·∑4j=1 p2 j ·X j
−x1 ·∑4j=1 p3 j ·X j +x3 ·∑4j=1 p1 j ·X j
)
= 0ˆ.
.
• Sei i > 6 die Anzahl der bekannten Punkt-Bildpunkt-Paare. Das aufzustel-
lende LGS lautet dann

x(1)2 ·
∑4
j=1 p3 j ·X (1)j −x(1)3 ·
∑4
j=1 p2 j ·X (1)j
−x(1)1 ·
∑4
j=1 p3 j ·X (1)j +x(1)3 ·
∑4
j=1 p1 j ·X (1)j
x(2)2 ·
∑4
j=1 p3 j ·X (2)j −x(2)3 ·
∑4
j=1 p2 j ·X (2)j
−x(2)1 ·
∑4
j=1 p3 j ·X (2)j +x(2)3 ·
∑4
j=1 p1 j ·X (2)j
. . .
x(i )2 ·
∑4
j=1 p3 j ·X (i )j −x(i )3 ·
∑4
j=1 p2 j ·X (i )j
−x(i )1 ·
∑4
j=1 p3 j ·X (i )j +x(i )3 ·
∑4
j=1 p1 j ·X (i )j

= 0ˆ.
14Es würde an dieser Stelle zu weit führen, alle möglichen entarteten Raumpunktkonstellatio-
nen zu diskutieren, die keine eindeutige Rekonstruktion der Projektionsmatrix P zulassen. Die Le-
serInnen seien hierzu auf [HZ03], S. 536-539, verwiesen. Ein besonders einfacher Fall liegt jedoch
beispielsweise vor, wenn alle räumlichen Referenzpunkte in einer Ebene liegen und dadurch linear
abhängig sind. Dieser Fall wird auch im Rahmen des Leitprogramms besprochen.
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Auch dieses LGS hat in der Praxis normalerweise nur die Nullösung, und muss
deshalb in ein inhomogenes überbestimmtes LGS überführt werden, zu welchem
wiederum eine approximative Lösung bestimmt wird. Wie bereits bemerkt, ist P
nur bis auf ein skalares Vielfaches λ 6= 0 eindeutig bestimmbar.
Rekonstruktion mithilfe von Zusatzinformationen Die vorangegangene Aus-
führungen haben aufgezeigt, wie man unter der Einbeziehung von Zusatzinfor-
mationen, nämlich der Projektionsmatrizen zweier Kameras, 3D-Punkte aus kor-
respondierenden Bildpunkten in zwei Bildern rekonstruieren kann, vgl. Abb. 2.8.
Sind die Projektionsmatrizen also bekannt, oder lassen sich anhand von Referenz-
punkten im Raum - in der Photogrammetrie auch Passpunkte genannt - durch ein
lineares Gleichungssystem bestimmen, gelingt dies mithilfe des Ansatzes (2.36).
Damit stehen bereits die grundlegenden mathematischen Werkzeuge zur Verfü-
gung, um im Folgenden auch die Rekonstruktion von 3D-Punkten unter Einbezug
möglichst weniger Zusatzinformationen in Angriff zu nehmen.
(a) P bekannt ⇒ Lage von KKS und BKS
zu RKS bekannt, 3D-Punkt bestimmbar über
LGS
(b) RKS und BKS sowie Lage „genügend
vieler“ 3D-Punkten und ihrer Bildpunkte be-
kannt ⇒ P (und damit KKS) bestimmbar
über LGS
Abb. 2.8 Rekonstruktion von 3D-Punkten mithilfe von Zusatzinformationen (rot: bekannt, grün:
unbekannt/bestimmbar)
2.2.6 Korrespondenzproblem und Fundamentalmatrix
Im Hinblick auf das Idealziel, wie es in Abschnitt 2.2.1 formuliert wurde, wird nun
untersucht, ob sich 3D-Strukturen auch alleine aus der relativen Orientierung
zweier Fotos bestimmen lassen.
Relative Orientierung Die relative Orientierung zweier Bilder im Raum um-
fasst alle Informationen über ihre relative räumliche Lage und Richtung im Bezug
aufeinander, welche sich alleine aus korrespondierenden Bildpunkten rekonstru-
ieren lassen, die in den beiden Bildkoordinatensystemen lokalisiert werden. Die
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relative Orientierung der Bilder ist unabhängig von einem äußeren festen Raum-
koordinatensystem.
Diese Fragestellung umfasst im Wesentlichen zwei Aspekte, vgl. Abb. 2.9:
1. Korrespondenzproblem: Angenommen, man hat bereits ein erstes Kame-
rabild und generiert ein zweites aus einer anderen Position und Richtung.
Kann man entscheiden, welcher Punkt im zweiten Bild mit einem gegebe-
nen Punkt im ersten Bild korrespondiert beziehungsweise überhaupt korre-
spondieren könnte?
2. Rekonstruktionsproblem: Angenommen, man hat zwei korrespondierende
Bildpunkte auf zwei unterschiedlichen Bildern identifiziert. Lassen sich dar-
aus die 3D-Koordinaten des zugehörigen Raumpunktes ermitteln?
(a) Korrespondenzproblem (b) Rekonstruktionsproblem
Abb. 2.9 Ist eine Rekonstruktion von 3D-Punkten alleine anhand von gemessenen Bildpunktparen
ohne Zusatzinformationen möglich? (rot: bekannt, grün: unbekannt)
2.2.6.1 Das Korrespondenzproblem
Zunächst ist zu klären, was genau die relative Orientierung zweier Bilder zuein-
ander eigentlich auszeichnet. In Abb. 2.10 ist die relative Orientierung zweier be-
liebiger Kameras im Raum zueinander dargestellt. Die Verbindungsstrecke von [Z ′]
und [Z ′′] schneidet die Bildebene E ′ im Punkt [e ′] sowie die Bildebene E ′′ im Punkt
[e ′′], den beiden sogenannten Epipolaren. Betrachtet man einen beliebigen Bild-
punkt [x ′] im ersten Bild E ′, so spannt dieser - als Raumpunkt aufgefasst, zusam-
men mit den beiden Kamerazentren [Z ′] und [Z ′′] eine Ebene auf, die sogenannte
Epipolarebene. In dieser Ebene auf der Projektionsgeraden durch [x ′] liegt auch
der (unbekannte) Urbildpunkt [X ], der auf [x ′] abgebildet wurde. Die Epipolare-
bene schneidet die zweite Bildebene E ′′ in der Geraden [ep ′′], der sogenannten
Epipolarlinie. Geht man also auf die Suche nach Bildpunkten im zweiten Bild, die
zu [x ′] korrespondieren könnten, so lässt sich diese räumlich einschränken auf die
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Epipolarlinie [ep ′′], da diese das Bild der Projektionsgeraden durch [x ′] darstellt.
Korrespondierende Bildpunkte in den beiden Bildern müssen also die folgende
geometrische Voraussetzung erfüllen:
Geometrische Formulierung der Korrespondenzbedingung Der zu einem
Bildpunkt [x ′] im ersten Bild korrespondierende Bildpunkt [x ′′] im zweiten Bild
muss auf der zugehörigen Epipolarline [ep ′′] liegen.
Um diese Bedingung auch algebraisch formulieren zu können, ist es nötig, die
projektive Geradengleichung der zu [x ′] gehörenden Epipolarlinie [ep ′′] im zwei-
ten Bild aufzustellen. Dazu sei vorausgesetzt, dass die beiden Projektionsmatrizen
P ′ und P ′′ der beiden Kameras bekannt sind. Gemäß (2.8) beschreibt
gpr o j =
{
x ∈R3 \ {0ˆ} : xT ·Sp ·q = 0
}
(2.37)
die Gerade durch zwei projektive Punkte [p], [q] ∈P2. Es müssen also zunächst
zwei Punkt auf [ep ′′] bestimmt werden, um die Geradengleichung aufzustellen:
• Der Epipol [e ′′] liegt auf auf allen Epipolarlinien im zweiten Bild E ′′, mithin
auch auf [ep ′′]. [e ′′] ist das Bild des 1. Kamerazentrums [Z ′] auf E ′′, daher
gilt
e ′′ = P ′′ ·
(
Z˜ ′
1
)
,
wobei sich das Kamerazentrum nach (2.32) zu Z˜ ′ = −P˜ ′−1 · p˜ ′ bestimmen
lässt.
Abb. 2.10 Geometrische Formulierung des Korrespondenzproblems
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Mithin erhält man als ersten Punkt der Epipolalinie
e ′′ = P ′′ ·
(−P˜ ′−1 · p˜ ′
1
)
. (2.38)
• Als zweiten festen Punkt auf [ep ′′] lässt sich das Bild des Fernpunktes der
Projektionsgeraden durch [x ′] bestimmen. Dieser ist durch X˜ (∞) = P˜ ′−1x ′
gemäß (2.31) gegeben. Man berechnet damit
x ′′(∞) = P ′′ ·X (∞) = (P˜ ′′|p˜ ′′) ·
(
X˜ (∞)
0
)
= P˜ ′′ · X˜ (∞) = P˜ ′′ · P˜ ′−1x ′.
Setzt man also die Vertreter der beiden Punkte [e ′′] und [x ′′(∞)] in (2.37) ein,
liefert dies die Geradengleichung der zu [x ′] gehörenden Epipolarlinie:
[ep ′′]= {x ∈R3 \ {0ˆ} : xT ·Se ′′ · P˜ ′′ · P˜ ′−1x ′ = 0} . (2.39)
Mithilfe dieser Geradengleichung (2.39) lässt sich die die Korresondenzbedin-
gung „der korrespondierende Bildpunkt [x ′′] muss auf der Epipolarlinie [ep ′′]“ al-
so wie folgt formulieren:
Algebraische Formulierung der Korrespondenzbedingung: Zu [x ′] im ersten
Bild kann [x ′′] im zweiten Bild nur korrespondieren, wenn gilt:
x ′′T ·Se ′′ · P˜ ′′ · P˜ ′−1 · x ′ = 0. (2.40)
Da der Term Se ′′ · P˜ ′′ · P˜ ′−1 alleine von dem Epipol [e ′′] und den beiden Projek-
tionsmatrizen P ′ und P ′′ abhängig ist, lässt sich aus (2.40) wiederum die Existenz
der sogenannten Fundamentalmatrix folgern:
Fundamentalmatrix: Zu einer Kamerakonstellation mit zwei Bildern gibt es ei-
ne Matrix F ∈R3×3, F 6= 0ˆ, so dass für jedes Bildpunktepaar ([x ′], [x ′′]) gilt:
x ′′T ·F · x ′ = 0 (2.41)
F heißt Fundamentalmatrix, und ist bis auf ein skalares Vielfaches λ 6= 0 ein-
deutig bestimmt.15 Die Bedingungen x ′′T ·F · x ′ = 0 und x ′T ·F T · x ′′ = 0 für korre-
spondierende Bildpunkte [x ′] und [x ′′] sind außerdem äquivalente Formulierun-
gen.
15Eine algebraische (anstelle der geometrischen) Herleitung der Matrix F mithilfe der Pseudo-
Inversen zu P ′ findet sich zum Beispiel bei [HZ03], S. 243-244.
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2.2.6.2 Berechnung der Fundamentalmatrix
Zwar kennt man mit
F = Se ′′ · P˜ ′′ · P˜ ′−1
eine Formel für die Matrix F . Mithilfe von (2.41) lässt sich F allerdings auch mit-
hilfe eines entsprechenden linearen Gleichungssystems alleine aus einer genügend
großen Anzahl korrespondierender Bildpunkte bestimmen, die man in beiden Bil-
dern erhebt. F ist somit nicht abhängig von der absoluten Orientierung der Szene,
sondern ergibt sich aus beziehungsweise beschreibt alleine die relative Orientie-
rung des Bildpaares.
• Jedes einzelne Bildpunktpaar ([x ′], [x ′′]) trägt dabei zum aufzustellenden LGS
formal eine Gleichung mit neun Unbekannten bei, die sich aus der Glei-
chung (2.41) ergibt:
x ′′T ·F · x ′ = 0
⇔ (x ′′1 x ′′2 x ′′3 ) ·
 f11 f12 f13f21 f22 f23
f31 f32 f33
 ·
x ′1x ′2
x ′3
 = 0
⇔ x′′1 x′1 f11+x′′1 x′2 f12+x′′1 x ′3 f13+x′′2 x′1 f21+x′′2 x′2 f22+x′′2 x′3 f23+x ′′3 x′1 f31+x′′3 x′2 f32+x′′3 x′3 f33 = 0.
• Da F eine projektive Matrix ist, bei der ein Freiheitsgrad erhalten bleibt, be-
nötigt man also mindestens acht Bildpunktpaare in günstiger Konstellati-
on16 zur Bestimmung der Matrix.
• Die Matrix F hat Rang 2, denn Rg(Se ′′)= 2 für e ′′ 6= 0ˆ und Rg(P˜ ′′P˜ ′)= 3. Es gilt
für F = Se ′′ · P˜ ′′ · P˜ ′−1 damit die Abschätzung
2=Rg(P˜ ′′P˜ ′−1)−dim(Kern(Se ′′))6Rg(F )6min(Rg(Se ′′),Rg(P˜ ′′P˜ ′−1))= 2,
vgl. zum Beispiel [Fis10], S.149.17
2.2.6.3 Übergang zum Rekonstruktionsproblem
Mit der Matrix F , die sich alleine anhand von Bildpunktpaaren bestimmen lässt,
lässt sich formulieren, hat man eine Darstellung der relativen Orientierung zweier
Fotografien gefunden. Lässt sich nun anhand dieser Matrix ein eindeutiges 3D-
Modell der Ursprungsszene rekonstruieren?
Dies ist nicht möglich. Wie bereits in Abschnitt 2.2.1 angedeutet, lassen sich
aus der Matrix F zwar mögliche Paarungen von Projektionsmatrizen ableiten, die
16Wie im Falle der Bestimmung der Projektionsmatrix anhand von Passpunkten gibt es auch
hier degenerierte Konstellationen von Bildpunktpaaren, aus denen sich die Matrix F nicht eindeutig
bestimmen lässt. Siehe hierzu [HZ03], S. 295-297 beziehungsweise 539 ff.
17Das hat Konsequenzen für die praktische Berechnung von F aus korrespondierenden Bildpunk-
ten, denn eine Ausgleichslösung des entsprechenden LGS würde normalerweise eine Matrix vom
Rang 3 liefern. Wie dies praktisch sichergestellt werden kann (und in den begleitenden MATLAB-
Tools auch realisiert wurde), wird in Anhang beschrieben.
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die Korrespondenzbedingung erfüllen, und damit 3D-Rekonstruktionen definie-
ren. Diese 3D-Modelle sind jedoch nur bis auf eine Projektivtransformation des
Raumes eindeutig (vgl. auch Abschnitt 2.2.4.3). Dies besagt der sogenannte Satz
über die projektive Rekonstruktion („Projective reconstruction theorem“, [HZ03],
S. 266).
Satz über die projektive Rekonstruktion Es sei ([x ′i ], [x
′
i ]), i > 8 eine Menge
korrespondierender Bildpunkte in zwei Bildern, so dass diese die Fundamental-
matrix F gemäß (2.41) bis auf skalare Vielfache ungleich Null eindeutig definieren.
Seien ferner (P ′1,P
′′
1 , {[X1i ]}) und (P
′
2,P
′′
2 , {[X2i ]}) zwei gültige Rekonstruktionen zu
den Bildpunktpaaren ([x ′i ], [x
′
i ]). Dann gibt es eine invertierbare Matrix H ∈ R4×4,
so dass
P ′2 = P ′1 ·H−1, P ′′2 = P ′′1 ·H−1 und X2i =H ·X1i
gilt für alle i Bildpunktpaare, es sei denn, diese enthalten die Epipole [e ′] und [e ′′].
2.2.7 Geometrische Situation mit zwei Normalkameras und
Rekonstruktionsformeln
Eine Möglichkeit, dem Ziel näher zu kommen, möglichst alleine anhand von Bild-
daten eine 3D-Rekonstruktion abzuleiten, ist das Einschränken von bisher getrof-
fenen Modellannahmen.
Es ist sinnvoll, vereinfacht anzunehmen, dass ...
• ... beide Bilder mit baugleichen Kameras gemacht wurden, oder sogar mit
derselben. Dies entspricht insbesondere dann der Realität, wenn Aufnah-
men zeitlich hintereinander von einer sich bewegenden Kamera gemacht
wurden.
• ... zum Fotografieren kalibrierte Kameras verwendet wurden. Das bedeu-
tet, dass das Verhältnis von KKS zu BKS, also die innere Orientierung der
Kamera beziehungsweise die Kalibrierungsmatrix als bekannt und fest vor-
ausgesetzt wird.18 In diesem Fall kann man das Modell dahingehend ver-
einfachen, dass man von zwei Normalkameras ausgeht, denn Gleichung
(2.25) kann dann für jede der beiden Projektionsmatrizen durch Linksmul-
tiplikation mit der jeweils bekannten Inversen K−1 vereinfacht werden zu
Pkal i b =R ·
(
I −Z˜ ) .
18Für die MATLAB-Experimente wird keine explizit kalibrierte Kamera herangezogen. Stattdes-
sen wird im Modell lediglich angenommen, dass die Parameter s, x(0)1 , x
(0)
2 der Kalibrierungsmatrix
(vgl. (2.18)) gleich Null sind, α= β ist, und dass die Kammerkonstante f grob durch die Brennweite
des Objektivs abgeschätzt werden kann. Dieser letzte Wert muss im entsprechenden Tool auch in-
direkt als „Pixeleinheit“ eingegeben werden, vgl. Anhang B.1. Zusätzlich nehmen wir außerdem an,
dass etwaige Linsenfehler wie im Exkurs 4.5.1.2 besprochen vernachlässigt werden können. Diese
insgesamt sehr groben Annahmen spiegeln sich in einer gewissen Ungenauigkeit der Ergebnisse wi-
der, die wir aber bewusst hinnehmen, um das Modell für unsere Zwecke so einfach wie möglich zu
halten.
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Ferner kann man der Einfachheit halber festlegen, dass eines der beiden Kamera-
koordinatensysteme gleichzeitig dem Raumkoordinatensystem entspricht, in wel-
chem wir unsere 3D-Punkte rekonstruieren wollen. In diesem Falle ist klar, dass
sich die beiden Kamerakoordinatensysteme anstandslos zur Deckung bringen las-
sen, indem man das zweite KKS zuerst so im Raum dreht, dass es in gleicher Blick-
richtung und parallel zum ersten KKS ausgerichtet ist, und es dann in das erste
verschiebt, vgl. Abb. 2.11. Diese externe Transformation wurde bereits in Abschnitt
2.2.4.4 beleuchtet.
Abb. 2.11 Räumliches Verhältnis von K K S1 zu K K S2 im Falle von Normalkameras
Fasst man das Koordinatensystem K K S1 der ersten Kamera also als gemein-
sames Raumkoordinatensystem auf, so lassen sich bezüglich K K S1 die beiden
Projektionsmatrizen der Kameras bestimmen zu
P ′ = ( I 0ˆ ) und P ′′ = ( R t ) ,
wobei die Rotationsmatrix R ∈R3×3 und der Verschiebungsvektor t ∈R3 die nötige
Drehung sowie Verschiebung im Raum beschreiben.
Diese Einschränkung der Kamerageometrie hat „angenehme“ Auswirkungen
auf die Matrix F . Mit den berechneten Projektionsmatrizen lässt sich zunächst der
Epipol e ′′ mithilfe von (2.38) bestimmen:
e ′′ = P ′′ ·
(−P˜ ′−1 · p˜
1
)
= ( R t ) ·
 −
1 0 00 1 0
0 0 1
 ·
00
0

1
= ( R t ) ·
(
0ˆ
1
)
= t .
Damit vereinfacht sich die Gleichung der Fundamentalmatrix
F = Se ′′ · P˜ ′′ · P˜ ′−1.
in diesem speziellen Fall zu
F = St ·R · I = St ·R︸ ︷︷ ︸
=:E
.
Man bezeichnet F in der Literatur dann auch mit dem Buchstaben E , bezie-
hungsweise als Essentialmatrix.
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Essentialmatrix Die Fundamentalmatrix E , die die relative Orientierung zweier
Normalkameras beschreibt, ist alleine durch die Rotationsmatrix R und den Ver-
schiebungsvektor t bestimmt, die Rotation und Verschiebung der beiden Kamera-
systeme beschreiben. Es gilt
E = St ·R =
 0 −t3 t2t3 0 −t1
−t2 t1 0
 ·R. (2.42)
2.2.7.1 Rekonstruktionsformeln für den Verschiebungsvektor t und die
Rotationsmatrix R aus E
Könnte man also aus einer zu zwei Fotos berechneten Matrix E „die beiden Matri-
zen St und R“ bestimmen, so würde man die relative Orientierung der beiden Ka-
meras, nämlich die Verschiebungsrichtung und die Drehung zueinander, kennen.
Mithilfe der beiden „Ersatzprojektionsmatrizen“ P ′ = ( I 0ˆ ) und P ′′ = ( R t )
wäre man dann dazu in der Lage, auf die bereits bekannte Weise 3D-Koordinaten
für alle identifizierbaren Bildpunktpaare bestimmt werden. Dies geht tatsächlich!
Die Formeln hierzu gehen auf Longuet-Higgins zurück (vgl. Abschnitt 2.1.4 und
[LH81]). 19
Rekonstruktionsformeln Eine Raumszene werde mit zwei Normalkameras auf-
genommen, und anhand ausreichend vieler Bildpunktpaare werde mithilfe der
Korrespondenzbedingung
x ′′T ·E · x ′ = 0
eine Essentialmatrix E durch ein LGS bestimmt. Dann lassen sich aus der Bezie-
hung (2.42)
E = St ·R
auf folgende Weise zwei Paarungen von Verschiebungsvektoren t und Rotations-
matrizen R bestimmen, die jeweils eine geometrisch passende räumliche Konstel-
lation der beiden Kameras zueinander beschreiben:
1. Zunächst ermittelt man zwei spezielle Kandidaten t (1) und t (2) = −t (1) mit-
hilfe der Gleichung20
 t 21 t1t2 t1t3t2t1 t 22 t2t3
t3t1 t3t2 t 23
= t · t T = 1
2
·Spur(E ·E T ) · I −EE T . (2.43)
2. Zu t (1) und t (2) lassen sich jeweils zugehörige Kandidaten R(1) und R(2) für
i = 1 oder i = 2 ermitteln durch
19Ihre Herleitung findet sich in Anhang A.
20Die Spur einer Matrix ist die Summe der Elemente auf ihrer Hauptdiagonalen.
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R(i ) = 1|t (i )|2 ·
((
Sc (2) · c(3) Sc (3) · c(1) Sc (1) · c(2)
)−St (i ) ·E) , (2.44)
wobei c(1),c(2) und c(3) die Spalten der Matrix E bezeichnen.
Die beiden Projektionsmatrizen
P ′ = ( I 0ˆ ) und P ′′(i ) = ( R(i ) t (i ) ) (2.45)
sind dann die beiden „Ersatzmatrizen“, mit deren Hilfe man zu beiden Möglich-
keiten i = 1 oder i = 2 ein digitales 3D-Punktemodell rekonstruieren kann.
Anmerkungen zu den Rekonstruktionsformeln
1. Es hat zunächst den Anschein, dass die angegebenen Rekonstruktionsfor-
meln zwei mögliche Lösungen beziehungsweise 3D-Rekonstruktionen liefern. Man
beachte jedoch, dass der Computer die Matrix E aus korrespondierenden Bild-
punkten berechnet, und dabei nur „eine Matrix herausbekommt“, die bis auf Ska-
lierung und Vorzeichen eindeutig ist.
Eine Vorzeichenänderung, d.h. Ersetzen der Matrix E durch die Matrix −E , hat je-
doch folgende Auswirkungen auf die Formeln (2.43) und (2.44):
• In Gleichung (2.43) verändert sich gar nichts, denn es gilt
(−E) · (−E)T = E ·E T =−S2t .
Mittels (2.43) erhält man also auch aus −E zunächst einmal dieselben zwei
Kandidaten t (1) und t (2) =−t (1) für den Verschiebungsvektor wie aus E .
• In Gleichung (2.44) verändert sich die Matrix(
Sc (2) · c(3) Sc (3) · c(1) Sc (1) · c(2)
)
ebenfalls nicht. Wenn c(1),c(2) und c(3) die drei Spalten der Matrix E bezeich-
nen, gilt für −E nämlich(
S−c (2) · (−c(3)) S−c (3) · (−c(1)) S−c (1) · (−c(2))
)
= ( −Sc (2) · (−c(3)) −Sc (3) · (−c(1)) −Sc (1) · (−c(2)) )
= ( Sc (2) · c(3) Sc (3) · c(1) Sc (1) · c(2) ) .
• Allerdings verändert sich in Gleichung (2.44) der Term S(i )t ·E , wenn man −E
statt E betrachtet. Angenommen, t (1) ist der erste ermittelte Kandidat aus
(2.43) für den Verschiebungsvektor t . Setzt man t (1) und −E in den Term ein,
erhält man
St (1) · (−E)
= (−St (1) ) ·E
= S−t (1) ·E
=
t (2)=−t (1)
St (2) ·E .
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Der Term St (i ) ·E in Gleichung (2.44) bekommt also in dem Fall, dass man das
Vorzeichen von E wechselt, ebenfalls jeweils das entgegengesetzte Vorzeichen
für i = 1 beziehungsweise i = 2. Da t (2) =−t (1) gilt, führt dies dazu, dass sich
die beiden Ergebnisse für t (1) und t (2) aus (2.43) genau andersherum mit den
Ergebnissen für R(1) und R(2) zu Paaren zusammensetzen, nämlich zu(
R(1) t (2)
)
und
(
R(2) t (1)
)
.
Man erhält dadurch also die beiden weiteren Lösungsmöglichkeiten
P ′′(3) = ( R(1) t (2) ) und P ′′(4) = ( R(2) t (1) )
für die Matrix P ′′.
Der Computer ermittelt deshalb im abschließenden Rekonstruktionsversuch des
Leitprogramms vier Rekonstruktionen, von denen sich die richtige per Inspektion
auswählen lässt.21 Eine geometrische Interpretation des Verhältnisses dieser vier
Lösungen zueinander findet sich am Ende des Leitprogramms im Exkurs 4.8.3,
beziehungsweise in der Literatur zum Beispiel bei [HZ03], S. 259.
2. Eine Skalierung der Matrix E wirkt sich ebenfalls auf die Rekonstruktions-
formeln aus: Dies verändert die Länge des Verschiebungsvektors t . Da jedoch ge-
rade die Skalierung der Matrix projektiv mehrdeutig ist, lässt sich daraus schlie-
ßen, dass die wahre Länge des Verschiebungsvektors, und mithin die absolute Grö-
ßenskalierung der 3D-Szene alleine aus der Matrix E nicht rekonstruierbar ist!



Damit wurde der komplette theoretische Bogen geschlagen, der nötig war,
um das Rekonstruktionsproblem zu lösen und der ursprünglichen Fragestel-
lung (vgl. Abschnitt 2.2.1) auf den Grund zu gehen. Wenn die Kamerageometrie
hinreichend genau bekannt ist, so dass man im Modell Normalkameras unter-
stellen kann, und man die Frage nach exakten Längen in der zu rekonstruie-
renden 3D-Szene zurückstellt, kann man tatsächlich alleine aus zwei Fotos ein
3D-Punktemodell des auf den Fotos sichtbaren Szenenausschnitts rekonstruie-
ren.22
21Aus Gründen der besseren Implementierbarkeit verwendet der Computer zur Rekonstrukti-
on nicht diese theoretischen Formeln, sondern eine sogenannte Singulärwertzerlegung. Die Hinter-
gründe und die genaue Funktionsweise des Tools werden in Anhang B.2 erläutert.
22Von der Kamera, von der die Fotos für das abschließende Rekonstruktionsprojekt des Leitpro-
gramms stammen, wurde lediglich die Brennweite zur Schätzung der Kammerkonstanten f verwen-
det (vgl. die Bemerkungen zur kalibrierten Kamera Abschnitt 2.2.7 und Anhang B.1). Diese Schät-
zung von f stellt die einzige zusätzliche Information dar, die wir in unser Rekonstruktionsmodell
stecken - ohne diese geht es nicht.
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3
Didaktischer Kommentar
In diesem Kapitel wird ausgeführt, warum das Rekonstruktionsproblem ein rele-
vantes und auch für SchülerInnen geeignetes Anwendungsproblem ist und wel-
che inhaltlichen und strukturellen Anknüpfungspunkte es zur analytischen Geo-
metrie und linearen Algebra bietet. Ferner werden Aufbau und didaktische Kon-
zeption des Leitprogramms dargelegt.
3.1 Inhaltliche Strukturierung des Themas im
Leitprogramm
Das Leitprogramm beschäftigt sich mit der Rekonstruktion von 3D-Informationen
aus zwei Kamerabildern. Den „roten Faden“ durch die gesamte Lerneinheit span-
nen zwei grundlegende Ziele, die inhaltlich aufeinander aufbauen, und die in ins-
gesamt 5 Kapiteln erarbeitet werden sollen, vgl. Tab. 3.1.1
Das Hauptziel besteht darin, ein 3D-Punkte-Modell eines Szenenausschnitts
zu rekonstruieren, der auf zwei Fotografien zu sehen ist. Wesentliches Nebenziel
dieses Vorhabens ist dabei, erst einmal herauszufinden beziehungsweise sich der
Frage anzunähern, ob dies überhaupt möglich ist, oder in welchem Rahmen und
unter welchen Bedingungen dies gelingen kann. Im Idealfall sollen die Fotos allei-
ne genügen, um dies zu bewerkstelligen. Falls dies nicht möglich ist, sollen die
Zusatzbedingungen beziehungsweise Einschränkungen, die man an das Problem
stellt, möglichst gering ausfallen und mit einfachen Mitteln erfüllbar.
Die Rekonstruktion von 3D-Informationen stellt jedoch (wie auch in Abschnitt
2.1.4 geschildert) bereits ein fortgeschrittenes Problem dar, welches darauf abzielt,
die Invertierbarkeit eines Abbildungsprozesses zu untersuchen. Hierbei erscheint
es geboten, zuerst den Prozess als solchen verstehen zu wollen und zu modellie-
ren, und dann dazu überzugehen, vereinfachte „Rückwegsszenarien“ zu entwer-
fen und mit dem Modell in Einklang zu bringen. Erfolgversprechende Wege zur
Rekonstruktion gibt es nämlich viele, und a priori ist hierunter kein „Königsweg“
auszumachen. In diesem Sinne ist das Zwischenziel, nämlich die Rekonstruktion
1Eine Übersicht über die Phasen des Leitprogramms sowie die zugeordneten Arbeitsmaterialien
finden sich im Anhang an diese Arbeit.
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Grundlegende Ziele Zugehörige Kapitel
0. Motivation und Entwicklung der
Fragestellung
1. Zwischenziel:
Rekonstruktion von 3D-Punkten
aus zwei Kamerabildern unter Ein-
bezug von Zusatzinformationen,
und zwar
• entweder über Aufbau und Lage
der Kameras im Raum
• oder über die genaue Lage einiger
Raumpunkte;
1. Vorbereitung - Vektoren, Matri-
zen und Geometrie
2. Modellierung der zentralprojek-
tiven Kamera
3. Rekonstruktionsmöglichkeiten
rund um die Projektionsmatrix P
2. Hauptziel:
Rekonstruktion von 3D-Punkten
aus zwei Kamerabildern nach
Möglichkeit ohne Einbezug von
weiteren Informationen als den
Bilddaten
4. Fundamentalmatrix und relative
Orientierung
5. Rekonstruktion eines 3D-
Modells mithilfe von Normalka-
meras
Tab. 3.1
von 3D-Punkten aus zwei Kamerabildern unter Einbezug von Zusatzinformatio-
nen, darauf ausgerichtet, mit dem bis dahin entwickelten mathematischen Mo-
dell erst einmal umgehen zu lernen, und die strukturellen Möglichkeiten zu erfor-
schen, die es bietet.
3.1.1 Inhaltlicher Bogen
Von den in Abschnitt 2.2 vorgestellten Zusammenhängen werden nicht alle im
Leitprogramm aufgegriffen. Ferner gibt es deutliche Abweichungen in Reihenfol-
ge, Zusammenstellung und Tiefe ihrer Präsentation. Motiviert wird die Fragestel-
lung zunächst an einem sehr aktuellen Ereignis, dem „Forschungsaufenthalt“ des
ESA-Landers Philae auf dem Kometen Tschurjumow-Gerassimenko. Der Vorteil
des abgelegenen Weltraum-Settings wird zur Sensibilisierung dafür genutzt, dass
ein Verfahren zur Extrahierung von 3D-Strukturen aus zweidimensionalen Foto-
oder Videoaufzeichnungen in manchen Situation ein sehr wertvolles Werkzeug
sein kann.
Das Kapitel 1 verlässt diese Fragestellung zunächst wieder. Als Vorbereitungs-
kapitel dient es der Bereitstellung der mathematischen Grundlagen, die zur Unter-
suchung des Anwendungsproblems notwendig sind. Es ist so strukturiert, dass es
auch in einzelnen Teilen bearbeitet oder - mithilfe des Index der Arbeit - nur als
„Nachschlagekapitel“ genutzt werden kann, angepasst an die individuellen Vor-
kenntnisse des Benutzers. Die vier großen Themenbereiche, die es abdeckt, sind:
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1. Vektoren und Geometrie
2. Matrizen und Abbildungen durch Matrizen
3. Darstellung und Lösungsverfahren linearer Gleichungssysteme
4. Linearkombinationen, lineare Abhängigkeit und lineare Abbildungen.
Es ist zu erwarten, dass die Inhalte des ersten und dritten Themenbereiches
zu großen Teilen aus dem Schulunterricht geläufig sind. Der Teil Vektoren und
Geometrie kann deshalb auch komplett übersprungen werden, und zu dem Teil
Darstellung und Lösungsverfahren linearer Gleichungssysteme gibt es zusätzlich
eine alternative Kurzvariante, bei der der Fokus darauf gelegt wird, die wesent-
lichen Merkmale des Gaußverfahrens zu wiederholen und anhand von Beispielen
zu illustrieren. Als vermutlich neue und wichtige Aspekte werden die Darstellung
von linearen Gleichungssystemen in der Form „Matrix mal Vektor“ eingeführt, der
Zusammenhang der „Matrixabbildung“ zu Urbildern hergestellt, sowie numeri-
sche Aspekte beim Lösen linearer Gleichungssysteme (LGS) mithilfe des Compu-
ters thematisiert. Explizite Untersuchungen zur Struktur der Lösungsmenge von
LGS werden hier noch nicht angestellt, denn lineare Gleichungssysteme sind ein
zentrales Mathematisierungsmuster und Leitmotiv, welches das komplette Leit-
programm umspannt (vgl. auch 3.2.1) und angelehnt an die Problemstellung kon-
tinuierlich weiterentwickelt wird. Die Themenbereiche Matrizen und Abbildun-
gen durch Matrizen sowie Linearkombinationen, lineare Abhängigkeit und lineare
Abbildungen erschließen hingegen vermutlich mathematisches Neuland für die
Mehrheit der Benutzer. Es wurde daher Wert auf anschauliche und handlungsori-
entierte Zugangsweisen gelegt: Das Abbildungsverhalten von Matrizen sowie das
Rechnen mit ihnen wird anhand eines GeoGebra-Applets erforscht. Zum besseren
Verständnis von Linearkombinationen wurde ein Würfelspiel entwickelt, bei dem
auch Spielsituationen anhand der Begriffe „linear abhängig“ und „linear unab-
hängig“ mathematisch untersucht werden. Zur Illustration linearer Abbildungen
vom R3 in der R3 mithilfe von 3×3-Matrizen steht ebenfalls ein GeoGebra-Applet
zur Verfügung.
Kapitel 2 beinhaltet die Modellierung der zentralprojektiven Kamera. Diese er-
folgt in starker Abweichung zur Darstellung in den Abschnitten 2.2.2 bis 2.2.4. Die
Funktionsweise und das Abbildungsverhalten der Lochkamera bildet den Start-
punkt der Betrachtungen. Die Abbildungsvorschrift für die Standard-Zentralpro-
jektion wird mithilfe eines GeoGebra-Applets auf zwei verschiedene Arten herge-
leitet, einmal über den Strahlensatz, und einmal als klassisches „Schnitt von Ge-
raden und Ebene“-Problem. Die gefundene Abbildungsvorschrift wird dann auf
unbefriedigende Eigenschaften hin untersucht. An dieser Stelle wird auch die Ver-
bindung zu perspektivischen Darstellungen, Fluchtpunkten und Fernpunkten ge-
zogen und durch ein GeoGebra-Applet illustriert. Das Bedürfnis, Fernpunkte dar-
stellen zu können sowie die Abbildungsvorschrift einfacher (d.h. „möglichst line-
ar“) zu gestalten, motiviert den Übergang zu projektiven Punkten. Im Rahmen
des Leitprogramms werden hier zwei unabhängige Zugänge eröffnet. Der eine
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verfolgt den „klassischen“, an der Anschauung orientierten Weg über die Einbet-
tung der projektiven Ebene in den Raum (vgl. 2.2.2.1).2 Der andere bietet einen
rein strukturell orientierten Weg über das Homogenisieren linearer Gleichungs-
systeme und ist nur für solche Lernende gedacht, die hierin ihre mathematischen
Stärken und Vorlieben wiederfinden. Mithilfe der projektiven Theorie wird an-
schließend die bereits bekannte Abbildungsvorschrift der Standardzentralprojek-
tion in neuer Form als Matrixabbildung dargestellt, womit die Schwächen der al-
ten überwunden sind. Auf die Inhalte des Abschnitts 2.2.4 wird im Leitprogramm
im Großen und Ganzen bewusst verzichtet. Das Konzept Koordinatentransforma-
tionen wird nur qualitativ und anhand weniger Beispiele beleuchtet, da zu ei-
ner umfassenden Auseinandersetzung eine enorme Vertiefung zentraler Konzep-
te der linearen Algebra vonnöten wäre, insbesondere ein allgemeiner Vektorraum-
und Basisbegriff. Stattdessen wird der Handlungsspielraum, der durch die Nut-
zung von Matrizen und linearen Abbildungen geschaffen wird, möglichst umfas-
send genutzt. Wenn die Standardzentralprojektion durch eine recht simple 3×4-
Projektionsmatrix dargestellt werden kann, erscheint es naheliegend und plausi-
bel, dass bei etwas ungünstigerer Konstellation der beim Abbildungsprozess invol-
vierten Koordinatensysteme zueinander die Abbildungsvorschrift zwar kompli-
zierter ausfällt, aber immer noch durch eine 3×4-Projektionsmatrix darstellbar ist.
Es genügt im Kontext der leitenden Fragestellung völlig, die qualitative Vorstellung
beim Lernenden zu erwecken, dass alle denkbaren Transformationen des Raum-
es und der Ebene durch Multiplikation mit entsprechenden Matrizen verwirklicht
werden können - einer Technik, die er zu diesem Zeitpunkt durchaus beherrscht.
Es ist hingegen zur Bearbeitung des Rekonstruktionsproblems nicht vonnöten, zu
analysieren, wie beispielsweise eine Rotationsmatrix genau aufgebaut ist, oder zu
thematisieren, in welche Einzelmatrizen die Matrix P zerlegt werden kann. Statt-
dessen wird die Wirkung allgemeiner 3×4-Matrizen auf ein „Kanten-Haus“ wie-
der Gegenstand einer qualitativen Erforschung in einem GeoGebra-Applet. Hier
kann unter anderem spielerisch ausprobiert und dann mithilfe der Theorie linea-
rer Gleichungssysteme auch begründet werden, welche 3× 4-Matrizen gar kein
zentralperspektives Bild liefern.
Den Übergang zum Rekonstruktionsproblem markiert Kapitel 3. Es „spielt“
mit den Rekonstruktionsmöglichkeiten „rund um die Projektionsmatrix P“, geht
also der Frage nach, welche Art von 3D-Informationen sich aus einer oder zwei
Fotografien entnehmen lassen, wenn die Projektionsmatrizen der aufnehmenden
Kameras bekannt sind oder ermittelt werden können. Dieses Kapitel ist thema-
tisch eng verzahnt mit einer Weiterentwicklung der Theorie linearer Gleichungs-
systeme, die immer dann „eingeschoben“ wird, wenn sie im Rahmen der aktu-
ellen Fragestellung zu neuen Erkenntnissen verhilft. Aus der Projektionsmatrix
eines einzelnen Fotos lässt sich zunächst die Projektionsgerade durch einen be-
liebigen Bildpunkt rekonstruieren. Die drei in Abschnitt 2.2.5 aufgezeigten Wege
werden auch im Rahmen des Leitprogramms alle beschritten: Der erste über das
2Der Begriff der Äquivalenzrelation wird hierbei bewusst außen vor gelassen.
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Aufstellen des linearen Gleichungssystems (2.30), weil dies der intuitivste ist, der
zweite über die direkte Formel (2.33), weil diese zur Herleitung der Fundamen-
talmatrix im zweiten Teil des Leitprogramms benötigt wird, und der „Ansatz der
AnwenderInnen“ (2.35) schließlich, weil dieser der authentische und am günstigs-
ten zu implementierende ist. Anhand des Ansatzes (2.36) kann so schließlich im
ersten MATLAB-Projekt die Rekonstruktion von 3D-Punkten aus zwei computer-
generierten Ansichten eines Gebäudes in Angriff genommen werden, zu denen
die Projektionsmatrizen bekannt sind. Hierbei stellt sich automatisch die Frage,
wie der Computer damit umgeht, wenn sich die rückprojizierten Projektionsge-
raden gar nicht im Raum schneiden, wovon aufgrund der numerischen Proze-
duren des Tools und gewisser Messungenauigkeiten stets ausgegangen werden
muss. Damit gelangen auch überbestimmte lineare Gleichungssysteme in den Fo-
kus der Betrachtungen. Es wird eine erste, sehr einfache Lösungsidee entwickelt,
und dann das im Tool verwendete Verfahren vorgestellt. Lernenden, die sich wei-
tergehend mit der geometrischen Idee hinter dem „Kleinste-Quadrate-Verfahren“
beschäftigen möchten, steht ein entsprechender Exkurs zur Verfügung. Vor dem
Hintergrund der neuen Erkenntnisse werden auch die drei Verfahren zur Bestim-
mung der Projektionsgeraden nochmals in den Blick genommen und bewertet.
Das Kapitel endet mit einem weiteren MATLAB-Rekonstruktionsprojekt. Diesmal
soll anhand eines realen Holzklötzchens, zu dem ein beliebiges Raumkoordina-
tensystem und Passpunkte darin gewählt werden können, und seines computer-
generierten Bildes die Projektionsmatrix bestimmt werden. Wieder sind es linea-
re Gleichungssysteme, die dies bewerkstelligen. Interessant ist hier, zu beobach-
ten, wodurch diese schlecht konditioniert sein können. Das Zwischenziel der 3D-
Rekonstruktion unter Nutzung von zusätzlichen Informationen wird mit Abschluss
des Kapitels 3 erreicht.
Gegenstand von Kapitel 4 sind das Korrespondenzproblem und die Funda-
mentalmatrix. Im Vergleich mit Abschnitt 2.2.6 wird der umgekehrte Weg einge-
schlagen. Wenn man zunächst einmal davon ausgeht, dass die Matrix F existiert,
steht mit einem linearen Gleichungssystem ein nunmehr bereits altbekanntes Werk-
zeug zu ihrer Bestimmung zur Verfügung. Entsprechend startet das Kapitel mit
einem MATLAB-Praxisversuch, bei dem auch exemplarisch einige Eigenschaften
der Fundamentalmatrix unter die Lupe genommen werden. Erst im zweiten Teil
des Kapitels wird F geometrisch hergeleitet. Der Fokus liegt hier auf der formalen
und durchaus eleganten Durchführung des Beweises, für den in den vorangehen-
den Kapitel bereits eine systematische Grundlage geschaffen wurde. Hier lässt sich
nun die „Ernte“ des Aufwandes „einfahren“, den man in die Modellierung der Ab-
bildungssituation gesteckt hat, und der nun zu dem nicht unbedingt erwartbaren
Ergebnis führt, dass sich die relative Orientierung zweier Bilder im Raum kompri-
miert durch eine Matrix charakterisieren lässt.
Kapitel 5 schließlich nimmt im Hinblick auf das Rekonstruktionsproblem ei-
ne nötige Justierung und Vereinfachung der Annahmen vor, die in die bisherige
Modellierung eingingen. Die Annahme, dass die Kamerageometrie zumindest nä-
herungsweise bekannt ist, ist nicht unrealistisch, und kann für unsere einfachen
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Rekonstruktionsversuche beispielsweise auf eine grobe Schätzung der Bildweite
der Kamera eingeschränkt werden. Auch AnwenderInnen in Computer Vision und
Photogrammetrie arbeiten häufig mit dem „kalibrierten“ Fall, dessen historische
Genese in Gestalt der Essentialmatrix außerdem weit vor der des „unkalibrier-
ten“ erfolgte (vgl. 2.1.4). Die Vorgehensweise weicht hierbei deutlich von der in
Abschnitt 2.2.7 ab. Zunächst wird mithilfe eines geometrischen Applets heraus-
gearbeitet, warum die Länge des Verschiebungsvektors - und damit die gesamte
(absolute) Skalierung der Szene - alleine anhand der beiden Bilder niemals rekon-
struiert werden kann. Entsprechend wird zunächst die Zielformulierung für das
Rekonstruktionsprojekt angepasst. Es wird daraufhin die geometrische Situation
mit zwei Normalkameras analysiert, und eine vereinfachte Darstellung der Ma-
trix F - nun Essentialmatrix E genannt, abgeleitet. Die Angabe der auf E beru-
henden theoretischen Rekonstruktionsformeln und deren Ausprobieren im Bei-
spiel runden den Gedankengang ab. Zusätzlich steht ein Exkurs zur Verfügung, in
dem das Verhältnis der vier Rekonstruktionsmodelle, die diese Formeln liefern,
geometrisch im Raum interpretiert wird. Den Abschluss des Leitprogramms bil-
det schließlich eine MATLAB-Praxisphase, bei der nun wirklich aus echten Fotos
3D-Punkte rekonstruiert werden können.
3.1.2 Alternative Wege durch das Leitprogramm
Die Bearbeitung des gesamten Themas beziehungsweise Leitprogramms nimmt
aufgrund seines Umfangs viel Zeit in Anspruch, was in vielen Fällen einem Einsatz
entgegenstehen mag. Bereits die Erreichung des ersten Zwischenziels stellt jedoch
ein lohnenswertes Ergebnis dar, das für sich selbst stehen könnte. Die wesent-
lichen Elemente des projektiven Kameramodells werden im ersten Teil vollstän-
dig erarbeitet. Desgleichen findet eine systematische Betrachtung linearer Glei-
chungsysteme sowie ihre Anwendung und Interpretation im Kontext statt. Einer
auf das Zwischenziel beschränkten Bearbeitung der Lerneinheit würden allerdings
motivationale Gründe entgegensprechen. Es bliebe dann bis zu einem gewissen
Grad die Frage im Raum stehen, warum ein solch kompliziertes Modell überhaupt
notwendig ist: Man könnte die Rekonstruktionssituation als Schnittproblem -
wenngleich wesentlich „uneleganter“ - zum Beispiel alleine mit den in der Ober-
stufe kennengelernten Geraden- und Ebenendarstellungen modellieren. Außer-
dem wäre dann das Ziel, echte Fotos benutzen zu können, nicht erreicht - die Lö-
sung des Problems bliebe wieder auf einer theoretischen Ebene verhaftet, die vonWeg A bezeichnet
im Leitprogramm den
vollständigen Lernpfad.
der Anwendung noch recht weit entfernt ist. Denkbar sind allerdings neben einer
kompletten Bearbeitung des Themas zwei verkürzte Varianten, welche innerhalb
des Leitprogramms auch entsprechend gekennzeichnet sind:
1. Man legt den Schwerpunkt auf die Modellierung der Lochkamera durchIm Leitprogramm
ist dies Weg C. homogene Koordinaten an sich (Kapitel 2), sieht darin also einen „Stoff“, dessen
Betrachtung rein innermathematisch schon lohnenswert ist.3 Das Zwischenziel,
3Eine Motivation könnte hier beispielsweise aus dem allseits bekannten Phänomen herrühren,
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welches mit Kapitel 3 erreicht wird, soll also tatsächlich bereits der Schlusspunkt
sein. In diesem Fall ist zur Abrundung der Einheit vorgesehen, von den drei vor-
gestellten Wegen zur Berechnung der Projektionsgeraden aus einem Kamerabild
(Kapitel 3) nur den letzten zu beschreiten, und sich darauf aufbauend zu überle-
gen, wie man bei zwei Bildern auch ein entsprechendes Gleichungssystem aufstel-
len kann, welches den zu rekonstruierenden Raumpunkt als Schnittpunkt zwei-
er Geraden bestimmt. Der Rest wird dem Computer überlassen, auf eine tiefere
Analyse der Struktur der Lösungsmenge homogener und inhomogener linearer
Gleichungssysteme wird verzichtet. Die Probleme, die beim Rechnen mit echten
Daten auftauchen, werden trotzdem angesprochen.
2. Man behandelt die Inhalte des zweiten Teils der Einheit nur sehr kurz und Im Leitprogramm ist
dies Weg B.auf einem rein informativen Level, das Begründungen weitestgehend ausspart.
Akzeptiert man schlichtweg Existenz und Eigenschaften der Fundamentalmatrix
F , gelangt man immerhin zu der Erkenntnis, dass sich diese wieder durch ein li-
neares Gleichungssystem - diesmal alleine aus den Bildpunktdaten - ermitteln
lässt (Kapitel 4). Der Übergang auf Normalkameras lässt sich nach wie vor an-
schaulich anhand des 3D-Applets thematisieren (Kapitel 5). Eine rein qualitati-
ve Betrachtung führt nicht nur auf die Vorstellung, dass identisch gebaute Kame-
ras die geometrische Situation vereinfachen, da sich die beiden Kameras dann al-
leine durch ihre Raumposition in Form einer Drehung und einer Verschiebung
unterscheiden. Sie vertieft auch die projektive Sichtweise und liefert Argumente
dafür, warum absolute Größen der 3D-Szene alleine anhand der Fundamental-
matrix (d.h. der relative Orientierung zweier Kameras) nicht rekonstruierbar sind.
Die konkrete algebraische Zerlegung der Essentialmatrix in eine Rotations- sowie
schiefsymmetrische Matrix steht dann nicht mehr im Fokus, sie wird nur am Ran-
de bemerkt. Die Rekonstruktion selbst schließlich kann mithilfe des Computers
wie vorgesehen durchgeführt werden.
3.2 Zentrale Konzepte und didaktische „rote Fäden“
In diesem Abschnitt soll aufgezeigt werden, wie innerhalb der Lerneinheit für ge-
netische Kontinuität gesorgt wird, und nach welchen didaktischen Entscheidun-
gen sie strukturiert wurde. Welche konzeptionellen Schwerpunkte setzt das Leit-
programm, was sind zentrale mathematische Leitgedanken, und inwiefern lassen
sich neue Konzepte inhaltlich an den Schulstoff anknüpfen?
3.2.1 Zugang über lineare Gleichungssysteme, Matrizen und
lineare Abbildungen
Wie bereits in Abschnitt 2.1.1 angedeutet, sind lineare Gleichungssysteme für das
Leitprogramm gleichzeitig zentrales mathematisches Leitmotiv, wichtigstes sys-
dass es in perspektivischen Zeichnungen Fluchtpunkte gibt, und der Fragestellung, was man sich
denn eigentlich darunter vorstellen kann.
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tematisches Analysewerkzeug und effizientes algorithmisches Verfahren. Über sie
wird explizit und ganz bewusst ein „zweiter Zugang“ zur Linearen Algebra ge-
wählt, wie Tietze et al. ihn beschreiben. Laut [Tie00], S. 71, ist die Idee der Linea-
rität zusammen mit dem linearen Gleichungssystem und der Matrix fundamental
für die Lineare Algebra, und zwar „sowohl als Leitidee wie auch als bereichsspe-
zifische Strategie und zentrales Mathematisierungsmuster“. Bereichsspezifische
Strategien eignen sich „für das Bearbeiten vieler verschiedener Probleme inner-
halb eines Gebietes“ ([Tie00], S. 59), insofern ist eine intensive Beschäftigung mit
ihnen in einem exemplarischen Kontext wie diesem sowohl im innermathema-
tischen Sinne als auch im Hinblick auf Probleme aus anderen Wissenschaftsge-
bieten ergiebig. Der didaktische Fokus im Leitprogramm liegt auf einer systemati-
schen Betrachtung von homogenen und inhomogenen linearen Gleichungssyste-
men sowie deren Lösungsmengen. In Verbindung mit dem Konzept der homoge-
nen Koordinaten ergeben sich hier anspruchsvolle Transferaufgaben beim Über-
gang vom geometrischen zum mathematischen Modell (und zurück), zum Bei-
spiel bei der Frage, von welcher Dimension ein Lösungsraum sein muss, damit er
im geometrischen Modell überhaupt sinnvoll interpretiert werden kann (vgl. zum
Beispiel S. 274).
Für das vorliegende Thema ist es besonders wichtig, lineare Gleichungssyste-
me in zweierlei Hinsicht mit der Einführung von Matrizen zu verknüpfen. Nahe-
liegend ist hier zunächst ihr Gebrauch als „Kurzschreibweise“ des linearen Glei-
chungssystems in Form der erweiterten Koeffizientenmatrix. Dies schafft zunächst
die nötige Übersicht, um beim Übergang auf lineare Gleichungssysteme mit mehr
als drei Gleichungen und drei Unbekannten das Gaußverfahren geregelt und si-
cher anwenden zu können. Dass die Lernenden am Anfang einige einfache Bei-
spiele selbstständig per Hand berechnen, wird als unbedingt notwendig erach-
tet: Hierbei handelt es sich keineswegs um überflüssigen technischen „Drill“, den
der Computer besser erledigen könnte. Hingegen muss man zunächst einmal ein
Gefühl für die praktische Durchführung des Algorithmus und für besonders ge-
schickte Umformungen entwickeln können, und vor allem in der Lage sein, die
entstehende Zeilenstufenform richtig zu interpretieren, bevor man entsprechen-
de Ergebnisse von Computerberechnungen überhaupt verstehen kann (vgl. Ab-
schnitt 4.4.3.5 des Leitprogramms).4 Die größere Bedeutung innerhalb der Ler-
neinheit kommt der erweiterten Koeffizientenmatrix jedoch als strukturelles Ana-
lysewerkzeug im Zusammenhang mit der Zeilenstufenform und der linearen Ab-
hängigkeit von Zeilenvektoren zu. So kann man beispielsweise mit ihrer Hilfe -
unabhängig von einem konkreten Zahlenbeispiel - begründen, warum die Zeilen
der 3× 4-Projektionsmatix einer echten Kamera linear unabhängig sein müssen
(vgl. 4.6.1.5), man kann die Dimension der Lösungsmenge eines auf den ersten
Blick sehr kompliziert erscheinenden LGS bestimmen (vgl. S. 292) oder erklären,
4Während eines Workshops im Rahmen der MINT-Schüleruniversität der RWTH Aachen fanden
die teilnehmenden SchülerInnen dies durchaus nicht langweilig. Im Gegenteil waren sie hier gerade
von der händischen Technik fasziniert, und forderten dazu explizit mehr Beispiele und Übungsauf-
gaben ein (vgl. auch 6.2).
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was mit einem homogenen LGS passiert, wenn man leicht „an den Koeffizienten
wackelt“ (vgl. S. 312).
Zentral für die Erarbeitung des Themas ist ferner die Erkenntnis, dass sich li-
neare Gleichungssysteme in der Form „Matrix mal Vektor“ darstellen lassen. Die-
ser Zusammenhang ergibt sich im Leitprogramm anschaulich aus der Beschäfti-
gung mit Matrizen: Mithilfe des GeoGebra-Applets MATRIZEN können zunächst
experimentell Vermutungen darüber aufgestellt werden, wie GeoGebra 2×2-Ma-
trizen miteinander multipliziert. Das Prinzip lässt sich auf beliebige Matrizen mit
„passender“ Zeilen- und Spaltenanzahl übertragen, also auch auf die Multiplika-
tion mit Spaltenvektoren. Man kann darauf aufbauend eine „Matrixabbildung“
von (Spalten-)Vektoren auf (Spalten-)Vektoren beziehungsweise von Punkten auf
Punkte definieren, die sich als lineare Abbildung erweisen wird. Möchte man nun
systematisch Urbildpunkte dieser Abbildung finden (und also „rekonstruieren“),
muss man dazu das entsprechende lineare Gleichungssystem aufstellen (vgl. 4.4.3.3).5
Dieser Zusammenhang zwischen linearen Gleichungssystemen und linearen Ab-
bildungen bildet den vorrangigen gedanklichen „roten Faden“ durch das Leitpro-
gramm, beziehungsweise das wichtigste Mathematisierungsmuster und Ordnungs-
prinzip:
Lineare und affine Abbildungen dienen als Hilfsmittel zum Erfassen
anschaulich-geometrischer Sachverhalte [...]. Sie sind ein zentrales Ma-
thematisierungsmuster beim Beschreiben von physikalisch-technischen
Sachverhalten (zum Beispiel Projektionen) [...]. Methodologisch be-
trachtet sind strukturerhaltende Abbildungen (hier lineare Abbildun-
gen und Kollineationen) ein universelles Ordnungsprinzip der moder-
nen Mathematik. ([Tie00], S. 70)
Das Konzept der linearen Abbildungen sowie der Begriff der linearen Abhän-
gigkeit bilden also eine natürliche „Klammer“ um das mathematische Themenfeld
(vgl. Abb. 3.1). Es reichen einige wenige Informationen über konkrete Bilder und Ur-
bilder einer linearen Abbildung, um diese eindeutig festlegen zu können, was sie als
Hilfsmittel im Rahmen der gestellten Rekonstruktionsprobleme so ergiebig macht.
Die lineare Abhängigkeit von Vektoren beziehungsweise Zeilen einer Matrix stellt
im vorliegenden Kontext deshalb (wie bereits angedeutet) ein wichtiges Analyse-
und Argumentationswerkzeug dar. Vermittels linearer Gleichungssysteme lässt es
beispielsweise Aufschlüsse darüber zu, wann eine Datenmenge an Bildpunkten
„ungeeignet“ für einen Rekonstruktionsversuch sein könnte.6
Es wird deutlich, dass Matrizen als relevantes algebraisches Konzept zur Mo-
dellierung wie auch zur algorithmischen Repräsentation des Rekonstruktionspro-
5Die Einführung der Matrizen folgt damit in etwa dem Vorschlag von ([Tie00], S. 208): Matrizen
werden als zunächst als eine „Black Box“ behandelt (vgl. auch 3.2.3) und ihre Eigenschaften schritt-
weise untersucht. Dies führt auf lineare Gleichungen der Form Ax = b und die Frage, ob diese auch
nach x auflösbar sind. Dies wird im Leitprogramm zunächst durch Lösen des entsprechenden LGS
verwirklicht. Später erfolt auch ein Übergang auf die Matrixinverse, falls sie existiert (vgl. S. 285).
6Vgl. zum Beispiel Arbeitsblatt 7 BESTIMMUNG DER PROJEKTIONSMATRIX.
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blems nicht nur unabdingbar sind, sondern auch gedanklich „entlastend“ wirken,
weil sie den Blick auf die wesentlichen Strukturen lenken und auch geometrische
Beziehungen übersichtlich und konzentriert formulieren können. Nach Meinung
Lehmanns führt der Einsatz von Matrizen in einem Kurs der linearen Algebra und
analytischen Geometrie zu mehr Substanz, insbesondere bei methodischem Ein-
satz des Computers zum experimentellen Arbeiten. Es mache die lineare Algebra
„viel realitätsnäher und motivierender“ ([Leh93], S. 64). Er fordert für einen sol-
chen Kurs u.a. konkret ([Leh93], S. 31-32):
• durchgehende Verwendung von Matrizen als Hilfsmittel für theoretische Fra-
gen der linearen Algebra und in Anwendungsaufgaben
• praxisnahe Fragestellungen bei der Lösung von LGS (Algorithmen, Kriteri-
en, Rechenprobleme, schlecht konditionierte LGS, Näherungsverfahren)
• Computereinsatz
– für den Matrizenkalkül,
– bei der Lösung linearer Gleichungssysteme,
– zur Veranschaulichung in der analytischen Geometrie,
– Abbildungsgeometrie/Computergrafik.
Auf den ersten Punkt wurde im Zusammenhang mit dem vorliegenden Leit-
programm bereits eingegangen: Auch in diesem werden aus den genannten Grün-
den Matrizen durchgehend verwendet. Der zweite und dritte Punkt - also das pra-
xisnahe Modellieren sowie die Frage des Computereinsatzes - werden im Folgen-
den im Hinblick auf das Rekonstruktionsprojekt reflektiert.
3.2.2 Modellierung und projektive Sichtweise
Wille sieht die Bedeutung der linearen Algebra darin, dass „sie als Sprache ‚gu-
te‘ Beschreibungen von Gegebenheiten unserer technisch-wissenschaftlichen Welt
ermöglicht“ ([Wil81], S. 108). Bei der Modellierung der zentralprojektiven Kamera
sowie der Rekonstruktion aus einer beziehungsweise zwei Fotografien im Leitpro-
gramm wird auf drei Übergänge besonderes Augenmerk gelegt: zum Ersten auf die
Übersetzung der realen Situation in ein angemessenes mathematisches Modell,
zum Zweiten auf die praktische Implementierung dieses theoretischen Modells in
einer konkreten technischen Anwendung mit realen Daten, und zum Dritten auf
die Übertragung von Erkenntnissen aus dem theoretischen Modell zurück auf die
Realsituation.
Die Übersetzung der realen Situation in das projektive geometrische Modell
scheint hierbei der - aus Schülersicht - forderndste Schritt zu sein. Es umfasst Vor-
stellungen, an die man sich erst einmal gewöhnen muss und die althergebrachte,
intuitive Überzeugungen auf den Kopf zu stellen scheinen; zum Beispiel Punkte,
die „auf einmal Geraden“ sind, und durch vierdimensionale Vektoren dargestellt
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werden können. Es liegt hierin allerdings gerade der Reiz dieser begrifflichen Er-
weiterung, dass sie typische Stärken der Mathematik selbst zutage treten lässt. Aus
algebraischer Sicht ist der gedankliche Sprung nämlich zunächst gar nicht so groß.
Man hat bereits eine Struktur mit ihren spezifischen Eigenschaften und Regeln er-
kannt, die sich auf dem formalen, innermathematischen Level sehr einfach erwei-
tern lässt: Wer mit dreidimensionalen Spaltenvektoren rechnen kann, kann dies
ohne Probleme auch mit vierdimensionalen (vgl. Abb. 3.1).
Das, was durch die Vektoren repräsentiert wird, ändert sich allerdings. Die geo-
metrische und strukturelle Erfassung und Anknüpfung projektiver Punkte an die
grundlegenden Konzepte, die bereits aus der Schule bekannt sind, sind daher an-
spruchsvoll (vgl. Abb. 3.1). Die geometrische Einbettung der projektiven Ebene
in den Anschauungsraum ist hierbei der anschaulichere Zugang, denn hierdurch
wird der direkte Bezug zu den bereits sehr vertrauten „Lage- und Schnittproble-
men“ von Geraden und Ebenen im Raum hergestellt: Die euklidischen Punkte
sind hierbei die Schnittpunkte der die projektiven Punkte repräsentierenden Ur-
sprungsgeraden mit der eingebetteten Ebene. Auch die Idee von Fernpunkten als
„Schnittpunkten“ paralleler Geraden im Unendlichen lässt sich in diese Vorstel-
lung integrieren. Ein struktureller Zugang zu projektiven Punkten ist über lineare
Gleichungssysteme möglich, indem man untersucht, wie sich die Lösungsmenge
eines inhomogenen LGS verändert, wenn man es homogenisiert.7 Beide Zugänge
wurden im Leitprogramm ausgearbeitet (vgl. 4.5.2.1 und 4.5.2.2).
Durch die projektive Sichtweise gelangt man schließlich zu einem Gesamt-
modell, welches die typischen Rekonstruktionsprobleme so geschickt „ausformu-
liert“, dass sie mit maschinell leicht zu implementierenden linearen Mitteln lösbar
sind - was die Ausgangssituation eigentlich nicht erwarten ließ. Der Umgang mit
überbestimmten linearen Gleichungssystemen ergibt sich auf völlig natürliche Wei-
se dadurch, dass man dieses Modell praktisch implementieren möchte, und hier-
bei reale, zufallsbehaftete Daten verwenden und ausgleichen muss. Im Rahmen
des Leitprogramms werden einfache Lösungsideen zum Problemkontext „nume-
rische Ausgleichsmethoden“ thematisiert, aber nur so weit diskutiert, wie es für
den Anwendungsrahmen dieser Einheit Sinn macht. Es werden im großen Ma-
ße die Vorteile computergestützter Tools ausgenutzt - so, wie es AnwenderInnen
vermutlich auch machen würde. Auch diese Maßnahme drängt sich anhand des
Themas regelrecht auf, denn es wird im Verlaufe der Einheit schnell deutlich, dass
die zu lösenden linearen Gleichungssysteme „per Handrechnung“ nicht mehr zu
bewältigen sind. Der Computer wird zum unverzichtbaren Hilfsmittel, allerdings -
und das ist das Entscheidende - zu einem Automaten, dessen Mechanismen man
als Lernender komplett durchleuchten soll und kann (siehe Abschnitt 3.2.3). Am
Anfang steht die grundlegende algorithmische Idee, mit der sich der Lernende
theoretisch wie auch anhand von einfach zu beherrschenden Beispielen ausein-
7Dieser zweite Zugang nutzt außerdem zur Herleitung der projektiven Darstellung im Raum die
dortige Dualität von Punkten und Ebenen aus. Das „Prinzip“ der Bauweise der neuen Punkte wird
anschließend vom Raum auf die Ebene übertragen, und erst zum Schluss geometrisch interpretiert.
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andersetzt. Der Computer füllt lediglich die technische Lücke, die zum realen Er-
reichen des Anwendungsproduktes zu überbrücken ist.
Mit dem allmählichen Aufbau der linearen Theorie lassen sich im Verlauf des
Leitprogramms innermathematische Erkenntnisse aus der Untersuchung von li-
nearen Gleichungssystemen zurück auf die Realsituation übertragen. Man erhält
so theoretische Antworten auf die Frage, „was“ beziehungsweise „wie viel“ über-
haupt aus zwei Fotos rekonstruierbar ist. In dieser Art der Leistungsfähigkeit lie-
gen die wesentlichen Vorteile des konkret verwendeten Modells, die der Lernende
Schritt für Schritt nacherleben soll. Es ist ja nicht so, dass bereits ein Anwendungs-
problem an sich ein passendes mathematisches Modell immanent „mit sich“ bräch-
te, welches nur noch zu identifizieren und auszuführen wäre. (Dies würde Mathe-
matik tatsächlich zu einer Hilfswissenschaft degradieren.) Stattdessen trifft man
bei der Wahl eines Modells im mathematischen Sinne stets eine echte Entschei-
dung darüber, was das Modell schlussendlich leisten können soll. Die Annahmen,
die man hierbei an das Realmodell macht, sind hierbei nämlich immer auch Aus-
druck der Möglichkeiten und Grenzen der mathematischen Verfahren, die man
einsetzen möchte (vgl. [Tie00], S. 41). Um „die unendlich komplizierte Wirklich-
keit auf den Komplexitätsgrad zu reduzieren, der entsprechend unseres augen-
blicklichen Wissenstandes gerade noch beherrschbar ist“ ([Ebe90], S. 6), ist daher
immer ein Abwägen und Akzeptieren einiger Beschränkungen des Modells not-
wendig. Auch wenn daher die Wahl über das zu verwendende Modell im Falle der
vorliegenden Lerneinheit bereits getroffen wurde, soll der Lernende trotzdem in
die Lage versetzt werden, die Begründungen und Konsequenzen nachvollziehen
zu können, die mit ihr einhergehen.
Abb. 3.1 Anknüpfung der im Leitprogramm neuen (blau) an bereits bekannte (rot) und vielleicht
bekannte (rosa) schulische Konzepte der linearen Algebra
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3.2.3 Computereinsatz
Ein sinnvoller Computereinsatz im Mathematikunterricht unterstützt die Ermög-
lichung aller drei Grunderfahrungen nach Winter ([Hen01], S. 27). Für das vorlie-
gende Leitprogramm ist der Computer maßgebliches Werkzeug und Hilfsmittel.
Er wird in zweierlei Hinsicht darin eingebunden, die vor allem die erste und zwei-
te Grunderfahrung, indirekt aber auch die dritte, nämlich die Ausbildung heuris-
tische Fähigkeiten, ansprechen. Zum einen eignet sich der Computer vermittels
des dynamischen Geometriesystems GeoGebra 3D vortrefflich zur Veranschauli-
chung aller raumgeometrischen Zusammenhänge. Allein die Tatsache, dass sich Veranschaulichung
eine Raumszene in den Applets langsam drehen und von verschiedensten Seiten
aus anschauen lässt, verbessert den räumlichen Eindruck beim Betrachter (im Ge-
gensatz zu einer flachen Skizze) ungemein, und damit vermutlich auch das Ver-
ständnis für die entwickelten geometrische Ideen. Anhand dieser Applets kann
nicht nur geometrisch argumentiert, sondern auch ohne großen Aufwand expe-
rimentiert werden, zum Beispiel damit, wie sich eine Abbildungsmatrix auf den
Einheitswürfel auswirkt, und was passiert, wenn man ihre Einträge dynamisch
verändert.8 Solche Applets eignen sich so im Bereich der Geometrie zu einer prä-
formalen Beschäftigung mit geometrischen Abbildungen, bei der die Erfahrung
konkreter Eigenschaften im Vordergrund steht ([WW02], S. 170). Auf die anhand
eines Applets gemachten Beobachtungen lässt sich in vielfacher Hinsicht eine ma-
thematische Betrachtung aufbauen, in der zum Beispiel neue Begriffe und Defini-
tionen abgeleitet, mathematische Gesetzmäßigkeiten in Form von Vermutungen
formuliert oder sogar bewiesen werden. 9
Zum anderen ist der Computer zur Realisierung der theoretischen Konzepte
nötig. Der Computer übernimmt die Rechenarbeit, aber zur Auswertung der Er- Technische Realisie-
rung und Praxistestgebnisse und ihrer Interpretation und Überprüfung im Hinblick auf die Anwen-
dung ist ein tieferes Verständnis der Strukturen und Vorgänge des Lösungsalgo-
rithmus notwendig (vgl. [Leh93], S. 49). Er bildet im vorliegenden Leitprogramm
die Schnittstelle zum eigentlichen Medium des Interesses, nämlich Fotografien
beziehungsweise Bilddateien, die untersucht werden sollen. Nicht nur am Ende
des Programms soll es für die NutzerInnen möglich sein, Bilddateien zu laden,
darin Bildpunktpaare zu suchen und interaktiv per Mausklick festzulegen, und
so Raumkoordinaten berechnen zu lassen. Auch im Verlauf der Einheit sollen die
erarbeiteten mathematischen Modelle stets kleineren Praxistests unterzogen wer-
den können. Aus dieser Zielsetzung heraus wurden zur Begleitung der Lerneinheit
kleine MATLAB-Tools entwickelt, mit denen die SchülerInnen angeleitet arbeiten
8Vgl. zum Beispiel Arbeitsblatt 3 LINEARE ABBILDUNGEN MIT 3×3-MATRIZEN.
9Neben den GeoGebra-Applets werden einige wenige mit Cabri3D erstellte 3D-Applets als
html-Dateien zur Verfügung gestellt. Unter Verwendung eines kostenlosen Plug-ins lassen sich die-
se mit dem Internet-Explorer öffnen und verwenden, auch ohne, dass das Programm selbst zur Ver-
fügung steht. Das Plug-in kann unter http://www.cabri.com/download-cabri-3d.html herun-
tergeladen werden. Die 3D-Grafiken lassen sich interaktiv mit der Maus manipulieren. Hält man die
rechte Maustaste gedrückt, lässt sich die Konstruktion im Raum drehen und von allen Seiten an-
schauen.
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und experimentieren können. Die Idee dahinter ist, als Lernender die angestreb-
te „Anwendungssituation“ tatsächlich nachempfinden zu können, wenn auch auf
den Bereich begrenzt, deren Black Box er selbst „aufgehellt“ hat. 10
Heugl et al. beschreiben bereits 1996 das sogenannte White Box/Black Box-
Prinzip als sinnvollen Konsens zwischen einem „zu traditionalistischen“ und ei-
nem „allzu progressiv-optimistischen“ Ansatz: Man solle demnach einerseits nicht
in die Falle tappen, die Nutzung des Computers im Unterricht als Verführung zum
„blinden“ Verwenden von Werkzeugen abzutun, aber andererseits auch nicht dar-
auf vertrauen, dass der Computer alle algorithmischen Tätigen, die er überneh-
men kann, auch ausnahmslos und unhinterfragt übernehmen sollte, da dies Zeit
und Raum für „kreatives Problemlösen“ biete (vgl. [HKL96], S. 159). Sie fordern
daher wie vorher schon u.a. Buchberger (beispielsweise in [Buc90]), dass beim
Umgang mit CAS und Computerprogrammen im Mathematikunterricht klar zwi-
schen White Box-Phasen und Black Box-Phasen unterschieden werden müsse. Die
White Box-Phase ist demnach als Phase des verstehenden Lernens dadurch gekenn-
zeichnet, dass hier einerseits zunächst Probleme formuliert, Begriffe entwickelt,
und Algorithmen entworfen werden, sowie andererseits damit verbundene Grund-
tätigkeiten durch Üben automatisiert werden, bevor diese Rolle dem Computer
überlassen wird. Der Computer soll in einer solchen Phase „nur dort genutzt wer-
den, wo Bereiche früherer White Box-Phasen als Black Box genutzt werden, oder
allgemeiner, wo er zur Erhellung der aktuellen White Box beitragen kann“ ([HKL96],
S. 159). Das bedeutet, dass er in einer solchen Phase sowohl experimentelles Ler-
nen unterstützen kann, als auch die Prozesse übernimmt und maschinell ausführt,
die in einer früheren White Box-Phase bereits konzeptionell gründlich unter die
Lupe genommen wurden. Die Black Box-Phase hingegen ist durch den prakti-
schen Einsatz der in der White Box-Phase entwickelten Algorithmen und Kon-
zepte gekennzeichnet, deren Ausführung dann dem Computer überlassen wird.
Das Entscheidende hierbei ist, dass durch die vorhergehende Klärungsphase eine
kompetente und begründete Nutzung des digitalen Werkzeugs durch den Lernen-
den erfolgen kann sowie eine Rückinterpretation beziehungsweise Analyse der
Ergebnisse. Eine solche Phase kann den Anlass für neue White Box-Phasen dar-
stellen, so dass insgesamt ein rekursiver Aufbau von White und Black Box-Phasen
möglich ist. Der Einsatz der MATLAB-Tools im Leitprogramm folgt genau dieser
White Box/Black Box-Konzeption. Aus diesem Grunde sind die MATLAB-Tools nicht
im Hinblick auf eine echte Realanwendung optimiert11: Im Sinne einer White Box
10Vielleicht wäre es erstrebenswert, wenn solche Tools von den SchülerInnen selbst geschrie-
ben würden, und somit ein echtes Produkt ihrer eigenen Arbeit wären. Ein solches Vorhaben würde
jedoch den ohnehin schon ambitioniert ausgerichteten Rahmen des Leitprogramms deutlich über-
schreiten. Gegebenenfalls wäre ein solcher Zugang für ein längeres Projekt wie zum Beispiel eine
Facharbeit denkbar. Es sollte hierbei jedoch nicht unterschätzt werden, dass es zur „lauffähigen“
Umsetzung von theoretischen Algorithmen in eine Programmiersprache wie MATLAB einiger (zum
Beispiel im Informatikunterricht gesammelter) Programmiererfahrung bedarf. Als Anhaltspunkt für
die Anforderungen kann der kommentierte Code auf der CD-ROM im Anhang an diese Arbeit die-
nen.
11Eine entsprechende Entwicklungsarbeit erfordert auch einiges mehr an Zeit und Spezialkennt-
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ist es ja gerade, dass bei der Programmierung der Tools möglichst nur solche ma-
thematischen Werkzeuge verwendet werden, die im Lernpfad auch tatsächlich
angesprochen werden. Es soll jedoch nicht unterschlagen werden, dass dies aus
numerischen Gründen leider nicht ausnahmslos gelingt. Deshalb wird für entspre-
chend interessierte LeserInnen im Anhang B zusammenfassend dokumentiert und
erläutert12, an welchen Stellen, in welcher Hinsicht und aus welchen Gründen ein-
zelne Tools einem etwas anderen Weg als den in der Lerneinheit „theoretisch ent-
wickelten“ Ideen oder Formeln folgen.
Das Rekonstruktionsthema ist überdies besonders geeignet, um aus sich her-
aus die Unterstützung durch den Computer zu motivieren. Die aufzustellenden
linearen Gleichungssysteme werden sehr schnell so ausufernd, dass man zu der
Überzeugung kommt, dass es „ohne Computer gar nicht geht“. Auch der Anreiz
zum Übergang auf projektive Punkte erwächst letztendlich aus dem Wunsch, das
Verfahren möglichst einfach maschinell implementieren zu können. Leuders be-
schreibt es als didaktisch wünschenswert, dass sich der Einsatz mathematischer
Methoden als notwendig im Hinblick auf ein Kernproblem herausstellt. Für Pro-
jektionen erscheint so eine umfassende analytische Beschreibung auch von der
Lernendenperspektive aus unumgänglich:
Für eine Umsetzung mit dem Computer müssen alle Angaben und
Verfahren in eine mathematische Darstellungsform gebracht werden.
Insbesondere muss das Projektionsverfahren selbst als von einem Com-
puter abarbeitbarer Algorithmus dargestellt werden. Ist dieser Algo-
rithmus erst einmal beschrieben, so kann man mit ihm gleich eine
große Zahl von Objekten darstellen. [...] Ein Computer kann den Al-
gorithmus auch in kürzester Zeit viele Male hintereinander ausführen.
([Leu04], S.13)
Weigand ergänzt in diesem Zusammenhang, dass das Auslagern von Verfahren
auch ein wichtiges Merkmal mathematischen Arbeitens sei: „So ist Wissen in Form
von Bausteinen, Prozeduren oder Modulen zusammengeschlossen, die dann nur
noch als Ganzes angewandt werden“ ([WW02], S. 37).
3.3 Allgemeine Gestaltungsprinzipien
Aus der Skizzierung des mathematischen Hintergrundes im ersten Teil dieser Ar-
beit wird deutlich, dass das von den SchülerInnen zu bearbeitende Themenspek-
trum durchaus anspruchsvoll ist. Insbesondere die Anforderungen an das Abstrak-
tionsvermögen der Lernenden sind an einigen Stellen hoch. Umso mehr wird im
nissen. Nicht umsonst kosten richtige photogrammetrische 3D-Anwendungsprogramme viel Geld,
beispielsweise Phidias MS der RWTH Aachen um die 9000 Euro (vgl. http://phocad.de/PHIDIAS_
Preise.pdf), haben aber natürlich dafür einen riesigen Funktionsumfang.
12Zusätzlich lässt sich der vollständige, entsprechend kommentierte MATLAB-Code aller ver-
wendeten Tools auf der beigefügten CD-ROM einsehen.
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vorliegenden Leitprogramm der Versuch unternommen, begehbare und ausgewo-
gene Stufen in die vorhandenen „Klippen“ zu „schlagen“. Abgesehen davon, dass
es an den entscheidenden Stellen stets Möglichkeiten der individuellen Anpas-
sung des Lernweges durch Abkürzungen, Umwege und Zusatzetappen gibt, soll
dies vor allem durch die Beachtung einiger grundlegender Prinzipien sicherge-
stellt werden, an denen Gestaltung und Strukturierung des Leitprogrammes aus-
gerichtet wurden:
1. Kontinuierliche Lernzielorientierung und Standortbestimmung: Das Ziel
der Einheit, ein 3D-Punktemodell aus echten Fotos zu rekonstruieren (vgl. Tab.
3.1), wird für den Nutzer deutlich in einzelne Zwischenziele und kleinschrittige-
re Fragestellungen unterteilt. Dazu beginnen entsprechende Kapitel jeweils mit
einer kurzen Übersicht über den bisher erreichten und den noch weiter zu ent-
wickelnden Lernstand. Es werden hierbei klare Lernziele für das sich jeweils an-
schließende Kapitel angegeben, sowie Informationen darüber, welche Bausteine
obligatorisch, alternativ zu anderen oder gegebenenfalls zusätzlich bearbeitet wer-
den sollen.
2. Symbolleitsystem: Die Kapitel und Abschnitte des Leitprogrammes sind
neben den Lehrtexten aus verschiedenen, im Laufe der Einheit immer wieder-
kehrenden Bausteinen zusammengesetzt. Dazu gehören beispielsweise kürzere
eingestreute Aufgabenstellungen mit und ohne Rechnereinsatz, längere Eigenar-
beitsphasen, sowie die Heraushebung von wichtigen Begriffen, Beobachtungen
und Zusammenfassungen. Zur besseren Orientierung und Wiedererkennung wer-
den diese Bausteine zu Beginn des Lernprogrammes vorgestellt und mit einem
Symbol oder einem anderen optischen Gestaltungsmerkmal versehen.
3. Anschauliche, explorative und qualitative Zugänge: Die meisten der neu
eingeführten mathematischen und inhaltlichen Konzepte haben vor ihrem geo-
metrischen Hintergrund gemeinsam, dass sie auf sehr verschiedenen Abstrakti-
onsebenen zugänglich sind. Dabei ist es oft möglich, in einem qualitativen be-
ziehungsweise anschaulichen „Anlauf“ zum Konzept bereits sehr viele seiner Ei-
genschaften kennenzulernen beziehungsweise exemplarisch zu erforschen, ohne
dass bereits eine Formalisierung stattfinden muss. Nach Möglichkeit wird deshalb
stets ein solcher qualitativer Zugang gewählt, bei dem der Lernende explorativ
oder spielerisch selbst tätig werden kann. Insbesondere ist hier der Einsatz von dy-
namischen, interaktiven 3D-GeoGebra-Applets sowie eigens für die Anwendung
programmierten MATLAB-Tools vorgesehen, vgl. Abschnitt 3.2.3. Im Hinblick auf
die Ziele des Leitprogramms wird dieser Ansatz dann nach Bedarf ausgebaut:
Manchmal reicht es, auf dem bereits erreichten anschaulichen Level weiter zu ar-
gumentieren, manchmal ist hingegen eine „gründliche“ Mathematisierung bezie-
hungsweise Begriffsbildung vonnöten, und dazwischen sind allerlei Abstufungen
denkbar.13
13Beispielsweise ist beim vorliegenden Thema der Begriff der Basis vonnöten. Jedoch ist es nicht
notwendig, diesen Begriff im Sinne der linearen Algebra so vollständig zu „durchdringen“, dass bei-
spielsweise der Begriff der Basiswechselmatrix geprägt wird. Vielmehr reicht es nahezu für das ge-
samte Programm, die Standardbasis zu kennen, mit ihr umgehen zu können und außerdem eine
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4. „Gedankliche (Wieder-)Einstiegsmöglichkeiten“ bieten und Querverbin-
dungen ziehen: Durch die Verwendung von vielfältigen Materialien, zu denen ne-
ben den MATLAB-Tools und den GeoGebra-Applets beispielsweise auch Fotogra-
fien, zahlreiche Grafiken und ein Würfelspiel gehören sowie durch das Baukas-
tenprinzip des Leitprogramms sollen neben verschiedenen Zugängen auch An-
lässe für den Lernenden geschaffen werden, gedankliche Querverbindungen zwi-
schen verschiedenen Aspekten zu ziehen und Strukturen wiederzuerkennen. Es
soll auch möglich sein, bei Bedarf „gedanklich wieder einsteigen zu können“, wenn
sich einmal neue Konzepte individuell nicht direkt erschließen lassen, Einzelhei-
ten nicht verstanden werden oder Fragen offen bleiben. Die Aufgaben auf den Ar-
beitsblättern sind deshalb so ausgelegt, dass sie einerseits auf zuvor gesicherten
Ergebnissen und andererseits auf einer anschaulichen Situation aufbauen, die der
Lernende zumeist durch konkrete Interaktion mit einem Applet oder Tool selbst
erst „schafft“.
5. Beschränkung auf die nötigsten mathematischen Werkzeuge: Lineare Ab-
bildungen (zusammen mit Matrizen), homogene Koordinaten und überbestimm-
te lineare Gleichungssysteme sind für die SchülerInnen neue mathematische Kon-
zepte, die im Verlauf des Programms eingeführt werden. Diese Konzepte werden
immer wieder aufgegriffen. Umgekehrt wird durch die Art und Weise, wie die An-
wendungssituation untersucht wird, aber auch der Rahmen abgesteckt, der vor-
gibt, in welchem Umfang und welcher Tiefe die neuen Begriffe von den Lernen-
den „ausgelotet“ werden sollen. Die eingeführten Werkzeuge sollen sich in dieser
Hinsicht auf das Nötigste beschränken und die aufgeworfene Theorie nicht Selbst-
zweck sein, sondern nur dann ausgebaut werden, wenn dies erforderlich ist. Leh-
mann formuliert dieses Prinzip kurz und bündig:
Der Umfang des Theorieteils wird von den ausgewählten Anwendun-
gen gesteuert! ([Leh93], S. 35)
Beispielsweise ist es im Rahmen des Leitprogrammes nicht notwendig, Vektorräu-
me, Basen und Koordinatentransformationen in allgemeiner Form einzuführen,
den Zusammenhang zwischen Rotationsmatrizen und Rotationswinkeln (über die
trigonometrischen Funktionen) zu thematisieren, oder Bilinearformen zu unter-
suchen - auch wenn die Anwendung an sich hierzu natürlich verwertbare An-
knüpfungspunkte bietet. Auch das Vektorprodukt wird aus diesem Grund nicht
als eigenes Konzept unter diesem Namen eingeführt. Stattdessen wird der Zugang
über lineare Abbildungen genutzt, und das Vektorprodukt über eine „spezielle Ab-
bildung“ mit eigener Matrix und besonderen, erwünschten Eigenschaften darun-
ter subsumiert.14
qualitative Vorstellung davon zu haben, wie sich alternativ andere Basen wählen ließen, um den-
selben Raum „aufzuspannen“ beziehungsweise zu koordinatisieren. Dort, wo die Wahl der Basis
schließlich eine Rolle spielt (Kapitel 5), wird dies sehr konkret und nur im benötigten Maße unter-
sucht. Dieser Teil kann auch auf Wunsch übersprungen werden.
14Kennen die SchülerInnen das Vektorprodukt bereits, wäre es natürlich vorteilhaft, den entspre-
chenden Bezug auch begrifflich herzustellen.
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4
Leitprogramm: Rekonstruktion von
3D-Informationen aus zwei Kamerabildern
4.1 Hinweise zum Leitprogramm für BenutzerInnen
In dem nun folgenden Leitprogramm werden Sie sich mit dem Thema



~ Rekonstruktion von 3D-Informationen aus zwei Kamerabildern }
beschäftigen. Was genau es damit auf sich hat, und wie wir uns dem Thema
nähern wollen, erfahren Sie im Leitprogramm selbst.
Je nach zur Verfügung stehendem zeitlichen Rahmen gibt es drei grundsätz-
liche, entsprechend gekennzeichnete Varianten A, B und C für die Bearbeitung
des gesamten Programmes. Sprechen Sie bitte mit Ihrer/Ihrem LehrerIn oder Tu-
torIn ab, welche Variante Sie bearbeiten. Abgesehen davon folgen Sie bitte Ihrem
eigenen Lernweg durch die Kapitel und Abschnitte des Leitprogramms in Ihrem
eigenen Tempo. Bearbeiten Sie auch die eingebetteten Arbeitsaufträge selbststän-
dig oder mit einem Partner. An einigen Stellen ist es nötig, Zugriff auf bestimmte
Dateien und Programme zu haben. Dazu finden Sie untenstehend einige Infor-
mationen. Wenden Sie sich an Ihre(n) LehrerIn oder TutorIn, falls Probleme auf-
tauchen sollten.
4.1.1 Bausteine des Leitprogramms
An dieser Stelle werden Ihnen nun die verschiedenen Bausteine vorgestellt, aus
denen jedes einzelne Kapitel des Leitprogramms zusammengesetzt ist. Die zuge-
hörigen Symbole sollen Ihnen helfen, sich beim Weg durch das Programm schnell
zu orientieren und erkennen zu können, welche Lernaktivität jeweils gerade im
Vordergrund steht. Die Reihenfolge der Bausteine innerhalb einzelner Abschnitte
kann dabei jeweils variieren.
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m ÜBERSICHT UND ORIENTIERUNG
Zu Beginn jedes Kapitels verschafft Ihnen dieser Baustein eine Übersicht
darüber, was auf Sie zukommt.
Ebenso erscheint dieser Baustein, wann immer es an einer Stelle im Leit-
programm möglich ist, unterschiedliche Lernwege einzuschlagen, und infor-
miert Sie über Ihre Möglichkeiten.
Z LERNZIEL(E)
In diesem Baustein wird ein Ausblick darauf gegeben, was Sie am Ende der
Bearbeitung des jeweiligen Kapitels oder ggf. des Abschnitts können.
v <NAME DES NEUEN BEGRIFFS/KONZEPTS>
Das Rautensymbol kennzeichnet stets einen wichtigen neuen Begriff oder
Konzept. Alle Begriffe, die unter diesem Symbol eingeführt oder erläutert wur-
den, finden sich auch im Index dieser Arbeit wieder.
V BEISPIEL(E)
Durch das „Checkbox“-Symbol werden Beispiele gekennzeichnet, anhand
derer ein Konzept oder Begriff illustriert wird.

 IDEE: <WAS IST DIE IDEE?>
Durch die Glocke werden neue Ideen im Verlauf des Lesetextes gekenn-
zeichnet, die besonders herausgestellt werden sollen.
O ZUSAMMENFASSUNG
Am Ende jedes Kapitels, ggf. auch am Ende einzelner Abschnitte, sollen
mithilfe dieses Bausteins die wichtigsten Ergebnisse noch einmal zusammen-
gefasst bzw. „verankert“ werden.
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


ﬁ 3D-APPLET <NAME DES APPLETS>
Zur Bearbeitung des Themas benötigt man eine gehörige Portion an
räumlichem Vorstellungsvermögen. Damit dies leichter fällt, gibt es eine gan-
ze Reihe intuitiv bedienbarer dreidimensionaler GeoGebra-Applets, anhand
derer Sie sich interaktiv mit einer gegebenen räumlichen Situation auseinan-
dersetzen können. Die Beobachtungsaufgabe hierzu finden Sie jeweils in ei-
nem solchen Kasten. Zur Benutzung der Applets ist eine Installation des Pro-
gramms GeoGebra 3D (mindestens in der Version 5.0) auf Ihrem Rechner
vonnöten.




E BEOBACHTUNGEN
Bei der Arbeit mit einem Applet oder bei einer kleinen mathematischen
Untersuchung lassen sich oft wichtige Beobachtungen machen, die in einem
solchen Kasten festgehalten werden. 



i KLEINE INFO,
die ihren Platz gut
am Textrand findet.



i INFOBOX: <WIE, WAS, WARUM, WESHALB, WIESO?>
In dieser Box ist Platz für zusätzliche, ergänzende Informationen, die zwar
wichtig, aber für den unmittelbaren „Gedankengang“ des Haupttextes nicht
unbedingt notwendig sind. Kleinere Zusatzinformationen finden sich biswei-
len auch am Rand des Textes. 



! VORSICHT:
Kleinerer Hinweis
am Rand.



! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Diese Box möchte auf einen möglichen Stolperstein aufmerksam machen
oder einen anderen wichtigen Hinweis geben.




. AUFGABE
Dieser Baustein beherbergt kurze, in den Text eingestreute Fragen oder
Aufgaben zum „Nachdenken“ oder „Nachrechnen“, deren Lösung zumeist im
seinem weiteren Verlauf direkt besprochen wird.
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


K EXKURS: <GEGENSTAND DES EXKURSES>
Ein solcher Kasten umrandet einen kurzen thematischen Exkurs. Da die-
ser für die Fortführung des „Gedankenganges“ des Haupttextes nicht notwen-
dig ist, haben Sie die Wahl, ihn zu ignorieren oder genauer zu studieren. Wenn
Sie an weiteren mathematischen Hintergründen und Zusammenhängen der
diskutierten Konzepte interessiert sind, könnte dieser Baustein jedoch dazu
beitragen, ihr persönliches „Bild“ einer Sache zu ergänzen und abzurunden.




Í ARBEITSPHASE: <NAME DES ARBEITSBLATTES>
Arbeitsphasen bündeln die von Ihnen selbstständig zu bearbeitenden
Aufgaben zu einem bestimmten Unterthema. Zur Anleitung jeder Arbeitspha-
se gibt es ein entsprechendes Arbeitsblatt mit Lösungen, welches Sie im di-
rekten Anschluss an das Leitprogramm unter 5 finden. Sehr häufig haben die-
se Aufgaben experimentiellen Charakter und beziehen sich auf unterstützen-
de Medien. Neben der Software GeoGebra zum Öffnen von 3D-Geometrie-
Applets werden dabei auch das Mathematikprogramm MATLAB sowie eini-
ge dafür zur Verfügung gestellte Dateien benötigt.1 Die Aufgaben auf den Ar-
beitsblättern lassen sich in verschiedene Typen aufteilen. Je nach Aufgaben-
typ wird ein bestimmtes Antwortformat erwartet, z.B. eine kurze Feststellung
oder Begründung, ein Rechenansatz oder ein ganzer Rechenweg. Eine Über-
sicht über die möglichen Aufgabentypen finden Sie im nächsten Abschnitt
4.1.2.
4.1.2 Aufgabentypen auf den Arbeitsblättern (Arbeitsphasen)
Die Aufgaben auf den Arbeitsblättern sind durch unterschiedliche Symbole2 am
Rand gekennzeichnet, die Aufschluss darüber geben, um was für einen der fol-
genden sieben Aufgabentypen es sich handelt, und welche Form der Beantwor-
tung erwartet wird. Je nach Aufgabentyp variiert auch der Schwierigkeitsgrad ei-
ner Aufgabe.
1. Beobachten: Hier geht es darum, einen „ersten Blick“ auf einen Sachverhalt
zu bekommen und sich mit den verfügbaren Hilfsmitteln vertraut zu machen.
1Im Gegensatz zu GeoGebra ist MATLAB als Programm nicht kostenlos verfügbar. Kontaktieren
Sie hierzu ggf. Ihre(n) LehrerIn/TutorIn.
2Die Symbolbilder sind der Bilddatenbank Pixabay (Pixabay.com) entnommen. Diese Bildda-
tenbank stellt gemeinfreie Grafiken zur kostenlosen Nutzung ohne Quellenangabe für private und
kommerzielle Zwecke zur Verfügung.
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Entwickeln Sie (z.B. durch Manipulation und Beobachtung eines Applets) erste
Ideen dazu, mit welcher Art von Wirkungszusammenhängen Sie es zu tun haben,
und formulieren Sie Ihre Antwort in kurzen, beschreibenden Sätzen.
Alternativ kann eine Beobachtungsaufgabe Sie dazu auffordern, zum Abschluss
eines längeren Theorieteils praktische Ergebnisse mit Hilfe eines MATLAB-Tools
zu generieren, und diese mit dem theoretisch zu erwartenden „idealen“ Ergeb-
nis zu vergleichen. Als Antwort werden hier wiederum lediglich kurze, qualitative
Feststellungen erwartet.
2. Experimentieren und Regelmäßigkeiten finden: Hier sollen Sie durch Va-
riation von Parametern versuchen, mathematische Regeln oder Regelmäßigkeiten
zu entdecken (nicht zu beweisen!) oder zu widerlegen.
Oft geschieht dies anhand des systematischen Arbeitens mit einem GeoGebra-
Applet oder MATLAB-Tool. Notieren Sie sich die gefundenen Regelmäßigkeiten
schriftlich - falls angegeben, sogar in einer geeigneten mathematischen Form (bspw.
durch Aufstellen oder Umformen eines algebraischen Ausdrucks).
3. Üben: Führen Sie hier einen Ihnen aus der Theorie bereits bekannten Lö-
sungsansatz zu Übungszwecken am konkreten Zahlenbeispiel vollständig durch.
4. Rechenweg finden: Hier sollen Sie für ein konkretes Zahlenbeispiel eigen-
ständig einen Rechenweg suchen, durchführen und das Ergebnis ermitteln.
(Es ist ggf. hilfreich, sich an bereits bekannte Konzepte zu erinnern, auch wenn
sich diese nicht direkt auf die Aufgabenstellung anwenden lassen.)
5. Rechenansatz finden: Hier sollen Sie einen allgemeinen Rechenansatz zur
Lösung eines konkreten Problems durch Aufstellen oder Umformen eines alge-
braischen Ausdrucks (ohne konkrete Zahlenwerte!) finden.
Die Idee dahinter ist die folgende: Das Ausrechnen des so aufgestellten Ansatzes
für das vorliegende Thema ist zu aufwändig, als dass man es per Hand durchfüh-
ren könnte. Stattdessen erledigt das der Computer. Er benötigt also Anweisungen
in Form von algebraischen Ausdrücken, die er auswerten kann.
6. Zeigen/Beweisen: Hier soll etwas allgemein (ohne konkrete Zahlenwerte!)
„nachgerechnet“ oder bewiesen werden.
(Es ist ggf. hilfreich, sich an bereits bekannte algebraische „Werkzeuge“ zu erin-
nern, die vielleicht schon in anderen Kontexten nützlich waren.)
7. Weiterdenken: Bei diesem Aufgabentyp sollen Sie, aufbauend auf der be-
reits besprochenen Theorie
a) entweder Begründungen für einen Sachverhalt finden
b) oder weitergehende Schlussfolgerungen/Ideen aus der konkret dargestellten
Situation ableiten/entwickeln
c) oder bereits durchgeführte/bearbeitete Aufgaben im Hinblick auf neue, über
den Lösungsweg hinausgehende Aspekte nochmals in den Blick nehmen. Was
lässt sich bspw. auf andere Situationen übertragen? Wo erwartet man Proble-
me bzw. stößt auf Widersprüche?
Halten Sie Ihre Ideen für diesen Aufgabentyp stichwortartig oder in kurzen Sätzen
fest.
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4.1.3 Kurzanleitung zum Arbeiten mit GeoGebra
Das dynamische 3D-Geometriesystem GeoGebra kann kostenlos unter https:
//www.geogebra.org/download heruntergeladen werden. Es wird empfohlen,
eine der Desktop-Varianten zu wählen, da hier die Bedienung wesentlich komfor-
tabler ist als bei der Tablet-Version. Mit dem Programm können alle GeoGebra-
Applets des Leitprogramms benutzt werden. Die Bedienung des Programms ist
sehr intuitiv und sollte Ihnen schnell geläufig sein. Wenn Sie ein Applet verwen-
den sollen, wird dazu stets erklärt, welche Punkte, Parameter oder Schieberegler
Sie verändern und welche Eingabefenster Sie nutzen können. Bitte beschränken
Sie sich auf die angegebenen Manipulationsmöglichkeiten sowie einige wenige
Werkzeuge der Werkzeugleiste, die generell nützlich sind, wie z.B. Verschiebe
Zeichenblatt, Vergrößere und Verkleinere. Die 3D-Ansicht lässt sich bei ge-
drückter rechter Maustaste drehen.
Bei jedem Applet ist prinzipiell voreingestellt, welche Ansichtsfenster zu sehen
sein sollen, welche Schriftgröße benutzt wird, und welche der drei Koordinaten-
achsen in der 3D-Ansicht nach oben zeigt. Damit diese Voreinstellungen wirk-
sam werden, sollten Sie nach jeder Benutzung eines Applets das Programm wieder
schließen und für das nächste erneut öffnen. Falls das Applet trotzdem „seltsam“
und nicht so aussieht, wie auf der begleitenden Abbildung dargestellt, können Sie
folgende Anpassungen ausprobieren:
• Unter dem Menüpunkt ANSICHT können Sie die GRAFIK, GRAFIK 2 bzw. 3D
GRAFIK als zusätzliche Ansichtsfenster öffnen, falls diese nicht angezeigt wer-
den, aber angezeigt werden sollten.
• Unter dem Menüpunkt EINSTELLUNGEN - SCHRIFTGRÖSSE können Sie diese
für das gesamte Applet anpassen.
• Per Rechtsklick auf die 3D Grafik und Auswahl GRAFIK... gelangen Sie in den
Eigenschaftendialog unter den Reiter „Grundeinstellungen“ für die 3D Gra-
fik. Hier kann man durch Setzen des entsprechenden Häkchens bei VERTI-
KALE y -ACHSE erreichen, dass die y-Achse anstelle der z-Achse nach oben
zeigt.
• Unter dem Menüpunkt ANSICHT - ANSICHTEN AUFFRISCHEN können Sie alle
Ansichten aktualisieren.
4.1.4 Kurzanleitung zum Arbeiten mit Matlab
Das Programm MATLAB ist leider nicht kostenlos erhältlich, es gibt jedoch ver-
günstigte Angebote für bestimmte Nutzergruppen wie Studenten und Schüler.3
Alle Informationen dazu finden Sie unterhttp://de.mathworks.com/products/
matlab/index.html. Zur Benutzung der MATLAB-Tools im Leitprogramm ist es
3Kontaktieren Sie in dieser Frage bitte Ihre(n) LehrerIn oder TutorIn.
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nicht nötig, die MATLAB-Sprache zu lernen. Es ist jedoch hilfreich, sich zunächst
einen groben Überblick über die Benutzeroberfläche zu verschaffen. Im Anschluss
an diesen Abschnitt sind zwei Screenshots zur anschaulicheren Erläuterung abge-
druckt. Es bietet sich an, diese beiden Seiten bei der Arbeit mit MATLAB griffbereit
zu halten.
Zum Screenshot der Benutzeroberfläche Standardmäßig besteht die Benut-
zeroberfläche nach Öffnung und Aktivierung des Programms neben derMenüleiste
aus den folgenden wichtigen Ansichten:
Current Folder Browser und Leiste: Mithilfe desCurrent Folder Browsers kön-
nen Dateien gesucht und in MATLAB geöffnet oder eingebunden werden.
Wichtig ist, dass Sie zu Beginn über den Browser oder dieBrowse for folder-
Leiste den Pfad zum Ordner MATLAB MATERIALIEN, der auf der beigefügten
CD-ROM zu finden ist, suchen und hinzufügen (Rechtsklick -Add to path).
Im Browser können Sie sich dann durch Anklicken des Pluszeichens alle Da-
teien anzeigen lassen, die der Ordner enthält. Dies sind einerseits die Tools
selbst (Dateiendung .m), andererseits vorbereitete Matlabvariablen (Datei
MATLABVARIABLEN.MAT) sowie einige Bilddateien.
Workspace: Wenn Sie nun die Datei MATLABVARIABLEN.MAT mit einem Doppelklick
öffnen, werden alle darin gespeicherten Variablen in den Workspace im-
portiert, und erscheinen dort. Alle Variablen im Workspace stehen Ihnen
während der Sitzung zur Verfügung und können durch die Eingabe ihres
Namens direkt angesprochen werden. Wenn Sie selbst im Laufe des Leit- Bei Doppelklick auf
eine Variable öffnet
sie sich in einem ent-
sprechenden Variable-
neditor. Man kann hier
ihre einzelnen Werte
(bspw. Einträge einer
Matrix) einsehen.
programms Ergebnisse generieren und diese unter einem Variablennamen
speichern, erscheinen sie ebenfalls als benutzbare Variablen im Workspace.
Wichtig ist, dass Sie Variablennamen niemals doppelt vergeben, da sonst
die alten Werte von den neuen überschrieben werden. Möchten Sie die Va-
riablen des Workspace über das Ende einer Sitzung hinaus behalten, müs-
sen Sie sie aktiv speichern (Button Save Workspace in der Menüleiste).
Command Window: Das Command Window ist die eigentliche Arbeitsfläche. Hin-
ter dem Promt » kann man Befehle eingeben und sie mit der Taste Enter
ausführen. Dies können einfache Rechenanweisungen sein wie a=3^2+6*7. Schließt man die
Eingabe zusätzlich
mit einem Semiko-
lon ab, also bspw.
a=3ˆ2+6*7;, so wird
das Anzeigen des Ergeb-
nisses unterdrückt, das
Ergebnis aber trotdem
gespeichert.
Dann gibt MATLAB das Ergebnis a=51 aus, und speichert es unter der Varia-
ble a. Es können aber auch Funktionen und Tools ausgeführt werden, die
ggf. Variablen als zusätzliche Argumente benötigen. Bspw. erzeugt die Ein-
gabe
v=[1;2;3];
b=norm(v)
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den Spaltenvektor v =
12
3
 als Variable, und die Funktionnorm(<Variable>)
berechnet dann den Betrag dieses Vektors zu b = 3.7417.
Command History: Die Ansicht Command History ist hilfreich, wenn man nach
alten Befehlen sucht, die man durch einen Doppelklick darauf noch einmal
ausführen möchte. Alternativ lässt sich hierbei im Command Window jedoch
auch die Pfeiltaste Ý nach oben verwenden, um der Reihe nach die zuletzt
eingegebenen Befehle durchzugehen.
Zum Screenshot der figure-Fenster Da wir aus Bildpunkten 3D-Punkte re-
konstruieren wollen, werden wir in einigen Tools Bilddateien laden und Punkte
darin markieren. Die Bilddateien öffnen sich stets in separaten figure-Fenstern.
Die Menüleisten dieser figure-Fenster sind wichtig und nützlich bei der Arbeit
mit den Bildern. Durch das Symbol ganz rechts (vgl. Screenshot) können Sie meh-
rere figure-Fenster in eine einzige Ansicht einpassen und so für Übersicht sor-
gen. Ganz wichtig ist auch der Data-Cursor zum Setzen von Punkten (vgl. Screens-
hot). Nur wenn dieser Button aktiviert wurde, können Sie Bildpunkte in der Gra-
fik anklicken. „Eingeloggt“ wird ein konkreter Bildpunkt jedoch erst bei Bestäti-
gung mit Enter, vorher können Sie ihn noch korrigieren und verschieben. (Be-
achten Sie stets die konkreten Eingabeaufforderungen, die bei Verwendung eines
Tools im Command Window erscheinen.) Hilfreich sind ferner die Zoom-Buttons,
die Hand zum Verschieben sowie der Dreh-Button, um 3D-Grafiken im Raum dre-
hen und betrachten zu können.
Konkrete Informationen zu den einzelnen MATLAB-Tools erhalten Sie im Ver-
lauf des Leitprogramms. Weitere Hilfestellung bietet außerdem die MATLAB-Hilfe.
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Aktueller Pfad, auf 
dem Matlab nach 
Dateien sucht; 
Mit „Clear Command 
Window“ kann das 
Command Window 
geleert werden; 
Haupteingabefeld; Eingabe stets hinter 
dem Promt >> und mit Enter bestätigen; 
Mithilfe der „Pfeil-nach-oben“-Taste ↑ 
können alte Befehle aufgerufen werden; 
Hier kann nach Datei-
Ordnern gesucht 
werden, die dem Pfad 
hinzugefügt werden 
sollen; 
Im aktuellen Ordner verfügbare Matlab-
Funktionen, Bilddateien und Matlabvariablen; 
Starten vieler Funktionen möglich durch 
Rechtsklick – „Run“. 
Gespeicherte Variablen 
und ggf. Ergebnisse von 
Funktionsdurchläufen; 
Cursor zum Setzen von Punkten 
Drehen von 3D-Grafiken mehrere Fenster in eine Ansicht einpassen 
4.2 Motivation und Entwicklung der Fragestellung
Zur Einstimmung Bearbeiten Sie zur Einstimmung die folgende Aufgabe. Etwas
später im Text werden wir kurz auf sie zurückkommen.4



. AUFGABE
Suchen Sie sich im Internet den Zeitschriftenartikel Sculpting
the Impossible von Stephen L. Macknik und Susana Martinez-Conde
[MMC13] als pdf-Datei heraus, indem Sie auf den stabilen Link
doi:10.1038/scientificamericanillusions0913-86 klicken oder ihn in eine
Suchmaschine eingeben.
1. Betrachten Sie zunächst die beiden Bilder Shadow Play: Lunch with
a Helmet On auf S. 92 sowie Imelda’s Dream Come True auf S. 93.
Wie „funktionieren“ die beiden Schatteninstallationen der jeweiligen
Künstler? Was ist das Verblüffende daran?
2. Wenden Sie sich nun den beiden Bildgruppen One-Man Band: Encore
auf S. 92 und And the Winner is...: Three-Bar Cube auf S. 93 zu:
• Decken Sie in jeder Bildgruppe zunächst das mittlere Bild zu und
betrachten nur die beiden äußeren Bilder! Was sehen Sie jeweils?
• Öffnen Sie dann das mittlere Bild: Wie „passt“ dieses zu den jeweils
äußeren beiden? Worin besteht hier der verblüffende Illusionsef-
fekt des Kunstwerkes?
3. Was glauben Sie, welcher der beiden vorgestellten Typen der Illusion
technisch einfacher zu bewerkstelligen ist, und warum?
Odyssee im Weltraum Am 14. November 2014 schreibt die European Space
Agency (ESA) auf ihrer Internetseite über die geglückte Reise von Philae, dem Lan-
der der Raumsonde Rosetta (vgl. Abb. 4.1), zum Kometen Tschurjumow-Gerassimenko
[Eur14]:
4Leider kann der in dieser Einstimmungsaufgabe angegebene Artikel im Volltext nur über eine
Bildungsinstitution (z.B. Universität) kostenlos bezogen werden, wenn diese den entsprechenden
Dienst abboniert hat. Alternativ sind die drei Bilder bzw. Bildgruppen Lunch with a Helmet On, En-
core sowie Imelda’s Dream Come True in dieser Reihenfolge derzeit unter der temporären Adresse
http://sensingarchitecture.com/tag/illusion/ einsehbar. Die Bildgruppe And the Winner
is...: Three-Bar Cube findet sich auch in dem derzeit unter http://smc.neuralcorrelate.com/
files/publications/macknik_mind11c.pdf frei verfügbaren pdf-file auf der S. 24. Bei Unzu-
gänglichkeit der Bilder kann die Aufgabe auch problemlos weggelassen werden.
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(a) Rosetta und Philae bereiten sich auf Phil-
aes Landung auf dem unbekannten Kometen
Tschurjumow-Gerassimenko vor.
(b) Wie Philae auf dem Kometen landet...
zumindest in der Theorie!
Abb. 4.1 Die Rosetta-Mission (Grafiken: ESA bzw. ESA/ ATG medialab)
After achieving touchdown on a comet for the first time in history,
scientists and engineers are busy analysing this new world and the
nature of the landing.
Die ESA-WissenschaftlerInnen sind also ausgezogen, um anhand der Daten,
die der kleine Lander Philae aus den Tiefen des Weltalls funkt, etwas über den (ver-
mutlich uralten) Kometen herauszufinden. Natürlich lassen sie die Öffentlichkeit
gerne daran teilhaben, und teilen mit ihr vor allem solche Daten, die scheinbar
jeder von uns verstehen kann, nämlich Fotografien.
Solche Fotografien sind nicht nur dabei hilfreich, dass wir uns „ein Bild“ von
diesem Kometen machen können. Die WissenschaftlerInnen ziehen auch noch
einen weiteren Nutzen aus ihnen. Ein einfacheres Beispiel wird durch die folgende
Passage, etwas weiter hinten im selben Nachrichtentext, illustriert:
The lander remains unanchored to the surface at an as yet undetermi-
ned orientation. The science instruments are running and are delive-
ring images and data, helping the team to learn more about the final
landing site.
Nach der Landung mussten die Ingenieure also zuerst einmal feststellen, wo
und in welcher Position sich Philae im Hinblick auf ihre felsige Umgebung befand.
Dabei half ein Panoramafoto, welches aus sechs Aufnahmen von sechs verschie-
denen Kameras konstruiert wurde, die zum CIVA-P-Kamerasystem von Philae ge-
hören. Wenn man weiß, wo sich die Kameras an Philaes Gehäuse befinden und
wie sie ausgerichtet sind, lässt sich ihre Landeposition recht gut im Bezug auf die-
se sechs Fotos ermitteln. Das Ergebnis ist in Abb. 4.2 zu sehen.
Fotografien können also helfen, etwas über die Orientierung von Objekten im
Raum herauszufinden - wenn man, wie bspw. in Phileas Fall, gar keine Möglich-
keit hat, die entsprechende Raumszene auf anderem als auf digitalem Wege in Au-
genschein zu nehmen. Das ist doch äußerst praktisch! In dem oben genannten
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(a) Philaes erstes 360°-Panoramabild des
Landeplatzes wurde von ihrem CIVA-P-
Bildsystem aufgenommen. In einigen Bildern
lassen sich ihre drei Füße wiedererkennen.
(b) Anhand der Bilder, der Abbildungen der
Füße und des Wissens über Philaes Kamera-
system lässt sich rekonstruieren, welche Ori-
entierung Philae im Bezug auf ihre Umge-
bung hat.
Abb. 4.2 Ermittlung der Landeposition anhand von Kamerabildern (Fotos: ESA/ Rosetta/ Phil-
ae/CIVA)
Beispiel erscheint dies auch noch recht zugänglich: Es gibt wohl nicht allzuviele
Möglichkeiten, den Lander zumindest grob richtig und eben in das Zentrum der
sechs Bilder „einzupassen“.
Vor der Landung von Philae hatten die Ingenieure jedoch ein weiteres, schwie-
riges Problem zu lösen: Sie mussten entscheiden, welcher Ort auf dem Kome-
ten für eine möglichst sanfte Landung von Philae geeignet wäre, und den richti-
gen Kurs berechnen, unter welchem Rosetta Philae dann auf den Kometen „fallen
ließ“. Auch hierzu wurden Fotografien - diesmal von der Muttersonde Rosetta -
eingesetzt, berichtet ein Zeitungsartikel vom 10.11.2014 [Sti14]:
Daher schießt die Sonde seit Wochen Fotos von Tschurjumow-Gerassimenko
und schickt sie ans Kontrollzentrum, wo eine Software automatisch
bis zu 200 charakteristische Strukturen auf der Oberfläche entdeckt.
Sind zwei Orientierungspunkte in aufeinanderfolgenden Bildern zu
sehen, kann wie bei der irdischen Landvermessung die Position von
Sonde und Komet bestimmt werden. Durch diesen Trick hoffen die
Forscher, Rosetta zum Zeitpunkt des Abwurfs auf 100 Meter genau an
die richtige Stelle dirigieren zu können.
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m ÜBERSICHT UND ORIENTIERUNG
In diesem Leitprogramm werden Sie sich nun ganz konkret mit diesem
„Trick“ auseinandersetzen, den der Autor des Artikels so leichthin beschreibt!
Entwicklung der Fragestellung Wie im Artikel angedeutet wird, steckt dahin-
ter eine grundlegende geometrische Fragestellung, die nicht nur in der Raum-
fahrt, sondern auch in anderen Anwendungsbereichen eine Rolle spielt (vgl. In-
fobox). Um ihr auf den Grund zu gehen, entnehmen wir einmal die wichtigsten
Eckpunkte aus dem Zeitungsauschnitt, und „übersetzen“ diese:




i WEITERE ANWEN-
DUNGSBEREICHE:
• Fotografische Ver-
messungstechnik
(Photogrammetrie)
• Computergestützte
3D-Modellierung von
Gebäuden aus Fotos
• „Sehvermögen“
von Robotern
(Computer Vision)
• verschiedenste
technische Gebie-
te, die Kamerabilder
einsetzen, z.B. Me-
dizintechnik, Fahr-
zeugtechnik u.s.w.
1. Zum einen geht es um viele „charakteristische Strukturen auf der Oberflä-
che“ des Kometen. Das ist vom Autor des Artikels vermutlich noch sehr vor-
nehm ausgedrückt. Höchstwahrscheinlich handelt es sich um ein ganzes Ar-
senal an größeren und kleineren Bergen und Gesteinsbrocken, die die Ober-
fläche des „entenförmigen“ Kometen unregelmäßig bedecken und ihr auf
diese Weise eine räumliche Struktur verpassen, also vielleicht so:
2. Zum anderen fliegt Rosetta auf irgendeiner Umlaufbahn um diesen Kome-
ten herum und schießt dabei nacheinander eine Reihe an Fotos, also in etwa
auf diese Weise:
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3. Von diesen Fotos betrachten die WissenschaftlerInnen nun zwei aufeinan-
derfolgende. Auf beiden Fotos identifizieren sie jeweils einen Orientierungs-
punkt, das bedeutet, es handelt sich um die beiden aufgenommenen Bild-
punkte ein- und desselben charakteristischen Raumpunktes irgendwo im Ge-
röllfeld des Kometen, den die Forscher eindeutig identifizieren konnten:
Das führt uns übrigens direkt zu einer ersten Definition, die wir im weite-
ren Verlauf der Einheit noch gebrauchen werden. Statt von Orientierungspunkten
spricht der Fachmann von sogenannten korrespondierenden Bildpunkten:
v KORRESPONDIERENDE BILDPUNKTE
Zwei Kameras fotografieren dieselbe Szene von zwei unterschiedlichen
Standorten aus. Dadurch wird ein Raumpunkt X auf einen Bildpunkt x ′ im
ersten Foto und auf einen Bildpunkt x ′′ im zweiten Foto abgebildet. x ′ und
x ′′ heißen korrespondierende Bildpunkte, die man auch als Bildpunktepaar
(x ′, x ′′) zusammenfasst.




i INFOBOX: PUNKTBEZEICHNUNGEN X , x ′ UND x ′′
Zur besseren Unterscheidung bezeichnen wir hier einen Punkt im Raum
mit einem großen Buchstaben X , Punkte auf einem ebenen Bild jedoch mit
kleinen Buchstaben wie x ′, x ′′. Auf diese „Vereinbarung“ werden wir später
wieder zurückkommen, wenn wir unsere Kamera(s) modellieren.
4. Aus dieser Konstellation können die Ingenieure nun auf irgend eine Weise
die Position(en) von Sonde und Komet bestimmen. Das ist natürlich ziem-
lich leicht gesagt! Was heißt denn hier eigentlich „Position“, und im Bezug
worauf? Das Weltall ist ja bekanntlich eher groß und unübersichtlich.
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Wenn man jedoch weiter darüber nachdenkt, gibt es nur drei Objekte, deren
Konstellation zueinander zu bestimmen ist: den Kometen selbst, sowie die
„Kamera zum ersten Zeitpunkt“ und die „Kamera zum zweiten Zeitpunkt“
des Fotografierens, während sie um den Kometen kreist. Die zeitliche Kom-
ponente können wir hierbei vernachlässigen und uns als alternative Situa-
tion vorstellen, der Komet würde von zwei Kameras gleicher Bauart gleich-
zeitig von zwei verschiedenen Positionen aus fotografieren.
Angenommen, wir hätten nun die beiden korrespondierenden Bildpunkte
eines markanten Punktes auf dem Kometen auf den Fotos markiert, bspw.
einer Bergspitze. Dann wäre es im Hinblick auf unser Landevorhaben doch
vielleicht schön, wenn wir die Position der beiden Kameras im Bezug auf
diese Bergspitze bestimmen könnten. Das heißt, was wir eigentlich suchen,
ist eine Möglichkeit, aus zwei gegebenen Bildpunkten auf den beiden Fotos,
von denen wir wissen, dass sie „zusammengehören“, wieder den ursprüng-
lichen Raumpunkt zu rekonstruieren! Oder anders formuliert: Wenn wir
uns ein irgendein Raumkoordinatensystem vorstellten (z.B. unser „altbe-
kanntes“ euklidisches), in welchem sich die beiden Kameras und der Komet
befinden, und könnten aus den Koordinaten der beiden Bildpunkte in den
Fotos die Koordinaten der Bergspitze im Raumkoordinatensystem ermitteln,
dann wäre uns der wesentliche Durchbruch gelungen!
Man könnte auf diese Weise bereits für alle solchen Bildpunktpaare, die man
gut auf den beiden Fotografien ausfindig machen kann, die zugehörigen
3D-Punkte ermitteln, und könnte so bereits einen kleinen Ausschnitt der
Oberfläche des Kometen in Form eines räumlichen Punktmodells bzw. ei-
ner Punktwolke rekonstruieren. Umgekehrt würde man dann auch bezüg-
lich dieses Teils des Kometen auch die Aufnahmepositionen und Ausrich-
tungen der beiden Kameras kennen.



i REKONSTRUK-
TION AUS MEH-
REREN BILDERN:
An dieser Stelle
könnte man zurecht
fragen, warum man
eigentlich nur zwei
der zahlreich verfüg-
baren Fotos nutzen
sollte? Die Mehrbild-
rekonstruktion ist je-
doch eine weiterfüh-
rende Problemstel-
lung, auf die wir eini-
ge Prinzipien unserer
„Baustelle“ übertra-
gen könnten, zu der
es in der Praxis aber
auch viele andere
Herangehensweisen
gibt. Wir wollen die
Sache übersichtlich
halten und begrenzen
uns daher auf unsere
lokale Fragestellung.
Damit haben wir unser wesentliches Ziel für das vorliegende Leitprogramm
bereits herausgearbeitet, bzw. formuliert, welchem „Trick“ der WissenschaftlerIn-
nen wir auf die Spur kommen wollen! Am Ende möchten wir mithilfe dieses Tricks
auch mit unseren eigenen Augen 3D-Punkte aus zwei Fotos rekonstruieren, des-
halb beschränken wir uns im weiteren Verlauf aus praktischen Gründen auf eine
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entsprechende „irdische“ Fragestellung: Anstatt 3D-Punkte im Geröllfeld des Ko-
meten suchen wir markante Raum- bzw. Eckpunkte eines Gebäudes, welches von
zwei Seiten fotografiert wurde.
Z LERNZIEL(E)
Hauptziel des Leitprogramms: Aus zwei Kamerabildern, die eine Raumszene Hauptziel des Leitpro-
gramms(z.B. ein Gebäude) von verschiedenen Standorten aus aufnehmen, ein com-
putergeneriertes 3D-Modell der Punkte zu rekonstruieren, deren Bilder auf
beiden Fotos zu sehen sind - unter Einbezug möglichst wenig zusätzlicher
3D-Information.
Bemerkungen dazu:
• Mit 3D-Modell meinen wir im Folgenden immer ein 3D-Punkte-Modell (und
nicht etwa ein Kantenmodell), welches schlussendlich rekonstruiert wird,
denn wir betrachten stets nur einzelne Raumpunkte und deren Bildpunkte
auf den Fotos.
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• Das geometrische 3D-Modell soll vom Computer berechnet werden! Das
hat natürlich ganz praktische Gründe: Rechnen kann der Computer viel schnel-
ler und besser als wir. Allerdings hat das auch Einfluss darauf, wie wir un-
ser Problem angehen und mathematisch modellieren werden: Wir benöti-
gen nicht einfach „irgend einen Rechenweg“, anhand dessen wir ein spezi-
elles Zahlenbeispiel lösen können. Stattdessen müssen wir eine mathemati-
sche Sprache finden, die Lösungen allgemein formulieren und die auch der
Computer verstehen kann. Idealerweise sind die mathematischen Modelle,
die wir benutzen, sogar „elegant genug“, dass wir uns das Betrachten und
„Programmieren“ von möglichen Sonderfällen sparen können.




! VORSICHT:
Aus dem Kontext
wird normalerweise
deutlich, was im Ver-
lauf des Programms
jeweils mit dem Be-
griff Modell gemeint
ist: das geometrische,
vom Computer zu
konstruierende 3D-
Modell des Gebäudes
(als Produkt unse-
rer Bemühungen),
oder kleine und große
mathematische Mo-
delle, in die wir die
Realsituation „über-
setzen“, um unser
Problem zu lösen.
• Unter Einbezug möglichst wenig zusätzlicher 3D-Information bedeutet,
dass wir die Messlatte für unser Rekonstruktionsprojekt hoch hängen und
es „weltraumtauglich“ gestalten wollen: Unser Idealziel wäre, am Ende da-
zu in der Lage zu sein, wirklich nur anhand der beiden Fotos einen entspre-
chenden 3D-Ausschnitt des Gebäudes möglichst originalgetreu rekonstru-
ieren zu können - ohne, dass wir dazu weitere Informationen benötigen.
Das ist, um es vorweg zu nehmen, kein leichtes Problem! Immerhin wollen
wir ja aus zweidimensionalen, in der Bildebene gemessenen Koordinaten
Rückschlüsse auf dreidimensionale Raumkoordinaten ziehen, also aus ebe-
nen Strukturen räumliche rekonstruieren.
Erinnern Sie sich an dieser Stelle wieder an Dreierbildgruppen aus der Ein-
stiegsaufgabe! Die beiden äußeren Bilder jeder Dreiergruppe bildeten hier
jeweils zwei besonders ausgewählte Ansichten auf ein- und dieselbe räum-
liche Skulptur. Die optische Illusion bestand hier vor allem darin, dass diese
beiden Ansichten auf den ersten Blick gar nichts miteinander zu tun haben
schienen, man konnte dahinter zwei völlig verschiedene Gegenstände ver-
muten. Erst die dritte Ansicht lässt die 3D-Skulptur erkennen, die zu beiden
Ansichten „passt“ und viel komplizierter strukturiert ist, als es zunächst den
Anschein hatte.



E BEOBACHTUNGEN
Offensichtlich geht also beim Abbilden von etwas Räumlichen auf eine
Ebene, bspw. bei einem Schattenbild oder einem Foto, Information verloren,
nämlich über die räumliche Tiefe. Wir „verlieren“ sozusagen eine ganze Di-
mension, die wir im Rekonstruktionsprozess wieder zurückgewinnen müs-
sen!
Für unser Haupt(lern)ziel bedeutet dies auch, dass wir an dieser Stelle noch
gar nicht wissen, wie nahe wir unserem oben formulierten Ideal tatsächlich kom-
men. Dies herauszufinden und zu konkretisieren, ist Teil des Weges. (Unser Haupt-
ziel ist deswegen auch bewusst nicht als typisches Lernziel à la „Am Ende des Pro-
gramms können Sie...“ formuliert.) Es sei ferner an dieser Stelle bemerkt, dass es
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zum Erreichen des Hauptziels nötig sein wird, die uns zur Verfügung stehende
mathematische Theorie auszubauen und um einige Konzepte zu erweitern, die
man dem Gebiet der sogenannten linearen Algebra zuordnet. Die ziemlich forma-
le „Sprache“ der linearen Algebra eignet sich besonders gut dazu, technische Sach-
verhalte mathematisch so präzise und kompakt zu formulieren, dass sich daraus
Algorithmen entwickeln lassen, mit denen auch ein Computer „etwas anfangen“
kann. IngenieurInnen oder ProgrammierInnen können auf sie in keinster Weise
verzichten. Sie sollten also damit rechnen, dass Ihnen anfangs einige Ideen und
Schreibweisen recht „sperrig“ und kompliziert vorkommen, weil sie ungewohnt
sind. Diese werden sich jedoch hinterher als sehr effizient und hilfreich erweisen.
4.3 Mögliche Wege durch das Programm
Generell können Sie nun drei unterschiedliche Wege durch das Programm wählen:
Weg A: Das ist die Standardvariante, bei der Sie am Ende in irgend einer Form
das oben formulierte Hauptziel erreichen. Da dies jedoch ein deutlich anspruchs-
volles Problem ist, benötigen wir einen gewissen „Anlauf“. Die ersten drei Kapitel
des Leitprogramms arbeiten deshalb zunächst auf ein Zwischenziel hin:
Z LERNZIEL(E)
Nach den ersten drei Kapiteln des Leitprogramms haben Sie inhaltlich...
• ... die Funktionsweise der Lochkamera untersucht und mathematisch
modelliert;
• ... ein neues Modell für die Darstellung von Punkten erarbeitet, mit des-
sen Hilfe man auch mit unendlich fernen Punkten umgehen und rech-
nen kann;
• ... die sogenannte Projektionsmatrix kennengelernt und untersucht, die
alle spezifischen Abbildungseigenschaften einer bestimmten Lochkame-
ra innerhalb eines Koordinatensystems vollständig beschreibt;
• ... erfahren, was Projektionsgeraden sind, und wie man sie aus der Pro-
jektionsmatrix ermitteln kann.
Mathematisch haben Sie gelernt,...
• ... was Matrizen sind, und wie man mit ihnen rechnet;
• ... was es bedeutet, wenn Vektoren linear abhängig sind;
• ... was lineare Abbildungen sind, und wie man sie mithilfe von Matrizen
beschreiben kann;
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Z LERNZIEL(E) (fortgesetzt)
• ... wie man lineare Gleichungssysteme löst und wodurch sich ihre Lö-
sungsmengen unterscheiden;
• ... wie man auch eine „Lösung“ für ein lineares Gleichungssystem findet,
das eigentlich gar keine Lösung hat.
Zwischenziel des Leitprogramms: Damit können Sie zu einem Bildpunk-Zwischenziel des
Leitprogramms tepaar aus zwei Bildern bereits den zugehörigen 3D-Punkt unter der Verwen-
dung von Zusatzinformationen rekonstruieren, und zwar
• ... entweder dann, wenn Sie die Projektionsmatrizen der beiden Kameras
bereits kennen
• ... oder wenn Ihnen die 3D-Koordinaten genügend vieler Raumpunk-
te bekannt sind, so dass Sie die Projektionsmatrizen daraus bestimmen
können (nur Weg A und B).
Weg B: Bei dieser kürzeren Variante arbeiten Sie ebenfalls auf das Hauptziel
hin. Allerdings liegt hier der Schwerpunkt auf der Bearbeitung der ersten drei Ka-
pitel und dem Erreichen des Zwischenziels, also auf der Modellierung der zentral-
projektiven Kamera und der Beschreibung und Durchführung einer vereinfachten
Rekonstruktionssituation. Von den Themen der zwei abschließenden Kapitel be-
arbeiten Sie dann nur eine Auswahl, bei der einige inhaltliche Fragen offen bleiben
werden.
Weg C: Bei dieser deutlich gekürzten Variante wird das Zwischenziel zu Ihrem
Hauptziel. Kapitel vier und fünf werden nicht bearbeitet.
Insgesamt gibt es fünf zu bearbeitende Kapitel. Die Abfolge und Namen der
einzelnen Kapitel können Sie in Tabelle 4.1 einsehen. Nach Abschluss von Kapi-
tel 3 erfahren Sie Genaueres zu den Lernzielen der verbleibenden Kapitel. Spre-
chen Sie mit Ihrer/Ihrem LehrerIn bzw. TutorIn ab, ob Sie Variante A, B oder C
folgen. Wählen Sie an entsprechenden Weggabelungen dann stets den richtigen
Buchstaben.
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Grundlegende Ziele Zugehörige Kapitel
0. Motivation und Entwicklung der
Fragestellung
1. Zwischenziel:
Rekonstruktion von 3D-Punkten
aus zwei Kamerabildern unter Ein-
bezug von Zusatzinformationen
1. Vorbereitung - Vektoren, Matri-
zen und Geometrie
2. Modellierung der zentralprojek-
tiven Kamera
3. Rekonstruktionsmöglichkeiten
rund um die Projektionsmatrix P
2. Hauptziel:
Rekonstruktion von 3D-Punkten
aus zwei Kamerabildern nach Mög-
lichkeit ohne Einbezug von weite-
ren Informationen als den Bildern
selbst
4. Fundamentalmatrix und relative
Orientierung
5. Rekonstruktion eines 3D-
Modells mithilfe von Normalka-
meras
Tab. 4.1 Übersicht über den Verlauf des Lernprogramms
4.4 Kapitel 1: Vorbereitung - Vektoren, Matrizen und
Geometrie
Nachdem wir nun im Motivationskapitel 4.2 die grundlegende Fragestellung erar-
beitet haben, die uns durch das gesamte Programm begleiten wird, ist dieses erste
Kapitel einem mathematischen Einstieg gewidmet, bevor wir dann in Kapitel 2 zu
unserem Leitproblem zurückkehren werden.
m ÜBERSICHT UND ORIENTIERUNG
Dieses Kapitel soll dazu dienen, alle neuen Inhalte dieses Programms an
Ihr Vorwissen und die Ihnen bereits bekannten Konzepte aus der analyti-
schen Geometrie anzuknüpfen, und diese um einige nötige Facetten zu er-
gänzen.
Z LERNZIEL(E)
Nach Bearbeitung dieses Kapitels können Sie ...
• ... Vektoren dazu nutzen, den Raum (bzw. die Ebene) zu koordinatisie-
ren, Punkte und Verschiebungen im Raum (bzw. in der Ebene) darzustel-
len, und Geraden und Ebenen darin zu beschreiben (Abschnitt 4.4.1);
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Z LERNZIEL(E) (fortgesetzt)
• ... mit Matrizen umgehen und rechnen und sie dazu nutzen, nützliche
Abbildungen darzustellen (Abschnitt 4.4.2);
• ... lineare Gleichungssysteme mit beliebig vielen Unbekannten mithilfe
von Matrizen darstellen und lösen (Abschnitt 4.4.3);
• ... erklären, was man unter Linearkombinationen, linearer Abhängigkeit
und linearen Abbildungen versteht, und Beispiele nennen (Abschnitt
4.4.4).
Das Kapitel besteht aus vier größeren thematischen Abschnitten. Da es einer-
seits ein „Brückenkapitel“ zur Anknüpfung an Ihr Vorwissen sein soll, andererseits
bestimmt einige neue Ideen einführt, die Sie noch nicht kennen, sollten Sie einen
für Sie „passenden“ Weg der Bearbeitung wählen:
• Abschnitt 4.4.1 ist ein reiner Leseabschnitt, und dient der Wiederholung des
Vektorbegriffs und seiner Eigenschaften, die Sie bereits kennen sollten. Sie
können ihn ggf. überspringen und nur als „Nachschlagekapitel“ nutzen.
• Die Bearbeitung der größeren Abschnitte 4.4.2 und 4.4.4 wird sehr empfoh-
len, weil die hier eingeführten Konzepte Matrizen, Lineare Abbildungen, Li-
nearkombinationen und lineare Abhängigkeit vermutlich neu für Sie sind,
oder Ihnen zumindest in der dargestellten Weise nicht geläufig. In diesen
beiden Abschnitten bearbeiten sie bereits eigenständig größere Aufgaben in
insgesamt drei Arbeitsphasen.
• Durch Abschnitt 4.4.3 können Sie zwei Wege wählen, abhängig von Ihren
Vorkenntnissen. In diesem Abschnitt werden die wichtigen Grundlagen für
das Thema Lineare Gleichungssysteme gelegt, welches Sie noch durch das
ganze Programm begleiten wird.
– Haben Sie von den Begriffen Gaußverfahren und erweiterter Koeffizien-
tenmatrix noch nie etwas gehört, können aber bereits einfache linea-
re Gleichungssysteme mit bis zu drei Unbekannten lösen, sollten Sie
Abschnitt 4.4.3 auf normalem Wege durcharbeiten. Ebenso wird die-
ser Weg empfohlen, wenn Sie die Begriffe zwar kennen, sich auf dem
Gebiet aber unsicher fühlen und Ihr Wissen über lineare Gleichungs-
systeme systematisch auffrischen wollen. Auch als „Neueinsteiger“ in
das Thema lineare Gleichungssysteme können Sie das Kapitel eventu-
ell gut bearbeiten, vielleicht benötigen Sie hier jedoch zusätzliche Un-
terstützung bzw. Erläuterung durch Ihren Tutor.
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– Fühlen Sie sich im Umgang mit linearen Gleichungssystemen, der er-
weiterten Koeffizientenmatrix und dem Gauß-Verfahren bereits fit, sind
Sie vielleicht mit der Kurzform des Kapitels besser beraten. Diese star-
tet mit einer allgemeinen Definitionen der benötigten Konzepte und
ganz wenigen Beispielen, und baut alles Neue darauf auf.
Insgesamt wird in Kapitel 1 also die Bearbeitung der Abschnitte 4.4.2, 4.4.3 (zu-
mindest in Kurzform) und 4.4.4 sehr empfohlen, um dem Leitprogramm weiterhin
erfolgreich folgen zu können.
4.4.1 Wiederholung: Vektoren & Geometrie
Z LERNZIEL(E)
Nach Bearbeitung dieses Abschnitts können Sie Vektoren dazu nutzen, den
Raum (bzw. die Ebene) zu koordinatisieren, Punkte und Verschiebungen im
Raum (bzw. in der Ebene) darzustellen, und Geraden und Ebenen darin zu be-
schreiben.
Aus der Schule kennen Sie Vektoren, genauer Spaltenvektoren. Spaltenvektoren
sind zunächst einmal nichts anderes, als eine Liste senkrecht untereinander ange-
ordneter Zahlen, z.B.
(
3
−72
)
∈R2,
 0.6p3
−23
 ∈R3,
wobei R2 bzw. R3 bedeutet, dass die zwei bzw. drei Komponenten der Liste der
reellen Zahlen entnommen sind. Den R2 bzw. den R3 interpretiert man dabei oft
geometrisch als „die Ebene“ bzw. „den Raum“, und spricht von „zweidimensio-
nalen“ bzw. „dreidimensionalen“ Vektoren.
Allgemeine Schreibweise von Vektoren Wir bezeichnen Vektoren allgemein
mit beliebigen lateinischen Buchstaben und fügen für die einzelnen Komponen-
ten eines Vektors entsprechende Indizes hinzu. Aus dem Kontext wird normaler-
weise klar, ob ein Buchstabe für einen Vektor oder einen Skalar steht. Skalar: Darunter ver-
stehen wir eine beliebige
reelle Zahl.V BEISPIEL(E)
Seien a,b ∈R3, a =
a1a2
a3
 ,b =
b1b2
b3
 und λ ∈R.
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V BEISPIEL(E) (fortgesetzt)
Alternative Bezeich-
nungen für die ein-
zelnen Komponen-
ten sind auch denk-
bar, z.B. a =
αβ
γ
 für
α,β,γ ∈ R. Auch hier
liefert der Kontext nor-
malerweise die rich-
tige Interpretation.
Dann ist c = a+λb =
a1a2
a3
+λ
b1b2
b3
 ein Vektor des R3.
(Hier beschreibt z.B. der Buchstabe a einen Vektor, der indizierte Buchstabe
a1 sowie der griechische Buchstabe λ jedoch jeweils ein Skalar.)
Rechenregeln Sicherlich erinnern Sie sich daran, wie man mit Vektoren rech-
nen kann. Addition und skalare Multiplikation sind sehr einfach durchzuführen:
v ADDITION UND SKALARE MULTIPLIKATION VON VEKTOREN
Die Addition sowie die skalare Multiplikation für Vektoren ist komponen-
tenweise definiert.
V BEISPIEL(E)  32
−1
+
 1−3
0
=
 4−1
−1
 , 3 ·
 32
−1
=
 96
−3
 .


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i ÜBERTRA-
GUNG AUF DEN Rn
An dieser Stelle
wüssten wir zwar
nicht, wozu Vekto-
ren mit mehr als drei
Komponenten gut
sein sollten, und was
man sich denn unter
dem Rn vorzustellen
hätte. Aber falls wir
eine Verwendung
fänden, könnten
wir auf jeden Fall
mit ihnen rechnen!

 IDEE: ÜBERTRAGUNG AUF VEKTOREN MIT BELIEBIG VIELEN KOMPONENTEN
Angenommen, statt zwei- oder dreidimensionaler Vektoren würde man
nun ganz allgemein Spaltenvektoren mit n ∈NKomponenten betrachten, also
n-dimensionale Vektoren. Dann ließe sich das „komponentenweise“-Prinzip
doch ganz einfach auch auf solche Vektoren übertragen!
Das heißt, es gilt für zwei Vektoren a =

a1
a2
...
an
 ∈Rn , b =

b1
b2
...
bn
 ∈Rn undλ ∈R:
a+b =

a1
a2
...
an
+

b1
b2
...
bn
=

a1+b1
a2+b2
...
an +bn
 und λa =λ

a1
a2
...
an
=

λa1
λa2
...
λan
 .
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Ebenso haben Sie in der Schule gelernt, wie man das Skalarprodukt zweier
Vektoren bildet.
V BEISPIEL(E)
(
3
2
)
·
(−1
7
)
= 3 · (−1)+2 ·7= 11,
 32
−1
 ·
 1−3
0
= 3 ·1+2 · (−3)−1 ·0=−3.


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. AUFGABE
1. Wie könnte man dieses „Bildungsprinzip“ des Skalarproduktes auf Vek-
toren mit beliebig vielen Komponenten übertragen? Wie würden Sie das
allgemein aufschreiben?
2. Im R2 bzw. im R3 hat das Skalarprodukt interessante geometrische Deu-
tungsmöglichkeiten. An welche erinnern Sie sich?
v SKALARPRODUKT
a =

a1
a2
...
an
 ∈Rn und b =

b1
b2
...
bn
 ∈Rn seien n-dimensionale Vektoren, n ∈N.
1. Dann heißen
a ·b =

a1
a2
...
an
 ·

b1
b2
...
bn
= a1b1+a2b2+·· ·+anbn
das Skalarprodukt von a und b.
2. Sei zusätzlich c =

c1
c2
...
cn
 ∈Rn . Für das Skalarprodukt gelten die folgenden
Rechenregeln:
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v SKALARPRODUKT (fortgesetzt)
• a ·b = b ·a
• (αa) ·b = a · (αb)=α(a ·b) für ein Skalar α ∈R
• (a+b) · c = a · c+b · c und a · (b+ c)= a ·b+a · c.
3. Falls n = 2 oder n = 3, und falls weder a noch b der Nullvektor ist, gilt:
a ·b = 0 ⇔ a und b sind orthogonal zueinander.
4. Sei a =
(
a1
a2
)
∈ R2 und b =
b1b2
b3
 ∈ R3. Dann berechnet man die Länge
bzw. den Betrag von a und b mithilfe des Skalarproduktes jeweils durch
|a| =pa ·a =
√
a21+a22 und |b| =
p
b ·b =
√
b21+b22+b23.
Ein Vektor mit dem Betrag 1 heißt Einheitsvektor.




i BETRAG UND
ORTHOGONA-
LITÄT IM Rn :
Die Berechnung des
Betrages und der „Or-
thogonalitätstest“ lie-
ßen sich formal ohne
Probleme ebenfalls
auf den Rn übertra-
gen! Das wird aller-
dings für unsere Zwe-
cke nicht benötigt.
V BEISPIEL(E)
Die Vektoren
 1p3
−2
 und
20
1
 sind orthogonal zueinander, denn es gilt
 1p3
−2
 ·
20
1
= 1 ·2+p3 ·0−2 ·1= 0.
Ferner ist
∣∣∣∣∣∣
 1p3
−2
∣∣∣∣∣∣=p1+3+4=p8= 2p2.
Der Vektor 1
2
p
2
 1p3
−2
 ist dann ein sog. Einheitsvektor, denn er hat Länge 1:
∣∣∣∣∣∣ 12p2
 1p3
−2
∣∣∣∣∣∣=
√√√√√ 1
2
p
2
 1p3
−2
 · 1
2
p
2
 1p3
−2
= 1
2
p
2
√√√√√
 1p3
−2
 ·
 1p3
−2
= 1
2
p
2
·
∣∣∣∣∣∣
 1p3
−2
∣∣∣∣∣∣= 1.
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i INFOBOX: BEZEICHNUNG DES NULLVEKTORS
Einen Nullvektor mit beliebig vielen Komponenten bezeichnen wir im Fol-
genden stets mit 0ˆ. Aus dem Kontext wird jeweils klar, wie viele Komponenten
er hat. Der Nullvektor im Ausdruck a ∈R3, a 6= 0ˆ ist bspw. dreidimensional.



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i INFOBOX: EUKLIDISCHE EBENE UND EUKLIDISCHER RAUM
Durch das Skalarprodukt sind wir dazu in der Lage, Längen und Winkel
im R2 bzw. im R3 zu messen! Wir sprechen deshalb auch von der euklidischen
Ebene bzw. dem euklidischen Raum.
4.4.1.1 Geometrische Interpretationen von Vektoren
Bis hierhin haben wie vor allem formale Eigenschaften von Vektoren wiederholt.
Die Betonung lag hier auf der Feststellung, dass man einen Vektor als Liste - der
Mathematiker sagt auch Tupel - seiner Komponenten auffassen, und mit diesen Vektoren als Tupel
Tupeln nach gewissen Regeln rechnen kann.
Der Nutzen von Vektoren erstreckt sich nun auf sehr verschiedene Anwen-
dungsbereiche. Im Folgenden benötigen wir vor allem zwei geometrische Inter-
pretationen davon, „was man mit Vektoren alles machen kann“:
1. Vektoren als Pfeile: Zum einen kann man durch einen Vektor a eine Paral- Vektoren als Pfeile
lelverschiebung a =−−→PQ in der Ebene oder im Raum beschreiben, die einen Punkt
P auf einen Punkt Q abbildet („ Vektor von P nach Q“).
Man stellt den Vektor dann als einen gerichteten Pfeil dar, der vom Punkt P
zum Punkt Q zeigt. Die Wirkung dieser Verschiebung ist dieselbe für alle Punkte.
Deshalb stellen zwei gleich lange und gleich gerichtete Pfeile im Raum oder in der
Ebene denselben Vektor dar, vgl. Abb. 4.3. (Diese Interpretation kennen Sie bereits
aus der Schule!)
2. Vektoren als Punkte: zum anderen kann ein Vektor aber auch einen Punkt Vektoren als Punkte
in der Ebene oder im Raum beschreiben. Dazu legt man ein konkretes Koordina-
tensystem fest, bspw. im Raum das kartesische Koordinatensystem.
v KARTESISCHES KOORDINATENSYSTEM UND STANDARDBASIS
Es bezeichnet [O,e(1),e(2),e(3)] das kartesische Koordinatensystem im
Raum mit dem Ursprung O =
00
0
 als Bezugspunkt und den drei besonders
ausgezeichneten Einheitsvektoren
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Abb. 4.3 Vektoren können Parallelverschiebungen beschreiben
v KARTESISCHES KOORDINATENSYSTEM UND STANDARDBASIS (fortgesetzt)
e(1) =
10
0
 , e(2) =
01
0
 , e(3) =
00
1
 .
Hierbei definieren e(1),e(2) und e(3) die Richtungen der drei Koordinaten-
achsen. Man bezeichnet
S = (e(1), e(2), e(3))=
10
0
 ,
01
0
 ,
00
1

als kartesische Basis oder auch Standardbasis. Eine Besonderheit des kar-
tesischen Koordinatensystems ist, dass die Vektoren e(1),e(2),e(3) der Stan-
dardbasis paarweise senkrecht aufeinander stehen, wie man anhand des Ska-
larproduktes nachrechnen kann.
Der (aus der Schule bekannte) „Ortsvektor“ a = −−→O A =
a1a2
a3
 zum Punkt A ist
dann bezüglich dieser Standardbasis eindeutig als sogenannte Linearkombination
Zu Linearkombina-
tionen erfahren Sie
später noch mehr!
a = a1e(1)+a2e(2)+a3e(3)
zerlegbar, wobei a1, a2, a3 Koordinaten des Punktes A heißen.
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! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Oft werden wir einen Punkt A direkt mit seinem Ortsvektor identifizieren
und schreiben
A =
a1a2
a3
 .
Von dieser auf den ersten Blick nicht ganz konsistenten Schreibweise sollten
Sie sich nicht verwirren lassen, denn aus dem Kontext heraus wird ihre Be-
deutung jeweils klar, oder spielt gar keine Rolle. (Die meisten Mathematiker
machen es auch so.)
V BEISPIEL(E)
Der Punkt A =
21
1
 hat bezüglich der Standardbasis die Koordinaten 2, 1
und 1 (vgl. Abb. 4.4(a)), denn es ist
A =
21
1
= 2e(1)+1e(2)+1e(3).
Nimmt man den Punkt B =
 1−2
3
 hinzu, so bezeichnet der Vektor
(a) Koordinaten des Punktes A bezüg-
lich der Standardbasis
(b) Ein Verschiebungsvektor kann auch als ei-
gener Ortsvektor aufgefasst werden.
Abb. 4.4 Vektoren und Koordinaten: Beispiele
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V BEISPIEL(E) (fortgesetzt)
c :=−→AB =−−→OB −−−→O A =B − A =
 1−2
3
−
21
1
=
−1−3
2

die Parallelverschiebung von A nach B . Wiederum kann man c auch als
Ortsvektor
−−→
OC des Punktes C =
−1−3
2
 interpretieren (vgl. Abb. 4.4(b)).
4.4.1.2 Allgemeine affine Koordinatensysteme und Koordinatenvektoren
In den kartesischen Koordinatensystemen [O,e(1),e(2)] der Ebene und [O,e(1),e(2),e(3)]
des Raumes haben Sie in der Schule sicherlich schon viel gerechnet. Hierbei han-
delt es sich eigentlich um Spezialfälle einer allgemeineren Form von Koordinaten-
systemen, nämlich von affinen Koordinatensystemen.
Um die ursprüngliche Idee affiner Koordinatensysteme in den Blick zu neh-
men, müssen wir gedanklich noch einmal einen „Schritt zurück“ gehen. Dazu be-
trachten wir zunächst die Ebene R2.
 IDEE: AFFINES KOORDINATENSYSTEM IN DER EBENE R2
Was benötigt man, um ein Koordinatensystem in der Ebene R2 festzule-
gen? Im Grunde hat man zwei Möglichkeiten:
1. Entweder man wählt drei Punkte O, A und B aus, die nicht auf einer
Geraden liegen. Einen davon, z.B. O, wählt man als Bezugspunkt bzw.
Koordinatenursprung aus. Mit den beiden Ortsvektoren
−−→
O A und
−−→
OB
wird dann „automatisch“ eine sog. Basis des Koordinatensystems aus-Auf den Begriff der
Basis kommen wir spä-
ter noch einmal zurück!
gezeichnet. Diese beiden Basisvektoren spannen zusammen mit dem
Koordinatenursprung O zwei Geraden als Koordinatenachsen auf.
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 IDEE: AFFINES KOORDINATENSYSTEM IN DER EBENE R2 (fortgesetzt)
2. Oder man wählt vom Anfang an einen Punkt O als Koordinatenursprung
aus sowie zwei Verschiebungsvektoren (d.h. „Pfeile“) a und b, die nicht
kollinear sind. Dann sind diese Vektoren a und b von vornherein die Kollinear sind zwei n-
dimensionale Vektoren
u, v ∈ Rn (u 6= 0ˆ, v 6=
0ˆ) dann, wenn es ein
Skalar ν ∈ R gibt mit
u = ν · v . Die Vektoren
repräsentieren dann
dieselbe Richtung.
gewählten Basisvektoren, die zusammen mit O die Koordinatenachsen
aufspannen.
In beiden Fällen kann man nun jeden beliebigen anderen Punkt P der
Ebene durch eindeutige Linearkombinationen dieser ausgezeichneten Punkte
und Vektoren darstellen,
1. nämlich im ersten Fall durch P =O+λ1 ·−−→O A+λ2 ·−−→OB mit reellen Koor-
dinaten λ1 und λ2
2. und im zweiten Fall durch P =O+µ1 ·a+µ2 ·b mit reellen Koordinaten
µ1 und µ2.
Ein wichtiges Fazit hieraus ist die folgende Erkenntnis:
Ein Koordinatensystem muss nicht unbedingt durch die Standard- Eine Basis kann sehr
vielfältig aussehen.basis festgelegt sein!
V BEISPIEL(E)
Wir schauen uns zwei verschiedene affine Koordinatensysteme in der Ebe-
ne an, und zwar
• einerseits unser Standardkoordinatensystem K D1 = [O1,e(1),e(2)] mit
dem Koordinatenursprung O1 =
(
0
0
)
und den Basisvektoren e(1) =
(
1
0
)
sowie e(2) =
(
0
1
)
,
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V BEISPIEL(E) (fortgesetzt)
• sowie andererseits das Koordinatensystem K D2 = [O2,b(1),b(2)] mit dem
Koordinatenursprung O2 =
(
1
1
)
und den beiden Basisvektoren b(1) =
(
1
2
)
sowie b(2) =
(
1
−1
)
.
Man betrachte nun den Punkt A innerhalb der beiden Koordinatensysteme:
• Innerhalb des Standardkoordinatensystem K D1 = [O1,e(1),e(2)] ist der
Vektor a1 sein Ortsvektor. Dieser ist eindeutig zerlegbar in die Linear-
kombination
a1 =
(
6
2
)
= 6 ·e(1)+2 ·e(2).
Daraus lässt sich der Koordinatenvektor
K V1(a1)=
(
6
2
)
ablesen, der die Koordinaten des zu a1 gehörenden Punktes A in K D1
angibt.
• Innerhalb des zweiten Koordinatensystems K D2 = [O2,b(1),b(2)] ist der
Vektor a2 = a1−O2 sein Ortsvektor. Dieser ist eindeutig zerlegbar in die
LinearkombinationWie findet man eine
solche Linearkombi-
nation? Das lernen
Sie im Abschnitt 4.4.4.
a2 =
(
5
1
)
= 2 ·
(
1
2
)
+3 ·
(
1
−1
)
= 2 ·b(1)+3 ·b(2).
Der Koordinatenvektor von a2, der die Koordinaten des Punktes A in K D2
angibt, ist also
K V2(a2)=
(
2
3
)
.
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Diese Erkenntnisse lassen sich analog auch auf den Raum übertragen:
 IDEE: AFFINES KOORDINATENSYSTEM IM RAUM R3
Ein affines Koordiantensystem im RaumR3 lässt sich festlegen, indem man
1. entweder vier Punkte O, A, B und C auswählt, die nicht alle in einer
Ebene liegen,
2. oder einen Punkt O sowie drei Vektoren a, b und c auswählt, die linear
unabhängig bzw. eine Basis des R3 sind.

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i INFOBOX: LINEARE UNABHÄNGIGKEIT UND BASIS
Die Begriffe linear unabhängig und Basis besprechen wir genauer in Un-
terabschnitt 4.4.4. Gemeint ist hier bildlich, dass die drei Vektoren a, b und c
den gesamten R3 „aufspannen“, und jeder Punkt des R3 bezüglich dieser drei
ausgewählten Vektoren eindeutige Koordinaten hat.
V BEISPIEL(E)
Wir schauen uns zwei verschiedene affine Koordinatensysteme im Raum
an (vgl. Abb. 4.5), und zwar
• einerseits unser Standardkoordinatensystem K D1 = [O,e(1),e(2),e(3)]
mit dem Koordinatenursprung O =
00
0
 und den Basisvektoren
e(1) =
10
0
 , e(2) =
01
0
 und e(3) =
00
1
 ,
• sowie andererseits das Koordinatensystem K D2 = [O,b(1),b(2),b(3)] mit
demselben Koordinatenursprung O =
00
0
 und den drei Basisvektoren
b(1) =
10
1
 , b(2) =
11
0
 und b(3) =
−12
3
 .
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V BEISPIEL(E) (fortgesetzt)
Man betrachte nun wieder den Punkt A innerhalb der beiden Koordinatensys-
teme:
• Der Ortsvektor a =
 1−1
2
 lässt sich in K D1 = [O,e(1),e(2),e(3)] eindeutig
als Linearkombination
a =
 1−1
2
= 1e(1)−1e(2)+2e(3),
darstellen, aus der man den Koordinatenvektor
K V1(a)=
 1−1
2
 ,
abliest, der die Koordinaten des zu a gehörenden Punktes A angibt.
• Im neuen Koordinatensystem K D2 = [O,b(1),b(2),b(3)] hat der Vektor aWie findet man eine
solche Linearkombi-
nation? Das lernen
Sie im Abschnitt 4.4.4.
jedoch eine andere eindeutige Zerlegung als Linearkombination, näm-
lich
a =
 1−1
2
= 2
10
1
−1
11
0
+0
−12
3
= 2b(1)−1b(2)+0b(3).
Der Koordinatenvektor von a bezüglich K D2 ist also
K V2(a)=
 2−1
0
 ,
mithin hat der zugehörige Punkt A in K D2 andere Koordinaten als in
K D1.
Halten wir also fest, was wir von nun an unter einem Koordinatenvektor ver-
stehen.
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Abb. 4.5 Der Punkt A mit Ortsvektor a hat bezüglich des ersten Koordinatensystems K D1 =
[O,e(1),e(2),e(3)] die Koordinaten 1,−1,2 (blauer Weg), bezüglich des zweiten Koordinatensystems
K D2 = [O,b(1),b(2),b(3)] jedoch die Koordinaten 2,−1,0 (roter Weg).
v KOORDINATENVEKTOR
Es sei K D1 = [O1,b(1),b(2)] ein beliebiges affines Koordinatensystem der
Ebene R2 sowie K D2 = [O2,c(1),c(2),c(3)] ein beliebiges affines Koordinaten-
system des Raumes R3.
• Sei A1 ∈ R2 ein Punkt mit Ortsvektor a1. Dann existiert eine eindeutige
Zerlegung
a1 =λ1 ·b(1)+λ2 ·b(2), λ1,λ2 ∈R.
Dann ist K V1(a1)=
(
λ1
λ2
)
der zu a1 bzw. A1 gehörende Koordinatenvektor
in K D1.
• Sei A2 ∈ R3 ein Punkt mit Ortsvektor a2. Dann existiert eine eindeutige
Zerlegung
a2 =µ1 · c(1)+µ2 · c(2)+µ3 · c(3), µ1,µ2,µ3 ∈R.
Dann ist K V2(a2)=
µ1µ2
µ3
 der zu a2 bzw. A2 gehörende Koordinatenvek-
tor in K D2.
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! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Im Verlauf des Leitprogramms wird es nur äußerst selten (gegen Ende)
nötig sein, explizit zwischen verschiedenen Koordinatenvektoren eines Punk-
tes bezüglich verschiedener Basen zu unterscheiden. Solange man sich immer
auf ein- und dasselbe Koordinatensystem bezieht, ist es egal, wie unsere Basis-
vektoren wirklich aussehen. Man rechnet sozusagen „automatisch“ mit den
richtigen Koordinaten der Punkte bzw. mit Koordinatenvektoren in diesem
System.
Behandeln Sie deshalb einfach alle „auftretenden“ Vektoren nach wie vor
so, wie Sie es aus der Schule gewohnt sind. Wenn es wichtig werden sollte,
genauer hinzuschauen, werden Sie darauf aufmerksam gemacht.
Im Zusammenhang mit Koordinatensystemen sollen abschließend die folgen-
den beiden Begriffe ergänzt werden:
v ORTHOGONALES SYSTEM
Ein Koordinatensystem K D1 = [O1,b(1),b(2)] der Ebene R2 bzw. ein Ko-
ordinatensystem K D2 = [O2,c(1),c(2),c(3)] des Raumes R3 heißt orthogonal,
wenn die Basisvektoren jeweils paarweise senkrecht aufeinander stehen. (Da-
für muss das Skalarprodukt im jeweiligen Koordinatensystem zur Verfügung
stehen!)
(a) Übergang durch 90◦-Drehung im Uhrzeigersinn. (b) „Rechte-Hand-Regel“
Abb. 4.6 Rechtssystem: Beispiel Standardkoordinatensystem K D = [O,e(1),e(2),e(3)]
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. AUFGABE
Finden Sie selbst ein Beispiel für ein orthogonales Raumkoordinatensys-
tem K D2 = [O,c(1),c(2),c(3)], bei dem die Basisvektoren c(1),c(2),c(3) nicht der
Standardbasis entsprechen. Überprüfen Sie anhand des Skalarproduktes, ob
c(1),c(2) und c(3) tatsächlich paarweise senkrecht aufeinander stehen.
v RECHTSSYSTEM
Ein orthogonales Koordinatensystem K D = [O,b(1),b(2),b(3)] des Raumes
R3 heißt Rechtssystem, wenn die Basisvektoren b(1),b(2),b(3) wie folgt angeord-
net sind:
Blickt man in Richtung eines Basisvektors, so gehen die beiden nachfol-
genden Basisvektoren durch eine Rechtsdrehung (im Uhrzeigersinn) von 90◦
ineinander über. Schaut man also bspw. in Richtung des Vektors b(2), so geht
der Vektor b(3) durch eine solche Drehung in b(1) über. Dies bezeichnet man
auch als „Rechte-Hand-Regel“, vgl. Abb. 4.6
4.4.1.3 Beschreibung von Geraden im R2 und im R3 durch Vektoren
Mithilfe von Vektorgleichungen lassen sich Geraden in der euklidischen Ebene
und im Raum darstellen, insbesondere durch die sogenannte Parameterform, wie
sie in der Schule behandelt wird.



. AUFGABE
Wie lautet eine Gleichung der Raumgeraden durch die Punkte
A =
 2−1
1
 und B =
01
3
?
v PARAMETERGLEICHUNG EINER GERADEN
Für u 6= 0ˆ beschreibt die Parametergleichung einer Geraden in der Ebene
g = {x ∈R2 : x = p+λ ·u, λ ∈R}
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v PARAMETERGLEICHUNG EINER GERADEN (fortgesetzt)
bzw. einer Geraden im Raum
g = {x ∈R3 : x = p+λ ·u, λ ∈R}
die Menge aller Punkte x, die durch Verschiebung eines ausgezeichneten
Punktes p auf der Geraden um ein beliebiges skalares Vielfaches λ ·u des Vek-
tors u getroffen werden. Man bezeichnet p auch als Orts- und u als Richtungs-
vektor der Geraden.
Lösung der Aufgabe: Ein Richtungsvektor der Geraden lässt sich bspw. bestim-
men zu
u = A−B =
 2−1
1
−
01
3
=
 2−2
−2
 .
Wählt man A als den ausgezeichneten Punkt auf der Geraden, so lautet eine
Geradengleichung bspw.
g =
x ∈R3 : x =
 2−1
1
+λ ·
 2−2
−2
 , λ ∈R
 .
Man könnte alternativ auch einen ganz anderen Punkt der Geraden auszei-
chen, z.B. B , und ein anderes Vielfaches des Richtungsvektors nehmen:
(a) Gerade in der Ebene (b) Gerade im Raum
Abb. 4.7 Parametergleichung zur Beschreibung von Geraden
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g =
x ∈R3 : x =
01
3
+λ ·
−11
1
 , λ ∈R
 .
Die Parametergleichung zu ein- und derselben Geraden ist mithin in ihrer äu-
ßeren Form nicht eindeutig.
 IDEE: PARAMETERGLEICHUNGEN IM Rn
Das Konzept der Parameterform einer Geraden lässt sich ohne Probleme Diese Idee benötigen
wir später noch!auf den n-dimensionalen Raum Rn mit n ∈ N, n > 4 übertragen, der nicht
mehr anschaulich ist. Man betrachtet dann Punkte bzw. Orts- und Richtungs-
vektoren mit jeweils n Komponenten.
4.4.1.4 Beschreibung von Ebenen im R3 durch Vektoren
Auch Ebenen des R3 lassen sich durch Vektorgleichungen beschreiben. Neben der
Parameterform benötigen wir auch die sogenannte Normalenform.



. AUFGABE
1. Wie lautet eine Gleichung der Ebene durch die Punkte
A =
 2−1
1
 ,B =
01
3
 und C =
00
1

in Parameterform?
2. Kennen Sie noch eine andere Form der Ebenengleichung im Raum? Be-
stimmen Sie eine solche zu den angegebenen Punkten.
Besser gesagt für
„kein Vielfaches“:
Die Vektoren u und
v dürfen nicht linear
abhängig sein. Was das
bedeutet, erfahren Sie
im Abschnitt 4.4.4.
v PARAMETERGLEICHUNG EINER EBENE
Für u, v 6= 0ˆ beschreibt die Parametergleichung einer Ebene im Raum
E = {x ∈R3 : x = p+λ ·u+µ · v, λ ∈R, µ ∈R}
die Menge aller Punkte x, die durch Verschiebung eines ausgezeichneten
Punktes p in der Ebene um ein beliebiges skalares Vielfaches λ ·u des Vektors
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v PARAMETERGLEICHUNG EINER EBENE (fortgesetzt)
u und dann um ein beliebiges Vielfaches µ · v des Vektors v getroffen werden.
Die Richtungsvektoren u und v dürfen dabei nicht kollinear sein (vgl. Abb.
4.8(a)).

 IDEE: PARAMETERGLEICHUNGEN IM Rn
Analog zum Fall der Geraden lässt sich die Parametergleichung einer Ebe-
ne ebenfalls auf Ebenen im Rn mit n ∈ N, n > 4 übertragen. Man beschreibt
damit formal eine Ebene
E = {x ∈Rn : x = p+λ ·u+µ · v, λ ∈R, µ ∈R} , (u, v ∈Rn nicht kollinear)
im R4,R5,R6 . . . usw., auch wenn uns jetzt noch in keinster Weise einleuchtet,
wozu dies gut sein sollte.
Lösung von Teil 1. der Aufgabe: Einen Richtungsvektor der Ebene haben wir
bereits oben bestimmt zu
u = A−B =
 2−2
−2
 .
Den zweiten Richtungsvektor könnte man bspw. wie folgt wählen:
(a) Parametergleichung der Ebene (b) Normalenform der Ebene
Abb. 4.8 Beschreibung von Ebenen im Raum
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v = A−C =
 2−1
1
−
00
1
=
 2−1
0
 .
Wählt man wieder A als den ausgezeichneten Punkt auf der Ebene, so lautet
eine Ebenengleichung bspw.
E =
x ∈R3 : x =
 2−1
1
+λ ·
 2−2
−2
+µ ·
 2−1
0
 , λ ∈R, µ ∈R
 .
Normalenform Die Normalenform5 einer Ebene existiert nur im R3. Hier ist sie
jedoch eine sehr nützliche Ebenengleichung: Durch Einsetzten in die Gleichung
lässt sich sofort feststellen, ob ein beliebiger Raumpunkt in der Ebene liegt oder
nicht. Sie beruht auf der Tatsache, dass man eine Ebene im Raum eindeutig durch
einen festen Punkt sowie einen auf ihr senkrecht stehenden Vektor beschreiben
kann. Dazu wird das Skalarprodukt verwendet und seine Eigenschaft ausgenutzt,
dass es für zwei bel. Vektoren genau dann gleich Null ist, wenn sie orthogonal zu-
einander sind, oder mindestens einer von beiden der Nullvektor ist.
v NORMALENFORM EINER EBENE IM R3
Die Normalenform
E = {x ∈R3 : (x−p) ·n = 0}= {x ∈R3 : x ·n = p ·n}
beschreibt also die Menge aller Punkte x, für die der Verschiebungsvektor
x −p vom festen Punkt p zum Punkt x senkrecht auf dem Normalenvektor n
steht (vgl. Abb. 4.8(b)).




i INFOBOX: ZUSAMMENHANG MIT „KOORDINATENFORM“
Vielleicht haben Sie in der Schule die sog. Koordinatenform der Ebene be-
sprochen. Das ist nichts anderes als die Normalenform der Ebene, nur „etwas
anders hingeschrieben“! Dazu rechnet man in der Normalenform die beiden
Skalarprodukt x ·n und d := p ·n einfach aus. Mit x =
x1x2
x3
 und n =
n1n2
n3
 erhält
5An ExpertInnen: Hingegen lassen sich sog. Hyperebenen im Rn durch eine Normalenform be-
schreiben.
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i INFOBOX: ZUSAMMENHANG MIT „KOORDINATENFORM“ (fortgesetzt)
man dann:
E = {x ∈R3 : x ·n = p ·n}=

x1x2
x3
 ∈R3 : n1x1+n2x2+n3x3 = d
 .
Lösung von Teil 2. der Aufgabe: Die Ebenengleichung in Parameterform lau-
tete
E =
x ∈R3 : x =
 2−1
1
+λ ·
 2−2
−2
+µ ·
 2−1
0
 , λ ∈R, µ ∈R
 .
Gesucht ist nun ein Normalenvektor n =
n1n2
n3
 beliebiger Länge, der auf bei-
den Richtungsvektoren u =
 2−2
−2
 und v =
 2−1
0
 senkrecht steht. Es müssen also
gleichzeitig die Bedingungen 2−2
−2
 ·
n1n2
n3
= 0 und
 2−1
0
 ·
n1n2
n3
= 0
erfüllt sein. Man erhält durch Ausrechnen der „linken Seiten“ ein lineares Glei-
chungssystem mit zwei Gleichungen und drei Unbekannten, bei dem man eineWie man ein sol-
ches lineares Glei-
chungssystem „ele-
ganter“ aufschreibt
und allgemein löst,
wird in Abschnitt
4.4.3 besprochen.
Unbekannte frei wählen kann:
I ) 2n1 −2n2 −2n3 = 0
I I ) 2n1 −n2 = 0
I ) 2n1 −2n2 −2n3 = 0
I )− I I ) −n2 −2n3 = 0
Wählt man bspw. n3 = 1, so folgt daraus n2 = −2 und n1 = −1, also n =
−1−2
1
.
Wählt man Punkt A als festen Punkt p, erhält man z.B. die Normalenform
E =
x ∈R3 : x ·
−1−2
1
=
 2−1
1
 ·
−1−2
1
= {x ∈R3 : −x1−2x2+x3 = 1} .
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i INFOBOX: HESSESCHE NORMALENFORM
Die Hessesche Normalenform ist ein Spezialfall der Normalenform, bei der
Normalenvektor n auf die Länge 1 normiert worden ist und so orientiert, dass
p ·n > 0 für den festen Punkt p auf der Ebene gilt. (Dies bedeutet, dass der Richtige Orientierung
von n: Falls p ·n < 0
ist, ändert man einfach
das Vorzeichen von n!
Normalenvektor, wenn er von einem Punkt der Ebene aus abgetragen wird,
vom Koordinatenursprung weg weist.)
Der normierte und orientierte Normalenvektor sei nˆ. In diesem Fall ent-
spricht das Skalarprodukt p · nˆ dem Abstand der Ebene vom Nullpunkt, und Besonderheit: Aus
der Hesseschen Norma-
lenform kann man den
Abstand der Ebene vom
Nullpunkt ablesen!
die Ebenengleichung in Hessescher Normalenform lautet
E = {x ∈R3 : (x−p) · nˆ = 0}= {x ∈R3 : x · nˆ = p · nˆ} .
V BEISPIEL(E)
Der Normalenvektor n =
−1−2
1
 hat die Länge
∣∣∣∣∣∣
−1−2
1
∣∣∣∣∣∣ = p1+4+1 = p6.
Also lautet der normierte Normalenvektor nˆ = 1p
6
−1−2
1
, und damit die Hesse-
sche Form der Ebenengleichung von oben
E =
x ∈R3 : x · 1p6
−1−2
1
= 1p
6
 2−1
1
 ·
−1−2
1
=
x ∈R3 : x · 1p6
−1−2
1
= 1p
6
 .
O ZUSAMMENFASSUNG
In diesem ersten Abschnitt haben Sie gelernt/wiederholt,...
• ... wie man mit Spaltenvektoren beliebiger Dimension rechnen kann;
• ... wie man das Skalarprodukt berechnet, und welche besonderen Eigen-
schaften es hat;
• ... wie man Vektoren geometrisch interpretieren kann;
• ... wie Vektoren zum Aufstellen eines Koordinatensystems genutzt wer-
den können, und was Koordinatenvektoren sind;
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O ZUSAMMENFASSUNG (fortgesetzt)
• ... wie Geraden imR2 undR3 mit Hilfe von Vektoren beschrieben werden
können;
• ... wie Ebenen im R3 mit Hilfe von Vektoren beschrieben werden kön-
nen.
4.4.2 Matrizen und Abbildungen durch Matrizen
Z LERNZIEL(E)
Nach Bearbeitung dieses Abschnitts können Sie mit Matrizen umgehen
und rechnen und sie dazu nutzen, nützliche Abbildungen darzustellen.
Sie kennen bisher Spaltenvektoren als beliebig lange Listen von Zahlen, die man
untereinander schreibt. (Wir haben dies auch schon als Tupel bezeichnet.) Ganz
ähnlich kann man Matrizen definieren:
v MATRIX
Eine m×n-Matrix ist eine rechteckige Anordnung von Zahlen der Form
A =

a11 a12 . . . a1n
a21 a22 . . . a2n
...
...
. . .
...
am1 am2 . . . amn

︸ ︷︷ ︸
n Spalten
m Zeilen.
Die einzelnen Einträge ai j für 16 i 6m und 16 j 6 n bezeichnet man auch
als Komponenten der Matrix.Wie bei Vektoren!
Hierbei wird in der Regel jede Komponente mithilfe von zwei Indizes be-
nannt. (Dies ist nicht zwingend aber sehr praktisch.) Es entspricht dann der
Konvention, dass
• der erste Index i jeweils die Zeile und
• der zweite Index j jeweils die Spalte angibt,
in der der Eintrag zu finden ist. Man schreibt auch A = (ai j ) ∈Rm×n .
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V BEISPIEL(E)
A =
(
1 −4 p23 45
0 −3 2.6 3
)
∈R2×4, B =
 7 −13 227−2 76 7.7
1 2 3
 ∈R3×3.
Bezogen auf die erste Matrix A wäre nach dieser Konvention bspw. a13 =
p
23.
Komponenten der zweiten Matrix B wären bspw. b21 =−2 und b13 = 227 .




Í ARBEITSPHASE: MATRIZEN
In dieser Arbeitsphase sollen Sie untersuchen, wie man mit 2×2-Matrizen
rechnet, und was diese Matrizen geometrisch „bewirken“ können.
1. Bearbeiten Sie das Arbeitsblatt MATRIZEN. Sie benötigen dazu GeoGe-
bra und die zugehörige GeoGebra-Datei MATRIZEN.
2. Nehmen Sie sich Zeit für die Überprüfung Ihrer Ergebnisse anhand der
bereitgestellten Lösung. Diese hebt insbesondere viele neugewonnene
Erkenntnisse hervor, die bei der Fortsetzung des Lernweges vorausge-
setzt werden.
3. Setzen Sie Ihren Weg durch das Leitprogramm danach mit dem nächs-
ten Abschnitt 4.4.3 fort.
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O ZUSAMMENFASSUNG
In diesem Abschnitt haben Sie gelernt,...
• ... was Matrizen sind, und wie man mit ihnen rechnet;
• ... wann und wie man insbesondere Matrizen miteinander multiplizie-
ren kann;
• ... dass man Vektoren als spezielle Matrizen auffassen kann, und was das
Matrixprodukt mit dem Skalarprodukt zu tun hat;
• ... wie man eine (lineare) Abbildung von Vektoren auf Vektoren durch
Multiplikation mit einer festen Abbildungsmatrix definieren kann;
• ... dass die Spalten einer solchen Abbildungsmatrix die Bilder der Ein-
heitsvektoren e(i ) sind.
4.4.3 Lineare Gleichungssysteme Teil 1: Darstellung und
Lösungsverfahren
Z LERNZIEL(E)
Nach Bearbeitung dieses Abschnitts können Sie lineare Gleichungssysteme
mit beliebig vielen Unbekannten mithilfe von Matrizen darstellen und lösen.




i LGS:
Von nun an steht
die Abkürzung LGS
stets für „lineares
Gleichungssystem“.
Dieser Abschnitt über lineare Gleichungssysteme dient dem (Wieder-)Einstieg in
das Thema. Im Laufe der Einheit werden Sie sich immer intensiver mit linearen
Gleichungssystemen (LGS) beschäftigen. Sie sollten sich daher bei der Benutzung
des hier dargestellte Lösungsverfahrens sowie der eingeführten Schreibweisen si-
cher fühlen, bevor Sie mit der Einheit fortfahren.
m ÜBERSICHT UND ORIENTIERUNG
An dieser Stelle haben Sie die Wahl:
• Möchten Sie den Abschnitt vollständig bearbeiten, fahren Sie direkt mit
Unterabschnitt 4.4.3.1 fort.
• Bei genügenden Vorkenntnissen über lineare Gleichungssysteme, das
Gauß-Verfahren und seine Anwendung auf die erweiterte Koeffizienten-
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m ÜBERSICHT UND ORIENTIERUNG (fortgesetzt)
matrix, springen Sie bitte in Unterabschnitt 4.4.3.4, und fahren von da
an fort.
4.4.3.1 Lineare Gleichungssysteme und die erweiterte
Koeffizientenmatrix
Aus der Schule kennen Sie vermutlich lineare Gleichungssysteme mit 3 Unbekann-
ten, sowie ein Verfahren zu ihrer Lösung. Wir wollen damit beginnen, dieses an
einigen Beispielen zu wiederholen bzw. auszubauen.



. AUFGABE
Lösen Sie das folgende lineare Gleichungssystem. Warum ist dies relativ
einfach?
I ) 2X1 +3X2 −5X3 = 1
I I ) −2X2 +X3 = −3
I I I ) −2X3 = 4




E BEOBACHTUNGEN
1. Durch schrittweises Einsetzen von unten nach oben lassen sich in diesem
LGS alle Unbekannten X1, X2 und X3 bestimmen. Man erhält aus
• der untersten Zeile X3 =−2;
• der zweiten Zeile
−2X2+X3 =−3 ⇔ −2X2 =−3−X3 ⇔ X2 = 3
2
+ 1
2
X3 = 1
2
;
• der obersten Zeile schließlich
2X1+3X2−5X3 = 1 ⇔ 2X1 = 1−3X2+5X3 ⇔ X1 = 1
2
−3
2
X2+5
2
X3 =−21
4
.
2. Die Lösung X1 = −214 , X2 = 12 und X3 = −2 gibt man normalerweise
als Tupel bzw. in Vektorschreibweise an. Wir wollen hier stets Spaltenvektoren
verwenden, also ist in unserem Beispiel Welche konkrete Be-
deutung dieser Lö-
sungsvektor hat, hängt
vom Kontext ab!
X1X2
X3
=
−2141
2
−2

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E BEOBACHTUNGEN (fortgesetzt)
die einzige Lösung des LGS.
Möchte man explizit eine Lösungsmenge angeben, so schreibt man
L=

−2141
2
−2
 oder L=
X ∈R3 : X =
−2141
2
−2
 .



i LGS IN
STUFENFORM:
Wir werden später
noch allgemein be-
schreiben, was genau
die Stufenform aus-
zeichnet. Hier reicht
zunächst eine intuiti-
ve Vorstellung davon.
Die Bestimmung der Lösung war hier deshalb so einfach, weil das Gleichungs-
system bereits Zeilenstufenform hatte: Von oben nach unten hatten die einzelnen
Gleichungen jeweils eine Unbekannte weniger, und dadurch erschienen sie stu-
fenförmig eingerückt.
Um die Struktur eines linearen Gleichungssystems grundsätzlich schneller und
besser erfassen zu können, wollen wir nun zunächst eine „Kurzschreibweise“ da-
für einführen, und zwar mithilfe von Matrizen:



i INFOBOX: DIE ERWEITERTE KOEFFIZIENTENMATRIX (EKM)
Anstatt alle Gleichungen eines LGS vollständig hinzuschreiben, lässt manKurzschreibweise für
ein LGS die Unbekannten weg und schreibt nur noch ihre Koeffizienten der Reihe
nach, Zeile für Zeile, in eine Matrix. Diese Matrix wird außerdem auf der rech-
ten Seite um eine weitere Spalte erweitert, in der die „Zahlen der rechten Seite
des LGS“ untereinander eingetragen werden.

Linke Seite: Rechte Seite:
Die Koeffizienten der Unbekannten Die Zahl auf der rechten Seite
einer Gleichung schreibt man der jeweiligen Gleichung kommt
in jeweils eine Zeile. auch hier auf die rechte Seite.

Beispiel:Kommt eine Unbe-
kannte in einer Glei-
chung nicht vor, so
ist der entsprechende
Koeffizient 0. Der ver-
tikale Trennstrich dient
nur der besseren Über-
sicht und hat keine ma-
thematische Bedeutung.
I ) 2X1 +3X2 −5X3 = 1
I I ) −2X2 +X3 = −3
I I I ) −2X3 = 4︸ ︷︷ ︸
LGS
↔
 2 3 −5 10 −2 1 −3
0 0 −2 4

︸ ︷︷ ︸
erweiterte Koeffizientenmatrix
Hinweis: Die erweiterte Koeffizientenmatrix lässt sich auch zu einem Glei-
chungssystem mit beliebig vielen Unbekannten und beliebig vielen Gleichun-
gen erstellen!
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. AUFGABE
Stellen Sie zu den folgenden beiden LGS mit 4 Unbekannten jeweils die
erweiterte Koeffizientenmatrix (EKM) auf:
4X1 −2X2 2X3 3X4 = 1
−3X1 +X2 6X3 = 2
2X2 +X3 +13X4 = 0
−X1 +4X3 = 5
2X1 +2X2 +2X4 = 0
4X4 −2X1 +2X2 +3X3 = 1
−3X4 +X1 +6X2 = 2
2X2 +X1 +X4 = 0
−X1 −7X4 +4X2 = 3
3X3 +12X2 = 4




E BEOBACHTUNGEN
Wichtig: Beim Übertragen eines LGS in die EKM muss man darauf achten,
dass die Unbekannten vorher der Reihe nach in die richtigen Spalten sortiert
worden sind! Jede Spalte der linken Seite der EKM „repräsentiert“ dann genau
die vorher dorthin sortierte Unbekannte!
1. Die Koeffizientenmatrix für das erste LGS ist leicht ablesbar:
4 −2 2 3 1
−3 1 6 0 2
0 2 1 13 0
−1 0 4 0 5
2 2 0 2 0
 .
2. Zum Aufstellen der Koeffizientenmatrix für das zweite LGS muss man
die Unbekannten zuerst in eine konsistente Ordnung bringen:
−2X1 +2X2 +3X3 +4X4 = 1
X1 +6X2 −3X4 = 2
X1 +2X2 +X4 = 0
−X1 +4X2 −7X4 = 3
12X2 +3X3 = 4
führt dann auf die EKM 
−2 2 3 4 1
1 6 0 −3 2
1 2 0 1 0
−1 4 0 −7 3
0 12 3 0 4
 .
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4.4.3.2 Elementare Zeilenumformungen und das Gauß-Verfahren
Wir wollen uns nun damit beschäftigen, wie man ein LGS allgemein lösen kann.
Das Ihnen vielleicht bekannte Gauß-Verfahren beruht auf den beiden Ideen,
• dass man ein LGS durch sogenannte elementare Zeilenumformungen auf dieIdee des Gauß-
verfahrens zur Lö-
sung von LGS
Zeilenstufenform bringen kann, ohne, dass sich dabei die Lösungsmenge des
Systems verändert und
• dass sich aus der Zeilenstufenform wiederum die Lösung dann leicht be-
stimmen lässt.
Wir benennen zunächst die drei möglichen „Typen“ von elementaren Zeilenum-
formungen:
v ELEMENTARE ZEILENUMFORMUNGEN
Ein lineares Gleichungssystem mit beliebig vielen Gleichungen und be-
liebig vielen Unbekannten ändert seine Lösungsmenge nicht, wenn man die
folgenden elementaren Zeilenumformungen (EZU) vornimmt:
1. „Vertauschen“ Vertausche zwei Gleichungen i und j . v(i , j )i und j bezeichnen
hier jeweils die Num-
mer der Gleichung. 2. „Multiplizieren“: Multipliziere eine Gleichung i mit einer Zahl α 6= 0.
m(i ,α)
3. „Addieren“: Ersetze eine Gleichung i durch die Summe von ihr selbst
und dem α-fachen (α ∈R) einer anderen Gleichung j . a(i ,α · j )Bei der Kurzschreib-
weise a(i ,α · j ) ist
hier die Reihenfolge un-
bedingt zu beachten:
Der erste Parameter
nennt die zu ersetzende
Gleichung, der zwei-
te das α-fache der zu
addierenden Gleichung.
Hinweis:
• Anstatt an den Gleichungen kann man diese Umformungen viel einfa-
cher an den Zeilen der erweiterten Koeffizientenmatrix vornehmen!
• Die Umformungen können prinzipiell in beliebiger Reihenfolge und An-
zahl durchgeführt werden.
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. AUFGABE
Ein Beispiel für elementare Zeilenumformungen an einem LGS mit 3 Un-
bekannten finden Sie in Tabelle 4.2 im Unterabschnitt 4.4.3.6, S. 154.
Welche Strategie wurde bei der Auswahl und Durchführung der Zeilen-
umformungen verfolgt?
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E BEOBACHTUNGEN
Am einfachsten lässt sich die Strategie zur Lösung eines LGS nach dem
Gauß-Verfahren anhand der EKM erklären, vgl. Tabelle 4.3 im Unterabschnitt
4.4.3.6, S. 155.
Hierbei geht es stets darum, die nötigen „Stufen“ und jeweils unterhalb der
Stufen in der entsprechenden Spalte „Nullen“ zu erzeugen.

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. AUFGABE
Auf dem Arbeitsblatt MATRIZEN war in Aufgabe 3.c)iii. die Matrix
M =
(
m11 m12
m21 m22
)
gesucht, die die drei Eckpunkte A,B ,C auf die folgenden Bildpunkte abbildet:
A(1) =
(−4
0
)
, B (1) =
(−8
−2
)
, C (1) =
(−4
6
)
.
Um diese zu bestimmen, konnte man das folgende LGS mit sechs Glei-
chungen und 4 Unbekannten aufstellen: Die Einträge der Ma-
trix M sind hier also
die gesuchten Unbe-
kannten! Wofür unsere
Unbekannten genau
stehen und welche Be-
zeichnungen sich für
sie anbieten, hängt
stets vom konkret be-
trachteten Problem
oder Kontext ab. Man
könnte hier auch eine
andere sinnvolle Rei-
henfolge wählen, z.B.
m11,m21,m12,m22.
Unbekannte: m11 m12 m21 m22
I .) 2m11 +m12 = −4
I I .) 2m21 +m22 = 0
I I I .) 4m11 +m12 = −8
IV.) 4m21 +m22 = −2
V.) 2m11 +4m12 = −4
V I .) 2m21 +4m22 = 6
1. Stellen Sie zu diesem LGS die zugehörige EKM auf.
2. Versuchen Sie, das LGS zu lösen, indem Sie elementare Zeilenoperatio-
nen „strategisch“ auf die EKM anwenden, so dass diese am Ende Zeilen-
stufenform hat, aus der sich die Lösung bestimmen lässt. (Dokumentie-
ren Sie dabei jeweils Ihre Umformungen in der Kurzform wie im Bei-
spiel.)
In Tabelle 4.4 im Unterabschnitt 4.4.3.6, S. 156 finden Sie einen möglichen Lö-
sungsweg zur Aufgabe. Hier sind die „Stufen“ der Stufenform nur in den ersten
vier Zeilen der neuen EKM zu finden, die beiden restlichen Zeilen sind sogenann-
te Nullzeilen.
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. AUFGABE
1. Generieren Sie von den beiden oben aufgestellten EKM
4 −2 2 3 1
−3 1 6 0 2
0 2 1 13 0
−1 0 4 0 5
2 2 0 2 0
 und

−2 2 3 4 1
1 6 0 −3 2
1 2 0 1 0
−1 4 0 −7 3
0 12 3 0 4

jeweils eine Zeilenstufenform durch Anwenden elementarer Zeilenum-
formungen. Wie unterscheiden sich diese beiden von den Stufenformen
aus den Beispielen in den Tabellen 4.3 und 4.4?
2. Bestimmen Sie aus den Zeilenstufenformen außerdem die Lösungs-
mengen der beiden linearen Gleichungssysteme.
3. Bringen Sie folgenden EKM in Zeilenstufenform, falls sie es nicht bereits
sind. Bestimmen Sie jeweils die Lösungsmenge.
a)

2 1 0 −1 0
0 0 1 3 6
0 0 0 −2 −2
0 0 0 0 0
 b)

0 0 0 0 0
1 2 3 2 1
0 0 0 5 −5
0 0 0 0 0
 c)

1 0 2 1
0 2 3 5
0 0 0 3
0 0 0 6


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E BEOBACHTUNGEN
1./2. In Tabelle 4.5 im Unterabschnitt 4.4.3.6, S. 157 finden Sie zwei Lö-
sungswege, die zu möglichen EKMs in Stufenform für die beiden LGS führen.
EKM 1: Eine Umformung von EKM 1 führt bspw. auf die ZeilenstufenformIhre umgeformte
EKM kann zahlen-
mäßig anders aussehen,
sollte aber die gleiche
Stufenstruktur aufwei-
sen. Andernfalls haben
Sie sich verrechnet.

−1 0 4 0 5
0 1 −6 0 −13
0 0 1 1 2
0 0 0 −3 −17
0 0 0 0 49
 .
Im Unterschied zu den Beispielen aus den Tabellen 4.3 und 4.4 be-
schränkt sich die Stufenform hier nicht auf „Stufen“ auf der linken Seite
des Trennstriches, sondern weist eine letzte „Stufe“ (d.h., einen Eintrag
ungleich Null) in der untersten Zeile auf der rechten Seite des Trennstri-
ches auf, zu der linker Hand nur Nullen stehen.
128



E BEOBACHTUNGEN (fortgesetzt)
Möchte man nun die Lösungsmenge dieses LGS bestimmen, so liefert
die letzte Zeile der stufenförmigen EKM „zurückübersetzt“ die Glei-
chung
0 ·X1+0 ·X2+0 ·X3+0 ·X4 = 49.
Diese Gleichung ist nicht erfüllbar. Das LGS hat deshalb keine Lösung.
Alternativ kann man auch sagen, dass die Lösungsmenge leer ist, und
schreiben L=∅.
EKM 2: Eine Umformung von EKM 2 führt bspw. auf die Zeilenstufenform
1 6 0 −3 2
0 −2 0 2 −1
0 0 3 12 −2
0 0 0 0 0
0 0 0 0 0
 .
Im Unterschied zu den Beispielen aus den Tabellen 4.3 und 4.4 verbleibt
hier in der untersten Zeile, die keine Nullzeile ist, eine „große Stufe“ auf
der linken Seite des Trennstriches, die sich über zwei Spalten erstreckt.
Möchte man nun die Lösungsmenge dieses LGS bestimmen, so liefert
diese „große Stufe“ keinen eindeutigen Wert für eine der Unbekannten
wie bspw. „m22 = 2“ in Tabelle 4.4. Stattdessen lässt sie sich „zurücküber-
setzen“ in die Gleichung
3 ·X3+12 ·X4 =−2.
Anhand der Stufenform der umgeformten EKM ist nun Folgendes an-
schaulich klar: Der Wert der Unbekannten X1, X2 und X3, die durch die
blauen „Stufen“ bzw. Koeffizienten repräsentiert werden, hängt davon
ab, welche Zahl man für die letzte Unbekannte X4 (roter Koeffizient) je-
weils einsetzt. Gäbe man nämlich eine beliebige Zahl für X4 vor, so lie-
ßen sich wie gewohnt durch „Rückwärtseinsetzen“ von unten nach oben
alle anderen Unbekannten bestimmen.
Man bezeichnet hier X4 aus diesem Grund als frei wählbare Frei wählbare und
abhängige VariablenVariable, X1, X2 und X3 hingegen als abhängige Variablen.
Um das LGS allgemein zu lösen, setzt man nun für die freie Variable X4 Ihre umgeformte
EKM 2 könnte in
der Stufenform ande-
re Zahlen aufweisen.
Allerdings sollte ihr all-
gemeiner Lösungsvektor
bei gleichem Ansatz von
X4 = λ, λ ∈ R, genauso
aussehen wir hier.
als „Platzhalter“ einen freien Parameter an, z.B. X4 =λ, λ ∈R. Sukzessive
berechnet man daraus die abhängigen Variablen:
• 3X3 =−2−12X4 =−2−12λ ⇔ X3 =−23 −4λ,
• −2X2 =−1−2X4 =−1−2λ ⇔ X2 = 12 +λ,
• X1 = 2−6X2+3X4 = 2−6( 12 +λ)+3λ=−1−3λ.
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E BEOBACHTUNGEN (fortgesetzt)
Hieraus lässt sich der allgemeine Lösungsvektor
X =

X1
X2
X3
X4
=

−1−3λ
1
2 +λ
−23 −4λ
λ
=

−1
1
2
−23
0
+λ ·

−3
1
−4
1
 (λ ∈R)
bestimmen, bzw. die LösungsmengeAllgemeine Lösung
L=
X ∈R
4 : X =

−1
1
2
−23
0
+λ ·

−3
1
−4
1
 ,λ ∈R
 .
Da man für λ unendlich viele Zahlen einsetzen kann, besteht die Lö-
sungsmenge hier aus unendlich vielen Lösungen! Man erhält eine spe-
zielle Lösung aus der allgemeinen, indem man einen gewünschten WertSpezielle Lösung
für λ festsetzt, z.B.
λ= 4 ⇒ Xλ=4 =

−13
9
2
−503
4
 .
3. a) Die EKM

2 1 0 −1 0
0 0 1 3 6
0 0 0 −2 −2
0 0 0 0 0
 ist bereits in Zeilenstufenform.
Auch hier gibt es eine große „Stufe“, allerdings erstreckt sich diese über
die ersten beiden Spalten auf der linken Seite. Hier ist also X2 die frei
wählbare Variable (roter Koeffizient), während X1, X3 und X4 abhängige
Variablen sind. Setzt man z.B. X2 = s ∈R, so erhält man durch sukzessives
Einsetzen die allgemeine Lösung
• X4 = 1,
• X3 = 6−3X4 = 3,
• 2X1 = X4−X2 = 1− s ⇔ X1 = 12 − 12 s,
also L=
X ∈R
4 : X =

1
2
0
3
1
+ s ·

−12
1
0
0
 , s ∈R
 .
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E BEOBACHTUNGEN (fortgesetzt)
b) Die EKM

0 0 0 0 0
1 2 3 2 1
0 0 0 5 −5
0 0 0 0 0
 kann man durch Vertauschen von Zeilen
auf die Zeilenstufenform

1 2 3 2 1
0 0 0 5 −5
0 0 0 0 0
0 0 0 0 0
 bringen. Die erste „Stufe“
erstreckt sich über drei Spalten der Matrix. Offenbar lassen sich hier X2
und X3 (rote Koeffizienten) frei wählen. Hingegen sind X1 und X4 (blaue
Koeffizienten) abhängige Variablen. Entsprechend muss man zwei freie
Parameter ansetzen, z.B. X3 = s ∈R und X2 = t ∈R. Einsetzen liefert
• X4 =−1,
• X1 = 1+2−3X3−2X2 = 3−3s−2t ,
also die allgemeine Lösung
L=
X ∈R
4 : X =

3
0
0
1
+ s ·

−3
0
1
0
+ t ·

−2
1
0
0
 , s ∈R, t ∈R
 .
c) Die EKM

1 0 2 1
0 2 3 5
0 0 0 3
0 0 0 6
 lässt sich umformen zu

1 0 2 1
0 2 3 5
0 0 0 3
0 0 0 0
, in-
dem man das −2-fache der dritten Zeile zur vierten addiert. Die dritten
Zeile repräsentiert nun die nicht erfüllbare Gleichung
0 ·X1+0 ·X2+0 ·X3 = 3.
Das LGS hat mithin keine Lösung, bzw. L=∅.
Wir haben uns nun an einigen Beispielen angeschaut,
• wie man die erweiterte Koeffizientenmatrix zur vereinfachten Darstellung ei-
nes linearen Gleichungssystems nutzen kann;
• wie man diese durch systematisch vorzunehmende, elementare Zeilenum- Mit systematisch ist
hier gemeint, dass die
Umformungen mit Be-
dacht so angewendet
werden, dass „an den
richtigen Stellen Nullen
erzeugt“ werden.
formungen auf Zeilenstufenform bringen kann, und wie diese aussehen kann;
• wie man aus der Zeilenstufenform sowohl eine Aussage über die Lösbarkeit
des LGS treffen als auch die Lösung explizit bestimmen kann.
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Letzteres ist nur deshalb möglich, weil die vorgenommenen elementaren Zeilen-
umformungen die Lösungsmenge des ursprünglichen LGS nicht verändern! Alle
drei Schritte zusammengenommen bezeichnet man als das Gauß-Verfahren zum
Lösen linearer Gleichungssysteme. Wir wollen diese Erkenntnisse nun noch ein-
mal formal für lineare Gleichungssysteme mit beliebig vielen Unbekannten und
Gleichungen aufschreiben:
v LINEARES GLEICHUNGSSYSTEM & ERW. KOEFFIZIENTENMATRIX
1. Ein lineares Gleichungssystem (LGS) mit m Gleichungen und n Unbe-
kannten X1, X2, . . . , Xn hat die Form
a11X1 +a12X2 . . . +a1n Xn = b1
a21X1 +a22X2 . . . +a2n Xn = b2
...
...
...
...
am1X1 +am2X2 . . . +amn Xn = bm
mit den bekannten Koeffizienten ai j ∈R und bi ∈R.
2. Zu diesem LGS ist die Matrix
(
A b
)= ( ai j bi ) die erweiterte Ko-
effizientenmatrix, in der nur noch die Koeffizienten der Unbekannten sowie
die „rechte Seite“ des LGS aufgeführt werden. Sie hat also die Form
(
A b
)= ( ai j bi )=

a11 a21 . . . a1n b1
a21 a22 . . . a2n b2
...
...
...
...
am1 am2 . . . amn bm
 ∈Rm×(n+1).
3. Einige Bezeichnungen und Bemerkungen:
• Der Vektor b ∈Rm entspricht der „rechten Seite“ des LGS.
• In der i -ten Zeile der Matrix A stehen die Koeffizienten der i -ten Glei-
chung.
• Die j -te Spalte der Matrix A „gehört“ zur jeweiligen Unbekannten X j .
• Wenn b = 0ˆ, d.h. b ist der Nullvektor, nennt man das LGS homogen, an-
sonsten inhomogen.
v GAUSS-VERFAHREN ZUR LÖSUNG EINES LGS
Das Gauß-Verfahren besteht aus drei Schritten:
1. Zeilenstufenform: Man bringe die EKM
(
A b
)
durch elementare
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v GAUSS-VERFAHREN ZUR LÖSUNG EINES LGS (fortgesetzt)
Zeilenumformungen auf eine EKM
(
M d
)
in sogenannter Zeilenstu-
fenform (06 r 6m):

0 . . . 0  ∗ ∗ ∗ ∗ ∗ . . . ∗ . . . ∗ d1
0 . . . 0 0 0  ∗ ∗ ∗ . . . ∗ . . . ∗ d2
...
...
... 0  ∗ ∗ ... ... ...
... 0 0 
. . .
0 . . . 0 0 0 . . . 0  ∗ . . . ∗ dr
0 . . . 0 0 0 0 0 . . . 0 dr+1
0 . . . 0 0 0 0 0 . . . 0 0
...
...
...
...
...
...
...
...
0 . . . 0 0 0 . . . 0 0 . . . 0 0

 ist Platzhalter für eine beliebige Zahl ungleich Null. Kennzeichen der
Zeilenstufenform sind:
• In jeder Zeile stehen links von und unterhalb von nur Nullen.
• Von oben nach unten gelesen rückt pro Zeile um mindestens ei-
ne Stelle nach rechts.
2. Lösbarkeitsentscheidung: Ist das LGS inhomogen, so muss nun ent-
schieden werden, ob es lösbar ist. Ist die Zahl dr+1 von Null verschieden, Ein homogenes
LGS ist immer lösbar!so ist das LGS nicht lösbar, andernfalls ist es lösbar.
3. Rückwärtssubstitution: Man betrachte die Spalten der -Stellen. Die Die Struktur von Lö-
sungsmengen werden
wir zu einem späteren
Zeitpunkt noch genauer
untersuchen.
zu diesen Spalten gehörenden Unbekannten sind abhängige Variablen,
alle anderen sind unabhängig bzw. frei wählbar.
• Gibt es nur abhängige Variablen Xi , hat das LGS eine eindeutige
Lösung. Man bestimmt sie durch sukzessives Einsetzen von unten
nach oben.
• Gibt es frei wählbare Variablen, so hat das LGS unendlich viele Lö-
sungen. Für alle frei wählbaren Variablen Xi setzt man als „Platz-
halter“ je einen freien Parameter an, z.B. Xi =λi ∈R. Dann berech-
net man durch sukzessives Einsetzen von unten nach oben alle ab-
hängigen Variablen Xi .
Aus der so berechneten allgemeinen Lösung erhält man speziel-
le Lösungen, indem man für die freien Parameter feste Werte ein-
setzt.
133



. AUFGABE
Überlegen Sie sich, warum ein homogenes LGS, bei dem die „rechte Seite“
b ∈Rm der Nullvektor ist (also b = 0ˆ), immer lösbar ist.
4.4.3.3 Lineare Gleichungssysteme und die Darstellung „Matrix mal
Vektor“
Sie haben nun bereits einiges theoretisches Wissen über lineare Gleichungssys-
teme, insbesondere können Sie sie auf zwei Weisen darstellen und algorithmisch
lösen. Für diesen letzten kleinen Abschnitt wollen wir uns noch den Einstieg in
eine grundlegende Anwendung für LGS vornehmen, die - in verschiedensten Va-
rianten - den „roten Faden“ durch das gesamte Leitprogramm bilden wird. Daraus
werden wir außerdem eine dritte Darstellungsmöglichkeit für lineare Gleichungs-
systeme ableiten, und den Zusammenhang zu linearen Abbildungen herstellen.
Starten wir dazu mit der letzten Aufgabe 3.d) des Arbeitsblattes MATRIZEN:
V BEISPIEL(E)
Auf dem Arbeitsblatt waren eine Abbildungsmatrix M2 =
(−1 0
0 2
)
und ein
Bildpunkt A(2) =
(
2
−2
)
gegeben. Die Frage war, welcher Punkt A =
(
A1
A2
)
∈ R2
durch M2 auf den Punkt A(2) abgebildet wird.
Die Suche nach solchen „urspünglichen Punkten“ ist ein typisches Problem,Die Suche nach Ur-
bildpunkten bildet
den einen „roten Fa-
den“ durch das ge-
samte Leitprogramm.
wenn man sich mit linearen Abbildungen, die sich durch Matrixmultiplikation dar-
stellen lassen, beschäftigt. Angenommen, man kennt die Abbildungsmatrix einer
Abbildung, und man kennt einen ihrer Bildpunkte bzw. Bilder. Dann ergeben sich
die beiden grundlegenden Fragen:
1. Kann man daraus (mindestens) einen „ursprünglichen“ Punkt ermitteln,
der genau auf diesen Bildpunkt abgebildet wurde?
2. Kann man vielleicht sogar entscheiden, ob es mehrere „ursprüngliche“ Punk-
te gibt, die genau auf diesen Bildpunkt abgebildet wurden, und sie alle be-
stimmen?
Wir benötigen zunächst einen neuen Begriff für diese „ursprünglichen“ Punk-
te. Man bezeichnet sie als Urbildpunkte oder einfach Urbilder:
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v URBILDPUNKTE BZW. URBILDER EINES BILDPUNKTES
Es sei A ∈ Rm×n eine beliebige Matrix und f : Rn → Rm die zugehörige li-
neare Abbildung, die jedem Vektor u ∈Rn einen Vektor v ∈Rm durch Multipli-
kation mit A zuordnet:
f :Rn →Rm , u 7→ A ·u = v.
Es sei nun y ∈Rm ein beliebiger, durch die Abbildung „getroffener“ Bildpunkt.
Dann bezeichnet man die Menge aller Punkte x ∈Rn , die durch f genau auf y
abgebildet werden, als Urbildpunkte oder Urbilder von y (gesprochen: „Urbil-
der von y unter f “).
V BEISPIEL(E)
• Mit der Matrix M1 =
(−2 0
−1 2
)
aus Aufgabe 3.c)i. auf dem Arbeitsblatt
MATRIZEN lässt sich die lineare Abbildungsvorschift
f1 :R
2 →R2, u 7→
(−2 0
−1 2
)
·u
aufstellen. Der Punkt C =
(
2
4
)
ist ein Urbildpunkt zum Bildpunkt C (1) =(−4
6
)
unter f1, denn
M1 ·C =
(−2 0
−1 2
)
·
(
2
4
)
=
(−4
6
)
=C (1).
• Eine andere Matrixabbildung sein gegeben durch
f2 :R
3 →R2, u 7→
(
1 1 3
−2 0 1
)
·u.
Dann sind die Punkte X (1) =
 16
−2
 , X (2) =
 52−92
1
 und X (3) =
 4−15
4
 alle-
samt Urbilder des Punktes x =
(
1
−4
)
unter f2. Es gilt
(
1 1 3
−2 0 1
)
·
 16
−2
= (1+6−6−2−2
)
=
(
1
−4
)
,
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V BEISPIEL(E) (fortgesetzt)
für die beiden anderen Punkte X (2) und X (3) können Sie dies selbst
nachrechnen.
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. AUFGABE
Überlegen Sie, ob im letzten Beispiel alle Urbildpunkte gefunden worden
sind.

 IDEE: SYSTEMATISCHES VERFAHREN ZUM „AUFSPÜREN“ VON URBILDERN
Wir möchten unsere Suche nach Urbildpunkten gerne systematisch ange-
hen, d.h. heißt, zuverlässig alle Urbildpunkte finden, die auf einen gegebenen
Bildpunkt abgebildet werden. Dies gelingt uns durch Aufstellen und Lösen ei-
nes linearen Gleichungssystems.
Bei der Lösung der Aufgabe 3.d) vom Arbeitsblatt MATRIZEN haben wir bereits
ein solches LGS genutzt. Zur Abbildungsmatrix M2 =
(−1 0
0 2
)
und dem gegebenen
Bildpunkt A(2) =
(
2
−2
)
war ein Urbildpunkt A =
(
A1
A2
)
gesucht:



E BEOBACHTUNGEN
Mit den Regeln der Matrixmultiplikation erhielt man als Lösungsansatz
ein Lineares Gleichungssystem (LGS) mit 2 Gleichungen und 2 Unbekannten,Die beiden Unbe-
kannten des LGS sind
hier die beiden Koor-
dinaten des Urbild-
punktes A1 und A2.
was die folgende Skizze verdeutlicht:
Matrixmultiplikation︷ ︸︸ ︷(−1 0
0 2
)
·
(
A1
A2
)
=
(−1 · A1+0 · A2
0 · A1+2 · A2
)
=
(
2
−2
)
⇐⇒
LGS︷ ︸︸ ︷
I ) −A1 = 2
I I ) 2A2 = −2
︸ ︷︷ ︸
EKM
( −1 0 2
0 2 −2
)
Das so aufgestellte LGS hat die eindeutige Lösung A1 = −2 und A2 = −1. Auf-
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


E BEOBACHTUNGEN (fortgesetzt)
grund unseres Lösungsverfahrens können wir also sicher sein, dass der gefun-
dene Punkt A =
(−2
−1
)
der einzige Urbildpunkt zum Bildpunkt A(2) ist!
Betrachten wir ein weiteres Beispiel:
V BEISPIEL(E)
Wie oben sei die Matrixabbildung
f2 :R
3 →R2, u 7→
(
1 1 3
−2 0 1
)
·u.
mit der Abbildungsmatrix A =
(
1 1 3
−2 0 1
)
gegeben, sowie ein Bildpunkt x =
(
1
−4
)
. Wie lassen sich zu x alle Urbildpunkte der Form X =
X1X2
X3
 bestimmen?




! VORSICHT:
Machen Sie sich im-
mer klar, wofür die
verwendeten Buch-
staben stehen. In
der Praxis lässt sich
ihre Mehrfachver-
wendung leider nicht
völlig vermeiden,
und sollte auch kein
grundsätzliches Pro-
blem darstellen. Hier
bezeichnet A bspw.
eine Matrix, im letz-
ten Beispiel hingegen
einen Punkt.




E BEOBACHTUNGEN
Auch hier liefert uns die Multiplikation der Matrix A mit dem unbekann-
ten Punkt X =
X1X2
X3
 ein Lineares Gleichungssystem, diesmal mit 2 Gleichun-
gen und 3 Unbekannten. Wir stellen dies wieder zusammenhängend in einer
Skizze dar:
Die drei Unbekann-
ten des LGS sind hier
X1, X2 und X3.Matrixmultiplikation︷ ︸︸ ︷(
1 1 3
−2 0 1
)
·
X1X2
X3
= (X1+X2+3X3−2X1+X3
)
=
(
1
−4
)
⇐⇒
LGS︷ ︸︸ ︷
I ) X1 +X2 +3X3 = 1
I I ) −2X1 +X3 = −4
︸ ︷︷ ︸
EKM
(
1 1 3 1
−2 0 1 −4
)
Zur Lösung des LGS addiert man hier einfach das 2-fache der ersten Zeile der
EKM zur zweiten Zeile:
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E BEOBACHTUNGEN (fortgesetzt)(
1 1 3 1
−2 0 1 −4
)
−−−−−→
a(II,2·I)
(
1 1 3 1
0 2 7 −2
)
.
Setzt man nun bspw. X3 =λ ∈R, so ergibt sich daraus
• 2X2 =−2−7λ ⇔ X2 =−1− 72λ,
• X1 = 1−3λ− (−1− 72λ)= 2+ 12λ,
also insgesamt die Lösungsmenge
L=
X ∈R3 : X =
 2−1
0
+λ
 12−72
1
 ,λ ∈R
 .
• In diesem Fall gibt es also unendlich viele Urbildpunkte X ∈ R3, die auf
den Bildpunkt x =
(
1
−4
)
∈ R2 abgebildet werden! Sie lassen sich in ihrer
Gesamtheit durch die Lösungsmenge beschreiben.
• Die Lösungsmenge hat hier genau dieselbe Sruktur wie die Parameter-
form einer Geraden im Raum! Interpretiert man also die gegebene Ab-
bildung geometrisch als spezifische Abbildung vom Raum (R3) in die
Ebene (R2), so sind genau die Raumpunkte X ∈R3, die auf der Geraden
g =
X ∈R3 : X =
 2−1
0
+λ
 12−72
1
 ,λ ∈R

liegen, die Urbilder des ebenen Bildpunktes x =
(
1
−4
)
∈R2.




i PUNKTE TESTEN
Ob ein bekannter
Punkt P ∈ R3 Urbild-
punkt von x =
(
1
−4
)
ist, ließe sich nun
ebenfalls durch ein
LGS ermitteln. Da
P dann auf g liegen
muss, müsste es ein
„passendes“ µ ∈ R
geben, so dass gilt:
P =
 2−1
0
+µ
 12− 72
1
.
Das aufzustellen-
de LGS hätte also 3
Gleichungen mit ei-
ner Unbekannten µ.
Die oberen Beispiele haben jeweils gemeinsam, dass sich das zu lösende LGS
jeweils aus der Multiplikation einer Matrix A mit einem „passenden“ Spaltenvektor
X ergab. Hierbei war die Abbildungsmatrix A der gegebenen linearen Abbildung
bekannt, wie auch der Bildvektor b der Multiplikation. Die Unbekannten waren
hingegen die Komponenten des Vektors (bzw. der Vektoren) X , so dass die Multi-
plikation mit A als „Ergebnis“ gerade b ergab.
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 IDEE: VON „MATRIX MAL VEKTOR“ ZUM LGS UND ZURÜCK
Untersuchen wir dazu noch einmal die allgemeine Form einer linearen Ab-
bildung etwas genauer. Sei also A ∈Rm×n eine feste Matrix, und
f :Rn →Rm , X 7→ A ·X
die dadurch definierte lineare Abbildung. Sei ferner b ∈ Rm ein fest vorgege-
bener Bildvektor. Komponentenweise ausgerechnet erhält man daraus die Be-
dingung
A ·X = b
⇐⇒

a11 a21 . . . a1n
a21 a22 . . . a2n
...
...
...
am1 am2 . . . amn
 ·

X1
X2
...
Xn
 =

b1
b2
...
bm

⇐⇒

a11X1 +a21X2 . . . +a1n Xn
a21X1 +a22X2 . . . +a2n Xn
...
...
...
am1X1 +am2X2 . . . +amn Xn
 =

b1
b2
...
bm
 .
Im letzten Schritt steht nichts anderes als ein LGS, bei dem alle Gleichungen
und alle Ergebnisse jeweils untereinander in einen Spaltenvektor geschrieben
werden.
Aus den Äquivalenzumformungen wird deutlich, dass der umgekehrte Weg
genauso funktioniert! Startet man mit einem LGS, bestehend aus m Gleichun-
gen und n Unbekannten, und schreibt die Gleichungen bzw. Ergebnisse als
Vektoren, so „landet“ man bei entsprechender Sortierung der Koeffizienten in
eine m×n-Matrix und der n Unbekannten in einen n-dimensionalen Vektor
gerade bei einer „Matrix mal Vektor“-Schreibweise des LGS: A ·X = b.
Mithin haben wir eine dritte Möglichkeit gefunden, lineare Gleichungssyste-
me darzustellen:
v LGS-DARSTELLUNG DURCH „MATRIX MAL VEKTOR“
Ein lineares Gleichungssystem mit m Gleichungen und n Unbekannten
X1, X2, . . . , Xn hat die Form
a11X1 +a12X2 . . . +a1n Xn = b1
a21X1 +a22X2 . . . +a2n Xn = b2
...
...
...
...
am1X1 +am2X2 . . . +amn Xn = bm
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v LGS-DARSTELLUNG DURCH „MATRIX MAL VEKTOR“ (fortgesetzt)
mit den bekannten Koeffizienten ai j ∈R und bi ∈R. Es lässt sich auch mit-
hilfe der Multiplikation einer m×n-Matrix A mit dem Vektor X ∈Rn darstellen:
a11 a21 . . . a1n
a21 a22 . . . a2n
...
...
...
am1 am2 . . . amn
 ·

X1
X2
...
Xn
=

b1
b2
...
bm
 ⇔ A ·X = b.
• Hierbei bezeichnet man die Matrix A = (ai j ) ∈ Rm×n als Koeffizienten-
matrix (KM).
• Der Spaltenvektor X ∈Rn enthält die n Unbekannten des LGS.
• Zu einem LGS der Form A ·X = b ist ( A b ) die zugehörige EKM.
m ÜBERSICHT UND ORIENTIERUNG
Machen Sie nun mit Unterabschnitt 4.4.3.5 weiter!
4.4.3.4 Lineare Gleichungssysteme Teil 1: Darstellung und
Lösungsverfahren in Kurzform
An dieser Stelle wiederholen wir sehr kurz und allgemein die grundlegenden Kon-
zepte „rund um“ lineare Gleichungssysteme sowie das Verfahren, das zur Lösung
eines LGS mit beliebig vielen Gleichungen und beliebig vielen Unbekannten nötig
ist.
Gauß-Verfahren Das Gauß-Verfahren beruht auf den beiden Ideen,
• dass man ein LGS durch sogenannte elementare Zeilenumformungen auf die
Zeilenstufenform bringen kann, ohne, dass sich dabei die Lösungsmenge des
Systems verändert und
• dass sich aus der Zeilenstufenform wiederum die Lösung dann leicht be-
stimmen lässt.
Wir benennen zunächst die drei möglichen „Typen“ von elementaren Zeilenum-
formungen:
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v ELEMENTARE ZEILENUMFORMUNGEN
Ein lineares Gleichungssystem mit beliebig vielen Gleichungen und be-
liebig vielen Unbekannten ändert seine Lösungsmenge nicht, wenn man die
folgenden elementaren Zeilenumformungen (EZU) vornimmt:
1. „Vertauschen“ Vertausche zwei Gleichungen i und j . v(i , j ) i und j bezeichnen
hier jeweils die Nummer
der Gleichung.2. „Multiplizieren“: Multipliziere eine Gleichung i mit einer Zahl α 6= 0.
m(i ,α)
3. „Addieren“: Ersetze eine Gleichung i durch die Summe von ihr selbst
und dem α-fachen (α ∈R) einer anderen Gleichung j . a(i ,α · j ) Bei der Kurzschreib-
weise a(i ,α · j ) ist hier
die Reihenfolge unbe-
dingt zu beachten: Der
erste Parameter nennt
die zu ersetzende Glei-
chung, der zweite das
α-fache der zu addie-
renden Gleichung.
Hinweis:
• Anstatt an den Gleichungen kann man diese Umformungen viel einfa-
cher an den Zeilen der erweiterten Koeffizientenmatrix vornehmen!
• Die Umformungen können prinzipiell in beliebiger Reihenfolge und An-
zahl durchgeführt werden.
V BEISPIEL(E)
Ein Beispiel für die Anwendung elementarer Zeilenumformungen finden
Sie in Tabelle 4.2 im Unterabschnitt 4.4.3.6, S. 154.
Die erweiterte Koeffizientenmatrix ist eine elegante Kurzschreibweise zur Dar-
stellung eines LGS und Durchführung des Gauß-Verfahrens. Wir werden sie im
Folgenden nur noch verwenden.
v LINEARES GLEICHUNGSSYSTEM & ERW. KOEFFIZIENTENMATRIX
1. Ein lineares Gleichungssystem (LGS) mit m Gleichungen und n Unbe-
kannten X1, X2, . . . , Xn hat die Form
a11X1 +a12X2 . . . +a1n Xn = b1
a21X1 +a22X2 . . . +a2n Xn = b2
...
...
...
...
am1X1 +am2X2 . . . +amn Xn = bm
mit den bekannten Koeffizienten ai j ∈R und bi ∈R.
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v LINEARES GLEICHUNGSSYSTEM & ERW. KOEFFIZIENTENMATRIX (fortgesetzt)
2. Zu diesem LGS ist die Matrix
(
A b
)= ( ai j bi ) die erweiterte Ko-
effizientenmatrix (EKM), in der nur noch die Koeffizienten der Unbekannten
sowie die „rechte Seite“ des LGS aufgeführt werden. Sie hat also die Form
(
A b
)= ( ai j bi )=

a11 a21 . . . a1n b1
a21 a22 . . . a2n b2
...
...
...
...
am1 am2 . . . amn bm
 ∈Rm×(n+1).
3. Einige Bezeichnungen und Bemerkungen:
• Der Vektor b ∈Rm entspricht der „rechten Seite“ des LGS.
• In der i -ten Zeile der Matrix A stehen die Koeffizienten der i -ten Glei-
chung.
• Die j -te Spalte der Matrix A „gehört“ zur jeweiligen Unbekannten X j .
• Wenn b = 0ˆ, d.h. b ist der Nullvektor, nennt man das LGS homogen, an-
sonsten inhomogen.




. AUFGABE
Bringen Sie folgenden erweiterten Koeffizientenmatrizen in Zeilenstufen-
form, falls sie es nicht bereits sind. Bestimmen Sie jeweils die Lösungsmenge.
a)

2 1 0 −1 0
0 0 1 3 6
0 0 0 −2 −2
0 0 0 0 0
 b)

0 0 0 0 0
1 2 3 2 1
0 0 0 5 −5
0 0 0 0 0
 c)

1 0 2 1
0 2 3 5
0 0 0 3
0 0 0 6





E BEOBACHTUNGEN
a) Die EKM

2 1 0 −1 0
0 0 1 3 6
0 0 0 −2 −2
0 0 0 0 0
 ist bereits in Zeilenstufenform. Hier ist
X2 eine frei wählbare Variable (roter Koeffizient), während X1, X3 und
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E BEOBACHTUNGEN (fortgesetzt)
X4 abhängige Variablen sind. Setzt man z.B. X2 = s ∈ R, so erhält man
durch sukzessives Einsetzen die allgemeine Lösung
• X4 = 1,
• X3 = 6−3X4 = 3,
• 2X1 = X4−X2 = 1− s ⇔ X1 = 12 − 12 s,
also L=
X ∈R
4 : X =

1
2
0
3
1
+ s ·

−12
1
0
0
 , s ∈R
 .
b) Die EKM

0 0 0 0 0
1 2 3 2 1
0 0 0 5 −5
0 0 0 0 0
 kann man durch Vertauschen von Zeilen
auf die Zeilenstufenform

1 2 3 2 1
0 0 0 5 −5
0 0 0 0 0
0 0 0 0 0
 bringen. Offenbar lassen
sich hier X2 und X3 (rote Koeffizienten) frei wählen. Hingegen sind X1
und X4 (blaue Koeffizienten) abhängige Variablen. Entsprechend muss
man zwei freie Parameter ansetzen, z.B. X3 = s ∈ R und X2 = t ∈ R. Ein-
setzen liefert
• X4 =−1,
• X1 = 1+2−3X3−2X2 = 3−3s−2t ,
also die allgemeine Lösung
L=
X ∈R
4 : X =

3
0
0
−1
+ s ·

−3
0
1
0
+ t ·

−2
1
0
0
 , s ∈R, t ∈R
 .
c) Die EKM

1 0 2 1
0 2 3 5
0 0 0 3
0 0 0 6
 lässt sich umformen zu

1 0 2 1
0 2 3 5
0 0 0 3
0 0 0 0
, in-
dem man das −2-fache der dritten Zeile zur vierten addiert. Die dritte
Zeile repräsentiert nun die nicht erfüllbare Gleichung
0 ·X1+0 ·X2+0 ·X3 = 3.
143



E BEOBACHTUNGEN (fortgesetzt)
Das LGS hat mithin keine Lösung, bzw. L=∅.
Mithilfe der elementaren Zeilenumformungen, die an der erweiterten Koeffi-
zientenmatrix vorgenommen werden, lässt sich das Gauß-Verfahren zur Lösung
linearer Gleichungssysteme wie folgt zusammenfassen:
v GAUSS-VERFAHREN ZUR LÖSUNG EINES LGS
Das Gauß-Verfahren besteht aus drei Schritten:
1. Zeilenstufenform: Man bringe die EKM
(
A b
)
durch elementare
Zeilenumformungen auf eine EKM
(
M d
)
in sogenannter Zeilenstu-
fenform (06 r 6m):

0 . . . 0  ∗ ∗ ∗ ∗ ∗ . . . ∗ . . . ∗ d1
0 . . . 0 0 0  ∗ ∗ ∗ . . . ∗ . . . ∗ d2
...
...
... 0  ∗ ∗ ... ... ...
... 0 0 
. . .
0 . . . 0 0 0 . . . 0  ∗ . . . ∗ dr
0 . . . 0 0 0 0 0 . . . 0 dr+1
0 . . . 0 0 0 0 0 . . . 0 0
...
...
...
...
...
...
...
...
0 . . . 0 0 0 . . . 0 0 . . . 0 0

 ist Platzhalter für eine beliebige Zahl ungleich Null. Kennzeichen der
Zeilenstufenform sind:
• In jeder Zeile stehen links von und unterhalb von nur Nullen.
• Von oben nach unten gelesen rückt pro Zeile um mindestens ei-
ne Stelle nach rechts.
2. Lösbarkeitsentscheidung: Ist das LGS inhomogen, so muss nun ent-
schieden werden, ob es lösbar ist. Ist die Zahl dr+1 von Null verschieden,Ein homogenes
LGS ist immer lösbar! so ist das LGS nicht lösbar, andernfalls ist es lösbar.
3. Rückwärtssubstitution: Man betrachte die Spalten der -Stellen. DieDie Struktur von Lö-
sungsmengen werden
wir zu einem späte-
ren Zeitpunkt noch
genauer untersuchen.
zu diesen Spalten gehörenden Unbekannten sind abhängige Variablen,
alle anderen sind unabhängig bzw. frei wählbar.
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v GAUSS-VERFAHREN ZUR LÖSUNG EINES LGS (fortgesetzt)
• Gibt es nur abhängige Variablen Xi , hat das LGS eine eindeutige
Lösung. Man bestimmt sie durch sukzessives Einsetzen von unten
nach oben.
• Gibt es frei wählbare Variablen, so hat das LGS unendlich viele Lö-
sungen. Für alle frei wählbaren Variablen Xi setzt man als „Platz-
halter“ je einen freien Parameter an, z.B. Xi =λi ∈R. Dann berech-
net man durch sukzessives Einsetzen von unten nach oben alle ab-
hängigen Variablen Xi .
Aus der so berechneten allgemeinen Lösung erhält man speziel-
le Lösungen, indem man für die freien Parameter feste Werte ein-
setzt.




. AUFGABE
Überlegen Sie sich, warum ein homogenes LGS, bei dem die „rechte Seite“
b ∈Rm der Nullvektor ist (also b = 0ˆ), immer lösbar ist.
V BEISPIEL(E)
Auf dem Arbeitsblatt MATRIZEN war in Aufgabe 3.c)iii. die Matrix
M =
(
m11 m12
m21 m22
)
gesucht, die die drei Eckpunkte A,B ,C auf die folgenden Bildpunkte abbildet:
A(1) =
(−4
0
)
, B (1) =
(−8
−2
)
, C (1) =
(−4
6
)
.
Um diese zu bestimmen, konnte man das folgende LGS mit sechs Glei-
chungen und 4 Unbekannten aufstellen: Die Einträge der Ma-
trix M sind hier also
die gesuchten Unbe-
kannten! Wofür unsere
Unbekannten genau
stehen und welche Be-
zeichnungen sich für
sie anbieten, hängt
stets vom konkret be-
trachteten Problem
oder Kontext ab. Man
könnte hier auch eine
andere sinnvolle Rei-
henfolge wählen, z.B.
m11,m21,m12,m22.
I .) 2m11 +m12 = −4
I I .) 2m21 +m22 = 0
I I I .) 4m11 +m12 = −8
IV.) 4m21 +m22 = −2
V.) 2m11 +4m12 = −4
V I .) 2m21 +4m22 = 6
In Tabelle 4.4 im Unterabschnitt 4.4.3.6, S. 156 finden Sie einen möglichen
Lösungsweg mithilfe des Gauß-Verfahrens, durchgeführt anhand der EKM.
145
m ÜBERSICHT UND ORIENTIERUNG
Nach dieser kurzen (Wieder-)einführung in lineare Gleichungssysteme
und den Gauß-Algorithmus machen Sie nun bitte mit Unterabschnitt 4.4.3.3
weiter.
4.4.3.5 Numerisches Lösen von linearen Gleichungssystemen mithilfe
des Computers
Bis hierher haben Sie nun schon einige LGS selbst umgeformt und ihre Lösungs-
mengen bestimmt. Sicher ist Ihnen aufgefallen, dass dies - „per Hand durchge-
führt“ - enorm aufwändig ist, selbst bei sehr kleinen LGS mit „schönen“ Zahlen!
Glücklicherweise fußt unser Lösungsverfahren immerhin auf einem einfach
beschreibbaren Algorithmus, der entsprechend gut programmierbar ist!




i IN GÄNGI-
GER SOFTWARE
zum Lösen von
LGS ist das Gauß-
Verfahren nicht in
seiner Reinform im-
plementiert, aber es
„steckt“ sozusagen als
theoretische Grund-
lage in den verwen-
deten verbesserten
Verfahrensweisen.
Deshalb wollen wir die mühsame Rechenarbeit natürlich zukünftig möglichst
dem Computer überlassen. Der Computer kann sehr große LGS in sehr kurzer Zeit
berechnen. Hinzu kommt, dass Matrizen sich hervorragend zur Eingabe in den
Computer wie bspw. in ein Mathematikprogramm (oder einen GTR) eignen. Das
Programm MATLAB ist sogar für das Rechnen mit Matrizen optimiert.



! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Beim Übergang vom „Rechnen per Hand“ zum „Rechnenlassen“ vom
Computer trifft man allerdings auf ein paar Stolpersteine. Diese muss man
nicht nur als Programmierender bei der Automatisierung des Rechenverfah-
rens „händeln können“. Auch als Anwenderin oder Anwender ist es wichtig,
zu verstehen, wie der Computer rechnet, wie Ergebnisse richtig zu interpretie-
ren sind, und wo der Computer ggf. an Grenzen stößt. Dieser letzte Unterab-
schnitt soll einen kleinen Vorgeschmack darauf geben.

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i INFOBOX: EINGABE VON MATRIZEN IN MATLAB
• Man gibt eine Matrix in MATLAB unter ihrem gewünschten Namen und
in eckigen Klammern ein. Dabei werden Zeilen durch Semikolon ge-
trennt.
Beispiel:Eine Kurzanlei-
tung zum Arbeiten
mit Matlab finden Sie
in den Benutzerhinwei-
sen zum Leitprogramm
in Abschnitt 4.1.4.
A = [2,3,−5,1;0,−2,1,−3;0,0,−2,4]
erzeugt die obige Koeffizientenmatrix.
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i INFOBOX: EINGABE VON MATRIZEN IN MATLAB (fortgesetzt)
• Durch Eingabe des Befehls
LGS([erweiterte Koeffizientenmatrix])
können Sie mithilfe des MATLAB-Tools LGS ein lineares Gleichungssys- Matlab-Tool zum
Lösen von linearen Glei-
chungssystemen: LGS
tem als EKM in Matlab eingeben und lösen lassen. Hat MATLAB die Ma-
trix bereits unter einem Variablennamen (bspw. durch vorherige Einga-
be) im aktuellen Workspace gespeichert, kann man zur Eingabe auch
den Variablennamen verwenden, also z.B. LGS(A).


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. AUFGABE
Lösen Sie die folgenden drei LGS mit dem MATLAB-Tool LGS, und verglei-
chen Sie sie mit der jeweiligen Lösung, die Sie in Unterabschnitt 4.4.3.2 oder
in Unterabschnitt 4.4.3.4 per Hand bestimmt haben.
a)

2 1 0 −1 0
0 0 1 3 6
0 0 0 −2 −2
0 0 0 0 0
 b)

1 2 3 2 1
0 0 0 5 −5
0 0 0 0 0
0 0 0 0 0
 c)

1 0 2 1
0 2 3 5
0 0 0 3
0 0 0 0

• Verstehen Sie die Ausgaben des Tools jeweils? Kommt MATLAB zu den-
selben Ergebnissen?
• Was ist mit dem Ausdruck normierte Zeilenstufenform gemeint?
• Was könnte es mit dem angegebenen Kern auf sich haben?



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E BEOBACHTUNGEN
a) Matlab gibt im Wesentlichen das folgende Ergebnis aus:
Gleichungssystem in normierter Zeilenstufenform:
1.0000 0.5000 0 0 0.5000
0 0 1.0000 0 3.0000
0 0 0 1.0000 1.0000
0 0 0 0 0
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E BEOBACHTUNGEN (fortgesetzt)
Eine Lösung: Kern:
0.5000 -0.4472
0 0.8944
3.0000 0
1.0000 0
Die normierte Zeilenstufenform ist eine besondere Variante der Zeilen-Normierte Zei-
lenstufenform stufenform. Man erreicht sie, indem man auf die bereits erreichte Zei-
lenstufenform weitere EZU anwendet, so dass die -Einträge, die die
Stufen markieren, zu 1 werden, und in der gesamten Spalte darüber
ebenfalls „Nullen erzeugt“ werden. Hier also z.B.:
2 1 0 −1 0
0 0 1 3 6
0 0 0 −2 −2
0 0 0 0 0
 →

1 12 0 −12 0
0 0 1 3 6
0 0 0 1 1
0 0 0 0 0
 →

1 12 0 0
1
2
0 0 1 0 3
0 0 0 1 1
0 0 0 0 0
 .
Unsere „per Hand“ berechneter allgemeiner Lösungsvektor des LGS
lautete
X =

1
2
0
3
1
+ s ·

−12
1
0
0
 , s ∈R.
Hierbei handelt es sich wieder um eine Linearkombination der bei-Linearkombinationen
werden Sie noch sys-
tematisch im fol-
genden Abschnitt
4.4.4 behandeln.
den Vektoren U :=

1
2
0
3
1
 und V :=

−12
1
0
0
 mit dem Koeffizienten s, der ja
unser freier Parameter ist. Jeder spezielle Lösungsvektor , der das LGSBeispiel: Der Vektor
0
1
3
1
 ist eine spezielle
Lösung des LGS, denn
für s = 1 erhält man
1
2
0
3
1
+ 1 ·

− 12
1
0
0
 =

0
1
3
1
 .
löst, muss sich also durch diese Linearkombination darstellen lassen. Es
gilt nun, unsere Lösung mit der MATLAB-Lösung zu vergleichen. MAT-
LAB findet hier als „eine Lösung“ auch den Vektor U =

1
2
0
3
1
 =

0.5000
0
3.000
1.000

unserer Lösung. Anstelle von V =

−12
1
0
0
 gibt MATLAB jedoch den Vek-
tor W =

−0.4472
0.8944
0
0
 unter „Kern“ aus, mithin kommt MATLAB für einen
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E BEOBACHTUNGEN (fortgesetzt)
allgemeinen Lösungsvektor Y auf die Linearkombination
Y =U + t ·W =

1
2
0
3
1
+ t ·

−0.4472
0.8944
0
0
 , t ∈R
mit einem freien Parameter t ∈R. Beschreiben X und Y tatsächlich die-
selbe Lösungsgesamtheit?
Die Antwort darauf lautet: Ja und nein!
i. MATLAB normiert die zu freien Parametern gehörenden Vektoren:
Betrachten wir dazu zunächst unseren zum freien Parameter s berech-
neten Vektor V =

−12
1
0
0
 aus der Linearkombination, und bestimmen
seine Länge (vgl. hierzu Abschnitt 4.4.1):
|V | =
√(
1
2
)2
+12 =
p
5
2
.
Dann beschreibt
Vnorm = 2p
5
·V =

− 1p
5
2p
5
0
0

den Einheitsvektor zu V , d.h. einen Vektor mit gleicher Richtung wie V ,
aber mit der Länge 1. Wir könnten nun den allgemeinen Lösungsvektor
zum LGS auch mit Vnorm anstatt mit V aufstellen:
X =

1
2
0
3
1
+ t ·

− 1p
5
2p
5
0
0
 , t ∈R.
Warum dürfen wird das? Wir erinnern uns daran, dass wir für die frei Vergleichen Sie un-
sere Lösungsgesamt-
heit mit der Parame-
terform einer Geraden-
gleichung - diese ist
ebenfalls nicht eindeu-
tig, die Gerade aber
schon!
wählbare Variable X2 einfach den Parameter X2 = s ∈R angesetzt hatten.
Hätten wir stattdessen die Wahl X2 = 2p5 t , t ∈R getroffen, hätte uns das
zu obiger Linearkombination mit Vnorm als Lösung geführt! (Probieren
Sie das ruhig einmal aus.) „Per Umrechnungsfaktor“
s = 2p
5
t bzw.
p
5
2
s = t
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E BEOBACHTUNGEN (fortgesetzt)
kommen wir hier also von einer auf die andere Lösung. Mit anderenBeispiel: Den Vektor
0
1
3
1
 als spezielle Lösung
des LGS erhält man für
t =
p
5
2 , denn es gilt
1
2
0
3
1
+ p52 ·

− 1p
5
2p
5
0
0
=

0
1
3
1
 .
Worten:
Jeder Vektor X , der sich für ein bestimmtes s ∈ R als Linear-
kombination X =U+s·V darstellen lässt, lässt sich auch für ein
bestimmtes t ∈ R als Linearkombination X =U + t ·Vnorm dar-
stellen, und umgekehrt. Beide Linearkombinationen beschrei-
ben genau dieselbe Lösungsgesamtheit.
ii. MATLAB rechnet numerisch und gibt ein gerundetes Ergebnis aus:
Bestimmt man nun eine Dezimaldarstellung des Vektors Vnorm, so er-
hält man auf die vierte Dezimalstelle gerundet gerade den Vektor W , den
MATLAB ausgibt:Das Zeichen ≈ bedeu-
tet „ungefähr gleich“.
Vnorm =

− 1p
5
2p
5
0
0
≈

−0.4472
0.8944
0
0
=W.
Dies führt uns auf die wichtige Beobachtung:
MATLAB rechnet nicht symbolisch, sondern numerisch, d.h.
mit einer endlichen Genauigkeit. Es speichert und verwen-Matlab rechnet nu-
merisch! Geben Sie
testweise einmal den
Term 1 - 3*(4/3 - 1)
in Matlab ein. Mat-
lab gibt als Ergebnis
2.2204e-16 aus, das be-
deutet 2.2204 · 10−16.
Das ist schon eine
sehr kleine Zahl, aber
eben nicht gleich Null!
det intern stets Dezimaldarstellungen von Zahlen, die notwen-
digerweise nach einer bestimmten Nachkommastelle „abbre-
chen“.
Obwohl MATLAB schon sehr genau rechnet, (es werden standardmäßig
nur vier Nachkommastellen angezeigt, aber die innere Rechenpräzisi-
on ist wesentlich höher)6, ist dies ein wichtiger Unterschied zu unse-
rer „idealen“ Lösung! Deshalb die Beantwortung der Frage mit „ja und
nein“:
• Einerseits berechnet MATLAB natürlich eine „richtige“ Lösung! Das
heißt, liest man die Linearkombination
Y =„Eine Lösung“ +t ·„Kern“, t ∈R
aus der Ausgabe ab, so beschreibt diese im Prinzip dieselbe allge-Die Auswirkun-
gen dieser „kleinen“
Rechen(un-)genauigkeit
bzw. der Rundungs-
fehler sind für unser
Anwendungsproblem
- wie wir später noch
feststellen werden -
nicht zu unterschätzen!
meine Lösung X , die auch wir berechnet haben. MATLAB wählt hier
intern jedoch (im Unterschied zu uns) die Parameter für freie Varia-
blen stets so, dass die unter „Kern“ ausgegebene Vektoren stets auf
die Länge 1 normiert sind.
• Andererseits gilt die Gleichheit zwischen beiden Lösungen nur „bis
auf eine bestimmte Rechengenauigkeit“! Für das vorliegende Bei-
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E BEOBACHTUNGEN (fortgesetzt)
spiel schreiben wir deshalb lieber:
X =

1
2
0
3
1
+ t ·

− 1p
5
2p
5
0
0
 ≈

0.5000
0
3.0000
1.0000
+ t ·

−0.4472
0.8944
0
0
= Y , t ∈R.
b) Hier gibt Matlab die folgende Lösung aus:
Eine Lösung: Kern:
0 -0.8018 0.5345
0 -0.3382 -0.7745
1 0.4927 0.3382
-1 0 0
Unsere Lösung hingegen lautete
X =

3
0
0
−1
+ s ·

−3
0
1
0
+ t ·

−2
1
0
0
 , s ∈R, t ∈R.
Wir wissen nun bereits, dass unsere Linearkombination und die Linear-
kombination
Y =

0
0
1
−1
+µ ·

−0.8018
−0.3382
0.4927
0
+ν ·

0.5345
−0.7745
0.3382
0
 , µ ∈R,ν ∈R,
„ungefähr dieselbe“ Lösungsgesamtheit beschreiben. Der Vektor „eine
Lösung“ liegt auch sichtbar in unserer berechneten Lösungsgesamtheit,
denn für s = 1 und t = 0 erhält man daraus gerade
Xs=1,t=0 =

3
0
0
−1
+1 ·

−3
0
1
0
+0 ·

−2
1
0
0
=

0
0
1
−1
 .
Darüber hinaus können wir aufgrund der gerundeten Darstellungswei-
se hier jedoch schon nicht mehr explizit nachvollziehen, wie unsere Lö-
sung mit der von MATLAB berechneten zusammenhängt, d.h. wie sich
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E BEOBACHTUNGEN (fortgesetzt)
die eine Linearkombination im Wesentlichen durch die andere darstel-
len lässt. (MATLAB hat intern offensichtlich andere freie Variablen aus-
gezeichnet als wir, nämlich X1 und X2 anstatt X2 und X3, und für diese
freien Variablen andere „Parameterkombinationen“ angesetzt. Außer-
dem wurden die Vektoren zu diesen Parametern wieder normiert.)
In der Theorie ist es allerdings kein Problem, nachzurech-Ein erster grund-
legender Unter-
schied zwischen Theo-
rie und Praxis deutet
sich hier bereits an.
nen, ob zwei Linearkombinationen dieselbe Lösungsgesamt-
heit beschreiben, bzw. ob sich eine Linearkombination durch
eine andere darstellen lässt. Damit beschäftigen wir uns im
folgenden Unterabschnitt 4.4.4.
c) Man nennt ein LGS im Allgemeinen überbestimmt, wenn es keine Lö-Überbestimmt nennt
man ein LGS, das
keine Lösung hat.
sung hat. Entsprechend gibt Matlab das folgende Ergebnis aus:
Das LGS ist überbestimmt. Eine Näherungslösung lautet:
Warning: Matrix is singular to working precision.
> In LGS at 5
NaN
-Inf
Inf
Im Falle der Nicht-Lösbarkeit eines LGS versucht MATLAB, „wenigs-
tens“ eine sogenannte Näherungslösung zu bestimmen. Die ausgegebe-
ne Warnung bedeutet, das dies hier jedoch offenbar auch nicht gelingt.
Wir werden später noch darauf zurückkommen, was es mit
einer solchen Näherungslösung auf sich hat, und warum wir
in der Praxis nicht ohne sie auskommen!
Als Fazit hieraus lässt sich ziehen,
• dass man sehr gut hinschauen muss, wenn man das Rechnen dem Compu-
ter überlassen will, da seine Ergebnisse oft interpretationsbedürftig sind;
• dass der minimale Unterschied zwischen „genauem“ und „nur fast genau-
em Rechnen“ für den Übergang vom theoretisch entwickelten Modell auf
die Anwendungspraxis eine durchaus wichtige Rolle spielen kann.
6An ExpertInnen: MATLAB rechnet intern standardmäßig mit sogenannter „double precision“
nach dem IEEE Standard 754, vgl. [Mat14]
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O ZUSAMMENFASSUNG
In diesem Abschnitt haben Sie gelernt/wiederholt,...
• ... wie man lineare Gleichungssysteme mithilfe der erweiterten Koeffizi-
entenmatrix vereinfacht darstellen kann;
• ... wie man ein lineares Gleichungssystem mithilfe elementarer Zeilen-
umformungen nach dem Gauß-Verfahren löst und die Lösung notiert;
• ... wie man lineare Gleichungssysteme verwenden kann, um die Urbild-
punkte einer linearen Abbildung zu bestimmen;
• ... wie man lineare Gleichungssysteme mithilfe der Multiplikation der
Koeffizientenmatrix mit dem Vektor darstellen kann, der die Unbekann-
ten enthält;
• ... dass MATLAB lineare Gleichungssysteme numerisch löst.
m ÜBERSICHT UND ORIENTIERUNG
Machen Sie nun mit dem letzten Abschnitt dieses Kapitels 4.4.4 weiter!
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4.4.3.6 Tabellen zum gesamten Abschnitt Lineare Gleichungssysteme
Teil 1
EZU Kurzform LGS EKM
Gegeben sei
das LGS:
X2 +3X3 = 10
5X1 −3X2 +X3 = 5
−2X2 +2X3 = −4
 0 1 3 105 −3 1 5
0 −2 2 −4

Vertausche
die erste
und zweite
Gleichung/
Zeile.
v(I,II)
5X1 −3X2 +X3 = 5
X2 +3X3 = 10
−2X2 +2X3 = −4
 5 −3 1 50 1 3 10
0 −2 2 −4

Multipliziere
die zweite
Gleichung/
Zeile mit 2.
m(II,2)
5X1 −3X2 +X3 = 5
2X2 +6X3 = 20
−2X2 +2X3 = −4
 5 −3 1 50 2 6 20
0 −2 2 −4

Addiere zur
dritten Glei-
chung/ Zeile
das 1-fache
der zweiten.
a(III,1·II)
5X1 −3X2 +X3 = 5
2X2 +6X3 = 20
8X3 = 16
 5 −3 1 50 2 6 20
0 0 8 16

Durch diese Umformungen ist eine Zeilenstufenform ent-
standen. Hieraus lässt sich die Lösung ablesen, in-
dem man die Variablen „von unten nach oben“ einsetzt:
X3 = 2, X2 = 4 und X1 = 3 ⇒ L=

34
2
.
Tab. 4.2 Elementare Zeilenumformungen: Dieses Beispiel stammt aus [FBB+09], S. 212.
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Strategie zur Erzeugung der Zeilenstufenform EKM
Man stellt zunächst die zum LGS gehörende
EKM auf. Hierbei entsprechen die Spalten von
links nach rechts den Unbekannten des LGS in
der gewählten Reihenfolge.
X1 X2 X3 0 1 3 105 −3 1 5
0 −2 2 −4

Um die erste Stufe zu erzeugen, muss in der lin-
ken oberen Ecke der Matrix ein Koeffizient von
X1 ungleich Null stehen. Gleichzeitig möchte
man erreichen, dass die Einträge in einer Spal-
te unterhalb einer Stufe nur aus Nullen bestehen.
Vergleicht man die Einträge der ersten Spalte, er-
kennt man, dass beides durch Vertauschen der
ersten und zweiten Zeile erfüllt wird.
 0 1 3 105 −3 1 5
0 −2 2 −4

Die erste Zeile wird für weitere Umformungen
nicht mehr benutzt! In beiden verbleibenden
Zeilen kommen jeweils Koeffizienten „ungleich
Null“ der zweiten Unbekannten X2 vor. Man er-
hält also in der zweiten Spalte eine weitere Stufe,
indem man den Koeffizienten 1 von X2 auf der
Hauptdiagonalen stehen lässt, und an Stelle des
Koeffizienten −2 „eine Null erzeugt“.
−−−→
v(I,II)
 5 −3 1 50 1 3 10
0 −2 2 −4

︸ ︷︷ ︸
blau: Hauptdiagonaleinträge
Eine Möglichkeit, dieses Ziel zu erreichen, ist die
Multiplikation der zweiten Zeile mit 2 und an-
schließend deren Addition zur dritten Zeile.
 5 −3 1 50 1 3 10
0 −2 2 −4

−−−−→
m(II,2)
 5 −3 1 50 2 6 20
0 −2 2 −4

−−−−−−→
a(III,1·II)
 5 −3 1 50 2 6 20
0 0 8 16
 .
Alternativ dazu könnte man auch direkt zur drit-
ten Zeile das 2-fache der zweiten addieren, und
hätte sich einen Umformungsschritt „gespart“.
(Dies ist nach einiger Übung empfehlenswert.)
 5 −3 1 50 1 3 10
0 −2 2 −4

−−−−−−→
a(III,2·II)
 5 −3 1 50 1 3 10
0 0 8 16
 .
Tab. 4.3 Strategisches Anwenden von elem. Zeilenumformungen zum Erreichen der Zeilenstu-
fenform
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Strategie zur Erzeugung der Zei-
lenstufenform
EKM
Wir starten mit der EKM. Auf den
ersten Blick lässt sich feststellen,
dass nur in 3 Zeilen die Koeffizien-
ten der ersten Unbekannten m11
ungleich Null sind.

2 1 0 0 −4
0 0 2 1 0
4 1 0 0 −8
0 0 4 1 −2
2 4 0 0 −4
0 0 2 4 6

Zur besseren Übersicht kann man
zuerst diese Zeilen „nach oben“
tauschen.
−−−−−−−−−−→
v(II,III), v(III,V)

2 1 0 0 −4
4 1 0 0 −8
2 4 0 0 −4
0 0 4 1 −2
0 0 2 1 0
0 0 2 4 6

Um unter dem Koeffizienten 2
in der linken oberen Matrixecke
„Nullen zu erzeugen“, kann man
entsprechende Vielfache der ers-
ten Zeile zur zweiten und zur drit-
ten Zeile addieren.
−−−−−−−−−−−−−→
a(II,−2·I), a(III,−1·I)

2 1 0 0 −4
0 −1 0 0 0
0 3 0 0 0
0 0 4 1 −2
0 0 2 1 0
0 0 2 4 6

Die erste Zeile bleibt nun unver-
ändert. Um unter dem Koeffizien-
ten −1 in der zweiten Zeile „eine
Null zu erzeugen“, kann man das
Dreifache der zweiten zur dritten
Zeile addieren.
−−−−−−→
a(III,3·II)

2 1 0 0 −4
0 −1 0 0 0
0 0 0 0 0
0 0 4 1 −2
0 0 2 1 0
0 0 2 4 6

Die ersten beiden Zeilen blei-
ben nun unverändert. Entstehen-
de Nullzeilen tauscht man immer
„nach unten“, wir hier die dritte
mit der sechsten Zeile.
−−−−−→
v(III,VI)

2 1 0 0 −4
0 −1 0 0 0
0 0 2 4 6
0 0 4 1 −2
0 0 2 1 0
0 0 0 0 0

Nun kann man entsprechendeIhre Zeilenstufen-
form kann zahlenmä-
ßig durchaus anders
aussehen! Allerdings
sollte sich daraus stets
durch „Rückwärtseinset-
zen“ dieselbe Lösung
ergeben, hier also die
eindeutige Lösung
m11
m12
m21
m22
=

−2
0
−1
2
 .
Vielfache der dritten Zeile zur
vierten und fünften Zeile addie-
ren, um wiederum eine neue Stufe
und darunter „Nullen“ zu erzeu-
gen.
−−−−−−−−−−−−−−−→
a(IV,−2·III), a(V,−1·III)

2 1 0 0 −4
0 −1 0 0 0
0 0 2 4 6
0 0 0 −7 −14
0 0 0 −3 −6
0 0 0 0 0

Um die letzte Stufe leicht und oh-
ne viel Rechenaufwand zu erzeu-
gen, bietet es sich hier z.B. an, zu-
nächst die vierte Zeile durch −7
und die fünfte Zeile durch −3 zu
dividieren.
−−−−−−−−−−−−−→
m(IV,− 17 ), m(V,− 13 )

2 1 0 0 −4
0 −1 0 0 0
0 0 2 4 6
0 0 0 1 2
0 0 0 1 2
0 0 0 0 0

Eine letzte Addition liefert eine
Stufenform mit vier „echten“ und
zwei Nullzeilen. Durch „Rück-
wärtseinsetzen“ von unten nach
oben lassen sich alle Unbekann-
ten bestimmen.
−−−−−−−→
a(V,−1·IV)

2 1 0 0 −4
0 −1 0 0 0
0 0 2 4 6
0 0 0 1 2
0 0 0 0 0
0 0 0 0 0

⇒
m22 = 2
m21 =−1
m12 = 0
m11 =−2
Tab. 4.4 Aufgabe 3.c)iii. vom Arbeitsblatt Matrizen: Lösen eines LGS mit 4 Unbekannten und
6 Gleichungen
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Umformung EKM 1 Umformung EKM 2
4 −2 2 3 1
−3 1 6 0 2
0 2 1 13 0
−1 0 4 0 5
2 2 0 2 0


−2 2 3 4 1
1 6 0 −3 2
1 2 0 1 0
−1 4 0 −7 3
0 12 3 0 4

−→
v(I,IV),
v(III,V)

−1 0 4 0 5
−3 1 6 0 2
2 2 0 2 0
4 −2 2 3 1
0 2 1 13 0
 −→v(I,II)

1 6 0 −3 2
−2 2 3 4 1
1 2 0 1 0
−1 4 0 −7 3
0 12 3 0 4

−→
a(II,−3·I),
a(III,2·I),
a(IV,4·I)

−1 0 4 0 5
0 1 −6 0 −13
0 2 8 2 10
0 −2 18 3 21
0 2 1 13 0

−→
a(II,2·I),
a(III,−1·I),
a(IV,1·I)

1 6 0 −3 2
0 14 3 −2 5
0 −4 0 4 −2
0 10 0 −10 5
0 12 3 0 4

−→
a(III,−2·II),
a(IV,2·II),
a(V,−2·II)

−1 0 4 0 5
0 1 −6 0 −13
0 0 20 2 36
0 0 6 3 −5
0 0 13 13 26

−→
m(III, 12 ),
v(III,II)

1 6 0 −3 2
0 −2 0 2 −1
0 14 3 −2 5
0 10 0 −10 5
0 12 3 0 4

−→
m(III, 12 ),
m(V, 113 ),
v(V,III)

−1 0 4 0 5
0 1 −6 0 −13
0 0 1 1 2
0 0 6 3 −5
0 0 10 1 18

−→
a(III,7·II),
a(IV,5·II),
a(V,6·II)

1 6 0 −3 2
0 −2 0 2 −1
0 0 3 12 −2
0 0 0 0 0
0 0 3 12 −2

−→
a(IV,−6·III),
a(V,−10·III)

−1 0 4 0 5
0 1 −6 0 −13
0 0 1 1 2
0 0 0 −3 −17
0 0 0 −9 −2
 −→a(V,−1·III)

1 6 0 −3 2
0 −2 0 2 −1
0 0 3 12 −2
0 0 0 0 0
0 0 0 0 0

−→
a(V,−3·IV)

−1 0 4 0 5
0 1 −6 0 −13
0 0 1 1 2
0 0 0 −3 −17
0 0 0 0 49

Tab. 4.5 Weitere Beispiele zum Erzeugen der Zeilenstufenform
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4.4.4 Linearkombinationen, lineare Abhängigkeit und lineare
Abbildungen
In den vorangegangenen Abschnitten fiel bereits oft der Begriff der Linearkom-
bination. Offenbar kommen Linearkombinationen in sehr vielfältigen Kontexten
vor, z.B.
• bei der Darstellung eines Vektors oder Punktes in einem gegebenen Koordi-
natensystem,
• bei der Beschreibung von Geraden und Ebenen im Raum,
• beim Multiplizieren von Matrizen oder
• bei der Angabe von Lösungen linearer Gleichungssysteme.
Insbesondere beim Umgang mit einer „Matrixabbildung“ bzw. linearen Abbil-
dung der Form
f :Rn →Rm , u 7→ A ·u = v
treten sie auf. Um die Eigenschaften einer solchen Abbildung genauer untersu-
chen zu können, benötigen wir ein tieferes Verständnis von Linearkombinationen
und der sogenannten linearen Abhängigkeit von Vektoren. Darum geht es in die-
sem Abschnitt.
4.4.4.1 Linearkombinationen und lineare Abhängigkeit
Wir starten mit ein wenig „Theorie“:
v LINEARKOMBINATION (LK)
Jede aus endlich vielen vorgegebenen Vektoren u(1),u(2), . . . ,u(k) ∈Rn undDie Abkürzung
LK steht von nun an
für „Linearkombination.“
Koeffizienten αi ∈R ( 16 i 6 k) gebildete Summe der Form
α1u
(1)+α2u(2)+·· ·+αk u(k)
heißt eine Linearkombination (LK) der Vektoren u(i ) ∈ Rn . Eine Linear-
kombination wird trivial genannt, wenn alle αi = 0 sind.
V BEISPIEL(E)
Sie haben im Verlauf des Leitprogramms schon einige Beispiele für Line-
arkombinationen aus verschiedenen Bereichen gesehen. Es folgen weitere:
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V BEISPIEL(E) (fortgesetzt)
1. Der Vektor
−4−3
12
 lässt sich als (nicht-triviale) Linearkombination der
vier Vektoren
10
2
 ,
 0−1
1
 ,
10
0
 und
−10
1
 darstellen:
2
10
2
+3
 0−1
1
−1
10
0
+5
−10
1
=
−4−3
12
 .
Man könnte hier die vier Vektoren desR3 auch anders „linear kombinie- Das bedeutet, man
findet eine Linearkom-
bination derselben Vek-
toren mit anderen Koef-
fizienten, die denselben
Vektor ergibt.
ren“, um denselben Vektor zu erhalten, z.B.
5
3
10
2
+3
 0−1
1
+0
10
0
+ 17
3
−10
1
=
 5−173−3
10+9+17
3
=
−4−3
12
 .
2. Der Vektor a habe im Raum bezüglich der Standardbasis S =(
e(1), e(2), e(3)
)
die Koordinaten K V (a) =
 4−37p
5
 . Dann ist dieser Vek-
tor eindeutig als Linearkombination der Vektoren e(1),e(2),e(3) darstell-
bar:
a =
 4−37p
5
= 4 ·e(1)− 3
7
·e(2)+p5 ·e(3).
3. Ein LGS sei gegeben durch die EKM
(
1 1 2 −3
2 1 0 13
)
.
Die EZU a(II,−2·I) erzeugt die EKM
(
1 1 2 −3
0 −1 −4 19
)
mit einem neu-
en Zeilenvektor
(
0 −1 −4 19 ) des LGS, der eine Linearkombinati-
on der beiden Zeilenvektoren I und II ist:(
0 −1 −4 19 )= ( 2 1 0 13 )−2 · ( 1 1 2 −3 ) .
Wie lässt sich nun überprüfen, ob ein bestimmter Vektor als Linearkombinati-
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on endlich vieler Vektoren darstellbar ist?

 IDEE: LINEARKOMBINATION FÜHRT AUF „MATRIX MAL VEKTOR“
Um zu zeigen, dass ein Vektor v ∈Rn , v 6= 0ˆ, als Linearkombination endlichDer Nullvektor
0ˆ ∈ Rn ist immer als
triviale Linearkombina-
tion endlich vieler Vek-
toren des Rn darstellbar!
vieler Vektoren u(1),u(2), . . . ,u(k) ∈Rn darstellbar ist, schreibt man zunächst die
Linearkombination als „Matrix mal Vektor“
auf. Die bekannten Vektoren u(1),u(2), . . . ,u(k) ∈Rn bilden dabei die Spalten der
Matrix, die unbekannten Koeffizientenα1,α2, . . . ,αk hingegen die Einträge des
Vektors:Diese Schreibwei-
se ist Ihnen zum ersten
Mal beim Arbeitsblatt
Matrizen im Zusam-
menhang mit linearen
Abbildungen begeg-
net, vgl. auch S. 412.
α1u(1)+α2u(2)+·· ·+αk u(k) = v
⇔ (u(1) u(2) . . . u(k))︸ ︷︷ ︸
=:A
·

α1
α2
...
αk

︸ ︷︷ ︸
=:X
= v︸︷︷︸
=:b
.
Mit der Darstellung der Form A · X = b, bei der die Komponenten von A
und b bekannt, von X hingegen gesucht sind, haben wir nun ein inhomo-
genes lineares Gleichungssystem vorliegen, dessen Lösungsmenge wir bestim-
men und interpretieren können:
• Hat das LGS keine Lösung, so ist v nicht als LK von u(1),u(2), . . . ,u(k) ∈Rn
darstellbar.
• Ist das LGS lösbar und hat nur abhängige Variablenα1,α2, . . . ,αk , so gibt
es genau eine Lösung, d.h. v ist als eindeutige LK der u(1),u(2), . . . ,u(k) ∈
Rn mit den Koeffizienten α1,α2, . . . ,αk darstellbar.
• Ist das LGS lösbar und es gibt mindestens eine unabhängige Variable,
so gibt es unendlich viele Lösungen, d.h. unendlich viele Möglichkeiten
zum Aufstellen der Linearkombination.
Für Vektoren benötigen wir nun noch genaue Definitionen der Begriffe linear
abhängig bzw. linear unabhängig, die auf Linearkombinationen aufbauen.
v LINEAR ABHÄNGIG
Endlich viele Vektoren u(1),u(2), . . . ,u(k) ∈Rn heißen linear abhängig, wenn
einer der Vektoren als Linearkombination der anderen dargestellt werden
kann.
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v LINEAR ABHÄNGIG (fortgesetzt)
i. In diesem Fall kann man Zahlen α1,α2, . . . ,αk ∈ R bestimmen, die nicht
sämtlich gleich Null sind, so dass gilt:
α1u
(1)+α2u(2)+·· ·+αk u(k) = 0ˆ,
wobei 0ˆ ∈Rn der Nullvektor ist.
ii. Alternative Formulierung: Wenn z.B. gerade u(1) als Linearkombina-
tion von u(2), . . . ,u(k) dargestellt werden kann, dann gibt es Zahlen
β2, . . . ,βk ∈R, so dass gilt
u(1) =β2u(2)+·· ·+βk u(k). (u.s.w.)




E BEOBACHTUNGEN
Für Vektoren des R3 bedeutet dies anschaulich, dass dieselbe Verschie-
bung, die einer der beteiligten Vektoren im Raum bewirkt, auch durch eine
Linearkombination der anderen Vektoren erzeugt werden kann. In der folgen-
den Skizze gilt bspw.
a = 2b− c+d bzw. −a+2b− c+d = 0ˆ.
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V BEISPIEL(E)
1. Die Vektoren 10
2
 ,
 0−1
1
 ,
10
0
 ,
−10
1
 ,
−4−3
12

aus dem letzten Beispiel sind offenbar linear abhängig. Dies kann man
unterschiedlich begründen:
• Wählt man z.B. α1 = 5,α2 = 6,α3 = −5,α4 = 8 und α5 = −2, so ist
Bedingung i. erfüllt:
5
10
2
+6
 0−1
1
−5
10
0
+8
−10
1
−2
−4−3
12
= 0ˆ.
• Wir haben bereits gesehen, dass sich der Vektor
−4−3
12
 auf verschie-
dene Weisen als LK der anderen darstellen lässt, z.B. so:
2
10
2
+3
 0−1
1
−1
10
0
+5
−10
1
=
−4−3
12
 .
Man kann also konkrete Zahlen β1 = 2,β2 = 3,β3 = −1 und β4 = 5
angeben, die die Bedingung ii. erfüllen.
2. Die Vektoren a,e(1),e(2),e(3) aus dem obigen Beispiel sind nach Bed. ii.
linear abhängig.
3. Die Zeilenvektoren aus dem obigen LGS sind ebenfalls nach Bed. ii. li-
near abhängig.
v LINEAR UNABHÄNGIG
Endlich viele Vektoren u(1),u(2), . . . ,u(k) ∈ Rn heißen linear unabhängig,
wenn sie nicht linear abhängig sind. Das bedeutet:
• Keiner der Vektoren ist als Linearkombination der anderen darstellbar.
• Möchte man Zahlen α1,α2, . . . ,αk ∈R bestimmen, für die
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v LINEAR UNABHÄNGIG (fortgesetzt)
α1u
(1)+α2u(2)+·· ·+αk u(k) = 0ˆ
gilt, so gelingt es nur,
α1 =α2 = ·· · =αk = 0
(also die triviale Linearkombination) zu wählen, um die Gleichung zu
erfüllen.
V BEISPIEL(E)
• Im R3 sind die drei Vektoren e(1) =
10
0
 ,e(2) =
01
0
 ,e(3) =
00
1
 der Stan-
dardbasis offensichtlich linear unabhängig, denn möchte man α1,α2
und α3 bestimmen, so dass
α1
10
0
+α2
01
0
+α3
00
1
= 0ˆ
ist, so kann man nur α1 =α2 =α3 = 0 wählen.
• Die Vektoren
10
2
 ,
 0−1
1
 ,
10
0
 ∈ R3 sind linear unabhängig, denn außer
durch die triviale Linearkombination
0
10
2
+0
 0−1
1
+0
10
0
=
00
0

lässt sich der Nullvektor aus den drei Vektoren nicht linear kombinieren.
• Ist die erweiterte Koeffizientenmatrix eines LGS in Zeilen-Stufen-Form,
so sind alle Zeilenvektoren, die keine Nullzeilen sind, linear unabhängig
voneinander.
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 IDEE: WIE ZEIGT MAN LINEARE ABHÄNGIGKEIT BZW. UNABHÄNGIGKEIT?
Um zu zeigen, dass endlich viele Vektoren u(1),u(2), . . . ,u(k) ∈Rn linear ab-
hängig bzw. unabhängig sind, kann man wieder auf denselben Ansatz wie
oben (S. 160) zurückgreifen, die
Linearkombination in der Form „Matrix mal Vektor“
aufzuschreiben. Diesmal setzt man jedoch das entsprechende homogene li-
neare Gleichungssystem an:
α1u(1)+α2u(2)+·· ·+αk u(k) = 0ˆ
⇔ (u(1) u(2) . . . u(n))︸ ︷︷ ︸
=:A
·

α1
α2
...
αn

︸ ︷︷ ︸
=:X
= 0ˆ︸︷︷︸
=:b
.
• Hat dieses LGS nur die Nullösung

α1
α2
...
αn
 =

0
0
...
0
, so sind die Vektoren li-
near unabhängig.
• Hat das LGS unendlich viele Lösungen, so sind die Vektoren linear ab-
hängig.
V BEISPIEL(E)
• Wir können nun beweisen, dass die drei Vektoren
10
0
 ,
10
2
 ,
 0−1
1
 ∈ R3
linear unabhängig sind. Dazu stellen wir ein LGS der Form10
0
 10
2
  0−1
1

︸ ︷︷ ︸
=:A
·
α1α2
α3

︸ ︷︷ ︸
=:X
= 0ˆ︸︷︷︸
=:b
mit der zugehörigen EKM
 1 1 0 00 0 −1 0
0 2 1 0
 auf. Vertauschen der bei-
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V BEISPIEL(E) (fortgesetzt)
den letzten Zeilen ergibt die EKM
 1 1 0 00 2 1 0
0 0 −1 0
. Daraus lässt sich
sukzessive als einzige Lösung ablesen:
α3 = 0 ⇒ α2 = 0 ⇒ α1 = 0.
• Ebenso können wir beweisen, dass die Vektoren
10
0
 ,
−10
1
 ,
10
2
 ,
 0−1
1

und
−4−3
12
 linear abhängig sind. Wir stellen hier gleich die passende
EKM
 1 −1 1 0 −4 00 0 0 −1 −3 0
0 1 2 1 12 0
 auf, Vertauschen von zweiter und drit-
ter Zeile ergibt
 1 −1 1 0 −4 00 1 2 1 12 0
0 0 0 −1 −3 0
. Es ist hier gar nicht nötig,
eine Lösung auszurechnen! Es reicht schon, zu erkennen, dass es frei
wählbare Variablen gibt, also unendlich viele Lösungen.
Mit diesem Wissen kann man nun auch beschreiben, was allgemein eine Basis
im Rn auszeichnet.




K EXKURS: BASIS DES Rn
Ein System von genau n linear unabhängigen Vektoren mit je n Kompo-
nenten heißt Basis des Rn . Anschaulich gesprochen „spannen die n linear un-
abhängige Vektoren einer Basis den gesamten Rn auf“, so dass jeder Punkt
des Rn durch genau eine Linearkombination dieser Vektoren „getroffen“ wer-
den kann. Fügt man einer Basis des Rn nur einen einzigen beliebigen Vektor
aus dem Rn hinzu, so sind alle Vektoren zusammen nun linear abhängig.
Beispiel: Die drei Vektoren
10
2
 ,
 0−1
1
 ,
10
0
 ∈ R3, sind nicht nur linear un-
abhängig, sondern bilden sogar eine Basis des R3. Man kann jeden Vektor des
R3 als eindeutige Linearkombination dieser drei Vektoren darstellen, z.B. den
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

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K EXKURS: BASIS DES Rn (fortgesetzt)
Vektor
1631
2
19
2
:
1631
2
19
2
= 5
10
2
− 12
 0−1
1
+ 13
10
0
 .
Die Koeffizien-
ten 5,− 12 und 13
sind dann die Koor-
dinaten des Vektors 1631
2
19
2
 bezüglich die-
ser Basis, siehe auch
die Beispiele in Ab-
schnitt 4.4.1.1, S. 109.
Fügt man den drei Vektoren
10
2
 ,
 0−1
1
 ,
10
0
 ∈ R3 den Vektor

p
2p
2
0
 hinzu,
so sind diese vier Vektoren nun linear abhängig, denn man kann aus ihnen
den Nullvektor bspw. wie folgt linear kombinieren:
p
2
2
10
0
−p2
 0−1
1
+ p2
2
10
2
−

p
2p
2
0
= 0ˆ.
Nach dieser sehr formalen und allgemeinen Einführung sollen Sie nun Ihren
„Blick“ für Linearkombinationen schärfen. Dazu dient die nächste Arbeitsphase.



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Í ARBEITSPHASE: LINEARKOMBINATIONEN
In dieser Arbeitsphase sollen Sie anhand des „Linearkombinationsspiels“
das Bilden von Linearkombinationen üben. An das Spiel schließen sich einige
Aufgaben an, zu deren Bearbeitung die Konzepte linear anhängig und linear
unabhängig sowie die oben vorgestellten Nachweisverfahren nützlich sind.
1. Bereiten Sie das LINEARKOMBINATIONSSPIEL laut Anleitung7 vor, und
spielen Sie es ein oder zweimal mit einer Partnerin bzw. einem Partner.
Sie benötigen dazu neben einem Spielfeld 2 mal je 3 Leerwürfel einer
Farbe.
2. Bearbeiten Sie im Anschluss an das Spiel das Arbeitsblatt LINEARKOM-
BINATIONEN.
3. Nehmen Sie sich Zeit für die Überprüfung Ihrer Ergebnisse anhand der
bereitgestellten Lösung.
4. Setzen Sie Ihren Weg durch das Leitprogramm danach mit dem nächs-
ten Unterabschnitt 4.4.4.2 fort.
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Í ARBEITSPHASE: LINEARKOMBINATIONEN (fortgesetzt)
4.4.4.2 Lineare Abbildungen
Mit diesen Konzepten im Hinterkopf wollen wir nun noch einmal einen zweiten
Blick auf unsere „Matrixabbildungen“ werfen.

 IDEE: WARUM MATRIXABBILDUNGEN LINEARE ABBILDUNGEN HEISSEN
Man kann nun beobachten, dass alle „Matrixabbildungen“ der Form
f : Rn →Rm , u 7→ A ·u = v
Linearkombinationen von Vektoren auf Linearkombinationen ihrer Bild-
vektoren abbilden.
Genau aus diesem Grund nennt man solche Abbildungen lineare Abbil-
dungen!
7Die Spielanleitung findet sich auf dem separaten Blatt LINEARKOMBINATIONSSPIEL bei den Ar-
beitsblättern unter 5, inklusive einiger Vordrucke für leere Spielfelder.
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i INFOBOX: DIE UMKEHRUNG GILT AUCH!
Man kann sagen: Jede Abbildung, die „Linearkombinationen auf Linear-
kombinationen“ von Vektoren abbildet, ist auch als eine Abbildung mit einer
Abbildungsmatrix darstellbar.
V BEISPIEL(E)
Rechnen wir dies einmal exemplarisch für eine m×n-Matrix
A = (s(1) s(2) . . . s(n))
und die Linearkombination
λ1 ·u(1)+λ2 ·u(2) zweier Vektoren u(1),u(2) ∈Rn und λ1,λ2 ∈R, nach.
1. Da bei der Multiplikation von Matrizen mit Vektoren das Assoziativge-
setzt gilt, und ferner die Multiplikation einer Matrix mit einem Skalar kompo-
nentenweise erfolgt, dürfen wir schreiben:
f (λ1 ·u(1)+λ2 ·u(2))
= A (λ1u(1)+λ2 ·u(2))
=
Assoziativgesetz
A
(
λ1u(1)
)+ A (λ2 ·u(2))
=
Skalare vorziehen
λ1 Au(1)+λ2 Au(2).
2. Stellen wir nun die Matrix A wieder in „Spaltenschreibweise“ dar, wie
wir es aus dem letzten Abschnitt noch gewohnt sind, und ziehen alle Skalare
„nach vorne“, erhalten wir
λ1 Au(1)+λ2 Au(2)
= λ1
(
s(1) s(2) . . . s(n)
) ·

u(1)1
u(1)2
...
u(1)n
+λ2 (s(1) s(2) . . . s(n)) ·

u(2)1
u(2)2
...
u(2)n

= λ1u(1)1 s(1)+λ1u(1)2 s(2)+·· ·+λ1u(1)n s(n)+λ2u(2)1 s(1)+λ2u(2)2 s(2)+·· ·+λ2u(2)n s(n)︸ ︷︷ ︸
Dies ist eine Linearkombination der Spaltenvektoren s(1), . . . , s(n) der Matrix A.
.
An dieser Stelle sei an ein wichtiges Resultat erinnert, dem wir bereits auf dem
Arbeitsblatt MATRIZEN begegnet sind:
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v SPALTEN DER MATRIX SIND DIE BILDER DER EINHEITSVEKTOREN e(i )
Es gilt allgemein für eine Abbildung der Form
f :Rn →Rm , u 7→ A ·u = v,
dass die Spalten der Abbildungsmatrix A die Bilder der Einheitsvektoren
e(i ), i = 1, . . . ,n sind.
Durch Anwendung dieses Resultats in Verbindung mit unserem neuen Wissen
über Linearkombinationen können wir zu folgender Schlussfolgerung gelangen:

 IDEE: EINDEUTIGE FESTLEGUNG EINER LINEAREN ABBILDUNG
Da man jeden Vektor desRn als Linearkombination der n Einheitsvektoren
darstellen kann, und diese wiederum auf eine Linearkombination der Spalten
der Abbildungsmatrix A abgebildet wird, folgt daraus:
Zur eindeutigen Festlegung der Abbildungsvorschrift (bzw. der
Matrix A) reicht es, die Bilder der Einheitsvektoren festzulegen!
Man kann daraus das Bild jedes beliebigen Vektors berechnen.
Sie wissen nun schon eine ganze Menge über lineare Abbildungen! Im Rahmen
der folgenden Arbeitsphase haben Sie außerdem zum Abschluss des Abschnitts
die Gelegenheit, für eine spezielle „Sorte“ linearer Abbildungen exemplarisch aus-
zuprobieren, welche „geometrischen Wirkungen“ sie haben können.




Í ARBEITSPHASE: LINEARE ABBILDUNGEN
In dieser Arbeitsphase erkunden Sie die Wirkung von linearen Abbildun-
gen mit 3×3-Matrizen auf den sogenannten Einheitswürfel. Als spezielles Bei-
spiel wird eine Abbildung eingeführt, deren Abbildungsmatrix schiefsymme-
trisch ist, und ihre Eigenschaften untersucht.
1. Bearbeiten Sie das Arbeitsblatt LINEARE ABBILDUNGEN MIT 3 × 3-
MATRIZEN. Sie benötigen dazu GeoGebra und die zugehörige GeoGe-
bra-Datei LINEARE ABBILDUNGEN.
2. Nehmen Sie sich Zeit für die Überprüfung Ihrer Ergebnisse anhand der
bereitgestellten Lösung.
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Í ARBEITSPHASE: LINEARE ABBILDUNGEN (fortgesetzt)
Die Ergebnisse der Aufgabe 3 des Arbeitsblattes sind sehr wichtig, und wir
werden sie im Verlauf der Lerneinheit noch öfter benötigen. Wir halten daher ab-
schließend die Definition der Matrix Su sowie die Eigenschaften der dadurch be-
stimmten linearen Abbildung noch einmal fest:
v LINEARE ABBILDUNG MIT SCHIEFSYMMETRISCHER MATRIX Su
1. Einem gegebenen Vektor u =
u1u2
u3
 ∈R3, u 6= 0ˆ, ordne man wie folgt eine
besondere Matrix Su ∈R3×3 zu:
Su =
 0 −u3 u2u3 0 −u1
−u2 u1 0
 .
Hierbei handelt es sich um eine schiefsymmetrische Matrix, d.h. eine Ma-
trix mit der Eigenschaft STu =−Su .
2. Es sei nun
f :R3 →R3, v 7→ Su · v
die lineare Abbildung mit der Abbildungsmatrix Su . Sie hat die folgenden
wichtigen Eigenschaften:
• Der Vektor u steht auf allen Spalten der Matrix Su senkrecht, die wieder-
um jeden Bildvektor der Abbildung „aufspannen“. Daraus folgt, dass f alle
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v LINEARE ABBILDUNG MIT SCHIEFSYMMETRISCHER MATRIX Su (fortgesetzt)
Vektoren v ∈R3 in die zu u senkrechte Ebene durch den Nullpunkt abbildet.
• Ein beliebiger Vektor a ∈ R3 wird durch f auf einen Vektor abgebildet,
der senkrecht auf a steht.
• Durch f werden genau diejenigen Vektoren v ∈ R3 auf 0ˆ abgebildet, die
skalare Vielfache von u sind.
O ZUSAMMENFASSUNG
In diesem Abschnitt haben Sie gelernt,
• ... was Linearkombinationen sind, und wie man überprüft, ob ein Vektor
als Linearkombination anderer Vektoren darstellbar ist;
• ... wann endlich viele Vektoren linear unabhängig oder linear abhängig
sind, und wie man dies zeigen kann;
• ... warum Matrixabbildungen lineare Abbildungen heißen und was sie
mit Linearkombinationen zu tun haben;
• ... welche Eigenschaften lineare Abbildungen im Allgemeinen und in
speziellen Fällen haben.
m ÜBERSICHT UND ORIENTIERUNG
Setzen Sie Ihren Weg durch das Leitprogramm nun mit dem nächsten Ka-
pitel fort.
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4.5 Kapitel 2: Modellierung der zentralprojektiven
Kamera
Im vorangehenden Kapitel haben Sie wichtige mathematische Grundlagen in den
folgenden Bereichen wiederholt:
• Beschreibung von Punkten der Ebene (R2) und des Raumes (R3) innerhalb
eines spezifischen KoordinatensystemsDiese Kenntnisse
und Fertigkeiten
haben Sie im
„Schnelldurch-
gang“ aufgefrischt!
• Umgang mit und Bedeutung von (Spalten-)Vektoren als Tupel, sowie die Be-
schreibung von Punkten und Verschiebungen in Ebene und Raum durch
zwei- oder dreidimensionale Vektoren
• Beschreibung von Geraden und Ebenen durch Vektoren
• Systematisches Lösen von linearen Gleichungssystemen mit bis zu drei Un-
bekannten
Sie haben Ihr Vorwissen außerdem durch eine ganze Menge essentieller - für
Sie vermutlich neuer - Konzepte ergänzt und vertieft, die im engen Zusammen-
hang mit diesem „Fundament“ stehen. Dazu gehören:
• Umgang und Rechnen mit Matrizen, sowie ihr Zusammenhang zu Spalten-
und Zeilenvektoren und linearen GleichungssystemenDieser sehr um-
fangreiche Kata-
log an Kenntnissen
und Fertigkeiten
ist bereits hinzuge-
kommen! Damit wür-
de Sie die ersten Wo-
chen einer „klassi-
schen“ Uni-Vorlesung
in Linearer Algebra I
bereits recht komforta-
bel bewältigen können.
• Strukturierte Darstellung von linearen Gleichungssystemen beliebiger Grö-
ße (d.h. mit beliebiger Anzahl an Gleichungen und Unbekannten) mithilfe
der erweiterten Koeffizientenmatrix oder mithilfe der Multiplikation „Ma-
trix mal Vektor“
• Systematisches Lösen dieser LGS durch elementare Zeilenumformungen
bzw. das Gauß-Verfahren
• Linearkombinationen von Vektoren bzw. Untersuchung von Vektoren glei-
cher Dimension auf ihre lineare (Un-)Abhängigkeit
• Darstellung von Lösungen oder Lösungsmengen eines LGS mithilfe von Li-
nearkombinationen von (Spalten-)Vektoren
• Definition und Eigenschaften Linearer Abbildungen und ihr Zusammen-
hang zu Matrizen, zu Linearkombinationen von Vektoren sowie zu linearen
Gleichungssystemen
In diesem Kapitel wollen wir nun den Fokus zurück auf unsere eigentliche Pro-
blemstellung verlagern. Erinnern Sie sich noch daran? Unsere bis hierher entwi-
ckelte „mathematische Theorie“ wird uns bei ihrer Modellierung eine unverzicht-
bare Basis sein.
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Z LERNZIEL(E)
Erinnerung an unser Hauptziel Aus zwei Kamerabildern, die eine Raum- Hauptziel des Leitpro-
grammsszene (z.B. ein Gebäude) von verschiedenen Standorten aus aufnehmen, ein
computergeneriertes 3D-Modell der Punkte zu rekonstruieren, deren Bilder
auf beiden Fotos zu sehen sind - unter Einbezug möglichst wenig zusätzli-
cher 3D-Information.
m ÜBERSICHT UND ORIENTIERUNG
Dieses Kapitel ist der geometrischen und algebraischen Modellierung ei-
ner gegenständlichen Kamera gewidmet. Es soll hierbei ein Modell entwi-
ckelt werden, welches
• einerseits einfach genug ist, um mit unseren mathematischen Mitteln
„gut handhabbar“ und für verschiedenste Aufgaben verwendbar zu
sein,
• andererseits aber präzise genug, um das Abbildungsverhalten eines
„echten Fotoapparates“ für unsere Zwecke hinreichend genau zu simu-
lieren.
Außerdem soll es ein Modell sein, dass tatsächlich von Experten in der Praxis
genutzt wird, und das sich technisch gut implementieren lässt.
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Z LERNZIEL(E)
Nach Bearbeitung dieses Kapitels können Sie ...
• ... erklären, wie eine Lochkamera nach dem Prinzip der Zentralprojek-
tion funktioniert, eine Abbildungsvorschrift dafür herleiten, sowie eini-
ge „unbefriedigende“ mathematische Eigenschaften dieser Abbildungs-
vorschrift aufzeigen (Abschnitt 4.5.1);
• ... ein neues, projektives Modell für Punkte in der Ebene und im Raum
nutzen, mit dessen Hilfe man auch unendlich ferne Punkte darstellen
kann (Abschnitt 4.5.2);
• ... mithilfe der neu entwickelten projektiven Punkte bzw. homogenen
Koordinaten die Abbildungsvorschrift der Zentralprojektion übersichtli-
cher, geschlossener und vollständiger formulieren, sowie einfacher mit
ihr rechnen (Abschnitt 4.5.3);
• ... erklären, was es mit 3×4-Projektionsmatrizen auf sich hat, und warum
man sie als eine Art spezifischer „ID“-Card eines bestimmten Fotos auf-
fassen kann (Abschnitt 4.5.4).
Dieses Kapitel besteht also wiederum aus vier thematischen Abschnitten. Bei
der Bearbeitung der ersten beiden Abschnitte haben Sie folgende Wahlmöglich-
keiten:
• Innerhalb des Abschnitts 4.5.1 wird die Abbildungsvorschrift der Zentral-
projektion auf zwei verschiedene Weisen hergeleitet. Sie können sich eine
davon aussuchen, oder beide anschauen.
• 4.5.2 ist ein besonders wichtiger Abschnitt, in dem Sie mit dem sehr „aus-
gefallenen“ Konzept der sogenannten projektiven Punkte bzw. homogenen
Koordinaten konfrontiert werden. Es wird Ihnen vermutlich zu Beginn recht
außergewöhnlich vorkommen, weil es über unsere intuitive geometrische An-
schauung von der Ebene bzw. dem Raum hinausgeht und Objekte mathe-
matisch beschreibbar macht, die man sich nur schwer vorstellen kann, z.B.
„unendlich ferne Punkte“. Haben Sie sich aber erst einmal an diese neue
Vorstellungswelt gewöhnt, werden Sie sich darin „rechnerisch“ sicherlich
bald ohne größere Probleme zurechtfinden.
Ihren Weg zu den projektiven Punkten können Sie in zwei verschiedene Rich-
tungen einschlagen:
– Bevorzugen Sie eine möglichst anschaulichen, geometrisch orientier-
ten Einstieg in das Thema, so sollten Sie den geometrischen (ersten)
Zugang wählen. Dieser Zugang wird generell empfohlen.
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– Sind Sie aber eher ein „formaler“ Typ, der sich gerne mit der Struktur
von algebraischen Termen auseinandersetzt und auf ihrer Grundlage
argumentiert, mögen Sie vielleicht lieber den zweiten, algebraisch ori-
entierten Einstieg in das Thema.
In beiden Zugängen arbeiten Sie auf denselben Kenntnisstand am Ende des
Abschnitts hin.
4.5.1 Funktionsweise der Lochkamera und Abbildungsvorschrift
einer Zentralprojektion
Z LERNZIEL(E)
Nach Bearbeitung dieses Abschnitts können Sie erklären, wie eine Lochka-
mera nach dem Prinzip der Zentralprojektion funktioniert, eine Abbildungs-
vorschrift dafür herleiten, sowie einige „unbefriedigende“ mathematische Ei-
genschaften dieser Abbildungsvorschrift aufzeigen.
Rufen wir uns noch einmal Rosetta und Philae ins Gedächtnis: Deren „Augen“ in
den Weiten des Weltalls sind Objektive und Linsensysteme, die die physikalischen Kameras bilden
durch Linsensysteme
ab. Aber wie?
Abbildungseigenschaften der eingesetzten Kameras bestimmen.
Diese Abbildungseigenschaften gilt es nun in einem mathematischen
Modell möglichst präzise nachzubilden!

 IDEE: AUSGANGSPUNKT LOCHKAMERA
Die physikalisch simpelste denkbare Kamera ist die sogenannte Lochka-
mera. Sie funktioniert allerdings völlig ohne ein Linsensystem. Können wir
trotzdem bei der Entwicklung unseres grundlegenden Modells vereinfacht an-
nehmen, wir würden mit einer Lochkamera fotografieren?
Dies ist in der Tat möglich! Das Lochkameramodell genügt hierbei nicht
nur unseren Ansprüchen, sondern tatsächlich auch denen der „Profis“. Diese
erweitern es zwar - wenn nötig - im Hinblick auf die erforderte Genauigkeit,
mit der sie arbeiten wollen, aber dies ändert nichts an seiner zentralen Bedeu-
tung.
4.5.1.1 Abbildungsprinzip der Lochkamera
Schauen Sie sich in diesem Unterabschnitt zunächst das Abbildungsprinzip einer
Lochkamera genauer an.
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ﬁ 3D-APPLET FUNKTIONSWEISE DER LOCHKAMERA
Öffnen Sie dazu die html-Datei LOCHKAMERA mit dem Internet Explo-
rer.8 Sie können die interaktive Lochkamera drehen, indem Sie die rechte
Maustaste gedrückt halten. Wie werden die Eckpunkte des Objektes vor der
Lochkamera auf die Bildebene abgebildet?
Beobachten Sie auch, was passiert, wenn...
• ... Sie die Lage des Objektes vor der Kamera durch Ziehen mit der Maus
verändern. (Sie können das Objekt auch vertikal bewegen, indem Sie die
Shift-Taste gedrückt halten, und dabei mit der Maus ziehen.)
• ... Sie die Bildebene vor- und zurückbewegen.
Falls Ihnen der Internet Explorer oder das PlugIn nicht zur Verfügung stehen,
betrachten Sie für die weiteren Ausführungen Abb. 4.9.
(a) Ansicht von hinten (b) Ansicht von vorne
Abb. 4.9 Prinzip der Lochkamera (Camera Obscura)

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E BEOBACHTUNGEN
Die idealisierte Form der Abbildung mithilfe einer Lochkamera nennt man
Zentralprojektion. Das „Loch“ schrumpft hierbei auf einen einzigen Punkt ZZentralprojektion als
idealisierte Loch-
kameraabbildung
zusammen, durch den jeder andere Punkt des Raumes projiziert wird.
1. Zunächst wollen wir uns auf einige Bezeichnungen verständigen:
8Zum Öffenen der Datei benötigt man das Cabri3D-PlugIn, welches kostenlos auf der Seite
http://www.cabri.com/download-cabri-3d.html heruntergeladen werden kann. Es ist leider
möglich, dass das PlugIn mit anderen Browsern wie bspw. Firefox nicht einwandfrei funktioniert.
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E BEOBACHTUNGEN (fortgesetzt)
• Man nennt den Punkt Z Optisches Zentrum, Projektionszentrum oder
Kamerazentrum.
• Die Gerade durch das Projektionszentrum Z und einen beliebigen abzu-
bildenden Raumpunkt X ∈R3 \ {Z } nennt man Projektionsgerade.
• Projiziert wird auf eine vorgegebene Bildebene. Der Bildpunkt x ′ ∈R2 ei-
nes Punktes X ∈R3\{Z } im Raum entsteht dort, wo die Projektionsgerade
durch X und Z die Bildebene schneidet.
• Die zur Bildebene parallele Ebene, in der Z liegt, nennt man Verschwin-
dungsebene. Punkte der Verschwindungsebene können wir (zunächst)
nicht zentralprojektiv abbilden, da die zugehörigen Projektionsgeraden
parallel zur Bildebene verlaufen und diese nicht schneiden.
• Als Optische Achse wird die Gerade bezeichnet, die senkrecht auf Bild-
und Verschwindungsebene steht und durch das Kamerazentrum Z ver-
läuft. Die Optische Achse ist so etwas wie die „Blickrichtung“ der Ka-
mera. Ihren Schnittpunkt mit der Bildebene bezeichnet man auch als
Hauptpunkt H .
2. Durch das Bewegen des Objektes vor der Kamera und der Bildebene
treten einige „typische Eigenschaften“ der Lochkameraabbildung bzw. Zen-
tralprojektion sehr schnell zutage:
• Das Bild des Objektes auf der Bildebene steht „auf dem Kopf“. Der Teil
der Oberfläche des Objektes, der von der Kamera „gesehen“ wird, er-
scheint am Kamerazentrum „gespiegelt“.
• Je näher das Objekt der Bildebene kommt, desto größer wird sein Bild.
• Je größer der Abstand zwischen Bildebene und Kamerazentrum wird,
desto größer wird das Bild.

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K EXKURS: IDEALES UND REALES LOCHKAMERABILD
Im Applet haben Sie sich die Funktionsweise einer idealen Lochkamera
angesehen: Alle von der Kamera eingefangenen Lichtstrahlen gehen hierbei
durch genau einen Punkt, das Kamerazentrum Z . Man spricht deswegen auch
vom Prinzip der Zentralprojektion.
Betrachten man hingegen ein echtes Lochkamerabild wie bspw. in Abb.
4.10 (a), so erkennt man, dass dieses leicht unscharf ist. Dies liegt daran, dass
das reale „Loch“ bzw. die Lochblende einer solchen Kamera nicht beliebig
klein gemacht werden kann. Von den Raumpunkten des fotografierten Objek-
tes werden deshalb nicht jeweils einzelne Lichtstrahlen, sondern kleine Licht-
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K EXKURS: IDEALES UND REALES LOCHKAMERABILD (fortgesetzt)
bündel eingefangen, die beim Auftreffen auf die Bildebene kleine, sich über-
lagernde Bildkreise erzeugen, vgl. Abb. 4.11.
(a) Fotografie mit Lochkamera (b) Fotografie mit Objektiv
Abb. 4.10 Vergleich von Lochkamerabildern zu „klassischen“ Fotografien
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Abb. 4.11 Lochkamerabilder erscheinen stets leicht unscharf.

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i INDEMANN
Informationen zum
Indemann gibt es
z.B. unter http://
www.indeland.de/
uploads/media/
Flyer_Indemann_
08-09.pdf sowie
ein live-Webcam Bild
unter http://cam.
inden.de/inden.
JPG.
Auf dem Lochkamerabild in Abb. 4.10 (a) ist der Aussichtsturm Indemann in
Inden/Altdorf zu sehen, der den Tagebau Inden überragt. Offensichtlich ist dies
ein sehr symmetrisch gebauter Aussichtsturm mit „vielen geraden Kanten“. Trotz
der Unschärfe des Bildes lässt sich feststellen:
Kanten, die in der Realität gerade sind, sind auf dem Lochkamerabild
immer noch gerade!



. AUFGABE
Betrachten Sie die untenstehende Abbildung.
• Wie lässt sich begründen, dass die „Erhaltung der Geradlinigkeit“9eine
allgemeine Regel ist, die sich aus dem Prinzip der Zentralprojektion ab-
leiten lässt?
• Hat die Regel Ausnahmen?
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E BEOBACHTUNGEN
• Alle Punkte einer Strecke, die auf der Raumgeraden g liegt, werden zen-
tralprojektiv abgebildet, d.h. man verbindet sie mit dem Kamerazen-
trum Z . Die so entstehenden Projektionsgeraden liegen alle fächerför-
mig in einer Ebene. Diese (gedachte) Ebene schneidet wiederum die
Bildebene in einer Geraden. Alle Bildpunkte der Strecke liegen somit
auch auf einer Bildgeraden g ′.
• Es kann passieren, dass eine abzubildende Strecke im Raum auf einer
Geraden liegt, die bereits durch das Projektionszentrum verläuft. Alle
Punkte dieser Strecke liegen dann auf ein- und derselben Projektions-
geraden. Das Bild der Strecke ist dann nur ein einzelner Punkt, nämlich
der Schnittpunkt der Projektionsgeraden mit der Bildebene (siehe an-
schließende Skizze).
Diese Beobachtung wollen wir als Regel festhalten.
v ERHALTUNG DER GERADLINIGKEIT BEI ZENTRALPROJEKTION
Wird eine Strecke im Raum durch Zentralprojektion auf eine ebene Bild-
fläche abgebildet, so ist ihr Bild in der Regel wieder eine Strecke, oder ein ein-
zelner Punkt.
m ÜBERSICHT UND ORIENTIERUNG
Bis hierhin haben wir uns die grundlegende geometrische Funktionswei-
se der Lochkamera vergegenwärtigt. Dies war nötig, um nun auch eine Abbil-
dungsvorschrift für das Projektionsprinzip der Lochkamera herleiten zu kön-
nen.
9Eine Variante dieser Aufgabe findet sich auch in [VK10], S. 104.
180
m ÜBERSICHT UND ORIENTIERUNG (fortgesetzt)
• Wenn Sie damit auf direktem Wege fortfahren möchten, springen Sie
bitte in Abschnitt 4.5.1.3, und arbeiten dort weiter.
• Vielleicht haben Sie sich jedoch gefragt, ob das Abbildungsverhalten
von Linsenkameras mit einem Objektiv wirklich mit dem einer Lochka-
mera vergleichbar ist, oder ob es nicht Unterschiede gibt, die eventuell
zu beachten wären, bzw. von den „Profis“ ausgeglichen werden müssen.
Falls Sie sich hierfür interessieren, können Sie sich vor der bearbeitung
des Abschnitts 4.5.1.3 noch die Beispiele im kurzen Exkurs 4.5.1.2 an-
schauen.
4.5.1.2 K Exkurs: Abbildungsverhalten von Linsenkameras
Im Gegensatz zur Lochkamera besteht die Optik richtiger Kameras aus Linsensys-
temen, die es schaffen, das Licht so präzise zu lenken und zu bündeln, dass zu-
mindest einige Bereiche des entstehenden Fotos vom Betrachter als scharf emp-
funden werden. Dieser Unterschied ist deutlich erkennbar in Abb. 4.10.
Trotzdem legen wir als Modellannahme für unsere Zwecke die Abbildung mit
einer idealen Lochkamera - also die Zentralprojektion - zugrunde. Wir gehen also
„stillschweigend“ davon aus, dass die beim Fotografieren eingesetzte Linsensyste-
me dahingehend optimiert worden sind, dass das resultierende Foto einer Loch-
kameraabbildung ziemlich nahe kommt. Warum ist dies eine realistische und da-
mit „akzeptierbare“ Vereinfachung?



! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Vielleicht haben Sie im Physikunterricht einmal den Weg von Lichtstrah-
len durch ein System dünner Linsen nachverfolgt. Man nutzt beim Fotografie-
ren stets sehr ausgefeilte Linsensysteme, um Abbildungsfehler der einzelnen
Linsen möglichst auszugleichen. Ist die Zentralprojektion nun unsere „Ziel-
vorstellung“ einer optisch idealen Abbildung, so gelingt es beim Fotografieren
beileibe nicht immer, dieser nahe zu kommen!
V BEISPIEL(E)
1. Ein häufiges Beispiel für Bilder, die bezüglich der Zentralprojektion
einen geometrischen Abbildungsfehler aufweisen, sind solche, die mit Weit-
winkelobjektiven gemacht wurden, vgl. Abb. 4.13.
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V BEISPIEL(E) (fortgesetzt)
Solche Fotos lassen typischerweise zum Rand hin enorme tonnenförmige Ver-
zeichnungen erkennen, bei der ehemals gerade Linien eine deutliche Wölbung
nach außen zum Rand hin aufweisen, vgl. Abb. 4.12(b).
2. Auch bei Fotografien mit Normalobjektiven können sich solche ton-
nenförmigen Verzeichnungen zum Rand hin bemerkbar machen - hier sind
sie jedoch normalerweise weitaus weniger deutlich, vgl. Abb. 4.14.
3. Die Webcam vom Indemann weist ebenfalls Verzeichnungen zum Rand
hin auf, siehe http://cam.inden.de/inden.JPG.
Es ist also mithin keine Selbstverständlichkeit, dass wir für die Modellierung
unsere Kameraabbildung die Zentralprojektion einfach zugrunde legen können,
wenn wir Bildkoordinaten genau vermessen wollen! Ein Bildpunkt x ∈ R2, der -
zentralprojektivisch korrekt abgebildet - im Bildkoordinatensystem bspw. die Ko-
ordinaten x =
(
1
1
)
hat, könnten - unter Realbedingungen aufgenommen - ganz an-
dere Koordinaten mit Bezug auf dasselbe Koordinatensystem aufweisen, vgl. Abb.
4.12.
 IDEE: AUFNAHMEBEDINGUNGEN ANPASSEN
Für unser Zwecke genügt es jedoch, wenn das Abbildungsmodell, wel-
ches wir wählen, hinreichend exakt auf die uns vorliegenden Fotos zutrifft. Die
durch das Linsensystem entstehenden geometrischen Abweichungen von der
„idealen“ zentralprojektiven Abbildung dürfen im Verhältnis zu gewöhnlichen
Messfehlern nicht so groß sein, dass sie tatsächlich ins Gewicht fallen.Messfehler in einer
gewissen Größenord-
nung entstehen bei
der Arbeit mit echten
Bildern zwangsläufig!
Wie wir mit ihnen um-
gehen können, wer-
den wir uns im Ver-
lauf der Einheit noch
genauer anschauen.
Glücklicherweise sind die Objektive moderner Spiegelreflexkameras gera-
de für große Brennweiten mittlerweile relativ „verzeichnungsfrei“! Wenn wir
also als „Faustregel“ darauf achten, dass wir Fotos verwenden, die mit einer
großen Brennweite aufgenommen wurden, und bei denen das Objekt vom Be-
trachter relativ weit entfernt ist, können wir das Zentralprojektionsmodell ver-
einfacht unterstellen!10
10Die „Profis“ haben gegebenenfalls höhere Genauigkeitsanforderungen als wir. In diesem Fall
müssen sie das Abbildungsverhalten ihrer Kamera genauer analysieren, und solche Verzeichnun-
gen, die in der Literatur auch unter dem Begriff radial distortion zusammengefasst werden, „her-
ausrechnen“, vgl. z.B. [HZ03], S. 189 ff.
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(a) verzeichnungsfreie Abbildung (b) tonnenförmige Verzeichnung
(c) kissenförmige Verzeichnung
Abb. 4.12 Bei Objektiven mit geometrischer Verzeichnung wird ein Rechteck, welches parallel zur
Bildebene liegt, nicht maßstabsgetreu auf ein Rechteck abgebildet. Unter anderem wird hierbei
die „Erhaltung der Geradlinigkeit“ außer Kraft gesetzt!
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Abb. 4.13 Dieses Foto wurde von einer Drohne mit einem Weitwinkelobjektiv aufgenommen.
Tonnenförmige Verzeichnungen sind überdeutlich erkennbar.
(a) Kranhaus, gerade von unten hoch fo-
tografiert: Die beiden großen Rechtecksflä-
chen liegen parallel zur Bildebene der Ka-
mera. Zum Rand hin werden tonnenförmige
Verzeichnungen sichtbar.
(b) Kranhaus, schräg von unten hoch foto-
grafiert: Auch hier krümmen sich die ehemals
geraden Linien der Fensterfront.
Abb. 4.14 Wenn sich gerade Kanten krümmen... eines der sogenannten „Kranhäuser“ im Kölner
Rheinauhafen
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4.5.1.3 Abbildungsvorschrift der Zentralprojektion
Bisher haben wir uns das Prinzip der Zentralprojektion geometrisch verdeutlicht.
Es ist nun das Ziel, eine konkrete Funktions- bzw. eine Abbildungsvorschrift da-
für zu finden, die die Funktion bzw. Abbildung von Raum- auf Bildkoordinaten
beschreibt.




i PROJEKTIONEN
SIND ABBILDUNGEN
In dem Wort Zen-
tralprojektion steckt
bereits drin, dass es
sich hierbei um eine
Abbildung handelt,
denn Projektionen
sind spezielle Abbil-
dungen.

 IDEE: ABBILDUNGEN VOM RAUM IN DIE EBENE
Aus der Schule kennen Sie reelle Funktionen der Form
f : D →R, x 7→ y = f (x), (D ⊂R),
die jedem Element der Definitionsmenge D ⊂ R genau ein Element y ∈ R
zuordnen. Dieser Funktionsbegriff lässt sich formal erweitern, so dass er auf
unsere Situation passt:
Wir möchten mit der Zentralprojektion eine Funktion beschrei-
ben, die bestimmten Elementen des Raumes R3 jeweils genau ein
Element der Ebene R2 zuordnet. Diese Elemente sind durch drei-
bzw. zweidimensionale Vektoren beschreibbar. Gesucht ist also
eine Funktion der Form
f : D →R2, X =
X1X2
X3
 7→ x = (x1
x2
)
= f (X ), (D ⊂R3).
Von nun an passen wir uns jedoch der Sprechweise von MathematikerInnen
an und benutzen den Begriff Abbildung anstelle von Funktion.




! VORSICHT:
Die Übertragung
des reinen Abbil-
dungsbegriffes auf
höherdimensio-
nale Abbildungen
funktioniert pro-
blemlos. Man müsste
allerdings genau-
er hinschauen, um
festzustellen, wel-
che Eigenschaften
reeller Funktionen
(wie bspw. Stetigkeit,
Differenzierbarkeit,
etc.) sich auch auf
höherdimensionale
übertragen lassen,
und wie diese Über-
tragung genau aus-
sieht. Dies ist für uns
an dieser Stelle je-
doch nicht weiter von
Belang.




ﬁ 3D-APPLET ZENTRALPROJEKTION
Öffnen Sie das GeoGebra-Applet LOCHKAMERA. Anhand des Applets wird
im Folgenden auf zwei verschiedenen Wegen eine Abbildungsvorschrift für
die Zentralprojektion hergeleitet. (Sie können sich nach Wahl einen davon
oder beide anschauen.)
• Machen Sie sich zunächst die geometrische Situation klar, die anhand
des Applets dargestellt wird. Sie können dazu die Raumdarstellung auf
der rechten Seite durch Gedrückthalten der rechten Maustaste drehen.
Was ist auf der linken, was ist auf der rechten Seite zu sehen? Wie wird
die Kamera dargestellt? Welche Koordinatensysteme sind erkennbar?
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ﬁ 3D-APPLET ZENTRALPROJEKTION (fortgesetzt)
• Verändern Sie die Darstellung und beobachten Sie, was jeweils passiert.
Sie können...
– ... durch die Schieberegler die Koordinaten des Punktes P verän-
dern.
– ... den Punkt H mit der Maus in der rechten Raumdarstellung ver-
schieben.
– ... sich die Verschwindungsebene einblenden lassen.




E BEOBACHTUNGEN
1. Wir betrachten zunächst die Raumdarstellung auf der rechten Seite:
• Der Raum wird durch ein kartesisches Koordinatensystem aufge-
teilt, in der die X1-, X2- und die X3-Achse senkrecht aufeinander
stehen und ein Rechtssystem bilden. Als Basis wählt man hier dem-
nach die Standardbasis
S = (e(1), e(2), e(3))=
10
0
 ,
01
0
 ,
00
1
 .
• Die Kamera wird in diesem speziellen Fall durch genau dasselbe
Koordinatensystem repräsentiert. Das bedeutet:
– Das Projektionszentrum Z entspricht hier genau dem Koordi-
natenursprung, d.h. Z =
00
0
= 0ˆ.
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E BEOBACHTUNGEN (fortgesetzt)
– Die X1- und die X2-Achse liegen in der Verschwindungsebe-
ne, und repräsentieren die relativen Richtungen „oben“ und
„links“ der Kamera. Die X3-Achse fällt mit der optischen Ach-
se der Kamera zusammen und repräsentiert ihre „Blickrich-
tung“.
– Projiziert wird durch Z auf eine Bildebene, die parallel zur
X1X2-Ebene liegt. Der Abstand zwischen Bildebene und Z be-
trägt | f |.
• Auf der Bildebene wurde ebenfalls ein kartesisches Koordinaten-
system gewählt, und zwar gerade so, dass der Koordinatenur-
sprung der Bildebene genau dort ist, wo die optische Achse die
Bildebene schneidet. Es gilt also H =
(
0
0
)
. Die x ′1-Achse und
die x ′2-Achse verlaufen jeweils parallel zur X1- und X2-Achse.
Die Basis des Bildkoordinatensystems ist hier entsprechend S′ =(
e(1)
′
, e(2)
′)= ((1
0
)
,
(
0
1
))
.
2. Die Raumansicht wird auf der linken Seite durch eine orthogonale An-
sicht ergänzt, in der der Betrachter gerade in Richtung der X1-Achse
auf die X2X3-Ebene schaut. Entsprechend werden Bildebene und Ver-
schwindungsebene darin als Geraden dargestellt.
3. Der Punkt H lässt sich im Applet auch so bewegen, dass f positiv wird
und die Bildebene damit vor das Kamerazentrum rutscht. Obwohl der
physische Film/Chip einer Kamera normalerweise hinter dem Projekti-
onszentrum (Linsensystem) sitzt und das Bild somit auf dem Kopf steht,
können wir hier ohne Rücksicht auf physikalische Gegebenheiten im
mathematischen Modell ohne Probleme zulassen, dass die Bildebene
auch davor liegen kann: Der zentralprojektive Abbildungsmechanismus
bleibt haargenau derselbe! Er wird in dieser Form bspw. beim perspekti-
vischen Zeichnen verwendet, vgl. Abb. 4.15. Das echte Lochkamerabild
erscheint im Vergleich zum Perspektivbild am Punkt Z gespiegelt.




i INFOBOX: VEREINBARUNG f > 0 FÜR BILDWEITE f
Da es mit Blick auf die eigene Raumanschauung einfacher ist, sich ein auf-
rechtes, ungespiegeltes Bild vorzustellen, wollen wir vereinbaren, dass von nun
an die Bildebene bei unserer „mathematischen“ Kamera zwischen Projekti-
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i INFOBOX: VEREINBARUNG f > 0 FÜR BILDWEITE f (fortgesetzt)
onszentrum und 3D-Objekt liegt, dass also die Bildweite f > 0 gewählt wird. f
wird auch Kammerkonstante genannt.
In der vorliegenden Situation haben wir durch geschickte Wahl der Koordina-
tensysteme die Voraussetzungen für das Aufstellen einer Abbildungsvorschrift be-
sonders bequem gewählt! Man betrachtet nun einen beliebigen Punkt X =
X1X2
X3
 ∈
R3, der nicht in der Verschwindungsebene liegt, also X3 6= 0. Dieser wird auf den
Bildpunkt x ′ =
(
x ′1
x ′2
)
∈ R2 in der Bildebene abgebildet. Gesucht sind also die Koor-
dinaten dieses Bildpunktes:




. AUFGABE
Bestimmen Sie die Abbildungsvorschrift für die Zentralprojektion des
Punktes X auf x ′: Berechnen Sie dazu die Koordinaten x ′1 und x
′
2 des Bild-
punktes x ′ unter der Voraussetzung, dass der Punkt X =
X1X2
X3
 ∈ R3 sowie der
Punkt H =
00
f
 ∈R3 gegeben sind.
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Abb. 4.15 Perspektivisches Zeichnen nach Albrecht Dürer, Mann beim Zeichnen einer Laute,
Holzschnitt von 1525: Der „Nagel an der Wand“ entspricht dem Projektionszentrum. Die Bilde-
bene liegt zwischen Projektionszentrum und abzubildendem Gegenstand. Das entstehende Bild
der Laute ist „aufrecht“ im Gegensatz zu einem „kopfstehenden“ Lochkamerabild.
Weg 1: Herleitung mithilfe des Strahlensatzes Wir verschieben H im Applet
so, dass die Bildebene zwischen Z und dem abzubildenden Punkt X liegt, also
f > 0 ist.
1. Zunächst interessieren wir uns nur für die Berechnung der x ′2-Koordinate
des gesuchten Bildpunktes x ′. Dabei hilft die linke Ansicht gemäß Abb. 4.16. In
dieser Ansicht erscheint die (eigentlich räumliche) Projektionsgerade in die X2X3-
Ebene projiziert, und mit ihr X und x ′. Aus ihr lassen sich also die Koordinaten X2
und x ′2 maßstabsgetreu ablesen. In Abb. 4.16 ist nun eine deutliche Strahlensatzfi-
gur erkennbar (rot hinterlegt).
Zur Sicherheit wiederholen wir an dieser Stelle die Aussage der sogenannten Strah-
lensätze:



i INFOBOX: STRAHLENSÄTZE
Werden zwei Geraden mit gemeinsamem Schnittpunkt Z von einem Paar par-
alleler Geraden geschnitten, so entstehen die Teilstrecken a, a′,b,b′,c und c ′
gemäß der Skizze.
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i INFOBOX: STRAHLENSÄTZE (fortgesetzt)
Es gelten dann die folgenden Längenverhältnisse zwischen den Teilstrecken:
•
a
a′
= b
b′
und
a+a′
a′
= b+b
′
b′
•
c
c ′
= a
a+a′ und
c
c ′
= b
b+b′ .
Gemäß der Strahlensätze lassen sich aus Abb. 4.16 also die folgenden Längenver-
hältnisse ablesen:
X2
X3
= x
′
2
f
⇒ x ′2 = f ·
X2
X3
.
2. Die x ′1-Koordinate lässt sich durch eine völlig analoge Strahlensatzfigur be-
stimmen. Es müssen auch hier die folgenden Längenverhältnisse gelten:
X1
X3
= x
′
1
f
⇒ x ′1 = f ·
X1
X3
.
3. Damit erhält man die Projektionsvorschrift
Z˜ : R3 \

X1X2
0
 , X1, X2 ∈R
→R2,
X1X2
X3
 7→ ( f · X1X3
f · X2X3
)
,
wobei Z =
00
0
= 0ˆ das Projektions- bzw. Kamerazentrum ist, X =
X1X2
X3
mit X3 6= 0
ein beliebiger zu projizierender Punkt, und f > 0 die Bildweite.Hinweis: Die Aussage
bzw. Funktionsvorschrift
gilt genauso für f < 0. Weg 2: Herleitung mithilfe von Geraden- und Ebenengleichungen Wir
verschieben H im Applet so, dass die Bildebene zwischen Z und dem abzubilden-
den Punkt X liegt, also f > 0 ist, vgl. Abb. 4.17. Man kann den Bildpunkt x ′ ∈ R2
nun mithilfe der Vektorrechnung bestimmen. Da hier die Einbettung der Kamera
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Abb. 4.16 Strahlensatzfigur zur Berechnung der x′2-Koordinate von P ′
in den Raum so vorgenommen wurde, dass die Bildebene zur X1X2-Ebene paral-
lel liegt, können wir x ′ zunächst als Raumpunkt X ′Raum ∈R3 bestimmen, um dann
einfach die dritte Koordinate, die f entspricht, wegzulassen.
1. Benötigt werden dazu die Gleichungen von Projektionsgerade und Bildebe-
ne. Es ist X =
X1X2
X3
der zu projizierende Punkt und g =
v ∈R3 : v =λ
X1X2
X3
 , λ ∈R

die Projektionsgerade durch Z und P . Da f im Fall f > 0 den Abstand der Bildebene Hinweis: Im Fall f < 0
würde man den Norma-
lenvektor
 00
−1
 wählen.zum Nullpunkt beschreibt, lässt sich mit dem Einheitsvektor
00
1
 als Normalen-
vektor direkt ihre Hessesche Normalform bilden, nämlich E =
u ∈R3 : u
00
1
= f
.
2. Man setze g in E ein. Für den Schnittpunkt X ′Raum ∈ R3 von g und E gilt
dann λX3 = f . Unter der Bedingung, dass X3 6= 0 ist, P mithin nicht in der Ver-
schwindungsebene liegt, folgt λ= fX3 . Setzt man dieses λ in die Geradengleichung
ein, erhält man als Schnittpunkt
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X ′Raum =
 f
X1
X3
f X2X3
f
 , also x ′ = ( f X1X3
f X2X3
)
nach Weglassen der letzten Koordinate.
3. Damit erhält man die Projektionsvorschrift
Z˜ : R3 \

X1X2
0
 , X1, X2 ∈R
→R2,
X1X2
X3
 7→ ( f · X1X3
f · X2X3
)
,
wobei Z =
00
0
= 0ˆ das Projektions- bzw. Kamerazentrum ist, X =
X1X2
X3
mit X3 6= 0
ein beliebiger zu projizierender Punkt, und f > 0 die Bildweite.Hinweis: Die Aussage
bzw. Funktionsvorschrift
gilt genauso für f < 0.
Abb. 4.17 Berechnung von x′ als Schnittpunkt von Projektionsgerade und Bildebene

 IDEE: SCHNITTPROBLEME IM R3 FÜHREN AUF LGS
Um die konkrete geometrische Frage, in welchem Punkt die ausgewählte
Projektionsgerade die Bildebene schneidet, zu beantworten, haben wir bei der
zweiten Herleitung der Projektionsvorschrift
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 IDEE: SCHNITTPROBLEME IM R3 FÜHREN AUF LGS (fortgesetzt)
• zunächst algebraische Darstellungen von Gerade und Ebene innerhalb
eines festgelegten Koordinatensystems ermittelt
• und dann durch geschicktes Manipulieren und In-Bezug-Setzen dieser
algebraischen Darstellungen das Problem auf ein lineares Gleichungs-
system zur Bestimmung des Parameters λ zurückgeführt.
Dieser Parameter lässt sich geometrisch als die „Schrittweite in
Richtungsvektor-Einheiten“ interpretieren, die man auf der Geraden von
ihrem festen Stützpunkt aus zurücklegen muss, um zum Schnittpunkt zu
gelangen. Die so zunächst abstrakte Lösung des LGS ließ sich also schlus-
sendlich wieder in ihrem geometrischen Ausgangskontext deuten. Es ist eine
typische Vorgehensweise, Schnittprobleme im Raum auf der formalen Ebene
eines LGS zu lösen!
4.5.1.4 Verallgemeinerte Raumsituation und beteiligte
Koordinatensysteme
Im vorangehenden Unterabschnitt haben wir das „Zusammenspiel“ der bei einer
Kameraaufnahme beteiligten Koordinatensysteme sehr geschickt arrangiert. Ins-
besondere haben wir die Lage der Bildebene und des Projektionszentrums Z im
Raum sehr günstig gewählt, um einfache Bildpunktkoordinaten und somit eine
einfache Abbildungsvorschrift zu erhalten. Als Ausgangspunkt für unsere weite-
ren Betrachtungen genügt diese auch.
Trotzdem ist es hilfreich, sich an dieser Stelle einmal klar zu machen, warum
die Funktionsvorschrift im allgemeinen Fall viel „komplizierter“ ausfallen kann.
Dazu betrachte man, welche unterschiedlichen Koordinatensysteme beim Abbil-
den des Raumes mithilfe einer Zentralprojektionskamera auf eine Bildebene in-
volviert sind:
1. Die Kamera kann sich im Raum bewegen, d.h., sie verändert darin ständig
ihre Position. Mithin ist es einleuchtend, dass Kamerakoordinatensystem
(KKS) und Raumkoordinatensystem (RKS) prinzipielle voneinander unab-
hängige Systeme sind, vgl. Abb. 4.18(a).
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(a) Äußere Orientierung (b) Innere Orientierung
Abb. 4.18 Verhältnis der Koordinatensysteme RSK, KKS und BKS


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i INNERE UND ÄU-
SSERE ORIENTIERUNG
In der Photogramme-
trie bezeichnet man
a) das Verhältnis von
RKS zu KKS auch als
äußere Orientierung,
b) das Verhältnis von
KKS zu BKS hingegen
als innere Orientie-
rung der Kamera.
• Das Raumkoordinatensystem (RKS) stellt das äußere Bezugssystem dar.
Es wird gebildet durch das „gewohnte“ kartesische Koordinatensystem
[O˜,b(1),b(2),b(3)] mit Koordinatenursprung O˜ und der Standardbasis
B1 =
(
b(1), b(2), b(3)
)=
10
0
 ,
01
0
 ,
00
1
.
• Das Kamerakoordinatensystem (KKS) repräsentiert die lokale Lage der
Kamera im Raum. Wir wollen hierfür ebenfalls ein kartesisches (Rechts-
)Koordinatensystem [Z˜ ,k(1),k(2),k(3)] mit Koordinatenursprung Z˜ und
einer Orthonormalbasis B2 =
(
k(1), k(2), k(3)
)
verwenden, bei dem
die ersten beiden Koordinatenachsen die Verschwindungsebene auf-
spannen - also den „Deckel“ der Kamera, und die dritte Koordinaten-
achse die optische Achse der Kamera repräsentiert - also ihre „Blick-
richtung“.
2. Die Kamera an sich ist zwar ein „stabiler Kasten“, von dem man hofft, dass
sich darin nichts bewegt. Trotzdem müssen wir annehmen, dass das La-
geverhältnis zwischen dem räumlichen Kamerakoordinatensystem (KKS)
und dem Bildkoordinatensystem (BKS) der Bildebene bzw. des Chips kein
festes ist, sondern das auch dies voneinander unabhängige Systeme sind, vgl.
Abb. 4.18(b). Das hat mehrere Gründe, wobei der letzte der für uns entschei-
dende ist:
a) Umrechnung in ein Pixelkoordinatensystem Die Optische Achse derUm eine Umrechnung
in Pixelkoordina-
ten brauchen wir uns
im Leitprogramm nicht
zu kümmern, das macht
der Computer für uns.
Kamera schneidet die Bildebene ungefähr in der Mitte des Bildes im
Hauptpunkt H . Das wäre der „natürliche“ Koordinatenursprung für
die Bildebene. In der Computergrafik werden die Bildkoordinaten aber
zusätzlich in diskrete Pixelkoordinaten umgerechnet. Pixelkoordina-
tensysteme haben ihren Ursprung zumeist in der linken oberen Ecke
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des Bildes. Hier muss also eine entsprechende Verschiebung des Bild-
koordinatensystems vorgenommen werden.
b) Kleine Ungenauigkeiten in der Bauweise der Kamera: Man kann Ka- Diese minimalen Un-
genauigkeiten sind
ggf. für AnwenderInnen
relevant, nicht für uns.
meras optisch „nicht perfekt“ bauen. Das kann z.B. dazu führen, dass
der Koordinatenursprung des Bildkoordinatensystems nicht auf der op-
tischen Achse der Kamera liegt, sondern leicht daneben.
c) Unabhängigkeit der Bildmessung von der verwendeten Kamera: Wenn Dieser Zusammen-
hang betrifft auch un-
sere Messungen!
man die Koordinaten von Bildpunkten vermisst, so möchte man dies
unabhängig von der Kamera tun, die Bilder gemacht hat. Normaler-
weise wählt man dazu ein am Foto orientiertes kartesisches Bildkoor-
dinatensystem mit einem Ursprung möglichst in der Mitte des Bildes,
und erhebt darin die Koordinaten der interessanten Bildpunkte. Die-
ser gewählte Ursprung liegt dann aber nicht unbedingt genau auf der
optischen Achse der Kamera.
Zu diesem Zeitpunkt werden wir nicht versuchen, für eine allgemeine Raumsi-
tuation eine Zentralprojektionsformel herzuleiten, da dafür ein weitaus größerer
Aufwand nötig ist. Es sei nur angemerkt, dass dies prinzipiell gelingt. Man kann
sich vielleicht vorstellen, dass es auch im allgemeinen Fall prinzipiell um das Pro-
blem geht, Projektionsgerade und Bildebene zum Schnitt zu bringen - nur, dass die
algebraischen Darstellungen für beide nun komplizierter ausfallen. Letztendlich
beruhen diese auf bestimmten Linearkombinationen der Basisvektoren der invol-
vierten Koordinatensysteme. Setzt man sie in Bezug zueinander, führt dies auch
hier wieder auf ein lineares Gleichungssystem, welches wir prinzipiell lösen kön-
nen. Später werden wir darauf noch einmal zurückkommen - wenn uns dazu eine
effizientere und übersichtlichere Darstellungsweise zur Verfügung steht.
4.5.1.5 Unbefriedigende Eigenschaften der gefundenen
Abbildungsvorschrift
Für den Spezialfall der Zentralprojektion, wie wir sie im GeoGebra-Applet ZEN-
TRALPROJEKTION vorgefunden haben, haben wir also eine Abbildungsvorschrift
hergeleitet:
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v STANDARD-ZENTRALPROJEKTION
Werden die geometrischen Voraussetzungen der Zentralprojektion wie
im GeoGebra-Applet ZENTRALPROJEKTION gewählt, so spricht man von der
Standard-Zentralprojektion. Diese ist definiert durch
Z˜ : R3 \

X1X2
0
 , X1, X2 ∈R
→R2,
X1X2
X3
 7→ ( f · X1X3
f · X2X3
)
, (4.1)
wobei Z =
00
0
 = 0ˆ das Projektions- bzw. Kamerazentrum ist, X =
X1X2
X3
 mit
X3 6= 0 ein beliebiger zu projizierender Punkt, und f 6= 0 die Bildweite.
Ist dies für uns nun schon ein geeignetes Abbildungsmodell, das unsere Anfor-
derungen „gut handhabbar und für verschiedenste Situationen einsetzbar“, „hin-
reichend genau“ und „technisch gut implementierbar“ erfüllt?
Zu Fragen der Genauigkeit haben wir in 4.5.1.2 schon einige Überlegungen
angestellt. In dieser Frage haben wir mit unserer Fokussierung auf das Zentralpro-
jektionsmodell bereits eine Entscheidung getroffen. Wie sieht es jedoch mit den
anderen beiden Kriterien aus?
1. Vergleich mit linearen Abbildungen Wir haben uns bereits intensiv mit
einem anderen Abbildungstyp beschäftigt, den linearen Abbildungen. Vielleicht
erinnern Sie sich daran, dass diese in mehrfacher Hinsicht besonders angenehm
zu handhaben sind:
• Zum einen ist beim Ausführen der Abbildungsvorschrift in der Form „Matrix
mal Vektor“ keine Division vonnöten, wohingegen in (4.1) stets der Quotient
aus x1- und x3-Koordinate bzw. aus x2- und x3-Koordinate gebildet werden
muss. Insofern fällt das Ausrechnen von (4.1) etwas „komplexer“ aus.
• Zum anderen sind lineare Abbildungen sehr effizient im Hinblick auf das
Rekonstruieren von Urbildern. Durch ihre Linearität wird sichergestellt, dass
Linearkombinationen von Vektoren auch wieder auf Linearkombinationen
ihrer jeweiligen Bildvektoren abgebildet werden.
– Das führt dazu, dass nur einige wenige „Punkt-Bildpunkt-Paarungen“1. Vorteil: Aus weni-
gen Informationen lässt
sich viel herausholen.
- also recht wenige Informationen - genügen, um die gesamte Abbil-
dungsvorschrift rekonstruieren zu können.
– Ferner kann das gesamte Rekonstruktionsproblem auf das Lösen li-2. Vorteil: Es gibt
ein strukturell einfa-
ches und effizientes
mathematisches Re-
konstruktionsverfahren.
nearer Gleichungssysteme heruntergebrochen werden, also auf einen
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gut handhabbaren und implementierbaren Algorithmus mit vollstän-
dig beschreibbarer Lösungsmenge.
Es wäre folglich natürlich schön, wenn die Zentralprojektion in punkto Hand-
habbarkeit und technische Implementierbarkeit ähnliche Vorteile aufweisen wür-
de.

 IDEE: IST DIE GEFUNDENE ABBILDUNG Z˜ VIELLEICHT LINEAR?
Leider nein! Denn: Linearkombinationen von Vektoren werden durch Z˜
nicht wieder auf Linearkombinationen ihrer Bildvektoren abgebildet.
Beispiel: Sei X =
13
2
=
10
1
+
03
1
, f = 2. Dann ist
Z˜
13
2
= (2 · 12
2 · 13
)
=
(
1
2
3
)
, aber
Z˜
10
1
+ Z˜
03
1
= (2
0
)
+
(
0
6
)
=
(
2
6
)
6=
(
1
2
3
)
.
Im Vergleich mit linearen Abbildungen fehlen unserer gefundene Projektions-
vorschrift also offenbar die oben genannten Vorzüge.
2. Die Sache mit den Fluchtpunkten Es gibt eine weitere Eigenschaft der
Abbildungsvorschrift (4.1), die im Hinblick auf unsere Anforderungen unbefriedi-
gend ist. Dazu müssen wir ein klein wenig ausholen.




. AUFGABE
Denken Sie einmal an Gemälde perspektivisch zeichnender MalerInnen,
an Architekturfotos, oder einfach nur an ein Foto, auf dem Bahngleise zu er-
kennen sind. Sicher haben Sie schon einmal gehört, dass solche Bilder soge-
nannte Fluchtpunkte aufweisen.
Was ist damit gemeint? Können Sie in Abb. 4.19 Fluchtpunkte mithilfe ei-
nes Lineals bestimmen und einzeichnen? (Sie dürfen dabei über den Rand des
Bildes hinausgehen.).
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v FLUCHTPUNKTE
Unter einer zentralprojektiven Abbildung werden im Allgemeinen Gera-
den wieder auf Geraden abgebildet (vgl. „Erhaltung der Geradlinigkeit“, S.
180).
Die Bildgeraden von im Raum parallelen Geraden sind dann entweder
auch alle parallel zueinander, oder sie schneiden sich in einem Punkt, dem
Fluchtpunkt.
Aber woher kommen nun solche Fluchtpunkte, d.h., welche Punkte des Raum-
es werden auf solche Fluchtpunkte abgebildet? Dieser Frage sollen Sie anhand des
nächsten GeoGebra-Applets nachgehen.



ﬁ 3D-APPLET BAHNSCHIENEN
Öffnen Sie das GeoGebra-Applet BAHNSCHIENEN. In der Raumdarstellung
rechts sind Bahngleise zu erkennen, auf denen zwei rosafarbene Punkte P1
und P2 markiert sind. Diese Punkte werden durch die angedeutete Kamera
auf die roten Bildpunkte p ′1 und p
′
2 in der grünen Bildebene abgebildet. In der
linken Grafik sehen Sie die Bahngleise von oben.
• Bewegen Sie nun langsam den Schieberegler, und lassen Sie P1 und P2
auf den Bahngleisen „entlanglaufen“. Was passiert mit den Bildpunkten
p ′1 und p
′
2?
• Was würde mit p ′1 und p
′
2 passieren, wenn Sie P1 und P2 auf den Gleisen
unendlich weit in die Ferne laufen lassen könnten? Was passiert mit den
beiden blauen Projektionsgeraden?
• Lassen Sie sich den Fernpunkt sowie den Horizont einblenden. Was hat
es wohl mit dem Fernpunkt auf sich, und welche Verbindung besteht
zum (grün eingezeichneten) Fluchtpunkt f ′?
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E BEOBACHTUNGEN
Anhand des Applets kann man zwei Raumpunkte P1 und P2 auf Bahn-
schienen immer weiter von der Kamera wegbewegen, und ihre Bildpunkte-
spur auf dem Kamerabild verfolgen.
• Während die Bahnschienen im Raum parallel zueinander verlaufen,
laufen ihre geraden Bildpunktespuren „aufeinander zu“! Je weiter man
P1 und P2 auf den Schienen in eine der beiden Richtungen von der Ka-
mera wegbewegt, desto näher kommen ihre Bildpunkte p ′1 und p
′
2 dem
Fluchtpunkt f ′, dem Schnittpunkt der beiden Bildgeraden.
• Trotzdem wird dieser Fluchtpunkt f ′ nie ganz von p ′1 und p
′
2 „erreicht“!
• Je weiter man P1 und P2 wegbewegt, desto „paralleler“ verlaufen au-
ßerdem ihre beiden blauen Projektionsgeraden zueinander und zu den
Gleisen.
• Wenn man sich nun vorstellt, man könnte P1 und P2 unendlich weit auf
den Gleisen hinausschieben, und zwar egal, zu welcher Seite, so fielen
sie im Unendlichen zu einem einzigen Punkt - dem Fernpunkt - zusam-
men! (Die Richtung, in der dieser Fernpunkt liegen muss, wird im Applet
durch die violetten Pfeile angedeutet.)
• Die gedachte „Projektionsgerade“ durch diesen Fernpunkt und das Ka-
merazentrum Z schneidet dann die Bildebene genau im Fluchtpunkt
f ′! Das wiederum bedeutet, dass der Fluchtpunkt f ′ auf dem Bild nichts
anderes ist, als der Bildpunkt des unendlich fernen Raumpunktes in
Richtung der beiden Schienen.
Fazit: Das unglaubliche Ergebnis unserer Beobachtungen ist mithin,
dass ein Fluchtpunkt in einem zentralprojektiven Bild im Prinzip nicht
anderes ist, als der Bildpunkt eines Fernpunktes im Raum (vgl. Abb.
4.20, insbesondere 4.20(c)).
Das ist schon eine ziemlich „verrückte“ Vorstellung: Auf zentralprojektiven Bil-
dern kann man die Bilder von Punkten sehen, die in Wirklichkeit unendlich weit
entfernt sind - die also praktisch vorher gar nicht „greifbar“ waren?! Daran muss
man sich erst einmal gewöhnen.
Wie kann man sich unendlich ferne Punkte denn möglichst anschaulich vor-
stellen? Und „wie viele“ unendlich ferne Punkte gibt es überhaupt?
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 IDEE: FERNPUNKT ALS SCHNITTPUNKT PARALELLER GERADEN
Ausgangspunkt: Man möchte, dass in der Ebene die Regel
„Zwei unterschiedliche Geraden schneiden sich in genau ei-
nem Punkt.“
ausnahmslos Gültigkeit hat. Deshalb definiert man den Schnittpunkt
zweier paralleler Geraden als unendlich fernen Punkt.
Folgerung: Zu jeder Schar paralleler Geraden gibt es genau einen Fernpunkt,
in dem sich alle Geraden „schneiden“. Anschaulich kann man sich den
zu einer bestimmten Geradenschar gehörenden Fernpunkt einfach als
Richtung dieser Geradenschar vorstellen.




! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Eine Geradenschar hat stets nur eine einzige Richtung ! Deutet man diese
durch Vektoren an, so kommt es dabei nicht auf deren Orientierung an - also
nicht darauf, wohin die „Pfeilspitze“ zeigt.
Beispiel: Die Geraden a,b,c und d sind allesamt Geraden der Geraden-
schar
g t =
{
x ∈R2 : x =
(
t
0
)
+λ ·
(
1
2
)
, λ ∈R
}
, t ∈R,
wobei u =
(
1
2
)
ein möglicher Richtungsvektor ist. Genauso könnte man die
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! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN: (fortgesetzt)
Geradenschar aber auch mithilfe des Richtungsvektors v =
(−2
−4
)
beschreiben:
g t =
{
x ∈R2 : x =
(
t
0
)
+λ ·
(−2
−4
)
, λ ∈R
}
, t ∈R.
Die Vektoren u und v beschreiben zwar eine entgegengesetze Orientierung,
aber dieselbe Richtung. Diese Richtung kann man als den unendlich fernen
Punkt auffassen, der zur Geradenschar gehört. Noch ist nicht
klar, wie wir so einen
Fernpunkt formal be-
schreiben können. Das
erfahren wir im nächs-
ten Abschnitt 4.5.2.
Hier formulieren wir zunächst diese anschauliche Definition von Fernpunk-
ten. Das Konzept des „Schnittpunktes paralleler Geraden“ wird auch auf Geraden
des Raumes übertragen!
v FERNPUNKTE DER EBENE UND DES RAUMES
1. Ein unendlich ferner Punkt bzw. Fernpunkt der Ebene ist der Schnitt-
punkt einer Schar paralleler Geraden, den man auch als ihre Richtung
auffassen kann.
• Zu jeder Richtung der Ebene gibt es genau einen Fernpunkt.
• Die Menge aller Fernpunkte der Ebene bezeichnet man auch als
die Ferngerade der Ebene.
2. Ein unendlich ferner Punkt bzw. Fernpunkt des Raumes ist der Schnitt-
punkt einer Schar paralleler Raumgeraden, den man auch als ihre Rich-
tung auffassen kann.
• Zu jeder Richtung des Raumes gibt es genau einen Fernpunkt.
• Zu jeder Schar paralleler Ebenen des Raumes gibt es dann genau
eine Ferngerade.
• Die Menge aller Ferngeraden des Raumes bezeichnet man auch als
die Fernebene des Raumes.
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v FERNPUNKTE DER EBENE UND DES RAUMES (fortgesetzt)
Kommen wir zurück zum Ausagangspunkt unserer Betrachtungen, nämlich
der Frage, welche Nachteile unsere bisherige Abbildungsvorschrift (4.1) aufweist.
Im Hinblick auf unser gesuchtes mathematisches Zentralprojektionsmodell ist es
uns wichtig, dass der Computer dieses möglichst problemlos einsetzten können
soll, so z.B. auch beim Generieren oder Interpretieren zentralprojektiver Bilder.
Gemäß unserer Beobachtungen umfasst dies, einen Weg zu finden, algorithmisch
effizient mit Fluchtpunkten als den Bildern von Punkten im Unendlichen bzw.
Fernpunkten umzugehen. Dazu muss man Fernpunkte mathematisch erst einmal
in irgend einer Form beschreiben können, und eine Projektionsvorschrift finden,
die auch sie richtig abbildet. Unsere bisherige Abbildungsgleichung (4.1) kann das
definitiv nicht leisten.
3. Punkte in der Verschwindungsebene Abschließend wollen wir noch eine
letzte Eigenschaft der Abbildungsvorschrift (4.1) diskutieren. Wie bereits festge-
stellt, erlaubt sie uns nicht, Punkte (6= Z ) abzubilden, die in der Verschwindungs-
ebene der Kamera liegen, da die Projektionsgeraden durch solche Punkte parallel
zur Bildebene verlaufen und diese an sich nicht schneiden.
Wir haben den uns bekannten Raum nun jedoch gedanklich schon durch Fern-
punkte erweitert, und diese als die Schnittpunkte paralleler Geraden definiert.
Entsprechend könnten wir den Begriff parallel doch auch hier als „Schnittpunkt
im Unendlichen“ interpretieren:
v „VERSCHWINDUNGSPUNKTE“ WERDEN AUF FERNPUNKTE ABGEBILDET
Die Projektionsgerade durch Z und einen weiteren Punkt X der Ver-Diese Idee werden
wir im folgenden Ab-
schnitt 4.5.2 noch
intensiv benötigen.
schwindungsebene schneidet die Bildebene im Fernpunkt in Richtung dieser
Projektionsgeraden!
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v „VERSCHWINDUNGSPUNKTE“ WERDEN AUF FERNPUNKTE ABGEBILDET (fortgesetzt)
Wenn wir also Punkte im Unendlichen auch mathematisch darstellen könnten,
könnten wir vermutlich auch eine Abbildungsvorschrift für die Punkte der Ver-
schwindungsebene definieren, wobei die Fernpunkte der Bildebene die nötigen
„Kandidaten“ für die Bildpunkte wären.



i INFOBOX: VERMEIDUNG VON AUSNAHMEFÄLLEN
Vielleicht fragen Sie sich an dieser Stelle, wozu das gut sein sollte, denn bei
realen Kameras, deren Objektive echte Lichtstahlen einfangen, würde dieser
Fall ja niemals auftreten. Auch bei entsprechend computersimulierten Kame-
ras würde man solche Punkte ja nicht sehen können.
Hier sind wir tatsächlich bei unserem dritten Kriterium angelangt, der Fra-
ge der möglichst eleganten Computerimplementierbarkeit. Es ist in dieser Hin-
sicht stets erstrebenswert, möglichst wenige Ausnahmefälle beachten zu müs-
sen. Bei einer sich im Raum bewegenden Kamera - wie bspw. bei einem Com-
puterspiel - müsste der Computer zu jedem Zeitpunkt neu „abfragen“, wel-
che Punkte jeweils in der Verschwindungsebene liegen und nicht abgebildet
werden können. Der Rechen- bzw. Programmieraufwand für ein einheitliches
Modell mit möglichst wenigen Spezialfällen ist in der Regel geringer.
Aufgrund dieser drei untersuchten Eigenschaften gelangen wir an dieser Stelle
zu den Schluss, dass unsere bisher gefundene Abbildungsvorschrift (4.1) unseren
Ansprüchen noch nicht genügt, insbesondere nicht linear ist, und keine unendlich
fernen Punkte in Betracht zieht. Wir würden die Abbildungsvorschrift der Zentral-
projektion daher eigentlich gerne ...
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• ... durch eine lineare Abbildung mit einer Abbildungsmatrix darstellen kön-
nen.
• ... erweitern, so dass sie auch mit „unendlich fernen Punkten“ des Raumes
und der Bildebene „umgehen“ kann.
Dies würde Sonderfälle vermeiden und insgesamt das Rechnen und die maschinel-
le Implementierung ungemein vereinfachen! Dazu benötigen wir eine neue Dar-
stellungsform für Punkte im Raum und in der Ebene, die wir im nächsten Abschnitt
4.5.2 entwickeln werden.
O ZUSAMMENFASSUNG
In diesem Abschnitt haben Sie ...
• ... sich mit der Funktionsweise einer Lochkamera vertraut gemacht und
die Zentralprojektion als mathematisch idealisierte Lochkameraabbil-
dung kennengelernt, die für uns den Ausgangspunkt der Modellierung
echter Linsenkameras darstellt;
• ... eine Abbildungsvorschrift für die Standard- Zentralprojektionsabbil-
dung hergeleitet, bei der die Kamera im Raum möglichst günstig posi-
tioniert wird;
• ... drei Eigenschaften dieser Abbildungsvorschrift untersucht, die im
Hinblick auf unsere Ansprüche an ein gesuchtes Modell unbefriedigend
sind, und dabei unendlich ferne Punkte kennengelernt.
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Abb. 4.19 Fluchtpunkte gesucht
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(a) Entlang von Bahnschienen kann man „ins Un-
endliche“ schauen!
(b) In Architekturbildern lassen sich die
Fluchtpunkte der drei Hauptrichtungen
zeichnerisch leicht bestimmen.
(c) Fluchtpunkte sind die Bildpunkte unendlich ferner Raumpunkte, sogenannter Fernpunkte!
Abb. 4.20 Verrückte Punkte
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4.5.2 Homogene Koordinaten
Z LERNZIEL(E)
Nach Bearbeitung dieses Abschnitts können Sie ein neues, projektives Mo-
dell für Punkte in der Ebene und im Raum nutzen, mit dessen Hilfe man auch
unendlich ferne Punkte darstellen kann.
Mit Punktdarstellungen in euklidischen und affinen Koordinatensystemen sind
Sie mittlerweile sicher gut vertraut. Es erscheint uns natürlich, Punkte im Raum
durch drei Koordinaten zu beschreiben, da dies mit unserer eigenen Wahrneh-
mung übereinstimmt, dass der Raum „irgendwie“ etwas mit den drei Ausdehnungs-
richtungen „Länge“, „Breite“ und „Höhe“ zu tun hat. Genauso scheint es uns lo-
gisch, dass bei der Koordinatisierung der Ebene nur zwei dieser Ausdehnungsrich-
tungen eine Rolle spielen. Das mathematische Modell, das wir bisher zur Beschrei-
bung von Punkten genutzt haben, ist somit „nahe dran“ an unserer eigenen Erfah-
rungswelt und unserem geometrischen Vorstellungsvermögen.
Das Besondere an der Mathematik ist nun, dass man viele Modelle für ein und
denselben Sachverhalt finden kann. Der Nutzen jedes einzelnen Modells hängt
dabei nicht unbedingt davon ab, wie zugänglich es uns über unsere eigenen Er-
fahrungen und Intuitionen ist.
Hingegen ist ein Modell dann nützlich, wenn es zunächst in der La-
ge ist, gerade die interessierenden Parameter einer bestimmten rea-
len Problemsituation zu identifizieren und aufzugreifen und ihren Zu-
sammenhang untereinander mathematisch zu beschreiben. Durch die
Arbeit und Analyse innerhalb des Modells sollen schließlich sinnvolle
Ergebnisse generiert werden, die dann wieder konsistent in die Real-
situation übersetzt werden können.
Wichtig ist also, dass die Schnittstellen im Übergang von der Realsituation ins Mo-
dell und zurück jeweils klar definiert sind, d.h.
• Wie stellt man was im Modell dar? Wichtige Schnittstel-
len beim Modellie-
rungsvorgang• Wie lässt sich ein Ergebnis, das das Modell „auswirft“, rückinterpretieren?
Ist dies der Fall, kann man sich als Nutzer auch gut an die Regeln gewöhnen, die
innerhalb des Modells gelten, selbst wenn diese auf den ersten Blick eigentüm-
lich erscheinen. Wir wollen dies im Hinterkopf behalten, wenn wir nun ein neues
Modell für die Beschreibung von Punkten in der Ebene und im Raum erarbeiten.
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m ÜBERSICHT UND ORIENTIERUNG
Sie haben nun die Wahl zwischen zwei verschiedenen Einführungen in
dieses neue Punktmodell:
• Bevorzugen Sie einen möglichst anschaulichen, geometrisch orientier-
ten Einstieg in das Thema, so sollten Sie den geometrischen Zugang
wählen und mit Unterabschnitt 4.5.2.1 weitermachen.
• Sind Sie aber eher ein „formaler“ Typ, der sich gerne mit Strukturen aus-
einandersetzt, mögen Sie vielleicht lieber den algebraisch orientierten
Einstieg über lineare Gleichungssysteme, wie Sie ihn in Unterabschnitt
4.5.2.2 finden.
In beiden Zugängen arbeiten Sie auf denselben Kenntnisstand am Ende des
Abschnitts hin.
4.5.2.1 Erster Zugang: Geometrisch orientierte Einführung projektiver
Punkte




ﬁ 3D-APPLET DIE PROJEKTIVE EBENE
Öffnen Sie die GeoGebra-Datei PROJEKTIVE EBENE. Was ist im Applet dar-
gestellt? Probieren Sie die Schieberegler und Einblendungsmöglichkeiten aus.
Im Applet wird die uns bekannte euklidische Ebene parallel zur x1x2-Ebene in den
Raum eingebettet. Man schafft dadurch eine neue Struktur, die projektive Ebene
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P2. Diese Einbettung könnte man prinzipiell auf beliebiger „Höhe“ x3 vornehmen
- im Applet unter Nutzung des Schiebereglers für x3. Für unsere weiteren Betrach-
tungen einigen wir uns auf die feste Wahl x3 = 1.

 IDEE: EINBETTUNG DER EUKLIDISCHEN EBENE IN DEN R3
Durch die Einbettung
R2 →

x1x2
x3
 ∈R3 : x3 = 1

der euklidischen Ebene in den R3 wird ein beliebiger Punkt x˜ =
(
x1
x2
)
∈ R2
der Ebene zu einem Raumpunkt mit den Koordinaten x =
x1x2
1
 ∈R3. Man ver-
binde x durch eine Gerade g mit dem Ursprung des Raumkoordinatensystems
o2.




E BEOBACHTUNGEN
Die Situation im Raum gleicht der Aufnahmesituation mit einer Lochka-
mera, wie wir sie kennengelernt haben.
1. Bei der Lochkamera erzeugte jede „echte“ Projektionsgerade, die die
Bildebene schnitt, genau einen Bildpunkt x ′. Umgekehrt ließ sich zu je-
dem Punkt x ′ in der Bildebene auch genau eine Projektionsgerade durch
Z und x ′ finden.
Auch hier lässt sich solch eine eindeutige Zuordnung zwi-
schen dem Punkt x in der eingebetteten Ebene und der Ver-
bindungsgerade g durch o2 und x feststellen!
Beispiel: Gibt man für den Punkt x bestimmte x1- und x2-Koordinaten
vor, z.B. x =
12
1
, so ist dadurch die Gerade g eindeutig festgelegt. Sie
hat z.B. die Geradengleichung Erinnerung: Die Ge-
rade ist eindeutig, die
Form der Geradenglei-
chung nicht!g =
u ∈R3 : u =λ ·
12
1
 , λ ∈R
 .
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E BEOBACHTUNGEN (fortgesetzt)
Fragt man sich hingegen, wo bspw. die Gerade h durch o2 mit der Gera-
dengleichung
h =
v ∈R3 : v =µ ·
−21
1
2
 , µ ∈R

die eingebettete euklidische Ebene schneidet, so ist klar, das dies in y =−42
1
 sein muss - es gibt nur einen einzigen Schnittpunkt.
2. Was ist nun aber mit einer Geraden durch o2, die parallel zur einge-
betteten Ebene verläuft? Kann diese eine Verbindungsgerade zu einem
Punkt der Ebene sein? Sicherlich nicht in der „normalen“ euklidischen
Ebene. Aber wir haben ja im letzten Abschnitt bereits Bekanntschaft mit
einer neuen Art von Punkten geschlossen, nämlich unendlich fernen
Punkten.
Erweitert man die eingebettete Ebene nun gedanklich um solche
Fernpunkte, so könnten diese wieder als Schnittpunkte von zur Ebe-Hier wird zunächst
nur die eingebette-
te Ebene um solche
Fernpunkte erweitert!
ne parallelen Ursprungsgeraden aufgefasst werden. Wie im letzten Ab-
schnitt gesehen, war es dabei egal, von welcher Seite einer Geraden
man sich dem Unendlichen annäherte - es gab jeweils nur einen solchen
Fernpunkt.
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E BEOBACHTUNGEN (fortgesetzt)
Also lässt sich weiterhin die eindeutige Zuordnung zwischen
einem Punkt der eingebetten Ebene und seiner Verbindungs-
geraden mit dem Koordinatenursprung aufrecht erhalten.
Allerdings verbindet diese „Verbindungsgerade“ jetzt o2 mit
einem Fernpunkt, weshalb sie parallel zur eingebetteten Ebe-
ne verläuft.
Beispiel: Man betrachte die Ursprungsgerade f , die durch die Glei- Eine Ursprungsge-
rade ist eine Gerade
durch den Koordina-
tenursprung. Hier ist
der Ursprung des Raum-
koordinatensystems O2
gemeint.
chung
f =
w ∈R3 : w = ν ·
−23
0
 , ν ∈R

gegeben ist. Zwar wissen wir noch nicht, wie wir den zugehörigen Fern-
punkt beschreiben sollen, aber wir können uns vorstellen, in welcher
Richtung er in der eingebetteten Ebene liegen muss, nämlich in Richtung
des Vektors ±
(−2
3
)
.
Fazit: Durch die im Applet vorgenommene Einbettung der euklidischen Ebene
in den Raum erhält man also die folgende eindeutige Zuordnung zwischen „2D“-
und „3D“-Strukturen:
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2D-Strukturen 3D-Strukturen
x˜ =
(
x1
x2
)
∈R2︸ ︷︷ ︸
„Echter“ Punkt der Ebene
∼= Gerade im R3 durch
00
0
 und x =
x1x2
1

Fernpunkt x(∞)︸ ︷︷ ︸
„Erweiterungspunkt“ der Ebene
∼= Gerade im R3 durch
00
0
 parallel zur Bildebene
in Richtung des unendlich fernen Punktes
Diese eindeutige Zuordnungsmöglichkeit wollen wir nun für unser neues Punk-
temodell wie folgt ausnutzen:

 IDEE: IDENTIFIKATION VON PUNKTEN DER EBENE MIT GERADEN IM RAUM
Man erweitert die Punkte der euklidischen Ebene R2 um unendlich ferne
Punkte und identifiziert jeden einzelnen Punkt oder Fernpunkt mit einer spe-
ziellen Geraden im Raum durch den Nullpunkt.„Geraden sind die
neuen Punkte!“
- Diese Vorstellung
ist ebenfalls gewöh-
nungsbedürftig...
Diese Ursprungsgeraden im Raum sind im Wesentlichen unsere
„neuen Punkte“, nämlich die Punkte der Projektiven Ebene P2!
Elemente der projektiven Ebene Aber wie kann man nun bitte mit Geraden
als Punkten rechnen? Es liegt nahe, zur Beantwortung dieser Frage die Schnittstel-
len im Übergang von unserem bisherigen Punkte-Modell (bzw. unserer bisherigen
Vorstellung von Punkten) zu unserem neuen Modell der projektiven Ebene genau
in den Blick zu nehmen:
Welche Struktur im alten entspricht welcher Struktur im neuen Mo-
dell?
Nutzen Sie zur Veranschaulichung der folgenden Überlegungen ruhig weiterhin
das Applet PROJEKTIVE EBENE:
• Der Raumpunkt x =
x1x2
1
 ∈ R3, als (Richtungs-)vektor aufgefasst, legt die
zugehörige Ursprungsgerade g durch o2 eindeutig fest, die den ehemaligen
Punkt x˜ =
(
x1
x2
)
∈ R2 der euklidischen Ebene nun in der projektiven EbeneIst ein Buchstabe
von nun mit hoch-
gestelltem ∼ -Symbol
x˜ versehen, ist da-
mit immer ein euklidi-
scher Punkt gemeint.
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symbolisiert. Wir schreiben für unseren neuen projektiven Punkt:
[x]=
x1x2
1
 ∈P2
und identifizieren ihn damit mit der „Ursprungsgeraden im Raum, die den Steht ein Buchstabe
hingegen in eckigen
Klammern [x], ist
damit immer ein projek-
tiver Punkt gemeint.
Richtungsvektor
x1x2
1
 hat“.
• Jeder andere Raumpunkt q = λ
x1x2
1
 =
λx1λx2
λ
 mit festem λ ∈ R \ {0} auf der
Zur Visualisie-
rung können Sie sich
im Applet den Rich-
tungsvektor der Gera-
den g anzeigen lassen
und λ per Schieberegler
verändern.
Geraden g lässt sich aber genauso als ihr Richtungsvektor wählen, und be-
stimmt diese eindeutig! Für den projektiven Punkt [x] muss man in unserem
neuen Modell mithin auch schreiben dürfen
[x]=
λx1λx2
λ
 ∈P2,
was dann bedeutet, dass er der „Ursprungsgeraden im Raum mit dem Rich-
tungsvektor
λx1λx2
λ
“ entspricht.



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Der projektive Punkt [x] besteht damit formal aus der Menge aller Rich-
tungsvektoren, die die durch x festgelegte Ursprungsgerade eindeutig
„aufspannen“ können:
[x]= {µ · x, µ ∈R\ {0}}︸ ︷︷ ︸
Menge aller Richtungsvektoren der Geraden g
=
µ ·
x1x2
1
=
µx1µx2
µ
 . (4.2)
Die dreidimensionalen Vektoren bzw. Raumpunkte x =
x1x2
1
 ∈ R3 und q =
λx1λx2
λ
 ∈ R3 wollen wir (euklidische) Vertreter11 des projektiven Punktes [x]
nennen.
11An ExpertInnen: Man sagt auch, dass alle Vertreter eines projektiven Punktes eine Äquivalenz-
klasse bilden.
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Für einen projektiven Punkt gibt es also unendlich viele eukli-
dische Punkte als Vertreter!
• Wir wissen bereits: Für jede denkbare Geradenrichtung innerhalb der einge-
betteten Ebene gibt es genau einen Fernpunkt in P2. Durch die Einbettung
steht uns nun eine projektive Schreibweise für die Fernpunkte der Ebene
zur Verfügung, die der Anschauung entspricht: Die unendlich fernen Punkte
bzw. Fernpunkte der Projektiven Ebene haben demnach die Form
[x(∞)]=
x1x2
0
 ∈P2, wobei x1 6= 0 oder x2 6= 0 gelten muss.
Damit ist die „Ursprungsgerade im Raum mit dem Richtungsvektor
x1x2
0
“
Es gilt x3 = 0 für die
dritte Komponente,
denn eine Usprungsgera-
de, die einen Fernpunkt
repräsentiert, liegt par-
allel zur Bildebene!
gemeint.
• Mit demselben Argument wie oben kann man alternativ ein beliebiges Viel-
faches q (∞) =
λx1λx2
0
 von x(∞) mit festem λ ∈ R \ {0} als Richtungsvektor der
Ursprungsgeraden - d.h. als Vertreter desselben Fernpunktes - wählen. Des-
halb kann man auch hier
[x(∞)]=
λx1λx2
0
 ∈P2
schreiben, und damit „die Ursprungsgerade im Raum mit dem Richtungs-
vektor
λx1λx2
0
“ meinen.


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Der projektive Fernpunkt [x(∞)] besteht wiederum formal aus der Men-
ge aller Richtungsvektoren, die die ihn repräsentierende Ursprungsgerade
eindeutig „aufspannen“ können:
[x(∞)]= {µ · x(∞), µ ∈R\ {0}}︸ ︷︷ ︸
Menge aller Richtungsvektoren der Geraden g
=
µ ·
x1x2
0
=
µx1µx2
0
 .
(4.3)
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Nach diesem Einblick in die Struktur unserer „neuen“ Punkte können wir nun
auch definieren, was wir unter der projektiven Ebene verstehen:
v PROJEKTIVE EBENE P2
Die projektive Ebene P2 ist die Menge aller projektiven Punkte [x], deren
Vertreter (bzw. „Richtungsvektoren“ der zugehörigen Ursprungsgeraden) aus
dem R3 \ {0ˆ} stammen:
P2 =
[x]=
x1x2
x3
 ,
x1x2
x3
 ∈R3 \ {0ˆ}
 .


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! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Blicken wir einmal zurück zu unserem anschaulichen Ausgangspunkt:
Die Ursprungsgeraden im Raum sind im Wesentlichen unsere
„neuen Punkte“, nämlich die Punkte der Projektiven Ebene P2!
Warum lassen wir hier das „im Wesentlichen“ nicht einfach weg?
Der kleine, aber feine Unterschied besteht darin, dass zu einer vollständi-
gen Ursprungsgeraden, wie wir uns sie anschaulich vorstellen würden, auch
der Nullpunkt bzw. Nullvektor dazugehören würde. Dieser kann als einziger
Vektor des R3 jedoch kein Richtungsvektor der Geraden und damit auch kein
Vertreter des durch sie dargestellten projektiven Punktes sein.
Wir können uns unsere „neuen Punkte“ der projektiven Ebene trotzdem
ruhig auch weiterhin als Ursprungsgeraden im Raum vorstellen, sollten aber
nicht vergessen, dass der Nullpunkt bzw. der Nullvektor in der formalen
Schreibweise der Punkte (4.2) und (4.3) „herausgenommen“ werden muss.




i INFOBOX: HOMOGENE KOORDINATEN
In der Literatur (z.B. in [BR94]) bezeichnet man die nur bis auf Vielfache
eindeutig bestimmten Koordinaten x1, x2 und x3 eines projektiven Punktes
x =
x1x2
x3
 ∈P2
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i INFOBOX: HOMOGENE KOORDINATEN (fortgesetzt)
oft als homogene Koordinaten. Wir unterscheiden lieber sprachlich genau zwi-
schen projektiven Punkten bzw. Punkten der projektiven Ebene [x] ∈ P2 einer-
seits und ihren dreidimensionalen Vertretern x ∈R3 andererseits.
Übergang zwischen euklidischen und projektiven Punkten Aber wie macht
man nun konkret aus einem Punkt der euklidischen Ebene einen projektiven Punkt,
und umgekehrt?
v HOMOGENISIERUNG VON EUKLIDISCHEN PUNKTEN
Den Übergang „von euklidischen zu projektiven Punkten“ bezeichnet
man als Homogenisierung. Die Abbildungsvorschrift hierzu lautet
H : R2 →P2;
(
x1
x2
)
7→
x1x2
1
 .
Man hängt also den beiden euklidischen Koordinaten des Punktes als dritte
Koordinaten eine 1 an.
V BEISPIEL(E)
(
3
−5
)
7→
 3−5
1
 .
v DEHOMOGENISIERUNG VON PROJEKTIVEN PUNKTEN
Den Übergang „von projektiven zu euklidischen Punkten“ bezeichnet
man als Dehomogenisierung. Die Abbildungsvorschrift hierzu lautet
D : R3 \

x1x2
0
 , x1, x2 ∈R
→R2;
x1x2
x3
 7→ 1
x3
(
x1
x2
)
.
Dieser lässt sich nur vollziehen, wenn der vorliegende Punkt kein Fernpunkt,
mithin x3 6= 0 ist. Man teilt dann die beiden ersten Koordinaten durch x3.
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V BEISPIEL(E)
Zu
−3p5
1
2
 dehomogenisiere man den Vertreter:
−3p5
1
2
 7→ ( −6
2
p
5
)
.

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i INFOBOX: KEINE DEHOMOGENISIERUNG VON FERNPUNKTEN
Einen Fernpunkt der Form
x1x2
0
 ∈ P2 können wir nur als projektiven
Punkt darstellen, nicht als euklidischen! (Dies war ja auch eine konkrete Mo-
tivation dazu, überhaupt projektive Punkte einzuführen.) Man kann aus ihm
aber die Richtung innerhalb der euklidischen Ebene „ablesen“, die mit dem
Fernpunkt assoziert werden kann, nämlich ±
(
x1
x2
)
.
Bevor Sie den Umgang mit Punkten der projektiven Ebene in einer Arbeitspha-
se üben sollen, vollziehen wir noch einen letzten gedanklichen Schritt bezüglich
unseres neuen Punktmodells, nämlich die Übertragung des Konzeptes auf Punkte
des Raumes.
Übertragung der Ergebnisse auf den projektiven Raum P3 Alle unseren
bisherigen Ergebnisse kann man formal ohne Probleme auf den projektiven Raum
P3 übertragen, auch wenn hierbei die direkte Anschauung zum Teil verloren geht.
Das bedeutet:

 IDEE: GRUNDKONZEPT „PUNKTE ALS GERADEN“ - GILT AUCH IM RAUM!
Punkte des R3 werden im Wesentlichen wieder mit den ihnen entspre- Ab hier hilft uns un-
ser formaler „Vek-
torapparat“ enorm
weiter! Auch wenn wir
uns den vierdimensio-
nalen Raum R4 nicht
mehr vorstellen kön-
nen - rechnen können
wir mit vierdimensio-
nalen Vektoren ganz
„bequem“!
chenden „Geraden“ des R4 durch den Nullpunkt identifiziert, bzw. genauer
mit der Menge aller ihrer möglichen Richtungsvektoren - die nun allerdings
vierdimensional sind!
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V BEISPIEL(E)
Es sei X˜ =
−27
2
3
 ∈R3 der euklidische Raumpunkt. Durch das Anhängen der
Koordinate 1 erhält man mit X =

−2
7
2
3
1
 einen Vektor des R4. Die Menge aller
skalaren Vielfachen
λ

−2
7
2
3
1
 , λ ∈R\ {0}
 dieses Vektors bezeichnet man als
den mit X˜ identifizierten projektiven Punkt [X ].
Was bedeutet das konkret für das Rechnen im projektiven Raum P3?
v PROJEKTIVER RAUM P3
Der projektive Raum P3 ist die Menge aller projektiven Punkte [X ], deren
Vertreter (bzw. „Richtungsvektoren“ der zugehörigen Ursprungsgeraden) aus
dem R4 \ {0ˆ} stammen:
P3 =
[X ]=


X1
X2
X3
X4

 ,

X1
X2
X3
X4
 ∈R4 \ {0ˆ}
 .
v (DE-)HOMOGENISIERUNG & FERNPUNKTE IM P3
• Die Homogenisierung, also der „Übergang von euklidischen zu projek-
tiven Punkten“, erfolgt für Raumpunkte des R3 ebenfalls durch „Eins-
Anhängen“:
H : R3 →P3;
X1X2
X3
 7→


X1
X2
X3
1

 .
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v (DE-)HOMOGENISIERUNG & FERNPUNKTE IM P3 (fortgesetzt)
• Für die Dehomogenisierung, also für den „Übergang von projektiven
zu euklidischen Raumpunkten“, wird durch die vierte Komponente des
vierdimensionalen Vertreters dividiert:
D : R4 \


X1
X2
X3
0
 , X1, X2, X3 ∈R
→R
3;

X1
X2
X3
X4
 7→ 1X4
X1X2
X3
 .
• Die Fernpunkte von P3 haben die projektive Form


X1
X2
X3
0

. Sie können
nicht dehomogenisiert werden.

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i INFOBOX: SCHREIBWEISEN UND BEISPIELE
Die Schreibweisen, die wir bei der Herleitung der projektiven Ebene und Generell gilt von nun
an: Punkte der Ebe-
ne werden mit kleinen
Buchstaben bezeich-
net, Punkte des Raumes
hingegen mit Großbuch-
staben.
des projektiven Raumes bereits eingeführt haben, sollen von nun an nach
Möglichkeit durchgängig weiter verwendet werden. Das bedeutet:
• Zu einem projektiven Punkt [X ] =


X1
X2
X3
X4

 ∈ P3 des Raumes bezeichne
X =

X1
X2
X3
X4
 ∈ R4 einen möglichen Vertreter und X˜ =

X1
X4
X2
X4
X3
X4
 ∈ R3 den ent-
sprechenden euklidischen Punkt, falls er existiert.
Beispiel: Projektiver Punkt


−2
77
1
3
5

 ∈ P3, Vertreter X =

−2
77
1
3
5
 ∈ R4, eu-
klidischer Punkt X˜ =
−2577
5
1
15
 ∈R3.
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i INFOBOX: SCHREIBWEISEN UND BEISPIELE (fortgesetzt)
• Zu einem projektiven Punkt [x] =
x1x2
x3
 ∈ P2 der Ebene bezeichne
x =
x1x2
x3
 ∈ R3 einen Vertreter und x˜ = ( x1x3x2
x3
)
∈ R2 den entsprechenden
euklidischen Punkt, falls er existiert.
Beispiel: Projektiver Punkt

p
2
−1
3
 ∈ P2, Vertreter x =

p
2
−1
3
 ∈ R3, eu-
klidischer Punkt x˜ =
(p
2
3
−13
)
∈R2.

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Í ARBEITSPHASE: HOMOGENE KOORDINATEN - ZUGANG 1
Im ersten Teil dieser Arbeitsphase machen Sie sich mit den Punkten der
projektiven Ebene P2 vertraut. Im zweiten Teil erarbeiten Sie darauf aufbau-
end projektive Geradendarstellungen für Geraden der Ebene, die im Verlauf des
Kurses noch benötigt werden.
1. Bearbeiten Sie das Arbeitsblatt HOMOGENE KOORDINATEN - ZUGANG 1.
2. Nehmen Sie sich Zeit für die Überprüfung Ihrer Ergebnisse anhand der
bereitgestellten Lösung.
In Aufgabe 2 des Arbeitsblattes haben wir verschiedene Möglichkeiten ken-
nengelernt, eine Gerade in der Ebene projektiv zu beschreiben. Diese werden wir
im Verlauf der Lerneinheit noch öfter benötigen. Wir halten sie deshalb noch ein-
mal fest:
v GERADE IN DER PROJEKTIVEN EBENE P2
Es seien [p] und [q] zwei verschiedene Punkte der projektiven Ebene P2.
Ihre projektive Verbindungsgerade gpr o j entspricht dann der Ursprungsebe-
ne des R3, die von zwei beliebigen Vertretern p und q der Punkte [p] und [q]
„aufgespannt“ wird, wobei der Nullvektor herausgenommen wird.
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v GERADE IN DER PROJEKTIVEN EBENE P2 (fortgesetzt)
Mögliche projektive Geradengleichungen in Parameterform:
gpr o j =
{
x ∈R3 \ {0ˆ} : x =λ ·p+µ ·q, λ,µ ∈R} oder
gpr o j =
{
x ∈R3 \ {0ˆ} : x =λ ·p+µ · (q −p), λ,µ ∈R}
Mögliche projektive Geradengleichung in Normalenform:
gpr o j =
{
x ∈R3 \ {0ˆ} : xT ·Sp ·q = 0
}
, (4.4)
wobei Sp ·q ∈R3 ein Normalenvektor und
Sp =
 0 −p3 p2p3 0 −p1
−p2 p1 0
 ∈R3×3
die schiefsymmetrische Matrix zum Vertreter p ist.
O ZUSAMMENFASSUNG
In diesem Abschnitt haben Sie
• ... mit dem Modell der projektiven Ebene P2 und des projektiven Raum-
esP3 eine neue Möglichkeit kennengelernt, Punkte darzustellen. Punkte
werden hierbei im Wesentlichen als Ursprungsgeraden des „jeweils ei-
ne Dimension höheren Raumes“ aufgefasst, in den der R2 bzw. der R3
„eingebettet“ werden;
• ... gelernt, eine Gerade in der projektiven Ebene P2 als „Ebene“ im R3
aufzufassen, und somit durch eine Gleichung in Parameter- oder Nor-
malenform zu beschreiben.
m ÜBERSICHT UND ORIENTIERUNG
Setzen Sie Ihren Weg durch das Leitprogramm nun mit dem Abschnitt
4.5.3 fort.
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4.5.2.2 Zweiter Zugang: Einführung projektiver Punkte über lineare
Gleichungssysteme
Erinnern Sie sich noch an den Unterschied zwischen einem inhomogenen und ei-
nem homogenen linearen Gleichungssystem? Wir wiederholen zunächst noch ein-
mal die „Matrix mal Vektor“-Darstellungsform für ein LGS:
v LGS-DARSTELLUNG DURCH „MATRIX MAL VEKTOR“
Ein lineares Gleichungssystem mit m Gleichungen und n Unbekannten
X1, X2, . . . , Xn sowie den bekannten Koeffizienten ai j ∈ R und bi ∈ R hat die
Form 
a11 a21 . . . a1n
a21 a22 . . . a2n
...
...
...
am1 am2 . . . amn

︸ ︷︷ ︸
Koeffizientenmatrix A
·

X1
X2
...
Xn

︸ ︷︷ ︸
n Unbekannte
=

b1
b2
...
bm
 ⇔ A ·X = b.
Homogen heißt ein LGS, wenn die „rechte Seite“ b ∈Rm gleich dem Nullvektor
ist. Ein homogenes LGS hat im Unterschied zu einem inhomogenen immer eine
Lösung, nämlich zumindest die Nulllösung X1 = X2 = ·· · = Xn = 0.
Homogenisieren eines inhomogenen LGS Wir wollen uns nun die folgende
Frage stellen:
Angenommen, ein inhomogenes System habe eine Lösung, die ent-
weder durch einen eindeutigen oder einen parameterabhängigen Lö-
sungsvektor dargestellt werden kann. Kann man das LGS auch als ho-Wie die Lösungsmen-
gen eines homoge-
nen bzw. inhomogenen
LGS allgemein über-
haupt aussehen können,
werden wir im nächs-
ten Kapitel erarbeiten.
mogenes LGS darstellen? Falls ja, verändert dies die Lösung?

 IDEE: „HOMOGENISIERE“ EIN INHOMOGENES LGS
Wir stellen uns zunächst vor, wir hätten ein inhomogenes LGS mit n Unbe-
kannten der Form
A · X˜ = b
gegeben, wobei X˜ ∈Rn der Vektor mit den Unbekannten, A ∈Rm×n die Koeffi-
zientenmatrix und b ein m-dimensionaler Vektor mit b 6= 0ˆ ist.
Versuchen wir also, das LGS zu „homogenisieren“, d.h., in ein homogenes
LGS zu verwandeln.
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 IDEE: „HOMOGENISIERE“ EIN INHOMOGENES LGS (fortgesetzt)
1. Dazu subtrahieren wir zunächst den Vektor b auf beiden Seiten und er-
halten
A · X˜ = b ⇔ A · X˜ −b = 0ˆ. (4.5)
2. Wir können diese Gleichung nun wieder in der Form „Matrix mal Vek- Tipp: Rechnen Sie
diesen Schritt noch ein-
mal selbst nach, in-
dem Sie die Matrix A
durch n Spaltenvekto-
ren in der Form A =(
s(1) s(2) . . . s(n)
)
darstellen.
tor“ darstellen, indem wir die Matrix A um die Spalte−b erweitern, und
dem Vektor X˜ die Komponente 1 anhängen:
(
A −b ) ·( X˜
1
)
= 0ˆ. (4.6)
Diesen Schritt wollen wir Homogenisieren nennen. Die Homogenisie-
rung ist offensichtlich keine Äquivalenzumformung des LGS, denn es gilt
Erinnerung: Die Multi-
plikation von Zeilen des
LGS mit einem Skalar
ungleich Null ist eine
elementare Zeilenumfor-
mung.
(
A −b )·( X˜
1
)
= 0ˆ ⇔ ( A −b )·µ·( X˜
1
)
= 0ˆ, µ ∈R\{0}. (4.7)
Das bedeutet: Nicht nur der Vektor
(
X˜
1
)
ist eine Lösung des homoge-
nisierten LGS (4.7), sondern auch alle skalaren Vielfachen des Vektors
der Form
µ ·
(
X˜
1
)
, µ ∈R\ {0}, sowie der Nullvektor 0ˆ ∈Rn+1.
3. Man kann dieses LGS nun auch als eigenes homogenes LGS mit der
m×(n+1)-Matrix ( A −b ) und dem „Unbekannten“-Vektor X ∈Rn+1
auffassen: (
A −b ) ·X = 0ˆ. (4.8)
LGS (4.8) wollen wir das zu (4.5)homogenisierte LGS nennen.
Da wiederum gilt „Übersetzt“ man
dies zurück in unse-
re Sprache für LGS, so
folgt hieraus übrigens:
Hat ein homogenes LGS
nicht nur die Nulllö-
sung, so ist mindestens
eine Variable in der
zugehörigen Zeilenstu-
fenform des LGS frei
wählbar.
(
A −b ) ·X = 0ˆ ⇔ ( A −b ) ·ν ·X = 0ˆ, ν ∈R\ {0},
ist für jede Lösung L =

L1
L2
...
Ln
Ln+1
 ∈R
n+1 des LGS ν·L =

νL1
νL2
...
νLn
νLn+1
 ∈R
n+1 mit
ν ∈R\ {0} ebenfalls eine Lösung. (Der Nullvektor selbst ist ohnehin eine
Lösung.)
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Welche Beziehung besteht nun genau zwischen der Lösung des inhomogenen
Systems (4.5) und der Lösung des homogenisierten Systems (4.8)? Wie „kommt man“
von der einen zur anderen?




E BEOBACHTUNGEN
1. Von (4.5) zu (4.8): Y˜ =

Y1
Y2
...
Yn
 ∈Rn sei der (eindeutige oder parameterab-
hängige) Lösungsvektor des LGS (4.5). Da das homogenisierte LGS (4.8)
aus dem LGS (4.5) mit dem Lösungsvektor Y˜ hervorgegangen und der
Vektor Y :=

Y1
Y2
...
Yn
1
 ∈ R
n+1 mithin eine Lösung von (4.8) ist, ist klar, dass
auch jeder Vektor der Form µ ·Y = µ ·

Y1
Y2
...
Yn
1
 , µ ∈ R \ {0} sowie zusätzlich
der Nullvektor 0ˆ ∈Rn+1 eine Lösung von (4.8) ist.
2. Von (4.8) zu (4.5): Sei L =

L1
L2
...
Ln
Ln+1
 ∈ R
n+1 der allgemeine Lösungsvektor
des homogenisierten LGS (4.8). Dann lässt sich der Lösungsvektor des
urspünglichen LGS (4.5) daraus herleiten, wenn die letzte Komponente
des Vektors L ungleich Null ist, also Ln+1 6= 0. Es gilt dann nämlich:Zur Bedeutung des
Falles Ln+1 = 0 kom-
men wir später.
L =

L1
L2
...
Ln
Ln+1
= Ln+1︸ ︷︷ ︸∈R\{0} ·

L1
Ln+1
L2
Ln+1
...
Ln
Ln+1
1
 , also Y =

Y1
Y2
...
Yn
1
=

L1
Ln+1
L2
Ln+1
...
Ln
Ln+1
1
 bzw. Y˜ =

L1
Ln+1
L2
Ln+1
...
Ln
Ln+1
 .
Bei diesem „Rückweg“ fällt auf:
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E BEOBACHTUNGEN (fortgesetzt)
• Er „funktioniert“ nur für die Lösungen von (4.8), bei denen die
letzte Komponente die Bedingung Ln+1 6= 0 erfüllt. Es ist also mög-
lich, dass sich ein Teil der Lösungen nicht in das inhomogene LGS
(4.5) „zurückübersetzen“ lässt.
• Der Nullösung, die immer eine Lösung des homogenisierten LGS
(4.8) darstellt, entspricht offensichtlich keine Lösung des inhomo-
genen Ursprungssystems (4.5).
Wir wollen uns die Grundidee unserer Beobachtungen merken:
 IDEE: SKAL. VIELFACHE VON LÖSUNGEN SIND „GLEICHWERTIG“
Man kann dem n-dimensionalen Lösungsvektor Y˜ des originalen inhomo- Dies ist die zentra-
le Idee, die Sie sich
merken sollten!
genen LGS (4.5) alle n+1-dimensionalen Lösungsvektoren des homogenisier-
ten LGS (4.8) eindeutig zuordnen, die „echte“ skalare Vielfache λ·Y des Vektors
Y =
(
Y˜
1
)
mit λ 6= 0 sind:
Inhomogenes LGS A · X˜ = b Homogenisiertes LGS ( A −b ) ·X = 0ˆ
Y˜ =

Y1
Y2
...
Yn
 ∈Rn
︸ ︷︷ ︸
Lösungsvektor Y˜
∼= λ ·Y =λ ·

Y1
Y2
...
Yn
1
 , λ ∈R\ {0}
︸ ︷︷ ︸
Vom Nullvektor verschiedene skal. Vielf. des Vektors
Y˜
1

Mithilfe dieses Prinzips könnte man z.B. die Lösung eines inhomogenen Sys-
tems aus dem „eine Dimension höheren“ homogenisierten System bestimmen.



. AUFGABE
Bestimmen Sie die Lösung der beiden homogenen LGS, die gegeben sind
durch die EKM 1 −1 1 0 00 2 1 −5 0
0 0 3 −3 0
 und
 1 −1 1 0 00 2 1 −5 0
0 0 0 0 0
 .
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

. AUFGABE (fortgesetzt)
Bestimmen Sie ferner aus Ihren Ergebnissen die Lösung der zugehörigen in-
homogenen LGS, die gegeben sind durch die EKM 1 −1 1 00 2 1 5
0 0 3 3
 und
 1 −1 1 00 2 1 5
0 0 0 0
 .




E BEOBACHTUNGEN
• Zur EKM  1 −1 1 0 00 2 1 −5 0
0 0 3 −3 0

setzt man für die freie Variable z.B. X4 = s ∈ R an. Daraus folgt X3 =
s,X2 = 52 s− 12 s = 2s und X1 = −s+2s = s, also der allgemeine Lösungs-
vektor
X =

1
2
1
1
 · s, s ∈R.
Um daraus die Lösung für das zugehörige inhomogene System 1 −1 1 00 2 1 5
0 0 3 3

zu bestimmen, muss s so gewählt werden, dass die letzte Komponente
von X gleich 1 ist. Dies ist bereits der Fall, deshalb wählen wir s = 1 und
erhalten den Vektor Xs=1 =

1
2
1
1
. Die Lösung des inhomogenen Systems,
die man aus den oberen drei Komponenten von Xs=1 abliest, lautet so-
mit X˜ =
12
1
.
• Zur EKM  1 −1 1 0 00 2 1 −5 0
0 0 0 0 0

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E BEOBACHTUNGEN (fortgesetzt)
setzt man als freie Variable z.B. X4 = s ∈ R und X3 = t ∈ R an. Daraus
folgt X2 =−12 t+ 52 s und X1 =−t− 12 t+ 52 s =−32 t+ 52 s, also der allgemeine
Lösungsvektor
X =

5
2
5
2
0
1
 · s+

−32
−12
1
0
 · t , s, t ∈R.
Um daraus die Lösung für das zugehörige inhomogene System 1 −1 1 00 2 1 5
0 0 0 0

zu bestimmen, müssen s und t in der Linearkombination, die den Vek-
tor X bildet, so gewählt werden, dass dass die letzte Komponente von X
gleich 1 ist. Dazu muss hier s = 1 gewählt werden, t hingegen kann belie-
big aus R gewählt werden, was den Vektor Xs=1 =

5
2
5
2
0
1
+

−32
−12
1
0
 · t , t ∈R
liefert. Durch Ablesen der oberen drei Komponenten von Xs=1lässt sich
die Lösung des inhomogenen Systems bestimmen zu
X˜ =
525
2
0
+
−32−12
1
 · t , t ∈R.
Die Zentralprojektion als konkreter Anwendungsfall Spätestens an dieser
Stelle fragen Sie sich sicherlich, wozu das wohl alles gut sein sollte. Warum sollte
man überhaupt auf die Idee kommen wollen, ein inhomogenes LGS zunächst zu
homogenisieren, um dann in der „höheren Dimension“ eine Lösungsgesamtheit
zu bestimmen, die man dann wieder auf eine Einzellösung „herunterbrechen“
muss!?



. AUFGABE
Schauen Sie sich (noch einmal) an, wie auf Seite 190 die Abbildungsvor-
schrift der Standardzentralprojektion mithilfe von Geraden- und Ebenenglei-
chungen hergeleitet wurde.
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. AUFGABE (fortgesetzt)




E BEOBACHTUNGEN
Um den Punkt X =
X1X2
X3
 zu projizieren, hatten wir den Schnittpunkt
X ′Raum ∈R3 der Projektionsgeraden
g =
v ∈R3 : v =λ
X1X2
X3
 , λ ∈R

und der Bildebene
E =
u ∈R3 :
00
1
 ·u = f

bestimmt. Das Einsetzen von λX3 in u3 der Ebenengleichung führte zu der
Rechnung
λX3 = f ⇔
X3 6=0
λ= f
X3
und damit nach erneutem Einsetzen von λ in die Geradengleichung zum
Schnittpunkt
X ′Raum =
 f
X1
X3
f X2X3
f
 .
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Wir hatten bereits festgestellt, dass...
• ... die notwendige Einschränkung X3 6= 0 in dieser Herleitung ein Nachteil
ist, wenn wir mit Fernpunkten rechnen und auch Punkte der Verschwin-
dungsebene abbilden wollen;
• ... die Brüche X1X3 und
X2
X3
im berechneten Schnittpunkt X ′Raum verhindern,
dass die so gefundene Abbildungsvorschrift für die Zentralprojektion ähn-
lich gut handhabbar ist wie lineare Abbildungen, dass insbesondere Linear-
kombinationen von Vektoren dadurch nicht auf Linearkombinationen von
Vektoren abgebildet werden.
Unser nächstes Ziel ist es deshalb, den Rechenweg in dieser Herleitung so zu
„homogenisieren“, dass wir wie angekündigt einerseits ein neues Punktmodell da-
von ableiten können, und andererseits später dadurch zu einer Abbildungsvor-
schrift gelangen, die diese Nachteile nicht mehr aufweist. Dadurch, dass wir das
Schnittproblem auf der abstrakten Ebene linearer Gleichungssysteme betrachten,
können wir alle uns dort zur Verfügung stehenden Erkenntnisse nutzen, die uns Dies wird noch be-
sonders wichtig wer-
den im Hinblick auf die
allgemeine Abbildungs-
vorschrift.
„Arbeit“ bzw. „Fallunterscheidungen“ ersparen.
„Homogenisierung“ des Schnittproblems von Projektionsgerade und Bil-
debene Wir setzen dazu beim konkreten Schnittproblem an, das zu lösen ist,
wenn man die Projektionsgerade und die Bildebene im Standardfall zum Schnitt
bringen will. Wir wählen unsere Bezeichnungen wie folgt:
• X˜ =
X1X2
X3
 ∈R3 bezeichne den festen zu projizierenden Punkt im Raum;
Der Raumpunkt be-
kommt also ein hochge-
stelltes ∼ -Symbol und
wird zu X˜ .• g =
v ∈R3 : v =λ
X1X2
X3
 , λ ∈R
 ist die Gleichung der Projektionsgeraden,
auf der der gesuchte räumliche Bildpunkt X˜ ′ liegen muss;
• E =
u ∈R3 :
00
1
 ·u = f
mit festem f > 0 ist die Gleichung der Bildebene.
Gesucht ist also die Unbekannte λ ∈R\ {0}, so dass der Bildpunkt Bedingung λ 6= 0 muss
gelten, weil das Projek-
tionszentrum Z =
00
0

als Schnitt- bzw. Bild-
punkt nicht in Frage
kommt.
X˜ ′ =λ · X˜ =λ ·
X1X2
X3
 (4.9)
in der Bildebene E liegt.
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1. Zu lösen ist also das inhomogene LGS00
1
 ·λ · X˜ = f ⇔
00
1
 · X˜
︸ ︷︷ ︸
∈R
·λ− f = 0. (4.10)
welches nur aus einer Gleichung mit einer Unbekannten besteht, nämlich
λ. (Den Punkt X˜ setzen wir als gegeben voraus.)
2. Die Homogenisierung analog zu (4.6) führt zu der Form 00
1
 · X˜ − f
 ·(λ
1
)
⇔ ( X3 − f ) ·(λ1
)
. (4.11)
3. Analog zu (4.8) wollen wir wiederum das homogensierte LGS als eigenstän-
diges System untersuchen, und dazu die Lösung bestimmen. Betrachte also
von nun das LGS (
X3 − f
) ·(l1
l2
)
(4.12)
mit den zwei Unbekannten l1 und l2.
Fasst man die zweite Unbekannte l2 hier als die freie Variable auf, für die
man bspw. l2 = d ∈R ansetzt, so erhalten wir hieraus l1 = f ·dX3 und damit den
allgemeinen zweidimensionalen Lösungsvektor
L =
(
l1
l2
)
=
(
f ·d
X3
d
)
=
(
f
X3
1
)
·d , d ∈R. (4.13)
Zunächst einmal ist klar: In der allgemeinen Lösung des homogenisierten Sys-
tems (4.13) „steckt“ unsere bereits berechnete Lösung für λ „drin“. Man erhält sie
gerade für d = 1, denn dann ist l2 = 1 und deshalb l1 = λ= fX3 , woraus man durch
Einsetzten in (4.9) den „altbekannten“ Bildpunkt X˜ ′ =
 f
X1
X3
f X2X3
f
 erhält.
Was ist aber, wenn man nun im homogenisierten LGS (4.12) eine andere Wahl
für d trifft?

 IDEE: HOMOGENISIERE DEN BILDPUNKT!
Daraus können wir uns eine homogenisierte Form des Bildpunktes „bas-
teln“! Dazu hängen wir einfach an das skalare Vielfache l1 · X˜ des Vektors X˜
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 IDEE: HOMOGENISIERE DEN BILDPUNKT! (fortgesetzt)
den Parameter d als zusätzliche vierte Komponente und definieren die Vek-
toren der Form
X ′ =
(
l1 · X˜
d
)
∈R4, (4.14)
als neue Vertreter unseres Bildpunktes X˜ ′. Konkret wäre dies für d = 1 der Ver-
treter
X ′(1) =
(
f
X3
· X˜
1
)
=

f X1X3
f X2X3
f
1
 ∈R4.
Hierbei müssen wir nun allerdings aufpassen, dass wir in (4.14) zusätzlich
die Bedingung d 6= 0 einfordern, denn den Vektor(
0 · X˜
0
)
= 0ˆ
können wir als Vertreter unseres Bildpunktes X˜ ′ nicht zulassen!




E BEOBACHTUNGEN
Durch das Einsetzen verschiedener Werte für d erhalten wir so natürlich
unterschiedliche Vertreter:
• Wählt man bspw. d = X3, so folgt daraus, dass l1 = f und l1 · X˜ =
 f ·X1f ·X2
f

ist. Als vierdimensionalen Vertreter von X˜ ′ erhält man dann
X ′(2) =
(
l1 · X˜
d
)
=

f ·X1
f ·X2
f ·X3
X3
 ∈R4.
• Wählt man bspw. d = X3f , so folgt daraus, dass l1 = 1 und l1 · X˜ =
X1X2
X3

ist. Als vierdimensionalen Vertreter von X˜ ′ erhält man dann
X ′(3) =
(
l1 · X˜
d
)
=

X1
X2
X3
X3
f
 ∈R4.
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Projektive Punkte Das Prinzip des Homogenisierens haben wir obenstehend
nun so angewendet, dass wir daraus eine neue formale Darstellung für Punkte des
Raumes erhalten haben! Anhand der für unseren euklidischen Bildpunktes X˜ ′ = f
X1
X3
f X2X3
f
 beispielhaft ermittelten homogenisierten Vertreter
X ′(1) =

f X1X3
f X2X3
f
1
 , X ′(2) =

f ·X1
f ·X2
f ·X3
X3
= X3 ·

f X1X3
f X2X3
f
1
 und X ′(3) =

X1
X2
X3
X3
f
= X3f ·

f X1X3
f X2X3
f
1
 ,
lässt sich hierbei die Grundregel wiedererkennen, dass alle vom Nullvektor ver-
schiedenen skalaren Vielfachen eines beliebigen Vertreters als gleichwertige Reprä-
sentanten anzusehen sind, mithin alle mit einem einzigen Punkt im Raum iden-
tifiziert werden müssen. Der Rückweg zu diesem euklidischen Punkt bereitet uns
dann keine Schwierigkeiten, wenn man einen vierdimensionalen Vertreter in der
letzten Komponente auf 1 normieren kann (d.h., die letzte Komponente muss da-
zu ungleich Null sein).
Die so neu geschaffenen Punkte nennt man projektive Punkte, bzw. Punkte des
projektiven Raumes. Wir geben eine allgemeine Definition:
v PUNKTE DES PROJEKTIVEN RAUMES P3
Es bezeichne X˜ =
X1X2
X3
 einen beliebigen Raumpunkt im R3.
Von nun an wollen wir
für einen euklidischen
Punkt X˜ des Raumes
R3 immer einen Groß-
buchstaben mit hoch-
gestelltem ∼ -Symbol
verwenden. Steht ein
Buchstabe hingegen in
eckigen Klammern [X ],
ist damit der projekti-
ve Punkt gemeint. X
ist hierbei ein mögli-
cher Vertreter von [X ].
Dann identifiziert man den euklidischen Punkt X˜ mit der Menge aller vom
Nullvektor verschiedenen skalaren Vielfachen des Vektors X =

X1
X2
X3
1
 ∈R4:
[X ]=


X1
X2
X3
1

= {λ ·X , λ ∈R\ {0}}=


λX1
λX2
λX3
λ

⊂R4
[X ] nennt man projektiven Punkt des projektiven Raumes P3. X ∈ R4 wie
auch λ · X ∈ R4 bezeichnen wir als Vertreter der Punktes [X ], von denen wir
wissen, dass es wegen λ ∈R\ {0} unendlich viele gibt.
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V BEISPIEL(E)
Es sei X˜ =
−27
2
3
 ∈R3 der euklidische Raumpunkt. Durch das Anhängen der
Koordinate 1 erhält man mit X =

−2
7
2
3
1
 einen Vektor des R4. Die Menge aller
skalaren Vielfachen
λ

−2
7
2
3
1
 , λ ∈R\ {0}
 dieses Vektors bezeichnet man als
den mit X˜ identifizierten projektiven Punkt [X ].
Der Vektor

−2
7
2
3
1
 ist also ein möglicher Vertreter von [X ], genauso sind die
Vektoren

−200
700
200
3
100
,

−6
21
2
3
 und

1
−72
−13
−12
 gleichwertige Vertreter desselben Punktes.




i INFOBOX: HOMOGENE KOORDINATEN
In der Literatur (z.B. in [BR94]) bezeichnet man die nur bis auf Vielfache
eindeutig bestimmten Koordinaten X1, X2, X3 und X4 eines projektiven Punk-
tes
X =


X1
X2
X3
X4

 ∈P3
oft als homogene Koordinaten, da sie ja durch Homogenisierung entstehen.
Für uns ist zukünftig die sprachliche Unterscheidung zwischen projektiven
Punkten [X ] ∈ P3 einerseits und ihren vierdimensionalen Vertretern X ∈ R4
andererseits wichtiger. Die Begriffe homogen oder homogenisiert werden wir
in späteren Kapitel nur noch selten verwenden.
So weit, so gut - aber welchen Vorteil sollte uns die Homogenisierung von Punk-
ten bieten? Wozu benötigen wir bitte projektiven Punkte?
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Nenner vermeiden Ein erster „kleiner Vorteil“, dessen tieferen Nutzen wir spä-
ter noch auskosten werden, ist die Möglichkeit einer „nennerfreien“ Darstellung
eines Punktes mit rationalen Komponenten. Den euklidischen Punkt X˜ =
−134
5
−2613
 ∈
R3 bspw. könnte man durch den Vertreter X =

−65
39
−390
195
 ∈ R4 seines zugehörigen
projektiven Punktes [X ] =


−65
39
−390
195

 ∈ P3 darstellen. Wirklich interessant wird
dies noch im Hinblick auf unsere entwickelte Abbildungsvorschrift für die Zen-
tralprojektion werden. Beispielsweise ist der oben genannte homogene Vertreter
X ′(2) =

f ·X1
f ·X2
f ·X3
X3
 des euklidischen Bildpunktes X˜ ′ =
 f
X1
X3
f X2X3
f
 im Gegensatz zu diesem
„nennerfrei“.
Ein Format für unsere Fernpunkte Werfen Sie doch noch einmal einen Blick
auf das LGS (4.12) mit dem Lösungsvektor (4.13).



. AUFGABE
Wie sieht die Lösung des LGS eigentlich aus, wenn X3 = 0 ist? Wie könnte
man daraus analog zu (4.14) einen homogenisierten Bildpunkt „basteln“? Und
wie könnte man das Resultat geometrisch interpretieren?
Im Fall X3 = 0 hat das LGS (4.12) die Gestalt(
0 − f ) ·(l1
l2
)
Es ist klar, dass nun l2 = 0 sein muss, l1 hingegen frei gewählt werden kann.
Setzt man bspw. l1 = c ∈R, hat der allgemeine Lösungsvektor somit die Form
LX3=0 =
(
c
0
)
, c ∈R.
Analog zu (4.14) erhält man daraus homogene Bildpunkt-Vertreter der Form
X ′ =
(
c · X˜
0
)
=

c ·X1
c ·X2
0
0
 ∈R4,
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wobei wir diesmal zusätzlich die Bedingung c 6= 0 einfordern müssen, um den
Nullvektor wieder auszuschließen. Können vierdimensionale Vektoren dieser Form
tatsächlich als projektive Vertreter für irgendeinen Raumpunkt „auftreten“?
Die Antwort lautet - ja! Das ist nicht nur möglich, sondern genau das, was wir
gesucht haben! Vergegenwärtigen wir uns dazu wieder die Lochkamerasituation,
um zu analysieren, was X3 = 0 eigentlich geometrisch bedeutet: Der zentralpro-
jektiv abzubildende Raumpunkt X˜ =
X1X2
0
 liegt dann nämlich in der Verschwin-
dungsebene der Lochkamera (vgl. Abb. 4.21). Seine Projektionsgerade liegt parallel
zur Bildebene - oder, wie wir mit unserem Vorwissen aus 4.5.1.5 sagen würden -
schneidet sie einem Fernpunkt! Die Vektoren der Form X ′(∞) =

c ·X1
c ·X2
0
0
 , c 6= 0 bil-
den zusammen also den projektiven unendlich fernen Bildpunkt [X ′(∞]], für den
man euklidisch gar keine formale Darstellung zur Verfügung hat.
Das Kennzeichen dafür, dass hier ein unendlich ferner Punkt vorliegt,
ist die Null in der vierten Komponente!
Es ist demnach nicht möglich, hieraus einen „echten“ euklidischen Punkt abzulei-
ten. Allerdings kann man aus den ersten drei Komponenten die euklidische Rich-
tung ablesen, die der Fernpunkt repräsentiert, nämlich die Richtung u =±
X1X2
0
.
V BEISPIEL(E)
Sei der abzubildende Punkt in der Verschwindungsebene bspw. X˜ =
23
0
.
Seine Projektionsgerade
g =
v ∈R3 : v =λ
23
0
 , λ ∈R

schneidet dann die Bildebene im Fernpunkt [X ′(∞)] =


2
3
0
0

, der mit der
Raumrichtung ±
23
0
 identifiziert wird.
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Wir ergänzen somit unsere Definition projektiver Punkte um die Fernpunkte.
v FERNPUNKTE DES PROJEKTIVEN RAUMES P3
Es sei die Menge aller skalaren Vielfachen des Vektors X =

X1
X2
X3
0
 ∈ R4 ohne
Mit dieser Darstel-
lung für unendliche
Punkte kann man pro-
blemlos nach den üb-
lichen Regeln der Vek-
torrechnung rechnen.
den Nullvektor definiert durch
[X ]=


X1
X2
X3
0

= {λ ·X , λ ∈R\ {0}}=


λX1
λX2
λX3
0

⊂R4,
dann ist [X ] ein projektiver Punkt des projektiven Raumes P3, der einen
Fernpunkt repräsentiert. Alle Vielfachen λ · X ∈ R4, λ 6= 0, sind gleichwertige
Vertreter der Punktes [X ].
Abb. 4.21 Lochkamera: Die Projektionsgerade durch einen Punkt der Verschwindungsebene
schneidet die Bildebene in einem Fernpunkt.
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i INFOBOX: KEINE DEHOMOGENISIERUNG VON FERNPUNKTEN
Einen Fernpunkt der Form


X1
X2
X3
0

 ∈ P3 können wir nur als projektiven
Punkt darstellen, nicht als euklidischen. Man kann aus ihm aber die Richtung
innerhalb des euklidischen Raumes „ablesen“, die mit dem Fernpunkt asso-
ziert werden kann, nämlich ±
X1X2
X3
.
Damit haben wir für Fernpunkte eine analoge projektive Darstellung gefun-
den wie für „echte“ Punkte des euklidischen Raumes! Zusammen bilden diese den
Projektiven Raum P3:
v PROJEKTIVER RAUM P3
Der projektive Raum P3 ist die Menge aller projektiven Punkte [X ], deren
Vertreter aus dem R4 \ {0ˆ} stammen:
P3 =
[X ]=


X2
X2
X3
X4

 ,

X2
X2
X3
X4
 ∈R4 \ {0ˆ}
 .
Achtung: Der Nullvektor

0
0
0
0
 ist ausdrücklich ausgenommen, denn


0
0
0
0


entspricht keinem projektiven Punkt (auch keinem Fernpunkt)!
Fassen wir der Übersicht halber zusammen, wie man von einem euklidischen
Punkt zu seiner projektiven Darstellung und ggf. zurück kommt:
v HOMOGENISIERUNG VON EUKLIDISCHEN PUNKTEN
Den Übergang „von euklidischen zu projektiven Punkten“ bezeichnet
man als Homogenisierung. Die Abbildungsvorschrift hierzu lautet
H : R3 →P3;
X1X2
X3
 7→


X1
X2
X3
1

 .
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v HOMOGENISIERUNG VON EUKLIDISCHEN PUNKTEN (fortgesetzt)
Man hängt also den drei euklidischen Koordinaten des Punktes als dritte Ko-
ordinaten eine 1 an.
V BEISPIEL(E)
 3−5
2
 7→


3
−5
2
1

 .
v DEHOMOGENISIERUNG VON PROJEKTIVEN PUNKTEN
Den Übergang „von projektiven zu euklidischen Punkten“ bezeichnet
man als Dehomogenisierung. Die Abbildungsvorschrift hierzu lautet
D : R4 \


X1
X2
X3
0
 , X1, X2, X3 ∈R
→R
3;

X1
X2
X3
X4
 7→ 1X4
X1X2
X3

Dieser lässt sich nur vollziehen, wenn der vorliegende Punkt kein Fernpunkt,
mithin X4 6= 0 ist. Man teilt dann die drei ersten Koordinaten durch X4.
V BEISPIEL(E)
Zu


−3p
5
−2
1
2

 dehomogenisiere man den Vertreter:

−3p
5
−2
1
2
 7→
 −62p5
−4
.
Bevor Sie den Umgang mit Punkten der projektiven Ebene in einer Arbeitspha-
se üben sollen, vollziehen wir noch einen letzten gedanklichen Schritt bezüglich
unseres neuen Punktmodells, nämlich die Übertragung des Konzeptes auf Punkte
der Ebene.
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Übertragung der Ergebnisse auf die projektive Ebene P2 Alle unseren bis-
herigen Ergebnisse kann man formal ohne Probleme auf die projektive Ebene P2
übertragen. Anstelle von vierdimensionalen Vektoren als Vertreter dreidimensio-
naler Punkte benutzen wir nun dreidimensionale Vektoren als Vertreter zweidi-
mensionaler Punkte:
V BEISPIEL(E)
Es sei x˜ =
(
7
2
3
)
∈ R2 ein Punkt der euklidischen Ebene. Durch das Anhän-
gen der Koordinate 1 erhält man mit x =
72
3
1
 einen Vektor des R3. Die Menge
aller skalaren Vielfachen
λ
72
3
1
 , λ ∈R\ {0}
 dieses Vektors bezeichnet man
als den mit x˜ identifizierten projektiven Punkt [x].
Wir ergänzen also die entsprechenden Definitionen:
v PROJEKTIVE EBENE P2
Die projektive Ebene P2 ist die Menge aller projektiven Punkte [x], deren
Vertreter (bzw. „Richtungsvektoren“ der zugehörigen Ursprungsgeraden) aus
dem R3 \ {0ˆ} stammen:
P2 =
[x]=
x1x2
x3
 ,
x1x2
x3
 ∈R3 \ {0ˆ}
 .
v (DE-)HOMOGENISIERUNG & FERNPUNKTE IM P2
• Die Homogenisierung, also der „Übergang von euklidischen zu projek-
tiven Punkten“, erfolgt für Punkte der Ebene R2 ebenfalls durch „Eins-
Anhängen“:
H : R2 →P2;
(
x1
x2
)
7→
x1x2
1
 .
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v (DE-)HOMOGENISIERUNG & FERNPUNKTE IM P2 (fortgesetzt)
• Für die Dehomogenisierung, also für den „Übergang von projektiven
zu euklidischen Raumpunkten“, wird durch die dritte Komponente des
dreidimensionalen Vertreters dividiert:
D : R3 \

x1x2
0
 , x1, x2, x3 ∈R
→R2;
x1x2
x3
 7→ 1
x3
(
x1
x2
)
.
• Die Fernpunkte von P2 haben die projektive Form
x1x2
0
. Sie können
nicht dehomogenisiert werden.




i INFOBOX: SCHREIBWEISEN UND BEISPIELE
Unsere bisherigen Schreibweisen sollen von nun an nach MöglichkeitGenerell gilt von nun
an: Punkte der Ebe-
ne werden mit klei-
nen Buchstaben be-
zeichnet, Punkte des
Raumes hingegen
mit Großbuchstaben.
durchgängig weiter verwendet werden. Das bedeutet:
• Zu einem projektiven Punkt [X ] =


X1
X2
X3
X4

 ∈ P3 des Raumes bezeichne
X =

X1
X2
X3
X4
 ∈ R4 einen möglichen Vertreter und X˜ =

X1
X4
X2
X4
X3
X4
 ∈ R3 den ent-
sprechenden euklidischen Punkt, falls er existiert.
Beispiel: Projektiver Punkt


−2
77
1
3
5

 ∈ P3, Vertreter X =

−2
77
1
3
5
 ∈ R4, eu-
klidischer Punkt X˜ =
−2577
5
1
15
 ∈R3.
• Zu einem projektiven Punkt [x] =
x1x2
x3
 ∈ P2 der Ebene bezeichne
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i INFOBOX: SCHREIBWEISEN UND BEISPIELE (fortgesetzt)
x =
x1x2
x3
 ∈ R3 einen Vertreter und x˜ = ( x1x3x2
x3
)
∈ R2 den entsprechenden
euklidischen Punkt, falls er existiert.
Beispiel: Projektiver Punkt

p
2
−1
3
 ∈ P2, Vertreter x =

p
2
−1
3
 ∈ R3, eu-
klidischer Punkt x˜ =
(p
2
3
−13
)
∈R2.




Í ARBEITSPHASE: HOMOGENE KOORDINATEN - ZUGANG 2
Im ersten Teil dieser Arbeitsphase machen Sie sich mit den Punkten der
projektiven Ebene P2 vertraut. Für diese Punkte lernen Sie noch eine anschau-
liche geometrische Deutungsmöglichkeit kennen. Im zweiten Teil erarbeiten
Sie darauf aufbauend projektive Geradendarstellungen für Geraden der Ebene,
die im Verlauf des Kurses noch benötigt werden.
1. Bearbeiten Sie das Arbeitsblatt HOMOGENE KOORDINATEN - ZUGANG 2.
2. Nehmen Sie sich Zeit für die Überprüfung Ihrer Ergebnisse anhand der
bereitgestellten Lösung.
In Aufgabe 2 des Arbeitsblattes haben wir verschiedene Möglichkeiten ken-
nengelernt, eine Gerade in der Ebene projektiv zu beschreiben. Diese werden wir
im Verlauf der Lerneinheit noch öfter benötigen. Wir halten sie deshalb noch ein-
mal fest:
v GERADE IN DER PROJEKTIVEN EBENE P2
Es seien [p] und [q] zwei verschiedene Punkte der projektiven Ebene P2.
Ihre projektive Verbindungsgerade gpr o j entspricht dann der Ursprungsebe-
ne des R3, die von zwei beliebigen Vertretern p und q der Punkte [p] und [q]
„aufgespannt“ wird, wobei der Nullvektor herausgenommen wird.
Mögliche projektive Geradengleichungen in Parameterform:
gpr o j =
{
x ∈R3 \ {0ˆ} : x =λ ·p+µ ·q, λ,µ ∈R} oder
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v GERADE IN DER PROJEKTIVEN EBENE P2 (fortgesetzt)
gpr o j =
{
x ∈R3 \ {0ˆ} : x =λ ·p+µ · (q −p), λ,µ ∈R}
Mögliche projektive Geradengleichung in Normalenform:
gpr o j =
{
x ∈R3 \ {0ˆ} : xT ·Sp ·q = 0
}
, (4.15)
wobei Sp ·q ∈R3 ein Normalenvektor und
Sp =
 0 −p3 p2p3 0 −p1
−p2 p1 0
 ∈R3×3
die schiefsymmetrische Matrix zum Vertreter p ist.
O ZUSAMMENFASSUNG
In diesem Abschnitt haben Sie
• ... mit dem Modell des projektiven Raumes P3 und der projektiven Ebe-
ne P2 eine neue Möglichkeit kennengelernt, Punkte darzustellen. Der
Ortsvektor eines euklidischen Punktes wird hierbei im Wesentlichen
mit allen vom Nullvektor verschiedenen skalare Vielfachen des „eine
Dimension höheren Vektors“ identifiziert, der durch Homogenisierung
aus dem ursprünglichen hervorgeht;
• ... gelernt, eine Gerade in der projektiven Ebene P2 als „Ebene“ im R3
aufzufassen, und somit durch eine Gleichung in Parameter- oder Nor-
malenform zu beschreiben.
m ÜBERSICHT UND ORIENTIERUNG
Setzen Sie Ihren Weg durch das Leitprogramm nun mit dem Abschnitt
4.5.3 fort.
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4.5.3 Darstellung der Zentralprojektion mithilfe projektiver
Punkte
Z LERNZIEL(E)
Nach Bearbeitung dieses Abschnitts können Sie mithilfe der neu entwi-
ckelten projektiven Punkte bzw. homogenen Koordinaten die Abbildungsvor-
schrift der Zentralprojektion übersichtlicher, geschlossener und vollständiger
formulieren, sowie einfacher mit ihr rechnen.
Erinnern Sie sich noch an unser Ausgangsproblem aus Unterabschnitt 4.5.1.5?
Wir hatten zuvor anhand des GeoGebra-Applets ZENTRALPROJEKTION die Abbil-
dungsvorschrift für die Standard-Zentralprojektion hergeleitet. Das bedeutet, die
Vorschrift gilt nur, wenn Raumkoordinatensystem, Kamerakoordinatensystem und
Bildkoordiantensystem in einer ganz bestimmten Konstellation zueinander ste-
hen. Rufen wir sie uns noch einmal ins Gedächtnis:
v STANDARD-ZENTRALPROJEKTION
Eine ideale Lochkamera wird so in den Raum eingebettet, dass
• dem Raum-, Kamera- und Bildkoordinatensystem jeweils ein kartesi-
sches Koordinatensystem mit Standardbasis zugrunde liegt,
• Z˜ =
00
0
= 0ˆ das Projektions- bzw. Kamerazentrum ist,
• die Bildebene parallel zur X1X2-Ebene liegt und
• der Koordinatenurspung H˜ der Bildebene genau auf der X3-Achse liegt,
die die „Blickrichtung“ der Kamera vorgibt.
Die Standard-Zentralprojektion ist dann definiert durch
Z˜ : R3 \

X1X2
0
 , X1, X2 ∈R
→R2,
X1X2
X3
 7→ ( f · X1X3
f · X2X3
)
, (4.16)
wobei , X˜ =
X1X2
X3
mit X3 6= 0 ein beliebiger zu projizierender Punkt und f 6= 0
die Bildweite der Kamera ist.
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Leider mussten wir feststellen, dass diese Abbildungsvorschrift nicht nur viel
komplizierter ausfallen könnte, wenn wir die Kamera z.B. anders im Raum aus-
richten würden, sondern dass sie auch andere Unzulänglichkeiten aufweist. Im
Wesentlichen hatten wir drei Mängel herausgearbeitet:
1. Das Rechnen mit der Abbildungsvorschrift funktionierte nicht nach den bei
linearen Abbildungen gültigen Regeln. Insbesondere im Hinblick auf unser
Ziel, aus Bildpunkten Urbildpunkte wiederzugewinnen, erschien dies als ent-
scheidender Nachteil gegenüber linearen Abbildungen, bei denen man mit
einfachen LGS anhand weniger bekannter Punkt-Bildpunkt-Paarungen das
gesamte Abbildungsverhalten rekonstruieren konnte.
2. Durch die Abbildungsvorschrift konnten keine unendlich weit entfernten Raum-
punkte auf Bildpunkte abgebildet werden. Dies ist aber nötig, da in zentral-
projektiven Bildern Fluchtpunkte auftreten können, die der Computer be-
rechnen können muss. Diese Fluchtpunkte sind aber gerade die Bilder sol-
cher Fernpunkte.
3. Außerdem konnte sie Raumpunkte nicht auf Fernpunkte abbilden. Deshalb
mussten die Punkte der Verschwindungsebene als „Ausnahmen“ behandelt
werden, die nicht abgebildet werden konnten.
Vergleichen wir nun diese Ziele mit unseren Fortschritten und ziehen ein
erstes Zwischenfazit:
• Durch die Einführung der projektiven Punkte ist es uns nun möglich, auch
unendlich weit entfernte Punkte des Raumes und der Bildebene darstellen
zu können. Wir sind damit nun bestens gerüstet, die Mängel 2. und 3. aus-
zumerzen. Was uns in dieser Hinsicht nur noch fehlt, ist eine Neuformu-
lierung der Abbildungsvorschrift, die auf projektiven Punkten anstatt auf
euklidischen Punkten operiert.
• Einer möglichen Abhilfe des 1. Mangels sind wir scheinbar noch nicht auf
die Spur gekommen. Das liegt allerdings nur daran, dass wir uns bisher aus-
schließlich mit unserem neuen Punktmodell, aber noch nicht mit einer zu
diesem Modell „passenden“ neuen Version der Abbildungsvorschrift aus-
einandergesetzt haben. Vielleicht haben Sie jedoch „nebenbei“ bemerkt, dass
es uns durch das neue Punktmodell möglich ist, Bruchzahlen in Vektorkom-
ponenten von euklidischen Punkten durch das Homogenisieren der Punkte
„loszuwerden“, indem man passende projektive Vertreter ohne Brüche wählt.
Kann man diese Eigenschaft der projektiven Punkte vielleicht ausnutzen,
um die neuzuformulierende Abbildungsvorschrift sogar in die Form einer
linearen Abbildung zu „gießen“?
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4.5.3.1 Neue Darstellung der zentralprojektiven Abbildungsvorschrift
durch lineare Abbildung
In der Tat, genau dies können wir jetzt erreichen! Anstatt wie in (4.16) einen Punkt
X˜ =
X1X2
X3
 im Raum R3 durch drei euklidische Koordinaten auszudrücken und auf
einen zweidimensionalen Bildvektor x˜ ∈R2 abzubilden
X˜ =
X1X2
X3
 7→ ( f · X1X3
f · X2X3
)
= x˜,
suchen wir nun eine lineare Abbildungsvorschrift, die einen beliebigen projektiven
Vertreter des Punktes in der Form
λ ·X :=λ ·

X1
X2
X3
1
 ∈R4, λ ∈R\ {0},
auf einen zu
 f ·
X1
X3
f · X2X3
1
 ∈ R3 äquivalenten projektiven Vertreter des Bildpunktes ab-
bildet. Als Anhaltspunkt für diese Suche soll uns explizit der Vertreter f ·
X1
X3
f · X2X3
1
 ∼ x :=
 f ·X1f ·X2
X3
 ∈R3
des Bildpunktes dienen, der angenehm „nennerfrei“ in jeder Komponente ist.



. AUFGABE
Es soll nun Ihre Aufgabe sein, einmal durch Probieren Ihre eigene Abbil-
dungsvorschrift „zusammenzubasteln“! Gesucht ist die Vorschrift einer linea-
ren Abbildung vom R4 auf den R3. Das bedeutet, Sie müssen eine passende
Abbildungsmatrix aufstellen.
• Überlegen Sie zunächst, welche Größe die Matrix haben muss.
• Bestimmen Sie dann die Einträge der Matrix so, dass jeder Vektor der Tipp: Versuchen Sie
es mit einer möglichst
einfachen Matrix.
Form λ ·

X1
X2
X3
1
mit λ ∈R\ {0} auf einen zu
 f ·X1f ·X2
X3
 gleichwertigen Vektor
abgebildet wird.
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E BEOBACHTUNGEN
Um vierdimensionale auf dreidimensionale Vektoren abzubilden, benöti-
gen wir eine 3× 4-Abbildungsmatrix. Wir schreiben außerdem ein Kästchen2 als Platzhalter vor den Bildvektor, denn es ist ja „in Ordnung“, wenn wir
nur auf ein echtes skalares Vielfaches des Vektors
 f ·X1f ·X2
X3
 abbilden.
∗ ∗ ∗ ∗∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
 ·

λX1
λX2
λX3
λ
=2 ·
 f ·X1f ·X2
X3
 , λ ∈R\ {0}. (4.17)
• Anhand der Farbzuordnungen in (4.17) wird schnell deutlich, welche
Komponenten in welcher Zeile der Matrix wie sinnvoll gewählt werden
können. Für die erste Zeile ist beispielsweise f 0 0 0∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
 ·

λX1
λX2
λX3
λ
= λ ·
 f ·X1f ·X2
X3

eine mögliche Wahl. Diese lässt sich widerspruchsfrei vervollständigen
zu  f 0 0 00 f 0 0
0 0 1 0
 ·

λX1
λX2
λX3
λ
= λ ·
 f ·X1f ·X2
X3
 , λ ∈R\ {0}. (4.18)
• Es macht hingegen keinen Sinn, die Werte λ, X1, X2, X3 oder X4 in die
Abbildungsvorschrift „einbauen“ zu wollen wie bspw. zuDiese Varian-
te ist falsch! 
f
λ X3 −X2 0
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
 ·

λX1
λX2
λX3
λ
= 1 ·
 f ·X1f ·X2
X3
 ,
da diese ja abhängig vom jeweils abzubildenden Raumpunkt wären, die
Matrix aber zur Abbildung aller Punkte „taugen“ muss.
• Möglich sind allerdings Varianten von (4.18), in denen die Matrix mit
einem beliebigen Skalar µ ∈R\ {0} multipliziert wird:µ f 0 0 00 µ f 0 0
0 0 µ 0
 ·

λX1
λX2
λX3
λ
= µ ·λ ·
 f ·X1f ·X2
X3,
 , λ,µ ∈R\ {0}. (4.19)
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Wir entscheiden uns für die einfachste Darstellung wie in (4.18), und halten
eine entsprechend verallgemeinerte Definition fest:
v STANDARD-ZENTRALPROJEKTION, PROJEKTIVE VERSION
Die geometrischen Voraussetzungen der Zentralprojektion seien wie in
(4.16) gewählt. f 6= 0 sei die Bildweite der Kamera.
Die Standard-Zentralprojektion für projektive Punkte ist dann definiert
durch Schreibweise: Es be-
zeichnet Z˜ die euklidi-
sche und Z die projek-
tive Version der Projek-
tionsvorschrift.Z : R4 \ {0ˆ}→R3, X =

X1
X2
X3
X4
 7→
 f 0 0 00 f 0 0
0 0 1 0
 ·

X1
X2
X3
X4
=
 f ·X1f ·X2
X3
 , (4.20)
wobei X =

X1
X2
X3
X4
 6= 0ˆ ein beliebiger Vertreter für einen Punkt des projektiven
Raumes P3,
 f ·X1f ·X2
X3
 ein Vertreter des projektiven Bildpunktes aus P2 und
P :=
 f 0 0 00 f 0 0
0 0 1 0

die Abbildungsmatrix bzw. Projektionsmatrix ist.




! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Z ist formal nur auf R4 \ {0ˆ} definiert. Den Nullvektor 0ˆ ∈ R4 dürfen wir
in die gefundene Abbildungsvorschrift (4.20) nicht einsetzen! Wir wissen ja be-
reits, dass dieser Vektor kein legitimer Vertreter irgendeines projektiven Raum-
punktes sein kann.
Dies ist ein kleiner, aber feiner Unterschied zu den linearen Abbildungen,
wie wir sie bisher kennengelernt haben, denn zur Definitionsmenge einer li-
nearen Abbildung gehört der Nullvektor normalerweise immer dazu.
„Mathematisch nötig“ wäre diese Einschränkung der Definitionsmenge
für die Vorschrift (4.20) jedoch nicht, man könnte sie ohne Probleme auch
auf den Nullvektor anwenden. Uns soll sie im Folgenden auch nicht weiter
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! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN: (fortgesetzt)
stören. Wir werden uns damit behelfen, zu sagen, dass wir eine quasi-lineare
Abbildung zur Darstellung der Zentralprojektion gefunden haben.Zentralprojektion
als quasi-lineare
Abbildung
4.5.3.2 Wohldefiniertheit der Abbildungsvorschrift
Durch „Probieren“ haben wir mit (4.20) nun eine Abbildungsvorschrift gefunden,
die unseren Wünschen zu genügen scheint. Allerdings haben wir noch gar nicht
überprüft, ob sie auch widerspruchsfrei funktioniert und überhaupt in allen mög-
lichen Fällen das tut, was wir wollen. Es ist eine typische Eigenschaft der Mathe-
matik, gerade auf diese Frage ein Augenmerk zu legen. Kann man nachweisen,
dass das Konzept, welches man neu geprägt hat, widerspruchsfrei ist und sich mit
den Regeln verträgt, die man bereits angewendet hat, so hat man seine Wohldefi-
niertheit gezeigt.
In unserem Fall muss die Abbildungsvorschrift (4.20) einen projektiven Punkt
des Raumes zuverlässig auf den „richtigen“ projektiven Punkt der Ebene abbilden.
Für einen beliebigen Vertreter λX = λ

X1
X2
X3
X4
 ∈ R4 \ {0ˆ} mit λ ∈ R \ {0} rechnet man
nach:

 f 0 0 00 f 0 0
0 0 1 0
 ·λ

X1
X2
X3
X4

 =
λ · f ·X1λ · f ·X2
λ ·X3

=

λ ·X3 ·

f · X1X3
f · X2X3
1

=


f · X1X3
f · X2X3
1

 , für X3 6= 0
λ ·

f ·X1
f ·X2
0

=


f ·X1
f ·X2
0

 , für X3 = 0.
Die Abbildungsvorschrift ist also wohldefiniert. Gehen wir außerdem alle in-
teressanten Fälle einmal der Reihe nach durch:
1. Zunächst einmal lässt sich feststellen, dass im Fall X3 6= 0, X4 6= 0 „der rich-
tige Bildpunkt [x] ∈ P2 getroffen“ wird. [X ] repräsentiert dann einen „ech-
ten“ Raumpunkt, der nicht in der Verschwindungsebene liegt. Der Bildpunkt
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x =
 f ·X1f ·X2
X3
 ∈R3 ist dann ein Stellvertreter des projektiven Punktes
 f ·X1f ·X2
X3
=
X3 ·
 f ·
X1
X3
f · X2X3
1

=

 f ·
X1
X3
f · X2X3
1

 ,
und der zugehörige dehomogenisierte Punkt des R2 lautet also x˜ =
(
f · X1X3
f · X2X3
)
,
was genau dem gewünschten Ergebnis entspricht.
2. Obige Überlegungen gelten genau so für den Fall X3 6= 0, X4 = 0, wenn also
[X ] ein Fernpunkt des P3 ist, der nicht in der Verschwindungsebene liegt.
Das bedeutet, dass die Abbildungsvorschrift (4.20) wie gewünscht auch die
Abbildung von Vertretern unendlich ferner Punkte des P3 zulässt, die in der
ursprünglichen Abbildung (4.16) nicht vorgesehen waren. Da der Vertreter
des Bildpunktes dehomogenisierbar ist zu x˜ =
(
f · X1X3
f · X2X3
)
, ist der Bildpunkt des
Fernpunktes offensichtlich kein Fernpunkt mehr, sondern ein „echter“ Punkt
der Bildebene.
3. Im Falle X3 = 0, X4 6= 0 entspricht der Punkt [X ]=


X1
X2
0
X4

 keinem Element
der Definitionsmenge der ursprünglichen Abbildung (4.16), denn der zuge-
hörige euklidische Raumpunkt X˜ =

X1
X4
X2
X4
0
 ∈ R3 liegt in der Verschwindungs-
ebene.
Die neue Abbildungsvorschrift (4.20) aber „erlaubt“ das Abbilden dieses
Punktes auf den Fernpunkt
 f ·X1f ·X2
0
 ∈ P2. Dies entspricht unserer geo-
metrischen Überlegung, dass die Projektionsgerade durch [Z ] und [X ] in
diesem Fall parallel zur Bildebene verläuft und diese quasi „im Unendli-
chen“ schneidet.
4. Im Falle X3 = 0, X4 = 0 haben wir es mit einem Fernpunkt [X ] ∈ P3 zu tun,
der ebenfalls in der Verschwindungsebene liegt und durch (4.20) wieder auf
einen Fernpunkt
 f ·X1f ·X2
0
 der projektiven Ebene P2 abgebildet wird.
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Wir können nun also das sichere Fazit ziehen: Die Abbildungsvorschrift
(4.20) bildet insgesamt einen beliebigen Stellvertreter X ∈R4 \{0ˆ} des Punktes [X ] ∈
P3 zuverlässig auf einen Stellvertreter x ∈R3 des gewünschten Punktes [x] ∈P2 ab!
V BEISPIEL(E)
Es sei f = 3, und man möchte den Bildpunkt des Punktes X˜ =
21
5
 bestim-
men. Man geht auf homogene Koordinaten über und wählt einen geeigneten
Vertreter X , z.B. X =

2
1
5
1
. Dann berechnet man
Z (X )=
3 0 0 00 3 0 0
0 0 1 0
 ·

2
1
5
1
=
63
5
 ,
was den euklidischen Bildpunkt x˜ =
(6
5
3
5
)
liefert.
Ein anderer Vertreter, z.B. X =

8
4
20
4
, liefert nach Dehomogenisierung das-
selbe Ergebnis
Z (X )=
3 0 0 00 3 0 0
0 0 1 0
 ·

8
4
20
4
=
2412
20
 ,
nämlich x˜ =
(6
5
3
5
)
.
Die Darstellung unserer zentralprojektiven Abbildung hat sich durch die Um-
wandlung in eine Matrixabbildung sehr vereinfacht. Linearkombinationen von Vek-
toren des R4 (also von Vertretern projektiver Raumpunkte) werden durch diese
neue Abbildungsvorschrift wieder auf Linearkombinationen ihrer Bildvektoren ab-
gebildet, die dem R3 entstammen. Diese Eigenschaft werden wir intensiv ausnut-
zen, wenn wir uns ab dem nächsten Kapitel ausdrücklich mit der Rekonstruktion
von Raumpunkten beschäftigen, insbesondere die darauf aufbauenden linearen
Gleichungssysteme, die uns weiterhin als hilfreiches Werkzeug zur Verfügung ste-
hen.
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Bevor wir uns im nächsten Abschnitt mit der verallgemeinerten Raumsituation
beschäftigen werden, geben wir abschließend noch dem Spezialfall f = 1 zu (4.20)
einen Namen:
v NORMALKAMERA UND NORMALPROJEKTIONSMATRIX
Als Normalkamera wollen wir eine ideale zentralprojektive Kamera be-
zeichnen, bei der
• das Kamerakoordinatensystem (KKS) durch das Projektionszentrum [Z ]
sowie die Standardbasis gebildet wird,
• das Bildkoordinatensystem (BKS) der Kamera seinen Ursprung auf der
optischen Achse hat, sowie eine „parallel zum KKS liegende“ Standard-
basis und
• der Abstand vom Projektionszentrum zur Bildebene genau eine Längen-
einheit beträgt.
Die Projektionsmatrix einer Normalkamera ist gegeben durch
P =
1 0 0 00 1 0 0
0 0 1 0
= ( I 0ˆ )
und wird im Folgenden als Normalprojektionsmatrix bezeichnet.
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O ZUSAMMENFASSUNG
In diesem Abschnitt haben Sie
• ... eine Möglichkeit kennengelernt, die Standard-Zentralprojektion als
quasi-lineare Abbildung mit einer 3×4-Projektionsmatrix darzustellen.
Hierbei werden projektive Vertreter von Raumpunkten auf projektive
Vertreter von Punkten der Ebene abgebildet;
• ... überprüft, ob die neu gefundene Form der Abbildung wohldefiniert
ist, und wie die einzelnen Abbildungsergebnisse vor dem Hintergrund
unseres projektiven Punktmodells interpretiert werden können.
m ÜBERSICHT UND ORIENTIERUNG
Setzen Sie Ihren Weg durch das Leitprogramm nun mit Abschnitt 4.5.4 fort.
4.5.4 Die „ID“-Card eines Fotos: seine 3×4-Projektionsmatrix
Z LERNZIEL(E)
Nach Bearbeitung dieses Abschnitts können Sie erklären, was es mit 3×4-
Projektionsmatrizen auf sich hat, und warum man sie als eine Art spezifischer
„ID“-Card eines bestimmten Fotos auffassen kann.
In Unterabschnitt 4.5.1.4 hatten wir uns die verallgemeinerte Raumsituation an-
gesehen und festgestellt, dass im räumlichen Zusammenspiel von Kamera und
Aufnahmeobjekt ganze drei Koordinatensysteme berücksichtigt werden müssen:
Das Raum-, das Kamera- und das Bildkoordinatensystem, vgl. Abb. 4.22. Bisher
haben wir nur für den Sonderfall, dass diese Koordinatensysteme so enorm güns-
tig wie im GeoGebra-Applet ZENTRALPROJEKTION zueinander liegen, eine Abbil-
dungsvorschrift ermittelt.
Die Betrachtung dieses Sonderfalls wird nun für unsere Zwecke mit Sicherheit
nicht ausreichen! Wir möchten uns ja gerade mit dem umgekehrten Fall beschäf-
tigen:
Welche von den unglaublich vielen Möglichkeiten, wie die drei Koor-
dinatensysteme in einer Aufnahmesituation zueinander stehen kön-
nen, war in genau dem Moment zutreffend, als das Foto oder die Fotos
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Abb. 4.22 In einer Aufnahmesituation muss man normalerweise drei Koordinatensysteme von-
einander unterscheiden: Das RKS [O1,b(1),b(2),b(3)], das KKS [Z ,k(1),k(2),k(3)] und das BKS
[o2,b
′(1),b′(2)].
entstanden, die uns jetzt vorliegen? Wie können wir mithin aus der
Konstellation der Koordinatensystem zueinander die ursprünglichen
3D-Objektpunkte im Raum ermitteln?
Deshalb müssten wir uns an dieser Stelle eigentlich ausführlich der Frage wid-
men, wie sich unsere gefundene Abbildungsvorschrift (4.20) ändern würde, wenn
wir die Kamera bspw. in eine andere Position verschieben, sie im Raum drehen,
oder ihr Bildkoordinatensystem verschieben. In Unterabschnitt 4.5.1.4 auf S. 195
haben wir dies explizit vermieden, denn es hätte beutet, in sehr mühsamer ele-
mentarer Einzelarbeit allgemeine Darstellungen für Geraden und Ebenen abzu-
leiten und diese zum Schnitt zu bringen. In diesem Fall wäre für jede gewünsch-
te Situation, die wir uns für die Kamera ausdenken, ein Haufen unangenehmer Mit gewünschter Si-
tuation ist einerseits
eine bestimmte La-
ge und Blickrichtung
der Kamera im Raum
gemeint, die wir uns
vorstellen, sowie ggf. ei-
ne besondere Wahl des
Bildkoordinatensystems
auf der Bildebene der
Kamera.
Rechnungen durchzuführen, und trotzdem wäre der Erkenntnisgewinn, den wir
dadurch erlangen würden, minimal. Nun ist es uns aber immerhin schon gelun-
gen, die Standardzentralprojektion in sehr „angenehmer“ Form als eine quasi-line-
are Abbildung mit einer Abbildungsmatrix P ∈ R3×4 darzustellen. Matrizen sind
nun auch der Schlüssel dazu, der allgemeinen Abbildungsvorschrift von einem
„angenehmeren Blickwinkel“ aus auf die Spur zu kommen.
4.5.4.1 Koordinatentransformationen - ein „Setzbaukasten“ aus
Matrizen
Die Veränderung der Abbildungsvorschrift geht einher mit Veränderungen im Ver-
hältnis der Koordinatensysteme zueinander. Man müsste bspw. berechnen, wie ein
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beliebiger Punkt zunächst beim Übergang vom Raum- ins Kamerakoordinaten-
system und dann beim Übergang ins Bildkoordinatensystem seine Koordinaten
verändert (Abb. 4.22). Oder man schaut sich direkt an, wie sich die Transformati-
on eines Koordinatensystems, welches durch einen festen Ursprung und eine Ba-
sis bestimmt ist, in ein anderes Koordinatensystem beschreiben lässt. Bei diesem
gesamten Problemkontext spricht man deshalb auch von Koordinatentransforma-
tionen. Um es gleich vorweg zu nehmen: Wir werden uns diesem Themenbereich
nicht in aller Ausführlichkeit widmen. Dazu müssten wir das Problem nämlich von
Grund auf sehr strukturiert angehen, und zuvor noch einen größeren zusätzli-
chen Anteil an Theorie bewältigen, für den Studierende an der Uni fast ein ganzes
Semester lang Zeit hätten.
Wir wollen unseren Weg zum Ziel deshalb ein wenig „abkürzen“, und uns auf
die wesentlichen Idee konzentrieren. Dies sollte gelingen, ohne dass für uns eine
größere konzeptionelle Lücke entsteht. Wir starten mit folgender Bemerkung:
Das Konzept „Matrix
mal Vektor“ beherr-
schen wir prinzipiell,
denn wir haben bereits
einige Erfahrungen da-
mit gemacht. Alles, was
wir deshalb thematisch
nun „überspringen“,
könnten wir mit den
uns zur Verfügung ste-
henden Mitteln und
etwas mehr Geduld und
Zeit detailliert erarbei-
ten. Wir „verpassen“
also durch unsere ge-
dankliche Abkürzung
nichts wesentlich Neues.




i INFOBOX: KOORDINATENTRANSFORMATIONEN IM RAUM
Koordinatentransformationen im Raum und Koordinatentransformatio-
nen in der Ebene können durch die Multiplikation von Matrizen mit Vektoren
dargestellt werden.
Dies kann auf zweierlei Arten geschehen: Entweder transformiert man die in-
volvierten Punkte mithilfe der Matrix, oder man transformiert die Koordinatensys-
teme.
Wir beschäftigen uns hier zunächst mit dem Beispiel einer Drehung im Raum
um die X2-Achse. (Da es gerade um den Übergang von einem Koordinatensystem
in ein anderes geht, müssen wir im Beispiel genau hingucken, welchen Koordi-
natenvektor der Punkt in welchem Koordinatensystem genau hat, vgl. Unterab-
schnitt 4.4.1.2.)
V BEISPIEL(E)
Im GeoGebra-Applet LINEARE ABBILDUNGEN haben Sie Beispiele für Ro-
tationsmatrizen kennengelernt. Angewendet auf die Punkte des dargestellten
Objektes (im Applet: der Einheitswürfel) hat eine Rotationsmatrix bewirkt, dass
sich diese um eine feste Achse im Raum gedreht haben. Anstatt die Punkte in
einem gleichbleibenden Koordinatensystem zu drehen, hätte man auch die
Punkte fest lassen, und stattdessen das Koordinatensystem „passend“ drehen
können.
Drehung von Punkten: Sei P˜ ein Punkt im Raum mit Ortsvektor p˜, vgl. Abb.
4.23 (a). Im Koordinatensystem K D1 = [O˜,e(1),e(2),e(3)] mit Koordina-
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V BEISPIEL(E) (fortgesetzt)
tenursprung O˜ =
00
0
 habe er den Koordinatenvektor K V1(p˜) =
11
1
.
Man kann nun den Punkt im Raum durch Multiplikation mit der 3×3-
Matrix Diese spezielle Rota-
tionsmatrix dient uns
hier als einfaches Bei-
spiel. Wir werden uns
nicht explizit anschau-
en, wie man Rotations-
matrizen generell auf-
und zusammenbauen
kann. Interessierte sei-
en hier auf „klassische“
Lehrbücher der höheren
Mathematik verwie-
sen, z.B. auf [MV99], S.
318.
R˜ =

p
2
2 0
p
2
2
0 1 0
−
p
2
2 0
p
2
2

um 45◦ um die X2-Achse drehen. Dann erhält man den gedrehten Punkt
P˜gedreht mit Koordinatenvektor
K V1(p˜gedreht)= R˜ ·K V1(p˜)=

p
2
2 0
p
2
2
0 1 0
−
p
2
2 0
p
2
2
 ·
11
1
=

p
2
1
0
 .
Drehung der Koordinatensysteme: Betrachtet man das Koordinatensystem
K D2 = [O˜,b(1),b(2),b(3)] =
O,

p
2
2
0p
2
2
 ,
01
0
 ,
−
p
2
2
0p
2
2

 mit demselben Ko-
ordinatenursprung O˜ =
00
0
, so stellt man fest: Da
11
1
=p2 ·

p
2
2
0p
2
2
+1 ·
01
0
+0 ·
−
p
2
2
0p
2
2
 (4.21)
gilt, hat der Punkt P˜ bezüglich dieses Koordinatensystems gerade den Ko-
ordinatenvektor
K V2(p˜)=

p
2
1
0
 .
Der Drehung des Punktes P˜ entspricht also genau die Drehung von K D2
nach K D1. Wir bilden die Basisvektoren von K D2 zur Demonstration
nacheinander ab:
R˜ ·b(1) =

p
2
2 0
p
2
2
0 1 0
−
p
2
2 0
p
2
2
 ·

p
2
2
0p
2
2
=
10
0
 ,
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V BEISPIEL(E) (fortgesetzt)
R˜ ·b(2) =

p
2
2 0
p
2
2
0 1 0
−
p
2
2 0
p
2
2
 ·
01
0
=
01
0
 ,
R˜ ·b(3) =

p
2
2 0
p
2
2
0 1 0
−
p
2
2 0
p
2
2
 ·
−
p
2
2
0p
2
2
=
00
1
 .
Man hätte deshalb anstatt des Punktes P˜ auch das gesamte Koordina-
tensystem K D1 genau entgegengesetzt drehen und den Punkt fest lassen
können. Die Rotationsmatrix R˜−1, die diese entgegengesetzte Drehung
beschreibt, lässt sich durch das LGS aus den drei Gleichungen
(1) R˜−1 ·e(1) = b(1)
(2) R˜−1 ·e(2) = b(2)
(3) R˜−1 ·e(3) = b(3)
bestimmen. Es ist
R˜−1 =

p
2
2 0 −
p
2
2
0 1 0p
2
2 0
p
2
2
 .
Wir geben ein weiteres Beispiel, bei dem ein Punkt im Raum verschoben wer-
den sollen, bzw. alternativ das „passende“ Koordinatensystem verschoben wird.
V BEISPIEL(E)
Es sei K D1 = [O˜1,e(1),e(2),e(3)] das erste Koordinatensystem mit Koordi-
natenursprung O˜1 =
00
0
, und K D2 = [O˜2,e(1),e(2),e(3)] das zweite, verschobe-
ne Koordinatensystem mit Koordinatenursprung O˜2 =
12
3
. Die Verschiebung,
die nötig wäre, um K D2 mit K D1 zur Deckung zu bringen, ist mithin
t˜ =
−−−→
O˜2O˜1 =
−1−2
−3
 .
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V BEISPIEL(E) (fortgesetzt)
Sei P˜ ferner ein Punkt im Raum mit Ortsvektor
−−→
O˜1P˜ =
11
1

im K D1, vgl. Abb. 4.23 (b).
• Verschiebt man diesen Punkt um den Vektor t˜ , so erhält man in K D1 den
Punkt P˜verschoben mit Ortsvektor
−−→
O˜1P˜ verschoben = t˜ +
11
1
=
 0−1
−2
 .
• Dies entspricht dem Ortsvektor von P˜ in K D2:
−−→
O˜2P˜ = t˜ +
11
1
=
 0−1
−2
 .
Auch hier kann man also entweder eine Verschiebung des Punktes oder
der Koordinatensysteme vornehmen.
Darstellung durch „Matrix mal Vektor“: Auch diese Verschiebung lässt sich
in der Form „Matrix mal Vektor“ darstellen. Dazu ist allerdings ein Über-
gang auf projektive Punkte nötig! Projektiv können wir den Verschie- Auch hier erweist sich
die projektive Darstel-
lung von Punkten also
als sehr nützlich.
bungsvektor t˜ als vierdimensionalen Vektor
t =O1−O2 =

0
0
0
1
−

1
2
3
1
=

−1
−2
−3
0

darstellen. Als Ortsvektoren des projektiven Punktes P erhalten wir so-
mit
−−→
O1P =

1
1
1
1
 und −−→O2P = t +

1
1
1
1
=

0
−1
−2
1
 .
Eine Verschiebung des Punktes P innerhalb von K D1 um den Vek-
tor t bzw. die entsprechende Verschiebung von K D2 nach K D1
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V BEISPIEL(E) (fortgesetzt)
lässt sich dann darstellen durch die Multiplikation mit der 4 × 4-
Verschiebungsmatrix
V =

1 0 0 −1
0 1 0 −2
0 0 1 −3
0 0 0 1
 ,
da
pverschoben =V ·−−→O1P =

1 0 0 −1
0 1 0 −2
0 0 1 −3
0 0 0 1
 ·

1
1
1
1
=

0
−1
−2
1
=−−→O2P .
(a) Beispiel Drehung (b) Beispiel Verschiebung
Abb. 4.23 Transformationen im Raum können in der Form „Matrix mal Vektor“ dargestellt
werden.
Neben Drehungen und Verschiebungen sind Skalierungen und Scherungen
weitere mögliche Raumtransformationen. Einige Vorstellungen zur Wirkungswei-
se von Transformationen haben Sie vermutlich bereits bei der Arbeit mit dem Geo-
Gebra-Applet LINEARE ABBILDUNGEN gewinnen können.
Wichtig ist in diesem Zusammenhang die Tatsache, dass alle nötigen
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Transformationen des Raumes und der Ebene, die beim Übergang von
Raum- zu Kamerakoordinatensystem und dann zum Bildkoordina- Es passiert hier also
nichts Außergewöhnli-
ches, sondern nur Ab-
läufe, die wir prinzipiell
beherrschen können.
Es ist uns nur zu auf-
wändig, diese im Detail
anzuschauen.
tensystem eine Rolle spielen können, in der Form „Matrix mal Vektor“
dargestellt werden können, wenn man die projektive Darstellung von
Punkten verwendet.
Zu einer gewünschten Transformation gibt es jeweils eine geeignete Transforma-
tionsmatrix, die den entsprechenden Effekt erzielt. Transformationen lassen sich
außerdem hintereinander ausführen, indem man die entsprechenden Matrizen zu
„Multiplikationsketten“ zusammensetzt.

 IDEE: ZENTRALPROJEKTION FÜR KAMERA IN ALLGEMEINER LAGE
Eine spezifische Zentralprojektion von Raumpunkten auf die Ebene lässt
sich verwirklichen, indem man zunächst eine Reihe an nötigen Raumtransfor-
mationen durchführt (Multiplikation der Raumpunkte mit projektiven 4× 4-
Transformationsmatrizen), dann die 3×4-Standardprojektionsmatrix zur Pro-
jektion auf die Bildebene nutzt, und schlussendlich nötige Transformatio-
nen der Bildebene vornimmt (Multiplikation der projizierten Punkte mit pro-
jektiven 3× 3-Transformationsmatrizen). Ein Vertreter X ∈ R4 eines Punktes
[X ] ∈P3 wird also abgebildet durch eine endliche Matrixkette der Form
T ( j )Ebene . . .T
(2)
Ebene ·T (1)Ebene ·
 f 0 0 00 f 0 0
0 0 1 0
 ·T (k)Raum . . .T (2)Raum ·T (1)Raum︸ ︷︷ ︸
=: P ∈R3×4
·X , k, j ∈N,
wobei T (1)Raum , . . . ,T
(k)
Raum ∈ R4×4 „passende“ Raumtransformationsmatrizen,(
I 0ˆ
) ∈ R3×4 die Normalprojektionsmatrix und T (1)Ebene , . . . ,T ( j )Ebene ∈ R3×3
„passende“ Ebenentransformationsmatrizen sind. Rechnet man diese Matrix-
kette aus, so erhält man eine allgemeine 3×4-Projektionsmatrix P .
4.5.4.2 Die allgemeine Projektionsmatrix P
Für unsere weiteren Überlegungen können wir deshalb davon ausgehen, dass sich
jede denkbare zentralprojektive Abbildung vom Raum in die Ebene unter Verwen-
dung projektiver Punkte mithilfe einer spezifischen 3× 4 Projektionsmatrix dar-
stellen lässt. Die Abbildungsvorschrift für eine spezifische Zentralprojektion zu
finden ist dann gleichbedeutend damit, eine konkrete 3×4-Projektionsmatrix auf-
stellen zu können, durch die man gerade diese Zentralprojektion realisieren kann.
Wir halten formal fest:
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v ALLGEMEINE PROJEKTIONSMATRIX
Die Projektionsmatrix einer Zentralprojektion hat im Allgemeinen die fol-
gende Gestalt:
P =
 p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34
 mit pi j ∈R, i = 1,2,3; j = 1,2,3,4.




Í ARBEITSPHASE: ÜBERGANG AUF ALLGEMEINE 3×4-MATRIZEN
In dieser Arbeitsphase sollen Sie exemplarisch einige Projektionsmatrizen
der Form
P =
 p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34
 mit pi j ∈R, i = 1,2,3; j = 1,2,3,4
auf ihre Abbildungswirkung hin untersuchen.
1. Bearbeiten Sie das Arbeitsblatt WIRKUNGSWEISE DER PROJEKTIONSMA-
TRIX. Sie benötigen dazu GeoGebra und die zugehörige GeoGebra-
Datei PROJEKTIONSMATRIZEN3D.
2. Nehmen Sie sich Zeit für die Überprüfung Ihrer Ergebnisse anhand der
bereitgestellten Lösung.
Ein wichtiges Resultat vom Arbeitsblatt ist, dass eine Projektionsmatrix höchs-
tens bis auf skalare Vielfache λ ∈R\{0} eindeutig bestimmt sein kann. Bis auf diese
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projektive skalare Mehrdeutigkeit ist sie aber für eine spezifische Konstellation von
RKS, KKS und BKS tatsächlich eindeutig.
 IDEE: DIE PROJEKTIONSMATRIX ALS „ID-CARD“ EINES FOTOS
Eine Kamera habe zum Fotografieren eine bestimmte Position im Raum,
so dass RKS, KKS und BKS im Moment der Aufnahme eine feste, spezifische Die Projektionsma-
trix repräsentiert die
zur Entstehung des
Fotos passende Ab-
bildungsvorschrift.
Konstellation bilden. Dann gibt es dazu eine 3×4-Projektionsmatrix P , die bis
auf skalare Vielfache ungleich Null eindeutig bestimmt ist.
Alle geometrischen Informationen über die Aufnahmesituation „stecken“
also in P drin! Man kann P deshalb als eine Art „ID-Card“ des konkreten Fotos
ansehen. Möchte man also
aus zwei Fotos 3D-
Informationen rekon-
struieren, so spielen
dabei Projektionsmatri-
zen eine zentrale Rolle.
Mehr dazu im nächsten
Kapitel!




! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Auf dem Arbeitsblatt haben wir bereits feststellen können, dass nicht jede
3×4-Matrix auch Abbildungsmatrix einer echten Zentralprojektion ist! Wir ha-
ben ein Beispiel für eine Matrix gefunden, die gar kein echtes Bild liefert, und
ein Beispiel einer Parallelprojektionsmatrix. Eine vollständige Antwort darauf,
wann eine Projektionsmatrix überhaupt eine „echte“ Kamera repräsentiert,
erhalten wir im nächsten Kapitel.
O ZUSAMMENFASSUNG
In diesem Abschnitt haben Sie exemplarisch ausprobiert, wie unterschied-
liche 3×4-Projektionsmatrizen auf Raumpunkte wirken bzw. sie abbilden. Da
sich eine bestimmte Kamera und deren konkrete Lage im Raum zum Aufnah-
mezeitpunkt durch eine Projektionsmatrix beschreiben lässt, kann man sie
auch als geometrische „ID-Card“ eines spezifischen Fotos auffassen. (P ist für
eine bestimmte geometrische Konstellation eindeutig bis auf Multiplikation
mit einem λ ∈R\ {0}).
m ÜBERSICHT UND ORIENTIERUNG
Setzen Sie Ihren Weg durch das Leitprogramm nun mit dem nächsten Ka-
pitel fort.
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4.6 Kapitel 3: Rekonstruktionsmöglichkeiten rund um
die Projektionsmatrix P
Im vorangehenden Kapitel haben Sie eine zentralprojektive Kamera in allgemeiner
Lage im Raum geometrisch und algebraisch modelliert. Zu diesem Zweck wurde
ein neues Modell für Punkte eingeführt, die projektiven Punkte. Sie wissen nun,
dass eine Zentralprojektion immer durch eine Matrixabbildung mit einer spezifi-
schen 3×4-Projektionsmatrix beschrieben werden kann, die die Vertreter projek-
tiver Raumpunkte auf Vertreter projektiver Bildpunkte abbildet. Für die Standard-
Zentralprojektion haben Sie die Matrix P konkret aufgestellt.
Auch diesem Kapitel wollen wir zur Orientierung eine kurze Rekapitulation
unserer eigentlichen Problemstellung voranstellen:
Z LERNZIEL(E)
Erinnerung an unser Hauptziel Aus zwei Kamerabildern, die eine Raum-Hauptziel des
Leitprogramms szene (z.B. ein Gebäude) von verschiedenen Standorten aus aufnehmen, ein
computergeneriertes 3D-Modell der Punkte zu rekonstruieren, deren Bilder
auf beiden Fotos zu sehen sind - unter Einbezug möglichst wenig zusätzli-
cher 3D-Information.
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Inwiefern sind wir unserem Ziel ein Stück weit näher gekommen? Nach un-
serem jetzigen Stand wissen wir bereits, dass zu den beiden Kamerabildern jeweils
spezifische Projektionsmatrizen gehören, in denen die geometrischen Informatio-
nen der Aufnahmesituation „stecken“. Sie bilden die Abbildungsvorschrift, nach
der das jeweilige Bild zentralprojektiv entstanden ist. Was wir noch nicht wissen,
ist, wie wir nun z.B. aus solchen Projektionsmatrizen geometrische Informationen
zurückgewinnen können. Genau darum geht es nun in diesem Kapitel!
m ÜBERSICHT UND ORIENTIERUNG
• Wenn Sie Weg A oder B durch das Leitprogramm verfolgen (vgl. 4.1), be-
arbeiten Sie das ganze Kapitel 3. Lesen Sie in diesem Falle einfach weiter!
Es erfolgt zunächst der Gesamtüberblick über Kapitel 3 sowie der Ein-
stieg ins Thema mit Abschnitt 4.6.1.
• Verfolgen Sie hingegen den kurzen Weg C durch das Leitprogramm (vgl.
4.1), springen Sie bitte nun zum Abschnitt 4.6.2, und machen von dort
aus weiter.
Wir legen damit los, was Sie in diesem Kapitel erwartet:
m ÜBERSICHT UND ORIENTIERUNG
Dieses Kapitel ist der Rekonstruktion von 3D-Informationen aus Zusatz-
informationen, insbesondere der Projektionsmatrix, gewidmet. In diesem
Kontext soll u.a. den folgenden Fragestellungen nachgegangen werden:
1. Wie kann man aus einem einzelnen Foto, zu dem man die Projektions-
matrix kennt, die Projektionsgerade zu einem beliebigen Bildpunkt er-
mitteln?
2. Wann ist eine 3×4-Matrix eine „echte“ Projektionsmatrix?
3. Wie kann man aus zwei Fotos mit bekannten Projektionsmatrizen 3D-
Punkte aus Bildpunkten rekonstruieren?
4. Und wie lässt sich aus dem Wissen um die genaue Lage einiger Raum-
punkte eine Projektionsmatrix zu einem Foto ermitteln?
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Z LERNZIEL(E)
Nach Bearbeitung dieses Kapitels können Sie ...
• ... drei verschiedene Wege beschreiten, um aus einer Fotografie mit gege-
bener Projektionsmatrix P ∈ R3×4 die Projektionsgerade zu einem belie-
bigen Bildpunkt zu rekonstruieren. Ferner können Sie die Struktur von
Lösungsmengen homogener und inhomogener linearer Gleichungssyste-
me analysieren und im projektiven Kontext interpretieren. Darauf auf-
bauend können Sie begründen, in welchen Fällen eine 3×4-Matrix eine
„echte“ Projektionsmatrix repräsentiert (Abschnitt 4.6.1);
• ... aus korrespondierenden Bildpunkten, die auf zwei Kamerabildern
mit bekannten Projektionsmatrizen zu sehen sind, die zugehörigen 3D-
Punkte rekonstruieren (Abschnitt 4.6.3);
• ... erklären, wie man mit Problemen umgehen kann, die bei Rekonstruk-
tionsversuchen in der Praxis auftauchen, wenn man mit echten anstelle
von idealen Bild- und Messdaten arbeitet (Abschnitt 4.6.4);
• ... anhand von einigen selbst ermittelten Raum- und Bildpunktkoordi-
naten zu einem Bild die Projektionsmatrix aufstellen (Abschnitt 4.6.5).
Auch dieses Kapitel besteht aus vier thematischen Abschnitten.
• Der erste Abschnitt 4.6.1 ist deutlich länger als die anderen drei und be-
steht aus mehreren Unterabschnitten. In diesem Abschnitt wird die theore-
tische Seite des Rekonstruktionsproblems beleuchtet. Die drei Wege zur Re-
konstruktionsgeraden nehmen dabei jeweils unterschiedliche Perspektiven
auf das Rekonstruktionsproblem ein: Der erste Weg entspricht dem nahe-
liegendsten Ansatz, zu dem man sozusagen „aus der Intuition heraus“ ge-
langen kann. Er bietet Anlass zu einer systematischen Untersuchung der
Lösungsmengen linearer Gleichungssysteme, die uns wiederum etwas über
die Matrix P verrät. Der zweite Weg ist eine Variante des ersten, den wir im
zweiten Teil des Leitprogramms (Kapitel 4) noch zur Durchführung eines Be-
weises benötigen werden. Der dritte Weg schließlich ist der, den die Praktike-
rInnen nutzen. Auf diesen Weg „kommt man“ jedoch nicht sofort, sondern
er macht nur Sinn im Hinblick auf die praktische Implementierbarkeit, die
in den darauffolgenden Abschnitten 4.6.3 und 4.6.4 in Augenschein genom-
men wird.
• In Abschnitt 4.6.3 gehen wir auf die praktische Seite des Rekonstruktionspro-
blems über. Dieser Abschnitt ist kurz und besteht aus einer Arbeitsphase, in
der Sie selbst mithilfe eines MATLAB-Tools 3D-Punkte aus zwei computer-
generierten „Kamerabildern“ rekonstruieren sollen.
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• Aufgrund der praktischen Erfahrung, die Sie im Abschnitt 4.6.3 gesammelt
haben, werden im Abschnitt 4.6.4 Überlegungen dazu angestellt, mit wel-
chen Problemen man bei der technischen Implementation der theoretischen
Ideen im Computerprogramm konfrontiert wird, und wie man ihnen begeg-
nen kann. Wenn Sie Variante C durch das Programm verfolgen, ist dieser
Abschnitt für Sie optional.
• Der letzte Abschnitt 4.6.5 ist wiederum ein kurzer Abschnitt, der nur aus ei-
ner Arbeitsphase besteht. In dieser sollen Sie selbst zu einem 3D-Objekt und
dessen Bild eine Projektionsmatrix bestimmen.
4.6.1 Drei Wege zur Bestimmung der Projektionsgeraden
Z LERNZIEL(E)
Nach Bearbeitung dieses Abschnitts können Sie drei verschiedene Wege
beschreiten, um aus einer Fotografie mit gegebener Projektionsmatrix P ∈
R3×4die Projektionsgerade zu einem beliebigen Bildpunkt zu rekonstruieren.
Ferner können Sie die Struktur von Lösungsmengen homogener und inhomo-
gener linearer Gleichungssysteme analysieren und im projektiven Kontext in-
terpretieren. Darauf aufbauend können Sie begründen, in welchen Fällen eine
3×4-Matrix eine „echte“ Projektionsmatrix repräsentiert.
Bis hierher haben wir uns mit einer geeigneten formalen Darstellung der Zentral-
projektion befasst und der Frage, nach welcher Abbildungsvorschrift Raumpunkte
(und Fernpunkte) abgebildet werden. Wir wissen nun, dass eine Zentralprojektion
immer durch eine Matrixabbildung mit einer spezifischen 3×4-Projektionsmatrix
der Form
P =
 p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34
 mit pi j ∈R, i = 1,2,3; j = 1,2,3,4.
beschrieben werden kann, die so etwas wie die „geometrische ID-Card“ eines Fo-
tos ist. Für den „Standardfall“ der Abbildung kennen wir die Matrix P (vgl. (4.20)).
In diesem Kapitel wollen wir uns als ersten Schritt im Hinblick auf eine Re-
konstruktion aus zwei Bildern zunächst darüber Gedanken machen, welche 3D-
Informationen sich überhaupt aus einer beliebig vorgegeben Projektionsmatrix
rekonstruieren lassen.
4.6.1.1 Das inverse Problem: Rekonstruktion der Projektionsgeraden
Unsere Ausgangsfrage lautet also:
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Was kann man aus einem auf einem Foto „gemessenen“ euklidischen
Bildpunkt x˜ ∈ R2 rekonstruieren, wenn man die Projektionsmatrix P
kennt?
Was messen wir? Schauen wir uns zunächst einmal an, wie wir ein compu-
tergeneriertes Bild oder ein uns vorliegendes Foto überhaupt vermessen wollen.
Dazu wollen wir ein kartesisches Bildkoordinatensystem wählen. Im Umgang mit
digitalen Bildern verwendet man häufig ein Pixelkoordinatensystem, welches in
der linken oberen Ecke des Bildes seinen Ursprung hat. Für unsere Zwecke wollen
wir jedoch lieber ein geometrisch anschaulicheres BKS verwenden.
Die Kamera mit vorgelagerter Bildebene ist durch ein Rechtskoordinatensys-
tem definiert, bei der die X3-Achse gerade in „Blickrichtung“ der Kamera weist, al-
so die optische Achse repräsentiert. Im Idealfall sollte diese das Kamerabild genau
in seinem Zentrum schneiden, wohin wir deshalb den Ursprung des BKS legen
wollen, in welchem wir messen. Außerdem sollen die x1− und x2-Achse des BKS
parallel zur X1− und X2-Achse des Raumkoordinatensystems verlaufen, was zur
Folge hat, dass die x1-Achse in ungewohnter Weise „nach links“ zeigt. Wir wollen
darum in unseren Bildern Bildkoordinaten immer vom Ursprung in der Mitte aus
vermessen, und zwar in x1-Richtung nach links, und in x2-Richtung nach oben,
vgl. Abb. 4.24.




! VORSICHT:
Im GeoGebra-Applet
PROJEKTIONSMA-
TRIZEN3D war das
noch anders her-
um: Hier zeigte die
x1-Achse des Bildes
(linke Grafikansicht)
noch wie gewohnt
nach rechts, man
guckte also im Prin-
zip „von hinten“ auf
das entstehende Bild.
Was können wir überhaupt geometrisch aus einem Bildpunkt auf einem
Foto rekonstruieren? Da bei einer Zentralprojektion alle Raumpunkte X˜ (6= Z˜ ),
die auf ein- und derselben Projektionsgeraden liegen, auf den gleichen Bildpunkt
x˜ abgebildet werden, lässt sich aus einem einzigen Bild nur die Projektionsgerade
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Abb. 4.24 Unser Bildkoordinatensystem
selbst rekonstruieren! Als spezieller Punkt auf der Projektionsgeraden kann außer-
dem das Kamerazentrum rekonstruiert werden.
Starten wir unsere Rekonstruktionsversuche also mit einem Ausgangsbeispiel,
zu dem wir des Öfteren zurückkommen werden.
Ausgangsbeispiel Für das computergenerierte Bild eines Gebäudes gelte die
folgende Abbildungsvorschrift:
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Z∞ : R4 \ {0ˆ}→R3, X 7→ P ·X =

p
2
2 0 −
p
2
2 0
0 1 0 −1p
2
2 0
p
2
2 4
p
2
 ·

X1
X2
X3
X4

=

p
2
2 X1−
p
2
2 X3
X2−X4p
2
2 X1+
p
2
2 X3+4
p
2X4
 .
(4.22)




Gesucht ist die Projektionsgerade g zu einem beliebigen Bildpunkt x˜ ∈ R2,
z.B. zum Bildpunkt x˜ =
(
3
4p
2
4
)
.




. AUFGABE
Entwickeln Sie eine Idee für einen möglichen Lösungsansatz.
Lösungsansatz Es geht offensichtlich darum, erst einmal ein Lineares Gleichungs-
system aufzustellen, das eine „brauchbare“ Lösung für das Umkehrproblem lie-
fert. Insbesondere müssen wir uns dazu genau überlegen, wie die Lösungsmenge
unseres LGS überhaupt aussehen soll, denn wir möchten ja mit projektiven Punk-
ten rechnen.
1. Zunächst benötigen wir einen projektiven Vertreter unseres Bildpunktes x˜ =(
3
4p
2
4
)
. Um das Rechnen möglichst einfach zu gestalten, entscheiden wir uns
z.B. für den homogenen Repräsentanten x =
 3p2
4
.




i „REPRÄSENTANT“
ist ein anderes Wort
für „Vertreter“.
2. Wir wissen, dass alle gesuchten projektiven Raumpunkte [X ] ∈P3 der Gera-
den auf einen projektiven Bildpunkt [x] ∈P2 abgebildet werden. Dabei wird
jedoch nicht jeder Stellvertreter X eines Punktes [X ] auf denselben Stellver-
treter x von [x] abgebildet, sondern lediglich auf ein beliebiges skalares Viel-
faches µ · x ∈R3 mit µ 6= 0! Zu lösen ist deshalb das Gleichungssystem
P ·X =λ · x,Auf die zusätzli-
che Unbekannte
λ können wir beim
Aufstellen unseres
LGS nicht verzichten!
mit den fünf Unbekannten X1, X2X3, X4 und λ, welches wir äquivalent um-
formen können zu
P ·X −λ · x = 0ˆ. (4.23)
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3. Wir können dieses LGS nun etwas anders aufschreiben, nämlich in der Form Falls Sie den zweiten
Zugang zu den pro-
jektiven Punkten in
Abschnitt 4.5.2.2 be-
arbeitet haben, kennen
Sie das schon! Wir ho-
mogenisieren hier das
LGS im Prinzip „von
Anfang an“ indem wir
die Unbekannte λ mit
„einbauen“. Deshalb ist
der Schritt von (4.23)
zu (4.24) hier im Ge-
gensatz zu (4.6) eine
echte Äquivalenzumfor-
mung.
(
P −x )︸ ︷︷ ︸
=:M∈R3×5
·
(
X
λ
)
︸︷︷︸
∈R5
= 0ˆ︸︷︷︸
∈R3
. (4.24)
Dadurch erhalten wir ein homogenes LGS mit Koeffizientenmatrix
M = ( P −x ) ∈R3×5,
in welchem sich alle fünf Unbekannten „schön in einen Vektor einsortiert“
wiederfinden.
Bevor wir das LGS für unser konkretes Beispiel lösen, wollen wir uns überlegen,
wie die Lösungsmenge eines solchen LGS eigentlich überhaupt theoretisch ausse-
hen kann.
4.6.1.2 Lineare Gleichungssysteme Teil 2: Struktur der Lösungsmenge
eines homogenen LGSs
In Abschnitt 4.4.3 haben wir bereits besprochen, wie ganz allgemein ein lineares
Gleichungssystem (LGS) mit m Gleichungen und n Unbekannten
• mithilfe der erweiterten Koeffizientenmatrix und dem Gaußschen Verfahren
gelöst werden (vgl. 4.4.3.2 oder 4.4.3.4)
• und durch die Multiplikation einer m×n-Matrix A mit einem Vektor X ∈Rn
dargestellt werden kann (vgl. 4.4.3.3).
Das Gaußsche Verfahren beruht auf der Tatsache, dass an dem LGS nur solche
Umformungen vorgenommen werden, die die Lösungsmenge des ursprünglichen
LGS nicht verändern. Man bringt das LGS also auf eine äquivalente Zeilen-Stufen-
Form, anhand der man die Struktur der Lösung direkt ablesen kann. Noch nicht
beschäftigt haben wir uns mit der Frage:


Wie kann nun diese Struktur der Lösung im Einzelnen ausfallen?
Zur Beantwortung dieser Frage ist der folgende Satz wichtig:
v ZEILENSTUFENFORM ALS „MINIMALDARSTELLUNG“
In einer Matrix in Zeilenstufenform sind die von Null verschiedenen Zei-
lenvektoren linear unabhängig.
Die Zeilenstufenform ist deshalb in gewisser Weise eine „Minimaldarstel-
lung“ bezüglich der für das LGS nötigen Anzahl an Zeilen: Durch weitere
elementare Zeilenumformungen lässt sich keine Zeilenstufenform mit weniger
Zeilen erreichen!
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


! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Diesen Satz müsste man nun eigentlich beweisen, worauf wir hier ver-
zichten wollen. Anschaulich gesprochen liefert jeder der linear unabhängigen
Zeilenvektoren eine unverzichtbare Information, die durch die anderen Zei-
lenvektoren alleine nicht dargestellt und mithin nicht „weggelassen“ werden
kann. Hingegen könnte man ein LGS jederzeit um weitere Zeilen ergänzen,
die Linearkombinationen der bereits existierenden Zeilen sind. Dadurch ver-
ändert sich die Lösungsmenge des LGS nicht, es kommen also auch keine re-
levanten Informationen mehr hinzu.
Formulieren wir noch einmal allgemein, wie ein homogenes LGS in Zeilenstu-
fenform aussieht:
v ZEILENSTUFENFORM EINES HOMOGENEN LGS
Ein homogenes LGS ist ein System der Form
A ·X = 0ˆ
mit A ∈Rm×n , X ∈Rn , 0ˆ ∈Rm und der EKM ( A 0ˆ ) ∈Rm×(n+1).
Bringt man diese auf Zeilenstufenform
(
M 0ˆ
)=

 ∗ ∗ ∗ ∗ ∗ . . . ∗ . . . ∗ 0
0 0  ∗ ∗ ∗ . . . ∗ . . . ∗ 0
... 0  ∗ ∗ ... ... ...
... 0 0 
. . .
0 0 . . . 0  ∗ . . . ∗ 0
0 0 0 0 . . . 0 0
...
...
...
...
...
...
0 0 . . . 0 0 . . . 0 0

,
so erhält man r 6m linear unabhängige Zeilenvektoren.
Untersuchen wir die Lösungsmenge des LGS. Für diese gibt es folgende
Möglichkeiten:
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1. Der Nullvektor X =

0
0
...
0
 ∈ Rn ist in jedem Fall eine Lösung und mithin ein
Teil der Lösungsmenge, denn A · 0ˆ= 0ˆ. Ein homogenes LGS ist immer lösbar.
2. Falls r 6m < n, so enthält die Lösung n−r freie Variablen. Diese entprechen
gerade den Spalten ohne-Stellen.
• Für jede dieser freien Variablen kommt ein (parameterabhängiger) Vek-
tor zur Lösungsmenge hinzu. Jede Linearkombination dieser linear un-
abhängigen Lösungsvektoren ist ebenfalls eine Lösung. Die n − r Lö-
sungsvektoren „spannen“ sozusagen den Lösungsraum auf.
• Zu jeder abhängigen Variable (-Spalten) bestimmt man die (von den
freien Variablen abhängige) Lösung sukzessive aus der Zeilen-Stufen-
Form.
3. Falls r = m = n, so ist M ∈ Rn×n eine quadratische Matrix ohne Nullzeilen,
und der Nullvektor die einzige Lösung des LGS.
4. Der Fall r > n kann nicht auftreten! Schaut man sich die -Stellen in M
an, so müssen diese von einer Zeile zur nächsten mindestens um eine Spal-
te nach rechts wandern. Dazu haben sie maximal n Spalten zur Verfügung,
mehr als n linear unabhängige Zeilen kann es mithin in
(
M 0ˆ
)
nicht ge-
ben.



Die Zahl n− r nennt man auch die Dimension des Lösungsraumes.
V BEISPIEL(E)
Die erweiterte Koeffizientenmatrix 4 8 −2 02 4 −1 0
−1 8 3 0

lässt sich durch elementare Zeilenumformungen auf die Form 2 4 −1 00 4 1 0
0 0 0 0

bringen. Es ist also m = n = 3, r = 2, und man kann 3− 2 = 1 Variable frei
wählen.
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V BEISPIEL(E) (fortgesetzt)
Bspw. sei X3 = s ∈R. Dann folgt daraus X2 =− s4 und X1 = s. Das heißt, der
Lösungsvektor l = s ·
 1−14
1
 , s ∈ R, „spannt“ den eindimensionalen Lösungs-
raum
L=
s ·
 1−14
1
 , s ∈R
 auf.
Da es sich um den R3 handelt, kann man die Lösungsmenge auch geo-
metrisch interpretieren: Sie entspricht der Geraden durch den Koordinatenur-
sprung mit Richtungsvektor u =
 1−14
1
.
4.6.1.3 Bestimmung der Projektionsgeraden (erste Möglichkeit)
Kehren wir mit diesem Hintergrundwissen zurück zu unserem eigentlichen Aus-
gangsbeispiel (4.24). Gesucht war die Projektionsgerade g zum Bildpunkt x˜ =
(
3
4p
2
4
)
bzw. x =
 3p2
4
. Stellen wir also für das homogene LGS (4.24) die erweiterte Koeffi-
zientenmatrix auf und bringen sie auf Zeilenstufenform:
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
p
2
2 0 −
p
2
2 0 −3 0
0 1 0 −1 −p2 0p
2
2 0
p
2
2 4
p
2 −4 0
 →

p
2
2 0 −
p
2
2 0 −3 0
0 1 0 −1 −p2 0
0 0
p
2 4
p
2 −1 0
 .




E BEOBACHTUNGEN
Eine erste Analyse ergibt:
• Es handelt sich hierbei um ein (unterbestimmtes) LGS mit n = 5 Unbe-
kannten und r =m = 3 linear unabhängigen Zeilen in der Zeilenstufen-
form.
• Wir können also zwei Variablen in unserer Lösung frei wählen (blaue
Spalten), und müssen einen zweidimensionalen Lösungsraum erhal-
ten, der von zwei linear unabhängigen Vektoren u, v ∈ R5 „aufge-
spannt“ wird.
• Setzt man bspw. λ= s, X4 = t , s, t ∈R, als freie Variablen, so folgt daraus
für die abhängigen Variablen
X3 = 1p
2
s−4t , X2 =
p
2s+ t , X1 = 7p
2
s−4t .
Damit erhält man als allgemeinen Lösungsvektor
l = t ·

−4
1
−4
1
0

︸ ︷︷ ︸
=:u
+s ·

7p
2p
2
1p
2
0
1

︸ ︷︷ ︸
=:v
mit s, t ∈R,
der aus allen Linearkombinationen der zwei Vektoren u und v besteht.
(Jede feste Wahl von s und t würde eine spezielle Lösung liefern.) Die
Lösung lässt sich auch als Menge schreiben:
L=


X1
X2
X3
X4
λ
 ∈R5 :

X1
X2
X3
X4
λ
= t ·

−4
1
−4
1
0
+ s ·

7p
2p
2
1p
2
0
1
 , s, t ∈R

.
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. AUFGABE
Überlegen Sie: Wie kann man aus dieser Lösung nun eine Gleichung unse-
rer gesuchten euklidischen Projektionsgeraden im Raum bestimmen?
Interpretation der Lösung als euklidische Geradengleichung Inwiefern ha-
ben wir durch diesen Lösungsvektor nun eine Geradengleichung einer Raumgera-
den vorliegen? Dazu müssen wir uns überlegen, was wir eigentlich genau suchen,
und was die einzelnen Komponenten der Lösung für eine Bedeutung haben.Hier kommt es al-
so wieder auf die
„Schnittstellen“ zwi-
schen Modell und Wirk-
lichkeit an. Diesmal
gilt es, ein im Modell
gefundenes Ergebnis
wieder zurück auf die
geometrische Realsi-
tuation zu übertragen.
Wichtig ist, zunächst einmal zu erkennen, dass die fünfte Komponente des
Lösungsvektors lediglich die Variable λ bestimmt. Diese stellt jedoch keine Punkt-
komponente dar, weswegen ihr Wert somit für unsere gesuchte Gerade völlig „gleich-
gültig“ ist. Wir können sie also nicht nur optisch abtrennen:
l =

X1
X2
X3
X4
λ
= t ·

−4
1
−4
1
0
+ s ·

7p
2p
2
1p
2
0
1
 mit s, t ∈R.
Es verbleibt ein reduzierter vierdimensionale Lösungsvektor lr ed :
lr ed =

X1
X2
X3
X4
= t ·

−4
1
−4
1
+ s ·

7p
2p
2
1p
2
0
 mit s, t ∈R.
Aber wie erhält man daraus eine Geradengleichung im R3 in Parameterform?

 IDEE: PROJEKTIVES PRINZIP HÖHERDIMENSIONAL
Auf dem Arbeitsblatt HOMOGENE KOORDINATEN haben wir das projektive
Prinzip bereits von Punkten auf Geraden der Ebene übertragen:
Projektiv gedacht werden Geraden im R2 im Wesentlichen mit
Ebenen im R3 durch den Nullpunkt identifiziert.
Dieses Prinzip lässt sich ohne Weiteres „um eine Dimension erhöhen“!
Das heißt:
Projektiv gedacht werden also Geraden imR3 im Wesentlichen mit
Ebenen im R4 durch den Nullpunkt identifiziert.
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 IDEE: PROJEKTIVES PRINZIP HÖHERDIMENSIONAL (fortgesetzt)
Diese „Ebenen im R4“ können wir uns nicht mehr bildlich vorstellen, aber
das mathematische Bildungsprinzip bleibt völlig analog erhalten: Auch in hö-
herdimensionalen Räumen wird eine Ebene per Definition durch genau zwei
linear unabhängige Richtungsvektoren „aufgespannt“!
Unser vierdimensionaler Lösungsvektor lr ed gibt uns also nichts anderes als
eine projektive Geradengleichung an: Den Nullvektor müs-
sen wir in der projekti-
ven Geradengleichung
wieder ausschließen.
g =
X ∈R
4 \ {0ˆ} :

X1
X2
X3
X4
= t ·

−4
1
−4
1
+ s ·

7p
2p
2
1p
2
0
 , s, t ∈R
 .
Die gesuchte euklidische Gerade lässt sich daraus ablesen, wenn die Normie-
rung X4 = 1 vorgenommen wird. Damit dies gilt, muss t = 1 gesetzt werden:
g˜ =
X˜ ∈R3 : X˜ =
−41
−4
+ s ·

7p
2p
2
1p
2
 , s ∈R
 .
Damit haben wir bereits einen Weg gefunden, aus einer gegebenen Projekti-
onsmatrix P die Projektionsgerade durch einen festen Bildpunkt [x] ∈ P2 zu be-
stimmen. Dazu musste man das folgende LGS aufstellen, lösen und projektiv bzw.
euklidisch interpretieren:
P ·X =λ · x ⇔ P ·X −λ · x = 0ˆ ⇔ ( P −x ) ·(X
λ
)
= 0ˆ.
Ist es auch möglich, auf ähnliche Weise das Kamerazentrum aus einer gegebe-
nen Projektionsmatrix P zu bestimmen?
4.6.1.4 Bestimmung des Projektionszentrums Z˜
Zunächst einmal scheint es von der Sache her ziemlich abwegig (!), das euklidi-
sche Kamerazentrum Z˜ in irgend einer Weise aus der Abbildungsvorschrift Z1
(vgl. (4.22)) bestimmen zu wollen. Zum Kamerazentrum lässt sich nämlich geo-
metrisch überhaupt kein Bildpunkt konstruieren, da der Punkt Z˜ alleine mit sich
selbst keine Projektionsgerade aufspannt, nicht mal eine, die parallel zur Bildebene
verläuft.
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 IDEE: IST Z˜ EIN „VERBOTENER“ PUNKT?
Ach du Schreck! Mit dem Punkt Z˜ scheinen wir also einen Punkt gefunden
zu haben, der selbst bei der Erweiterung der Abbildungsvorschrift durch den
Übergang auf projektive Punkte ein „verbotener Punkt“ zu sein scheint:
Man darf ihn doch nicht abbilden, wenn das Grundprinzip der
Zentralprojektion nicht verletzt werden soll!?
Haben wir also nicht richtig aufgepasst, und müssten eigentlich alle pro-
jektiven Vertreter Z =

Z1
Z2
Z3
Z4
 des euklidischen Kamerazentrums Z˜ aus der De-
finitionsmenge vonZ1 entfernen, um keinen Fehler zu machen?
Kurioserweise lautet die Antwort: Nein! Stattdessen können wir uns diese Über-
legung sogar zunutze machen, wenn wir uns bspw. das Bild der Abbildung (4.20)
genauer anschauen. Der Zielbereich der Abbildung Z1 ist der R3. Allerdings darf
nicht jeder Vektor desR3 beim Abbilden „getroffen“ werden, sondern nur die Vek-
toren, die als Vertreter für einen Punkt oder Fernpunkt des P2 stehen. Dies trifft auf
alle Vektoren des R3 außer den Nullvektor x =
00
0
 zu! Der Nullvektor repräsentiert
kein Element der projektiven Ebene, er ist mithin der einzige „unerlaubte“ Bild-
punkt im Modell!

 IDEE: [Z ] IST DAS URBILD DES NULLVEKTORS
Im Umkehrschluss muss dann aber der Lösungsvektor des folgenden LGS
auch den Raumpunkt beschreiben, der durch die Kamera faktisch gar nicht
abgebildet wird - also das Kamerazentrum [Z ]:
(
P 0ˆ
)︸ ︷︷ ︸
=:M∈R3×5
·
(
X
λ
)
︸︷︷︸
∈R5
= 0ˆ︸︷︷︸
∈R3
⇔ P︸︷︷︸
∈R3×4
· X︸︷︷︸
∈R4
= 0ˆ︸︷︷︸
∈R3
. (4.25)
Man könnte sagen, dass das Kamerazentrum im Prinzip [Z ] das „Urbild“ des
Nullvektors ist.
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Übertragung auf unser Ausgangsbeispiel Versuchen wir den Ansatz (4.25) an
unserem Ausgangsbeispiel. Es sei wieder P =

p
2
2 0 −
p
2
2 0
0 1 0 −1p
2
2 0
p
2
2 4
p
2
. Als erweiterte
Koeffizientenmatrix erhält man mithin
p
2
2 0 −
p
2
2 0 0
0 1 0 −1 0p
2
2 0
p
2
2 4
p
2 0
 →

p
2
2 0 −
p
2
2 0 0
0 1 0 −1 0
0 0
p
2 4
p
2 0
 ,
also ein (unterbestimmtes) Gleichungssystem mit drei Gleichungen und vier
Unbekannten. Wir können eine Variable frei wählen, um einen entsprechenden
Lösungsvektor zu bestimmen, z.B. X4 = t mit t ∈R. Dann folgt daraus
X3 =−4t , X2 = t , X1 =−4t , also l = t ·

−4
1
−4
1
 , t ∈R.
Nach unseren Überlegungen repräsentiert Z =

−4
1
−4
1
 das projektive Kamera-
zentrum [Z ] bzw. Z˜ =
−41
−4
 das euklidische.
4.6.1.5 Wann repräsentiert eine beliebige 3×4-Matrix P eine
„echte“ zentralprojektive Kamera?
Auf dem Arbeitsblatt WIRKUNGSWEISE DER PROJEKTIONSMATRIX haben wir Bei-
spiele für Projektionsmatrizen kennengelernt, die keine „echte Kamera“ in der
realen Welt repräsentieren können. Wir wollen deshalb eine Charakterisierung für
Projektionsmatrizen finden, die wirklich eine zentralprojektive Abbildung im Stile
einer Lochkamera definieren, und damit solche unliebsamen Beispiele ausschlie-
ßen.
Zentralprojektive Kamera Es gilt der Satz:
v LINEARE UNABHÄNGIGKEIT DER ZEILEN VON P
Die Matrix P ∈ R3×4 repräsentiert nur dann eine nicht entartete, zentral-
projektive Kamera, wenn ihre drei Zeilen(vektoren) linear unabhängig sind.
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


. AUFGABE
Finden Sie eine hinreichende Begründung für diese Aussage! Tipp: Be-
stimmen Sie das Projektionszentrum Z für eine Projektionsmatrix P , deren
Zeilen(vektoren) nicht linear unabhängig sind.




E BEOBACHTUNGEN
Das Kamerazentrum Z ∈ R4 lässt sich gemäß (4.25) durch das homogene
LGS P ·X = 0ˆ mit vier Unbekannten und der erweiterten Koeffizientenmatrix
(
P 0ˆ
)=
 p11 p12 p13 p14 0p21 p22 p23 p24 0
p31 p32 p33 p34 0

berechnen.
Wären die Zeilen von P linear abhängig, hätte die Zeilenstufenform von(
P 0ˆ
)
höchstens 2 linear unabhängige Zeilen! Dies wiederum hieße, dass
die Lösung mindestens zwei freie Variablen enthielte, und der Lösungsraum
mindestens zweidimensional wäre. Das Kamerazentrum entspräche dann ei-
ner euklidischen Geraden oder einer Ebene anstatt nur einem Punkt, wäre also
„ausgeartet“.
„Echte“ zentralprojektive Kamera Durch obige Bedingung wird also sicher-
gestellt, dass das Kamerazentrum aus nur einem Punkt besteht. Damit es sich um
eine „echte“ zentralprojektive Kamera handelt, muss aber eine weitere Bedingung
erfüllt sein:

 IDEE: FERNPUNKTE ALS KAMERAZENTREN AUSSCHLIESSEN
Das Kamerazentrum darf kein Fernpunkt sein, denn eine Kamera, bei der
das Kamerazentrum unendlich weit entfernt ist, existiert allenfalls virtuell. BeiParallelprojektive Ka-
meras kann man in
der Computergrafik na-
türlich oft antreffen.
Sie eignen sich bspw.
gut für technische Dar-
stellungen oder Skiz-
zen. Viele der in diesem
Leitprogramm verwen-
deten Darstellungen
sind Parallelprojektio-
nen des Raumes. Bei
echten Fotos hingegen
können Parallelprojek-
tionen nicht entstehen.
diesem Spezielfall handelt es sich um eine Parallelprojektion, da alle Projekti-
onsgeraden parallel zueinander verlaufen.
Stellen wir also sicher, dass wir Fernpunkte als Kamerazentren ausschließen:
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v LINEAR UNABHÄNGIGE ZEILEN DER UNTERMATRIX P˜
Die Matrix P lässt sich unterteilen in eine 3×3-Untermatrix P˜ sowie den
Spaltenvektor p˜:
P = ( P˜ p˜ ) .
Es repräsentiert P nur dann eine echte zentralprojektive Kamera, deren Pro-
jektionszentrum kein Fernpunkt ist, wenn zusätzlich zu den Zeilen von P auch
die drei Zeilen(vektoren) der 3×3-Untermatrix
P˜ =
 p11 p12 p13p21 p22 p23
p31 p32 p33

linear unabhängig sind.




. AUFGABE
Finden Sie auch eine Begründung für diesen Sachverhalt.




E BEOBACHTUNGEN
Wären die Zeilen der 3×3-Untermatrix
P˜ =
 p11 p12 p13p21 p22 p23
p31 p32 p33

von P linear abhängig, ließe sich die erweiterte Koeffizientenmatrix(
P 0ˆ
)
zum LGS P · X = 0ˆ durch elementare Zeilenumformungen auf die Zeilen-
Stufen-Form (
P 0ˆ
)=
 ∗ ∗ ∗ ∗ 0∗ ∗ ∗ ∗ 0
0 0 0 1 0

bringen, was gerade äquivalent dazu ist, dass Z4 = 0 und das Kamerazentrum
[Z ] also ein Punkt im Unendlichen ist!
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4.6.1.6 Bestimmung einer Formel zur Berechnung des
Projektionszentrums
m ÜBERSICHT UND ORIENTIERUNG
Bisher haben wir ...
• ... den ersten Weg über das LGS (4.24) eingeschlagen, um die Gleichung
der Projektionsgeraden durch einen Bildpunkt zu bestimmen. In diesem
Zusammenhang haben wir uns auch intensiver mit der Struktur der Lö-
sungsmenge eines homogenen LGS beschäftigt;
• ... das Wissen über die Lösungsmenge homogener LGS auch eingesetzt,
um mit (4.25) das Kamerazentrum Z aus P bestimmen zu können, sowie
um zu charakterisieren, wann eine 3×4-Matrix eine „echte“ zentralpro-
jektive Kamera repräsentiert.
Im nächsten Teil dieses Abschnitts möchten wir nun zweierlei erreichen:
1. Der Ansatz zur Berechnung des Kamerazentrums (4.25) soll noch weiter
vereinfacht werden, so dass man eine Formel erhält, die einem direkt
das Kamerazentrum in seiner euklidischen Form Z˜ liefert.
2. Es wird, ausgehend von (4.24), ein Verfahren gesucht, mit dem man die
Projektionsgerade durch einen beliebigen Bildpunkt [x] ∈ P2 direkt in
euklidischen Koordinaten erhält.
Als zweiten Weg zur Bestimmung der Projektionsgeraden durch einen Bild-
punkt werden wir insgesamt direkte Formeln erhalten, die wir in Kapitel 4
noch benötigen. Hierzu wird es nötig sein, unsere Aufmerksamkeit auch auf
die Struktur der Lösungsmenge inhomogener LGS zu richten.
Kamerazentrum Unser bisheriger Ansatz zur Berechnung des Kamerazentrums
(4.25) lieferte ein homogenes LGS, aus dem wir den projektiven Punkt [Z ] ∈ P3
bestimmen konnten. Es gibt jedoch auch eine Möglichkeit, direkt den euklidi-
schen Punkt Z˜ aus P zu bestimmen! Dazu „spielen“ wir wieder ein wenig mit dem
Darstellungswechsel zwischen homogenen und inhomogenen LGS bzw. zwischen
projektiven und euklidischen Punkten.
Wir können die Matrix P wie oben unterteilen in eine 3×3-Untermatrix P˜ so-
wie den Spaltenvektor p˜:
P = ( P˜ p˜ ) .
Da wir einen euklidischen Punkt suchen, nutzen wir unser Normierungsprinzip,
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und setzen X4 = 1 in X =

X1
X2
X3
X4
 ein. Dann lässt sich unser bisheriger Ansatz (4.25)
wie folgt umstellen:
P ·X = 0ˆ ⇔ ( P˜ p˜ ) ·(X˜
1
)
= 0ˆ ⇔ P˜ · X˜ + p˜ ·1= 0ˆ ⇔ P˜ · X˜ =−p˜. (4.26)
Die Umformung (4.26) mündet also in ein inhomogenes LGS. Dies wollen wir
zum Anlass nehmen, auch die Lösungsmenge inhomogener LGS allgemein zu un-
tersuchen.
4.6.1.7 Lineare Gleichungssysteme Teil 3: Struktur der Lösungsmenge
eines inhomogenes LGSs
v ZEILENSTUFENFORM EINES INHOMOGENEN LGS
Ein inhomogenes LGS ist ein System der Form
A ·X = b
mit A ∈Rm×n , X ∈Rn , b ∈Rm , b 6= 0ˆ und der EKM ( A b ) ∈
Rm×(n+1).
Bringt man diese auf Zeilenstufenform, so hat diese die Form
(
M d
)=

 ∗ ∗ ∗ ∗ ∗ . . . ∗ . . . ∗ d1
0 0  ∗ ∗ ∗ . . . ∗ . . . ∗ d2
... 0  ∗ ∗ ... ... ...
... 0 0 
. . .
0 0 . . . 0  ∗ . . . ∗ dr
0 0 0 0 . . . 0 dr+1
0 0 0 0 . . . 0 0
...
...
...
...
...
...
0 0 . . . 0 0 . . . 0 0

,
wobei die Untermatrix M gerade r 6m linear unabhängige Zeilenvekto-
ren und
(
M d
)
entweder r oder r + 1 linear unabhängige Zeilenvektoren
erhält.
Untersuchen wir die Lösungsmenge des LGS. Für diese gibt es folgende
Möglichkeiten:
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1. Dass das LGS nicht lösbar ist, falls dr+1 6= 0, hatten wir bereits in (vgl. 4.4.3.2Das Gleichungssys-
tem ist in diesem
Fall überbestimmt.
bzw. 4.4.3.4) festgestellt: Es gibt dann keinen Lösungsvektor X ∈ Rn , der die
Bedingung
0 ·X1+·· ·+0 ·Xn = dr+1
erfüllt.
2. Falls dr+1 = 0 und r 6m < n, so gibt es wie im homogenen Fall genau n− r
frei wählbare Variablen, und diese Zahl bezeichet wieder die Dimension des
Lösungsraums.
Allerdings ist dieser Lösungsraum, der von n − r parameterab-
hängigen, linear unabhängigen Vektoren „aufgespannt“ wird, im
Vergleich zum homogenen System um einen festen Vektor ver-
schoben, so dass der Nullvektor eben nicht Teil davon ist.Siehe untenste-
hendes Beispiel.
3. Falls r = m = n, so ist M ∈ Rn×n eine quadratische Matrix, und die Zeilen-
stufenform lautet 
 ∗ . . . ∗ d1
0  . . . ∗ d2
. . .
...
...
0 0 . . .  dr
 ∈Rn×(n+1).
In diesem Fall gibt es genau eine Lösung des LGS.
4. Der Fall r > n kann wie im homogenen Fall nicht auftreten.
V BEISPIEL(E)
Die erweiterte Koeffizientenmatrix 4 8 −2 22 4 −1 1
−1 8 3 2

lässt sich durch elementare Zeilenumformungen auf die Form 2 4 −1 10 4 1 1
0 0 0 0

bringen. Es lässt sich eine Variable frei wählen.
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V BEISPIEL(E) (fortgesetzt)
Bspw. sei X3 = s ∈R. Dann folgt daraus X2 = 14− s4 und X1 = s. Das bedeutet,
der Lösungsraum wird beschrieben durch
L=

01
4
0
+ s ·
 1−14
1
 , s ∈R
 .
In diesem Fall kann man die Lösungsmenge im euklidischen Raum wieder
geometrisch interpretieren: Sie ist die Gerade durch den Punkt P =
01
4
0
 mit
Richtungsvektor
 1−14
1
. P ist hierbei eine mögliche spezielle Lösung des LGS,
falls man s = 0 wählt.
Eine Lösungsformel für das inhomogene System mithilfe inverser Matrizen
Ein besonders interessanter Fall für das inhomogene System
A ·X = b
ist nun der 3. Fall, wenn also A ∈Rn×n eine quadratische Matrix ist, X ∈Rn und
b ∈ Rn , b 6= 0ˆ, und die erweiterte Koeffizientenmatrix ( A b ) nach Anwendung
des Gauß-Verfahrens wie folgt aussieht:
(
M d
)=

 ∗ . . . ∗ d1
0  . . . ∗ d2
. . .
...
...
0 0 . . .  dr
 ∈Rn×(n+1). (4.27)
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Wie wir wissen, existiert in diesem Fall eine eindeutige Lösung des LGS. Die
n Zeilenvektoren der Untermatrix M , die durch elementare Zeilenumformungen
entstanden ist, sind linear unabhängig.
Dass die Zeilenstufenform bezüglich der Anzahl an linear unabhängigen Zei-
len eine „Minimaldarstellung“ ist, wurde bereits in 4.6.1.2 zur Sprache gebracht:
Es gibt keine Darstellung desselben LGS mit weniger linear unabhängigen Zeilen-
vektoren.
Ein anderes Resultat besagt, dass die Zeilenstufenform im gleichen Sinn auch
eine „Maximaldarstellung“ ist:
v ZEILENSTUFENFORM ALS „MAXIMALDARSTELLUNG“
Wird eine Matrix in Zeilenstufenform gebracht, so verändert sich dabei ih-
re maximale Anzahl an linear unabhängigen Zeilen nicht. Man nennt die ma-
ximale Anzahl an linear unabhängigen Zeilen auch den Rang einer Matrix.
V BEISPIEL(E)
Man betrachte die Matrix A =

2 0 −1 1
2 4 −1 1
−1 8 3 2
3 12 1 4
 .
• Die 4 Zeilen der Matrix sind linear abhängig voneinander, denn Z1+Z2+
Z3 = Z4. Man kann jedoch drei der vier Zeilen so auswählen, dass diese
drei Zeilen linear unabhängig voneinander sind. Erst recht gilt dies für
eine Auswahl von zwei Zeilen. Mithin ist 3 in diesem Fall die maximale
Anzahl linear unabhängiger Zeilen der Matrix A.
• Bringt man A auf Zeilenstufenform, z.B.
M =

1 0 0 1
0 1 0 0
0 0 1 1
0 0 0 0

so erkennt man dies sofort, ohne die Zeilen explizit auf lineare Unabhän-
gigkeit testen zu müssen!
Die Matrizen M bzw. A im Fall (4.27) haben nun offensichtlich beide den Rang
n, weil alle ihre Zeilen linear unabhängig sind. Was ist daran aber so besonders?In diesem Fall spre-
chen wir auch von
„vollem Rang“.
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Die Antwort darauf lautet: A und M sind sogenannte invertierbare Matrizen12:
v INVERTIERBARE MATRIX
Eine quadratische n×n-Matrix A heißt invertierbar, wenn es eine n×n-
Matrix B gibt, so dass gilt:
A ·B =B · A = I ,
wobei I die Einheitsmatrix passender Größe bezeichnet. In diesem Fall ist
die Matrix B eindeutig bestimmt und wird mit A−1 bezeichnet. Man nennt sie
auch inverse Matrix oder die Inverse von A.




i INFOBOX: BERECHNUNG DER INVERSEN MATRIX
Falls die Inverse einer Matrix existiert, so lässt sie sich über das sog. Gauß-
Jordan-Verfahren leicht bestimmen. Dieses beruht wiederum auf dem Lösen
linearer Gleichungssysteme, denn die Bedingung
A ·B = I
lässt sich leicht in einzelne LGS „herunterbrechen“, wenn man die Matrix B
durch ihre Spaltenvektoren B = (b(1), . . . ,b(n)) darstellt:
A · (b(1), . . . ,b(n))= I ⇔ A ·b(1) = e(1), A ·b(2) = e(2), . . . , und A ·b(n) = e(n).
Für den Computer stellt die Berechnung einer inversen Matrix überhaupt kein
Problem dar, wenn sie existiert. Dass sie im uns interessierenden Fall (4.27) exis-
tiert, stellt der folgende Satz sicher, der somit die Verbindung zu unseren bisheri-
gen Beobachtungen herstellt:
v EXISTENZ DER INVERSEN MATRIX
Für eine n×n-Matrix A sind die folgenden Aussagen äquivalent:
1. A ist invertierbar, d.h. A−1 existiert.
2. Die maximale Anzahl an linear unabhängigen Zeilen der Matrix A ist n.
3. Das homogene LGS A ·X = 0ˆ, X , 0ˆ ∈ Rn , hat als einzige Lösung die Nul-
lösung.
12Zur Definition vgl. z.B. [MV99], S. 270.
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Mithilfe der Inversen Matrix A−1 lässt sich nun für den Fall (4.27) eine einfache
„Lösungsformel“ aufstellen:
v LÖSUNGSFORMEL FÜR INHOMOGENES LGS DER FORM (4.27)
Sei A · X = b ein inhomogenes LGS, wobei A ∈ Rn×n eine quadratische,
invertierbare Matrix ist. Dann hat das LGS genau eine Lösung, und zwar
X = A−1 ·b. (4.28)
Diesen Satz kann man wie folgt beweisen:
A ·X = b
⇔ A−1 · (A ·X ) = A−1 ·b
⇔ (A−1 · A) ·X = A−1 ·b (Assoziativgesetz)
⇔ I ·X = A−1 ·b
⇔ X = A−1 ·b.
Nach diesem weiteren allgemeinen Exkurs über die Lösungsstruktur linearer
Gleichungssysteme wollen wir zu unserem Vorhaben zurückkehren, Formeln zur
direkten Berechnung des Kamerazentrums und später auch der Projektionsgera-
den aufzustellen.
4.6.1.8 Zurück zum Projektionszentrum
Unser Ansatz (4.26), um aus der Matrix P direkt das euklidische Kamerazentrum
zu bestimmen, lautete:
P˜ · X˜ =−p˜.
In 4.6.1.5 haben wir überdies herausgefunden, dass die Zeilenvektoren der
quadratischen Untermatrix P˜ bei einer echten zentralprojektiven Kamera linear
unabhängig sind. Damit ist P˜ invertierbar, und die eindeutige Lösung des LGS lässt
sich mit (4.28) nun ganz einfach bestimmen:
P˜ · X˜ =−p˜ ⇔ X˜ =−P˜−1 · p˜.
Diese „Formel“ halten wir fest:
v DIREKTE BESTIMMUNG DES KAMERAZENTRUMS Z˜ AUS P
Es sei eine Projektionsmatrix P = ( P˜ p˜ ) ∈R3×4 gegeben. Dann ist
Z˜ =−P˜−1 · p˜ (4.29)
das euklidische Projektionszentrum Z˜ der Kamera.
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Übertragung auf unser Ausgangsbeispiel: Es sei wie in (4.22) wieder
P =

p
2
2 0 −
p
2
2 0
0 1 0 −1p
2
2 0
p
2
2 4
p
2
 .
Die Untermatrix P˜ =

p
2
2 0 −
p
2
2
0 1 0p
2
2 0
p
2
2
 ist invertierbar mit P˜−1 =

p
2
2 0
p
2
2
0 1 0
−
p
2
2 0
p
2
2
 ,
damit berechnet man
Z˜ =−P˜−1 · p˜ =
−
p
2
2 0 −
p
2
2
0 −1 0p
2
2 0 −
p
2
2
 ·
 0−1
4
p
2
=
−41
−4
 .
4.6.1.9 Bestimmung einer Formel zur Berechnung der
Projektionsgeraden (zweite Möglichkeit)
Wie könnte man nun ähnlich direkt die Projektionsgerade in euklidischer Darstel-
lung rekonstruieren?
 IDEE: NUTZE ZWEI EINFACH ZU BESTIMMENDE PUNKTE!
Eine Gerade ist durch zwei verschiedene Punkte, durch die sie geht, eindeu-
tig bestimmt.
Wir suchen uns daher idealerweise zwei Punkte heraus, die sich besonders
einfach aus der Projektionsmatrix P und dem Bildpunkt [x] ∈P2 mittels (4.24)
bestimmen lassen: Neben dem Kamerazentrum Z˜ ist dies der Fernpunkt in
Richtung der gesuchten Projektionsgeraden.




E BEOBACHTUNGEN
Wir erinnern uns: Dieser Fernpunkt ist - projektiv gedacht - ein Punkt
X (∞) =

X1
X2
X3
0
, der auf dem Projektionsstrahl liegt, und - euklidisch gedacht -
der Richtungsvektor X˜ (∞) =
X1X2
X3
 der Geraden!
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


E BEOBACHTUNGEN (fortgesetzt)
• Setzt man nun X4 = 0 in (4.24), so kann man das LGS vereinfachen zu
(
P˜ p˜ −x )︸ ︷︷ ︸
∈R3×5
·
X˜0
λ

︸︷︷︸
∈R5
= 0ˆ︸︷︷︸
∈R3
⇔ ( P˜ −x )︸ ︷︷ ︸
∈R3×4
·
(
X˜
λ
)
︸︷︷︸
∈R4
= 0ˆ︸︷︷︸
∈R3
. (4.30)
• Dieses homogene LGS hat (da man eine Variable frei wählen kann)
einen eindimensionalen Lösungsvektor der Form l = s ·

X1
X2
X3
λ
 für s ∈R.
• Da ohnehin X4 = 0 ist und die Länge des gesuchten Richtungsvektors
X˜ (∞) =
X1X2
X3
 keine Rolle spielt, müssen wir keine euklidische Normie-
rung beachten und können λ 6= 0 willkürlich festsetzen, z.B. λ= 1.
Damit erhält man das inhomogene LGS
(
P˜ −x ) ·(X˜
1
)
= 0ˆ ⇔ P˜ · X˜ −x ·1= 0ˆ ⇔ P˜ · X˜ = x,
und mit (4.28) als „Lösungsformel“ für den euklidischen Richtungsvektor der
Geraden
P˜ · X˜ = x ⇔ X˜ = P˜−1 · x.
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Auch diese „Formeln“ wollen wir notieren:
v DIREKTE BESTIMMUNG DER PROJEKTIONSGERADEN AUS P
Es sei die Projektionsmatrix P = ( P˜ p˜ ) ∈ R3×4 sowie ein projektiver
Bildpunkt [x] ∈P2 gegeben.
1. Dann ist
X˜ (∞) = P˜−1 · x (4.31)
der euklidische Richtungsvektor der Projektionsgeraden durch den Bild-
punkt [x].
2. Die euklidische Projektionsgerade durch den Bildpunkt [x] lässt sich so-
mit bestimmen zu
g˜ =
X˜ ∈R3 : X˜ =−P˜−1 · p˜︸ ︷︷ ︸
Z˜
+s · P˜−1 · x︸ ︷︷ ︸
X˜ (∞)
, s ∈R
 . (4.32)
Übertragung auf unser Ausgangsbeispiel: Es sei wie in (4.22) wieder
P =

p
2
2 0 −
p
2
2 0
0 1 0 −1p
2
2 0
p
2
2 4
p
2
 und x =
 3p2
4
 ein Vertreter des Bildpunktes, und Z˜ =
−41
−4
 .
Mit
P˜−1 =

p
2
2 0
p
2
2
0 1 0
−
p
2
2 0
p
2
2

berechnet man
X˜ (∞) = P˜−1 · x =

p
2
2 0
p
2
2
0 1 0
−
p
2
2 0
p
2
2
 ·
 3p2
4
=

7
2
p
2p
2p
2
2
 .
Als euklidische Projektionsgerade erhält man somit gemäß (4.32) wieder
g˜ =
X˜ ∈R3 : X˜ =
−41
−4
+ s ·

7
2
p
2p
2p
2
2
 , s ∈R
 .
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4.6.1.10 Bestimmung der Projektionsgeraden mithilfe der
schiefsymmetrischen Matrix Sx (dritte Möglichkeit)
m ÜBERSICHT UND ORIENTIERUNG
Zur Berechnung der Projektionsgeraden durch einen Bildpunkt [x] aus der
Projektionsmatrix P wurden bisher zwei Lösungsansätze besprochen:
1. Bestimmung aus dem LGS (4.24):
P ·X −λ · x = 0ˆ ⇔ ( P −x ) ·(X
λ
)
= 0ˆ,
2. Direkte Berechnung „per Formel“ (4.32):
g˜ =
X˜ ∈R3 : X˜ =−P˜−1 · p˜︸ ︷︷ ︸
=Z˜
+s · P˜−1 · x︸ ︷︷ ︸
=X˜ (∞)
, s ∈R
 .
Im verbleibenden Teil dieses Abschnitts soll ein dritter Ansatz besprochen
werden, der die Ihnen bereits aus 4.4.4.2 vom Arbeitsblatt LINEARE ABBILDUN-
GEN MIT 3×3-MATRIZEN bekannte schiefsymmetrische Matrix Su nutzt.




i INFOBOX: DER ANSATZ FÜR DIE PRAKTIKERINNEN
Dieser Ansatz ist derjenige, der von den AnwenderInnen tatsächlich in der
Praxis genutzt wird. Wir werden später besser verstehen, welche Vorteile er
den anderen beiden Ansätzen gegenüber hat, und darauf zurückkommen.
Wir wissen, dass alle projektiven Raumpunkte [X ] ∈ P3 der gesuchten Geraden
auf einen projektiven Bildpunkt [x] ∈P2 abgebildet werden, wobei es zu beachten
gilt, dass nicht jeder Stellvertreter X eines Punktes [X ] auf denselben Stellvertreter
x von [x] abgebildet wird. Was wir aber sicher sagen können, ist, dass der durch
die Abbildungsvorschrift x ′ = P ·X entstehende Vertreter x ′ des Bildpunktes [x] die
gleiche Richtung wie ein beliebiger anderer Vertreter x hat.
Mithin müssen die Vektoren x ′ = P ·X und x skalare Vielfache vonein-Aus diesem
Grund hatten wir ja
bei unserem ersten An-
satz (4.24) die Unbe-
kannte λ eingebaut.
ander sein!
Die Bedingung „müssen skalare Vielfache voneinander sein“ kann man nun
äußerst elegant mithilfe der uns bekannten schiefsymmetrischen Matrix Su aus-
drücken!
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 IDEE:
Sei [x] ∈P2 der projektive Bildpunkt, zu dem sowohl x ′ ∈R3 als auch x ∈R3
Vertreter sind. Die Matrix
Sx =
 0 −x3 x2x3 0 −x1
−x2 x1 0
 zum Vertreter x
bildet genau die Vektoren des R3 auf den Nullvektor ab, die skalare Vielfa-
che von x sind.




. AUFGABE
Durch den Bildpunkt [x] ∈P2 ist die Projektionsgerade bei gegebener Pro-
jektionsmatrix P gesucht. Schauen Sie sich noch einmal auf Seite 170 die Defi-
nition und Eigenschaften einer linearen Abbildung mit der Matrix Su an. Füh-
ren Sie die oben skizzierte Idee zu Ende und stellen Sie mithilfe einer entspre-
chenden Matrix Sx einen Ansatz für ein LGS auf, dessen Lösungsmenge die
Projektionsgerade ist.




E BEOBACHTUNGEN
1. Die Matrix
Sx =
 0 −x3 x2x3 0 −x1
−x2 x1 0

bildet alle R3 auf den Nullvektor ab, die skalare Vielfache eines beliebigen Ver-
treters x sind. Deshalb muss für zwei projektive Vertreter x und x ′ desselben
Bildpunktes [x] ∈P2 stets gelten:
x, x ′ sind skalare Vielfache voneinander ⇔ Sx · x ′ = 0ˆ.
2. Den Vertreter x ′ kann man nun als das Resultat der durch P gegebenen
zentralprojektiven Abbildung eines Raumpunkte auffassen.
Mit P =
p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34
 gilt mithin:
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


E BEOBACHTUNGEN (fortgesetzt)
Sx · x ′ = 0ˆ
⇔ Sx · (P ·X ) = 0ˆ
⇔ (Sx ·P ) ·X = 0ˆ
⇔
 0 −x3 x2x3 0 −x1
−x2 x1 0
 ·
p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34
 ·

X1
X2
X3
X4
 = 0ˆ
⇔
x2p31−x3p21 x2p32−x3p22 x2p33−x3p23 x2p34−x3p24x3p11−x1p31 x3p12−x1p32 x3p13−x1p33 x3p14−x1p34
x1p21−x2p11 x1p22−x2p12 x1p23−x2p13 x1p24−x2p14

︸ ︷︷ ︸
=: A ∈R3×4
·

X1
X2
X3
X4
 = 0ˆ.
(4.33)
(4.33) beschreibt also das homogenes LGS, welches es zu lösen gilt. Alle
Raumpunkte [X ] ∈ P3, die in seiner Lösungsmenge liegen, müssen auf der
Projektionsgeraden durch [x] liegen, da jeder beliebige Vertreter X durch P
per Abbildungsvorschrift x ′ = P ·X auf einen legitimen Vertreter des Bildpunk-
tes abgebildet wird.
Analyse und Vereinfachung des LGS Bei genauerem Hinschauen stellt man
fest, dass (4.33) ein homogenes LGS der Form A · X = 0ˆ mit 3 Gleichungen und 4
Unbekannten liefert. Bei unserer Übertragung des projektiven Prinzips auf höhere
Dimensionen (vgl. S. 274) hatten wir festgestellt:
Projektiv gedacht werden Geraden im R3 mit Ebenen im R4 durch den
Nullpunkt identifiziert.
Deshalb benötigen wir zur Bestimmung einer (projektiven) Gerade ein LGS mit
4 Unbekannten, bei dem genau 2 Variablen frei wählbar sind.




! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Beim LGS (4.33) könnte es aber doch theoretisch passieren, dass nur eine
Variable frei wählbar ist. Stellt dies ein Problem für uns dar?
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

E BEOBACHTUNGEN
Um dies zu untersuchen, schreiben wir (4.33) einmal etwas kompakter
auf, und zwar so:
Sx · (P ·X ) = 0ˆ
⇔
 0 −x3 x2x3 0 −x1
−x2 x1 0
 ·
F(1)F(2)
F(3)
= 0ˆ. (4.34)
Hierbei rechnen wir den Vektor P · X =
F(1)F(2)
F(3)
 gar nicht explizit aus! Statt-
dessen wollen wir einfach (4.34) als eigenes LGS über den Unbekannten
F(1),F(2),F(3) auffassen.
Die Matrix Sx stellt man normalerweise anhand des gemessenen euklidi-
schen Bildpunktes x˜ auf. Es handelt sich hierbei also um keinen Fernpunkt,
und als naheliegenden Repräsentanten für [x] können wir x =
(
x˜
1
)
wählen, al-
so x3 = 1 setzen. Damit ist Für unsere Zwecke
reicht es, nur „echte“
Bildpunkte zuzulas-
sen. Man würde hier
jedoch zu einem gleich-
wertigen strukturel-
len Ergebnis gelangen,
wenn man auch einen
Fernpunkt als Bildpunkt
zulässt, für den x3 = 0
gilt. Dann muss man
x jedoch auf eine an-
dere Komponente, die
ungleich Null ist, nor-
mieren, z.B. x1 := 1,
falls x1 6= 0. Entspre-
chend könnte man dann
nur auf die erste oder
zweite Zeile der Matrix
Sx verzichten. Ein Com-
puterprogramm könnte
dies bei Bedarf durch
eine Fallunterscheidung
„abfangen“.
Sx =
 0 −1 x21 0 −x1
−x2 x1 0
 ,
und das LGS (4.34) hat die folgende EKM bzw. Zeilenstufenform:
 0 −1 x2 01 0 −x1 0
−x2 x1 0 0
→
 1 0 −x1 00 x1 −x1x2 0
0 −1 x2 0
→

1 0 −x1 0
0 1 −x2 0
0 0 x1x2−x1x2︸ ︷︷ ︸
= 0
0
 .
Man kann also feststellen: Die Zeilenstufenform von (4.34) hat genau zwei
linear unabhängige Zeilen! Deshalb liefert das LGS (4.33) völlig unabhängig
von der Wahl der Matrix P ein Gleichungssystem mit zwei Gleichungen und
vier Unbekannten - von denen man wie erwartet zwei frei wählen kann. Die
dritte Zeile der Matrix Sx liefert sozusagen nur „überflüssige Information“, die
nicht benötigt wird. Wir können sie mithin in Zukunft weglassen, und die Ma-
trix Sx um eine Zeile verkürzen.
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v BESTIMMUNG DER PROJEKTIONSGERADEN AUS P UND S˜x
Es sei die Projektionsmatrix P ∈R3×4 sowie ein projektiver Bildpunkt [x] ∈
P2 gegeben. Man stelle die Matrix
S˜x =
(
0 −x3 x2
x3 0 −x1
)
(4.35)
zu einem beliebigen Vertreter x ∈R3 des Bildpunktes [x] ∈P2 auf.
Dann beschreibt das LGS
S˜x ·P ·X = 0ˆ ⇔
( 0 −x3 x2
x3 0 −x1
)
·
p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34

︸ ︷︷ ︸
∈R2×4
·

X1
X2
X3
X4
= 0ˆ (4.36)
die Projektionsgerade durch den Punkt [x].
Übertragung auf unser Ausgangsbeispiel: In unserem Beispiel (4.22) waren
P =

p
2
2 0 −
p
2
2 0
0 1 0 −1p
2
2 0
p
2
2 4
p
2
 und x =
 3p2
4
 .
Einsetzen in (4.36) liefert die erweiterte Koeffizientenmatrix:(
1 −4 1 12 0p
2
2 0 −72
p
2 −12p2 0
)
→
(
1 −4 1 12 0
0 −1 2 9 0
)
.
Setze X4 = t und X3 = s, wobei s, t ∈R, dann folgt
X2 = 2s+9t
sowie
X1 = 8s+36t − s−12t = 7s+24t .
Damit erhält man
l = s ·

7
2
1
0
+ t ·

24
9
0
1

bzw. nach Dehomogenisierung (t = 1) die euklidische Gerade
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g˜ =
X˜ ∈R3 : X˜ =
249
0
+ s ·
72
1
 , s ∈R
 .




. AUFGABE
Zeigen Sie, dass es sich hierbei um dieselbe Gerade
g˜ =
X˜ ∈R3 : X˜ =
−41
−4
+ s ·

7
2
p
2p
2p
2
2
 , s ∈R

handelt.
O ZUSAMMENFASSUNG
In diesem Abschnitt haben Sie ...
• ... drei verschiedene Wege kennengelernt, um aus der Projektionsmatrix
P die Projektionsgerade durch einen Bildpunkt [x] ∈P2 zu bestimmen;
• ... die Struktur von Lösungsmengen homogener und inhomogener LGS
genauer untersucht und eine direkte Lösungsformel für inhomogene
LGS mit genau einer Lösung aufgestellt;
• ... das „projektive Denk-Prinzip“ von Punkten auf Geraden und Ebenen
des Raumes übertragen, so dass Sie Lösungsmengen entsprechender
LGS sowohl projektiv wie auch euklidisch interpretieren konnten;
• ... herausgefunden, wann eine vorgegebene 3× 4-Matrix eine parallel-
projektive oder eine „echte“ zentralprojektive Abbildung definiert.
4.6.2 Variante C: Bestimmung der Projektionsgeraden in
Kurzform
Wir legen damit los, was Sie in diesem Kapitel erwartet:
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m ÜBERSICHT UND ORIENTIERUNG
Dieses Kapitel ist der Rekonstruktion von 3D-Informationen aus der
Projektionsmatrix gewidmet. In diesem Kontext werden Sie den folgenden
beiden Fragestellungen nachgehen:
1. Wie kann man aus einem einzelnen Foto, zu dem man die Projektions-
matrix kennt, die Projektionsgerade zu einem beliebigen Bildpunkt er-
mitteln?
2. Wie kann man aus zwei Fotos mit bekannten Projektionsmatrizen 3D-
Punkte aus Bildpunkten rekonstruieren?
Z LERNZIEL(E)
Nach Bearbeitung dieses Kapitels können Sie ...
• ... aus einer Fotografie mit gegebener Projektionsmatrix P ∈ R3×4 die
Projektionsgerade zu einem beliebigen Bildpunkt rekonstruieren (Un-
terabschnitt 4.6.2.1);
• ... aus korrespondierenden Bildpunkten, die auf zwei Kamerabildern
mit bekannten Projektionsmatrizen zu sehen sind, die zugehörigen 3D-
Punkte rekonstruieren (Abschnitt 4.6.3);
• ... erklären, wie man mit Problemen umgehen kann, die bei Rekonstruk-
tionsversuchen in der Praxis auftauchen, wenn man mit echten anstelle
von idealen Bild- und Messdaten arbeitet (Abschnitt 4.6.4);
Dieses Kapitel besteht für Sie aus drei thematischen Abschnitten.
• In diesem Abschnitt wird die theoretische Seite des Rekonstruktionsproblems
beleuchtet. Sie rekonstruieren die Projektionsgerade zu einem beliebigen
Bildpunkt so, wie es auch die PraktikerInnen tun. Dieser Ansatz ist nicht un-
bedingt ein „naheliegender“, aber er macht Sinn im Hinblick auf die prak-
tische Implementierbarkeit, die in den darauffolgenden Abschnitten 4.6.3
und 4.6.4 in Augenschein genommen wird.
• In Abschnitt 4.6.3 gehen wir auf die praktische Seite des Rekonstruktionspro-
blems über. Dieser Abschnitt ist kurz und besteht aus einer Arbeitsphase, in
der Sie selbst mithilfe eines MATLAB-Tools 3D-Punkte aus zwei computer-
generierten „Kamerabildern“ rekonstruieren sollen.
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• Aufgrund der praktischen Erfahrung, die Sie im Abschnitt 4.6.3 gesammelt
haben, werden im Abschnitt 4.6.4 Überlegungen dazu angestellt, mit wel-
chen Problemen man bei der technischen Implementation der theoretischen
Ideen im Computerprogramm konfrontiert wird, und wie man ihnen begeg-
nen kann.
4.6.2.1 Das inverse Problem: Rekonstruktion der Projektionsgeraden
Bis hierher haben wir uns mit einer geeigneten formalen Darstellung der Zentral-
projektion befasst und der Frage, nach welcher Abbildungsvorschrift Raumpunkte
(und Fernpunkte) abgebildet werden. Wir wissen nun, dass eine Zentralprojektion
immer durch eine Matrixabbildung mit einer spezifischen 3×4-Projektionsmatrix
der Form
P =
 p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34
 mit pi j ∈R, i = 1,2,3; j = 1,2,3,4.
beschrieben werden kann, die so etwas wie die „geometrische ID-Card“ eines Fo-
tos ist. Für den „Standardfall“ der Abbildung kennen wir die Matrix P (vgl. (4.20)).
In diesem Kapitel wollen wir uns als ersten Schritt im Hinblick auf eine Re-
konstruktion aus zwei Bildern zunächst darüber Gedanken machen, welche 3D-
Informationen sich überhaupt aus einer beliebig vorgegeben Projektionsmatrix
rekonstruieren lassen.
Unsere Ausgangsfrage lautet also:
Was kann man aus einem auf einem Foto „gemessenen“ euklidischen
Bildpunkt x˜ ∈ R2 rekonstruieren, wenn man die Projektionsmatrix P
kennt?
Was messen wir? Schauen wir uns zunächst einmal an, wie wir ein compu-
tergeneriertes Bild oder ein uns vorliegendes Foto überhaupt vermessen wollen.
Dazu wollen wir ein kartesisches Bildkoordinatensystem wählen. Im Umgang mit
digitalen Bildern verwendet man häufig ein Pixelkoordinatensystem, welches in
der linken oberen Ecke des Bildes seinen Ursprung hat. Für unsere Zwecke wollen
wir jedoch lieber ein geometrisch anschaulicheres BKS verwenden.
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Die Kamera mit vorgelagerter Bildebene ist durch ein kartesisches Rechtskoor-
dinatensystem definiert, bei der die X3-Achse gerade in „Blickrichtung“ der Kame-
ra weist, also die optische Achse repräsentiert. Im Idealfall sollte diese das Kame-
rabild genau in seinem Zentrum schneiden, wohin wir deshalb den Ursprung des
BKS legen wollen, in welchem wir messen. Außerdem sollen die x1− und x2-Achse
des BKS parallel zur X1− und X2-Achse des Raumkoordinatensystems verlaufen,
was zur Folge hat, dass die x1-Achse in ungewohnter Weise „nach links“ zeigt. Wir
wollen darum in unseren Bildern Bildkoordinaten immer vom Ursprung in der
Mitte aus vermessen, und zwar in x1-Richtung nach links, und in x2-Richtung
nach oben, vgl. Abb. 4.25.




! VORSICHT:
Im GeoGebra-Applet
PROJEKTIONSMA-
TRIZEN3D war das
noch anders her-
um: Hier zeigte die
x1-Achse des Bildes
(linke Grafikansicht)
noch wie gewohnt
nach rechts, man
guckte also im Prin-
zip „von hinten“ auf
das entstehende Bild.
Abb. 4.25 Unser Bildkoordinatensystem
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Was können wir überhaupt geometrisch aus einem Bildpunkt auf einem
Foto rekonstruieren? Da bei einer Zentralprojektion alle Raumpunkte X˜ (6= Z˜ ),
die auf ein- und derselben Projektionsgeraden liegen, auf den gleichen Bildpunkt
x˜ abgebildet werden, lässt sich aus einem einzigen Bild nur die Projektionsgerade
selbst rekonstruieren! Als spezieller Punkt auf der Projektionsgeraden kann außer-
dem das Kamerazentrum rekonstruiert werden.
Starten wir unsere Rekonstruktionsversuche also mit einem Ausgangsbeispiel.
Ausgangsbeispiel Für das computergenerierte Bild eines Gebäudes gelte die
folgende Abbildungsvorschrift:
Z∞ : R4 \ {0ˆ}→R3, X 7→ P ·X =

p
2
2 0 −
p
2
2 0
0 1 0 −1p
2
2 0
p
2
2 4
p
2
 ·

X1
X2
X3
X4

=

p
2
2 X1−
p
2
2 X3
X2−X4p
2
2 X1+
p
2
2 X3+4
p
2X4
 .
(4.37)




Gesucht ist die Projektionsgerade g zu einem beliebigen Bildpunkt x˜ ∈ R2,
z.B. zum Bildpunkt x˜ =
(
3
4p
2
4
)
.
Der Lösungsansatz für die PraktikerInnen Es geht offensichtlich darum, erst
einmal ein Lineares Gleichungssystem aufzustellen, das eine „brauchbare“ Lösung
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für das Umkehrproblem liefert. Insbesondere müssen wir uns dazu genau überle-
gen, wie die Lösungsmenge unseres LGS überhaupt aussehen soll, denn wir möch-
ten ja mit projektiven Punkten rechnen.
Wir wissen, dass alle projektiven Raumpunkte [X ] ∈P3 der gesuchten Geraden
auf einen projektiven Bildpunkt [x] ∈P2 abgebildet werden, wobei es zu beachten
gilt, dass nicht jeder Stellvertreter X eines Punktes [X ] auf denselben Stellvertreter
x von [x] abgebildet wird. Was wir aber sicher sagen können, ist, dass der durch
die Abbildungsvorschrift x ′ = P ·X entstehende Vertreter x ′ des Bildpunktes [x] die
gleiche Richtung wie ein beliebiger anderer Vertreter x hat.
Mithin müssen die Vektoren x ′ = P ·X und x skalare Vielfache vonein-
ander sein!
Die Bedingung „müssen skalare Vielfache voneinander sein“ kann man nun
äußerst elegant mithilfe der uns bekannten schiefsymmetrischen Matrix Su aus-
drücken!

 IDEE:
Sei [x] ∈P2 der projektive Bildpunkt, zu dem sowohl x ′ ∈R3 als auch x ∈R3
Vertreter sind. Die Matrix
Sx =
 0 −x3 x2x3 0 −x1
−x2 x1 0
 zum Vertreter x
bildet genau die Vektoren des R3 auf den Nullvektor ab, die skalare Vielfa-
che von x sind.




. AUFGABE
Durch den Bildpunkt [x] ∈P2 ist die Projektionsgerade bei gegebener Pro-
jektionsmatrix P gesucht. Schauen Sie sich noch einmal auf Seite 170 die Defi-
nition und Eigenschaften einer linearen Abbildung mit der Matrix Su an. Füh-
ren Sie die oben skizzierte Idee zu Ende und stellen Sie mithilfe einer entspre-
chenden Matrix Sx einen Ansatz für ein LGS auf, dessen Lösungsmenge die
Projektionsgerade ist.
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E BEOBACHTUNGEN
1. Die Matrix
Sx =
 0 −x3 x2x3 0 −x1
−x2 x1 0

bildet alle R3 auf den Nullvektor ab, die skalare Vielfache eines beliebigen Ver-
treters x sind. Deshalb muss für zwei projektive Vertreter x und x ′ desselben
Bildpunktes [x] ∈P2 stets gelten:
x, x ′ sind skalare Vielfache voneinander ⇔ Sx · x ′ = 0ˆ.
2. Den Vertreter x ′ kann man nun als das Resultat der durch P gegebenen
zentralprojektiven Abbildung eines Raumpunkte auffassen.
Mit P =
p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34
 gilt mithin:
Sx · x ′ = 0ˆ
⇔ Sx · (P ·X ) = 0ˆ
⇔ (Sx ·P ) ·X = 0ˆ
⇔
 0 −x3 x2x3 0 −x1
−x2 x1 0
 ·
p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34
 ·

X1
X2
X3
X4
 = 0ˆ
⇔
x2p31−x3p21 x2p32−x3p22 x2p33−x3p23 x2p34−x3p24x3p11−x1p31 x3p12−x1p32 x3p13−x1p33 x3p14−x1p34
x1p21−x2p11 x1p22−x2p12 x1p23−x2p13 x1p24−x2p14

︸ ︷︷ ︸
=: A ∈R3×4
·

X1
X2
X3
X4
 = 0ˆ.
(4.38)
(4.38) beschreibt also das homogenes LGS, welches es zu lösen gilt. Alle
Raumpunkte [X ] ∈ P3, die in seiner Lösungsmenge liegen, müssen auf der
Projektionsgeraden durch [x] liegen, da jeder beliebige Vertreter X durch P
per Abbildungsvorschrift x ′ = P ·X auf einen legitimen Vertreter des Bildpunk-
tes abgebildet wird.
Analyse und Vereinfachung des LGS Bei genauerem Hinschauen stellt man
fest, dass (4.38) ein homogenes LGS der Form A · X = 0ˆ mit 3 Gleichungen und 4
Unbekannten liefert. Bei unserer Übertragung des projektiven Prinzips auf höhere
Dimensionen (vgl. 274) hatten wir festgestellt:
Projektiv gedacht werden Geraden im R3 mit Ebenen im R4 durch den
Nullpunkt identifiziert.
301
Deshalb benötigen wir zur Bestimmung einer (projektiven) Gerade ein LGS mit
4 Unbekannten, bei dem genau 2 Variablen frei wählbar sind.



! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Beim LGS (4.38) könnte es aber doch theoretisch passieren, dass nur eine
Variable frei wählbar ist. Stellt dies ein Problem für uns dar?




E BEOBACHTUNGEN
Um dies zu untersuchen, schreiben wir (4.38) einmal etwas kompakter
auf, und zwar so:
Sx · (P ·X ) = 0ˆ
⇔
 0 −x3 x2x3 0 −x1
−x2 x1 0
 ·
F(1)F(2)
F(3)
= 0ˆ. (4.39)
Hierbei rechnen wir den Vektor P · X =
F(1)F(2)
F(3)
 gar nicht explizit aus! Statt-
dessen wollen wir einfach (4.39) als eigenes LGS über den Unbekannten
F(1),F(2),F(3) auffassen.
Die Matrix Sx stellt man normalerweise anhand des gemessenen euklidi-
schen Bildpunktes x˜ auf. Es handelt sich hierbei also um keinen Fernpunkt,
und als naheliegenden Repräsentanten für [x] können wir x =
(
x˜
1
)
wählen, al-
so x3 = 1 setzen. Damit istFür unsere Zwecke
reicht es, nur „echte“
Bildpunkte zuzulas-
sen. Man würde hier
jedoch zu einem gleich-
wertigen strukturel-
len Ergebnis gelangen,
wenn man auch einen
Fernpunkt als Bildpunkt
zulässt, für den x3 = 0
gilt. Dann muss man
x jedoch auf eine an-
dere Komponente, die
ungleich Null ist, nor-
mieren, z.B. x1 := 1,
falls x1 6= 0. Entspre-
chend könnte man dann
nur auf die erste oder
zweite Zeile der Ma-
trix Sx verzichten. Ein
Computerprogramm
könnte dies bei Bedarf
durch eine Fallunter-
scheidung „abfangen“.
Sx =
 0 −1 x21 0 −x1
−x2 x1 0
 ,
und das LGS (4.39) hat die folgende EKM bzw. Zeilenstufenform:
 0 −1 x2 01 0 −x1 0
−x2 x1 0 0
→
 1 0 −x1 00 x1 −x1x2 0
0 −1 x2 0
→

1 0 −x1 0
0 1 −x2 0
0 0 x1x2−x1x2︸ ︷︷ ︸
= 0
0
 .
Man kann also feststellen: Die Zeilenstufenform von (4.39) hat genau zwei
linear unabhängige Zeilen! Deshalb liefert das LGS (4.38) völlig unabhängig
von der Wahl der Matrix P ein Gleichungssystem mit zwei Gleichungen und
vier Unbekannten - von denen man wie erwartet zwei frei wählen kann. Die
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E BEOBACHTUNGEN (fortgesetzt)
dritte Zeile der Matrix Sx liefert sozusagen nur „überflüssige Information“, die
nicht benötigt wird. Wir können sie mithin in Zukunft weglassen, und die Ma-
trix Sx um eine Zeile verkürzen.
v BESTIMMUNG DER PROJEKTIONSGERADEN AUS P UND S˜x
Es sei die Projektionsmatrix P ∈R3×4 sowie ein projektiver Bildpunkt [x] ∈
P2 gegeben. Man stelle die Matrix
S˜x =
(
0 −x3 x2
x3 0 −x1
)
(4.40)
zu einem beliebigen Vertreter x ∈R3 des Bildpunktes [x] ∈P2 auf.
Dann beschreibt das LGS
S˜x ·P ·X = 0ˆ ⇔
( 0 −x3 x2
x3 0 −x1
)
·
p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34

︸ ︷︷ ︸
∈R2×4
·

X1
X2
X3
X4
= 0ˆ (4.41)
die Projektionsgerade durch den Punkt [x].
Übertragung auf unser Ausgangsbeispiel: In unserem Beispiel (4.37) waren
P =

p
2
2 0 −
p
2
2 0
0 1 0 −1p
2
2 0
p
2
2 4
p
2
 und x =
 3p2
4
 .
Einsetzen in (4.41) liefert die erweiterte Koeffizientenmatrix:(
1 −4 1 12 0p
2
2 0 −72
p
2 −12p2 0
)
→
(
1 −4 1 12 0
0 −1 2 9 0
)
.
Setze X4 = t und X3 = s, wobei s, t ∈R, dann folgt
X2 = 2s+9t
sowie
X1 = 8s+36t − s−12t = 7s+24t .
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Damit erhält man
l = s ·

7
2
1
0
+ t ·

24
9
0
1
 .




! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Das ist doch seltsam! Diese Lösung soll nun also unsere Gerade beschrei-
ben?! Wie erhält man denn daraus eine Geradengleichung im R3 in Parame-
terform?
Vielleicht erinnern Sie sich noch an die folgende Idee:

 IDEE: HÖHERDIMENSIONALE ÜBERTRAGUNG DES PROJEKTIVEN PRINZIPS
Auf dem Arbeitsblatt HOMOGENE KOORDINATEN haben wir das projektive
Prinzip bereits von Punkten auf Geraden der Ebene übertragen:
Projektiv gedacht werden Geraden im R2 im Wesentlichen mit
Ebenen im R3 durch den Nullpunkt identifiziert.
Dieses Prinzip lässt sich ohne Weiteres „um eine Dimension erhöhen“!
Das heißt:
Projektiv gedacht werden also Geraden imR3 im Wesentlichen mit
Ebenen im R4 durch den Nullpunkt identifiziert.
Diese „Ebenen im R4“ können wir uns nicht mehr bildlich vorstellen, aber
das mathematische Bildungsprinzip bleibt völlig analog erhalten: Auch in hö-
herdimensionalen Räumen wird eine Ebene per Definition durch genau zwei
linear unabhängige Richtungsvektoren „aufgespannt“!
Unser vierdimensionaler Lösungsvektor l gibt uns also nichts anderes als eine
projektive Geradengleichung an:Den Nullvektor müs-
sen wir in der projekti-
ven Geradengleichung
wieder ausschließen.
g =
X ∈R
4 \ {0ˆ} :

X1
X2
X3
X4
= s ·

7
2
1
0
+ t ·

24
9
0
1
 , s, t ∈R
 .
Die gesuchte euklidische Gerade lässt sich daraus ablesen, wenn die Normie-
rung X4 = 1 vorgenommen wird. Damit dies gilt, muss t = 1 gesetzt werden:
304
g˜ =
X˜ ∈R3 : X˜ =
249
0
+ s ·
72
1
 , s ∈R
 .
Das ist nun wirklich unsere euklidische Gerade!
O ZUSAMMENFASSUNG
In diesem Unterabschnitt haben Sie aus der Projektionsmatrix P die Pro-
jektionsgerade durch einen Bildpunkt [x] ∈P2 zu bestimmen gelernt.
m ÜBERSICHT UND ORIENTIERUNG
Machen Sie nun weiter mit Abschnitt 4.6.3, und folgen Sie ggf. den Hin-
weisen bezüglich Ihres Weges C.
4.6.3 Rückprojektion aus zwei Kamerabildern
Z LERNZIEL(E)
Nach Bearbeitung dieses Abschnitts können Sie aus korrespondierenden
Bildpunkten, die auf zwei Kamerabildern mit bekannten Projektionsmatrizen
zu sehen sind, die zugehörigen 3D-Punkte rekonstruieren.
Wir wollen uns nun endlich auch die praktische Seite des Rekonstruktionspro-
blems anschauen! Unser eigentliches Ziel ist es ja, 3D-Punkte zu rekonstruieren.
Bisher können wir aus einem Foto mit zugehöriger Projektionsmatrix P die
Projektionsgerade durch einen beliebigen Bildpunkt [x] ∈ P2 bestimmen. Dieses
gelingt uns anhand des zuletzt besprochenen Ansatzes (4.36) (bzw. Weg C: 4.41)
durch das LGS
S˜x ·P ·X = 0ˆ ⇔
( 0 −x3 x2
x3 0 −x1
)
·
p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34
 ·

X1
X2
X3
X4
= 0ˆ.
Es ist nun klar, dass zur Rekonstruktion eines 3D-Punktes ein einziges Foto der
Raumszene nicht ausreicht. Deshalb nehmen wir nun ein zweites Foto hinzu, und
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greifen - projektiv formuliert - wieder auf, was wir auf Seite 91 unter korrespondie-
renden Bildpunkten verstanden haben:
v PROJEKTIVE KORRESPONDIERENDE BILDPUNKTE
Zwei Kameras fotografieren dieselbe Szene von zwei unterschiedlichen
Standorten aus. Dadurch wird ein Raumpunkt [X ] ∈ P3 auf einen Bildpunkt
[x ′] ∈P2 im ersten Foto und auf einen Bildpunkt [x ′′] ∈P2 im zweiten Foto ab-
gebildet. [x ′] und [x ′′] heißen korrespondierende Bildpunkte, die man auch als
Bildpunktepaar ([x ′], [x ′′]) zusammenfasst.
Anhand der Skizze wird deutlich: Hat man auf zwei Fotos ein Paar korre-
spondierender Bildpunkte identifiziert, so muss der daraus zu rekonstruierende
Raumpunkt die Bedingung erfüllen, auf beiden Projektionsgeraden gleichzeitig zu
liegen. In der nun folgenden Arbeitsphase sollen Sie sich praktisch und theoretisch
mit dieser Rekonstruktionssituation auseinandersetzen.



Í ARBEITSPHASE: RÜCKPROJEKTION VON BILDPUNKTPAAREN
In dieser Arbeitsphase sollen Sie die Rekonstruktion von Raumpunkten
aus Bildpunktpaaren durchführen, die Sie selbst auf zwei computergenerier-
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Í ARBEITSPHASE: RÜCKPROJEKTION VON BILDPUNKTPAAREN (fortgesetzt)
ten Bildern per Mausklick lokalisieren. Dabei beschäftigen Sie sich auch mit
der Frage, wie der Computer ein entsprechendes LGS zur Rekonstruktion der
Raumpunkte aufstellen kann.
1. Bearbeiten Sie das Arbeitsblatt REKONSTRUKTION VON 3D-PUNKTEN
AUS ZWEI BILDERN. Sie benötigen dazu MATLAB, das Tool OBJEKT-
AUSBILDERZEUGEN sowie aus dem Ordner MATLAB MATERIALIEN die
Datei Matlabvariablen.mat und die Bilddateien Bild1.png und
Bild2.png.
2. Bereiten Sie MATLAB vor: Öffnen Sie MATLAB, und stellen Sie über das
Icon Browse for folder in der Navigationsleiste den richtigen Pfad
zum Ordner MATLAB MATERIALIEN ein. In der Ansicht Current Folder Der Pfad muss dort-
hin führen, wo Sie den
Ordner abgespeichert
haben.
erscheint nun unter anderem die Datei Matlabvariablen.mat. Öffnen
Sie diese durch Doppelklick. Es sollten nun alle in der Datei enthalte-
nen Variablen in Ihrem Workspace angezeigt werden, unter anderem
die Variablen P1 und P2.
3. Nehmen Sie sich Zeit für die Überprüfung Ihrer Ergebnisse anhand der
bereitgestellten Lösung.
Mit dem LGS aus Aufgabe 2 des Arbeitsblattes haben wir nun das Zwischen-
ziel unseres Leitprogramms erreicht: Wir können zu den auf zwei Bildern sichtba-
ren Bildpunktpaaren mithilfe eines LGS die zugehörigen Raumpunkte ermitteln,
wenn wir die zu den Bildern gehörenden Projektionsmatrizen kennen!
v REKONSTRUKTION VON 3D-PUNKTEN AUS 2 BILDERN MIT P ′,P ′′
Zwei Kameras fotografieren dieselbe Szene von zwei unterschiedlichen
Standorten aus. Es seien genügend Informationen über Lage und Bau der ab-
bildenden Kameras vorhanden, so dass die Projektionsmatrizen P ′ ∈R3×4 und
P ′′ ∈R3×4 zu beiden Fotos bekannt sind.
Kann ein Bildpunkt [x ′] ∈P2 auf dem ersten Bild einem Bildpunkt [x ′′] ∈P2
auf dem zweiten Bild eindeutig zugeordnet werden, so lässt sich zu dem Bild-
punktpaar ([x ′], [x ′′]), der zugehörige Raumpunkt [X ] ∈P3 durch das folgende
LGS rekonstruieren: (
S˜x ′ ·P ′
S˜x ′′ ·P ′′
)
︸ ︷︷ ︸
∈R4×4
·X = 0ˆ. (4.42)
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v REKONSTRUKTION VON 3D-PUNKTEN AUS 2 BILDERN MIT P ′,P ′′ (fortgesetzt)
Hierbei sind S˜x ′ und S˜x ′′ die analog zu (4.35) definierten Matrizen.




! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Auf dem Arbeitsblatt wurde folgendes Problem deutlich: Das aufzustel-
lende homogene LGS (4.42) hat vier Gleichungen und vier Unbekannte. Um
einen Raumpunkt zu erhalten, muss eine freie Variable in der Lösung enthal-
ten sein. Minimalste Abweichungen bei der praktischen Bestimmung der Ver-
treter x ′ und x ′′ führen jedoch bereits dazu, dass das LGS nur noch die un-
brauchbare Nulllösung hat!
Der Computer berechnet offensichtlich trotzdem einen Bildpunkt! Im nun fol-
genden Abschnitt werden wir uns ansehen, wie das gelingen kann.
O ZUSAMMENFASSUNG
In diesem Abschnitt haben Sie selbstständig 3D-Punkte aus korrespon-
dierenden Bildpunkten rekonstruiert, und das dazu nötige LGS aufgestellt. Es
bleibt jedoch die Frage offen, wie man in der Praxis verhindert, dass dieses
LGS nur noch die Nulllösung hat.
4.6.4 Der Umgang mit echten Messdaten
Z LERNZIEL(E)
Nach Bearbeitung dieses Abschnitts können Sie erklären, wie man mit Pro-
blemen umgehen kann, die bei Rekonstruktionsversuchen in der Praxis auftau-
chen, wenn man mit echten anstelle von idealen Bild- und Messdaten arbeitet.
Bisher haben wir theoretische Überlegungen zu dem mathematischen Modell an-
gestellt, mit dessen Hilfe wir den Abbildungsvorgang beim Fotografieren mit einer
Kamera beschrieben haben. Aus dem Modell waren direkt Methoden ableitbar,
wie man die Projektionsgerade zu einem Bildpunkt [x] rechnerisch bestimmen
kann (vgl. (4.24),(4.32) und (4.36) bzw. Weg C nur 4.41).
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Übergang auf die Realsituation Die Rekonstruktion eines Raumpunktes aus
zwei gemessenen, korrespondierenden Bildpunkten auf zwei Fotos ist nun der ers-
te „Härtetest“ für unser Modell, da wir auf eine Realsituation übergehen. Auf dem
Arbeitsblatt REKONSTRUKTION VON 3D-PUNKTEN AUS ZWEI BILDERN haben wir
feststellen können:
• Ausgehend von unserem Modell war es unkompliziert, eine Formel für das
lineare Gleichungssystem aufzustellen, dessen Lösung den entsprechenden
Raumpunkt der Theorie nach unzweideutig liefern müsste.
• Andererseits war das Computerprogramm bei seinen Berechnungen offen-
sichtlich von den Eingaben der Bildpunkte abhängig, die wir als Nutzer ein-
fach „per Klick“ festgelegt haben. Geometrisch gesehen haben wir durch
diese „Klicks“ die stets genaue Lage der beiden Projektionsgeraden festge-
legt, die der Computer rechnerisch zum Schnitt bringt.
Dabei sind wir über das folgende Problem „gestolpert“:




! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Was passiert eigentlich, wenn sich die beiden Projektionsgeraden, die
durch die beiden gemessenen Bildpunkte verlaufen, nicht schneiden? Wie
kann der Computer dann überhaupt einen 3D-Punkt bestimmen?
Man könnte versucht sein, diesen gedanklichen Stolperstein erst einmal als
Sonderfall abzutun. Daher die spontane Frage an Sie:
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. AUFGABE
Was meinen Sie, wie häufig dieses (geometrische) Problem überhaupt auf-
tritt? Könnte man sich beim Klicken nicht einfach viel „Mühe“ geben, um den
Pixelpunkt genau zu treffen, und dann „klappt das schon“ mit dem Schnitt-
punkt der zugehörigen Projektionsgeraden?
Die Antwort lautet: Leider nein! Das Problem tritt nämlich zwangsweise stän-
dig auf! Wenn man mit echten Bildern oder Fotos umgeht und die Bildpunkte „per
Hand“ vermisst oder automatisiert vermessen lässt, werden die echten, gemesse-
nen Daten fast niemals mit den idealen Bilddaten des zugrunde gelegten Modells
übereinstimmen! Woran liegt das?

 IDEE: MESSUNGENAUIGKEITEN UND FEHLERHAFTE DATEN
Die Anwendungssituation unterliegt den folgenden Einschränkungen:
1. Messungenauigkeiten: Messungen sind immer toleranzbehaftet, d.h.
man kann nicht beliebig genau messen:
• Ein exakter Punkt ist nur eine Idee. Reale Punkte werden durch ein
Pixelschema vordefiniert, welches zwar haarfein ist, aber eben nur
so genau wie seine Rasterung.
• Bei dieser Rasterung handelt es sich im Prinzip um eine diskre-
te Einteilung der Bildebene in ganz viele winzige Zellen. Je nach
Wahl der Maßeinheit kann man darin einen Punkt bis auf eine
bestimmte endliche Dezimalstelle genau lokalisieren und ihm so
einen Messwert zuordnen. Viele Zahlen sind jedoch nicht als end-
liche Dezimalzahl darstellbar, wie bspw. die Bruchzahl „ 13 “ oder die
irrationale Zahl „
p
2“. Sie können mithin niemals das Ergebnis ei-
ner Messung sein.
Beim Messen geht es darum, sich dem „wahren Wert“ einer Messgröße
nach einem festgelegten, reproduzierbaren Verfahren bis auf einen vor-
gegebenen Toleranzbereich genau anzunähern.
2. Fehlerhafte Daten: Dieser Aspekt kommt im klassischen Anwendungs-
fall hinzu. Beispielsweise werden Korrespondenzen zwischen Bildpunk-
ten häufig „automatisch“ durch Bilderkennungsalgorithmen „gefun-
den“. Diese Algorithmen beruhen zu einem großen Teil auf den heuris-
tischen Strategien der AnwenderInnen, die aus ihren Praxiserfahrungen
resultieren. Je nach Situation funktionieren sie besser oder schlechter,
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 IDEE: MESSUNGENAUIGKEITEN UND FEHLERHAFTE DATEN (fortgesetzt)
machen aber immer einige Fehler! Neben dem Problem der ungenau-
en Messergebnisse hat man also in der Anwendungssituation zusätzlich
immer damit zu kämpfen, dass mit (durchaus groben) Fehlern behaftete
Daten bereinigt bzw. ausgeglichen werden müssen.
Daraus kann man das paradoxe Fazit ziehen: Wir benötigen in einer Anwen-
dungssituation im Prinzip immer „eine exakte Lösung von etwas, das gar keine
exakte Lösung hat“!



Mathematisch gesehen ist das Problem der Bestimmung einer bestmögli-
chen Näherung bzw. Approximation tatsächlich eines der schwierigsten!
Aus diesem Grund werden wir in diesem Abschnitt auch keine allumfassende
Antwort auf die Frage finden, was eine bestmögliche Approximation auszeichnet,
oder unter welchen Umständen eine solche überhaupt gefunden werden kann.
Stattdessen werden wir uns einige Aspekte des Problems anhand von Beispielen
anschauen. Das Ziel hierbei ist, am Ende des Abschnitts zu verstehen, was genau
unser Computertool macht, und warum.
4.6.4.1 Entwicklung einer einfachen Approximationsstrategie ausgehend
von einem idealen Beispiel
Da sich die geometrische Situation der windschiefen Geraden nicht verhindern
lässt, ist es klar, dass man nur auf rechnerischem Wege versuchen kann, mit die-
sem Problem umzugehen. Schauen wir uns dazu ein konkretes Beispiel an.
Ausgangspunkt „ideales Beispiel“: Ein Beispiel mit „idealen“ Werten, bei dem
sich die Projektionsgeraden tatsächlich schneiden, ist das folgende:



Die beiden Kameras haben die Projektionsmatrizen
P ′ =

p
2
2 0 −
p
2
2 0
0 1 0 −1p
2
2 0
p
2
2 4
p
2
 und P ′′ =
 2 0 2
p
3 0
−p6 2p2 p2 0
−p6 −2p2 p2 16p6
 .
Ferner seien die beiden Bildpunkte [x ′ideal] und [x
′′
ideal] eines gesuchten
Raumpunktes [X ] gegeben durch
x ′ideal =
 3p2
4
 sowie x ′′ideal =
 6−6
p
3
3
p
2−3p6
13
p
6−9p2
 .
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Welcher Raumpunkt wurde durch die beiden Kameras jeweils auf [x ′ideal]
und [x ′′ideal] abgebildet?
Rekonstruktion des gesuchten Raumpunktes: Man stellt nach (4.42) das fol-
gende homogene LGS auf:
⇔
(
S˜x′ideal
·P ′
S˜x′′ideal
·P ′′
)
·X = 0ˆ
⇔

1 −4 1 12p
2
2 0 − 72
p
2 −12p2
96−24p3 24−40p3 24−32p3 −288+96p3
32
p
6−36p2 −12p6+12p2 72p2−12p6 288p2−96p6

︸ ︷︷ ︸
=:A∈R4×4
·

X1
X2
X3
X4
 = 0ˆ,
(4.43)
wobei
(
A 0ˆ
)
die zugehörige EKM ist. Diese lässt sich durch elementare Zei-
lenumformungen z.B. auf die Form
1 −1 0 0 0
0 1 1 0 0
0 0 1 3 0
0 0 0 0 0
 (4.44)
bringen, woraus hervorgeht, dass [Xideal]=


3
3
−3
1

 der gesuchte Raumpunkt
ist. Man erkennt an (4.44), dass der Rang der Matrix
(
A 0ˆ
)
wie erwartet gerade
3 ist und eine Variable frei wählbar, so dass wir alle Vielfachen des Vektors

3
3
−3
1

als Lösung erhalten - mithin genau einen projektiven Punkt.



E BEOBACHTUNGEN
Die Matrix A hängt nun im Realfall von den Messergebnissen für die beiden
Bildpunkte ab. Weicht bereits ein einziger ihrer Einträge minimal vom genau-
en Wert ab, sind die vier Zeilen von A sehr wahrscheinlich linear unabhängig,
und die erweiterte Koeffizientenmatrix hätte bspw. die Form
1 −1 0 0 0
0 1 1 0 0
0 0 1 3 0
0 0 0 ε 0
 , wobei ε 6= 0. (4.45)
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E BEOBACHTUNGEN (fortgesetzt)
Das LGS hätte somit nur die Nulllösung als Lösung, also ein unbrauchba-
res Ergebnis. Wie könnte man dies verhindern?
Kleines Gedankenexperiment: Angenommen, wir hätten die Bildpunkte [x ′]
und [x ′′] durch Messen bestimmt zu




i ANMERKUNG:
Man erhält diese
Werte, indem man
die oben angege-
benen Vertreter der
idealen Bildpunk-
te normiert und auf
die erste Stelle hinter
dem Komma rundet.
x ′ =
0.80.4
1
 und x ′′ =
−0.2−0.2
1
 .
Anstatt der „idealen“ Matrix A erhält man dann durch Berechnung die folgen-
de Matrix A∗ mit Rang 4:
A∗ =
(
S˜x ′ ·P ′
S˜x ′′ ·P ′′
)
≈

0.2828 −1 0.2828 3.2627
0.1414 0 −1.2728 −4.5255
2.9394 −2.2627 −1.6971 −7.8384
1.5101 −0.5657 3.7469 7.8384
 .
Wir stehen somit vor der Aufgabe, das LGS
A∗ ·X = 0ˆ (4.46)
so zu verändern, dass man eine Variable frei wählen kann.



. AUFGABE
Was wäre Ihrer Meinung nach die einfachste Strategie, dies zu erreichen?

 IDEE: „ÜBERFLÜSSIGE“ INFORMATIONEN WEGLASSEN
Am einfachsten wäre es doch, all das, „was zu viel an Information ist“, zu Vorausgesetzt, wir
suchen einen „echten“
Raumpunkt und kei-
nen Fernpunkt, haben
wir mit dieser Festle-
gung sicherlich nichts
falsch gemacht, da un-
sere projektiven Punkte
skalierbar sind.
ignorieren! Hier könnten wir bspw. einfach eine Zeile der Matrix A∗ weglassen,
und als frei wählbare Variable z.B. von Anfang an X4 = 1 setzen.
Die Frage ist natürlich, welche Zeile lässt man am besten weg?



E BEOBACHTUNGEN
Prinzipiell hat man vier Möglichkeiten, die sich durch die folgenden EKM
ausdrücken lassen:
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E BEOBACHTUNGEN (fortgesetzt)
1. A1 :=

0 0 0 1 1
0.1414 0 −1.2728 −4.5255 0
2.9394 −2.2627 −1.6971 −7.8384 0
1.5101 −0.5657 3.7469 7.8384 0
.
2. A2 :=

0.2828 −1 0.2828 3.2627 0
0 0 0 1 1
2.9394 −2.2627 −1.6971 −7.8384 0
1.5101 −0.5657 3.7469 7.8384 0
.
3. A3 :=

0.2828 −1 0.2828 3.2627 0
0.1414 0 −1.2728 −4.5255 0
0 0 0 1 1
1.5101 −0.5657 3.7469 7.8384 0
.
4. A4 :=

0.2828 −1 0.2828 3.2627 0
0.1414 0 −1.2728 −4.5255 0
2.9394 −2.2627 −1.6971 −7.8384 0
0 0 0 1 1
.




. AUFGABE
Jede der vier LGS A1, A2, A3 und A4 liefert eine Näherungslösung X (k), k =
1, . . . ,4, des zu rekonstruierenden Raumpunktes, nämlich:
X (1) ≈

4.0631
4.1420
−3.1041
1
, X (2) ≈

3.5598
3.4181
−3.0106
1
, X (3) ≈

3.8663
3.4722
−3.1260
1
, X (4) ≈

3.3885
3.3220
−3.1791
1
.
Wie könnten Sie vorgehen, um zu entscheiden, welche dieser Lösungen
die beste ist?
Vorneweg gesagt: Es gäbe viele Möglichkeiten, sich ein Maß für die beste Lö-
sung zu „basteln“. (Man müsste dann jeweils testen, wie sinnvoll es ist bzw. wie
aussagekräftig und verlässlich im Hinblick auf das, was wir gerne erreichen möch-
ten.) Wir wollen hier exemplarisch einen intuitiven Versuch starten:
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 IDEE: BESTIMME ABWEICHUNG IN BILDERN DES 3D-PUNKTES
• Man könnte z.B. den Vektor v (k) bestimmen, der entsteht, wenn man
einen der approximierten Raumpunkte X (k) mithilfe der Matrix A∗ ab-
bildet:
v (k) := A∗ ·X (k) = . . .?
Wir erinnern uns: Die Abbildung des idealen Raumpunktes [Xideal] mit-
hilfe der idealen Matrix A würde gemäß (4.43) den Nullvektor liefern,
d.h.
A ·Xideal = 0ˆ.
Der Vektor v (k) beschreibt also formal die Abweichung bzw. Differenz
des Produktes
A∗ ·X (k)
vom Nullvektor.
• Wir könnten v (k) als Indikator für den geometrischen Fehler ansehen, der
durch die Approximation entstanden ist. Warum?
Setzt man y ′ = P ′·X und y ′′ = P ′′·X , dann kann man mit (4.43) schreiben
A ·Xideal =
(
S˜x ′ideal ·P
′ ·X
S˜x ′′ideal ·P
′′ ·X
)
=
(
S˜x ′ideal · y
′
S˜x ′′ideal · y
′′
)
= 0ˆ. (4.47)
Außerdem lässt sich das Produkt A∗ ·X (k) mit y ′(k) = P ′ ·X (k) und y ′′(k) =
P ′′ ·X (k) darstellen als
A∗ ·X (k) =
(
S˜x ′ ·P ′ ·X (k)
S˜x ′′ ·P ′′ ·X (k)
)
=
(
S˜x ′ · y ′(k)
S˜x ′′ · y ′′(k)
)
= v (k). (4.48)
Durch einen Vergleich von (4.47) und (4.48) wird deutlich, dass die Grö-
ße der einzelnen Fehlerkomponenten von den Koordinatenabweichun-
gen der rückprojizierten Bildpunkte [y ′(k)] und [y ′′(k)] zu den beiden ge-
messenen Bildpunkten [x ′], [x ′′] abhängt.
Wir bestimmen unseren Fehlervektor und damit die „Güte“
unserer Approximation also auf den Bildern, und nicht etwa
im Raum! Dabei beziffern seine ersten beiden Komponenten
die Abweichung von [y ′(k)] zu [x ′], also zum ersten gemesse-
nen Bildpunkt, und die dritte und vierte Komponente die Ab-
weichung von [y ′′(k)] zu [x ′′], also zum zweiten gemessenen
Bildpunkt.
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 IDEE: BESTIMME ABWEICHUNG IN BILDERN DES 3D-PUNKTES (fortgesetzt)
• Wir möchten eine Approximation [X (k)] des gesuchten Raumpunk-
tes dann als „gut“ einstufen, wenn seine Bildpunkte [y ′(k)] und [y ′′(k)]
auf beiden Bildern jeweils nicht sehr von den gemessenen Bildpunkten
[x ′], [x ′′] abweichen. Als Maß des entstandenen Fehlers könnten wir da-
her z.B. die Länge des Fehlervektors v (k) definieren, also |v (k)|, und unse-
rem Algorithmus sagen, er möge unter den berechneten Lösungen die
mit dem kürzesten Fehlervektor als beste Lösung auszeichnen.




E BEOBACHTUNGEN
Zu den vier rekonstruierten Raumpunkten liefert MATLAB in unserem Bei-
spiel die folgenden Fehlervektoren:
• X (1) ≈

4.0631
4.1420
−3.1041
1
, v (1) ≈

−0.6081
0
0
0
.
• X (2) ≈

3.5598
3.4181
−3.0106
1
, v (2) ≈

0
−0.1902
0
0
.
• X (3) ≈

3.8663
3.4722
−3.1260
1
, v (3) ≈

0
0
0.9747
0
.
• X (4) ≈

3.3885
3.3220
−3.1791
1
, v (4) ≈

0
0
0
−0.8356
.
In diesem Falle wäre also X (2) ≈

3.5598
3.4181
−3.0106
1
 die „beste“ Lösung, da der Vektor
v (2) ≈

0
−0.1902
0
0
 mit |v (2)| ≈ −0.190 die geringste Länge aufweist und somit
316




E BEOBACHTUNGEN (fortgesetzt)
dem Nullvektor „möglichst nahe“ kommt.
Kleinere Veränderung, große Wirkung Hat unsere „intuitive“ Approximati-
onsstrategie damit nun eigentlich ein „brauchbares“ Ergebnis für unser Beispiel
geliefert? Die Beantwortung dieser Frage hängt natürlich davon ab, wie „genau“ die
Koordinaten des 3D-Punktes ermittelt werden sollen!
Für die meisten Anwendungen ist unsere oben bestimmte beste Lösung
[X (2)]=


3.5598
3.4181
−3.0106
1


im Vergleich zum „idealen“ Punkt [Xideal] =


3
3
−3
1

 sicherlich ein zu unge-
naues Ergebnis.
Man kann sich aber vorstellen, dass es noch durchaus schlechter geht, und die-
se Approximationsstrategie vermutlich insgesamt sehr instabil ist:




i INFOBOX: EIN SEHR GROBMASCHIGES VERFAHREN
Bei der Anpassung der Matrix A∗ sind wir in unserem Gedankenexperi-
ment natürlich recht „grob“ vorgegangen und haben gewisse Informationen
einfach komplett ignoriert. Offensichtlich führt dies dazu, dass sich der ge-
samte „Fehler“ auf eine Komponente des „Fehlervektors“ konzentriert. Das
kommt daher, dass durch das Wegnehmen der Information einer ganzen Zeile
gerade diese Information als „falsch“ einstuft wird, und die in den verbliebe-
nen drei Zeilen als „richtig“. Es findet also keine differenzierte Gewichtung der
Informationen statt, die vielleicht bessere Ergebnisse liefern könnte.
Selbst für unser Beispiel kann man leicht Konstellationen finden, bei denen
selbst scheinbar kleine Änderungen wie das „Runden“ eines Messergebnisses nicht
nur eine suboptimale, sondern bereits stark „vom Ideal abweichende“ Lösung lie-
fern:
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V BEISPIEL(E)
Die beiden Projektionsmatrizen seien gegeben durch
P ′ =

p
2
2 0 −
p
2
2 0
0 1 0 −1p
2
2 0
p
2
2 4
p
2
 und P ′′ =
 2 0 2
p
3 0
−p6 2p2 p2 0
−p6 −2p2 p2 16p6
 .
Man betrachte nun den idealen Raumpunkt [Xideal] =


2
4.5
−3.5
1

. Dieser
wird abgebildet auf die beiden Bildpunkte mit den Vertretern
x ′ideal =
 11137
13
p
2
1
≈
0.84620.7615
1
 sowie x ′′ideal =

4−7p3
14
p
6− 252
p
2
−2p6+ 112
p
2
14
p
6− 252
p
2
1
≈
−0.48900.1733
1
 .
Auch hier stellen wir uns wieder vor, wir hätten die beiden Bildpunkte
durch Messung bestimmt zu
x ′ =
0.80.8
1
 und x ′′ =
−0.50.2
1
 .
Wenden wir nun genau dasselbe Verfahren wie oben an, so erhalten wir
als „beste Lösung“ den Vertreter
X (1) =

0.3732
3.6962
−3.5141
1

mit einem gar nicht so großen Fehler von v (1) =

0.0525
0
0
0
. [X (1)] unter-
scheidet sich damit jedoch bereits deutlich vom idealen Punkt! Hier macht
sich außerdem bemerkbar, dass Lage-Unterschiede eines Punktes im Raum
nicht mit Lage-Unterschieden der zugehörigen Bildpunkte gleichgesetzt wer-
den können: Eine relativ große Lageveränderung des Raumpunktes kann eine
relativ kleine Lageveränderung der beiden Bildpunkte zur Folge haben. Unser
Fehlermaß hat diesbezüglich also einen „blinden Fleck“.
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V BEISPIEL(E) (fortgesetzt)
Als „schlechteste“ Lösung erhält man hier übrigens den absolut unbrauch-
baren Vertreter
X (2) =

14.6447
11.8936
−3.3873
1

mit einem Fehler von v (2) =

0
1.8569
0
0
.
Fazit: Unsere erste gefundene Approximationsstrategie taugt vielleicht ganz gut
zur Sensibilisierung für das Problem, ist aber für die Praxis nicht geeignet. Selbst
mit unseren geringeren Ansprüchen müssen wir ein etwas komplexeres Verfahren
wählen, um in unseren MATLAB-Tools einigermaßen brauchbare und anschauli-
che Ergebnisse zu erhalten.
4.6.4.2 In den Matlab-Tools implementiertes Verfahren
In unser Programm haben wir ein Standardverfahren eingebaut, welches nicht
ganz so simpel ist wie das, welches wir im letzten Unterabschnitt angeschaut ha-
ben, aber immer noch auf einem recht einfachen Prinzip beruht.




i INFOBOX: VORTEIL DES IMPLEMENTIERTEN VERFAHRENS
Im Unterschied zu unserem „Einstiegsverfahren“ werden bei dem imple-
mentierten Approximationsverfahren alle informationstragenden Gleichun-
gen auch berücksichtigt, es wird keine Information „weggeworfen“. Dies er-
scheint besonders dann erstrebenswert, wenn Gleichungssysteme mit sehr
viel mehr Gleichungen als Unbekannten gelöst werden sollen, denn hier müss-
te man nach dem obigen Verfahren sehr viel wertvolle „Information“ unge-
nutzt lassen.
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v ABLAUF DES IMPLEMENTIERTEN APPROXIMATIONSVERFAHRENS (fortgesetzt)
• MATLAB fügt dem zu lösenden homogenen Gleichungssystem A ·X = 0ˆ
mit vier Gleichungen und vier Unbekannten eine Zusatzbedingung hin-
zu, die eine Komponente von X festlegt, z.B. X1 = 1.
• Jetzt ist ein überbestimmtes inhomogenes Gleichungssystem der Form
A¯ · X¯ = b mit fünf Gleichungen und vier Unbekannten zu lösen.
• Hierzu kann MATLAB nun eine „nächstbeste“ Lösung Y¯ bestimmen, so
dass der Fehlervektor A¯ · Y¯ −b einen möglichst kleinen Betrag aufweist.Wie genau man die-
se nächstbeste Lö-
sung bestimmt, wird
für interessierte Le-
serInnen in dem an-
schließenden Exkurs
4.6.4.4 thematisiert.
• Zur Sicherheit testet MATLAB als Varianten zur willkürlichen Festlegung
X1 = 1 des Anfangs noch, ob das Verfahren für die Festlegungen X2 =
1, X3 = 1 bzw. X4 = 1 der restlichen Unbekannten ein besseres Ergebnis
liefern würde. (Dies ist nur der Fall, falls auch ein unendlich ferner Punkt
als Ergebnis in Frage kommt, dessen Vertreter nicht auf X1 = 1 normiert
werden könnte.)
Auch bei diesem Verfahren sind die Ergebnisse nicht immer so genau, wie
man sie vielleicht gerne hätte, aber schon recht brauchbar. Immerhin haben wir
es bereits am Rechner bei der Rekonstruktion der Gebäudepunkte aus den „idea-
len“ computergenerierten Bildern getestet.




i INFOBOX: VERGLEICH MIT DER PRAXIS
Natürlich werden in der Praxis viele sehr viel bessere numerische Verfahren
angewendet. Um solche Verfahren und ihre Eigenschaften auszumachen, be-
darf es jedoch eines ganz eigenen Forschungsfeldes mit eigenen Fragestellun-
gen und keinen einfachen Lösungen. Beispielsweise ist es möglich, zur Verfei-
nerung eines Verfahrens Wissen über Wahrscheinlichkeitsverteilungen einzu-
beziehen, oder Teilprozesse zu iterieren. Zumeist funktionieren ausgefeiltere
Methoden unter bestimmten Rahmenbedingungen sehr gut, und unter ande-
ren wieder nicht, so dass „echte“ AnwenderInnen diese Strategien speziell auf
ihre Bedürfnisse hin optimieren müssen. Es gibt kein Verfahren, dass unter
allen Rahmenbedingungen stets die beste Lösung liefert!
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m ÜBERSICHT UND ORIENTIERUNG
• Wenn Sie Weg C durch das Leitprogramm verfolgen, überspringen Sie
bitte den folgenden Unterabschnitt 4.6.4.3. Lesen Sie stattdessen die
ZUSAMMENFASSUNG bzw. die Box ÜBERSICHT UND ORIENTIERUNG auf
Seite 323, und folgen Sie den Hinweisen für Ihren Weg C.
• Andernfalls lesen Sie bitte in Unterabschnitt 4.6.4.3 weiter.
4.6.4.3 Rückblick auf unsere Methoden zur Rekonstruktion einer
Projektionsgeraden
Wir haben im Verlauf der Einheit drei Methoden kennengelernt, um zu einem ge-
messenen Bildpunkt [x ′] aus der Projektionsmatrix P die zugehörige Projektions-
gerade zu rekonstruieren, und zwar:
1. Bestimmung aus dem LGS (4.24):
P ·X −λ · x = 0ˆ ⇔ ( P −x ) ·(X
λ
)
= 0ˆ,
2. Berechnung „per Formel“ (4.32):
g˜ =
X˜ ∈R3 : X˜ =−P˜−1 · p˜︸ ︷︷ ︸
Z˜
+s · P˜−1 · x︸ ︷︷ ︸
X˜ (∞)
, s ∈R

3. Bestimmung aus dem LGS (4.36):
S˜x ·P ·X = 0ˆ.
Übertragung auf das Rekonstruktionsproblem mit zwei Bildern: Um die
Koordinaten eines 3D-Punktes zu bestimmen, müssen theoretisch jeweils zwei
Projektionsgeraden zum Schnitt gebracht werden.
Wir mussten jedoch feststellen, dass es in der Praxis aufgrund von
Messungenauigkeiten und fehlerhaften Daten einen solchen Geraden-
schnittpunkt normalerweise nicht gibt, sondern die Geraden anein-
ander vorbei laufen. Zur Bestimmung des „bestmöglichen Ersatzpunk-
tes“ kommt deshalb immer ein Approximationsverfahren zum Ein-
satz, dessen Ablauf oben beschrieben ist.
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. AUFGABE
Zur Rekonstruktion eines 3D-Punktes aus zwei Bildern verwenden die
„Profis“ zur Darstellung der beiden fraglichen Projektionsgeraden nur die
dritte Methode. Was vermuten Sie, warum? Ließe sich prinzipiell auch eine
der anderen Darstellungen wählen, und das Approximationsverfahren darauf
anwenden?




E BEOBACHTUNGEN
Wir unternehmen einen kurzen Vergleich der drei Methoden:
1. Seien [x ′], [x ′′], P ′ und P ′′ gegeben. Das erste Verfahren liefert dann die
beiden Bedingungen
(
P ′ −x ′ ) ·(X
λ
)
= 0ˆ und ( P ′′ −x ′′ ) ·(X
µ
)
= 0ˆ.
Diese ließen sich prinzipiell in ein homogenes LGS
(
P ′ −x ′ 0ˆ
P ′′ 0ˆ −x ′′
)
︸ ︷︷ ︸
∈R6×6
·
Xλ
µ
= 0ˆ
mit sechs Gleichungen und sechs Unbekannten X1, . . . , X4,λ,µ zusam-
menfassen. Aus diesem wiederum ließe sich ein überbestimmtes inho-
mogenes LGS erzeugen, dessen Lösung nach oben beschriebenem Algo-
rithmus approximiert wird. Allerdings wissen wir bereits, dass uns die
Lösungsparameter λ und µ eigentlich gar nicht interessieren, und von
der Lösung extra separiert werden müssten. Insofern ist das erste Ver-
fahren etwas aufwändiger als das dritte - aber man könnte es durchaus
verwenden.
2. Nach dem zweiten Verfahren würde man ganz „klassisch“ zwei euklidi-
sche Geraden zum Schnitt bringen. Seien diese gegeben durch
g˜ : X˜ =−P˜ ′−1 · p˜ ′+ s · P˜ ′−1 · x ′, s ∈R und
h˜ : X˜ =−P˜ ′′−1 · p˜ ′′+ t · P˜ ′′−1 · x ′′, t ∈R.
Dann lässt sich daraus durch „Gleichsetzen“ das inhomogene LGS
P˜ ′−1 · x ′ · s− P˜ ′′−1 · x ′′ · t = P˜ ′−1 · p˜ ′− P˜ ′′−1 · p˜ ′′
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E BEOBACHTUNGEN (fortgesetzt)
mit zwei Gleichungen und den zwei Unbekannten s und t aufstellen,
von dem man annehmen darf, dass es überbestimmt ist (da die Geraden
sich nicht schneiden). Würde man nun unser Approximationsverfahren
darauf anwenden, hätte dieses Verfahren allerdings den entscheiden-
den Nachteil, dass es nicht „projektiv rechnet“, d.h. keine Fernpunkte
kennt, und im Fall paralleler Geraden versagen würde.
3. Der dritte Ansatz hingegen liefert ein „kleinstmögliches“ LGS, welches
direkt projektiv interpretiert werden und mit Fernpunkten umgehen
kann. Es eignet sich daher für den Praxiseinsatz am besten!
O ZUSAMMENFASSUNG
In diesem Abschnitt haben Sie sich mit der Frage auseinandergesetzt,
wie man rechnerisch damit umgehen kann, dass sich die Projektionsgeraden
zweier korrespondierender Bildpunkte praktisch nie schneiden, und trotzdem
einen 3D-Punkt bestimmen kann, der „bestmöglich“ zur gegebenen Situation
passt.
m ÜBERSICHT UND ORIENTIERUNG
In diesem kurzen Unterabschnitt kam noch nicht zur Sprache, wie genau
der Computer für das überbestimmte inhomogene LGS eine nächstbeste Lö-
sung bestimmt. Wenn Sie sich dafür interessieren, und gerne die grundlegen-
de mathematische Idee hinter dem Verfahren verstehen möchten, können Sie
nun den zusätzlichen Exkurs 4.6.4.4 bearbeiten.
Weg A und B: Möchten Sie es lieber bei dieser Kurzinformation belassen, ma-
chen Sie bitte mit Abschnitt 4.6.5 weiter, dem letzten dieses Kapitels.
Weg C: Möchten Sie es lieber bei dieser Kurzinformation belassen, sind Sie
hiermit nun erfolgreich am Ende Ihres Weges durch das Leitprogramm
angelangt. Gratulation! Sie haben das Zwischenziel erreicht, wie es in
Abschnitt 4.3 beschrieben wurde:
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m ÜBERSICHT UND ORIENTIERUNG (fortgesetzt)
Das Zwischenziel wurde erreicht! Aus zwei Kamerabildern, die eine
Raumszene (z.B. ein Gebäude) von verschiedenen Standorten aus auf-
nehmen, haben Sie mithilfe des Computers ein 3D-Modell der Punkte
rekonstruiert, deren Bilder auf beiden Fotos zu sehen sind - unter Zuhil-
fenahme der bekannten Projektionsmatrizen der beiden Kameras.
4.6.4.4 K Exkurs: Geometrischer Zugang zur Funktionsweise des
verwendeten Approximationsverfahrens
In diesem Exkurs wollen wir - losgelöst vom eigentlichen Problem - der folgenden
allgemeinen Frage nachgehen:
Wie kann man zu einem überbestimmten inhomogenen LGS der Form
A·y = b eine nächstbeste Lösung yˆ bestimmen, so dass der „Fehlervek-
tor“ A · yˆ −b einen möglichst kleinen Betrag aufweist?
Eine Ausgleichsgerade durch drei Punkte Wir beginnen dazu mit einem alt-
bekannten Problem, von dem Sie vielleicht schon gehört haben, nämlich der Be-
stimmung einer „Ausgleichsgeraden“ durch drei vorgegebene Punkte:



Durch die drei Punkte
p˜(1) =
(−2
0
)
, p˜(2) =
(
3
1
)
, p˜(3) =
(
4
5
)
der Ebene soll eine Gerade g˜ so gelegt werden, dass die Summe der QuadrateDieses Verfah-
ren ist deshalb auch
unter dem Namen
Kleinste-Quadrate-
Schätzung bekannt!
über den Abständen der Punkte in x2-Richtung zum entsprechenden Wert auf
der Geraden minimal wird (vgl. Skizze).
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Wie kommt man auf gerade diese Formulierung des Minimierungspro-
blems? Eigentlich möchte man idealerweise eine Gerade durch alle Punkte le-
gen. Angenommen, dies wäre möglich. Gesucht sind dann zwei Parameter y1 und
y2, so dass sich der Graph der Geraden g˜ als lineare Funktion dieser Parameter
g˜ =
{(
x1
x2
)
∈R2 : x2 = y1 · x1+ y2, y1, y2 ∈R
}
darstellen lässt, wobei y1 der Steigung und y2 dem x2-Achsenabschnitt von g˜ ent-
spricht.



E BEOBACHTUNGEN
Setzt man alle drei Punkte in die Geradengleichung ein, erhält man das
folgende inhomogene LGS in Matrixschreibweise :−2 13 1
4 1

︸ ︷︷ ︸
=:A
·
(
y1
y2
)
︸︷︷︸
=:y
=
01
5
 . (4.49)
Dieses LGS hat keine Lösung, sondern ist überbestimmt, denn die EKM
lässt sich durch elementare Zeilenumformungen auf die Form −2 1 03 1 1
4 1 5
 →
 −2 1 00 5 2
0 0 19

bringen. Offensichtlich ist der Vektor b =
01
5
 nicht als Linearkombination
der beiden Spalten der Matrix A darstellbar. Es gibt also - wie erwartet - keine
Gerade, die genau durch alle drei Punkte geht.
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 IDEE: SUCHE DIE „NÄCHSTBESTE“ LÖSUNG FÜR y1 UND y2!
Wir suchen also wieder eine „nächstbeste Lösung“ yˆ ∈ R2, und zwar so,
dass der Betrag des Fehlervektors v := A · yˆ −b, nämlich
|v | = |A · yˆ −b| =
√
(−2yˆ1+ yˆ2)2+ (3yˆ1+ yˆ2−1)2+ (4yˆ1+ yˆ2−5)2, (4.50)
möglichst klein ist.
Anstatt den Betrages |v | zu minimieren, könnte man auch genauso gut
sein Quadrat |v |2 = v2 minimieren, also
v2 = (−2yˆ1+ yˆ2)2+ (3yˆ1+ yˆ2−1)2+ (4yˆ1+ yˆ2−5)2. (4.51)
Hierdurch entsteht ein einfacherer Term, der sich geometrisch gerade so in-
terpretieren lässt, wie zu Beginn formuliert: Er beschreibt gerade die Summe
der Quadrate über den Abständen der Punkte zu g˜ in x2-Richtung.
Wie kann man nun rechnerisch die Bedingung „(4.50) soll minimal werden“ um-
setzen? Wann genau tritt dieser Fall ein?




ﬁ 3D-APPLET GEOMETRISCH BESTE APPROXIMATION
Öffnen Sie dazu die html-Datei GEOMETRISCHE_ÜBERLEGUNG_ZUR_BES-
TEN_APPROXIMATION mit dem Internet Explorer.13Sie können die Szene im
Raum drehen, indem Sie die rechte Maustaste gedrückt halten. In ihr wird das
Approximationsproblem räumlich dargestellt:
• Die beiden Vektoren u1 und u2 entsprechen den Spaltenvektoren der
Matrix A. Sie „spannen“ die Ebene E auf.
• Der Vektor b ist ebenfalls dargestellt. Da er keine Linearkombination
von u1 und u2 ist, kann er offensichtlich nicht so verschoben werden,
dass er in der Ebene E liegt.
• Ein beliebiger Punkt der Ebene kann als Matrixprodukt
A · yˆ = (u1,u2) ·
(
yˆ1
yˆ2
)
dargestellt werden, wobei yˆ1 und yˆ2 die skalaren Parameter der entspre-Die Parameter
yˆ1 und yˆ2 wer-
den im Applet ohne
„Dach“ˆdargestellt.
chenden Linearkombination angeben. Verschiebt man den roten Punkt
in der Ebene, so verändern sie ihren Wert.
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ﬁ 3D-APPLET GEOMETRISCH BESTE APPROXIMATION (fortgesetzt)
• Der Fehlervektor v = A · yˆ −b ist blau dargestellt, seine Länge |v | wird
dynamisch angezeigt.
Verschieben Sie nun den roten Punkt A · yˆ in der Ebene, so dass der blaue
Fehlervektor v = A · yˆ −b möglichst klein wird! Was beobachten Sie?




E BEOBACHTUNGEN
Es lässt sich beobachten, dass die Länge des Vektors v immer kleiner wird,
je „senkrechter“ er auf der Ebene E und mithin auf u1 und u2 steht (vgl. Abb.
4.26)! Die Vermutung ist also, dass sein Betrag genau dann minimal ist, wenn
er tatsächlich vollkommen senkrecht zu E ist.
Diese Vermutung stimmt tatsächlich! Halten wir sie fest:
v MINIMALER FEHLER
Die Länge |v |des Fehlervektors ist genau dann minimal, wenn er senkrecht
auf u1 und u2 steht.
Mit dieser Erkenntnis lässt sich die Minimalitätsbedingung „(4.50) soll mini-
mal werden“ wie folgt formulieren:
v steht senkrecht auf u1 und u2
⇔ u1 · v = 0 und u2 · v = 0
⇔
(
uT1
uT2
)
︸ ︷︷ ︸
=AT
·v = 0ˆ
⇔ AT · (A · yˆ −b)= 0ˆ
⇔ AT · A · yˆ = AT ·b
Die letzte Bedingung
AT · A · yˆ = AT ·b (4.52)
liefert uns ein inhomogenes Gleichungssystem mit einer quadratischen Matrix
At · A als „Ersatzproblem“, welches eine eindeutige Lösung hat14. Dieses LGS kann
der Computer schließlich lösen!
13Auch hier benötigt man zum Öffenen der Datei wieder das Cabri3D-PlugIn, welches kostenlos
auf der Seite http://www.cabri.com/download-cabri-3d.html heruntergeladen werden kann.
14An ExpertInnen: Voraussetzung ist, dass A maximalen Rang hat.
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Abb. 4.26 |v | ist genau dann minimal, wenn v senkrecht auf u1 und u2 steht.




i INFOBOX: FORMALE ÜBERTRAGBARKEIT AUF HÖHERE DIMENSIONEN
Die hier genutzte geometrische Idee des „senkrecht Stehens“ lässt sich als
Konzept der Orthogonalität formal auch auf höhere Dimensionen übertra-
gen, weswegen (4.52) sich auf überbestimmte LGS beliebiger Größe anwen-
den lässt!
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O ZUSAMMENFASSUNG
Damit haben Sie das grundlegende Prinzip verstanden, wie MATLAB in
den Tools für überbestimmte inhomogene lineare Gleichungssysteme beliebi-
ger Größe, die eigentlich keine Lösung haben, nächstbeste Lösungen im Sinne
einer Kleinste-Quadrate-Schätzung ermittelt.
m ÜBERSICHT UND ORIENTIERUNG
Weg A und B: Bearbeiten Sie nun Abschnitt 4.6.5, den letzten dieses Kapitels.
Weg C: Gratulation! Hiermit sind Sie (endgültig) erfolgreich am Ende Ihres
Weges durch das Leitprogramm angelangt! Sie haben das Zwischenziel
erreicht, wie es in Abschnitt 4.3 beschrieben wurde:
Das Zwischenziel wurde erreicht! Aus zwei Kamerabildern, die eine
Raumszene (z.B. ein Gebäude) von verschiedenen Standorten aus auf-
nehmen, haben Sie mithilfe des Computers ein 3D-Modell der Punkte
rekonstruiert, deren Bilder auf beiden Fotos zu sehen sind - unter Zuhil-
fenahme der bekannten Projektionsmatrizen der beiden Kameras.
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4.6.5 Rekonstruktion der Projektionsmatrix P
Z LERNZIEL(E)
Nach Bearbeitung dieses Abschnitts können Sie anhand von einigen selbst
ermittelten Raum- und Bildpunktkoordinaten zu einem Bild die Projektions-
matrix aufstellen.
Zu zwei Kameras mit bekannten Projektionsmatrizen können wir nun schon so-
wohl theoretisch als auch praktisch die 3D-Koordinaten von Raumpunkten rekon-
struieren, deren Bildpunkte auf beiden Kamerabildern zu sehen und in einem vor-
gegebenen Bildkoordinatensystem (BKS) messbar sind. Wir hatten bereits festge-
stellt, dass die Projektionsmatrix so etwas wie die „geometrische ID-Card“ eines
Kamerabildes ist:
Sie beschreibt das Verhältnis vom jeweiligen Kamerakoordinatensys-
tem (KKS) einerseits zu einem gewählten Raumkoordinatensystem (RKS)
und andererseits zum zugehörigen Bildkoordinatensystem (BKS).




i WIE GENAU
MAN DIES AUS P
ABLEITEN KANN,
ist für die Bearbei-
tung unserer Fra-
gestellungen nicht
weiter von Belang.
Wir müssten uns da-
zu sehr viel tiefer mit
Koordinatentrans-
formationen und
den Eigenschaften
von Matrizen aus-
einandersetzen. Für
uns reicht es, zu wis-
sen, dass alle diese
Informationen in
P „drin stecken“.
Insbesondere lässt sich aus P ableiten15, wo genau die Kamera sich innerhalb
des gegebenen Raumkoordinatensystems befindet, in welche Richtung sie blickt,
und wie groß der Abstand zwischen Bildebene und Verschwindungsebene (also
die Kamerabildweite) ist. Eine Möglichkeit, 3D-Punkte aus zwei Kamerabildern zu
rekonstruieren, besteht mithin dann, wenn man die beiden Positionen und den
Aufbau der Kameras kennt, und daraus die beiden Projektionsmatrizen herleiten
kann (vgl. Abb. 4.27(a)).
Häufig ist aber gerade in einer Anwendungssituation die genaue Position der
Kamera unbekannt. Dann gilt es, die Kameramatrix P - und mithin das Verhältnis
von KKS zu RKS und BKS - zunächst zu bestimmen. Auch dies ist mithilfe der uns
bekannten Gleichung S˜x ·P ·X = 0ˆ möglich.
 IDEE: FASSE DIE EINTRÄGE VON P ALS UNBEKANNTE AUF!
Die Gleichung
S˜x ·P ·X = 0ˆ (4.53)
beschreibt den projektiven Abbildungsmechanismus zwischen einem Raum-
punkt [X ] ∈ P3, seinem Bildpunkt [x] ∈ P2 und der Projektionsmatrix P . An-
statt nun [x] und P als bekannt vorauszusetzen, um daraus mögliche [X ] zu
ermitteln, kann man auch die Einträge der Matrix P als die gesuchten Unbe-
kannten in (4.53) auffassen!
15An ExpertInnen: vgl. auch 2.2.4.5.
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 IDEE: FASSE DIE EINTRÄGE VON P ALS UNBEKANNTE AUF! (fortgesetzt)
In diesem Falle benötigen wir allerdings zusätzliche Informationen über
[X ], d.h., uns müssen die Koordinaten genügend vieler Raumpunkte sowie ih-
rer Bildpunkte im jeweiligen BKS bekannt sein (vgl. Abb. 4.27(b))!
Die genaue Untersuchung dieses LGS ist Gegenstand der nächsten Arbeits-
phase.
(a) P bekannt ⇒ Lage von KKS und BKS
zu RKS bekannt, 3D-Punkt bestimmbar über
LGS
(b) RKS und BKS sowie Lage „genügend
vieler“ 3D-Punkten und ihrer Bildpunkte be-
kannt ⇒ P (und damit KKS) bestimmbar
über LGS
Abb. 4.27 Rekonstruktion von 3D-Punkten mithilfe von Zusatzinformationen (rot: bekannt,
grün: unbekannt/bestimmbar)

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Í ARBEITSPHASE: BESTIMMUNG DER PROJEKTIONSMATRIX
In dieser Arbeitsphase sollen Sie zu dem computergenerierten Bild eines
Klötzchens eine mögliche Projektionsmatrix bestimmen. Das Raumkoordina-
tensystem des Klötzchens und mithin seine 3D-Koordinaten können Sie dabei
selbst wählen. Sie sollen herausfinden, wie das zugehörige LGS aussieht, und
wie viele Punkt-Bildpunktpaare dazu mindestens nötig sind. Außerdem sollen
Sie Ihre berechneten Matrizen daraufhin untersuchen, ob die Mindestanzahl
an Punkt-Bildpunktpaaren immer eine gültige Projektionsmatrix liefert. Dieses Holzklötz-
chen dient allein der
Unterstützung der eige-
nen Raumanschauung.
Größe, Material und
Aussehen sind im Prin-
zip egal, Sie können
bspw. auch fünf Spiel-
würfel vorübergehend
zu so einem Klötzchen
zusammensetzen.
1. Bearbeiten Sie das Arbeitsblatt BESTIMMUNG DER PROJEKTIONSMATRIX.
Sie benötigen dazu MATLAB, das Tool KAMERAMATRIXBESTIMMEN_POV
sowie aus dem Ordner MATLAB MATERIALIEN die Bilddatei Klotz.png.
Außerdem benötigen Sie als „3D-Objekt“ ein kleines Holzklötzchen,
welches aus fünf gleich großen Würfeln zusammengesetzt ist.
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Í ARBEITSPHASE: BESTIMMUNG DER PROJEKTIONSMATRIX (fortgesetzt)
2. Bereiten Sie MATLAB vor: Öffnen Sie MATLAB, und stellen Sie über das
Icon Browse for folder in der Navigationsleiste den richtigen Pfad
zum Ordner MATLAB MATERIALIEN ein. In der Ansicht Current Folder
sollte nun unter anderem das Tool KAMERAMATRIXBESTIMMEN_POV er-
scheinen.
3. Nehmen Sie sich Zeit für die Überprüfung Ihrer Ergebnisse anhand der
bereitgestellten Lösung.
Als Ergebnis halten wir abschließend fest, wie man das LGS zur Bestimmung
der Projektionsmatrix zu einem Kamerabild aufstellt:
v REKONSTRUKTION DER PROJEKTIONSMATRIX ZU EINEM BILD
Eine Kamera fotografiere eine dreidimensionale Szene. Legt man für diese
Szene ein Raumkoordinatensystem fest, so lässt sich die diesbezügliche Pro-
jektionsmatrix P für das Kamerabild bestimmen, wenn die Koordinaten von
mindestens sechs Raumpunkt-Bildpunkt-Paaren bekannt sind, und die Raum-
punkte nicht in einer ungünstigen Konstellation zueinander stehen.
• Jedes einzelne Paar ([X ], [x]) trägt zum aufzustellenden LGS formal zwei
Gleichungen mit zwölf Unbekannten bei, die sich aus der Grundglei-
chung (4.53) ergeben:Lassen Sie sich nicht
von der Schreibwei-
se oder den unüber-
sichtlichen „Einzel-
heiten“ des LGS ver-
wirren! Sie müssen
die Formel nicht aus-
wendig lernen - der
Computer kennt sie ja
und erledigt die Re-
chenarbeit für uns!
Hier wird sein großer
Nutzen für uns wie-
der deutlich erfahrbar.
S˜x ·P ·X = 0ˆ
⇔
(
0 −x ′3 x ′2
x ′3 0 −x ′1
)
·
p ′11 p ′12 p ′13 p ′14p ′21 p ′22 p ′23 p ′24
p ′31 p
′
32 p
′
33 p
′
34
 ·

X1
X2
X3
X4
 = 0ˆ
⇔
(
x2 ·∑4j=1 p3 j ·X j −x3 ·∑4j=1 p2 j ·X j
−x1 ·∑4j=1 p3 j ·X j +x3 ·∑4j=1 p1 j ·X j
)
= 0ˆ.
.
• Sei i > 6 die Anzahl der bekannten Punkt-Bildpunkt-Paare. Das aufzu-
stellende LGS lautet dann

x(1)2 ·
∑4
j=1 p3 j ·X (1)j −x(1)3 ·
∑4
j=1 p2 j ·X (1)j
−x(1)1 ·
∑4
j=1 p3 j ·X (1)j +x(1)3 ·
∑4
j=1 p1 j ·X (1)j
x(2)2 ·
∑4
j=1 p3 j ·X (2)j −x(2)3 ·
∑4
j=1 p2 j ·X (2)j
−x(2)1 ·
∑4
j=1 p3 j ·X (2)j +x(2)3 ·
∑4
j=1 p1 j ·X (2)j
. . .
x(i )2 ·
∑4
j=1 p3 j ·X (i )j −x(i )3 ·
∑4
j=1 p2 j ·X (i )j
−x(i )1 ·
∑4
j=1 p3 j ·X (i )j +x(i )3 ·
∑4
j=1 p1 j ·X (i )j

= 0ˆ.
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v REKONSTRUKTION DER PROJEKTIONSMATRIX ZU EINEM BILD (fortgesetzt)
• Die Projektionsmatrix P ist nur bis auf ein skalares Vielfaches λ 6= 0 ein-
deutig bestimmbar.
O ZUSAMMENFASSUNG
In diesem Abschnitt haben Sie zu einem selbst gewählten Raumkoor-
dinatensystem und dem Bild eines einfachen Klötzchens selbstständig eine
brauchbare Projektionsmatrix bestimmt.
m ÜBERSICHT UND ORIENTIERUNG
Damit haben Sie die ersten drei Kapitel des Leitprogramms erfolgreich
absolviert, und bereits das Zwischenziel erreicht, wie es in Abschnitt 4.3 be-
schrieben wurde:
Das Zwischenziel wurde erreicht! Aus zwei Kamerabildern, die eine Raum-
szene (z.B. ein Gebäude) von verschiedenen Standorten aus aufnehmen, ha-
ben Sie mithilfe des Computers ein 3D-Modell der Punkte rekonstruiert, de-
ren Bilder auf beiden Fotos zu sehen sind - unter Zuhilfenahme der Pro-
jektionsmatrizen der beiden Kameras. Entweder sind Ihnen diese bereits be-
kannt, oder Sie können Sie anhand von mindestens sechs gut ausgewählten
Raumpunkt-Bildpunkt-Paaren selbst bestimmen.
Setzen Sie Ihren Weg durch das Leitprogramm nun mit Kapitel 4 fort.
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4.7 Kapitel 4: Fundamentalmatrix und relative
Orientierung
Zu Beginn dieses vierten Kapitels und zweiten Teils des Leitprogramms blicken
wir kurz zurück auf unsere Zielformulierung, und fassen zusammen, wie weit wir
diesbezüglich im ersten Teil bereits vorangekommen sind.
Z LERNZIEL(E)
Erinnerung an unser Hauptziel Aus zwei Kamerabildern, die eine Raum-Hauptziel des
Leitprogramms szene (z.B. ein Gebäude) von verschiedenen Standorten aus aufnehmen, ein
computergeneriertes 3D-Modell der Punkte zu rekonstruieren, deren Bilder
auf beiden Fotos zu sehen sind - unter Einbezug möglichst wenig zusätzli-
cher 3D-Information.
Inwiefern sind wir unserem Ziel wieder ein Stück weit näher gekommen?
Zum jetzigen Zeitpunkt sind wir bereits in der Lage, den Rekonstruktionsprozess
innerhalb unseres entwickelten Modells vollständig durchzuführen, vorausgesetzt
• wir kennen die Projektionsmatrizen der beiden involvierten Kameras
• oder können diese anhand von Kenntnissen über die Koordinaten einiger
3D-Punkte selbst ermitteln.
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Damit haben wir einen wichtigen Schritt bereits geschafft, der auch für An-
wenderInnen bereits von wesentlicher Bedeutung ist. Man kann sich nämlich vor-
stellen, dass es in den meisten Situationen durchaus möglich ist, einige Zusatzin-
formationen über die zu rekonstruierende Szene bereits im Vorfeld zu sammeln.
Möchte man bspw. ein Gebäude photogrammetrisch (d.h., anhand von Fotos) ver-
messen, so werden nach Möglichkeit vorher an Ort und Stelle wichtige markante
Punkte daran aufgemessen, z.B. mithilfe eines Tachymeters. Die so manuell ermit-
telten Orientierungspunkte nennt man auch Passpunkte, oder in der englischen
Bezeichnung Ground Control Points. Der englische Name Kontrollpunkte verrät
den vorrangigen Zweck solcher Punkte: Je mehr davon vorhanden sind, desto bes-
ser lässt sich ein Rekonstruktionsvorgang kontrollieren, und Modellierungsergeb-
nisse können daraufhin überprüft werden, ob sie auch wirklich passen bzw. genau
genug sind. Generell ist es für Anwendungen sinnvoll, 3D-Zusatzinformationen
zu verwenden, wenn man sie bekommen kann, denn normalerweise führt dies zu
besseren Ergebnissen.
Trotzdem würden wir gerne wissen, ob es denn auch ohne solche Zusatzin-
formationen geht!
Denn: Wenn wir so „hoch hinaus“ kämen, wären wir auch dazu in der Lage,
de facto unzugängliches Gelände wie einen fernen Kometen dreidimensional zu
vermessen!
Unser „irdisches“ Ausgangsbeispiel:
Der Aussichtsturm „Indemann“ bei Inden/Altdorf wurde von zwei un-
terschiedlichen Seiten aus mit einer Digitalkamera fotografiert, vgl Abb.
4.28. Die Fotos liegen als Bilddateien vor. Kann man nun, ohne vor
Ort irgendwelche Maße zu nehmen, alleine aus den beiden Bildern
mithilfe des Computers originalgetreue 3D-Punkte des Aussichtstur-
mes rekonstruieren?
Die Beantwortung dieser auf den ersten Blick relativ unscheinbar daherkom-
menden Frage hängt davon ab, ob es möglich ist, nur anhand einiger vermessener
Bildpunkte in zwei Kamerabildern etwas über ihre ursprüngliche Lage und Rich-
tung zueinander sagen zu können. Alle Informationen, die wir diesbezüglich allein
aus Bildpunktdaten gewinnen können, wollen wir unter dem Begriff der relativen
Orientierung zusammenfassen:
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(a) Erste Ansicht (b) Zweite Ansicht
Abb. 4.28 Aussichtsturm „Indemann“, von zwei Seiten aus fotografiert




i DIE RELATIVE
ORIENTIERUNG
zweier Kameras
spielt auch eine we-
sentliche Rolle, wenn
man die räumliche
Route einer sich be-
wegenden Kamera
(bspw. an einem Ro-
boter) nachvollzie-
hen möchte. Das Ziel
ist hier bspw., dass
der Roboter mithilfe
seiner „Kameraau-
gen“, die eine Serie
von Bildern aufneh-
men, selbstständig
durch den Raum
navigieren kann.
v RELATIVE ORIENTIERUNG ZWEIER KAMERABILDER
Mit der relativen Orientierung zweier Bilder im Raum meinen wir alle In-
formationen über ihre relative räumliche Lage und Richtung im Bezug auf-
einander, welche sich alleine aus korrespondierenden Bildpunkten rekonstru-
ieren lassen, die in den beiden Bildkoordinatensystemen lokalisiert werden.
Die relative Orientierung der Bilder ist unabhängig von einem äußeren festen
Raumkoordinatensystem.




! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Noch können wir also noch gar nicht vollständig beantworten, was die
relative Orientierung zweier Kamerabilder zueinander genau ausmacht, d.h.
welche Informationen über ihre ursprüngliche Lage und Richtung man über-
haupt „herausbekommen“ kann!
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m ÜBERSICHT UND ORIENTIERUNG
Im zweiten Teil des Workshops geht es also insgesamt darum, herauszu-
finden, was uns zwei Fotos über ihre relative Orientierung verraten. Wir stellen
uns die Frage, ob bzw. inwiefern man aus zwei Fotos einzelne 3D-Punkte der
Raumszene rekonstruieren kann, ohne weitergehende Informationen über
Lage und Ausrichtung der Kamera zu haben, oder alternativ einige der 3D-
Koordinaten zu kennen.
Diese Fragestellung umfasst im Wesentlichen zwei Aspekte:
1. Korrespondenzproblem: Angenommen, man hat bereits ein erstes Ka-
merabild und generiert ein zweites aus einer anderen Position und Rich-
tung. Kann man entscheiden, welcher Punkt im zweiten Bild mit einem
gegebenen Punkt im ersten Bild korrespondiert bzw. überhaupt korre-
spondieren könnte (vgl. Abb. 4.29(a))?
Mit diesem Problem beschäftigt sich dieses Kapitel.
2. Rekonstruktionsproblem: Angenommen, man hat zwei korrespondie-
rende Bildpunkte auf zwei unterschiedlichen Bildern identifiziert. Las-
sen sich daraus die 3D-Koordinaten des zugehörigen Raumpunktes er-
mitteln (vgl. Abb. 4.29(b))?
Dieses Problem wird im anschließenden Kapitel 5 untersucht.
Z LERNZIEL(E)
Nach Bearbeitung dieses Kapitels können Sie ...
• ... erklären, was die Fundamentalmatrix ist, was diese mit dem Korre-
spondenzproblem zu tun hat, und wie man sie aus zwei Bildern bestim-
men kann (Abschnitt 4.7.1);
• ... die Fundamentalmatrix anhand der geometrischen Konstellation
zweier Kamerabilder herleiten und somit ihre Existenz beweisen (Ab-
schnitt 4.7.2, nur Weg A).
Dieses Kapitel besteht aus zwei thematischen Abschnitten.
• Im ersten Abschnitt 4.7.1 lernen Sie eine Möglichkeit kennen, die relative
Orientierung zweier Bilder durch eine besondere Matrix - die Fundamen-
talmatrix - zu beschreiben. Hierbei steigen wir diesmal „mittendrin“ ein, in-
dem wir direkt voraussetzen und akzeptieren, dass es eine solche Matrix gibt,
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(a) Korrespondenzproblem
(b) Rekonstruktionsproblem
Abb. 4.29 Ist eine Rekonstruktion von 3D-Punkten alleine anhand von gemessenen Bildpunkt-
paaren ohne Zusatzinformationen möglich? (rot: bekannt, grün: unbekannt)
und uns in einer Arbeitsphase mit ihrer Bestimmung in der Praxis und ihren
Eigenschaften auseinandersetzen.
Wenn Sie Weg B durch das Programm verfolgen, bearbeiten Sie nur diesen
Abschnitt.
• In Abschnitt 4.7.2 beleuchten wir die theoretischen Hintergründe der Fun-
damentalmatrix. Dadurch wird einerseits ihr Bezug zur Geometrie der Auf-
nahmesituation mit zwei Kameras deutlich, und man gelangt so zu einer
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anschaulichen Interpretation der Matrix. Andererseits können wir all unser
bisher erworbenes Wissen über projektive Geraden und Punkte nutzen und
zusammenfügen, um ihre Existenz vollständig zu beweisen.
Wenn Sie Weg B durch das Programm verfolgen, bearbeiten Sie diesen Ab-
schnitt nicht.
4.7.1 Das Korrespondenzproblem: Bestimmung der
Fundamentalmatrix
Z LERNZIEL(E)
Nach Bearbeitung dieses Abschnitts können Sie erklären, was die Funda-
mentalmatrix ist, was diese mit dem Korrespondenzproblem zu tun hat, und
wie man sie aus zwei Bildern bestimmen kann.
Unseren Startpunkt markiert das Korrespondenzproblem:
v KORRESPONDENZPROBLEM
Angenommen, man hat bereits ein erstes Kamerabild und generiert ein
zweites aus einer anderen Position und Richtung. Kann man entscheiden,
welcher Punkt im zweiten Bild mit einem gegebenen Punkt im ersten Bild kor-
respondiert bzw. überhaupt korrespondieren könnte (vgl. Abb. 4.29(a))?
Das Korrespondenzproblem wirft also die Frage auf, ob ein geometrischer Zu-
sammenhang zwischen zwei korrespondierenden Bildpunkten, die ein- und dem-
selben Raumpunkt zugeordnet werden können, besteht, und falls ja, wie er charak-
terisiert werden kann.



Wie bereits angedeutet, wollen wir diesmal den Hauptteil der Antwort direkt
vorwegnehmen: Es gibt einen solchen Zusammenhang!




! VORSICHT:
Damit verraten wir
aber noch nicht al-
les, denn wir schauen
uns hier nur eine sehr
formale Antwort auf
die Frage an. Woher
die Antwort kommt,
warum sie gilt, und
wie sie sich geome-
trisch interpretieren
lässt, untersuchen
Sie in Abschnitt 4.7.2,
wenn Sie Weg A be-
schreiten.
Die vielen bereits existierenden (Anwendungs-)beispiele lassen dies bereits
erahnen. Es ist sinnvoll, einmal den umgekehrten Weg einzuschlagen, und uns
zu Beginn direkt mit einer modernen mathematischen Darstellung dieses Zusam-
menhangs auseinanderzusetzen, die auf einer Matrix basiert - denn mit Matrizen
kennen Sie sich ja mittlerweile zur Genüge aus. Es wird Ihnen deshalb vermutlich
auch keine großen Schwierigkeiten bereiten, mit der Fundamentalmatrix umzu-
gehen und ihre formale Funktionsweise zu verstehen und anzuwenden.
Schauen wir uns also direkt die erste „Variante“ an, wie wir die im Korrespon-
denzproblem aufgeworfene Frage beantworten könnten:
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v FUNDAMENTALMATRIX
Zu einer festen räumlichen Konstellation zweier Kameras, die zwei unter-
schiedliche Bilder derselben Szene aufnehmen, gibt es eine Matrix F ∈ R3×3
(die nicht die Nullmatrix ist), so dass für jedes Paar korrespondierender Bild-
punkte ([x ′], [x ′′]) gilt:
x ′′T ·F · x ′ = 0. (4.54)
Eine solche Matrix wird auch Fundamentalmatrix genannt.
Die 3×3-Matrix F verknüpft also vermittels der Gleichung (4.54) jeweils zwei
korrespondierende projektive Bildpunkte [x ′] und [x ′′] miteinander, von denen
der erste im ersten Foto und der zweite im zweiten Foto bestimmt wird. Die Aus-
sage ist:
Würde man alle Paare korrespondierender Bildpunkte auf beiden Bil-
dern identifizieren können, so gibt es (mindestens eine) solche Matrix
F , die die Bedingung (4.54) erfüllt.
Die Formulierung „es gibt eine Matrix F “ zu allen Bildpunktpaaren ersetzt hier
konkret die Feststellung „es gibt einen geometrischen Zusammenhang“ zwischen
allen jeweils korrespondierenden Bildpunkten, auch wenn wir noch nicht wissen,
worin dieser und seine Verbindung zur Matrix F genau besteht.
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 IDEE: FORMALE ANTWORT AUF DAS KORRESPONDENZPROBLEM
Würde man nun umgekehrt eine solche Fundamentalmatrix F zu zwei Bil-
dern bereits kennen, so hätte man mit (4.54) ein formales Kriterium an der
Hand, um auf die Frage
„Kann man entscheiden, welcher Punkt im zweiten Bild mit ei-
nem gegebenen Punkt im ersten Bild korrespondiert bzw. über-
haupt korrespondieren könnte?“
eine Anwort zu geben, denn man kann dann jedes beliebig zusammenge-
setzte Paar ([y ′], [y ′′]) aus einem Bildpunkt [y ′] im ersten Bild und einem Bild-
punkt [y ′′] im zweiten Bild daraufhin testen, ob es (4.54) erfüllt:
• Erfüllen [y ′] und [y ′′] Bedingung (4.54) nicht, d.h. es gilt y ′′T ·F · y ′ 6=0, so
handelt es sich keinesfalls um korrespondierende Bildpunkte.
• Erfüllen [y ′] und [y ′′] Bedingung (4.54), d.h. es gilt y ′′T ·F ·y ′=0, so könn-
te es sich um korrespondierende Bildpunkte handeln - ob dies jedoch
tatsächlich der Fall ist, ist damit noch nicht gesichert!
Es ist deshalb wichtig, nicht nur zu wissen, dass es zu den korrespondieren-
den Bildpunkten zweier Fotos eine solche Matrix F gibt, sondern auch, wie man
sie bestimmen kann! Dies herauszufinden, ist Ihre Aufgabe für die nächste Arbeits-
phase.



K EXKURS: AUS DER GESCHICHTE DER FUNDAMENTALMATRIX
Ihren Ausgangspunkt nimmt die Formulierung der Korrespondenzbedin-
gung mithilfe der Fundamentalmatrix mit Christopher Longuet-Higgins, der
zu Beginn der 1980er-Jahre einen unter Photogrammetern viel zitierten Ar-
tikel mit dem Titel „A computer algorithm for reconstructing a scene from
two projections“ in der Zeitschrift Nature veröffentlichte (vgl. [LH81]). Dar-
in beschäftigt er sich mit einem Spezialfall der Fundamentalmatrix, den wir
auch noch kennenlernen werden. Selbstverständlich setzten sich bereits vie-
le WissenschaftlerInnen16vor ihm mit dem Korrespondenzproblem ausein-
ander, das in der Wissenschaft heutzutage auch unter dem Schlagwort Epi-
polargeometrie bekannt ist. Historisch gesehen war es jedoch ein langer und
kurvenreicher Weg bis zu der recht „späten“ Idee Longuet-Higgins, eine spe-
zielle Matrix zu seiner Lösung zu nutzen. (Matrizen als eigenständige ma-
thematische Objekte und ihren Zusammenhang zu linearen Gleichungssys-
temen kennt man bereits seit den Arbeiten von Carl Friedrich Gauß und Ar-
thur Cayley im 19. Jahrhundert.17) In den wenigen Jahrzehnten danach bis
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


K EXKURS: AUS DER GESCHICHTE DER FUNDAMENTALMATRIX (fortgesetzt)
heute, in denen Fragestellungen der Computer Vision - also des „Computer-
“ bzw. „Roboter-Sehens“ - eine immer größere Bedeutung erlangten, wurde
Longuet-Higgins Ansatz deutlich weiter entwickelt. Diese Vorgeschichte lässt
erahnen, dass es sich bei der Formulierung des Korrespondenzproblems um
eine durchaus anspruchsvolle mathematische Fragestellung handelt, mit der
wir uns beschäftigen.




Í ARBEITSPHASE: BESTIMMUNG DER PROJEKTIONSMATRIX
In dieser Arbeitsphase sollen Sie das LGS untersuchen, aus dem sich F
bestimmen lässt. Ferner sollen Sie selbst Fundamentalmatrizen zu computer-
generierten Bildpaaren berechnen, und diese untersuchen.
1. Bearbeiten Sie das Arbeitsblatt BESTIMMUNG DER FUNDAMENTALMA-
TRIX. Sie benötigen dazu MATLAB, die Tools FUNDAMENTALMATRIX
und FUNDAMENTALMATRIXBERECHNEN, sowie aus dem Ordner MAT-
LAB MATERIALIEN die Datei Matlabvariablen.mat und die Bilddatei-
en Plane1.png und Plane2.png.
2. Bereiten Sie MATLAB vor: Öffnen Sie MATLAB, und stellen Sie über das
Icon Browse for folder in der Navigationsleiste den richtigen Pfad
zum Ordner MATLAB MATERIALIEN ein. In der Ansicht Current Folder
erscheint nun unter anderem die Datei Matlabvariablen.mat. Öffnen
Sie diese Datei durch Doppelklick, falls die Variablen x1, x2, x3 und x4
noch nicht in Ihrem Workspace vorhanden sind.
3. Nehmen Sie sich Zeit für die Überprüfung Ihrer Ergebnisse anhand der
bereitgestellten Lösung.
Notieren wir kurz, wie man eine Fundamentalmatrix zu zwei Bildern per LGS
bestimmen kann:
v REKONSTRUKTION DER FUNDAMENTALMATRIX AUS 2 BILDERN
Zwei Kameras fotografieren dieselbe Szene von zwei unterschiedlichen
Standorten aus. Zu beiden Bildern lässt sich die Fundamentalmatrix bestim-
16An ExpertInnen: Mehr Informationen hierzu finden sich im Abschnitt 2.1.4 dieser Arbeit.
17An ExpertInnen: Ein guter Überblick hierzu findet sich bei Tucker ([Tuc97], S. 7-9).
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v REKONSTRUKTION DER FUNDAMENTALMATRIX AUS 2 BILDERN (fortgesetzt)
men, wenn die Koordinaten von mindestens acht Bildpunktpaaren bekannt
sind.
Hier versuchen wir
gar nicht mehr, das
„große“ LGS mit mind.
acht solcher Gleichun-
gen hinzuschreiben.
Wichtig ist für uns, dass
wir den Aufbau des LGS
verstehen, und überlas-
sen die Durchführung
dem Computer.
• Jedes einzelne Bildpunktpaar ([x ′], [x ′′]) trägt zum aufzustellenden LGS
formal eine Gleichung mit neun Unbekannten bei, die sich aus der Glei-
chung (4.54) ergibt:
x ′′T ·F · x ′ = 0
⇔ (x ′′1 x ′′2 x ′′3 ) ·
 f11 f12 f13f21 f22 f23
f31 f32 f33
 ·
x ′1x ′2
x ′3
 = 0
⇔ x′′1 x′1 f11+x′′1 x ′2 f12+x′′1 x′3 f13+x′′2 x′1 f21+x′′2 x′2 f22+x′′2 x′3 f23+x′′3 x′1 f31+x′′3 x′2 f32+x′′3 x ′3 f33 = 0.
• Wie die Projektionsmatrix ist auch die Fundamentalmatrix F nur bis auf
ein skalares Vielfaches λ 6= 0 eindeutig bestimmbar.
Auch die wichtigsten Eigenschaften von F , die wir bei der Besprechung des
Arbeitsblatts herausgefunden oder angedeutet haben, wollen wir ergänzen:
v EIGENSCHAFTEN DER FUNDAMENTALMATRIX
Es sei F die bis auf Projektivität eindeutig bestimmte Fundamentalmatrix
zu einer spezifischen Konstellation zweier Kameras. Dann repräsentiert F die
relative Orientierung der beiden Bilder, d.h.:
• F ist unabhängig von einem äußeren Raumkoordinatensystem der 3D-
Szene.
• F resultiert allein aus der räumlichen Konstellation der beiden Bilder
zueinander. Verändert man diese Konstellation nur so, dass sich die
Projektionsgeraden jeweils korrespondierender Bildpunkte immer noch
schneiden, verändert dies die Matrix F nicht. Ein Beispiel dafür war, die
Konstellation beider Bilder als Ganzes im Raum zu verschieben und zu
drehen. Aber auch Veränderungen innerhalb der Kamerakoordinaten-
systeme sind denkbar, die keine Auswirkungen auf F haben.
• Die Bedingungen x ′′T ·F · x ′ = 0 und x ′T ·F T · x ′′ = 0 sind für korrespon-
dierende Bildpunkte [x ′] und [x ′′] äquivalent.
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O ZUSAMMENFASSUNG
In diesem Abschnitt haben Sie die Fundamentalmatrix und ihren Zusam-
menhang mit dem Korrespondenzproblem kennengelernt. Sie haben sie fer-
ner anhand eines geeigneten LGS aus zwei Bildern selbst bestimmt und ana-
lysiert.
m ÜBERSICHT UND ORIENTIERUNG
Weg A: Wenn Sie Weg A durch das Leitprogramm verfolgen, machen Sie ein-
fach mit dem nächsten Abschnitt 4.7.2 weiter.
Weg B: Wenn Sie Weg B durch das Leitprogramm gewählt haben, setzen Sie
Ihren Weg durch das Leitprogramm direkt mit dem nächsten Kapitel 4.8
fort.
4.7.2 Eine geometrische Herleitung der Fundamentalmatrix
Z LERNZIEL(E)
Nach Bearbeitung dieses Abschnitts können Sie die Fundamentalmatrix
anhand der geometrischen Konstellation zweier Kamerabilder herleiten und
somit ihre Existenz beweisen.
Im letzten Abschnitt haben wir die Existenz einer Fundamentalmatrix F zwischen
zwei Kamerabildern einfach vorausgesetzt, um sie dann zu berechnen. Da sie allei-
ne aus korrespondierende Bildpunkten auf den beiden Bildern generiert wird, also
nur aus Informationen, die sich anhand der beiden Bildkoordinatensysteme be-
stimmen lassen, verkörpert sie gerade die relative Orientierung der beiden Bilder
zueinander, wie wir sie auf Seite 336 definiert haben. Bis auf ein skalares Vielfa-
ches µ 6= 0, lässt sie sich ähnlich wie die Projektionsmatrix aus genügend vielen
Bildpunkpaaren zu zwei Bildern eindeutig bestimmen.
Desweiteren haben wir bereits festgestellt, dass man mithilfe der Matrix F -
wenn man sie denn kennt - eine (Teil-)Antwort auf das Korrespondenzproblem
geben kann. Dieses umfasste die Frage:
„Kann man entscheiden, welcher Punkt im zweiten Bild mit einem
gegebenen Punkt im ersten Bild korrespondiert bzw. überhaupt kor-
respondieren könnte?“
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Die Antwort lautet, dass man anhand der Matrix F entscheiden kann, welcher
Punkt im zweiten Bild mit einem gegebenen Punkt [x ′] im ersten Bild korrespon-
dieren könnte, nämlich alle diejenigen Punkte [x ′′], für die die Gleichung
x ′′T ·F · x ′ = 0
erfüllt ist. [x ′′] ist dann ein potentieller Kandidat für einen korrespondierenden
Bildpunkt, aber kein sicherer.



Ist damit das Korrespondenzproblem bereits umfassend beantwortet? Wie
genau hängt die geometrische Konstellation zweier Bilder, die durch korrespon-
dierende Bildpunkte erzeugt wird, mit der Matrix F zusammen?
Genau dies wollen wir in diesem Abschnitt herausfinden! Zu diesem Zweck
wollen wir uns der Beantwortung der obige Frage allein geometrisch nähern, und
am Ende schauen, ob sich daraus die Notwendigkeit der Existenz der Matrix F fol-
gern lässt. Bei der Veranschaulichung der geometrischen Situation hilft uns wieder
ein Applet.



ﬁ 3D-APPLET KORRESPONDENZPROBLEM
Öffnen Sie dazu die html-Datei KORRESPONDENZPROBLEM mit dem Inter-
net Explorer18. Sie können die 3D-Szene wieder im Raum drehen, indem Sie
die rechte Maustaste gedrückt halten.
Es werden zwei Kameras dargestellt mit ihren jeweiligen Projektionszen-
tren [Z ′] und [Z ′′] sowie ihren beiden Bildebenen E ′ und E ′′. Die Kameras sind
einander zugeneigt und auf dieselbe räumliche Szene ausgerichtet. Die Ver-
bindungsstrecke von [Z ′] und [Z ′′] ist eingezeichnet. Sie schneidet die Bilde-
bene E ′ im Punkt [e ′] sowie die Bildebene E ′′ im Punkt [e ′′] (vgl. auch Abb.
4.30).
Wir wollen dem Korrespondenzproblem nachgehen:
Auf der Bildebene E ′ der ersten Kamera zeichnet man einen be-
stimmten Bildpunkt [x ′] aus. Lässt sich nun ein entsprechender
Bildpunkt [x ′′] auf der zweiten Bildebene lokalisieren, der mit
dem ersten Bildpunkt korrespondiert?
Versuchen Sie nun, die im Folgenden geschilderten Beobachtungen anhand
des Applets nacheinander gedanklich und durch dynamisches Manipulieren
nachzuvollziehen!
18Auch hier benötigt man zum Öffenen der Datei wieder das Cabri3D-PlugIn, welches kostenlos
auf der Seite http://www.cabri.com/download-cabri-3d.html heruntergeladen werden kann.
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Abb. 4.30 Die geometrische Untersuchung des Korrespondenzproblems führt auf die Epipolarli-
nie.



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E BEOBACHTUNGEN
1. Starten Sie beim Bildpunkt [x ′] im ersten Bild, den Sie beliebig in der
Bildebene E ′ verschieben können. Seine Projektionsgerade [g ] durch
[Z ′] und [x ′] bewegt sich stets mit! Verfolgt man den Verlauf dieser Pro-
jektionsgeraden [g ], so wird deutlich, dass es für die Lage des zu [x ′]
gehörenden Raumpunktes [X ] unendlich viele Möglichkeiten gibt! Egal,
wo genau sich [X ] auf [g ] befindet, er wird stets auf denselben Bildpunkt
[x ′] abgebildet.
2. Verändert man jedoch die Lage von [X ] auf [g ], so ändert sich die Lage
des korrespondierenden Bildpunktes [x ′′] auf E ′′. Probieren Sie dies aus!
3. Man kann feststellen, dass sich [x ′′] mit Bewegung von [X ] ebenfalls auf
einer gedachten Geraden in der Bildebene E ′′ bewegt, die wir mit [ep ′′]
bezeichnen. Diese Gerade ist die sogenannte Epipolarlinie zu [x ′].
4. Insgesamt ist die Gerade [ep ′′] also nichts anderes als das Bild der Ge-
raden [g ] in E ′′! Man könnte sie dadurch konstruieren, indem man eine
Ebene Ep durch die Punkte [Z ′], [Z ′′] und [X ] legt und diese mit der
Ebene E ′′ schneidet. Die Ebene Ep bezeichnet man auch als die Epipo-
larebene.
346



E BEOBACHTUNGEN (fortgesetzt)
5. Der Punkt [e ′′], den man auch Epipol nennt, ist dabei ein besonderer
Bildpunkt auf der Epipolarlinie [ep ′′] im zweiten Bild, nämlich der Bild-
punkt des ersten Kamerazentrums [Z ′]. Verändert man den Bildpunkt
[x ′] im ersten Bild und mithin die Lage von g , so ändert sich auch der
Verlauf der „Bildgeraden“ [ep ′′]. Der Epipol [e ′′] jedoch bleibt als Bild-
punkt stets fest, denn alle Projektionsgeraden [g ] gehen durch das Ka-
merazentrum [Z ′]! Mithin liegt [e ′′] als Punkt auf allen denkbaren Epi-
polarlinien im zweiten Bild.




i SYMMETRIE DER
BEOBACHTUNGEN:
Alle hier geschilder-
ten Beobachtungen
sind symmetrisch
bezüglich des Bild-
punktes, mit dem wir
gestartet sind! Das
heißt, würden wir
von einem Bildpunkt
[x ′′] im zweiten Bild
ausgehen, fänden wir
genauso eine zuge-
hörige Epipolarlinie
[ep ′] mit Epipol [e ′]
im ersten Bild!
Aus diesen Beobachtungen können wir das folgende Fazit ziehen: Da man
zu einem gegebenen Bildpunkt [x ′] im ersten Bild keinen eindeutigen Bildpunkt
[x ′′] im zweiten Bild finden kann, der mit [x ′] korrespondiert, hat das Korrespon-
denzproblem also keine eindeutige Lösung! Allerdings lässt sich die Suche nach
einem korrespondierenden Bildpunkt im zweiten Bild immerhin auf die Epipolar-
linie [ep ′′] einschränken: Alle Bildpunkte, die auf dieser liegen, könnten mit dem
ersten Bildpunkt [x ′] korrespondieren, sind also potentielle, aber keine sicheren
Kandidaten! Halten wir also fest:
v KORRESPONDENZBEDINGUNG - GEOMETRISCH FORMULIERT
Sei [x ′] ein Bildpunkt im ersten Bild mit zugehöriger Projektionsgerade
durch [x ′] und [Z ′]. Das Bild der Projektionsgeraden im zweiten Bild ist eben-
falls eine Gerade, die sogenannte Epipolarlinie [ep ′′]. Der zum Punkt [x ′] kor-
respondierende Bildpunkt [x ′′] im zweiten Bild muss dann (irgendwo) auf der
Epipolarlinie [ep ′′] liegen.
Was hat nun diese geometrisch-inhaltliche Formulierung der Korrespondenz-
bedingung mit der Fundamentalmatrix (4.54) zu tun? Wie kommt man von der
einen zur anderen? Dieses Vorhaben ist die wesentliche „Klippe“ dieses Kapitels!

 IDEE: „ÜBERSETZUNG“ DES GEOMETRISCHEN SACHVERHALTS
Man muss hierzu den geometrischen Sachverhalt mathematisch so erfas-
sen, dass die Existenz der Matrix F daraus ableitbar ist. Dabei steht man vor
zwei wesentlichen Fragen:
1. Wie lässt sich erstens die Epipolarlinie [ep ′′] als projektive Gerade im
Raum darstellen?
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 IDEE: „ÜBERSETZUNG“ DES GEOMETRISCHEN SACHVERHALTS (fortgesetzt)
2. Wie lässt sich zweitens die Bedingung „[x ′′] muss auf [ep ′′] liegen“ ma-
thematisch formulieren?
Kann man beide Fragen beantworten und zeigen, dass sich daraus
zwangsläufig die Darstellung (4.54)
x ′′T ·F · x ′ = 0.
ergibt, so hat man einen exakten mathematischen Beweis geführt!
Die Durchführung des Beweises nehmen wir im nächsten Unterabschnitt in
Angriff. Bis hierher haben wir eine geometrische Formulierung der Korrespondenz-
bedingung gefunden, die rein anschaulich in unserem Modell gelten muss. Wir
können sie daher als Annahme in unserem Beweis voraussetzen. Darüber hinaus
werden wir für unseren Argumentationsgang fast ausschließlich auf Werkzeuge
zurückgreifen, die wir bereits von unseren Vorüberlegungen her kennen und ver-
standen haben. Auf diese Weise werden wir schließlich nicht nur zu Darstellung
(4.54) gelangen und damit die Existenz von F beweisen, sondern sogar wissen,
wie F aufgebaut ist.




K EXKURS: MATHEMATISCHE BEWEISE
„Etwas beweisen zu können“, spielt in der Mathematik eine sehr wichtige
Rolle. Durch einen Beweis wird eine Aussage erst als „wahr“ bzw. „gültig“ ak-
zeptiert. Es geht darum, von etwas bereits Bekanntem, von dessen Gültigkeit
man sich bereits überzeugt hat, folgerichtig auf einen neuen Sachverhalt zu
schließen:
„Wenn X Y Z gilt, dann muss auch ABC gelten.“
Man stellt sozusagen eine lückenlose mathematische Argumentationsket-
te auf, durch die man jemandem Außenstehenden plausibel macht, dass man
korrekt geschlussfolgert hat. Ein Beweis kann deshalb für einen selbst auch
dann eine wichtige neue Erkenntnisquelle sein, wenn man ihn „nur“ nach-
vollzieht (und nicht selbst gefunden hat)! Denn versteht und akzeptiert man
als kritischer Mensch sowohl seine Annahmen (z.B. weil sie anschaulich sind)
wie auch seine Werkzeuge der Durchführung, so lässt man sich auch von der
Richtigkeit der gezeigten Aussage überzeugen (im Gegensatz dazu, dass man
sie nur „glaubt“).
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4.7.2.1 Beweis zur Existenz der Matrix F
Zunächst geben wir eine kurze Übersicht über Aufbau und Ablauf des Beweises.
Als Ausgangssituation gehen wir von einer festen Konstellation zweier Kameras zu-
einander aus, die eine Szene von unterschiedlichen Positionen aus fotografieren.
Wir können daher für den Existenzbeweis die beiden Projektionsmatrizen P ′ und
P ′′ als gegeben voraussetzen. Projektionsmatrizen
sind gegeben: Bspw.
könnte man sich hierzu
vorstellen, ein beliebiges
Raumkoordinatensystem
festzulegen, innerhalb
dessen man die Positio-
nen der beiden Kameras
vemisst.
v ÜBERSICHT: AUFBAU UND ABLAUF DES BEWEISES
Gegeben: Projektionsm. P ′, P ′′ sowie ein fester Bildpunkt [x ′] im ersten BKS
Gesucht: Projektive Geradengleichung der Epipolarlinie [ep ′′] in der zweiten
Bildebene, auf der der zu [x ′] korrespondierende Bildpunkt [x ′′] liegen
muss
Der Beweis erfolgt in den folgenden drei Schritten: Die Schritte werden
im Verlauf des Beweises
noch ausführlich kom-
mentiert.
Schritt 1: Bestimme eine allgemeine Geradengleichung für die projektive Ge-
rade [ep ′′] in der Ebene P2.
Schritt 2: Stelle die konkrete Geradengleichung für [ep ′′] auf. Dazu benötigt
man zwei feste Bildpunkte, die auf [ep ′′] liegen, und die sich alleine mit-
hilfe der gegebenen Elemente P ′,P ′′ und [x ′] bestimmen lassen:
a) Der erste Punkt ist der Epipol [e ′′]. Die Punkte [e ′′] und
[x ′′(∞)] sind besonders
günstig gewählte Bild-
punkte, um die Gera-
dengleichung für [ep ′′]
daraus aufzustellen.
b) Der zweite Punkt ist der Bildpunkt [x ′′(∞)] des unendlich fernen
Punktes [X ′′(∞)] auf der Projektionsgeraden [g ].
Schritt 3: Formuliere die Bedingung, dass [x ′′] auf [ep ′′] liegen muss.
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BEWEIS ZUR MATRIX F
Beweisschritte Zusätzliche Erläuterungen
Schritt 1: Allgemeine projektive Geradengleichung für [ep ′′] in der projekti-
ven Ebene P2
[ep ′′] ist eine projektive Gerade in belie-
biger Lage in der projektiven Ebene P2
des zweiten BKS.
Sind [a′′] ∈ P2 und [b′′] ∈ P2 zwei beliebi-
ge Punkte auf der Geraden mit Vertretern
a′′ und b′′, so lässt sich [ep ′′] gemäß (4.4)
bzw. (4.15) beschreiben durch die projek-
tive Geradengleichung
[ep ′′]= {x ∈R3 \ {0ˆ} : xT ·Sa′′ ·b′′ = 0}
(4.55)
Die Gerade [ep ′′] können wir wie
auf dem Arbeitsblatt HOMOGENE KO-
ORDINATEN mit der entsprechenden
Ebene durch den Nullpunkt iden-
tifizieren, die durch die Vertreter
der Punkte [a′′] und [b′′] „aufge-
spannt“ wird. Einen Normalenvektor
ep ′′ ∈ R3, der gleichzeitig senkrecht
auf den Vertretern a′′ und b′′ steht,
können wir mithilfe der schiefsym-
metrischen Matrix Sa′′ aufstellen (vgl.
Abb. 4.31):
ep ′′ = Sa′′ ·b′′
Schritt 2: Bestimmung zweier fester Punkte, die auf [ep ′′] liegen, und Aufstel-
lung der Geradengleichung
Erster Punkt: Der Epipol [e ′′] liegt auf
[ep ′′]. Wie kann man ihn berechnen?
– [e ′′] ist das Bild des 1. Kamerazentrums
[Z ′] auf E ′′. Es muss also gelten:
e ′′ = P ′′ ·
(
Z˜ ′
1
)
.
– Das euklidische Kamerazentrum Z˜ ′
wiederum ließ sich gemäß (4.29) aus der
Projektionsmatrix P ′ = (P˜ ′|p˜ ′) wie folgt
bestimmen:
Z˜ ′ =−P˜ ′−1 · p˜ ′.
Mithin erhält man [e ′′] durch
e ′′ = P ′′ ·
(−P˜ ′−1 · p˜ ′
1
)
. (4.56)
Im Applet KORRESPONDENZPROBLEM
bzw. in Abb. 4.30 haben wir gesehen,
dass der Epipol als Bild des ersten
Kamerazentrums auf allen denkbaren
Epipolarlinien im zweiten Bild liegt.
Er ist daher besonders einfach zu be-
stimmen!
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Zweiter Punkt: Als zweiten festen Punkt
auf der Geraden [ep ′′] bestimmen wir in
E ′′ den Bildpunkt [x ′′(∞)] des Fernpunk-
tes [X˜ (∞)], der auf der Projektionsgera-
den [g ] durch [x ′] liegt. Wie kann man
ihn berechnen?
– Den Fernpunkt auf [g ], der dem Rich-
tungsvektor der euklidischen Geraden g˜
entspricht, können wir gemäß (4.31) wie
folgt berechnen:
X˜ (∞) = P˜ ′−1x ′.
– Hieraus ist auch sein Bildpunkt [x ′′(∞)]
auf der Epipolarlinie [ep ′′] bestimmbar:
Anstatt die Abbildungsgleichung
x ′′(∞) = P ′′ ·X (∞) = (P˜ ′′|p˜ ′′) ·
(
X˜ (∞)
0
)
zu betrachten, verwendet man direkt die
reduzierte Gleichung
x ′′(∞) = P˜ ′′ · X˜ (∞)
und ersetzt den Vektor X˜ (∞) entspre-
chend:
x ′′(∞) = P˜ ′′ · X˜ (∞) = P˜ ′′ · P˜ ′−1 · x ′ . (4.57)
Wie kommt man darauf, als zweiten
Bildpunkt den Bildpunkt eines Fern-
punktes zu wählen? Prinzipiell wür-
de es reichen, neben [Z ′] irgendeinen
weiteren Raumpunkt auf der Projek-
tionsgeraden [g ] durch [x ′] zu ken-
nen, dessen Bild in E ′′ man dann mit-
hilfe von P ′′ bestimmt.
Bei unseren Überlegungen zur Re-
konstruktion der Projektionsgeraden
[g ] in 4.6.1.9 hatten wir bereits fest-
gestellt, dass ihr Fernpunkt [X (∞)]
sehr einfach zu ermitteln ist, da er
ihrem euklidischen Richtungsvektor
X˜ (∞) entspricht.
Geometrisch kann man den Bild-
punkt [x ′′(∞)] zu [X (∞)] übrigens kon-
struieren, indem man zu [g ] die Par-
allele durch [Z ′′] legt und diese mit E ′′
schneidet, vgl. Abb. (4.32).
Einsetzen beider Punkte in die Gera-
dengleichung: Wir können nun die Ver-
treter e ′′ und x ′′(∞) unserer beiden Bild-
punkte in die Geradengleichung (4.55)
einsetzen:
[ep ′′] = {x ∈R3 \ {0ˆ} : xT ·Se ′′ · x ′′(∞) = 0}
=
(4.57)
{
x ∈R3 \ {0ˆ} : xT ·Se ′′ · P˜ ′′ · P˜ ′−1 · x ′ = 0
}
(4.58)
Wir haben es also geschafft, eine Ge-
radengleichung für die Epipolarlinie
[ep ′′] aufzustellen, die gemäß (4.56)
und (4.57) alleine aus [x ′] und den
beiden Projektionsmatrizen P ′ und P ′′
berechnet werden kann!
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Schritt 3: Formulierung der Korrespondenzbedingung
Durch Einsetzen von x ′′ in die Geraden-
gleichung (4.58) lässt sich nun die Bedin-
gung „[x ′′] liegt auf [ep ′′]“ erfüllen. Es
muss also gelten:
x ′′T ·Se ′′ · P˜ ′′ · P˜ ′−1︸ ︷︷ ︸
=: F ∈R3×3
·x ′ = 0 . (4.59)
Damit sind wir am Ziel angelangt! Setzt
man nämlich
F = Se ′′ · P˜ ′′ · P˜ ′−1, (4.60)
so entspricht (4.60) gerade der Matrix F ,
wie wir sie unter (4.54) definiert haben.
(4.59) ist eine algebraische Formulierung
der Korrespondenzbedingung, die wir
vorher geometrisch formuliert haben.
Wir konnten somit nicht nur die Exis-
tenz der Matrix F zeigen, sondern
haben mit (4.60) auch eine explizite
Formel erhalten, um F berechnen zu
können!
Wir halten unser Ergebnis auch als Satz fest:
v KORRESPONDENZBEDINGUNG - ALGEBRAISCH FORMULIERT
Zum Bildpunkt [x ′] im ersten Bild kann ein Bildpunkt [x ′′] im zweiten Bild
nur korrespondieren, wenn gilt:
x ′′T ·Se ′′ · P˜ ′′ · P˜ ′−1 · x ′ = 0.
Hierbei ist
F = Se ′′ · P˜ ′′ · P˜ ′−1 6= 0ˆ
die zum Bildpaar gehörende Fundamentalmatrix.




i INFOBOX: SYMMETRIE DER KORRESPONDENZBEDINGUNG
Bed. (4.59) könnten wir ganz analog auch umgekehrt für einen festen
Punkt [x ′′] im zweiten Bild und die Epipolarlinie [ep ′] im ersten Bild formulie-
ren:
x ′T ·Se ′ · P˜ ′ · P˜ ′′−1 · x ′′ = 0.
Auf dem Arbeitsblatt BESTIMMUNG DER FUNDAMENTALMATRIX hatten wir
bereits festgestellt, dass dann
352



i INFOBOX: SYMMETRIE DER KORRESPONDENZBEDINGUNG (fortgesetzt)
Se ′ · P˜ ′ · P˜ ′′−1 = F T
gelten muss!
V BEISPIEL(E)
Mithilfe von (4.60) kann man F konkret bestimmen, wenn P ′ und P ′′ be-
kannt sind. Die Projektionsmatrizen seien z.B.
P ′ =
1 0 0 00 1 0 0
0 0 1 0

und
P ′′ =

p
2
2 0 −
p
2
2 0
0 1 0 −1p
2
2 0
p
2
2 4
p
2
 .
1. Wir berechnen zunächst den Epipol e ′′:
e ′′ = P ′′ ·
(−P˜ ′−1 · p˜ ′
1
)
=

p
2
2 0 −
p
2
2 0
0 1 0 −1p
2
2 0
p
2
2 4
p
2
 ·
 −
1 0 00 1 0
0 0 1
 ·
00
0

1
=
 0−1
4
p
2
 .
2. Daraus erstellen wir die schiefsymmetrische Matrix Se ′′ :
Se ′′ =
 0 −4
p
2 −1
4
p
2 0 0
1 0 0
 .
Abb. 4.31 Zur Darstellung einer projektive Gerade in P2 können wir im Wesentlichen die Nor-
malenform für eine Ebene im R3 verwenden.
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Abb. 4.32 Geometrische Bestimmung von [x′′(∞)]
V BEISPIEL(E) (fortgesetzt)
3. Und schließlich berechnen wir F :
F = Se ′′ · P˜ ′′ · P˜ ′−1
=
 0 −4
p
2 −1
4
p
2 0 0
1 0 0


p
2
2 0 −
p
2
2
0 1 0p
2
2 0
p
2
2

1 0 00 1 0
0 0 1

=
−
p
2
2 −4
p
2 −
p
2
2
4 0 −4p
2
2 0 −
p
2
2

⇒ F =
−
p
2
2 −4
p
2 −
p
2
2
4 0 −4p
2
2 0 −
p
2
2
∼=
 1 8 1−4p2 0 4p2
−1 0 1
 .




. AUFGABE
Warum lässt sich anhand der Darstellung
F = Se ′′ · P˜ ′′ · P˜ ′−1 6= 0ˆ (4.61)
354



. AUFGABE (fortgesetzt)
erkennen, dass die Matrix F nur dann existiert, wenn sich die beiden Zentren
der aufnehmenden Kameras an unterschiedlichen Positionen befinden?




E BEOBACHTUNGEN
Zur Beantwortung dieser Frage schauen wir noch einmal auf die Abb. 4.30:
Die Epipolaren [e ′] und [e ′′] waren hier jeweils definiert als die Schnitt-
punkte der Verbindungsgeraden der beiden Kamerazentren [Z ′] und [Z ′′] mit
den beiden Bildebenen. Fallen beide Kamerazentren geometrisch zusammen,
so existiert diese Verbindungsgerade nicht. Der Epipol [e ′′] und damit auch die
schiefsymmetrische Matrix Se ′′ sind in diesem Falle also unbestimmt - oder
könnten mit dem Nullvektor bzw. der Nullmatrix assoziiert werden. Beides wi-
derspricht der Bedingung (4.61).
O ZUSAMMENFASSUNG
In diesem Abschnitt haben Sie die Korrespondenzbedingung zunächst
geometrisch formuliert, dann in eine algebraische Sprache übersetzt und dar-
aus schließlich Existenz und Form der Fundamentalmatrix F hergeleitet.
Eine Frage zum Abschluss: Ist dieses Vorgehen eigentlich nötig, oder könnte
man sich nicht auch sozusagen „alleine auf der formalen Ebene“ - d.h. von vor-
neherein ohne geometrischen Bezug - überlegen, dass es so einen Matrix F geben
muss?
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m ÜBERSICHT UND ORIENTIERUNG
Dieser Frage geht der abschließende Exkurs nach. Falls Sie ihn nicht an-
sehen möchten, setzen Sie Ihren Weg durch das Leitprogramm nun mit dem
nächsten Kapitel fort.




K EXKURS: EIN ALGEBRAISCHER ZUGANG ZUR EXISTENZ VON F
Wir wollen uns die Sache einfach machen und davon ausgehen, dass sich
die erste Kamera durch die Normalprojektionsmatrix darstellen lässt, d.h.
P ′ =
1 0 0 00 1 0 0
0 0 1 0
= ( I 0ˆ ) .
Ferner stellen wir uns vor, dass die zweite Kamera im Vergleich zur ersten
nur um den Vektor t ∈R3 \ {0ˆ} verschoben ist, also die Projektionsmatrix
P ′′ =
1 0 0 t10 1 0 t2
0 0 1 t3
= ( I t )
hat. Ein beliebiger Raumpunkt [X ] =


X1
X2
X3
X4

 wird dann durch P ′ im ersten
Bild auf den Bildpunkt [x ′] abgebildet
x ′ = P ′ ·

X1
X2
X3
X4
=
X1X2
X3
 ,
und durch durch P ′′ im zweiten Bild auf den Bildpunkt [x ′′]:
x ′′ = P ′ ·

X1
X2
X3
X4
=
X1+X4t1X2+X4t2
X3+X4t3
=
X1X2
X3
+X4
t1t2
t3
= x ′+X4t .
Lässt sich nun eine 3×3-Matrix F finden, so dass
x ′′T ·F · x ′ = 0 ⇔ (x ′+X4t )T ·F · x ′ = 0 ⇔ x ′T ·F · x ′+X4t T ·F · x ′ = 0 (4.62)
für alle denkbaren Bildpunkte x ′ gilt?
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K EXKURS: EIN ALGEBRAISCHER ZUGANG ZUR EXISTENZ VON F (fortgesetzt)
1. Da prinzipiell auch alle Fernpunkte des Raumes abgebildet werden,
muss die Bedingung (4.62) auch für sie gelten. Ist [X ] jedoch ein Fernpunkt,
so ist X4 = 0, womit sich der Ausdruck (4.62) vereinfacht zu
x ′T ·F · x ′ = 0 ⇔ (x ′1 x ′2 x ′3) ·
 f11 f12 f13f21 f22 f23
f31 f32 f33
 ·
x ′1x ′2
x ′3
= 0. (4.63)
Rechnen wir diesen doch einmal „aus“:
(x′1)
2 f11+x′1x′2 f12+x′1x′3 f13+x′2x′1 f21+ (x′2)2 f22+x′2x′3 f23+x′3x′1 f31+x′3x′2 f32+ (x′3)2 f33
= (x′1)2 f11+ (x′2)2 f22+ (x′3)2 f33+2x′1x′2( f12+ f21)+x′1x′3( f13+ f31)+x′2x′3( f23+ f32)
= 0
(4.64)
Damit (4.64) unabhängig von der konkreten Gestalt von x ′ gilt, muss für die
Koeffizienten der Matrix F gelten, dass
• f11 = f22 = f33 = 0 ist sowie
• f12 = f21 und f13 = f31 und f23 = f32.
Deshalb ist F beispielsweise in der folgenden Form darstellbar:
F =
 0 − f21 f13f21 0 − f32
− f13 f32 0
 .
Moment mal! Diese Form kommt uns doch bereits sehr bekannt vor. F ist im
vorliegenden Fall also eine schiefsymmetrische Matrix, d.h. eine Matrix, für die
F T =−F gilt. Die Bestimmung von F hängt nun nur noch von drei anstatt von
eigentlich neun unbekannten Einträgen ab, nämlich hier von f13, f21 und f32.
2. Könnte man diese drei unbekannten Koeffizienten f13, f21 und f32 viel-
leicht auch aus (4.62) herausbekommen? Ja, das ist möglich! Wir wissen nun,
dass
• sowohl x ′T ·F · x ′ = 0
• als auch X4t T ·F · x ′ = 0
in (4.62) gelten muss. Betrachten wir also einen euklidischen Raumpunkt [X ],
dessen vierte Komponente wir auf X4 = 1 normieren, so bleibt die Bedingung
t T ·F · x ′ = 0
übrig, die wir noch nicht verwendet haben. Auch diese muss unabhängig von
der Wahl von x ′ gültig sein, woraus wir folgern können, dass
t T ·F = (0 0 0)
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K EXKURS: EIN ALGEBRAISCHER ZUGANG ZUR EXISTENZ VON F (fortgesetzt)
ist, oder alternativ
(t T ·F )T = F T · t
=
 0 f21 − f13− f21 0 f32
f13 − f32 0
 ·
t1t2
t3

=
t2 f21− t3 f13t3 f32− t1 f21
t1 f13− t2 f32

=
 0 −t3 t2t3 0 −t1
−t2 t1 0
 ·
 f32f13
f21
=
00
0

(4.65)
gilt. (4.65) liefert uns also für bekannte t1, t2, t3 ∈ R mit t 6= 0ˆ ein LGS mit drei
Gleichungen und den drei Unbekannten f13, f21 und f32.
In Abschnitt 4.6.1.10 auf Seite 293 bzw. alternativ in Abschnitt 4.6.2.1 auf S.
302 haben wir genau so ein LGS bereits untersucht, welches auf der Multipli-
kation einer schiefsymmetrischen 3×3-Matrix mit einem Vektor, der die Un-
bekannten enthält, beruht. Dabei haben wir festgestellt, dass in diesem LGS
eine Gleichung „überflüssig“ ist, da die drei Zeilen der schiefsymmetrischen
Matrix linear abhängig sind. Diese Beobachtung lässt sich auf (4.65) übertra-
gen: Auch hier erhalten wir im Wesentlichen ein LGS mit zwei Gleichungen
und drei Unbekannten, bei dem wir eine Variable - mithin einen Eintrag von
F - frei wählen könnten.



Durch (4.63) und (4.65) ist die Matrix F daher bis auf eine Konstante ein-
deutig bestimmbar - sie existiert also für diesen speziellen Fall, in dem die
beiden Normalkameras nur verschoben werden.
Diese Idee lässt sich prinzipiell auch auf den allgemeinen Fall übertragen, bei
dem die Projektionsmatrizen der beiden Kameras beliebig sind. Wichtig ist je-
doch, wie wir eben bereits festgestellt haben, dass die beiden Kamerazentren
sich nicht auf derselben, sondern auf unterschiedlichen Positionen befinden.
Für den vorliegenden Fall wird das sofort deutlich, da für t = 0ˆ in (4.62) die
Matrix F nur die „unerlaubte“ Nullmatrix sein kann.
m ÜBERSICHT UND ORIENTIERUNG
Setzen Sie Ihren Weg durch das Leitprogramm nun mit dem nächsten Ka-
pitel fort.
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4.8 Kapitel 5: Rekonstruktion eines 3D-Modells
mithilfe von Normalkameras
An den Beginn dieses letzten Kapitels wollen wir zur Erinnerung noch einmal un-
ser konkretes Rekonstruktionsprojekt stellen.
Unser „irdisches“ Ausgangsbeispiel:
Der Aussichtsturm „Indemann“ bei Inden/Altdorf wurde von zwei un-
terschiedlichen Seiten aus fotografiert, vgl Abb. 4.33. Ist es möglich, al-
leine aus den beiden Bildern mithilfe des Computers originalgetreue
3D-Punkte des Aussichtsturmes zu rekonstruieren?
Wir hatten bereits festgestellt, dass der Kern dieses Problems in der Frage steckt,
welche Informationen über die ursprüngliche Lage und Richtung zweier Kamera-
bilder zueinander man überhaupt allein anhand korrespondierender Bildpunkte
gewinnen kann. Diese Informationen hatten wir unter dem Begriff der relativen
Orientierung zusammengefasst, und das grundlegende Problem in zwei Teilpro-
bleme zerlegt:
(a) Erste Ansicht (b) Zweite Ansicht
Abb. 4.33 Aussichtsturm „Indemann“, von zwei Seiten aus fotografiert
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m ÜBERSICHT UND ORIENTIERUNG
1. Korrespondenzproblem: Angenommen, man hat bereits ein erstes Ka-
merabild und generiert ein zweites aus einer anderen Position und Rich-
tung. Kann man entscheiden, welcher Punkt im zweiten Bild mit einem
gegebenen Punkt im ersten Bild korrespondiert bzw. überhaupt korre-
spondieren könnte (vgl. Abb. 4.34(a))?
2. Rekonstruktionsproblem: Angenommen, man hat zwei korrespondie-
rende Bildpunkte auf zwei unterschiedlichen Bildern identifiziert. Las-
sen sich daraus die 3D-Koordinaten des zugehörigen Raumpunktes er-
mitteln (vgl. Abb. 4.34(b))?
(a) Korrespondenzproblem (b) Rekonstruktionsproblem
Abb. 4.34 Ist eine Rekonstruktion von 3D-Punkten alleine anhand von gemessenen Bildpunkt-
paaren ohne Zusatzinformationen möglich? (rot: bekannt, grün: unbekannt)
Das Korrespondenzproblem haben wir im letzten Kapitel betrachtet. Im ers-
ten Abschnitt haben wir zunächst die Fundamentalmatrix als Repräsentantin der
relativen Orientierung zweier Kamerabilder eingeführt und berechnet:
v FUNDAMENTALMATRIX
Zu einer festen räumlichen Konstellation zweier Kameras, die von zwei
unterschiedlichen Positionen aus Bilder derselben Szene aufnehmen, gibt es
eine Matrix F ∈R3×3 (die nicht die Nullmatrix ist), so dass für jedes Paar korre-
spondierender Bildpunkte ([x ′], [x ′′]) gilt:
x ′′T ·F · x ′ = 0. (4.66)
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v FUNDAMENTALMATRIX (fortgesetzt)
Eine solche Matrix wird auch Fundamentalmatrix genannt. Bis auf skala-
re Vielfache µ 6= 0 ist F eindeutig. F kann aus zwei Bildern approximativ be-
stimmt werden, wenn mindestens acht geeignete Bildpunktpaare identifiziert
werden können.
Mithilfe dieser Matrix haben wir im zweiten Abschnitt des letzten Kapitels das
Korrespondenzproblem vollständig durchdrungen, und die folgenden Antworten
gefunden:
1. Wir wissen, dass es nicht eindeutig lösbar ist, denn man kann allein anhand
der beiden Bilder nicht feststellen, welcher Bildpunkt [x ′′] im zweiten Bild
genau mit einem vorgegebenen Bildpunkt [x ′] im ersten Bild korrespon-
diert.
2. Man kann aber die Bildpunkte auf dem zweiten Bild auf eine Auswahl an
potentiellen Kandidaten einschränken, die zu einem Bildpunkt [x ′] im ers-
ten Bild überhaupt nur korrespondieren können! Um diese „Kandidatenaus-
wahl“ charakterisieren zu können, haben wir eine geometrische und eine al-
gebraische Formulierung gefunden, die äquivalent zueinander sind:
Geometrische Formulierung: Sei [x ′] ein Bildpunkt im ersten Bild mit zu-
gehöriger Projektionsgerade durch [x ′] und [Z ′]. Das Bild der Projekti-
onsgeraden im zweiten Bild ist ebenfalls eine Gerade, die sogenannte
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Epipolarlinie [ep ′′]. Der zum Punkt [x ′] korrespondierende Bildpunkt
[x ′′] im zweiten Bild muss dann (irgendwo) auf der Epipolarlinie [ep ′′]
liegen.
Algebraische Formulierung: Es seien P ′ ∈ R3×4 und P ′′ ∈ R3×4 die Projekti-
onsmatrizen der beiden Fotos. Zum Bildpunkt [x ′] im ersten Bild kann
ein Bildpunkt [x ′′] im zweiten Bild nur korrespondieren, wenn gilt:
x ′′T ·Se ′′ · P˜ ′′ · P˜ ′−1 · x ′ = 0. (4.67)
Hierbei ist
F = Se ′′ · P˜ ′′ · P˜ ′−1 6= 0ˆ (4.68)
die zum Bildpaar gehörende Fundamentalmatrix.



i INFOBOX: HINWEIS ZU WEG B: NEUE ERGEBNISSE (4.67) UND (4.68)
Falls Sie Weg B durch das Programm verfolgen, ist die genaue Form der
Fundamentalmatrix in (4.67) und (4.68) für Sie neu, ebenso wie ihre geometri-
sche Interpretation mithilfe der Epipolarlinie. Diese Ergebnisse müssen bzw.
dürfen Sie nun für den Fortgang der Lerneinheit einfach „glauben“ bzw. als
gegeben hinnehmen.
Inwiefern helfen uns unsere bisher gefundenen Ergebnisse nun dabei, das Re-
konstruktionsproblem (vgl. Abb. (4.34(b))) zu lösen, also ohne weitere Informa-
tionen über die Projektionsmatrizen oder bekannte Raumpunkte alleine aus den
beiden Bildern ein 3D-Modell zu rekonstruieren? Darum soll es in diesem letzten
Kapitel gehen!
Z LERNZIEL(E)
Nach Bearbeitung dieses Kapitels können Sie ...
• ... ein Beispiel dafür geben, welche Informationen über die 3D-Szene
man mit Sicherheit nicht aus zwei Kamerabildern alleine rekonstruieren
kann (Abschnitt 4.8.1;
• ... erklären, wie sich die Fundamentalmatrix F vereinfacht, wenn wir
Normalkameras verwenden, und Formeln angeben, mit deren Hilfe
man im Falle von zwei Normalkameras 3D-Punkte rekonstruieren kann
(Abschnitt 4.8.2, nur Weg A).
• ... die durch die Rekonstruktionsformeln bzw. vom Computer ermittel-
ten Lösungen geometrisch deuten. (Abschnitt 4.8.3, nur Weg A, optio-
naler Exkurs).
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Z LERNZIEL(E) (fortgesetzt)
• ... selbstständig ein 3D-Rekonstruktionsprojekt anhand zweier Fotos
durchführen (Abschnitt 4.8.4).
Dieses Kapitel besteht aus vier thematischen Abschnitten.
• Im ersten Abschnitt 4.8.1 vereinfachen wir zunächst die geometrische Auf-
nahmesituation, indem wir uns vorstellen, wir würden mit zwei Normalka-
meras fotografieren. Daraufhin erarbeiten wir an einem Beispiel, welche Art
von Informationen sich definitiv nicht aus zwei Kamerabildern alleine re-
konstruieren lassen.
• In Abschnitt 4.8.2 analysieren wir genauer, wie sich die Fundamentalmatrix
F vereinfacht, wenn wir zwei Normalkameras verwenden. Darauf aufbau-
end werden Rekonstruktionsformeln zur Rekonstruktion von 3D-Punkten
im vereinfachten Fall von Normalkameras vorgestellt.
Wenn Sie Weg B durch das Programm verfolgen, bearbeiten Sie diesen Ab-
schnitt nicht.
• Wenn Sie Weg A beschreiten, können Sie zusätzlich optional den Abschnitt
4.8.3 bearbeiten. Hier werden die Lösungen, die sich einerseits aus den Lö-
sungsformeln ergeben bzw. andererseits vom Computer ermittelt werden
können, geometrisch interpretiert.
• Im letzten Abschnitt 4.8.4 können Sie schließlich selbstständig ausprobie-
ren, wie bzw. wie gut ein MATLAB-Rekonstruktionstool funktioniert, dass auf
all unseren theoretischen Überlegungen aufbaut. Sie rekonstruieren hier ei-
gene 3D-Punkte aus den beiden Indemann-Fotos.
4.8.1 Verwendung von Normalkameras und Überlegungen zum
Verschiebungsvektor t
Z LERNZIEL(E)
Nach Bearbeitung dieses Abschnitts können Sie ein Beispiel dafür geben,
welche Informationen über die 3D-Szene man mit Sicherheit nicht aus zwei
Kamerabildern alleine rekonstruieren kann.
Im ersten Teil der Leitprogramms haben wir 3D-Punkte aus korrespondierenden
Bildpunkten unter Verwendung der bekannten Projektionsmatrizen rekonstruie-
ren können, vgl. (4.42). Haben wir nur zwei Fotos gegeben, kennen wir diese je-
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doch normalerweise nicht. Wir können lediglich anhand von Bildpunktkorrespon-
denzen die zu zwei Bildern gehörende Fundamentalmatrix F bestimmen.
Diese jedoch beschreibt alleine die relative Orientierung der beiden Bilder zu-
einander. Auf dem Arbeitsblatt BESTIMMUNG DER FUNDAMENTALMATRIX hatten
wir bereits exemplarisch festgestellt, dass es nicht möglich ist, von einem so be-
stimmten F auf „die“ Projektionsmatrizen P ′ bzw. P ′′ zu schließen - diese sind
schließlich abhängig von einem bestimmten Raumkoordinatensystem, welches
uns ebenfalls unbekannt ist.
Es gibt unendlich viele „Paare“ an Projektionsmatrizen, die auf diesel-
be Fundamentalmatrix führen!



! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Tatsächlich sind wir hier nun an einem Punkt angelangt, bei dem unse-
re recht allgemeinen Voraussetzungen, die wir als Annahmen in unser Modell
gesteckt haben, uns nicht so weit führen können, dass wir unser Ziel erreichen.
Hätten wir nur die Möglichkeit, anhand der beiden Bilder unsere Matrix F zu
bestimmen, und keinerlei weitere Informationen über die beiden Kameras,
so würde uns die Rekonstruktion eines realistischen 3D-Punkt-Modells dar-
aus alleine nicht gelingen!
Wir haben jedoch die Möglichkeit, die Voraussetzungen für unser Modell ein
wenig einzuschränken, indem wir einige Parameter der realen Ausgangssituation,
die wir vorfinden, vereinfachen. Das Ziel hierbei ist, einen guten Kompromiss zu
finden, d.h., nur solche Vereinfachungen vorzunehmen, die uns bezogen auf die
Realsituation noch einigermaßen plausibel erscheinen, aber die es uns ermögli-
chen, unser Modellannahmen so entscheidend einzuschränken, dass uns dieses
eine überschaubare Anzahl an Lösungsmöglichkeiten liefert. Wir beschreiben im
Folgenden, in welchen Annahmen sich diese Vereinfachung der Realsituation aus-
drückt.
 IDEE: VEREINFACHTE REALE AUSGANGSSITUATION
Wir nehmen vereinfachend an, dass ...
• ... beide Bilder mit baugleichen Kameras gemacht wurden, oder so-
gar mit derselben. Dies entspricht insbesondere im Beispiel von Rosetta
und Philae der Realität, wo die Aufnahmen zeitlich hintereinander von
einer sich bewegenden Kamera gemacht wurden.
• ... wir zum Fotografieren kalibrierte Kameras verwendet haben, deren
geometrische Eigenschaften wir kennen. Mit „kalibrierter Kamera“ mei-
nen wir hier einerseits, dass sich beim Übergang vom Kamerakoordina-
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 IDEE: VEREINFACHTE REALE AUSGANGSSITUATION (fortgesetzt)
tensystem auf das zentrierte Bildkoordinatensystem, in dem wir mes-
sen, nichts „verschiebt“ oder „verzerrt“, und dass wir die Kammerkon-
stante f der Kamera kennen. Zusätzlich nehmen wir wieder stillschwei-
gend an, dass etwaige Linsenfehler wie im Exkurs 4.5.1.2 besprochen
vernachlässigt werden können. Diese Annahmen haben zur Folge, dass
wir das Verhältnis von KKS zu BKS, also die innere Orientierung der Ka-
meras (vgl. 4.5.1.4) als bekannt und fest voraussetzen können. Wir kön-
nen mithin annehmen, dass wir mit zwei Normalkameras (vgl. S. 251)
fotografiert haben.
• ... eines der beiden Kamerakoordinatensysteme gleichzeitig dem
Raumkoordinatensystem entspricht, in welchem wir unsere 3D-
Punkte rekonstruieren wollen. Normalerweise ist durch die beiden Fo-
tos alleine kein eindeutiges Raumkoordinatensystem vorgegeben. Wir
können uns also selbst eines wählen - und eines der beiden Kamera-
systeme auszusuchen, ist eine besonders günstige Wahl, wie wir noch
sehen werden.




i INFOBOX: BEMERKUNGEN ZUR kalibrierten Kamera
Auch AnwenderInnen nutzen in vielen ihrer Modelle Normalkameras.
Sie können dies dann tun, wenn sie die tatsächliche Bildweite der verwende-
ten Kamera und alle ihre optischen (Verzeichnungs-)Parameter, die eine Ver-
änderung der Bildkoordinaten oder des Bildkoordinatensystems im Verhältnis
zum Kamerakoordinatensystem bewirken, vor dem Einsatz der Kamera identi-
fiziert haben. Man nennt diesen Identifikationsprozess auch Kalibrierung der
Kamera. Kennt man die Kalibrierung einer Kamera, so kann man die vorlie-
genden gemessenen Bilddaten rechnerisch so bereinigen, dass die neugewon-
nenen normalisierten Bildpunktkoordinaten denen einer Normalkamera ent-
sprechen.
An Ende des Leitprogramms werden wir anhand zweier echter Fotos einen
eigenen Rekonstruktionsversuch am Computer durchführen. Die Kamera, die
die Fotos gemacht hat, wurde nicht - im Anwendersinne - perfekt kalibriert.
Stattdessen wurde nur der wichtigste Kalibrierungsparameter, die Bildweite f ,
anhand der Brennweite des Objektivs geschätzt,19die man aus den Metadaten
eines Fotos einfach entnehmen kann. Ansonsten wurde angenommen, dass
die Kamera eine „perfekte Lochkamera“ ist, sich also beim Übergang vom
Kamera- zum Bildkoordinatensystem nichts „verschiebt oder verzerrt“. Na-
türlich könnten die Profis mit einer derart ungenauen Abschätzung nicht ar-
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i INFOBOX: BEMERKUNGEN ZUR kalibrierten Kamera (fortgesetzt)
beiten, aber wir wollen hier bewusst diese grobe, aber plausible AbschätzungHier machen wir
für unseren Rekon-
struktionsversuch
ein paar bewuss-
te Abstriche in
punkto Genauigkeit!
für unser Modell verwenden, um am Ende selbst beobachten zu können, wie
gut unsere darauf beruhenden Rekonstruktionsergebnisse werden.
Inwiefern schränken nun diese vereinfachten Annahmen an die Realsituation
die Verhältnisse in unserem geometrischen Modell ein? Unsere beiden Kameras
sind jetzt normiert und weisen einen völlig identischen Aufbau auf! Das bedeutet,
dass beide Kameras sich nur durch ihre Lage im Raum unterscheiden, die sich wie-
derum durch eine Drehung sowie eine Verschiebung zueinander charakterisieren
lässt:
v LAGE VON ZWEI NORMALKAMERAS IM RAUM
Es seien zwei Normalkameras (d.h. ihre Lage und Ausrichtung) im Raum
gegeben. Dann lassen sich die beiden Kamerakoordinatensysteme stets an-
standslos zur Deckung bringen, indem man das zweite KKS zuerst so im Raum
dreht, dass es in gleicher Blickrichtung und parallel zum ersten KKS ausgerich-Algebraisch können
wir eine Drehung durch
eine entsprechende
3× 3-Rotationsmatrix
R und eine Verschie-
bung durch einen Ver-
schiebungsvektor t ∈ R3
ausdrücken. Mehr dazu
erfahren wir im nächs-
ten Abschnitt 4.8.2.
tet ist, und es dann in das erste verschiebt, vgl. Abb. 4.35.
Abb. 4.35 Räumliches Verhältnis von K K S1 zu K K S2 im Falle von Normalkameras
4.8.1.1 Überlegungen zum Verschiebungsvektor t
Vor dem Hintergrund dieser vereinfachten geometrischen Situation wollen wir im
Hinblick auf unser Rekonstruktionsvorhaben exemplarisch der Frage nachgehen,
19Auf dem Arbeitsblatt 9 REKONSTRUKTION EINES 3D-MODELLS wird das MATLAB-Tool REKON-
STRUKTIONMITFUNDAMENTALMATRIX verwendet. Bei diesem muss eine „Pixeleinheit“ eingegeben
werden, in welcher in diesem Falle indirekt der für die Kamera bestimmte Parameter f „steckt“.
Mehr dazu findet sich auch im Anhang B.
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welche Informationen über die Konstellation zweier Kameras zueinander sich si-
cher nicht alleine aus den beiden Kamerabildern rekonstruieren lassen. Dazu be-
trachten wir das folgende Beispiel.
Ausgangsbeispiel: Gegeben seien zwei Kamerabilder, auf denen unter anderem
jeweils das Bild derselben Strecke im Raum identifziert werden kann. Angenom-
men, es gäbe ansonsten genügend korrespondierende Bildpunkte, um daraus ei-
ne Fundamentalmatrix F zu bestimmen. Kann man aus F und den beiden Bildern
die Raumstrecke rekonstruieren?
Dazu mache man sich zunächst noch einmal klar, was rekonstruieren geome-
trisch bedeutet:

 IDEE: ZUGEHÖRIGE STRAHLENBÜNDEL SCHNEIDEN SICH
Um ein 3D-Modell aus zwei Bildern rekonstruieren zu können, müssen
diese geometrisch so ausgerichtet werden (können), dass sich korrespondie-
rende Bündel von Projektionsgeraden schneiden.
V BEISPIEL(E)
Unsere beiden Kamerabilder, auf denen ein- und dieselbe Raumstrecke
abgebildet ist, kann man auf verschiedene Weisen im Raum positionieren:
• Man findet unzählige Möglichkeiten, die beiden Bilder so auszurichten,
dass korrespondierende Projektionsgeraden sich nicht schneiden, son-
dern windschief sind, so wie hier:
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V BEISPIEL(E) (fortgesetzt)
Solche Konstellationen scheiden offensichtlich als mögliche „ursprüng-
liche“ Positionen aus, in der sich die beiden Kameras zum Zeitpunkt
der Aufnahme befunden haben könnten. Da keine Schnittpunkte ent-
stehen, lässt sich aus offensichtlich falschen Kamerakonstellation nichts
rekonstruieren.
• Gesucht sind hingegen Konstellationen, in denen alle korrespondieren-
den Projektionsgeraden sich auch schneiden, denn diese sind mögliche
Lösungen zu der Frage, wie die beiden Kameras ursprünglich zum Zeit-
punkt der Aufnahme mal im Raum angeordnet waren:
Nun schauen wir uns dieses Beispiel anhand eines Applets noch etwas genau-
er an.



ﬁ 3D-APPLET DER VERSCHIEBUNGSVEKTOR
Öffnen Sie dazu die html-Datei VERSCHIEBUNGSVEKTOR mit dem Inter-
net Explorer.20Sie können die Szene im Raum drehen, indem Sie die rechte
Maustaste gedrückt halten. Das Applet zeigt eine Raumszene mit den beiden
Normalkameras, auf deren Bildern jeweils das Bild einer Strecke im Raum zu
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ﬁ 3D-APPLET DER VERSCHIEBUNGSVEKTOR (fortgesetzt)
sehen ist. Der Verschiebungsvektor t vom zweiten zum ersten Kamerazentrum
ist sichtbar, und seine Länge wird angezeigt.
• Bewegen Sie [Z ′′] langsam entlang der Verbindungsgeraden von [Z ′]
und [Z ′′]. Welche Elemente der Szene verändern sich, welche bleiben
gleich?
• Was passiert mit der Raumstrecke? War dies zu erwarten? Welcher Zu-
sammenhang besteht zwischen t und der Raumstrecke?
• Die Raumstrecke könnte ein Teil eines größeren Raumobjektes sein,
welches man aus zwei Bildern rekonstruieren möchte. Welche Konse-
quenzen haben Ihre Beobachtungen im Bezug auf...
– ... die Rekonstruktion des Vektors t?
– ... das nur aus den Bildpunkten zu rekonstruierende 3D-Modell?
• Welcher Bezug zur Fundamentalmatrix könnte bestehen?




E BEOBACHTUNGEN
In der Abb. 4.36 sind einige „Momentaufnahmen“ aus dem Applet zu se-
hen:
• Die Szene ist diesmal anders konstruiert als im Applet KORRESPON-
DENZPROBLEM in 4.7.2. Setzt man den Punkt [Z ′′] in Bewegung und ver-
ändert somit die Länge des Verschiebungsvektors t und die Konstella-
tion der Kameras, ändern sich die beiden Fotos nicht mit, d.h. die vier
Bildpunkte und die beiden Bildstrecken behalten ihre genaue Position
auf den Fotos bei. (Optisch lässt sich dies insofern verfolgen, als dass
sich die beiden Längen der Bildstrecken nicht verändern.)
• Die wichtigste Beobachtung ist nun: Obwohl man die geometrische
Konstellation der beiden Kameras bzw. Fotos zueinander verändert,
schneiden sich jeweils korrespondierende Projektionsgeraden immer
noch! (Dies war nicht unbedingt zu erwarten, denn man könnte durch
Lageveränderung einer Kamera auch leicht erreichen, dass sich korre-
spondierende Projektionsgeraden nicht mehr schneiden, sondern an-
20Auch hier benötigt man zum Öffenen der Datei wieder das Cabri3D-PlugIn, welches kostenlos
auf der Seite http://www.cabri.com/download-cabri-3d.html heruntergeladen werden kann.
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E BEOBACHTUNGEN (fortgesetzt)
einander vorbei laufen.) Die Schnittpunkte - also rekonstruierbaren
Raumpunkte - „wandern“ jedoch immer weiter in die Tiefe des Raum-
es hinein und voneinander weg, so dass die zugehörige rekonstruierte
Strecke immer länger wird.
Die verschiedenen Momentaufnahmen oben zeigen also, dass man die
beiden Kameras auf der Verbindungsachse der beiden Kamerazentren
hin- und herschieben kann, ohne dass man die Möglichkeit zur Rekon-
struktion eines 3D-Modells verliert: Es ist stets eine Raumstrecke rekon-
struierbar! Was sich hierbei jedoch deutlich verändert, ist die absolute
Länge der Raumstrecke, sowie ihr Abstand zu den beiden Kameras: Mit
zunehmender Länge des Vektors t werden beide größer.
• Bezogen auf unser Rekonstruktionsproblem bedeutet dies: Stehen nur
die Bildpunktpaare als Eingangsinformation zur Rekonstruktion des
3D-Modells zur Verfügung, so wird man anhand der beiden Fotos allei-
ne niemals etwas über den wahren Abstand der beiden Kameras zuein-
ander - der durch die Länge des Vektors t repräsentiert wird - heraus-
bekommen können! Das wiederum hat zur Folge, dass man auch die
wahre Größe und den Abstand des Raumobjektes zu den Kameras nicht
ermitteln kann - also die ursprüngliche Skalierung der gesamten Raum-
szene oder des 3D-Objekts.
• Von der Fundamentalmatrix wissen wir, dass sie gerade die relative Ori-
entierung der beiden Kameras algebraisch beschreibt. Wir wissen fer-
ner, dass wir F mithilfe eines LGS wiederum nur bis auf einen skalaren
Faktor genau bestimmen können. In genau diesem unbekannten „Ska-
lierungsfaktor“ der Matrix F könnte doch der unbekannte Skalierungs-
faktor der ganzen Szene „stecken“, mithin auch die Längeninformation
über t bzw. die Größeninformation des Modells!
Genauso verhält es sich auch: Da F eine projektive Matrix ist und ein
„wahrer“ Skalierungsfaktor aus den Ergebnissen der Bildpunktvermes-
sung (alleine) nicht bestimmt werden kann, lässt sich auch die realeEs zeichnet gera-
de die projektive
Sichtweise bzw.
das „Lochkameramo-
dell“ aus, dass absolu-
te Längen keine Rolle
spielen, sondern nur
Längenverhältnisse.
Länge von t bzw. die reale Größe des 3D-Modells nicht bestimmen. Fau-
geras beschreibt das in seinem Buch Three-Dimensional Computer Vi-
sion (vgl. [Fau99], S.248) so:
„We cannot recover the absolute scale of the scene without
an extra yardstick, such as knowing the distance in space bet-
ween two points.“
Da wir gesehen haben, dass wir originale Längen und Abstände der 3D-Szene
370
(a) (b)
(c) (d)
Abb. 4.36 „Momentaufnahmen“ aus dem Applet Verschiebungsvektor
alleine aus zwei Fotos nicht ermitteln können, müssen wir als Konsequenz daraus
unsere Erwartungen an das zu rekonstruierende 3D-Modell anpassen:
v NEUES REKONSTRUKTIONSZIEL
Es seien zwei verschiedene Fotos derselben Raumszene gegeben. Unter
der vereinfachten Annahme, wir können beide Kameras als Normalkameras
modellieren (vgl. Seite 364), möchten wir aus der zugehörigen Fundamental-
matrix F zumindest die Struktur der 3D-Szene bis auf Größenunterschiede ge-
nau rekonstruieren.
Ausblick: Dieses Ziel - das sei hier vorweggenommen - werden wir auch tat- Falls Sie Weg B ver-
folgen, ist dieser Aus-
blick gleichzeitig eine
abschließende Zusam-
menfassung. Sie werden
nicht mehr untersu-
chen, wie wir zu diesen
Lösungsmöglichkeiten
kommen, sondern nur
die praktische Rekon-
struktion durchführen.
sächlich erreichen können, und zwar so:
• Die Lage zweier Normalkameras im Raum zueinander unterscheidet sich
durch eine Drehung sowie eine Verschiebung. Aus ihrer Matrix F werden
wir
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– sowohl „zwei mögliche Kandidaten“ für die Drehung in Form zweier Ro-
tationsmatrizen R(1) und R(2)
– als auch „zwei mögliche Kandidaten“ für die Richtung der Verschiebung
in Form zweier Verschiebungsvektoren t (1) und t (2)Die Länge der Ver-
schiebung ist ja
nicht ermittelbar!
ermitteln können.
• Daraus lassen sich genau vier Paare der Form
(
Drehung Verschiebung
)
kombinieren, nämlich
(
R(1) t (1)
)
,
(
R(1) t (2)
)
,
(
R(2) t (1)
)
,
(
R(2) t (2)
)
.
• Zu jeder dieser vier Paarungen lässt sich ein „Set“ von zwei passenden „Er-
satzprojektionsmatrizen“ für die beiden Kameras bestimmen, aus denen man
dann wie in Abschnitt 4.6.3 3D-Punkte rekonstruieren kann.
• Das bedeutet, wir erhalten am Ende vier mögliche Rekonstruktionen des fo-
tografierten Objektes in Form von vier (digitalen) 3D-Punktwolken, von de-
nen wir die richtige per Inspektion selbst auswählen können. Eine Lösung
sollte dem Original insofern sichtbar ähnlich sein, als dass alle Streckenver-
hältnisse und Winkel zwischen den Punkten approximativ übereinstimmen.
• Nur die tatsächliche Größe des Originals werden wir unserem Punktemodell
nicht entnehmen (können).




i INFOBOX: WAHRE GRÖSSE DES ORIGINALS
Dass wir die wahre Größe des originalen 3D-Objektes nicht werden re-
konstruieren können, ist - genauer betrachtet - gar kein allzu großer Kompro-
miss! Im Prinzip würde uns dann eine einzige zusätzliche Größenangabe genü-
gen, um das Punktemodell auf die echte Größe skalieren zu können. Als Bei-Sehr vereinfacht ge-
sprochen müsste Ro-
setta also nur die Län-
ge einer einzigen Ver-
gleichsstrecke auf dem
Kometen kennen, um
dem aus ihren Fotos re-
konstruierten Ausschnitt
des Kometen dann die
richtige Proportion „ver-
passen“ zu können.
spiel kann man sich hier ein originalgetreues Eisenbahnmodell vorstellen wie
in Abb. (4.37). Wenn die Höhe des Modells 4cm beträgt, und man außerdem
wüsste, das die Lok im Original 4m hoch ist, so könnte man den Maßstab des
Modells mit 1 : 100 beziffern. Jede Strecke, die man nun im Modell vermisst,
bräuchte man nur mit 100 multiplizieren, um ihre wahre Größe im Original zu
kennen.
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Abb. 4.37 Ein Größenvergleich zwischen einer Strecke, gemessen an der originalen Lok, und der
entsprechend gemessenen Strecke an der Modellok liefert den Abbildungsmaßstab des Modells.
O ZUSAMMENFASSUNG
In diesem Abschnitt sind Sie unter vereinfachten Annahmen an die reale
Ausgangssituation dazu übergegangen, die Aufnahmesituation im Raum mit
zwei Normalkameras zu modellieren. In diesem Fall unterscheiden sich die
beiden Kameras nur noch durch ihre Lage, die sich durch eine Drehung sowie
eine Verschiebung im Raum charakterisieren lässt. Würde man diese beiden
aus F ermitteln können, so könnte man daraus geeignete Projektionsmatri-
zen zur Rekonstruktion von 3D-Punkten ableiten. Es wurde jedoch klar, dass
die Länge des Verschiebungsvektors der beiden Kameras und damit die wahre
Größe der 3D-Szene keinesfalls aus F alleine rekonstruierbar ist.
m ÜBERSICHT UND ORIENTIERUNG
Hier trennen sich nun Wege und Ziele, je nachdem, ob Sie Weg A oder B
durch das Leitprogramm verfolgen.
Weg A: In den folgenden Abschnitten wollen wir uns unserem neu formulier-
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m ÜBERSICHT UND ORIENTIERUNG (fortgesetzt)
ten Rekonstruktionsziel widmen und untersuchen, wie genau wir unter
den angepassten Voraussetzungen aus F die Drehung und Verschiebung
der beiden Kameras zueinander und damit geeignete Projektionsma-
trizen für die Rekonstruktion ermitteln können. Setzen Sie Ihren Weg
durch das Leitprogramm nun mit Abschnitt 4.8.2 fort.
Weg B: In dieser kürzeren Variante entfällt die Untersuchung, wie wir unter
den angepassten Voraussetzungen aus F die Drehung und Verschiebung
der beiden Kameras ermitteln können. Wir belassen es stattdessen bei
der kurzen Beschreibung der Vorgehensweise, wie wir sie im obigen Aus-
blick formuliert haben, und überlassen den Rest dem Computer. Setzen
Sie deshalb Ihren Weg durch das Leitprogramm direkt mit dem letzten
Abschnitt 4.8.4 fort, in dem Sie Ihren eigenen Rekonstruktionsversuch
starten können.
4.8.2 Vereinfachung der Fundamentalmatrix bei Verwendung von
Normalkameras
Z LERNZIEL(E)
Nach Bearbeitung dieses Abschnitts können Sie erklären, wie sich die Fun-
damentalmatrix F vereinfacht, wenn wir Normalkameras verwenden, und
Formeln angeben, mit deren Hilfe man im Falle von zwei Normalkameras 3D-
Punkte rekonstruieren kann.
Im vorherigen Abschnitt haben wir uns angesehen, wie sich die Verhältnisse in un-
serem geometrischen Modell qualitativ vereinfachen, wenn wir davon ausgehen,
dass die Fotos von zwei Normalkameras aufgenommen werden. Dabei haben wir
festgestellt:
Die beiden Kamerakoordinatensysteme lassen sich zur Deckung brin-
gen, indem man das zweite KKS zuerst so im Raum dreht, dass es in
gleicher Blickrichtung und parallel zum ersten KKS ausgerichtet ist,
und es dann in das erste verschiebt, vgl. Abb. 4.38.
Wir wollen uns die geometrische Situation nun noch einmal genauer anschau-
en und feststellen, wie sich Drehung und Verschiebung der beiden Kamerakoordi-
natensysteme auf die Matrix F auswirken. Gemäß (4.68) setzt sich die Matrix F
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Abb. 4.38 Räumliches Verhältnis von K K S1 zu K K S2 im Falle von Normalkameras
formal aus dem folgenden Matrixprodukt zusammen:
F = Se ′′ · P˜ ′′ · P˜ ′−1.




! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Die beiden Kameramatrizen P ′ und P ′′ in der Formel müssen sich hier-
bei auf ein einziges räumliches Koordinatensystem beziehen! In P ′ und P ′′
„steckt“ ja unter anderem die geometrische Information, auf welchen Posi-
tionen sich die beiden Kameras innerhalb dieses Raumkoordinatensystems
mit welchen Blickrichtungen befinden. Das Raumkoordinatensystem ist prin-
zipiell das Bezugssystem für alle anderen Koordinatensysteme und die beiden
Kameramatrizen.
Haben wir nur zwei einzelne Fotos gegeben, so fehlt uns zunächst ein solches
einheitliches Bezugssystem. Natürlicherweise werden aber durch die beiden Ka-
merakoordinatensysteme bereits zwei mögliche Raumkoordinatensysteme vorge-
geben, die man als Bezugssystem wählen könnte - in Abb. (4.39) dargestellt jeweils
durch das entsprechende Kamerazentrum sowie die drei Basisvektoren der Stan-
dardbasis. In der Abbildung lassen sich
• das erste Kamerakoordinatensystem K K S1 = [Z˜ ′,u(1),u(2),u(3)], gebildet aus
dem Kamerazentrum Z˜ ′ und den Basisvektoren u(1),u(2),u(3),
• sowie das zweite Kamerakoordinatensystem K K S2 = [Z˜ ′′, v (1), v (2), v (3)], ge-
bildet aus dem Kamerazentrum Z˜ ′′ und den Basisvektoren v (1), v (2), v (3)
unterscheiden.
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Abb. 4.39 Geometrische Situation mit zwei Normalkameras: Verhältnis der Kamerakoordinaten-
systeme

 IDEE: WÄHLE BEZUGSSYSTEM & BESTIMME KAMERAMATRIZEN
Wir wählen nun eines der beiden Kamerakoordinatensysteme als unser
Raumkoordinatensystem aus, und zwar K K S1! Das bedeutet, dass Z˜ ′ =
00
0

der Nullpunkt unseres Koordinatensystems ist, und
u(1) = e(1), u(2) = e(2), u(3) = e(3)
die Standardbasis.



Es gilt nun, für die uns vorliegende vereinfachte geometrische Situation
die beiden Projektionsmatrizen P ′K K S1 und P
′′
K K S1
der Kameras in Bezug auf
das Koordinatensystem K K S1 zu bestimmen! Dann können wir diese in die
Formel (4.68)
F = Se ′′ · P˜ ′′ · P˜ ′−1
einsetzen und sehen, wie sich dies auf die Matrix F auswirkt.
• Für P ′K K S1 ist dies sehr einfach zu bewerkstelligen, da hier aufgrund
unserer „geschickten“ Wahl das Kamerakoordinatensystem K K S1 dem
Raumkoordinatensystem entspricht.
P ′ bezüglich K K S1 ist mithin die Normalprojektionsmatrix
P ′K K S1 =
(
I 0ˆ
)
.
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 IDEE: WÄHLE BEZUGSSYSTEM & BESTIMME KAMERAMATRIZEN (fortgesetzt)
• Die Projektionsmatrix P ′′K K S1 hingegen müssen wir uns anhand des geo-
metrischen Zusammenhanges herleiten.
Die erste Frage, der wir in diesem Abschnitt nachgehen, lautet also:



Wie lautet die Projektionsmatrix P ′′K K S1 der zweiten Kamera im Bezug auf
das Raumkoordinatensystem K K S1, und warum?
m ÜBERSICHT UND ORIENTIERUNG
An dieser Stelle können Sie sich entscheiden:
• Wenn Sie eine „schnelle“ Antwort auf die Frage ohne Erklärungen be-
vorzugen, dann springen Sie direkt zum Ergebnis im Unterabschnitt
4.8.2.2.
• Wenn Sie jedoch an der Herleitung der Projektionsmatrix P ′′K K S1 interes-
siert sind, lesen Sie einfach weiter. (Diese Variante wird empfohlen.)
4.8.2.1 Bestimmung von P ′′K K S1
Zur Veranschaulichung der folgenden Ausführungen betrachten Sie Abb. 4.39. In
der dargestellten Szene ist das Kamerakoordinatensystem K K S1 = [Z˜ ′,u(1),u(2),u(3)]
gleichzeitig das Raumkoordinatensystem, auf welches wir uns beziehen wollen.
Es ist Z˜ ′ =
00
0
 der Nullpunkt von K K S1, und u(1) = e(1), u(2) = e(2), u(3) = e(3) die
Standardbasis. Mithin ist die Projektionsmatrix der ersten Kamera die Normalpro-
jektionsmatrix P ′K K S1 =
(
I 0ˆ
)
.
Gesucht ist die Projektionsmatrix P ′′K K S1 der zweiten Kamera im Bezug
auf das Raumkoordinatensystem K K S1.
Schritt 1: Drehung und Verschiebung von K K S2 zu K K S1 Wir haben bereits fest- Anmerkung: Hierbei
handelt es sich um eine
Koordinatentransforma-
tion.
gestellt: Man kann K K S2 mit K K S1 zur Deckung bringen, indem man es
zunächst passend im Raum dreht und dann so verschiebt, dass Z˜ ′′ mit Z˜ ′
zusammenfällt.
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– Seit dem Arbeitsblatt LINEARE ABBILDUNGEN MIT 3×3-MATRIZEN und
dem Unterabschnitt 4.5.4.1 wissen wir, dass man eine Drehung bzw.
Rotation der Basisvektoren im Raum durch eine 3×3-Rotationsmatrix
R darstellen kann. Es gibt also eine Matrix R ∈ R3×3, so dass für dieWie genau diese Ro-
tationsmatrix R aus-
sieht, ist uns hierbei
egal. Es reicht, dass wir
wissen, dass es zu je-
der beliebigen Drehung
im Raum eine solche
Rotationsmatrix gibt.
Basisvektoren v (1), v (2), v (3) des K K S2 gilt:
e(1) =R · v (1), e(2) =R · v (2), e(3) =R · v (3).
– Die Verschiebung von K K2 nach K K1 lässt sich außerdem durch den
Vektor
t :=
t1t2
t3
=−−−→Z˜ ′′Z˜ ′
charakterisieren.
Schritt 2: Darstellung eines beliebigen Raumpunktes X˜ in K K S1 und K K S2 Wir
wollen uns nun ansehen, welche Koordinaten ein beliebiger Punkt X˜ 6= Z˜ ′, Z˜ ′′
einerseits im ersten Koordinatensystem K K S1 und andererseits im zweiten
Koordinatensystem K K S2 hat.




! VORSICHT:
Hierzu müssen wir
also explizit zwischen
verschiedenen Ko-
ordinatenvektoren
von X˜ unterscheiden,
wie wir sie auf Seite
111 definiert haben.
– Angenommen, X˜ habe in K K S1 den Koordinatenvektor
K V1(X˜ )=
λµ
ν
 , also −−→Z˜ ′X˜ =λ ·e(1)+µ ·e(2)+ν ·e(3).
– Bezüglich K K S2 ergeben sich die Koordinaten von X˜ aus dem Vektor
−−−→
Z˜ ′′X˜ =
−−−→
Z˜ ′′Z˜ ′+
−−→
Z˜ ′X˜
= t +
−−→
Z˜ ′X˜
= t +λ ·e(1)+µ ·e(2)+ν ·e(3)
= t +λ ·R · v (1)+µ ·R · v (2)+ν ·R · v (3)
= t +R · (λv (1)+µv (2)+νv (3))
Also hat X˜ in K K S2 den Koordinatenvektor
K V2(X˜ )= t +R ·
λµ
ν
= t +R ·K V1(X˜ ) .
Schritt 3: Darstellung mithilfe homogener Koordinaten Wenn wir den Punkt [X ]
projektiv betrachten, lässt sich die Transformation seiner Koordinaten beim
Übergang von K K S1 zu K K S2 mithilfe der Multiplikation mit einer Matrix
darstellen. Und zwar hat [X ]...
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– ...in K K S1 als projektiven Repräsentanten den Koordinatenvektor
K V1(X )=

λ
µ
ν
1
 (4.69)
– ...und im zweiten Koordinatensystem K K S2 als Repräsentanten den
Koordinatenvektor
K V2(X ) =
R ·
λµ
ν
+
t1t2
t3

1
=
(
R t
0ˆt 1
)
︸ ︷︷ ︸
=:K
·

λ
µ
ν
1
= K ·K V1(X ) , (4.70)
wobei K =
(
R t
0ˆt 1
)
eine invertierbare 4×4-Matrix ist.
Schritt 4: Abbilden des Punktes [X ] Gesucht war die Projektionsmatrix P ′′K K S1
der zweiten Kamera bezüglich K K S1. Bildet man den Punkt [X ] mit
der zweiten Kamera ab, so muss derselbe Bildpunkt [x] herauskom-
men, egal, ob man sich in K K S1 oder K K S2 befindet. Deshalb muss
mit (4.70) gelten:
x = P ′′K K S1 ·K V1(X )︸ ︷︷ ︸
Abbildung durchgeführt in K K S1
= P ′′K K S2 ·K V2(X )︸ ︷︷ ︸
Abbildung durchgeführt in K K S2
= P ′′K K S2 ·K ·K V1(X ),
woraus durch Vergleich folgt, dass
P ′′K K S1 = P ′′K K S2 ·K
gelten muss. P ′′K K S2 wiederum ist die Projektionsmatrix der zweiten Ka-
mera bezüglich des zweiten Kamerakoordinatensystems K K S2. Da die
zweite Kamera ebenfalls eine Normalkamera ist, ist P ′′K K S2 die Normal-
projektionsmatrix, also
P ′′K K S2 =
(
I 0ˆ
)
.
Insgesamt erhält man also die Projektionsmatrix
P ′′K K S1 = P ′′K K S2 ·K =
(
I 0ˆ
) ·(R t
0ˆt 1
)
= ( R t ) .
Schauen wir uns im folgenden Unterabschnitt nun die Auswirkungen dieses
Ergebnisses auf die Fundamentalmatrix F an.
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4.8.2.2 Auswirkung der Benutzung zweier Normalkameras auf die
Darstellung der Fundamentalmatrix
v PROJEKTIONSMATRIZEN ZWEIER NORMALKAMERAS
Eine Raumszene werde von zwei Normalkameras aufgenommen. Fasst
man das Koordinatensystem K K S1 der ersten Kamera als gemeinsames Raum-
koordinatensystem auf, so lassen sich bezüglich K K S1 die beiden Projektions-
matrizen der Kameras bestimmen zu
P ′K K S1 =
(
I 0ˆ
)
und P ′′K K S1 =
(
R t
)
,
wobei die Rotationsmatrix R ∈ R3×3 und der Verschiebungsvektor t ∈ R3 die
Drehung sowie Verschiebung im Raum beschreiben, die nötig sind, um das
K K S2 mit dem K K S1 zur Deckung zu bringen.




. AUFGABE
Nun sind Sie dran: Nutzen Sie die Formel (4.56) zur Bestimmung des
Epipols sowie die berechneten Projektionsmatrizen P ′ = ( I 0ˆ ) und P ′′ =(
R t
)
, um damit die Darstellung (4.68) der Fundamentalmatrix
F = Se ′′ · P˜ ′′ · P˜ ′−1
zu vereinfachen. (Hinweis: P˜ ′−1 = I , denn I · I = I .)




E BEOBACHTUNGEN
Unsere Einschränkung der Kamerageometrie hat „angenehme“ Auswir-
kungen auf die Matrix F ! Mit den berechneten Projektionsmatrizen P ′ =(
I 0ˆ
)
und P ′′ = ( R t ) können wir zunächst den Epipol e ′′ bestimmen:
e ′′ = P ′′ ·
(−P˜ ′−1 · p˜
1
)
= ( R t ) ·
 −
1 0 00 1 0
0 0 1
 ·
00
0

1
= ( R t ) ·
(
0ˆ
1
)
= t .
Damit vereinfacht sich die Gleichung der Fundamentalmatrix
F = Se ′′ · P˜ ′′ · P˜ ′−1.
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E BEOBACHTUNGEN (fortgesetzt)
in diesem speziellen Fall zu
F = St ·R · I = St ·R︸ ︷︷ ︸
=:E
.
Man bezeichnet F in der Literatur dann auch mit dem Buchstaben E , bzw.
als Essentialmatrix. E setzt sich also nur noch zusammen aus der schiefsym-
metrischen Matrix St , wobei t dem Verschiebungsvektor zwischen den beiden
Kamerazentren entspricht, und einer Rotationsmatrix R, die die Drehung der
beiden Kamerakoordinatensysteme zueinander beschreibt.
Wir notieren dieses wichtige Ergebnis:
v ESSENTIALMATRIX
Die Fundamentalmatrix E , die die relative Orientierung zweier Normalka-
meras beschreibt, ist alleine durch die Rotationsmatrix R und den Verschie-
bungsvektor t bestimmt, die Rotation und Verschiebung der beiden Kamera-
systeme beschreiben. Es gilt
E = St ·R =
 0 −t3 t2t3 0 −t1
−t2 t1 0
 ·R. (4.71)
Man bezeichnet die Fundamentalmatrix E in diesem speziellen Fall als Es-
sentialmatrix.
Wir gelangen somit auch zu folgender Schlussfolgerung:
 IDEE: SIND St UND R AUS BELIEBIGEM E BESTIMMBAR?
Bereits im Abschnitt 4.7.1 haben wir uns überlegt, wie wir die Fundamen-
talmatrix zu zwei Kamerabildern aus korrespondierenden Bildpunkten be-
rechnen können. Wäre es uns also möglich, aus einer zu zwei Fotos berech-
neten Matrix E „die beiden Matrizen St und R“ zu bestimmen, so würden wir
die relative Orientierung der beiden Kameras, nämlich die Verschiebungsrich-
tung und die Drehung zueinander, kennen.
Mithilfe der beiden „Ersatzprojektionsmatrizen“ P ′ = ( I 0ˆ ) und P ′′ =(
R t
)
könnten wir dann außerdem auf die uns bereits bekannte Weise 3D-
Koordinaten für alle unsere identifizierten Bildpunktpaare bestimmen - und
hätten unser Ziel erreicht!
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Ein paar Anmerkungen dazu:
• „Die beiden Matrizen St und R“ können wir sicher nicht eindeutig bestim-
men, da wir bereits wissen, dass wir die wahre Länge des Vektors t nicht
rekonstruieren können, und dass E nur bis auf projektive Vielfachheit ein-
deutig ist. Es wäre aber schön, wenn man immerhin mögliche Kandidaten
für t bestimmen könnte.
• Wir sprechen deshalb von „Ersatzprojektionsmatrizen“, weil das Paar (P ′,P ′′)
mit P ′ = ( I 0ˆ ) und P ′′ = ( R t ) nur ein mögliches unter unendlich vie-
len ist, die zur vorliegenden Essentialmatrix E „passen“, und zwar ein mög-
lichst einfach gewähltes Paar.
4.8.2.3 Rekonstruktionsformeln für den Verschiebungsvektor t und die
Rotationsmatrix R aus E
Überlegen Sie zunächst selbst einmal, wie man einen Kandidaten für t aus E be-
stimmen könnte:



. AUFGABE
Können Sie aus E einen „Kandidaten“ für t bestimmen? Tipp: Man be-
zeichne in (4.71) die Spalten der Matrix R mit r (1),r (2),r (3), also
R = ( r (1) r (2) r (3) ) ,
und die Spalten der Matrix E mit c(1),c(2),c(3), also
E = ( c(1) c(2) c(3) ) .




E BEOBACHTUNGEN
Schreibt man E = St ·R in der Form(
c(1) c(2) c(3)
)= St · ( r (1) r (2) r (3) ) ,
dann ist erkennbar, dass sich die Matrixgleichung aus den drei einzelnen Pro-
dukten
St · r (1) = c(1), St · r (2) = c(2) und St · r (3) = c(3)
zusammensetzt. Hieraus wird deutlich, dass t auf allen Spalten der Matrix E
senkrecht stehen muss. Daraus ergeben sich mehrere Möglichkeiten, einen
Kandidaten für t zu bestimmen:
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E BEOBACHTUNGEN (fortgesetzt)
• Man nutzt eine schiefsymmetrische Abbildungsmatrix: t =±Sc (1) · c(2).
• Man löst das LGS: t T ·E = 0ˆT bzw. E T · t = 0ˆ.
Wir haben also selbst eine einfache Möglichkeit gefunden, einen Kandida-
ten für den Verschiebungsvektor t und damit die Matrix St aus E bestimmen zu
können. Dieser „Kandidat“ repräsentiert die originale Verschiebungsrichtung zwi-
schen den beiden Kameras, nicht aber deren tatsächlichen Abstand.
Es gibt außerdem verschiedene Möglichkeiten, um die noch fehlende Rota-
tionsmatrix R aus E zu bestimmen. An dieser Stelle wollen wir zur Abrundung
unserer Modelluntersuchung nur eine davon als geschlossene Formeln angeben:
v REKONSTRUKTIONSFORMELN FÜR t UND R AUS E
Eine Raumszene werde mit zwei Normalkameras aufgenommen, und an-
hand ausreichend vieler Bildpunktpaare werde mithilfe der Korrespondenz-
bedingung
x ′′T ·E · x ′ = 0
eine Essentialmatrix E durch ein LGS bestimmt. Dann lassen sich aus der Be-
ziehung (4.71)
E = St ·R
auf folgende Weise zwei Paarungen von Verschiebungsvektoren t und Rotati-
onsmatrizen R bestimmen, die jeweils eine geometrisch passende räumliche
Konstellation der beiden Kameras zueinander beschreiben:
1. Zunächst ermittelt man zwei spezielle Kandidaten t (1) und t (2) = −t (1)
mithilfe der Gleichung
 t 21 t1t2 t1t3t2t1 t 22 t2t3
t3t1 t3t2 t 23
= t · t T = 1
2
·Spur(E ·E T ) · I −EE T . (4.72)
(Die Spur einer Matrix ist die Summe der Elemente auf ihrer Hauptdia-
gonalen.)
2. Zu t (1) und t (2) lassen sich jeweils zugehörige Kandidaten R(1) und R(2)
für i = 1 oder i = 2 ermitteln durch
R(i ) = 1|t (i )|2 ·
((
Sc (2) · c(3) Sc (3) · c(1) Sc (1) · c(2)
)−St (i ) ·E) , (4.73)
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v REKONSTRUKTIONSFORMELN FÜR t UND R AUS E (fortgesetzt)
wobei c(1),c(2) und c(3) die Spalten der Matrix E bezeichnen.
Die beiden Projektionsmatrizen
P ′ = ( I 0ˆ ) und P ′′(i ) = ( R(i ) t (i ) ) (4.74)
sind dann unsere beiden „Ersatzmatrizen“, mit deren Hilfe wir zu beiden
Möglichkeiten i = 1 oder i = 2 ein digitales 3D-Punktemodell rekonstruierenDie Rekonstruktion
liefert uns hier al-
so insgesamt zwei
geometrisch „passen-
de“ 3D-Modelle, von
denen wir das Zutref-
fende per Inspektion
auswählen müssten.
können.




i INFOBOX: HERLEITUNG DER REKONSTRUKTIONSFORMELN
Die Herleitung bzw. Begründung der angegebenen Formeln ist etwas lang-
wieriger, weswegen wir sie an dieser Stelle auslassen wollen. Wenn Sie sich
dafür interessieren, finden Sie sie im Anhang A.Die Herleitung der
Formeln im An-
hang gelingt durch
elementares, aber müh-
seliges algebraisches
Umformen. Sie kön-
nen sie durchaus nach-
vollziehen, es sind zu
ihrem Verständnis kei-
ne neuen mathemati-
schen Ideen vonnöten.
Zur Berechnung der beiden Kandidaten R(1) und R(2) für die Rotations-
matrix gemäß (4.73) ist es wichtig, zuvor Kandidaten von „passender“ Länge
für die Verschiebungsvektoren t (1) und t (2) berechnet zu haben. Deshalb wird
hierzu Ansatz (4.72) anstelle unserer einfacheren, selbst entwickelten Ansätze
verwendet.
Die Grundidee hinter (4.72) ist, dass eine recht nützliche Beziehung zwi-
schen der Matrix St und der Matrix E besteht. Da für die schiefsymmetrische
Matrix STt =−St gilt, erhält man aus E = St ·R nämlich
E ·E T = St ·R ·RT ·STt
= St · I ·STt
= −S2t .
Die Formulierung (4.72) dient dann „nur noch“ dazu, direkt die beiden Kan-
didaten für t „ablesen“ zu können. Es wird außerdem deutlich, dass die Länge
der beiden durch (4.72) ermittelten Kandidaten für t von der Skalierung von E
abhängt. Für µ ∈R\ {0} und µE gilt nämlich
(µE) · (µE)T =−(µSt ) · (µSt )=−S2µt . (4.75)
Zur Veranschaulichung betrachten wir ein „ideales“ Beispiel.
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V BEISPIEL(E)
Es sei
E =
0 −
p
3 1
2 1
p
3
0 −p3 1

die ermittelte Essentialmatrix. Gesucht sind genau zwei Varianten i = 1, i = 2
für die zweite Projektionsmatrix P ′′(i ) = ( R(i ) t (i ) ).
1. Es ist
EE T =
0 −
p
3 1
2 1
p
3
0 −p3 1
 ·
 0 2 0−p3 1 −p3
1
p
3 1
=
4 0 40 8 0
4 0 4
 .
Mit 12 ·Spur(E ·E T )= 12 · (4+8+4)= 8 berechnet man
1
2 ·Spur(E ·E T ) · I −EE T =
8 0 00 8 0
0 0 8
−
4 0 40 8 0
4 0 4

=
 4 0 −40 0 0
−4 0 4
 !=
 t 21 t1t2 t1t3t2t1 t 22 t2t3
t3t1 t3t2 t 23
 .
Ein Vergleich der Einträge der letzten beiden Matrizen ergibt die folgenden
beiden Möglichkeiten für die Wahl von t :
(t1 = 2 und t2 = 0 und t3 =−2) oder (t1 =−2 und t2 = 0 und t3 = 2),
also t (1) =
−20
2
 bzw. t (2) =−t (1) =
 20
−2
mit |t (i )|2 = 8.
2. Für t (1) =
−20
2
 berechnet man ferner
(
Sc(2) · c(3) Sc(3) · c(1) Sc(1) · c(2)
)
=
  0
p
3 1
−p3 0 p3
−1 −p3 0
 1p3
1
  0 −1
p
3
1 0 −1
−p3 1 0
02
0
  0 0 20 0 0
−2 0 0
−
p
3
1
−p3
 
=
 4 −2 −2
p
3
0 0 0
−4 2 2p3
 .
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V BEISPIEL(E) (fortgesetzt)
Es ist
St (1) ·E =
0 −2 02 0 2
0 −2 0
 ·
0 −
p
3 1
2 1
p
3
0 −p3 1
=
−4 −2 −2
p
3
0 −4p3 4
−4 −2 −2p3
 ,
und so
R(1) = 1|t (1)|2 ·
((
Sc (2) · c(3) Sc (3) · c(1) Sc (1) · c(2)
)−St (1) ·E)
= 18
8 0 00 4p3 −4
0 4 4
p
3
=
1 0 00 p32 −12
0 12
p
3
2
 ,
was einer Drehung der zweiten Kamera im Verhältnis zur ersten von 30◦
um die x1-Achse entspricht.
Daraus folgt P ′′(1) =
1 0 0 −20 p32 −12 0
0 12
p
3
2 2
.
3. Im Fall t (2) =
 20
−2
 ändert sich lediglich ein Vorzeichen in dieser Rech-
nung, es ist nämlich
St (2) ·E =−St (1) ·E =
4 2 2
p
3
0 4
p
3 −4
4 2 2
p
3
 ,
womit man auf die zweite Rotationsmatrix
R(2) = 1|t (2)|2 ·
((
Sc (2) · c(3) Sc (3) · c(1) Sc (1) · c(2)
)−St (2) ·E)
= 18
 0 −4 −4
p
3
0 −4p3 4
−8 0 0
=
 0 −12 −
p
3
2
0 −
p
3
2
1
2
−1 0 0

kommt. Hieraus lässt sich die Variante für die zweite Projektionsmatrix zu-
sammensetzen zu P ′′(2) =
 0 −12 −
p
3
2 2
0 −
p
3
2
1
2 0
−1 0 0 −2
.
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! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
In unserem Ausblick auf S. 371 hatten wir angekündigt, dass der
Computer uns am Ende insgesamt vier Rekonstruktionsvorschläge prä-
sentieren wird, die auf den vier möglichen Kombinationen der Form(
Drehung Verschiebung
)
beruhen, nämlich(
R(1) t (1)
)
,
(
R(1) t (2)
)
,
(
R(2) t (1)
)
,
(
R(2) t (2)
)
.
Aus den Formeln (4.72) und (4.73) erhält man jedoch offensichtlich nur zwei
dieser Paarungen, nämlich(
R(1) t (1)
)
und
(
R(2) t (2)
)
,
was der jeweiligen Wahl
P ′′(1) = ( R(1) t (1) ) und P ′′(2) = ( R(2) t (2) )
für die Projektionsmatrix der zweiten Kamera entspricht.
Ist dies nicht ein Widerspruch? Warum berechnet der Computer
vier Lösungen?
Erinnern wir uns daran, dass der Computer die Matrix E aus korrespondie-
renden Bildpunkten berechnet, und dabei nur „eine Matrix herausbekommt“, die
bis auf Skalierung und Vorzeichen eindeutig ist. Was passiert aber in den Formeln
(4.72) und (4.73), wenn sich das Vorzeichen von E ändert?



E BEOBACHTUNGEN
Wir ersetzen also in (4.72) und (4.73) die Matrix E durch −E . Dann lässt
sich beobachten:
• In Gleichung (4.72) verändert sich gar nichts, denn diese entspricht
Gleichung (4.75) für µ=−1. Es gilt
(−E) · (−E)T = E ·E T =−S2t .
Mittels (4.72) erhält man also auch aus −E zunächst einmal dieselben
zwei Kandidaten t (1) und t (2) = −t (1) für den Verschiebungsvektor wie
aus E .
• In Gleichung (4.73) verändert sich die Matrix(
Sc (2) · c(3) Sc (3) · c(1) Sc (1) · c(2)
)
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E BEOBACHTUNGEN (fortgesetzt)
ebenfalls nicht. Wenn c(1),c(2) und c(3) die drei Spalten der Matrix E be-
zeichnen, gilt für −E nämlich(
S−c (2) · (−c(3)) S−c (3) · (−c(1)) S−c (1) · (−c(2))
)
= ( −Sc (2) · (−c(3)) −Sc (3) · (−c(1)) −Sc (1) · (−c(2)) )
= ( Sc (2) · c(3) Sc (3) · c(1) Sc (1) · c(2) ) .
• Allerdings verändert sich in Gleichung (4.73) der Term S(i )t ·E , wenn man
−E statt E betrachtet. Angenommen, t (1) ist der erste ermittelte Kandi-
dat aus (4.72) für den Verschiebungsvektor t . Setzt man t (1) und −E in
den Term ein, erhält man
St (1) · (−E)
= (−St (1) ) ·E
= S−t (1) ·E
=
t (2)=−t (1)
St (2) ·E .
Der Term St (i ) ·E in Gleichung (4.73) bekommt also in dem Fall, dass man
das Vorzeichen von E wechselt, ebenfalls jeweils das entgegengesetzte
Vorzeichen für i = 1 bzw. i = 2. Da t (2) =−t (1) gilt, führt dies dazu, dass
sich die beiden Ergebnisse für t (1) und t (2) aus (4.72) genau andersher-
um mit den Ergebnissen für R(1) und R(2) zu Paaren zusammensetzen,
nämlich zu (
R(1) t (2)
)
und
(
R(2) t (1)
)
.
Man erhält dadurch also die beiden weiteren Lösungsmöglichkeiten
P ′′(3) = ( R(1) t (2) ) und P ′′(4) = ( R(2) t (1) )
für die Matrix P ′′.




. AUFGABE
Wie lauten also die beiden anderen Möglichkeiten P ′′(3) und P ′′(4) für die
Projektionsmatrix P ′′ der zweiten Kamera in unserem idealen Beispiel auf Sei-
te 385?
Fazit: Da der Computer eine zu zerlegende Matrix E aus korrespondierenden
Bildpunkten auf beiden Bildern berechnet, deren Skalierung und mithin auch de-
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ren Vorzeichen nicht eindeutig ist, erhält er aus den Rekonstruktionsformeln auf
Seite 383 insgesamt vier Lösungen, die er uns als „AnwenderInnen“ vorschlagen
kann. Wir müssen dann nur noch entscheiden, welche der vier Lösungen die zu-
treffende ist!
O ZUSAMMENFASSUNG
In diesem Abschnitt haben Sie...
• ... untersucht, wie sich die Fundamentalmatrix F zu zwei Kamerabildern
verändert, wenn man davon ausgeht, dass beide Bilder mit Normalka-
meras gemacht wurden. Sie setzt sich dann als sogenannte Essential-
matrix in der Form E = St ·R nur noch aus der Rotationsmatrix R ∈R3×3
sowie dem Verschiebungsvektor t ∈R3 zusammen, die die Drehung und
Verschiebung der beiden KKS zueinander beschreiben;
• ... Rekonstruktionsformeln kennengelernt, ausprobiert und untersucht,
anhand derer man im Falle von zwei Normalkameras 3D-Punkte re-
konstruieren kann. Wählt man das KKS der ersten Kamera als einheitli-
ches Raumkoordinatensystem, in welchem die Projektionsmatrix P ′ der
ersten Kamera gerade die Normalprojektionsmtarix ist, so lassen sich
mittels der Rekonstruktionsformeln aus einem bis auf skalare Vielfache
µ 6= 0 gegebenen oder berechneten E vier dazu passende Projektions-
matrizen P ′′(i ), i = 1,2,3,4, für die zweite Kamera bestimmen. Jedes Paar
(P ′,P ′′(i )), i = 1,2,3,4, dieser Ersatzprojektionsmatrizen liefert dann ei-
ne rekonstruierte 3D-Punktwolke.
m ÜBERSICHT UND ORIENTIERUNG
Herzlichen Glückwunsch! Sie haben nun einmal den kompletten gedank-
lichen Bogen geschlagen, der nötig war, um das Rekonstruktionsproblem zu
lösen und unserer ursprünglichen Fragestellung umfassend auf den Grund zu
gehen. Wenn uns die Kamerageometrie hinreichend genau21 bekannt ist, so
dass wir mit dem Modell der Normalkamera arbeiten können, und wir die Fra-
ge nach exakten Längen in der zu rekonstruierenden 3D-Szene zurückstellen,
können wir tatsächlich alleine aus zwei Fotos ein 3D-Punktemodell des auf
den Fotos sichtbaren Szenenausschnitts rekonstruieren! Damit sind Sie fast
am Ende des Leitprogramms angelangt.
• Sie können nun direkt in den letzten Abschnitt 4.8.4 springen, und aus-
probieren, wie gut die Rekonstruktion aus zwei echten Fotos in der Pra-
xis alleine mit unseren mathematischen Mitteln gelingt.
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m ÜBERSICHT UND ORIENTIERUNG (fortgesetzt)
• Wenn Sie möchten, können Sie vorher oder nachher noch einen zusätz-
lichen Blick in Abschnitt 4.8.3 werfen. Dort beschäftigen wir uns mit der
Frage, wie sich die vier verschiedenen Lösungen geometrisch interpre-
tieren lassen, d.h. wie sich die zugehörigen Kamerapositionen im Raum
voneinander unterscheiden.
4.8.3 K Exkurs: Geometrische Interpretation der Lösungen
Z LERNZIEL(E)
Nach Bearbeitung dieses Abschnitts können Sie die durch die Rekonstruk-
tionsformeln bzw. vom Computer ermittelten Lösungen geometrisch deuten.
Anhand des idealen Beispiels auf Seite 385 wollen wir abschließend exemplarisch
untersuchen, wie sich die vier berechneten Lösungen geometrisch zueinander ver-
halten.
V BEISPIEL(E)
Im idealen Beispiel auf Seite 385 hatten wir zu den beiden „Kandidaten“
t (1) =
−20
2
 und t (2) =
 20
−2

für den Verschiebungsvektor die beiden Rotationsmatrizen
R(1) =
1 0 00 p32 −12
0 12
p
3
2
 und R(2) =
 0 −12 −
p
3
2
0 −
p
3
2
1
2
−1 0 0

ermittelt. Gemäß der Rekonstruktionsformeln (vgl. S. 383) und unserer Beob-
achtungen aus dem letzten Unterabschnitt (vgl. S. 387) können wir diese Kan-
didaten zu insgesamt vier möglichen Projektionsmatrizen der zweiten Kamera
21Von unserer Kamera, die den Indemann fotografiert hat, kennen wir lediglich die Brennweite.
Diese Information müssen wir allerdings schon „zusätzlich“ ins Modell stecken, vgl. die Bemerkun-
gen zur kalibrierten Kamera auf S. 365.
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V BEISPIEL(E) (fortgesetzt)
P ′′ kombinieren, und zwar zu
P ′′(1) = ( R(1) t (1) )=
1 0 0 −20 p32 −12 0
0 12
p
3
2 2
 und
P ′′(2) = ( R(2) t (2) )=
 0 −12 −
p
3
2 2
0 −
p
3
2
1
2 0
−1 0 0 −2
 (4.76)
sowie
P ′′(3) = ( R(1) t (2) )=
1 0 0 20 p32 −12 0
0 12
p
3
2 −2
 und
P ′′(4) = ( R(2) t (1) )=
 0 −12 −
p
3
2 −2
0 −
p
3
2
1
2 0
−1 0 0 2
 . (4.77)
Was verändert sich hier jeweils qualitativ beim Übergang von einer auf
eine andere Lösung?
4.8.3.1 Vergleich der beiden Lösungen P ′′(1) und P ′′(2) in (4.76)
Beginnen wir unsere Untersuchungen mit einem Vergleich der beiden Lösungen
P ′′(1) und P ′′(2). Die zweite Rotationsmatrix R(2) als Untermatrix von P ′′(2) lässt sich
wie folgt als Produkt zweier Matrizen ausdrücken:
R(2) =
 0 −12 −
p
3
2
0 −
p
3
2
1
2
−1 0 0
=
 0 0 −10 −1 0
−1 0 0
 ·
1 0 00 p32 −12
0 12
p
3
2
=
 0 0 −10 −1 0
−1 0 0
 ·R(1).
Stellt man sich also vor, dass sich die zweite Kamera in der durch die erste Lö-
sung vorgegebenen Position befindet, so gelangt sie in die Position der zweiten Lö-
sung durch Abbildung mit der Matrix M =
 0 0 −10 −1 0
−1 0 0
.
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ﬁ 3D-APPLET LINEARE ABBILDUNGEN
Öffnen Sie das GeoGebra-Applet LINEARE ABBILDUNGEN. Welche Wir-
kung hat die Abbildungsmatrix M =
 0 0 −10 −1 0
−1 0 0
 auf den Einheitswürfel,
und also auch auf die zweite Kamera?




E BEOBACHTUNGEN
Wenn wir die Matrix M =
 0 0 −10 −1 0
−1 0 0
 zum Testen in unser Geogebra-
Applet LINEARE ABBILDUNGEN eingeben, erhalten wir Abb. 4.40. Schauen wir
uns außerdem genauer an, auf welche Bilder die drei Vektoren der Standard-
basis durch M abgebildet werden, nämlich auf10
0
 7→
 00
−1
,
01
0
 7→
 0−1
0
 und
00
1
 7→
−10
0
,
so können wir insgesamt feststellen, dass die Matrix M eine Drehung des
Einheitswürfels - und mithin auch der Kamera - im Raum von 180° um die
Gerade in Richtung des Vektors λ
−10
1
 , λ ∈R\ {0}, bewirkt hat.
Man könnte auch sa-
gen, M hat eine Ach-
senspiegelung des Wür-
fels bzw. der Kamera an
dieser Geraden bewirkt.
Im dreidimensionalen
Raum sind diese beiden
Abbildungen identisch!
Die zweite Kamera nimmt also in der zweiten Lösung
P ′′(2) = ( R(2) t (2) )=
 0 −12 −
p
3
2 2
0 −
p
3
2
1
2 0
−1 0 0 −2

im Vergleich zur ersten Lösung
P ′′(1) = ( R(1) t (1) )=
1 0 0 −20 p32 −12 0
0 12
p
3
2 2

eine um 180° um die Verschiebungsachse
g˜ =
X˜ ∈R3 : X˜ =λ
−10
1
 , λ ∈R
 ,
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Abb. 4.40 Geometrische „Wirkung“ der Abbildungsmatrix M aus dem Beispiel
gedrehte Position ein, während der Verschiebungsvektor t (2) =
 20
−2
 außerdem
(durch den Vorzeichenwechsel) im Vergleich zu t (1) =
−20
2
 seine Orientierung än-
dert. Die Position (und Projektionsmatrix P ′ = ( I 0ˆ )) der ersten Kamera bleibt
dabei gleich. Die beiden Lösungen sind in Abb. 4.41 skizzenhaft22 verdeutlicht.
Die Beobachtung, dass die beiden Rotationsmatrizen R(1) und R(2) sich ge-
nau durch eine Rotation von 180° um die Verschiebungsachse unterscheiden, ist
tatsächlich verallgemeinerbar. Benutzt man die vorgestellten Rekonstruktionsfor-
meln zur Ermittlung von t und R aus E , unterscheiden sich die beiden Lösungen
P ′′(1) = ( R(1) t (1) ) und P ′′(2) = ( R(2) t (2) )
und damit die zwei möglichen Positionen der zweiten Kamera qualitativ stets ge-
nau so wie gerade beschrieben.23



. AUFGABE
Werfen Sie noch einen zweiten kritischen Blick auf die beiden geometri-
schen Lösungskonstellationen in Abb. 4.41. Was meinen Sie: Sind diese im
Hinblick auf unser Rekonstruktionsvorhaben als gleichwertig im Sinne von
gleich brauchbar anzusehen?
22Die Konstellationen der Kameras in der Abbildung sind als skizzenhaft zu verstehen. Sie ent-
sprechen nicht genau den Daten aus dem Beispiel.
23Vgl. z.B. [Hor90], S. 6 und [HZ03], S. 259.
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Abb. 4.41 Zwei mögliche Lösungen für Position und Ausrichtung der zweiten Kamera: Von (a)
zu (b) wurde der Verschiebungsvektor umgedreht, und die zweite Kamera um ihn herum um
180° rotiert.


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E BEOBACHTUNGEN
Vergleicht man die beiden Konstellationen, so stellt man fest, dass in
4.41(b) die beiden Kameras gegeneinander verdreht sind24, und somit in der
Realität niemals dieselbe Raumszene im Visier haben können: Entweder liegt
das Objekt vor der Linse der ersten oder vor der Linse der zweiten Kamera, nie-
mals aber gleichzeitig vor beiden! Diese Konstellation führt deshalb tatsächlich
zu einer unbrauchbaren Lösung, die sich normalerweise leicht erkennen und
ausschließen lässt. Nur Konstellation 4.41(a) erlaubt eine brauchbare Rekon-
struktion.
24In der Fachwelt spricht man auch von der sogenannten „twisted pair ambiguity“, vgl. [HZ03],
S. 259 und 275.
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4.8.3.2 Hinzunahme der beiden Lösungen P ′′(3) und P ′′(4) in (4.77)
Dehnen wir nun unsere geometrischen Betrachtungen zu guter Letzt noch auf die
beiden Lösungen P ′′(3) und P ′′(4) in (4.77) aus. Im letzten Abschnitt hatten wir
bereits besprochen, dass wir diese beiden zusätzlichen Kombinationen dadurch
erhalten, dass das Vorzeichen der Matrix E nicht eindeutig bestimmbar ist. Ange-
nommen, die beiden geometrischen Konstellationen in Abb. 4.41 sind das Resultat
einer berechneten Matrix E . Dann führt die Betrachtung der Matrix−E zu den bei-
den zusätzlichen geometrischen Konstellationen, die in Abb. 4.42 dargestellt sind.
Abb. 4.42 Zwei weitere Lösungen für Position und Ausrichtung der zweiten Kamera erhält
man, indem man die Paarungen für R und t umgekehrt zusammensetzt. Diese beiden Lösungen
unterscheiden sich jedoch qualitativ nicht wesentlich von den beiden ersten. Sie führen jeweils
auf die zum Ursprung gespiegelten Rekonstruktionen der ersten beiden Lösungen.




E BEOBACHTUNGEN
Die in Abb. 4.42 dargestellten Konstellationen unterscheiden sich eben-
falls dadurch, dass von der einen 4.42(a) zur anderen 4.42(b) die Orientie-
rung des Verschiebungsvektors geändert und die zweite Kamera zusätzlich
um 180° um die Verschiebungsachse gedreht wurde. Rotationsmatrix und Ver-
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


E BEOBACHTUNGEN (fortgesetzt)
schiebungsvektor wurden lediglich jeweils zu den entgegengesetzten Paarun-
gen zusammengesetzt. Dies hat zur Folge, dass in den hinzugekommenen Kon-
stellationen in Abb. 4.41 ein Raumpunkt, wenn er in Abb. 4.41 vor einer Ka-
mera lag, jetzt gerade hinter der entsprechenden Kamera liegt und umgekehrt.
Also haben wir wieder ein (für die 3D-Rekonstruktion ungeeignetes) „twisted
pair“ und ein „richtiges“ Kamerapaar dazugewonnen!




! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
An dieser Stelle möchten Sie vielleicht einwenden, dass die Konstellati-
on in Abb. 4.42(b) für eine Rekonstruktion ebenfalls unbrauchbar ist, da der
Raumpunkt hier sogar hinter beiden Kameras liegt. Demnach wäre die Kon-
stellation in Abb. 4.41(a), bei der der Raumpunkt vor beiden Kameras liegt,
die eindeutig richtige Lösung. Hierzu sei Folgendes angemerkt:
• Das Rekonstruktionstool, das Sie im nächsten Abschnitt nutzen,
„spuckt“ stets alle vier der oben angesprochenen Lösungen aus. Natür-
lich liegt es dann nahe, dass Sie durch optischen Vergleich mit dem Ori-
ginal dann auch direkt die Rekonstruktion auswählen, die der Lösungs-
konstellation aus Abb. 4.41(a) entspricht.
• Prinzipiell könnte man jedoch auch mit der Paarung, bei der der Punkt
hinter beiden Kameras liegt, das 3D-Modell rekonstruieren - denn wir
wissen ja aus unserem Lochkameramodell, dass wir das Modell dann
nur noch am Koordinatenursprung spiegeln müssten. Insofern ist die
Konstellation aus Abb. 4.42(b) als Lösung nicht wirklich unbrauchbar,
da man hierdurch ebenfalls mittels einer Spiegelung ein 3D-Modell re-
konstruieren könnte. Wirklich falsche Lösungen für eine Rekonstruktion
sind daher nur die beiden „twisted pairs“ in Abb. 4.41(b) und 4.42(a),
die sich ihrerseits wiederum nur durch eine Spiegelung voneinander
unterscheiden!
O ZUSAMMENFASSUNG
In diesem Abschnitt haben Sie die vier Lösungen für die Projektionsmatrix
der zweiten Kamera geometrisch gedeutet.
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m ÜBERSICHT UND ORIENTIERUNG
Machen Sie nun mit dem letzten Abschnitt 4.8.4 des Leitprogramms wei-
ter.
4.8.4 3D-Rekonstruktionsprojekt Indemann
Z LERNZIEL(E)
Nach Bearbeitung dieses Abschnitts können Sie selbstständig ein 3D-
Rekonstruktionsprojekt anhand zweier Fotos durchführen.
Blicken wir an dieser Stelle noch einmal zurück auf unser Hauptziel, welches wir
ganz zu Beginn dieser „Reise“ formuliert und in Abschnitt 4.8.1 auf Seite 371 noch
einmal eingeschränkt und umformuliert haben:
Z LERNZIEL(E)
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Z LERNZIEL(E) (fortgesetzt)
Neuformuliertes Hauptziel: Zwei Kameras nehmen eine Raumszene (z.B.Hauptziel des
Leitprogramms ein Gebäude) von verschiedenen Standorten aus auf. Unter der vereinfachten
Annahme, wir können beide Kameras als Normalkameras modellieren, möch-
ten wir alleine aus den beiden Fotos ein computergeneriertes 3D-Modell der
auf beiden Bildern sichtbaren Punkte rekonstruieren, welches bis auf einen
Skalierungsfaktor genau ist.



Gratulation! Dieses Ziel haben Sie nun tatsächlich erreicht!!
Sie haben insgesamt in den vorangehenden fünf Kapiteln ein Verfah-
ren entwickelt, welches unter der Annahme, dass man den Aufbau der
Kamera hinreichend gut kennt, alleine aus den auf zwei Fotos vermes-
senen Bildpunkten vier mögliche 3D-Punktmodelle rekonstruiert, von
denen eines der räumlichen Struktur der originalen Szene bis auf ihre
Skalierung entspricht!
Dieses theoretische Verfahren stellen wir abschließend noch einmal in seiner
Gesamtheit dar, bevor wir dem Computer die Umsetzung überlassen:Wenn Sie Weg B
durch das Programm
gewählt haben, kön-
nen Sie über die an-
gegebenen „Formeln“
getrost hinweglesen.
v UNSER 3D-REKONSTRUKTIONSVERFAHREN
Gegeben seien zwei verschiedene Fotos derselben räumlichen Szene.
Dann kann man wie folgt vorgehen, um die Koordinaten aller Raumpunkte,
die auf beiden Bildern zu sehen sind, zu rekonstruieren:
1. Bestimme aus möglichst vielen, aber mindestens acht identifizierten
Bildpunktpaaren die Essentialmatrix E durch Lösen des linearen Glei-Zu Weg B: Die Es-
sentialmatrix ist nichts
anderes als die Fun-
damentalmatrix für
zwei Normalkameras.
chungssystems
x ′′T ·E · x ′.
2. Extrahiere aus der Matrix
E = ( c(1) c(2) c(3) )= St ·R
mithilfe der Formeln
t · t T = 1
2
·Spur(E ·E T ) · I −EE T
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v UNSER 3D-REKONSTRUKTIONSVERFAHREN (fortgesetzt)
und
R(i ) = 1|t (i )|2 ·
((
Sc (2) · c(3) Sc (3) · c(1) Sc (1) · c(2)
)−St (i ) ·E)
für i=1 bzw. i=2 zwei mögliche Kandidaten für die Richtung der Verschie-
bung der zweiten Kamera in Form zweier Verschiebungsvektoren t (1)
und t (2) sowie zwei mögliche Kandidaten für ihre Drehung in Form zwei-
er Rotationsmatrizen R(1) und R(2). Daraus lassen sich vier „Kandidaten-
paare“ (t ,R) für die Zerlegung von E zusammensetzen.
3. Bilde aus den Kandidatenpaaren vier Ersatzprojektionsmatrizen für die
zweite Kamera
P ′′(1) = ( R(1) t (1) ) , P ′′(2) = ( R(2) t (2) ) ,
P ′′(3) = ( R(1) t (2) ) , P ′′(4) = ( R(2) t (1) ) ,
die zur „gesetzten“ Ersatzprojektionsmatrix
P ′ = ( I 0ˆ )
für die erste Kamera passen.
4. Rekonstruiere nach dem uns bekannten Ausgleichsverfahren zu den
vier „Sets“ von Ersatzprojektionsmatrizen
P ′ und P ′′( j ), j = 1, . . . ,4,
jeweils vier 3D-Punktmodelle und entscheide, welches davon das zutref-
fende ist.
Nun kann’s aber endlich losgehen mit dem Praxisversuch!



Í ARBEITSPHASE: REKONSTRUKTION EINES 3D-MODELLS
In dieser Arbeitsphase sollen Sie unser Rekonstruktionsverfahren am
Computer ausprobieren. Theoretisch sollten bei unserem so rekonstruierten
3D-Modell alle Winkel und Längenverhältnisse approximativ mit der Realität
übereinstimmen. Es bleibt jedoch die Frage, wie gut unsere Approximation
wird.
1. Bearbeiten Sie das Arbeitsblatt REKONSTRUKTION EINES 3D-MODELLS.
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Í ARBEITSPHASE: REKONSTRUKTION EINES 3D-MODELLS (fortgesetzt)
Sie benötigen dazu MATLAB, das Tool REKONSTRUKTIONMITFUNDA-
MENTALMATRIX sowie aus dem Ordner MATLAB MATERIALIEN die Bild-
dateien Inde1.jpg und Inde2.jpg.
2. Bereiten Sie MATLAB vor: Öffnen Sie MATLAB, und stellen Sie über das
Icon Browse for folder in der Navigationsleiste den richtigen Pfad
zum Ordner MATLAB MATERIALIEN ein. In der Ansicht Current Folder
sollte nun unter anderem das Tool REKONSTRUKTIONMITFUNDAMEN-
TALMATRIXerscheinen.
3. Im Anhang an das Arbeitsblatt finden Sie eine kurze Diskussion exem-
plarischer Ergebnisse.
O ZUSAMMENFASSUNG
In diesem Abschnitt haben Sie Ihr eigenes 3D-Modell aus zwei Fotos re-
konstruiert.



Damit sind Sie am Ende des Leitprogramms angelangt!
400
5
Arbeitsblätter zum Leitprogramm
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Arbeitsblatt 1: Matrizen
Eine m×n-Matrix ist eine rechteckige Anordnung von Zahlen der Form
A =

a11 a12 . . . a1n
a21 a22 . . . a2n
...
...
. . .
...
am1 am2 . . . amn

︸ ︷︷ ︸
n Spalten
m Zeilen, A ∈Rm×n .
Wie rechnet man mit 2×2-Matrizen?
1. Öffnen Sie die GeoGebra-Datei MATRIZEN. Gegeben sind drei Matrizen M1,M2
und M3, deren Einträge Sie durch Schieberegler einzeln bestimmen können.
Benutzen Sie zunächst nur diese Schieberegler und das Eingabefeld
.1
Finden Sie heraus und notieren Sie sich:




i NUTZEN SIE
DAS EINGABEFELD
wie einen „Taschen-
rechner“ für Ma-
trizen. Verwenden
Sie dabei die Namen
M1, M2, M3 für die
entsprechenden Ma-
trizen sowie folgende
Operatoren: + Addi-
tion,− Subtraktion,
∗Multiplikation,
(. . ./ . . . ) Brüche, (), []
Klammern. Weitere
nützliche Werkzeuge:
a) Wie addiert bzw. subtrahiert GeoGebra zwei 2×2-Matrizen?
b) Wie berechnet GeoGebra Ausdrücke der Form α ·M1+β ·M2+γ ·M3,
wobei α,β,γ ∈R? Probieren Sie konkrete Zahlenbeispiele aus!
c) Wie multipliziert GeoGebra 2×2-Matrizen miteinander:
A ·B =
(
a11 a12
a21 a22
)
·
(
b11 b12
b21 b22
)
= . . .?
d) Untersuchen Sie, welche dieser Regeln für 2× 2-Matrizen immer zu-
treffen. (Hierbei bezeichnet I =
(
1 0
0 1
)
die sog. Einheitsmatrix.)
(i) M1 · (M2 ·M3)= (M1 ·M2) ·M3 (ii) M1 · I +M2 =M1+ I ·M2
(iii) M1 ·M2 =M2 ·M1 (iv) M1 · (M2+M3)=M1 ·M2+M1 ·M3
2. Welche Ihrer Ergebnisse lassen sich wohl auf Matrizen beliebiger Größe über-
tragen?
1Hinweis zur Benutzeroberfläche: Bei GeoGebra ist die komponentenweise Division von Matri-
zen implementiert. Daher „berechnet“ das GeoGebra-Applet MATRIZEN auch einen Ausdruck der
Form M1/M2, obwohl dies aus mathematischer Hinsicht nicht wünschenswert ist. In der Aufga-
benstellung wird nicht verlangt, Matrizen in irgend einer Form zu dividieren. Allenfalls die Eingabe
eines Bruches ist erlaubt, z.B. als einzelne Komponente einer Matrix, oder als Skalar α,β,γ ∈ R in
Aufgabe 1. b).
Was „tun“ Matrizen?
3. a) Probieren Sie folgende Kontrollkästchen für verschiedene Matrizen
M1, M2 aus:
• Matrix M1 auf Originalbild anwenden
• Matrix M2 auf Originalbild anwenden
Außerdem können Sie die Eckpunkte A,B ,C des Originalbildes ver-
schieben. Wie und worauf „wirken“ die Matrizen ein? Gibt es Matri-
zen, bei denen sich keine Wirkung beobachten lässt?
b) Drücken Sie den Button und arbeiten
Sie weiter mit der Matrix M1, ihren Schiebereglern sowie den Kontroll-
kästchen
• Matrix M1 auf Originalbild anwenden
• Matrix M1 auf A,B ,C anwenden
• Ortsvektoren von A,B ,C einblenden
• Ortsvektoren von A,B ,C unter M1 einblenden
Formulieren Sie den mathematischen Zusammenhang zwischen den
alten Eckpunkten A =
(
2
1
)
, B =
(
4
1
)
, C =
(
2
4
)
, der Matrix M1 sowie den
neuen Eckpunkten A(1),B (1),C (1).
c) i. Finden Sie zunächst durch Probieren die Matrix M1 heraus, die die
Punkte A,B ,C auf die folgenden Punkte abbildet:
A(1) =
(−4
0
)
, B (1) =
(−8
−2
)
, C (1) =
(−4
6
)
.
Lassen Sie die Schieberegler entsprechend eingestellt.
ii. Schieben Sie nun die Eckpunkte A,B ,C in folgende Positionen:
A =
(
0
0
)
, B =
(
1
0
)
, C =
(
0
1
)
.
Was fällt auf?
iii. Wie könnte man die Matrix aus i. auch ohne Probieren bestim-
men?
d) Wo müssten die Eckpunkte A,B ,C des Originalbildes liegen, wenn die-
se durch die Matrix M2 =
(−1 0
0 2
)
auf die Bildpunkte
A(2) =
(
2
−2
)
, B (2) =
(
4
−2
)
, C (2) =
(
2
4
)
abgebildet werden?
Zusatzaufgaben
4. a) Probieren Sie im Eingabefeld den Befehl Transponiere [<Matrix>] aus.
Wie transponiert GeoGebra Matrizen?
b) M T bezeichnet die Transponierte zu einer Matrix M . Welche der fol-
genden Regeln treffen immer zu? Finden Sie gültige Alternativen für
ungültige Regeln.
• (M1 ·M2)T =M T1 ·M T2
• M T1 +M T2 = (M1+M2)T
• (M T )T =M
5. Drücken Sie . Wie lautet die Matrix, die die
Punkte A,B ,C auf die folgenden Punkte abbildet:
A′1 =
(
2
−1
)
, B ′1 =
(
1
−3
)
, C ′1 =
(
8
2
)
?
Arbeitsblatt 1: Besprechung der Lösung
1. a) In dieser Aufgabe sollten 2×2-Matrizen addiert und subtrahiert werden.
v ADDITION UND SUBTRAKTION VON MATRIZEN
Die Addition bzw. Subtraktion von Matrizen ist komponentenweise
definiert. Man kann deshalb im Allgemeinen nur Matrizen mit übereinstim- Wie bei Vektoren!
mender Zeilen- und Spaltenanzahl addieren bzw. subtrahieren!
b) In dieser Aufgabe sollten Ausdrücke der Formα·M1+β·M2+γ·M3 berechnet
werden, wobei α,β,γ ∈R.
v MULTIPLIKATION VON MATRIZEN MIT EINEM SKALAR
Die Multiplikation einer Matrix mit einem Skalar ist ebenfalls komponen-
tenweise definiert. Wie bei Vektoren!
V BEISPIEL(E)
a) und b):
(
1 3 −2
2 2 −1
)
+
(
5 1 1
−3 −2 1
)
=
(
6 4 −1
−1 0 0
)
, 3·
(
1 0
−2 3
)
=
(
3 0
−6 9
)
.
c) Wie multipliziert Geogebra 2×2-Matrizen miteinander?



E BEOBACHTUNGEN
Im Wesentlichen kann man sich für die Multiplikation die Grundregel „Zeile mal Spalte“-
Prinzip
„Zeile mal Spalte“
merken.
Für 2×2-Matrizen bedeutet dies: Angenommen, die Matrix Z =
(
z11 z12
z21 z22
)
sei das zu bestimmende Produkt von A ·B . Dann berechnet sich der Eintrag
zi j gerade durch
„Multiplikation der i -ten Zeile von A mit der j -ten Spalte von B“,
wobei „Multiplikation“ ähnlich wie beim Skalarprodukt bedeutet, die Summe
aus den Produkten der jeweils „zugehörigen“ Komponenten zu bilden.
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V BEISPIEL(E)
Wir bauen ein entsprechendes Beispiel schrittweise auf:(
2 1
0 −1
)
·
(
3 0
1 −2
)
=
(
2 ·3+1 ·1 ∗
∗ ∗
)
=
(
7 ∗
∗ ∗
)
(
2 1
0 −1
)
·
(
3 0
1 −2
)
=
(
7 2 ·0+1 · (−2)
∗ ∗
)
=
(
7 −2
∗ ∗
)
(
2 1
0 −1
)
·
(
3 0
1 −2
)
=
(
7 −2
0 ·3+ (−1) ·1 ∗
)
=
(
7 −2
−1 ∗
)
(
2 1
0 −1
)
·
(
3 0
1 −2
)
=
(
7 −2
−1 0 ·0+ (−1) · (−2)
)
=
(
7 −2
−1 2
)
.
Damit können wir festhalten, wie man allgemein zwei 2×2-Matrizen mitein-
ander multipliziert:
v MULTIPLIKATION ZWEIER 2×2-MATRIZEN
Gegeben seien zwei 2×2-MatrizenNeues Konzept!
A =
(
a11 a12
a21 a22
)
und B =
(
b11 b12
b21 b22
)
.
Dann bildet man das Matrixprodukt A ·B durch
A ·B =
(
a11 a12
a21 a22
)
·
(
b11 b12
b21 b22
)
=
(
a11b11+a12b21 a11b12+a12b22
a21b11+a22b21 a21b12+a22b22
)
.
Einige Aspekte des Matrixproduktes wollen wir uns genauer anschauen:



i INFOBOX: ÜBERTRAGUNG AUF ALLGEMEINE MATRIZEN
Das obige „Zeile mal Spalte“-Prinzip lässt sich auch auf Matrizen mit mehr
oder weniger als zwei Zeilen bzw. Spalten übertragen. Insbesondere lassen
sich nicht nur quadratische m×m-Matrizen miteinander multiplizieren:
Da die Regel „Zeile mal Spalte“ gilt, ist es für die Multiplikation zweier Ma-
trizen nötig, dass die Zeilen der einen Matrix ebenso viele Komponenten ha-
ben wie die Spalten der zweiten Matrix. Daher muss die Anzahl der Spalten
der ersten Matrix mit der Anzahl der Zeilen der zweiten übereinstimmen!
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V BEISPIEL(E)
• Wie multipliziert man eine 1×3-Matrix mit einer 3×1-Matrix? Matrixprodukt einer
1× r -Matrix mit einer
r ×1-Matrix, r ∈N(−2 12 −1) ·
04
3
= (−2 ·0+ 1
2
·4−1 ·3
)
= (−1)=−1.
Hierbei kommt nur also eine 1×1-Matrix - mithin ein Skalar - als Lösung her-
aus! (Die Matrix-Klammern dürfen wir dann weglassen!)
• Man kann das Matrixprodukt
 1 2 −1 03 1 1 −2
−1 −2 0 0
 ·

2 1
−1 −1
0 2
1 0
=
0 −33 4
0 1

ausrechnen, aber in umgekehrter Reihenfolge wären die Matrizen nicht mit-
einander multiplizierbar!
v VEKTOREN SIND SPEZIELLE MATRIZEN!
Schaut man sich obiges Beispiel noch einmal genauer an, so erkennt man,
dass man statt des angegebenen Matrixproduktes auch das Skalarprodukt der
beiden Spaltenvektoren hätte bilden können - mit demselben Ergebnis: Skalarprodukt zweier
r -dimensionaler Spal-
tenvektoren, r ∈N−21
2
−1
 ·
04
3
=−2 ·0+ 1
2
·4−1 ·3=−1.
• Man kann sagen, dass die uns bisher bekannten Spaltenvektoren eigent- Definition Spaltenvek-
torlich nichts anderes sind als besondere Matrizen, nämlich m × 1-Matrizen mit
m ∈N Zeilen bzw. Komponenten.
• Schreibt man die Komponenten eines Vektors waagerecht nebeneinander Definition Zeilenvektor
anstatt senkrecht untereinander, so erhält man anstatt eines Spaltenvektors
einen Zeilenvektor.
• Zeilenvektoren sind also ebenfalls besondere Matrizen, nämlich 1×n-
Matrizen mit n ∈N Spalten bzw. Komponenten.
• Den Vorgang, aus einem Spalten- einen Zeilenvektor zu machen und um- Definition Transposi-
tion bzw. transponierter
Vektor
gekehrt, nennt man Transposition. Den zu einem Vektor a transponierten Vek-
tor bezeichnet man mit aT .
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V BEISPIEL(E)
Den Spaltenvektor a =
−21
2
−1
 ∈ R3 fasst man „üblicherweise“ stets gleich-
Das ist eine
„stillschweigen-
de“ Vereinbarung!
zeitig als eine 3× 1-Matrix auf, auch wenn man strenggenommen a ∈ R3×1
schreiben müsste. Dann ist aT der zu a gehörende Zeilenvektor bzw. die 1×3-
Matrix:
aT = (−2 12 −1) ∈R1×3.
Durch erneute Transposition wird daraus wieder der ursprüngliche Spal-Verallgemeinert: Für
einen Spalten- oder
Zeilenvektor a be-
liebiger Dimension
gilt stets (aT )T = a.
tenvektor a, d.h.
(aT )T = a.
Mit diesen Bezeichnungen können wir den oben festgestellten Zusammen-
hang zwischen dem Skalarprodukt zweier Spaltenvektoren und dem Matrixpro-
dukt eines Zeilen- mit einem Spaltenvektor wie folgt formulieren:
v ZUSAMMENHANG: SKALARPRODUKT UND MATRIXPRODUKT
Es seien
a :=

a1
a2
...
an
 ∈Rn und u =

u1
u2
...
un
 ∈Rn
zwei Spaltenvektoren mit n Komponenten. Dann ist das Skalarprodukt a ·u
gleich dem Matrixprodukt aT ·u:
a1
a2
...
an
 ·

u1
u2
...
un

︸ ︷︷ ︸
Skalarprodukt a·u
= a1u1+a2u2+·· ·+anun =
(
a1 a2 . . . an
) ·

u1
u2
...
un

︸ ︷︷ ︸
Matrixprodukt aT ·u
.




! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN:
Die Matrixprodukte aT ·u und u ·aT sind grundverschieden:
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! VORSICHT, HIER LOHNT SICH GENAUERES HINSCHAUEN: (fortgesetzt)
u ·aT =

u1
u2
...
un
 · (a1 a2 . . . an)=

u1a1 u1a2 . . . u1an
u2a1 u2a2 . . . u2an
...
...
. . .
...
un a1 un a2 . . . un an
 .
V BEISPIEL(E)
Für a :=
12
3
, aT = (1 2 3) und u =
−10
2
 ist
a ·u =
12
3
 ·
−10
2
= 5= (1 2 3) ·
−10
2
= aT ·u
aber
u ·aT =
−10
2
 · (1 2 3)=
−1 −2 −30 0 0
2 4 6
 .
Mithilfe der Konzepte Zeilen- und Spaltenvektoren lässt sich nun auch die Re-
gel zur Multiplikation zweier Matrizen ganz allgemein aufschreiben:
v MULTIPLIKATION ZWEIER MATRIZEN
Es seien A ∈Rm×n und B ∈Rn×r zwei Matrizen.
Dann besteht die Matrix A aus m Zeilenvektoren z(i ), 16 i 6m, und die
Matrix B aus r Spaltenvektoren s( j ), 16 j 6 r , mit je n Komponenten:
A = (ai j )m×n =

z(1)
z(2)
...
z(m)
 und B = (bi j )n×r = (s(1) s(2) . . . s(r )) .
Das Produkt AB ist dann die folgende m× r -Matrix:
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v MULTIPLIKATION ZWEIER MATRIZEN (fortgesetzt)
AB =

z(1)s(1) z(1)s(2) . . . z(1)s(r )
z(2)s(1) z(2)s(2) . . . z(2)s(r )
...
...
...
z(m)s(1) z(m)s(2) . . . z(m)s(r )
 ∈Rm×r ,
wobei die einzelnen Produkte z(i )s( j ) den Skalarprodukten
(
z(i )
)T
s( j ) entspre-
chen.
d) Es sollten verschiedene Regeln bzw. Gleichungen auf ihre Gültigkeit hin
überprüft werden. Die beiden ersten Regeln
(i) M1 · (M2 ·M3)= (M1 ·M2) ·M3 und (ii) M1 · I +M2 =M1+ I ·M2
treffen für 2×2-Matrizen immer zu. Das Assioziativgesetz (i) gilt auch für Matrizen
beliebiger Größe, solange die Zeilen- und Spaltenanzahlen „passen“.
V BEISPIEL(E) 1 2 −13 1 1
−1 −2 0
 2 1−1 −1
0 2
( 2
−1
)
=
0 −35 4
0 1
( 2
−1
)
=
 36
−1
 und
 1 2 −13 1 1
−1 −2 0
 2 1−1 −1
0 2
( 2
−1
)
=
 1 2 −13 1 1
−1 −2 0
 3−1
−2
=
 36
−1
 .
Es gibt quadratische Einheitsmatrizen beliebiger Größe. Bei der Multiplikation
verhalten sich Einheitsmatrizen „neutral“:
v MULTIPLIKATION MIT EINER EINHEITSMATRIX
Es sei Im =

1 0 . . . 0
0 1
. . .
...
...
. . .
. . . 0
0 . . . 0 1
 die Einheitsmatrix mit m Zeilen und Spalten.
Für eine beliebige m×n-Matrix A gilt dann Im · A = A · In = A.
Gleichung (iii) M1 ·M2 =M2 ·M1 gilt auch für quadratische Matrizen im Allge-
meinen nicht!
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V BEISPIEL(E)(
1 2
3 4
)(−1 1
0 1
)
=
(−1 3
−3 7
)
und
(−1 1
0 1
)(
1 2
3 4
)
=
(
2 2
3 4
)
.
Gleichung (iv) gilt immer für Matrizen „passender“ Größe. Neben dem ange-
gebenen Distributivgesetz gilt auch das folgende:
(M1+M2)M3 =M1M2+M2M3.
2. Welche der bisherigen Ergebnisse lassen sich verallgemeinern? Dies wurde
bereits im Detail in den Lösungen zur Aufgabe 1. besprochen.
3. a) Wie und worauf „wirken“ die Matrizen des Applets ein? Gibt es Matrizen,
bei denen sich keine Wirkung beobachten lässt?



E BEOBACHTUNGEN
Die Matrizen wirken prinzipiell auf das im Applet dargestellte Bild ein.
Dieses Bild ist aus vielen einzelnen Bildpunkten bzw. Pixeln zusammenge-
setzt. Alle Punkte bzw. Pixel des Originalbildes werden also durch die Matrix
auf andere Punkte im Koordinatensystem abgebildet.
Bei einigen Matrizen „verschwindet“ das Bild, z.B. bei der Matrix
(−2 2
−1 1
)
.
b) Es sollte der mathematische Zusammenhang zwischen den alten Eckpunk-
ten A =
(
2
1
)
, B =
(
4
1
)
, C =
(
2
4
)
, der Matrix M1 sowie den neuen Eckpunkten A(1),B (1),C (1)
formuliert werden.



E BEOBACHTUNGEN
Sei M1 =
(
m11 m12
m21 m22
)
. Die Punkte A,B ,C sind durch Spaltenvektoren ge-
geben. Wir wissen bereits, dass man zweidimensionale Spaltenvektoren wie
2×1-Matrizen behandeln kann. A,B ,C werden also durch Matrixmultiplika-
tion auf ihre Bildpunkte A(1),B (2),C (3) abgebildet:
A(1) =M1 · A =
(
m11 m12
m21 m22
)
·
(
a1
a2
)
=
(
a1m11+a2m12
a1m21+a2m22
)
.
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V BEISPIEL(E)
Für M1 =
(
1 −2
2 −1
)
ist A(1) =M1 · A =
(
1 −2
2 −1
)
·
(
2
1
)
=
(
0
3
)
.
Einen Vektor durch die Multiplikation mit einer „passenden“ Matrix auf einen
anderen Vektor abzubilden, ist ein Prinzip, das wir im Folgenden ständig benutzen
werden! Wir definieren deshalb allgemein:
v (LINEARE) ABBILDUNG DURCH MATRIXMULTIPLIKATION
Eine beliebige Matrix A ∈Rm×n bestimmt eine Abbildung f :Rn →Rm (ge-
sprochen: „von Rn nach Rm“), die jedem Vektor u ∈ Rn einen Vektor v ∈ Rm
durch Matrixmultiplikation wie folgt zuordnet:Ist die Abbildungsma-
trix A der Abbildung
bekannt, ist es also kein
Problem, das Bild eines
beliebigen Vektors bzw.
Punktes auszurechnen!
f :Rn →Rm , u 7→ A ·u = v.
Der Vektor v = f (u) heißt dann Bild von u. Die Matrix A heißt Abbildungs-
matrix.
Solche Abbildungen mithilfe von Matrizen nennt man auch lineare Abbil-
dungen.
Für diesen „Matrix mal Vektor“-Spezialfall der Multiplikation, der der Abbil-
dung zugrunde liegt, betrachten wir noch eine besondere Schreibweise, die wir
benötigen werden:




i INFOBOX: SCHREIBWEISE MIT SPALTENVEKTOREN
Stellt man die m×n-(Abbildungs-)Matrix A anstatt durch Zeilenvektoren
durch n Spaltenvektoren der Länge m dar, also
A = (ai j )m×n =
(
s(1) s(2) . . . s(n)
)
,
so gilt mit u =

u1
u2
...
un
 : v = A ·u = (u1s(1)+u2s(2)+·· ·+un s(n)) .
Linearkombinationen:
Hierzu erfahren Sie
mehr in Abschnitt 4.4.4.
Der Bildvektor v lässt sich also als Linearkombination der Spal-
ten(vektoren) von A schreiben.
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V BEISPIEL(E)
(
1 3 0
2 −1 −2
)
·
 12
−1
= (1 ·(1
2
)
+2 ·
(
3
−1
)
−1 ·
(
0
−2
))
.
c) i. Man sollte durch Probieren die Matrix M1 herausfinden, die die Punkte
A,B ,C auf die folgenden Punkte abbildet:
A(1) =
(−4
0
)
, B (1) =
(−8
−2
)
, C (1) =
(−4
6
)
.
Es ist M1 =
(−2 0
−1 2
)
.
ii. Was fällt auf, wenn man anschließend die Eckpunkte A,B ,C in folgende Po-
sitionen schiebt:
A =
(
0
0
)
, B =
(
1
0
)
, C =
(
0
1
)
.




E BEOBACHTUNGEN
Die Punkte B und C entsprechen jetzt den Einheitsvektoren B =
(
1
0
)
bzw.
C =
(
0
1
)
. Die Bildpunkte B (1) und C (1) entsprechen dann - als Spaltenvektoren
geschrieben - genau den Spalten der Matrix M1:
B (1) =
(−2
−1
)
und C (1) =
(
0
2
)
.
Daraus lässt sich folgende Regel ableiten:
v SPALTEN DER MATRIX SIND DIE BILDER DER EINHEITSVEKTOREN e(i )
Es gilt allgemein für eine Abbildung der Form
f :Rn →Rm , u 7→ A ·u = v,
dass die Spalten der Abbildungsmatrix A die Bilder der Einheitsvektoren
e(i ), i = 1, . . . ,n sind.
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Begründung: Schreibt man A nämlich als Matrix von Spaltenvektoren
A = (s(1) s(2) . . . s(n)), so gilt für den ersten Einheitsvektor e(1):
A ·e(1) = (s(1) s(2) . . . s(n)) ·e(1) = (1 · s(1)+0 · s(2)+·· ·+0 · s(n))= (s(1)) .
Ebenso lässt sich dies für alle Einheitsvektoren e(i ) und Spalten s(i ), 16 i 6 n,
nachrechnen.
iii. Man kennt die alten Eckpunkte A =
(
2
1
)
, B =
(
4
1
)
, C =
(
2
4
)
sowie die neu-
en Eckpunkte A(1) =
(−4
0
)
, B (1) =
(−8
−2
)
, C (1) =
(−4
6
)
. Gesucht ist also eine Matrix
M =
(
m11 m12
m21 m22
)
mit X (1) =M ·X für jedes Punktepaar (X , X (1)). Der Vergleich der
entsprechenden Vektorkomponenten liefert ein lineares Gleichungssystem (LGS)
mit den folgenden sechs Gleichungen:
2m11 +m12 = −4
2m21 +m22 = 0
4m11 +m12 = −8
4m21 +m22 = −2
2m11 +4m12 = −4
2m21 +4m22 = 6
Dieses LGS hat die eindeutige Lösung m11 = −2, m12 = 0, m21 = −1 und m22 = 2,Auf lineare Glei-
chungssysteme ge-
hen wir im folgenden
Abschnitt 4.4.3 noch
genauer ein. Dort wird
auch der Gaußsche Lö-
sungsalgorithmus vorge-
stellt bzw. wiederholt.
also M =
(−2 0
−1 2
)
.
d) Wo müssen die Eckpunkte A,B ,C des Originalbildes liegen, wenn diese durch
die Matrix M2 =
(−1 0
0 2
)
auf die Bildpunkte
A(2) =
(
2
−2
)
, B (2) =
(
4
−2
)
, C (2) =
(
2
4
)
abgebildet werden?
Auch hier kann man die Lösung durch das Aufstellen von linearen Gleichungs-
systemen ermitteln. Gesucht ist diesmal X in der Gleichung X (2) =M2 ·X für jedes
Punktepaar (X , X (2)).
Man erhält also 3 LGS mit je zwei Gleichungen:
i.
−A1 = 2
2A2 = −2 , daraus folgt A =
(−2
−1
)
.
ii.
−B1 = 4
2B2 = −2 , daraus folgt B =
(−4
−1
)
.
iii.
−C1 = 2
2C2 = 4 , daraus folgt C =
(−2
2
)
.
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4. a) Wie transponiert GeoGebra Matrizen?
Analog zur Transposition von Vektoren werden Matrizen transponiert:
v TRANSPONIERTE MATRIX
Matrizen werden transponiert, indem „Zeilen und Spalten vertauscht wer-
den“. Zu A = (ai j ) ∈Rm×n ist
AT =

a11 a21 . . . am1
a12 a22 . . . am2
...
...
...
a1n a2n . . . amn
 ∈Rn×m
die transponierte Matrix.
b) Es sollten wieder Regeln auf ihre Gültigkeit hin überprüft werden. Die erste
Regel ist falsch. Sie muss lauten:
(M1 ·M2)T =M T2 ·M T1 .
Die beiden anderen Regeln sind richtig.
5. Wie lautet die Matrix, die die Punkte A,B ,C auf die folgenden Punkte abbil-
det:
A′1 =
(
2
−1
)
, B ′1 =
(
1
−3
)
, C ′1 =
(
8
2
)
?
Eine solche Matrix kann es nicht geben. Das zugehörige LGS hat keine exakte
Lösung, es ist überbestimmt. Auch mit überbe-
stimmten Gleichungs-
systemen werden wir
uns noch beschäftigen.
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Linearkombinationsspiel
Benötigt für 2 Spieler: Spielbrett, Stift, 2 mal je 3 Leerwürfel einer Farbe, Würfel-
becher;
Ziel des Spieles: Produkte gewürfelter Augenzahlen so als Vektorkomponenten
platzieren, dass die entstehenden Vektoren Linearkombinationen einer festgeleg-
ten Auswahl von Vektoren sind. Jede Platzierung erzielt Punkte. Wer die meisten
Punkte hat, gewinnt.
Vorbereitung des Spielfeldes und der Würfel
• Auf die drei Würfel der ersten Farbe2 werden jeweils die folgenden Zahlen
aufgetragen: 0, 0, 1, −1, 2, −2.
• Auf zwei der drei Würfel der zweiten Farbe werden die folgenden Zahlen auf-
getragen: 1, 1, 1, 2, 3, 3.
• Auf den letzten Würfel schreibt man schließlich die Zahlen 1, 1, 2, 2, 3, 3.
• Die (rot unterlegten) Vektoren auf der linken Seite des Spielfeldes müssen
nun der Reihe nach mit Zahlen gefüllt werden. Dazu würfelt man sieben mal hin-
tereinander mit allen Würfeln, ordnet jeweils zwei Würfel verschiedener Farben zu-
fällig einander zu und trägt die Produkte der Augenzahlen in den Spielplan ein.
Beispiel für den ersten Wurf:
– Die drei Würfel der ersten Farbe (hier: gelb) zeigen die Zahlen −2, −2 ,1. Die
drei Würfel der zweiten Farbe (hier: rot) zeigen die Zahlen 1, 2, 1.
– Eine zufällige Zuordnung der gelben und roten Würfel zu Pärchen ergibt die
Produkte −2 ·1= −2 , −2 ·2= −4 und 1 ·1= 1 , die in die ersten drei Kom-
ponentenfelder der Vektoren eingetragen werden:
-2
-4
1
3 3 2 2 1 1Punkte:
2Alternativ kann man auch die folgende Würfelbelegung wählen: Drei Würfel der ersten Far-
be je: 1, 1, −1, −1, 2, −2. Drei Würfel der zweiten Farbe: 0, 1, 1, 2, 3, 3 und 0, 1, 1, 2, 2, 3 und
0, 1, 1, 1, 2, 3.
Spielregeln
1. Die Spieler würfeln abwechselnd mit allen sechs Würfeln. Jeweils zwei Wür-
fel verschiedener Farben dürfen nach Belieben des Spielers zu drei Pärchen zusam-
mengeordnet werden, deren drei Produkte er in den Spielplan einträgt.
2. Dabei gilt es zu beachten, dass jeder neu gebildete Vektor des R2, des R3
bzw. des R4 auf der rechten Seite des Spielplans als Linearkombination der ent-
sprechend vorgegebenen Vektoren auf der linken Seite des Spielplans darstellbar
sein muss.
3. Abhängig von den Spalten des Spielplans, in denen ein Spieler seine drei
Zahlen platziert, erhält er je 3, 2 oder 1 Punkt(e). In einer Runde kann er also bis
zu neun Punkten erzielen.
4. Kann ein Spieler ein Produkt nicht platzieren, verfällt es und erzielt keine
Punkte.
5. Im Verlauf des Spieles kann es vorkommen, dass durch das Platzieren von
Zahlen in Vektorkomponenten andere Komponenten desselben Vektors mit ande-
ren als den erwürfelbaren Zahlen belegt werden müssten. Diese Felder sind dann
„gesperrt“ und können nicht mehr belegt werden.
6. Das Spiel ist zu Ende, wenn keine Vektorkomponente des Spielplanes mehr
regelgerecht belegt werden kann. Der Spieler mit den meisten Punkten gewinnt.
Beispielhafter Spielstand nach viereinhalb Runden
-2 -1 -2 -1 1
-4 -2 2
1 3 6 3
-4 0 0 0 6 0
-1 -2 -4 -2 1
0 4 0 0 0 2 0
2 -6 -2 6 0 4
-1 -6 0 0 -2 -3 0
4 2 -1 3 6 1
3 3 2 2 1 1Punkte:
Spieler A Spieler B 
9 9 
9 6 
6 7 
9 7 
7 ... 
3 3 2 2 1 1Punkte:
Arbeitsblatt 2: Linearkombinationen
Aufgaben zum Linearkombinationsspiel
1. Das Spielfeld sieht zu Beginn des Spieles so aus:
1
2
0 0
1 2
2 -2
-3 4 4
-3 0 0
1 -1 -3
1 2 -3
3 3 2 2 1 1Punkte:
a) Spieler B vervollständigt in einem seiner Züge einen Vektor des R4 zu

2
−6
−2
1
 .
Spieler A glaubt nicht, dass dieser Vektor eine Linearkombination der drei
vorgegebenen ist. Zeigen Sie durch entsprechende Rechnung, dass dies doch
so ist.
b) Spieler B betrachtet während des Spiels aufmerksam einen „angefangenen“
Vektor des R3:
06

 . Er überlegt laut: „Ich frage mich gerade, welche reel-
len Zahlen man überhaupt an die verbleibende dritte Stelle einsetzen könn-
te.“ Können Sie die Frage begründet beantworten?
c) Ein wenig später betrachtet Spieler A den „angefangenen“ Vektor

−2

1

 des
R4. Er ist verunsichert: „Ich bin mir nicht sicher, ob man für die verbleiben-
den beiden Stellen noch passende Einträge erwürfeln3 kann, so dass der Vek-
tor eine Linearkombination der vorgegebenen drei Vektoren ist.“ Ermitteln
Sie alle „passenden“ Einträge für die fehlenden Stellen, die per Würfelwurf
erreichbar wären. (Tipp: Verwenden Sie ein LGS mit „Platzhaltern“.)
3Mit Hilfe der Würfel lassen sich die folgenden Produkte erwürfeln:
−6, −4, −3, −2, −1, 0, 1, 2, 3, 4, 6.
2. Ein anderes Spielfeld sieht zu Beginn des Spieles so aus:
-2
-4
1 3
-4 0
-1 -2
0 1 1
2 -2 0
-1 0 -1
4 -1 3
3 3 2 2 1 1Punkte:
a) Im Verlauf des Spiels entsteht auf der rechten Seite des Spielfeldes folgender
„angefangener“ Vektor des R3:
0
1
. Zeigen Sie, dass der verbliebene Koor-
dinateneintrag nicht mehr regelgerecht gefüllt werden kann, und er somit
„gesperrt“ ist.
b) Ein weiterer „angefangener“ Vektor des R3 sei
6

. Zeigen Sie auch hier,
dass die verbliebenen beiden Felder „gesperrte“ Felder sind.
c) Spieler A trägt den Vektor

2
4
0
2
 des R4 auf die rechte Seite des Spielfeldes ein.
Spieler B protestiert, dass dieser Vektor keine Linearkombination der vorge-
gebenen drei Vektoren sei. Nach kurzer Überlegung sagt Spieler A: „Stimmt,
mein Vektor ist keine Linearkombination der vorgegebenen Vektoren. Wenn
die Spielregel allerdings lauten würde, dass mein Vektor zusammen mit den
drei anderen linear abhängig sein muss, hätte ich recht, und dürfte ihn ein-
tragen.“ Was halten Sie davon?
Arbeitsblatt 2: Besprechung der Lösung
1. a) Vorgegebene Vektoren des R4 sind: u(1) =

−3
−3
1
1
 , u(2) =

4
0
−1
2
 , u(3) =

4
0
−3
−3
 .
Falls der Vektor v =

2
−6
−2
1
 eine LK von u(1), u(2), u(3) ist, muss es Zahlenα1, α2, α3 ∈
R geben, die nicht allesamt gleich Null sind, so dass gilt:
α1u
(1)+α2u(2)+α3u(3) = v.
Rechenweg: Man forme die erweiterte Koeffizientenmatrix des zugehörigen LGS
mit Hilfe elementarer Zeilenumformungen entsprechend um:

−3 4 4 2
−3 0 0 −6
1 −1 −3 −2
1 2 −3 1
 →

1 −1 −3 −2
−3 4 4 2
−3 0 0 −6
1 2 −3 1
 →

1 −1 −3 −2
0 1 −5 −4
0 −3 −9 −12
0 3 0 3

→

1 −1 −3 −2
0 1 −5 −4
0 0 −24 −24
0 0 15 15
 →

1 −1 −3 −2
0 1 −5 −4
0 0 1 1
0 0 0 0
 ⇒α3 = 1, α2 = 1, α1 = 2.
Damit ist gezeigt, dass v = 2u(1)+u(2)+u(3) ist.
b)




E BEOBACHTUNGEN
Als fehlende Vektorkomponente könnte man prinzipiell jede reelle Zahl
einsetzen, und der Vektor v =
06

 wäre als Linearkombination der beiden
vorgegebenen Vektoren u(1) =
01
2
 und u(2) =
 02
−2
 darstellbar!
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Begründungsvariante 1: Man könnte dies z.B. wie folgt begründen: Da die ers-
te Vektorkomponente von v, u(1) und u(2) jeweils Null ist, liegen alle drei Vektoren
im Prinzip in der x2x3-Ebene des Raumes. Würde man diese erste Komponente
weglassen, so wären u˜(1) =
(
1
2
)
und u˜(2) =
(
2
−2
)
als Vektoren des R2 außerdem li-
near unabhängig, spannen also tatsächlich die gesamte x1x2-Ebene auf. Egal, wie
man also die fehlende Komponente von v wählt, v˜ =
(
6

)
lässt sich immer als LK
von u˜(1) und u˜(2) darstellen, und damit auch v als LK von u(1) und u(2).
Begründungsvariante 2: Alternativ könnte man zur Begründung auch einfach
das zugehörige LGS aufstellen und die erweiterte Koeffizientenmatrix umformen,
wobei man einen Platzhalter a ∈R einfügt: 0 0 01 2 6
2 −2 a
→
 1 2 60 −6 a−12
0 0 0
 .
Dieses LGS hat sichtbar für alle a ∈ R eine eindeutige Lösung, die nicht der
Nulllösung entspricht, somit ist v immer als (eindeutige) LK von u(1) und u(2) dar-
stellbar.
c) Es sind wieder u(1) =

−3
−3
1
1
 , u(2) =

4
0
−1
2
 , u(3) =

4
0
−3
−3
 die vorgegebenen
Vektoren des R4, sowie v =

−2

1

. Für welche „erwürfelbaren“ Einträge ist v eine
LK von u(1), u(2) und u(3)?
Rechenweg: Dazu ist das LGS mit der folgenden EKM umzuformen, wobei a, b ∈
R zunächst beliebige Platzhalter sein sollen:

−3 4 4 −2
−3 0 0 a
1 −1 −3 1
1 2 −3 b
→

1 −1 −3 1
−3 4 4 −2
−3 0 0 a
1 2 −3 b
→

1 −1 −3 1
0 1 −5 1
0 −3 −9 a+3
0 3 0 b−1

→

1 −1 −3 1
0 1 −5 1
0 0 −24 a+6
0 0 15 b−4
→

1 −1 −3 −2
0 1 −5 −4
0 0 −24 a+6
0 0 0 15(a+6)24 +b−4
 .
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Das LGS hat nur dann überhaupt eine Lösung, wenn gilt:
15(a+6)
24 +b−4= 0 ⇔ 15a+90+24b−96= 0 ⇔ 5a = 2−8b.
Prinzipiell ist das LGS also für alle Wertepaare (a,b), die diese Bedingung
erfüllen, lösbar.
Gesucht sind die Lösungen, für die a, b ∈
{−6, −4, −3, −2, −1, 0, 1, 2, 3, 4, 6} gilt. Man setze dazu sukzessive alle
möglichen Zahlen für b ein und schaue, wann 2−8b „ohne Rest“ durch 5 teil-
bar ist. Dies ist der Fall für die Paare (10,−6), (2,−1), (−6,4). Da a = 10 nicht
gewürfelt werden kann, bleiben die beiden Lösungspaare (2,−1), (−6,4).
Damit erhält man für v die beiden Möglichkeiten
v (1) =

−2
−6
1
4
 und v (2) =

−2
2
1
−1
 .
2. a) und b) lassen sich zusammen lösen, indem man die erweiterten Koeffizi-
entenmatrizen zusammenfasst und entsprechend umformt. Hierbei seien a, b, c ∈
Rwieder allgemeine Platzhalter: 1 3 a b−4 0 0 6
−1 −2 1 c
→
 1 3 a b0 12 4a 6+4b
0 1 a+1 b+ c

→
 1 3 a b0 1 a+1 b+ c
0 0 −12−8a 6−8b−12c
 .
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• Für den Vektor v (1) =
0
1
 folgt daraus, dass das LGS nur eine Lösung
hat, falls −12−8a = 0 gilt, also für a = −32 . Diese Zahl lässt sich jedoch nicht
erwürfeln, das Feld ist somit nicht mehr zu belegen.
• Für den Vektor v (2) =
6

 folgt daraus, dass das LGS nur eine Lösung hat,
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falls 6−8b−12c = 0 gilt, also für−4a = 6b−3. Da die Summe 6b−3 für alle „er-
würfelbaren“ b eine ungerade, 4a aber für alle „erwürfelbaren“ a eine gerade
Zahl ergibt, lässt sich die Bedingung nicht durch „erwürfelbare“ Zahlenpaare
erfüllen. Also sind die beiden Felder auch hier „gesperrt“.
c) Spieler A hat recht.
Begründung: Es sind u(1) =

0
2
−1
4
 , u(2) =

1
−2
0
−1
 , u(3) =

1
0
−1
3
 die drei vorge-
gebenen Vektoren des R4. Der Vektor v =

2
4
0
2
 lässt sich zwar nicht als Linearkom-
bination von u(1), u(2), u(3) darstellen. Damit die Vektoren u(1), u(2), u(3), v linear
abhängig sind, reicht es jedoch, dass irgend einer dieser vier Vektoren als echte Li-
nearkombination der drei anderen darstellbar ist.
Es gilt nun u(3) = u(1)+u(2), d.h., bereits u(1), u(2), u(3) sind linear abhängig.
Egal welchen Vektor des R4 man diesen drei Vektoren somit noch hinzufügt, die
lineare Abhängigkeit bleibt bestehen, und es gilt z.B. immer
1 ·u(3)−1 ·u(1)+1 ·u(2)+0 · v = 0ˆ
für alle v ∈R4.
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Arbeitsblatt 3: Lineare Abbildungen mit 3×3-Matrizen
Experimentieren Sie anhand des Geogebra-Applets LINEARE ABBILDUNGEN mit
einer 3×3-Matrix A, durch die die lineare Abbildung
f : R3 →R3, v 7→ A · v
definiert wird.
Beliebige Abbildungsmatrix A ∈R3×3
1. Anhand der Schieberegler a11 bis a33 lassen sich die Einträge der Matrix A
variieren. „Spielen“ Sie ein wenig damit herum und beobachten Sie jeweils,
wie sich das (orangefarbene) Bild des Einheitswürfels im Raum verändert. 4
(A sei hierbei nicht die Nullmatrix.)
a) Was passiert, wenn die drei Spaltenvektoren s(1), s(2), s(3) (oder die drei
Zeilenvektoren z(1), z(2), z(3)) der Matrix linear abhängig sind, wenn es
also λ,µ,ν ∈R gibt, die nicht sämtlich gleich Null sind, so dass gilt:
λ · s(1)+µ · s(2)+ν · s(3) = 0ˆ ?
b) Was passiert, wenn alle drei Spaltenvektoren s(1), s(2), s(3) (oder Zeilen-
vektoren z(1), z(2), z(3)) der Matrix skalare Vielfache ein und -desselben
Vektors sind, wenn es also λ,µ ∈R gibt, so dass gilt:
s(1) =λ · s(2) =µ · s(3) ?
4Ein Häkchen bei „Basis einblenden“ macht die Bilder der Einheitsvektoren sichtbar, die den
Spaltenvektoren der Matrix A entsprechen.
Rotationsmatrizen
2. Mithilfe der Schieberegler α, β, γ lassen sich Matrizen einstellen, die jeweils
eine Rotation des Einheitswürfels um den eingestellten Winkel um eine der
Koordinatenachsen beschreiben. Welche Besonderheit erfüllen hier die Bil-
der der Einheitsvektoren?
Die schiefsymmetrische Abbildungsmatrix Su
3. Zu einem beliebigen Vektor u =
u1u2
u3
 ∈R3, u 6= 0ˆ, definiert man eine beson-
dere Matrix wie folgt5:
Su =
 0 −u3 u2u3 0 −u1
−u2 u1 0
 .
a) Setzen Sie das Häkchen bei „u einblenden“ und stellen Sie mithilfe der
Schieberegler u1,u2,u3 eine schiefsymmetrische Matrix ein. Es lässt
sich beobachten:
Das Bild des Einheitswürfels liegt in der Ebene durch den Nullpunkt,
auf der der Vektor u senkrecht steht.
i. Zeigen Sie allgemein, dass u auf allen Spaltenvektoren der Matrix Su
senkrecht steht.
ii. Warum reicht dies, um nachzuweisen, dass die Matrix Su alle Vekto-
ren v ∈R3 auf die zu u senkrechte Ebene durch den Nullpunkt abbildet,
dass also gilt: Su · v ⊥ u, v ∈R3 ?
b) Es sei a =
a1a2
a3
 ∈ R3 ein beliebiger Vektor. Zeigen Sie: Su bildet a auf
einen Vektor ab, der auf a senkrecht steht6, also
Su ·a ⊥ a, a ∈R3.
c) Welche Vektoren werden durch Su auf den Nullvektor abgebildet, d.h.
für welche Vektoren v ∈R3 gilt
Su · v = 0ˆ ?
(Tipp: Stellen Sie die EKM des homogenen LGS auf, und überlegen Sie,
welche Fälle Sie bei der Lösung ggf. unterscheiden müssen.)
5Eine solche Matrix wird auch schiefsymmetrisch genannt. Es gilt STu =−Su .
6Ein Häkchen bei „Basis einblenden“ macht dies zumindest für die 3 Einheitsvektoren sichtbar.
Arbeitsblatt 3: Besprechung der Lösung
1. a)
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Wenn die drei Spaltenvektoren s(1), s(2), s(3) (oder Zeilenvektoren
z(1), z(2), z(3)) der Matrix linear abhängig sind, so ist das Bild des Ein-
heitswürfels kein „räumliches“ mehr, sondern liegt in einer Ebene durch den
Nullpunkt, ggf. sogar auf einer Geraden.
b)

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Wenn alle drei Spaltenvektoren s(1), s(2), s(3) (oder Zeilenvektoren
z(1), z(2), z(3)) der Matrix sogar skalare Vielfache ein und -desselben Vek-
tors sind, so liegt das Bild des Einheitswürfels auf einer Geraden durch den
Nullpunkt.
2.

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E BEOBACHTUNGEN
Bei der Rotation um eine der Koordinatenachsen wird der Einheitsvektor,
der in Richtung der Drehachse zeigt, auf sich selbst abgebildet. Alle drei Bilder
der drei Einheitsvektoren haben die Länge 1.
An dieser Stelle soll uns nicht weiter beschäftigen, wie und warum diese spezi-
ellen Matrizen Rotationen um die drei Koordinatenachsen im R3 beschreiben. Es
reicht uns, festzuhalten, dass es 3×3-Matrizen gibt, die genau das tun:

 IDEE: BESCHREIBUNG VON 3D-ROTATIONEN DURCH LINEARE ABBILDUNGEN
Rotationen um die drei Koordinatenachsen im R3 lassen sich als lineare
Abbildungen mit speziellen Matrizen darstellen. Aus diesen drei Grundrota-
tionen kann man außerdem jede beliebige Rotation im Raum „zusammenset-
zen“, indem man die „passenden“ Abbildungsmatrizen der Grundrotationen
in der richtigen Reihenfolge miteinander multipliziert.
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3. Gegeben war ein beliebiger fester Vektor u =
u1u2
u3
 ∈ R3, u 6= 0ˆ, dem man
eine besondere Matrix zuordnet:
Su =
 0 −u3 u2u3 0 −u1
−u2 u1 0
 .
a) i. Um zu zeigen, dass u auf allen Spaltenvektoren von Su senkrecht steht,
bilde man das Skalarprodukt von u mit allen Spaltenvektoren. Es gilt
u1u2
u3
 ·
 0u3
−u2
= u2u3−u2u3 = 0,
u1u2
u3
 ·
−u30
u1
=−u1u3+u1u3 = 0,u1u2
u3
 ·
 u2−u1
0
= u1u2−u1u2 = 0.
ii. Warum reicht dies, um nachzuweisen, dass die Matrix Su alle Vektoren v ∈
R3 auf die zu u senkrechte Ebene durch den Nullpunkt abbildet?
Begründung: Wir wissen bereits, dass eine lineare Abbildung der vorliegenden
Form mit der Matrix Su Linearkombinationen von Vektoren auf Linearkombina-
tionen ihrer Bildvektoren abbildet, und dass insbesondere die Spalten der Matrix
als Bilder der Einheitsvektoren die gesamte Abbildung „festlegen“. Wenn also alle
Spaltenvektoren von Su auf u senkrecht stehen, so auch alle aus ihnen gebildeten
Linearkombinationen. Mithin gilt
Su · v ⊥ u
für alle v ∈R3.
b) Zu zeigen war, dass Su einen beliebigen Vektor a =
a1a2
a3
 ∈R3 auf einen Vek-
tor abbildet, der auf a senkrecht steht.
Man bilde dazu zunächst das Produkt Su ·a:
Su ·a =
 0 −u3 u2u3 0 −u1
−u2 u1 0
 ·
a1a2
a3
=
−u3a2+u2a3u3a1−u1a3
−u2a1+u1a2
 .
Dann berechne man das Skalarprodukt von Su ·a und a:
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(Su ·a) ·a =
−u3a2+u2a3u3a1−u1a3
−u2a1+u1a2
 ·
a1a2
a3

= −u3a1a2+u2a1a3+u3a1a2−u1a2a3−u2a1a3+u1a2a3
= 0.
Also gilt
Su ·a ⊥ a, a ∈R3.
c) Zu bestimmen waren alle Vektoren v , die durch Su auf den Nullvektor abge-
bildet werden, also für u 6= 0ˆ und v =
v1v2
v3
 das LGS Su · v = 0ˆ lösen.
Man erhält dazu die EKM 0 −u3 u2 0u3 0 −u1 0
−u2 u1 0 0
 .
1) Im Falle u3 6= 0 kann man die erste und zweite Zeile vertauschen sowie durch
u3 dividieren und erhält  1 0 −
u1
u3
0
0 −1 u2u3 0
−u2 u1 0 0
 .
Addiert man das u2-fache der ersten Zeile zur dritten sowie das u1-fache der
zweiten zur dritten, wird eine Nullzeile erzeugt:
1 0 −u1u3 0
0 −1 u2u3 0
0 0 −u1u2u3 +
u1u2
u3︸ ︷︷ ︸
=0
0
 .
Setzt man für die freie Variable v3 = t ∈R, berechnet man
v2 = u2
u3
t und v1 = u1
u3
t
und erhält als Lösung v = t
u3
·
u1u2
u3
 , t ∈R.
2) Im Falle u3 = 0 erhält man die EKM 0 0 u2 00 0 −u1 0
−u2 u1 0 0
 .
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Daraus folgt direkt v3 = 0, und u2v1 = u1v2.
• Falls u2 6= 0, setze v2 = s ∈R ⇒ v1 = u1
u2
s und v = s
u2
=
u1u2
0
 , s ∈R.
• Falls u2 = 0, setze v1 = s ∈R ⇒ v2 = u2
u1
s und v = s
u1
=
u1u2
0
 , s ∈R.
Also werden insgesamt genau diejenigen Vektoren v ∈R3, die skalare Vielfache
des Vektors u sind, durch Su auf den Nullvektor abgebildet.
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Arbeitsblatt 4: Homogene Koordinaten - Zugang 1
Punkte in der projektiven Ebene P2
1. Es seien die folgenden Vertreter von Punkten der projektiven Ebene gege-
ben:
(i ) (i i ) (i i i ) (i v) (v) (vi ) (vi i ) (vi i i ) (i x)− 122
3
− 42
 − 463
6
− 22
 − 12109
10
− 1810
  44− 32
0
 − 341
−3
  4−3
6
 − 6128
12
− 2412
  3−4
12
 10
2

a) Welche Vertreter beschreiben denselben projektiven Punkt?
b) Welche Vertreter lassen sich dehomogenisieren, und wie lautet jeweils
der entsprechende euklidische Punkt?
c) Zeichnen Sie alle euklidischen Punkte an der richtigen Stelle in die ein-
gebettete Ebene ein:
Geraden in der projektiven Ebene P2
2. a) Die Vertreter p =
 14−13
1
 und q =
 23−12
1
 der Punkte [p], [q] ∈ P2 werden
durch eine Gerade verbunden (siehe Skizze nächste Seite). Stellen Sie
die zugehörige euklidische Geradengleichung in Parameterform auf.
b) Die grundlegende geometrische Idee für den Übergang von euklidischen
auf projektive Punkte war die folgende:
„Punkte der euklidischen Ebene werden im Wesentlichen mit
Geraden im Raum durch den Nullpunkt identifiziert.“
Man kann auch euklidische Geraden der Ebene projektiv beschreiben,
wenn man diese Idee fortführt:
„Geraden der euklidischen Ebene werden im Wesentlichen mit
Ebenen im Raum durch den Nullpunkt identifiziert.“
Wie lässt sich demnach die eingezeichnete Gerade als projektive Gera-
de des P2 in Parameterform darstellen?
3. Für eine Ebene im Raum gibt es neben der Parametergleichung auch Glei-
chungen in Normalenform. Können Sie für die in 2.b) berechnete projektive
Gerade, die man mit der entsprechenden Raumebene identifiziert, die Nor-
malenform bestimmen? Gehen Sie wie folgt vor:
• Überlegen Sie, wie Sie allgemein aus zwei gegebenen projektiven Punk-
ten auf der Geraden einen geeigneten Normalenvektor aus dem R3 be-
stimmen können. Rufen Sie sich dazu die schiefsymmetrische Matrix
Su =
 0 −u3 u2u3 0 −u1
−u2 u1 0

und ihre Eigenschaften vom Arbeitsblatt 3 LINEARE ABBILDUNGEN MIT
3×3-MATRIZEN in Erinnerung.
• Stellen Sie die Normalengleichung auf.
Arbeitsblatt 4 - Zugang 1: Besprechung der Lösung
1. a) Es beschreiben die Vertreter (i ), (v), (vi i ), (vi i i ) denselben projektiven Punkt
[p] =
 14−13
1
, außerdem (i i ), (i i i ) und (vi ) den Punkt [q] =
 23−12
1
. (i v) be-
schreibt den Punkt [r ]=
 2−3
0
 und (i x) den Punkt [s]=
120
1
.
b) Die euklidischen Punkte zu [p],[q] und [s] lauten p˜ =
( 1
4
−13
)
, q˜ =
( 2
3
−12
)
, und
s˜ =
(1
2
0
)
. Der Punkt [r ] ist ein Fernpunkt, der sich nicht dehomogenisieren lässt.
c)
2. a) Gesucht war die euklidische Gerade durch [p] und [q] in Parameterform.
Man bezeichne die zugehörigen, durch die Gerade verbundenen euklidischen Punk-
te mit p˜ und q˜ . Dann lautet die Geradengleichung in Parameterform allgemein:
g = {x˜ ∈R2 : x˜ = p˜+λ · (q˜ − p˜), λ ∈R} .
Also für p˜ =
( 1
4
−13
)
und q˜ =
( 2
3
−12
)
:
g =
{
x˜ ∈R2 : x˜ =
( 1
4
−13
)
+λ ·
( 5
12
−16
)
, λ ∈R
}
.
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b) Wie könnte man nun diese euklidische Gerade als projektive Gerade darstel-
len? Wir starten mit der geometrischen Idee:
„Geraden der euklidischen Ebene werden im Wesentlichen mit Ebenen im Raum
durch den Nullpunkt identifiziert.“
Die Ebene E , die die projektive Gerade gpr o j durch [p], [q] ∈ P2 repräsen-
tiert, ist die Ebene des R3 durch den Nullpunkt, die von zwei beliebigen Vertretern
p, q ∈ R3 „aufgespannt“ wird. Da der Nullvektor jedoch kein Vertreter eines Punk-
tes auf der projektiven Geraden sein kann, müssen wir ihn in der uns bekannten
Parameterdarstellung zusätzlich ausschließen:
E = gpr o j =
{
x ∈R3 \ {0ˆ} : x =λ ·p+µ ·q, λ,µ ∈R} .
Also bspw. für p =
 14−13
1
 und q =
 23−12
1
:
E = gpr o j =
x ∈R3 \ {0ˆ} : x =λ ·
 14−13
1
+µ ·
 23−12
1
 , λ,µ ∈R
 .
Alternative Möglichkeit: Die Ebene wird genauso durch einen der beiden Punk-
te, bspw. [p], sowie den Differenzvektor q −p zweier beliebiger Vertreter p, q ∈R3
der beiden Punkte [p], [q] „aufgespannt“:
E = gpr o j =
{
x ∈R3 \ {0ˆ} : x =λ ·p+µ · (q −p), λ,µ ∈R} .
Setzt man in unserem Beispiel für p und q die beiden „Standardvertreter“ p = 14−13
1
 und q =
 23−12
1
 ein, so erhält man die Gleichung
E = gpr o j =
x ∈R3 \ {0ˆ} : x =λ ·
 14−13
1
+µ ·
 512−16
0
 , λ,µ ∈R
 .
Man erkennt, dass man auf diese spezielle Form direkt aus der euklidischen
Geradendarstellung g gelangen kann, indem man an den euklidischen Ortsvek-
tor die Koordinate 1 anhängt und ihn mit einem skalaren Faktor versieht (also
homogenisiert), und an den euklidischen Richtungsvektor die Koordinate 0 an-
hängt, hieraus also einen projektiven Fernpunkt macht. Das verträgt sich mit un-
serer Identifikation von projektiven Fernpunkten als entsprechende Geradenrich-
tungen!
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3. Anstelle der Parameterform der Ebene im Raum kann man auch ihre Nor-
malenform wählen, um die zugehörige projektive Gerade zu beschreiben. Gege-
ben seien dazu die beiden projektiven Punkte [p], [q] ∈ P2 auf der gesuchten Ge-
raden.
Die allgemeine Normalenform einer Ebene im R3 durch den Nullpunkt ist ge-
geben durch
E = {x ∈R3 : x ·n = 0}= {x ∈R3 : xT ·n = 0} ,
wobei n ∈ R3, n 6= 0ˆ ein Normalenvektor ist, der auf allen Punkten der Ebene
senkrecht steht.
Für unsere projektive Geradendarstellung suchen wir also einen Vektor n, der
sowohl auf jedem Vertreter p von [p] wie auch auf jedem Vertreter q von [q] senk-
recht steht.
Auf dem Arbeitsblatt LINEARE ABBILDUNGEN MIT 3× 3-MATRIZEN haben wir
eine „elegante“ Möglichkeit kennengelernt, zu zwei linear unabhängigen Vekto-
ren des R3 einen Vektor mit dieser Eigenschaft „zu erzeugen“. Dazu stellen wir zu
einem der beiden Vektoren, z.B. p, die schiefsymmetrische Matrix Sp auf:
Sp =
 0 −p3 p2p3 0 −p1
−p2 p1 0
 .
Wir nutzen diese Matrix Sp nun als Abbildungsmatrix, um den anderen Vek-
tor q abzubilden, denn wir wissen, dass der resultierende Vektor die Eigenschaft
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besitzt, sowohl auf p wie auch auf q senkrecht zu stehen. Also können wir einen
Normalenvektor n bestimmen durch
n = Sp ·q,
und damit lautet unsere Ebenen- bzw. projektive Geradengleichung in Normalen-
form:Hier müssen wir zu-
sätzlich noch den
Nullvektor 0ˆ ∈ R3
herausnehmen, da
dieser im projektiven
Sinne kein Vertreter
eines Punktes sein kann.
E = gpr o j =
{
x ∈R3 \ {0ˆ} : xT ·Sp ·q = 0
}
.
Für p =
 14−13
1
 und q =
 23−12
1
 bspw. erhält man
n = Sp ·q =
0 −1 −131 0 −14
1
3
1
4 0
 23−12
1
=
 165
12
7
72
 .
Für eine einfachere Darstellung können wir n mit 72 multiplizieren und erhal-
ten
E = gpr o j =
x ∈R3 \ {0ˆ} : xT ·
1230
7
= 0
 .
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Arbeitsblatt 4: Homogene Koordinaten - Zugang 2
Punkte in der projektiven Ebene P2
Die euklidische Ebene wird für x3 = 1 parallel zur x1x2-Ebene in denR3 eingebettet.
Einem euklidischen Punkt, z.B. p˜ =
(−12
−1
)
, wird so direkt sein projektiver Vertreter,
z.B. p =
−12−1
1
, zugeordnet, der seine „Position“ im R3 beschreibt:
1. Zeichnen Sie die folgenden Vektoren desR3 in die Skizze ein:
 121
4
1
2
 ,
01
3
2
 ,
01
3
1
2
 ,
 323
4
3
2
 .
a) Welche Vektoren beschreiben als projektive Vertreter jeweils denselben
projektiven Punkt? Wie lautet jeweils der entsprechende euklidische Punkt?
Zeichnen Sie ihn ebenfalls ein.
b) Wie kann man den Zusammenhang zwischen euklidischen Punkten und
ihren projektiven Vertretern geometrisch beschreiben?
c) Lässt sich dies auf die projektiven Vertreter
 1−1
0
 und
−121
2
0
 übertragen?
Geraden in der projektiven Ebene P2
2. a) Die Vertreter p =
−12−1
1
 und q =
11
2
1
 der Punkte [p], [q] ∈ P2 werden
durch eine Gerade verbunden (siehe Skizze nächste Seite). Stellen Sie
die zugehörige euklidische Geradengleichung in Parameterform auf.
b) Die grundlegende geometrische Idee für den Übergang von euklidischen
auf projektive Punkte war die folgende:
„Punkte der euklidischen Ebene werden im Wesentlichen mit
Geraden im Raum durch den Nullpunkt identifiziert.“
Man kann auch euklidische Geraden der Ebene projektiv beschreiben,
wenn man diese Idee fortführt:
„Geraden der euklidischen Ebene werden im Wesentlichen mit
Ebenen im Raum durch den Nullpunkt identifiziert.“
Wie lässt sich demnach die eingezeichnete Gerade als projektive Gera-
de des P2 in Parameterform darstellen?
3. Für eine Ebene im Raum gibt es neben der Parametergleichung auch Glei-
chungen in Normalenform. Können Sie für die in 2.b) berechnete projektive
Gerade, die man mit der entsprechenden Raumebene identifiziert, die Nor-
malenform bestimmen? Gehen Sie wie folgt vor:
• Überlegen Sie, wie Sie allgemein aus zwei gegebenen projektiven Punk-
ten auf der Geraden einen geeigneten Normalenvektor aus dem R3 be-
stimmen können. Rufen Sie sich dazu die schiefsymmetrische Matrix
Su =
 0 −u3 u2u3 0 −u1
−u2 u1 0

und ihre Eigenschaften vom Arbeitsblatt 3 LINEARE ABBILDUNGEN MIT
3×3-MATRIZEN in Erinnerung.
• Stellen Sie die Normalengleichung auf.
Arbeitsblatt 4 - Zugang 2: Besprechung der Lösung
1. a) Es beschreiben
121
4
1
2
 ,
323
4
3
2
denselben projektiven Punkt [q]=
11
2
1
und
01
3
2
 ,
01
3
1
2

den Punkt [r ] =
02
3
1
. Die zugehörigen euklidischen Punkte sind entsprechend
q˜ =
(
1
1
2
)
und r˜ =
(
0
2
3
)
.
b) Alle Vektoren, die Vertreter desselben projektiven Punktes sind, beschreiben
dieselbe Gerade durch den Nullpunkt, die die Ebene gerade im zugehörigen eukli-
dischen Punkt schneidet. Diese so eindeutig definierte Gerade kann man als den
geometrischen Inbegriff eines projektiven Punktes auffassen. Die grundlegende
geometrische Idee für den Übergang auf projektive Punkte ist also die folgende:
„Punkte der euklidischen Ebene werden mit Geraden im Raum durch den Null-
punkt identifiziert.“
c) Die projektiven Vertreter
 1−1
0
 und
−121
2
0
 beschreiben beide denselben pro-
jektiven Fernpunkt. Sie „spannen“ ebenfalls eine Gerade durch den Nullpunkt auf,
allerdings verläuft diese parallel zur Bildebene - und schneidet diese gerade im ge-
dachten Fernpunkt. Der Ansatz, projektive Punkte als bestimmte „Geraden durch
den Nullpunkt“ aufzufassen, bleibt also bestehen. Einen projektiven Fernpunkt
kann man mithin zwar nicht als Punkt, aber als eine bestimmte Richtung der eu-
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klidischen Ebene auffassen.
2. a) Gesucht war die euklidische Gerade durch [p] und [q] in Parameterform.
Man bezeichne die zugehörigen, durch die Gerade verbundenen euklidischen Punk-
te mit p˜ und q˜ . Dann lautet die Geradengleichung in Parameterform allgemein:
g = {x˜ ∈R2 : x˜ = p˜+λ · (q˜ − p˜), λ ∈R} .
Also für p˜ =
(−12
−1
)
und q˜ =
(
1
1
2
)
:
g =
{
x˜ ∈R2 : x˜ =
(−12
−1
)
+λ ·
(3
2
3
2
)
, λ ∈R
}
.
b) Wie könnte man nun diese euklidische Gerade als projektive Gerade darstellen?
Wir starten mit der geometrischen Idee:
„Geraden der euklidischen Ebene werden im Wesentlichen mit Ebenen im Raum
durch den Nullpunkt identifiziert.“
Die Ebene E , die die projektive Gerade gpr o j durch [p], [q] ∈P2 repräsentiert,
ist die Ebene desR3 durch den Nullpunkt, die von zwei beliebigen Repräsentanten
p, q ∈ R3 „aufgespannt“ wird. Da der Nullvektor jedoch kein Vertreter eines Punk-
tes auf der projektiven Geraden sein kann, müssen wir ihn in der uns bekannten
Parameterdarstellung zusätzlich ausschließen:
E = gpr o j =
{
x ∈R3 \ {0ˆ} : x =λ ·p+µ ·q, λ,µ ∈R} .
Also bspw. für p =
−12−1
1
 und q =
11
2
1
:
E = gpr o j =
x ∈R3 \ {0ˆ} : x =λ ·
−12−1
1
+µ ·
11
2
1
 , λ,µ ∈R
 .
Alternative Möglichkeit: Die Ebene wird genauso durch einen der beiden Punk-
te, bspw. [p], sowie den Differenzvektor q −p zweier beliebiger Vertreter p, q ∈R3
der beiden Punkte [p], [q] „aufgespannt“:
E = gpr o j =
{
x ∈R3 \ {0ˆ} : x =λ ·p+µ · (q −p), λ,µ ∈R} .
Setzt man in unserem Beispiel für p und q die beiden „Standardvertreter“ p =−12−1
1
 und q =
11
2
1
 ein, so erhält man die Gleichung
E = gpr o j =
x ∈R3 \ {0ˆ} : x =λ ·
−121
1
+µ ·
323
2
0
 , λ,µ ∈R
 .
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Man erkennt, dass man auf diese spezielle Form direkt aus der euklidischen
Geradendarstellung g gelangen kann, indem man an den euklidischen Ortsvek-
tor die Koordinate 1 anhängt und ihn mit einem skalaren Faktor versieht (also
homogenisiert), und an den euklidischen Richtungsvektor die Koordinate 0 an-
hängt, hieraus also einen projektiven Fernpunkt macht. Das verträgt sich mit un-
serer Identifikation von projektiven Fernpunkten als entsprechende Geradenrich-
tungen!
3. Anstelle der Parameterform der Ebene im Raum kann man auch ihre Nor-
malenform wählen, um die zugehörige projektive Gerade zu beschreiben. Gege-
ben seien dazu die beiden projektiven Punkte [p], [q] ∈ P2 auf der gesuchten Ge-
raden.
Die allgemeine Normalenform einer Ebene im R3 durch den Nullpunkt ist ge-
geben durch
E = {x ∈R3 : x ·n = 0}= {x ∈R3 : xT ·n = 0} ,
wobei n ∈ R3, n 6= 0ˆ ein Normalenvektor ist, der auf allen Punkten der Ebene
senkrecht steht.
Für unsere projektive Geradendarstellung suchen wir also einen Vektor n, der
sowohl auf jedem Vertreter p von [p] wie auch auf jedem Vertreter q von [q] senk-
recht steht.
Auf dem Arbeitsblatt LINEARE ABBILDUNGEN MIT 3× 3-MATRIZEN haben wir
eine „elegante“ Möglichkeit kennengelernt, zu zwei linear unabhängigen Vekto-
ren des R3 einen Vektor mit dieser Eigenschaft „zu erzeugen“. Dazu stellen wir zu
einem der beiden Vektoren, z.B. p, die schiefsymmetrische Matrix Sp auf:
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Sp =
 0 −p3 p2p3 0 −p1
−p2 p1 0
 .
Wir nutzen diese Matrix Sp nun als Abbildungsmatrix, um den anderen Vek-
tor q abzubilden, denn wir wissen, dass der resultierende Vektor die Eigenschaft
besitzt, sowohl auf p wie auch auf q senkrecht zu stehen. Also können wir einen
Normalenvektor n bestimmen durch
n = Sp ·q,
und damit lautet unsere Ebenen- bzw. projektive Geradengleichung in Normalen-
form:
Hier müssen wir zu-
sätzlich noch den
Nullvektor 0ˆ ∈ R3
herausnehmen, da
dieser im projektiven
Sinne kein Vertreter
eines Punktes sein kann.
E = gpr o j =
{
x ∈R3 \ {0ˆ} : xT ·Sp ·q = 0
}
.
Für p =
−12−1
1
 und q =
11
2
1
 bspw. erhält man
n = Sp ·q =
0 −1 −11 0 12
1 −12 0
11
2
1
=
−323
2
3
4
 .
Für eine einfachere Darstellung können wir n mit 43 multiplizieren und erhal-
ten
E = gpr o j =
x ∈R3 \ {0ˆ} : xT ·
−22
1
= 0
 .
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Arbeitsblatt 5: Wirkungsweise der Projektionsmatrix 



i IM APPLET
sehen Sie rechts (3D-
Ansicht) die Lage der
Kamera im Raum.
Von der Kamera wird
nur die Verschwin-
dungsebene mit Pro-
jektionszentrum,
nicht die Bildebe-
ne angezeigt! Links
(2D-Ansicht) wird
das Kamerabild des
Hauses unter P ge-
zeigt. Sie können P
per Schieberegler
oder Direkteingabe
verändern. Nutzen
Sie die Werkzeuge:
Experimentieren Sie anhand des GeoGebra-Applets PROJEKTIONSMATRIZEN3D mit
der Projektionsmatrix
P =
 p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34
 mit pi j ∈R, i = 1,2,3; j = 1,2,3,4,
die eine „Kamera spezifischer Bauart in allgemeiner Lage im Raum“ beschreibt.
Beobachtungsaufträge
1.
Im Applet sei die folgende Projekti-
onsmatrix eingestellt (siehe Abb.):
P1 =
 0.9 0 0.5 −0.4−0.2 0.9 0.4 −1
−0.4 −0.5 0.8 4.6

Stellen Sie nun die folgende Projekti-
onsmatrix ein:
P2 =
 1.8 0 1 −0.8−0.4 1.8 0.8 −2
−0.8 −1 1.6 9.2
 .
Wie hat sich das Bild des Hauses verändert, und warum?
2. Setzen Sie die Matrix P auf die Voreinstellung „geeichte Kamera“ und be-
trachten Sie die zugehörige geometrische Situation im Raum (Lage und Aus-
richtung der Kamera). Verändern Sie nun langsam den Parameter d3 der
Projektionsmatrix.
• Wie sieht jeweils das zugehörige Bild des Hauses aus, und warum? Kön-
nen Sie sich räumlich vorstellen, wie es zustande kommt? Bei einer geeichten
Kamera fallen die op-
tische Achse der Kame-
ra und die Projektions-
gerade durch Z und den
Koordinatenursprung
des Bildkoordinatensys-
tems (BKS) zusammen.
• Auf welcher Seite der eingeblendeten Verschwindungsebene muss die
Bildebene der Kamera liegen?
• Welcher geometrische Aspekt der Szene wird durch den Parameter d3
anscheinend im Wesentlichen beeinflusst?
3. Setzen Sie die Matrix P auf „geeichte Kamera“. Lassen Sie sich den Haupt-
fluchtpunkt 3 mit den euklidischen Koordinaten f˜3 =
(−1
0
)
anzeigen.
Hauptfluchtpunkte sind Bildpunkte, in denen sich alle Bildgeraden einer
Geradenschar schneiden, die im Raum parallel zu einer der drei Koordina-
tenachsen verläuft.
Welcher Raumpunkt [F3] ∈ P3 wurde auf den Punkt [ f3] ∈ P2 abgebildet?
Können Sie mithilfe der Projektionsmatrix
P3 =
 0.7 0 −0.7 0.90 1 0 −0.7
0.7 0 0.7 2.7

die Koordinaten der beiden anderen Hauptfluchtpunkte bestimmen?
4. Setzen Sie die Matrix P zuerst auf „geeichte Kamera“ und stellen Sie dann
mithilfe der Schieberegler nacheinander die folgenden beiden Projektions-
matrizen ein:
P4 =
 0.7 0 −0.7 0.90 1 0 −0.7
0.7 0 −0.7 0.9
 , P5 =
 0.7 0 −0.7 0.90 1 −0.4 −0.7
0 0 0 2.7
 .
Was lässt sich jeweils beobachten? Was bedeutet dies jeweils für die Über-
tragung auf einen „realen“ Fotoapparat?
5. Setzen Sie P auf die Startwerte zurück, also P6 =
 0.7 −0.1 2.3 0.3−0.7 2.6 0.8 −2
−0.1 −0.3 0.3 2
 .
Kann man aus P6 die Gleichung der (im Applet türkis-blau dargestellten)
Verschwindungsebene in Normalenform ermitteln? Zur Erinnerung:
Die Normalenform einer Ebenengleichung für X˜ =
X˜1X˜2
X˜3
 ∈R3 lautet
n · X˜ = d ⇔ n1X˜1+n2X˜2+n3X˜3 = d ,
wobei n ∈R3 der Normalenvektor der Ebene ist, und d ∈R.
Arbeitsblatt 5: Besprechung der Lösung
1. Gibt man die zweite Matrix P2 anstelle der ersten P1 ein, so verändert sich
das Bild des Hauses überhaupt nicht!
Es gilt P2 = 2 ·P1. Für einen beliebigen Punkt [X ] ∈ P3 und λ ∈ R \ {0} rechnet man
nach:
[(λ ·P ) ·X ]= [P · (λ ·X )]= [P ·X ] .
Eine Projektionsmatrix ist also höchstens bis auf skalare Vielfache λ ∈ R \ {0} ein-
deutig bestimmt. (Vielleicht erinnern Sie sich daran, dass wir dies beim Aufstellen
der Abbildungsmatrix für die Standardprojektion in Unterabschnitt 4.5.3.1 bereits
festgestellt haben!)
2. Durch den Parameter d3 der Projektionsmatrix wird der Abstand der Ver-
schwindungsebene (samt Kamerazentrum) zum Nullpunkt des Raumkoordinaten-
systems beeinflusst. Für d3 = 0 verläuft die Verschwindungsebene genau durch
den Nullpunkt. Bei Variation des Parameters d3 lässt sich Folgendes beobachten:



E BEOBACHTUNGEN
• Startet man in unserem Bsp. mit großen positiven Werten, z.B. d3 = 10,
so ist das Kamerazentrum recht weit entfernt und das Bild des Hauses
recht klein und aufrecht.
• Je näher das Kamerazentrum an das Haus heranrückt, desto größer wird
nun das Bild, wenn man d3 langsam verkleinert. Außerdem nimmt die
empfundene perspektivische Verzerrung des Bildes zu.
• Sobald die Verschwindungsebene die erste Außenwand des Hauses pas-
siert hat, wird das Abbild für das Auge „konfus“. Das liegt daran, dass die
Punkte des Hauses nun auf verschiedenen Seiten der Verschwindungs-
ebene liegen.
• Mit Passieren des letzten zum Haus gehörenden Punktes ist das Bild des
Hauses wieder als solches zu erkennen, wenn auch stark verzerrt. Aller-
dings steht es nun „auf dem Kopf“.
• Für sehr kleine negative Werte von d3 rückt das Kamerazentrum wieder
weiter vom Haus weg, das auf dem Kopf stehende Bild verkleinert sich
wieder und die perspektivischen Verzerrungen werden geringer.
Aus den Beobachtungen lässt sich schließen, dass die Bildebene zu Beginn (ho-
he d3-Werte) zwischen Haus und Kamerazentrum gelegen haben muss, und dann
auch mit der Bewegung „vor dem Kamerazentrum her“ durch das Haus gescho-
ben wurde.
3. In einem Hauptfluchtpunkt des Bildes schneiden sich die Bildgeraden sol-
cher Geraden, die im Raum parallel zu einer der drei Koordinatenachsen verlau-
fen. In [ f3] schneiden sich also alle Bildgeraden, deren Urbildgeraden im Raum
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parallel zur z-Achse liegen. Dass sie im Raum parallel liegen, können wir im P3
auch so interpretieren, dass sie sich im Fernpunkt [F3] in Richtung der z-Achse
mit den homogenen Koordinaten
[F3]=


0
0
1
0


schneiden.
Es ist
f3 =
 0.7 0 −0.7 0.90 1 0 −0.7
0.7 0 0.7 2.7
 ·

0
0
1
0
=
−0.70
0.7
 ,
und nach Dehomogenisierung damit f˜3 =
(−1
0
)
. Wir hatten ja auch bereits festge-
stellt, dass in den Spalten der Matrix die Bilder der Einheitsvektoren stehen!
Die anderen Fluchtpunkte kann man ebenfalls entsprechend „ablesen“:
f1 =
0.70
0.7
 bzw. f2 =
01
0
 .
Dies bedeutet, dass f˜1 =
(
1
0
)
, und dass der Fluchtpunkt f2 seinerseits ein Fern-
punkt ist, was man im Applet auch an den parallel verlaufenden Bildgeraden er-
kennen kann.
.
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4. Mit P4 wird das Haus auf eine Gerade abgebildet. Das entspricht natürlich
in der Realität keiner „brauchbaren“ Kamera.
Man kann feststellen, dass die drei Zeilen von P4 linear abhängig sind. Immer,
wenn dies der Fall ist, haben wir es mit einer „entarteten Kameramatrix“ zu tun!7
Mit P5 erhält man eine Parallelprojektion des Hauses. Für reale Kameras kann die-
ser Fall ebenfalls nicht eintreten, denn dies würde bedeuten, dass das Kamerazen-
trum im Unendlichen liegen müsste!
Immer, wenn die drei Zeilen einer Projektionsmatrix P linear unabhängig, die drei
Zeilen der Untermatrix P˜ =
 p11 p12 p13p21 p22 p23
p31 p32 p33
 aber linear abhängig sind, haben
wir es mit einer Parallelprojektion zu tun.8
7Mehr dazu später im Kurs.
8Mehr dazu später im Kurs.
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5. In der Verschwindungsebene liegen gerade die Punkte, die durch Z auf
unendlich ferne Punkte abgebildet werden. Wir suchen also gerade die Punkte
[X ] ∈P3, für die gilt:
 0.7 −0.1 2.3 0.3−0.7 2.6 0.8 −2
−0.1 −0.3 0.3 2
 ·

X1
X2
X3
X4
=
 0.7X1−0.1X2+2.3X3+0.3X4−0.7X1+2.6X2+0.8X3−2X4
−0.1X1−0.3X2+0.3X3+2X4
=
∗∗
0
 .
Nur die letzte Zeile der Matrix ist im Hinblick auf diese Frage interessant! Für „ech-
te“ (d.h., nicht unendlich ferne) Punkte der Verschwindungsebene gilt außerdem
X4 6= 0. Daher können wir die Gleichung in der letzten Zeile umformen zu
−0.1X1−0.3X2+0.3X3+2X4 = 0 ⇔
X4 6=0
−0.1 X1
X4
−0.3 X2
X4
+0.3 X3
X4
=−2.
Damit erhält man also für X˜ =

X1
X4
X2
X4
X3
X4
 ∈ R3 die Ebenengleichung der Verschwin-
dungsebene −0.1−0.3
0.3
 · X˜ =−2.
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Arbeitsblatt 6: Rekonstruktion von 3D-Punkten aus
zwei Bildern
Zwei Kameras nehmen dieselbe Szene aus zwei unterschiedlichen Richtungen auf.
Dadurch wird ein Raumpunkt [X ] auf zwei korrespondierende Bildpunkte [x ′] im
ersten Foto und [x ′′] im zweiten Foto abgebildet.
Abb. 5.1 Gebäude, aufgenommen aus zwei Richtungen
Rekonstruktion von 3D-Gebäudepunkten
1. Rekonstruieren Sie einige 3D-Punkte eines computergenerierten Gebäudes!
Starten Sie dazu die Funktion OBJEKTAUSBILDERZEUGEN in MATLAB (per
Rechtsklick und Auswahl Run in der Ansicht Current Folder). Geben Sie
auf die entsprechende Abfrage hin...
• ... ’Bild1.png’ bzw. ’Bild2.png’ ein;
• ... als Pixeleinheit die Zahl 400 ein.
• ... als Anzahl der Bildpunktpaare eine Zahl von 6 bis 10 ein.
Lesen Sie die Projektionsmatrizen aus dem Workspace ein. Geben Sie als
Namen ’P1’ bzw. ’P2’ ein; (Tipp: Fehlerhaft gesetzte Punkte können Sie spä-
ter noch korrigieren.) Fügen Sie in Ihre Rekonstruktion noch Gebäudekan-
ten ein, wenn Sie möchten.
a) Wie gut ist Ihre Rekonstruktion?
b) Schließen Sie alle Graphikfenster (’figure’-Fenster) und starten Sie einen
erneuten Durchlauf. Geben Sie bewusst ein „falsches“ Bildpunktpaar
ein, d.h. Bildpunkte, die gar nicht korrespondieren. Welche Auswirkung
hat das auf die Rekonstruktion?
c) Stellen Sie sich die geometrische Aufnahmesituation vor (siehe Skizze
nächste Seite). Was passiert - geometrisch gesehen - mit der Rekon-
struktion bei der Zuordnung eines falschen Bildpunktpaares?
d) Haben Sie eine Idee, wie MATLAB in solchen Situationen trotzdem 3D-
Punkte bestimmen kann?
Das LGS zur Rekonstruktion von 3D-Punkten
2. a) Zwei korrespondierende Bildpunkte [x ′] und [x ′′] seien gegeben. Für
ein einzelnes Kamerabild beschreibt das LGS S˜x ·P · X = 0ˆ die Projek-
tionsgerade durch einen Bildpunkt [x]. Stellen Sie den Ansatz für das
LGS der Form
A ·X = 0ˆ
mit geeigneter Matrix A ∈ R4×4 auf, welches MATLAB zur Berechnung
des Raumpunktes [X ] benutzt.
b) Betrachten Sie das LGS. Welche Auswirkung hat wohl die Eingabe eines
falschen Bildpunktpaares auf seine Lösungsmenge? Wie „falsch“ müs-
sen die Punkte sein, damit sie sich auf die Lösungsmenge des LGS aus-
wirken?
Arbeitsblatt 6: Besprechung der Lösung
1. a) Die Rekonstruktion Ihrer Bildpunkte sollte ziemlich genau ausfallen. Al-
le auf beiden Bildern vollständig sichtbaren Punkte und Kanten der Ober- und
Rückseite des Gebäudes lassen sich rekonstruieren. Ein Beispiel für die Eingabe
von 10 Punkten und Ergänzung von Kanten:
b) Auch für das fehlerhafte Bildpunktpaar wird ein 3D-Punkt berechnet. Dessen
Lage „passt“ natürlich nicht zur Lage der aus den anderen Bildpunktpaaren be-
rechneten Raumpunkte, bzw. stimmt nicht mit der Realität überein. Hier im Bei-
spiel wurde das Bildpunktpaar 3 falsch ausgewählt, der entsprechend rekonstru-
ierte Punkt existiert im Original so nicht:
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c) Geometrisch gesehen ist der Schnittpunkt der beiden Projektionsgeraden durch
x˜ ′ und x˜ ′′ der gesuchte Raumpunkt X˜ . Wenn jedoch die Koordinaten von x˜ ′ und
x˜ ′′ nicht genau getroffen werden - man also sozusagen nur minimal an den Bild-
punkten „wackelt“ - haben die beiden Projektionsgeraden gar keinen Schnittpunkt!
Dies passiert im Grunde fast immer, sobald man echte und keine idealen Eingabe-
daten mehr verwendet, erst recht aber bei einer falsche Zuordnung von Bildpunk-
ten zu einem Paar!
d) Da der Computer einen Raumpunkt berechnet, muss er wohl in irgend einer
Weise eine approximative Lösung des LGS bestimmen. Wie er das macht, werden
wir uns im nächsten Abschnitt ansehen.
2. a) Wenn die Bildpunkte [x ′] =
x ′1x ′2
x ′3
 im ersten und [x ′′] =
x ′′1x ′′2
x ′′3
 im
zweiten Bild korrespondieren, so ist der zugehörige Raumpunkt
[X ]=


X1
X2
X3
X4


der Schnittpunkt der beiden Projektionsgeraden, d.h. es gilt:
I. S˜x ′ ·P ′ ·X = 0ˆ und II. S˜x ′′ ·P ′′ ·X = 0ˆ.
Beide Bedingungen müssen gleichzeitig erfüllt sein. Bedingung I. lässt sich schrei-
ben als
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( 0 −x ′3 x ′2
x ′3 0 −x ′1
)
·
p ′11 p ′12 p ′13 p ′14p ′21 p ′22 p ′23 p ′24
p ′31 p
′
32 p
′
33 p
′
34
 ·

X1
X2
X3
X4
 = 0ˆ
⇔
(
x ′2p
′
31−x ′3p ′21 x ′2p ′32−x ′3p ′22 x ′2p ′33−x ′3p ′23 x ′2p ′34−x ′3p ′24
x ′3p
′
11−x ′1p ′31 x ′3p ′12−x ′1p ′32 x ′3p ′13−x ′1p ′33 x ′3p ′14−x ′1p ′34
)
︸ ︷︷ ︸
=: A′ ∈R2×4
·

X1
X2
X3
X4
 = 0ˆ.
Bed. II. kann man völlig analog formulieren. Insgesamt fasst man dann beide Be-
dingungen wie folgt als LGS mit vier Gleichungen und vier Unbekannten zusam-
men:
[
A′
A′′
]
·X = 0ˆ
⇔
(
S˜x′ ·P ′
S˜x′′ ·P ′′
)
·X = 0ˆ
⇔

x ′2p
′
31−x ′3p ′21 x ′2p ′32−x ′3p ′22 x ′2p ′33−x ′3p ′23 x ′2p ′34−x ′3p ′24
x ′3p
′
11−x ′1p ′31 x ′3p ′12−x ′1p ′32 x ′3p ′13−x ′1p ′33 x ′3p ′14−x ′1p ′34
x ′′2 p
′′
31−x ′′3 p ′′21 x ′′2 p ′′32−x ′′3 p ′′22 x ′′2 p ′′33−x ′′3 p ′′23 x ′′2 p ′′34−x ′′3 p ′′24
x ′′3 p
′′
11−x ′′1 p ′′31 x ′′3 p ′′12−x ′′1 p ′′32 x ′′3 p ′′13−x ′′1 p ′′33 x ′′3 p ′′14−x ′′1 p ′′34

︸ ︷︷ ︸
=: A ∈R4×4
·

X1
X2
X3
X4
 = 0ˆ.
b) Da wir als Lösung einen projektiven Raumpunkt suchen, muss eine Variable
des homogenen LGS frei wählbar sein. Da wir aber 4 Gleichungen und vier Varia-
blen haben, ist das bei Eingabe fehlerhafter Bildpunkte in der Regel sicher nicht
der Fall. Der „Fehler“ muss dazu gar nicht groß sein! Es reichen ja bereits mini-
malste Abweichungen bzw. Rundungsfehler, so dass sich - geometrisch gesehen -
bereits kein Schnittpunkt der Projektionsgeraden mehr ergibt, wie wir bereits in
Aufgabe 1.c) festgestellt haben. Im LGS führt dies strukturell dazu, dass alle vier
Zeilen der Matrix A und damit der EKM linear unabhängig werden. Dann hat das
LGS als Lösung nur noch die Nulllösung, die zur Rekonstruktion nicht zu gebrau-
chen ist. Es muss also für den Computer eine Möglichkeit geben, trotzdem eine
approximative Lösung des Schnittpunktes der Projektionsgeraden zu bestimmen,
ansonsten käme das Programm zu gar keiner Lösung.
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Arbeitsblatt 7: Bestimmung der Projektionsmatrix
Mithilfe der Gleichung S˜x ·P ·X = 0ˆ kann man auch die Projektionsmatrix P bestim-
men, wenn man die Koordinaten einiger Raumpunkte [X ] und ihrer Bildpunkte [x]
kennt. Damit sollen Sie nun ein wenig experimentieren.
Bestimmen der Projektionsmatrix
1. a) Vorbereitung: Nutzen Sie als „3D-Objekt“ ein aus fünf kleinen Würfeln
zusammengesetztes Holzklötzchen der folgenden Form:
Setzen Sie dieses auf ein Blatt Papier und denken Sie sich ein einfachesDie Kantenlän-
ge der Würfel ist
egal. Beim Modell-
klötzchen auf den Fotos
beträgt sie jeweils 2cm.
Raumkoordinatensystem dafür aus. Beispiele:
(Die nach oben gerichtete X2-Achse müssen Sie sich „vorstellen“.)
b) Durchführung: Starten Sie nun die Funktion KAMERAMATRIXBESTIM-
MEN_POV in MATLAB (per Rechtsklick und Auswahl Run in der Ansicht
Current Folder). Geben Sie auf die entsprechende Abfrage hin...
• ... als Bilddatei ’Klotz.png’ ein;
• ... als Anzahl der Bildpunkte eine Zahl kleiner gleich 10 ein.
Es öffnet sich das Bild des Klötzchens, zu dem eine Projektionsmatrix
anhand von Bildpunkt-Raumpunkt-Paaren bestimmt werden soll.
i. Geben Sie nacheinander jeweils einen Bildpunkt durch Mausklick
und im Anschluss die eigenen Raumkoordinaten in eckigen Klam-
mern und durch Semikolon getrennt [ . . . ; . . . ; . . . ] ein.
ii. Speichern Sie die Matrix jeweils unter einem beliebigen Namen,
der noch nicht in Ihrem Workspace vorhanden ist, z.B. ’Q1’.
iii. Notieren Sie sich auf dem angehängten Notizblatt,
• welche und wie viele Bildpunkte Sie angeklickt haben,
• ob die rückprojizierten Bildpunkte im zweiten Fenster richtig
dargestellt werden, bzw. wie gut sie mit den originalen über-
einstimmen,
• sowie den zugehörigen Namen der gespeicherten Matrix.
iv. Wiederholen Sie mindestens vier bis fünf Durchgänge mit etwas
anderen Bildpunkten bzw. Anzahlen an Bildpunkten.
Analyse der Durchläufe
2. Durch Doppelklick auf die gespeicherten Projektionsmatrizen imWorkspace
können Sie sich diese anzeigen lassen. Vergleichen Sie jeweils Ihre Bildpunkt-
auswahl mit der Qualität der Rückprojektion der Bildpunkte sowie der er-
mittelten Projektionsmatrix.
• Bei welchen der von Ihnen ermittelten Projektionsmatrizen würden
Sie auf deren Benutzbarkeit als „ID-Card“ des Bildes vertrauen, und warum?
• Bei welchen Berechnungen ging Ihrer Meinung nach etwas schief ? Wor-
an könnte das im jeweiligen Fall liegen?
Untersuchung des relevanten LGS
3. Das Programm benutzt zur Berechnung ein LGS, das auf der Gleichung
S˜x ·P ·X = 0ˆ
aufbaut.
a) Untersuchen Sie das LGS: Wieviele Punkt-Bildpunkt-Paare werden min-
destens benötigt, damit die ermittelte Projektionsmatrix (bis auf skalare
Vielfache) eindeutig bestimmbar ist?
b) Schauen Sie noch einmal auf Ihre Ergebnisse aus Aufgabe 2.
• Lassen sich Zusammenhänge erkennen? Treten neue Fragen auf?
• Kann man sicher sein, dass man eine „brauchbare“ Projektions-
matrix erhält, wenn man die Mindestanzahl an Punkt-Bildpunkt-
Paaren berücksichtigt?
Notizzettel zum Arbeitsblatt 7
Auswahl der Bildpunkte Notizen
Arbeitsblatt 7: Besprechung der Lösung
Es wird nur Aufgabe 3 besprochen. In 3. b) werden dabei der Bezug zu und mögli-
che Ergebnisse aus Aufgabe 2 vorgestellt.
3. a) Durch die Gleichung
S˜x ·P ·X = 0ˆ
lassen sich alle Raumpunkte [X ] beschreiben, die auf einen festen Bildpunkt [x]
abgebildet werden. Dies haben wir bisher ausgenutzt, um bei bekanntem P und
[x] die Projektionsgerade zu ermitteln.
Umgekehrt kann man sich nun fragen, wie es aussieht, wenn genügend Raumpunkt-
Bildpunkt-Paare ([X ], [x]) bekannt sind, dafür aber die Parameter der Projektions-
matrix
P =
 p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34
 mit pi j ∈R, i = 1,2,3; j = 1,2,3,4
unbekannt.



E BEOBACHTUNGEN
Die Matrix P hat 12 Einträge, die zu bestimmen sind. Allerdings wissen wir,
dass man sie nur bis auf skalare Vielfache µ ·P, µ 6= 0, eindeutig bestimmen
kann.
• Einen Eintrag der Matrix könnte man mithin festlegen, z.B. auf 1 normie- Wichtig hierbei ist
natürlich, dass man
beim Normieren
einen Eintrag „er-
wischt“, der nicht
Null ist. Der Computer
bestimmt für P aus dem
überbestimmten LGS ei-
ne bestmögliche Lösung
auf die Art und Wei-
se, die wir in Abschnitt
4.6.4 besprochen haben.
Im Rahmen dieser Be-
rechnung prüft er auch,
welchen Eintrag von P
er normieren darf.
ren. Es bleiben 11 zu bestimmende Unbekannte.
• Das erste Paar ([X (1)], [x(1)]) liefert die Gleichung
⇔
(
0 −x ′(1)3 x ′(1)2
x ′(1)3 0 −x ′(1)1
)
·
p ′11 p ′12 p ′13 p ′14p ′21 p ′22 p ′23 p ′24
p ′31 p
′
32 p
′
33 p
′
34
 ·

X (1)1
X (1)2
X (1)3
X (1)4
 = 0ˆ
⇔
(
x(1)2 ·
∑4
j=1 p3 j ·X (1)j −x(1)3 ·
∑4
j=1 p2 j ·X (1)j
−x(1)1 ·
∑4
j=1 p3 j ·X (1)j +x(1)3 ·
∑4
j=1 p1 j ·X (1)j
)
= 0ˆ.
Dies würde einem LGS mit zwei Gleichungen und 12 Unbekannten (den
12 Einträgen von P ) entsprechen.
• Mithin braucht man mindestens sechs verschiedene Punkt-Bildpunkt-
Paare, um überhaupt genügend Gleichungen zur Lösung des LGS aufstel-
len zu können.
Das LGS für sechs Raumpunkt-Bildpunkt-Paare würde bspw. lauten:
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E BEOBACHTUNGEN (fortgesetzt)
x(1)2 ·
∑4
j=1 p3 j ·X (1)j −x(1)3 ·
∑4
j=1 p2 j ·X (1)j
−x(1)1 ·
∑4
j=1 p3 j ·X (1)j +x(1)3 ·
∑4
j=1 p1 j ·X (1)j
x(2)2 ·
∑4
j=1 p3 j ·X (2)j −x(2)3 ·
∑4
j=1 p2 j ·X (2)j
−x(2)1 ·
∑4
j=1 p3 j ·X (2)j +x(2)3 ·
∑4
j=1 p1 j ·X (2)j
. . .
x(6)2 ·
∑4
j=1 p3 j ·X (6)j −x(6)3 ·
∑4
j=1 p2 j ·X (6)j
−x(6)1 ·
∑4
j=1 p3 j ·X (6)j +x(6)3 ·
∑4
j=1 p1 j ·X (6)j

= 0ˆ.
b) • Wann kann man überhaupt erst auf die Qualität bzw. Benutzbarkeit der
berechneten Matrix P als „ID-Card“ des Bildes vertrauen?
Aus der Analyse des LGS können wir schließen, dass wir keinesfalls eine verlässli-
che Projektionsmatrix für das vorliegende Bild des Klötzchens erhalten, wenn wir
weniger als sechs Punktpaare eingegeben haben!
Mit „verlässlich“ ist hier gemeint, dass die berechnete Projektionsmatrix eindeu-
tig bis auf die üblichen projektiven skalaren Vielfachen ist, und also genau die Per-
spektive des Kamerabildes auf das Klötzchen im Bezug auf die spezifische Wahl des
Raumkoordinatensystems repräsentiert.
v MINDESTANZAHL PUNKT-BILDPUNKT-PAARE ZUR BERECHNUNG VON P
Es liege ein Kamerabild einer Szene vor, zu dem eine entsprechende Projek-
tionsmatrix P anhand bekannter Raumpunkt-Bildpunkt-Paare ([X (i )], [x](i ))
mit [X (i )] ∈P3 und [x(i )] ∈P2 bestimmt werden soll.
Dann sind mindestens i = 6 Raumpunkt-Bildpunkt-Paare nötig, um über-
haupt eine bis auf skalare Vielfache µ·P, µ 6= 0, eindeutige Matrix P berechnen
zu können, die als „ID-Card“ des Bildes taugt.
Dies wird aus einer oberflächlichen Betrachtung der Ergebnisse der Durchläufe
nicht direkt ersichtlich! Angenommen, wir würden nur zwei Raumpunkt-Bildpunkt-
Paare eingeben. Dann kann der Computer anhand des LGS nur vier von elf nötigen
Einträgen der Matrix P bestimmen. Schauen wir uns dazu zwei Beispiele an:
i. Manchmal geht dies bereits sehr offensichtlich schief! Dann werden gar keine
Bildpunkte durch die „berechnete“ Matrix zurückprojiziert, wie im folgenden i.
Beispiel. Ein Blick auf die berechnete Matrix zeigt, dass diese drei Einträge er-
hält, die fast Null sind. Hier stößt MATLAB offensichtlich wieder an die Grenzen
der Rechengenauigkeit, erkennt dies aber, denn es gibt als maximale Anzahl line-
ar unabhängiger Zeilen (d.h. Rang) der Matrix 1 an. Dies deckt sich mit unseren
Erkenntnissen, dass die Projektionsmatrix dann entartet ist und keine echte Zen-
tralprojektion darstellt.
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ii. Manchmal berechnet das MATLAB-Tool jedoch auch aus nur zwei Punkt-
Bildpunkt-Paaren eine echte Projektionsmatrix und projiziert die Bildpunkte zu-
rück! Das liegt daran, dass es die restlichen fünf Komponenten, die es nicht berech-
nen kann, standardmäßig auf Null setzt, wie das folgende Beispiel ii. zeigt. Bei ei-
nem Blick auf die gespeicherte Matrix lässt sich dies nachvollziehen: Hier sind alle
Zeilen der Matrix P und Untermatrix P˜ linear unabhängig, die Matrix hat also vol-
len Rang. Entscheidend ist, dass diese berechnete Matrix hier nicht die projektiv
eindeutige Matrix zum Kamerabild repräsentiert! Sie stellt nur „eine Möglichkeit
unter vielen dar“, ist also ebenfalls als „ID-Card“ der speziell betrachteten Kame-
raeinstellung unbrauchbar!




Denselben Mangel weisen alle Projektionsmatrizen auf, die Sie aus weniger als
sechs Punkt-Bildpunkt-Paaren berechnet haben! Hierbei handelt es sich oft um
echte Projektionsmatrizen, aber um keine, die man als „projektiv eindeutige ID-
Card“ des Fotos interpretieren könnte!
• Kann man also sicher sein, dass man eine brauchbare Projektionsmatrix er-
hält, wenn man mindestens sechs Punkt-Bildpunkt-Paare in das LGS eingibt?
Hier haben Sie beim Herumexperimentieren vielleicht einige „kuriose“ Erfahrun-
gen gemacht. Besprechen wir auch zu diesem Kontext einige Beispiele.
i. Zunächst geben wir drei Beispiele mit 6, 8 und 10 Punkt-Bildpunkt-Paaren an,
bei denen die berechneten Matrizen ganz gut und brauchbar aussehen. Die Rück-
projektion der Bildpunkte scheint jeweils funktioniert zu haben, und auch die Ein-
träge der Matrizen weisen keine Auffälligkeiten auf:
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Wie genau die approximativ berechneten Abbildungsmatrizen im Bezug auf das
gewählte Raumkoordinatensystem sind, und ob die Genauigkeit mit der Anzahl
der verwendeten Punkt-Bildpunkt-Paare steigt, kann man hieraus schlecht ab-
schätzen, wie wir bereits aus dem vorhergehenden Abschnitt wissen. Dies soll hier
auch nicht unser Fokus sein. Es lässt sich aber zumindest oberflächlich feststellen,
dass die Einträge der Matrizen ungefähr dieselben Größenordnungen aufweisen,
weswegen wir sie als brauchbare, bis auf Projektivität eindeutige Lösungen ein-
stufen.




! VORSICHT:
Ihre Matrizen kön-
nen ganz andere
Einträge aufweisen
- je nachdem, wie
Sie das Raumkoor-
dinatensystem zu
Ihrem Klötzchen
gewählt haben.
ii. Beim folgenden Beispiel hingegen findet trotz der Verwendung von 8 Punkt-
Bildpunkt-Paaren gar keine Rückprojektion von Bildpunkten statt! Ein Blick auf
die Matrix lässt sofort erkennen, warum: 2 Einträge sind gleich Null, 8 Einträge
fast gleich Null - vermutlich wieder nur „fast“ aufgrund von Rechenungenauigkei-
ten. Die Matrix ist also entartet und absolut unbrauchbar, obwohl wir sogar „mehr
Punkt-Bildpunkt-Paare als nötig“ eingegeben haben. Wie kann das sein?
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iii. Auch bei folgendem Beispiel tritt das Problem auf, obwohl 6 Punkt-Bildpunkt-
Paare verwendet wurden!
Offensichtlich gibt es neben der Bedingung, dass man für das aufzustellende LGS
mindestens sechs Punkt-Bildpunkt-Paare benötigt, um überhaupt eine verlässli-
che Projektionsmatrix berechnen zu können, weitere Dinge, auf die man achten
muss, damit der Algorithmus ein brauchbares Ergebnis liefert.



Es gibt einige sehr ungünstige Konstellationen, in denen die verwendeten Raum-
punkte zueinander liegen können. Liegt eine solche Konstellation vor, hat man
keine „Chance“, daraus eine gültige Projektionsmatrix zu ermitteln!
In Beispiel ii. lagen alle acht verwendeten Raumpunkte in einer Ebene, in Beispiel
iii. immerhin fünf der sechs Raumpunkte!
Dass alle Punkte bis auf einer in einer Ebene liegen, ist eine dieser „verbote- Es gibt noch einige
mehr, die jedoch nicht
„auf der Hand“ liegen,
und komplizierter aus-
fallen!
nen“ Konstellationen.9 Solche ungünstigen Konstellationen führen dazu,
dass einige der Zeilen im verwendeten LGS linear abhängig von anderen
Zeilen werden!



i INFOBOX: UNGÜNSTIGE KONSTELLATIONEN IN DER PRAXIS
Auch für PraktikerInnen ist es wichtig, sich mit der Wirkung solcher ungüns-
tigen Konstellationen auszukennen! Aus numerischen Gründen ist es näm-
lich unbedingt geboten, sich solchen Konstellationen keinesfalls anzunähern.
Andererseits würde man aufgrund der höheren Präzisionsanforderungen in
der Praxis ohnehin eine viel größere Anzahl an Punkt-Bildpunkt-Paaren ver-
wenden, um daraus eine Projektionsmatrix zu ermitteln. Diese stellt dann oft
nur einen „ersten Schätzwert“ dar, der mithilfe weiterer iterativer oder nicht-
linearer Verfahren noch verbessert wird.
9An ExpertInnen: In [HZ03], S. 536 ff., findet sich eine vollständige Klassifikation aller kritischen
Konstellationen. Liegen alle Punkte bis auf ein Punkt in einer Ebene, so ist der Unterfall gegeben,
dass Kamerazentrum und der einzelne Punkt auf einer Geraden liegen, die die Ebene schneidet.
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Arbeitsblatt 8: Bestimmung der Fundamentalmatrix
Zu einer Kamerakonstellation mit zwei Bildern gibt es eine Matrix F ∈R3×3, F 6= 0ˆ,
so dass für jedes Bildpunktepaar ([x ′], [x ′′]) gilt:
x ′′T ·F · x ′ = 0.
Diese Matrix wird auch Fundamentalmatrix genannt.
Bestimmen der Fundamentalmatrix
1. Die Einträge der Matrix F seien bezeichnet durch
F =
 f11 f12 f13f21 f22 f23
f31 f32 f33
 ∈R3×3.
a) Wie könnte man F bestimmen? Finden Sie einen Ansatz!
b) Wie viele Paare korrespondierender Bildpunkte müssen bekannt sein,
um F überhaupt berechnen zu können? Ist F eindeutig bestimmbar?
Vergleich von Fundamentalmatrizen
2. Die folgenden vier Bilder auf der nächsten Seite zeigen ein Gebäude mit 14
Eckpunkten. In den MATLAB-Variablen x1, x2, x3 und x4 sind jeweils die Lis-
ten der Bildpunkte dieser 14 Eckpunkte in der richtigen Reihenfolge gespei-
chert.




i UM MATRI-
ZEN IN MATLAB ZU
VERGLEICHEN,
macht es Sinn, sie
auf denselben Ein-
trag zu normie-
ren. Die Eingabe
F1norm=F1/F1(3,1)
bspw. dividiert die
Matrix F1 durch ih-
ren Eintrag in der 3.
Zeile und 1. Spalte,
und speichert die
neue Matrix unter
dem Namen F1norm.
a) Berechnen Sie mithilfe der Funktion FUNDAMENTALMATRIX die Funda-
mentalmatrix F1 zu Bild1 und Bild 3 und F2 zu Bild 2 und Bild 4. Geben
Sie dazu in MATLAB ein:
F1=Fundamentalmatrix(x1, x3)
F2=Fundamentalmatrix(x2, x4)
Vergleichen Sie die beiden Matrizen. Was fällt auf?
b) Was passiert mit den Fundamentalmatrizen, wenn Sie die Rolle der
beiden Bilder vertauschen? Bestimmen Sie dazu
F3=Fundamentalmatrix(x3, x1)
F4=Fundamentalmatrix(x4, x2)
(a) Bild 1, zugehörige Bildpunktliste: x1 (b) Bild 2, zugehörige Bildpunktliste: x2
(c) Bild 3, zugehörige Bildpunktliste: x3 (d) Bild 4, zugehörige Bildpunktliste: x4
3. Berechnen Sie nun eine Fundamentalmatrix „per Hand“. Starten Sie die Funk-
tion FUNDAMENTALMATRIXBERECHNEN, und geben Sie auf die entsprechen-
de Abfrage hin...
• ... ’Plane1.png’ bzw. ’Plane2.png’ ein;
• ... als Pixeleinheit die Zahl 400 ein;
• ... mindestens so viele Bildpunktpaare wie nötig ein (vgl. Aufgabe 1.b));
• ... z.B. ’F’ als Variablennamen ein.
Rufen Sie die berechnete Fundamentalmatrix F auf. „Ideale“ Werte für F wä-
ren bspw. F ≈
 91.62 −134.28 24.55−101.65 −61.82 140.5
66.93 −61.82 −10.93
 . Wie „gut“ ist Ihre ermittelte
Matrix?
Abb. 5.2 Flugzeug, aufgenommen aus zwei Richtungen
Arbeitsblatt 8: Besprechung der Lösung
1. a) Für jedes Bildpunktpaar lässt sich die Bedingung x ′′T ·F · x ′ = 0 ausmul-
tiplizieren zu
x ′′T ·F · x ′ = 0
⇔ (x ′′1 x ′′2 x ′′3 ) ·
 f11 f12 f13f21 f22 f23
f31 f32 f33
 ·
x ′1x ′2
x ′3
 = 0
⇔ (x ′′1 x ′′2 x ′′3 ) ·
x ′1 f11+x ′2 f12+x ′3 f13x ′1 f21+x ′2 f22+x ′3 f23
x ′1 f31+x ′2 f23+x ′3 f33
 = 0
⇔ x ′′1 x ′1 f11+x ′′1 x ′2 f12+x ′′1 x ′3 f13+x ′′2 x ′1 f21+x ′′2 x ′2 f22+x ′′2 x ′3 f23+x ′′3 x ′1 f31+x ′′3 x ′2 f32+x ′′3 x ′3 f33 = 0.
(5.1)
Offensichtlich führt (5.1) für ein Bildpunktpaar auf genau eine Gleichung mit den
9 Matrixeinträgen von F als Unbekannten.
b) Die Matrix F lässt sich - analog zum Fall der Projektionsmatrix - nur bis auf ska-
lare Vielfache genau bestimmen. Dies ist wieder auf unsere projektive Rechenwei-
se zurückzuführen, denn die Vertreter x ′, x ′′ der projektiven Punkte sind ja auch
nur bis auf ein solches Skalar genau bestimmbar. Also muss mit α,β ∈ R \ {0} gel-
ten:
x ′′T ·F · x ′ = 0 ⇔ (α · x ′′)T ·F · (β · x ′)= 0 ⇔ x ′′T ·α ·β ·F · x ′ = 0.
Einen der neun Matrixeinträge, der ungleich Null ist, kann man also festlegen, und
die Zahl auf 8 zu bestimmende Unbekannte reduzieren. Daher benötigt man min-
destens 8 Gleichungen für das LGS, um F ermitteln zu können. Diese erhält man
aus mindestens 8 Paaren korrespondierender Bildpunkte.
2. a) Es lässt sich beobachten:



E BEOBACHTUNGEN
Für beide Bildpaarungen (Bild 1, Bild 3) bzw. (Bild 2, Bild 4) berechnet MAT-
LAB dieselbe Matrix bis auf ein skalares Vielfaches ungleich Null, nämlich
F 1= F 2=λ ·
0.0000 1.0000 −2.35702.3570 −0.3333 0.0000
1.0000 0.0000 −0.3333
 , λ ∈R\ {0}.
Offensichtlich stimmt somit die relative Orientierung der beiden Bilder in den
beiden Paaren überein, auch wenn die Bilder (und somit die zugehörigen Pro-
jektionsmatrizen, die sich auf ein einheitliches Raumkoordinatensystem be-
ziehen) völlig unterschiedlich ausfallen!
Hieran erkennt man: F ist sichtbar unabhängig von jedem Raumkoordinatensys-
tem der 3D-Szene!
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Wenn man die Matrix F zu zwei Bildern kennt, weiß man deshalb noch
nicht, was auf den beiden Bildern tatsächlich zu sehen ist, bzw. wo genau
im Raum die beiden Kameras liegen!



Das liegt darin, dass F aus der räumlichen Konstellation zweier Kamerabilder
zueinander resultiert. Verändert man diese Konstellation nur so, dass sich die
Projektionsgeraden jeweils korrespondierender Bildpunkte immer noch schnei-
den, verändert dies die Matrix F nicht.
V BEISPIEL(E)
Verschiebt oder dreht man bspw. die Konstellation zweier Bilder als Ganzes
im Raum, wie im vorliegenden Fall geschehen, hat dies zwar einen Einfluss
auf die Bildausschnitte auf beiden Bildern und mithin die zugehörigen Pro-
jektionsmatrizen, aber nicht auf F .
Es sind sogar weitergehende Veränderungen der Bildkonstellation denkbar, die F
nicht verändern, nämlich Veränderungen innerhalb der beiden Kamerakoordina-
tensysteme. Eine davon werden wir ganz zum Schluss der Einheit noch kennenler-
nen.
b) Was passiert mit der Fundamentalmatrix, wenn man die Rolle der beiden Bil-
der vertauscht?



E BEOBACHTUNGEN
Es gilt F 1= F 3T und F 2= F 4T .
Dies war zu erwarten, da für beliebige Bildpunkte [x ′], [x ′′] auf beiden Bildern
x ′′T ·F · x ′ = (x ′′T ·F · x ′)T ∈R
gilt. Daraus folgt aber
x ′′T ·F · x ′ = (x ′′T ·F · x ′)T = x ′T ·F T · x ′′T T = x ′T ·F T · x ′′.



Mithin sind die Bedingungen x ′′T ·F · x ′ = 0 und x ′T ·F T · x ′′ = 0 für korrespon-
dierende Bildpunkte äquivalent.
3. Die „ideale“ Matrix F ist nur bei Eingabe der „idealen“ Bildpunkte zu er-
halten. Ein Versuch, die Matrix aus 10 Bildpunktpaaren manuell zu bestimmen,
führte beispielsweise auf die Matrix
Fgemessen ≈
 4.4413 −6.4325 1.2216−5.1046 −3.0202 6.9079
3.3215 −2.9839 −0.5445
 .
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Multipliziert man diese mit dem Faktor 20, erhält man die Matrix
F20 ≈
 88.8255 −128.6493 24.4316−102.0917 −60.4032 138.1587
66.4298 −59.6787 −10.8900
 .
Verglichen mit der idealen Matrix
F ≈
 91.62 −134.28 24.55−101.65 −61.82 140.5
66.93 −61.82 −10.93

lassen sich Abweichungen erkennen, aber auch, dass zumindest die Proportionen
der einzelnen Einträge zueinander ziemlich gut übereinstimmen.
Verwendet man mindestens 10 bis 12 Bildpunktpaare, führt dies in der Regel zu
besseren Ergebnissen im Vergleich von Fgemessen mit der idealen Matrix F , als wenn
man nur acht Bildpunktpaare verwendet.
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Arbeitsblatt 9: Rekonstruktion eines 3D-Modells
1. Rekonstruieren Sie nun anhand zweier echter Fotos einige 3D-Punkte ei-
nes Gebäudes. Starten Sie dazu die Funktion REKONSTRUKTIONMITFUNDA-
MENTALMATRIX in MATLAB(per Rechtsklick und Auswahl Run in der Ansicht
Current Folder). Geben Sie auf die entsprechende Abfrage hin...
• ... ’Inde1.jpg’ bzw. ’Inde2.jpg’ ein;
• ... als Pixeleinheit die Zahl 615 ein;
• ... als Anzahl der Bildpunktpaare eine Zahl größer gleich 8 ein.
Geben Sie nun der Reihe nach alle Bildpunktpaare ein. Das Programm be-
rechnet im Anschluss vier Rekonstruktionsmodelle:
a) Vergleichen Sie sorgfältig alle rekonstruierten 3D-Punktwolken mit der
ursprünglichen Szene.




i DIE ROTATE-3D-
FUNKTION
ist hierbei hilfreich!
b) Entscheiden Sie sich, welche Rekonstruktion Sie für die „treffendste“ hal-
ten, wählen Sie diese aus, und geben Sie einen beliebigen Variablenna-
men in einfachen Anführungszeichen zum Speichern der Punktwolke
ein.
c) Fügen Sie schlussendlich zur besseren Übersicht Kanten hinzu.


Wie gut stimmt Ihre Rekonstruktion mit dem Original überein?
Arbeitsblatt 9: Besprechung der Lösung
Auf der beiliegenden CD-ROM findet sich ein Rekonstruktionsbeispiel für die „lin-
ke Seite“ des Indemanns mit 18 Bildpunktpaaren.
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6
Erfahrungen aus dem
Rekonstruktionsworkshop im Rahmen der
MINT-Schüleruniversität
Vom 21. bis zum 27. Juli 2014 fand an der RWTH Aachen die sogenannte Schüleru-
niversität zu den MINT-Fächern statt, bei der unter der Überschrift „Mathematik -
Eine Schlüsseltechnologie verändert die Welt“ von Seiten des Faches Mathematik
aus unterschiedliche Workshops für SchülerInnen ab der Jahrgangsstufe 10 ange-
boten wurden. Im Rahmen dieser Veranstaltung wurden große Teile der vorliegen-
den Arbeit zur Gestaltung eines Workshops eingesetzt und erprobt, der anderthalb
Tage umfasste. An dem Workshop nahmen 17 Schülerinnen und Schüler der Jahr-
gangstufen 10 bis 12 verschiedener Schulen teil. Hierbei handelte es sich überwie-
gend um leistungsstarke SchülerInnen mit besonderem mathematischem Inter-
esse, teilweise aber auch um solche, die nach eigenen Angaben eher neugierig als
mathematisch besonders interessiert waren, und vor allen Dingen zum Zweck der
Orientierung im Hinblick auf ein zukünftiges Studium an der Schüleruniversität
teilnahmen.
6.1 Konzept und Planung für einen kurzen Zeitraum
Für den Workshop stand insgesamt eine Arbeitszeit von ca. 10 Zeitstunden zur
Verfügung (laut Planung: 585 Minuten). Um in diesem relativ kurzen Zeitraum ei-
ne sinnvolle Bearbeitung zu ermöglichen, war es nötig, die Inhalte entsprechend
vorzustrukturieren, zu konzentrieren und auf ausgesuchte Aspekte zu reduzieren.
Dazu wurde ein Ablauf gewählt, bei dem sich Vortragsphasen von im Schitt etwa
20 Minuten mit Arbeitsphasen von ca. 30 Minuten abwechselten. Die Vortrags-
phasen wurden einerseits durch eine Beamerpräsentation unterstützt, sowie von
GeoGebra-Applets zur Veranschaulichung von geometrischen Sachverhalten. Al-
le Folien wurden den SchülerInnen auch als begleitendes Skript zur Verfügung ge-
stellt, welches in einzelnen Teilen jeweils nach Beendigung eines Blockabschnittes
ausgeteilt wurde. Andererseits wurden viele Beispiele auf Tafel und Overheadpro-
jektor entworfen. Während des Vortrags wurde stets Wert gelegt auf ein gemein-
sames Entwickeln der Fragestellung im Plenum unter direktem Einbezug von Fra-
gen, Anmerkungen und Ideen aus der Zuhörerschaft. Die Arbeitsphasen hingegen
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wurden angeleitet durch Arbeitsblätter, wie sie im Kapitel 5 zu finden sind, und
schlossen zumeist die Auseinandersetzung mit einem dynamischen GeoGebra-
Applet oder einem MATLAB-Tool ein. Die SchülerInnen sollten hier eigenständig
in Zweiergruppen arbeiten, wozu ihnen jeweils ein Laptop zur Verfügung stand,
auf dem alle nötigen Dateien sowie MATLAB und GeoGebra vorinstalliert waren.
Außer von der Lehrperson wurden die TeilnehmerInnen in diesen Phasen inten-
siv von einem weiteren fachlichen Berater sowie einer Ansprechperson für techni-
sche Fragen betreut, die bei Schwierigkeiten helfen konnten. Notizzettel und Stift
waren hierbei wichtige Hilfsmittel, um - beispielsweise beim Experimentieren mit
dem Applet zum Arbeitsblatt MATRIZEN - einfach mal „herumprobieren“ und ers-
ten Eingebungen folgen zu können, also zu „tüfteln“. Die individuellen Ergebnis-
se dieser Arbeitsphasen, die von den SchülerInnen eigenverantwortlich und meist
in stichwortartigem Umfang schriftlich festgehalten wurden, wurden stets im di-
rekten Anschluss daran in einer Sicherungsphase vorgestellt und verglichen. Auf
einen Test wurde im Rahmen des Workshops bewusst verzichtet, da aufgrund des
freiwilligen Rahmens von einer hohen Motivation und Selbstverantwortlichkeit
der TeilnehmerInnen für ihren eigenen Lernprozess ausgegangen werden konn-
te. Im Hinblick auf die heterogene Zusammensetzung der Gruppe und die damit
einhergehenden sehr unterschiedlichen individuellen Lernvoraussetzungen war
es das Ziel, hier Freiheiten einzuräumen und Druck nach Möglichkeit abzubauen.
Die ursprüngliche, geplante inhaltliche Aufteilung ist Abb. 6.1 zu entnehmen.
Der erste Tag war - analog zur Formulierung im Leitprogramm - der Erreichung
des Zwischenziels gewidmet, also der Erarbeitung des grundlegenden Kameramo-
dells und der Rekonstruktion von 3D-Punkten aus zwei Kamerabildern bei Kennt-
nis der Projektionsmatrizen. Am zweiten Tag sollte die Betrachtung der Epipolar-
geometrie und die Rekonstruktion ohne Zusatzinformationen erfolgen.
In Block 1 des ersten Tages sollten die mathematischen Grundlagen erarbeitet
werden, wie sie auch im Fokus des ersten Kapitels des Leitprogramm stehen, also
der Umgang mit Matrizen, der Gaußsche Algorithmus sowie das Konzept der li-
nearen Abhängigkeit und linearer Abbildungen. Wesentliche Werkzeuge für einen
unmittelbaren Einstieg in das Thema waren das Arbeitsblatt 1 MATRIZEN mit zu-
gehörigem GeoGebra-Applet in einer Praxisphase, sowie das Applet LINEARE AB-
BILDUNGEN. Block 2 sah die Modellierung der zentralprojektiven Kamera vor. Hier-
Abb. 6.1 Programm des Workshops zum Thema 3D-Rekonstruktion im Rahmen der MINT-
Schüleruniversität in seiner Planungsfassung
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bei sollte die Abbildungsvorschrift für die Standardzentralprojektion und die pro-
jektive Darstellung von Punkten im Plenumsgespräch entwickelt werden, unter-
stützt durch die Applets LOCHKAMERA und PROJEKTIVE EBENE. Im Anschluss dar-
an konnten die SchülerInnen anhand des GeoGebra-Applets PROJEKTIONSMATRI-
ZEN 3D die Wirkungsweise unterschiedlicher 3×4-Projektionsmatrizen selbst un-
tersuchen. Aus den entsprechenden Aufgaben dieses Workshopteils ist im Nach-
hinein das Arbeitsblatt 5 zur WIRKUNGSWEISE DER PROJEKTIONSMATRIX für das
Leitprogramm konzipiert worden. In Block 3 wurde dann das Umkehrproblem
betrachtet, wie Projektionsgeraden aus einer Projektionsmatrix rekonstruiert wer-
den können. Dazu sollte die wesentliche Fragestellung, einhergehend mit einer
Untersuchung der Struktur der nötigen linearen Gleichungssysteme, wieder im
Vortrag entwickelt werden. Daran anschließend war für die Schülerphase die Bear-
beitung eines Arbeitsblattes geplant, auf dem das Vektorprodukt und der „Ansatz
der Profis“ zur Berechnung der Projektionsgeraden durch einen Bildpunkt thema-
tisiert wurden. Der letzte Block des ersten Tages schließlich sah nur noch eigen-
ständige Experimentierphasen der TeilnehmerInnen mit MATLAB-Tools, angelei-
tet durch die (jetzigen) Arbeitsblätter 6 REKONSTRUKTION VON 3D-PUNKTEN AUS
ZWEI BILDERN und 7 BESTIMMUNG DER PROJEKTIONSMATRIX vor.
Für den ersten Block des zweiten Tages war nach einer Wiederholungsphase
eine MATLAB-Praxisphase zur Bestimmung der Fundamentalmatrix auf Grundla-
ge des Arbeitsblattes 8 BESTIMMUNG DER FUNDAMENTALMATRIX geplant, in deren
Anschluss die Fundamentalmatrix wiederum im Plenum geometrisch hergeleitet
und damit ein echter, anspruchsvoller Beweis durchgeführt werden sollte. Für die-
sen Block war aufgrund seines Umfangs de facto mehr Zeit als in der Ankündigung
angegeben eingeplant, da der zweite Block kürzer und eher theoretischer Natur
war. Er sollte die geometrischen Vereinfachungen in den Blick nehmen, die sich
beim Übergang auf Normalkameras einstellen. Der letzte Block sollte schließlich
die praktische Durchführung der Rekonstruktion des Aussichtsturm „Indemann“
aus zwei Fotografien mit MATLAB, so wie im Arbeitsblatt 9 REKONSTRUKTION EI-
NES 3D-MODELLS umfassen.
6.2 Ablauf
Im Verlauf des Workshop offenbarten sich die Stärken und Schwächen dieser Pla-
nung. Es stellte sich heraus, dass insbesondere gerade der erste Block zur Erar-
beitung der mathematischen Grundlagen wesentlich mehr Zeit benötigte als ge-
dacht. Hier galt es im Rahmen des Workshops natürlich auch, ein sehr heteroge-
nes Publikum abzuholen. Auf Nachfrage direkt zu Anfang gab ca. die Hälfte der
TeilnehmerInnen an, so gut wie keine Vorerfahrungen auf dem Gebiet der Vek-
torrechnung im Raum zu haben - dies betraf natürlich die jüngeren SchülerInnen
und Schüler. Deshalb wurde der Beschäftigung mit Vektoren mehr Aufmerksam-
keit und Zeit als geplant gewidmet, um auch die Arbeitsphase zum Thema Ma-
trizen gut vorzubereiten und zu entlasten. Die Arbeitsphase als solche verlief wie
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erwartet; der Umgang mit Matrizen fiel den SchülerInnen sogar wesentlich ein-
facher als vermutet. Herauszufinden, wie man Matrizen multipliziert, stellte hier
wie erwartet die größte Hürde dar. Waren das Prinzip und der Zusammenhang
zum Skalarprodukt jedoch erst einmal klar, so wurde der Weg, die Urbilder der
Matrixabbildung anhand eines linearen Gleichungssystems zu bestimmen, von
den TeilnehmerInnen schnell gefunden. Insgesamt dauerte der erste Block so eine
Stunde länger als geplant. Die verbleibende halbe Stunde bis zur Mittagszeit wur-
de dazu genutzt, kleinere lineare Gleichungssysteme per Hand an der Tafel bezie-
hungsweise auf dem Papier möglichst geschickt und unter Nutzung der erweiter-
ten Koeffizientenmatrix als effizientes Darstellungsmittel zu lösen. Hier bestand
durchaus Bedarf zur praktischen Übung.
Entsprechend „rutschte“ die Modellierung der Lochkamera sowie die Einfüh-
rung in die projektive Darstellung von Punkten in den dritten Block nach der Mit-
tagspause. Dieser dauerte auch eine viertel Stunde länger als geplant, was aller-
dings von vorherein im Rahmen des Möglichen lag, denn der Übergang auf die
projektive Denkweise war wie erwartet der schwerste gedankliche Schritt für die
SchülerInnen und Schüler. Hier wäre es schön gewesen, einige Zeit mehr zum tat-
sächlichen Gewöhnen an diese doch sehr ungewohnte Sichtweise und zum prak-
tischen Üben zu haben. Im vierten Block gelang die Rekonstruktion der Projek-
tionsgeraden inklusive der Bearbeitung des Arbeitsblattes, allerdings mit deutli-
chen Ermüdungserscheinungen bei einigen TeilnehmerInnen aufgrund des lan-
gen Tages und anspruchsvollen Themas.
Nach den Erfahrungen des ersten Tages wurde der Ablauf des zweiten ver-
schlankt und angepasst. Der Fokus wurde zunächst auf eine gründliche Wieder-
holung der Ideen des ersten Tages gelegt, wobei bewusst die Rückfragen und der
individuelle (Er-)Klärungsbedarf der SchülerInnen im Zentrum standen. Hierbei
zeigte sich, dass doch durchaus einiges „hängengeblieben“ war; gerade im Hin-
blick auf die projektive Denkweise war zu bemerken, dass diese den TeilnehmerIn-
nen nun im Tagesabstand deutlich besser zugänglich war, und sie sich nun auch
innerhalb dieses gedanklichen Gebäudes argumentativ gewandter bewegen und
konsistenter schlussfolgern konnten. Im Anschluss daran wurde die praktische
Rekonstruktion aus zwei Bildern in Angriff genommen. Die Schüler führten die
eigentlich für den ersten Tag geplante Rückprojektion von Bildpunkten unter Zu-
hilfenahme der Projektionsmatrizen durch, und konnten hierbei feststellen, dass
der Computer auch für falsch eingegebene Bildpunktpaare einen (notwendiger-
weise falschen) 3D-Punkt ermittelt. Dies erschien mit der Theoriebrille betrachtet
zunächst überraschend, denn das lineare homogene Gleichungssystem, auf dem
die Berechnung beruht, sollte in so einem Fall nur die Nullösung haben, also keine
als Punkt interpretierbare Lösungsmenge. Damit war man bei dem Problem an-
gelangt, dass das theoretisch entwickelte Gleichungssystem bei der Eingabe ech-
ter Bilddaten versagen muss, da diese (schon allein aus numerischen Gründen)
niemals zwei sich ideal in einem Punkt schneidende Projektionsgeraden definie-
ren. Es wurden daraufhin einfache Approximationsansätze diskutiert, wie sie auch
im Leitprogramm erscheinen. Die Existenz der Fundamentalmatrix wurde nicht
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mehr bewiesen, sondern nur noch eingeführt und in der MATLAB-Praxisphase
konzeptionell betrachtet. Anschließend wurde der Übergang auf Normalkameras
im Plenum erarbeitet, und zum Abschluss des Workshops schließlich in der letz-
ten MATLAB-Phase die Indemann-Rekonstruktion durchgeführt.
6.3 Resonanz
Im gesamten Verlauf des Workshops zeigten sich die TeilnehmerInnen enorm en-
gagiert und interessiert, und bewiesen großes Durchhaltevermögen. Dieser Ein-
druck wurde dadurch, dass bei den meisten gegen Ende des ersten Tages die Kon-
zentrationsfähigkeit merklich nachließ und einige inhaltlich nicht mehr folgen
konnten, nur verstärkt: Hierdurch wurde deutlich, dass durch die Kombination
von Länge, Intensität und Tiefe der thematischen Auseinandersetzung wirklich ei-
ne Belastungsgrenze erreicht war. Die SchülerInnen ließen sich hierdurch jedoch
keineswegs entmutigen, sondern starteten allesamt ebenso engagiert und opti-
mistisch in der zweiten Tag. Die Wiederholungs- und Fragephase wurde hier in-
tensiv in Anspruch genommen und von Schülerseite aktiv eingefordert. Insbeson-
dere das projektive Modell stand hierbei im Mittelpunkt des Interesses. Am Ende
dieser Phase wirkten die TeilnehmerInnen deutlich zufriedener und signalisierten
von sich aus, nun weitaus mehr als am Tag zuvor verstanden zu haben. Die übri-
gen, überwiegend praktischen Phasen verliefen daraufhin ohne größere Schwie-
rigkeiten. Insbesondere bei der Rekonstruktion des Indemanns bewiesen einige
Teams großen Ehrgeiz darin, einen möglichst „vollständigen“ Indemann mit vie-
len Eck- und Randpunkten zu rekonstruieren, was aus zwei Ansichten alleine, bei
denen viele Verdeckungen vorliegen, gar nicht so einfach ist.
Im Rahmen einer Abschlussbesprechung wurden die SchülerInnen um ihr Feed-
back, ihre Kritik und ihrer Anregungen gebeten. Das Thema wurde überwiegend
als schwierig, aber auch als lohnend eingestuft. Diese SchülerInnen gaben auch
an, ihrer Meinung nach viel gelernt zu haben, und sich nun unter angewandter
Mathematik beziehungsweise „Ingenieursmathematik“ eher etwas vorstellen zu
können. Vier TeilnehmerInnen meldeten explizit zurück, dass sie das Thema 3D-
Rekonstruktion an sich sehr interessant fanden. Einige TeilnehmerInnen der Jahr-
gangsstufen zehn und elf gaben jedoch die Rückmeldung, dass ihnen das Thema
zu schwer gefallen sei und sie nicht so gut folgen konnten. Insbesondere wurde
von diesen SchülerInnen bemängelt, dass das Tempo am ersten Tag zu schnell
und die Spannbreite an neuen Konzepten zu umfangreich gewesen sei. Gelobt
wurde hingegen das aus den Folien zusammengestellte Skript in Umfang und Dar-
stellung, und als sehr hilfreich zur Unterstützung des Lernprozesses eingestuft,
weil es in den Praxisphasen zum Nachschlagen zur Verfügung stand. Es wurde
der Wunsch nach mehr Rechenbeispielen und Übungsaufgaben in den ersten bei-
den thematischen Blöcken geäußert, besonders im Zusammenhang mit der prak-
tischen Anwendung des Gaußverfahrens bei linearen Gleichungssystemen, und
zum Umgang mit projektiven Punkten. Die praktische Bedienung der verwende-
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ten MATLAB-Tools wurde als „manchmal etwas sperrig“ bezeichnet, stellte aber
ansonsten kein Problem dar.
6.4 Erfahrungen und Konsequenzen
Die im Workshop gemachten Erfahrungen beeinflussten die Gestaltung des The-
mas als Leitprogramm. Zentral war hierbei insbesondere die Erkenntnis, dass die
Auseinandersetzung mit den grundlegenden Konzepten wie der praktischen Durch-
führung des Gauß-Algorithmus, Linearkombinationen und lineare Abhängigkeit
sowie den verwendeten Grundlagen der projektiven Geometrie größerer Aufmerk-
samkeit bedarf als angenommen, beziehungsweise als das im Rahmen des Work-
shops möglich war. Hier bestanden die größeren Verständnisschwierigkeiten. We-
nige Schwierigkeiten hatten die TeilnehmerInnen des Workshops hingegen mit
Matrizen und den darauf beruhenden linearen Abbildungen. Das Konzept, dass
die „Abbildung durch Matrixmultiplikation“ lineare Strukturen erhält, und des-
halb auch umgekehrt auf natürliche Weise zu einem linearen Gleichungssystem
führt, anhand dessen man die Urbilder der Abbildung bestimmen kann, erwies
sich als einprägsam. Insofern wurden Konzepte wie die Projektionsmatrix einer
Kamera und die Fundamentalmatrix recht schnell akzeptiert. Auch die struktu-
relle Untersuchung der Lösungsmenge linearer Gleichungssysteme stellte als sol-
che kein großes Problem dar, sobald klar war, worauf es hierbei ankommt, bezie-
hungsweise welche Rolle die „projektive Sichtweise“ hierbei spielte.
Im Kontext des Workshops kam es hierbei nicht unwesentlich darauf an, wie
sehr die SchülerInnen aufgrund ihrer heterogenen Vorerfahrungen überhaupt be-
reits mit grundlegend Konzepten wie Vektoren im Raum und linearen Gleichungs-
systemen vertraut waren. Da es sich überwiegend um überdurchschnittlich leis-
tungsfähige SchülerInnen handelte, waren diese zwar in der Lage, einige Lücken
im Vorwissen zu kompensieren. Trotzdem sollte bei einer zukünftigen Bearbei-
tung des Themas unbedingt beachtet werden, dass der anfängliche „Wissensab-
stand“ nicht zu groß ist, was sich demotivierend auswirken würde. Die Lernenden
sollten ein solides Grundlagenwissen der in Abschnitt 2.1.2 beschriebenen Berei-
che bereits mitbringen. Wichtig ist außerdem ein ausreichender zeitlicher Rah-
men, der genügend Raum zum „Setzen lassen“ der neuen Ideen bietet. Man könn-
te in dieser Hinsicht fragen, ob ein regelmäßiger Projektunterricht dem kompak-
ten Workshopformat nicht vorzuziehen wäre. Letzteres hat allerdings eben den
Vorteil, dass hier in konzentrierter und gebündelter Form an einem größerem Pro-
blem gearbeitet werden kann. Zudem lässt sich ein solches Format zum Beispiel
an der Schnittstelle von Schule und Universität von der praktischen Planung her
eher unterbringen. Hierfür sollten wenigstens zwei bis drei Tage zur Verfügung
stehen. Das Leitprogramm bietet nun auch die explizite Möglichkeit für einzelne
Lernende, sich beispielsweise im Rahmen einer Projektarbeit eigenverantwortlich
in die Anwendung einzuarbeiten. Hierbei müssten jedoch vermutlich mindestens
20-30 Schulstunden zur eigenständigen Bearbeitung der wichtigsten Bausteine
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veranschlagt werden.
Im Hinblick auf das Leitprogramm wurden einige inhaltliche und didaktische
Konsequenzen gezogen. Dazu gehört die Ausformung des ersten Kapitels als fle-
xibel nutzbares Vorbereitungskapitel, welches nun eine sehr ausführliche Einfüh-
rung in Lineare Gleichungssysteme bietet, aber auch eine Kurzversion zum „Auf-
frischen“ von Kenntnissen. Das Linearkombinationsspiel mit zugehörigem Arbeits-
blatt 2 LINARKOMBINATIONEN soll neben seiner Übungsfunktion auch Anlässe zur
Argumentation mit Linearkombinationen schaffen und diese so als Konzept ver-
tiefen. Auch zum Applet LINEARE ABBILDUNGEN wurde ein Arbeitsblatt konzipiert,
auf dem unter anderem frühzeitig die Eigenschaften der später so wichtigen schief-
symmetrischen Matrix Sx als einem ausgewählten Beispiel einer Abbildungsma-
trix unter die Lupe genommen werden. Hingegen wurde auf die Thematisierung
des Vektorproduktes nun vollständig verzichtet, und die Vorarbeit zur Anwendung
so um einen weiteren theoretischen Begriff entlastet. Natürlich bietet es sich an,
an das Vektorprodukt anzuknüpfen, falls es SchülerInnen bereits geläufig ist, hier-
zu besteht aber keine sachliche Notwendigkeit. Der Einführung von projektiven
Punkten wird nun auch mehr Raum gewidmet. Insbesondere ihre Motivation durch
Fluchtpunkte in perspektivischen Darstellungen und das GeoGebra-Applet BAHN-
SCHIENEN wurden dazu neu konzipiert. Es sind auch zwei verschiedene Zugänge
möglich: ein an der geometrischen Anschauung orientierter über die Einbettung
der projektiven Ebene in den Raum (wie im Workshop), und ein strukturell ori-
entierter über die Homogenisierung linearer Gleichungssysteme, der im Wesent-
lichen die Dualität von Punkten und Ebenen im projektiven Raum P3 ausnutzt.
Dieser letzte Zugang ist als Alternative nur für solche Lernende gedacht, die ger-
ne innerhalb der und mit algebraischen Strukturen arbeiten, ohne eine direkte
Verknüpfung zur Geometrie. Zu beiden Zugängen gehört außerdem das Arbeits-
blatt 4 HOMOGENE KOORDINATEN, welches es in zwei auf die Zugänge passenden
Varianten gibt und die Übertragung der projektiven Idee auf die Darstellung von
Geraden in der Ebene zum Gegenstand hat. Das Arbeitsblatt zur Rekonstrukti-
on der Projektionsgeraden wurde hingegen verworfen, und die Erarbeitung die-
ses Aspektes in den Haupttext integriert. An den GeoGebra-Applets wurden ei-
nige Fehler behoben, die sich bei der Anwendung im Workshop zeigten. An den
MATLAB-Tools wurden kleinere Verbesserungen im Hinblick auf Bedienerfreund-
lichkeit und Übersichtlichkeit vorgenommen; so werden nun beispielsweise un-
terschiedliche Bildpunktpaare durch unterschiedliche Farben gekennzeichnet. Da
ansonsten keine Schwierigkeiten im Umgang mit GeoGebra oder den MATLAB-
Tools auftraten und hierzu keine größere Einarbeitungszeit nötig erschien, wurde
an deren grundlegender Konzeption nichts verändert. Zusätzlich zum Hauptweg
durch das Leitprogramm (Weg A) wurden auch zwei verkürzte Varianten kenntlich
gemacht. Weg B entspricht hierbei in etwa der Variante, wie sie letztlich im Work-
shop beschritten wurde. Weg C dient als zusätzliche Kurzvariante, bei der nur das
Zwischenziel erreicht werden soll.
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7
Fazit und Ausblick
Das Ziel der Arbeit war, eine zentrale Fragestellung aus Photogrammetrie und Com-
puter Vision als authentisches Anwendungsproblem an der Schnittstelle von ana-
lytischer Geometrie und linearer Algebra im Sinne des genetischen Prinzips didak-
tisch zu erschließen; nämlich die Frage, wie und unter welchen Umständen sich
aus zwei Fotografien 3D-Punkte rekonstruieren lassen. Es wurde versucht, hierbei
einen Weg zu wählen, der für mathematisch interessierte SchülerInnen mit einem
entsprechenden Vorwissen auf diesem Gebiet gangbar ist.
Als Anknüpfungspunkt dienten Methoden aus der Praxis der Computer Visi-
on, die etwa seit den 1980er-Jahren gezielt weiterentwickelt wurden. Die grundle-
gende Idee hierbei ist, dass durch eine projektive Sichtweise auf Raum und Ebene
die Vermeidung von Fallunterscheidungen und die Nutzung linearer Abbildungen
zur Modellierung des wesentlichen Projektionsvorganges möglich wird - und da-
mit auch ein systematischer Rekonstruktionsansatz vorgezeichnet ist, der gut ma-
schinell implementierbar ist. In Form der Projektionsmatrix erhält man eine sehr
übersichtliche Darstellung einer Kamera im Raum, in der alle wesentlichen Infor-
mationen gespeichert sind. Durch das Lösen linearer Gleichungssysteme, durch
die die Rekonstruktion von Urbildern linearer Abbildungen leicht zu bewerkstel-
ligen ist, lassen sich ihr viele Informationen „entlocken“. Gleichzeitig lassen sich
mithilfe der algebraischen Beschreibung weitere Zusammenhänge herleiten und
aus der linearen Struktur Aussagen über das System treffen. Aus einer bekann-
ten Konstellation mit zwei Kameras ist die Rekonstruktion von 3D-Punkten mög-
lich. Hierbei markiert der Übergang auf reale Daten den natürlichen Anlass zur
Beschäftigung mit überbestimmten linearen Gleichungssystemen und möglichen
Approximationsstrategien. Auch hierbei erweist sich die Darstellung mithilfe von
Matrizen als sehr nützlich. Ebenso lässt sich das allgemeine geometrische Verhält-
nis zweier Kameras, die sich an unterschiedlichen Positionen im Raum befinden,
durch eine Matrix umfassend beschreiben - die Fundamentalmatrix. Der Rückgriff
auf die Essentialmatrix als ihrem historischen Vorläufer und damit auf ein verein-
fachtes Modell mit Normalkameras ist hierbei ein sinnvoller Schritt, der auch in in
der Praxis in bestimmten Situationen vorgenommen wird. Wiederum aufbauend
auf linearen Gleichungssystemen als wesentlichem Werkzeug gelingt so die Kon-
zeption eines einfachen Rekonstruktionstools, zu dessen Benutzung lediglich die
Brennweite des Kameraobjektivs bekannt sein muss.
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Die authentische Praxisanwendung war hierbei stets Anlass wie auch Reflek-
tionsgegenstand des durch das Leitprogramm initiierten Mathematisierungspro-
zesses. Elementare Ideen der linearen Algebra wurden aus einem klaren Anlass
heraus am konkreten Gegenstand entwickelt. In immer wieder parallel zum Fort-
schreiten der Lerneinheit eingebetteten praktischen Phasen wurden diese Kon-
zepte getestet und im Hinblick auf ihre technische Einsetzbarkeit hin angepasst.
Durch ihren praktischen Gebrauch erwies sich andererseits auch die Belastbarkeit
und der Nutzen der herausgebildeten mathematischen Ideen.
Beim Einsetzen des Materials im Rahmen des SchülerInnen-Workshops der
MINT-Schüleruniversität zeigte sich die grundsätzliche Durchführbarkeit und
Tragfähigkeit des Entwurfs. Die gemachten Erfahrungen flossen bereits in eini-
ge konzeptionelle Veränderungen des Aufbaus und der Gestaltung des Leitpro-
gramm ein. Nichtsdestotrotz böten sich weitere Aspekte zur lohnenswerten Ver-
tiefung, Ausarbeitung und Ergänzung an. Zum Einen betrifft dies Modellierung
und Computereinsatz. Man könnte Überlegungen dazu anstellen, wie sich die ein-
gesetzten Verfahren verfeinern und Ergebnisse verbessern lassen. Im Rahmen des
Leitprogramms wurde der Computer unter dem beschriebenen Black Box-/White
Box-Prinzip eingesetzt. Es wäre anstelle dessen denkbar, die SchülerInnen selbst
entsprechende Algorithmen programmieren zu lassen, was allerdings vermutlich
einer stärkeren Einbindung im Rahmen des Informatikunterrichtes bedürfte. Zum
Anderen ließen sich weitere fachliche Verbindungen ziehen. Hier böten sich einer-
seits eine Vertiefung in Richtung eines allgemeinen Vektorraum- und Basisbegrif-
fes an, der auch eine gründlichere Untersuchung affiner und projektiver Trans-
formationen des Raumes und der Ebene ermöglichen würde. Andererseits wären
die projektive Entzerrung eines Einzelbildes im Bezug auf eine Oberfläche, die Be-
trachtung von Stereobildern und die Mehrbildauswertung lohnenswerte Ansatz-
punkte für weitere Nachforschungen im Bereich der Anwendung. Der Zusammen-
hang von projektiver Geometrie und zentralprojektiven Abbildungen mit Quadri-
ken und Kegelschnitten als geometrischen Primitiven böte außerdem in mathe-
matischer Hinsicht ein sehr interessantes Erkundungsfeld.
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A
Herleitung der Rekonstruktionsformeln für
den Verschiebungsvektor t und die
Rotationsmatrix R aus E
Es soll an dieser Stelle gezeigt werden, dass aus der Bedingung
E = St ·R, E 6= 0ˆ, (A.1)
mithilfe der Gleichung
t · t T = 1
2
·Spur(E ·E T ) · I −EE T (A.2)
zwei Kandidaten für den Verschiebungsvektor t gefunden werden können, sowie
zu jedem t aus der Gleichung
R = 1|t |2 ·
((
Sc (2) · c(3) Sc (3) · c(1) Sc (1) · c(2)
)−St ·E) (A.3)
eine zugehörige Rotationsmatrix R, wobei c(1),c(2) und c(3) die Spalten der Matrix
E bezeichnen (vgl. auch 4.8.2.3, S. 383).
A.1 Herleitung von Gleichung (A.2)
Als Ausgangspunkt betrachte man die Matrix E ·E T . Da für die schiefsymmetrische
Matrix STt =−St gilt, erhält man mit (A.1):
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E ·E T = St ·R ·RT ·STt
= St · I ·STt
= −S2t
= −
 0 −t3 t2t3 0 −t1
−t2 t1 0
 ·
 0 −t3 t2t3 0 −t1
−t2 t1 0

=
t 23 + t 22 −t1t2 −t1t3−t2t1 t 21 + t 23 −t2t3
−t3t1 −t3t2 t 22 + t 21

=
|t |2 0 00 |t |2 0
0 0 |t |2
−
 t 21 t1t2 t1t3t2t1 t 22 t2t3
t3t1 t3t2 t 23

= |t |2 · I − t · t T .
(A.4)
Gleichung (A.4) lässt sich umstellen zu
t · t T = |t |2 · I −EE T . (A.5)
Außerdem gilt mit (A.4):
1
2 ·Spur(EE T ) = 12 ·Spur(−S2t )
= 12 ·Spur
t 23 + t 22 −t1t2 −t1t3−t2t1 t 21 + t 23 −t2t3
−t3t1 −t3t2 t 22 + t 21

= 12 ·2 · (t 21 + t 22 + t 23 )
= |t |2.
(A.6)
Einsetzen von (A.6) in (A.5) liefert also die gesuchte Gleichung (A.2):
t · t T = 1
2
·Spur(E ·E T ) · I −EE T .
Anzahl der Lösungen für t in Gleichung (A.2)
Warum lassen sich aus (A.2) nur zwei Lösungen für t bestimmen?
E 6= 0ˆ hat als echte Essentialmatrix Rang zwei. Ferner ist auch St 6= 0ˆ vom Rang
2, und t 6= 0ˆ.
• Betrachte die „obere Hälfte“ der symmetrischen Matrix
t · t T =
 t 21 t1t2 t1t3t2t1 t 22 t2t3
t3t1 t3t2 t 23

in (A.2). Da t 6= 0, sei o.B.d.A. t1 6= 0 (andernfalls wähle t2 6= 0 oder t3 6= 0).
Man erhält dann wegen
t 21 = a ⇔ t1 =±
p
a
482
für ein a > 0 zwei Lösungen für die Komponente t1. Anhand der obersten
Zeile der Matrix t · t T ist erkennbar, dass die Komponenten t2 und t3 dann
jeweils von t1 abhängig sind, und nicht mehr frei gewählt werden können.
Insgesamt erhält man also nur zwei Lösungen für t .
• Ferner gilt: Ist t (1) eine Lösung von (A.2), so ist t (2) =−t (1) die zweite Lösung.
Nach (A.4) gilt nämlich
E ·E T =−(St ) · (St )=−(−St ) · (−St )=−S2−t .
A.2 Bestätigung von Gleichung (A.3)
Der nun folgende Teil des Beweises ließe sich wesentlich aufgeräumter, kürzer und
mit weniger elementarem Rechenaufwand darstellen, wenn man einige Eigen-
schaften des Vektorproduktes (wie den Graßmannschen Entwicklungssatz) oder
von Determinanten als bekannt voraussetzt. Die interessierten LeserInnen seien
hierzu auf [Hor90], S. 5-6 beziehungsweise [Fau99], S. 249 ff. verwiesen.
Da wir aber versuchen wollen, auf möglichst wenige zusätzliche Ergebnisse
zurückzugreifen, wird hier zur Bestätigung von Gleichung (A.3) lediglich die fol-
gende Voraussetzung verwendet, die nicht weiter bewiesen wird:
Spalten einer 3×3-Drehmatrix R
Es sei R = ( r (1) r (2) r (3) ) ∈ R3×3 eine Matrix, die eine Drehung im Raum be-
schreibt. Dann stehen die Spaltenvektoren r (1),r (2),r (3) alle senkrecht aufeinan-
der, haben die Länge 1, und bilden ein Rechtssystem, d.h. es gilt:
Sr (1) · r (2) = r (3), Sr (2) · r (3) = r (1) und Sr (3) · r (1) = r (2). (A.7)
Die einzelnen Einträge von R seien kanonisch bezeichnet durch
R = ( r (1) r (2) r (3) )=
r11 r12 r13r21 r22 r23
r31 r32 r33
 .
Ausgangspunkt:
Man betrachte Gleichung (A.1). Mit Gleichung (A.4) gilt ferner
St ·E = S2t ·R =
(A.4)
(t t T −|t |2 · I ) ·R = t t T ·R−|t |2 ·R, (A.8)
was sich umstellen lässt zu
|t |2 ·R = t t T ·R−St ·E . (A.9)
Vergleicht man (A.9) mit (A.3), so erkennt man, dass nur noch zu zeigen ist,
dass
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t t T ·R = ( Sc (2) · c(3) Sc (3) · c(1) Sc (1) · c(2) ) (A.10)
gilt.
Linke Seite:
Man rechne zunächst die linke Seite von (A.10) aus.
t t T R
= t t T ( r (1) r (2) r (3) )
= t ( r (1)t r (2)t r (3)t )︸ ︷︷ ︸
∈R1×3
= ( r (1)t t r (2)t t r (3)t t )
=
(A.7)
(
Sr (2) r
(3)t t Sr (3) r
(1)t t Sr (1) r
(2)t t
)
=
  0 −r32 r22r32 0 −r12
−r22 r12 0
r13r23
r33
 t t
 0 −r33 r23r33 0 −r13
−r23 r13 0
r11r21
r31
 t t
 0 −r31 r21r31 0 −r11
−r21 r11 0
r12r22
r32
 t t

=
 −r32r23+ r22r33r32r13− r12r33
−r22r13+ r12r23
 t t
−r33r21+ r23r31r33r11− r13r31
−r23r11+ r13r21
 t t
−r31r22+ r21r32r31r12− r11r32
−r21r12+ r11r22
 t t
 .
(A.11)
Rechte Seite:
Die rechte Seite von (A.10) muss zunächst umgeformt werden. Aus (A.1) folgt
E = St ·R =
(
St · r (1) St · r (2) St · r (3)
)= ( c(1) c(2) c(3) ) ,
also kann man mit t =
t1t2
t3
wie folgt die Gleichheit zu (A.11) zeigen:
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(
Sc(2) · c(3) Sc(3) · c(1) Sc(1) · c(2)
)
= ( SSt ·r (2) ·St · r (3) SSt ·r (3) ·St · r (1) SSt ·r (1) ·St · r (2) )
=
 SSt ·r (2) ·
−t3r23+ t2r33t3r13− t1r33
−t2r13+ t1r23
 SSt ·r (3) ·
−t3r21+ t2r31t3r11− t1r31
−t2r11+ t1r21
 SSt ·r (1) ·
−t3r22+ t2r32t3r12− t1r32
−t2r12+ t1r22
 
=

 0 t2r12− t1r22 t3r12− t1r32−t2r12+ t1r22 0 t3r22− t2r32
−t3r12+ t1r32 −t3r22+ t2r32 0
 ·
−t3r23+ t2r33t3r13− t1r33
−t2r13+ t1r23

 0 t2r13− t1r23 t3r13− t1r33−t2r13+ t1r23 0 t3r23− t2r33
−t3r13+ t1r33 −t3r23+ t2r33 0
 ·
−t3r21+ t2r31t3r11− t1r31
−t2r11+ t1r21

 0 t2r11− t1r21 t3r11− t1r31−t2r11+ t1r21 0 t3r21− t2r31
−t3r11+ t1r31 −t3r21+ t2r31 0
 ·
−t3r22+ t2r32t3r12− t1r32
−t2r12+ t1r22
 
=

 (t2r12− t1r22)(t3r13− t1r33)+ (t3r12− t1r32)(−t2r13+ t1r23)(−t2r12+ t1r22)(−t3r23+ t2r33)+ (t3r22− t2r32)(−t2r13+ t1r23)
(−t3r12+ t1r32)(−t3r23+ t2r33)+ (−t3r22+ t2r32)(t3r13− t1r33)

 (t2r13− t1r23)(t3r11− t1r31)+ (t3r13− t1r33)(−t2r11+ t1r21)(−t2r13+ t1r23)(−t3r21+ t2r31)+ (t3r23− t2r33)(−t2r11+ t1r21)
(−t3r13+ t1r33)(−t3r21+ t2r31)+ (−t3r23+ t2r33)(t3r11− t1r31)

 (t2r11− t1r21)(t3r12− t1r32)+ (t3r11− t1r31)(−t2r12+ t1r22)(−t2r11+ t1r21)(−t3r22+ t2r32)+ (t3r21− t2r31)(−t2r12+ t1r22)
(−t3r11+ t1r31)(−t3r22+ t2r32)+ (−t3r21+ t2r31)(t3r12− t1r32)
 
=

((((hhhht2t3r12r13− t2t1r12r33− t1t3r22r13+ t 21 r22r33−((((hhhht3t2r12r13+ t3t1r12r23+ t1t2r32r13− t 21 r32r23t2t3r12r23− t 22 r12r33−((((hhhht1t3r22r23+ t1t2r22r33− t3t2r22r13+((((hhhht3t1r22r23+ t 22 r32r13− t2t1r32r23
t 23 r12r23− t3t2r12r33− t1t3r32r23+((((hhhht1t2r32r33− t 23 r22r13+ t3t1r22r33+ t2t3r32r13−((((hhhht2t1r32r33

((((hhhht2t3r13r11− t2t1r13r31− t1t3r23r11+ t 21 r23r31−((((hhhht3t2r13r11+ t3t1r13r21+ t1t2r33r11− t 21 r33r21t2t3r13r21− t 22 r13r31−((((hhhht1t3r23r21+ t1t2r23r31− t3t2r23r11+((((hhhht3t1r23r21+ t 22 r33r11− t2t1r33r21
t 23 r13r21− t3t2r13r31− t1t3r33r21+((((hhhht1t2r33r31− t 23 r23r11+ t3t1r23r31+ t2t3r33r11−((((hhhht2t1r33r31

((((hhhht2t3r11r12− t2t1r11r32− t1t3r21r12+ t 21 r21r32−((((hhhht3t2r11r12+ t3t1r11r22+ t1t2r31r12− t 21 r31r22t2t3r11r22− t 22 r11r32−((((hhhht1t3r21r22+ t1t2r21r32− t3t2r21r12+((((hhhht3t1r21r22+ t 22 r31r12− t2t1r31r22
t 23 r11r22− t3t2r11r32− t1t3r31r22+((((hhhht1t2r31r32− t 23 r21r12+ t3t1r21r32+ t2t3r31r12−((((hhhht2t1r31r32
 
=

−t2r12r33− t3r22r13+ t1r22r33+ t3r12r23+ t2r32r13− t1r32r23t3r12r23− t2r12r33+ t1r22r33− t3r22r13+ t2r32r13− t1r32r23
t3r12r23− t2r12r33− t1r32r23− t3r22r13+ t1r22r33+ t2r32r13
 · t
−t2r13r31− t3r23r11+ t1r23r31+ t3r13r21+ t2r33r11− t1r33r21t3r13r21− t2r13r31+ t1r23r31− t3r23r11+ t2r33r11− t1r33r21
t3r13r21− t2r13r31− t1r33r21− t3r23r11+ t1r23r31+ t2r33r11
 · t
−t2r11r32− t3r21r12+ t1r21r32+ t3r11r22+ t2r31r12− t1r31r22t3r11r22− t2r11r32+ t1r21r32− t3r21r12+ t2r31r12− t1r31r22
t3r11r22− t2r11r32− t1r31r22− t3r21r12+ t1r21r32+ t2r31r12
 · t

=
 −r32r23+ r22r33r32r13− r12r33
−r22r13+ r12r23
 t t
−r33r21+ r23r31r33r11− r13r31
−r23r11+ r13r21
 t t
−r31r22+ r21r32r31r12− r11r32
−r21r12+ r11r22
 t t
 .
(A.12)
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B
Technische Hinweise
B.1 Was ist die „Pixeleinheit“, und wozu wird sie
benötigt?
MATLAB liest eine Bilddatei als Bildmatrix ein, deren Ausmaße natürlicherweise durch die
Größe der Datei in Pixeln bestimmt werden. Beträgt die Bildgröße beispielsweise 720 x 400
Pixel, so wird das Bild von MATLABals eine entsprechende Matrix mit 288000 Einträgen
interpretiert. Das so vorgegebene Pixelkoodinatensystem hat seinen Koordinatenursprung
in der linken oberen Ecke des Bildes. Die x1-Achse zeigt nach rechts, und die x2Achse nach
unten.1
In den theoretischen Überlegungen des Leitprogramms hingegen geht man norma-
lerweise davon aus, dass der Ursprung des Bildkoordinatensystems (BKS) ungefähr in der
Mitte des Bildes liegt. Ferner unterstellt das Modell ein rechtshändiges Kamerakoordina-
tensystem (KKS), bei dem die x3-Achse nach vorne zeigt („Blickrichtung“ der Kamera),
die x2-Achse somit nach oben, und die x1-Achse nach links. Diese Orientierungen der x1-
und x2-Achsen übertragen sich auf das Bildkoordinatensystem, so dass sie genau entge-
gensetzt zu denen im Pixelkoordinatensystem sind, vgl. Abb. (4.24). Dies macht es für die
praktische Arbeit mit den MATLAB-Tools nötig, dass die Achsen des Bildkoordinatensys-
tems entsprechend umgedreht und außerdem verschoben werden.
Die Umrechnung der eingelesenen Pixelkoordinaten in „passende“ andere Bildkoor-
dinaten erfolgt regelmäßig in den Programmcode-Zeilen
upos(1)=(-pos(1)+sAx/2)/fak
upos(2)=(-pos(2)+sAy/2)/fak
Hierbei bezeichen pos(1)und pos(2)die alten und upos(1)und upos(2)die neuen
Bildkoordinaten x1 und x2. Die Größen sAx und sAy entsprechen den Anzahlen der Pixel
in x1-Richtung („pro Zeile“) und x2-Richtung („pro Spalte“) der Bildmatrix:
• Durch die Terme (-pos(1)+sAx/2) beziehungsweise (-pos(2)+sAy/2) wird die
Orientierung von x1- und x2-Achse umgekehrt und der Koordinatenursprung in die
Mitte des Bildes verschoben.
• Durch den Divisor fak kann außerdem die Skalierung des Bildkoordinatensystems
verändert werden. Hierbei gibt fak an, wie viele Pixel im ursprünglichen Pixelkoor-
dinatensystem einer Einheit im neuen Bildkoordinatensystem entsprechen sollen.
1Vgl. http://de.mathworks.com/help/images/image-coordinate-systems.html, wo
auch eine entsprechende Skizze zu finden ist.
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Eine solche Skalierung des Bildkoordinatensystems wird bei den MATLAB-Tools OB-
JEKTAUSBILDERZEUGEN, KAMERAMATRIXBESTIMMEN_POV, FUNDAMENTALMATRIXBERECH-
NEN und REKONSTRUKTIONMITFUNDAMENTALMATRIX vorgenommen. Bei dreien von ih-
nen muss fak auf die Frage
„Wie viele Pixel entsprechen einer Einheit im Bild?“
hin als Zahl eingegeben werden, bei KAMERAMATRIXBESTIMMEN_POV ist er bereits in den
Programmcode eingebaut. Wozu jedoch ist diese Skalierung der eingegebenen Bildko-
ordinaten zusätzlich notwendig? Im Folgenden wird dies separat für die einzelnen Tools
ausgeführt, denn ihr kommt darin teilweise unterschiedliche Bedeutung zu.
Tool ObjektAusBildErzeugen
Mit dem Tool OBJEKTAUSBILDERZEUGEN werden aus zwei computergenerierten Bildern,
zu denen die Projektionsmatrizen bekannt sind, 3D-Punkte rekonstruiert. Die Bilder wur-
den mit dem Raytracer POV-Ray erstellt und in einer Größe von 720x400 Pixeln gerendert.
In POV-Ray wird eine Kamera im Bezug zum internen Raumkoordinatensystem durch die
Parameter location, right, up und direction festgelegt2, siehe Abb. B.1.
Die Höhe des Bildes wird also durch den up-Vektor und die Breite des Bildes durch den
right-Vektor bestimmt. Der Öffnungswinkel α der Kamera, bezogen auf das horizonta-
le Blickfeld, berechnet sich aus dem Verhältnis von direction-Vektor zu right-Vektor
gemäß des Zusammenhangs3
tan
(α
2
)
=
1
2 · |right-Vektor|
|direction-Vektor| . (B.1)
Für das Arbeitsblatt 6 REKONSTRUKTION VON 3D-PUNKTEN AUS ZWEI BILDERN wur-
den mit POV-Ray zwei Bilder erstellt, die bezogen auf das interne Raumkoordinatensystem
mit Normalkameras gemacht wurden, d.h.
• die Länge des direction-Vektors betrug 1 LE,
2Vgl. POV-Ray Dokumentation, Reference Section zu Version 3.7.0, Abschnitt 3.4.2.1 Placing the
Camera unter http://www.povray.org/documentation/3.7.0/r3_4.html#r3_4_2.
3Vgl. POV-Ray Dokumentation, Reference Section zu Version 3.7.0, Abschnitt 3.4.2.1.3 Angles
unter http://www.povray.org/documentation/3.7.0/r3_4.html#r3_4_2.
Abb. B.1 Kamera im 16:9-Format in POV-Ray
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• die Länge des up-Vektors (also die Bildhöhe) betrug 1 LE.
• die Länge des right-Vektors (also die Bildbreite) betrug 1.8 LE,
• der Öffnungswinkel der Kamera betrug also in etwa α≈ 84◦.
Durch das Rendern wird das eigentliche Kamerabild in die entsprechende Zielbildgrö-
ße in Pixeln umgerechnet (hier 720x400 Pixel). Die damit einhergehende Skalierung des
Bildkoordinatensystems muss vor dem Rekonstruktionsprozess wieder rückgängig gemacht
werden, damit die ursprünglich zur Konstruktion der Szene verwendeten Projektionsma-
trizen, die sich ja auf das interne POV-Ray-Raumkoordinatensystem beziehen, auch zur
Rekonstruktion verwendet werden können. Die konkret einzugebende „Pixeleinheit“ ist
hier fak=400, denn
Bildhöhe in Pixellängen
Bildhöhe original
= 400
1
= 400= 720
1.8
= Bildbreite in Pixellängen
Bildbreite original
.
Bei Verwendung anderer Bilder mit dem Tool könnte sie entsprechend angepasst werden.
Tool KameramatrixBestimmen_POV
Das Bild ’Klotz.png’ wurde ebenfalls mit POV-Ray in einer Größe von 720x400 Pixeln ge-
rendert. Im MATLAB-Tool KAMERAMATRIXBESTIMMEN_POV wurde im Code die Pixelein-
heit fak=28.35 festgelegt, die aber nach Belieben verändert werden kann. Diese Fest-
legung eines Skalierungsfaktors ist hier keine Notwendigkeit, sondern (bis auf untenste-
hende Überlegungen) willkürlich, da die tatsächlichen Werte der berechneten Projekti-
onsmatrix im Rahmen des Arbeitsblattes 7 BESTIMMUNG DER PROJEKTIONSMATRIX nicht
weiter untersucht oder anderweitig verwendet werden. Das Raumkoordinatensystem für
das Klötzchen soll überdies von den Lernenden ohnehin beliebig gewählt werden können.
Es erschien trotzdem wünschenswert, dass Raumkoordinatensystem und Bildkoordi-
natensystem hier ähnliche Größenordnungen aufweisen. Da es nahe liegt, das reale Holz-
klötzchen in der Einheit cm zu vermessen, soll das Tool den ungefähren Eindruck ver-
mitteln, dass auch das computergenerierte „Foto“ des Klötzchens von MATLAB „wie in
cm“ vermessen wird - so, als ob man das Bild physisch ausdruckt, und das Lineal daran
anlegt. Hierbei hängt natürlich die tatsächliche Druckgröße von der beim Druck verwen-
deten Punktdichte ab. Es wurde hier von einer sehr kleinen standardmäßigen Punktdichte
von 72 ppi (pixel per inch) ausgegangen, bei der das physisch ausgedruckte Bild genau 10
inches beziehungsweise ungefähr 25.4 cm breit und ungefähr 5.6 inches beziehungswei-
se 14.1 cm hoch wäre. Der Faktor 28.35 Pixel pro cm beschreibt dann die Punktdichte als
Verhältnis der Bildschirmdiagonalen zueinander.
Tool FundamentalmatrixBerechnen
Wie im Tool OBJEKTAUSBILDERZEUGEN wurden hier die Bilder der Raumszenen mit dem
Raytracer POV-Ray erstellt und in einer Größe von 720x400 Pixeln gerendert. Die „idea-
le“ Fundamentalmatrix, mit der die Lernenden auf dem Arbeitsblatt 8 BESTIMMUNG DER
FUNDAMENTALMATRIX ihre Messwerte vergleichen sollen, beruht auf einer direkten Be-
stimmung aus den Projektionsmatrizen der beiden Bilder, die sich auf das interne POV-
Ray Raumkoordinatensystem beziehen. Auch hier muss also die Skalierung des Bildko-
ordinatensystems um den Faktor fak=400 wieder rückgängig gemacht werden, um über-
haupt mit der „idealen“ Fundamentalmatrix vergleichbare eigene Berechnungsergebnis-
se zu erhalten.
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Tool RekonstruktionMitFundamentalmatrix
Das Rekonstruktionstool REKONSTRUKTIONMITFUNDAMENTALMATRIX basiert auf der im
Modell getroffenen vereinfachenden Annahme, dass die verwendeten Fotos mit einer Nor-
malkamera gemacht wurden. Professionelle AnwenderInnen würden dies erreichen, in-
dem sie die Kamera kalibrieren, und die erhobenen Bilddaten mithilfe einer entsprechen-
den Kalibrierungsmatrix K normalisieren (vgl. Abschnitt 2.2.4.2). Für das vorliegende Pro-
jekt sollen jedoch die zusätzlichen Informationen, die in die Rekonstruktion einfließen,
möglichst gering und leicht ermittelbar gehalten werden. Die Funktionsweise des Tools
mit den zur Verfügung gestellten Fotografien gründet sich somit auf die folgenden heuris-
tischen Abschätzungen:
1. Wenn die Gegenstandsweite g des Objektes auf den beiden Bildern im Verhältnis
zur Brennweite f¯ der Linse ziemlich groß ist, lässt sich aufgrund der Abbildungs-
gleichung (vgl. zum Beispiel [Kra00], S. 58)
1
f¯
= 1
f
+ 1
g
für dünne Linse annehmen, dass die Bildweite f des Objektes, wie sie im Lochka-
meramodell definiert ist, ungefähr der Brennweite f¯ des Linsensystems der Kamera
entspricht:
f = f¯ · g
g − f¯ ≈ f¯ , falls
g
f¯
sehr groß.
Damit hat man aus der Angabe zur Brennweite des Linsensystems, mit dem die
Fotos gemacht wurden, indirekt eine Angabe zur Bildweite.
2. In den Metadaten (EXIF-Daten) der Fotografien finden sich die folgenden Informa-
tionen:
• Größe der Bilder: 1365x2048 Pixel
• Brennweite: 40mm
Die Bilddiagonale, die bei einer Normalkamera ungefähr der Bildweite (also hier
der Brennweite) entsprechen sollte, beträgt mithin ungefähr 2461.2 Pixellängen. Ei-
ne Division durch die Brennweite von 4cm ergibt also eine Pixeleinheit von ca. 615
Pixeln pro cm.
3. Alternativ könnte man für eine Abschätzung beispielsweise auch die folgenden Ver-
gleichsparameter aus den Metadaten der Kamera zusätzlich zur Größe der Bilder
heranziehen:
• Größe des CMOS-Sensors: 23.5mm x 15.7mm
• FocalLengthIn35mmFilm: 61mm
Das Vergleichskriterium „FocalLengthIn35mmFilm“ kann als Möglichkeit genutzt
werden, um die Verbindung zum klassischen Kleinbildformat („35mmFilm“) her-
zustellen. Ein Kleinbild hat das Format 24mm x 36mm und damit eine Bilddiagona-
le von etwa 43.27mm. Der Bildsensor hingegen hat eine Bilddiagonale von ungefähr
28.3mm. Skaliert man also die Bilddiagonale in Pixeln mit dem Faktor 43.2728.3 ≈ 1.53,
und dividiert sie durch den angegebenen Brennweitenlänge für das Kleinbildfor-
mat, erhält man die Pixeleinheit 1.53·2461.26.1 ≈ 617 Pixel pro cm.
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Auf dem Arbeitsblatt 9 REKONSTRUKTION EINES 3D-MODELLS wurde mithin zur Ein-
gabe in das Tool REKONSTRUKTIONMITFUNDAMENTALMATRIX die Pixeleinheit von 615 Pi-
xeln pro cm veranschlagt.
B.2 Berechnung der Fundamentalmatrix:
Beschreibung des grundlegenden Algorithmus und
der in den Matlab-Tools verwendeten Varianten
B.2.1 Der „klassische“ normalisierte 8-Punkt-Algorithmus
Gesucht sei eine Fundamentalmatrix F 6= 0ˆ mit
x ′′(k)T ·F · x ′(k) = 0 für alle Bildpunktpaare (x ′(k), x ′′(k)), k > 8.
Es folgt eine kurze Darstellung des „klassischen“, sogenannten normalisierten 8-Punkte-
Algorithmus zur Bestimmung von F aus zwei Kamerabildern, der auf Longuet-Higgins
zurückgeht, und der in einer modernen Fassung beispielsweise bei Hartley/Zisserman
([HZ03], S. 279 ff. und [Har97]) zu finden ist. Er besteht im Wesentlichen aus vier Schritten,
die im Folgenden näher erläutert werden:
1. Normalisierung der Koordinaten der zugeordneten Bildpunktpaare durch „Isotro-
pic Scaling“
2. Bestimmung der Fundamentalmatrix Fˆ über ein lineares Gleichungssystem
3. Ersetze Fˆ durch eine Matrix F¯ vom Rang zwei, die die sogenannte Frobenius-Norm
‖F¯ − Fˆ‖F r ob minimiert.
4. Denormalisierung durch Bestimmung der aus F¯ resultierenden Fundamentalma-
trix F , die die Korrespondenz der originalen Bildpunktpaare beschreibt
An diesem grundlegenden Algorithmus orientiert sich die Wirkungsweise der MAT-
LAB-Tools, bei denen eine Fundamental- oder Essentialmatrix berechnet wird. Deshalb
soll zunächst skizziert werden, was diese Schritte im Einzelnen bedeuten, und warum sie
nötig sind. Im Anschluss daran wird beschrieben, inwiefern und warum einzelne Tools
gegebenenfalls von diesem grundlegenden Algorithmus abweichen.
B.2.1.1 Schritt 1: Normalisierung durch „Isotropic Scaling“
Hartley/Zisserman nennen einen schwerwiegenden Grund ([HZ03], S. 107 und [Har97],
S. 584-585), warum es in der Praxis zur Bestimmung der Fundamentalmatrix von elemen-
tarer Wichtigkeit ist, die gemessenen Bildkoordinaten aller identifizierten Bildpunktpaare
zunächst zu normalisieren: Die Bestimmung von F über ein lineares Gleichungssystem
liefert Ergebnisse, die qualitativ von der Wahl des zugrunde liegenden Bildkoordinatensys-
tems abhängen. Das bedeutet, dass der angewendete Least-Square-Algorithmus nicht in-
variant gegenüber Ähnlichkeitstransformationen des Bildkoordinatensystems sind. Wählt
man also (was man de facto immer tut) ein willkürliches Bildkoordinatensystem, um dar-
in die Bildpunkte zu vermessen, so ist auch das Ergebnis für F einigermaßen willkürlich:
Bei Wahl anderer Koordinatenachsen oder eines anderen Ursprungs könnte man eine we-
sentlich andere Matrix F erhalten. Es ist daher nötig, die Koordinaten der Bildpunkte so
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zu normalisieren, beziehungsweise das Koordinatensystem der Bildpunkte so zu wählen,
dass es einem festen, „standardisierten“ Rahmen entspricht.
Dies gibt Anlaß zu der Frage, wie ein solches Koordinatensystem günstigerweise zu
wählen wäre. Als Anhaltspunkt dienen hier Untersuchungen zur Kondition des Linearen
Gleichungssystems, das zur Bestimmung von F zu lösen ist. Unter Kondition versteht man
hierbei den Grad der Abhängigkeit der Lösung von einer Störung der Eingangsdaten: Ge-
wünscht ist natürlich eine Lösung, bei der nicht mit einer großen Verstärkung des Effektes
von Eingangsfehlern zu rechnen ist. Im Falle eines überbestimmten inhomogenen linea-
ren Gleichungssystems der Form
A · x = b, A ∈Rm×n , x ∈Rn , b ∈Rm mit m > n,
liefert das inhomogene LGS
AT · A · yˆ = AT ·b
als „Ersatzproblem“ eine eindeutige Lösung yˆ , die die beste Approximation von x im
Sinne einer Minimierung des euklidischen Fehlers |A · yˆ − b| ist. Die Kondition des LGS
hängt somit von der sogenannten Kondition der Matrix AT A ab. Hierzu gibt es nun Eigen-
wertanalysen (vgl. [Har97], S. 582-583), die zeigen, dass AT A eine gute Kondition aufweist,
wenn
• der Koordinatenursprung des Koordinatensystems gerade im Schwerpunkt der Punkt-
wolke der Eingangsdaten liegt und
• die drei Koordinaten x1, x2, x3 der homogenen Punkte [x] =
x1x2
x3
 ∈ P2, die die
Eingangsdaten des LGS darstellen, im Durchschnitt ungefähr die gleiche Größe auf-
weisen. Dies bedeutet, dass die euklidischen gemessenen Bilddaten x˜ =
(
x˜1
x˜2
)
im
Durchschnitt die Distanz |x˜| = p1+1 = p2 zum Koordinatenurspung haben soll-
ten, da x3 = 1 vorauszusetzen ist.
Insgesamt führen diese beiden Forderungen zu einem auch als Isotropic Scaling bezeich-
neten Normalisierungsverfahren, dessen Anwendung auf alle Eingangsbilddaten in der
Literatur empfohlen wird ([Har97], S. 583-584). Hierbei wird einzeln für jedes Bild eine
Zentrierung und Skalierung der Bildpunktwolken x ′(k) und x ′′(k), k > 8, vorgenommen.
Isotropic Scaling: Bestimme
y ′′(k) = T ′′ ·x ′′(k) und y ′(k) = T ′ ·x ′(k) mit den invertierbaren Transformationsmatrizen
T ′′ =
1 0 −µx˜′′10 1 −µx˜′′2
0 0 d
′′p
2
 und T ′ =
1 0 −µx˜′10 1 −µx˜′2
0 0 d
′p
2
 , wobei
µx˜′′ =
(
µx˜′′1
µx˜′′2
)
=
(
1
k
∑
k x˜
′′(k)
1
1
k
∑
k x˜
′′(k)
2
)
und µx˜′ =
(
µx˜′1
µx˜′2
)
=
(
1
k
∑
k x˜
′(k)
1
1
k
∑
k x˜
′(k)
2
)
die geometrischen Schwerpunkte der euklidisch normierten Bildpunkte x˜ ′′(k) beziehungs-
weise x˜ ′(k) sind und
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d ′′ = 1
k
∑
k
|x˜ ′′(k)−µx˜′′ | und d ′ =
1
k
∑
k
|x˜ ′(k)−µx˜′ |
die durchschnittlichen Distanzen der euklidisch normierten Bildpunkte x˜ ′′(k) bezie-
hungsweise x˜ ′(k) zum jeweiligen Schwerpunkt. Gesucht ist dann im zweiten Schritt die
Matrix Fˆ 6= 0 mit
y ′′(k)T ·T ′′(−1)T ·F ·T ′(−1)︸ ︷︷ ︸
=:Fˆ
·y ′(k) = 0 für alle normalisierten Bildpunktpaare (y ′(k), y ′′(k)).
Bei diesem Normalisierungsverfahren handelt es sich um ein heuristisches Verfahren.
Es ist ein Weg, um eine schlechte Kondition des entstehenden linearen Gleichungssystems
nach Möglichkeit zu vermeiden, aber er beruht auf Erfahrungen und ist beleibe keine kei-
ne „Patentlösung“ für alle Situationen, die entstehen können. Auch die Fachwelt ist auf
solche Heuristiken angewiesen:
The procedures for orienting cameras and reconstructing the geometry of
an object depend on which knowledge about the camera and the object is
available in order to obtain optimal results in a statistical sense, and to treat
automatic procedures handling random and gross errors. No unifying solu-
tion for theses problems exists. ([FWP+04], S. 763)
B.2.1.2 Schritt 2: Bestimmung der Matrix Fˆ durch LGS
Definiert man Fˆ als
Fˆ =
 f11 f12 f13f21 f22 f23
f31 f32 f33
 ,
dann berechnet man für ein normalisiertes Bildpunktpaar (y ′, y ′′):
y ′′T · Fˆ · y ′ = 0
⇔ (y ′′1 y ′′2 y ′′3 ) ·
 f11 f12 f13f21 f22 f23
f31 f32 f33
 ·
y ′1y ′2
y ′3
 = 0
⇔ y ′′1 y ′1 f11+y ′′1 y ′2 f12+y ′′1 y ′3 f13+y ′′2 y ′1 f21+y ′′2 y ′2 f22+y ′′2 y ′3 f23+y ′′3 y ′1 f31+y ′′3 y ′2 f32+y ′′3 y ′3 f33 = 0.
(B.2)
Daraus ist ersichtlich, dass sich aus k Punktpaaren ein für k > 8 überbestimmtes LGS der
Form
(
M
0 . . . 0 1
)
· ( fˆ )︸ ︷︷ ︸

y ′(1)1 y
′′(1)
1 y
′(1)
1 y
′′(1)
2 y
′(1)
1 y
′′(1)
3 y
′(1)
2 y
′′(1)
1 y
′(1)
2 y
′′(1)
2 y
′(1)
2 y
′′(1)
3 y
′(1)
3 y
′′(1)
1 y
′(1)
3 y
′′(1)
2 y
′(1)
3 y
′′(1)
3
y ′(2)1 y
′′(2)
1 y
′(2)
1 y
′′(2)
2 y
′(2)
1 y
′′(2)
3 y
′(2)
2 y
′′(2)
1 y
′(2)
2 y
′′(2)
2 y
′(2)
2 y
′′(2)
3 y
′(2)
3 y
′′(2)
1 y
′(2)
3 y
′′(2)
2 y
′(2)
3 y
′′(2)
3
...
...
...
...
...
...
...
...
...
y ′(k)1 y
′′(k)
1 y
′(k)
1 y
′′(k)
2 y
′(k)
1 y
′′(k)
3 y
′(k)
2 y
′′(k)
1 y
′(k)
2 y
′′(k)
2 y
′(k)
2 y
′′(k)
3 y
′(k)
3 y
′′(k)
1 y
′(k)
3 y
′′(k)
2 y
′(k)
3 y
′′(k)
3
0 . . . . . . . . . . . . . . . . . . 0 1


f11
f21
f31
f12
f22
f32
f13
f23
f33

=
(
0ˆ
1
)
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aufstellen lässt, aus dem man eine approximative „Kleinste-Quadrat-Lösung“
für fˆ bestimmen kann. Für den Fall, dass der Wert von f33 sehr nahe bei Null liegt,
wird iterativ durchgeprüft, ob die Normierung auf einen anderen Eintrag von fˆ
günstiger ausfällt. Aus den Einträgen von fˆ wird die Matrix Fˆ zusammengesetzt.
B.2.1.3 Schritt 3: Bestimmung einer besten Approximation F¯ der
Matrix Fˆ mit Rang F¯ = 2
Eine echte 3× 3-Fundamentalmatrix hat Rang 2 (vgl. auch Abschnitt 2.2.6.2 und
beispielsweise [HZ03], S. 243 und 280). Im Regelfall wird jedoch die aus echten
Daten gewonnene Matrix Fˆ vollen Rang - also Rang 3 - haben. Es gilt also, sie im
Sinne einer besten Approximation durch eine entsprechende Matrix F¯ zu erset-
zen, die eben jene Nebenbedingung erfüllt, aber möglichst wenig von der berech-
neten Matrix Fˆ abweicht. Wie lässt sich diese Forderung nach einer minimalen Ab-
weichung umsetzen? Dazu gibt es prinzipiell mehrere Ansatzmöglichkeiten. Eine
der technisch einfachsten Varianten ist es, die sogenannte Frobeniusnorm als Ver-
gleichskriterium heranzuziehen.
Frobeniusnorm: Die Frobeniusnorm || · ||F r ob einer Matrix M = (mi j ) ∈Rm×n ist
definiert als Wurzel aus der Summe aller quadrierten Matrixelemente mi j , also
‖M‖F r ob =
√√√√ m∑
i=1
n∑
j=1
|mi j |2 =
√
Spur(M ·M T ). (B.3)
Dass diese Norm nun das Kriterium der Wahl darstellt, hängt mit einem wei-
teren algebraischen Resultat zusammen, welches für praktische numerische Be-
rechnungen eine große Rolle spielt und hier nur zitiert, aber nicht weiter begrün-
det wird, nämlich dem Satz über die sogenannte Singulärwertzerlegung.
Singulärwertzerlegung: Sei M eine reelle m×n-Matrix. Dann gibt es orthogo-
nale Matrizen U ∈ Rm×m und V ∈ Rn×n , so dass sich die Matrix M als Produkt
dreier Matrizen
M =U ·Λ ·V T , p =min{m,n},
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schreiben lässt, wobei
Λ=


σ1 0 . . . 0
. . .
...
...
σm 0 . . . 0
 , n >m,
diag(σ1, . . . ,σm), m = n,
σ1
. . .
σn
0 . . . 0
...
...
0 . . . 0

, n <m,
die Matrix ist, auf der die nicht-negativen Singulärwerte der Matrix M in abstei-
gender Folge σ1 > σ2 > . . .> σp > 0, p =min(m,n), angeordnet sind ([Gol91], S.
71). Die Matrizen M undΛ haben dieselbe Frobeniusnorm, denn mit (B.3) gilt:
‖Λ‖2F r ob = Spur(U T MV · (U T MV )T )
= Spur(U T MV V T M T U )
=
V T=V −1
Spur(U T M M T U )
= Spur(M M T U T U )
=
U T=U−1
Spur(M M T )
= ‖M‖2F r ob .
Die naheliegende Möglichkeit, aus Fˆ eine Matrix F¯ mit Rang 2 zu machen, ist
nun, eine solche Singulärwertzerlegung von Fˆ vorzunehmen, und den kleinsten
Singulärwert σ3 in der entstehenden Diagonalmatrix diag(σ1,σ2,σ3) durch Null
zu ersetzen.4 In der Tat lässt sich zeigen, dass der kleinste Singulärwertσ3 der Ma-
trix Fˆ gerade dem orthogonalen Abstand von Fˆ zur Menge aller 3×3-Matrizen mit
Rang 2 entspricht (vgl. [Gol91], S.73). Mithin erhält man durch das im Folgenden
noch einmal zusammengefasste Verfahren eine Matrix F¯ vom Rang 2, die die Fro-
beniusnorm ||F¯ − Fˆ ||F r ob minimiert:
• Führe eine Singulärwertzerlegung der berechneten Matrix Fˆ durch, d.h. be-
stimme orthogonale Matrizen U ,V ∈R3×3, so dass
Fˆ =U ·diag(σ1,σ2,σ3) ·V T , σ1>σ2>σ3> 0,
gilt.
4Anmerkung: Alternativ formuliert bedeutet dies, den kleinsten Eigenwert der Matrix F T · F
durch Null zu ersetzen. Eingeführt wurde die Verwendung der Singulärwertzerlegung von F bereits
von Tsai/Huang ([TH84]).
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• Ersetze die Diagonalmatrix diag(σ1,σ2,σ3) durch die Diagonalmatrix
diag(σ1,σ2,0), und bestimme eine neue Matrix F¯ durch
F¯ =U ·diag(σ1,σ2,0) ·V T .
F¯ ist nun eine Rang 2 - Matrix minimaler Abweichung von Fˆ im Sinne der
Frobenius-Norm.
Eine technische Implementierung der Singulärwertzerlegung ist leicht möglich,
allerdings müssen auch hier unbedingt wieder „numerische Vorkehrungen“ ge-
troffen werden, damit das Ersetzen des kleinsten Singulärwertes durch Null kei-
ne weitreichenden Auswirkungen auf die Kondition der Matrix F¯ hat. Durch die
Normalisierung im ersten Schritt hat man diese Vorkehrungen jedoch bereits auf
hinreichende Weise getroffen (vgl. dazu die detaillierten Ausführungen von Hart-
ley in [Har97]), was ihre Notwendigkeit innerhalb des gesamten Algorithmus noch
einmal zusätzlich zeigt.
B.2.1.4 Schritt 4: Denormalisierung und Rückkehr zu den
ursprünglichen Bildkoordinatensystemen
Zum Abschluss des Algorithmus muss nun die im ersten Schritt vorgenommene
Normalisierung der Bildkoordinaten wieder rückgängig gemacht werden, um eine
zu den Originalbilddaten passende Fundamentalmatrix F zu erhalten. Seien dazu
T ′ beziehungsweise T ′′ die im ersten Schritt bestimmten Transformationsmatri-
zen. Dann erhält man die gesuchte Matrix F aus F¯ durch die Rücktransformation
F = T ′′T · F¯ ·T ′.
B.2.2 Varianten des Algorithmus, wie er in den einzelnen Tools
verwendet wird
Die drei MATLAB-Tools FUNDAMENTALMATRIX, FUNDAMENTALMATRIXBERECHNEN
und REKONSTRUKTIONMITFUNDAMENTALMATRIX, bei denen jeweils in irgendei-
ner Form die Berechnung einer Fundamentalmatrix F im Zentrum steht, basie-
ren im Wesentlichen auf der Vorgehensweise dieses klassischen normalisierten 8-
Punkt-Algorithmus:
1. Das Tool FUNDAMENTALMATRIX, das als Eingabevariablen Punktelisten be-
nötigt, verwendet die reine Implementierung des oben beschriebenen Algo-
rithmus.
2. Im Gegensatz dazu werden die Bildpunkte im Tool FUNDAMENTALMATRIX-
BERECHNEN durch händisches Anklicken in zwei Bilddateien bestimmt. Um
hier eine möglichst freie Auswahl an zu ladenden Bilddateien zu ermögli-
chen, ist zu Beginn zusätzlich die Angabe nötig, wie viele Pixel im Bild einer
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Einheit entsprechen sollen, vgl. B.1. Die so „vorbearbeiteten“ Bildpunktda-
ten werden dann wieder dem klassischen Algorithmus übergeben.
3. Das letzte Rekonstruktionstool REKONSTRUKTIONMITFUNDAMENTALMATRIX
schließlich basiert auf der im Modell getroffenen vereinfachenden Annah-
me, dass die Fotos, die man verwendet, mit einer Kamera gemacht wurden,
die einer Normalkamera ziemlich nahe kommt.5 Das bedeutet, dass anstel-
le einer Fundamentalmatrix F approximativ eine Essentialmatrix bestimmt
wird, die „möglichst gut“ zu den vorliegenden Daten passt. Um dies umzu-
setzen, weicht der Algorithmus von der oben beschriebenen Vorgehenswei-
se ab. Im Einzelnen bedeutet dies:
Variante zu Schritt 3: Bestimmung einer besten Approximation E¯ von
Fˆ Eine Fundamentalmatrix ist genau dann eine Essentialmatrix, wenn ih-
re beiden größten Singulärwerte gleich sind und der dritte Singulärwert Null
ist (vgl. [HZ03], S. 257). Dementsprechend wird der Algorithmus im Schritt
3 wie folgt abgeändert:
• Führe eine Singulärwertzerlegung der berechneten Matrix Fˆ durch, d.h.
bestimme orthogonale Matrizen U ,V ∈R3×3, so dass
Fˆ =U ·diag(σ1,σ2,σ3) ·V T , σ1>σ2>σ3> 0,
gilt.
• Ersetze diag(σ1,σ2,σ3) durch diag(
σ1+σ2
2 ,
σ1+σ2
2 ,0), und bestimme eine
neue Matrix E¯ durch
E¯ =U ·diag(σ1+σ2
2
,
σ1+σ2
2
,0) ·V T .
E¯ ist nun eine echte Essentialmatrix vom Rang 2 und ungefähr gleicher
Skalierung wie Fˆ . Die Denormalisierung im Schritt 4 wird wie gehabt
ausgeführt, so dass aus E¯ eine entsprechende Essentialmatrix E ent-
steht, die zu den Bilddaten vor der Normalisierung passt.
Bestimmung von vier Rekonstruktionsvorschlägen Desweiteren muss
das Programm aus der so bestimmten Matrix E nun mögliche Kandidaten
für die Projektionsmatrix P ′′ = ( R(i ) t (i ) ) ermitteln. Dies geschieht auf-
grund ihrer einfachen Implementierbarkeit im Tool ebenfalls mit Hilfe der
5Anstatt die verwendete Kamera hierzu vollständig zu kalibrieren, wurde nur die Bildweite f an-
hand der Brennweite des benutzten Objektivs beziehungsweise der EXIF-Metadaten der Fotografi-
en näherungsweise bestimmt. Diese Angabe lässt sich dazu nutzen, eine „Pixeleinheit“ zu schätzen
(vgl. B.1), mit deren Hilfe die Bildkoordinaten näherungsweise normalisiert werden können. Bei der
Weiterverarbeitung der so „vorbearbeiteten“ Bilddaten wird dann einfach das Normalkameramo-
dell „unterstellt“.
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Singulärwertzerlegung, anstelle der theoretisch hergeleiteten direkten For-
meln.
Hierzu wird wieder ein Resultat aus der Fachliteratur verwendet (vgl. [HZ03],
S. 258/259):
Konstruktion von P ′′: Zu einer gegebenen Essentialmatrix E mit Singu-
lärwertzerlegung
E =U ·diag(1,1,0) ·V
und ersten Kameramatrix P ′ = ( I 0 ) gibt es genau vier Kandidaten für
die zugehörige zweite Projektionsmatrix P ′′, und zwar
P ′′(1) = ( UW V T u(3) ) , P ′′(2) = ( UW V T −u(3) ) ,
P ′′(3) = ( UW T V T u(3) ) , P ′′(4) = ( UW T V T −u(3) ) ,
wobei W =
0 −1 01 0 0
0 0 1
 , und u(3) die dritte Spalte der Matrix U bezeichnet.
Das Tool bestimmt also zu E eine Singulärwertzerlegung
E =U ·diag(σ,σ,0) ·V , σ> 0,
und setzt dann einfach die vier Kandidaten für P ′′ mithilfe der Matrizen
U ,V ,W und Z zusammen. Damit bleibt bei der schlussendlichen Rekon-
struktion als letztem Schritt im Tool (im Gegensatz zur Anwendung der di-
rekten Formeln) die Skalierung σ der Matrix E unberücksichtigt, was gleich-
bedeutend damit ist, dass hier gerade die vier Lösungen konstruiert werden,
bei denen der Verschiebungsvektor t (hier u(3) beziehungsweise −u(3)) auf
die Länge 1 normiert wird (vgl. [HZ03], S. 259). Wie bereits innerhalb der
Lerneinheit erarbeitet, können aus der projektiven Matrix E alleine niemals
wahre Längen entnommen werden. Dass das Vorzeichen von E ebenfalls
beliebig ist, drückt sich in diesem Verfahren im Kern dadurch aus, dass zum
Bilden der Rotationsmatrizen R(i ) sowohl W als auch −W = W T benutzt
werden. Es werden hier sozusagen von vorneherein alle vier Kombinations-
möglichkeiten von Lösungen berücksichtigt, unabhängig von einer eindeu-
tigen Zuordnung der Lösungen zu E oder −E .
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C
Übersichtsplan: Leitprogramm und
zugehörige Materialien auf der CD-ROM
Auf den folgenden beiden Seiten findet sich eine Übersicht über die Struktur des
Leitprogramms sowie über die zu ihrer Bearbeitung notwendigen Materialien, die
auf der beiliegenden CD-ROM zur Verfügung gestellt werden. Sie kann auch von
BearbeiterInnen des Leitprogramms genutzt werden.
Seite 1: Inhaltlicher Aufbau des Leitprogramms
Aus dem Strukturplan auf der ersten Seite wird der Aufbau des Leitprogramms
ersichtlich sowie seine Unterteilung in die einzelnen Kapitel. Es wird stichpunkt-
artig aufgeführt, um welche Inhalte es in dem jeweiligen Kapitel geht. Beschäftigt
sich der/die NutzerIn in einem Kapitel zum ersten Mal mit einem bestimmten in-
haltlichen oder mathematischen Konzept, so sind diese jeweils entweder durch
Fettdruck oder Unterstreichung als neu gekennzeichnet.
Seite 2: Zuordnung der Materialien zu den Kapiteln des
Leitprogramms
Der Materialplan auf der zweiten Seite gibt wieder, welche
• Arbeitsblätter,
• GeoGebra-Applets oder html-Applets und
• MATLAB-Tools
an welcher Stelle im Leitprogramm nötig sind.
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1. Vorbereitung: Vektoren, 
Matrizen und Geometrie 
2. Modellierung der zentralprojektiven Kamera 3. Rekonstruktionsmöglichkeiten rund um die   
    Projektionsmatrix 𝑃 
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 Rechnen mit Matrizen, insbes. 
Multiplikation mit verschiedenen 
„Lesarten“ 
 Definition einer „Matrixabbildung“ 
von ℝ𝑚 nach ℝ𝑛 
 Lineare Gleichungssysteme 
- EKM und Zeilenstufenform 
- Gaußverfahren 
- Darst. „Matrix mal Vektor“ 
 Linearkombinationen und lineare 
Abhängigkeit 
 Matrixabbildung… 
- bildet LKs auf LKs ab 
- wird durch Bilder der 
Einheitsvektoren festgelegt 
- kann durch LGS bestimmt werden 
 Lineare Abbildung 
 Schiefsymmetrische 33-Matrix als 
spezielle Abbildungsmatrix 
 Funktionsweise der Lochkamera 
 Aufstellen der Abbildungsvorschrift unter günstiger Platzierung von 
Bildebene und Kamerazentrum im Raumkoordinatensystem: 
Strahlensatz bzw. Schnitt von Projektionsgerade und Bildebene 
 Fluchtpunkte & unendlich weit entfernte Punkte 
 Identifikation ungünstiger Eigenschaften der Abbildungsvorschrift: 
- „ziemlich unlinear“ 
- Unendlich weit entfernte Punkte können nicht abgebildet, d.h. Flucht-
punkte im Bild nicht „getroffen“ werden 
- Punkte der Verschwindungsebene können nicht abgebildet werden 
 Einführung projektiver Punkte: 
- Zugang 1: geometrisch über Einbettung der projektiven Ebene in den 
Raum 
- Zugang 2: strukturell über lineare Gleichungssysteme  
 Projektive Darstellung von Geraden in der Ebene 
 Darstellung der Zentralprojektion als Matrixabbildung: 
- „quasi-linear“ und kann mit Fernpunkten umgehen, wohldefiniert 
- Standardprojektionsmatrix 
 Übergang auf allgemeine Projektionsmatrizen: qualitative Untersuchung 
 Drei Wege zur Bestimmung der Projektionsgeraden durch den 
Bildpunkt 𝑥 aus der Projektionsmatrix 𝑃: 
1. Homogenes LGS  𝑃𝑋 = 𝜆𝑥 ⇔ (𝑃|−𝑥) ∙ (
𝑋
𝜆
) = 0̂ 
2. Inhomogenes LGS, inverse Matrix 𝑔: 𝑋 = −𝑃−1𝑝 + 𝑠𝑃−1𝑥, 𝑠 ∈ ℝ 
3. Ansatz mit schiefsymm. Matrix 𝑺𝒙:  𝑆𝑥 ∙ 𝑃 ∙ 𝑋 = 0̂ 
 Wann ist eine 34-Matrix eine „echte“ Kameramatrix? 
 Aufstellen eines LGS zur Bestimmung des zu zwei 
korrespondierenden Bildpunkten gehörenden Raumpunktes: 
(
𝑆𝑥′ ∙ 𝑃′
𝑆𝑥′′ ∙ 𝑃′′
) ∙ 𝑋 = 0̂ 
 Problem echte Daten: „Die Geraden schneiden sich nicht.“ 
Überbestimmtes homogenes LGS: 
- Einfache Approximationsstrategie 
- Funktionsweise des verwendeten Approximationsverfahrens 
 Berechnung der Matrix 𝑃 durch (überbestimmtes) LGS sowie 
Besonderheiten 
 4. Fundamentalmatrix und relative Orientierung 5. Rekonstruktion eines 3D-Modells mithilfe von  
     Normalkameras 
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 Korrespondenzproblem: Kann man entscheiden, welcher Punkt im 2. Bild 
mit geg. Punkt im 1. Bild korrespondiert bzw. korrespondieren könnte? 
 Bestimmung einer Matrix 𝑭 ≠ 𝟎 mit  
𝑥′′𝑇 ∙ 𝐹 ∙ 𝑥′ = 0 
für jedes Bildpunktepaar ([𝒙′], [𝒙′′]) 
 Geometrische Herleitung / Existenz der Matrix 𝑭: 
𝐹 = 𝑆𝑒′′ ∙ 𝑃
′′ ∙ 𝑃′−1 
 𝐹 ist unabhängig vom Raumkoordinatensystem der Szene und 
repräsentiert die relative Orientierung zweier Bilder; Unendlich viele 
Paarungen (𝑷′, 𝑷′′) führen auf dieselbe Matrix 𝑭. 
 Rekonstruktionsproblem: Lassen sich (trotzdem) aus 2 
korrespondierenden Bildpunkten die 3D-Koordinaten des 
Raumpunktes ermitteln?  
 Länge des Verschiebungsvektor 𝒕 lässt sich mit Sicherheit nicht 
alleine aus zwei Kamerabildern rekonstruieren 
 Im Falle von zwei Normalkameras kann man eine Kamera alleine 
durch Rotation und Verschiebung mit der anderen zur Deckung 
bringen. Setzt man 𝑃′ = (𝐼|0̂), so folgt daraus 𝑃′′ = (𝑅|𝑡), wobei 
𝑅 eine Rotationsmatrix und 𝑡 der eukl. Verschiebungsvektor ist. 
Dann folgt 
𝐹 = 𝑆𝑡 ∙ 𝑅 =: 𝐸. 
 Zu einer gegebenen Essentialmatrix 𝐸 lassen sich mithilfe von 
Rekonstruktionsformeln 4 Kandidatenpaare für 𝑷′′ bestimmen, 
die zu 𝑃′ = (𝐼|0̂)„passen“. 
 Es ist eine modellhafte Rekonstruktion der 3D-Punktwolke nur bis 
auf „wahre Größe“ möglich. 
 Rekonstruktion eines 3D-Modells aus echten Fotos mithilfe des 
Computers 
Legende: 
 Neues mathematisches 
Konzept 
 Neues inhaltliches 
Konzept 
1. Vorbereitung 2. Modellierung der zentralprojektiven Kamera 3. Rekonstruktionsmöglichkeiten rund um die   
    Projektionsmatrix 𝑃  
 AB 1 Matrizen 
 AB 2 Linearkombinationen & 
Spiel  
 AB 3 Lineare Abbildungen mit 
33-Matrizen 
 AB 4 Homogene Koordinaten (2 Zugänge) 
 AB 5 Wirkungsweise der Projektionsmatrix 
 AB 6 Rekonstruktion von 3D-Punkten aus zwei Bildern 
 AB 7 Bestimmung der Projektionsmatrix  
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