Indeed, we begin by proving a relationship between the Shapovalov form on V and a family of bilinear forms ·, · s , (s ∈ Z ≥0 ), on the ring Λ C = C[p 1 , p 2 , . . .] of symmetric functions defined by p λ , p µ s = δ λµ s l(λ) z λ where p λ is a power sum symmetric function, and for λ = (1 m1 2 m2 · · · ),
(r mr · m r !).
This form restricts to a symmetric bilinear form on Λ :
where h n is the nth complete homogeneous symmetric function. There is a simple relationship between V Z and Λ. Indeed, it turns out that the weight spaces of V are of the form wΛ 0 − dδ, where w is an element of the Weyl group of type X, δ is the null root, and d is a positive integer (see [3] , section 12.6). We have We further reduce the problem as follows. Let X s denote the matrix ( m λ , h µ s ) λ,µ (m λ is a monomial symmetric function). The m λ also form a basis for Λ, so we may compute the invariant factors of X s . This calculation is equivalent to calculating the Smith normal form S(X s ) of X s . We have: Theorem 1.2. Let s, t ∈ Z ≥0 . Then, X st = X s X t . In particular, if (s, t) = 1, then S(X st ) = S(X s )S(X t ).
Therefore, to calculate invariant factors on V Z , it is enough to know the invariant factors of the form ·, · p r on Λ for every prime p and r ≥ 1. We calculate these numbers in the case when r ≤ p. 
Then, Theorem 1.3. Let r ≤ p. Then, the elementary divisors of the form ·, · p r on the dth graded component of Λ are
We conjecture that this result holds for all r based on computational evidence,
but have yet to understand the proof.
This result has a number of consequences. First, assume g is of type A
(1) l−1 . Let H n be the Iwahori-Hecke algebra associated to the symmetric group S n at a primitive lth root of unity. In [1] and [5] , it was shown that there is an isomorphism between the basic representation V Z of g and the direct sum K = n K n of Grothendieck groups K n of finitely generated projective H n -modules. Under this isomorphism there is a correspondence between blocks of K and weight spaces of V Z . The Shapovalov form on V Z corresponds to the Cartan pairing
([P ], [Q]) = dim Hom(P, Q)
between projective modules P and Q. As a consequence, this paper gives the invariant factors of the blocks of the Hecke algebra H n at an lth root of unity when
In [4] , Külshammer, Olsson and Robinson develop an l-modular representation theory of symmetric groups for l not necessarily prime. They conjecture what the invariant factors of the blocks should be. We expect that the answer given in this paper will confirm their conjecture.
Finally, we expect that these results will extend to include twisted affine KacMoody algebras. 
where c is the one dimensional central extension of g ′ ⊗ C[t, t −1 ] and d is the scaling element. Let (·|·) be a standard invariant form on g, normalized so that (α|α) = 2 for each root α ∈ Q.
Notice that g contains a copy of the Heisenberg Lie algebra
where
In particular, t is generated by elements α
, where α ′ 0 is the longest root of Φ and
The commutation relations for t are given by
We may view the symmetric algebra S(t − ) as a t-module so that c acts as 1, elements of t − act by multiplication and elements of t + annihilate 1. It is Z-graded by setting
Define generating series
Next, for n ≥ 1 and i = 0, . . . , l, define
Note that
The y (i) n , i = 1, . . . , n, n ≥ 1, form a basis for t − . Hence S(t − ) is the free polynomial algebra
Since the transition matrix from the x
n /n is unitriangular, we obtain a Z-form
for B C . Moreover, since α ′ 0 is a Z-linear combination of simple roots, the elements x (0) n belong to the lattice B Z . Finally, B Z inherits a Z-grading from the grading on Inspiration for this paper comes from ([2], 3.5). The relevant fact for our purposes is that
where a ij = (α 
The Shapovalov Form on the Ring of Symmetric Functions
Throughout the paper, we will use notation from MacDonald, [6] . In particular, for a partition λ, m λ , h λ , and p λ will denote the monomial, homogeneous, and power sum symmetric functions, respectively. Now, since B Z is a free polynomial algebra, we may identify it with the l-fold tensor product
n . Here, Λ (i) is the ring of symmetric functions in the variables z
(or any other letter) and h
) is the nth homogeneous symmetric function in the variables z
We may index bases of Λ (resp. Λ C ) as follows: Notation 3.1. Let I = {1, 2, . . . , l}, and for a partition λ = (
where λ (j) is the partition consisting of the parts λ r satisfy i r = j. (Note the difference in the formula describing the monomial symmetric functions. This is due to the fact that the m λ are not multiplicative.)
Let Ω(λ) = {i ∈ I(λ)|i j ≤ i j+1 whenever λ j = λ j+1 }. Then the set {(λ, i)|λ ∈ Par(d), i ∈ Ω(λ)} is in one-to-one correspondence with the dimension of the dth
It is worth noting another indexing system for bases of Λ.
Notation 3.2. Given λ ∈ Par(d) and i ∈ Ω(λ), let λ (j) be the partition consisting of the parts λ r satisfy i r = j. Define the multipartition λ :
Then, the set of all multipartitions λ with |λ| = d is in one-to-one correspondence with the dimension of Λ d .
When working with multipartition λ, it will sometimes be useful to refer to the associated partition Σλ defined by Σλ = l i=1 λ (i) . Here, given two partitions
To go back to the notation of 3.1, note that h λ = h
Σλ , where i = (i 1 , . . . , i k ) is obtained by writing Σλ = (λ
Now, we transport the Shapovalov form to Λ using the identification above. It
where, for λ = (1 m1 2 m2 · · · ),
We will now record some facts about transition matrices from [6] . Let L := M (p, m) denote the transition matrix from the power sums to the monomial sym-
where z = diag(z Σλ ) is diagonal and Σλ is defined in 3.2.
We also have the unimodular transition matrix N = M (h, m). Using standard properties of transition matrices ( [6] , Ch.I, (6.3)) we deduce that
Let C = ( h λ , h µ S ) λµ and let B be the matrix
This matrix is block diagonal in the sense that B λµ = 0 unless Σλ = Σµ (see (2) above). Then, by the relevant definitions,
Notice that N is a unimodular matrix, so the elementary divisors of N −1 C are the same as those for C. Notice too that
We are now in a position to calculate a generating series for the entries of
In fact, we prove a more general proposition that will be useful in the next section. For this Proposition, we use notation 3.1. In this
Proposition 3.3. LetP = (p ij ) be an l × l matrix and define
αβ is the coefficient of h
Proof: First, we describe what we mean by S m (P ). To this end, label the rows (resp. columns) ofP with integers 1, 2, . . . , l from left to right (resp. top to bottom). Then, the rows (resp. columns) of S m (P ) are labelled by m-tuples
Notice here that the rows and columns of the λ block of P ,
are naturally labelled by Ω(λ).
We deduce the following from ( [8] , Proposition 7.7.4)
Moreover, we have that
Proof: This follows from the fact that 
Then, there exist bases (q λ ) and (t λ ) for Λ C defined by
Define bases (a λ ) and (b λ ) for Λ C by the formulae:
From Proposition 3.3 and the fact that q ij and t ij are integers it follows that Y and Z are integral matrices. As their determinant is clearly 1, they are unimodular.
Hence (a λ ) and (b λ ) are bases for Λ.
Therefore,
Now, by a calculation similar to the one given in Proposition 3.3, one has
Now, if we define bases (c λ ) and (d λ ) for Λ by the formulae M (c, m) = Y and
Since the c λ and d λ are obtained from h λ and m λ by unimodular change, the matrix
has the same elementary divisors as N −1 C.
4.2.
From the MacDonald Pairing to the Shapovalov Form. From now on, let Λ (resp. Λ C ) be the usual ring of symmetric functions over Z (resp. C). Given any real number s > 0, consider the scalar product ·, · s on Λ C defined on the power sum symmetric functions by the formula
as in ( [6] , Ch.VI, section 10). We call this form the s-form on Λ C .
Since the following term occurs frequently, we make the abbreviation:
Proposition 4.2. If (u λ ) and (v λ ) are two bases for Λ, then
where (u * λ ) (resp. (v * λ )) is the dual basis to (u λ ) (resp. (v λ )) with respect to the form ·, · 1 on Λ.
t (see [6] , Ch.I, 6.3). Thus,
The last equality follows from Proposition 3.3 by taking the matrixP to be the 1 × 1 matrix (s). On the other hand, by Proposition 4.2, the coefficient of
In particular,
It is just left to observe that the invariant factors of the matrix on the right hand side of the equality above are
Splitting the Gram Matrix across
Then, it follows from the calculation done in Proposition 3.3 (with the matrix (a ij )
taken to be the 1 × 1 matrix (s)) that
Notice that
In particular, if s and t are positive integers satisfying (s, t) = 1, then
Indeed, this follows since det(X s ) is a power of s. By ( [7] , Theorem II.15),
where S(X) is the Smith normal form of a matrix X. This reduces the problem to calculating the elementary divisors of X p r = (X p ) r . 
The Invariant Factors
Proof: This is a straightforward calculation.
where the last sum is over all k-tuples α = (α 1 , . . . , α k ) such that α i ≥ 1 for all i,
by permuting the coordinates, and the size of the orbit of
If we collect the coefficients of y n j in the expansion above, we obtain
Now, let µ = (µ 1 , µ 2 , . . .). Then, by the calculation above, the coefficient of
Hence, the Lemma.
Let h (r)
n (x) be the coefficient of t n in the generating series
Thus, applying an argument similar to the proof of Lemma 5.1, we obtain that
λ . Then, we have a sequence of sublattices
Divisibility Properties of Higher Homogeneous Functions. First, we
will examine some divisibility properties of the coefficient of h
To this end, we have the following Proposition:
This Proposition entitles us to define the following integers:
and c pn ((n p )) = 0. 
iii: g for all admissible i's.
In particular, (g
) is a multiplicative basis for Λ (i) and the transition matrix
Proof: The case r = 1. Apply induction on the p-adic valuation of l. If l = n is an integer prime to p, set g
n and (3) and (4)).
For the inductive step, assume that for some l ≥ 1 we have found g
Then, by Corollary 5.5,
and note that equation (5) guarantees that iii holds.
The case r ≥ 2. Assume by induction that the lemma holds for all smaller r.
In particular, we have integers c (s) l for all s < r. Hence, for i > 0, set
Then, iii holds for i > 0. Moreover, ii holds for i > 1. Indeed, ii is equivalent to
By induction, we have
), this implies equation (6) . Similarly, one checks that i holds for all i > 0. Now, we define g (0,r) l inductively by the formulas
To finish the proof, we check by induction on the p-adic valuation of l that n (λ). (7) Indeed, the number c
On the other hand, c
No term of the form h pλ comes from
as every partition occurring there contains a part prime to p. Hence, c
It follows from equation (3) that h pλ appears in h
ν only if ν is of the form pµ for µ ⊢ n. So (7) follows by comparing (8) and (9), since by induction we know that
For the inductive step, we have 
and the number c
By induction, we may assume that the coefficient of h pλ in (g r) ). By Lemma 5.6 iii, it follows that Z is the same 
Let n be an integer prime to p, and i ≥ 1. Define elements G (n) = g n , G (n p i ) = g p i n , and
If m is any integer, let m = i a i p i be its p-adic decomposition. We set
We will demonstrate below that (G λ ) forms a basis for Λ.
Proof: Proceed by induction on i ≥ 0 and 0 ≤ j ≤ i. For i = 0, or i > 0 and j = 0 the lemma holds trivially. Suppose that i, j > 0 and write
Induction applies to the first summand in (12). By (10), we have that
Hence, the lemma. Proof: It is easy to write G λ as an integral linear combination of g µ 's. Conversely,
and expand using (10) and (11) above. By Lemma 5.8(2), it is enough to expand a product of the form 
It follows from Lemma 5.8(2) that ( * ) is a linear combination of terms having fewer than m i components of the form G (n p k ) . Observing that j≥0 a i j < m i , completes the induction.
In this basis, we have that
We need to analyze the term (G (n) ) mn(µ) in the generating series above. To this end, let m n (µ) = m n = i a n i p i be its p-adic decomposition. Then,
Recall the definition of d p (a) given by equation (1) on page 3.
Corollary 5.10. The coefficient of G (n mn ) in the product (G (n) ) mn is p dp(mn(λ)) .
Proof: By Lemma 5.8 the coefficient of
Observe that j≥1 a n j
Corollary 5.11. The matrix whose entries are the coefficients of G λ (x)M µ (y) in the product Π(x, y) p is upper triangular. Moreover, if λ = (1 m1 2 m2 · · · ) and m n = i a n i p i is the p-adic decomposition of m n , then the coefficient of
The following proposition will complete the proof of Theorem 1.3 for the special case r = 1.
Proof: First, observe that by Corollary 5.10, the coefficient of
Let m n (µ) = j≥0 a n j (µ)p j be the p-adic expansion of m n (µ). Then, (14) and Lemma 5.8 give us that the coefficient of
Using property (2) of the lemma, we see that if C j (σ) = 0 and σ = (n p j ), then σ must have fewer than p j parts prime to p. Hence, the λ that occur when expanding the expression above have fewer parts prime to p than µ and, therefore, the coef-
. Finally, property (1) of the lemma implies that each time (n
The following corollary is immediate.
Corollary 5.13. There exists a basis (N λ ) for Λ such that 
where ⌈x⌉ is the ceiling function.
(P2) For 0 ≤ i < r and j ≥ 0,
(P3) For 1 ≤ i < r and j ≥ 0,
where, if m = j≥0 a j p j is the p-adic expansion of m, then
By taking i = 0 in property (P2) it follows that we indeed have a basis for Λ.
Indeed, it is easy to write the G In the following sections, we show that the conjecture is true under the assumption that r ≤ p. In fact, for the case r = p, we will only obtain conditions (P3') and (P4'). The problem with these conditions is that they do not make satisfactory inductive hypotheses for calculations below.
5.6. Invariant factors of the p r -form on Λ, for r < p. Fix r ≥ 2, and assume that for s < r we have constructed a basis (G 
