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DECOMPOSABLE COMPOSITIONS, SYMMETRIC
QUASISYMMETRIC FUNCTIONS AND EQUALITY OF RIBBON
SCHUR FUNCTIONS
LOUIS J. BILLERA, HUGH THOMAS, AND STEPHANIE VAN WILLIGENBURG
Abstract. We define an equivalence relation on integer compositions and
show that two ribbon Schur functions are identical if and only if their defin-
ing compositions are equivalent in this sense. This equivalence is completely
determined by means of a factorization for compositions: equivalent compo-
sitions have factorizations that differ only by reversing some of the terms.
As an application, we can derive identities on certain Littlewood-Richardson
coefficients.
Finally, we consider the cone of symmetric functions having a nonnnegative
representation in terms of the fundamental quasisymmetric basis. We show the
Schur functions are among the extremes of this cone and conjecture its facets
are in bijection with the equivalence classes of compositions.
1. Introduction
An important basis for the space of symmetric functions of degree n is the set of
classical Schur functions sλ, where λ runs over all partitions of n. The skew Schur
functions sλ/µ can be expressed in terms of these by means of the Littlewood-
Richardson coefficients cλµν by
(1.1) sλ/µ =
∑
ν
cλµνsν .
These coefficients also describe the structure constants in the algebra of symmetric
functions. In particular they describe the multiplication rule for Schur functions,
(1.2) sµ sν =
∑
λ
cλµνsλ.
From the perspective of the representation theory of the symmetric group, the
coefficient cλµν gives the multiplicity of the irreducible representation corresponding
to the partition λ in the induced tensor product of those corresponding to µ and ν.
In algebraic geometry the cλµν arise as intersection numbers in the Schubert calculus
on a Grassmanian. As a result of these and other instances in which they arise, the
determination of these coefficients is a central problem.
We consider here the question of when two ribbon Schur functions might be
equal. The more general question of equalities among all skew Schur functions
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has since been broached in [14], where the question of when a skew Schur func-
tion can equal a Schur function is answered in the case of power series and their
associated polynomials. The general question of equalities among skew Schur func-
tions remains open. Any such equalities imply equalities between certain pairs of
Littlewood-Richardson coefficients.
In the case of ribbon Schur functions, that is skew Schur functions indexed by a
shape known as a ribbon (or rim hook, or border strip; these are diagrams corre-
sponding to connected skew shapes containing no 2×2 rectangle), we give necessary
and sufficient conditions for equality. Ribbons are in natural correspondence with
compositions, and equality arises from an equivalence relation on compositions,
whose equivalence classes all have size equal to a power of two. This power corre-
sponds to the number of nonsymmetric compositions in a certain factorization of
any of the underlying compositions in a class, and equivalence comes by means of
reversal of terms.
A motivation for studying ribbon Schur functions is that they arise in various
contexts. They were studied already by MacMahon [11, §168-9], who showed their
coefficients in terms of the monomial symmetric functions to count descents in per-
mutations with repeated elements. The scalar product of any two gives the number
of permutations such that it and its inverse have the associated pair of descent sets
[12, Corollary 7.23.8]. They are also useful in computing the number of permuta-
tions with a given cycle structure and descent set [5]. Lascoux and Pragacz [9] give
a determinant formula for computing Schur functions from associated ribbon Schur
functions. In addition, they arise as sln-characters of the irreducible components
of the Yangian representations in level 1 modules of ŝln [8].
In the theory of noncommutative symmetric functions of Gel’fand et al. [4], the
noncommutative analogues of the ribbon Schur functions form a homogeneous linear
basis. It is therefore of some interest to know what relations are introduced when
passing to the commutative case. In particular, which pairs become identical? In
[12, Exercise 7.56 b)] the ribbon Schur function indexed by a composition and its
reversal are seen to be identical. However, as we shall see, this is not the whole
story.
This paper is organized as follows. In Section 2, we introduce an equivalence
relation on compositions and derive some if its properties. The relation is defined
in terms of coefficients of symmetric functions when expressed in terms of the
fundamental basis of the algebra of quasisymmetric functions. We show that this
relation can be viewed combinatorially in terms of coarsenings of the respective
compositions. Theorem 2.6 then shows compositions to be equivalent if and only if
their corresponding ribbon Schur functions are identical.
Section 3 introduces a binary operation on compositions. In the case of compo-
sitions denoting the descent sets of a pair of permutations, the operation results
in the composition giving the descent set of their tensor product. In Sections 4
and 5 we prove our main result, Theorem 4.1, which states that equivalence of
two compositions is precisely given by reversal of some or all of the terms in some
factorization. Thus the congruence classes all have size given by a power of two;
this power is the number of nonsymmetric terms in the finest factorization of any
composition in this class.
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Finally, in Section 6, we consider the cone of F -positive symmetric functions,
showing the Schur functions to be among its extremes and conjecturing its facets
to be in one-to-one correspondence with equivalence classes of compositions.
The remainder of this section contains the basic definitions we will be using.
Where possible, we are using the notation of [10] or [12].
1.1. Partitions and compositions. A composition β of n, denoted β  n, is a
list of positive integers β1β2 . . . βk such that β1 + β2 + . . . + βk = n. We refer to
each of the βi as components, and say that β has length l(β) = k and size |β| = n.
If the components of β are weakly decreasing we call β a partition, denoted β ⊢ n
and refer to each of the βi as parts. For any composition β there will be two other
closely related compositions that will be of interest to us. The first is the reversal
of β, β∗ = βk . . . β2β1, and the second is the partition determined by β, λ(β),
which is obtained by reordering the components of β in weakly decreasing order,
e.g. λ(3243) = 4332. Moreover we say two compositions β, γ determine the same
partition if λ(β) = λ(γ).
Any composition β  n also naturally corresponds to a subset S(β) ⊆ [n− 1] =
{1, 2, . . . , n− 1} where
S(β) = {β1, β1 + β2, β1 + β2 + β3, . . . , β1 + β2 + . . .+ βk−1}.
Similarly any subset S = {i1, i2 . . . , ik−1} ⊆ [n − 1] corresponds to a composition
β(S)  n where
β(S) = i1(i2 − i1)(i3 − i2) . . . (n− ik−1).
Finally, recall two partial orders that exist on compositions. We say that for
compositions β, γ  n, we write β ≺ γ when β is lexicographically less than γ, that
is, β = β1β2 · · · 6= γ1γ2 · · · = γ, and the first i for which βi 6= γi satisfies βi < γi. In
particular, 11 · · ·1  β  n for any β  n. Secondly, given any two compositions β
and γ we say β is a coarsening of γ, denoted β ≥ γ, if we can obtain β by adding
together adjacent components of γ, e.g., 3242 ≥ 3212111. Equivalently, we can say
γ is a refinement of β.
1.2. Quasisymmetric and symmetric functions. We denote by Q the algebra
of quasisymmetric functions over Q, that is all bounded degree formal power series
F in variables x1, x2, . . . such that for all k and i1 < i2 < . . . < ik the coefficient of
xβ1i1 x
β2
i2
. . . xβkik is equal to that of x
β1
1 x
β2
2 . . . x
βk
k . There are two natural bases for Q
both indexed by compositions β = β1β2 . . . βk, βi > 0: the monomial basis spanned
by M0 = 1 and all power series Mβ where
Mβ =
∑
i1<i2<...<ik
xβ1i1 x
β2
i2
. . . xβkik
and the fundamental basis spanned by F0 = 1 and all power series Fβ where
Fβ =
∑
γ≤β
Mγ .
Note that Q is a graded algebra, with Qn = spanQ{Mβ | β |= n}.
We define the algebra of symmetric functions Λ to be the subalgebra ofQ spanned
by the monomial symmetric functions
mλ =
∑
β:λ(β)=λ
Mβ, λ ⊢ n, n > 0(1.3)
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and m0 = 1. Again, Λ is graded, with Λn = Λ ∩Qn.
From quasisymmetric functions we can define Schur functions, which also form
a basis for the symmetric functions, but first we need to recall some facts about
tableaux.
For any partition λ = λ1 . . . λk ⊢ n the related Ferrers diagram (by abuse of
notation also referred to as λ) is an array of left justified boxes with λ1 boxes in the
first row, λ2 boxes in the second row, and so on. For example, the Ferrers diagram
4332 is
A (Young) tableau of shape λ and size n is a filling of the boxes of λ with positive
integers. If the rows weakly increase and the columns strictly increase we say it
is a semi-standard tableau, and if in addition, the filling of the boxes involves the
integers 1, 2, . . . , n appearing once and only once we say it is a standard tableau.
Note that in this instance both the rows and columns strictly increase.
More generally, we can define skew diagrams and skew tableaux. Let λ, µ be
partitions such that if there is a box in the (i, j)-th position in the Ferrers diagram
µ then there is a box in the (i, j)-th position in the Ferrers diagram λ. The skew
diagram λ/µ is the array of boxes {c | c ∈ λ, c 6∈ µ}. For example, the skew
diagram 4332/221 is
We can then define skew tableaux, semi-standard skew tableaux, and standard skew
tableaux analogously.
Given a standard tableau or skew tableau T , we say it has a descent in position
i if i+1 appears in a lower row than i. Denote the set of all descents of T by D(T ).
We take [12, Theorem 7.19.7] as our definition of skew Schur functions.
Definition 1.1. Let λ, µ ⊢ n such that λ/µ is a skew diagram. Then the skew
Schur function sλ/µ is defined by
sλ/µ =
∑
T
Fβ(D(T ))(1.4)
where the sum is over all standard tableaux T of shape λ/µ.
The Schur functions sλ are those skew Schur functions with µ = 0. For example,
s22 = F22 + F121.
A skew diagram is said to be connected if, regarded as a union of squares, it
has a connected interior. If the skew diagram λ/µ is connected and contains no
2× 2 array of boxes we call it a ribbon. Observe ribbons of size n are in one-to-one
correspondence with compositions β of size n by setting βi equal to the number of
boxes in the i-th row from the bottom. For example, the skew diagram 4332/221
is a ribbon, corresponding to the composition 2212.
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Henceforth, we will denote ribbons by compositions, and denote the skew Schur
functions sλ/µ, for a ribbon λ/µ, as the ribbon Schur function rβ , where β is the
corresponding composition. Thus r2212 := s4332/221.
Further details on symmetric functions can be found in [12].
1.3. Acknowledgements. The authors are grateful to Marcelo Aguiar, Nantel
Bergeron, Curtis Greene, Alexander Postnikov, and Richard Stanley for useful com-
ments over the course of the work, and to GAP [3] for helpful calculations.
2. Equality of Ribbon Schur Functions
Although, in general, it is difficult to determine when two skew Schur functions
are equal, it transpires that when computing ribbon Schur functions equality is
determined via a straightforward equivalence on compositions.
2.1. Relations on ribbon Schur functions. There is a useful representation of
ribbon Schur functions in terms of the basis of complete homogeneous symmetric
functions hλ = hλ1hλ2 · · ·hλk , known already to MacMahon [11, §168]. It can be
derived from the Jacobi-Trudi identity [12, Theorem 7.16.1]
(2.1) sλ/µ = det(hλi−µj−i+j),
where h0 = 1 and hk = 0 if k < 0.
Proposition 2.1. For any α  n,
rα = (−1)
l(α)
∑
β≥α
(−1)l(β)hλ(β).
Proof. Applying (2.1) to the ribbon shape λ/µ corresponding to α = α1 · · ·αk, we
get
rα = det


hαk hαk−1+αk hαk−2+αk−1+αk · · · hα1+···+αk
1 hαk−1 hαk−2+αk−1 · · · hα1+···+αk−1
1 hαk−2 · · · hα1+···+αk−2
. . .
...
1 hα1

 .
Expanding down the first column gives
rα = rα1···αk−1hαk − rα1···αk−1+αk ,
which along with induction on l(α) gives the desired result. 
By inverting the relation in Proposition 2.1, we see immediately that the ribbon
Schur functions rα generate Λ.
It is straightforward to establish all the algebraic relations that hold among
ribbon Schur functions. Using Proposition 2.1, one can show that ribbon Schur
functions satisfy the multiplicative relations
(2.2) rα rβ = rα·β + rα⊙β ,
where for α = α1 · · ·αk and β = β1 · · ·βl, α · β = α1 . . . αkβ1 . . . βl is the usual op-
eration of concatenation and α⊙ β = α1 . . . αk−1(αk + β1)β2 . . . βl, is near concate-
nation, which differs from concatenation in that the last component of α is added
to the first component of β. The relation (2.2) has been known since MacMahon
[11, §169]. Proofs of (2.2) in the noncommutative setting can be found in [4, Prop.
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3.13] and [1, Prop. 4.1]. We show next that these relations generate all the relations
among ribbon Schur functions.
Proposition 2.2. Let zα, α  n, n ≥ 1 be commuting indeterminates. Then as
algebras, Λ is isomorphic to the quotient
Q[zα]/〈zα zβ − zα·β − zα⊙β〉.
Proof. Consider the map ϕ : Q[zα]→ Λ defined by zα 7→ rα. This map is surjective
since the rα generate Λ. Grading Q[zα] by setting the degree of zα to be n = |α|
makes ϕ homogeneous. To see that ϕ induces an isomorphism with the quotient,
note that Q[zα]/〈zα zβ − zα·β − zα⊙β〉 maps onto Q[zα]/ kerϕ ≃ Λ, since 〈zα zβ −
zα·β − zα⊙β〉 ⊂ kerϕ.
It will suffice to show that the degree n component of Q[zα]/〈zα zβ−zα·β−zα⊙β〉
is generated by the images of the zλ, λ ⊢ n, and so has dimension at most the number
of partitions of n. We have the relations
(2.3) zα·β + zα⊙β = zβ·α + zβ⊙α
by commutativity of the zα. Let γ = g1 . . . gk  n. We will show by induction on k
that zγ = zλ(γ)+ a sum of zδ’s with δ having no more than k − 1 parts.
Let gi be a maximal component of γ. Then by (2.2) and (2.3) we have
zγ = zgi...gkg1...gi−1 + a sum of zδ’s with k − 1 or fewer parts
= zgizgi+1...gkg1...gi−1 + a sum of zδ’s with k − 1 or fewer parts
= zgizλ(gi+1...gkg1...gi−1) + a sum of zδ’s with k − 1 or fewer parts
= zλ(γ) + a sum of zδ’s with k − 1 or fewer parts,
where the third equality uses the induction hypothesis. A trivial induction on the
length of γ now shows that any zγ , γ  n can be reduced in the quotient to a linear
combination of zλ, λ ⊢ n.

As a consequence of the proof we get that the ribbon Schur functions rλ, λ ⊢ n,
span Λn and so form a basis. However, for general compositions α and β, it may
be that rα = rβ . The rest of this section begins to deal with the question of when
this can occur. In principle, the relation rα = rβ is a consequence of the relations
(2.2), and more specifically (2.3), so a purely algebraic development of the main
results of this paper should be possible. This has not yet been done.
2.2. Equivalence of compositions. We define an algebraic equivalence on com-
positions and reinterpret it in a combinatorial manner.
Definition 2.3. Let β, γ be compositions. We say β and γ are equivalent, denoted
β ∼ γ, if for all F =
∑
cαFα ∈ Λ, cβ = cγ .
That is, β ∼ γ if Fβ has the same coefficient as Fγ in the expression of every
symmetric function. Note that any basis for Λ can be used as a finite test set for
this equivalence. We will be particularly interested in the monomial symmetric
function basis (1.3) and the Schur function basis (1.4).
Example 2.1. For β = 211 and γ = 121 we find that β 6∼ γ since s22 = F22 + F121.
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For any composition β  n, we define M(β) to be the multiset of partitions
determined by all coarsenings of β, that is,
M(β) = {λ(α) | α ≥ β}.(2.4)
We denote by multM(β)(λ) the multiplicity of λ in M(β).
Example 2.2. Note that while 2111 and 1211 have identical sets of partitions arising
from their coarsenings, M(2111) 6= M(1211) since multM(2111)(311) = 1 while
multM(1211)(311) = 2.
With this in mind we reformulate our equivalence. Recall that for F ∈ Q,
F =
∑
cβFβ =
∑
dβMβ,
where the cα and dα are related by
dβ =
∑
α≥β
cα, cβ =
∑
α≥β
(−1)l(α)−l(β)dα,(2.5)
and that F ∈ Λ if and only if dα = dβ whenever λ(α) = λ(β). The following is a
direct consequence of (1.3) and (2.5).
Proposition 2.4. If the monomial symmetric function mλ =
∑
β|=n cβFβ , then
cβ = [mλ]Fβ = (−1)
l(λ)−l(β)multM(β)(λ),
that is, up to sign, cβ is the multiplicity of λ in the multiset M(β).
As an immediate consequence we get
Corollary 2.5. If β and γ are compositions, then β ∼ γ if and only if M(β) =
M(γ).
Example 2.3. Returning to the example β = 211 and γ = 121, it is now straight-
forward to deduce β 6∼ γ since
M(β) = {4, 31, 22, 211} 6= {4, 31, 31, 211}=M(γ).
We are now ready to state the main result of this section. Note first that Propo-
sition 2.1 can be written
(2.6) rα = (−1)
l(α)
∑
λ∈M(α)
(−1)l(λ)hλ.
Theorem 2.6. For the ribbon Schur functions rβ and rγ corresponding to compo-
sitions β and γ, we have rβ = rγ if and only if M(β) =M(γ).
Proof. If M(α) = M(β), then by (2.6), rβ = rγ . Conversely, since the hk
are algebraically independent, equality of rβ and rγ implies, again by (2.6), that
M(α) =M(β). 
An immediate corollary of this and (1.1) are the following Littlewood-Richardson
coefficient identities.
Corollary 2.7. Suppose ribbon skew shapes λ/µ and ρ/η correspond to composi-
tions β and γ, where β ∼ γ are both compositions of n. Then, for all partitions ν
of n,
cλµ,ν = c
ρ
η,ν .
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Example 2.4. SinceM(211) = {4, 31, 22, 211}=M(112) the above theorem assures
us that s222/11 = s4331/2221 and so, by Corollary 2.7, c
222
11,ν = c
4331
2221,ν for all partitions
ν of 4.
An immediate consequence of Theorem 2.6, Corollary 2.5 and [12, Corollary
7.23.4] is another description of the equivalence ∼. For σ = σ(1)σ(2) . . . σ(n) ∈ Sn,
the descent set of σ is defined to be the set d(σ) := {i | σ(i) > σ(i + 1)} ⊂ [n− 1].
Corollary 2.8. For β, γ  n, β ∼ γ if and only if for all α  n, the number of
permutations σ ∈ Sn satisfying d(σ) = S(α) and d(σ
−1) = S(β) is equal to the
number of permutations σ ∈ Sn satisfying d(σ) = S(α) and d(σ−1) = S(γ).
3. Compositions of Compositions
In this section we describe a method to combine compositions into larger ones
that corresponds to determining the descent set of the tensor product of two per-
mutations. This leads naturally to a necessary and sufficient condition for two
compositions to be equivalent.
3.1. Composition, tensor product, and plethysm. Let Cn denote the set of
all compositions of n and let
C =
⋃
n≥1
Cn.
Given α = α1 . . . αk  m and β = β1 . . . βl  n, recall the binary operations of
concatenation
· : Cm × Cn → Cm+n
(α, β) 7→ α · β = α1 . . . αkβ1 . . . βl
and near concatenation
⊙ : Cm × Cn → Cm+n
(α, β) 7→ α⊙ β = α1 . . . αk−1(αk + β1)β2 . . . βl.
For convenience we write
α⊙n = α⊙ α⊙ . . .⊙ α︸ ︷︷ ︸
n
.
These two operations can be combined to produce a third, which will be our
focus:
◦ : Cm × Cn → Cmn
(α, β) 7→ α ◦ β = β⊙α1 · β⊙α2 · · ·β⊙αk .
Example 3.1. If α = 12, β = 12 then α · β = 1212, α⊙ β = 132 and α ◦ β = 12132.
It is straightforward to observe that C is closed under ◦ and that for α  m
we have 1 ◦ α = α ◦ 1 = α. Note that the operation ◦ is not commutative since
12 ◦ 3 = 36 whereas 3 ◦ 12 = 1332.
We now see that composing compositions corresponds to determining descent
sets in the tensor product of permutations.
DECOMPOSABLE COMPOSITIONS 9
Definition 3.1. Let σ = σ(1)σ(2) . . . σ(m) ∈ Sm and τ = τ(1)τ(2) . . . τ(n) ∈ Sn.
Then their tensor product is the permutation
σ ⊗ τ = [(σ(1)− 1)n+ τ(1)][(σ(1) − 1)n+ τ(2)] . . . [(σ(1)− 1)n+ τ(n)]
[(σ(2)− 1)n+ τ(1)] . . . [(σ(m)− 1)n+ τ(n)] ∈ Smn.
Remark 3.2. An alternative realization is as follows. Given σ ∈ Sm, τ ∈ Sn and the
m× n matrix
Mmn =


1 2 · · · n
n+ 1 n+ 2 · · · 2n
...
...
. . .
...
(m− 1)n+ 1 (m− 1)n+ 2 · · · mn


then σMmn is the matrix in which the i-th row of
σMmn is the σ(i)-th row of
Mmn. Similarly, M
τ
mn is the matrix in which the j-th column ofM
τ
mn is the τ(j)-th
column of Mmn. With this in mind, σ ⊗ τ ∈ Smn is the permutation obtained by
reading the entries of σM τmn by row.
Example 3.3. If σ = 213, τ = 132 ∈ S3 then σ ⊗ τ = 213⊗ 132 = 465132798, and
Mmn =

1 2 34 5 6
7 8 9

 ,σ Mmn =

4 5 61 2 3
7 8 9

 ,σ M τmn =

4 6 51 3 2
7 9 8

 .
The following shows that the operation ◦ on compositions yields the descent set
of the tensor product of two permutations from their respective descent sets.
Proposition 3.2. Let σ ∈ Sm and τ ∈ Sn. If d(σ) = S(β) and d(τ) = S(γ) then
d(σ ⊗ τ) = S(β ◦ γ).
Proof. Let d(σ) = S(β) = {i1, i2, . . . , ik} and d(τ) = S(γ) = {j1, j2, . . . , jl}. Then
d(σ ⊗ τ) = {j1, j2, . . . jl, n + j1, n + j2, . . . , n + jl, . . . , (m − 1)n + j1, (m − 1)n +
j2, . . . , (m− 1)n+ jl} ∪ {ni1, ni2, . . . , nik} = S(β ◦ γ). 
From Proposition 3.2 and the associativity of ⊗, we can conclude that ◦ is
associative. Consequently we obtain
Proposition 3.3. (C, ◦) is a monoid.
Finally we relate the operation ◦ on compositions to the operation of plethysm
on symmetric functions. For the power sum symmetric function pm ∈ Λm and
g ∈ Λn, define the plethysm
pm ◦ g = pm[g] = g(x
m
1 , x
m
2 , . . . ).
Extend this to define f ◦ g ∈ Λmn for any f ∈ Λm and g ∈ Λn by requiring that the
map taking f to f ◦ g be an algebra map. (See [10, p.135], [12, p.447] for details.)
When α  m and β  n the ribbon functions rα ◦ rβ and rα◦β both have degree
mn. While they are not in general equal, they are equal on the average, as seen by
the following identity.
Proposition 3.4. For any β  n,∑
αm
rα ◦ rβ =
∑
αm
rα◦β .
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Proof. We first note that
rm1 =
∑
αm
rα,
which can be seen, for example, by repeated application of (2.2). Since the plethysm
f ◦ g gives an algebra map in f , it follows that∑
αm
rα ◦ rβ = r
m
1 ◦ rβ = r
m
β .
On the other hand, we show rmβ =
∑
αm rα◦β by induction on m. The case
m = 1 is clear. For m > 1, we get by induction and (2.2) that
rmβ = rβ ·
∑
αm−1
rα◦β
=
∑
αm−1
[
rβ·(α◦β) + rβ⊙(α◦β)
]
=
∑
αm
rα◦β .

3.2. Unique factorization and other properties. If a composition α is written
in the form α1 ◦ α2 ◦ · · · ◦ αk then we call this a decomposition or factorization of
α. A factorization α = β ◦ γ is called trivial if any of the following conditions are
satisfied:
(1) one of β, γ is the composition 1,
(2) the compositions β and γ both have length 1,
(3) the compositions β and γ both have all components equal to 1.
Definition 3.5. A factorization α = α1◦· · ·◦αk is called irreducible if no αi◦αi+1
is a trivial factorization, and each αi admits only trivial factorizations. In this case,
each αi is called an irreducible factor.
Theorem 3.6. The irreducible factorization of any composition is unique.
Proof. We proceed by induction on the number of irreducible factors in a decom-
position.
First observe that if the only irreducible factor of a composition is itself then its
irreducible factorization is unique.
Now let α be some composition with two irreducible factorizations
µ1 ◦ . . . ◦ µk−1 ◦ µk = α = ν1 ◦ . . . ◦ νl−1 ◦ νl,
and for convenience set β = µ1 ◦ . . . ◦µk−1, γ = µk, δ = ν1 ◦ . . . ◦ νl−1 and ǫ = νl so
β ◦ γ = α = δ ◦ ǫ.
Our first task is to establish |γ| = |ǫ| from which the induction will easily follow.
First assume |γ| = n and |ǫ| = s such that s 6= n and without loss of generality let
s < n.
If ǫ = s then it follows γ 6= n as if γ = n then by our induction assumption and
the fact that s 6= n we have that the lowest common multiple of s and n would also
be an irreducible factor, which is a contradiction. Hence γ 6= n and so l(γ) > 1.
Furthermore since l(γ) > 1 then γ = γ1 . . . γk must consist of components of α (the
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righthandmost and k − 1 lefthandmost components, for example), which implies
s|γ1, . . . , s|γk and hence γ is not an irreducible factor.
Thus ǫ 6= s so l(ǫ) > 1 and since s < n we also have that l(γ) > 1. In addition,
since l(γ) > 1, l(ǫ) > 1 we have as above that γ and ǫ must consist of components
of α. Hence if s|n then it follows that γ has ǫ as an irreducible factor and hence γ
is not an irreducible factor.
Consequently we have that if s 6= n then l(γ) > 1, l(ǫ) > 1 and s ∤ n. Moreover,
the components of γ consist of the components of ǫ repeated (and perhaps the
sum of the first and last components of ǫ) plus one copy of ǫ truncated at one
end of γ. However, since γ and ǫ consist of components of α it follows that if
s 6= n, l(γ) > 1, l(ǫ) > 1 and s ∤ n, then ǫ cannot be an irreducible factor. Thus
|γ| = n = s = |ǫ|.
Now that we have established |γ| = |ǫ| we will show that in fact γ = ǫ. If γ = n
then clearly ǫ = n and we are done. If not, then since the last component of β, δ ≥ 1
it follows the righthand components of α whose sum is less than n must be those
of γ and ǫ and since |γ| = |ǫ| it follows that γ = ǫ.
Since we now have β ◦ γ = α = δ ◦ γ, it is straightforward to see β = δ. By the
associativity of ◦ the result now follows by induction. 
We can also deduce expressions for the content and length of a composition in
terms of its decomposition. We omit the proofs, which each follow by a straight-
forward induction.
Proposition 3.7. For compositions β1, β2, . . . , βk
|β1 ◦ β2 . . . ◦ βk| =
k∏
i=1
|βi|.
Proposition 3.8. For compositions β1, β2, . . . , βk
l(β1 ◦ β2 . . . ◦ βk) = l(β1) +
k∑
i=2

i−1∏
j=1
|βj |

 (l(βi)− 1).
Finally, it will be useful to observe that reversal of compositions commutes with
the composition. The proof is clear.
Proposition 3.9. Let β, γ be compositions then
(β ◦ γ)∗ = β∗ ◦ γ∗.
Remark 3.4. For σ ∈ Sn, define σ
∗ ∈ Sn by σ
∗(i) := (n + 1) − σ(n + 1 − i). It is
easy to see that for σ ∈ Sm, τ ∈ Sn (σ ⊗ τ)∗ = σ∗ ⊗ τ∗ and β(d(σ∗)) = (β(d(σ))
∗
.
One wonders whether this, in conjunction with Proposition 3.2, can provide a more
direct approach to that of the next two sections.
4. Equivalence of Compositions under ◦
We show in this section that the equivalence relation of Definition 2.3 is related
to the composition of compositions via reversal of terms. In particular, we prove
Theorem 4.1. Two compositions β and γ satisfy β ∼ γ if and only if for some k,
β = β1 ◦ β2 ◦ · · · ◦ βk and γ = γ1 ◦ γ2 ◦ · · · ◦ γk,
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where, for each i, either γi = βi or γi = β
∗
i . Thus the equivalence class of a
composition β will contain 2r elements, where r is the number of nonsymmetric
(under reversal) irreducible factors in the irreducible factorization of β.
Before we embark on the proof, which will consist of the remainder of this section
and the next, we note a corollary that follows immediately from Corollary 2.5,
Theorem 2.6, Corollary 2.8 and Theorem 4.1.
Corollary 4.2. The following are equivalent for a pair of compositions β, γ:
(1) rβ = rγ ,
(2) in all symmetric functions F =
∑
cαFα, the coefficient of Fβ is equal to
the coefficient of Fγ ,
(3) M(β) =M(γ),
(4) the number of permutations σ ∈ Sn satisfying d(σ) = S(α) and d(σ−1) =
S(β) is equal to the number of permutations σ ∈ Sn satisfying d(σ) = S(α)
and d(σ−1) = S(γ) for all α,
(5) for some k,
β = β1 ◦ β2 ◦ · · · ◦ βk and γ = γ1 ◦ γ2 ◦ · · · ◦ γk,
and, for each i, either γi = βi or γi = β
∗
i .
Example 4.1. Since 12132 has irreducible factorization 12◦12, Corollary 4.2 assures
us that
r12132 = r13212 = r21231 = r23121
and, moreover, these are the only ribbon Schur functions equal to r12132. In addi-
tion, from
s54221/311 = r12132 = r13212 = s54431/332,
we can conclude from (1.1) the identity of Littlewood-Richardson coefficients
c54221311,ν = c
54431
332,ν
for all partitions ν of 9.
4.1. Reversal implies equivalence. We recall that for compositions β and γ,
β ∼ γ if and only if M(β) = M(γ) by Corollary 2.5. From this and Proposition
3.9 it is easy to conclude
Proposition 4.3. For compositions β and γ1, . . . , γk,
β∗ ∼ β
and
γ1 ◦ γ2 · · · ◦ γk ∼ γ
∗
1 ◦ γ
∗
2 · · · ◦ γ
∗
k .
We show now that reversal of any of the terms in a decomposition of β yields a
composition equivalent to β.
Theorem 4.4. For any compositions β, γ and α,
(1) β∗ ◦ γ ∼ β ◦ γ,
(2) β ◦ γ∗ ∼ β ◦ γ and
(3) β ◦ α∗ ◦ γ ∼ β ◦ α ◦ γ.
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Proof. By definition,
β ◦ γ = γ⊙β1 · γ⊙β2 · · · γ⊙βk
and
β∗ ◦ γ = γ⊙βk · · · γ⊙β2 · γ⊙β1.
To prove (1), note that any coarsening δ of β ◦ γ that does not involve adding
terms in different components γ⊙βi clearly corresponds to a coarsening of β∗ ◦ γ
that has the same sorting λ(δ). On the other hand, a coarsening that involves, say,
combining terms in γ⊙βi with terms of γ⊙βi+1 can be viewed as a coarsening of the
first sort of
(β1, . . . , βi−1, βi + βi+1, βi+2, . . . , βk) ◦ γ,
which can be seen to correspond to one arising as a coarsening of β∗ ◦ γ.
Assertions (2) and (3) follow from (1) and Proposition 4.3 via
β ◦ γ∗ ∼ β∗ ◦ γ ∼ β ◦ γ
and
β ◦ α∗ ◦ γ ∼ β∗ ◦ α ◦ γ∗ ∼ β ◦ α∗ ◦ γ∗ ∼ β ◦ α ◦ γ,
respectively. 
One direction in the assertion of Theorem 4.1 now follows from Theorem 4.4.
The remainder of this section and the next is devoted to the proof of the other
direction.
4.2. Equivalence implies reversal. In this subsection, we prove the converse to
the result established in the previous subsection: namely, that if β ∼ γ, then there
is a factorization β = β1 ◦ · · · ◦ βk such that γ = γ1 ◦ · · · ◦ γk, where γi = βi or β∗i .
We achieve this via two theorems. The first of these is
Theorem 4.5. Let β ∼ γ, and β = δ ◦ ǫ. Then γ can be decomposed as ζ ◦ η with
ζ ∼ δ and η ∼ ǫ.
Example 4.2. Let β = 13212 and γ = 12132. It is straightforward to check that
these two compositions are equivalent. Note we have that β = 21◦12. Theorem 4.5
says that there should be a decomposition γ = ζ ◦ η with ζ ∼ 21 and η ∼ 12. We
observe that γ = 12 ◦ 12 satisfies these conditions.
In order to prove Theorem 4.5 we require two lemmas:
Lemma 4.6. Let β = δ ◦ ǫ where β  n. Let ǫ have size m and p components. Let
λ = λ1 . . . λk be a partition of n which occurs in M(β). Let λ¯i be the remainder
when λi is divided by m, and suppose that the sum of the λ¯i is m. Then the number
of non-zero λ¯i is at most p.
Proof. Reordering the parts of λ if necessary, let λ1 . . . λk be a composition of n
which is a coarsening of β. Now consider the composition of m given by λ¯1 . . . λ¯k
(where we omit any zero components). This composition is a coarsening of ǫ, and
thus has at most p components. 
Lemma 4.7. Let β = δ ◦ ǫ where β  n and ǫ  m, and let λ be a partition of m,
with k parts. Then
multM(β)(λ, n−m) = (k − 1 + multM(β)(m,n−m))multM(ǫ)(λ).
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Remark 4.3. Note that in the statement of the previous lemma and subsequently,
when the context is unambiguous, we will refer to the multiplicity of a composition
in the multiset of coarsenings of a composition when we intend the multiplicity of
the partition determined by that composition.
Proof. Given a way to realize λ from ǫ, there are k − 1 + multM(β)(m,n − m)
corresponding ways to realize (λ, n−m) from β: one must pick where to put in the
n−m component. 
Proof of Theorem 4.5. Let the size of ǫ be m. Write q = n/m. Let the number of
components of ǫ be p.
Define ζ  q by setting S(ζ) = {i | mi ∈ S(γ)}. Now multM(ζ)(λ) = multM(γ)mλ
where we write mλ for the partition obtained by multiplying all the parts of λ by
m. Similarly, multM(δ)(λ) = multM(β)mλ. Thus, the equivalence of δ and ζ follows
from that of β and γ.
Define ηi  m, i = 0, . . . , q − 1, by setting
S(ηi) = {x | 0 < x < m, x+ im ∈ S(γ)}.
We wish to show that all the ηi are equal and equivalent to ǫ.
For any 0 ≤ i ≤ q − 1, the number of components of ηi is at most p: otherwise,
consider the composition of γ consisting of
• im plus the first component of ηi,
• the remaining components of ηi except the last,
• the last component of ηi plus (q − 1− i)m.
The partition corresponding to this composition appears inM(γ) but by Lemma 4.6,
it cannot appear in M(β), which is a contradiction.
The cardinalities of S(β) and S(γ) must be the same, and we have already seen
that |S(β)∩mZ| = |S(γ)∩mZ|. We know that |S(β)∩ (Z\mZ)| = q(p− 1), so the
same must hold for γ. Now, since each of the ηi has at most p components, each
of the ηi must have exactly p components.
We now need the following lemma:
Lemma 4.8. Let β, γ, and the ηi be as already defined. Let 0 ≤ i < j ≤ q− 1. Let
S(ηi) = {a1 < · · · < ap−1} and S(ηj) = {b1 < · · · < bp−1}. Then at ≥ bt for all t.
Proof. If this were not so, let ν be the partition consisting of the following:
• im plus the first component of ηi,
• the second through t-th components of ηi,
• (j − i)m+ bt − at,
• the t+ 1-th through p− 1-th components of ηj ,
• the last component of ηj plus (q − j − 1)m.
Now ν appears in M(γ) but by Lemma 4.6 does not appear in M(β), a contra-
diction. 
Let µ be the partition of m determined by ǫ. Let x = multM(β)(m,n − m) ∈
{0, 1, 2}. The multiplicity of (µ, n−m) in M(β) is p− 1 + x.
Now consider the possible occurrences of (µ, n−m) inM(γ). If the t-th element
of S(η0) coincides with the t-th element of S(ηq−1), then we have one possible
occurrence of (µ, n−m) with n−m as the t+ 1-th component. Also, since by the
equivalence of β and γ, x of {m,n−m} are in S(γ), there are x possible occurrences
of compositions realizing (µ, n−m) such that the n−m part is either the first or
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the last component. However, there must be p − 1 + x realizations of (µ, n −m),
so all these possibilities must actually realize the partition.
In particular, this shows that S(η0) and S(ηq−1) must coincide. Now, by Lemma 4.8,
all the S(ηi) must coincide, and we can now denote all the ηi by η. The equality
of the ηi (in particular, the equality of η0 and ηq−1) means that we can apply the
same argument as in Lemma 4.7 to show that for λ a partition of m with k parts,
multM(γ)(λ, n−m) = (k − 1 + x)multM(η)(λ).
The equivalence of β and γ also implies the multiplicities of λ inM(η) andM(ǫ)
are equal for any λ that is a partition of m, and hence that ǫ and η are equivalent,
as desired. This completes the proof of the theorem. 
The second theorem requires the concept of reconstructibility of a composition.
Definition 4.9. A composition β is said to be reconstructible if knowing M(β)
allows us to determine β up to reversal.
Example 4.4. The composition 112 is reconstructible because if β is a composition
satisfying multM(β)λ(211) = 1 and multM(β)λ(22) = 1, then β = 112 or β = 211.
Theorem 4.10. If β  n is not reconstructible, then β decomposes as δ ◦ ǫ, where
neither δ nor ǫ have size 1.
Proof. We establish this result by defining a function h on β and then proving that
if β is not reconstructible then h is periodic with period |ǫ| > 1. This, in turn,
yields our result. Since the proof of the periodicity of h is somewhat technical we
will state the pertinent lemmas but postpone their proofs until Section 5. Before
we define h we need a few other definitions.
Definition 4.11. With respect to a composition γ  n, for any 0 < i < n, we say
that i is of type 0, 1, or 2, depending on whether there are 0, 1, or 2 occurrences
of the partition (i, n − i) in M(γ) or, equivalently, if 0, 1, or 2 of i, n − i are in
S(γ). For i = n/2, if n/2 is an integer, we say that its type is twice the number of
occurrences of (n/2, n/2) in M(γ).
Example 4.5. In the composition 11231, 1, 4 and 7 are type 2, 2 and 6 are type 1,
3 and 5 are type 0.
Fix a composition β of n. Let Ai be the set of those elements of [n− 1] that are
of type i with respect to β. If A1 = ∅, then clearly β is reconstructible. Note that
A1 = ∅ exactly when β is symmetric under reversal. Now suppose A1 6= ∅. Let k
be the least element of A1. Reversing β if necessary, we may assume that k ∈ S(β),
and n− k 6∈ S(β).
Definition 4.12. For j ∈ A1, we say that j is determined if we can tell whether
or not j ∈ S(β) from M(β) and the knowledge that k ∈ S(β).
Example 4.6. In the composition 12132, A1 = [8]. The determined elements are
{1, 2, 4, 5, 7, 8}. 3 and 6 are undetermined, because 12132 ∼ 13212, and 3 ∈
S(12132), while 3 6∈ S(13212), and the reverse is true of 6.
Definition 4.13. For x, y ∈ [n− 1], we say that they agree if they are of the same
type and either both or neither are in S(β).
Remark 4.7. Note that this second condition follows from the first for x, y of even
type.
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We extend the notion of type to all Z by saying that multiples of n are type 0,
and otherwise, x has the same type as x mod n.
If every element of A1 is determined, then β is reconstructible. Suppose β is
not reconstructible, so there are undetermined elements of A1. Let us define T0
to be the set of all integers that are undetermined, where we extend the notion of
determinedness to all integers by saying that, in general, x is determined if and
only if x mod n is determined. Let t0 be the greatest common divisor of T0. We
are going to define inductively a collection Ti of sets of integers. We will write T≤j
for the union of T0, . . . , Tj . Let tj be the greatest common divisor of T≤j .
Definition 4.14. For i > 0, let Ti be the set of x not divisible by ti−1, such that
there is some t ∈ Ti−1 with x and x+ t of even type and disagreeing.
Clearly, only finitely many of the Ti are non-empty. Let s be the greatest common
divisor of all the Ti. By convention, set t−1 = n.
We are now ready to define the function h and state the results needed in order
to analyze its periodicity. Let g and h be the functions defined on Z with respect
to β by
h(x) =


0 if x is type 0
1 if x is type 1 and x mod n ∈ S(β)
−1 if x is type 1 and x mod n 6∈ S(β)
2 if x is type 2
and
g(x) =


0 if x is of even type
1 if x is type 1 and x mod n ∈ S(β)
−1 if x is type 1 and x mod n 6∈ S(β).
Consider the following three statements concerning the functions g and h and the
sets Ti.
Pi: The function g is ti-periodic except at multiples of ti.
Qi: The function h is ti−1-periodic except at multiples of ti.
Ri: For x ∈ Ti+1 and z of type 1, ti ∤ z, z and x+ z agree.
These statements are all defined for i ≥ 0. Note that Q0 is immediate, by our
conventional definition of t−1. The remaining statements will follow by simultane-
ous induction.
Example 4.8. Consider the composition β = 132121332 = 213 ◦ 12. We can write
out the values of g and h on [18] as strings of 18 characters, writing + for 1, and −
for −1.
g = +− 0 +−++− 0 +−−+− 0 +−0
h = +− 0 +−++− 2 +−−+− 0 +−0
Since β ∼ 312 ◦ 12, 6 and 12 are type 1 undetermined. In fact, T0 ∩ [18] = {6, 12};
t0 = 6. We next observe that 3 and 9 belong to T1 because 3 and 3+6 (resp. 9 and
9+6) are of even type but disagree, and 6 ∈ T0. In fact, T1 ∩ [18] = {3, 9}. Hence
t1 = 3. All the Ti for i > 1 are empty. Thus ti = 3 for i > 1.
We now take a look at the meanings of Pi and Qi for this choice of β. P0 says
that g is 6-periodic except at multiples of 6. Q0 says h is 18-periodic except at
multiples of 6. P1 says that g is 3-periodic except at multiples of 3. Q1 says that
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h is 6-periodic except at multiples of 3. P2 says nothing more than P1. Q2 says
that h is 3-periodic except at multiples of 3.
For clarity of exposition, we will divide the proof of the simultaneous induction
into several parts:
• Proof of P0 (Lemma 5.7).
• Proof that Pj and Qj for j ≤ i imply Ri (Lemma 5.10).
• Proof that Ri and Pi imply Pi+1 (Lemma 5.17).
• Proof that Pi+1 and Qi imply Qi+1 (Lemma 5.18).
These four lemmas establish the simultaneous induction.
Observe that for i sufficiently large, ti = ti−1 = s. Thus Qi implies that h is
s-periodic except at multiples of s. We now apply the following lemma:
Lemma 4.15. The composition β  n has a decomposition β = δ ◦ ǫ with |ǫ| = p if
and only if p divides n and the function h determined by β is p-periodic except at
multiples of p.
Proof. Suppose β has such a decomposition. It is clear that p|n. Write hβ for the
function determined by β, and hǫ for the function determined by ǫ. For x ∈ [n− 1],
p ∤ x, hβ(x) = hǫ(x mod p), which proves the desired periodicity.
Conversely, suppose that hβ has the desired periodicity. Define ǫ  p by setting
hǫ|[0,p−1] = hβ|[0,p−1]. Define δ  n/p by setting hδ(x) = hβ(px). It is then clear
that β = δ ◦ ǫ. 
Example 4.9. Continuing Example 4.8, and applying Lemma 4.15 to the assertion of
Q2, that h is 3-periodic except at multiples of 3, we conclude that 132121332 = δ◦ǫ
where |ǫ| = 3, which is indeed true, since 132121332 = 213 ◦ 12.
Returning to the proof of Theorem 4.10, we see that an application of Lemma 4.15
implies that β = δ ◦ ǫ, where |ǫ| = s. We have s < n since β is not reconstructible.
Since also s > 1 (see Lemma 5.20), this factorization is non-trivial. This proves
Theorem 4.10. 
We are now in a position to prove our main result.
Proof of Theorem 4.1. If β and γ satisfy β ∼ γ then by Theorem 4.10, we can
factor β = β1 ◦ · · · ◦ βk where all the βi are reconstructible. Applying Theorem 4.5
repeatedly, we find that γ = γ1 ◦ · · · ◦ γk, where γi ∼ βi. However, since the βi are
reconstructible, γi ∼ βi implies that γi = βi or β∗i .
Conversely, if β = β1 ◦ · · · ◦ βk and γ = γ1 ◦ · · · ◦ γk such that either γi = βi or
γi = β
∗
i then by Theorem 4.4 it follows that β ∼ γ.
Finally, observe that by Theorem 3.6 the equivalence class of β contains 2r
elements where r is the number of non-symmetric compositions under reversal in
the irreducible factorization of β. 
5. Technical Lemmas
In this section we prove the technical lemmas which we deferred from the previous
section. We begin with a basic lemma which will be useful throughout this section.
Lemma 5.1. Let β  n, and let α = m ◦ β for some m > 1. Then:
(1) M(α) can be determined from M(β).
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(2) If n does not divide x, then x has the same type with respect to α as x mod n
does with respect to β.
(3) The functions g and h determined by α and β coincide.
(4) ti(α) = ti(β).
(5) Each of Pi, Qi and Ri holds for α if and only if it holds for β.
Proof. Suppose we knowM(β). We wish to determineM(α). This is equivalent to
determining the equivalence class of α with respect to equivalence for compositions.
By Theorem 4.5, the equivalence class of α consists exactly of those compositions
which can be written asm◦γ with γ ∼ β. Thus, knowingM(β) suffices to determine
M(α).
Observe that (2), (3), and (5) are immediate from the definitions. For (4), we
have to verify that x is determined for α if and only if x mod n is determined for
β. Suppose x mod n is determined for β. That says exactly that all compositions
in the equivalence class of β agree at x mod n. By Theorem 4.5, the equivalence
class of α consists of the single-part partition m composed with elements of the
equivalence class of β, and therefore x is determined for α. The converse follows
the same way. 
The purpose of this lemma is that at any step in the simultaneous induction that
proves Pi, Qi and Ri, we can replace β by m ◦ β if we so desire.
5.1. Proof of P0. In this subsection we prove P0 (Lemma 5.7). We also prove
Lemma 5.8, which will be necessary for our proof of Lemma 5.20.
Let the elements of T0 ∩ [n − 1] be m1 < · · · < ml. Let ri = gcd(m1, . . . ,mi).
Note that m1 and n−m1 are both in T0, so rl divides n, and therefore rl coincides
with t0, the greatest common divisor of T0. We begin with some lemmas.
Lemma 5.2. Suppose that x, y, and x+ y all lie in A1. Then from M(β) we can
tell if x, y, and n− (x + y) all agree, or if they don’t all agree.
Proof. If x, y, and n − (x + y) agree, then (x, y, n − (x + y)) does not appear in
M(β). Otherwise, it does appear. 
Lemma 5.3. Suppose x, y, and x+ y lie in [n− 1] and exactly two of them lie in
A1. Then we can determine from M(β) whether or not they agree.
Proof. The proof is similar to that of Lemma 5.2, though there are more cases
to check. It is sufficient to check the cases: x type 0 (and the others type 1); x
type 2; x + y type 0; x + y type 2. In each case, one sees that the multiplicity
of (x, y, n − (x + y)) in M(β) depends on whether the two type 1 points agree or
disagree. 
Definition 5.4. We say that a function f defined on a set of integers including
[p− 1] is antisymmetric on [p− 1] if f(x) = −f(p− x) for 0 < x < p.
Lemma 5.5. Let f be a function on [d − 1] which takes values 0, 1, −1, ∗, and
suppose that there is some c < d, such that for all x for which both sides are
well-defined
f(x) = −f(d− x)(5.1)
f(x) = −f(c− x)(5.2)
f(x) = f(c+ x)(5.3)
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except that if either side equals ∗, the equation is not required to hold. Further, we
require that the points where f takes the value ∗ are either exactly the multiples of
c less than d, or else no points at all. Let r be the greatest common divisor of c
and d. Then on multiples of r, f takes on only the values 0 and (possibly) ∗. On
non-multiples of r, f is r-periodic, and f is antisymmetric on [r − 1].
Proof. The proof is by induction. We first consider the base case, which is when
r = c. Periodicity is (5.3). Antisymmetry is (5.2). Notice (5.3) also implies that f
is constant on multiples of c; by (5.1) this constant value is either ∗ or 0.
Now we prove the induction step. Let (5.1′), (5.2′), (5.3′) denote (5.1), (5.2),
and (5.3), with d replaced by c and c replaced by d mod c. It is easy to see that
(5.1′), (5.2′), and (5.3′) follow from (5.1), (5.2), (5.3). Also, f restricted to [c− 1]
never takes on the value ∗. The desired results now follow by induction. 
Lemma 5.6. For 1 ≤ i ≤ l,
(i) g is antisymmetric on [ri − 1],
(ii) g is ri-periodic on [mi − 1] except at multiples of ri.
Proof. The proof is by induction on i. We begin by proving the base case, which
is when i = 1.
Suppose 0 < x < m1. By assumption, x and m1 − x are determined if they are
type 1. Suppose one of them is of even type, and the other is type 1. Then by
Lemma 5.3, we can determine m1, contradiction. Suppose that x and m1 − x are
both type 1. If they agree, Lemma 5.2 allows us to determine m1, contradiction.
Hence they must disagree. This establishes (i) in the base case. In the base case,
(ii) is vacuous.
Now we prove the induction step. For i ≥ 2 define a function gi on [mi − 1], as
follows:
gi(x) =
{
∗ if ri−1|x
g(x) otherwise.
We wish to apply Lemma 5.5 to gi, with d = mi, c = ri−1. If 0 < x < mi,
and neither x nor mi − x is a multiple of ri−1 (so in particular, neither is type 1
undetermined), then, as in the proof of the base case, gi(x) = −gi(mi − x). This is
condition (5.1).
Suppose both x and mi−1 + x < n are type 1 and determined. If they disagree
(which means that x and n − (mi−1 + x) agree), then we can determine mi−1,
contradiction. Similarly, if one is of even type and the other is type 1 determined,
we can determine mi−1, again a contradiction. It follows that gi is mi−1-periodic
on [mi − 1] except at multiples of ri−1. However, by induction, gi is ri−1-periodic
except at multiples of ri−1 on [mi−1 − 1], so gi is ri−1-periodic except at multiples
of ri−1 on [mi− 1]. This establishes condition (5.3). Condition (5.2) follows by the
induction hypothesis.
Thus, we can apply Lemma 5.5. This proves the induction step, and hence the
lemma. 
Lemma 5.7. P0 holds, that is to say, g is t0-periodic except possibly at multiples
of t0.
Proof. Since t0 = rl, we have already shown (Lemma 5.6) that g is t0-periodic on
[ml − 1] except at multiples of t0. Since g is antisymmetric on [n − 1] (by the
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definition of g) it follows that g is t0-periodic on [n − 1] except at multiples of t0,
from which the desired result follows. 
We now prove Lemma 5.8 which will be used in the proof of Lemma 5.20.
Lemma 5.8. The greatest common divisor t0 of T0 does not divide k.
Proof. Suppose otherwise. Let i be the least index such that ri|k. Note that i > 1,
since k < m1. By the result of applying Lemma 5.5 to gi, we know that gi is zero on
multiples of ri which are not multiples of ri−1. However, this means that gi(k) = 0,
which contradicts the fact that k is type 1. 
5.2. Proof of Ri. We begin by deducing R0 from P0 (Lemma 5.9). We then prove
the general statement that Pj and Qj for j ≤ i imply Ri (Lemma 5.10), which
reduces to the argument for Lemma 5.9.
Lemma 5.9. P0 implies R0.
Proof. We must show that if z is type 1 and not a multiple of t0 (which means in
particular that it is determined), and y1 ∈ T1, then z and z + y1 agree.
Since y1 ∈ T1, there is some y0 ∈ T0 such that y1 and y1 + y0 are of even type
and disagree. Clearly, we may assume that z, y0, and y1 are all positive.
If z + y1 + y0 > n, we may replace β by m ◦ β for some sufficiently large m, by
Lemma 5.1. We also wish to assume that z < y0. If this is not true, we can make
it true by another replacement as above, followed by adding n to y0.
By P0, we know that z and z+ y0 agree. Also, observe that since z is type 1, so
is n− z, and thus, by P0, so is any w ≡ −z mod t0. Since y1 is of even type, this
means that t0 ∤ z+ y1, so z+ y1 is of even type or determined, and P0 tells us that
g(z + y1 + y0) = g(z + y1).
By considering the multiplicity of (y0, y1, z, n− (y1 + y0 + z)) in M(β), we see
that one of two things happens:
• z + y1 and z + y1 + y0 are type 1 and both agree with z
• z + y1 agrees with y1, while z + y1 + y0 agrees with y0 + y1.
We now exclude the second possibility. Suppose we are in that case. Let w =
y0 − z. This w is not a multiple of t0, so w is of even type or is determined. As
already remarked, since w ≡ −z mod t0, w must be type 1 determined. Now apply
the previous part of the proof to (y′0, y
′
1, z
′) with y′0 = y0, y
′
1 = z+y1, z
′ = w. Then
we see that either w+ z+ y1 must either be the same type as y1, or as w. However,
w + z + y1 = y0 + y1, and we know that it is of even type but disagrees with y1,
which is a contradiction. 
Lemma 5.10. Pj and Qj for j ≤ i imply Ri.
Proof. We wish to show that for z of type 1, ti ∤ z (so in particular z is determined),
and x ∈ Ti+1, that z and z + x agree. Write yi+1 for x. Now there is some yi ∈ Ti
such that yi+1 and yi + yi+1 are of even type and disagree. Similarly, choose yj for
all 0 ≤ j ≤ i− 1 so that yj+1 and yj+1 + yj are even type and disagree.
For I a subset of [0, i + 1], write yI for the sum of the yj with j ∈ I. We now
determine the types of yI and yI + z.
Lemma 5.11. Let I ⊂ [0, i+ 1]. Let j be the maximal element of I. Then:
(1) If I does not contain j − 1, then yI agrees with yj.
(2) If I does contain j − 1, then yI is of even type disagreeing with yj.
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(3) Either z + yI is of even type or it is determined.
(4) If I does not contain i+ 1, z + yI agrees with z.
(5) If I contains i+ 1 but not i, z + yI agrees with z + yi+1.
(6) If I contains i+ 1 and i, z + yI agrees with z + yi+1 + yi.
(7) Either z + yi+1 and z + yi+1 + yi agree, or they are both of even type.
Proof. Statement (1) follows from Qj−1, since yj is not a multiple of tj−1. State-
ment (2) follows because yj and yj + yj−1 are of even type and disagree, and then
applying Qj−1 as before.
Since g is ti-periodic except at multiples of ti, and its period is anti-symmetric,
it follows that any w ≡ −z mod ti must be of odd type. Thus yi+1 6≡ −z mod ti.
All the other yl are multiples of ti. Thus ti ∤ z + yI , so z + yI is either determined
or of even type. This establishes (3).
Statement (4) follows from Pi, since z is not a multiple of ti. Since ti ∤ z+ yi+1,
(5) follows from Qi. Statement (6) follows from Qi together with the fact that,
since ti does not divide z + yi+1, it doesn’t divide z + yi+1 + yi. Statement (7)
follows from Pi. 
We now return to the proof of Ri. We want to assume that p = n − (z +∑i+1
j=0 yj) > 0, and that p does not coincide with any yj or z. In order to guarantee
this, by Lemma 5.1, we may replace β by m ◦ β, and add multiples of n as desired
to the yi and z.
Since y0 ∈ T0, it is undetermined. This means precisely that there is some
composition γ which is equivalent to β (but not equal to β), such that k ∈ S(γ),
but y0 is in exactly one of S(β), S(γ). Note that since γ is equivalent to β, every
0 < x < n has the same type in β and γ.
Write ν for the partition of n whose parts are (y0, y1, . . . , yi+1, z, p). One con-
sequence of the equivalence of β and γ that we shall focus on is the fact that
multM(β)(ν) = multM(γ)(ν).
Let Ω be the set of all the compositions of n determining the partition ν. It
will be convenient for us to keep track of such a composition as two lists: the left
list, which consists of the components in order which precede p, and the right list,
which consists of the components following p in reverse order. For any composition
in Ω, each component other than p occurs in exactly one list, and any pair of lists
with this property determines a composition.
We put an order ≺ on the components yj, z by ordering the yj by their indices,
and setting yj ≺ z for j 6= i+ 1. (Thus, the order is nearly a total order but not
quite: yi+1 and z are incomparable.)
Definition 5.12. A composition in Ω is called ordered if both its right and left
lists are in (a linear extension of) ≺ order. The other compositions in Ω are called
disordered.
Lemma 5.13. The number of disordered compositions which can be obtained as
coarsenings of β is the same as the number that can be obtained as coarsenings of
γ.
Proof. To prove this lemma, we will define an involution i on disordered composi-
tions such that κ is a coarsening of β if and only if i(κ) is a coarsening of γ.
Fix a disordered composition κ. LetM(κ) be the maximal subset of y0, . . . , yi+1, z
which is a ≺ order ideal such thatM(κ) consists of the union of initial subsequences
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of the left and right lists of γ, and these subsequences are in ≺ order. Write ML(κ)
and MR(κ) for these two initial subsequences. Then i(κ) is obtained by swapping
ML(κ) and MR(κ). Observe that i(κ) is disordered if and only if κ is disordered.
Example 5.1. We give an example of the definition of i.
If κ =
y0 y1
y2 y4
y5 y3
z
then M(κ) = {y0, y1, y2} and i(κ) =
y1 y0
y5 y2
z y4
y3
.
We shall now define a bijection, also denoted i, taking S(κ) to S(i(κ)), such that
for x ∈ S(κ), x ∈ S(β) if and only if i(x) ∈ S(γ). The existence of such a bijection
between S(κ) and S(i(κ)) implies that κ is a coarsening of β if and only if i(κ) is
a coarsening of γ, proving the lemma.
To define the bijection between S(κ) and S(i(κ)), we need another definition:
Definition 5.14. We say x ∈ S(κ) is an outside break if it is either the sum of
an initial subsequence of ML(κ) or n minus the sum of an initial subsequence of
MR(κ). Otherwise, we say that x ∈ S(κ) is an inside break.
Example 5.2. In our continuing example, the outside breaks of κ are y0, y0+y2, and
n− y1, while the outside breaks of i(κ) are n− y0, n− (y0+ y2), and y1. The inside
breaks in κ are y0+ y2+ y5, y0+ y2+ y5+ z, n− (y1+ y4), n− (y1+ y4+ y3), while
the corresponding inside breaks in i(κ) are y1 + y5, y1 + y5 + z, n− (y0 + y2 + y4),
n− (y0 + y2 + y4 + y3).
If x is an outside break of κ, set i(x) = n− x. Clearly, i(x) is an outside break
of i(κ). Now observe that all the outside breaks except y0 or n − y0 are of even
type in β by Lemma 5.11. Thus for these outside breaks (excluding y0 and n− y0),
x ∈ S(β) if and only if x is type 2 for β if and only if x is type 2 for γ if and only
if i(x) is type 2 for γ if and only if i(x) ∈ S(γ). On the other hand, y0 ∈ S(β) if
and only if n− y0 ∈ S(γ). Thus, for x an outside break of κ, x ∈ S(β) if and only
if i(x) ∈ S(γ).
Now we consider the inside breaks. Let yL denote the sum of the yj appearing
in ML(κ), and similarly for y
R. If x is an inside break for κ, set i(x) = x−yL+yR.
This is clearly an inside break for i(κ).
Since κ is disordered, define l by M(κ) = {y0, y1, . . . , yl}. By definition, all the
yj that occur in y
L and yR have j ≤ l. To show that x ∈ S(β) if and only if
i(x) ∈ S(γ) there are a four cases to consider: when x is of the form yI , z + yI ,
n− yI , or n− yI − z. In the first case, observe that I contains at least one element
greater than l+1, and so, by Lemma 5.11(1) or (2), x and i(x) agree and are of even
type. It follows that x ∈ S(β) if and only if i(x) ∈ S(β) if and only if i(x) ∈ S(γ),
as desired.
In the second case, since l ≤ i− 1 it is again clear by Lemma 5.11(4), (5), or (6),
that x and i(x) agree, so x ∈ S(β) if and only if i(x) ∈ S(β). By Lemma 5.11(3),
i(x) is either determined or of even type, so i(x) ∈ S(β) if and only if i(x) ∈ S(γ),
which establishes the desired result.
The third and fourth cases are similar to the first and second cases. This com-
pletes the proof that i is a bijection from S(β) to S(γ), which completes the proof
of the lemma. 
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Now we consider the ordered compositions. Suppose κ is an ordered composition
which is a coarsening of β. Thus y0 is the beginning of one list. Which list is
determined by which of y0 and n−y0 is a break in β. Since y1 and y1+y0 disagree,
which list y1 occurs in is forced. Similarly for y2, etc. Hence all the yj are forced
up to yi. There are now six possible ways to complete the construction. For each
of these six possibilities we show the positions of yi, yi+1, and z in the two lists.
(a) (b) (c) (d) (e) (f)
yi yi z yi yi z yi yi+1 yi yi+1
z yi+1 yi+1 yi+1 z z
yi+1 z
The argument now proceeds as in Lemma 5.9. Essentially what has happened is
that by reducing to ordered compositions, we do not need to consider the yj with
j < i. We are now only interested in the middle part of the composition, which
involves parts yi, yi+1, z, and p. Also yi now behaves like y0 in Lemma 5.9: we count
up the number of compositions which occur with yi on the extreme left (among the
four parts we are interested in) and those where it occurs on the extreme right. One
of these numbers represents the contribution of ordered partitions to multM(β)(ν),
the other the contribution to multM(γ)(ν). These numbers must therefore be the
same. As in the proof of Lemma 5.9, we consider cases based on the types (and
for type 1, whether or not each is a break) of yi+1, z, yi+1 + z, and yi+1 + yi + z.
Lemma 5.11(7) eliminates a number of possibilities and with the remainder, as in
Lemma 5.9, one of the following two things must happen:
• z + yi+1 and z + yi+1 + yi are type 1 and both agree with z
• z + yi+1 agrees with yi+1, while z + yi+1 + yi agrees with yi+1 + yi.
We now exclude the second possibility.
Since z is not a multiple of ti, Pi tells us that yi − z agrees with n− z, which is
type 1 determined. Also by Pi, z 6≡ −yi+1 (mod ti), so ti does not divide z+ yi+1.
Since yi ∈ Ti, and z+yi+1 and z+yi+1+yi disagree, z+yi+1 ∈ Ti+1. Set z′ = yi−z,
y′i+1 = z+yi+1, y
′
j = yj for j ≤ i. Applying the whole proof of the lemma so far, we
find that z′ + y′i+1 must agree either with z
′ or y′i+1, which is to say that yi + yi+1
agrees with either yi − z or z + yi+1, both of which are impossible, and we are
done. 
5.3. Proofs of Pi and Qi. We begin with a preliminary lemma which will be
useful for the proofs of Lemmas 5.17 and 5.18. While working towards proving
these two lemmas, we will often need to consider Z/tjZ (for some j). We will write
Ztj for Z/tjZ, and z¯ for the image of z in Ztj .
Lemma 5.15. Let f be a function defined on Z. Let S ⊂ Ztj be such that f(z) =
f(z+tj−1) for z¯ ∈ S. Suppose further that for any x ∈ Tj, f(z) = f(z+x) provided
z¯ ∈ S. Then f(z) = f(z + tj) for all z¯ ∈ S.
Proof. Write tj as the sum of a series of elements of T≤j . Let the partial sums
of this series be x1, x2, . . . , xm = tj . Then observe that if z¯ ∈ S, then the same
is true for z + xl for all l. It follows from the assumptions of the lemma that
f(z + xl) = f(z + xl+1), and the result is proven. 
Lemma 5.16. For p > 0, if x ∈ Tp, then there is an element x′ ∈ Tp such that
x ≡ −x′ modulo tp−1.
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Proof. Since x ∈ Tp, there is some y ∈ Tp−1 such that x and y+ x are of even type
and disagree. It follows that n− y−x and n−x are of even type and disagree, and
hence that n− y − x ∈ Tp. Set x′ = n− y − x. 
Lemma 5.17. Ri and Pi imply Pi+1.
Proof. Let j = i + 1. We wish to show that g is tj-periodic except at multiples of
tj . Let S = Ztj \ {0¯}. Pi tells us that g is tj−1-periodic except at multiples of tj−1.
Suppose z¯ ∈ S, and x ∈ Tj . Ri tells us that if z is type 1, then g(z + x) = g(z).
Likewise, if z+x is type 1, then, choosing x′ as provided by Lemma 5.16, z+x+x′
is type 1, and now by the tj−1 periodicity of g, g(z + x) = g(z). If neither z nor
z + x is type 1, then g(z + x) = 0 = g(z).
Thus, it follows that for any z such that z¯ ∈ S, and x in Tj, that g(z+x) = g(z).
Therefore, we can apply Lemma 5.15, and desired result follows. 
Lemma 5.18. Pi+1 and Qi imply Qi+1.
Proof. Let j = i. Let S = Ztj \ tj+1Ztj . We wish to show that h(z) = h(z + tj) for
z¯ ∈ S. Qi tells us that h(z + tj−1) = h(z) for z¯ ∈ S. Now suppose that we have
some z such that z¯ ∈ S, and x ∈ Tj . By Pi+1, if h(z) = ±1 then h(z + x) = h(z).
Also by Pi+1, if h(z) is even, then so is h(z + x). Now, if h(z) 6= h(z + x), then
z ∈ Tj+1, contradicting our assumption. Thus h(z + x) = h(z) and we can apply
Lemma 5.15 to obtain the desired result. 
5.4. Proof that s > 1. Finally, we show that s, the greatest common divisor of
the Ti, is greater than 1.
Lemma 5.19. Let G be an arbitrary finite abelian group, which we write additively.
Let Y be a set of generators for G, closed under negation. Fix some a ∈ G. For
any b in G, it is possible to write b as the sum of a series of elements from Y , so
that no proper partial sum of the series equals a (i.e., excluding the empty partial
sum and the complete partial sum).
Proof. The proof is by induction on |G|. If G is cyclic, pick x ∈ Y a generator for
G. If b occurs before a in the sequence x, 2x, . . . , then we are done. Otherwise, use
−x.
If G is not cyclic, find a cyclic subgroup H which is a direct summand, and has
a generator x ∈ Y . Let a¯, b¯ denote the images of a and b in G/H . Apply the
induction hypothesis to G/H . Lifting to G, we obtain a series whose sum differs
from b by an element of H , which we can dispose of as in the cyclic case above.
The only problem occurs if b¯ = a¯, b 6= a, and the series for G/H happens to sum
to a. In this case, instead of putting the series obtained for H after the series for
G/H , begin with the first term from the series for H , followed by the series for
G/H , followed by the rest of the series for H . 
Example 5.3. Let G ∼= Z/2Z⊕Z/3Z. Let Y = {(1, 0), (0, 1), (0,−1)} Let a = (1, 0),
b = (1, 1). If we choose H to be the copy of Z/2Z, then the G/H series is (0, 1),
the H series is (1, 0), and we can take ((0, 1), (1, 0)) as our desired series.
If we take H to be the copy of Z/3Z, then the G/H series is (1, 0), and the series
for H is (0, 1). In this case we cannot just concatenate the two series, because we
are in the undesirable situation described above where b¯ = a¯ and the G/H series
sums to a. Thus we take the first term of the H series (which in this case happens
to be all of the H series), followed by the G/H series, followed by the rest of the
DECOMPOSABLE COMPOSITIONS 25
H series (which in this case happens to be empty) and we obtain ((0, 1), (1, 0)) as
our desired series.
Lemma 5.20. The greatest common divisor s of all the Ti is greater than 1.
Proof. Suppose otherwise. Let i be as small as possible, so that ti divides k. By
Lemma 5.8, i > 0. We will now demonstrate that all multiples of ti which are not
multiples of ti−1 must be type 1. However, since elements of Ti are of even type,
this would force Ti to be empty, and ti = ti−1, a contradiction.
By Ri−1, adding an element of Ti to an element of type 1 not divisible by ti−1
yields another element of type 1. Let x be an arbitrary element of Ti which is not
a multiple of ti−1. We wish to write x− k as the sum of a series of elements from
T≤i−1 such that, if the partial sums are z1, . . . , zm = x − k, then for no l is k + zl
divisible by ti−1. If we can do this, we can conclude that x is type 1.
We know that the elements of Ti generate tiZ/ti−1Z, but in fact more is true.
By Lemma 5.16, we know that Ti contains a set of generators and their negatives
for tiZ/ti−1Z. We can therefore apply Lemma 5.19, and we are done. 
6. The Cone of F -positive Symmetric Functions
We now consider the set K of all F ∈ Λ having a nonnegative representation in
terms of the basis of fundamental quasisymmetric functions, that is,
K = {
∑
α
cαFα ∈ Λ | cα ≥ 0 for all α}.(6.1)
Since K is the intersection of Λ with the nonnegative orthant of Q (with respect
to the basis {Fβ}), Kn := K ∩ Λn is a polyhedral cone for each n ≥ 0. It contains
the Schur functions sλ, λ ⊢ n, so it has full dimension in Λn.
6.1. The generators of Kn. We consider first the minimal generators of the cone
Kn, i.e., its 1-dimensional faces or extreme rays. These include all the Schur func-
tions and, in general, can be characterized by a condition of being balanced.
We begin by considering the notion of the spread of a quasisymmetric function.
For β  γ, we denote by
[β, γ] = {α | β  α  γ}(6.2)
the lexocographic interval between β and γ. For a quasisymmetric function F =∑
cαFα ∈ Q, we define the spread of F to be the smallest lexocographic interval
[β, γ] so that cα = 0 whenever α /∈ [β, γ].
For a partition λ ⊢ n, we let λ′ denote the conjugate partition and define the
composition
λ˜ := β ([n− 1] \ S (λ′)) .(6.3)
Thus if λ = 33, then λ′ = 222, so [5] \ S(λ′) = {1, 3, 5} ⊂ [5] and λ˜ = 1221. Note
that λ corresponds to the descent set of the tableaux Tr obtained by filling the
Ferrers shape λ by rows, λ˜ corresponds similarly to descent set of the filling Tc by
columns and λ˜  λ, with equality if and only if λ is n or 1n. In the example above,
we have
Tr =
1 2 3
4 5 6
and Tc =
1 3 5
2 4 6
.
Also note that λ˜ = ν˜ if and only if λ = ν.
26 LOUIS J. BILLERA, HUGH THOMAS, AND STEPHANIE VAN WILLIGENBURG
Proposition 6.1. The spread of the Schur function sλ is the interval [λ˜, λ].
Proof. Recall that sλ =
∑
cαFα where cα is the number of standard Young tableaux
T of shape λ with α = β(D(T )). Let Tr, respectively, Tc be the standard Young
tableaux obtained by filling the Ferrers diagram with shape λ by rows, respectively,
by columns. As noted, Tr and Tc correspond this way to λ and λ˜. Now for any
other tableaux T , let ir be the first index for which ir + 1 is not in the same row
as in Tr and let ic be the first index for which ic + 1 is not in the same column as
in Tc. Then ir is a descent in T but not in Tr and ic is a descent in Tc but not in
T , so λ˜ ≺ β(D(T )) ≺ λ. 
Lemma 6.2. Suppose λ, ν ⊢ n, λ 6= ν, and the spread of sν is a subset of the
spread of sλ. Then if sλ =
∑
cβFβ it follows that cν = 0.
Proof. By assumption, we have λ˜ ≺ ν˜  ν ≺ λ. The first inequality implies ν′ ≺ λ′,
so there is a minimum index j > 1 so that
ν1 + · · ·+ νj > λ1 + · · ·+ λj .(6.4)
Now if cν 6= 0, then there must be a filling T of the shape λ with β (D(T )) = ν.
Then indices 1, 2, . . . , ν1 need to be in the first row of T , indices ν1 +1, . . . , ν1 + ν2
need to be in the first two rows, etc. However (6.4) indicates this filling will fail at
row j. 
We can now prove the main result of this section.
Theorem 6.3. The Schur functions sλ are extreme in the cone K.
Proof. Suppose sλ = F1 + F2 with F1, F2 ∈ K. Then Fi =
∑
µ a
i
µsµ with
a1λ + a
2
λ = 1 and a
1
µ + a
2
µ = 0, µ 6= λ.(6.5)
Suppose Fi =
∑
ciβFβ .
If there is a µ 6= λ with aiµ 6= 0, then either µ ≻ λ, µ˜ ≺ λ˜ or the spread of sµ
is a subset of the spread of sλ. If there is such a µ with µ ≻ λ, choose one which
is lexicographically largest. If not, but there is one with µ˜ ≺ λ˜, then choose such
a µ such that µ˜ is lexicographically smallest. Otherwise, choose a lexicographically
largest µ with the spread of sµ a subset of the spread of sλ. By Proposition 6.1
and Lemma 6.2, one of the Fi must have c
i
µ < 0 or c
i
µ˜ < 0 for the chosen µ.
Thus aiµ = 0 for µ 6= λ and so both F1 and F2 are multiples of sλ, showing sλ to
be extreme. 
Note that there are extremes other than the Schur functions. The first one
appears when n = 4:
s31 + s211 − s22 = F31 + F13 + F211 + F112
is extreme in K4. In K5, there are two such extremes, s311 + s2111 − s221 and
s41 + s311 − s32. In K6, there are 23. At present there is no general description of
which combinations of Schur functions are extreme.
Consequently, we consider next the problem of determining when a quasisym-
metric function F =
∑
hSFS is an extreme element of the cone K of F -positive
symmetric functions. (Here we begin indexing by subsets of [n] in place of composi-
tions of n+1, where FS = Fβ(S).) We relate this to a property of the multicollection
{S hS}, which leads to the notion of fully balanced multicollections of subsets of a
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finite set. Fully balanced multicollections with nonnegative multiplicities will yield
F -positive symmetric functions, in general, while minimal such collections give rise
to extremes.
We say a subset S ⊂ [n] has profile a1, . . . , ak if S consists of maximal consecutive
strings of length a1, . . . , ak in some order. In this case, |S| = a1 + · · · + ak. For
example, {2, 3, 5, 7, 8, 9} ⊂ [11] has profile 321000. For λ = λ1λ2 . . . λk ⊢ n + 1,
define
Fλ = {S ⊂ [n] | S has profile λ1 − 1, . . . , λk − 1}.(6.6)
Thus if S = {2, 3, 5, 7, 8, 9} ⊂ [11], then S ∈ F432111. Further F11...1 = {∅},
S ∈ F21...1 if and only if |S| = 1, and S ∈ F221...1 if and only if S = {i, j}, where
i < j − 1, while S = {i, i+ 1} ∈ F31...1.
We denote a multicollection of subsets of [n] by {S kS | S ⊂ [n]} = {S kS}, where
kS denotes the multiplicity of the subset S. For our purposes, a multicollection
{S kS} can have any rational multiplicities kS .
Definition 6.4. Let λ ⊢ n + 1. A multicollection {S kS} of subsets of [n] is λ-
balanced if there is a constant κλ such that for all T ∈ Fλ,∑
S⊇T
kS = κλ.(6.7)
The multicollection {S kS} is fully balanced if it λ-balanced for all λ ⊢ n+ 1.
Multicollections that are 21 . . . 1-balanced have been called balanced in the lit-
erature of cooperative game theory [7], although there the term is applied to the
underlying collection whenever positive multiplicities kS exist.
Theorem 6.5. A homogeneous quasisymmetric function F =
∑
S hSFS ∈ Qn+1 is
symmetric if and only if the multicollection {S hS} of subsets of [n] is fully balanced.
Proof. Note that, for µ ⊢ n+ 1, R ∈ Fµ if and only if λ (β([n] \R)) = µ. Further,
note that if T ∈ Fλ and R ⊂ T , R 6= T , then R ∈ Fµ for some µ ≺ λ. By
inclusion-exclusion, we get∑
S⊇T
hS =
∑
R⊆T
(−1)|R|
∑
S⊆[n]\R
hS =
∑
R⊆T
(−1)|R|f[n]\R,(6.8)
where fS and hS are related as dβ and cβ in (2.5). Now, F is symmetric if and only
if f[n]\R only depends on µ for R ∈ Fµ. Thus if F is symmetric, then (6.8) shows
the sum
∑
S⊇T hS to depend only on λ (and µ ≺ λ) when T ∈ Fλ.
Now suppose the multicollection {S hS} is λ-balanced for all λ ⊢ n + 1. We
argue by induction on the lexicographic order on partitions. We assume f[n]\R only
depends on µ for all R ∈ Fµ, µ ≺ λ. (The base case for λ = 11 . . . 1 is trivial.)
For T ∈ Fλ, the assertion now follows from (6.8), since the number of R ⊂ T with
R ∈ Fµ, for µ ≺ λ, depends only on λ. 
Thus, elements ofKn+1 correspond to fully balanced collections with nonnegative
multiplicities. Those with minimal support {S | hS 6= 0} correspond to the extremes
of the cone. One can view integral extremes of Kn+1 as combinatorial designs of
an extremely balanced sort: each element of [n] is in the same number of sets
(counting multiplicity), as are each nonadjacent pair, each adjacent pair, etc. One
is led to wonder whether the designs coming this way from Schur functions have
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special properties among these. The first of these for which the multiplicities are
not all one is
s321 = F{1,3} + F{1,4} + F{2,3} + 2F{2,4} + F{2,5} + F{3,4} + F{3,5}
+ F{1,2,4} + F{1,2,5} + F{1,3,4} + 2F{1,3,5} + F{1,4,5} + F{2,3,5} + F{2,4,5}.
Here κ21111 = 8, κ3111 = 2, κ2211 = 4, κ321 = 1 and κ222 = 2.
6.2. The facets of Kn. To describe the facets of Kn, we rewrite (6.1) as follows.
Since the Schur functions sλ, λ ⊢ n, are a basis for Λn, writing sλ =
∑
β [sλ]FβFβ ,
we see that
Kn = {
∑
λ⊢n
cλsλ |
∑
λ
cλ[sλ]Fβ ≥ 0 for all β  n}.(6.9)
Equation (6.9) gives 2n−1 inequalities for Kn, one for each β  n. However, when
β ∼ γ, these inequalities are identical (see Definition 2.3). In fact, we conjecture
that these are the only redundant inequalities, so the facets of Kn would be in
bijection with the equivalence classes of compositions under ∼.
The inequality for Kn given by cα ≥ 0 in (6.1) is redundant if and only if there
exist aβ ≥ 0 such that
cα =
∑
β 6∼α
aβcβ(6.10)
holds for all F =
∑
cγFγ ∈ Λ.
For each composition β  n we define the vector vβ = (vβ,λ;λ ⊢ n) by vβ,λ =
multM(β)(λ). By definition, β ∼ γ if and only if vβ = vγ .
Proposition 6.6. The inequality cα ≥ 0 is redundant for some α  n if and only
if vα is not extreme in the convex hull of all vβ, β  n.
We end with the following conjecture.
Conjecture 6.1. Any one, and so all, of the equivalent statements holds:
(1) The facets ofKn are in bijection with the equivalence classes of compositions
β  n,
(2) The inequalities cα ≥ 0, α  n, are all irredundant,
(3) Each vα is extreme in the convex hull of all vβ , β  n.
One can imagine an approach to Conjecture 6.1 that uses Theorem 4.1 along
with a separation argument for vβ that targets the decomposition structure of the
composition β.
6.3. Ribbon-positivity. One can call a symmetric function F -positive if it be-
longs to the cone K. Being F -positive is a weakening of the condition of being
Schur-positive. Both F -positivity and Schur-positivity are closed under taking
products. The quasisymmetric functions FS have been identified with characters
of 0-Hecke algebras [13, §4.1], lending a representation-theoretic interpretation to
being F -positive.
A strengthening of Schur-positivity would be what we might call ribbon-positivity,
that is, belonging to the cone in Λ spanned by the ribbon Schur functions rα, α  n.
By (2.2), this cone is also closed under taking products. As far as we know, this
ribbon cone has not been studied.
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Stronger still would be membership in the cone spanned by the rλ, λ ⊢ n. That
this simplicial cone is strictly smaller than the ribbon cone can be seen from the
fact that r132 = r321 + r33 − r42, which follows from (2.3). This relation suggests
that the ribbon Schur functions might all be extreme in the ribbon cone.
We know of one example of ribbon-positive symmetric functions. In [6], Hersh
shows that the chain-enumeration quasisymmetric function of k-shuffle posets are
ribbon-positive by showing they are sums of products of ribbon Schur functions.
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