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ABSTRACT
CONTROL HIERARCHIES FOR CRITICAL INFRASTRUCTURES IN SMART GRID
USING REINFORCEMENT LEARNING AND METAHEURISTIC OPTIMIZATION
By
Oindrilla Dutta
The objective of this work is to develop robust control framework for interdependent
smart grid infrastructures comprising two critical infrastructures: 1) power distribution net-
works that are characterized by high penetration of distributed energy resources (DERs),
and 2) DC-rail transportation systems in congested urban areas.
The rising integration of DERs into the power grid is causing a paradigm shift in the
power distribution network. Consequently, new control challenges for efficient and robust
operation of the power grid have surfaced. For instance, the intermittency of renewable
energy resources necessitates coordinated control of power flows, voltage regulators, and
protection device settings of the online resources in the system. This can be achieved with
the help of an active distribution network, equipped with a distribution management system
that provides online solutions to control problems, in real-time, by having full or partial
observability. Besides, the increasing electrification of other critical infrastructures, such
as transportation and communication, necessitates controllers that can accommodate the
over-arching control requirements of interdependent critical infrastructures. Present control
approaches lack the amalgamation of active distribution management and the flexibility to
accommodate other critical infrastructures.
In this work two levels of control hierarchies, viz. 1) Primary Controller and 2) Secondary
Controller, have been designed for the power distribution system. These controllers can
iv
provide active distribution management, which can be expanded for seamless integration of
other critical infrastructures. Besides, a real-time simulation-in-the-loop testbed has been
developed, so that both transient and steady state performance of the controllers can be
evaluated simultaneously. This testbed has been developed using OPAL-RT and DSpace.
The effectiveness of these controllers have been tested in three types of active distribution
networks: 1) A modified IEEE 5-bus system equipped with a grid-connected microgrid
that consists of two DERs, 2) A modified IEEE 13-bus system equipped with an islanded
community microgrid (Cµ-Grid) comprising four DERs, and 3) A modified IEEE-30 bus
system comprising five grid-connected distributed generations (DGs). The DERs used for
this work are battery energy storage systems and photovoltaic systems.
The Primary Controller has been designed for regulating voltage, frequency and current
in the system, while maintaining stability of these parameters, in both grid-tied and islanded
operating modes. These design approaches consider multiple points of coupling among the
DERs, which is lacking in the existing literature that is primarily focused on single point
of common coupling. Besides, this work shows a method of incorporating communication
latency, which may exist between Primary and Secondary Controller, into the control de-
sign. This facilitates performance analysis of the primary controller, when it is subjected to
communication latency, and accordingly develop mitigation techniques.
The Secondary Controller has been designed using a reinforcement learning technique
called Adaptive Critic Design (ACD). ACD can facilitate seamless integration of a power
distribution network with other critical infrastructures. The ACD based algorithm functions
as a distribution management system where its control objectives are to balance load and
generation, to take preventive or corrective measures for mitigating failures and improving
system resiliency, to minimize the cost of energy incurred by the loads by dispatching the
v
DERs, and to maintain their state of health.
Alongside DERs, the impact of DC-rail transportation on the power distribution net-
work has been investigated here, with an objective of efficiently and economically reducing
congestion in power substations. Hybrid energy storage systems, comprising battery, su-
percapacitor and flywheel, have been used as wayside energy storage technologies for this
purpose. These storage technologies reduce congestion by supplying energy during acceler-
ation and coasting of the trains, and replenish their energy by recapturing the regenerative
braking energy during deceleration of the same.
The trains consume/regenerate energy at a very high rate during acceleration/deceleration,
thereby requiring storage technologies with both high energy and power densities. Hence,
the three aforementioned storage technologies have been investigated for both standalone
and hybrid operations, by considering system performance and resiliency alongside the per-
centage of energy recovered, without comprising the cost-recuperation over time. This has
been achieved using a two-stage method, where the first stage comprises the development
of detailed mathematical model of the rail system and the storage technologies. This math-
ematical model has been optimized using Genetic Algorithm, in order to obtain optimal
combinations of type and size of the storage technologies for minimum cost, within the sys-
tem constraints. In the second stage, a detailed simulation model has been developed by
capturing all the dynamics of the transportation network, which could not be entirely rep-
resented in the mathematical model. The optimal sizes obtained from the first stage have
been used in the second stage to evaluate their performance and accordingly adjust their
values. Thus, the mathematical model provides initial values in a large search space, and
these values are further tuned based on the results from simulation model.
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The urgency for reducing carbon footprint is synonymous to transformation of the meth-
ods of electricity production. This has paved the way for renewables as sources of clean
and green energy. When the ratio of renewable resources to that of conventional sources of
power production increases, the power network is faced with newer challenges and vulner-
abilities. For instance, the intermittency of renewables can cause imbalance between load
and generation, which can result in critical voltage and frequency instability in the system.
Also, protection challenges have surfaced since the advent of renewables has resulted in a
paradigm shift in the power flow from generation to load, where loads can now participate
in the energy market as generation units. Such bidirectional power flow can make faults in
the power lines undetectable to existing protection devices [1, 2]. Besides, as the renewable
resources are connected to the electricity grid through power electronic converters, the grid
becomes more vulnerable to failures in the event of disturbances. This is because, these
power electronic converters lack the rotational inertia [3] of synchronous generators that are
used for conventional methods of power production. Power electronic interfaced devices are
also responsible for injecting harmonics into the electricity grid, which cause degradation
of power quality in the network, saturation of transformer core, and pose as a nuisance for
protection devices by increasing the short circuit current in the event of faults [4].
These aforementioned challenges have been the primary obstacles in the path of increasing
1
the percentage of renewable penetration into the power grid with stability and reliability,
which is also termed as the ’hosting capacity’ [5]. The reduction of carbon emission with
increased renewable integration has been modest owing to the intermittency of the renewables
which requires conventional sources of energy (like, fossil fuel) to be reserved and kept
online [6]. Thus, resources are reserved days ahead [7] for maintaining resiliency of the
power grid to failures such as cascading line outages, or faults in the power lines. This lack
in flexibility to coordinate the online resources in the network is a cost-prohibitive process.
Thus, a control structure is required that can take online decisions for dispatching the
distributed energy resources (DERs) based on the conditions in the system. A power distri-
bution network, comprising renewables resources, dispatchable loads, and other distributed
generations, where systems are deployed for on-line control of these DERs, is called an Active
Distribution Network (ADN) [8].
In an ADN, it is necessary for the controllers to have full or partial observability of
the Plant that is being regulated [9, 10], thereby increasing the dependency of the power
distribution network on communication infrastructures. Consequently, the system becomes
prone to different types of communication latencies, such as signal delay, loss of signals, and
cyber attacks [11, 12].
Alongside the dependency between power and communication infrastructures, the trans-
portation network is also dependent on the power distribution systems, as illustrated in Fig.
1.1. For instance, the rail transportation system is one of the biggest consumers of elec-
tricity, specially in urban areas where it can cause congestion of power substations [13, 14].
Besides, in an effort to the usage fossil fuel, an increasing electrification of vehicles is being
undertaken. Consequently, large scale deployment of electric vehicle (EV) charging stations
is taking place, thereby increasing the dependence of the transportation systems on power
2
Figure 1.1: Interdependency between critical infrastructures.
distribution networks.
Thus, the smart grid encompasses multiple interdependent critical infrastructures, whose
efficient operation is contingent upon control frameworks that can effectively take optimal
control decisions within the constraints of time and resources. Such control frameworks must
have the following characteristics:
1. Scalability: An ability to accommodate network of networks and facilitate the seamless
integration of multiple critical infrastructures, such as power system, information and
communication technologies, and transportation networks.
2. Flexibility: An ability to prioritize different control objectives based on the need of the
hour.
3. Speed: The convergence speed of these control structures is of critical importance, since
the control decisions for regulating a smart grid must be made online in real-time.
4. Resiliency: The control structure must account for latencies and failures across the
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different smart grid infrastructures, and have the ability to minimize the impact of
such events.
1.1 Problem Statement and Objective
The primary step towards improving resiliency in interdependent systems is enhancing
the robustness of the constituent networks. This thesis is focused on the development of
control hierarchies for the power distribution network, characterized by high penetration of
renewables and other distributed energy resources. The controllers, based on their hierar-
chy, are responsible for fast, robust, optimal, and resilient operation of active distribution
networks.
A power distribution network, as shown in Fig. 1.2, can be operated in two modes: 1)
A grid-tied mode, and an 2) Islanded Mode. In a grid-tied operating mode, the power
Figure 1.2: Power distribution network characterized by distributed energy resources.
distribution network is connected to a bulk transmission system that is equipped with syn-
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chronous generators. These alternators enable the transmission network to operate as an
infinite bus, where distribution networks are connected. However, this distribution network
can also isolate itself from the transmission system, thereby operating in an islanded mode.
In an islanded operating mode, the distribution network utilizes the existing infrastructure
and the DERs to manage the loads and generations in the system.
In both these operating modes, voltage and frequency in the system must be regulated
with reliability, stability and resilience. Voltage and frequency regulation becomes signifi-
cantly difficult in an islanded operating mode due to the lack of inertia, which is otherwise
provided by the synchronous generators in the bulk transmission networks. This makes the
bus voltages and frequency in an active distribution network more susceptible to instabil-
ity during load fluctuations and faults in the power lines. Voltage and frequency stability
entails load and generation balance in the system. An imbalance in load and generation
causes over-voltage or under-voltage issues, as well as over-frequency or under frequency
problems. Again, these problems are aggravated in an islanded operating mode because of
the intermittency of renewable resources.
In this thesis, control frameworks have been developed for both grid-tied and islanded
operating modes of Active Distribution Networks. The control frameworks have been de-
signed to satisfy the over-arching control requirements of interdependent infrastructures by
having the traits of scalability, flexibility, speed and resiliency.
Alongside the development of control structures for ADNs, rail transportation networks
have also been investigated in this thesis, with an objective of achieving peak power shaving
in congested substations. This has been accomplished by deploying hybrid wayside energy
storage systems, where the storage technologies discharged during a train acceleration and
charged during a train deceleration, by using the regenerative braking energy from the trains.
5
In this thesis, a method for optimizing the type and size of the hybrid storage technologies
have been established, so as to maximize the return on investment and improve system
performance.
1.2 Literature Review
This section sheds light on the studies performed in existing literature for evolution of
control techniques for active distribution networks, and optimization of storage technologies
for recuperating regenerative breaking energy in DC rail transportation networks.
1.2.1 Literature Review for Active Distribution Networks
Distributed energy resources are essential alternatives to fossil fuel in our effort towards
obtaining clean energy. An architecture in which DERs are managed to operate in both
grid-connected mode and islanded mode is referred to as a Microgrid [15–17]. Microgrids
provide sustainability and resiliency to the utility grid [18,19] by enabling a high penetration
of DERs. However, the implementation and operating cost of microgrid is high, thereby
rendering a trade-off between cost and reliability.
Studies related to real time control problems in the ADNs have either focused on resiliency
of microgrid [20–23], or coordinated control of DERs [24] by energy management in the
network. The techniques for energy management of DERs in low-voltage systems, with the
objective of achieving congestion control, active power sharing and voltage stabilization using
reactive power compensation, have been proposed in literature [25–27]. These studies have
designed controllers considering the impact of DERs only on the point of common coupling
(PCC) voltage and power, thereby neglecting their influence on other buses and branches in
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the network. Some researchers have addressed this issue by proposing a preventive method,
where the renewable resources are reserved at a day ahead stage, so that the distribution
system operator (DSO) has more flexibility to use the reserve during real time operation [28].
The researchers highlight that effective implementation of this technique is contingent upon
optimization algorithms with improved computation speed. Besides, reservation of renewable
resources at a day ahead stage is an expensive solution and such preventive measures are
incapable of taking prompt corrective actions during system failures.
Corrective measures have been addressed by some researchers, who have coordinated
active management of DERs with conventional voltage regulators [29], and have concurrently
managed both DG and demand response in order to maintain the system within thermal
limits during overloads [30,31]. These studies have been performed on averaged model of the
system that lack operational details of the power electronic devices. Thus, the performance
of the controllers, when power electronic devices are considered, remains questionable. These
proposed techniques can either take preventive or corrective measures, which is insufficient
for the grid of future that must possess the flexibility to take both preventive and corrective
actions in the system.
In this thesis, an adaptive dynamic programming based technique termed as adaptive
critic design (ACD) has been developed, that can supervise a large number of variables
in parallel, non-linear and real-time environment [32, 33]. ACD based algorithms have been
elaborated in Chapter 2. The utilization of robust ACD-based controllers in power system has
received special attention in the area of microgrid stability [34–36]. However, its application
as a management technique for ADNs, that optimizes the cost of load demand along with
failure prevention and mitigation, is an uncharted area.
In Chapter 4 of this thesis, a technique for developing a control framework, which pos-
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sesses the flexibility to take both preventive and corrective actions against thermal over-
loading of branches in active distribution networks, has been demonstrated. In this work,
the ADNs comprise microgrids that consist of battery energy storage systems (BESSs) and
photovoltaic (PV) systems. The management system of the ADNs primarily aims at min-
imization of hourly cumulative cost incurred by loads in a network due to energy pricing
of utility, by effectively dispatching BESSs in the microgrids. Besides, this controller also
regulates the BESS state of charge (SoC) and bus voltages within their minimum and max-
imum limits. The management system also controls thermal loading of the branches by
taking corrective measures during overloading conditions or preventive measures during crit-
ical loading conditions. This controller has been designed using the reinforcement learning
based technique, called adaptive critic design (ACD). Chapter 4 elaborates the formulation
of the ACD algorithm so that an effective performance of the controller can be achieved.
Two case studies on grid-tied systems have been performed. In one of the case studies, a
modified IEEE 5 bus system along with a microgrid and its controllers have been modeled
in details and simulated in real-time by developing a simulation-in-the-loop (SITL) testbed
using OPAL-RT(OP5600) and DSpace(DS1104). This testbed facilitates simulation of the
detailed model along with its power electronic components, such that both transient and
steady-state performance of the system can be observed. The other case study has been
performed on a modified version of the IEEE 30 bus system that comprises five DERs.
There exists immense potential for active distribution management in urban areas, which
are major consumers of electricity, and are characterized by limited space where distribution
cables are often underground. As a result, urban power distribution networks remain immune
to low frequency high impact events at the transmission level. This poses an opportunity for
the distribution network to isolate itself from the transmission system, and form a network of
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microgrids leveraging the existing distribution infrastructure (Fig. 1.2). Such a structure is
called Community Microgrid (C-µGrid), which helps in reduction of typical microgrid costs
and limitations (e.g, space) by sharing cost and resources [37, 38]. Some existing C-µGrid
projects around the world, comprising different load carrying capacities and combinations of
DERs, are reported in [39–41].
C-µGrid comprises multiple stakeholders with unique operation and management objec-
tives, where the control objectives of individual DERs vary during grid-connected mode and
emergency islanding mode. Hence, a hierarchy of control protocol is essential for achieving
the common goals of sustainability, resiliency and cost [42]. At the lowest level in this hi-
erarchy, local controllers regulate the power electronic converters of DERs locally. At the
next level, a C-µGrid central/distributed controller (C-µGrid-C/D-C) is required to provide
control actions to the local controllers for optimizing objectives that encompass generation
and load balance, battery management with provision for emergency, and decision to connect
or isolate from the main grid [33]. A detailed overview of the control hierarchy in power
distribution networks is provided in Chapter 3.
In the existing literature, different algorithms for designing the C-µGrid central/distributed
controller have been proposed, with a focus on energy management and trading [43–45].
These studies analyze the business aspect of power sharing by the multiple microgrids such
that the cost of power transfer is optimized. These studies, however, are based on assump-
tions of transient and steady-state stability of the local controllers. This is predominantly
because there exists extensive research on design and stability of local controllers for parallel
operation of DERs [46,47]. However, these designs cannot be extrapolated optimally to the
C-µGrid concept because the loads and DERs are shared among multi-points of coupling in-
stead of a single point of common coupling (PCC). Therefore, voltage and angle are no longer
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the common global variables, rendering popular methods like P − δ ,Q − V droop [48–50]
ineffective in making optimal dispatch of resources. Besides, because of the physical distance
between the multiple microgrids and loads, the C-µGrid central/distributed controller must
rely on communication infrastructure for receiving measurements from the system and send-
ing control actions to the local controllers. This poses possibility for signal degradation due
to communication latency, thereby impacting the stability and reliability of a C-µGrid.
Chapter 5 highlights the vulnerabilities of a C-µGrid in islanded mode of operation,
and proposes a control approach for improved system performance. This chapter shows:
1) Design methods for voltage and current controllers so that those are stable against load
variation while ensuring fast response and quality signal injection; 2) A technique for incor-
porating the impact of delays, between the local controllers and C-µGrid central/distributed
controller, into the control analysis, and minimize its impact on the transient stability of
a C-µGrid; 3) A procedure for evaluating the power transferred from source to sink, as a
function of increased loading, by considering the dynamics of the renewable energy resources.
This is essential for determining the receiving end voltage profile. These design methods have
been tested in an islanded C-µGrid that forms part of a modified IEEE-13 bus system, and a
detailed model of this system has been developed in OPAL-RT. In Chapter 5, a C-µGrid cen-
tral controller has also been developed using Adaptive Critic Design based algorithm. The
primary objective of this central controller is load and generation balance in the islanded
community, subjected to the intermittency of the PV systems, within the constraints of cost,
time and resources. Besides, this controller is responsible for reduction of harmonic injection
by the power electronic interfaced resources into the grid, minimization of line losses in the
community, and maintaining bus voltages and state-of-charge of the batteries within their
minimum/maximum limits.
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1.2.2 Literature Review for Rail Transportation Networks
The transportation sector, both private and public, is being increasingly electrified to
reduce greenhouse gas emissions and their dependence on fossil fuel. This, in turn, increases
the dependency of transportation sector on power system. The electrification of transporta-
tion sector is leading towards converting personal cars as well as public buses to electric
vehicles (EVs), in addition to the already electrified subway system. Previous blackouts
have paralyzed the subway networks, which had a substantial impact on the mobility of the
people [51]. This impact would be further aggravated with more EVs on the roads.
The rising demand for EVs will necessitate deployment of smart charging stations. Con-
sequently, user choices will have bigger impact on the charging demand, which in turn affects
the power grid. For instance, presently people line up in fuel stations with their vehicles
when there is a storm forecast. In future, with increased usage of EVs, people will forget
incentives and prioritize charging their cars. This scenario will have debilitating impact on
the power grid. Thus, investigating interdependencies between transportation and power
network is a prerequisite in order to improve their resilience. This thesis focuses on the
impact of DC rail transportation on the power network as a case study for interdependency
between power and transportation.
DC rail transportation systems, in the urban areas around the world, consume around
14.7 to 1600 GWh of energy, annually [52, 53]. Around 60% of this energy is consumed
by trains, which follow a cycle of acceleration, coasting, and deceleration. This energy is
supplied to the trains by the rectifier substations through DC power supply rails, typically
referred to as the third rail. A substantial portion of the energy consumed by trains during
acceleration and coasting can be regenerated during deceleration using regenerative braking.
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This regenerated braking energy has to return to the third rail, where a part of it can be
captured by other accelerating trains in the vicinity and a negligible portion by onboard
auxiliary loads. But the usually fast decelerating trains regenerate a rapidly increasing
energy and merely 8-10% of it can be recaptured by other accelerating trains [27]. This
is because of the minimum headway that should be maintained for safety between two
trains. Also, the accuracy of scheduling two consecutive trains, one accelerating and the
other decelerating simultaneously, is impractical. Thus, the remaining regenerative braking
energy in the third rail raises its voltage beyond maximum limit and consequently triggers the
voltage protection circuits to disconnect the train from the third rail. Hence, this remaining
regenerative braking energy would be wasted as heat unless retrieved in energy storage
systems (ESSs) or through reversible substations. This thesis focuses on the retrieval of
regenerative braking energy using wayside energy storage systems (WESSs).
In the wake of green energy technology and a demand to reduce carbon emission, effec-
tive reuse of regenerative braking energy from different transportation systems has received
widespread attention. The potential of recovering regenerative braking energy using ESS in
a metro-transit system of Rome has been reported in [54], where the difference in potential
and effective recovery of regenerative braking energy has been brought to attention. An-
other literature highlights the use of supercapacitors in the metropolitan railway systems of
Colombia and sheds light on the dependence of regenerative braking energy recovery on train
scheduling [55]. The performance of different types of ESSs in serving various functionalities,
such as voltage quality, emergency power supply, and load leveling, when deployed in the
rail transit system of Japan has been demonstrated in [56,57]. Other similar demonstration
projects comprise the use of a sodium-sulphide battery system for Long Island, a supercapac-
itor system for Madrid de Metro, and a flywheel for London Underground, which have been
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reviewed for effectiveness and return on investment [54,58]. However, these afore-mentioned
studies/reports fail to provide a methodology for choosing the appropriate type and size of
ESSs that can support the various functionalities of a rail transit system.
In some major electric rail transit systems around the world, such as New York City
Transit (NYCT), trains run with a minimum headway of 60s and the regenerative braking
occurs within a span of 30s with a peak power of about 3 MW [59]. Thus, such systems would
require storage technologies with high power density that implies fast charging capability
along with large number of life-cycles. However, such systems may also need ESSs that can
store energy for prolonged periods of time, for e.g., under emergency circumstances, for load
leveling and so on. Besides, the major rail transit systems are usually situated in densely
populated areas where power supply substations tend to get congested. This necessitates a
provision for peak power shaving of the highly loaded substations. Hence, the choice of type,
combination and size of ESSs for rail transit applications needs to be thoroughly investigated.
Modeling and optimization techniques for using supercapacitors and Hybrid ESS (HESS),
in the recapturing of regenerative braking energy in rail transit systems, have been illustrated
in [60] and [61], respectively. In [60], the various aspects and constraints of sizing a HESS,
consisting of battery and supercapacitors, have been incorporated in a mathematical model
and optimized using linear programming. This paper further provides insight into the energy
and cost saving for different depth of discharge (DoD) of batteries. However, these studies are
insufficient in capturing all the essential parameters involved in modeling ESSs for rail transit
systems. For instance, the capacity (Ah) of a battery and its charging/discharging current
(C-rate) follow a non-linear relationship. The ratio of these two parameters is very crucial
for the estimation of battery life-time, especially for this application as it demands a high
rate of charging/discharging current [13], [62]. This necessitates a nonlinear optimization
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technique. Besides, the DoD constraints for a supercapacitor, which is crucial for its state
of health (SoH), and voltage restrictions of the third rail have been neglected in previous
literatures. Also, the dynamics of the transit system have not been captured through a
simulation or actual demonstration, which profoundly impacts the parameters of energy and
cost saving. Other decisive features such as, peak power demand that incurs a significant
cost for any transit system, and real market price for ESSs have not been considered in the
evaluation of sizes, cost saving and payback time. Inaccurate estimation of sizes, cost saving
and payback time makes the results of these studies not applicable to practical systems.
In Chapter 6, a dual-stage modeling and optimization framework has been developed
to obtain an optimal combination and size of wayside energy storage systems (WESSs) for
application in DC rail transportation [13,14,63]. Energy storage technologies may consist of
a standalone battery, a standalone supercapacitor, a standalone flywheel or a combination
of these. Results from the dual-stage modeling and optimization process have been utilized
for deducing an application-specific composition of type and size of the WESSs. These
applications consist of different percentages of energy saving due to regenerative braking,
voltage regulation, peak demand reduction, estimated payback period, and system resiliency.
In the first stage, sizes of the ESSs have been estimated by developing detailed mathematical
models, and optimizing these models using Genetic Algorithm (GA). In the second stage,
the respective sizes of ESSs are simulated by developing an all-inclusive model of the transit
system, ESS and ESS management system (EMS) in MATLAB/Simulink. The mathematical
modeling provides initial recommendations for the sizes in a large search space. However,
the dynamic simulation contributes to the optimization by highlighting the transit system
constraints and practical limitations of ESSs, which impose bounds on the maximum energy




Adaptive Critic Design (ACD) is a branch of stochastic dynamic programming, which
is used for making online control decisions in a nonlinear environment with an objective
of optimizing a value function, based on knowledge of the system and its states. ACD
algorithms use two parametric structures, viz. Actor and Critic, where the Actor comprises
a control law and Critic approximates a cost/value function represented by a Hamilton-
Jacobi-Bellman equation. The Critic evaluates the impact of the control law on the current
and the future cost, thereby providing a guidance for its improvement, and this improved
control law of the Actor is then used to update the Critic. The ACD algorithm iterates
sequentially between these two operations until it converges to an optimal solution based on
some stopping criteria. The following sections elaborate the working principles of Adaptive
Critic Design algorithms and their application across different fields.
2.1 Mathematical Background and Notations
Non-linear time-invariant systems of the form shown in (2.1) are used as Plants for which
optimal control actions are to be determined.
Ẋ(t) = F(X(t)) + G(X(t))A(t) (2.1)
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where, X(t) is an n-dimensional vector of real numbers representing the states of the plant,
A(t) is an m-dimensional vector of real numbers representing the optimal control actions,
F(·) and G(·) are continuous differentiable functions. The objective function that the control
actions optimize is represented by the Bellman Equation [64], which constitutes the cost





This cost function when subjected to the optimal control action, Â, satisfies the Hamilton-
Jacobi-Bellman equation [65,66], denoted by (2.3).
minH(x,A,∆Ĵ) = 0 (2.3)




where, R is a square matrix that represents the control effort.
2.2 Structure of ACD Algorithms
The fundamental structure of ACD algorithms comprises a Model Network, an Actor
Network and a Critic Network [64], as shown in Fig. 2.1.
The Model network is a stochastic or deterministic replication of the Plant that is to be
controlled. The states of the Plant must be observable, deterministic and discrete within
16
Figure 2.1: Adaptive Critic Design Structure
the time interval tinitial to tfinal, and the initial state, i.e. X(t0), should be available. The
Model network receives the states of the plant and the actions at current time instant (t) as
inputs, based on which it provides estimated states of the plant at the next time instant as
output, as shown in (2.5).
X(t+ 1) = f(X(t),A(t)) (2.5)
The Actor network comprises Recurrent Neural Network (RNN) or Backpropagation
Neural Network (BpNN), which takes X(t) as input and generates successively improving
control actions, A(t), as output. These control actions when applied to the plant will optimize
the cost function in (2.2).
Similar to Actor, the Critic network comprises a RNN or BpNN. It receives input from
the model and actor networks. It then generates improved value functions or its derivatives
based on the improved control laws from the Actor.
The control law at time t and the corresponding value function accumulated from that
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time instant are represented by (2.6) and (2.7), respectively.
A(t) = Υ(X(t)) (2.6)










where, the Lagrangian L(·) represents the cost of one time increment.
The algorithm goes through two iterations in parallel, where the optimization cycle for
approximation of the control law is represented by an iteration in l, whereas the passage
of time in the dynamic process is represented by k, and this time increment must be con-
stant throughout. Thus, the improved control law corresponding to a value function, V, is
represented by (2.8), such that V (Xk,Υl+1) ≤ V (Xk,Υl).
Υl+1(Xk) = arg min{L(Xk,Ak) + V (Xk+1,Υl)} (2.8)
This is ensued by updating the value function, as shown in (2.9).
Vl+1(Xk,Υl+1) = L(Xk,Ak) + Vl(Xk+1,Υl+1) (2.9)
The control and value function updates in the Actor and Critic Networks are guided by the
backpropagation algorithm, which estimates the error between an expected output (Y ∗(t))
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Y ∗(t)− Y (t)
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(2.10)
The Actor and Critic are neural networks with weight matrix (Wm×n) and activation func-
tion f(·) that relate the inputs to the outputs. E(t) is backpropagated to update these
weights with a predefined learning rate (η), as shown in (2.11).
W l+1m×n = W
l









Y ∗(t)− Y (t)
)
∗ f ′(a) (2.12)
The algorithm converges to an optimal value function, V̂ , based on some user defined
stopping criteria that is contingent upon the dynamics and constraints of the plant as well as
the stipulated time within which a control decision must be made. These stopping criteria
are described in (2.13).
∣∣Jl(k + 1)− Jl(k)∣∣ ≤ δ, and/or X(k + 1) ≥ ε (2.13)
The proof of convergence of ACD algorithms to stable equilibrium states have been detailed
in [67–69].
2.3 Types of ACD Algorithms
The ACD algorithm is primarily classified into four categories, based on the method
of approximation of the value function by Critic [70–72]. These four classifications are as
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follows:
2.3.1 Dual Heuristic Programming
The working principle of Dual Heuristic Programming (DHP) is illustrated in Fig. 2.2.
The algorithm progresses through two-levels of iterations, simultaneously. One level of iter-
Figure 2.2: Dual Heuristic Programming Algorithm.
ation represents the advancement of time in the dynamic process and is denoted by k. The
other iteration, denoted by l, is the number of trials in the search for the optimal solution.
DHP begins its iteration through l and k by random initialization of the weights in the Actor
and Critic networks. The Actor receives initial states of the plant, X(k = t0), as input and
accordingly generates control actions, Al(k), based on the random initial weights to optimize
the value function. The Model network also receives X(k = t0) from the plant and Al(k)
from the Actor to generate an estimate of the state at the next time instant, X(k+1), where
t = k + 1. The outputs from plant, Model and Actor are supplied to the derivative block,
which calculates the derivatives required for evaluating the cost sensitivity of the algorithm
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to state perturbations on the optimal trajectory. The cost function of the algorithm is de-
fined in (2.14) and its derivative with respect to (w.r.t) the state perturbations is provided
in (2.15). The cost function, J(t), of the algorithm at a particular time t is a function of
the states X(t) and the actions A(t), at that same time instant. It is shown in (2.14) that
J(t) depends on a utility function, U(t), and an approximation of the cost function at the




. Here, γ is a discount factor that accounts for the
degree of dependence of the current cost on the future value of the cost function. This helps
the algorithm evaluate the impact of the current actions on the present as well as the future
states of the Plant. The utility U(t), which is also a function of X(t) and A(t), must be
quadratic trajectory with respect to the actions A(t).





































The Critic network estimates the same derivative, λ(X(t)), based on its random initial
weights and the estimated states of the Plant that is provided by the Model network. The
Critic output is denoted by λ∗. The error in this approximation by the Critic is expressed
by (2.16).
εc = λ(X(t))− λ∗(X(t)) (2.16)
The mean square of this error, denoted by ‖εc‖ 2, is positive definite and is used to train
the weights of the Critic network using the backpropagation algorithm in (2.15) and (2.16),
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in order to attain an improved value function. After training the Critic, its output is used to
update the Actor parameters by utilizing (2.17) and (2.18). The Actor network evaluates the
derivative of J(t) with respect to the actions A(t), and convergence of the DHP algorithm
depends on the value of this derivative. In order for A(t) to attain an optimal point in the
trajectory of J(t), this value should approach zero and its difference from zero is the actor
error, denoted by εA [73]. It should be noted that the backward differentiations in 2.18
are ordered partial derivatives [74]. Similar to Critic, the Actor BpNN or RNN is trained
with the mean square of Actor error, ‖εA‖ 2. The improved control law obtained from the
training of Actor is used to train the Critic a second time. Hence, the weights of the Actor
















) ∂ (X(t+ 1))
∂A(t)
(2.18)
Progress of the iteration in k continues in this manner until a stopping criterion is reached.
When this stopping criterion is reached, the algorithm starts similar iterations for l+n, where
n = 1,2,. . . ,N-1.
2.3.2 Heuristic Dynamic Programming
The Heuristic Dynamic Programming (HDP) algorithm is similar to that of DHP except
in the formation of the Critic network. In HDP, the Critic outputs J directly instead of
∂J(t)
∂X(t)
, as illustrated in Fig. 2.3. In HDP, the estimation of J helps in diminishing the





Figure 2.3: Heuristic Dynamic Programming Algorithm.
2.3.3 Globalized Dual Heuristic Programming
Globalized Dual Heuristic Programming (GDHP) combines the benefits of both DHP
and HDP into one algorithm. Thus, the Critic network of this algorithm approximates both
the cost function and its derivatives. This algorithm provides better convergence to optimal
or sub-optimal points for complex non-linear problems.
2.3.4 Action Dependent designs
The action dependent versions of the aforementioned algorithms approximate the Critic
network such that the value function depends explicitly on the control actions. This proce-
dure facilitates faster convergence by simplification of the value function.
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2.4 Application of Adaptive Critic in Power System
Adaptive Critic Design based algorithms are used for online and closed-loop control of
systems where mathematical model of the plants is complex or unattainable, and analytical
solution of the model is tedious and time consuming. Some practical applications of such
controllers constitute: the maneuvering of an agile missile by controlling the angle of attack
within minimum time while completely reversing the angle of its flight path [75]; control of
heating, air-conditioning and ventilation of buildings [76]; helicopter flight control [77]; and
for control and optimization of the power system. This section provides a brief overview of
some applications of ACD-based controllers in the power network.
Modernization of the power transmission and distribution networks has necessitated the
use of well-designed stochastic online control methods, thereby paving the way for adaptive
dynamic programming based controllers. Such controllers can find applications in dynamic
stability of bus voltage and angle; reliability improvement using distributed regulation meth-
ods; congestion control; determination of generation commitment; evaluation of optimal
power flow; and energy economics. ACD has been used to design an indirect adaptive ex-
ternal neuro-controller for configuring a series capacitive reactance compensator to improve
the damping of low-frequency oscillations in the power network [78,79]. Critic based hybrid
fuzzy controller has been investigated in [80] for regulation of point of common coupling
voltage and power of a grid-connected microgrid, and the results show improved transient
response of voltage and current at PCC. Besides local control, the use of Adaptive Critic as
wide area damping controller has been explored in [81], where satisfactory performance has
been observed with limited knowledge of the plant.
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2.5 Summary
This chapter provides an overview of model-based adaptive critic family of designs that
can execute a sequence of optimal (minimum/maximum) control actions which must be
taken sequentially, such that the quality of those actions is undetected until the end of that
sequence. ACD approximates the value of a strategic utility function, represented by the
Bellman equation J , which is to-date impossible to solve analytically in real-time. Section 2.2
demonstrates the fundamental structure of ACD algorithms, which comprises the Model,
Actor, and Critic networks. The algorithms cycle between a value approximation function
and a policy improvisation function, in order to provide a forward in time control decision
that optimizes the value function. Section 2.3 shows the different types of ACD algorithms,
which have been classified based on their method of approximating the value function, or in
other words design of the Critic network. The two primary categories are DHP and HDP,
where the Critic network of the former estimates derivative of the value function with respect
to the states of the plant, whereas that of the latter directly approximates the value function.
The other two categories, viz. GDHP and Action Dependent designs, are advanced versions
of the two primary categories. The Critic in GDHP is a blend of that of DHP and HDP. In
Action Dependent designs, the Critic approximates the value function based on both states
of the plant and control actions from the Actor. Section 2.4 provides an excerpt of the
applications of ACD based algorithms in power system, and shows their potential in reliably




An active distribution network consists of different operations, such as active-reactive
power sharing, voltage balancing, frequency stabilization and recovery, coordination of pro-
tection devices, dispatch of DERs, battery management, dispatch of loads, regulation of
capacitor banks, and so on. These operations have unique functionalities that require differ-
ent operating times based on their monitoring and control methods. Thus, effective operation
of an active distribution network is achieved by using a hierarchy of management techniques
that function in different layers with varied control objectives. Control instructions are
passed from higher layers to their subsequent lower layers, thereby ensuring the flow of these
control commands that are determined by policies and algorithms to the mechanical de-
vices at the lowest level. These control objectives must be clearly delineated for satisfactory
performance within the constraints of time.
In literature [26, 29, 41, 82–85], the control hierarchy has been broadly classified into the
categories as illustrated in Fig. 3.1 and defined as follows:
1. Component Level Control: This is also called Level 0 and involves field devices, such
as protection devices and power electronic components [86]. These devices sense the
control commands from higher level controllers and accordingly cause physical opera-
tions, such as opening/closing of switches. The operating time for these control signals
is in microseconds.
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Figure 3.1: Control Hierarchy for Active Distribution Management.
2. Primary Control: The primary controllers are responsible for regulating the voltage at
the point of common coupling (PCC) of the DERs by modulating the current through
the filters that interface the power electronic devices with the PCC bus. These voltage
and current controllers comprise feedforward and feedback loop gains that ascertain
fast and stable tracking of reference signals [87–90]. Besides, the primary controllers are
responsible for establishing the system frequency for grid-forming DERs and conform-
ing to the frequency of the synchronous generators in the bulk transmission network
in case of the grid-following DERs [91]. The operating time for these voltage, current
and frequency controllers is milliseconds to seconds.
While the primary control techniques for DER integration have been widely ex-
plored in literature, several challenges still exist for high penetration of power electronic
interfaced resources. These challenges include stability of primary control designs in the
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event of communication delays, impact of the interaction between electromechanical os-
cillations of synchronous generators and oscillatory modes of the primary controllers of
DERs [92], and the ability of primary controllers in energizing different types of loads.
In order to build robust primary controllers for these aforementioned challenges, it is
necessary to model the different components in details, performs sensitivity analysis,
and accordingly develop adaptive feedforward/feedback control gains.
3. Secondary Control: The secondary controller is responsible for providing dispatch sig-
nals to the primary controllers of the DERs, such that load and generation are bal-
anced. This controller comprises active/reactive power sharing methods for frequency
and voltage regulation, optimization algorithms for economical and reliable operation
of the ADNs, black start techniques for restoration of the electricity grid in islanding
mode, and forecasting of load and renewable generation [46, 93–96]. These control
actions must be determined within a time span of seconds to minutes.
The secondary controller can be either a centralized or a distributed one [97–99].
A centralized secondary controller provides control commands to the local primary
controllers, whereas in distributed approach the primary controllers interact with each
other for determining control actions. A centralized secondary controller for ADN can
guarantee optimal decision, however, it is characterized by single point of failure and
high computational burden. On the other hand, a distributed controller for ADN is
immune to single point failure, but determination of an optimal action depends on
consensus among the different local controllers. This will increase the computation
time and require more communication infrastructures among the different controllers.
Alongside these aforementioned functionalities, secondary controllers are also equipped
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to take corrective and preventive measures in the event of system failures in the form
of faults in power lines and cascading line outages. Such secondary control methods
have been studied in literature, as depicted in Table 3.1 [31, 100–102]. These existing
Table 3.1: Preventive and Corrective Measures Proposed in Literature
No. of Buses Method Time (s)
IEEE 39 Multi-terminal DC grid (corrective) [31] 130
Nordic 32 Corrective Security Constrained OPF [100] 15.2 - 58
Nordic 32 Preventive Security Constrained OPF [101] 14.9 - 50.1
IEEE 14 Real-time OPF(not used for overload reduction) [102] 20.51
IEEE 57 - 106.95
IEEE 118 - 890.95
IEEE 300 - 2125.40
methods in literature have designed controllers either for taking preventive decisions
or corrective actions in the distribution system. A controller capable of taking only
preventive measures is an effective but expensive solution since the DERs are reserved
at a day ahead stage. On the other hand, a controller designed for taking real-time
corrective decisions only, tends to operate the system at its critical limits. This poses
a problem during days with storm or heatwave forecasts, where reserving resources
would make the power system more robust. Thus, a secondary control algorithm with
the flexibility to take both preventive and corrective actions, based on the requirement
of DSO, is necessary. Besides, the existing methods fail to account for any interdepen-
dencies that may exist between multiple critical infrastructures, in other words, the
future smart grid. Hence, it is imperative to develop secondary control structures that
can encompass multiple control objectives involving the various components in a smart
grid, and prioritize these objectives based on system requirement. Consequently, re-
searchers are exploring hybrid methods that can provide the accuracy of an analytical
solution with the computation speed of a data-driven algorithm.
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4. Tertiary Control: This is the highest level in the control hierarchy for active distri-
bution management which can communicate control decisions to both the secondary
and primary controllers. The tertiary controller is responsible regulating the for de-
mand response so that the supply and demand side can be managed economically and
reliably. This involves economic dispatch, contingency screening, and energy manage-
ment [17, 103–105] techniques. These aforementioned functions are performed offline
within a time frame of hours to days.
In this work, the Primary and Secondary control structures have been designed for Ac-
tive Distribution Networks. The primary controllers, because of their low operating time,
have been designed using feedforward and feedback gains. In this work, a method for tuning
the gains and obtaining their corresponding stability limits have been developed. The sec-
ondary controllers have been designed using a reinforcement learning based technique, called




In this chapter, active distribution management systems have been developed for two
grid-tied active distribution networks. These two distribution networks are 1) Case I: A
modified IEEE-5 bus system consisting of two DERs, and 2) Case II: A modified IEEE-30
bus system consisting of five DERs. Here, methods for improvement of resiliency of the
two distribution networks against node failures have been investigated. Node failures in a
power network are more prevalent during severe weather conditions, which may result in
over loading of lines and their eventual outage. This primarily occurs because the assets in a
power network have often been lately operated near their capacity, in order to attain optimal
generation cost and line losses. In this situation, the system elements have smaller margins
of flexibility to handle minor changes in loading before failure. Hence, these traditional
objectives of optimal line losses and cost may have to be adjusted to emphasize on the wider
requirement of interdependent networks. An initial step towards preventing such concurrent
failures in modern systems, is to avert one line outage cascading to the next (N-1) and
resulting in node failures or load shedding.
4.1 Case I
This section describes the design of primary and secondary controllers for active distri-
bution management in a modified IEEE 5 bus system that is equipped with a microgrid,
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where the control structure is capable of taking both preventive and corrective actions in
the system. The secondary controller, which is primarily a distribution management sys-
tem, aims at reduction of cost, incurred by the loads in the network due to utility pricing,
by better management of the resources in the microgrid that consists of a PV and battery
energy storage system (BESS). Besides cost reduction, this distribution management sys-
tem regulates thermal loading of the branches, bus voltages and state of charge (SoC) of
the battery in the microgrid. The proposed distribution management system can exercise
preventive measures when loading of branches in the network reach critical limits, and it can
also take corrective measures during thermal overloading of the same. These measures are
taken within the constraints of bus voltage limits and SoC of the battery.
The IEEE 5-bus system has been subjected to 24-hours profile for load demand, PV
irradiance and utility pricing, which vary at every 5 mins interval during the day. For cost
minimization, the BESS is dispatched by the distribution management system at every 5
mins interval based on the network parameters, so that the total summation of cost during
a moving window of one hour can be reduced. Consideration of hourly cumulative cost pro-
hibits the distribution management system from always discharging the battery to minimize
the cost for load demand, and also facilitates a smaller installation capacity of the BESS.
Thus, the distribution management system has to solve an optimization problem by taking
actions in an environment such that a cumulative reward is maximized and other punish-
ments are minimized within critical constraints of time and resources. Adaptive dynamic
programming (ADP) based control techniques have been found to be most effective in mak-
ing such online and forward-in-time optimal control decisions. In this case, DHP has been
found to be more relevant in defining the problem for analyzing and mitigating contingencies
in power system. This problem definition using DHP has been elaborated in the next section.
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In order to test the developed control technique, a real-time simulation-in-the-loop testbed
has been developed using OPAL-RT and DSpace, which facilitates both steady-state and
transient analysis by using detailed model of the IEEE 5-bus system, the microgrid and
its controllers. Sections 4.1.1 to 4.1.4 provide a detailed description of the Plant and its
controllers.
4.1.1 Plant Overview
The Plant in this study comprises a modified IEEE 5-bus system and a microgrid con-
nected to Bus number 4, as shown in Fig. 4.1. The microgrid has been implemented at Bus
Figure 4.1: System under study.
no. 4 since this bus is electrically furthest from the two generators, G1 and G2. Besides, a
microgrid at bus no. 4 will be able to support three load buses (Buses 3, 4 and 5), thereby
having a higher chance of contributing during cascading failure scenarios. The parameters
of the Plant are listed in Table 4.1 and 4.2, for the 5-bus system and the microgrid, respec-
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tively. The loads and the PV system in the Plant are provided with a 24 hours profile
Table 4.1: Parameter values for the modified IEEE 5-bus System
Branches R (p.u) X (p.u) B (p.u)
Line 1-2 0.02 0.06 0.03
Line 1-3 0.08 0.24 0.025
Line 2-3 0.06 0.18 0.02
Line 2-4 0.06 0.18 0.02
Line 2-5 0.04 0.12 0.015
Line 3-4 0.01 0.03 0.01
Line 4-5 0.08 0.24 0.025
Loads P (kW) Q (kVAR) V(rms) (kV)
Load 2 200 100 9.924
Load 3 450 150 9.989
Load 4 400 50 9.993
Load 5 600 100 9.977
Generators R (Ω) V(rms) (kV) -
Swing 1n 9.8 -
—V— 1n 9.924 -














T1 100kVa, VP=260V, VS=25kV
T2 10kVa, VP=10kV, VS=1.2
√
3kV
Battery Nominal Voltage=7kV, Rated Capacity=10.8Ah
C1 1200µF
L1 1×10−3H
Filter 1 R=0.001885Ω, L=0.25×10−3H
Filter 2 R=0.98Ω, L=24×10−3H
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for load demand and irradiance, respectively, at every 5 mins interval. Besides, the energy
pricing of utility also varies in a 24 hours period, and the Plant is subjected to a 5 mins
interval pricing for energy used from utility. Thus, the states of the Plant are varying ev-
ery 5 mins based on the load demand, energy pricing and irradiance, as shown in Fig. 4.2.
The observable states of the Plant, also called state vectors, are PV output power (X1),
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Figure 4.2: Profile for solar irradiance, load demand and utility pricing.
load demand of the four loads (X2, X3, ..., X5), utility pricing (X6), voltage of the 5 buses
(X7, X8, ..., X11), line losses in the seven branches (X12, X13, ..., X18), thermal loadings of
the seven branches(X19, X20, ..., X25), battery SoC (X26), and hourly summation of cost
(X27).
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4.1.2 Distribution Management System for Secondary Control
The Plant has been provided with our proposed distribution management system (DMS),
whose design and functionalities are described in this section. The distribution management
system is equipped with the following functionalities:
1. Minimization of cost incurred by loads due to utility energy pricing by dispatching
the BESS in the microgrid. Thus, the distribution management system acts as a
secondary controller for battery management system. However, if estimation of BESS
charging/discharging set points is solely guided by minimization of cost every time the
states of the Plant change, i.e at every 5 mins interval, then the battery will always
discharge and never charge. Hence, a one hour moving window has been considered
during which the cumulative cost has to be minimized. In other words, it might be
more economical to charge the battery during certain 5 mins intervals and discharge
during others, such that the hourly cumulative cost is minimized.
2. Regulating bus voltages and battery SoC within their limits.
3. Taking preventive measures when branches in the Plant are critically loaded, so that
the system has more margin of flexibility to recover when failures occur.
4. Taking corrective measures when a failure initiates in the Plant in the form of over-
loading of the branches.
The distribution management system has been designed using DHP, which is a reinforcement
learning based ACD algorithm, as depicted in Section 2.3.1. DHP algorithm enables the
distribution management system to asses the impact of current actions on the current as well
as future state vectors of the Plant. The formulation of DHP for solving any optimization
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problem requires specific design of certain parameters that are critical to the fidelity of the
solution. These parameters are: ratio between learning coefficients of Critic and Actor,
discount factor in the Bellman equation, utility function, scaling factor, and reset criteria.
Design of the component networks of DHP, as mentioned in Section 2.3.1, are described as
follows:
4.1.2.1 Design of Model, Critic and Actor Networks
The contribution of Model Network is to predict future states of the Plant based on
current states and charging/discharging set points of BESS (action). Here, the Model has
been designed using two shallow Cascaded Feedforward Neural Networks (CFNN), where
one CFNN has been trained to forecast PV, load and utility cost profiles, while the other
CFNN provides branch loadings and bus voltages based on Plant parameters. A CFNN is
illustrated in Fig. 4.3, where ai and yk are input and target data, respectively. hj represents
Figure 4.3: Cascaded Feedforward Neural Network.
nodes in the hidden layer, w and b are the weights and biases. respectively. The first CFNN
forecasts PV output, load profile of the four loads and utility energy cost based on time
of the day. The four loads are assumed to have similar profiles with the assumption that
a small bus system like the IEEE 5 bus would cover a small geographic area. This CFNN
consists of one hidden layer with 10 neurons, a hyperbolic-tangent activation function for the
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hidden layer and a linear activation function for the output layer. A total of 387 data points
comprising values corresponding to 5 minutes intervals in 24 hours, have been used for this
CFNN. The training, validation and test data have been divided in a ratio of 70:15:15. Thus,
ai and yk are matrices with dimensions of [1× 387] and [3× 387], respectively. Performance
of the first CFNN is illustrated in Fig. 4.4, which shows that validation performance reaches
its minimum at the 117th iteration, where the mean square errors are 0.001185 and 0.0008
for testing and validation, respectively. Also, the test performance profile is similar to that
of validation, which indicates absence of overfitting.

























Figure 4.4: Comparison of mean square error of training, validation and testing data for first
CFNN.
The second CFNN provides voltages of the five buses and loading of the seven branches
based on PV output, load demand of the four loads, active and reactive power generation
from G1 and G2, and BESS charging/discharging power. Data for training this CFNN
38
have been obtained by simulating the Plant with its state vectors while varying the output
power of BESS from its maximum charging power (-ve) to its maximum discharging power
(+ve), for every 5 minute interval. These data include scenarios of normal operation as
well as branch outage for each of the seven branches, which results in a total of 968 data
points. Thus, the training data in this case comprise matrices with dimensions of [10× 968]
and [12 × 968], for ai and yk, respectively. Here, the CFNN consists of one hidden layer
with 20 neurons, a hyperbolic-tangent activation function for the hidden layer and a linear
activation function for the output layer. Similar to the first CFNN, the training, validation
and test data for this CFNN have been divided in a ratio of 70:15:15. Performance of the
second CFNN is illustrated in Fig. 4.5, which shows that validation performance reaches
its minimum at the 25th iteration, where the mean square errors are 0.0062 and 0.0046 for
testing and validation, respectively. Since the test performance profile is similar to that of
validation, there is no overfitting. Stochastic design and offline training of Model network
eliminates the requirement of performing load flow multiple times, thereby saving immense
computation time. The Model data is scaled by the respective maximum values of each state
of the Plant.
Critic and Actor are modeled as backpropagation neural networks with one hidden layer
of 10 and 12 neurons, respectively, sigmoid activation function at the hidden layer and linear
activation function at the output layer. Learning of Critic has to be faster than that of
Actor as training of the latter depends on information from the Critic. Accordingly, the
Critic learning rate has been chosen to be 0.1 and that of the Actor 0.01.
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Figure 4.5: Comparison of mean square error of training, validation and testing data for
second CFNN.
4.1.2.2 Design of Utility Function
The discount factor, γ in (2.14) is assigned a value of 1.0. The utility function, provided
by the utility block of Fig. 2.2, should be continuous, differentiable and quadratic in shape.
Utility function for this paper has been formulated as shown in (4.1), where Ui (∀ i ∈ [1, 6])
comprise the utility functions for total hourly cost, branch loadings, bus voltage limits, and
battery SoC limits, with their corresponding weights Wi.
U(t) = W1U1(t) +W2U2(t) +W3U3(t) +W4U4(t) +W5U5(t) +W6U6(t) (4.1)
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(4.2) represents summation of cost incurred by the load at bus no. 4, due to utility pricing,












, A(t) < 0
(4.2)
In (4.2), A(t)>0 and A(t)<0 imply that the BESS set point is to discharge and charge,
respectively. When battery discharges, the hourly summation of cost (X27) is reduced by an
amount equal to the product of battery discharging energy and utility pricing (X6) at that
particular 5 mins interval. However, if the action is to charge the battery, then it discharges
the same amount during a different 5 mins interval, I, within the same one hour window.




, where X4 denotes the demand of load 3 and X1 is
the PV output. This equation will have a propensity to keep charging the battery by an
amount available from PV, and discharging the accumulated amount when cost incurred from
utility is maximum. This phenomenon is avoided by limiting the SoC of battery between
SoCmin and SoCmax. This also restricts one from oversizing the battery, thereby eliminating
excessive investment cost.
(4.3) represents the cost function for branch loadings of the seven branches in the Plant.
The first term in (4.3) represents deviation of branch loadings from a threshold value, δC .
This threshold value can be critical loading of the branches when the DSO wants to operate
the system in preventive mode, for instance during days with storm forecast. On normal
days, δC should be 1.0, which denotes the ratio of maximum loading of branches (since the
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where br = 7 represents the total number of branches. The second term in (4.3) is a ceiling
function, which eliminates those branches that are loaded below the threshold.
U3 and U4 are cost functions that are responsible for maintaining the bus voltages within















Similarly, U5 and U6 are cost functions that are responsible for maintaining the SoC of the












4.1.2.3 Design of Stopping Criteria
Stopping criteria are set using the bus voltages, hourly summation of cost and SoC of
battery. The algorithm stops trying if voltage limits are violated or the cost falls below a




The PV system and BESS are connected to bus 4 through inverters, named as Inv1
and Inv2, respectively, whose parameter values are tabulated in Table 4.2. The inverter
connected to the BESS, i.e. Inv2, is designed for bidirectional power flow and our proposed
distribution management system acts as a secondary controller for Inv2 as shown in Fig. 4.6a.
The distribution management system estimates charging/discharging power of the battery
(a)
(b)
Figure 4.6: Primary controllers for: (a) battery inverter, and (b) MPPT converter and PV
inverter.
during each 5-mins interval, which is converted to a direct axis reference current (Id ref ) for
the primary controller of Inv2. The quadrature axis reference current (Iq ref ) for this inverter
is kept constant at zero. The switching signals for Inv2 are generated by transforming the
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three phase grid current to its respective d− q components using a phase locked loop (PLL),
which are then decoupled and controlled using PI controllers, as shown in Fig. 4.6a.
The inverter for the PV system, i.e. Inv1, is connected to a boost converter, Conv1, at
its DC terminals, as shown in Fig. 4.6b. Inv1 and Conv1 are controlled concurrently using
a deadlock. The switching signals for Conv1 are generated using Maximum Power Point
Tracking (MPPT) based on incremental conductance. Similar to Inv2, the switching signals
for Inv1 are generated by controlling the decoupled d−q components of the grid current with
the help of PI controllers. Fig. 4.6b only demonstrates the control of Id, however, a similar
control is also performed for Iq. The Id ref for Inv1 is determined by a voltage control loop,
whose objective is to fix the DC side voltage of the inverter at Vdc ref , and Iq ref is set to
zero.
4.1.4 Simulation-in-the-loop Test-bed
The Plant and its controllers, as described in Sections 4.1.1-4.1.3, have been modeled by
building an experimental set-up as illustrated in Fig. 4.7. The significance of this testbed is
Figure 4.7: Experiment test-bed for real-time simulation.
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to simulate the system for conducting both steady-state and transient analysis in a real-time
environment. The Plant of the system, which includes the IEEE 5-bus and the microgrid
without its controllers, is modeled in OPAL-RT (OP5600) using a sampling time of 100µs.
The primary controllers, which determine the PWM signals for the power electronic devices,
are modeled in DSpace (DS1104). The primary controllers are separated from the Plant
because the PWM switching signal generation by the former requires a minimum sampling
time of 20µs, at which the OPAL-RT can no longer perform in real-time. The DHP algorithm
for the distribution management system is coded in MATLAB.
The state vectors of the plant are communicated by RT-Lab to the DHP algorithm in
MATLAB, which determines the Id ref for the BESS. The Id ref is then communicated to
DSpace using the Control Desk. DSpace then determines the PWM signals based on the
analog input signals from OPAL-RT and the Id ref from Control Desk. Finally, the PWM
signals are sent to OPAL-RT using its digital input channels, which are linked to the inverter
model in the Plant.
4.1.5 Case I: Results
Effectiveness of the distribution management system designed in Section 4.1.2 have been
demonstrated by studying the system during normal conditions and during branch outage.
In the latter scenario, two case studies have been performed: 1) For taking corrective ac-
tions, and 2) For taking preventive actions. The results pertaining to these case studies are
discussed as follows.
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4.1.5.1 Results: Corrective Actions
The system has been simulated using the simulaton-in-the-loop test-bed, with δC =
1.0, and the results during a 10 mins interval between 11:30 AM to 11:40 AM have been
highlighted in this section. Under normal operating condition, the distribution management
system provides Id ref values of -150 (charging) and -50 (charging) during the intervals
11:30 to 11:35 and 11:35 to 11:40 AM, respectively. In another scenario, a branch outage
occurs between bus 1 and bus 3 at 11:35 AM (t = 5mins). This outage causes around 25%
overloading of the branch between bus 4 and bus 5, as shown in Fig. 4.8. Consequently, this
1-2 1-3 2-3 2-4 2-5 3-4 4-5
































Branch between bus 1-3 disconnected
Branch between bus 4-5 disconnected
Figure 4.8: Branch loadings during normal operation and two consecutive branch outages.
overloaded branch will trip, resulting in around 10% overloading of branches between buses
2 to 3 and 2 to 4, as illustrated in Fig. 4.8, and the minimum voltage limits of buses 3 and
4 are violated (Fig. 4.9). Subsequent tripping of these two branches would isolate buses 3
and 4. Such cascaded failure scenario can be avoided by shedding load 4 by 10%, thereby
reducing the overall yield of the system.
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Branch between bus 1-3 disconnected
Branch between bus 4-5 disconnected
Figure 4.9: Bus voltages during normal operation and two consecutive branch outage.
Performance of our proposed distribution management system in preventing this cascaded
failure scenario without reducing yield of the system is shown in Fig. 4.10. This figure
illustrates that, when our proposed distribution management system is used the loading of
branch 7 (between buses 4 to 5) during the outage of branch 2 (between buses 1 to 3), is
around 130% for 30s from the instant of the outage (t = 5mins). After this 30s interval,
distribution management system outputs a modified action that brings down the branch
loading to less than 105%. The 30s interval is the time taken by distribution management
system to reach a stopping criteria. The action of the DMS, during this interval was modified
to Id ref = 300 (discharging) from an initial estimated value of -50. The measured values of
Idq and the quality of current being injected into the grid during this transition are shown in
Figs. 4.11 and 4.12, respectively. Besides corrective action, Fig. 4.10 also shows the change
in branch loading due to actions taken by the distribution management system during normal
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Without DMS and branch
1-3 disconnected.
With DMS and branch
 1-3 disconnected.
With DMS under normal 
condition.
Figure 4.10: Loading of branch between bus 4 to 5 during 11:30 AM to 11:40 AM.
















Figure 4.11: Measured direct and quadrature axis current signals.
condition. It is evident from the figure that the distribution management system converges
faster during normal operating condition as compared to when branch 7 gets overloaded.
The convergence of the DHP algorithm during these two scenarios is illustrated in Figs. 4.13
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Figure 4.12: Battery current injected at bus 4 after Inv2.
and 4.14, which shows the actor error as expressed by (2.17) in Section 2.3.1. It can be seen
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Figure 4.13: Actor Error during normal operating condition.
from Fig. 4.13 that the actor error converges after trial no. 11 (iteration in l) within 3 time
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Figure 4.14: Actor Error during overloading of branch no. 7 due to outage of branch no. 2.
steps (interations in k) and the remaining trials overlap, whereas such overlap is absent in
Fig. 4.14 and the number of time steps is also larger. This explains the longer convergence
time during branch overloading as compared to normal system condition. The modified
injection at bus no. 4 also impacts other branches in the network except the branch between
buses 1 and 2, as demonstrated by Fig. 4.15.
4.1.5.2 Results: Preventive Actions
A 5 mins interval between 8:30 and 8:35 AM has been subjected to a line outage scenario
that causes another branch to get critically loaded. The threshold for critical loading has
been assigned a value of 0.79, i.e. δC = 0.79 in this case. Fig. 4.16 shows the outage of a
branch between bus 2 and bus 5 (branch no. 4) at t = 1s that causes critical loading of
the branch between bus 3 and bus 4 (branch no. 5). The action taken by the distribution
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Figure 4.15: Loading of branches in the plant during 11:30 to 11:40 AM.




































Figure 4.16: Branch loadings after disconnection of branch 4 (between bus 2 and bus 5).
management system in this scenario is demonstrated by Fig. 4.17, which shows that the
proposed distribution management system takes 2s, from the time instant branch no. 5
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gets critically loaded, to change its control output for bringing the line loading down to less
than 0.8. The Id ref value changes from -100 (charging) to 250 (discharging) during this




















































Figure 4.17: Loading of branch between bus 3 to 4 (branch no. 5) during line outage of
branch between bus 2 and 5 (branch no. 4).
transition. The measured values for Idq have been filtered and shown in Fig. 4.18 along with
the quality of current injected by the battery into the grid at bus 4. The convergence of
Actor error is shown in Fig. 4.19, where the error converges to a value of 0.021 at the 20th
(iteration in l) trial within 7 time steps (iterations in k).
4.1.6 Conclusion
In this work, a new methodology for designing a real-time controller in an active distri-
bution network has been proposed. This controller performs as a distribution management
system for the active distribution network, which comprises a modified IEEE-5 bus system
and a microgrid connected at bus no. 4. The distribution management system aims at
reducing hourly cumulative cost incurred by loads due to utility pricing, and alleviating
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Figure 4.18: (a) Measured direct and quadrature axis current signals, (b) Battery current
injected at bus 4 after Inv2.
line overloading as well as critical loading by controlling power output from the microgrid.
The distribution management system has been developed using ACD-based DHP algorithm,
which is capable of making both preventive and corrective decisions within crucial constraints
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Figure 4.19: Actor error during critical loading of branch no. 5 due to outage of branch no.
4.
of resources and time. A detailed model of this system and its controllers have been simu-
lated by developing a real-time simulation testbed, which performs a simulation-in-the-loop
with the proposed distribution management system.
During normal operating condition, the controller takes less than 15 seconds to modify
BESS set points, based on the change in cost of energy from utility, output power from PV,
and load demand in the system. The controller successfully responded to a branch outage
scenario that lead to overloading of the branch between buses 4 and 5, and response time of
the controller in alleviating this overload was 30 s. The BESS set point during this interval
was modified from Id ref = −50 (charging) to 300 (discharging), thereby avoiding reduction
of yield by 10%. Another case study was conducted for taking preventive action in the event
of a branch outage, where the controller successfully identified a critically loaded branch and
reduced its loading upto the threshold with a convergence time of 2 s. During this interval
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Id ref was modified from an initial value of -100 (charging) to 250 (discharging).
4.2 Case II
This case comprises a IEEE 30-bus system, as shown in Fig. 4.20, which contains 6 gen-
erator buses (including one slack bus), 41 branches, and supplies a total load of 217.5 MVA.
Five of these generators are considered as DERs and the slack bus is considered as connec-
Figure 4.20: IEEE 30 bus system.
tion to the transmission network. The system has been surveyed for critical contingencies
that might induce a cascading failure when the generators operate at set points obtained
through optimal power flow (OPF). Fig. 4.21 shows one such cascading failure that starts
with a step change in load at bus no. 15. The increased load results in critical loading of
branches 29, 30 and 35 when OPF set points are used. Under these circumstances, a line
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Load step change at bus 15
Line Outage at branch 30
Line Outage at branch 29
Figure 4.21: Cascading line outage in IEEE 30 bus system.
outage at branch 30 causes 15% overloading of branches 29 and 31, and 6% overloading of
branch 35. This would cause outage at lines 29 and 31 first. In Fig. 4.21, only branch 29
has been disconnected, and this has resulted in 20% overloading of branch 28. That would
cause fast disconnection of branch 28 and the OPF will no longer converge. In power system,
disconnection of branches due to overloading happens within a span of 5-12 minutes.
Cascading failure can be avoided by preventive measures, where the operator is sent
warning if the system is operating near the thresholds. The operator must take prompt
actions to mitigate the failure. A possible set of actions for mitigating the aforementioned
failure could be adjustment of the optimal set points for active power and voltage of the
five DERs prior to the disconnection of any branch, including branch 30, which is the most
critical branch in this case. The primary task would be identification of critical branches and
adjusting their line loadings, while avoiding violation of the line loadings of other branches
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and voltage level of the buses.
Also, the capacity of the resources, in this case DERs, must be taken in consideration.
Thus, modifications to optimal generator set points within specific limits of generation costs
are primarily control actions, which when applied to the plant (30-bus system) will minimize
a value function (branch loadings of critical branches). The number of control actions for
each generator is two (active power and voltage set points), and five generators (excluding
the slack) will have to be controlled in this system. Thus, there are 10 factorial combinations
for each set of actions and there can be as many such sets as possible in the search for optimal
solution. The dimensionality of the problem makes it difficult to be solved analytically in
real time, where prompt decisions have to be made. Hence, a reinforcement learning based
technique is more suitable for this situation. In this paper, the DHP algorithm has been
chosen as means of solution for its ability to quickly and accurately solve the optimization
problem, while evaluating the actions not just at current time step but also at future time
steps. Hence, this algorithm provides a flexibility to analyze a system at both N-1 and
N-2 contingencies. The flowchart for incorporating preventive actions is shown in Fig. 4.22,
where PBr and QBr are the active and reactive power flows in the branches, respectively;
VB and θB are the bus voltage and angle; POG and VOG are the generator active power
and voltage set points from OPF; PG and VG are the active power and voltage set points
after modification by DHP. The formulation of DHP for solving any optimization problem
requires specific design of certain parameters that are critical to the fidelity of the solution.
These parameters are: ratio between learning coefficients of Critic and Actor, discount factor
in J, utility function, scaling factor, and reset criteria.
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Figure 4.22: Application of Adaptive Critic Controller in Power System.
4.2.1 Design of Utility
The utility block contains contingency screening algorithms that are trained offline. It
is desirable for the utility function to be continuous, differentiable and quadratic in shape.
The utility function for this paper has been formulated as shown in (4.8), where U1, U2 and
U3 are the cost functions for line loadings, bus voltages and generation cost, respectively,
with their corresponding weights W1 (1.0), W2 (1.0) and W3 (0.7).
U(t) = W1U1(t) +W2U2(t) +W3U3(t) (4.8)










In (4.9), Xi(t) represents the apparent power flow in critical branches. δci represents a
threshold value for Xi(t), corresponding to a particular contingency, C. The value of δci can










The first term in (4.10) gives a quadratic shape to the utility function, the second term
consists of a ceiling function for active power flow in the branches. The ceiling function is
critical in reducing the computation of the algorithm as they eliminate branches that are








(4.10) and (4.11) are the constraints on bus voltage and deviation from optimal generation
cost, respectively.
4.2.2 Design of Reset Criteria
The reset criterion for iteration over k is based on the violation of limits for voltage, line
loading and generation cost. During a particular trial in l, the algorithm does not try to
optimize the utility function once any of the aforementioned limits are violated. Instead,
it starts a new trial in l. The stopping criterion over l has been set to ten iterations, as
satisfactory results were obtained within these number of trials.
4.2.3 Results and Discussion
The DHP algorithm, as designed above, has been utilized for line outage prevention in
the IEEE 30 bus system, by modifying the OPF set points of the DERs. The algorithm
has been provided with a-priori knowledge for these modifications or ‘actions’, such that
∆POG and ∆VOG lie between 1.0-5.0 and 0.01-0.06, respectively. The actions are shown in
Figs. 4.23a and 4.23b for ∆POG and ∆VOG, respectively. Although the number of iterations












































































































































































Figure 4.23: (a) and (b) Actions for modifying active power and voltage set points of the
five DERs for k = 1 to 3 and l = 1 to 10, respectively.
iterations in k are shown here for simplicity. The actions in the three time steps (or iterations
in k) change considerably between k = 1 and k = 2, for most cases. However, the actions
between k = 2 and k = 3 are more in consensus with one another. This is because the Actor
and Critic Network weights for k = 1 and l = 1 are random and hence, the error margin is
high. This error is used to train the weights for the next trials in k and l. The convergence
of the algorithm is demonstrated through Fig. 4.23, which shows that the value of the error
as defined by (2.17) is approaching zero.
The convergence time of the algorithm is 413.23 seconds that is less than 10 minutes.
The final actions from the optimization at k = 3 and l = 10 have been applied to the plant
and the resulting line loading as well as bus voltages are shown in Fig. 4.24. A comparison
between Figs. 4.21 and 4.24 shows that a failure in branch 30 during a step change in the load
at bus 15, no longer causes overloading of the other branches. Besides, the bus voltages are
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Figure 4.24: Line loading and bus voltage after modifications in set points.
within their tolerance limit. Also, the generation cost has changed from $639.60 to $642.21
for OPF set points and modified set points, respectively. Thus, the resources in the network
have been effectively managed without causing significant deviation from optimal cost or
load shedding. However, it should be noted that other critical scenarios might require load
shedding capabilities. In that case, a load shedding function must be incorporated in the
utility function.
4.2.4 Conclusion
In this work, the DHP algorithm has been used for taking preventive control decisions in
an active distribution network consisting of the IEEE 30-bus system. The system has been
studied for cascading failure that results from operating the resources in the network at their
critical limits. The algorithm has successfully optimized the loadings in the branches with
the help of proper resource management, by modifying the OPF set points for active power
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and voltage of the distributed generators. The actions from DHP are potentially preventive
measures so that critical contingencies do not culminate in a sequential line outage. Besides,
the control decisions have avoided large scale deviation from optimal generation cost within
tolerable limits for bus voltages.
4.3 Summary
This chapter shows a method for developing control frameworks, consisting of the pri-
mary and secondary control hierarchies, for two grid-tied active distribution networks. In
this framework, the secondary controllers perform as distribution management systems, and
have been designed using the Adaptive Critic Design based Dual Heuristic Programming
algorithm. These distribution management systems could effectively dispatch the DERs and
prevent cascading line outages in the two active distribution networks. The convergence time
of the DHP-based secondary controller increases with an increase in the number of state vec-
tors and dispatchable resources in the system, which pertains to the number of parameters




This chapter investigates the performance of a community microgrid (C-µGrid) in an
islanded mode of operation. A control structure has been developed, comprising primary
and secondary control hierarchies, which focuses on improving the performance measures
of the individual distributed energy resources (DERs) in the islanded community, and also
when the DERs work in tandem to balance load and generation. This control approach
adopted in this work shows a method for decoupling the state vectors of a highly coupled
system, so that the system parameters can be regulated separately with accuracy, speed and
stability. This work also demonstrates a technique for analyzing and minimizing the impact
of communication delays, which may exist between the primary and secondary controllers.
Besides, analysis performed here shows that power transferred between the multiple buses
of a C-µGrid causes voltage variation that is different from traditional power distribution.
Accordingly, a power transfer method has been proposed.
These aforementioned control designs have been modeled for a C-µGrid structure that
forms part of a modified IEEE 13-bus system, and simulated using OPAL-RT. A comparative
analysis has been performed between DER voltage references provided by traditional optimal
power flow (OPF) and the proposed method of power transfer. The simulation results
show stable system operation during normal condition, and post delay recovery, when the
developed control and power transfer methods are used. However, certain combinations of
63
voltage references provided by OPF destabilizes the primary controllers and degrades the
quality of power injection into the grid. These results have been utilized to characterize
the functional requirements of a C-µGrid Central/Distributed Controller. Based on these
characteristics, a C-µGrid Central/Distributed Controller has been designed and tested for
the system.
5.1 C-µGrid Structural Design
The structural layout of a C-µGrid entails a design approach that ensures stability for
both individual microgrids, and when multiple microgrids work in tandem to share loads.
In this section, a hierarchy for the primary controllers of the C-µGrid in islanded mode and
their design have been proposed, along with the determination of stability margins. This C-
µGrid consists of N number of buses with K number of DERs. Fig. 5.1 shows the connection
of the kth DER to the ith bus. In the absence of a grid and other power sources, this DER
Figure 5.1: Overview of control parameters of individual DERs.
must maintain the voltage at that bus and its connected buses, while supplying the loads.
Thus, the control design must ensure stability of frequency, voltage and current within a
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wide variation of loads. In conventional methods, both the voltage and current controllers
are designed by considering only the inverter filter as the plant to be controlled. However,
the following analysis demonstrates the sensitivity of the bus voltage to filter design, while
that of the current to the equivalent impedance seen by the inverter at the point of coupling.
5.1.1 Design of Voltage Controller
In a C-µGrid, due to small XR ratio, the transfer of power from one bus to another is
primarily dependent on voltage difference between the buses. Hence, considerable accuracy
in tracking reference signals is the primary feature of the voltage controller. The measured
3−φ voltage (vi) across the filter capacitor (Cf ), after Park Transformation, is regulated by
the voltage controller by modulating the filter current (if−d/q). The direct-axis (vd−i) and
quadrature-axis (vq−i) voltages are functions of the load current (id/q−i), and the inverter
output voltage (vinv). Besides, vinv depends on the DC voltage (Vdc) of a DER, which varies
with the state of charge in a battery or solar irradiace in a PV system. Thus, the states,
input, output and control variables of the system in Fig. 5.1 are defined as follows and the
corresponding state equation is shown in (5.1).
vd−i → x1 and y1, ẋ1 = dx1/dt = x2, vq−i → x3 and y2, ẋ3 = dx3/dt = x4, ifd → u1,
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The system dynamics represented by (5.1) show that the regulation of vd/q−i is a multiple
input single output (MISO) control problem. Fig. 5.2 illustrates the block diagram for
controlling vd, while a similar approach has also been adopted for vq. The multiple inputs
Figure 5.2: Block diagram of voltage control.
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for controlling vd are the reference signal (v
∗
d), vq across the filter capacitor, the current
through the load impedance at the ith bus (Ri + jωLi), and the voltage at the AC terminal
of the inverter (vinv). Here, plant of the voltage controller is the filter circuit |Rf + sLf |,
and the control signal is i∗f−d.
In order to study the impact of communication latency between the feedback signal for
voltage measurement at the ith bus and the C-µGrid-C/D-C, a delay of time duration τ
has been represented as e−sτ . The position of this delay in the block diagram of voltage
controller is crucial for proper analysis of its impact [106, 107]. The delay affects the error
between v∗d and vd, as well as vq and the load current. However, vinv is independent of this,
and hence the delay block is positioned prior to the control signal (Fig. 5.2). The other
feedback signal with transfer function K(s), from vd to i
∗
fd, is a provision for reducing any
destabilizing effect of a delay. The transfer function of K(s) is system specific and therefore
has been elaborated in Section 5.3.1, where a case study has been discussed.
The coupling matrix pertaining to Fig. 5.2 is shown in (5.2), where the control objective
















sKVP +KVI 0 0 0
0 −sωCfk 0 0
0 0 s 0











If the plant transfer function of the system is G(s) and that of the feedforward controller is
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vd = [I] ∗ v∗d + 0 + 0 + 0
(5.3)
However, very high values of feedforward gains can make the system unstable, therefore,
a compatibility between the filter parameters in G(s) and the gains in KPI(s) must be
achieved. This is demonstrated with eigenvalues in Section 5.3.1. The voltage controller
provides current references, i∗
f−d/q, to the current controller.
5.1.2 Design of Current Controller
The current controller is responsible for tracking the references provided by the voltage
controller and hence, its response time must be faster than that of the voltage controller.
Errors between i∗
f−d/q and the current measurement signals if−d/q, after being transformed
to their 3 − φ equivalent (∆if−abc), is passed through a PWM generator, which provides
the necessary switching signals for operating the inverter. Thus, alteration of magnitude of
∆if−abc presents the necessary amplitude modulation (ma), which fundamentally regulates
the exchange of energy between a DER and load or multiple DERs.
A block diagram for controlling if−d is shown in Fig. 5.3, and a similar approach has
been adopted for if−q. This figure shows that the current controller takes into account
the dynamics of the load impedance and filter capacitor,
∣∣∣sCf + 1Ri+sωLi ∣∣∣, into the plant
transfer function. The advantage of this method is that the feedforward gains (KIP andKII)
can be tuned based on the size of each DER, so that the impact of load variation on system
performance is minimized, without overdamping the system response. This ensures fast
response of the current controller and its stability over a desirable variation of loads, which
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Figure 5.3: Block diagram of current control.
is crucial for a C-µG in islanded mode. A saturation limit has been provided to the tracking
signal so that the amplitude modulation is bound within its linear zone.
The coupling matrix corresponding to Fig. 5.3 is presented in (5.4), which shows the
dependence of if−d on the reference input (i
∗
f−d), measured quadrature axis current through
























Similar to the voltage controller, the control objective here is to reduce the coupling of if−d
with inputs if−q and vinv, so that it can accurately track i
∗
f−d. Besides, the relative position
of the eigenvalues pertaining to (5.4) and (5.2) is crucial for making the current controller
faster than the voltage controller.
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5.1.3 Power Transfer
In a C-µG, during its islanded mode of operation, the lack of rotational inertia due to
the absence of synchronous generators may cause faster voltage collapse/rise during power
transfer. Thus, it is crucial to incorporate the dynamics of DERs, power electronic converters
and their controllers into the conventional analysis for power transfer from a source to a sink.
Similar to the previous discussions, a DER is connected to bus number i and this DER
number is k. Bus number n is connected to the DER bus i and contains a load Zn. Then


















i−n + 2ZnZi−n cos (θ − φ), i ⊂ N & i 6= n
and ζn = tan
−1
(
Zn sinφ+ Zi−n sin θ
Zn cosφ+ Zi−n cos θ
)
(5.5)
The amplitude modulation, ma−k, of the inverter connected to the k
th DER is a function of
the load current, based on our voltage and current controller designs in Sections 5.1.1 and
5.1.2. Besides, the relation between Vi and ma−k follows a saturation non-linearity for a
constant Vdc [108]. In the following equation, Zf and ψf are the impedance and angle of the
inverter filter, respectively. Zi−n and θ are, respectively, the impedance and angle of the the
transmission line connecting bus i with bus n. ψ is the angle of the load Zn. ε is a constant
that varies with the type of PWM generator used by the current controller, such as square
wave PWM or sinusoidal PWM and so on.









cos ζk,∀n ∈ nk ⊂ N
where, ζk = tan
−1
(
Zf sinψ + ξn sin ζ
Zf cosψ + ξn cos ζ
) (5.6)
The variation of active power with increment in load impedance, and the subsequent voltage
profile is essential for determining a stability margin. This proposed power transfer method is
called C-µG Power Transfer (CMPT) and Section 5.3.3 provides further details with specific
case study.
5.2 System Under Study
This section describes a distribution network, involving the modified IEEE 13-bus system
as illustrated in Fig. 5.4, which has been used as case study for evaluating the performance of
the aforementioned designs. The system comprises four DERs, each having different active
(Pk) and reactive power (Qk) sharing capacities, connected to four different buses. The
DERs along with some of the loads and buses of the 13-bus system constitute a C-µGrid.
The C-µGrid can island itself from the main grid by opening the breaker between Buses 671
and 632. Based on their power sharing capabilities, the DERs are provisioned to support the
loads at their own buses and also the loads at other connected buses. Besides, these DERs
can also island themselves from the C-µGrid, with their critical loads, in the event of outage
in the system.
The 13-bus system is operated by a distribution management system, with functionalities
like Distribution System State Estimation (DSSE), and Optimal Power Flow (OPF), that are
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Figure 5.4: A modified IEEE 13-bus system with C-µGrid.
utilized by a distribution system operator (DSO) for providing reliable distribution services
and coordinating with transmission system operator (TSO). Since the C-µGrid can island
itself from the main grid, its resources must be managed using a secondary controller, which
in this case is the C-µGrid Central Controller (C-µGrid-CC). C-µGrid central controller
receives the states (voltage, active and reactive power) of some of the buses in the community,
and determines the voltage set points of the primary controllers. This work shows a method
for designing the primary controllers and determining their stability limits, which forms the
basis of the functional requirements for the secondary controller. Accordingly a secondary
controller, which is central to the entire community, has been designed for reliable and
efficient operation of the system.
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5.3 Stability and Sensitivity of Controllers
In this section, the control design methods from Section 5.1 have been applied to the C-
µGrid described in Section 5.2. The following analysis elaborates the stability and sensitivity
of the controllers for DER1, that is connected to Bus. no. 611. Thus, k = 1, i = 611 and
n = 684. Similar results have also been obtained for the other DERs.
5.3.1 Voltage Control and Transient Stability
Fig. 5.5 shows the eigenvalues of the voltage controller, represented by the coupling
equation in (5.2), with τ = 0. These eigenvalues pertain to two sets of designs for filters
Figure 5.5: Eigenvalues corresponding to voltage controller for different combinations of
proportional and integral gain.
Rf1 and Lf1, and a few combinations of the feedforward gains KVP and KVI . The figure
shows that for Filter1 the eigenvalues shift to the left of the imaginary axis with increasing
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gains of KVP and KVI , however, the eigenvalues for Filter2 do not vary with the change
in the feedforward gains. Besides, the dominant eigenvalues corresponding to Filter2 are
more stable than those of Filter1. Thus, Filter2 has been chosen for DER1 along with
KVP = 2000 and KVI = 20000, such that vd−1 follows v
∗
d−1 and is decoupled from the
other inputs without over-damping the system.
When τ 6= 0, magnitude oscillations occur at higher frequencies, which have been sta-
bilised using LQR method [109] that resulted in K(s) = 3.28s + 0.4142. Fig. 5.6 shows
that the magnitude of vd−1 transforms from increasing oscillations to diminished sustained
oscillation with the introduction of K(s) in the feedback loop from vd−1 to i
∗
fd−1.
Figure 5.6: Magnitude versus frequency plot for τ = 5 seconds.
5.3.2 Current Control and Transient Stability
Eigenvalues corresponding to the current controller for DER1, based on the coupling
matrix in (5.4), is presented in Fig. 5.7. As mentioned in Section 5.1, the objective of the
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(a) Nominal loading with small PI
gain
(b) Incremented loading with small
PI gain
(c) Different loading with large PI gain
Figure 5.7: Eigenvalues of current controller by varying KP I and KII gains under different
loading conditions.
current control design is to minimize the impact of load variation on performance of the
controller. Fig. 5.7a shows that the eigenvalues of DER1, with its nominal load, shift from
an unstable zone to a stable one for increasing values of the gains KP I and KII. However,
for the same KP I and KII gains, but with increased loading condition, the eigenvalues show
unpredictable system behavior, as illustrated in Fig. 5.7b. Consequently, the gains have
been incremented further so that the eigenvalues do not shift position by a considerable
margin with varying loads, as demonstrated by Fig. 5.7c. This invariability of the eigenvalue
positions with variations in the loading condition is essential for maintaining the relative
response time of the current controller with respect to the voltage controllers. Besides, the
dominant eigenvalues pertaining to the current controller are further left compared to that
of the voltage controller, thereby assuring faster response of the former compared to the
latter. Accordingly, KP I = 40 ∗ 105 and KII = 108 ∗ 105, which generates step responses
where ifd−1 tracks i
∗
fd−1 and is decoupled from the other inputs.
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5.3.3 Power Transfer and Steady-state Stability
This section demonstrates the steady-state voltage at bus no. 684 due to power trans-
ferred by DER1 from bus no. 611, based on the analysis in Section 5.1.3. In conventional
power system, with increasing load demand, power at the receiving end increases swiftly at
first and then gradually until a maximum value is reached, which is followed by a gradual
descent [110]. However, this phenomenon assumes a constant voltage source at the sending
end, which is possible only if ma−1 is constant in (5.5). Fig. 5.8 shows the steady state volt-
age profile at Bus 684, with a constant ma−1, as a function of the active power transferred to
the load with increasing load demand. However, ma−1 increases non-linearly with increasing
Figure 5.8: Power transfer and voltage at the receiving end bus with constant amplitude
modulation.
load demand, until the current controller reaches its saturation limit, as shown in Fig. 5.9.
Besides, DER1 is a battery, and hence Vdc−1 follows a discharge profile, as illustrated in
Fig. 5.10. Accordingly, the actual receiving end voltage versus active power, for the same
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Figure 5.9: Variation of amplitude modulation with load impedance.
Figure 5.10: Discharge profile of battery.
increase in load demand, has been demonstrated in Fig. 5.11. In this figure, Vdc−1 follows
only the linear region of the battery discharge curve (Fig. 5.10) for 95 A discharge current.
A comparison between Figs. 5.8 and 5.11 shows that the power transferred for the same
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Figure 5.11: Power transfer and voltage at the receiving end bus with non-linear amplitude
modulation and DC voltage.
increment of load is more when the variation of ma−1 is taken into account. This causes
voltage rise instead of a collapse, until the battery reaches its knee voltage. Thus, the power
transfer between buses must be carefully controlled in C-µGrid. Unlike a droop controller,
this problem cannot be alleviated by merely introducing virtual inertia into the control loop.
This necessitates a C-µGrid Central Controller, which can estimate the optimum voltage set
points for the primary controllers based on the states of the C-µGrid.
5.3.4 Results and Discussion
A detailed model of the system under study has been developed in OPAL-RT, and per-
formance of the controllers has been evaluated during normal operating conditions and in
the event of delay. In the following case studies, the system has been simulated with the C-
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µGrid operating in islanded mode. For each case study, the DERs receive direct axis voltage
set points (v∗dk−i) using two different methods, 1) Conventional OPF, and 2) The proposed
CMPT method in Section 5.1.3. The quadrature axis voltage set points (v∗qk−i) are equal
to zero, since these have been used to control frequency based on Synchronous Reference
Frame Phase Locked Loop (SRF-PLL) [91]. The DERs have specific maximum Pk and Qk
capacities, reflecting the state of charge of batteries and irradiance received by PVs.
5.3.4.1 Test Cases: Case I
In this case, the C-µGrid accommodates a total load of 2.43 MW and 1.20 MVAr, along
with VAr compensators of 0.7 MVAr. The v∗dk−i provided to the DERs using OPF and
CMPT, along with the corresponding system performance are summarised in Table 5.1.
Stability of the local controllers of DER1, due to v
∗
d1−611 provided by CMPT and primary
control design in Section 5.3, is shown in Fig. 5.12. The quality of voltage and current
Figure 5.12: Case 1: Performance of primary controllers of DER1 with V
∗
d based on CMPT.
injected by DER1 at bus no. 611 is shown in Fig. 5.13. However, as shown in Table 5.1, the
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Table 5.1: Case1: Under Normal Operating Condition
DER Parameters OPF CMPT
No.
1|Bus 611
v∗d−1 (V) 4168.2 4164
P (MW) 0.45 0.38
Q (MVAr) 0.075 -0.075
Performance Stable Stable
2|Bus 652
v∗d−2 (V) 4160 4160
P (MW) 0.234 0.14
Q (MVAr) -0.35 -0.378
Performance Stable Stable
3|Bus 692
v∗d−3 (V) 4160 4172.5
P (MW) -0.093 0.67
Q (MVAr) -0.28 0.158
Performance Unstable Stable
4|Bus 675
v∗d−4 (V) 4172.5 4172.5
P (MW) 1.55 1.02
Q (MVAr) 0.08 -0.18
Performance Unstable Stable
Total Losses 0.29 MVA 0.22 MVA
voltage controllers of DER3 and DER4 fail to follow their respective v
∗
dk−i provided by OPF
until the end of 15s (illustrated by the filtered signals in Fig. 5.14). Consequently, the ifd−3
and ifq−4 go through a delayed zero crossing resulting in the change of direction of P3 and Q4
delivered by DER3 and DER4, respectively. This causes additional power loss and increased
harmonic injection, where THD of the 3 − φ current increases from 3% to 14% at these
buses. Since the current controllers of these DERs precisely track their respective references,
inferior performance of the voltage controllers can be attributed to the miscalculation of
power transferred/received by DER3 from its adjacent buses. Although, the controllers
eventually converge by adjusting the filter currents, the system loses its resiliency. This is
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Figure 5.13: Case 1: 3− φ voltage and current at Bus no. 611 based on V ∗d−1 using CMPT.
demonstrated by Fig. 5.15, where the load at bus 692 increases by 50% at t = 15s. This
additional step changes drives P3 to zero when OPF set points are used, thereby under
utilizing the battery.
5.3.4.2 Test Cases: Case 2
In this case, the C-µGrid accommodates a total load of 3.08 MW and 1.63 MVAr, with the
voltage set-points as shown in Table 5.2 and a delay of 5s between the central controller of the
community and the local controller of DER1. Fig. 5.16 shows that the voltage controller of
Table 5.2: Case2: With 5s Delay in DER1
OPF CMPT
v∗d−1 = 4368 V
∗
d−2 = 4368 v
∗
d−1 = 4180.8 v
∗
d−2 = 4180.8
v∗d−3 = 4284.8 v
∗
d−4 = 4284.8 v
∗




Figure 5.14: Case 1: Performance of voltage and current controllers of DERs 3 and 4 for
OPF based set-points.
DER1 fails to recover and track the OPF based reference, however, the controller rebounds
within two seconds for the CMPT based references. This also causes failure of the voltage
controller of DER2, while the other two DERs follow their respective references. As a result,
the current controllers of DERs 1 and 2 will eventually saturate, which will cause further
miscalculation of power by the C-µGrid-CC.
5.4 C-µGrid Central/Distributed Controller
The analysis in the previous sections sheds light on the functional requirements of a
C-µGrid Central/Distributed Controller, which operates as a secondary controller for the
community. This central/distributed controller should be able to determine voltage refer-
ences of the DERs by considering accurate power transfer from source to sink and DC output
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Figure 5.15: Case 1 with step change in load: Performance of voltage controller of DER3
and active power transfer.
Figure 5.16: Case 2: Performance of voltage controller of DER1.
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voltage characteristics of the different types of DERs, alongside providing room for system
recovery during emergency while also balancing the cost with the benefits. Besides, the con-
troller must have a fast response time so as to make real-time control decisions in this active
distribution network. Thus, the desired states of the system is known only qualitatively
and not quantitatively, which makes a reinforcement learning based control algorithm with
adaptive traits more suitable for this controller.
Accordingly, a central controller has been designed for the C-µGrid using Adaptive Critic
Design based Dual Heuristic Programming (DHP) algorithm, which has been described in
Chapter 2.3.1. Distributed control has not been considered here, since the C-µGrid studied
in this work comprises a small network.
5.4.1 Formulation of Dual Heuristic Programming Algorithm
This section describes the design of the DHP algorithm, which functions as a Secondary
Controller for the C-µGrid. The input to this controller are the states of the plant, which
consist of load demand at the different buses, power generated by the four DERs, PV ir-
radiance, state of charge (SoC) of the two batteries, losses in the branches, and the total
harmonic distortion (THD) of the voltage and current signals injected by each DER into
the grid. Based on these state measurements, the controller provides voltage set points for
dispatching the four DERs, so that load and generation is balanced by incurring minimum
cost and line losses, and also ensuring the quality of power that is being injected by the
DERs into the grid.
The Model Network for this application consists of a neural network with one hidden
layer and an output layer, which contains eight and six neurons, respectively.
The Actor and Critic Networks are Backpropagation Neural Network, comprising eight
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and twenty neuron, respectively, in their hidden layers. The learning rate for the Actor and
Critic are 10−4 and 10−3, respectively.
The cost function for this application is presented by (5.7), where Ui for i = 1, 2, ..., 5 are
individual cost functions with their corresponding weights Wi.
U(t) = W1U1(t) +W2U2(t) +W3U3(t) +W4U4(t) +W5U5(t) (5.7)













where Xi → DER power output, Xj → Loads, Xk → branch losses.
(5.8)







U3, as presented by (5.10), evaluates the average THD of the current signals injected by the








where Xm → total harmonic distortion
(5.10)
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U4 and U5, are presented by (5.11) and (5.12), respectively. These are floor and ceiling














The stopping criteria for the DHP algorithm is based upon the number of trials and
time-steps, which are seventy-eight and forty-five, respectively. The algorithm also stops if
voltage limits at the buses are violated.
5.4.2 Results and Discussion
Performance of the DHP algorithm for taking optimal control decisions, have been
evaluated in this section. In this case study, the total load in the C-µGrid is 2.3 MVA.
The voltage references, as determined by the DHP algorithm based central controller, are
Vd−DER1 = 4005V , Vd−DER2 = 3995V , Vd−DER3 = 4005V , and Vd−DER4 = 4007V .
Based on these voltage references, the power dispatched by the DERs are: DER1 = 0.55
MVA, DER2 = 0.36 MVA, DER3 = 0.96 MVA, and DER=0.45 MVA. The performance
of the voltage controllers in tracking the voltage references are illustrated in Fig. 5.17. The
voltage controllers provide current references to the current controllers. The performance of
these current controllers in tracking their respective references is shown in Fig. 5.18. The
average THD in the voltage and current signals are < 1% and about 4%, respectively. The
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(a) DER 1 (b) DER 2
(c) DER 3 (d) DER 4
Figure 5.17: Direct and Quadrature axis voltages of the DERs.
3− φ voltage and current at the DER buses are illustrated in Fig. 5.19.
5.5 Conclusion and Summary
In this chapter, primary and secondary controllers have been developed for C-µGrids with
an emphasis on stability and reliable operation of the system in islanded mode. The proposed
design achieves stability of the controllers by decoupling the state vectors of a highly coupled
system at the primary level in the control hierarchy. Accordingly, parameters of the voltage
controllers have been tuned based on filter design, while the same for current controllers have
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(a) DER 1 (b) DER 2
(c) DER 3 (d) DER 4
Figure 5.18: Direct and Quadrature axis currents of the DERs.
been tuned based on the variation of equivalent load at the DER buses. The design of voltage
controllers have also incorporated communication delays, whose impact on the system has
been reduced using LQR method. Besides, the relative response time of the controllers,
based on their hierarchy, have been included in the control design. The analysis performed
here shows that power transfer between the multi-points of coupling causes voltage variation
which is different from that of conventional power system. Accordingly, a power transfer
method named as CMPT has been proposed, which encompasses the dynamics of power
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(a) DER 1 (b) DER 2
(c) DER 3 (d) DER 4
Figure 5.19: 3− φ voltage and current at the DER buses
electronic converters, and voltage characteristics of the DERs, alongside the conventional
features used for evaluation of power transfer from a source bus to a receiving-end bus.
The primary control design has been tested in a C-µGrid structure that forms part
of a modified IEEE 13-bus system, where the C-µGrid central controller provides voltage
references to the local controllers based on OPF and CMPT. The simulation results show that
certain combination of voltage references, which are based on OPF, have a destabilizing effect
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on the system due to the miscalculation of power transferred between buses. CMPT based
voltage references provide better stability under normal operating condition, and improved
recovery in the event of delay between the central and the local controllers.
The functional requirements of the secondary controller have been determined based on
the primary control design and evaluation of power transfer between the multiple DERs.
This secondary controller has been designed based on the DHP algorithm, which encom-
passes multiple control objectives. These objectives are load and generation balance, min-
imization of losses, minimization of THD, and maintaining the bus voltages between their
minimum/maximum limits. The simulation results show successful operation of the sec-




In this chapter, a two-stage optimization technique, as shown in Fig. 6.1, has been de-
veloped for obtaining the most suitable combination and size of WESSs for DC RTS. In the
Figure 6.1: Optimization of WESS using a two-stage methodology.
first stage, a mathematical model has been developed by a scrupulous inclusion of the non-
linearities and constraints in the storage technologies consisting of battery, SC and flywheel.
The mathematical model also takes into consideration the constraints of the RTS, demand
charges by utility companies based on peak power in a day, energy cost by utilities, life-cycle
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cost of ESSs, and maximum achievable utilization of the ESSs with minimum degradation
of SoH. This mathematical model has been optimized using GA. The second-stage com-
prises the use of a detailed simulation model of RTS, train, ESS, and EMS, which have been
developed in MATLAB/Simulink. This stage is vital to (a) validate the fidelity of the math-
ematical model and (b) accurately capture the dynamics of RTS along with ESSs, whose
emulation by mathematical equations is complex to develop. This stage uses the optimal
sizes from the first stage as guiding parameters to perform the simulations for both single
and 24 hrs. cycle of trains. The simulation results infer application specific choices of type,
size and combination of ESSs.
6.1 System Under Study
An overview of the rail transit system and ESSs under consideration have been provided
in this section.
6.1.1 Electric Rail Transit System
Generally, DC electric RTSs consist of geographically distributed power supply substa-
tions and rail networks. Power supply substations convert the AC voltage of the main grid
to DC voltage and deliver power to the trains, which are the main load of the system. A
portion of such a system, used as case study, is presented in Fig. 6.2. It consists of three
power supply substations, four passenger stations and a train. The system parameters and
modeling have been elaborated in Section V. As a train accelerates from one passenger sta-
tion, it consumes energy from the substations and subsequently regenerates the same while
decelerating into the next passenger station. The RBE travels to the third rail, where a small
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Figure 6.2: An Overview of the Electric Rail Transportation System under study.
portion of it can be recaptured by other loads in the system. The remaining energy, if not
captured, will raise the voltage of the third rail and trigger the chopper circuit to dissipate
it as heat in a resistor.
6.1.2 ESS: Type and Parameters
In this work, we will consider three different types of energy storage technologies, namely
battery, SC and flywheel, for the recovery of the remaining RBE. The ESSs are placed in
the passenger stations and are connected to the RTS through bidirectional converters. This
section provides an overview of the ESS specifications, which have been considered as guiding
parameters for the optimization problem.
6.1.2.1 Battery Energy Storage System (BESS)
Optimization of the size of BESS is directed by the elements that limit the SoH of
the battery [54, 62]. These parameters are temperature, charging/discharging rate, mini-
mum/maximum voltage, and time interval between charge cycles [111–116]. In this work,
an attempt has been made to include all these parameters in the mathematical model for
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finding an optimal size of ESS.
6.1.2.2 Supercapacitor Energy Storage System (SCESS)
SCs, due to their high power density, are used in applications that require high peak
power in short period of time with frequent charge and discharge cycles [117–120]. Despite
its high-performance parameters, application of SCs in RTS should be monitored carefully
to prevent accelerated ageing. The factors responsible for accelerated ageing are terminal
voltage, effective current, and temperature [121].
6.1.2.3 Flywheel Energy Storage System (FESS)
The popularity of FESS is because of its high life cycle, long lifetime, high energy and
power density, low environmental impact and no maintenance requirement [58, 122, 123].
The constraint on flywheels are imposed by their minimum/maximum rotating speeds. All
these aforementioned parameters have been incorporated into the equations that lead to the
optimization of the size of ESSs and have also been carefully monitored in the simulation.
All these aforementioned parameters have been incorporated into the equations that
lead to the optimization of the size of ESSs and have also been carefully monitored in the
simulation.
6.2 Stage 1: Mathematical Modeling and Optimiza-
tion
This section describes the first stage, consisting of mathematical modeling and optimiza-
tion, of the two-stage optimization method proposed in this work.
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6.2.1 Mathematical Modeling
The ESSs may consist of a standalone BESS/SCESS/FESS or a combination of any two
of the three types of ESSs. Thus, energy recuperated and discharged by the storage systems,
at the low voltage side of a converter, can be formularized as (6.1) and (6.2), respectively.
E+ = ZB2 EB+ + Z
SC
2 ESC+ + Z
F
2 EF+ (6.1)
E− = ZB2 EB− + Z
SC
2 ESC− + Z
F
2 EF− (6.2)
Where, ZB/SC/F2 represents a binary number which can assume either 0 or 1 for bat-
tery/supercapacitor/flywheel but cannot assume the same value for all the three types of
ESS at the same time. Such a condition eliminates the condition where none or all the three
types of ESSs are deployed. The total energy captured/generated by ESSs, as expressed by
(6.1) and (6.2), comprise independent contributions from BESS, SCESS and FESS, which
are expressed in the subsequent discussions. The efficiency of a BESS is contingent on its
state of charge (SoC) constraints during both charging and discharging. SoC is expressed






and the constraints on minimum/maximum limits of
SoC of a battery during constant current discharging/charging are expressed in (6.3) and
(6.4), respectively.








In this work SoCB,min/max are 30% and 40%, respectively, since degradation of a battery
is minimum if its SoC remains within 30% and 80% of the full capacity [114], [115].
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Such that Vb(texp) = Vexp and Vb(tnom) = Vnom. The objective behind the limits of inte-
gration in (6.5) is to operate the battery within SoCB,min and SoCB,max. The open-circuit
voltage (Voc) of a battery, as a function of SoC, increases from Vnom to Vexp as the SoC varies
from SoCB,min to SoCB,max, respectively [?]. If a BESS is functional for every acceleration
and deceleration of the train, which happens within a span of 27-30 seconds, the C-rate for
charging/discharging can be expected to be higher than 1C. Such a condition will cause the
Voc of the battery to change from Vnom to Vexp within a very short period of time (around
27-30 secs), so as to render an almost linear increase in Vb. Accordingly, the regenerative








Similarly, the magnitude of energy contributed by the BESS during a train acceleration can







The discharge current and time of a battery are not linearly related to its capacity in Ah.
According to Peukert’s equation, the discharge time of a battery reduces for a higher C-rate
of discharge, which is expressed in (6.8) [124]. Thus, (6.8) acts as a non-linear constraint on
the battery discharge current and capacity. It is to be noted that there is no review yet of
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According to (6.8), a battery of capacity CAh discharging a current of IB− will get completely
depleted within a time of tB . However, it is not desirable for the SoH of the battery cells to
be entirely depleted. Thus, a fraction of tB has been considered in (6.9) during which the
battery remains operational.
tB− = UT tB (6.9)
The quantification of energy discharged by a BESS is concluded in (6.10) by replacing (6.8)
and (6.9) in (6.7). The optimization method will search for the most suitable combination












The SCESS has been sized in an approach similar to that of BESS. Expressions for en-
ergy recuperated and discharged by the supercapacitor are formulated by (6.11) and (6.12),
respectively.
ESC+ =














In (6.11) and (6.12), it is assumed that the SCESS has a constant charging/discharging
current which will entail a trapezoidal shaped power profile. Besides, constraint on the
minimum open-circuit voltage of the supercapacitor has been also considered in these two
97
equations. This constraint is explicitly mentioned in (6.13).
εSCVmax < VSC < Vmax (6.13)
Change in voltage across a SC is rather non-linearly related to the charge/discharge current
[124]. Equations for energy of the SCESS, as expressed by (6.11) and (6.12), do not consider
this non-linearity and are simplified to minimize the number of variables in the optimization
problem. The fact that this linearization does not introduce unacceptable errors is verified by
simulation, which uses a non-linear model of the SC. The optimization process will determine
the most suitable values for PSC+/−. Thus, capacity of the SCESS in terms of energy can
be obtained from its power rating subjected to the constraint in (6.13).
















Where KF is the ratio between maximum and minimum angular speed of a flywheel. (6.14)
and (6.15) are subjected to the constraints mentioned in (6.16) and (6.17) for a flywheel.
SoCF,min < SoCF < 100% (6.16)
ωmin < ωF < ωmax (6.17)
The following equations, from (6.18) to (6.20), represent the restrictions on energy cap-
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tured and discharged by the comprising ESSs in (6.1) and (6.2). Each individual type of ESS
should discharge as much amount of energy during train acceleration as it charged during
a train deceleration, in order for it to be prepared to charge for the next train deceleration.
This is expressed by (6.18), (6.19) and (6.20) for BESS, SCESS and FESS, respectively.
These constraints are significant as the time duration for train acceleration and deceleration
are usually not equal. Besides, charging and discharging efficiencies of ESS and converters
are also different.
EB+ = EB− (6.18)
ESC+ = ESC− (6.19)
EF+ = EF− (6.20)
The total current that is regenerated by a train is partly lost in a chopper and partly
sent to the third rail based on the voltage level of the latter [13]. In order to comply with
the lower and upper voltage limits of third rail, instantaneous power on either side of the
bidirectional converter should be compared. Thus, constraints on the rail transit system can














Objective of this optimization is to obtain sizes and type of ESS, in order to cap-
ture/contribute to the magnitude of energies specified in (6.1) and (6.2), so as to incur
a minimum capital and operating cost. The capital and running costs are demonstrated in
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(6.22) and (6.23), respectively.
Ccapital = [ZB2 CAhNSVexp10













10−3CkW−SC + ZF2 EF 10
−3CkWh−F + ZF2 PF 10
−3CkW−F ]
(6.22)
In (6.22), the first and second terms represent capital costs for energy and power ratings of
BESS, respectively. Similarly, the third and fourth terms express capital costs for energy
and power ratings of SCESS, respectively. Finally, the fifth and sixth terms express capital
costs for energy and power ratings of FESS, respectively.






























In (6.23), the first, second and third terms stand for operating costs of BESS, SCESS and
FESS, respectively. It is to be noted that in the first term, a modified parameter for number
of BESS cycles have been used. This is because, operating cost of BESS depends on its





As the battery is not entirely discharged/charged for every cycle of train acceleration/deceleration,
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Feasibility of the sizes and combinations of ESSs can be evaluated with the help of cost
saving, as expressed in (6.26). This equation estimates the cost saving in terms of (a) energy
consumption from utility that gets reduced due to the use of ESSs, and (b) peak power
shaving in a 24 hrs. cycle of trains.
Csaving = E−Cutility−kWh +Npeak[ZB2 NSVnomIB− + Z
SC





The equations above consist of both linear and non-linear constraints, which will guide the
optimization process to converge to a suitable size and combination of ESSs. The constraints
for SCESS and FESS are linear, whereas that of BESS are non-linear. The same non-linear
optimization algorithm (Genetic Algorithm) is chosen for all the cases in order to maintain
consistency in the optimization process. These parameters are tabulated in Table 6.1 and
the corresponding optimization flowchart is illustrated in Figure. 6.3.
6.3 Stage 2 of Proposed Method: Simulation Modeling
Outcome of optimizing the equations is attuned to certain system parameters. Thus,
a model of DC electric rail transportation system consisting of substations, rail networks,
trains, ESS and EMS have been modeled in details and simulated in MATLAB/Simulink, as
101
Figure 6.3: Flowchart for optimization of WESS.
Table 6.1: GA Parameters
Parameter Values Parameter Values
Constraint Tolerance Positive Scalar (1e-3) Crossover Fraction Positive Scalar 0.8
Fitness limit -inf Function Tolerance 1e-6
Initial Population Range -10 to 10 Maximum stall generations 50
Initial Population Range -10 to 10 Maximum stall generations 50
Migration Fraction 0.2 Migration Interval 20
Mutation Function Gaussian Population Size 50
Pareto Fraction 0.38
illustrated in Figure. 6.2. An overview of the simulation modeling is provided in this section.
The structure developed in this paper emulates many standard transit system models, such
as New York City Transit (NYCT). The parameters used for transit system design are
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tabulated in Table 6.2.
Table 6.2: System Parameters






CS1, CS2 F 10−3
RS1 mΩ 1.08
Third Third Rail resistance mΩ/km 170
Rail and Running Rail resistance mΩ/km 17.2
Running Distance between passenger stations m 596.6
Rail Nominal Third Rail Voltage (Vnom) V 650
Max speed of train m/s 18
Max/Min train acceleration m/s 2 +/-2.5
Effective mass of Train t 380
Rolling resistance factor - 0.002
Gravity (g) N/kg 9.81
Rail slope (α) - 0
Drag coefficient - 0.5
Train Air density (ρ) kg/m3 1.225
Front area of the train (A) m2 9
Wheel radius m 0.432
Number of cars - 11
Gearbox efficiency - 94%
Motor efficiency - 93%
Inverter efficiency - 93%
CB µ F 7500
RB Ω 0.125
LT µ H 20
RBD Ω 0.01
LBD mH 10.2
Bidirectional Converter CBD µ F 54
PI1 - 0.002, 0.2
PI2 - 0.02, 2
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6.3.1 Substation Modeling
Referring to Figure. 6.4, the substations primarily consist of two stages: voltage trans-
formation and rectification, where voltage of the main grid is stepped down from a medium
voltage level of 13.8 kV (AC) to 645 V (DC). Reliability of the power supply substations have
Figure 6.4: Simulation Model of Substation.
been increased by using two set of transformers and rectifiers, and connecting the two sets
in parallel. One of the transformers is connected as Y −∆ and the other one is connected
as ∆ − ∆ for avoiding error in phase shift. A capacitor bank is connected at the output
of each transformer for stabilizing its voltage. Protection devices such as, circuit breakers,
insulation etc, are connected at both AC and DC sides to increase safety.
6.3.2 Rail Network Modeling
Trains get their required power from substations through third rails. A return path
for the current is provided by running rail, which completes the power circuit. The rail
network is divided into multiple sections in order to provide easy operation, protection
and maintenance. These sections are connected to each other by traction circuit breakers.
Depending on the connection of these circuit breakers, each section can be powered by one or
two substations at both ends, as shown in Figure. 6.5. The movement of a train on traction
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Figure 6.5: Simulation Model of Rail Network and locomotion of the Train.
rails is simulated by varying two set of resistances, which are specified in terms of resistance
per unit length (mΩ/km), at each sampling time of the simulation (refer to Figure. 6.5).
One set of resistances, called the West Power Rail, is multiplied by the distance between
train position and its departure point, where the train position is obtained by continuously
integrating its speed. The second set of resistances, called East Power Rail, is multiplied by
the distance between the train’s current position and its arrival point, which in this case is
Passenger Station 3.
6.3.3 Train Modeling
In this study, a backward methodology, also called ’effect-cause’ methodology, is used
to model the trains. In backward modeling, speed of the wheels (effect) is considered as
an input and, going backward through various components (vehicle dynamics, gear box and
motor drive), power (cause) required by the train is evaluated [125]. In vehicle dynamics,
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the various forces that are applied to the wheels of the train is accounted for using speed of
train (v) and inclination angle of the path (θ). These are forces due to friction (Ff ), gravity
(Fg), and wind (FW ), as expressed in (6.27) to (6.29).
Ff = fRMtraing cos θ (6.27)






The motor of the train accelerates by overcoming these aforementioned forces using its
tractive effort (Fmotor), as expressed by (6.30).




This tractive force, when applied to the wheels, provides a rotational torque (TW ) that is










Consequently, product of torque and angular speed provides the power required by the motor
drive. This power is divided by voltage, at the point of connection of the train to the rails,
to obtain the required current. The current profile thus obtained, is provided to a current
source that is connected to a chopper circuit, as illustrated in Figure. 6.6. The chopper
switch is operated based on the maximum voltage level of the third rail. This is an over
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voltage protection which dissipates the train energy as heat in resistor RB when the third
rail voltage exceeds its nominal value.
Figure 6.6: Simulation Model of Train.
6.3.4 Parameters for ESS Sizing
Characteristics of the three types of ESSs, such as charging/discharging efficiency, cost
of power, cost of energy, voltage level, number of cycles and so on, used for this case study
are presented in Table 6.3. Design of bidirectional converter and its control strategy are
elaborately depicted in Figure. 6.7. As shown in the figure, the bidirectional converter is
controlled using a current control strategy. The reference current, Iref , is obtained from
optimization of the mathematical model. Parameters for tuning the bidirectional controller
are included in Table 6.3. The train has been simulated to travel from passenger station
1 to passenger station 3 of Figure. 6.2. Substation 3 and passenger station 4 have been
included in the model to eliminate the anomalies pertaining to a train arriving at a terminal
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Table 6.3: ESS and Utility Parameters
Symbol Values Symbol Values
Vth,min/max 580 V/720 V Vb 1.3 V
Vnom 1.15 V Vexp 1.4 V
tB+/− 23.1/25 s ηB+/− 0.75
ηconv 0.99 NS 357
k 1.3 H 20 hrs
ηDoD 0.3 VSC 500 V
UT 20% ε 0.5
∆acc 30.9 s ∆reg 20 s to 25 s
ηSC+/− 0.95 ηF+/− 0.9
ηcycle B/SC/F 5000/1 ∗ 106/1 ∗ 105 tF+/− 30.9/25 s
CkWh B/SC/F $ 600/500/2000 CkW B/SC/F $ 1200/100/150
Cutility kWh $ 0.035 Cutility peak $ 8.03
Npeak 27.25
Figure 6.7: Simulation Model of ESS Management System.
station. The simulation is also modeled to observe a 24 hours power cycle at a particular
substation due to the movement of trains. The 24 hours cycle is influenced by headway of
the trains which peak during two time intervals of 7:00 to 8:00 and 17:30 to 18:30. Natural
exchange of regenerative braking energy between a decelerating and accelerating trains is
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more likely to occur during these peak hours. Probability of this occurrence is combined
with the train schedule in every 15 mins interval to obtain a 24 hours power profile at a
particular substation.
6.4 Results and Discussion
Viability of the equations from Section 2.2 has been substantiated here. Firstly, the
equations in Section 2.2 have been optimized to obtain sizes of WESS required for storing
specific percentages of regenerating energy. This is followed by simulation of the sizes using
a Simulink model. Besides, a time period for return on investment for the different types and
sizes of ESSs have been tabulated. Hence, the results have been categorized as (a) Results
from Optimization and (b) Results from simulation and (c) Payback time estimation.
6.4.1 Results from Optimization
In this section, the mathematical model is optimized for saving different percentages of
regenerative energy. Maximum amount of braking energy that can be feasibly recovered from
regenerative braking is in the range of 38 to 40% [124], [125]. Accordingly, the equations
have been optimized for energy saving, starting from 15% up to a maximum of 45% with an
interval of 10%. Each of these cases yields sizes of BESS, SCESS, FESS and combinations
of any two out of the three. The optimization results are illustrated in Figures. 6.8 to 6.11.
Figure. 6.8 shows the sizes of WESSs for 15% regenerating energy recuperation. It
is evident from this figure that a standalone SCESS and a standalone BESS provide the
cheapest and most expensive solutions to this optimization problem, respectively. Among
the hybrid systems, a combination of BESS and SCESS is cheaper than that of BESS and
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Figure 6.8: Comparison of different combinations of ESS for 15% regenerative energy saving,
where BE: Battery Energy, BP: Battery Power, SCE: SC Energy, SCP: SC Power, FE:
Flywheel Energy, FP: Flywheel Power. The axes for energy are scaled from 0 - 67 kWh, those
for power are scaled from 0 - 1037 kW, and the axis for cost is scaled from $ 0.57∗105−7∗105.
FESS. It is also to be noted that the integration of SCESS with FESS yields the same result
as a standalone SCESS. This is because, the solution provides a considerably small size for
energy and power of flywheel in a hybrid system consisting of SC and flywheel. It is a logical
outcome as there is no need to combine two technologies with comparable power and energy
densities. Thus, this hybrid system of SCESS and FESS, although not practically feasible,
has been included in Figure. 6.8 but eliminated from the other results.
Figs. 6.9 to 6.11 demonstrate similar results for 25%, 35% and 45% regenerating energy
saving, respectively. Among the hybrid systems, a battery and SC hybrid is cheaper than
that of a battery with flywheel, in most cases. Although a standalone SCESS is the cheapest
solution, a hybrid of SCESS and BESS might be cost efficient if other benefits are considered,
e.g., the aspects of resiliency and reliability of the transit system. For instances, in case of
interruption of power supply from the substations, a BESS will be able to provide the train
110


































Figure 6.9: Comparison of different combinations of ESS for 25% regenerative energy saving,
where BE: Battery Energy, BP: Battery Power, SCE: SC Energy, SCP: SC Power, FE:
Flywheel Energy, FP: Flywheel Power. The axes for energy are scaled from 0 - 109 kWh,
those for power are scaled from 0 - 1690 kW, and the axis for cost is scaled from $ 0.93 ∗
105 − 11.2 ∗ 105.
enough power to reach its nearest passenger station. However, for smaller percentages of
energy savings (≤ 25%), the size of battery in a battery and SC HESS is too small to
provide such stack benefit. This stack benefit is only feasible for higher values of energy
saving (> 30%). The results of optimization are subjected to differ based on various values
of life cycle cost of the storage technologies. A lesser life cycle cost of FESS might replace
SCESS as the cheapest means of storing regenerating energy.
6.4.2 Results from Simulation
In this section, the theoretical values for the sizes of ESSs, which have been obtained
from the optimization method for saving 15-45% of regenerative energy, are substantiated
by simulating the prototype (Figure. 2.1) in MATLAB/Simulink. The scenario represents
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Figure 6.10: Comparison of different combinations of ESS for 35% regenerative energy saving,
where BE: Battery Energy, BP: Battery Power, SCE: SC Energy, SCP: SC Power, FE:
Flywheel Energy, FP: Flywheel Power. The axes for energy are scaled from 0 - 157 kWh,
those for power are scaled from 0 - 2420 kW, and the axis for cost is scaled from $ 1.3∗105−
16 ∗ 105.
a train accelerating from passenger station 1 and decelerating at passenger station 2. A
standard speed profile of the train has been used and its corresponding current and power
profiles are shown in Figure. 6.12. Besides, the substation 1 current along with the third
rail voltage, without any ESS, is shown in Figure. 6.13. These figures provide a measure of
the energy consumed/regenerated during acceleration/deceleration of a train. Also, Vth, as
shown in Figure. 6.13, is within the limits of 580 V to 720 V. In this case, all the regenerated
energy is dissipated in the chopper as heat. The system is then provided with different sizes
of BESS, SCESS, FESS and various combinations of the three at Passenger station 1 to
achieve a desired percentage of energy saving from regeneration. The following discussion
highlights the cases for 15% and 45% energy saving, as similar results are obtained for 25%
and 35% energy saving.
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Figure 6.11: Comparison of different combinations of ESS for 45% regenerative energy saving,
where BE: Battery Energy, BP: Battery Power, SCE: SC Energy, SCP: SC Power, FE:
Flywheel Energy, FP: Flywheel Power. The axes for energy are scaled from 0 - 198 kWh, that
for power are scaled from 0 - 3026 kW, and the axis for cost is scaled from $ 1.68∗105−20∗105.
6.4.2.1 15% Energy Saving
Results for 15% regenerative energy recovery have been analyzed here. Figure. 6.14
shows substation1 and BESS current along with BESS SOC, followed by third rail and BESS
voltage. Figure. 6.15 illustrates the same for SCESS. It can be observed from Figure. 6.14
that the third rail voltage and SoC constraints for BESS have been complied with. Also, it
can be noted from the BESS SoC that a small relaxation time has been provided between the
discharging and charging cycles. This parameter had been incorporated in the mathematical
model as well in order to improve SoH of BESS. However, unlike that of BESS, there is
violation of the upper limit of Vth with SCESS for about 6 seconds (refer to 42-48s period in
Figure. 6.15). This happens because a constant charging/discharging current profile prevents
any abrupt change in the voltage across it (
dVSC
dt ), and such violation of voltage limit will
disconnect the train from the third rail. Thus, a slightly higher value of SC, compared to
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Figure 6.12: Speed, Current and Power profile of train.































Figure 6.13: Substation1 Current and Voltage profiles without ESS.
the one obtained from mathematical modeling, is required for maintaining a proper voltage
profile. The abrupt drop in voltage, as shown in Figure. 6.15, happens during transition
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Figure 6.14: Substation1 and Battery Current, Battery SoC, Substation1 and Battery Volt-
age for 15 % energy saving with standalone BESS.
of state of the train from coasting to deceleration and thus, the train current changes from
positive to negative. During this short time, the substation current reaches zero while the
supercapacitor current demand rises to about 1000 A. Thus, the supercapacitor current
demand can only be supplied by regenerating current from the train. However, it takes some
time for the regenerating current to reach that magnitude demanded by the supercapacitor,
as shown in Figure. 6.12. Thus, there occurs a sudden drop in the third rail voltage during
this short span of time. This problem can be mitigated by having a SC charging current with
triangular shape. A similar but smaller drop in third rail voltage is observed in the case of
BESS. This is because, the battery current demand rises gradually, as shown in Figure. 6.14.
It is also to be noted from Figure. 6.15 that the product of SC current and voltage will
provide a trapezoidal shaped power profile, as was mentioned in the mathematical model in
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Section 2.2 equations (6.6) and (6.7). Results for FESS are similar to SCESS, except that
the flywheel discharges/charges a higher magnitude of current in a shorter period of time.







































Figure 6.15: Substation1 and SC Current, SC SoC, Substation1 and SC Voltage for 15 %
energy saving with standalone SCESS.
6.4.2.2 45% Energy Saving
The retrieval of regenerating energy from train was estimated to be around 3% higher
with simulation than that suggested by the equations for every size and combination of ESSs.
This is because optimization equations do not capture the dynamics of a transient model. For
instance, optimal sizes of BESS and SCESS, for 25% energy saving, could actually recover
nearly 28% in the simulation. However, the size of the battery that was designed to capture
45% energy, could not save higher than 40% from the train. This is because of the combined
effect of slow response time and constant charging current requirement of battery, as shown
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in Figure. 6.16. As can be observed from Figure. 6.12, the train braking current rapidly
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Figure 6.16: Substation1 and Battery Current, Battery SoC, Substation1 and Battery Volt-
age for 45 % energy saving with standalone BESS.
drops from a peak of 10kA to 2.5kA within 10s, emulating a triangular shaped current
profile. However, the chemistry of a battery limits its charging current profile from taking
a rectangular shape. Hence, a battery cannot efficiently capture such rapidly increasing
current. However, a SC can have a charging current of any shape. The battery current,
during this interval, is quite unstable as compared to the SC current in Figure. 6.17. Thus,
the BESS fails to save as much energy as compared to SCESS. Figure. 6.18 demonstrates
the results for a HESS consisting of a battery and SC, sized to capture 45 % of the train’s
braking energy. Similar to most cases, the battery is underutilized (BESS discharges from
80% to 76%) as compared to the SC (SCESS discharges from 100% to 40%). However, the
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Figure 6.17: Substation1 and SC Current, SC SoC, Substation1 and SC Voltage for 45 %
energy saving with standalone SCESS.
substation voltage is more stable with this HESS.
6.4.2.3 24 hours power profile
Effectiveness of deploying energy storage is also reflected on the peak demand reduction,
which contributes a significant amount in the utility price incurred by any transit system.
Besides, reducing the peak demand is also beneficial for utility companies as it helps them
in controlling congestions in certain regions. The 24 hours power profiles and their cor-
responding peak demand reductions for 15% and 45% energy saving are demonstrated in
Figures. 6.19 and 6.20 respectively.
It is to be noted that the peak demand reduction with BESS increases with the size of bat-
tery but that with SCESS does not change noticeably with the size of SC. This phenomenon
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Figure 6.18: Substation1, Battery and SC parameters for 45 % energy saving with a HESS
consisting of battery and SC.

























Figure 6.19: 24 hours profile for 15 % saving of regenerative braking energy.
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Figure 6.20: 24 hours profile for 15 % saving of regenerative braking energy.
can be better understood from the performance of chopper. The chopper is modeled to
switch on when the third rail voltage exceeds the maximum limit of 720 V. Hence, the chop-
per should be active only during train braking. However, when the SC discharges a high
magnitude of current during train acceleration, the third rail voltage exceeds 720 V for some
instances. Consequently, the chopper switches on and takes some current from the substation
during train acceleration. Thus, the overall consumption of energy from the substation does
not reduce significantly. This problem can be mitigated with a more sophisticated energy
management system. Also, it is suggested that the chopper parameter should be relaxed
when ESSs are deployed in a rail transportation system. Although FESS provides the same
peak shaving as SCESS for 15% regenerative energy saving, it provides the best results for
45% energy saving. Besides, a HESS consisting of a battery and SC provides better peak
demand reduction than its constituting technologies as standalone systems.
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6.4.3 Payback time estimation
A basic cost-benefit analysis has been performed by using (6.22), (6.23) and (6.26), to
estimate a payback period for the installed storage technologies. This evaluation considers
the capital and operating costs of the ESSs to be the expenses incurred over the cost saving
in terms of energy and peak power, to obtain an approximate time after which a return on
investment can be expected. The expenses for personnel and land that may contribute to
the installation cost have been neglected here. With this assumption, the period for return
on investment with energy saving of 15 % and 45 % have been tabulated in Table 6.4.
Table 6.4: Benefit-Cost Analysis
Energy Saving Type of ESS Time
BESS 2372.5 days
15% SCESS 134 days
FESS 178 days
BESS 1825 days
45% SCESS 293 days
FESS 302 days
HESS 547.5 days
The actual return on investment considering all the parameters is expected to be slightly
higher than this. Nonetheless, a comparative analysis between the individual units shows
that the payback time for BESS is almost 15 times that of SCESS and FESS for 15% energy
saving. However, this ratio is 7 for an energy saving of 45 %. This shows that a battery
as WESS becomes economically viable for higher (>30%) proportion of energy saving only.
This claim has also been validated in the simulation results. Although a HESS is not required
for lower percentage (<25%) of energy saving, its payback time is closely comparable to that
of a standalone SCESS and FESS for higher energy saving.
Thus, it can be inferred from these results that the choice of type and size of WESS
in a rail transit system is application specific. In order to provide a better guidance, the
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applications and their pertinent adoption of type and size of WESS is categorized in Table 6.5.
Table 6.5: Application Specific Choice of WESS
Application Energy Saving(%) Type of WESS Reason
Congestion <25 SCESS Lowest cost.
Control >30 FESS Better peak demand.
reduction and a comparable cost.
<25 None No significant technical-economic
Resiliency tradeoff.
>30 HESS Best system performance and
(BESS + SCESS) economic tradeoff.
<25 SCESS Lowest cost and
Energy simplicity of converter.
Saving only >45 BESS Better utilization
factor of a battery.
25-45 HESS Best system performance
(BESS + SCESS) and cost-benefit analysis.
6.5 Summary
In this chapter, three different types of storage technologies, viz. battery, SC and flywheel,
have been investigated for wayside energy storage application in DC electric rail transporta-
tion systems. A two stage modeling and optimization framework has been proposed here in
order to obtain an optimal size and combination of the ESSs, such that maximum saving
of regenerative energy from trains can be accomplished with minimum investment and op-
erating costs of the storage technologies. The first stage comprises a detailed mathematical
model of the system and its constraints, which has been optimized using GA. Results from
this stage show that SCESS is the cheapest, followed by FESS and BESS. However, a hybrid
system consisting of a technology with high power density and another with high energy
density is also essential for resiliency of a system. Among the hybrid systems, a combination
of SCESS and BESS is comparatively cheaper than that of a BESS with FESS. Nonethe-
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less, a HESS is feasible only for higher percentage (>30%) of regenerative braking energy
recuperation.
The optimization results have been validated and tuned in the second stage, where a de-
tailed simulation model has been developed in MATLAB/Simulink. The simulation results
highlight underutilization of BESS, as compared to SCESS and FESS, during a train accel-
eration/deceleration. Besides, the third rail voltage is more stable when a HESS is deployed
at passenger stations. These simulation results are also extended to a 24 hours profile of the
train. The 24 hours profile exhibits that a FESS provides better peak demand reduction, as
compared to other technologies, for higher percentage of energy recuperation. Also, a HESS
consisting of battery and SC provides more demand reduction as compared to a standalone
BESS or SCESS. Thus, the suitable combination and size of WESS for rail transportation





Total energy charged (+)/discharged (-) by the combination of ESSs,
(Wh)
EB+/− Energy charged/discharged by BESS, (Wh)
ESC+/− Energy charged/discharged by SCESS, (Wh)
EF+/− Energy charged/discharged by FESS, (Wh)
Vb Open-circuit voltage of a battery, (V)
Vnom, Vexp Nominal, exponential voltages of the battery respectively, (V)
tnom, texp
Time at which battery voltage reaches its exponential and nominal
voltages respectively, (hr)
tB+/− Battery charging/discharging time, (hr)
IB+/− Battery charging/discharging current, (A)
CAh Capacity of a battery, (Ah)
NS Number of batteries in series
ηB+/− Battery charging/discharging efficiency
ηconv,B/SC/F Converter efficiency for battery/ supercapacitor/ flywheel
k Peukert’s constant
H Rated discharge time, (hr)
VSC Open-circuit voltage of supercapacitor, (V)
UT Utilization time of a battery
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Symbol Description
εSC Utilization factor of a supercapacitor
PSC+/− Maximum charging/discharging power of SCESS, (W)
∆tacc Acceleration time of a train, (hr)
ηSC+/− Supercapacitor charging/discharging efficiency
∆treg Deceleration time of a train, (hr)
ηF+/− Flywheel charging/discharging efficiency
ωmin/max Minimum/maximum speed of flywheel, (rpm)
PF+/− Maximum charging/discharging power of flywheel, (W)
SoCB/F State of charge of battery/flywheel
Ccapital Capital cost, ($)
Coperating Operating cost, ($)
CkWh B/SC/FCost of energy for battery/supercapacitor/flywheel, ($/kWh)
CkW B/SC/F Cost of power for battery/supercapacitor/flywheel, ($/kW)
ηDoD Depth of discharge of battery
Ncycle B/SC/FNumber of cycles of battery/supercapacitor/Flywheel
Csaving Cost of total saving, ($)
Cutility kWh Cost of energy by utility, ($/kWh)
Npeak
The average highest number of train cycles in a 15 mins period of a
day
Cutility peak Demand charges by the utility, ($/kW)
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Chapter 7
Conclusion & Future Work
In this thesis two critical infrastructures, the power distribution network and the rail
transportation network, have been investigated with a goal of reducing carbon emission and
improving the reliability of their operation.
For the the power distribution system, active distribution networks have been developed
with both grid-tied and islanded operating modes. Case studies for the grid-tied mode consist
of two networks: 1) A modified IEEE 5 bus system that is characterized by a microgrid
comprising a PV system and a battery energy storage system, and 2) A modified IEEE 30
bus system comprising five DERs. Case studies for the islanded operating mode consist
of a community microgrid that has been developed as part of the IEEE 13 bus system.
The community microgrid consists of four DERs, out of which two are PV systems and the
remaining two are battery energy storage systems.
Control structures, pertaining to the primary and secondary levels in the control hierar-
chy, have been designed for these active distribution networks. The primary controllers are
responsible for providing switching signals to the power electronic converters and regulating
the voltage, frequency and current in the system. The analysis in this work shows that volt-
age and current regulation in the system are multiple input single output control problems.
Methods have been developed for decoupling these highly coupled systems, and determin-
ing sensitivity of the control gains to different parameters of the system. Accordingly, the
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controllers have been tuned so as to maintain stability for a wide bandwidth of operation.
Alongside primary control, secondary controllers have been designed, which function
as distribution management systems for the active distribution networks. The secondary
controller has been formulated using a reinforcement learning based technique, called Dual
Heuristic Programming (DHP). The DHP algorithm equips the secondary controller with
traits, such as scalability of incorporating different networks, flexibility of prioritizing various
control objectives, improving resiliency of the plant by making control decisions to optimize
not just the current states but also the future states of the plant, and speed of convergence.
These control frameworks could successfully mitigate cascading line outages in the grid-
tied systems, and optimally dispatch the resources in an islanded community microgrid
within the constraints of time and resources.
However, the utilization of reinforcement learning based algorithms for active distribution
management is characterized by the drawbacks of dimensionality. The convergence speed of
the algorithm increases based on the number of states and actions that influence the objective
function, and the difference between the randomly initialized and the optimal states in the
control trajectory. While the latter can be improved by providing a-priori knowledge, the
former requires a more sophisticated technique, such as influence graph and complex network
theorems.
This thesis also explores the interdependency between power and DC rail transportation
networks, with the goal of achieving peak demand reduction of the congested power sub-
stations by optimal usage of hybrid energy storage technologies. The storage systems are
responsible for recuperating regenerative braking energy from the trains during deceleration,
and discharging the same during acceleration cycle, thereby reducing the energy consumption
from the power substations.
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The foremost step in that process involves detailed simulation modeling of the rail trans-
portation network so that the output from the model exactly matches with that of real
transit systems, followed by designing the different energy storage and energy management
systems. Besides, a detailed mathematical modeling of the transportation system, energy
storage technologies, and energy management systems have been performed. This mathe-
matical model has been used to optimize the combination and size of the hybrid storage
technologies, so that the benefits accrued over time outweigh the investment cost of deploy-
ing storage technologies. The results from optimization was validated and improvised by
testing them in the simulation model.
The future work consists of expanding the developed control structure for mitigating
failures in the three critical infrastructures, viz. Power System, Information and Commu-
nication Technologies, and Transportation Networks. The first step towards achieving that
would involve developing cyber-physical testbeds where the three infrastructures are mod-
eled as hardware-in-the-loop. The cyber-physical system must be simulated for different
operating conditions by subjecting the infrastructures to various failures. Based on the data
obtained from these simulations, influence graph can be developed, which would represent
the degree of dependence among the multiple nodes across the three critical infrastructures.
The next step involves performing complex network analysis on the influence graph so that
critical nodes in the interdependent structure can be identified during different events. These
critical nodes can then be used as the states in the input vector of a reinforcement learning
based algorithm(s), which can be evaluated for obtaining control actions for arriving at an
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