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単調性をもつ場合には第3項を無視する．行列τは非負，単調増加，凸性を表すときにはそれぞれ
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の形をしている．凹関数，減少から増加へ転じる関数等行列丁によってかなり自在に表現することがで
きる．
 関数∫の平滑化として3次の離散スプラインを用いると（1）の回帰関数gを推定する問題は，
             R2（∫）＝1し一地（！）l12＋α211〃112
             一（1・∴1）：ψ湖
とおけば，MinR2（！）となるがを求める非線形最小2乗問題とたる．従ってこれをGauss－Newton法
     プ
によって解き，ABIC（α）を定義することにより最適な関数を得る．
 下に掲げた図1，2は凸性のあるデータにαを固定して非負条件だけをつけた時と凸性を構造に組み
込んだ場合，図3，4は正規分布より上部にある関数を推定した時の最適な関数とαが小さい場合との相
違を示す．
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 伊理によって提案された“高速微分法”（［1コ）は，従来数値微分に頼らざるを得たかったような大規模
な方程式のJacobi行列や関数の勾配，Hesse行列を高速にしかも正確に計算し，同時に関数値の丸め誤
差推定値を得るための手法であり，非線形方程式系，非線形最適化問題や常徴分方程式系の解法などに
役立つことが期待されている．
 NewtOn法系統の算法によってm変数の非線形方程式系力（κ）＝O（5＝1，…，m）の解を求める際にも，
この手法は（1）反復に際して正確たJacobi行列を利用でき，（2）関数値の丸め誤差の大きさのシャープ
な上からの評価〃を利用して，“1月（κ）1≦∠力（κ）（ク＝1，…，m）が成立した時に反復を停止する”と
いった，数値解析的に見て合理的な停止条件を採用できる，等の利点をもたらすことが，実用的な問題
昭和61年度研究発表会要旨 193
への適用を通じて実証されている（［2］）．
 ところで，方程式を解く際には，得られた近似解夕の精度を知りたいことも多い．解を戸としたと
き，近似解に含まれる誤差ル（＝夕一〆）は，N£wton法が2次収束するようなκ＊の近傍では，残差に
含まれる丸め誤差∠∫（＝（！の計算値）一（∫の正確な値））の影響によるものがほとんどである．そのよ
うな近傍では∫の線形近似が有効であり，〃≒一∫（夕）ム（∫は！のJacObi行列）が成立すると考えて
よい．そこで，ル、≒一Σ［∫’1］、μ力（乞＝1，…，m）も成立することに注意すると，各∠ルの大きさは1ル｛1
≦Σ1『1］ゴ5〕力と評価できる．ところが，各∠力が1∠月1の高々十倍程度の過大評価で済むような
“良い評価”であるにもかかわらず，上記の近似解の誤差評価が数百倍の過大評価を与えることがある．
これは，各関数の丸め誤差∠力の間に関係があることを無視したためである．〃の各要素に関係がある
ことまで考慮した評価は，高速微分法の“ベクトル関数と定数ベクトルの内積の勾配を計算する算法”を
利用して実現できる（［3コ）．この方法に要する手間はNewtOn法の反復数回分程度で，他にも“Jacobi
行列のUL分解（LU分解ではたい）を利用する”などの特徴も持っている．実際に適用してみると，近
似解の誤差に関しても残差の場合と同様，十倍程度の過大評価で済む評価が得られることが分かった．
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        一次元ランダムバッキングと角谷の線分分割モデル
                                    伊 藤 栄 明
 一次元ランダムパッキングは路上駐車の問題として知られている．長さんの区間［0，κ］に長さ1の区
間をランダムにつめて行く．最初の区間ムの左端は［O，κ一ユ］上の一様分布により定められる．ム，∫。，…，
ムの区間がすでにつめられていたとすればム。、はすでにつめられた区間にかさたらたい位置から等確
率でえらばれるものとし，長さ1以上のすきまがたくたるまでこれを続けるものとする．長さ1（≧a）以
上のすきまがあるときに限りaの長さの区間をつめることができるというようにモデルを拡張する．こ
のようなモデルを考えるとR6nyi（1958）によって議論された場合，a＝ユ，を特別た場合として含むこ
とにたる．
 a＝Oの場合は次のKakutani（1975）の線分分割モデルと関連している．長さんの線分が后個に分割
されたとする．后個のうちの長さ最大な線分を一様分布によりランダムに分割し々十1個の線分を得る．
このような分割を々＝ユからはじめて，長さ1以上の線分がなくなるまで続けるものとする．このモデル
より得られる線分の個数の期待値は上言己ランダムパッキングにおけるa＝Oの場合に得られる区間の数
の期待値に等しい．a＝Oの場合のランダムパッキングは2進探索木の連続モデルと考えられ，これにつ
いての自然た解析ができる．またa＝0の場合は一次元脆性破壊の確率モデルと考えることもできる．上
記の拡張されたランダムパッキングにより生成されるすきまの最小値工（κ）がん以上である確率
Pr（工（κ）≧ん）を！（々，κ）とおくと1－a≦κにおいて
！（い・・）一÷∫κル〔）∫（久・）め，
