Abstract-The problem of stabilizing an unstable plant over a noisy communication link is an increasingly important one that arises in problems of distributed control and networked control systems. Although the work of Schulman, and Sahai and Mitter over the past two decades, and their development of the notions of "tree codes" and "anytime capacity" respectively, provides the theoretical framework for studying such problems, there has been scant practical progress in this area because explicit constructions of tree codes with efficient encoding and decoding did not exist. To stabilize an unstable plant driven by bounded noise over a noisy channel one often needs real-time encoding and real-time decoding and a reliability which increases exponentially with delay, which is what tree codes guarantee. We propose an ensemble of random causal linear codes with a time invariant structure and show that they are tree codes with probability one. For erasure channels, we show that the average complexity of maximum likelihood decoding is bounded by a constant for all time if the code rate is smaller than the computational cutoff rate. For rates larger than the computational cutoff rate, we present an alternate way to perform maximum likelihood decoding with a complexity that grows linearly with time. We give novel sufficient conditions on the rate and reliability required of the tree codes to stabilize vector plants and argue that they are asymptotically tight.
Motivated by networked control over erasure channels, [2] studied the problem of Kalman filtering with intermittent observations and showed that closed-loop stability is possible only for small enough erasure probabilities. This necessitates the need to encode the measurement and control signals to compensate for the channel errors. Shannon's information theory, in large part, is concerned with one-way communication of a message, that is available in its entirety, over a noisy communication network. Reliability is achieved at the price of delay, but delay in the feedback loop of a control system is highly undesirable. In most practical settings, block encoding of the measurements is not applicable because the controller needs real time information about the system so that an appropriate control input can be applied. This is especially critical when the system being controlled is open-loop unstable. Any encoding-decoding delay translates into the system growing increasingly unstable. Hence, the desired reliability of communication is determined by the quality of the control input needed to stabilize the system. Several aspects of the problem have been studied in the literature. When the communication channel is essentially deterministic and rate limited, tight necessary and sufficient conditions have been developed for several variations of the channel model (see e.g., [3] and [4] ). In [5] , feedback stabilization over stochastic communication channels was considered where the stochasticity is modeled by a variable rate digital link and the encoder has causal knowledge of the number of bits transmitted error free. For noisy discrete channels, [6] and [7, ch. 3] provide various results for tracking and stabilizing noiseless plants (uncertainty being limited to the initial state). When there is no communication feedback, [7, ch. 6] demonstrates that the Shannon capacity of the channel is the appropriate figure of merit for open loop tracking in probability and for stabilizability in the almost sure sense. But this weakens to stabilizability in probability when there is bounded noise. Also when noise is unbounded, is was shown in [7, ch. 8] that stabilizability in probability can be achieved provided there is some low rate feedback. Essentially similar results were derived for additive noise channels with signal to noise ratio constraints in [8] . In the context of tracking an open-loop unstable noiseless plant over a noisy discrete channel, [9] strengthens the result of [6] from guaranteeing a bounded estimation error in probability to keeping the second moment (in general, the rth moment) of the estimation error bounded, and they do this using random causal linear codes.
The nature of the problem changes significantly when the plant dynamics and the plant measurements are perturbed by noise. When this noise is additive and bounded, [7, ch. 7] shows that the zero error capacity of the channel is the right figure of merit for achieving almost sure stability. Note that for most practical communication channels, the zero error capacity is zero. For guaranteeing a weaker notion of stability, namely, stability of the rth moment, [10] showed that the appropriate figure of merit for most practical communication channels is a parametrized notion of capacity called anytime capacity. When there is communication feedback, [10] provides a necessary and sufficient condition on the communication reliability needed for achieving closed-loop moment stability. In essence, the encoder is causal and the probability of error in decoding a source symbol that was transmitted d time instants ago should decay exponentially in the decoding delay d, with an exponent that dominates the exponential growth of the unstable system.
Although the connection between communication reliability and control is clear, very little is known about error-correcting codes that can achieve such reliabilities. Prior to the work of [10] , and in a different context, [11] proved the existence of codes which under maximum-likelihood decoding achieve such reliabilities and referred to them as tree codes. Note that any real-time error correcting code is causal and since it encodes the entire trajectory of a process, it has a natural tree structure to it. Reference [11] proves the existence of nonlinear tree codes but gives no explicit constructions and/or efficient decoding algorithms. Reference [11] and [12] also propose sequential decoding algorithms whose expected complexity per time instant is fixed and the probability that the decoder complexity exceeds C decays with a heavy tail as C −γ . Much more recently [13] proposed efficient error correcting codes for unstable systems where the state grows only polynomially large with time. When the state of an unstable scalar linear process is available at the encoder and when there is noiseless feedback of channel outputs, [14] and [15] develop encoding-decoding schemes that can stabilize such a process over the binary symmetric channel and the binary erasure channel, respectively, but when the state is available only through noisy measurements or when there is no channel feedback, little is known in the way of stabilizing an unstable linear process over a stochastic communication channel.
The subject of error correcting codes for control is in its relative infancy, much as the subject of block coding was after Shannon's seminal work in [16] . So, a first step towards realizing practical encoder-decoder pairs with anytime reliabilities is to explore linear encoding schemes. We consider rate R = k/n causal linear codes which map a sequence of k-dimensional binary vectors {b τ } for some fixed d 0 independent of t. In [9] , the authors studied the problem of estimating a fixed real valued vector with an estimation error that decays exponentially with the number of bits transmitted. For this, a weaker version of reliability suffices where
In this context, [9] show that random causal linear codes guarantee (2) almost surely. Note that (1) where d 0 is some fixed constant independent of t is very different from (2). Although (2) is sufficient to stabilize a noiseless unstable plant over a discrete memoryless channel, it is well known (e.g., [10] ) that one needs (1) to stabilize unstable plants perturbed by additive noise. In this paper, we will focus on stabilizing open loop unstable plants perturbed by bounded additive disturbances over discrete memoryless channels, and propose an ensemble of causal linear codes with a special structure that satisfy (1) almost surely. For the binary erasure channel, we also propose a maximum likelihood decoder whose average complexity of decoding is asymptotically bounded for all code rates smaller than the computational cutoff rate. For rates larger than the cutoff, we propose an alternate realization of the maximum likelihood decoder which is linear and whose complexity grows linearly with time. The linear decoding technique lends itself to considerable simplification in the presence of a small amount of channel feedback and we believe is much more amenable to a practical implementation.
In Section II, we present some background and motivate the need for anytime reliability with a simple example. We describe the problem setup in Section III. In Section IV, we discuss random causal linear codes and motivate the need for additional structure in the form of time invariance. We then invoke some standard results from the literature on coding theory to prove that the ensemble of causal linear time-invariant codes are anytime reliability with probability one. In Section V, we discuss maximum-likelihood decoding over the erasure channel.
We introduce closed loop stabilization in Section VI before developing novel sufficient conditions for stabilizing unstable linear state space processes with scalar measurements in Section VII and with vector valued measurements in Section VIII. In Section IX, we compare the sufficient conditions with those in the literature in the appropriate asymptotic limit. We provide some numerical simulations to demonstrate the efficacy of the codes over erasure channels in Section X before concluding in Section XI.
II. BACKGROUND
Owing to the duality between estimation and control, the essential complexity of stabilizing an unstable linear process over a noisy communication channel can often be captured by studying the open-loop estimation of the same process. We will motivate the kind of communication reliability needed for control through a simple example.
A toy example: Consider tracking the following random walk, x t+1 = λx t + w t , where w t is Bernoulli (1/2), i.e., is 0 or 1 with equal probability, x 0 = 0 and |λ| > 1. Suppose an observer observes x t and communicates over a noisy communication channel to an estimator. Also assume that the estimator knows the system model and the initial state x 0 = 0. The observer needs to communicate whether w t is 0 or 1. Note that the observer only has causal access to {w i }, i.e., at any time t, the observer has access to (w 0 , . . . , w t−1 ). Let the encoding function of the observer at time t be f t : GF t 2 → X n , where X is the channel input alphabet and n is the number of channel uses available for each step of the system evolution. One can visualize such a causal encoding process over a binary tree as in Fig. 1 . While the information bits determine the path in the tree, the label on each branch denotes the symbol transmitted by the observe/encoder. The codeword associated to a given path in the tree is given by the concatenation of the branch symbols along that path. Upon receiving the channel outputs until time t, the estimator generates estimates (ŵ 0|t ,ŵ 1|t , . . . ,ŵ t−1|t ) of the noise sequence (w 0 , w 1 , . . . , w t−1 ). Then, the estimator's estimate of the state,x t+1|t , is given bŷ
Suppose
, P e d,t is the probability that the position of the earliest erroneouŝ w j|t is at time j = t − d + 1. The probability here is over the randomness of the channel. From (3), we can bound E|x t+1 −x t+1|t | 2 from above as
In the event that the earliest error happens at time t − d + 1 when decoding at time t, the state estimation error can be bounded as follows:
Using (4), (5) and the fact that the probability of this event is P e t,d , we have
Clearly, a sufficient condition for lim sup t E[|x t+1 −x t+1|t | 2 ] to be finite is as follows, there exists a δ > 0 such that
where d o and t o are constants that do no depend on t, d.
In the context of control, it was first observed in [10] that exponential reliability of the form (6) is necessary and sufficient to stabilize unstable plants over noisy discrete memoryless channels with perfect channel feedback, and that (6) is sufficient when there is no channel feedback. For a given channel, encoder-decoder pairs that achieve (6) are said to be anytime reliable. This definition will be made more precise in Section III. In the context of distributed computation, it was observed in [11] that a causal code under maximumlikelihood decoding over a discrete memoryless channel is anytime reliable provided that the code has a certain distance property which is illustrated in Fig. 1 . Note that it is possible to visualize any causal code on a tree. This is done by first choosing the branching factor of the tree to be equal to the size of the input alphabet. Then label the edges of the tree in such a way that the codeword of an input sequence is given by the concatenation of the edge labels along the path in the tree that corresponds to the input. Avoiding mathematical clutter, one can now describe the distance property as follows. For any two paths with a common root and of equal length in the tree whose least common ancestor is at a height d from the leaf nodes, the Hamming distance between their codewords should be proportional to d. It is not hard to see that this distance property immediately results in anytime reliability over discrete memoryless channels with error rates small enough (i.e., less than half the relative minimum distance of the tree code). Reference [11] referred to codes with this distance property as tree codes and showed that they exist. There has recently been increased interest (e.g., [17] , [18] ) in studying tree codes for interactive communication problems, but the tree codes are, in general, nonlinear and their existence was not with high probability.
We will prove the existence, with high probability, of linear tree codes and exploit the linearity to develop an efficiently decodable anytime reliable code for the erasure channel.
III. PROBLEM SETUP
The notation to be used in the rest of the paper is summarized in Table I . Consider the following m x -dimensional unstable linear system with m y -dimensional measurements. Assume that (F, H) is observable and (F, G) is stabilizable.
where ρ(F ) > 1, u t is the m u -dimensional control input, and w t and v t are zero-mean bounded process and measurement noise variables respectively, i.e., Ew t = Ev t = 0, w t ∞ < W/2, and v t ∞ < V/2 for all t. The measurements {y t } are made by an observer while the control inputs {u t } are applied by a remote controller that is connected to the observer by a noisy communication channel (see Fig. 3 ). We assume that the control input is available to the plant losslessly, and that the communication channel from the observer to the controller does not have any feedback. Even though there is no channel feedback, the controller can still communicate the channel outputs to the observer using control actions by making the plant behave in a certain way, but current techniques (e.g., see [10] ) to do this are not meant to be practical and involve introducing large additional noise into the system so that control signaling can be distinguished from plant disturbance. Hence, such techniques can be detrimental to the closed loop performance of the control system when one looks beyond plain stability. In light of this, we avoid making any assumptions about the availability of channel outputs at the observer. Before proceeding further, a word is in order about the boundedness assumption on the noise. If the process and/or measurement noise have unbounded support, it is not clear how one can stabilize the system without additional assumptions on the channel. For example, [14] assumes feedback of channel outputs to the observer in order to stabilize an unstable process perturbed by Gaussian noise over an erasure channel while [19] proposes a forward side channel between the observer and the controller that has a positive zero error capacity. We avoid this difficulty by assuming that the noise has bounded support which may be a reasonable assumption to make in practice. Note that unbounded noise presents no such difficulties when the channel is noiseless as in [3] since the observer and the controller are in perfect sync.
The measurements y 0:t−1 will need to be quantized and encoded by the observer to provide protection from the noisy channel while the controller will need to decode the channel outputs to estimate the state x t and apply a suitable control input u t . This can be accomplished by employing a channel encoder at the observer and a decoder at the controller. For simplicity, we will assume that the channel input alphabet is binary. Suppose one time step of system evolution in (7) corresponds to n channel uses, 1 i.e., n bits can be transmitted for each measurement of the system. Then, at each instant of time t, the operations performed by the observer, the channel encoder, the channel decoder and the controller can be described as follows. The observer generates a k-bit message, b t ∈ GF k 2 , that is a causal function of the measurements, i.e., it depends only on y 0:t . Then the channel encoder causally encodes b 0:t ∈ GF kt 2 to generate the n channel inputs c t ∈ GF n 2 . Note that the rate of the channel encoder is R = k/n. Denote the n channel outputs corresponding to c t by z t ∈ Z n , where Z denotes the channel output alphabet. Using the channel outputs received so far, i.e., z 0:t ∈ Z nt , the channel decoder generates estimates {b τ |t } τ ≤t of {b τ } τ ≤t , which, in turn, the controller uses to generate the control input u t+1 . This is illustrated in Fig. 2 . Now define 
and some fixed η > 0.
In some cases, we drop reference to d 0 and simply write that such a code is (R, β)-anytime reliable. This implies that there exists a fixed
We will show in Sections VI-VIII that (R, β)-anytime reliability with an appropriately large rate R, and exponent β, is a sufficient condition to stabilize (7) in the mean squared sense, i.e.,
In what follows, we will demonstrate causal linear codes which under maximum-likelihood (ML) decoding achieve such exponential reliabilities.
IV. LINEAR ANYTIME CODES
As discussed earlier, a first step towards developing practical encoding and decoding schemes for automatic control is to study the existence of linear codes with anytime reliability. We will begin by defining a causal linear code. 
where
Note that a tree code is a more general construction where f τ need not be linear. Also note that the associated code rate is R = k/n. The above encoding is equivalent to using a semi-infinite block lower triangular generator matrix G n,R given by
and G ij = 0 if j >i. One can equivalently represent the code with a parity check matrix H n,R , where G n,R H n,R = 0. The parity check matrix is in general not unique but it is easy to see that one can choose H n,R to be block lower triangular too, i.e.,
In fact, we present all our results in terms of the parity check matrix. Before proceeding further, some of the notation specific to coding is summarized in Table II. TABLE II  NOTATION The objective is to study the existence of causal linear codes which are (R, β)-anytime reliable under ML decoding. With reference to Fig. 1 , this amounts to choosing the branch labels, f τ (b 1:τ ), in such a way that they satisfy the distance property, and also are linear functions of the input b 1:τ . Furthermore, we are interested in characterizing the thresholds on the rate R, and exponent β, for which such codes exist. For a simple self-contained discussion of a weak sufficient condition on the distance distribution, {N Table II ), of a causal linear code so that it is anytime reliable under ML decoding, see section 4.7 in [24] .
A. Random Causal Linear Codes
A natural first step is to choose the entries of H n,R independently at random from a Bernoulli(1/2) distribution and hope that codes from the resulting ensemble have the desired anytime reliability with a high probability. We call this the ensemble of random causal linear codes or CL 1/2,R . This ensemble was used in [9] to show that codes satisfying (2) are abundant. We will briefly outline below the proof of this result and use that argument to motivate the need to add more structure to the ensemble in order to achieve anytime reliability with high probability. For a given causal linear code H n,R and some fixed η > 0, define the event A(H n,R , β, t, τ) as follows:
The probability in (13) is over the randomness of the channel and the plant. Let H n,R be a random causal linear code. Then the following claim which we state loosely here is not hard to prove. Claim 5.1 (See [9] , [23] ): Let H n,R be drawn from CL 1/2,R , then for appropriate values of R and β, there exists a γ > 0 such that
In particular, for τ ∝ t, we have
Following this up with a simple application of Borel-Cantelli lemma, we get
In other words, there exists an α 0 > 0, η > 0 and a large enough t 0 > 0 such that almost every code in CL 1/2,R satisfies
Note that (15) is same as (2) . The key to arriving at (15) is to allow the delay beyond which exponential reliability kicks in to be proportional to the time at which decoding is performed, but anytime reliability requires this delay to be independent of the decoding instant. It is clear that the above argument cannot be extended to prove that random causal linear codes without any additional structure are anytime reliable with a high probability. One can still prove existence (although not with high probability) of anytime reliable codes within the ensemble CL 1/2,R , e.g., see [24, Th. 4.3] . For a fixed decoding instant, it is clear from Claim 5.1 that random linear codes achieving exponential reliability are abundant. But the challenge is to find codes that guarantee this for all decoding instants. Conceivably, this can be accomplished if the code can be made to "look the same at all decoding instants." This intuition motivates the study of causal linear codes with a "time invariant" structure.
B. Time-Invariant Codes
Consider causal linear codes with the following Toeplitz structure:
Note that the generator matrix corresponding to a Toeplitz parity check matrix can also be chosen to be Toeplitz. Due to the Toeplitz structure, we have the following invariance, w
n,R will be referred to as a time-invariant code. The notion of time invariance is analogous to the convolutional structure used to show the existence of infinite tree codes in [11] . This time invariance allows one to prove that such codes which are anytime reliable are abundant.
Definition 4 (The Ensemble TZ p,R ):
The ensemble TZ p,R of time-invariant codes, H T Z n,R , is obtained as follows, H 1 is any fixed full rank binary matrix and for τ ≥ 2, the entries of H τ are chosen i.i.d. according to Bernoulli (p), i.e., each entry is 1 with probability p and 0 otherwise.
It turns out that the ensemble of random causal linear codes bears close resemblance to random linear block codes.
We will examine the Toeplitz ensemble more closely and show that its delay dependent distance distribution is bounded above by that of the random binary linear code ensemble, which we will define shortly. This will enable us to significantly improve upon the best known rate and exponent thresholds of [10] .
C. Brief Recap of Random Coding
For an arbitrary discrete memoryless channel, recall the following familiar definition of the random coding exponent, . A simple Markov inequality shows that the probability that a code from this ensemble is atypical is at most 2 −Ω(N ) . For the typical code over BSC( ), the block error probability decays as 2 −NE BSC (R) where the exponent E BSC has been characterized in [21] . As has been noted in [21] , these calculations can be easily extended to a wider class of channels. In particular, the class of MBIOS channels admits a particularly clean characterization. We present the following generalization of the result in [21] without proof.
Lemma 4.1: Consider a linear code with block length N , rate R and distance distribution {N w } N w=1 such that:
For some δ > 0. Let the channel be a MBIOS channel with Bhattacharya parameter ζ. Then the block error probability, P e , under ML decoding is bounded as
and δ → 0 as δ → 0. Proof: The proof is a straightforward generalization of the result in [21] .
D. Toeplitz Ensemble
In the causal case, fix an arbitrary decoding instant t and consider the event that the earliest error happens at a delay d. As seen before, the associated error probability depends on the relevant codebook C t,d and its distance distribution {N . Recall from Table II that
Due to the Toeplitz structure, we have T , where
2 notionally corresponds to the n encoder output bits during the τ th time slot. Suppose c 1 = 0, then it is easy to see that
Recall that n = n(1 − R). 
where C is the Shannon capacity of the channel and
Corrollary 4.3: For each rate R < C and exponent β <E ζ (R) where
where (R, β)-anytime reliability is as defined in Definition 2. Proof: The proof follows from combining (19) with a straightforward application of Borel-Cantelli lemma.
The problem of stabilizing unstable scalar linear systems over noisy channels in the absence of feedback has been considered in [10] . Reference [10] showed the existence of (R, β)-anytime reliable codes for R < C and β < E r (R). The code is not linear in general and the existence was not with high probability. Theorem 4.2 proves linear anytime reliable codes for exponent, β, up to E ζ (R).
The same exponent E ζ (R) was shown to be achieved by the ensemble of random causal binary linear codes CL p,R in [9] but this was for the weaker definition of reliability in (2) . So Theorem 4.2 marks a significant improvement in the known thresholds for stabilizing unstable noisy plants over noisy channels, as is demonstrated in Figs. 4 and 6.
V. DECODING OVER THE BINARY ERASURE CHANNEL
Owing to the simplicity of the erasure channel, ML decoding yields itself to straightforward analysis. We propose two decoders, namely the Tree-Decoder and the Linear-Decoder, both of which find the ML codeword but have different computational complexities. For the Tree-Decoder, we show that the average decoding complexity is bounded for almost all codes in the Toeplitz ensemble provided that the code rate is smaller than 1 − log(1 + ) where is the bit erasure probability. This is the well known computational cutoff rate for sequential decoding [20] for the binary erasure channel, but for rates larger than 1 − log(1 + ), there are no such guarantees. The complexity of the Linear-Decoder on the other hand increases linearly with time for all rates up to the channel capacity, 1 − . Although we only detail the case of bit erasures, the techniques presented here can be easily extended to the case of packet erasures.
A. Tree-Decoder
At each time, the Tree-Decoder keeps track of all codewords that are consistent with the erasure pattern and bits received unerased until that time. Consider an arbitrary decoding instant t, let s ∈ C (t) be the transmitted codeword and let z ∈ {0, 1, e} nt denote the corresponding channel outputs. Also, let z (t+1) ∈ {0, 1, e} n denote the block of channel outputs corresponding to time t + 1. After the decoding operations at time t, let V t denote the set of surviving codewords, i.e.,
We assume that the decoder maintains a copy of the code tree as illustrated in Fig. 1 . Upon receiving the block of n channel outputs corresponding to time instant t + 1, we update V t to V t+1 as follows. Note that each element in V t corresponds to a vertex in the code tree at depth t. Hence, we will use V t to also denote this set of vertices. Among all the branches emanating from each of the vertices in V t , search for those with labels
The vertices that such branches terminate in constitute V t+1 . This is illustrated in Fig. 5 .
1) Complexity of the Tree-Decoder:
The number of operations performed at time t + 1 is clearly proportional to |V t |.
Theorem 5.1 (Decoding Complexity):
The computational complexity is asymptotically bounded, i.e., lim sup t→∞ E(|V t |)< ∞, almost surely over the ensemble TZ 1/2,R provided R < 1 − log(1 + ).
Proof:
Let I e (t) denote the set of indices corresponding to erased measurements, i.e., I e (t) = {i :
Clearly then, all codewords in V t can differ from each other only on the indices I e (t). In other words, c i + c i = 0 for all i ∈ I e (t) for all c, c ∈ V t . Since the code is linear, |V t | is also equal to the number of codewords that are supported only on I e (t). This is another way to say that the number of decoding operations does not depend on the transmitted codeword but only on the erasure pattern. So, we assume that the all zero codeword is transmitted and this does not result in any loss of generality. Then V t = {c ∈ C (t) : c i = 0 ∀i ∈ I e (t)
1 {all non-zero entries are erased} (23a)
It follows that for almost all codes in TZ 1/2,R , and for any θ > − log(2
Applying this to (23b), we get
The right-hand side of (24) is clearly bounded by a constant independent of t provided θ < log(1/ ). Such a θ exists provided − log(2 1−R − 1) < log(1/ ) which is the same as R < 1 − log(1 + ). This completes the proof.
Although the computational complexity is bounded, it is worth noting that the memory requirement at the decoder is exponential in t since it has to store the entire code tree. In contrast, for the Linear-Decoder that we discuss below, both the computational effort and the memory requirement scale linearly with time t.
B. Linear-Decoder
Recall that H Note that one can equivalently describe the decoding algorithm in terms of the generator matrix and it will be very similar to Algorithm 1.
1) Encoding and Decoding Complexity:
Consider the decoding instant t and suppose that the earliest uncorrected erasure is at time t − d + 1. Then steps 2) and 3) in algorithm 1 can be accomplished by just reducing H e into the appropriate row echelon form, which has complexity O(d 3 ). The earliest entry in z e is at time t − d + 1 implies that it was not corrected at time t − 1, the probability of which is P . Hence, if nothing more had to be done, the average decoding complexity would have been at most K d>0 d 3 2 −nβd which is bounded and is independent of t. In particular, the probability of the decoding complexity being Kd 3 would have been at most η2 −nβd , but, in order to actually solve for z e,1 in step 4), one needs to compute the syndromes s 1 and s 2 . It is easy to see that the complexity of this operation increases linearly in time t. This is to be expected since the code has infinite memory. A similar computational complexity also plagues the encoder, for, the encoding operation at time t is described by c t = G t b 1 + · · · + G 1 b t where {b i } denote the source bits and hence becomes progressively hard with t.
We propose the following scheme to circumvent this problem in practice. We allow the decoder to periodically, say at t = (2T ) ( = 1, 2, . . .) for appropriately chosen T , provide feedback to the encoder on the position of the earliest uncorrected erasure which is, say at time t − d. The encoder can use this information to stop encoding the source bits received
The decoder accordingly uses the new generator matrix starting from t + T . In practice, this translates to an arrangement where the decoder sends a few bits of feedback at time t and can be sure that the encoder receives it by time t + T . Such feedback, in the form of acknowledgements from the receiver to the transmitter, is common to most packet-based modern communication and networked systems for reasonable values of T . Note that this form of feedback finds a middle ground between one extreme of having no feedback at all and another extreme where every channel output is fed back to the transmitter, the latter being impractical in most cases. The decoder proposed in algorithm 1 is easy to implement and its performance is simulated in Section X.
VI. ESTIMATION AND CONTROL
Recall that we do not assume any feedback about the channel outputs or the control inputs at the observer/encoder. This is the setup we imply whenever we say that no feedback is assumed. In this context, [10] derives a sufficient condition for stabilizing scalar linear systems over noisy channels without feedback while [25] considers stabilizing vector valued processes in the presence of feedback. So, to the best of our knowledge, there are no results on stabilizing unstable vector valued processes over a noisy channel when the observer does not have access to either the control inputs or the channel outputs.
We employ a lattice quantizer as defined below (e.g., see [10] ) to quantize the measurements.
Definition 5: An L-regular lattice quantizer with bin width δ is defined by the mapping Q : R → {0, 1, . . . , L − 1}, where
The quantizer is periodic and the observer directly quantizes the measurements without having to subtract any control inputs that were applied.
Note that we propose quantizing the measurements first, i.e., performing source coding, before encoding the quantizer outputs, i.e., performing channel coding. This is potentially suboptimal and one can conceivably do better by performing source and channel coding jointly. There are several results on the structure of optimal causal/real-time encoders and decoders for Markovian systems. For example, the structure of optimal (from open loop estimation perspective) causal encoding-decoding policies for Markovian systems observed over noisy channels with perfect feedback was studied in [26] while [27] studies the same problem but with weaker feedback assumption where knowledge of the decoder's belief on the state is assumed. More recently, [28] extend the results of [26] to the partially observed setting. There is a lot more literature that discusses various structural results on optimal causal encoding/quantization policies in various settings but none of the results seem to apply to the current framework where; a) there is no channel feedback, and b) there are no restrictions on receiver (controller) memory, and c) the system is partially observed with additive noise, and d) the channel input alphabet is discrete. So, we choose a plausible approach which involves quantizing the measurements first before encoding them separately.
Before proceeding further, we recall a staple concept in control theory on closed-loop tracking versus closed loop stability. We state it as a Lemma below without proof. 
VII. SUFFICIENT CONDITIONS FOR STABILIZABILITY-SCALAR MEASUREMENTS
We will develop two sufficient conditions for stabilizing vector valued processes over noisy channels without feedback. The two sufficient conditions are based on two different estimation algorithms employed by the controller and neither is stronger than the other. We will then show in Section IX-A that both sufficient conditions are asymptotically tight. For ease of presentation, we will treat the case of scalar and vector measurements separately. We will present the sufficient conditions for the case of scalar measurements here while vector measurements will be treated in Section VIII.
Consider the unstable m x -dimensional linear state space model in (7) with scalar measurements, i.e., ρ(F ) > 1, and m y = 1. Suppose that the characteristic polynomial of F is given by
Without loss of generality we assume that (F, H) are in the following canonical form:
Also recall the definition of F from Table I .
A. Hypercuboidal Filter-Noiseless Channel
We bound the set of all possible states that are consistent with the estimates of the quantized measurements using a hypercuboid, i.e., a region of the form {x ∈ R m x |a ≤ x ≤ b}, where a, b ∈ R m x and the inequalities are component-wise. For ease of presentation, we will first discuss closed-loop stability when there are no channel errors following which we will discuss the impact of channel errors. We will present the key result with proof below.
Theorem 7.1: It is possible to achieve mean squared stability in closed-loop using a 2 nR -regular lattice quantizer provided
The proof is as follows. We will determine a sufficient condition on the number of bits per measurement, nR, that are required to track (7) when these bits are available error free. We will show that for R meeting the limits in the theorem state- Proof: Consider the system dynamics in (7) and note that the controller has perfect knowledge of the control action, u t , applied at any given time instant, t. So, the applied control action does not affect how the state uncertainty at the controller evolves during a time update. The following is then immediate:
In short, the above equations amount to
Towards the measurement update, the observer simply quantizes the measurements y t according to a 2 nR -regular lattice quantizer with bin width δ. In order for this to work, we need δ2
t ∀ t so that the controller can uniquely determine the bin in which the measurement y t belongs. Assuming that the rate, R, is large enough, we will first find the steady state value of the recursion for Δ t , which we then use to determine R.
At each time t, the observer can communicate the measurement y t to within an uncertainty of δ, i.e., the estimator knows that the measurement lies in an interval of width δ. Adding to this the effect of the observation noise, −(V/2) ≤ v t ≤ V/2, the estimator knows x 
Now, we need to go back and calculate R. Note that we quantize and encode the measurements. The uncertainty in y t is Δ (1) t + V . So we just need δ2 nR ≥ δ + V + max{Δ
The extra δ on the right hand side signifies the extra bin needed to catch any spill over (e.g., see [10, Fig. 13]) . Further, a simple calculation gives lim δ→∞ (Δ nR -regular lattice quantizer with an appropriate bin width δ (see Definition 5) and a controller that can stabilize the system (7). The choice of δ is a by-product of the proof of Theorem 7.1. Assuming that such a δ is provided, we now describe the controller. In fact, following Lemma 6.1, we only need to describe the estimator that generatesx t|t . The control input is then given by u t = Kx t|t where K is chosen so that F + GK is stable. Recall that the process noise, the measurement noise and the uncertainty of the initial state x 0 have bounded support. Let x min,0|−1 ≤ x 0 ≤ x max,0|−1 and suppose using the quantizer outputs received till time t − 1, we have x min,t|t−1 ≤ x t ≤ x max,t|t−1 . Similarly define x min,t|t and x max,t|t , y min,t|t−1 , y max,t|t−1 , y max,t|t , and y max .t|t . At time t, let Δ t+1|t = x max,t+1|t − x min,t+1|t , i.e., Δ t+1|t denotes the support of the predicted uncertainty in the state. From Lemma 7.3, we have Δ t+1|t = Δ tu for all t ≥ m x where Δ tu is as defined in Lemma 7.3. Since y t+1 = x (1) t+1 + v t+1 , the predicted uncertainty in y t+1 is Δ (1) tu + V . The estimator/controller is now described in Algorithm 2. We will see in Section VII-B that the controller for a noisy channel is very similar to Algorithm 2 with the true quantizer outputs replaced by their estimates and step 3 modified to handle the effect of decoding errors. 
B. Hypercuboidal Filter-Noisy Channel
The analysis gets a little more involved when there are channel errors. At each time step, the observer quantizes the measurement using a lattice quantizer as before and in addition, encodes the resulting bin indices using an (R, β)-anytime code where R is chosen as in Theorem 7.1 while β will be determined later. We describe the controller operation at any time t in Algorithm 3.
Algorithm 3
Controller operation-noisy channel 1: Decode channel outputs to generate estimates of the source bits, {b τ |t } 0≤τ ≤t 2: Set γ t = t. Setx −1|t = x min,0|−1 andx −1|t = x max,0|−1 (see Section VII-A). 3: for −1 ≤ τ < t do 4: Givenx min,τ |t ,x max,τ |t , setŷ min,τ +1|t =x (1) min,τ +1|t − V/2 andŷ max,τ+1|t =x (1) In order to determine how large the anytime exponent β should be, we first derive an upper bound on the estimation error x t −x t|t 2 when the earliest erroneous bit estimate iŝ b t−d+1|t in Lemma 7.4.
Lemma 7.4: For any decoding instant t and delay 0 < d ≤ t, if the earliest decoding error happens at time
Proof: The proof is organized into two steps, (1) bound x t −x t|t 2 using x γ t −x γ t |t 2 and (2) bound x γ t −x γ t |t 2 using x t−d −x t−d|t 2 . Based on the system dynamics and the controller operation described in step (17) of Algorithm 3, we have
We now have the following claim which is proved in Appendix A. Claim 7.5: For some fixed K 1 , K 2 > 0, we have
Note that γ t > t − d and consider x t−d −x t−d|t 2 . Based on the controller defined in Algorithm 3,x t−d|t depends only on {b τ |t } τ ≤t−d . By the Lemma hypothesis,b τ |t = b τ ∀τ ≤ t − d and the code rate R is chosen to satisfy Lemma 7.1. As a result, it is easy to see thatx t−d|t is close to x t−d within quantization error. In particular, one can bound |x
where Δ tu is as defined in Lemma 7.3. Now from the definition of γ t ,x τ |t is within the uncertainty region permitted by the system dynamics givenx τ −1|t for all τ ≤ γ t . Combining this with Lemma 7.2 which characterizes this uncertainty region, we get
Following the same arguments as in the proof of Claim 7.5, we get
for some fixed K 3 , K 4 > 0. The right-hand side in (29) is simply γ t − (t − d) time updates as defined in Lemma 7.2. Calling Δ tu 2 = K 5 , we have
Combining this with (30) and Claim 7.5, we get
This completes the proof. Since the probability ofb t−d+1|t being erroneous is at most K 0 2 −nβd for some fixed K 0 > 0, we can bound the estimation error as follows:
which is finite if and only if nβ > 2 log 2 ρ(F ). Combining this with Lemma 6.1, we have the following main result. Theorem 7.6: It is possible to stabilize (7) in the mean squared sense with an (R, β)-anytime code provided
It will be shown in Appendix D that ρ(F ) is always larger than ρ(F ) which appears to be a more natural candidate for a lower bound on the anytime exponent. By using an alternate filtering algorithm, which we call the Ellipsoidal filter, one can improve this requirement on the exponent from nβ > 2 log 2 ρ(F ) to nβ > 2 log 2 ρ(F ), but this will come at the price of a larger rate. Note that different filtering algorithms give different sufficient conditions for stabilization. This is to be expected since the setting we consider is non-asymptotic which we believe is practically more relevant. As will be discussed in Section IX-A, all these bounds asymptotically collapse to a single set of bounds on the rate and exponent.
C. Ellipsoidal Filter
One can alternately bound the set of all possible states that are consistent with the estimates of the quantized measurements using an ellipsoid
This can be seen as an extension of the technique proposed in [29] to filtering using quantized measurements. If
Let x 0 ∈ E(P 0 , 0) and suppose using the channel outputs received till time t − 1, we have x t ∈ E(P t|t−1 ,x t|t−1 ). Since  H = [1, 0, . . . , 0] , the measurement update provides information of the form x
max,t|t , which one may call a slab. E(P t|t ,x t|t ) would then be an ellipsoid that contains the intersection of the above slab with E(P t|t−1 ,x t|t−1 ), in particular one can set it to be the minimum volume ellipsoid covering this intersection. Lemma A.1 gives a formula for the minimum volume ellipsoid covering the intersection of an ellipsoid and a slab. For the time update, it is easy to see that for any > 0 and Fx t|t ) contains the state x t+1 whenever E(P t|t ,x t|t ) contains x t . This leads to the following Lemma, the proof of which is contained in the discussion above. For convenience, we write P t for P t|t−1 .
Lemma 7.7 (The Ellipsoidal Filter): Whenever E(P 0 , 0) contains x 0 , for each > 0, the following filtering equations give a sequence of ellipsoids {E(P t|t ,x t|t )} that, at each time t, contain x t :
where a t , b t and ξ t can be calculated in closed form using x (1) min,t|t and x (1) max,t|t as described in Lemma A.1, and e 1 is the m x -dimensional unit vector, i.e., e 1 = [1, 0, . . . , 0]
T . Using this approach, we get the following sufficient condition: Theorem 7.8: It is possible to stabilize (7) for m x ≥ 2 in the mean squared sense with an (R, β)-anytime code provided
where θ = m x /(m x − 1). Proof: See Appendix C. The sufficient conditions presented above give lower bounds on rate, R, and exponent, β. Furthermore, we control β by choosing the code rate R appropriately. A lower bound on the exponent β translates into an upper bound on R. Hence, we effectively have a range of values from which to choose the rate R from. A natural question that arises is, "how should R be selected?" If the rate is too small, the measurement quantization is too coarse thereby limiting the controller's ability to track the plant closely. On the other hand, if the rate is too high, the exponent will be small thereby compromising the error correction capability of the decoder at the controller. As a result, there is a trade-off between quantizing the measurements finely and providing sufficient protection to the resulting data. The right choice of R must be motivated by some appropriate system-wide performance metric. We will explore this trade-off through an example in Section X. In the following section, we will derive sufficient conditions analogous to those discussed above for the case of vector valued measurements.
VIII. SUFFICIENT CONDITIONS FOR STABILIZABILITY-VECTOR MEASUREMENTS
Like in the scalar case, we will assume without loss of generality that (F, H) are in a canonical form (as obtained from a simple transformation of Scheme I in [26, Sec. 6.4.6]) with the following structure. F is a q × q block lower triangular matrix with F i,j denoting the (i, j)th block. So,
is an i × j matrix and
The diagonal blocks F i,i have the following structure:
while the off-diagonal blocks do not have any specific structure. The measurement matrix H is of the form
where H 1 is a q × m x matrix of the following form:
H 2 does not have any particular structure and is not relevant. Note that the characteristic polynomial of F , is given by
. If the Hypercuboidal filter is used, then Theorem 7.6 can be extended to the case of vector measurements is as follows.
Theorem 8.1: It is possible to stabilize (7) in the mean squared sense with an (R, β)-anytime code provided
Proof: See Appendix A2. The thresholds if one uses an Ellipsoidal filter are given as follows:
Theorem 8.2: It is possible to stabilize (7) in the mean squared sense with an (R, β)-anytime code provided
where θ = m x /(m x − 1). We skip the proof for Theorem 8.2 since it is very similar to that of Theorem 8.1.
IX. DISCUSSION-ASYMPTOTICS AND
THE STABILIZABLE REGION The sufficient conditions derived above are non-asymptotic in the sense that measurements are encoded every time step. Alternately, one can encode the measurements every, say, time steps, and consider the asymptotic rate and exponent needed as grows. This is often the form in which such sufficient conditions appear in the literature [3] , [4] , [10] . Even though the sufficient conditions in Sections VII and VIII are nonasymptotic, note that they depend only on the system matrices F, H and not on the noise distribution. In order to compare our results with those in the literature, we examine the sufficient conditions in the asymptotic limit of large .
A. The Limiting Case
Note that encoding once every measurements amounts to working with the system matrix F . So, one can calculate this limiting rate and exponent by writing the eigen values of F ,
, as λ i = μ n i and letting n scale. Recall that n is the number of channel uses for each time step of system evolution. The following asymptotic result allows us to compare the sufficient conditions above with those in the literature (e.g., see [3] , [4] , [10] Proof: See Appendix D. For stabilizing plants over deterministic rate limited channels, [3] showed that a rate R > R * , where R * is as in (36), is necessary and sufficient. So, asymptotically the sufficient condition for the rate R in Theorem 7.6 is tight, but it is not clear if one can do with an exponent smaller than β * asymptotically when there is no channel feedback. Though the above limiting case allows one to obtain a tight and an intuitively pleasing characterization of the rate and exponent needed, it should be noted that this may not be operationally practical. For, if one encodes the measurements every time steps, even though Theorem 9.1 guarantees stability, the performance of the closed-loop system (the LQR cost, say) may be unacceptably poor because of the delay we incur. This is the motivation for presenting the sufficient conditions in a non-asymptotic form.
B. Stabilizable Region
Using the thresholds obtained in Theorem 4.2, and the asymptotic sufficient condition in Theorem 9.1, we can discuss the range of the eigen values of F , i.e., {|μ i |} m x i=1 , for which the ηth moment of x t in (7) can be stabilized over some common channels. Since we are interested in the asymptotics, we assume the same limiting case as in Section IX-A. Firstly, consider the scalar case, i.e., m x = 1 and let the eigen value be μ. An anytime reliable code with rate R and exponent β can stabilize the process in (7) for all μ such that
So, a scalar unstable linear process in (7) can be stabilized over a MBIOS channel with Bhattacharya parameter ζ provided
The stabilizable region as implied by the threshold in [10] is given by
For η = 2, the stabilizable region for the BEC and BSC is shown in Fig. 6 where |μ max | is plotted against the channel parameter. Consider a vector valued process with unstable eigen
. Given a channel with Bhattacharya parameter ζ for which the rate exponent curve (R, E ζ (R)) is achievable, the region of unstable eigen values that can be stabilized is given by {μ ∈ R m , | ∃R < C i:|μ i |>1 log |μ i | < R and log(max i |μ i |) < E ζ (R)}, where C is the Shannon capacity of the channel. For example, let m = 2 and η = 2. Fig. 7(a) shows the region of (|μ 1 |, |μ 2 |) that can be stabilized over three different channels, a binary symmetric channel with bit flip probability 0.1 and binary erasure channels with erasure probabilities 0.1 and 0.2, respectively. We will now compare these results with the case when there is perfect feedback of the channel outputs at the observer/ encoder. Reference [25] considered a priority queuing method for stabilizing vector valued unstable processes over channels with perfect feedback. Bits from different unstable subsystems are placed in a FIFO queue. Bits are given preference in decreasing order of the size of the eigen value of the corresponding subsystem. So, bits coming from a subsystem with a larger eigen value are given preference over those from a subsystem with a smaller eigen value. A bit is removed from the queue once it is received correctly. Since the feedback anytime capacity of a binary erasure channel is known [31] , one can use Theorem 6.1 in [25] to derive the region of eigen values that can be stabilized by such a scheme. In Fig. 7(b) , we compare the region of (|μ 1 |, |μ 2 |) that can be stabilized with and without feedback over a binary erasure channel with erasure probability 0.2. As one would expect, the region is much larger when there is feedback. Note that the stabilizable regions in Fig. 7 are only achievable and not necessarily tight.
X. SIMULATIONS
We present two examples and stabilize them over a binary erasure channel with erasure probability = 0.3. The number of channel uses per measurement is fixed to n = 15. In both cases, time invariant codes H 15,R ∈ TZ 1/2,R , for an appropriate rate R, were randomly generated and decoded using Algorithm 1. The controller uses the Hypercuboidal filter to estimate the state.
A. Cart-Stick Balancer
The system parameters for a cart-stick balancer (also commonly called the inverted pendulum on a cart) with state variables of stick angle, stick angular velocity, and cart velocity, when sampled with sampling duration 0. One can verify that F − GK is stable. In order to apply Theorem 7.6, we write F in the following canonical form:
Applying Theorem 7.6, one can stabilize x t in the mean squared sense provided the exponent nβ > 2 log(ρ(F o )) = 4.1035 and the rate nR = k > log(1 + 3.3 + 3.27 + 0.98) = 3.09. For k = 5, there exist anytime reliable codes with exponent up to nβ = 4.27. Fig. 8 plots a sample path of the above system for a randomly chosen Toeplitz code. It is clear from Fig. 8(b) that the plant is stabilized.
B. Example 2-The Trade-Off Between Rate and Exponent
Once a set of rate-exponent pairs (R, β) that can stabilize a plant is available, one would want to identify the pair that optimizes a given cost function. Higher rates provide finer resolution of the measurements while larger exponents ensure that the controller's estimate of the plant does not drift away; however, we cannot have both. One can either coarsely quantize the measurements and protect the bits heavily or quantize them moderately finely and not protect the bits as much. One can easily cook up examples using a quadratic cost function with the balance going either way. Studying this trade-off is integral to making the results in this paper practically applicable. This example is aimed at illustrating this trade-off. Consider a 3-D unstable system (7) with 1000 codes were generated from the ensemble TZ 1/2,R . For each code, the system was simulated over a horizon of 100 time instants and the LQR cost has been averaged over 100 such runs. For a time horizon T , the LQR cost is defined as
In Fig. 9(a) , the cumulative distribution function of the LQR cost is plotted for 3 ≤ k ≤ 7. The x-axis denotes the proportion of codes for which the LQR cost is below a prescribed value, e.g., with k = 6, n = 15, the cost was less than 15 for 85% of the codes while with k = 5, n = 15, this fraction increases to more than 95%. The competition between the rate and the exponent in determining the LQR cost is evident when we look at Fig. 9(b) . When k = 3, the error exponent nβ = 6.3 is large. So, at any time t, the decoder decodes all the source bits {b τ } τ ≤t−1 with a high probability. Hence, the limiting factor on the LQR cost is the resolution that the source bits b t provide on the measurements, but when k = 7, the measurements are quantized to a high resolution but the decoder makes errors in decoding the source bits. Based on Fig. 9(b) , the best choice is k = 5.
XI. CONCLUSION
Even though the significance of tree codes in interactive communication problems has been understood for nearly two decades, there have been no practical constructions till date. The existence of tree codes proved in [11] is not with high probability. The codes are also nonlinear in general and do not lend themselves to efficient decoding. In this paper, we attempted to bridge this gap in our understanding of tree codes. For the first time, we showed the existence of linear tree codes. Moreover we show that codes drawn from an appropriate timeinvariant ensemble are almost surely (R, β)-anytime reliable for rates up to Shannon capacity and exponents up to the expurgated exponent. This significantly improves upon the rate and exponent pairs for which anytime reliable codes are known to exist. For the erasure channel, we also propose an efficient decoding algorithm with constant average complexity per iteration for code rates smaller than the computational cutoff rate. For rates larger than the cutoff, we present an alternative linear decoding scheme whose decoding complexity increases linearly with time.
We also presented various novel non-asymptotic and hence operationally more meaningful sufficient conditions for stabilizing unstable linear processes over noisy channels using anytime reliable codes. Even though the results were nonasymptotic in nature, the thresholds depend only on the properties of the state space matrix F . Combining the elements of coding and control theoretic results developed, we point out a key trade-off between accuracy of measurement quantization (i.e., rate) and the resulting communication reliability (i.e., exponent) of the anytime reliable codes in optimizing the overall system performance. 
B. Minimum Volume Ellipsoid
Lemma A.1 (Theorem 6.1 [34] ): The minimum volume ellipsoid E(P , c) covering
where |δ| ≥ |γ|, is given bŷ If |δ| < |γ|, change x to −x and apply the above result. And it is easy to verify thatP is indeed positive semidefinite. Also, a quick calculation shows that γ ≤ ξ ≤ δ. This confirms the intuition that the center of the minimum volume ellipsoid lies within the slab.
C. Proof of Theorem 7.8
The proof is in the same spirit as that of Theorem 7.6. We will first determine a sufficient condition on the number of bits per measurement, nR, that are required to track (7) when these bits are available error free. We will then determine the anytime exponent nβ needed in decoding these source bits when they are communicated over a noisy channel.
Consider the time update in (31a 
This prompts us to bound the recursion (31) by bounding the diagonal elements of P t . Now, considering the measurement update (31b), it is easy to see that . It suffices to show that ξ − γ ≤ δ − ξ. This easily follows from the formulae in case 3). The proof for the case when |δ| ≤ |γ| is obtained by replacing ξ with −ξ.
Like in Appendix A, the observer quantizes the measurements y t according to a 2 nR -regular lattice quantizer with bin width δ. In order for the controller to know y t to within a resolution of δ, it is not hard to see that one needs δ2 nR > It is now obvious that lim n→∞ R n = i∈I u log 2 |μ i |. The asymptotics of R e,n , R v,n , and R ev,n can be similarly derived. Also, from (43), it is clear that lim n→∞ (1/n) log ρ(F n ) = lim n→∞ (1/n) log ρ(F n ). The asymptotics of β n and β v,n now follow immediately.
