[1] Inter-annual to decadal sea-level variations from tide gauge records in the coastal zones of the Norwegian and Siberian Seas are examined for the period 1950-2010 using a combination of hydrographic observations, wind data, and theory. We identify two large areas of highly coherent sea-level variability: one that includes the Norwegian, Barents, and Kara Seas, and another one that includes the Laptev, East Siberian, and Chukchi Seas. We provide evidence of a new contribution to the sea-level variability along the Norwegian coast associated with the poleward propagation of sea-level fluctuations along the eastern boundary of the North Atlantic. When this propagating signal is combined with the local wind, we are able to explain over 70% of the variance along the Norwegian coast. The steric component explains~61% of the sea-level (corrected for the inverse barometer) variability along the Norwegian coast. The high coherency between the sea level along the Norwegian coast and that in the Barents and Kara Seas suggests that part of the Norwegian signal propagates further north into these regions. We introduce an atmospheric vorticity index that explains much of the sea-level variability in the Laptev, East Siberian, and Chukchi Seas with correlations ranging from 0.73 to 0.81. In the East Siberian Sea, we identify a sea-level increase of~22 cm between 2000 and 2003, which is partly explained by the vorticity index, and a decline of~15 cm after 2003, which we relate to the strengthening of the Beaufort Gyre. 
Introduction
[2] Global mean sea level (GMSL) has been rising at an average rate of 1.7 AE 0.2 mm/year during the past century [Church and White, 2011] , and recent projections suggest a GMSL rise of 0.19 m [Meehl et al., 2007] to 1.9 m [Vermeer and Rahmstorf, 2009] by the end of the 21st century. However, the increase in sea level has varied greatly by region, with some regions experiencing a sealevel rise significantly greater than the global average [e.g., Cazenave and Llovel, 2010 ]. Furthermore, regional sea level exhibits significant inter-annual and decadal variability with considerably higher amplitudes than those in GMSL. Improving our understanding of the mechanisms that cause the higher regional sea-level variations is, hence, required to reduce the uncertainties in regional sea-level projections. As such, there have been, in recent years, a series of studies that have focused on understanding and quantifying the magnitude of regional sea-level variability. Examples of such studies can be found for the North Atlantic [Miller and Douglas, 2007; Marcos and Tsimplis, 2007; Woodworth et al., 2010; Sturges and Douglas, 2011; Llovel et al., 2011; Calafat et al., 2012a] , the western Pacific [Merrifield, 2011; Marcos et al., 2012] , the eastern Pacific [Bromirski et al., 2011] , and the Mediterranean Sea [Tsimplis et al., 2008; Meyssignac et al., 2011; Calafat et al., 2012b] . One area where long-term sea-level variability has not been extensively studied is the Arctic Ocean, mainly due to lack of observations until quite recently. Our aim here is to explore the sea-level variability from tide gauge records in the coastal zones of the Norwegian and Siberian Seas (see Figure 1 for map of the regions) at inter-annual to decadal time scales and to propose plausible driving mechanisms for the sea-level variations.
[3] The study of the sea-level variability in the Arctic is important not only to coastal communities living in the area, which are already suffering the effects of the sea-level rise [Forman and Johnson, 1998 ], but also to people living elsewhere in the world, as changes in the Arctic Ocean can affect the global climate through their impact on the global ocean's overturning circulation [Bindoff et al., 2007] . Moreover, there is also recent evidence of significant interactions between the Arctic and the other oceans by means of water mass exchanges [Morison et al., 2007] , which in turn can affect sea level in other regions of the world. In recent years, several studies have focused on studying Arctic sea-level variability [e.g., Proshutinsky et al., 2001 Proshutinsky et al., , 2004 Proshutinsky et al., , 2007 Proshutinsky et al., , 2009 Proshutinsky et al., , 2011 Henry et al., 2012; Volkov and Pujol, 2012] , most of which are based on a set of tide gauge data collected by the Arctic and Antarctic Research Institute (in St. Petersburg, Russia) that was released in 2003, either alone or in combination with ocean models. Proshutinsky et al. [2001 Proshutinsky et al. [ , 2004 Proshutinsky et al. [ , 2007 explored the long-term sea-level variability in the Arctic on the basis of tide gauge observations and the outputs of 2-D and 3-D numerical models. They found that in the Barents and Kara Seas, the inverse barometer (IB) effect dominates over the effect of the wind at inter-annual time scales, while in the Laptev, East Siberian, and Chukchi Seas, where the shelf is relatively shallow, the wind is a major contributor to sea-level variability. They also found significant correlation between the low pass-filtered (5 year running mean) sea level from tide gauge records in the Siberian Seas and the Arctic Oscillation (AO) index for the period 1962-1998, confirming the relationship between sea-level and large-scale atmospheric forcing. Interestingly, they found that the good agreement with the AO index vanishes after around 1999. A similar result was also found by Henry et al. [2012] . The loss of correlation with the AO index is mainly due to a relatively rapid sea-level rise after 1999 that is not reflected in the AO index. The forcing mechanism responsible for this sealevel rise was not identified in the previous studies.
[4] Another region that has received particular attention in recent years is the Nordic Seas [Richter et al., 2012a [Richter et al., , 2012b Henry et al., 2012; Volkov and Pujol, 2012] . This region is highly vulnerable to a sea-level rise due to its partially low-lying coasts. It also plays an important role as a supplier of dense water for the Atlantic meridional overturning circulation [Rahmstorf, 2006] . In a recent paper, Richter et al. [2012a] have explored the different contributions to sealevel variability along the Norwegian coast at seasonal and longer time scales. In particular, they have combined estimates of the IB effect, the steric component, and the effect of land uplift in order to explain the observed sea-level variability and quantify the relative contribution of each component. They have found that the IB effect slightly dominates over the steric component and explains between 30% and 50% of the inter-annual sea-level variability. When the IB effect is combined with the steric component, they are able to explain between 38% and 75% of the total variance, depending on the location of the tide gauge. They have also found that the contribution of the IB effect diminishes as the time scale increases, whereas that of the thermosteric component increases. Contrary to those results, Henry et al. [2012] found no significant correlation between the inter-annual (IB-corrected and detrended) sea-level variability and the steric component of sea level along the Norwegian coast, which led them to the conclusion that the mass component may dominate over the steric at such time scales. Hence, the relative contribution of the two components of sea level (i.e., the steric and mass components) is not clear. Also, while the effect of northeastward winds blowing over the region is known to be responsible for part of the IB-corrected sea-level variability along the Norwegian coast [Richter et al., 2012b] , a considerable fraction of the variability is not explained by this effect, which suggests the existence of additional driving mechanisms.
[5] Despite the significant improvement in our understanding of the long-term sea-level variability both in the Arctic Ocean and along the Norwegian coast, there are certain aspects of the sea-level variability that are still not well understood. One of them is the sea-level variability in the Siberian Seas after 1999. The relative contribution of the steric and mass components to the IB-corrected interannual sea-level variability along the Norwegian coast and the precise driving mechanisms is another one. In this paper, we use a combination of hydrographic observations, wind stress data, and theory to explore the inter-annual to decadal sea-level variability from tide gauge records along the coastal zones of the Norwegian and Siberian Seas since 1950. We propose plausible driving mechanisms that help us explain some of the aspects of the variability whose causes are unclear, such as those discussed earlier. In particular, we provide evidence of a contribution to the sea-level variability along the Norwegian coast that has its origin in a large-scale sealevel signal propagating poleward along the eastern boundary of the North Atlantic. We will show that much of the sea-level variability in the Laptev, East Siberian, and Chukchi Seas can be explained by shifts between cyclonic or anti-cyclonic atmospheric circulation over the Laptev and the East Siberian Seas. A vorticity index is used to characterize these shifts in atmospheric circulation. We will also show that the previously reported but unexplained sea-level increase after 1999 was particularly large (~22 cm) in the East Siberian Sea and was Table 1 . Red dots show the location of the hydrographic stations Skrova and OWSM. The location of the Barents and Siberian Seas as well as the bathymetry are also shown. Depth contour interval is 500 m, with the yellow line indicating the 1000 m bathymetric contour. LR, Lomonosov Ridge. followed by a sea-level decline of similar magnitude from 2004 to 2008. The vorticity index explains much of this increase in the East Siberian Sea, but it fails to reproduce the subsequent decline. We will relate such decline in sea level to the strengthening of the Beaufort Gyre observed in recent years [Proshutinsky et al., 2009; Giles et al., 2012] .
Data
[6] Monthly averaged time series of sea level are obtained from the Revised Local Reference data archive of the Permanent Service for Mean Sea Level [Woodworth and Player, 2003] . For further details on the quality and accuracy of the Russian tide gauges used in this analysis, the reader is referred to Proshutinsky et al. [2004] . Tide gauge stations are selected according to the following criteria. First, we select all tide gauge records that have at least 30 years of data (in the Norwegian Sea, we use a criterion of 50 years of data as many tide gauge records in that region span more than 50 years) within the period 1950-2010 and less than 15% of missing data. Tide gauge stations located near the mouth of rivers are rejected. Second, the selected tide gauge records are grouped into six geographical regions, namely, the Norwegian Coast, the Barents Sea, the Kara Sea, the Laptev Sea, the East Siberian Sea, and the Chukchi Sea (Figure 1 ). Since our focus is on the inter-annual to decadal time scales, the seasonal cycle, together with a linear trend, is removed from all tide gauge records. Finally, we perform a cross-correlation analysis for each pair of tide gauge records and for each region (i.e., six cross-correlation analyses) in order to identify those that exhibit a similar variability. Tide gauge records that do not show statistically significant correlation with all other records within its region are rejected. This is to ensure that all selected tide gauge records are representative of the large-scale sea-level variability of the region where they are located. Nine tide gauge records were rejected due to their low correlation with regional sea level.
[7] As a result of this analysis, the number of selected tide gauge records is as follows: nine along the Norwegian coast, five in the Barents Sea, eight in the Kara Sea, four in the Laptev Sea, eight in the East Siberian Sea, and five in the Chukchi Sea. The name, location, period covered, and percentage of missing data for all selected stations are shown in Table 1 and also in Figure 1 . Finally, an average time [Kalnay et al., 1996] . They are monthly fields on a 2.5º Â 2.5º global grid covering the period from 1948 to present. On the basis of comparisons of the IB effect estimated from different data sets, Ponte [2006] found that SLP from NCEP provided a good estimate of the IB effect in the Arctic at inter-annual time scales.
[9] Gridded sea-level anomaly (SLA) fields from satellite altimetry were collected from the delayed time AVISO products that are available at http://www.aviso.oceanobs.com. Here we use the reference ("Ref") series, which are based on two satellites (Jason-2/Envisat or Jason-1/Envisat or Topex/Poseidon/ERS) with the same ground track. The data span the period 1993-2011, with a spatial resolution of 1/3º Â 1/3º and weekly time resolution. All the standard corrections (tides, wet/dry troposphere, and ionosphere) were applied to altimetry data [Benada, 1997] . The atmospheric correction was also applied in order to minimize aliasing effects [Volkov et al., 2007] .
[10] Temperature (T) and salinity (S) observations are obtained from the permanent hydrographic station located at Skrova off the Norwegian coast (see Figure 1a) . This station provides weekly T and S observations at 14 vertical levels covering the whole water column from top to 300 m and spanning the period 1950-2011. These data were provided by the Institute of Marine Research, Bergen, Norway. In addition to the station at Skrova, we also use T and S observations from the Ocean Weather Station Mike (OWSM) in the Norwegian Sea (Figure 1a ). This station provides T and S observations in the upper 2000 m for the period 1950 to November 2009 at weekly or higher frequencies.
[11] Besides individual stations, we also use gridded T and S observations obtained from the ENACT/ENSEMBLES version 2a (EN3) objective analysis data set [Ingleby and Huddleston, 2007] made available by the Met Office Hadley Centre (http://www.metoffice.gov.uk/hadobs/en3/). These data are monthly gridded fields with a spacing of 1º Â 1º spanning the period 1950-2011.
Methodology
[12] Here we briefly review the different components of sea-level change, . The pressure P b at the ocean bottom z = À H can be obtained from integration of the hydrostatic equation [Ponte, 1999] :
where g is the gravitational acceleration, P a is the atmospheric SLP, r is the in situ density of the water, and r 0 is a reference density (1025 kg/m 3 ; this is a reasonable approximation as density variations are usually <1% compared with mean density). Since we are interested in the anomalies (i.e., deviations from the time-mean fields), we divide variables into a mean part and a fluctuating part:
where angle brackets denote time average and the prime represents anomalies. Now an equation for the fluctuating quantities can be obtained by taking the difference between equation (1) and its time average:
[13] Equation (3) can be rearranged to obtain an expression for the SLA:
[14] Next, we define the IB effect anomaly, 0 IB , by [Ponte, 1999] 
where the overbar denotes spatial average over the global oceans. Note that both P 0 a and P 0 a vary in time. We also define the steric component anomaly,
[15] Finally, we define the mass component of sea level,
[16] Now equation (4) can be written as
[17] The IB effect, 0 IB , represents the redistribution of mass within the ocean as a result of changes in the surface atmospheric pressure. In equation (5) Ponte [2006] , which showed that the importance of P 0 a is confined to tropical latitudes. The IB approximation assumes that there are no ocean currents associated with atmospheric pressure variations. Such approximation can break down for semi-enclosed basins such as the Arctic Ocean but only at short time scales. Proshutinsky et al. [2007] have found significant water transport associated with atmospheric loading in both the Fram and Bering straits at daily or shorter time scales, but no ocean currents were detected at longer time scales.
[18] The steric component of sea level, 0 S , represents the effect of expansion and contraction of the water column associated with density changes caused by T and S variations. In order to quantify the relative contribution of T and S changes to sea level, the steric component can be divided (assuming that deviations from the time-mean of the temperature and salinity are small) into a portion due to temperature changes ( 0 Heat S ) and a portion due to salinity changes ( 0 Salt S ) [Gill and Niiler, 1973] :
where a and b are the coefficients of thermal expansion and saline contraction, respectively, and T 0 and S 0 represent a deviation with respect to the time-mean of the temperature and salinity, respectively.
[19] Finally, the mass component, 0 m , represents sea-level variations related to water mass addition/removal to/from the oceans due to melting/growing of continental ice and hydrology and to mass redistribution within the ocean that is not caused by local atmospheric pressure changes. It is worth mentioning that, since we focus on detrended sealevel, long-term contributions (linear trend) to sea level from vertical land movements as well as from melting land-based ice and thermal expansion of the oceans are not taken into account in the analysis.
[20] Unless otherwise stated, all correlations quoted in this paper are significant at the 95% confidence level, where we account for the reduction in the effective degrees of freedom (EDOFs) due to the 2 year running mean filter applied. This results in a reduction by a factor of 24 (for monthly time series) in the EDOF [Emery and Thomson, 1998 ], which needs to be accounted for when estimating the significance of the correlation. Statistical significance is based on t test at the 95% level.
[21] In addition to correlation, we also use the explained variance, which provides a measure of the agreement between two variables in terms of both variability and magnitude. The percent of variance (% s) of a variable, y, explained by another variable,ŷ, is computed as follows:
where the operator var( ) denotes variance.
Results

The Contribution of the IB Effect
[22] Sea-level variations associated with the IB effect are closely related to changes in atmospheric forcing as they represent the response of the ocean to changes in surface atmospheric pressure. Hence, one needs to quantify its contribution and remove it from the total sea-level signal in order to identify the contribution from other mechanisms also linked to atmospheric forcing, such as the effect of wind and that of surface buoyancy fluxes. There have been various studies that have demonstrated a significant contribution of the IB effect to sea-level variability both along the Norwegian coast and in the Siberian Seas. For instance, Proshutinsky et al. [2004] studied the correlation between monthly sea level from tide gauge records located in the Siberian Seas and SLP for the period 1954-1989 and found negative correlations ranging from À0.2 in the East Siberian and Chukchi Seas to À0.7 in the Kara Sea. In another paper, Proshutinsky et al. [2007] found that the IB effect dominates over wind forcing in the Kara Sea, while in the Laptev, East Siberian, and Chukchi Seas, the contribution of wind forcing is larger than that of the IB effect. Regarding the Norwegian coast, Richter et al. [2012a] have found that the IB effect explains between 30% and 50% of the low pass-filtered (1 year running mean) sea-level variability at most tide gauge stations along the Norwegian coast. However, they have also found that the contribution of the IB effect is different for different time scales: it dominates sea-level variability on subseasonal time scales and it gradually becomes less important as we move toward longer time scales.
[23] The contribution of the IB effect to sea-level variability (equation 5) is explored here by quantifying the variance of the low pass-filtered sea level explained by the IB effect at each of the six regions according to equation 11 (Table 2 , second column). The average IB effect for each region is estimated by averaging the IB contribution for all tide gauge stations within the same region (the IB contribution for individual tide gauges is taken as that at the nearest grid point), in the same way as we computed the average sea level (see section 2). The largest contribution is found in the Norwegian (~36%), Barents (~38%), and Kara (~34%) Seas. The value found for the Norwegian coast is consistent with the results by Richter et al. [2012a] . The IB effect plays a relatively smaller but significant role also in the Laptev Sea (~24%), but it is almost negligible in the East Siberian and The correlation between the average sea level in each region and both the AO (third column) and the SCA (last column) indices is also shown. Values within the parenthesis correspond to the correlation after correcting for the IB effect. The asterisk (*) indicates nonsignificant values.
Chukchi Seas (~0%). It is worth mentioning that correlations between sea level and the IB effect in the East Siberian and Chukchi Seas are nonsignificant at the time scales considered here. A comparison between sea level before and after correcting for the IB effect (Figure 2) shows that many of the major features remain the same after the correction. For instance, in the Norwegian Sea, the peaks observed in 1967, 1983, and 1989 are reduced by about 2 cm after correcting for the IB effect but they are still very prominent. Our results in the Siberian Seas are in good agreement with the findings by Proshutinsky et al. [2004 Proshutinsky et al. [ , 2007 .
[24] In order to further explore the relationship between sea level and changes in surface atmospheric pressure, we also compare smoothed (2 year running mean) values of the AO index (National Weather Service Climate Prediction Center, http://www.cpc.noaa.gov) and the average sea level in the six regions before and after correcting for the IB effect (Table 2 , third column). We find significant positive correlation between the sea level not corrected for the IB effect and the AO index in all regions except in the East Siberian and Chukchi Seas, although its magnitude differs from one region to another. The largest correlation in the Arctic Ocean is found in the Barents Sea (0.79), and it decreases gradually from there toward the Chukchi Sea where it becomes nonsignificant. In the Norwegian coast, the correlation is statistically significant with a value of 0.60. It is worth noting that the values of the correlation shown in Table 2 are computed for the longest period for which sea-level data are available in each region (see Table 1 ). When correlations are calculated over the period 1951-1995 (similar to the period for the Barents Sea), they increase significantly in all regions. Their values are 0.76, 0.66, 0.60, and 0.47 in the Norwegian Coast and the Kara, Laptev, and East Siberian Seas, respectively. This implies that the correlation with the AO index is not only spatially but also temporally variable. This confirms the result found in previous related studies [Proshutinsky et al., 2007; Henry et al., 2012 ] that the correlation between sea level and the AO index in the Siberian Seas is significant for the years before 1995 but it declines rapidly after this year. Finally, we have compared the low pass-filtered sea level with other climatic indices, namely, the North Atlantic Oscillation, the East Atlantic Pattern, the West Pacific Pattern, the East Pacific/North Pacific Pattern, the Pacific/North American Pattern, the East Atlantic/West Russia Pattern, the Scandinavia Pattern (SCA), and the Pacific Decadal Oscillation (National Weather Service Climate Prediction Center, http://www. cpc.noaa.gov). We have found significant (although smaller than for the AO index) negative correlations with the SCA index ( Table 2 , last column) but much smaller or nonsignificant correlations for all the other indices (not shown).
[25] After correcting for the IB effect, we find that the correlation between sea level and the AO index is slightly reduced but it remains significant in all regions except in the East Siberian and Chukchi Seas ( Table 2 , third column). The implication of this is that there is a contribution from the large-scale atmospheric forcing associated with the AO that is due to mechanisms other than the IB effect. It is also worth mentioning that, after correcting for the IB effect, the negative correlation with the SCA index remains significant in all regions where it was significant before the correction.
[26] Large-scale atmospheric changes can affect sea level through a variety of mechanisms (besides the IB effect). Changes in either wind stress curl (WSC) or buoyancy fluxes can produce ocean circulation changes, which are accompanied by water mass and heat redistributions and, consequently, sea-level changes. Changes in surface buoyancy fluxes and in wind stress (via Ekman pumping and heat advection) can also produce local steric sea-level changes. At the coast, there is an additional response of the ocean to longshore wind forcing, resulting from the fact that there can be no flow normal to the coast so a convergence or divergence is established with a corresponding change in sea level. The response will include changes in both the mass and the steric components, consisting respectively of a piling up of water on the coast and vertical movements of the thermocline. This and other mechanisms are explored in the next sections.
Regional Coherence of IB-Corrected Sea Level
[27] Since sea-level variability appears to be related to changes in the large-scale atmospheric forcing over the North Atlantic and Arctic regions, evidenced by the correlation with the AO, it is reasonable to expect a certain degree of sea-level coherence between regions. It is important to note that because the correlation between sea level and the IB effect is very low in some regions (i.e., East Siberian and Chukchi Seas), applying the IB correction may impose a coherent signal on the residual time series if the IB signal was comparable in magnitude to the sea level. However, as commented in section 4.1, differences between the uncorrected and corrected sea level (Figure 2 ) are very small in all regions. The IB correction reduces some of the peaks by about 2 or 3 cm, but all major features remain unchanged after the correction.
[28] Examining Figure 2 shows that the decadal sea-level variability is significant in all regions, but most notably in the Laptev, East Siberian, and Chukchi Seas where decadal [29] In order to quantify the coherence of the sea-level variability among regions, we have computed the cross correlation between the low pass-filtered time series of sea level in the six regions for the period before 2000 (Figure 3a ). This analysis has been performed for both the IB-corrected and uncorrected sea level. Overall, no significant differences between the uncorrected and corrected sea level are found in terms of cross correlations, which further confirms that no correlation is imposed when correcting for the IB effect. Correlations between regions are significant for all pairs of time series. As expected from the preceding discussion of Figure 2 , we identify two large regions of high coherence with cross correlations above 0.7: a region that includes the Norwegian coast and the Barents and Kara Seas, and another region that covers the Laptev, East Siberian, and the Chukchi Seas. The two areas of coherence are even more evident when computing the cross correlation for the summer values (JJAS) (Figure 3b ), when sea ice is at its minimum extent, and thus, the interaction between ocean and atmospheric forcing (i.e., wind) is larger. For winter values (DJFM) (not shown), the cross-correlation pattern is similar to that for whole-year and summer values but with correlation values generally smaller.
[30] Considering the above results, we will analyze observed sea-level variability by areas with high cross correlations. In section 4.3, we will examine the Norwegian coasts and the Barents and Kara Seas, which appear to be affected by a similar mechanism, and in section 4.4, we will focus our attention on the Laptev, East Siberian, and Chukchi Seas. Because the contribution of the IB effect has already been discussed in this and the previous sections, in the following sections, we will focus on the IB-corrected sea level. Hence, hereinafter and unless otherwise stated, whenever we refer to sea level, we will implicitly refer to the IB-corrected sea level. [31] After correcting for the IB effect, sea level can be considered the sum of two terms: the steric and mass components (see equation 8). In this section, we quantify and explore the contribution of the steric component using equation 6. It is important to note here that, due to the existence of the Norwegian Atlantic Current (NwAC) along the Norwegian coast, the estimate of the steric component at the tide gauges is very sensitive to the location where the T and S observations used in the steric computation have been taken. Bingham and Hughes [2012] have shown that the existence of slope currents (especially on western boundaries and at high latitudes on eastern boundaries) results in the decoupling of coastal and deep ocean sea level. Clearly, and because of the aforementioned decoupling, steric estimates based on T and S measurements made on the western side of the NwAC will not be representative of the sea level at the tide gauges on the eastern side. Hence, we decide to use T and S observations from the hydrographic station at Skrova (Figure 1a ). This station neither is on the west side of the NwAC nor is located in too shallow water (where the steric signal would be too small) as it covers from top to 300 m depth; hence, it is expected to provide a reasonable estimate of the steric component at the tide gauges. [32] Figure 4 shows a comparison between the steric component at Skrova and the IB-corrected sea level from the tide gauge record at Narvik (the closest tide gauge to Skrova). The agreement between the two time series is very good with a correlation of~0.82. The percent of variance of the sea level from the tide gauge record explained by the steric component is 61%. We have also computed the explained variance for the sea level averaged over the nine tide gauge records on the Norwegian coast, which is very similar (62%) to that for the tide gauge at Narvik. This result implies that a considerable fraction of the IB-corrected sea-level variability is driven by the steric component. This is consistent with the results of Richter et al. [2012a] , which showed a significant contribution of the steric component to sea level along the Norwegian coast, but contrasts somehow with the results by Henry et al. [2012] who found no significant correlation at inter-annual time scales (for the detrended time series) for the period 1970-2010. The reason for this apparently contradictory results may be due to the fact that Henry et al. [2012] estimated the steric component from interpolated T and S products, which generally use a radius of several hundred kilometers for the interpolation of the T and S profiles onto a regular grid. In consequence, the grid points covering the continental shelf in the interpolated products are likely to include T and S profiles located on the western side of the NwAC, which may provide information that is not representative of the sea level at the tide gauges. In order to confirm this, we have estimated the steric sea level on the Norwegian coast using T and S observations from the EN3 interpolated product. We have found no significant correlation between the low pass-filtered (2 year running mean) and detrended sea level on the Norwegian coast and the steric component from the EN3 data set.
[33] Finally, we have also computed the thermosteric and halosteric contributions using equations (9) and (10), respectively. We find that the thermosteric contribution explains about 44% of the variability of the low pass-filtered (2 year running mean) sea level from the tide gauge record at Narvik, whereas the halosteric contribution explains about 10% of the variability. In the following sections, we investigate possible mechanisms that can produce changes in both the steric and the mass components of sea level, and hence can explain part of the observed sea-level variability.
The Effect of the Wind
[34] Sea level along the Norwegian coast is strongly affected by variations in the NwAC [e.g., Richter et al., 2012b] .
The NwAC is a poleward extension of the Gulf Stream and represents a conduit for the poleward flux of relatively warm and saline Atlantic water from the North Atlantic to the Arctic Ocean [Orvik and Skagseth, 2005] . Changes in the NwAC affect sea level at the coast mainly through the associated changes in the barotropic pressure gradient normal to the flow to maintain a geostrophic balance, but also through changes in the steric height due to variations in the transport of warm and saline Atlantic water. Indeed, previous studies have found a significant correlation between the variability of the NwAC across the Svinøy section west of Norway (hereafter referred to as the Svinøy current) and an indirect measure of the transport derived from the local cross-slope sea-level gradient estimated from either satellite altimetry or tide gauges [Skagseth et al., 2004; Richter et al., 2012b] .
[35] It is well established that the variability of the Svinøy current is largely driven by wind forcing over the region [Skagseth et al., 2004; Richter et al., 2012b] . Hence, we now focus our attention on the contribution of the wind to coastal sea-level variability along the Norwegian coast. Since wind variability is closely related to atmospheric pressure variations, it is useful to begin by identifying the large-scale SLP pattern associated with the coastal sea-level variability. To achieve this, we perform a canonical correlation analysis (CCA) with prefiltering [Barnett and Preisendorfer, 1987] between the SLP over a region covering the North Atlantic and the Nordic Seas (60ºW-35ºE, 40ºN-75ºN ) and the sea level from the nine tide gauge stations located along the Norwegian coast (see Figure 1a) . The CCA detects the patterns in both data sets that share maximum correlation of their canonical correlation coefficients. The CCA has been applied to the low pass-filtered (2 year running mean) time series.
[36] Figure 5a shows the leading CCA pattern of the SLP (37% variance explained) together with the regression of the wind stress field on the canonical coefficient vector associated with the leading CCA pattern (the sign of the CCA pattern has been chosen so that the correlation between sea level and the canonical coefficient vector is positive). The leading CCA pattern bears a striking resemblance to the loading pattern of the AO. Indeed, the associated canonical coefficient vector is highly correlated (0.88) with the AO index. This pattern also resembles the leading empirical orthogonal function (EOF) of the SLP over the same region found by Richter et al. [2012b] , which they related to variations in the transport of the Svinøy current. We also note that the wind blows parallel to the continental slope with the coast to its right, from Ireland to northern Norway, thus producing an Ekman transport toward the coast. This causes water to pile up on the coast and also downwelling (i.e., the thermocline is pushed down; hence, the steric sea level rises). A coastal current in geostrophic balance with the sea-level field is also generated, this being in the same direction as that of the wind. Hence, an increase (decrease) in the strength of the wind will cause sea level to rise (fall) at the coast and the NwAC to strengthen (weaken).
[37] It is important to note, however, that the response of sea level may not be purely local since fluctuations of the thermocline produced by the longshore wind can propagate along the coast in the same direction as coastal Kelvin waves (with the coast to the right in the Northern Hemisphere) [Gill, 1982] . This means that the effect of the longshore Figure 4 . Comparison of the steric sea level (blue line) referenced to 300 m computed using T and S observations from the hydrographic station at Skrova and the sea level (black line) from the tide gauge record at Narvik. A 2 year running mean has been applied to both time series.
wind is cumulative along the coast following the direction of Kelvin wave propagation. Hence, to properly quantify the contribution of the wind to the sea-level variability along the Norwegian coast, we integrate the longshore wind stress from the western coast of Ireland up to the Norwegian coast (up to 67ºN). This is done first by projecting the wind stress field onto the direction of the 400 m depth contour from Ireland to Norway and then by adding all the projected wind stress vectors blowing over the continental shelf shallower than 400 m. Figure 5b shows a comparison between the average sea level along the Norwegian coast and the integrated longshore wind regressed onto the time series of sea level. Overall, there is good agreement between the two time series with a correlation coefficient of 0.62 (significant at the 99% confidence level). The integrated wind shows peaks in 1983 and 1989 and a dip in 1978 in agreement with the sea level; however, the magnitude of those features appears to be weaker than in the sea level, suggesting that additional mechanisms are important. This is consistent with the results by Richter et al. [2012b] , who performed an EOF analysis of SLP and sea level from satellite altimetry over the Nordic Seas and found a correlation of 0.60 between the principal component (PC) of the first mode of SLP and the PC of the sea-level mode associated with the variability of the Svinøy current. The value of the correlation suggests that wind forcing, and more specifically longshore wind, explains much but not all of the sea-level variability.
A Link With the Eastern Boundary of the North Atlantic
[38] In a recent paper, Calafat et al. [2012a] have shown that decadal sea-level variability on the eastern boundary of the North Atlantic is mostly driven by the poleward propagation of wind-driven sea-level fluctuations along the coast. Evidence for large-scale coherent sea-level signals and wave propagation along a boundary has also been found in the Arctic Ocean, the North Pacific, and the west coast of South America [Enfield and Allen, 1980; Chelton and Davis, 1982; Clarke and Lebedev, 1999; Hughes and Meredith, 2006] . Because boundary waves propagate poleward along an eastern boundary, one would expect the large-scale coherent sea-level signal found by Calafat et al. [2012a] to propagate further north across the Greenland-Scotland Ridge into the Norwegian Sea, hence affecting also sea level along the Norwegian coast.
[39] Figure 6 shows the correlation of the low passfiltered SLA from satellite altimetry at each grid point with SLA averaged along a short section along the continental slope near the Irish-Scottish coast. We note that higher correlations are found predominantly along the slope, consistent with the existence of a propagating sea-level signal. Moreover, it shows that the coherent sea-level signal extends all the way to the Norwegian coast and also to Iceland, always along the slope. This result supports our hypothesis that part of the sea-level variability on the Norwegian coast may be related to the large-scale coherent signal found by Calafat et al. [2012a] on the eastern boundary of the North Atlantic. However, it remains to be seen how large this contribution may be.
[40] To quantify the contribution of the mechanism described above, we compare the IB-corrected sea level from the tide gauge at Newlyn (on the eastern boundary of the North Atlantic; see Figure 1a ) with the sea level in the Norwegian Sea. The reasons for using Newlyn as a proxy for the sea level on the eastern boundary of the North Atlantic are twofold: (1) Calafat et al. [2012a] showed that the effects of the longshore wind and wave propagation are well captured by Newlyn; (2) as commented in section 4.3.2, the effects of the longshore wind are cumulative along the coast following the direction of propagation of Kelvin waves. This means that sea-level variations observed at a Figure 6 . Correlation of the low pass-filtered (2 year running mean) SLA from satellite altimetry at each grid point with SLA averaged along the section of the slope denoted by the black thick line. Depth contours at 400 and 1500 m are also shown. particular latitude continue to be forced by the wind while propagating northward, and thus, the best approach is to use a tide gauge located on the eastern boundary of the North Atlantic but as far north as possible so that it better represents the signal that propagates further north into the Norwegian Sea. The correlation between sea level at Newlyn and that in the Norwegian Sea is 0.55 (significant at the 99% confidence level) for the period 1948-2010. We also note that the sea level at Newlyn shows no significant correlation with the integrated longshore wind along the Norwegian shelf as computed in section 4.3.2, which indicates that the effect of the longshore wind and the propagation of the sea-level signal along the eastern boundary of the North Atlantic are independent mechanisms. Hence, the next step is to add both contributions and compare the result with the sea level on the Norwegian coast. To combine the two contributions, we add the integrated longshore wind along the Norwegian coast (i.e., the time series presented in Figure 5b ) to the sea level from the tide gauge at Newlyn. Figure 7 shows a comparison between this combination and the average sea level along the Norwegian coast. The agreement between the two time series is very good, supporting our hypothesis that sea-level variability along the Norwegian coast is driven partly by the propagation of sea-level fluctuations along the eastern boundary of the North Atlantic and partly by the wind over the Faroe-Shetland channel and the Norwegian shelf. The reconstruction reproduces not only the major features, such as the peaks in 1983 and 1989 and the dip in 1978, but also their right magnitude. The correlation between the two time series increases to 0.84 from 0.55 after including the effect of longshore winds. The variance of the sea level along the Norwegian coast explained by the combination of the two mechanisms is~71%. The correlation between the sea level and the reconstruction is also highly significant in the Barents (0.76) and Kara Seas (0.72), suggesting that the signal propagates further north into the Barents Sea and, ultimately, also into the Kara Sea.
[41] To further confirm the existence of a signal of Atlantic origin, we have carried out a complementary test. Examining Figure 6 shows that the tide gauge at Torshavn (see Figure 1a ) may be also affected by the coherent signal of the Eastern North Atlantic. However, because it is located on the western side of the NwAC, the residual sea-level signal resulting from the removal of the propagating signal from this tide gauge record is expected to be more related to the sea-level variability in the interior of the Norwegian Sea (which is also on the western side of the NwAC) than to the sea level on the Norwegian coast (see Figure 1a for details on the bathymetry of the region). Hence, here we hypothesized that the sea level at Torshavn is a combination of the coherent signal propagating along the eastern boundary of the North Atlantic and a more local contribution related to the sea-level variability in the deep parts of the Norwegian Sea.
[42] To confirm the validity of our hypothesis, we need to obtain an estimate of the sea-level variability in the Norwegian Sea. This is achieved by computing the steric component of sea level referenced to 2000 m at OWSM (see Figure 1a ) using equation (6). Because OWSM is located on the western side of the NwAC and provides T/S observations covering almost the whole water column from top to 2000 m, it is expected to provide a good estimate of the sea-level variability in the Norwegian Sea. The correlation between the tide gauge record at Torshavn and the steric component at OWSM is 0.60 for the period 1958-2006. If we add the sea level at Newlyn to the steric component at OWSM, the correlation between the resulting time series and the sea level at Torshavn increases to 0.82. A comparison between the two time series is shown in Figure 8 . We note that the agreement between the two time series is good in terms not only of variability but also of its magnitude, which further confirms our initial hypothesis. [43] It is well established that a significant fraction of the sea-level variability in the Laptev, East Siberian, and Chukchi Seas is related to wind forcing [Proshutinsky et al., 2004 [Proshutinsky et al., , 2007 . However, there are certain features of the inter-annual sea-level variability exhibited by the tide gauge records that remain unexplained, either because the models did not reproduce them or due to significant discrepancies between models. One of those features is the sea-level variability after 1999. We note that Proshutinsky et al. [44] The Laptev and East Siberian Seas are located in a region of the Arctic Ocean that coincides with the position of the zero WSC line (see Figure 10 ), marking the confluence of two predominant large-scale centers of atmospheric circulation over the Arctic Ocean [Johnson and Polyakov, 2001] . Previous studies have shown that, due to the particular position of the two basins, their water mass properties are very sensitive to the shifts of the zero WSC line or, equivalently, to the shifts between cyclonic or anti-cyclonic atmospheric circulation over the region [Dmitrenko et al., 2005; Dmitrenko et al., 2008; Dmitrenko et al., 2011] . In particular, these studies have shown on the basis of a vorticity index that periods of predominantly cyclonic atmospheric circulation coincide with an increase of the freshwater content and a decrease of the salinity over the Laptev and East Siberian Sea shelves and vice versa for periods of predominantly anti-cyclonic circulation. In view of these results, and because sea-level variability is closely related to changes in hydrography, we hypothesize that sea-level variability in the Laptev, East Siberian, and Chukchi Seas may also be explained, at least partly, by the shifts between cyclonic and anti-cyclonic atmospheric circulation over those regions.
[45] Following Dmitrenko et al. [2008] , we use a vorticity index to characterize changes in atmospheric circulation over the Laptev and East Siberian Seas. Here the index is defined as the average of the WSC over a region north of the New Siberian Islands (138ºE-141ºE, 77ºN-79ºN ). Averaging the WSC over slightly different regions resulted essentially in the same vorticity index, as long as the selected region was reasonably close to the zero WSC line in the time-mean pattern of the WSC. A positive (negative) vorticity index corresponds to a cyclonic (anti-cyclonic) atmospheric circulation. Figure 9a shows a comparison between the vorticity index and the sea level in the Laptev, East Siberian, and Chukchi Seas. The agreement between the time series of the sea level and that of the vorticity index is very good in all regions over almost the whole period, but the good agreement appears to break down after 2000 in the Laptev Sea and after 2002 in the East Siberian Sea. In the East Siberian Sea, the vorticity index reproduces much of the sea-level increase between 2000 and 2002, but after 2002, sea level and the vorticity index seem to be in opposite phase. Correlations between the vorticity index and the sea level in the Laptev, East Siberian, and Chukchi Seas for the period 1950-1999 are 0.79, 0.81, and 0.73, respectively. In order to further quantify the relationship between the vorticity index and the sea level, we have computed their correlation at individual tide gauges in the Laptev, East Siberian, and Chukchi Seas also for the period before 2000 (Figure 9b ). Correlations are highly significant (≥0.70) at most tide gauge stations. The lowest correlation (~0.43) is found at Zhohova, which is located on an open sea island, where the response of the ocean to wind forcing tends to be smaller.
[46] The good agreement between the vorticity index and the observed sea-level variability suggests that changes in sea level before 2000 are indeed closely related to the shifts between cyclonic and anti-cyclonic atmospheric circulation over the eastern Siberian Seas. However, the mechanisms through which this relationship is established are numerous. For instance, the strong negative correlation between salinity anomalies and the vorticity index found in the previous studies [Dmitrenko et al., 2005; Dmitrenko et al., 2008; Dmitrenko et al., 2011] implies that whenever the vorticity index increases (decreases), sea level also increases (decreases) due to an increase (decrease) in the steric component of sea level induced by a decrease (increase) in salinity. Table 1 .
Previous studies also found significant correlation between the vorticity index and both ice retreat and freshwater content anomalies [Dmitrenko et al., 2008] . Changes in these two variables can also induce sea-level changes. In addition to those mechanisms, changes in the wind forcing associated with changes in the atmospheric circulation can also produce sea-level changes through Ekman transport toward or away from the coast and upwelling/downwelling. Discriminating the contribution of the mass and densityrelated components of sea level is a difficult task in those regions of the Arctic as topography exerts a strong influence on the density field [Bingham and Hughes, 2012] . This topographic influence needs to be taken into account when estimating the density-related component of sea level at the tide gauges. However, the limited T and S data available in the region make this task almost impossible. It is worth commenting that results by Pavlov [2001] using an ocean model showed that, at decadal time scales, the steric component dominates sea-level changes in the Laptev, East Siberian, and Chukchi Seas.
[47] One thing that we can do is to investigate if changes in the longshore wind show good agreement with sea-level variability. Figure 10 shows the anomaly of SLP and wind stress over the Laptev and East Siberian Seas associated with years of positive and negative vorticity index. We note that during years of positive vorticity index, the low SLP center located over the Barents and Kara Seas strengthens and the high SLP center in the western Arctic Ocean weakens, resulting in a cyclonic atmospheric circulation over the Laptev and East Siberian Seas, while during years of negative vorticity index, the opposite occurs. Examining the wind patterns shows that, during years of positive vorticity index, there are eastward wind anomalies parallel to the coast (i.e., with the coast to its right) in the Laptev Sea and north-eastward in the East Siberian Sea, resulting in anomalies in the Ekman transport toward the coast and probably downwelling (or weaker upwelling), which in turn leads to a sea-level increase on the coast. The situation during years of negative vorticity index is remarkably different, with westward longshore wind anomalies now (or southwestward in the East Siberian Sea), and hence Ekman transport anomalies away from the coast, upwelling, and a decrease in sea level on the coast.
[48] In order to quantify the role of the wind, we have computed estimates of the longshore wind in the Laptev, East Siberian, and Chukchi Seas. Time series of the longshore wind have been produced by averaging the longshore wind over the continental shelf shallower than 400 m for each region. A comparison between the longshore wind and the sea level is shown in Figure 9 . The variability exhibited by the longshore wind is very similar to that of the vorticity index in all regions. The longshore wind is in very good agreement with the sea level for the period 1950-1999, with correlations of 0.88, 0.78, and 0.74 in the Laptev, East Siberian, and Chukchi Seas, respectively. It is interesting to note that, in the Laptev Sea, the longshore wind performs better than the vorticity index, whereas in the other two regions, the longshore wind and the vorticity index show similar correlation with sea level. This is also evident when looking at the correlation between the longshore and sea level at individual tide gauge station (Figure 9b ). Finally, it is worth noting that, just like for the vorticity index, the good agreement between the longshore wind and sea level (see Figure 1b) , another possibility is that the observed sealevel variations could be related to changes in the strength of the Beaufort Gyre. Two recent studies [Proshutinsky et al., 2009; Giles et al., 2012] have shown that changes in WSC over the Amerasian basin after about 2003 led to a significant spin up of the Beaufort Gyre and an increase in the freshwater content in the gyre. They have found a significant anti-correlation between WSC and both sea level and freshwater content in the Beaufort Gyre. Giles et al. [2012] have also suggested that the recent decline in sea ice extent over the Arctic might have enhanced the efficiency of the wind to spin up and spin down the Beaufort Gyre. During a spin up of the gyre, water piles up in the gyre interior, which results in sea level rising in the gyre interior and falling on the margins of the gyre (i.e., on the coast). The opposite occurs during a spin down of the gyre. Hence, the strengthening of the Beafort gyre after 2003 is consistent with the sea-level decline observed in the East Siberian Sea during the same period. In order to investigate this possibility, we have first looked at the WSC averaged over the region of maximum decrease in WSC in the Beaufort Gyre (78º-79º N, 155º-159º W) [see Figure 1 of Giles et al., 2012] during the period 2000-2009 and compared it to a sea ice index [Fetterer et al., 2002] of the Arctic (Figure 11a ). There are a number of features that are worth commenting. First, there is a substantial decrease in WSC (increase in anti-cyclonicity) of more than four standard deviations below the mean after 2003, which is unique over the whole period. Second, this decrease in WSC coincides with a rapid decline in sea ice extent over the Arctic.
[51] It is worth noting that if a relationship between sea level and changes in the Beaufort Gyre exists, the decline in sea level after 2003 should also be observed in other tide gauge records in the Amerasian basin. Hence, in order to confirm this relationship, we have compared the WSC with both the sea level from the tide gauge record at Prudhoe Bay (in Alaska, see Figure 1b ) and the sea level in the East Siberian Sea (Figure 11b ). We note that the substantial increase in anti-cyclonicity after 2003 coincides in phase with the sea-level decline in both the Prudhoe Bay and the East Siberian Sea. Moreover, the magnitude of the decline is very similar in both regions, as one would expect from a change in the large-scale ocean circulation over the Amerasian basin. This result suggests that the decline in coastal sea level in the Western Arctic Ocean could be part of a large-scale signal related to changes in the strength of the Beaufort Gyre driven by changes in WSC and ice extent.
Summary and Conclusions
[52] In this paper, we have examined inter-annual to decadal sea-level variations from tide gauge records along the Norwegian coast and in the Arctic Ocean, paying particular attention to their relationship with large-scale atmospheric forcing. We have found that the IB effect explains a significant percent of the low pass-filtered (2 year running mean) sea-level variance on the Norwegian coast (36%) and in the Barents (38%), Kara (34%), and Laptev (24%) Seas, while its contribution is almost negligible in the East Siberian and Chukchi Seas. These results are in good agreement with previous findings [Proshutinsky et al., 2004 [Proshutinsky et al., , 2007 Richter et al., 2012a] . The relationship between sea-level and large-scale atmospheric forcing has also been explored by comparing the regional sea-level variability with the AO index. The correlation between sea level and the AO index is significant in all regions except in the East Siberian and Chukchi Seas, even after correcting for the IB effect ( Table 2 ), suggesting that the relationship is not only due to the effect of the atmospheric pressure. The relationship with the AO index is temporally variable, being stronger for the period 1950-1995 and almost vanishing after 1995 in all regions. The lack of correlation after 1995 was already reported in previous studies [Poshutinsky et al., 2007; Henry et al., 2012] . In the Laptev, East Siberian, and Chukchi Seas, the AO index fails to reproduce many of the major features observed during the whole period 1950-2009, not only after 1995.
[53] A comparison of the low pass-filtered sea-level variability in the six regions together with the results of a cross-correlation analysis between regions have shown that, while correlations are significant for all pairs of regions, there are also significant differences. In particular, we have identified two large regions of highly coherent sea-level variability: a first one that includes the Norwegian coast and the Barents and Kara Seas, and a second one that covers the region from the Laptev Sea to the Chukchi Sea, where sea-level variations are relatively larger than in the first region. A remarkable feature is the substantial sea-level increase (~22 cm) [Fetterer et al., 2002] of the Arctic Ocean (blue line) and (b) the IB-corrected sea level in the East Siberian Sea (black line) and from the tide gauge record in Prudhoe Bay (blue line). The vorticity index is also shown (red line). The WSC in Figure 11b has been adjusted so that for the period 2002-2010, it has the same standard deviation as the sea level.
[54] The variability along the Norwegian coast and also in the Barents and Kara Seas is largely due to changes in the longshore wind and to the associated Ekman transport and downwelling, but there is also a significant fraction related to a signal propagating along the eastern boundary of the North Atlantic. This has been demonstrated by reconstructing sea level along the Norwegian coast by combining the effect of the longshore wind with the contribution of this coherent sea-level signal originating on the eastern boundary of the North Atlantic as observed in the tide gauge record at Newlyn (in the Eastern North Atlantic). The correlation between the reconstructed and the observed sea level is 0.84 on the Norwegian coast, which is considerably higher than if only the longshore wind contribution was considered (0.62). The correlation between the sea level and the reconstructed signal is also very high in the Barents (0.76) and Kara Seas (0.72), suggesting that this signal may propagate further north into those regions. We have also investigated the contribution of the steric and mass components of sea level along the Norwegian coast. Our results show that the steric component explains~61% of the IB-corrected sea-level variability.
[55] In the Laptev, East Siberian, and Chukchi Seas, we have shown that sea-level variability is very sensitive to shifts between cyclonic or anti-cyclonic atmospheric circulation. The variability in the cyclonic circulation has been characterized by means of an atmospheric vorticity index, which has been shown to reproduce the major features of the observed sea-level variability over the period 1950-1999, with correlations ranging from 0.73 in the Chukchi Sea to 0.81 in the East Siberian Sea. The relationship between sea level and the vorticity index is established, to a large extent, through the response of the ocean to changes in the longshore wind. We have found that the vorticity index reproduces most of the sea-level increase observed in the East Siberian Sea from 2000 to 2002. However, the good agreement between sea level in the East Siberian Sea and both the vorticity index and the longshore wind disappears after 2002. Particularly interesting is the significant sea-level decline (~15 cm) observed in the East Siberian Sea from 2004 to 2008 despite the fact that both the vorticity index and the longshore wind show a positive trend. We have provided evidence using WSC data over the Western Arctic Ocean and sea level from a tide gauge in the Prudhoe Bay (in Alaska) that such decline in sea level could be related to the strengthening of the Beaufort Gyre in recent years [Proshutinsky et al., 2009; Giles et al., 2012] .
[56] Finally, it is useful to highlight the main results of this study.
[57] 1. We have identified two large areas of high coherence: (a) the Norwegian, Barents, and Kara Seas and (b) the Laptev, East Siberian, and Chukchi Seas.
[58] 2. We have provided evidence of a new contribution to sea-level variability in the Norwegian Sea resulting from the poleward propagation of sea-level fluctuations along the eastern boundary of the North Atlantic. Results suggest that this signal could also affect the Barents and Kara Seas.
[59] 3. Steric sea-level changes explain a significant part of the sea-level variability in the coastal zone of the Norwegian Sea. When quantifying the steric component, it is critical to use T/S observations taken on the eastern side of the NwAC.
[60] 4. We have introduced a vorticity index that explains most of the major features of the sea-level variability in the Laptev, East Siberian, and Chukchi Seas. The relationship between the vorticity index and sea level is largely due to the response of the ocean to the longshore wind.
[ [62] 6. The sea-level increase between 2000 and 2003 in the East Siberian Sea is mostly explained by the vorticity index. However, the subsequent decline from 2004 to 2008 is not reflected in the vorticity index. We have shown that such decline could be related to the strengthening of the Beaufort Gyre observed in recent years.
[63] As a final remark, several studies have attempted to infer the variability of the NwAC using sea-level observations from tide gauge records along the Norwegian coast [Skagseth et al., 2004; Richter et al., 2012b] . Because the transport of the NwAC, especially at the Svinøy section, is largely driven by local wind forcing [Skagseth et al., 2004; Richter et al., 2012b] , and we have provided evidence that sea-level variability along the Norwegian coast has a contribution of Atlantic origin in addition to that from the wind, we propose that taking into account the Atlantic signal (by subtracting it from the tide gauge records) may provide a better estimate of the NwAC.
