We propose a hierarchical correlation clustering method that extends the wellknown correlation clustering to produce hierarchical clusters. We then investigate embedding the respective hierarchy to be used for (tree preserving) embedding and feature extraction. We study the connection of such an embedding to single linkage embedding and minimax distances, and in particular study minimax distances for correlation clustering. Finally, we demonstrate the performance of our methods on several UCI and 20 newsgroup datasets.
Introduction
Data clustering constitutes a fundamental role in unsupervised learning and exploratory data analysis. It is used in many applications such as text processing, image segmentation, data compression, knowledge management, and bioinformatics. The goal of clustering is to partition the data into groups in a way that the objects in the same cluster are more similar according to some criterion, compared to the objects in different clusters.
Some of the clustering methods partition the data into flat clusters (i.e., with no explicit relations among the clusters) for example via minimizing a cost function, whose optimal solution yields K clusters. Instances of these methods are K-means [35] , spectral clustering [45, 40] , game-theoretic (replicator dynamics) clustering [9] and correlation clustering [5] . In many applications, however, the clusters are desired to be extracted at different levels, such that both general and detailed information are preserved. Therefore, hierarchical clustering is useful to produce such structures, which is usually encoded by a dendrogram. A dendrogram is a tree data structure wherein every node represents a cluster and the final nodes (i.e., the nodes connected to only one other node) include only one object. A cluster at a higher level consists of the union of the lower-level clusters, and the inter-cluster distance between them.
Hierarchical clustering can be performed either in an agglomerative (i.e., bottom-up) or in a divisive (i.e., top-down) manner [36] . Agglomerative methods are often computationally more efficient, which makes them more popular in practice [41] . In both approaches, the clusters are combined or divided according to different criteria, e.g., single, complete, average, centroid and Ward. Several methods aim to improve these methods. The work in [2] studies the locality and outer consistency of agglomerative algorithms in an axiomatic way. The works in [31, 33] focus on the statistical significance of hierarchical clustering. [19, 7, 43, 44, 18, 17] investigate optimization methods for hierarchical clustering and propose approximate solutions. K-Linkage in [54] takes into account multiple pairs of distances for a pair of clusters. [4] employs global information to determine the inter-cluster similarities in order to eliminate the influence of noisy similarities, and [12] suggests using agglomerative methods on small dense subsets of the data, instead of the original data objects. The methods in [23, 27] investigate combining agglomerative methods with probabilistic models which then yields an extra computational complexity. Finally, [25, 39, 16] develop efficient but approximate implementations of agglomerative methods. 1 Most of the clustering methods, either flat or hierarchical, assume non-negative pairwise (dis)similarities. A different clustering model, called correlation clustering, assumes that the similarities can be negative as well. This model was first introduced on graphs with only +1 and −1 pairwise similarities [5] , and then it was generalized to graphs with arbitrary positive and negative edge weights [20, 3, 8] . The original model obtains the number of clusters automatically. The variant in [13] limit the number of clusters to fixed K clusters. Semidefinite programming (SDP) relaxation [8, 37] provides tight approximation bounds in particular for maximizing the agreements., although it is computationally inefficient in practice [51] . Then the methods in [11, 51] provide efficient greedy algorithms based on local search and Frank-Wolfe optimization with a fast convergence rate. The recent work [6] proposes an adaptive and active learning paradigm for correlation clustering. However, all of these methods produce flat correlation clusters.
In this paper, we propose a hierarchical correlation clustering (HCC) method that han-dles both positive and negative pairwise (dis)similarities and produces clusters at different levels. To the best of our knowledge, this work is the first generalization of the wellstudied correlation clustering to hierarchical clustering. 2 We then develop tree preserving embedding for HCC, via extending the tree preserving embedding proposed based on the single linkage method [46, 47] . Such an embedding provides the possibility of using HCC for the purpose of computing an embedding and relevant features for a clustering method such as GMM instead of just using HCC for the purpose of hierarchical clustering. Then, as we will see, this enables us to apply a method like GMM for clustering the pairwise dissimilarities with possibly negative values, a problem that was not well-studied before. Furthermore, we consider the tight connection between single linkage method and minimax distances (a distance measure that extract the manifolds and elongated structures) and thereby study in detail the use of minimax distance measure with correlation clustering. We show that using minimax (dis)similarities with correlation clustering not only helps for extracting elongated complex patterns, but also yields a significant reduction in the computational complexity, i.e., from NP-hardness to a polynomial runtime. Finally, we perform experiments on UCI and 20 newsgroup datasets to demonstrate the effectiveness of our methods for both hierarchical clustering and tree preserving embedding.
Notations and Definitions
A dataset is characterized by a set of n objects O = {0, ..., n−1} and a pairwise similarity or dissimilarity matrix. An n × n matrix S ∈ R n×n represents the pairwise similarities between the objects, whereas, the pairwise dissimilarities are shown by matrix D ∈ R n×n . Both similarities and dissimilarities can be positive or negative. We assume D = −S, i.e., the pairwise dissimilarities are obtained by the negation of the similarities and vice versa. The objects and the pairwise (dis)similarities are represented by a graph G = (O, S) or G = (O, D). A cluster is represented by a vector e.g., v, which includes the set of the objects belong to the cluster. The function dist(u, v) denotes the inter-cluster distance between clusters u and v that can be defined according to different criteria. A hierarchical clustering solution can be represented by a dendrogram D defined as a rooted ordered tree such that, 1. each node v in D includes a non-empty subset of the objects corresponding to a cluster, i.e., v ⊆ O, |v| > 0, ∀v ∈ D, and 2. the overlapping clusters are ordered, i.e., ∀u
The clusters at the lowest level, called the final clusters are the individual objects, i.e., cluster v is final if and only if |v| = 1. A cluster at a higher level contains the union of the objects of its children. The root of a dendrogram is defined as the cluster at the highest level which has the maximum size, i.e., all other clusters are its descendants. linkage(v) returns the dissimilarity between the children of v ∈ D based on the criterion used to compute the dendrogram (dist(c l , c r ) where c l and c r indicate the two child clusters of v). For simplicity of explanation, we sometimes may assume each cluster has two children. The level of cluster v, i.e., level(v) is determined by max(level(c l ), level(c r )) + 1. For the final clusters, the level() and dist() functions return 0. Every connected subtree of D whose final clusters contain only individual objects from O constitutes a dendrogram on this subset of objects. We use D D to refer to the set of all (sub)dendrograms obtained from D.
Hierarchical Correlation Clustering
Agglomerative methods begin with each object in a separate cluster, and then at each round, combine the two clusters that have a minimal dissimilarity according to a criterion (defined by the dist(., .) function) until only one cluster remains. For example, the single linkage (SL) criterion [48] defines the dissimilarity between two clusters as the dissimilarity between their nearest members (dist(u, v) = min i∈u,j∈v D i,j ), whereas, complete linkage (CL) [32] uses the dissimilarity between their farthest members (dist(u, v) = max i∈u,j∈v D i,j ). On the other hand, the average linkage (AL) criterion [49] considers the average of the inter-cluster dissimilarities as the dissimilarity between the two clusters (dist(u, v) = i∈u,j∈v D i,j |u||v| ). These methods which perform based on pairwise intercluster dissimilarities, can be shown to be shift-invariant, as mentioned in Theorem 1. Therefore, we can still employ these methods even with possibly negative pairwise dissimilarities as shifting the pairwise dissimilarities (by a large enough constant) to make them non-negative does not change the solution. 3 Clustering with both positive and negative dissimilarities is dealt with correlation clustering. Thus, despite the applicability of single linkage, average linkage and complete linkage methods, we propose a novel hierarchical clustering consistent with the standard correlation clustering, called Hierarchical Correlation Clustering (HCC). As our experiments confirm, our method outperforms the other methods when applied to pairwise (dis)similarities with possibly negative values.
Let us assume the number of clusters in flat (standard) correlation clustering is K. Then, the cost function is written by [13] 
where v k 's indicate the different clusters. We may rewrite the cost function as
We then have
Therefore, correlation clustering aims to minimize the inter-cluster similarities, and in other words, to maximize the inter-cluster dissimilarities. This inspires us an effective method for hierarchical (agglomerative) correlation clustering of positive and negative (dis)similarities. At each step, we merge the two clusters that have a minimal dissimilarity (or a maximal similarity), where we define the dissimilarity between the two clusters u and v according to
Algorithm 1 describes hierarchical correlation clustering (HCC) in detail. The algorithm at the beginning assumes n singleton clusters, one for every object. For each cluster, it obtains the nearest cluster and the respective similarity. The algorithm then iteratively performs the following steps. i) Finds the two nearest clusters according to the dissimilarity measure in Eq. 4. ii) Merges the respective clusters to build a new cluster at a higher level. iii) Updates the inter-cluster similarity matrix S, the nearest neighbor vector nn ind and the respective similarities nn sim. 4 
Embedding of Hierarchical Correlation Clustering
Many graph-based clustering methods can be written in a matrix factorization form via spectral K-means [22] . This induces an embedding that provides clustering in a feature space. However, such results are less known for correlation clustering. [52] studies the connection between correlation clustering and low-rank (positive semidefinite) similarity matrices, where the problem for general similarity matrices remains intractable. On the other hand, for the specific form of single linkage method tree preserving embedding [46, 47] computes an embedding that preserves the single linkage dendrogram.
Algorithm 1 Hierarchical Correlation Clustering.
Require: A set of n objects O = {0, ..., n − 1} and the pairwise similarities S.
for all i ∈ {0, ..., n c} do 10: n c = n c − 1 21: Remove(nn ind[v]) 22: Remove(nn sim[u]) 23: Update (nn ind) 24: Update (nn sim) 25: Append(nn ind, arg max j S[n c, j]) 26: Append(nn sim, max j S[n c, j]) 27: end while Return the intermediate clusters and the dendrogram.
Thereby, in this section, we develop an embedding for hierarchical correlation clustering. We first introduce distance measures from a dendrogram, and then investigate the embedding of such a distance measure.
Distance measures from a dendrogram
We consider a generalized variant of the level() function over a dendrogram. We define any function f (v) that satisfies the following conditions to be a generalized level function.
It is obvious that the standard level() function satisfies these conditions. We use v * ij to denote the cluster at the lowest level that includes both i and j, i.e.,
Given dendrogram D, each cluster v ∈ D represents the root of a dendrogram D ∈ D D . Thereby, D takes the properties of its root cluster, i.e., f (D ) = max v∈D f (v) and linkage(D ) = max v∈D linkage(v), since the root cluster has the maximum linkage and level among the clusters in D .
We define the following generic distance measure over dendrogram D, where D D ij indicates the pairwise dendrogram-based distance between the pair of objects i, j ∈ O.
Intuitively, Eq. 6 finds the (generalized) level of the smallest dendrogram that contains both i and j. The specific form of D D depends on the choice of the level function f (D ). As we will see later, some choices for f (D ) in Eq. 6 would be linkage(D ) and level(D ).
Embedding of dendrogram distances
The generic distance measure defined in Eq. 6 yields an n×n matrix of pairwise dendrogrambased distances between objects. However, many machine learning algorithms perform on a vector-based representation of the objects, instead of the pairwise distances. For instance, mixture density estimation methods such as Gaussian Mixture Models (GMMs) fall in this category. Vectors provide the most basic form of data representation, as they induce a bijective map between the objects and the measurements, such that a broad range of numerical machine learning methods can be employed with them. Moreover, feature selection is more straightforward with vectors. Hence, we compute an embedding of the objects into a new space, so that their pairwise squared Euclidean distances in the new space equal to their pairwise distances obtained from the dendrogram. For this purpose, we first investigate the feasibility of such an embedding. Theorem 2 verifies the existence of an L 2 2 embedding for the distance measure defined in Eq. 6.
Theorem 2. Given the dendrogram D computed from the input data D by HCC, the matrix of pairwise distances D D obtained via Eq. 6 induces an L 2 2 embedding, such that there exists a new vector space for the set of objects O wherein the pairwise squared Euclidean distances equal to D D ij 's in the original data space.
After assuring the existence of such an embedding, we can use any method to compute it. In particular, we use the method proposed in [55] known also as multidimensional scaling [38] . This method proposes first centering D D to obtain a Mercer kernel and then performing an eigenvalue decomposition:
where A is obtained by A = I n − 1 n e n e T n and e n is an n−dimensional constant vector of 1's and I n is an identity matrix of size n × n.
2) With this transformation, W D becomes a positive semidefinite matrix. Thus, we de-
, where l shows the dimensionality of the new vectors.
The new dimensions are ordered according to the respective eigenvalues and one might choose only the first most representative ones, instead of taking all. Thus, feature selection is another advantage of computing such an embedding.
Tree Preserving Embedding and Minimax Distances
Minimax distances which correspond to the minimal largest gap between the objects in a distance-weighted graph, are tightly related to the tree preserving embedding w.r.t. single linkage hierarchical clustering proposed in [46, 47] .
Given graph G(O, D), the minimax (MM) dissimilarity between i and j is defined as
where P ij (G) is the set of all paths between i and j over graph G(O, D). Each path p is specified by a sequence of object indices, i.e., p(l) indicates the l th object on the path. Minimax distances enable a clustering algorithm to capture the underlying patterns and manifolds in an unsupervised and nonparametric way via extraditing the transitive relations [30, 10] . For example if object i is similar to object j, j is similar to k, and k is similar to l, then the minimax distance of i and l will be small, even though their direct distance might be large. The reason is that minimax distance measure finds the connectivity path i → j → k → l and connects i and l via this path. This property is very helpful in finding elongated clusters and manifolds of arbitrary shapes in an unsupervised way.
Minimax distances, single linkage and HCC
First, we study the connection between single linkage hierarchical clustering and minimax distance measures. In particular, Proposition 1 shows that given the pairwise dissimilarity matrix D, the minimax distance between objects i and j is equivalent to D D ij where the dendrogram is produced with single linkage criterion and D D ij is obtained by
i.e., f (D ) in Eq. 6 is replaced by linkage(D ). This choice of the f (.) function makes sense for single linkage dendrogram, even if the original dissimilarity matrix D contains negative values. Using Theorem 1, one can sufficiently shift the pairwise dissimilarities to make all of them nonnegative, without changing the structure of the dendrogram and the order of the clusters. Therefore, the aforementioned conditions for a valid f (.) function are satisfied.
However, for the HCC dendrogram, the linkage function might not satisfy the conditions for the generalized level function f (.). For example, consider a set of n objects where all the pairwise similarities are +1, i.e., the dissimilarities are always −1. Thus the linkage function will be always negative which would violate the conditions of f (.). We know that f (.) must be 0 for the final clusters and cannot be smaller for the clusters at higher levels.
On the other hand, the HCC linkage dist CC () is not shift invariant, i.e., we cannot use the shift trick in Theorem 1. Let D α show the shifted pairwise dissimilarities, i.e.,
Thus, assuming α > 0, this shift will induce a bias for the HCC linkage to choose smaller clusters or unbalanced clusters in size. Therefore, for this tree preserving embedding, we use the simple level() function that satisfies the necessary conditions. Then, D D ij is computed by
Correlation clustering and minimax distances
Finally, inspired from the tight connection between single linkage and minimax distances, we study the use of minimax distances with correlation clustering. Mimimax distances are usually defined on nonnegative pairwise dissimilarities, a requirement that is mainly used for an Euclidean embedding. However, in the case of possibly negative dissimilarities, we may use a similar trick to Theorem 1. As shown in Lemma 1, minimax paths are invariant w.r.t. the shift of the pairwise dissimilarities D. However, for the particular model of correlation clustering, there is a more straightforward way to compute the minimax distances to be used with correlation clustering. Theorem 3 reveals that correlation clustering on minimax similarities is tractable in polynomial time and corresponds to computing the connected components of the unweighted graph G(O, S ), where the similarity matrix S is obtained by As mentioned, correlation clustering on arbitrary similarity matrix S is NP-hard [5, 20] and even is APX-hard [20] . Therefore, using minimax (dis)similarities with correlation clustering not only helps for extracting elongated complex patterns, but also yields a significant reduction in the computational complexity, i.e., from NP-hardness to a polynomial runtime.
Among the approximate algorithms for correlation clustering on complete and discrete graphs, the method in [3] provides a 3-approximation solution. Starting from a random unclustered object in the graph, this method greedily finds its positive neighbors (those with +1 similarity) to construct a new cluster together. Then, it repeats the this procedure for the unclustered objects. We can show that in the optimal solution of correlation clustering on graph G(O, S M M ) exactly only the positive neighbors of every object will be in the same cluster as the object is, i.e., interestingly the 3-factor approximation algorithm in [3] becomes exact when applied to G(O, S M M ) (Proposition 2). Proposition 2. Assume the edge weights of graph G(O, S) are either +1 or −1. Then, the approximate algorithm in [3] is exact when applied to the minimax similarities, i.e., to graph G(O, S M M ). Figure 1 : MI score of hierarchical clustering methods applied to different UCI datasets. HCC significantly yields the best results.
Experiments
In this section, we describe the different experimental results on UCI and 20 newsgroup datasets. We compare HCC with single linkage (SL), complete linkage (CL) and average linkage (AL). As mentioned, there are several improvements over these basic methods. However, such contributions are orthogonal to our contribution. On the other hand, it is (a) Breast Tissue unclear how such improvements can be extended to the dissimilarities that can be both positive and negative.
To evaluate a hierarchical clustering solution, cophenetic correlation [50] is sometimes used, which measures the correlation between the dendrogram and the base dissimilarities between the objects. However, this measure has several issues, e.g., i) it takes only the direct dissimilarities into account and discards the manifolds and elongated structures, and ii) it is sensitive to the way the inter-cluster dissimilarities are computed. For example, the two single and average linkage methods might result in identical dendrograms, but their cophenetic correlation could significantly differ, as they compute different type of dissimilarities between the clusters.
In our experiments, we have access to the ground-truth. Thus, we can remove the last K − 1 linkages of a dendrogram to produce K clusters. Then, we compare the true and the estimated clusters according to three criteria: i) Normalized Mutual Information (MI) [53] that measures the mutual information between the ground-truth and the estimated clustering solutions, ii) Normalized Rand score (Rand) [29] that obtains the similarity between the two solutions, and iii) V-measure (V) [42] computes the harmonic mean of homogeneity and completeness.
We compute the normalized variant of these measures where they yield zero for randomly estimated clusteringd and any positive score implies a (partially) correct solution. 
HCC on UCI data
We first investigate the hierarchical correlation clustering on several UCI datasets. 5 1. Breast Tissue: includes electrical impedance measurements of freshly excised 106 tissue samples from the breast. The number of clusters is 6. 2. Cardiotocography: contains 2126 measurements of fetal heart rate and uterine contraction features on cardiotocograms in 10 clusters. 3. Image Segmentation: contains 2310 samples from images of 7 outdoor clusters. 4. ISOLET: 7797 samples consisting of spoken attributes of different letters. 5. Leaf : 340 digital images of leaf specimens originating from 40 different plant species (clusters) each described by 16 attributes. 6. One-Hundred Plant: 1600 samples of leafs each described by 64 features, from in total 100 types (clusters).
We assume an oracle has access to the ground-truth labels c * i , but it reveals the pairwise similarities S according to the (flip) noise parameter η. If c * i = c * j then S i,j = U(0, 1) with probability 1 − η and S i,j = U(−1, 0) with probability η. If c * i = c * j then S i,j = U(−1, 0) with probability 1 − η and S i,j = U(0, 1) with probability η. The function U(., .) returns a uniform random number within the specified range. For each η we repeat the experiments 20 times and report the average results. Figures 1 and 2 show the results on different datasets w.r.t. various η, respectively for MI and for Rand score measures (V-measure exhibits very similar results). We observe that among the different methods, HCC performs significantly better than the other methods and demonstrates more robust clustering w.r.t. η. The results on Leaf and One-Hundred Plant are worse with all the methods. The reason is that these datasets are complex, having many clusters (40 and 100 clusters) and fairly a small number of objects per cluster.
HCC on 20 newsgroup data
In the following, we study the performance of different methods on several subsets of 20 newsgroup data collection. 1. news1: all the documents of the categories 'misc.forsale', 'rec.motorcycles', 'talk.politics.mideast', 'sci.med'. 2. news2: all the documents of the categories 'alt.atheism', 'comp.sys.mac.hardware', 'sci.electronics', 'soc.religion.christian'. 3. news3: all the documents of the categories 'sci.space', 'soc.religion.christian' . 4. news4: all the documents of the categories 'comp.graphics', 'rec.sport.baseball', 'talk.politics.guns'.
For each dataset, we compute the TF-IDF vectors of the documents and apply PCA with 50 principal components. 6 We then obtain the similarity between every two documents via the cosine similarity between their respective PCA vectors, which is a number in [−1, +1]. We then investigate the different hierarchical clustering methods. Table 1 shows the results w.r.t. different evaluation measures. Among the different methods, HCC usually yields the best results, and AL is the second best choice.
Tree preserving embedding
In this section, we investigate tree preserving feature extraction and embedding. As explained before, tree preserving embedding and minimax distances correspond to computing a dendrogram according to single linkage and then embedding the respective distances, which we then extended it to HCC. We use the embedding induced by each of the methods (single linkage or HCC) for clustering via a Gaussian Mixture Model (GMM). This kind of embedding enables us to apply methods such as GMMs to positive and negative similarities. In this experiment, after computing the embeddings, we apply GMM with the known number of clusters (base Gaussians) and compare the estimated clustering solution with the ground-truth solution w.r.t. the aforementioned evaluation measures. Table 2 shows the results on different 20 newsgroup datasets. We observe that the embeddings obtained by HCC (i.e., HCC+GMM) yield significantly better results than the tree preserving (minimax) embeddings (i.e., SL+GMM). It is notable that the results of HCC embedding + GMM are even better than the results in Table 1 for HCC alone, as shown at the last row of Table 2 . This observation justifies that using HCC for the purpose of computing an embedding (relevant features) for a clustering method such as GMM might yield better results than just using HCC for the purpose of hierarchical clustering (and cutting the last K − 1 linkages to produce K clusters). This verifies why tree preserving embedding can be useful in general.
We observe consistent results on the UCI datasets. On the other hand, due to the generic embedding feasibility provided by Theorem 2, all the agglomerative methods can be used for tree preserving embedding. However, in the comparisons we mainly focused on single linkage embedding in order to be consistent with [46, 47] and with the minimax distance embedding. In Table 3 we investigate the embeddings obtained by different dendrograms. Such embeddings are used as the features to apply GMM for clustering. We compare this with the case where the dendrograms are directly used for clustering. We observe that often computing the features (embedding) from the dendrograms and combining it with GMM improves the results. These results, consistent with the results on 20 newsgroup datasets, demonstrate the benefit of extracting features from the dendrograms according to the proposed approach.
Conclusion
We extended the well-known correlation clustering to a hierarchical correlation clustering method called HCC. We then developed a generic framework for embedding the HCC dendrogram. Such an embedding provides extracting useful features to apply for example a GMM for clustering. In the following, inspired by the tight connection between single linkage method and minimax distances, we studied the use of minimax distance measure with correlation clustering and showed that this yields a significant reduction in the computational complexity, in addition to a possibility for extracting elongated manifolds. Finally, we demonstrated the effectiveness of our methods with experiments on UCI and 20 newsgroup datasets.
Proofs

Proof of Theorem 1
Proof. Let us show the shifted pairwise dissimilarities by D α , i.e., D α i,j = D i,j +α, ∀i, j ∈ O.
• By shifting all the pairwise dissimilarities by α, the dist(u, v) function in single linkage is defined as
Thus, if dist(u, v) ≤ dist(u, w) holds w.r.t. D, then it holds w.r.t. D α as well and vice versa, as they differ only by a constant in both sides on the inequality. Thus, shifting the pairwise dissimilarities by α does not change the order of merging the intermediate clusters and hence the final dendrogram will stay the same.
• By shifting all the pairwise dissimilarities by α, the dist(u, v) function in complete linkage is defined as
Thus, with the same argument as with single linkage, shifting the pairwise dissimilarities by α does not change the final complete linkage dendrogram.
• By shifting all the pairwise dissimilarities by α, the dist(u, v) function in average linkage is defined as
Thus, we use the same argument as in with single linkage and complete linkage, and conclude that shifting the pairwise dissimilarities by α does not change the final average linkage dendrogram.
Proof of Theorem 2
Proof. First, we show that the matrix D D yields an ultrametric. The conditions to be satisfied are:
1. ∀i, j : D D ij = 0 if and only if i = j. We investigate each of the conditions separately.
On the other hand, we may assume ∀i = j, D ij = 0 (we may add a small random perturbation for the zero pairwise dissimilarities), i.e., f
. We first consider D D ik where we investigate the two following cases: (Figure 3(a) ), then D D ik does not yield a contradiction. ii) If D D ij > D D ik , then i and k join earlier than i and j, i.e., f
. In a similar way, by investigating D D jk a similar conclusion holds. Thereby, we conclude,
On the other hand, one can show that an ultrametric induces an L 2 2 embedding [21] . Therefore, D D represents the pairwise squared Euclidean distances in a new vector space.
Proof of Proposition 1
Proof. It can be shown that the pairwise minimax distances on an arbitrary graph equal to the pairwise minimax distances on 'any' minimum spanning tree computed from the graph. The proof is similar to the maximum capacity problem [28] . Thereby, the minimax distances are obtained by Figure 3 : The ultrametric property of D D , where we show ∀i, j, k :
where p ij indicates the (only) path between i and j. To obtain the minimax distances D M M ij , we select the maximal edge weight on the only path between i and j on the minimum spanning tree.
On the other hand, single linkage method and the Kruskal's minimum spanning tree algorithm are equivalent [24] . Thus, the dendrogram D sufficiently contains the pairwise minimax distances. Now, we only need to show that the minimax distances in Eq. 15 equal the distances defined in Eq. 8, i.e., D D ij is the largest edge weight on the path between i and j in the hierarchy.
Given i, j, let
Then, D * represents a minimum spanning subtree, which includes a path between i and j (because the root cluster of D * contains both i and j) and it is consistent with a complete minimum spanning on all the objects. On the other hand, we know that for each pair of clusters u, v ∈ D * which have direct or indirect parent-child relation, we have,
. This implies the linkage of the root cluster of D * represents the maximal edge weight on the path between i and j represented by the dendrogram D. Thus, D D ij represents D M M ij and the proof is complete.
Proof of Lemma 1
Proof. According to Proposition 1 minimax distances correspond to building a single linkage dendrogram which is shift-invariant according to Theorem 1. Therefore, by shifting the pairwise dissimilarities by α, there will be no change in the paths between the clusters of single linkage dendrogram, nor in the paths representing the minimax distances.
Proof of Theorem 3
Proof. In a graph, we define a path between i and j to be positive if all the edge weights on the path are positive. Then we have the following.
1. In a general graph G(O, S), it can be shown that (necessary but sufficient) in the optimal solution of correlation clustering, if the two objects i and j are in the same cluster, then there is at least one positive path between then (the proof can be done by contradiction; if there is no such a path, then the two objects should be in separate clusters in order to avoid the increase in the cost function).
2. Whenever there is a positive path between i and j, then their minimax similarity S M M i,j will be necessarily positive as well. Therefore, when we apply correlation clustering to graph G(O, S M M ), all the intra-cluster similarities of the optimal clusters will be positive. This corresponds to having a positive path between every two objects that are in the same optimal cluster (i.e., there are in the same connected component of G(O, S )).
3. We can also deduce that when we apply correlation clustering to graph G(O, S M M ), then for any optimal cluster c, there is no object i / ∈ c such that i has a positive path to an object in c. Otherwise i and all the other objects outside c with positive paths to i would have positive paths to all the objects in c such that all of them should be clustered together. Now we study the connection of connected components of graph G(O, S ) to the optimal correlation clustering on G(O, S M M ).
• There is a positive path between every two objects in a connected component of G(O, S ). Thus, they are in the same optimal cluster of G(O, S M M ).
• If two nodes i and j are at two different connected components, then there is no positive path between them either on G(O, S ) or on G(O, S M M ). Thus, they cannot be at the same cluster if we apply correlation clustering on G(O, S M M ).
Thus, we conclude that the connected components of G(O, S ) correspond to the optimal correlation clustering on graph G(O, S M M ).
Proof of Proposition 2
Proof. The approximate algorithm in [3] iteratively picks an unclustered object and its positive neighbors as a new cluster. According to Theorem 3, the optimal solution of correlation clustering applied to G(O, S M M ) corresponds to extracting the connected components of graph G(O, S ), where S is defined in Eq. 11.
Thus it is sufficient to show the following. i) If the algorithm in [3] 
