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1. Вступ
Вирішення задач обробки сигналів, зокрема ви-
явлення, розпізнавання, фільтрація та оцінка пара-
метрів на тлі різноманітних завад характеризується 
застосуванням широкого кола методів та алгоритмів. 
Найбільш повною моделлю взаємодії сигналів та завад 
є адитивно–мультиплікативна модель, яка характер-
на для багатьох практичних випадків проходження 
сигналів по каналах зв’язку. Адитивно–мультипліка-
тивні завади виникають у випадках, коли параметри 
системи передачі або властивості середовища, в якому 
поширюються сигнали, зазнають випадкових змін в 
часі [1].
Одним з прикладів адитивно – мультиплікативної 
завади є завмирання сигналу при прийомі коротких 
хвиль, так звані федінги. Інтерференційний механізм 
цього явища надзвичайно чутливий до незначних змін 
умов поширення радіосигналу. Так, наприклад, ви-
користовувані в стільниковому зв’язку дециметрові 
радіохвилі слабо огинають перешкоди, зазнаючи при 
цьому численних відбиттів від навколишніх об’єктів 
та поверхонь. Наслідками такого багатопроменевого 
поширення є швидке спадання інтенсивності прийня-
того сигналу з відстанню, завмирання та викривлення 
результуючого сигналу. Основну неприємність ста-
новлять саме завмирання, оскільки вони бувають до-
сить глибокими, і при цьому відношення сигнал/шум 
падає настільки сильно, що корисна інформація може 
суттєво спотворюватися шумами, навіть до повної її 
втрати [2].
Поставлена задача обробки сигналів суттєво 
ускладнюється при розгляді негаусівської завади, при-
чому як адитивного, так і мультиплікативного харак-
теру. Тому актуальною задачею залишається розробка 
методів та засобів статистичної обробки сигналів на 
тлі адитивно – мультиплікативних негаусівських за-
вад в радіолокації, гідролокації, геофізиці, системах 
стільникового зв’язку.
Для розв’язання поставленої задачі існує добре 
розроблена теорія перевірки статистичних гіпотез, 
яка базується на застосуванні ймовірнісних критеріїв 
якості [3]. На практиці широкого поширення набули 
гаусівські моделі випадкових процесів, які, з одного 
боку, є зручною математичною ідеалізацією, а з іншо-
го боку, не відображають тонкої структури реальних 
природних процесів [4]. Тому для підвищення точно-
сті виявлення, необхідно використовувати саме негау-
сівські моделі сигналів та завад. Однак, використання 
класичних критеріїв якості для обробки негаусівських 
сигналів та процесів, викликає ряд труднощів, пов’яза-
них з побудовою складних алгоритмів та їх практич-
ною реалізацією. В якості вирішення даної проблеми 
можливе використання альтернативного підходу до 
опису випадкових величин, зокрема моментно – куму-
лянтного опису [5].
На основі такого опису розроблені моментні крите-
рії якості, які дозволяють успішно розв’язувати задачі 
по виявленню сигналів на тлі адитивної взаємодії не-
гаусівських завад [6 - 9].
Пропонується адаптація моментного критерію мі-
німуму верхньої границі ймовірностей помилок [7], 
що базується на використанні степеневих стохастич-
них поліномів [10].
Метою роботи є підвищення ефективності систем 
виявлення радіосигналів на основі застосування сто-
хастичних поліноміальних вирішальних правил, мо-
ментного критерію якості перевірки статистичних гі-
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потез та моментно–кумулянтного опису випадкових 
величин для адитивно-мультиплікативних моделей 
негаусівських завад.
2. Постановка задачі
Нехай на вході системи спостерігається ви-
падковий сигнал ξ( )t . Обробці підлягає вибірка 

E E E En= { }1 2, ,...  розмірністю n  із послідовності неза-
лежних і неоднаково розподілених випадкових вели-
чин, по результатам якої необхідно винести рішення 
про реалізацію однієї з двох гіпотез: H1  – прийнято 
сигнал ξ ηt a t S t t( ) = +( ) +0 ∆( ) ( ) ( )  або H0  – прийнято 
заваду ξ ηt t( ) = ( ) , де S t a r t t( ) ( ) cos= ⋅ ⋅ +( )ω ϕ0 0  – корис-
ний радіосигнал з амплітудою a , огинаючою радіосиг-
налу r t( )  та частотою і фазою ω0 , φ0  відповідно, який 
адитивно зв’язаний зі стаціонарною негаусівською за-
вадою η( )t , що має нульове математичне сподівання, 
характеризується дисперсією χ2  та кумулянтними 
коефіцієнтами γ γ γ3 4 2, , , s  та мультиплікативно зв’я-
заний з негаусівською стаціонарною завадою ∆( )t , що 
має відмінне від нуля математичне сподівання a0  та 
характеризується дисперсією µ2  та кумулянтними 
коефіцієнтами β β β3 4 2, , , s .
При заміні безперервного часу спостереження t  на 
дискретні відліки v , здійсненні з сигналу та враху-
ванні стаціонарності адитивної та мультиплікативної 
складової завад, отримаємо їх дискретні значення для 
відповідних гіпотез:
H1 : ξ ηv va S= +( ) +0 ∆ , S a r vv v= ⋅ ⋅ +( )cos ω ϕ0 0 ,
H0 : ξ ηv = .
Вирішальне правило (ВП) виявлення радіосигна-
лів на тлі адитивно– мультиплікативних негаусівсь-
ких завад, побудоване за моментним критерієм міні-
муму верхньої границі ймовірностей помилок, являє 
собою стохастичний степеневий поліном кінцевого 
порядку s  [6, 7]:
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де xv  - вибіркові значення розмірністю n , невідомі 
коефіцієнти k0  задаються у вигляді:
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1
2
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а коефіцієнти kiv  знаходяться з умови мінімуму 
критерію верхньої границі ймовірностей помилок:
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де E Gi sn i sn( ) ( ),  – математичне сподівання й дис-
персія ВП (1) при гіпотезі Hi , i = 0 1, , які залежать від 
кількості вибіркових значень n , степені полінома s  і 
мають вигляд:
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де F Hi j v,( ) ( )0 , F Hi j v,( ) ( )1  – корелянти розмірністю i j,( )  
при гіпотезі H0  й H1  відповідно для v -го вибіркового 
значення, miv , uiv  – початкові моменти при гіпотезах 
H1  та H0  відповідно.
Система рівнянь для визначення невідомих коефі-
цієнтів kiv  ВП (1) знаходиться з мінімуму функціона-
ла (3) і має вигляд:
k F H F H m ujv i j v i j v
j
s
iv iv, ,( ) ( )
=
( )+ ( )  = −∑ 0 1
1
, i j s, ,= 1 , v n= 1, . (6)
Адаптація моментного критерію якості (3) полягає 
в знаходженні оптимальних коефіцієнтів ВП (1) згідно 
представленої моделі сигналу та завади.
Для оцінки ефективності синтезованих ВП викори-
стовується значення критерію Ku G Esn ,[ ] . Чим менше 
його значення, тим менші ймовірності верхніх границь 
помилок першого й другого роду ВП (1) і відповідно, 
ефективніші алгоритм обробки вибіркових значень.
Використовуючи поліноміальні ВП та моментно-
кумулянтний опис випадкових величин, проведена 
побудова поліноміальних алгоритмів виявлення ра-
діосигналів на базі стохастичних поліномів степені s = 1 3...  
та здійснений аналіз їхньої ефективності.
3. Отримання основних результатів
Розглянемо задачу побудови поліноміальних ВП 
для виявлення радіосигналів на тлі негаусівських за-
вад.
Апріорна інформація про радіосигнал S t( ) , ади-
тивну заваду η  та мультиплікативну заваду ∆  базу-
ється на використанні моментно–кумулянтного опису 
сигналів, що приймаються на тлі негаусівських завад.
Моментно–кумулянтний опис випадкових ве-
личин до шостого порядку при реалізації гіпотези 
H0  має вигляд:
u1 0= ,  u2 2= χ ,  u3 3 23 2= γ χ / ,  u4 22 43= +( )χ γ ,
u5 2
5 2= +( )χ γ γ/ 10 ,3 5  u6 23= + + +( )χ γ γ γ10 15 1532 4 6 ,
де γ 3 , γ 4  – кумулянтні коефіцієнти адитивної не-
гаусової завади η,  які характеризують її асиметрію та 
ексцес.
Початкові моменти випадкової величини при реа-
лізації гіпотези H1  матимуть вигляд:
m v1 = a e q0 v 2χ ,
m v2 = + +( )χ µ2 02 v2 v2 21 qa e qe ,
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де e r vv v= ⋅ +( )cos ω ϕ0 0 , q a=
2
2χ
 – відношення сиг-
нал/шум по потужності, a0  – математичне сподівання 
мультиплікативної завади ∆ , µ2  – дисперсія мульти-
плікативної завади, β3 , β4  – кумулянтні коефіцієнти 
мультиплікативної негаусової завади ∆ , які характе-
ризують її асиметрію та ексцес.
Центровані корелянти F Hi j v,( ) ( )0 , F Hi j v,( ) ( )1  визнача-
ються згідно виразів:
F H u u ui j v i j i j, ,( ) +( ) = −0  F H m m mi j v i j v i v j v, ,( ) +( ) ( ) ( )( ) = −1  
i j n, , ,= 1  v n= 1,
і для гіпотези H0  мають вигляд:
F H1,1 0( ) ( ) =v χ2,  F H F H1,2 0 2,1 0( ) ( )( ) = ( ) =v v γ χ3 23/2,
F H F H1,3 0 3,1 0( ) ( )( ) = ( ) = +( )v v χ γ22 43 ,  F H2,2 0( ) ( ) = +( )v χ γ22 42 ,
F H F H2,3 0 3,2 0( ) ( )( ) = ( ) = +( )v v χ γ γ25/2 3 59 ,
F H3,3 0( ) ( ) = + + +( )v χ γ γ γ23 32 4 615 9 15 ,
а для гіпотези H1  запишуться як:
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Розглянемо побудову ВП виявлення радіосигналів 
при різних значеннях степеня s  стохастичного полі-
ному (1).
Наведемо алгоритм синтезу ВП при степені стоха-
стичного полінома s = 1. В загальному випадку таке 
ВП матиме вигляд:
Λ x k x kv n v v
v
n
H
H
( ) = + ><( )=∑1 11 0
0
1
0.
Показано, що k v1  знаходиться з системи рівнянь 
(6) та має вид:
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2 2µ χ
.
Математичні сподівання та дисперсії ВП при гіпо-
тезах H0  та H1 , знаходяться з виразів (4), (5) відповід-
но, та мають вигляд:
E n0 1 0( ) = ,  E
e
en
v
vv
n
1 1
2
2
1
( )
=
=
+∑
qa
2 q
0
2
2µ
,
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e
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0 1
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e e
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v v
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2 2
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2
2
2
µ
µ
.
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Таким чином, ВП при s = 1 , використовуючи (2), 
має вигляд: 
Λ x e
e
x
e
ev n
v
v
v
v
n
v
v
H
H
( ) =
+( ) − +
>
<=
∑1 2
1
2
24 2
0
0
1
a q
2 q
qa
q
0
2 2
0
2
2µ χ µ
.  (7)
Показано, що верхня границя ймовірностей поми-
лок першого й другого роду ВП, або значення критерію 
Ku n1 , знаходиться з виразу (3) та має вигляд:
Ku
e e
e
e
e
n
v v
vv
n
v
vv
n
1
2 2
2
1
2
2
1
2
=
+( )
+( )
+
=
=
∑
∑
qa q
2 q
qa
2 q
0
2
2
2
2
0
2
2
µ
µ
µ




2 .  (8)
Отримане лінійне ВП (7) не враховує негаусовість 
завад, що впливають на корисний сигнал, тому збіль-
шимо степінь полінома до s = 2  та синтезуємо ВП, яке 
буде враховувати кумулянтні коефіцієнти асиметрії 
γ 3  і ексцесу γ 4  адитивної завади та кумулянтні кое-
фіцієнти асиметрії β3  і ексцесу β4  мультиплікативної 
завади.
При степені стохастичного полінома s = 2 , отрима-
ємо ВП, що в загальному випадку буде мати вигляд:
Λ x k x k x kv n v v
n
v v
n
H
H
( ) = + + ><( )= ( )=∑ ∑2 11 2
2
1
0
0
1
0
ν ν
.  (9)
Невідомі коефіцієнти k v1( )  та k v2( )  знаходяться з 
системи рівнянь (6) та після алгебраїчних перетворень 
приймуть вид:
Математичні сподівання та дисперсії ВП при гіпо-
тезах H0  та H1 , знаходяться з виразів (4), (5) відповід-
но, та мають вигляд:
E kn v
v
n
0 2 2 2
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2 q2 ×(
× + +( ) + +( ))e 4qa e 1 qe 4a qe q ev4 4 22 02 v2 v2 2 0 v 3 2 v4 3 23/2β µ µ γ β µ .
Значення критерію Ku n2  знаходиться з виразу (3) 
та має вигляд:
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Аналізуючи вираз (10), можемо сказати, що значен-
ня критерію Ku n2  залежить не лише від відношення 
сигнал/шум q  та дисперсії мультиплікативної за-
вади µ2 , але й від значень кумулянтних коефіцієнтів 
адитивної та мультиплікативної складової 
завад.
Аналогічно отримано ВП та його ха-
рактеристики при степені поліному ВП 
s = 3 .
Рис. 1. Структурна схема алгоритму 
виявлення постійного сигналу з
                        застосуванням поліноміальних ВП
                        при степені стохастичного полінома
                   s = 1 3...
На рис. 1 приведена структурна схема реалізації 
ВП при степені стохастичного полінома s = 1 3... .  Схе-
ма складається з блоку обробки вибіркових значень 
сигналу (БО), простих структурних одиниць, які ре-
алізують виконання операцій множення і додавання, 
та пристрою порівняння (ПП). В БО відбувається на-
копичення та перемноження вибірки на відповідні кое-
фіцієнти k i v( ) , i = 1 3, . Далі результати проведених опе-
k e e e e ev v v v v v1
4 2 2
( ) = − − + +( ) + ×( q 2 q q 2qa 1 q a3 2 2 3 25/2 03 2 02γ µ β µ µ
× +( ) + + + +( )( )) ×2 q 3q a 4 2 q 2 q3 2 3 23/2 0 4 2 4 2e e e ev v v vγ β µ γ µ β µ4 2 2
× − + +( + + − +( ) +(1 22 2χ γ γ γ γ µ2 32 4 02 02 0 3 4 28 4 4 q 4a 6 2qa 2 qae e ev v v
+ −( ) + +( ) + − +( ) ))4 q qa 2q 4 q 23 0 3 23/2 4 22 2 32 4 23e e e ev v v vβ γ µ β µ β β µ2 4  ,
k e e e e ev v v v v v2
4 2 2 4
( ) = − +( )+ +( )q a q 2 q a 2 q q2 02 2 2 2 0 3 2 3 23/2µ µ µ γ β µ  ×
× − + −( )+( − − + − +( ) +(1 4 2 qe 4a 2 6 2qa e 2 qa e ј32 4 v2 02 02 v2 0 v 3 4 2γ γ γ γ
+ − +( ) − +( ) + − + −( ) ×4 qe qa e 2qe 4 q e 2v 3 0 v 3 23/2 v2 4 22 2 v4 32 4 2β γ µ β µ β β µ3 2)) χ .
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Радiотехнiчнi iнформацiйнi засоби
рацій в БО додаються до 
значення порогового кое-
фіцієнту k0  та надходять 
на ПП. Алгоритм роботи 
ПП полягає в винесенні 
рішення про реалізацію 
відповідної гіпотези.
4. Аналіз результатів
Ефек т и вн іст ь от ри-
м а н и х ВП в и я в л е н н я 
радіосигналів оцінюєть-
ся відношенням значень 
критеріїв Ku Kus / 1 .
Аналіз ефективності 
проводився для багатьох можливих комбінацій ти-
пів і видів адитивної і мультиплікативної завад. На 
рисунках нижче наведені результати порівняння 
ефективності лінійних та нелінійних ВП для нега-
усівської асиметричної адитивної складової завади 
першого типу першого виду, яка характеризується 
лише коефіцієнтом асиметрії γ 3 . При аналізі ефек-
тивності побудованих ВП видно, що з врахуванням 
коефіцієнта асиметрії γ 3  та збільшенням степеня 
полінома ВП до s = 2 3...  отримуються принципово 
нові результати. Отримані результати показують, 
що побудовані нелінійні ВП (9) виявлення харак-
теризуються меншими значеннями верхньої гра-
ниці ймовірностей помилок в порівнянні з ліній-
ними ВП (7), які отримані для гаусівської моделі 
завади.
На рис. 2 та рис. 3 приведені результати по-
рівняння ефективності нелінійних ВП виявлення 
s =( )2 3...  щодо лінійного ВП s =( )1  при конкретних 
значеннях параметру q , µ2  та змінного коефіцієнта 
асиметрії γ 3 .
З графіків видно, що значення критеріїв Ku n2  та Ku n3  
менші за Ku n1  в залежності від параметрів сигналу та 
завади. Особливо, така тенденція проявляється при 
врахуванні тонкої структури негаусівської завади, 
тобто при відмінному від нуля коефіцієнті асиметрії 
γ 3 .
Аналогічні тенденції щодо збільшення ефектив-
ності виявлення радіосигналів нелінійними ВП в 
порівнянні з лінійним ВП проявляються при вра-
хуванні інших кумулянтних коефіцієнтів вищих 
порядків.
5. Висновок
Розгляд адекватних моделей завадових ситуацій 
потребують вдосконалення існуючих методів оброб-
ки сигналів, зокрема в задачах виявлення. Складність 
опису негаусівських випадкових величин, розгляд 
складних адитивно–мультиплікативних моделей за-
вад та збільшення вимог щодо практичної реалізація 
синтезованих алгоритмів обробки сигналів на осно-
ві застосування сучасних сигнальних процесорів 
(DSP) потребують нових підходів для вирішення 
даних задач. Основою для їх вирішення може стати 
застосування моментно–кумулянтного опису випад-
кових величин та поліноміальних стохастичних ВП, 
оптимальні коефіцієнти яких знаходяться згідно 
адаптованого моментного критерію мінімуму верх-
ньої границі ймовірностей помилок.
В роботі синтезовані ВП виявлення радіосигналу на 
тлі адитивно-мультиплікативних негаусівських завад 
до степеня стохастичного полінома s = 3 . Аналіз отри-
маних результатів показав, що з підвищенням степеня 
стохастичного полінома та з врахуванням негаусовсько-
го характеру завад значення критерію верхньої границі 
ймовірностей помилок першого та другого роду або кри-
терію Kusn  зменшується в порівнянні з відомими ре-
зультатами для гаусівських моделей завад, що свідчить 
про зменшення ймовірно-
стей помилок синтезованих 
нелінійних ВП та збільшен-
ні їх ефективності.
Отрима ні результати 
можуть знайти своє за-
стосування в програмних 
р е а л і з а ц і я х а л г ори т м і в 
ефективних високоточних 
пристроїв обробки сигна-
лів, що здійснюють прийом 
та обробку сигналів на тлі 
складних завадових ситу-
ацій в сучасних системах 
стільникового зв’язку, теле-
комунікаційних системах, 
системах радіолокації та ін.
а)                                                                       б)
Рис. 2. Залежність ефективності нелінійного ВП (при s = 2 ) виявлення радіосигналу по 
відношенню до лінійного ВП ( s = 1 ) від коефіцієнта асиметрії γ 3  при a0 2=  та:
а) µ2 0 1= , ; б) µ2 2=
а)                                                                           б)
Рис. 3. Залежність ефективності нелінійного ВП (при s = 3 ) виявлення радіосигналу по 
відношенню до лінійного ВП ( s = 1 ) від коефіцієнта асиметрії γ 3  при a0 2=  та:
а) µ2 0 1= , ; б) µ2 2=
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Abstract
The problem of signal detection on the background noise is one of the most important and actual in many app-
lications. The most complete model of the interaction of signals and noise is additive-multiplicative model, which 
is typical for many practical cases.
The task signal processing is more difficult when considering Non-Gaussian noise, both additive and multip-
licative character. Therefore, the actual task is the development of methods and algorithms for statistical signal 
processing on the background additive-multiplicative Non-Gaussian noise in radar, sonar, geophysics, systems of 
mobile communications.
This paper illustrates the use of an alternative approach to the description of random variables - moment–cum-
ulant description. 
In this work the additional question of efficient algorithms for signal detection on a background additive-mul-
tiplicative Non-Gaussian noise are consider.
Purpose of work is improve the efficiency of systems Signal Detection on a background additive-multiplicative 
Non-Gaussian noise on the basis of polynomial decision rules, that are optimal for the moment criterion.
Presented synthesis of decision rules radiosignal detection on the background additive-multiplicative Non-
Gaussian noise to the degree stochastic polynomial s = 3 . It is shown that with increasing degree stochastic polyn-
omial and considering Non-Gaussian noise, value of the criterion of the upper limit of probability of errors of the 
first and second kind decreases, indicating a decrease in the probability of errors synthesized nonlinear decision 
rules and increase their effectiveness in comparison with linear decision rules
Keywords: radio signals detection, moment quality criterion, additive-multiplicative Non-Gaussian noise
