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Let T be a triangular algebra over a commutative ringR. In this paper,
under some mild conditions on T , we prove that if δ : T −→ T is
an R-linear map satisfying
δ([x, y]) = [δ(x), y] + [x, δ(y)]
for any x, y ∈ T with xy = 0 (resp. xy = p, where p is the standard
idempotent of T ), then δ = d + τ , where d is a derivation of T and
τ : T−→ Z(T ) (where Z(T ) is the center of T ) is an R-linear map
vanishing at commutators [x, y] with xy = 0 (resp. xy = p).
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1. Introduction
Let R be a commutative ring with identity and A be an algebra over R. An R-linear map δ from A into
itself is called a derivation if δ(xy) = δ(x)y + xδ(y) for all x, y ∈ A and is said to be a Lie derivation if
δ([x, y]) = [δ(x), y] + [x, δ(y)] for all x, y ∈ A, where [x, y] = xy − yx is the usual Lie product. The
question under what conditions that an R-linear map becomes a derivation (Lie derivation) attracted
much attention of mathematicians. One direction in the study of this question is to study conditions
underwhich derivations (Lie derivations) can be completely determined by the action on some subsets
of A. For example, we say that an R-linear map δ : A −→ A is derivable at a given point c ∈ A if
δ(a)b + aδ(b) = δ(c) for every a, b ∈ A with ab = c, and such c is called a derivable point of A.
We say that an element c ∈ A is called a all-derivable point of A if every R-linear map from A into
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itself that is derivable at c is in fact a derivation. There exist all-derivable points in some algebras (see
[1–5,10–13,15–18] and references therein).
But, so far, there has been only one paper on the study of conditions underwhich Lie derivations can
be completely determined by their actions on some subsets of the algebras. In [14], Lu and Jing proved
that if a linear map δ : B(X) −→ B(X) (where B(X) is the algebra of all bounded linear operators on
a Banach space X of dimension greater than 2) satisfies that δ([x, y]) = [δ(x), y] + [x, δ(y)] for any
x, y ∈ B(X) with xy = 0 (resp. xy = p, where p is a fixed nontrivial idempotent), then δ = d + τ ,
where d is a derivation of B(X) and τ : B(X) −→ CI is a linear map vanishing at commutators [x, y]
with xy = 0 (resp. xy = p). It is the aim of this paper to consider the same question on triangular
algebras.
The triangular algebras were firstly introduced in [6] and then studied bymany authors (see [3,7]).
Let A and B be two algebras over a commutative ring R with unit I1 and I2, respectively, and let X be a
faithful (A, B)-bimodule, that is, X is a (A, B)-bimodule satisfying, for a ∈ A, if aX = {0}, then a = 0,
and for b ∈ B, if Xb = {0}, then b = 0. Recall that the R-algebra
T = Tri(A, X, B) =
⎧⎨
⎩
⎛
⎝ a x
b
⎞
⎠ : a ∈ A, x ∈ X, b ∈ B
⎫⎬
⎭
under the usual matrix addition and formal matrix multiplication will be called a triangular algebra.
Clearly, T is an algebra with the unit I =
⎛
⎝ I1 0
I2
⎞
⎠ and has a nontrivial idempotent element
p =
⎛
⎝ I1 0
0
⎞
⎠ , which will be called the standard idempotent.
Let Z(T ) be the canter of T . It follows from [7, Proposition 3] that
Z(T ) =
⎧⎨
⎩
⎛
⎝ a 0
b
⎞
⎠ : a ∈ A, b ∈ B, am = mb for allm ∈ M
⎫⎬
⎭ .
Let us define two natural projections πA : T −→A and πB : T −→B by
πA
⎛
⎝ a m
b
⎞
⎠ = a and πB
⎛
⎝ a m
b
⎞
⎠ = b.
Then πA(Z(T ))⊆ Z(A) and πB(Z(T ))⊆ Z(B), and there exists a unique algebra isomorphism η :
πB(Z(T ))−→ πA(Z(T )) such that η(b)m = mb for allm ∈ M, b ∈ πB(Z(T )) (see [7]).
In the rest part of this paper, we frequently use the following result.
Lemma 1.1. Let T be a triangular algebra Tri(A, X, B). If πA(Z(T ))= Z(A) and πB(Z(T ))= Z(B), then
there is a unique algebra isomorphism η : Z(B) −→ Z(A) such that η(b) ⊕ b ∈ Z(T ) for any b ∈ Z(B).
Throughout this paper we shall use following notations: p1 = p =
⎛
⎝ I1 0
0
⎞
⎠ and p2 = 1 − p =
⎛
⎝ 0 0
I2
⎞
⎠. Set T 11 =
⎧⎨
⎩
⎛
⎝ a 0
0
⎞
⎠ : a ∈ A
⎫⎬
⎭, T 12 =
⎧⎨
⎩
⎛
⎝ 0 x
0
⎞
⎠ : x ∈ X
⎫⎬
⎭, and T 22 =
⎧⎨
⎩
⎛
⎝ 0 0
b
⎞
⎠ : b ∈ B
⎫⎬
⎭.
Then we can write T = T 11 ⊕ T 12 ⊕ T 22. In what follows, when we write aij, it indicates aij ∈ T ij and
the corresponding element in A, B, or X. Note that aijakl = 0 if j = k.
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2. Results and proofs
One of our main results is the following.
Theorem 2.1. Let A and B be two algebras over a commutative ring R with unit I1 and I2, respectively. Let
X be a faithful (A, B)-bimodule. The triangular algebra Tri(A, X, B) is writed for T . If πA(Z(T ))= Z(A),
πB(Z(T ))= Z(B) and δ : T −→ T is an R-linear map such that
δ([x, y]) = [δ(x), y] + [x, δ(y)]
for any x, y ∈ T with xy = 0, then there exists a derivation d of T and an R-linear map τ : T −→Z(T )
vanishing at commutators [x, y] with xy = 0 such that
δ(x) = d(x) + τ(x), x ∈ T .
Proof. The proof will be organized in a series of claims.
Claim 1. p1δ(p1)p1 + p2δ(p1)p2 ∈ Z(T ); δ(a12) = p1δ(a12)p2 ∈ T 12 for any a12 ∈ T 12.
Indeed, for any a12 ∈ T 12, since a12p1 = 0, we have
−δ(a12) = δ([a12, p1]) = [δ(a12), p1] + [a12, δ(p1)]
= δ(a12)p1 − p1δ(a12) + a12δ(p1) − δ(p1)a12. (2.1)
Multiplying the above equality from left by p1 and from the right by p2, we arrive at
a12δ(p1)p2 − p1δ(p1)a12 = 0.
That is
a12p2δ(p1)p2 − p1δ(p1)p1a12 = 0.
Hence p1δ(p1)p1 + p2δ(p1)p2 ∈ Z(T ).
Since a12δ(p1) − δ(p1)a12 = a12p2δ(p1)p2 − p1δ(p1)p1a12 = 0, it follows from Eq. (2.1) that
piδ(a12)pi = 0, so we have δ(a12) = p1δ(a12)p2.
For any a12 ∈ T 12, since p2a12 = 0, similarly, we can get the following claim.
Claim 2. p1δ(p2)p1 + p2δ(p2)p2 ∈ Z(T ).
Claim 3. δ(I) = p1δ(I)p1 + p2δ(I)p2 ∈ Z(T ).
Since p1(I − p1) = 0, we have
0 = δ([p1, I − p1]) = [δ(p1), I − p1] + [p1, δ(I) − δ(p1)] = [p1, δ(I)].
Hence δ(I)p1 = p1δ(I). Consequently p1δ(I)p2 = 0. So we get that δ(I) = p1δ(I)p1 + p2δ(I)p2. By
Claim 1 and Claim 2, we have δ(I) = p1δ(p1)p1 + p2δ(p1)p2 + p1δ(p2)p1 + p2δ(p2)p2 ∈ Z(T ).
In the sequel, we define
f (x) = δ(x) + δp1δ(p1)p2(x),
where δp1δ(p1)p2 is the inner derivation implemented by p1δ(p1)p2, that is
δp1δ(p1)p2(x) = [p1δ(p1)p2, x] = p1δ(p1)p2x − xp1δ(p1)p2
for all x ∈ T . One can verify that
f ([x, y]) = [f (x), y] + [x, f (y)]
for all x, y ∈ T with xy = 0. Moreover, by Claim 1, we have
f (p1) = δ(p1) + p1δ(p1)p2p1 − p1δ(p1)p2 = p1δ(p1)p1 + p2δ(p1)p2 ∈ Z(T ).
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By Claim 3, we get f (I) = δ(I) ∈ Z(T ). Consequently f (p2) = f (I) − f (p1) ∈ Z(T ).
For any a12 ∈ T 12, clearly, δp1δ(p1)p2(a12) = [p1δ(p1)p2, a12] = 0. By Claim 1, we have f (a12) =
δ(a12) ∈ T 12.
Claim 4. For any a12 ∈ T 12, we claim that f (a12) ∈ T 12.
Claim 5. f (T 11) ⊆ T 11 ⊕ T 22. There exists an R-linear map τ1 : T 11 −→ Z(T ) such that
f (a11) − τ1(a11) ∈ T11
for all a11 ∈ T 11.
For any a11 ∈ T 11, since a11p2 = 0 and f (p2) ∈ Z(T ), it follows that
0 = f ([a11, p2]) = [f (a11), p2] + [a11, f (p2)] = [f (a11), p2] = f (a11)p2 − p2f (a11).
By the above equation, we get p1f (a11)p2 = 0. So f (a11) ∈ T 11 ⊕ T 22.
Now we can write f (a11) = b11 + b22, where b11 = p1f (a11)p1 and b22 = p2f (a11)p2. For any
a22 ∈ T 22, since a11a22 = 0, we have
0 = f ([a11, a22]) = [f (a11), a22] + [a11, f (a22)] = b22a22 − a22b22 + a11f (a22) − f (a22)a11.
Multiplying the above equality from both sides by p2, we get that b22a22 = a22b22 for all a22 ∈ T 22.
Therefore b22 ∈ Z(B).
We define τ1 : T 11 −→ Z(T ) by τ1(a11) = η(p2f (a11)p2) ⊕ p2f (a11)p2, where η is the map
defined in Lemma 1.1. Thus we get
f (a11) − τ1(a11) = p1f (a11)p1 + p2f (a11)p2 − η(p2f (a11)p2) − p2f (a11)p2
= p1f (a11)p1 − η(p2f (a11)p2) ∈ T11.
Since f is R-linear, one can verify that τ1 is R-linear.
Claim 6. f (T 22) ⊆ T 11 ⊕ T 22. There exists an R-linear map τ2 : T 22 −→ Z(T ) such that
f (a22) − τ2(a22) ∈ T 22
for all a22 ∈ T 22.
We omit the proof as it is similar to the proof of Claim 5.
Now for any x = a11+a12+a22 ∈ T ,wedefine twoR-linearmaps τ : T−→ Z(T ) andd : T −→ T
by
τ(x) = τ1(a11) + τ2(a22) and d(x) = f (x) − τ(x).
Then d(T ij) ⊆ T ij for 1  i  j  2 and d(a12) = f (a12).
Claim 7. d is a derivation.
We divide the proof into the following three steps:
Step 1. For any a11 ∈ T 11, a12 ∈ T 12. Since a12a11 = 0 and τ(x) is in Z(T ), we have
d(a11a12) = f (a11a12) = f ([a11, a22]) = [f (a11), a12] + [a11, f (a12)]
= [d(a11) + τ(a11), a12] + [a11, d(a12)] = d(a11)a12 + a11d(a12).
Similarly, we can get d(a12a22) = d(a12)a22 + a12d(a22) for any a12 ∈ T 12, a22 ∈ T 22.
Step 2. Let a11, b11 ∈ T 11. For any a12 ∈ T 12, on one hand, by Step 1, we have
d(a11b11a12) = d(a11)b11a12 + a11d(b11a12) = d(a11)b11a12 + a11d(b11)a12 + a11b11d(a12).
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On the other hand,
d(a11b11a12) = d(a11b11)a12 + a11b11d(a12).
Comparing these two equalities, we have
(d(a11b11) − d(a11)b11 − a11d(b11))a12 = 0
for all a12 ∈ T 12. Since X is a faithful left Amodule, we get
d(a11b11) = d(a11)b11 + a11d(b11).
For any a22, b22 ∈ T 22, by considering d(a12a22b22), we can get
d(a22b22) = d(a22)b22 + a22d(b22).
Step 3. Let x = a11 + a112 + a22, y = b11 + b12 + b22 be in T . On one hand, by Step 1 and Step 2, we
have
d(xy) = d((a11 + a12 + a22)(b11 + b12 + b22))
= d(a11b11) + d(a11b12) + d(a12b22) + d(a22b22)
= d(a11)b11 + a11d(b11) + d(a11)b12 + a11d(b12)
+d(a12)b22 + a12d(b22) + d(a22)b22 + a22d(b22).
On the other hand, since d(T ij) ⊆ T ij , we have
d(x)y + xd(y) = d(a11 + a12 + a22)(b11 + b12 + b22) + (a11 + a12 + a22)d(b11 + b12 + b22)
= d(a11)b11 + a11d(b11) + d(a11)b12 + a11d(b12)
+d(a12)b22 + a12d(b22) + d(a22)b22 + a22d(b22).
So d(xy) = d(x)y + xd(y), i.e., d is a derivation.
Claim 8. τ vanishes at commutators [x, y] with xy = 0 for all x, y ∈ T .
Suppose xy = 0. Since τ(x) is in Z(T ), we have
τ([x, y]) = f ([x, y]) − d([x, y]) = [f (x), y] + [x, f (y)] − d([x, y])
= [d(x), y] + [x, d(y)] − d([x, y]) = 0.
The proof is complete. 
Theorem 2.2. Let A and B be two algebras over a commutative ring R with unit I1 and I2, respectively. Let
X be a faithful (A, B)-bimodule. The triangular algebra Tri(A, X, B) is writed for T . Suppose that
(i) πA(Z(T ))= Z(A) and πB(Z(T ))= Z(B).
(ii) For every a ∈ A, there is some integer n such that nI1 − a is invertible.
If δ : T −→ T is an R-linear map satisfying
δ([x, y]) = [δ(x), y] + [x, δ(y)]
for any x, y ∈ T with xy = p, then there exists a derivation d of T and an R-linear map τ : T −→Z(T )
vanishing at commutators [x, y] with xy = p such that
δ(x) = d(x) + τ(x), x ∈ T .
Proof. We also organize the proof in a series of claims.
Claim 1. p1δ(p1)p1 + p2δ(p1)p2 ∈ Z(T ); δ(a12) = p1δ(a12)p2 for any a12 ∈ T 12.
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Indeed, for any a12 ∈ T 12, since (p1 + a12)p1 = p1 = p, we have
−δ(a12) = δ([p1 + a12, p1]) = [δ(p1) + δ(a12), p1] + [p1 + a12, δ(p1)]
= [δ(a12), p1] + [a12, δ(p1)]
= δ(a12)p1 − p1δ(a12) + a12δ(p1) − δ(p1)a12. (2.2)
Multiplying the above equality from left by p1 and from the right by p2, we arrive at
a12δ(p1)p2 − p1δ(p1)a12 = 0
i.e.,
a12p2δ(p1)p2 − p1δ(p1)p1a12 = 0.
It follows that p1δ(p1)p1 + p2δ(p1)p2 ∈ Z(T ).
Since a12δ(p1)− δ(p1)a12 = a12p2δ(p1)p2 − p1δ(p1)p1a12 = 0, from (2.2), we have that δ(a12) =
p1δ(a12)p2.
Now, we define
f (x) = δ(x) + δp1δ(p1)p2(x),
where δp1δ(p1)p2 is the inner derivation implemented by p1δ(p1)p2. Then we have
f (p1) = δ(p1) + p1δ(p1)p2p1 − p1δ(p1)p2 = p1δ(p1)p1 + p2δ(p1)p2 ∈ Z(T )
and
f ([x, y]) = [f (x), y] + [x, f (y)]
for all x, y ∈ T with xy = p. Moreover, for any a12 ∈ T 12, by Claim 1, we have f (a12) = δ(a12) +
δp1δ(p1)p2(a12) = δ(a12) + [p1δ(p1)p2, a12] = δ(a12) ∈ T 12.
Claim 2. f (I) = p1f (I)p1 + p2(I)p2 ∈ Z(T ) and f (p2) ∈ Z(T ).
Since Ip1 = p1 = p, we have
0 = f ([I, p1]) = [f (I), p1] + [I, f (p1)] = f (I)p1 − p1f (I).
Hence f (I)p1 = p1f (I). Consequently p1f (I)p2 = 0. So we get that f (I) = p1f (I)p1 + p2f (I)p2. For
any a12 ∈ T 12, since (p1 − a12)(I + a12) = p, we have
f (a12) = f ([p1 − a12, I + a12]) = [f (p1) − f (a12), I + a12] + [p1 − a12, f (I) + f (a12)]
= [p1, f (a12)] − [a12, f (I)] = p1f (a12) − f (a12)p1 + f (I)a12 − a12f (I)
= f (a12) + f (I)a12 − a12f (I).
Sop1f (I)p1a12−a12p2f (I)p2 = 0 foralla12 ∈ T 12. This implies that f (I) = p1f (I)p1+p2f (I)p2 ∈ Z(T ).
Consequently f (p2) = f (I) − f (p1) ∈ Z(T ).
Claim 3. f (T 11) ⊆ T 11 ⊕ T 22.
Let a11 be in T 11. First suppose that a11 is invertible in T 11, i.e., there exists an element a−111 ∈ T 11
such that a11a
−1
11 = a−111 a11 = p. From a11a−111 = p and (a−111 + p2)a11 = p, we have
0 = f
([
a11, a
−1
11
])
=
[
f (a11), a
−1
11 ] + [a11, f
(
a
−1
11
)]
and hence by Claim 2,
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0 = f
([
a
−1
11 + p2, a11
])
=
[
f
(
a
−1
11
)
+ f (p2), a11
]
+
[
a
−1
11 + p2, f (a11)
]
=
[
f
(
a
−1
11
)
, a11
]
+
[
a
−1
11 , f (a11)
]
+ [p2, f (a11)]
= [p2, f (a11)].
From this, we see that f (a11) ⊆ T 11 ⊕ T 22.
If a11 is not invertible in T 11, by the hypothesis (ii) of the theorem, there exists some integer n such
that np1 − a11 is invertible in T 11. It follows from the preceding case that f (np1 − a11) ∈ T 11 ⊕ T 22.
Therefore, we have
f (a11) = nf (p1) − f (np1 − a11) ∈ T 11 ⊕ T 22.
Claim 4. f (T 22) ⊆ T 11 ⊕ T 22.
For any a22 ∈ T 22, from (p1 + a22)p1 = p1 = p and the hypothesis (i) of the theorem, we have
0 = f ([p1 + a22, p1]) = [f (p1) + f (a22), p1] + [p1 + a22, f (p1)] = [f (a22), p1].
So p1f (a22)p2 = 0. This yields f (a22) = p1f (a22)p1 + p2f (a22)p2 ∈ T 11 ⊕ T 22.
Claim 5. There exists an R-linear map τ1 : T 11 −→ Z(T ) such that f (a11) − τ1(a11) ∈ T 11 for all
a11 ∈ T 11 and an R-linear map τ2 : T 22 −→ Z(T ) such that f (a22)− τ2(a22) ∈ T 22 for all a22 ∈ T 22.
Let a11 be in T 11 and a22 be in T 22. By Claim 3 and Claim 4, we can write f (a11) = b′11 + b′22 and
f (a22) = b′′11 + b′′22, where b′11, b′′11 ∈ T 11 and b′22, b′′22 ∈ T 22.
First, suppose that a11 is invertible in T 11 with inverse element a−111 . Note that a11a−111 = p and
(a−111 + a22)a11 = p. We get
0 = f
([
a11, a
−1
11
])
=
[
f (a11), a
−1
11
]
+
[
a11, f
(
a
−1
11
)]
and hence
0 = f
([
a
−1
11 + a22, a11
])
=
[
f
(
a
−1
11
)
+ f (a22), a11
]
+
[
a
−1
11 + a22, f (a11)
]
= [f (a22), a11] + [a22, f (a11)] =
[
b′′11, a11
]
+
[
a22, b
′
22
]
.
This implies that
[
b′′11, a11
] = 0 and [a22, b′22
] = 0. Hence b′′11 ∈ Z(A) and b′22 ∈ Z(B).
If a11 is not invertible in T 11, by the hypothesis (ii) of the theorem, there exists some integer n such
that np1 − a11 is invertible in T 11. It follows from the preceding case that
0= [f (a22), np1 − a11] + [a22, nf (p1) − f (a11)]
= −[f (a22), a11] − [a22, f (a11)] = −
[
b′′11, a11
]
−
[
a22, b
′
22
]
.
Thus b′′11 ∈ Z(A) and b′22 ∈ Z(B).
We define τ1 : T 11 −→ Z(T ) by τ1(a11) = η(p2f (a11)p2) ⊕ p2f (a11)p2, , where η is the map
defined in Lemma 1.1. Thus we get
f (a11) − τ1(a11) = p1f (a11)p1 + p2f (a11)p2 − η(p2f (a11)p2) − p2f (a11)p2
= p1f (a11)p1 − η(p2f (a11)p2) ∈ T11.
Since f is R-linear, one can verify that τ1 is R-linear.
Similarly, we can define R-linear map τ2 : T 22 −→ Z(T ) by τ2(a22) = p1f (a22)p1 ⊕ η−1
(p1f (a22)p1). Then
f (a22) − τ2(a22) = p1f (a22)p1 + p2f (a22)p2 − p1f (a22)p1 − η−1(p1f (a22)p1)
= p2f (a22)p2 − η−1(p1f (a22)p1) ∈ T22.
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Now for any x = a11 + a12 + a22 ∈ T , we define two R-linear mappings τ : T −→ Z(T ) and
d : T−→ T by
τ(x) = τ1(a11) + τ2(a22) and d(x) = f (x) − τ(x).
Note that d(T ij) ⊆ T ij for 1  i  j  2 and d(a12) = f (a12).
Claim 6. d is a derivation.
We divide the proof into the following three steps:
Step 1. For any a11 ∈ T 11, a12 ∈ T 12. If a11 is invertible in T 11 with inverse element a−111 , then(
a
−1
11 + a−111 a12
)
a11 = p1 = p. We have
d(a12) = f (a12) = f
([
a11, a
−1
11 + a−111 a12
])
=
[
f (a11), a
−1
11 + a−111 a12
]
+
[
a11, f
(
a
−1
11
)
+ f
(
a
−1
11 a12
)]
.
Since
[
f (a11), a
−1
11
]
+
[
a11, f
(
a
−1
11
)]
= 0, we have
d(a12) =
[
f (a11), a
−1
11 a12
]
+
[
a11, f
(
a
−1
11 a12
)]
=
[
d(a11), a
−1
11 a12
]
+
[
a11, d
(
a
−1
11 a12
)]
= d(a11)a−111 a12 + a11d
(
a
−1
11 a12
)
.
Replacing a12 by a11a12, we arrive at d(a11a12) = d(a11)a12 + a11d(a12).
For any general a11 ∈ T 11, letting np1 − a11 be invertible in T 11, then
d((np1 − a11)a12) = d(np1 − a11)a12 + (np1 − a11)d(a12).
Since d(p1a12) = d(p1)a12 + p1d(a12), we have
d(a11a12) = d(a11)a12 + a11d(a12).
Step 2. Let a12 be in T 12 and a22 be in T 22. Observe that (p1 + a12)(p1 + a22 − a12a22) = p1 = p
and (p1 + a22 − a12a22)(p1 + a12) = p1 + a12. Since f (p1) is in Z(T ), we have
d(a12) = f (a12) = f ([p1 + a22 − a12a22, p1 + a12])
= [f (p1) + f (a22) − f (a12a22), p1 + a12] + [p1 + a22 − a12a22, f (p1) + f (a12)]
= [d(a22) − d(a12a22), p1 + a12] + [p1 + a22 − a12a22, d(a12)]
= −a12d(a22) + d(a12a22) + d(a12) − d(a12)a22.
Thus d(a12a22) = d(a12)a22 + a12d(a22) for any a12 ∈ T 12, a22 ∈ T 22.
With the same approach as in Step 2 and step 3 in the proof of Theorem 2.1, we can get:
Step 3. d(a11b11) = d(a11)b11 + a11d(b11) for any a11, b11 ∈ T 11, and d(a22b22) = d(a22)b22 +
a22d(b22) for any a22, b22 ∈ T 22.
Step 4. d(xy) = d(x)y + xd(y) for all x, y ∈ T .
Claim 7. τ vanishes at commutators [x, y] with xy = p for all x, y ∈ T .
Suppose xy = p. We compute
τ([x, y]) = f ([x, y]) − d([x, y]) = [f (x), y] + [x, f (y)] − d([x, y])
= [d(x), y] + [x, d(y)] − d([x, y]) = 0.
The proof is complete. 
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As an application of Theorem 2.1 and Theorem 2.2, we consider the nest algebra case.
Let H be a Hilbert space over the real or complex field F . Recall that a nest on H is a chain N of
orthogonal projections onHwhich is closed in the strong operator topology, andwhich includes 0 and
I. The nest algebra associated toN , denoted by AlgN , is the operator algebra consisting of all bounded
linear operators that leave N invariant, i.e.,
AlgN = {a ∈ B(H) : ap = pap forall p ∈ N }.
We know that every nontrivial nest algebra is a triangular algebra. The following result is well known
(see [9]).
Lemma 2.1. Let H be a Hilbert space of dimension greater than 2, and N be a nontrivial nest on H. Let p
be a nontrivial projection in N . Then the center of AlgN is F I, where I is the identity operator on H. Let
a be in pB(H)p and b be in (I − p)B(H)(I − p). If ac = cb for all c ∈ pB(H)(I − p), then a = λp and
b = λ(I − p) for some λ ∈ F .
From Lemma 2.1, it follows that every nest algebra associated to nontrivial nest is a triangular algebra
which satisfies the conditions of Theorem 2.1 and Theorem 2.2. So we have following corollary.
Corollary 2.1. Let N be an arbitrary nest on a Hilbert space H of dimension greater than 2, and AlgN be
the associated nest algebra. Let δ : AlgN−→ AlgN be a linear map satisfying
δ([a, b]) = [δ(a), b] + [a, δ(b)]
for any a, b ∈ AlgN with ab = 0. Then there exists an operator r ∈ AlgN and a linear map τ : AlgN−→
F I vanishing at commutators [a, b] when ab = 0 such that
δ(a) = ra − ar + τ(a), a ∈ AlgN .
Proof. IfN is a trivial nest, then AlgN= B(H). The corollary is the result of [14]. Now suppose that the
nest is nontrivial. Then the associated nest algebra is a triangular algebrawhich satisfies the conditions
of Theorem 2.1. Thus there exists a derivation d of AlgN and an linear map τ : AlgN−→ F I vanishing
at commutators [x, y] with xy = 0 such that
δ(x) = d(x) + τ(x), x ∈ AlgN .
Since every derivation onAlgN is inner (see [8]), there is an operator r ∈ AlgN such that d(x) = rx−xr
for all x ∈ AlgN . The proof is completed. 
Corollary 2.2. LetN be an arbitrary nontrivial nest on a Hilbert space H of dimension greater than 2, and
AlgN be the associated nest algebra. Let p be an nontrivial projection in N . Let δ : AlgN−→ AlgN be a
linear map satisfying
δ([a, b]) = [δ(a), b] + [a, δ(b)]
for any a, b ∈ AlgN with ab = p. Then there exists an operator r ∈ AlgN and a linear map τ : AlgN−→
F I vanishing at commutators [a, b] when ab = p such that
δ(a) = ra − ar + τ(a), a ∈ AlgN .
Proof. Let A = pAlgNp, B = (I − p)AlgN (I − p) and X = pAlgN (I − p). Then A and B are unital
algebras with unit p and I − p, respectively, and AlgN= tri(A, X, B) is a triangular algebra. By Lemma
2.1, AlgN satisfies the condition (i) of Theorem 2.2. Since A is a Banach algebra, A satisfies the condition
(ii) of Theorem 2.2. Thus, by Theorem 2.2, there exists a derivation d of AlgN and an linear map
τ : AlgN−→ F I vanishing at commutators [x, y] with xy = p such that
δ(x) = d(x) + τ(x), x ∈ AlgN .
Since every derivation onAlgN is inner (see [8]), there is an operator r ∈ AlgN such that d(x) = rx−xr
for all x ∈ AlgN . The proof is completed. 
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