Abstract-This paper examines the effectiveness of combining multiple description coding (MDC) and multiple path transport (MPT) for video and image transmission in a multihop mobile radio network. The video and image information is encoded nonhierarchically into multiple descriptions with the following objectives. The received picture quality should be acceptable, even if only one description is received and every additional received description contributes to enhanced picture quality. Typical applications will need a higher bandwidth/higher reliability connection than that provided by a single link in current mobile networks. For supporting these applications, a mobile node may need to set up and use multiple paths to the desired destination, either simply because of the lack of raw bandwidth on a single channel or because of its poor error characteristics, which reduce its effective throughput. In the context of this work, the principal reasons for considering such an architecture are providing high bandwidth and more robust end-to-end connections. We describe a protocol architecture that addresses this need and, with the help of simulations, we demonstrate the feasibility of this system and compare the performance of the MDC-MPT scheme to a system using layered coding and asymmetrical paths for the base and enhancement layers.
I. INTRODUCTION
T HIS PAPER considers how to transport image and video signals over mobile multihop radio networks. Most of the coding and transmission schemes proposed for image and video transport over wireless channels employ layered coding with unequal error protection [1] - [4] . With this scheme, a signal is split into a base layer and one or more enhancement layers. The base layer is transmitted with a high priority and with strong error protection, including the use of automatic repeat request (ARQ), while the enhancement layer is transmitted with fewer error control bits and is simply discarded in the case of channel congestion. These methods can tolerate a certain degree of burst errors. However, it will break down if the channel carrying the most important layer fails. Although, following a path failure, one could switch over to an alternative route, this may take an unacceptably long period of time.
In order to enhance the robustness to channel errors and failures, we propose to use multiple description coding (MDC) for compression of image and video signals. With MDC, several descriptions are generated for a given signal, so that a better signal reproduction is achieved with more descriptions, and that the quality of the decoded signal is acceptable even with only one description. MDC was first studied from the rate-distortion point of view [5] - [7] . Many practical coders have been developed since then, including [8] - [13] . A comprehensive review of MDC principle, theoretical bound, and practical multiple description (MD) coders can be found in [14] . In general, an MD coder can directly produce multiple coded streams from a given signal. Here, we propose to first decompose the signal into multiple subsignals and then code each signal independently. The decomposition should be nonhierarchical so that the reconstructed signal from any one description is acceptable under a prescribed criterion. Such a decomposition is very different from the commonly used transform/subband type of decomposition, which is hierarchical in that some subsignals are more important than the others. Although hierarchical decomposition can lead to greater compression gains, it requires that the channel carrying the most important subsignal be essentially error-free. This may be hard to guarantee given the real-time constraint on video signals and the presence of unpredictable path impairments in a radio environment. The motivation for using MDC is to introduce redundancy at the source coder to combat these types of channel errors.
Multiple path 1 transport (MPT) schemes have been proposed in the past for wired networks for increased connection capacity, as well as for reliability [15] - [19] . The earliest reference to multiple path transport (MPT), referred to as dispersity routing, is from Maxemchuck [15] . End nodes might communicate with each other using multiple parallel paths/routes constituting a single virtual circuit for various reasons. Lee and Liew considered a parallel communications scheme, and the advantages it offers, in the context of ATM traffic control [16] . A channel-coding scheme using multiple parallel paths was considered in [18] , which improved the fault tolerance of digital communication networks. One can set up multiple parallel connections either to increase the maximum throughput between a pair of nodes by spreading the traffic on multiple paths [19] or to circumvent the unavailability of required bandwidth on any one path. A system of two high-speed hosts connected by a wide-area network (WAN) at gigabit speeds, communicating on multiple parallel ATM virtual circuits, with the same available bandwidth on every channel was analyzed in [17] . The incoming packets were distributed in round-robin fashion, and packets in parallel channels could bypass each other because of the varying amount of delay in each channel.
We feel that MPT has more potential in wireless networks where individualphysicallinks may not have adequate capacity to support a high bandwidth service. There are several ways to set up multiple paths or links for a single virtual connection in a wireless network. In a single-hop wireless network, a station would need to establish channels to multiple base stations instead of one. This is already done in "soft" hand-off systems, during the hand-off phase. In a multihop wireless network where each station has router-like functionality, each station needs to establish multiple disjoint paths with another wireless station or with the wired network. To achieve this, each mobile must be able to discover multiple routes, and support multiple channels so that it can talk to multiple neighbors simultaneously. For ad hoc networks, many routing protocols have been proposed (e.g., the zone routing protocol [20] ). The IETF MANET Working Group has been the main forum for research in this area. Most of the proposed ad hoc routing protocols have the ability to discover multiple routes. In the CDMA system, a node can communicate with multiple neighbors simultaneously by having multiple transceivers in each mobile [21] , [22] , and using either receiver-or link-oriented codes, or a code for each transmitter-receiver pair. The ability to communicate with multiple neighbors (base-stations), instead of having a higher bandwidth connection to a single base-station, for example by using multiple codes [23] , allows for better adaptability to the varying radio channel quality, hand-offs, and alternate routing in the case of a route failure. Analogously, in a FDMA-or a TDMA-based system, a mobile could talk to its neighbors using multiple-frequency channels or time slots.
An important issue associated with communications using multiple paths is that of resequencing. As the traffic between a typical pair of end nodes follows different paths, which have different speeds (available bandwidth) and have different number of hops (entailing varying amounts of propagation delay and fixed processing delay), packets belonging to a session may arrive out of order at the destination node. The packets arriving out of order may have to wait in a special buffer called the resequencing buffer, before they can be delivered in the correct order to the destination process. Some additional amount of delay is incurred due to this wait in the resequencing buffer. In [24] and [25] , several models have been considered by researchers to evaluate the distribution of resequencing delay and total end-to-end delay. Most of these models considered a source node at the edge of a network, or a network with a single hop. The models considered differ in the number of available channels, the arrival, and the service distributions. In other variations of the resequencing problem, the effect of the fixed-delay associated with each path, along with the queuing and resequencing delay, on the proportion of traffic carried by each path was studied in [26] . In [27] and [51] , analytical expressions were obtained for resequencing delay under a variable routing position threshold policy, which performs better than the previously studied fixed position threshold policy.
In the past, MDC and MPT have been studied separately. The splitting of the traffic in MPT is usually done on the bit level in a random manner. Because of the use of prediction and variable-length coding in most image and video coders, the loss of information on one path can render the other received information bits useless. Here, we propose to jointly design MDC and MPT processes to enhance the system robustness while increasing the usable bandwidth for an end-to-end connection beyond that of a physical link. A key to the success of the proposed system is the close interaction between the source coder and the network transport control. By carefully allocating packets from different coded descriptions among the available paths, one can ensure-with high probability-the correct and timely delivery of at least one description for any given spatial location of the source signal, thereby guaranteeing a minimally acceptable quality. By using dynamic path selection and bandwidth allocation on the network control side, scalable (in bit rate and quality) coding of each description on the source coding side, and with close interaction between the two processes, the system can also adapt quickly to changes in link-level connectivity and bandwidth.
In this paper, we address the coding and protocol issues associated with transporting video to a desired destination using MDC-MPT. We briefly describe our MD coder and a layered coder, both based on the lapped orthogonal transform (LOT). We present simulation results obtained when the video is coded using the MD coder as well as the layered coder. The two descriptions from the MD coder are transported over two symmetric paths. On the other hand, the base and enhancement layers from the layered coder are delivered over asymmetric paths, simulating unequal error protection. With simple simulation models we show the feasibility of the proposed MDC-MPT architecture from a protocol and resequencing viewpoint and compare the end-to-end performance of an MDC-MPT system with symmetric paths, and that of a layered system with asymmetrical paths. To avoid temporal error propagation, the current video coder processes individual video frames separately. Even though this leads to a significantly higher bit rate than video coders that make use of temporal prediction, the bit stream is more resilient to transmission errors. We believe that the conclusion obtained from this study will be applicable at least qualitatively to future coders that exploit temporal prediction.
The paper is organized as follows. In Section II, we describe the system and associated protocol model. In Section III, we describe the scheme for generating multiple correlated descriptions from a single video stream at the sender and the recovery technique at the receiver. The layered coding scheme used in the simulations is also presented. Section IV describes the simulation model in detail. The results are presented and discussed in Section V. Finally, conclusions and future work are outlined in Section VI.
II. SYSTEM AND PROTOCOL MODEL

A. Overview of the MDC-MPT System
The system schematic of the proposed MDC-MPT communications system is shown in Fig. 1 . On the sender side, an MD coder decomposes a source signal into subsignals, each subsignal is then coded, packetized and sent on different paths through a multihop radio network. Each coded subsignal constitutes a description. We assume the rate of each description is between and . Each description is divided into slices so that each slice is carried in a single transport packet. At the receiver, the packets arriving from all the paths are put into a resequencing buffer where they are reassembled into descriptions after a preset time-out period. All or some of the packets allocated to a path may be lost because of the errors on the path or because of path breakdown. Some packets may arrive late and will also be considered lost. The decoder will attempt to reconstruct the damaged frame from the received packets in separate descriptions. The decomposition and recovery schemes are designed such that any single description can provide minimally acceptable quality signal, and each additionally received description contributes to enhanced image/picture quality. The implementation details of source coding, packetization, and decoder reconstruction are outlined in Section III.
B. Transport Control
We assume a multihop packet radio network, in which each mobile node is equipped with the ability to transmit and receive on multiple channels. In a conventional cellular network this corresponds to a mobile node capable of communicating with either more than one base station or the same base station using multiple channels. Thus the maximum bandwidth available to the application is the basic channel rate times the number of transceivers.
Given that image and video transport can tolerate some amount of loss and may have real time delivery constraints, we consider the real-time transport protocol (RTP) as the transport layer protocol entity [28] . RTP is complemented by a control protocol called RTP control protocol (RTCP), which tackles issues such as quality of service (QoS), mechanisms to disperse QoS and membership information, membership control and identification. RTP provides time-stamping, sequencing and delivery monitoring services to the application. Typically, RTP is implemented as an application-level protocol that makes use of underlying transport/network [for example User Datagram Protocol/Internet Protocol (UDP/IP)] layer services. In general, traffic could be split at any layer in the protocol stack. We consider two options shown in Fig. 2 . In option B, traffic is distributed at the IP layer. In option A, we introduce a layer called meta RTP, which is on top of RTP, and is responsible for traffic distribution at the sender and resequencing at the receiver. In this option, the traffic is split at the meta-RTP layer in the protocol stack and not at a lower layer (e.g., IP). We choose to implement this option because splitting traffic at lower layers would not help to exploit the QoS information associated with each path. In general, the application would be in the best position to decide or act on packet losses, packet resequencing, packet retransmissions, and rate adaptation.
As mentioned earlier, the meta-RTP layer is responsible for traffic distribution, traffic resequencing, providing path-quality information to application for rate adaptation, and monitoring path-quality information. Each of these functional and protocol components of the meta-RTP layer is briefly described in the following subsections.
1) Path-Quality Monitoring:
The quality of each path is continuously updated based on the feedback from the intermediate nodes (routers, gateways) and that from the destination node. A destination node participating in an RTP session generates receiver reports (RR) at regular intervals. The RRs have useful information on packet losses, delay, and delay jitter, which tells the sender about the path quality. In order to get timely feedback, at the cost of increased traffic, we send these reports on all the paths. Thus, the information on any impaired path can be received on any remaining unimpaired path. Each report will contain information regarding all paths stacked into one or more RR packets. A path could go down in the middle of an ongoing session. This could be conveyed to the sender by the routing protocol, or the sender itself can conclude that a route has become unusable based on the RRs. The latter is a faster and more direct way of determining the route usability, and hence more pertinent to real-time traffic adaptation. The portion of traffic carried by each path will be dynamically adjusted based on the feedback. Also, based on the feedback, if needed, the encoder rate could be adaptively changed over the range [ ].
2) Traffic Allocation:
The total encoding rate is determined based on the total bandwidth available and the overhead to be added in the transport layer (including headers and FEC). For each frame, the encoder generates coded descriptions, each with a rate of . Each description is further partitioned into slices, each sent over a single transport packet. The partition is designed such that the bits in each slice are decodable by itself (i.e., if its previous and/or following slices are corrupted, this slice is still decodable). Further, the slices are numbered in such a way that the packets carrying slices that contain information about nearby spatial locations in the underlying image frame are separated in time, to avoid their simultaneous loss upon a burst error. This is further explained in Section III.
3) Allocation Granularity: We define the "granularity" of MPT as the smallest unit of information allocated to each route. For example, in the context of video stream transport, granularity could be the video stream itself, a substream (description), a frame, a slice, or an RTP/IP packet. The coarser the granularity the better it is from resequencing viewpoint, but with coarse granularity, we lose in increased traffic burstiness and queuing delay seen on each path. In this study, we have chosen to use an allocation granularity of a slice.
4) Traffic Distribution:
There are a number of ways traffic could be sent on a set of routes with a given proportion. For example, one could simply consider random routing, weighted round robin and its variants. We perform the mapping between coded data and transport packets over available paths according to the following criteria: 1) the allocation granularity is one "slice" and 2) the portions of descriptions which overlap (i.e., carry the information about nearby samples in the spatial domain) should be assigned to separate paths or packets spread out in time on the same path. This ensures that the recovery process is not adversely affected if many consecutive packets are lost on the same path, or if a path breaks down. These criteria are used to design the mechanism for packetizing the coded bits into slices and splitting slices for transport over two paths, as described in Section III-A.
5) Resequencing:
At the receiver, packets (slices) received on different paths are held in a special buffer called the resequencing buffer so as to deliver them in order to the application. In this study, the finite nature of resequencing buffer is not explicitly modeled. The effect of resequencing delay gets indirectly modeled due to the fact that video slices that suffer excessive delay (including the resequencing delay) are considered lost and not used in the reconstruction process.
III. CODING, PACKETIZATION, AND RECONSTRUCTION SCHEMES
A. MDC Based on the Lapped Orthogonal Transform
The MD coder used here is developed based on the framework of block transform coding [29] . In such a coder, an image or video frame is divided into blocks, and each block is then projected onto a set of basis functions by means of a unitary transform. The transform coefficients are then quantized and run-length coded. The coded coefficient blocks are then sent to the transport layer, where they are packetized and transmitted.
There are two types of transforms that can be used in the above framework. With nonoverlapping transforms such as the popular discrete cosine transform (DCT), the spatial blocks are nonoverlapping so that every samples in a block are converted to coefficients. Because of its simplicity and good coding performance, transform coding using the DCT is employed in all current image and video coding standards. A deficiency of nonoverlapping transforms is that they only exploit the correlation among samples in the same block. In order to further exploit the correlation among samples in adjacent blocks, LOTs have been developed [30] , which are characterized by basis functions that spread across adjacent blocks overlapping in the visual domain.
Although the proposed MD coder can use either type of transform, in the nonoverlapping case, the encoder does not have control over the amount of correlation between the coefficients of adjacent blocks. On the other hand, with LOT, one can design the transform basis to introduce a desired amount of correlation to facilitate the error-concealment task at the decoder. For this reason, the proposed MD coder uses the LOT. A special type of LOT where the overlapping length is equal to the block length is used, so that a pixel block of size is mapped to a coefficient block of size . The pixel blocks overlap with each other by on either side, as illustrated in Fig. 3 . In this figure, we show four overlapping pixel blocks of size . These blocks all share the same subblock, of size . The notation represents the coefficient block derived from the th pixel block covering . Each pixel block is LOT transformed, and the resulting LOT coefficients are quantized and run-length coded, similar to the processing done in the DCT-based JPEG coder which uses nonoverlapping blocks [31] .
To generate MDs in the above framework, we split adjacent coefficient blocks in an interleaved pattern. Specifically, in the simulation results presented here, we produce two descriptions by splitting the coefficient blocks using a checker-board pattern. That is, description one only contains even-even and odd-odd coefficient blocks, while description two contains even-odd and odd-even blocks. The coefficient blocks in each description are then grouped into slices and each slice is transported in a single packet. As described in Section IV, we use a network simulation model where a slice is either delivered correctly or lost. At the receiver, a slice in either description may not arrive, causing the loss of all coefficient blocks in this slice. If we simply replace these blocks with a constant value, the resulting image will in general be visually unacceptable. As part of the decoder design, we have developed an image reconstruction scheme which can recover an image fairly well, as long as for any damaged block, some of its neighboring blocks are available. To facilitate this requirement, coefficient blocks in the same row in each description are put into one slice, and slices are ordered in a way such that the loss of consecutive slices does not lead to the loss of adjacent rows. Fig. 4 illustrates this packetization method.
To code a video sequence, we can first perform motion-compensated temporal prediction, and then apply the above coding and packetization scheme to the prediction errors of each frame. However, the loss in a frame will propagate into future frames. Special provisions, such as adding synchronization codewords, are needed to suppress such error propagation. For the study presented here, we choose to apply the above coding scheme to original video frames directly. This is reasonable as our primary goal is to compare the robustness of MDC with layered coding under different error scenarios, rather than developing the most efficient MDC scheme. For a fair comparison, we do not use temporal prediction in either the MD or layered coder. We will evaluate the effect of error propagation in coders using temporal prediction in future studies.
B. Image-Reconstruction Algorithm
As can be seen from Fig. 3 , every pixel subblock of size contributes to four coefficient blocks. If they are all available, then an inverse LOT can be applied to reconstruct this subblock. But if some coefficient blocks are missing and are simply replaced by zeros, the inverse LOT will yield unacceptable results. We have developed a maximally smooth image-recovery method as part of the MDC decoder, which can recover the original image signal from an incomplete set of coefficient blocks. The algorithm makes use of the constraints among adjacent LOT coefficient blocks and the smoothness property of common image signals, and converts these constraints into an energy minimization problem, in a manner similar to the techniques previously developed for DCT-based coders [32] .
Let represent a vector containing color values of pixels in the th pixel subblock, and and be the vectors corresponding to the four coefficient blocks associated with the subblock. In general, not all of them are available. To estimate , we minimize the following objective function: (1) where the set includes the indices of received coefficient blocks having information about . Matrices and depend on the transform basis functions. The vector consists of boundary samples surrounding . The matrices and depend on the smoothing operator used for measuring the smoothness among samples in and . Minimizing the first term tries to satisfy the constraints imposed by the received coefficients, while minimizing the second term attempts to suppress discontinuities between adjacent pixels in the reconstructed image. The constants and are weighting factors, which should be chosen based on the desired contribution of the received coefficients and the smoothness constraint. The optimal solution that minimizes (1) is (2) A more complete description of this algorithm can be found in [10] . The inverse matrix in (2) can be precalculated, so that the recovery of requires the calculation of several matrix and vector products, which has a complexity on the same order of magnitude as inverse LOT.
The performance of the above image recovery method depends on the transform basis used. The LOT-DCT basis used in conventional image coders is designed to minimize the correlation among coefficient blocks so as to maximize the coding efficiency [30] . In MDC, to enable satisfactory image reconstruction from a subset of coefficient blocks, the LOT basis should be designed to introduce a desired amount of correlation among adjacent coefficient blocks so as to improve the reconstruction quality. We have developed a basis design method that can provide a desired tradeoff between coding efficiency and reconstruction quality in the presence of coefficient block loss. A set of bases is obtained by varying the weighting factor between a coding gain and a reconstruction gain in an optimization function. With a minimal weighting toward the reconstruction gain, the resulting basis, denoted M2, achieves the highest coding efficiency, but poor reconstruction quality when only one description is available. With higher weighting, the basis leads to a better reconstruction quality from a single description. However, it also has a lower coding efficiency compared to the M2 basis. In other words, it requires more bits to achieve the same reconstruction quality when both descriptions are available. We call the extra bit rate required over the M2 basis as the redundancy rate. The higher is the weighting factor, the better is the single description reconstruction quality, at an increased redundancy. We have also developed a way to design the quantization matrix for the LOT coefficients. A description of our design methods for the LOT basis and quantization matrix is beyond the scope of this paper and interested readers are referred to [34] and [35] .
C. Layered Coding Based on the LOT
To compare the MDC-MPT system with a system using layered coding and unequal error protection, we also implemented a two layer coding scheme using LOT. Layer one (base layer) includes the first few low-frequency coefficients, while layer two (enhancement layer) contains the remaining coefficients. In order not to break the zero runs, coefficient segmentation is actually done on the run/level symbols, similar to the data partitioning scalability mode in MPEG2 [38] . In each block, the break point is determined so that the ratio of the base-layer rate to the total rate is approximately equal to a prescribed value. In our implementation, this ratio is set to one so that the base layer and enhancement layer has approximately the same bit rate. In either the base or enhancement layer, a slice contains coefficients from interleaved blocks in two consecutive rows, as shown in Fig. 5 . This interleaved packetization scheme is designed to reduce the probability that the base-layer coefficients in consecutive blocks are lost. In the decoder, for a block for which only the enhancement layer is damaged, the corresponding high coefficients are simply set to zero. But if the base layer is lost, the reconstruction scheme described in Section III-B is used. In this case, even if the high-frequency coefficients are received, they will not be used.
For the layered coder, we use the M2 basis, which is optimized for coding efficiency. We have found that this basis is more efficient than the LOT-DCT basis used in most LOTbased coders. For the MD coder, we use the M8 basis, which is less efficient than the M2 basis, but is more robust to packet losses. In the absence of data loss, the layered coder gives higher video quality than the MD coder when the two operate at the same bit rate. But when a small percentage of packets in the base layer are lost, the reconstructed image quality will be worse than when a single description is lost in the MD case. This is because the coefficient blocks obtained using the M2 basis do not have sufficient inter-block correlation to allow for satisfactory recovery of missing blocks.
IV. SIMULATIONS OF THE MDC-MPT SCHEME
We have simulated an end-to-end MPT system with two paths. We tested the performance of the reconstructed video at the receiver with both the layered coder and the MD coder, under varying error characteristics on the two paths. Details of the video source statistics, the channel model, and network simulations are described below.
A. Video Source
We considered three different short video sequences each consisting of 25 frames. The sequences "Susie" and "FlowerGarden" have 352 240 pixels per frame, whereas the sequence "Football" has 336 240 pixels per frame. Only the luminance pixels are coded. The frames are individually coded using the methods described in Section III-A to generate two descriptions for the MDC case and two layers for the layered coder case. For each sequence, quantization factors are adjusted so that the bit rate for the base layer is roughly the same as that for the enhancement layer, which in turn is about the same as the rate for each description in MDC. Using the packetization scheme described in Section III-A, there are 31 slices per frame for each description in the MD coder and 32 slices per frame for each layer in the layered coder. In order to generate statistically meaningful quality measures, in the simulation run for each network error scenario, each sequence of 25 frames is sent repetitively ten times at 25 fps. Table I shows the average video source rates (without the header overhead of RTP, UDP, and IP layer) and average slice sizes for the three test sequences. As mentioned earlier, each slice is sent as a single RTP/UDP packet.
B. Channel Model
There is an extensive literature on wireless channel modeling based on theory as well as measurements, both in the indoor and outdoor (urban, suburban, and rural) environments [39] , [40] . As our primary focus is to study MPT schemes, we choose to model the bursty error nature of the wireless channel as described below. We assume the presence of a forward error cor- recting (FEC) code at the data link layer to correct bit errors, so that a radio link can be qualitatively modeled by a two state Markov model at the packet level. The two states correspond to the link being in a "good" state or a "bad" state. This is shown in Fig. 6 . In the good state, we assume that a packet is discarded due to uncorrectable bit errors with some low loss probability (the bit error rate is so low that most errors are corrected at the link layer by FEC), whereas in the bad state, the packet is discarded or lost with a high loss probability . For most of the simulations, we use a value of 0.005 for and 1 for . This is equivalent to the Elliott-Gilbert model [36] , [37] . We consider a radio channel operating at 2.0 Mb/s. The average duration for transporting a packet (containing one slice in the payload) is about 1.117 ms. If the average "bad" duration is greater than this time, then successive packets are likely to be lost.
Ideally, for the layered coding case, some form of ARQ scheme should be applied to the base-layer packets, with a delay constraint that limits the maximum number of retransmissions. While the use of ARQ significantly reduces packet discards, the delay introduced increases the number of packets that do not arrive by a certain deadline, which will also be considered lost. To simplify our simulations, we choose not to simulate ARQ. Instead, we assign path parameters so that the packet loss rate for the base layer is significantly lower than that for the enhancement layer. This approximates a path which loses fewer packets due to the presence of link layer ARQ and possibly use of stronger FEC codes. The tradeoff between the bandwidth overhead and variable delay introduced by performing link layer ARQ and the gain in the performance due to a more reliable base-layer is a subject for further study.
C. Network Simulation
We simulated MPT using the OPNET simulation and modeling tool [41] . Previously, we have reported simulation results for the MPT scheme for file transfer and nonreal time data transfer using Transmission Control Protocol (TCP) as the transport layer and meta TCP as the traffic allocator and resequencing layer [42] . OPNET has a large library of network elements and protocol models which can be used as building blocks for the Monte Carlo simulation of networks. Since it is an open environment, new models can be created while existing library models can be easily modified. We developed the RTP/RTCP layer in OPNET, with the required subset of functions to run on the UDP layer. An MPT system with two paths was simulated. The two paths are identical in terms of available bandwidth and each path has three wireless hops, each modeled by the two-state model described in Section IV-B. In order to study the effect of the wireless channel, we have set the parameters such that the losses occur only due to uncorrectable channel errors and not due to, for example, buffer overflows or IP service rates. The video source application process opens multiple UDP (datagram) socket connections (equal to the number of paths) to the destination application process. As mentioned in Section II-B, at the source, traffic is distributed at the meta-RTP layer (i.e., using Option A in Fig. 2) . The slices that reach the destination are resequenced at the meta-RTP layer and delivered in the correct order (indexed by the packet header) to the application. At the receiver, the slices coming from both paths are stored in a buffer. The application process (video decoder) reconstructs data from received slices and displays successive frames at regular intervals. The slices of a frame that are received past its display time are considered useless. Currently, we assume that the resequencing buffer requirement is not a constraint. That is, packet losses due to resequencing buffer overflows are not explicitly modeled. The losses due to excessive end of end delay (including resequencing delay) captures the effect of resequencing.
V. RESULTS AND DISCUSSION
Using the video source and the channel model described in the previous section, we have simulated the MD coder and the layered coder when both use MPT as the transport mechanism over two paths. In this study, the paths are used transparently (i.e., no information is kept/used regarding the "quality" of the path) either at the network or at the application layer, except when otherwise mentioned. In this section, we compare the end-to-end performance of these two systems. For the MDC case, we assume the two paths have similar error characteristics. For the layered coder, we consider the situation where one path has lower error rates than the other, and the base layer is delivered over the better path. This setup is intended to simulate either a situation where asymmetric paths naturally exist, or where ARQ and possibly a stronger FEC code are applied for the links carrying the base-layer packets. We vary the channel error characteristics by appropriately controlling the channel good and bad duration on each wireless hop, and compare the peak signal-to-noise ratios (PSNRs) of the received video stream under both schemes. In the following, we describe results from three sets of simulations.
A. Performance Without Loss
First, we compare the coding efficiency of the MD and layered coders. Table II includes the average PSNRs of the decoded frames without any transmission losses. The results are averaged over 25 frames for each sequence. As expected, the layered coder yields a better quality (1.2-1.7 dB higher in PSNR) than the MD coder, under a similar data rate. 2 This is because the layered coder employs a LOT basis that is optimized for coding efficiency, whereas the MD coder uses a basis that is optimized for a desired tradeoff between the coding efficiency and the reconstruction quality in the presence of transmission loss. Decoded images by the layered coder for sample frames are shown in Fig. 7(a) . The images decoded by the MD coder are visually very similar to these images and, to save space, are not included. 2 The base layer in the layered coder has a rate slightly higher than the rate of either description in the MD coder.
B. Performance With Guaranteed Base-Layer Delivery
Next we compare the quality of reconstructed layer-coded images when only the base layer is available, with the MD-coded images when only one description is available. In the latter case, the maximally smooth image recovery method was used for reconstruction. Average PSNRs over 25 frames for each sequence are given in Table II . Sample reconstructed images are shown in Fig. 7(b) and (c). We can see that the reconstructed images from either base layer alone, or from a single description are quite satisfactory. The reconstructed images from the base layer in the layered coder are slightly better The numbers in parentheses denote the worst frame PSNR over the entire frequency.
than those from a single description in the MD coder, both in terms of the PSNR (0.2-0.8 dB better) and visual quality. Obviously, if one can design a network so that the path carrying the base-layer packets can be guaranteed error-free, the layered coder would be the best source coding scheme. However, if this were not possible or too costly, the situation would be different. Note that for the MD case, the reconstruction quality from either description is quite acceptable. On the other hand, for the layered coder, the reconstructed image from the enhancement layer alone will be unacceptable. As shown in the simulation results below, even a very small loss rate on the base layer will make the layered coder less desirable than the MD coder.
C. Performance When Both Paths are Error Prone
Tables III and IV show the PSNR values of reconstructed video frames using the MD and layered coders, respectively, when both paths are subjected to random packet losses. As described in Section IV-B, different packet loss rates are achieved by varying the "good" and "bad" durations on individual hops. Assuming that and are the average good and bad state durations, respectively, on a wireless hop, is the average packet duration, and is the packet loss probability in the good state, then the probability that a packet is delivered successfully through this hop can be approximated by (3) If is the number of wireless hops on a path, and all the hops have the same channel model parameters, then the expected end-to-end ("e2e" in the equation) packet loss rate on this path is (4) For simplicity, we only consider the case where all the hops on a path can be modeled by the same parameters, and the number of hops ( ) is three in all the simulations described in this section. The actual packet loss rates produced by our simulations differ slightly from the one calculated according to (4) . The loss rates listed in Tables III and IV are the measured end-to-end loss rates. For the MDC case, we assign the same parameters for all the hops on the two paths and the reported packet loss rates are the average of the end-to-end loss rates on the two paths. For the layered case, we fix the packet loss rate for the enhancement layer at about 25%, and vary the loss rates of the base layer from 0.8% to 7% by changing the combination of the "good" and 
LAYERED CODER UNDER VARIOUS CHANNEL ENVIRONMENTS
The network scenario is asymmetric in terms of error characteristics on a path. Channel parameters are p = 0:001 and q = 1: The average good and bad durations given are for the channel carrying the base layer. Those for the channel carrying the enhancement layer are fixed at 100 and 8 ms, respectively (except the first row, no-loss case).
"bad" durations in the underlying hops. As mentioned earlier, the radio channel is viewed as transitioning between the "good" and "bad" states. The underlying distribution is assumed to be exponential with a mean of average "good" duration and average "bad" duration, respectively. The set of simulated values for these are listed in Tables III and IV. In practice, one may use a combination of FEC and constrained ARQ (number of retransmissions limited to satisfy delay requirement) to achieve a desired packet loss rate that is lower than the raw packet loss rate. The packet loss rates quoted in this paper should be interpreted as the residual loss rates after the deployment of FEC and ARQ.
To compare the effects of packet loss on reconstruction quality for the MD and layered systems, in Fig. 8 , we show the PSNR versus average packet loss rate for the MD coder (labeled "MDC") and the PSNR versus base-layer loss rate for the layered coder (labeled "LDC1"). We can see that the PSNR drops much faster in the layered system when the base-layer loss rate increases. Also, a very small base-layer loss rate will lead to a quality degradation equivalent to that in the MDC system at a much higher loss rate. For example, for "FlowerGarden" and "Football," the PSNRs at a base-layer loss rate of 5% are similar to that by the MD coder at a loss rate of 13% on both paths. For "Susie," a base-layer loss rate of 5% leads to the same distortion of the MD coder at a loss rate of 20%.
One may argue that the above comparison is not fair because the enhancement-layer loss rate is, for most cases, higher than the loss rate in the MD system. In general, it is difficult to compare a system using symmetric paths and one using asymmetric paths. Ideally, we should compare them when the total resources used for source coding and error control are the same. This, however, depends on the error-control mechanisms used. One reasonable assumption is that the total data rates (source rates plus FEC parity checking bits) used by the two systems are similar when the total source bit rates as well as average packet loss rates on the two paths are the same. In Fig. 8 , we also show, for the layered coder, the PSNR versus the average of the packet loss rates in the base layer and enhancement layer (labeled "LDC2"). Because the simulated loss rates in the base layer is very small compared to that in the enhancement layer, the average loss rate is dominated by the loss rate in the enhancement layer, varying in a very small range. We can see that the layered coder is better than the MD coder when the average error rate is lower than a certain breakpoint. At relatively low error rates, the overall reconstruction quality is dominated by those blocks which do not experience transmission loss, and the layered coder yields better performance because it has a lower decoding distortion than the MD coder. At higher error rates, when the reconstruction quality of damaged blocks becomes the deciding factor, MDC becomes more effective. The break point depends on the underlying images. For images that are smooth (e.g., "Susie" and "Football"), the maximally smooth recovery method can conceal the error due to packet loss very well, so that the break point is relatively lower (13%). On the other hand, for images with many high-frequency details (e.g., "FlowerGarden"), this reconstruction method is less effective, and the break point is relatively higher (15%).
As is well known, the average PSNR value among all frames does not correlate very well with the visual quality perception. Sometimes, a single bad frame in a video clip can attract viewer's attention and make the sequence visually annoying. To take this into account, we also present in Tables III and IV the worst PSNR value among all frames. We can see that the layered coder performs worse than the MD coder under this measure at all error rates. Recall that, for the same loss pattern (i.e., the same set of coefficients are lost for each damaged block), the reconstruction quality using the maximally smooth recovery method is better with MD coder than with the layered coder. This is because the MD coder uses a LOT basis that intentionally introduces correlation among adjacent coefficient blocks, whereas the layered coder uses a LOT basis that minimizes the correlation. Also, for the same number of lost slices, the layered coder is more likely to experience cases when all the LOT coefficient blocks associated with a spatial block are lost so that this block cannot be concealed using the proposed reconstruction method. We call such a block undecodable. With the packetization format for the layered coder, a block becomes undecodable, if two overlapping slices, e.g., slices 1 and 3 in Fig. 5 , are both lost, in either base layer alone or in both layers.
On the other hand, for the MD coder, a block is undecodable only if all four overlapping slices, e.g., slices 1 and 3 in both descriptions 1 and 2 are lost simultaneously. Frames with such undecodable blocks will have very low PSNR. Tables V and VI compare the percentage of undecodable blocks in the MDC and layered cases. We can see that the layered coder is worse than MDC under this measure, when the average loss rates are equal. To compare the visual quality when the average loss rate over two paths are equal, we show in Fig. 9 reconstructed images and their respective PSNRs for a selected frame in each sequence. For the layered coder, we manually set one slice in the base layer and ten slices in the enhancement layer as lost. For the MD coder, we set five slices in each description as lost. These slices are chosen so that they do not affect the same spatial blocks, which would be the usual case with our interleaved packetization mechanism. The lost slice in the base layer includes half of the coefficient blocks associated with the affected row of blocks. This leads to noticeable blurring of edges in the damaged area. On the other hand, the ten lost slices in the MD case affect ten The first number in parenthesis denotes the number of frames which has at least one undecodable block. The second number indicates the worst number of undecodable blocks in a frame. The total number of frames is 250; the number of blocks per frame is 1320 for "Susie" and "FlowerGarden" and 1260 for "Football".
rows of blocks, but each with only a quarter of the coefficient blocks missing. Using our maximally smooth recovery method, the reconstructed image quality by the MD coder is slightly better, with more noticeable improvements in "Susie." Note that visual quality in the above simulated error scenario depends on the location of the lost slices. In the worst case, the base layer can lose the same number of slices as each description in the MD coder. Figs. 10 and 11 show the reconstructed images in such cases. In Fig. 10 , three slices are lost in both base layer and enhancement layer for the layered coder, and three slices are also lost in each description in the MD coder. In the latter case, the slices are chosen so that they cause the same set of coefficient blocks to be lost as in the layered case. Therefore, for both the layered and MDC cases, three rows have half of the coefficient blocks lost. Note that this co-location of lost slices in the MD case is rare in practice. We show this example to examine the reconstruction performance when the layered and MD coders have exactly the same loss pattern. The images in Fig. 10(a) are obtained by using the direct inverse for the layered case, which show the locations of the affected blocks. For the MD case, a direct inverse would yield similar results. Images in Fig. 10(b) and (c) are obtained with maximally smooth recovery method, for the layered and MD cases, respectively. We can see that the layered coder has more visible artifacts than the MD coder. Fig. 11 shows a similar case, but with eight slices lost on each layer/description. In this case, the layered coder is significantly worse than the MD coder. The first number in parenthesis denotes the number of frames which has at least one undecodable block. The second number indicates the worst number of undecodable blocks in a frame. The total number of frames is 250; the number of blocks per frame is 1320 for "Susie" and "FlowerGarden" and 1260 for "Football".
VI. CONCLUDING REMARKS
We described a framework for video transport over an unreliable network using MPT and MDC and presented the meta-RTP protocol for transport control. We also described an MDC scheme using LOT and an associated image-reconstruction scheme. We simulated an MDC-MPT system which has two paths with the same capacity and error characteristics. The two descriptions have similar bit rates. As a comparison, we also implemented a layered coder, and examined its performance when the two paths carrying the base and enhancement layers have asymmetrical error characteristics. The conclusion from our simulation results is that when the path carrying the base layer can be guaranteed error-free or with very low error rates, the layered coder gives a better overall performance. Passing this break point, the MD coder becomes more effective. Considering the high error rates typical for a wireless hop, which become even more dominant in a multihop scenario, the proposed MDC-MPT system appears to be a more attractive approach than the layered coding approach.
One way to guarantee error-free transmission of base layer packets is by using ARQ. This however will introduce delay, which depends on the round-trip time (RTT) of the path between the sender and the receiver. Simulation studies presented in [43] showed that MDC with no ARQ performs better than LC with ARQ, unless the RTT is very short. Even when the RTT is short, MDC is better when the latency requirement of the underlying application is stringent. Although a very different MD coder was used, their conclusions are consistent with ours: under long RTTs or low-delay requirements, one cannot use ARQ indefinitely, so that the base layer cannot be delivered error-free or with very low error rates. After the initial submission of this paper, several proposals of combining MDC with MPT for multimedia transport over the Internet have appeared. For example, Apostolopoulos [44] proposed to code a video source into MDs using temporal frame subsampling [45] and transmit them over multiple paths through either IP source routing or relay service. The analysis and simulation results showed that by using multiple paths, the compressed stream sees an "averaging behavior" in terms of packet loss and delay jitter, which is much better than the behavior of individual paths. Significant gain was observed over a scheme that uses a conventional single-description coder and a single-path transmission scheme. Liang et al. [46] proposed to deliver voice over IP by combining an MDC scheme that also relies on temporal subsampling [47] and MPT using a designated relay service. It was shown that path diversity can average out the delay jitter on each path so that the impact of packet loss due to excessive delay is significantly reduced. These studies are complementary to the work reported here, which focuses on combining MDC and MPT for image and video transmission over wireless networks. For the Internet, the benefit of path diversity lies mainly in reducing the packet loss due to delay jitter caused by traffic congestion. For the wireless network, MPT helps greatly in mitigating the effect of link failures and packet losses due to high bit-error rates.
We are in the process of extending this work in the following ways. First, the MD coder can be modified to produce layers of different priority in each description. This will enable the adaptation of the rate of each description in response to the change in the error rates and usable bandwidth on each path. Second, the MD and layered coders simulated here process each video frame independently. To achieve higher coding efficiency, motion-compensated temporal prediction should be incorporated. We need to simulate such coders, e.g., those reported in [45] , [48] - [50] , and evaluate the error-propagation effect due to temporal prediction. Third, we will simulate the system with heterogeneous paths in terms of error rates and available bandwidth. The effect of the background traffic on the number of the packets that miss the deadline at the destination will be studied. We will further extend our work on RTCP Receiver Reports and source rate adaptation and adaptive routing in response to these reports. Fourth, we will compare the performance of the MDC-MPT and layered systems with link layer or end-to-end ARQ, at least for the base-layer slices. The number of retransmissions allowed will be limited by the maximum allowable delay and the decoder buffer size. Finally, in this paper, we have spread the traffic onto multiple paths based on the available bandwidth on that path. Another way of extending this work would be to consider a path quality metric which is based on a function of path bandwidth, path latency, and average error rate.
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