Abstract. The Interactive Storyteller is an interactive storytelling system with a multi-user tabletop interface. Our goal was to design a generic framework combining emergent narrative, where stories emerge from the actions of autonomous intelligent agents, with the social aspects of traditional board games. As a visual representation of the story world, a map is displayed on a multi-touch table. Users can interact with the story by touching an interface on the table surface with their fingers and by moving tangible objects that represent the characters. This type of interface, where multiple users are gathered around a table with equal access to the characters and the story world, offers a more social setting for interaction than most existing interfaces for AI-based interactive storytelling.
Introduction
In this paper we present a generic tabletop board game interface for interactive storytelling. The setting of a tabletop board game stimulates face-to-face contact and social behaviour, which we think is important in multi-user interactive storytelling. The idea of using tabletop interfaces for digital storytelling is not entirely new. Several tabletop interfaces exist for storytelling systems [1, 2, 3] , but they only focus on facilitating storytelling, trying to stimulate collaboration and creativity. Unlike our system, they do not use AI to contribute to the story.
The interfaces of current AI-based storytelling systems are mostly like those of computer games, where a single user interacts from a first person perspective with 2D or 3D virtual characters on a computer screen [4, 5, 6] . A few systems focus on collaborative storytelling by multiple users, but these also have interfaces similar to computer games [7, 8] . To our knowledge, our Interactive Storyteller is the first AI-based storytelling system with a table-top interface.
The idea behind The Interactive Storyteller is to let users control the actions of one or more of the characters in a simulated story world. Each user can play one character, but collaborative control is also possible, with users cooperating to make decisions for the characters. From the ongoing interaction between the characters (which can be either player or computer controlled) and through their choices of actions a story emerges; this approach to interactive storytelling is called 'emergent narrative' [4] . The technical framework underlying The Interactive Storyteller is a multi-agent system for story generation, in which intelligent agents act out the role of characters in the story. These agents can plan and execute sequences of actions to satisfy their character's goals, taking into account the current state of the story world, and the mental state of the character. For more information on the storytelling framework, see [9] .
By using a multi-touch table we aim to achieve interactive storytelling that resembles the social setting of a tabletop board game. Like existing digital tabletop board games [10, 11, 12] , we try to combine the dynamics and intelligence of computer games with the social advantages of traditional board games. To reinforce the resemblance with board games, we investigate the use of tangible playing pieces that represent characters for physical interaction.
Next, we discuss the interface design and design choices based on related work and preliminary user tests. We end with a discussion on future work.
Interface Design
The interface design of The Interactive Storyteller is meant to be generic and easily adaptable to different story domains. We use a multi-touch table based on infrared reflection that is capable of identifying tangible objects through fiducial markers. The MT4j framework 1 is used for multi-touch support.
Story World and View. The visual representation of the story world is presented to users and possible spectators on a shared visual surface. Just as with traditional board games, it is important that people on all sides of the table have a similar view on the story world, therefore we chose a top-down map view. Two story domains are currently available in our storytelling framework: a domain about pirates, and a domain based on the "Little Red Riding Hood" (LRRH) story [13] . We used the latter domain in the prototype, because we consider it to be more coherent, easier to understand for new users, and easier to visualise (see the screenshot in Fig. 1 ). Given that LRRH is a children's fairytale, we decided to focus our research predominantly on children aged 6 to 11. However, a goal kept in mind was that the interface should also be appropriate for adults (with more adult domains and corresponding images).
The story world of LRRH contains three characters (Red, grandma, and the wolf) and five locations (Red's house, grandma's house, the clearing in the forest, the lake, and the beach). These locations are marked by blue circles on the map. Typical actions for a character currently available in the LRRH domain are amongst others: walking, greeting someone, stealing things, crying, eating something, baking a cake, and poisoning food. Characters can plan a series of such actions to try to achieve a goal they have. For instance, for the goal of 'Red' wanting to poison the wolf, a possible series of events might be: Grandma bakes a cake, Red poisons it with cyanide because she expects the wolf to steal it, which he does, the wolf eats the cake and dies.
For aesthetic reasons, we decided to draw the characters and houses on the LRRH map not strictly from their top-side view, but from a more recognisable angle. However, to prevent one side of the table from being optimal for perceiving the story world, characters are displayed in one direction and houses are projected the other way (see Fig. 1 ). Another solution for this orientation issue is autorotation, as was used in KnightMage [10] . Autorotation is only possible when there is always just one user that controls each character and the position of this user at the table is known, both of which do not apply to our system.
To enable an existing story world to be used in The Interactive Storyteller, the only required additions are a map and pictures that represent the characters in the world. The coordinates of the locations on the map, which link the story world to its visual representation, have to be provided in a properties file.
Physical Interaction. Like in the systems KnightMage [10] and False Prophets [11] , users can change the locations of characters by moving physical toys that represent the story characters across the surface of the multi-touch table. These tangibles provide tactile interaction that is expected to be intuitive because it very much resembles the interaction offered by many familiar board games.
In our storytelling system locations are always discrete: characters are at one location, or the next, but never half-way in between. When a user moves a tangible to an adjacent location, the blue circle of the destination location turns green to indicate that this is an allowed action. When the user moves the tangible to a location that is not in direct reach of the character's current location, the circle of the destination turns red to indicate that this is not an allowed action.
Users might put tangibles outside the circles that mark locations on the map. The system is unable to physically move tangibles away from such nonlocations. Interventions, like the system asking to move a tangible to a particular location, are not used because they distract the user from the story. This means the system has to be able to deal with tangibles being anywhere on the map. When a tangible is not at its character's actual location in the story world, a thin dotted blue line is shown connecting the tangible to its character's location.
Interface Elements. For the selection of non-move actions by users, there is an Action Selection Interface (ASI). An important requirement we had for this interface was that it should be quickly usable for multiple storytelling domains. A very specific and intuitive ASI can be developed by focussing on one particular domain to fit the users' needs in that particular virtual world. This is usually done in computer games, but we consider it more important that the interface stays generic. Therefore, we decided to refrain from icon-based or other graphicsbased ways for action selection, and use a flexible text-based approach.
Every time the turn goes to a new character, the knowledge base retrieves the set of all possible actions for that character, at that location, at that time, that are available in the story world. The ASI can be seen in the centre of Fig. 1 . Because of the young target user group, all text is displayed in our native language Dutch. The user first selects a category in the centre bar of the ASI and then an action within that category. After that, the round confirmation button in the centre bar is enabled and can be used to confirm the selected action and pass the turn to the next character.
Users and spectators can read the results of actions that characters perform in the story areas, which are the two scrolls that can be seen on the screenshot in Fig. 1 . If users want more or fewer lines of text to be visible in a story area, this can be achieved by touching the end of the scroll and rolling it up or down.
The ASI and the story areas occlude the view of the part of the map behind them. A balance has to be found between good visibility of the map and its contents, and the readability of the ASI and story areas. To achieve this subjective balance, we decided to keep the user in control of the size and placement of the ASI and the story areas. The user can move these elements around by dragging them with a finger. By dragging with two fingers at the same time, it is possible to rotate and resize them. The user can choose to find a static arrangement that generally works well in a particular story world, or keep changing sizes and arrangements depending on the current state of the story and places of interest.
Because we consider it to be important that users or spectators from all sides of the table have an equal view, all text in the ASI is presented in two directions instead of one. When users or spectators are standing on all four sides of the multi-touch table, the optimal layout is to position the ASI under an angle of 45 degrees with the sides of the table. We expect this angle to be acceptable for most readers. Having a shared ASI saves much space compared to having separate control areas on all four sides of the tabletop for different users, as in the SIDES system [12] . Moreover, if everybody is standing on one side of the tabletop, the text at the opposite side of the ASI can be hidden by touching the minus symbol on that side, conserving even more valuable screen estate.
Preliminary User Tests. We performed some informal user tests with five test subjects (three boys aged 8, 8 and 10; and two girls aged 10 and 11) interacting with an early prototype of the system. We found that despite the limited graphics, the children were very engaged by the system and enjoyed playing with it. With only a very limited explanation they understood how to interact with the system. Several children discussed possible actions together and some even planned a sequence of actions to pursue a particular storyline.
Based on observations, several improvements to the system were made. For example, we discovered that users often lost track of turn-taking. To make clear to which character the actions in the ASI belong, the ASI is now connected by a solid blue line to the character that has the turn.
Another observation was that fingertips were often badly recognised because they were very small. At the same time the rest of the hand did get recognised while hovering above the surface. By fine-tuning some recognition parameters we managed to reduce these issues, but the used hardware is a limiting factor.
Although told to do so, not every child looked at one of the story areas to read the results of actions performed by other characters. This often resulted in these users ending up confused and less immersed in the story. To address this issue, we decided to offer the same information in another modality by vocalising it with Loquendo text-to-speech. The story areas are kept as a time-independent source of the same information about the story. After introducing the new modality, we decided to also allow the addition of action specific sounds. Although domain specific, associating actions with sounds is is a quick and easy way to present audible feedback of an action to enrich the user experience.
Discussion and Future Work
Because our interface combines tabletop interaction with the advantages of computer-and board games, we expect the system to be a suitable interface for interactive storytelling. The system facilitates group play as opposed to solitary game play. Our next step will be a formal user test to evaluate whether The Interactive Storyteller provides a suitable interface for interactive storytelling for children. Because questionnaires are not very suitable for young children, we intend to use an observation scheme like the Play Observation Scale [14] .
We also intend to investigate whether the use of tangibles in our system setup has advantages over a touch-only approach. To answer this question, we made a touch-only version of our prototype which only uses images to represent and move characters. Both versions will be compared in the user tests. These tests should also show whether users prefer to play one character each, like actors playing a role, or to choose the actions for all characters together in deliberation.
