Teasing out the health effects of constituents of complex mixtures poses formidable statistical challenges owing to the problem of multicollinearity. While statistical devices such as regression on principal components, model selection, and model averaging offer some approaches to this problem, incorporation of external information is likely to be more helpful. I explore a general hierarchical modeling framework that would allow such information as sources, genetic interactions, and toxicology to be included in the higher levels of the model.
Introduction
Suppose one were interested in determining the etiologically relevant constituents of some complex mixture X on some disease Y, and suppose the specific constituents (X 1 ,y,X C ) were either not directly measurable or were so highly correlated in epidemiologic samples that their effects could not be disentangled by straightforward multiple regression techniques. While some exposures are thought to leave very specific somatic mutations in such genes as p53 (Jones et al., 1991; Gonin-Laurent et al., 2006) , most cancers and other chronic diseases do not reveal their causes through any such specific ''fingerprints. '' Although Hunter (2005) suggested that ''the finding of an interaction between exposure to a complex mixture and a specific variant of a metabolic gene ''points the finger'' at the substrates of the gene as the causal components of the complex mixture'' and the germ of this idea can also be found elsewhere (Ames, 1999; Potter, 2001; Rothman et al., 2001; Brennan, 2002) , these ideas appear not to have been developed in any formal statistical framework. Here, I propose a specific hierarchical modeling approach that might provide a useful framework for implementing this idea.
As it is well known, standard multiple regression techniques can lead to highly unstable regression coefficients when the variables are highly correlated and stepwise variable selection methods typically do not do a good job of selecting the truly causal ones from a highly correlated set of variables. An alternative approach involves some form of regression on principal components, in which the set of pollution variables is analyzed first to extract a subset of linear combinations that account for most of the variability, and then only these constructs are used as predictors of the health outcome. Although this overcomes the multicollinearity problem, the components may be difficult to interpret and the approach does not incorporate any external knowledge.
Another approach to the multicollinearity problem is model selection. Standard confidence limits on the regression coefficients from a single ''best'' model do not reflect the uncertainty about which other variables should be adjusted for. Bayesian model averaging offers a way around this problem by averaging across all possible models, yielding coefficients and standard errors that reflect this uncertainty about model form. This approach has been used with some success in time-series air pollution studies as a way of accounting for uncertainty about which weather covariates to adjust for (Clyde, 2000; Dominici et al., 2003) , but the technique can be misused, as in Koop and Tole's (2004) analysis that essentially concluded that the uncertainties about model form were so large that no conclusions could be reached about the contribution of specific constituents. Their analysis has been criticized by Thomas et al. (2007a) who argued that Bayesian model averaging was useful for developing models with high predictive accuracy, but could not be expected to yield meaningful estimates and standard errors in the face of extreme multicollinearity.
Hierarchical regression methods (Witte et al., 1994) offer one potential way out of this dilemma by adding a secondlevel that describes the distribution of regression coefficients from the data model, possibly including characteristics of the variables as predictors. For example, in nutritional epidemiology, the first level of the model might describe the relationship between a health outcome and consumption of various food items, while the second level would describe the relationship between the food items and their nutrient content. In a similar manner, an air pollution study could take measured pollution concentrations as covariates in the first stage and their sources as covariates in the second stage. I begin by laying out this general hierarchical modeling framework and then discuss ways in which additional information can be incorporated to help overcome the multicollinearity problem. In particular, I consider three types of external information that could be helpful: source apportionment, gene-environment interactions, and toxicologic assays of biological effect of mixtures.
Hierarchical models for mixtures
Let i subscript the individuals in an epidemiologic studies, and suppose one had measurements of Y i and X i . A conventional single-level general linear model would take the form
where f( Á ) denotes a ''link'' function appropriate for the distribution of the outcome variable Y (e.g., the identity for a normal distribution, logit for binary variables, log for Poisson data, etc.) and b ¼ (b 1 ,y,b C ) is a vector of regression coefficients corresponding to each component of the mixture. If the components of X are highly correlated, the resulting estimates of b can quite unstable, but one could add a second level to the model, treating these regression coefficients as random variables with some exchangeable distribution, conditional on a set of P ''prior covariates''
In the nutritional epidemiology example introduced above, the subject-level covariates X ic might be the consumption of various food items c and the prior covariates Z cp might be provided by a food-nutrient matrix for the content of nutrient p from food item c. The p's then have the interpretation of the effect of nutrient p on the outcome and the b's give the effect of individual food items, stabilized by ''borrowing strength'' from the effects of other food items with similar nutrient content. By analogy, in the air pollution context, the subject-level covariates would be estimates of the exposure to specific pollutants c and the prior covariates could come from a source apportionment matrix (Schauer et al., 1996; Zheng et al., 2002) giving the contribution of source p to constituent c. See Thomas et al. (2007b) for further discussion of the use of informative priors to dissect complex mixtures.
Rather than pursuing the source apportionment approach further here, I consider alternative approaches based on using two types of biological information, one based on the hypothesis that different constituents of a mixture may be metabolized by different genes and hence display unique patterns of gene-environment interactions, and one based on the idea of using toxicologic assays to estimate the biological effect of the mixture as constituted in different locations and incorporating this information into the epidemiologic analysis.
Gene-environment interactions as prior covariates
In addition to the exposure and outcome data, now suppose one had measurements on a vector of genotypes G i ¼ (G ig ) at specific loci g known to be involved in the metabolism of specific constituents of c. Consider a general linear model of the form
including main effects of the constituents and genes and their interactions. Suppose first that the constituent concentrations X ic were directly measurable. I propose a hierarchical model treating the various regression coefficients as random effects:
where Z cg is a vector of ''prior covariates'' relating to the potential strength of the interaction between gene g and constituent c. The entire model is illustrated graphically in Figure 1 . Now suppose the constituent concentrations were not directly measurable, so all that was available was the total exposure to the mixture X i þ ¼ S c X ic . The individual constituents might now be treated as latent variables, given by X ic ¼ p ic X i þ , where I assume the proportions p ic follow Dirichlet distribution p B Dirichlet(z 1 ,yz c ). Here, the z c denotes the prior knowledge about the average relative concentrations of the various constituents.
This model is readily extended to incorporate individual predictors of these proportional constituent concentrations by taking p i B Dirichet[exp(x 1 0 W i ),y, exp(x C 0 W i )]. Conceptually appealing as this framework is, it suffers from fundamental identifiability problems, since only the product of the proportions in the mixture p ic and their corresponding effect size estimates are b c and d cg are estimable. While some reparameterization may be possible to overcome this problem, a satisfactory solution has so far been elusive. Instead, I will describe a simpler variant of the model, relying only on the total exposure X i þ and its interaction with genes, of the form
with d cg modeled as a function of prior covariates Z cg as described above (Eq. (4c)). Making this substitution into model (5) yields
which can be easily fitted using standard regression programs without requiring any latent variable modeling. Given estimates of the regression coefficients z cg , one can then readily compute the population attributable risks (or for continuous traits, the variance components) attributable to each constituent, including its interactions with the relevant genes and other constituents. The relevant variances and covariances for the main effects, environmental covariances, and interactive effects can then be added up to obtain a total impact of each constituent.
Using toxicologic assays as prior covariates
Now suppose one had air pollution samples from a series of locations l and wished to characterize their biological effects both epidemiologically and toxicologically. In an epidemiologic study, one might have health outcomes Y ci for a sample of individuals i from each location c. In a toxicology experiment, one might observe a set of biological response B cs in a sample of cellular assays s to the pollution sample from town c. Linking the two are a set of candidate genes of interest. Let G i ¼ (G ig ) g ¼ 1yG denote a vector of genotypes for the epidemiologic subjects and let G s ¼ (G sg ) g ¼ 1yG denote the corresponding genotypes of the cell lines used in the toxicology experiments. The latter could comprise a sample of cell lines obtained from a genotype-stratified subset of subjects in the epidemiologic study or a standard cell line with the specific genes of interest experimentally modified. I propose to link the two datasets in the analysis using a hierarchical model of the form illustrated in Figure 2 :
In this formulation, Eq. (6c) provides the ''glue'' relating the epidemiologic and toxicologic analyses by relating the coefficients of the interactive effects of exposure and genotype to each other. Alternatively, one could use the biological responses themselves as either covariates in the epidemiologic model (6a) or as prior covariates on the second-level model (6c) for the regression coefficients. The first of these would take the form where s(G i ) refers to the cellular assay that most closely corresponds to subject i's genotype (or a mean over the most relevant cell cultures). The second option would take form
where the expectation of the deviations of the biological responses from those predicted by the main effects of exposure and genotype is taken over all cell cultures s g with genotype g and over all exposure samples c.
Conclusions
The beauty of the hierarchical modeling approach is that the prior covariates do not dictate the actual magnitude of differences between particular constituents F or even declare that specific components really do differ F but merely specifies classes of categories of constituents that potentially differ and lets the data determine whether and by how much these classes really differ, that is, estimate the predictive value of each prior covariate. The basic assumption being made (other than the specific parametric form of the two levels of the model) is that within categories defined by the prior covariates one has no prior reason to believe that the individual constituents differ in a predictable manner. Of course, their effects will differ to some extent, but that variation is described by the residual variance t 2 in the second-level model. In this general regression setting, one is free to include various potential predictors (continuous or categorical) in the set of prior covariates, rather than committing oneself to a single classification scheme, provided the number of prior covariates P is small in comparison with the number of regression coefficients C in the first-level model and they are not themselves too highly correlated.
Of course, the utility of the model depends upon the predictive value of the prior covariates. If none of these are in fact useful predictors, then effectively the model will shrink all the regression coefficients toward a common mean, as in a conventional empirical Bayes model or ridge regression. The resulting coefficients will still be stabilized by the addition of the second-level model, but the prior covariates will have no influence on the results (see MacLehose et al., 2007) for a range of flexible hierarchical models that do not incorporate external information). For example, metabolic genes may be helpful for disentangling the effects of constituents that are metabolized by different genes, but obviously would be of little help for distinguishing among constituents that are metabolized by the same pathways. In an application of this approach, Conti et al. (2003) described the effects of welldone red meat and tobacco smoking on colorectal polyps by incorporating two distinct sets of genes, one set (CYP1A2, NAT1 and NAT2) involved in the metabolism of heterocyclic amines (HCAs), the other (CYP1A1, EPHX1 and GSTM1) involved in the metabolism of polycyclic aromatic hydrocarbons (PAHs). Both exposures are sources of these two classes of constituents, so this analysis could distinguish which class of agents was more important for each exposure, but of course could not identify the specific HCA or PAH that might be most important.
