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Abstract
We study the moduli space of null curves in Klein’s quartic in the four-dimensional (complex)
projective plane using methods developed by Robert Bryant. As a consequence, we show that
minimal surfaces with 9 embedded planar ends do not exist and formulate some conjectures about
the previous moduli space.
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1 Introduction
The classification of Willmore spheres in S3 by Robert Bryant ([1]) shows that any non-minimal Willmore
sphere ~Φ : P1 → S3 is the inverse stereographic projection of a complete minimal surface in R3 with
embedded planar ends. Therefore, the classification of Willmore spheres in S3 reduces to the classification
of certain minimal surfaces in R3. It is relatively easy to find explicit examples of complete minimal
surfaces with any even number 2d ≥ 4 of embedded planar ends ([1], [12], [2]), R. Bryant showed that
there were such minimal surfaces with 3, 5 or 7 ends.
∗Department of Mathematics, ETH Zentrum, CH-8093 Zürich, Switzerland.
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Using the framework of the Klein correspondence ([2], [3]), we show that there exists essentially a
unique minimal surface with 8 embedded flat ends, while there are no minimal surfaces with 9 embedded
planar ends. We also explain why the examples of the contrary which have been made in the literature
are incorrect.
1.1 Motivation
We say that a non-constant meromorphic curve f : Σ → C3 is a null curve if 〈df, df〉 = 0, or in a local
coordinate z : U → C
〈∂zf, ∂zf〉 = (∂zf1)2 + (∂zf2)2 + (∂zf3)2 = 0.
The Weierstrass parametrisation shows that any non-planar minimal surface ~Φ : Σ → R3 arises as
~Φ = Re (f), for such non-constant meromorphic null curve f : Σ → C3, a condition which amounts as
saying that ~Φ is an immersion outside of the discrete set of poles of f . Furthermore, ~Φ is a complete
minimal surface with n embedded planar ends if and only if f has n simple poles, i.e. if there exists
distinct points a1, · · · , an ∈ C and vectors v0 ∈ C3, v1, · · · , vn ∈ C3 \ {0} such that
f(z) = v0 +
v1
z − a1 + · · ·+
vn
z − an .
This is easy to see that 〈f ′(z), f ′(z)〉 = 0 is an over-determined system in (v0, v1, · · · , vn) and (a1, · · · , an),
and the direct approach for n ≥ 5 seems quite difficult, so we will describe below another approach of
R. Bryant using the Klein correspondence on which the classification is based on.
1.2 The Klein correspondence
We adopt the notations of [3], and we recall the Klein correspondence (see Proposition 4 [3]). Let Σ
be a compact connected Riemann surface, and f : Σ → Pn be a non-degenerate holomorphic curve,
i.e. f(Σ) is not contained in some hyperplane Hn−1 ⊂ Pn. Then this is known that deg(f) ≥ n (see
for example [11]). It is possible to construct a well-defined (see [7], 2.4) family of associated curves
fk : Σ→ P(ΛkCn+1) ≃ P(
n+1
k )−1 with 1 ≤ k ≤ n, such that for any local complex coordinate z : U → C
(where U ⊂ Σ is an open set),
fk = [F ∧ ∂zF ∧ · · · ∧ ∂k−1z F ]
if f = [F ], where F : U → Cn+1 is a non-vanishing holomorphic map. As we shall see, even if f is non-
degenerate, fk need not be non-degenerate. Notice that fk is the projectivization of Calabi’s holomorphic
form (see [4])
F ∧ ∂F ∧ · · · ∧ ∂k−1F = F (z) ∧ ∂zF (z) ∧ · · · ∧ ∂k−1z F (z) dz
k(k−1)
2 ,
where in a local complex coordinate z, we have for all 1 ≤ j ≤ k − 1
∂jF = ∂jzFdz
j.
We now introduce the necessary definitions related to ramification divisors, and we adopt the same
notations as [3] (see also [7] 1.4). For all p ∈ Σ, there exists a basis (v0, · · · , vn) of Cn+1 and holomorphic
functions h0, · · · , hn on Σ such that
f =
[
h0 v
0 + h1 v1 + · · ·+ hn vn
]
and satisfying
0 = ordp(h0) < ordp(h1) < · · · < ordp(hn), (1.1)
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where ordp(hi) is the order of vanishing of hi at p ∈ Σ. We define the i-ramification degree of f at p for
all 1 ≤ i ≤ n by
ri(f, p) = ordp(hi)− ordp(hi−1)− 1 ≥ 0,
which is well-defined independently on the choice of basis (v0, · · · , vn) of Cn+1 and of {hi}1≤i≤n satisfying
(1.1). As for all but finitely many p ∈ Σ do we have ri(f, p) > 0, we define for 1 ≤ i ≤ n the i-th
ramification divisor Ri(f) on Σ by
Ri(f) =
∑
p∈Σ
ri(f, p) · p.
We also mention the important set of relations between the ramification divisors of f and of its associated
curves:
Ri(f) = R1(fi), Ri(fn) = Rn+1−i(f), 1 ≤ i ≤ n.
However, for 2 ≤ k ≤ n and 2 ≤ i ≤ (n+1
k
) − 1, the branched divisor Ri(fk) cannot be computed solely
with respect to Rl(f) in general, with the notable exception of the contact curves as we shall see.
Definition 1.1. We say that p ∈ Σ is a branch point of f of order θ0 ≥ 1 if r1(f, p) = θ0. If R1(f) = 0,
we say that f is unbranched or equivalently an immersion in a neighbourhood of p ∈ Σ.
Now assume that n = 3. We say that a holomorphic curve f : Σ→ P3 is a contact curve if there exists
a symplectic form β on C4 such that f2(S) ⊂ P(β⊥) ⊂ P(Λ2C4) ≃ P5. As up to linear transformation,
we have (in the standard coordinates (x1, x2, x3, x4) of C4)
β = dx1 ∧ dx2 + dx3 ∧ dx4,
we notice that β⊥ is a 5-dimensional sub-vector space of Λ2C4 ≃ C6.
Now, we embed C3 →֒ P4 as the null quadric Q3 ⊂ P4, also called Klein’s quartic, by the map
x 7→ [1, x, 〈x, x〉],
where the null quadric Q3 ⊂ P4 is defined by the homogeneous equations
X0X4 −X21 −X22 −X23 = 0. (1.2)
Coming back to minimal surfaces, we mention the following correspondence with algebraic curves in Q3.
Proposition 1.2 (Bryant, [3], Proposition 3). If f : Σ→ C3 is a meromorphic null curve with d simple
poles and no other poles, then the completed null curve f˜ : P1 → Q3 ⊂ P4 has degree d. Furthermore, if
f is an immersion outside of its poles, then f˜ : Σ→ Q3 is also an immersion.
Coming back to the ramification divisors, we mention the remarkable fact that the ramifications
divisors of the associate curve f2 of a contact curve f : Σ → P3 can be expressed solely with respect to
the ramification divisors of f .
Proposition 1.3 (Bryant, [3], Proposition 1). Let f : Σ → P3 a non-linear contact curve. Then f is
non-degenerate, and f2 : Σ → P(β⊥) ≃ P4 is non-degenerate as an algebraic curve in P4. Furthermore,
we have
R1(f) = R3(f)
R1(f2) = R4(f2) = R2(f), and R2(f2) = R3(f2) = R1(f).
We finally come to the Klein correspondence (from [10]), which, in this strong form, is due to R.
Bryant ([3]).
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Theorem 1.4 (Bryant, [3], Propositions 1,2, and 4.). Let f : Σ → P3 be a non-linear contact curve of
associated symplectic form β ∈ Λ2((C4)∗), and Ω = 1
2
β2 be its associated volume form. Define the null
hyperquadradric Q3 of the scalar product 〈 · , · 〉 = Ω( · ∧ · ) by
Q3 = P(β⊥) ∩ {[v], 〈v, v〉 = 0} .
Then f2 : Σ → P(Λ2C4) ≃ P5 has image in Q3 ⊂ P(β⊥) ≃ P4, and is a non-degenerate null curve as a
curve in P(β⊥) ≃ P4.
Conversely, if g : Σ→ Q3 ⊂ P4 is a null curve whose image is not contained in a line P1 ⊂ P4, then
g = f2 for a unique non-degenerate contact curve f : Σ→ P3.
Now, let us consider a contact holomorphic curve f : Σ → P3 of symplectic form β, that is not
contained in a line P1 ⊂ P3, and let f2 : Σ → Q3 ⊂ P(β⊥) ≃ P4 be its associated curve from Klein
correspondence. The Plücker formulae and Proposition 1 of [3] (which proves that R1(f) = R3(f),
R1(f2) = R4(f2) = R2(f) and R2(f2) = R3(f2) = R1(f)) show if Σ has genus g that
4 deg(f) + 12(g − 1) = 4r1(f) + 2r2(f)
5 deg(f2) + 20(g − 1) = 5r1(f) + 5r2(f),
where ri(f) = degRi(f). Notice that this implies that r2(f) is even. In particular, if Σ has genus 0,
then
deg(f) = 3 + r1(f) +
1
2
r2(f)
deg(f2) = 4 + r1(f) + r2(f). (1.3)
Definition 1.5. We say that a non-degenerate contact curve f : Σ → P3 is totally ramified if r1(f) is
maximal, that is r2(f) = 0 and r1(f) = deg(f) + 3(g − 1).
Now, recall that one of the main results of [2] or [3] is to show the following theorem, which is
equivalent to the non-existence of complete minimal surfaces with 5 or 7 embedded planar ends in R3.
We can also easily check that for 2 or 3 ends, there is no such objects by a direct algebraic computation
from the Weierstrass parametrisation. For example, the only complete minimal surface with 2 embedded
ends is the catenoid (see [21]), whose ends are not planar. Furthermore, 3 ends are excluded as the
corresponding contact curve f : P1 → P3 would have degree 2
Theorem 1.6 (Bryant, [2], [3]). Unbranched non-linear null curves g : P1 → Q3 ⊂ P4 cannot have
degree 5 or 7.
Using the link with minimal surfaces of Proposition 1.2 and Theorem 1.6, we obtain the following
non-existence result concerning minimal surfaces in 3-space.
Theorem 1.7 (Bryant [2], [3]). Complete minimal surfaces of genus 0 in R3 with 3, 5, or 7 embedded
flat ends (and no other ends) do not exist.
1.3 Unbranched null curves of even degree
The cases d = 4, d = 6 were completely classified by R. Bryant (see [1], [2]), and examples for even
d ≥ 8 were given by R. Kusner (see [12]). Furthermore, there is a simple example given in [2] of curves
of degree 2d ≥ 4 as the associate curve of the non-degenerate contact curve fd : P1 → P4 defined by
fd =
[
−
(
1
2d− 1
)
v0 + zd−1v1 + zdv2 + z2d−1v3
]
‘ (1.4)
It is a contact curve for the non-degenerate symplectic structure
β = ξ0 ∧ ξ3 + ξ1 ∧ ξ2, (1.5)
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where (ξ0, ξ1, ξ2, ξ3) is the dual base of the base (v0, v1, v2, v3) of C4. Its branching divisor is
R1(f) = (d− 2)p+ (d− 2)q
if p, q ∈ P1 correspond to the zero and the pole of the standard meromorphic coordinate z on P1 =
C ∪ {∞}. Indeed, we easily compute that
(fd)2 =
[
− d− 1
2d− 1 v
0 ∧ v1 − d
2d− 1z v
0 ∧ v2 + zd(v1 ∧ v2 − v0 ∧ v3) + dz2d−1 v1 ∧ v3 + (d− 1)z2d v2 ∧ v3
]
and as 2d > 2d − 1 > d > 1 for all d ≥ 2, we deduce that g is linearly full in the projectivization of
W = β⊥, where β is the non-degenerate symplectic form on C4 given by (1.5). We will see that fd is
up to projective equivalence the only totally ramified non-degenerate contact curve of degree 2d− 1 (at
least for d = 4).
1.4 Statement of the results
The first result permits to classify contact curves whose dual is an immersion in Klein’s quadric.
Theorem A. Let f : P1 → P3 be a non-degenerate totally ramified contact curve of degree d ≤ 9. Then
d is odd.
Using the Klein correspondence, this result permits to generalise Proposition 3 of [2].
Theorem B. If g : P1 → Q3 ⊂ P4 is an unbranched holomorphic null immersion of degree 4 ≤ d ≤ 9,
then d is even and g is equivalent to the dual curve of fd−1 : P1 → P3 up to re-parametrisation in P1
and the action of the holomorphic automorphism SO(5,C) of Q3.
By the Klein correspondence ([2]), we deduce the following result.
Corollary C. Complete minimal surfaces of genus 0 in R3 with exactly 9 embedded planar ends (and
no other ends) do not exist.
It seems likely that this result holds for every odd number at least 11 (we show that in general many
branched divisors are excluded, see Sections 3, 8).
Conjecture. Let ~Φ : S2 \ {p1, · · · , pd} → R3 be a non-planar minimal surface with embedded planar
ends. Then d ≥ 4 is even.
Remark. If this conjecture held, it would draw a remarkable parallel between Willmore surfaces S2 →
R3 and harmonic maps R3 → S2. Indeed, it would imply that for all non-completely umbilic Willmore
immersion ~Φ : S2 → R3,
W (~Φ) ∈ 8πN,
while for all variational Willmore sphere ~Φ : S2 → R3 (thanks to the combined results of [14], [15], [16],
[17]), we have
W (~Φ) ∈ 4πN.
This is reminiscent of the work of Lin and Rivière ([13]) on the energy quantization of harmonic maps,
where they show in particular that for stationary harmonic maps u : R3 → S2, we have
lim
r→∞
1
r
∫
B(0,r)
1
2
|∇u|2dx = 4π d
for some d ∈ N and that if u : R3 → S2 is smooth we have the stronger
lim
r→∞
1
r
∫
B(0,r)
1
2
|∇u|2dx = 8π d
for some d ∈ N.
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2 Higher genus minimal surfaces with flat ends
Finally, one can wonder what happens in higher genus. To our knowledge, the only known examples
are in genus 1. First, recall that the Jorge-Meeks formula ([9]) shows that for any complete minimal
immersion ~Φ : Σ \ {p1, · · · , pd} → R3 of finite total curvature, if p1, · · · , pd have respective multiplicities
m1, · · · ,md ≥ 1, then ∫
Σ
Kg dvolg = −4π
γ − 1 + 1
2
d∑
j=1
(mj + 1)
 ,
where γ ∈ N is the genus of Σ. In particular, if Σ has genus 1, and ~Φ has d embedded ends, we find∫
Σ
Kg dvolg = −4πd.
The case d = 1 is impossible, as the only complete minimal surfaces with total curvature −4π are the
catenoid and the Enneper surface ([18]). The case d = 2 is also impossible by the uniqueness of the
catenoid as the only complete minimal surface with two embedded ends. The case d = 3 is impossible
by an argument of R. Kusner and N. Schmitt. Finally, C. Costa gave an example with 4 ends ([5]), and
Kusner-Schmitt computed the moduli space of these minimal tori with 4 flat ends. Additional examples
of any oven number of ends (at least 6) were provided by E. Shamaev ([22]). We find it of interest that
the only known examples have an even number of ends, and a bold conjecture might be to say that
examples with an odd number of flat ends do not exist. Furthermore, it seems plausible that complete
minimal surfaces of arbitrary genus with an even number of flat ends exist, by "adding handles" to the
minimal surfaces constructed by R. Bryant and R. Kusner (see for example [8] for the construction of
prescribed genus helicoids).
3 Impossible divisors for unbranched null immersions
We have already seen that for d = 1, 2, 3, 4, there is no unbranched null curve g : P1 → Q3 ⊂ P4 of degree
2d+ 1. Let d ≥ 2, and we suppose that there exists an unbranched null curve g : P1 → Q3 ⊂ P4, and we
let f : P1 → P3 the associate contact curve from the Klein correspondence. As g is unbranched, f has
degree 2d ≥ 4, and we have by the Plücker formulae
r1(f) = 2d− 3 ≥ 1.
Now, suppose that for some p ∈ P1, we have R1(f) = (2d − 3) · p. Taking p = 0, we see that for some
λ1, · · · , λ2d−3 ∈ C, we have and for some vectors (v0, v1, v2, v3) ∈ C4
f =
[
(1 + λ1z + λ2z2 + · · ·+ λ2d−3z2d−3)v0 + z2d−2v1 + z2d−1v2 + z2dv3
]
.
As f is non-degenerate, (v0, v1, v2, v3) must be a base of C4. Now, we compute
f2 =
[
(2d− 2)v0 ∧ v1z2d−3 + ((2d− 1)v0 ∧ v2 + (∗ ∗ ∗)v0 ∧ v1)z2d−2
+ (2dv0 ∧ v3 + (∗ ∗ ∗)v0 ∧ v1 + (∗ ∗ ∗)v0 ∧ v2)z2d−1 + (∗ ∗ ∗)z2d + · · ·+ (∗ ∗ ∗)z4d−5
+ (3λ2d−3v0 ∧ v3 + v1 ∧ v2)z4d−4 + (2v1 ∧ v3)z4d−3 + (v2 ∧ v3)z4d−2
]
.
Looking at first three and the last three lines, we see that f2 is linearly full in P(Λ2(C4)), so f cannot
be a contact curve of degree 2d ≥ 4, as 4d− 4 > 2d− 1.
Remark 3.1. Notice that the same proof would work for degree 2d ≥ 4 unbranched null curves in
Klein’s quadric Q3 ⊂ P4.
Actually, we can also obtain this directly thanks of the following lemma.
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Lemma 3.2. Let f : P1 → P3 be a completely ramified contact curve of degree d ≥ 5. Then for all
p ∈ P1, we have
r1(f, p) ≤ d− 32 .
and in particular
P
1 ∩ {p : r1(f, p) > 0} ≥ 2.
Proof. Assume that p ∈ P1 is such that 2r1(f) > d−3. Then if z is the standard meromorphic coordinate
of P1, we can assume that p corresponds to the zero of z and there exists (v0, v1, · · · , vd) ∈ C4 such that
f =
[
v0 + zv1 + · · · zdvd] .
Now, if a = r1(f, p) ≥ 1, v1, · · · , va must be multiples of v0 and we obtain for some λ1, · · · , λa ∈ C
f =
[
(1 + λ1z + · · ·+ λaza) v0 + za+1va+1 + za+2va+2 + · · ·+ zdvd
]
.
As r2(f, p) = 0, we see that (v0, va+1, va+2) is free and as r3(f, p) = r1(f, p), we must have for some
basis (w0, w1, w2, w3) of C4 the expansion
f =
[
(1 + · · · ) v0 + (za+1 + · · · )w1 + (za+2 + · · · )w2 + (z2a+3 + · · · )w3] .
so we have vj ∈ Span(v0, va+1, va+2) for all a + 3 ≤ j ≤ 2a + 2. However, as d ≤ 2a + 2, we have
vj ∈ Span(v0, va+1, va+2) for all a + 3 ≤ j ≤ d so f(P1) ⊂ P(Span(v0, va+1, va+2)) ≃ P2 ⊂ P3 so f is
degenerate, contradiction.
Therefore, we obtain the following partial result.
Proposition 3.3. Suppose that there exists an unbranched null curve g : P1 → Q3 ⊂ P4 of degree
2d+ 1, and let f : P1 → P3 be the associated contact curve given by the Klein correspondence. Then the
ramification divisor of f consists of at least three distinct points with multiplicity.
Proof. We have deg(f) = 2d and r1(f) = 2d− 3, and by Lemma 3.2, we have for all p ∈ P1
r1(f, p) ≤ 2d− 32 = d−
3
2
which implies that r1(f, p) ≤ d− 2 and as 2(d− 2) < 2d− 3 = r1(f), the algebraic curve f must have at
least three distinct branch points.
We can refine this result thanks of the following lemmas, using Proposition 1 of [3].
Lemma 3.4. Let f : P1 → P3 be a non-degenerate totally ramified contact curve of degree d ≥ 4 (i.e.
r1(f) = d − 3). Then for all p ∈ P1 such that 2r1(f, p) + 3 < d, and for all q ∈ P1 \ {p}, we have the
estimate
2 r1(f, p) + r2(f, q) ≤ d− 4. (3.1)
In particular, if f has even degree, then (3.1) holds for all p 6= q.
Proof. Let p, q ∈ P1 two distinct points and let a = r1(p, f), b = r2(f, q). Then we can assume that p
corresponds to the zero of the meromorphic coordinate z and that q corresponds to its pole. Then for
some vectors v0, · · · , vd ∈ C4 spanning C4, and some scalars λj , νj ∈ C, we can write f as
f =
[
(1 + λ1z + · · ·+ λaza) v0 + za+1va+1 + za+2va+2 + · · ·+
(
πd−bz
d−b + · · ·+ zd) vd] . (3.2)
Now, assuming that 2d + 3 < d, we can make a linear change of variable such that π2a+3 = 0 (up to
modifying the other coefficients). As R2(f) = 0 and R3(f) = R1(f), we can write f as
f =
[
(1 + · · · )w0 + (za + · · · )w1 + (za+1 + · · · )w2 + (z2a+3 + · · · )w3] (3.3)
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for some basis (w0, w1, w2, w3) of C4. In particular, assuming that 2d + 3 ≥ d − b, this implies that
vj ∈ Span(v0, va+1, va+2) for all a+ 3 ≤ j ≤ d− b− 1, so for some scalars λj , µj , νj ∈ C, we have
f =
[ (
1 + λ1z + · · ·+ λaza + λa+3za+3 + · · ·+ λd−b−1zd−b−1
)
v0 +
(
za+1 + µa+3za+3 + · · ·
+ µd−b−1zd−b−1
)
va+1 +
(
za+2 + νa+3za+3 + · · ·+ νd−b−1zd−b−1
)
va+2 +
(
πd−bz
d−b + · · ·+ zd) vd].
In particular we see that (v0, va+1, va+2, vd) is a basis of C4. Furthermore, by (3.3), we must have πj = 0
for all d−b ≤ j ≤ 2a+2 (otherwise we would have r3(f, p) < a), so recalling that we also have π2a+3 = 0
we finally obtain
f =
[ (
1 + λ1z + · · ·+ λd−b−1zd−b−1
)
v0 +
(
za+1 + µa+3za+3 + · · ·+ µd−b−1zd−b−1
)
va+1
+
(
za+2 + νa+3za+3 + · · ·+ νd−b−1zd−b−1
)
va+2 +
(
π2a+4z
2a+4 + · · ·+ zd) vd],
which contradicts (3.3), as this expression shows that r3(f, p) > a = r1(f, p) = r3(f, p), as the ramifica-
tions divisors R1, R2, R3 are independent of coordinates and of the choice of the base of C4 and of the
meromorphic function realising the appropriate Taylor expansion.
Corollary 3.5. Let f : P1 → P3 be a non-degenerate and totally ramified contact curve of degree 2d ≥ 4.
Then for all p ∈ P1, there holds
r1(f, p) ≤ d− 3.
Proof. As R1(f) 6= (d− 3) · p for some p ∈ P1, there exists q ∈ P1 \ {p} such that r1(f, q) ≥ 1, so by (3.1)
2 r1(f, p) + 1 ≤ 2r1(f, p) + r2(f, p) ≤ 2d− 4
so that 2 r1(p, f) ≤ 2d− 5, implying the claim.
Proposition 3.6. Let f : P1 → P3 be a non-degenerate and totally ramified contact curve of degree 2d.
Then we have
card
(
P
1 ∩ {p : r1(f, p) > 0}
) ≥ 4.
Proof. As by the previous Corollary 3.5, we have r1(f, p) ≤ d− 3 for all p ∈ P1, we deduce in particular
that for all p, q ∈ P1
r1(f, p) + r1(f, q) ≤ 2d− 6 < 2d− 3 = r1(f)
so there exists at least three distinct points p, q, r ∈ P1 such that r1(f, p) > 0 (i.e. f has at least
three distinct branch points). Notice that the bound r1(f, p) ≤ d − 2 would suffice for this argument.
Now, suppose that f has exactly three distinct branch points p, q, r ∈ P1 of respective multiplicities
a ≥ b ≥ c ≥ 1. As
r1(f) = a+ b+ c = 2d− 3,
we deduce that a ≥ 2d
3
− 1. Now, by Lemma 3.4, we have
c ≤ b ≤ 2d− 4− 2a ≤ 2d
3
− 2,
so that
2d− 3 = a+ b+ c ≤ a+ 2(2d− 4− 2a) = −3a+ 4d− 8,
so that 3a ≤ 2d− 5, and this implies as a ≥ b ≥ c that
2d− 3 = a+ b+ c ≤ 3a ≤ 2d− 5 < 2d− 3,
a contradiction.
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In particular, we recover without computations Theorem 1.7.
Proposition 3.7. Let f : P1 → P3 a totally ramified contact curve of degree 2d ≥ 4. Then 2d ≥ 8, and
if d = 8, then R1(f) = p+ q + r + s+ t for five distinct points p, q, r, s, t ∈ P1.
Proof. If f has degree 2d ≥ 4, then r1(f) = 2d−3 ≥ 1, and as r1(f, p) ≤ d−3 for all p ∈ P1, if d ≤ 3, then
r1(f, p) = 0 for all p ∈ P1, while r1(f) > 0, a contradiction. If deg(f) = 2d = 8, so r1(f) = 2d− 3 = 5,
and r1(f, p) ≤ d− 3 = 1 for all p ∈ P1 implies the claim.
4 Contact curves of odd degree
It seems that there always exists a unique (up to the re-parametrisation in P1 and the action of the
holomorphic automorphism SO(5,C) of Q3) unbranched null curves of even degree. For now, we only
have the following very partial result.
Proposition 4.1. Let f : P1 → P3 is a non-degenerate contact curve of degree 2d− 1 ≥ 3 such that
card
(
P
1 ∩ {p : r1(f, p) > 0}
) ≤ 2.
Then f = fd given by (1.4).
Proof. For d = 2, deg(f) = 3, so f is a rational normal curve, so there is nothing to do. If d ≥ 3, by
Lemma 3.2, r1(p, f) ≤ d− 2 and 0 < d− 2 < 2d− 4, so R1(f) = (2d− 4) · p for some p ∈ P1. Therefore,
R1(f) = m · p + n · q for two distinct points p, q ∈ P1. As m,n ≤ d − 2 and m + n = 2d − 4, we have
m = n = d− 2, so there exists a basis (v0, v1, v2, v3) and λj , πj ∈ C
f =
[(
1 + λ1z + · · ·λd−2zd−2
)
v0 + zd−1v1 + zdv2 +
(
π1z
d+1 + · · ·+ πd−2z2d−2 + z2d−1
)
v3
]
As R3(f) = R1(f), we see that we must have λj = πk = 0 for all 1 ≤ j ≤ d − 2 and 1 ≤ k ≤ d − 2, so
f = fd.
Theorem 4.2. If g : P1 → Q3 ⊂ P4 is an unbranched holomorphic null immersion of degree 8, then
g is equivalent to the dual curve of f4 : P1 → P3 up to re-parametrisation in P1 and the action of the
holomorphic automorphism SO(5,C) of Q3.
Proof. Let f : P1 → P3 a contact curve of degree d, then recall that
r1(f) = d− 3
r1(f, p) ≤ d− 32 for all p ∈ P
1. (4.1)
Therefore, if f : P1 → P3 has degree 7, r1(f) = 4, r1(f, p) ≤ 2 for all p ∈ P1, so the possible divisors are
2 · p+ 2 · q
2 · p+ q + r
p+ q + r + s
for some distinct p, q, r, s ∈ P1. As we have already seen, the first one corresponds to f4. Now, if
R1(f) = 2 · p+ q + r or R1(f) = p+ q+ r+ s, then we have at least two branch points of order 1, so we
can assume that they corresponds to z = 0 and z =∞, so that
f =
[
(1 + λ1z)v0 + z2v1 + z3v2 + z4v3 + z5v4 + (π1z6 + z7)v5
]
= [F (z)]
Using R3(f) = R1(f) and R2(f) = 0, we see that (v0, v1, v2, v4) and (v5, v4, v3, v1) are a basis of C4. Now,
we can make a change of basis so that (v0, v1, v2, v4) is orthogonal, by introducing some λj , µj , νj ∈ C
such that
f =
[ (
1 + λ1z + λ2z2 + λ3z3 + λ5z5
)
v0 + (z2 + µ1z3 + µ2z5)v1 + (z3 + ν2z5)v2 + z4v3 + z5v4
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+ (π1z6 + z7)v5
]
. (4.2)
Indeed, we define recursively by the Gram-Schmidt orthogonalisation process (and denoting by 〈 · , · 〉
the Hermitian form of C4)
ζ0 =
∣∣v0∣∣ , v˜0 = v0|v0|
ζ1 =
∣∣v1 − 〈v1, v˜0〉v˜0∣∣ , v˜1 = v1 − 〈v1, v˜0〉v˜0|v1 − 〈v1, v˜0〉v0|
ζ2 =
∣∣v2 − 〈v2, v˜0〉v˜0 − 〈v2, v˜1〉v˜1∣∣ , v˜2 = v2 − 〈v2, v˜0〉v˜0 − 〈v2, v˜1〉v˜1|v2 − 〈v2, v˜0〉v˜0 − 〈v2, v˜1〉v˜1|
ζ4 =
∣∣v4 − 〈v4, v˜0〉v˜0 − 〈v4, v˜1〉v˜1 − 〈v4, v˜2〉v˜2∣∣ , v˜4 = v4 − 〈v4, v˜0〉v˜0 − 〈v4, v˜1〉v˜1 − 〈v4, v˜2〉v˜2|v4 − 〈v4, v˜0〉v˜0 − 〈v4, v˜1〉v˜1 − 〈v4, v˜2〉v˜2| .
Therefore, we have
F (z) = (1 + λ1z)v0 + z2v1 + z3v2 + z4v3 + z5v4 + (π1z6 + z7)v5
= ζ0 (1 + λ1) v˜0 + z2
(
ζ1v˜
1 + 〈v1, v˜0〉v˜0)+ z3 (ζ2v˜2 + 〈v2, v˜0〉v˜0 + 〈v2, v˜1〉v˜1)+ z4v3
+ z5
(
ζ4v˜
4 + 〈v4, v˜0〉v˜0 + 〈v4, v˜1〉v˜1 + 〈v4, v˜2〉v˜2)+ (π1z6 + z7) v5
=
(
ζ0 + ζ0λ1 + 〈v1, v˜0〉z2 + 〈v2, v˜0〉z3 + 〈v4, v˜0〉z5
)
v˜0 +
(
ζ1 + 〈v2, v˜1〉z3 + 〈v4, v˜1〉z5
)
v˜1
+
(
ζ2z
3 + 〈v4, v˜2〉z5) v˜2 + z4v3 + ζ4z5v˜4 + (π1z6 + z7) v5,
and (v˜0, v˜1, v˜2, v˜4) is an orthonormal basis of C4, so up to renaming and scaling each of these coefficients
by a non-zero real constant, we can suppose that f is given by (4.2), where (v0, v1, v2, v4) is an orthogonal
basis of C4 (though not orthonormal in general).
Therefore, as (v0, v1, v2, v4) is an orthogonal basis of C4, and recalling that (v1, v3, v4, v5) is also a
basis of C4 we must have
Span(v0, v2) = Span(v3, v5) ≃ C4,
so there exists λ4, λ6, ν1, µ3 ∈ C such that{
v3 = λ4v0 + ν1v2
v5 = λ6v0 + ν3v2
Therefore, we have up to renaming v4 in v3
F (z) =
(
1 + λ1z + λ2z2 + λ3z3 + λ4z4 + λ5z5 + λ6
(
π1z
6 + z7
))
v0
+
(
z2 + µ1z3 + µ2z5
)
v1 +
(
z3 + ν1z4 + ν2z5 + ν3
(
π1z
6 + z7
))
v2 + z5v3.
so that
f2 =
[
(2 + · · · )v0 ∧ v1 + (3z + · · · )v0 ∧ v2 + (5z3 + · · · )v0 ∧ v3 + (z3 + · · · )v1 ∧ v2 + z5 (3 + 2µ1z) v1 ∧ v3
+ (2z6 + · · · )v2 ∧ v3
]
= [F2(z)].
However, the coefficient z5 (3 + 2µ1z) in v1∧v3 has at most one zero on C\ {0} and as f has two branch
points (with multiplicity) outside on C \ {0}, F2 must have two zeroes (with multiplicity) on C \ {0},
which is a contradiction.
5 Unbranched null immersion of degree 9
Theorem 5.1. An unbranched null curve g : P1 → Q3 ⊂ P4 cannot be of degree 9.
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Proof. Thanks of Proposition 3.7, the associate contact curve f : P1 → P3 of an hypothetical degree 9
unbranched null curve g : P1 → Q3 ⊂ P4 has degree 8 and is such that R1(f) = p+ q+ r+ s+ t for some
distinct points p, q, r, s, t ∈ P1.
Then we can assume that 0 and ∞ are branched points of order 1, so that
f =
[
(1 + λ1z)v0 + z2v1 + z3v2 + z4v3 + z5v4 + z6v5 + (π1z7 + z8)v6
]
(5.1)
As R2(f) = 0, and R3(f) = R1(f), and as f has a branch point of order 1 at 0 there exists a basis
(w0, w1, w2, w3) of C4, such that
f =
[
(1 + · · · )w0 + (z2 + · · · )w1 + (z3 + · · · )w2 + (z5 + · · · )w3]
where + · · · designs terms of higher order, looking at (5.1), we see that (v0, v1, v2, v4) is also a basis of
C4.
Likewise, as f has a branch point of order 1 at z = ∞, the family (v6, v5, v4, v2) must be a basis of
C4. As the two families (v0, v1, v2, v4) and (v2, v4, v5, v6) are a basis of C4. Now, by a change of basis,
we can assume than (v0, v1, v2, v4) is an orthonormal basis, if
F (z) = (1 + λ1z + λ2z2 + λ3z3 + λ5z5)v0 + (z2 + µ1z3 + µ3z5)v1 + (z3 + ν2z5)v2 + z4v3 + z5v4 + z6v5
+ (π1z7 + z8)v6.
As (v2, v4, v5, v6) is a basis of C4, we have v0, v1 ∈ Span(v2, v4, v5, v6) but as (v0, v1, v2, v4) is orthonor-
mal, we must actually have v0, v1 ∈ Span(v5, v6) and as Span(v0, v1) ≃ C2, we finally deduce that
Span(v0, v1) = Span(v5, v6) ≃ C2.
Therefore, for some scalar λ6, λ7, µ4, µ5 ∈ C, we have
v5 = λ6v0 + µ4v1
v6 = λ7v0 + µ5v1
where λ6µ5 − µ4λ7 6= 0. As R3(f) = R1(f), we have v3 ∈ Span(v0, v1, v2) so that (up to relabelling v4
into v3)
F (z) =
(
1 + λ1z + λ2z2 + λ3z3 + λ4z4 + λ5z5 + λ6z6 + λ7(π1z7 + z8)
)
v0
+
(
z2 + µ1z3 + µ2z4 + µ3z5 + µ4z6 + µ5(π1z7 + z8)
)
v1
+
(
z3 + ν1z4 + ν2z5
)
v2 + z5v3.
In particular, we find that
f2 =
[
(2 + · · · )v0 ∧ v1 + (3z + · · · )v0 ∧ v2 + (5z3 + · · · )v0 ∧ v3 + (z3 + · · · )v1 ∧ v2 + (3z5 + · · · )v1 ∧ v3
+ z6(2 + ν1z)v2 ∧ v3
]
= [F2(z)] (5.2)
Recall now that f has a branch point of order k ≥ 1 at p ∈ P1 \ {0,∞} if and only if F2 given in (5.2)
has a zero of order k at p. As P (z) = z6(2 + ν1z) has exactly one zero with multiplicity 1 outside of
zero, we have a contradiction, as this polynomial P must have three distinct zeroes in C \ {0}.
Corollary 5.2. There does not exist a complete minimal surface in R3 with exactly 9 embedded planar
ends (and no other ends).
6 Some partial results for degree 10 unbranched null immersions
Let f : P1 → P3 a totally ramified contact curve of degree 2d− 1 ≥ 5. Then r1(f) = deg(f)− 3 = 2d− 4
and for all p ∈ P1, we have
r1(f, p) ≤ (2d− 1)− 32 = d− 2
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so f has at least two branch points, and R1(f, p) = n · p + (2d − 4 − n) · q for some distinct p, q ∈ P1
and 1 ≤ n < 2d − 4 implies that n = d − 2, and as we saw earlier, this implies that f = fd. Now
assume that f has at least three branch points and that d = 5, so that deg(f) = 9 and r1(f) = 6. Then
r1(f, p) ≤ d−2 = 3 for all p ∈ P1, and if r1(f, p) = 3 for some p ∈ P1, we have 2r1(f, p)+3 = 9 = deg(f) so
we cannot apply Lemma 3.4. However, if r1(f, p) = 2 for some p ∈ P1, then 2r1(f, p)+3 = 7 < 9 = deg(f)
so by Lemma 3.4, we obtain for all q ∈ P1 \ {p} the inequality
2r1(f, p) + r1(f, q) ≤ deg(f)− 4 = 5
or
r1(f, q) ≤ 5− 4 = 1
so r1(f, p) = 2 for some p ∈ P1 implies that all other branch points have multiplicity 1, or
R1(f) = 2 p+ q + r + s+ t
for some distinct points q, r, s, t ∈ P1. Therefore, the remaining admissible divisors are (for some distinct
points p, q, r, s, t, u ∈ P1)
R1(f) = 3 p+ q + r + s
= 2 p+ q + r + s+ t
= p+ q + r + s+ t+ u.
Case 1: R1(f) = 3 p+ q + r + s. Then taking p = 0, and q =∞, we have with the previous notations
f =
[(
1 + λ1z + λ2z2 + λ3z3
)
v0 + z4v4 + z5v5 + z6v6 + z7v7 +
(
π1z
8 + z9
)
v9
]
.
By the previous arguments, (v0, v4, v5, v9) and (v9, v7, v6, v4) are basis of C4, and there exists λj , µj , νj ∈
C such that up to renaming of vectors, we have
f =
[ (
1 + λ1z + λ2z2 + λ3z3 + λ4z4 + λ5z5 + λ9(π1z8 + z9)
)
v0 +
(
z4 + µ5z5 + µ9
(
π1z
8 + z9
))
v4
+
(
z5 + ν9
(
π1z
8 + z9
))
v5 + z6v6 + z7v7 +
(
π1z
8 + z9
)
v9
]
,
where (v0, v4, v5, v9) is an orthogonal basis of C4. Also, notice as R3(f) = R1(f) that
v6, v7 ∈ Span(v0, v4, v5)
and that π1 = 0 (otherwise, we would have v9 ∈ Span(v0, v4, v5) which would imply that f is degenerate,
a contradiction by Proposition 1.3). Furthermore, as (v0, v4, v5, v9) is an orthogonal basis of C4 and
(v4, v6, v7, v9) is a basis of C4, this is now manifest that
Span(v0, v5) = Span(v6, v7) ≃ C2
so we can write
f =
[ (
1 + λ1z + λ2z2 + λ3z3 + λ4z4 + λ5z5 + λ6z6 + λ7z7 + λ9z9
)
v0
+
(
z4 + µ5z5 + µ9z9
)
v4 +
(
z5 + ν6z6 + ν7z7 + ν9z9
)
v5 + z9v9
]
.
Then we compute
f2 =
[
(4 + · · · ) v0 ∧ v4 + (5z + · · · ) v0 ∧ v4 + (9z5 + · · · ) v0 ∧ v9 + (z5 + · · · ) v4 ∧ v5
+ z9 (5 + 4µ5z) v4 ∧ v9 +
(
4z10 + · · · ) v5 ∧ v9].
However, we see that z9(5+4µ5z) must have 2 zeroes with multiplicity 1 in C\{0}, but as this polynomial
has at most 1 zero, we have a contradiction.
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Case 2: R1(f) = 2 p+ q + r + s+ t. Taking p = 0 and q =∞, we obtain
f =
[ (
1 + λ1z + λ2z2
)
v0 + z3v3 + z4v4 + z5v5 + z6v6 + z7v7 +
(
π1z
8 + z9
)
v9
]
.
Making a linear change of variable, we can assume for more notational convenience that π1 = 0. By the
same argument and the orthogonalisation process as in case 2, and as (v0, v3, v4, v7) and (v9, v7, v6, v4)
are two basis of C4, we can write f as
f =
[ (
1 + λ1z + λ2z2 + λ3z3 + λ4z4 + λ5z5 + λ6z6 + λ7z7 + λ9z9
)
v0
+
(
z3 + µ4z4 + µ5z5 + µ6z6 + µ7z7 + µ9z9
)
v3 +
(
z4 + ν5z5 + ν7z7
)
v4 + z7v7
]
and
f2 =
[
(3 + · · · ) v0 ∧ v3 + (4z + · · · ) v0 ∧ v4 + (7z4 + · · · ) v0 ∧ v7
+
(
z4 + · · · ) v3 ∧ v4 + (4z7 + · · · ) v3 ∧ v7 + z8 (3 + 2ν5z) v4 ∧ v7]
As the polynomial z8 (3 + 2ν5z) must have 3 distinct zeroes on C \ {0}, while it has at most 1 zero on
C \ {0}, we also have a contradiction.
Case 3: R1(f) = p + q + r + s + t + u. Here direct computations seem to become too difficult,
although a computer-assisted proof might be possible.
7 Some partial results for degree 11 unbranched null immersions
Let f : P1 → P3 the corresponding totally ramified contact curve of degree 2d = 10. Then we have
r1(f) = 2d− 3 = 7, and for all p ∈ P1,
r1(f, p) ≤ d− 3 = 2.
Therefore, the admissible divisors of f are for some distinct p, q, r, s, t, u, v ∈ P1
R1(f) = 2 p+ 2 q + 2 r + s
= 2 p+ 2 q + r + s+ t
= 2 p+ q + r + s+ t+ u
= p+ q + r + s+ t+ u+ v. (7.1)
A similar trick as in the proof of Theorem 5.1 permits to rule out the first two divisors. Indeed, if f has
two branch points of order 2 that we take at z = 0 and z =∞, we obtain with obvious notations
f =
[(
1 + λ1z + λ2z2
)
v0 + z3v3 + z4v4 + z5v5 + z6v6 + z7v7 +
(
π1z
8 + π2z9 + z10
)
v10
]
.
As R2(f) = 0 and R3(f) = R1(f), we see that both (v0, v3, v4, v7) and (v3, v6, v7, v10) ar basis of C4.
Using the same trick as in the proof of Theorem (4.2) and R3(f) = R1(f), we let λj , µj , νj ∈ C be such
that (v0, v2, v3, v7) be an orthogonal basis of C4 and
f =
[ (
1 + λ1z + λ2z2 + λ3z3 + λ4z4 + λ7z7
)
v0 +
(
z3 + µ4z4 + µ7z7
)
v3 +
(
z4 + ν7z7
)
v4
+ z5v5 + z6v6 + z7v7 +
(
π1z
8 + π2z9 + z10
)
v10
]
.
Recalling that (v3, v6, v7, v10) is a basis of C4 and (v0, v2, v3, v7) is an orthogonal basis of C4, we deduce
that there exists that v6, v10 ∈ Span(v0, v4). Therefore, there exists λ6, λ8, ν6, ν8 ∈ C such that
f =
[ (
1 + λ1z + λ2z2 + λ3z3 + λ4z4 + λ6z6 + λ7z7 + λ8
(
π1z
8 + π2z9 + z10
))
v0 +
(
z3 + µ4z4 + µ7z7
)
v3
+
(
z4 + ν6z6 + ν8
(
π1z
8 + π2z9 + z10
))
v4 + z5v5 + z7v7
]
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Furthermore, we have v5 ∈ Span(v0, v3, v4) as r3(f, 0) = r1(f, 0) = 2, so we finally obtain for some
additional λ5, µ5, ν5 ∈ C
f =
[ (
1 + λ1z + λ2z2 + λ3z3 + λ4z4 + λ5z5 + λ6z6 + λ7z7 + λ8
(
π1z
8 + π2z9 + z10
))
v0
+
(
z3 + µ4z4 + µ5z5 + µ7z7
)
v3 +
(
z4 + ν5z5 + ν8
(
π1z
8 + π2z9 + z10
))
v4 + z7v7
]
.
Now, we compute
f2 =
[
(3 + · · · ) v0 ∧ v3 + (4z + · · · ) v0 ∧ v4 + (7z4 + · · · ) v0 ∧ v7 + (z4 + · · · ) v3 ∧ v4
+ z7
(
4 + 3µ4z + 2µ5z2
)
v3 ∧ v7 + (3z8 + · · · ) v4 ∧ v7]
= [F2(z)]
Now, we see that F2 must have 3 zeroes with multiplicity in C \ {0} thanks of (7.1). However, the
coefficient in v3 ∧ v7 is
z7
(
4 + 3µ4z + 2µ5z2
)
which has as most 2 zeroes in C \ {0}, a contradiction.
Therefore, the only possible branch divisors for f are
R1(f) = 2 p+ q + r + s+ t+ u
= p+ q + r + s+ t+ u+ v
out of the 15 possibilities initially.
8 Remarks on totally ramified contact curves
We saw that when two branch points of a totally ramified contact curve satisfy some algebraic property,
then the curve cannot exist. Outside of Lemmas 3.2 and 3.4, they correspond to a subset of the following
situation : there exists distinct p, q ∈ P1 such that a = r1(f, p) and b = r1(f, q) satisfy
Card ({0, a+ 1, a+ 2, 2a+ 3} ∩ {d− (2b+ 3), d− (b+ 2), d− (b+ 1), d}) ≥ 2, (8.1)
where we denoted d = deg(f). Let us consider case by case when this relation does occur. Recall that
2r1(f, p) + 3 ≤ d for all p ∈ P1. We summarise the results in the following proposition.
Proposition 8.1. Let f : P1 → P3 be a totally ramified contact curve of degree d and branch divisor
R1(f) such that (8.1) holds for some distinct p, q ∈ P1. Then d is odd and f is (up to projective
equivalence) the element fd′ of the family (1.4), where d = 2d′ − 1.
Proof. As there are many cases to treat, we will adopt the notation (i k) (j l) whenever 1 ≤ i < j ≤ 3 and
1 ≤ k < l ≤ 3 to say that the i-th element (resp j-th element) of {0, a+ 1, a+ 2, 2a+ 3} corresponds to
the k-th element (resp. l-th element) of {d− (2b+ 3), d− (b+ 2), d− (b+ 1), d}. For example, (1 1) (2 2)
corresponds to 0 = d− (2b+ 3) and a+ 1 = d− (b+ 2). This notation will ensure that indeed all cases
are included in the forthcoming discussion. For the sake of readability, we write the two collections of
indices in (8.1) as 
(1)
(2)
(3)
(4)


0
a+ 1
a+ 2
2a+ 3
 ,

(1)
(2)
(3)
(4)


d− (2b+ 3)
d− (b+ 2)
d− (b+ 1)
d
 (8.2)
Case 1: (1 1) (∗ ∗). Then 0 = d − (2b + 3), so d is odd an we replace d by 2d + 1, and b = d − 1.
This implies that
deg(f) = 2d+ 1, (8.3)
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and (8.2) becomes 
(1)
(2)
(3)
(4)


0
a+ 1
a+ 2
2a+ 3
 ,

(1)
(2)
(3)
(4)


0
d
d+ 1
2d+ 1
 . (8.4)
Notice that by Lemma 3.2 we have r1(f, p) ≤ d− 1 for all p ∈ P1.
Sub-case 1: (1 1) (2 2). Then a = b = d− 1, so f = fd+1 is the curve given in (1.4).
Sub-case 2: (1 1) (2 3). Then a = d > d− 1, contradiction by Lemma 3.2.
Sub-case 3: (1 1) (2 4). Then a+ 1 = 2d+ 1, so a = 2d > deg(f)−32 = d− 1, contradiction.
Sub-case 4: (1 1) (3 2). Then a = d − 2, and as 2(d− 2) + 3 = 2d − 1 < deg(f) = 2d + 1, by have
by Lemma 3.4
2(d− 2) + (d− 1) = 2a+ b ≤ deg(d)− 4 = 2d− 3,
or d ≤ 2. Therefore, deg(f) = 2d + 1 ≤ 5. However, there are no totally ramified contact curves of
degree 3 and 5 and more than 2 branch points by Theorem ?? ([3]).
Sub-case 5: (1 1) (3 3). Then a = b = d− 1, so f = fd+1 (see (1.4)).
Sub-case 6: (1 1) (3 4). Then a = 2d− 1 > d− 1 as d ≥ 1, contradiction.
Sub-case 7: (1 1) (4 2). Then 2a+ 3 = d, so d is odd, so replacing d by 2d+ 1, we obtain
deg(f) = 2(2d+ 1) + 1 = 4d+ 3, a = d− 1, b = 2d. (8.5)
Taking q = 0 and p =∞, we obtain an expansion
f =
[ (
1 + λ1z + · · ·+ λ2dz2d
)
v0 + z2d+1v2d+1 + z2d+2v2d+2 + · · ·+ z3d+2v3d+2 + z3d+3v3d+3
+
(
π3d+4z
3d+4 + · · ·+ z4d+3) v4d+3].
Here, (v0, v2d+1, v2d+2, v4d+3) and (v2d+2, v3d+2, v3d+3, v4d+3) are both basis of C4. Furthermore, notice
that we must have πj = 0 for all 3d + 4 ≤ j ≤ 4d + 2, otherwise f would be degenerate. Now, let
λj , µj , νj ∈ C such that (v0, v2d+1, v2d+2, v4d+3) be an orthogonal basis of C4 and
f =
[ (
1 + λ1z + · · ·+ λ2dz2d + λ2d+1z2d+1 + λ2d+2z2d+2 + λ4d+3z4d+3
)
v0
+
(
z2d+1 + µ2d+2z2d+2 + µ4d+3z4d+3
)
v2d+1
+
(
z2d+2 + ν4d+3z4d+3
)
v2d+2 + · · ·+ z3d+2v3d+2 + z3d+3v3d+3 + z4d+3v4d+3
]
Now we obtain
Span(v0, v2d+1) = Span(v3d+2, v3d+3),
and as vj ∈ Span(v0, v2d+1, v2d+2) for all 2d+ 3 ≤ j ≤ 3d+ 3 we obtain
f =
[ (
1 + λ1z + · · ·+ λ3d+3z3d+3 + λ4d+3z4d+3
)
v0
+
(
z2d+1 + µ2d+2z2d+2 + · · ·+ µ3d+3z3d+3 + µ4d+3z4d+3
)
v2d+1
+
(
z2d+2 + ν2d+3z2d+3 + · · ·+ ν3d+1z3d+1 + ν4d+3z4d+3
)
v2d+2 + z4d+3v4d+3
]
.
Finally
f2 =
[
((2d+ 1) + · · · ) v0 ∧ v2d+1 + ((2d+ 2)z + · · · ) v0 ∧ v2d+2 + ((4d+ 3)z2d+2 + · · · ) v0 ∧ v4d+3
+
(
z2d+2 + · · · ) v2d+1 ∧ v2d+2 + ((2d+ 2)z4d+3 + · · · ) v2d+1 ∧ v4d+3
15
+ z4d+4
(
(2d+ 1) + 2d ν2d+3z + · · ·+ (d+ 2)ν3d+1zd−1
)
v2d+2 ∧ v4d+3
]
= [F2(z)].
As previously, notice that r1(f) − r1(f, p) − r1(f, q) = (4d + 3)− 3 − 2d− (d − 1) = d + 1, so F2 must
have d + 1 roots (with multiplicity) in C \ {0}, but (2d + 1) + 2d ν2d+3z + · · · + (d + 2)ν3d+1zd−1 has
degree at most d− 1 < d+ 1, so we have again a contradiction.
Sub-case 8: (1 1) (4 3). Then 2a+ 3 = d+ 1, so d is even and we replace d by 2d, so that
deg(f) = 4d+ 1, a = d− 1, b = 2d− 1.
As a ≥ 1, notice that it implies that deg(f) ≥ 9 (also, remark that these multiplicities represent a
borderline case of Lemma 3.4). Now take p =∞, q = 0 and write
f =
[ (
1 + λ1z + · · ·+ λ2d−1z2d−1
)
v0 + z2dv2d + z2d+1v2d+1 + · · ·+ z3dv3d + z3d+1v3d+1
+
(
π3d+2z
3d+2 + · · ·+ z4d+1) v4d+1].
We first remark as R3(f) = R1(f) that (v0, v2d, v2d+1, v4d+1) is a basis of C4 so πj = 0 for all 3d+ 2 ≤
j ≤ 4d, and (v2d, v3d, v3d+1, v4d+1) is also a basis of C4. Let λj , µj , νj ∈ C such that
f =
[ (
1 + λ1z + · · ·+ λ2d−1z2d−1 + λ2dz2d + λ2d+1z2d+1 + λ4d+1z4d+1
)
v0
+
(
z2d + µ2d+1z2d+1 + µ4d+1z4d+1
)
v2d +
(
z2d+1 + ν4d+1z4d+1
)
v2d+1
+ · · ·+ z3dv3d + z3d+1v3d+1 + z4d+1v4d+1
]
and (v0, v2d+1, v2d+2, v4d+1) be an orthogonal basis of C4. Therefore, by the previous argument we have
Span(v0, v2d+1) = Span(v3d, v3d+1) ≃ C2.
We deduce as vj ∈ Span(v0, v2d, v2d+1) for all 2d+ 2 ≤ j ≤ 3d+ 1 that there exists λj , µj , νj ∈ C such
that
f =
[ (
1 + λ1z + · · ·+ λ3d+1z3d+1 + λ4d+1z4d+1)
)
v0
+
(
z2d + µ2d+1z2d+1 + µ2d+2z2d+2 + · · ·+ µ3d−1z3d−1 + µ4d+1z4d+1
)
v2d
+
(
z2d+1 + ν2d+2z2d+2 + · · ·+ ν3d+1z3d+1 + ν4d+1z4d+1
)
v2d+1 + z4d+1v4d+1
]
.
Now, we compute
f2 =
[
(2d+ · · · ) v0 ∧ v2d + ((2d+ 1)z + · · · ) v0 ∧ v2d+1 + ((4d+ 1)z2d+1 + · · · ) v0 ∧ v4d+1
+
(
z2d+1 + · · · ) v2d ∧ v2d+1 + z4d+1 ((2d+ 1) + 2dµ2d+1z + · · ·+ (d+ 2)µ3d−1zd−1) v2d ∧ v4d+1
+
(
2d z4d+2 + · · · ) v2d+1 ∧ v4d+1] = [F2(z)].
Now, we have r1(f) = deg(f)− 3 = 4d− 2, so F2 admits exactly 4d− 2− (2d− 1)− (d− 1) = d zeroes
on C \ {0}, while (2d+1)+ 2dµ2d+1z + · · ·+ (d+2)µ3dzd−1 has degree at most d− 1 < d, so we have a
contradiction.
Sub-case 9: (1 1) (4 4). Then a = b = d− 1, so f = fd+1 given by (1.4).
This concludes the proof of the (1 1) (∗ ∗) case.
Case 2: (1 2) (∗ ∗) or (1 3) (∗ ∗). In both cases, b ≥ d− 2 > d−32 , contradiction.
Case 3: (2 1) (∗ ∗). Then a+ 1 = d− (2b+ 3) or
a+ 2b = d− 4. (8.6)
Sub-case 1: (2 1) (3 2). This implies that a+ b = d− 4, so b = 0 by (8.6), contradiction.
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Sub-case 2: (2 1) (3 3). Then a+ b = d− 3 < a+ 2b = d− 4, absurd.
Sub-case 3: (2 1) (3 4). Then a = d− 2 > d−32 , absurd.
Sub-case 4: (2 1) (4 2). Then 2a+ b = d− 5, and{
2a+ b = d− 5
a+ 2b = d− 4 (8.7)
implies that d = 0 (mod 3), so replacing d by 3d, we obtain
deg(f) = 3d, a = d− 2, b = d− 1.
Taking p =∞, q = 0, so that
a = r1(f, p) = d− 2, b = r1(f, q) = d− 1,
we can write f as
f =
[ (
1 + λ1z + · · ·+ λd−1zd−1
)
v0 + zdvd + zd+1vd+1 + · · ·+ z2d+1v2d+1 + z2d+2v2d+2
+
(
π2d+3z
2d+3 + · · ·+ z3d) v3d].
Now, notice that (v0, vd, vd+1, v2d+1) and (vd+1, v2d, v2d+1, v3d) are two basis of C4. Using the same
method as before, let λj , µj , νj ∈ C such that
f =
[ (
1 + λ1z + · · ·λd−1zd−1 + λdzd + λd+1zd+1 + λ2d+1z2d+1
)
v0 +
(
zd + µd+1zd+1 + µ2d+1z2d+1
)
vd
+
(
zd+1 + ν2d+1z2d+1
)
vd+1 + · · ·+ z2dv2d + z2d+1v2d+1 + (π2d+2z2d+2 + · · ·+ z3d) v3d].
and such that (v0, vd, vd+1, v2d+1) be an orthogonal basis of C4. As (vd+1, v2d, v2d+1, v3d) is also an
orthogonal basis of C4, we obtain
Span(v0, vd) = Span(v2d, v3d) ≃ C2.
Therefore, as vj ∈ Span(v0, vd, vd+1) for all d+ 2 ≤ j ≤ 2d we have
f =
[ (
1 + λ1z + · · ·+ λ2d+1z2d+1 + λ2d+2
(
π2d+2z
2d+2 + · · ·+ z3d)) v0
+
(
zd + µd+1zd+1 + · · ·+ µ2d+1z2d+1 + µ2d+2
(
π2d+2z
2d+2 + · · ·+ z3d)) vd
+
(
zd+1 + νd+2zd+2 + · · ·+ ν2d−1z2d−1 + ν2d+1z2d+1
)
vd+1 + z2d+1v2d+1
]
.
Finally, we compute
f2 =
[
(d+ · · · ) v0 ∧ vd + ((d+ 1)z + · · · ) v0 ∧ vd+1 + ((2d+ 1)zd+1 + · · · ) v0 ∧ v2d+1 + (zd+1 + · · · ) vd ∧ vd+1
+
(
(d+ 1)z2+1d + · · · ) vd ∧ v2d+1 + z2d+2 (d+ (d− 1)νd+2 + · · ·+ 2ν2d−1zd−1) vd+1 ∧ v2d+1]
= [F2(z)]
Now, we have r1(f, p) + r1(f, q) = 2d − 3, while r1(f) = deg(f) − 3 = 3d − 3, so F2(z) admits exactly
3d−3−(2d−3) = d zeroes with multiplicity on C\{0}. However, P (z) = d+(d−1)νd+2+· · ·+2ν2d−1zd−1
has degree at most d− 1, so we have a contradiction.
Sub-case 5: (2 1) (4 3). Then {
a+ 2b = d− 4
2a+ b = d− 4
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so d = 1 (mod 3). Therefore, replace d by 3d+ 1, we find
deg(f) = 3d+ 1, a = b = d− 1.
Taking p = 0 and q =∞ we obtain the expansion
f =
[ (
1 + λ1z + · · ·+ λd−1zd−1
)
v0 + zdvd + zd+1vd+1 + · · ·+ z2dv2d + z2d+1v2d+1
+
(
π2d+2z
2d+2 + · · ·+ z3d+1) v3d+1] = [F (z)].
Here, notice that (v0, vd, vd+1, v2d+1) and (vd, v2d, v2d+1, v3d+1) are basis of C4. Now, making a change
of basis such that (v0, vd, vd+1, v2d+1) becomes orthogonal, we can write f as
f =
[ (
1 + λ1z + λd−1zd−1 + λdzd + λd+1zd+1 + λ2d+1z2d+1
)
v0 +
(
zd + µd+1zd+1 + µ2d+1z2d+1
)
vd
+
(
zd+1 + ν2d+1z2d+1
)
vd+1 + · · ·+ z2dv2d + z2d+1v2d+1 + (π2d+2z2d+2 + · · ·+ z3d+1) v3d+1].
Recalling that (vd, v2d, v2d+1, v3d+1) is basis of C4 and as (v0, vd, vd+1, v2d+1) is an orthogonal basis of
C4, while vj ∈ Span(v0, vd, vd+1) for all d+ 2 ≤ j ≤ 2d, we have
Span(v0, vd+1) = Span(v2d, v3d+1),
so we obtain the expansion
f =
[ (
1 + λ1z + · · ·+ λ2d+1z2d+1 + λ2d+2
(
π2d+2z
2d+2 + · · ·+ z3d+1)) v0
+
(
zd + µd+1zd+1 + · · ·+ µ2d−1z2d−1 + µ2d+1z2d+1
)
vd
+
(
zd+1 + νd+2zd+2 + · · ·+ ν2dz2d + ν2d+1z2d+1 + ν2d+2
(
π2d+2z
2d+2 + · · ·+ z3d+1)) vd+1 + z2d+1v2d+1]
= [F (z)]. (8.8)
Now, notice that r1(f) = deg(f)− 3 = 3d− 2, and that
r1(f)− r1(f, p)− r1(f, q) = r1(f)− a− b = 3d− 2− 2(d− 1) = d,
so the function (up to renaming v1 = vd, v2 = vd+1 and v3 = v2d+1)
F2(z) = F (z) ∧ F ′(z) =
∑
0≤i<j≤3
Fi,j(z)vi ∧ vj
must be such that Fi,j admits exactly d zeroes with multiplicity in C\{0}. However, we compute (notice
that µ2d = 0 in (8.8))
z1−dF2(z) = (d+ · · · ) v0 ∧ vd + ((d+ 1)z + · · · ) v0 ∧ vd+1 +
(
(2d+ 1)zd+1 + · · · ) v0 ∧ v2d+1
+
(
zd+1 + · · · ) vd ∧ vd+1 + z2d+1 ((d+ 1) + dµd+1z + · · ·+ 2µ2d−1zd−1) vd ∧ v2d+1
+
(
z2d+2 + · · · ) vd+1 ∧ v2d+1
but z2d+1
(
(d+ 1) + dµd+1z + · · ·+ 2µ2d−1zd−1
)
admits at most d − 1 zeroes (with multiplicity) on
C \ {0}, while it must admit exactly d zeroes (with multiplicity), so we have a contradiction.
Sub-case 6: (2 1) (4 4). Then {
a+ 2b = d− 4
2a+ 3 = d
so
b =
1
2
(
d− 4− d− 3
2
)
=
d− 5
4
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which implies that d = 1 (mod 4). Therefore, replacing d by 4d+ 1, we obtain
deg(f) = 4d+ 1, a = 2d− 1, b = d− 1
which corresponds to the impossible case Sub-case 8: (1 1) (4 3), where a and b are exchanged.
Case 4: (2 2) (∗ ∗). Here a + b = d − 3, and a, b ≤ d−32 implies that a = b = d−32 , corresponding to
the cases (2 2) (3 3) and (2 2) (4 4), while the other cases are excluded by the inequality of Lemma 3.2.
Therefore, (2 2) (3 4) and (2 2) (4 3) are impossible.
Case 5: (2 3) (∗ ∗). Here we have
a+ b = d− 2 > 2
(
d− 3
2
)
,
a contradiction by Lemma 3.2.
Case 6: (3 1) (∗ ∗). Then a+ 2b = d− 5.
Sub-case 1: (3 1) (4 2). This is equivalent to{
a+ 2b = d− 5
2a+ b = d− 5 (8.9)
so a = b =
d− 5
3
, and d = 2 (mod 3). Replacing d by 3d+ 2, we have
deg(f) = 3d+ 2, a = b = d− 1.
Taking p = 0 and q =∞, we have an expansion
f =
[ (
1 + λ1z + · · ·+ λd−1zd−1
)
v0 + zdvd + zd+1vd+1 + · · ·+ z2d+1v2d+1 + z2d+2v2d+2
+
(
π2d+3z
2d+3 + · · ·+ z3d+2) v3d+2].
Here, (v0, vd, vd+1, v2d+1) and (vd+1, v2d+1, v2d+2, v3d+2) are basis of C4. Now, let λj , µj , νj ∈ C be such
that
f =
[ (
1 + λ1z + · · ·+ λd−1zd−1 + λdzd + λd+1zd+1 + λ2d+1z2d+1
)
v0 +
(
zd + µd+1zd+1 + µ2d+1z2d+1
)
vd
+
(
zd+1 + ν2d+1z2d+1
)
vd+1 + · · ·+ z2d+1v2d+1 + z2d+2v2d+2 + (π2d+3z2d+3 + · · ·+ z3d+2) v3d+2].
and (v0, vd, vd+1, v2d+1) be an orthogonal basis of C4. As (vd+1, v2d+1, v2d+2, v3d+2) is also a basis of C4
this is now manifest that
Span(v0, vd) = Span(v2d+2, v3d+2) ≃ C2.
Using also the relation vj ∈ Span(v0, vd, vd+1) for all d + 2 ≤ j ≤ 2d coming from R3(f) = R1(f), we
obtain
f =
[ (
1 + λ1z + · · ·+ λ2d+2z2d+2 + λ2d+3
(
π2d+3z
2d+3 + · · ·+ z3d+2)) v0
+
(
zd + µd+1zd+1 + · · ·+ µ2d+2z2d+2 + µ2d+3
(
π2d+3z
2d+3 + · · ·+ z3d+2)) vd
+
(
zd+1 + νd+2zd+2 + · · ·+ ν2dz2d + ν2d+1z2d+1
)
vd+1 + z2d+1v2d+1
]
.
Therefore, we finally compute
f2 =
[
(d+ · · · ) v0 ∧ vd + ((d+ 1)z + · · · ) v0 ∧ vd+1 + ((2d+ 1)zd+1 + · · · ) v0 ∧ v2d+2
+
(
zd+1 + · · · ) vd ∧ vd+1 + ((d+ 2)z2d+1 + · · · ) vd ∧ v2d+1
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+ z2d+2
(
d+ (d− 1)νd+2z + · · ·+ ν2dzd−1
)
vd+1 ∧ v2d+1
]
= [F2(z)].
Now, f has exactly r1(f) = deg(f)−3 = 3d−1 branch points (with multiplicity), while r1(f, p)+r1(f, q) =
2d−2, so F2 admits exactly 3d−1−(2d−2) = d+1 zeroes on C\{0} while d+(d−1)νd+2z+ · · ·+ν2dzd−1
has degree at most d− 1 < d+ 1 so we have a contradiction.
Sub-case 2: (3 1) (4 3). This yields the system{
a+ 2b = d− 5
2a+ b = d− 4
which corresponds to the system (8.7), where a and b are exchanged, so this case is impossible (it
corresponds to the case where d = 0 (mod 3)).
Sub-case 3: (3 1) (4 4). As 2a+ 3 = d, the curve f has odd degree d, and
b =
1
2
(
d− 5− d− 3
2
)
=
d− 7
4
,
so d = 3 (mod 4), and replacing d by 4d+ 3, we obtain
deg(f) = 4d+ 3, a = 2d, b = d− 1
which corresponds to Case 1, Sub-case 7 (1 1) (4 2) where a and b are exchanged (see (8.5)) so this
case is also excluded.
Case 7: (3 2) (∗ ∗). Here we have a+ b = d− 4.
Sub-case 1: (3 2) (4 3). Then 2a+ b = d− 4 and a+ b = d− 4, which is absurd as a ≥ 1.
Sub-case 2: (3 2) (4 4). Then d is odd, so replace d by 2d + 1 to obtain a = d − 1 and b = d − 2.
However, by the argument of Sub-case 4: (1 1) (3 2)., this implies that deg(f) = 2d + 1 ≤ 5, a
contradiction.
Case 8: (3 3) (4 4). Then d = 2d′ − 1 is odd, a = b = d′ − 2 and f = fd′ given by (1.4).
This completes the proof of the proposition.
9 On the examples in the literature
In [19], it is claimed that there exists minimal surfaces with any odd-number 2d+1 ≥ 9 of embedded flat
ends. However, the paper was never published to my knowledge, and the papers which actually appeared
were the following ones: [20] and [23]. There is a family of examples given for even and odd number of
ends, but they fail to have the asserted properties. We treat the case with an odd number of ends, as
we already know examples of minimal surfaces with an even number (necessarily larger than 4, see [12],
[2], [3]) of embedded flat ends.
Now, let Σ be a closed Riemann surface, p1, · · · , pn ∈ Σ be n ≥ 1 distinct points, and ~Φ : Σ \
{p1, · · · , pn} → R3 be a complete minimal surface of finite total curvature and g : Σ \ {p1, · · · , pn} → P1
its the Gauss map. It is a classical fact ([6]) that g extends continuously at branched points p1, · · · , pn.
As ~Φ is minimal, g is a harmonic map so it extends analytically on Σ. Then this is easy to see that the
total curvature of ~Φ is given as below
C(~Φ) =
∫
Σ
Khdvolh = −4π deg(g),
where h is the induced metric of ~Φ on Σ \ {p1, · · · , pn}.
There is a well-defined notion of order of an en of a complete minimal surface near an end. Fix some
1 ≤ j ≤ n. By the Weierstrass parametrisation and as ~Φ is complete, for every complex chart (z, U)
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such that pj ∈ U , there exists an integer m+1 ≥ 2, such that for some non-zero constant A0 ∈ C3 \ {0}
(verifying 〈 ~A0, ~A0〉 = 0)
∂z~Φ =
~A0
zm+1
+O(|z|−m). (9.1)
The integer m ≥ 1 is called the multiplicity of the end pj, and does not depend on the chart. We say
that pj is an embedded end if for all chart (U, z) of sufficiently small enough domain, the restriction
~Φ|U \ {pj} → R3 is an embedding. If the end is an embedded, we have in particular m = 1 in (9.1).
Furthermore, if m = 1, there exists a ∈ R such that after rotation
~Φ(z) = Re
(
~A0
z
)
+ (0, 0, a) log |z|+O(|z|.)
and we call a ∈ R the logarithmic growth of the end pj . If a 6= 0, we say that the ends pj is of catenoid
type and if a = 0 we say that the end is flat or planar. One can check that the inversion of a complete
minimal surface in R3 is a smooth Willmore immersion (without branch) points if and only if its ends
are embedded and flat. For example, the inversion of the catenoid is not smooth (and not even C1,1), as
its ends are embedded but not planar.
Now, if Σ has genus γ and the ends of ~Φ are embedded, by the Jorge-Meeks formula ([9]), we have
deg(g) = −1
2
χ(Σ) + n = γ − 1 + n.
In particular, if Σ = P1 we obtain
deg(g) = n− 1.
Now, the Weierstrass parametrisation of the minimal surfaces in [20] is given once we identify g and its
stereographic projection by
gn,m(z) =
Qn(z)
Pn,m(z)
, ωn,m =
Pn,m(z)2
z2(zn − 1)2(zn − λ)2 dz, (9.2)
where
Pn,m(z) = zm(zn − λ), Qn(z) = (zn − a)(zn − b)
for any n ≥ 4 and 2 ≤ m ≤ n−1 such that 2m 6= n+1, and a, b, c, λ ∈ C are four distinct points different
from 0 and 1. Therefore, we have
gn,m(z) =
(zn − a)(zn − b)
zm(zn − c) , ωn,m =
z2m−2(zn − c)2
(zn − 1)2(zn − λ)2 dz,
and it is claimed that
~Ψn,m(z) = Re
(∫ z
∗
(1− g2n,m)ωn,m, i(1 + g2n,m)ωn,m, 2gn,m ωn,m
)
is a complete minimal surfaces with 2n+ 1 embedded planar ends and total curvature −4π(2n). As the
map g : P1 → P1 has degree 2n, if ~Ψn,m is a well-defined defined minimal surface, we obtain
C(~Ψn,m) = −4π deg(gn,m) = −4π(2n).
However, the 1-form ω should have zeroes of order 2m when g has poles of order m, but in 0, we remark
that ω has only a pole of order 2m− 2 at 0 (notice the cancellation between z2 and P 2n,m), so ~Φ cannot
be a minimal surface with embedded flat ends.
We now check explicitly in the simplest example of the family with n = 4 and m = 2 that ~Ψ4,2 fails
to be a complete minimal surface with embedded planar ends.
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Indeed, fix P,Q two non-zero relatively prime polynomial functions, and let a1, · · · , an ∈ C be n fixed
points. Then the Weierstrass data,
g(z) =
Q(z)
P (z)
, ω =
P (z)2∏n
j=1(z − aj)2
dz
gives a complete minimal surface with n embedded ends if and only if (g, ω) solve the period problem
and P (aj)Q(aj) 6= 0 for all j = 1, · · · , n. The period problem, which is equivalent to having the associate
minimal surface, corresponds to the conditions
Re
(∫
γ
ω
)
= Re
(∫
γ
g ω
)
= Re
(∫
γ
g2 ω
)
= 0
for all closed curve γ ⊂ Σ \ {p1, · · · , pn}. If we require to have furthermore planar ends, this condition
is equivalent to the absence of residues of the C3-valued 1-form (ω, g ω, g2 ω). We refer to [9] for more
details about these definitions.
For example, the example of complete minimal surface with 2n ≥ 4 embedded planar ends given by
Kusner in [12] are given by the following data for any n ≥ 2 as
gn(z) =
zn−1(zn − sn)
snzn + 1
, ωn =
i(snzn + 1)2
(z2n + rnzn − 1)2 dz
where sn =
√
2n− 1, and rn = 2sn
n− 1 . We see that indeed ωn has a zero of order 2m at poles of gn of
order m, and the ends of
~Φn(z) = Re
(∫ z
∗
(1− g2n)ωn, i(1 + g2n)ωn, 2gn ωn
)
= Re
(
i
z2n + rnzn − 1
(
z2n−1 − z,−i(z2n−1 + z), n− 1
n
(z2n + 1)
))
(9.3)
corresponds to the 2n distinct zeroes of z2n + rnzn − 1. Let
R(z) = z2n + rnzn − 1 =
(
zn +
rn
2
)2
−
(
1 +
r2n
4
)
then
R′(z) = 2nzn−1
(
zn +
rn
2
)
so the zeroes of R′ are 0 and the n-roots of −rn
2
. Now, R(0) = −1 6= 0 and if zn = −rn
2
, we have
R(z) = −
(
1 +
r2n
4
)
< 0
so R and R′ have no common zero.
Let ~Φ : P1 \ {a1, · · · , an} → R3 a minimal surface with n embedded planar ends a1, · · · , an ∈ C =
P1 \ {∞}. Then there exists a meromorphic null immersion f : P1 → C3 such that ~Φ = Re (f) and
f(z) = v0 +
v1
z − a1 + · · ·+
vn
z − an
for some v0 ∈ C3, and v1 · · · , vn ∈ C3 \ {0}. In particular, if ~Φ : P1 \ {a1, · · · , an} → R3 is a minimal
surface with n embedded planar ends a1, · · · , an ∈ C, with ~Φ = Re (f), the function F : C → C3 given
by
F (z) = f(z)
n∏
j=1
(z − aj) = v0
n∏
j=1
(z − aj) +
n∑
i=1
vi
n∏
j=1,j 6=i
(z − aj)
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is a polynomial function (with values in C3) of degree at most n (exactly equal to n if v0 6= 0, and to
n− 1 if v0 = 0). With the example in (9.3), we indeed have with obvious notations
F (z) = i
(
z2n−1 − z,−i(z2n−1 + z), n− 1
n
(z2n + 1)
)
which is indeed a polynomial function with values in C3 of degree 2n.
Therefore, it suffices us to show that the corresponding Fn,m given by ~Ψn,m does not enjoy this
property to prove that the proposed minimal surface is not a minimal surface with 2n + 1 embedded
planar ends. Notice that we also proved that the case n = 4 is impossible, and we will check indeed that
the given examples cannot work this specific case.
Taking the simplest example where n = 4 and m = 2 (notice that 4 = 2m 6= n+ 1 = 5) we can find
an admissible solution (a, b, c, λ) of parameters given as
a =
488
√
15− 3
√
215208
√
15 + 833497 + 1890
3
(
8
√
15 + 31
) = −0.502000420331517 · · · ,
b = −
9
√
15
√
215208
√
15 + 833497 − 8983
√
15 + 33
√
215208
√
15 + 833497 − 34791
3
(
5
√
15
√
215208
√
15 + 833497 − 6747
√
15 + 21
√
215208
√
15 + 833497 − 26131
) = 41.1579116001055 · · · ,
c = −
7
√
15 + 27
√
15 + 5
= −6.09838667696593 · · · ,
λ = −8
√
15− 31 = −61.9838667696593 · · · .
In particular, we see that a, b, c, λ are are different from each other and different from 0 and 1.
Then, we obtain if F4,2 = (F1, F2, F3) that
F1(z) =
(
44139742456659840
√
15z8
√
215208
√
15 + 833497 − 56989981110573370980
√
15z8 + 170952487440528015 z8
√
215208
√
15 + 833497
− 220721247741925934685 z8 + 888442775916674472
√
15z4
√
215208
√
15 + 833497 − 1147091808862088194764
√
15z4 + 3440924075183568147×
z
4
√
215208
√
15 + 833497 − 4442667472293808999113 z4 − 303994657297853240
√
15
√
215208
√
15 + 833497 + 392495488484797997540
√
15
− 1177366245050616585
√
215208
√
15 + 833497 + 1520128490363167610315
)(
z
4 + 8
√
15 + 31
)
45
(
980883165703552
√
15z4
√
215208
√
15 + 833497 − 1266444024679408244
√
15z4 + 3798944165345067 z4
√
215208
√
15 + 833497
− 4904916616487242993 z4 + 60798931459570648
√
15
√
215208
√
15 + 833497 − 78499097696959599508
√
15
+ 235473249010123317
√
215208
√
15 + 833497 − 304025698072633522063
)
F2(z) =
(
44139742456659840
√
15z8
√
215208
√
15 + 833497 − 56989981110573370980
√
15z8 + 170952487440528015 z8
√
215208
√
15 + 833497
− 220721247741925934685 z8 + 888442775916674472
√
15z4
√
215208
√
15 + 833497 − 1147091808862088194764
√
15z4 + 3440924075183568147×
z
4
√
215208
√
15 + 833497 − 4442667472293808999113 z4 − 303994657297853240
√
15
√
215208
√
15 + 833497 + 392495488484797997540
√
15
− 1177366245050616585
√
215208
√
15 + 833497 + 1520128490363167610315
)(
z
4 + 8
√
15 + 31
)
45
(
980883165703552
√
15z4
√
215208
√
15 + 833497 − 1266444024679408244
√
15z4 + 3798944165345067 z4
√
215208
√
15 + 833497
− 4904916616487242993 z4 + 60798931459570648
√
15
√
215208
√
15 + 833497 − 78499097696959599508
√
15
+ 235473249010123317
√
215208
√
15 + 833497 − 304025698072633522063
)
F3(z) = −
2
(
699302
√
15z4
√
215208
√
15 + 833497 − 905413342
√
15z4 + 2708385 z4
√
215208
√
15 + 833497 − 3506650795 z4
− 4264614
√
15
√
215208
√
15 + 833497 + 5521560662
√
15 − 16516779
√
215208
√
15 + 833497 + 21384912489
)(
z
4 + 8
√
15 + 31
)
z
2
3
(
699302
√
15z4
√
215208
√
15 + 833497 − 905413342
√
15z4 + 2708385 z4
√
215208
√
15 + 833497 − 3506650795 z4
+ 43345442
√
15
√
215208
√
15 + 833497 − 56121019962
√
15 + 167876175
√
215208
√
15 + 833497 − 217355775685
)
so we see that F1, F2, and F3 are not polynomial functions. Indeed, we see for example that the exists
two degree 4 polynomials P , Q such that
F3(z) = −23z
2(z4 + 8
√
15 + 31)
P (z)
Q(z)
and also the coefficients of all terms in z, z2, z3 and z4 of P and Q coincide, the constant terms of P and
Q are respectively
−4264614
√
15
√
215208
√
15 + 833497 + 5521560662
√
15 − 16516779
√
215208
√
15 + 833497 + 21384912489 = 1.19 · · · × 108
23
and
43345442
√
15
√
215208
√
15 + 833497 − 56121019962
√
15 + 167876175
√
215208
√
15 + 833497 − 217355775685 = −1.21 · · · × 109
which are distinct real number. Therefore f4,2 : P1 → C3 is not a null curve with simple poles at
a1, · · · , a9 and ~Φ4,2 = Re (f4,2) cannot be a minimal surface with 2n+ 1 = 9 embedded planar ends.
References
[1] Robert L. Bryant. A duality theorem for Willmore surfaces. J. Differential Geom., 20, 23-53, 1984.
[2] Robert L. Bryant. Surfaces in conformal geometry, in The mathematical heritage of Hermann Weyl.
Proceedings of Symposia in Pure Mathematics, 1987.
[3] Robert L. Bryant. Projective, contact, and null curves. Preprint, 16th December, 2017.
[4] Eugenio Calabi. Minimal immersions of surfaces in Euclidean spheres. J. of Differential Geom., 1,
111-125, 1967.
[5] Celso J. Costa. Complete minimal surfaces in R3 of genus one and four planar embedded ends.
Proc. Amer. Math. Soc. 119, no. 4, 1279–1287, 1993.
[6] Ulrich Dierkes, Stefan Hildebrandt, and Friedrich Sauvigny. Minimal surfaces. SPringer-Verlag,
Grundlehren der mathematischen Wissenschaften, vol. 339, 2010.
[7] Philipp Griffiths and Joseph Harris. Principles of Algebraic Geometry. Pure and Applied Mathe-
matics. Wiley-Interscience, New York, 1978.
[8] David Hoffman, Martin Traizet, and Brian White. Helicoidal minimal surfaces of prescribed genus.
Acta Math. 216, no. 2, 217–323., 2016.
[9] Luquesio P. Jorge and William H. Meeks III. The topology of complete minimal surfaces of finite
total Gaussian curvature. Topology, Vol. 22n Ni. 2, pp. 203-221, 1983.
[10] Felix Klein. Über die Transformation der allgemeinen Gleichung des zweiten Grades zwis-
chen Linien-Coordinaten auf eine canonische Form. Mathematische Annalen 23: 539.
https://doi.org/10.1007/BF01446603, 1884.
[11] János Kollár. Lectures on resolution of singularities. Annals of Mathematics Studies, 166. Princeton
University Press, Princeton, NJ. vi+208 pp. ISBN: 978-0-691-12923-5; 0-691-12923-1, 2007.
[12] Robert Kusner. Comparison surfaces for the Willmore problem. Pacific J. Math., Vol. 138, No. 2,
1989.
[13] Fang-Hua Lin and Tristan Rivière. Energy quantization for harmonic maps. Duke Math. J. Volume
111, Number 1, 177-193, 2002.
[14] Alexis Michelat and Tristan Rivière. The Classification of Branched Willmore Spheres in the 3-
Sphere and the 4-Sphere. arXiv:1706.01405, 2017.
[15] Alexis Michelat and Tristan Rivière. Computer-Assisted Proof of the Main Theorem of
’The Classification of Branched Willmore Spheres in the 3-Sphere and the 4-Sphere’.
arXiv:1711.10441, 2017.
[16] Alexis Michelat and Tristan Rivière. Higher Regularity of Weak Limits of Willmore Immersions I.
arXiv:1904.04816, 2019.
[17] Alexis Michelat and Tristan Rivière. Higher Regularity of Weak Limits of Willmore Immersions II.
arXiv:1904.09957, 2019.
24
[18] Robert Osserman. On Complete Minimal Surfaces. Arch. Rational Mech. Anal., 13, p. 392–404,
1963.
[19] Chia-Kuei Peng. Some new examples of minimal surfaces in R3. Preprint, MSRI, 1986.
[20] Chia-Kuei Peng and Liang Xiao. Willmore Surfaces and Minimal Surfaces with Flat Ends. Geometry
and Topology of Submanifolds, 2000.
[21] Richard M. Schoen. Uniqueness, Symmetry, and Embeddedness of Minimal Surfaces. J. Differential
Geom., 18, 791-809, 1983.
[22] Èlly I. Shamaev. On a family of minimal tori in R3 with planar ends. Sibirsk. Mat. Zh. 46, no. 6,
1407–1426; translation in Siberian Math. J. 46, no. 6, 1135–1152, 2005.
[23] Liang Xiao. On complete minimal surfaces with parallel and flat ends. In: Jiang B., Peng CK.,
Hou Z. (eds) Differential Geometry and Topology. Lecture Notes in Mathematics, vol 1369. Springer,
Berlin, Heidelberg, 1989.
25
