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Abstract
A language L over a )nite alphabet  is called growth-sensitive if forbidding any set of
subwords F yields a sub-language LF whose exponential growth rate is smaller than that of L. It
is shown that every (essentially) ergodic non-linear context-free language of convergent type is
growth-sensitive. “Ergodic” means that the dependency di-graph of the generating context-free
grammar is strongly connected, and “essentially ergodic” means that there is only one non-regular
strong component in that graph. The methods combine (1) an algorithm for constructing from a
given grammar one that generates the associated 2-block language and (2) a generating function
technique regarding systems of algebraic equations. Furthermore, the algorithm of (1) preserves
unambiguity as well as the number of non-regular strong components of the dependency di-graph.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Let L be a language over the alphabet , that is, a subset of the free monoid ∗
of all )nite words over . We write  for the empty word and + =∗\{}. For a
word w∈∗, its length (number of letters) is denoted by |w|. The growth of L is the
number
(L) = lim sup
n→∞
|{w ∈ L : |w| = n}|1=n:
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If L is in)nite (the interesting case) then 16(L)6||. The number 1=(L) is the




|{w ∈ L : |w| = n}|zn; z ∈ C: (1)
Denition 1. A language L over  is growth-sensitive if
(LF) ¡ (L)
for any non-empty F ⊂∗ consisting of subwords of elements of L, where
LF = {w ∈ L: no v ∈ F is a subword of w}:
The general question addressed in this note is the following: under which conditions
is a language L growth-sensitive? Note that, in principle, the question is of interest
only when L has exponential growth, that is (L)¿1. Indeed, if (L)= 1 then either
(LF)= 1 or (LF)= 0, in which case LF is )nite. Also note that without speci)c
assumptions on L, one cannot expect growth-sensitivity: for example, if = {a; b; c; d}
and L= {a; b}∗ ∪{c; d}∗, then (L)= (L{a})= 2.
Our principal result is the part B of the following theorem.
Theorem 2. (A) Ergodic, unambiguous regular languages are growth-sensitive.
(B) Ergodic, unambiguous, non-linear context-free languages are growth-sensitive.
In this theorem, we intend that the respective language is generated by a grammar
that has all the indicated properties. In particular, ergodic means for a context-free
grammar that its dependency-digraph is strongly connected, see Section 2 below where
the setup will be described carefully.
Part (A) of Theorem 2 is well-known in somewhat diFerent setups and terminologies
(see, e.g., [3]), it has several analogues in the context of Symbolic Dynamics [13,
Corollary 4.4.9; 1, Theorem 2.14] and Asymptotic Group Theory [6]; see also the
respective remarks in [3, Section 5], which is the basis for this extended abstract.
A basic example where part (B) of Theorem 2 applies is the Dyck language, see
Section 5.
Our strategy for proving that every L in a given class L of languages is growth-
sensitive is the following.
Step 1: Consider the set (2)∗ of all words over 2. Its letters are of the form (ab),
where a; b∈. De)ne  : ∗→(2)∗ by (w)=  if |w|61 and
(a1 · · · an) = (a1a2)(a2a3) · · · (an−2an−1)(an−1an) if n¿ 2:
For any language L⊂∗, consider the associated 2-block-language (L) over the
alphabet
(2) = (2)(L) = {(ab) : a; b ∈ ; ab is a subword of w for some w ∈ L}: (2)
Then (L)= ((L)). Step 1 is the following: prove that L∈L implies (L)∈L.
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Step 2: Show that each L∈L is growth-sensitive to forbidding one (or more)
elements of its alphabet .
Then each L∈L will be growth-sensitive to forbidding any F ⊂∗. Indeed, it is
enough to prove this when F = {v1} consists of a single word v1. If m= |v1|, then after
m − 1 iterations, vm=(m−1)(v1) is a letter in the alphabet of (m−1)(L). Therefore,
Steps 1 and 2 imply
(L) = ((m−1)(L)) ¡ (((m−1)(L)){vm}) = (L{v1}):
Below (Section 3) we shall present an algorithm for passing from a context-free
grammar that generates L to a new grammar that generates (L). While this algorithm
preserves unambiguity (as is easily seen), it does not preserve ergodicity. Thus, we
are led to an extended de)nition of what we call an essentially ergodic context-free
grammar, see Section 2. This involves a careful analysis of the strong components
of the dependency di-graph: we introduce the notion of a regular strong component,
and “essentially ergodic” means in principle that there is precisely one non-regular
component. A careful analysis of our algorithm then shows that it preserves the number
of essential components (Section 3, Theorem 8).
We now add another notion.
Denition 3. We say that a language L is of convergent type, if fL(1=(L))¡∞, and
of divergent type, otherwise.
Every (strictly) ergodic, unambiguous context-free language that is non-linear must
be of convergent type [3, (3.3)]. The following extension of Theorem 2(B) is the main
result of this work.
Theorem 4. Every essentially ergodic, unambiguous context-free language of conver-
gent type is growth-sensitive.
Having already outlined how we achieve Step 1 of our proof-strategy in Sections 2
and 3, we now explain the structure of the remaining sections of the present note.
In Section 4, we state a general theorem on the radii of convergence of generating
functions that satisfy a system of algebraic equations. Then we explain how this applies
to an essentially ergodic context-free language L as well as to LF , where F ⊂, hereby
completing Step 2. In Section 5 we present a class of examples that we call the
restricted Dyck languages.
Some additional results, other examples as well as an explanation of the interplay
of the results presented here with geometric group theory can be found in the long
version [3] of this extended abstract.
We decided to publish this extended abstract in a theoretical computer science envi-
ronment because we would like to circulate our results (namely Theorems 2(B) and 4)
among computer scientists. Also, we believe that our method of analyzing a context-free
grammar via the strongly connected components of its dependency di-graph (focusing,
in particular, on the regular and essential components) could be also useful in other
settings.
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2. Analyzing a context-free grammar by its dependency-digraph
In order to set up our notation, we start by reviewing some basic notions.
A context-free grammar is a quadruple C=(V;;P; S), where V is a )nite set of
variables, disjoint from the )nite alphabet  (the terminal symbols), the variable S is
the start symbol, and P⊂V × (V∪)∗ is a )nite set of production rules. We write
T  u or (T  u)∈P if (T; u)∈P. For v; w∈ (V∪)∗, we write v⇒w if v= v1T v2
and w= v1uv2, where T  u, v1 ∈ (V∪)∗ and v2 ∈∗. A rightmost derivation is a
sequence v=w0; w1; : : : ; wk =w∈ (V∪)∗ such that wi−1⇒wi; we then write v ∗⇒w.
For T ∈V, we consider the language LT = {w∈∗ : T ∗⇒ w}. The language generated
by C is L(C)=LS .
A context-free language is a language generated by a context-free grammar.
Recall that a grammar and the language generated by it are called linear, if every
production rule in P is of the form T  v1Uv2 or T  v, where v; v1; v2 ∈∗ and
T; U ∈V. If furthermore in this situation one always has v2 = , then grammar
and language are called right linear. Analogously, it is called left linear, if instead
one always has v1 = . In both cases, language and grammar are also called
regular.
If C is a general context free grammar, then for any variable T ∈V, the ambiguity
degree dT (w) of a word w∈∗ is the number of all diFerent rightmost derivations
T ∗⇒w. Thus dT (w)¿0 if and only if w∈LT . We shall assume that dT (w)¡∞ always.
The grammar is called unambiguous, if dS(w)= 1 for all w∈L. A context-free language
is called unambiguous if it is generated by some unambiguous grammar.
We shall always assume to have a reduced grammar C, that is, each variable is
used in some rightmost derivation of a word in L(C) and in particular, LT =∅ for each
variable T .
The dependency di-graph D=D(C) of a context-free grammar C=(V;;P; S) is
an oriented graph with vertex set V, with an edge from T to U (notation T→U ) if in
P there is a production T  u with u containing U (compare e.g. with [9]). We write
T ∗→ U if in D there is an oriented path of length ¿0 from T to U .
Consider the equivalence relation on V where T∼U if T ∗→ U and U ∗→ T . The
equivalence classes, denoted Vj, j=0; : : : ; N (with S ∈V0), are called the strong com-
ponents of D(C). The strong components are partially ordered: Vj 4 Vk if there is an
oriented path from T ∈Vj to U in Vk (independent of the choice of representatives).
Denition 5. A context-free grammar C is called ergodic if the dependency di-graph
D(C) is strongly connected, i.e., it consists of a single strong component.
If C is linear then we require in addition that every terminal word w∈∗ occurs in
a non-terminal sentential form (see [3, Section 5] for details).
A context-free (resp. linear=regular) language L is ergodic, if it is generated by
an ergodic, reduced context-free (resp. linear=right linear) grammar. If this grammar is
also unambiguous, we say that L is an ergodic, unambiguous language of the respective
type.
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We shall say that the start symbol S of C is isolated, if it does not occur in the
right-hand side of any production rule. For any language L⊂∗, we de)ne its subword
closure as SUB(L)= {v∈∗ : v is a subword of w for some w∈L}.
Denition 6. Let C be a reduced context-free grammar with |L(C)|=∞.
A strong component Vj of D(C) is called left, resp. right linear (for both in short
regular), resp. linear, if the following holds for every production T w with T ∈Vj: the
word w contains at most one element of Vj which, if present, must be in the leftmost
(resp. rightmost, resp. any) position of w. In this case, every variable in Vj is also
called regular, resp. linear. We write Vess for the set of all essential, i.e., non-regular
variables.
The grammar C is called essentially ergodic if
(i) the set Vess forms a single strong component and
(ii) for each w∈L(C), there is T ∈Vess such that w∈ SUB(LT ).
This de)nition is useful only when L is a context-free, non-regular language:
Lemma 7. If all variables are regular, then L(C) is a regular language.
Proof. We associate with each strong component Vj a grammar Cj =(Vj;j;Pj; Sj).
Here, Pj is the set of productions of C whose left-hand side is in Vj, and writing Wj
for the set of all T ∈V\Vj that occur in a right-hand side of some Pj, the alphabet
is j =∪Wj. The start symbol Sj is any element of Vj. Then, by assumption, each
grammar Cj is either left or right linear.
We now use induction with respect to 4. If Vj is maximal with respect to this partial
order, then Wj = ∅, whence LT , the language generated by T ∈Vj with respect to C,
coincides with L(Cj) when we chose Sj =T . Thus LT is rational.
Now suppose that given Vj, we have already that LU (with respect to C) is rational
for all U ∈Wj. Then the Substitution Theorem for regular languages, see [7, Section
3.4], implies that LT is regular for every T ∈Vj.
3. The 2-block language: ergodicity and unambiguity
Theorem 8. Let C be a context-free grammar that generates the language L. Then
we can construct a context-free grammar C(2) which generates L(2) =(L)\{} and
has the following properties:
• The graphs D(C) and D(C(2)) have the same number of non-regular strong com-
ponents.
• If C is right linear=left linear=linear=unambiguous=essentially ergodic then so is
C(2).
Proof. Note that it is no restriction to work with L(2) =(L)\{} instead of (L).
In order to outline our approach for the general case, we )rst present the easy proof
for a right linear, -free grammar C=(V;;P; S). Thus, the productions are of the
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form
T  a1a2 · · · an; T  a1a2 · · · anU
with T; U ∈V, ai ∈ and n∈N. Consider the new grammar C(2) = (V(2);(2);P(2); [S])
over the alphabet (2) as in (2) where V(2) = {[S]; [aU ]: there is a production in P of
the form T  a1 · · · an−1aU}, and the new productions are
[S]  (w) |(w)[anT ] if S  w |wT in P
and
[aT ]  (aa1)(w) | (aa1)(w)[anU ]; if T  w |wU in P;
with w= a1a2 · · · an ∈∗ and T; U ∈V. Then it is obvious that L(C(2))=L(2) (see below
for the details in the general case) and it is easy to check that if C is unambiguous,
then so is C(2). The new start symbol [S] is isolated, but if C is ergodic, then all the
other variables of C(2) form a single strong component.
Now let C be a general context-free grammar generating the language L. To obtain
C(2) in a similar manner, we need to apply the above construction to a grammar that is
standardized suitably. Recall that two grammars are called equivalent if they generate
the same language. We have already said in the introduction that we always assume
our grammars to be reduced (there are no superLuous variables).
(1) Transform the (reduced) grammar C into a grammar C′ which is -free (there is
no rule of the form T  ) and generates L\{}. There is a simple algorithm for passing
from C to C′ that generates L\{}; see e.g. [7, Section 4.3]. A small modi)cation yields
an algorithm that decreases the ambiguity degrees and preserves being reduced and the
number of non-regular strong components, see [3].
(2) Eliminate all chain rules, i.e., productions of the form T U , where T; U∈V.
Again, there is a simple algorithm that transforms a reduced grammar C′ into an
equivalent reduced grammar C′′ without chain rules, see e.g. [7, Section 4.3] or [10,
Corollary 5.3]. It is easy to check that it decreases the ambiguity degrees and preserves
-freeness and the number of non-regular strong components as well as (essential)
ergodicity.
(3) Transform the grammar C′′ into an equivalent grammar C′′′ in what we call bi-
nary form (BF), where each right-hand side of a production rule is contained in the set
∪2 ∪V∪V∪V2. Passing from any reduced, chain-rule-free and -free grammar
to an equivalent one in BF is simple and similar to passing to Chomsky normal form.
We do not use the latter, since we want to preserve right, resp. left linearity of single
production rules. Again, the algorithm preserves being reduced, ambiguity degrees, the
number of non-regular components and (essential) ergodicity, see [3, Proposition 1].
(4) Use a slight variation of the algorithm described in [10, Theroem 5.9] to pass
from a grammar in BF to an equivalent grammar MC=( MV;; MP; MS) in operator normal
form (ONF). Following [10], this algorithm is such that the start symbol MS of MC is
isolated and the right-hand side of every production is in
 ∪  MV ∪ MV ∪ MV MV:
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The ambiguity degrees with respect to C′′′ and with respect to MC are the same. It is
not completely immediate that this algorithm preserves essential ergodicity, but it does,
see [3, Proposition 2]. The proof of the latter proposition in [3] also shows that the
number of non-regular components is preserved.
(5) We can now )nally explain the construction of a grammar C(2) producing
L(2) =(L)\{}. By the above we can assume that L\{} is generated by a context-
free (reduced) grammar C=(V;;P; S) in ONF with isolated start symbol, and whose
production rules have their right-hand side in ∪V∪V∪VV.
A sentential form is any element w of (∪V)∗ such that there is a rightmost
derivation T ∗⇒w for some T ∈V. Since C is in ONF, a sentential form cannot have
any subword in V2, and looks as follows:
w = T1v1T2v2 · · ·TkvkTk+1; (3)
where vi ∈+, Ti ∈V and possibly T1 and=or Tk+1 may be missing. Since C is reduced,
every vi is in SUB(L). Let ai and bi be the )rst and last letters of vi, respectively.
We now transform each sentential form w as in (3) into a new expression (w) by
using  and inserting brackets as follows:
(w) = [T1a1](v1)[b1T2a1](v2) · · · [bk−1Tkak ](vk)[bkTk+1];
where [T1a1] and=or [bkTk+1] will be missing when T1 and=or Tk+1 are missing in w.
We now exhibit the new grammar C(2) = (V(2);(2);P(2); [S]) for L(2) with the new
start symbol [S]. The set of variables V(2) consists of [S] and all expressions [Ta], [bT ]
and [bTa] that appear in some (w), where w is a sentential form of C (it is easy to
write down a “greedy” algorithm for )nding all of them). The next list displays the
rules in P followed by the corresponding new rules in P(2).
If S  bT : [S]  [bT ];
if S  Ta: [S]  [Ta];
if S  TbU : [S]  [Tb][bU ];
if T  c: [Ta]  (ca); [bT ]  (bc); [bTa]  (bc)(ca);
if T  cU : [Ta]  [cUa]; [bT ]  (bc)[cU ]; [bTa]  (bc)[cUa];
if T  Uc: [Ta]  [Uc](ca); [bT ]  [bUc]; [bTa]  [bUc](ca);
if T  UcV : [Ta]  [Uc][cVa]; [bT ]  [bUc][cV ]; [bTa]  [bUc][cVa]:
(4)
Here, T; U; V ∈V\{S} and a; b; c∈ have to be such that the occurring expressions in
brackets belong to V(2).
It is clear that from (w) one can reconstruct w. That is, the mapping  is one-
to-one. Also, the restriction of  to L coincides with . Thus, by the construction of
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C(2), for any sequence of sentential forms w1; w2; : : : ; wn with respect to C, we have
S ⇒ w1 ⇒ w2 ⇒ · · · ⇒ wn in C if and only if
[S]⇒ (w1)⇒ (w2)⇒ · · · ⇒ (wn) in C(2):
Consequently, C(2) generates (L)\{}=L(2), and the ambiguity degrees are preserved,
that is, d[S]((w))=dS(w) for every w∈L with |w|¿2.
We note that C(2) has chain rules, which can be eliminated by applying the trans-
formation of Step (2) but are “harmless” anyway (they cannot be concatenated into
an in)nite loop). Thus, we continue to work with C(2). The remaining diNculties are
to show that the number of non-regular components as well as essential ergodicity are
preserved.
For T ∈V, we write desc(T ) for the set of all variables of the form [bT ], [Ta],
[bTa] in V(2), and for W⊂V, let desc(W)=
⋃
T∈W desc(T ). When T; U ∈V belong
to diFerent strong components of D(C), then elements of desc(T ) and desc(U ) clearly
cannot lie in the same strong component of D(C(2)).
Now consider a non-regular strong component Vj ⊂V. We say that [bTa] is an
interior variable of desc(Vj) if T ∈Vj and the string bTa occurs in a sentential form of
C that derives from some element of Vj. Then the proof of [3, Proposition 3] shows
the following: the interior variables of desc(Vj) form a non-regular strong component
of D(C(2)), and all other variables of desc(Vj) are regular in the sense of De)nition 6
above. Now, it is immediate to see that for every regular variable T ∈V, every element
of desc(T ) is regular with respect to C(2). Thus, D(C) and D(C(2)) have the same
number of non-regular strong components.
In [3, Proposition 3] we also showed that when there is only one non-regular strong
component in D(C), then point (ii) of essential ergodicity is also preserved when
passing to C(2).
4. Algebraic equations associated with context-free grammars
We now give an outline of Step 2 of our proof-strategy. We )rst present a general
result regarding systems of algebraic equations based on [11], see [3] and, for previous




n, i=1; : : : ;  , be the generating functions of non-negative
sequences, and let ri6∞ be the radius of convergence of fi(z). Each ri has to be
a singularity of fi(z). We suppose that fi(0)= 0 and that r= mini ri¿0. This is the
number which we want to study. We assume that the fi(z) satisfy a system of equations
fi(z) = Qi(z; f1(z); : : : ; f (z)); i = 1; : : : ;  ; (5)
where
Qi(z; y1; : : : ; y ) =
∑
n
ai;n(z)yn; z ∈ C; i = 1; : : : ;  
are polynomials in the variables y1; : : : ; y (y=(y1; : : : ; y ), n=(n1; : : : ; n )∈N 0, and
yn =yn11 · · ·yn  ). We further assume that the coeNcient functions ai;n(z) are not all
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constant and are also expressed as power series around z=0 with non-negative coef-
)cients and radii of convergence Ri;n such that R= mini Ri¿0, where Ri = minn Ri;n.
The dependency di-graph D of our system (5) of equations has vertex set {1; : : : ;  },
and there is an oriented edge from i to j (notation i→j), if yj appears in a non-zero
term of Qi(z; y1; : : : ; y ). The following is obvious.
Lemma 9. If i→j, then ri6min{rj; Ri}. Thus ri = r[i] depends only on the strong
component [i] of i in D, and either fj(r[i])¡∞ for all j∈ [i] or fj(r[i]) =∞ for all
j∈ [i]. In particular, if D is strongly connected, then ri = r6R for all i.





(z; f1(z); : : : ; f (z))
) 
i;j=1
; 06 z 6 r
is non-negative with entries that are increasing in z. By our assumptions, J(0) is the
zero matrix, and for 0¡z¡r, we have J(z)i; j¿0 if and only if i→j in D. By the
theory of non-negative matrices [16], there is a positive eigenvalue %(z) of J(z) with
maximal absolute value. If D is strongly connected and z¿0 then %(z) has algebraic
and geometric multiplicity 1 and strictly positive left and right eigenvectors. We have
%(0)= 0, and %(z) increase with z. More generally, given a strong component [i],
consider the restriction J[i](z) of J(z) to [i], de)ned for 06z¡r[i], and write %[i](z)
for its Perron–Frobenius eigenvalue.
The basic result is the following, proved in [3, Section 3].
Proposition 10. Suppose that the generating functions fi(z), i=1; : : : ;  , satisfy a sys-
tem of polynomial equations of form (5), let r= mini ri be their minimal radius of
convergence, R the minimal radius of convergence of the coe9cient functions of the
Qi, and J(z) the Jacobian matrix of the system (as above). Then r¡R if and only
if there are z ∈ (0; R) and i such that %[i](z)= 1.
If this is the case, then J(r) is ;nite and there is an i∈{1; : : : ;  } such that
r= min{z¿0 : %[i](z)= 1}.
Now let L be generated by an essentially ergodic, unambiguous context-free gram-
mar C=(V;;P; S) that can be assumed, without loss of generality, to be reduced,
-free and without chain rules. For T ∈V, consider the power series fT (z)=fLT (z)
according to (1) and the de)nition of LT . If rT denotes its radius of convergence, then
(L)= 1=rS .
Besides the complex variable z, we introduce complex variables yT , T ∈V. We
de)ne &(a)= z for every a∈ and &(T )=yT for every T ∈V, and for u= u1 · · · uk ∈
(∪V)∗, let &(u)= &(u1) · · · &(uk), a product of commuting complex variables. With
T ∈V we associate the polynomial
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in the complex variables z and yU , U ∈V. A famous theorem of Chomsky and
SchQutzenberger [4] implies that the functions fT (z) satisfy the system of equations
fT (z) = PT (z;fU (z); U ∈ V); T ∈ V: (7)
This system has form (5) with R=∞, since all coeNcient functions are polynomials in
z. The dependency di-graph of this system is D(C). By Lemma 9, r= rS = min{rT : T
∈V}, since S ∗→ T for all T , and more generally, rT6rU if T ∗→ U . For variables in
the same strong component, the radii of convergence coincide.
The following lemma does not require essential ergodicity, but if the latter holds
and L is of convergent type, it will tell us which strong component is “respon-
sible” for the growth of L. Recall (De)nition 6) the concept of a linear strong
component.
Lemma 11. Suppose that L(C) is in;nite.
(a) If C is of convergent type then it has non-linear variables, and there is a non-
linear strong component Vj such that rT = r and fT (r)¡∞ for every T ∈Vj.
(b) On the other hand, if all variables are linear, then fT (z) is a rational function
for each T ∈V.
Proof (Outline). Statement (b) is the commuting-variables-analogue of Lemma 7. Note
that the diFerence between “right linear”, “left linear” and “linear” disappears in the
commutative case.
For (a), note that r must be a singularity of fS(z), and fS(r)¡∞. Now, if Vj is a
linear strong component, then system (7) restricted to Vj is linear. Therefore, if T ∈Vj
then fT (z) is a rational function of z and the functions fU (z), where T
∗→ U and
U =∈Vj. Singularities of rational functions can only be poles. Therefore, the singularity
r must come from a non-linear component.
Now let F ⊂ be a set of forbidden letters. Then LF is generated by the grammar
CF =(V;\F;PF ; S), where PF is the set of all productions in P whose right-hand
sides contain no element of F . Of course, CF is not necessarily reduced and essen-
tially ergodic. However, it is important to note that CF is unambiguous when C is
unambiguous. Step 2 is accomplished by the following.
Proposition 12. Suppose that L is generated by the essentially ergodic, reduced, un-
ambiguous context-free grammar C without chain and -rules. If C is of convergent
type, then for any non-empty F ⊂, (LF)¡(L).
Proof (Slightly condensed). We know from Lemma 11 that 1=(L)= r= rT for all
T ∈Vess. Hence we restrict system (7) to the variables of Vess. We number Vess =
{T1; T2; : : : ; T } and write yi =yTi and fi(z)=fTi(z). For each i∈{1; : : : ;  }, we
de)ne a polynomial Pi(z; y1; : : : ; y ) in the yi by substituting in PTi for each appearing
yU with U =∈Vess the corresponding function fU (z). The latter U ∈V must be such
that Ti→U in D(C). By Lemma 11, fU (z) is rational.
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We have obtained a system that is precisely of form (5), its dependency di-graph is
strongly connected, and the coeNcient functions are generating functions of
non-negative sequences that are either polynomials or rational functions. Therefore,
either R=∞ or else R is a pole of one of the coeNcient functions. Since L is in)-
nite, r¡∞, and fi(r)¡∞ for all i by Lemma 11. Thus, Proposition 10 applies, and
r= min{z¿0 : %(z)= 1}.
Next, consider the grammar CF , where F ⊂. We eliminate from V all vari-
ables that cannot be reached from S in the dependency di-graph of CF , thus ob-
taining a set of variables VF ⊂V and the corresponding, suitably numbered subset
VFess = {T1; : : : ; T ′}⊂Vess. Also, we eliminate from PF the production rules that con-
tain some U ∈V\VF . For simplicity, write again PF for this new set of produc-
tion rules, and CF =(VF ;;PF ; S). For the associated polynomials, Jacobian matrix,
Perron–Frobenius eigenvalue, etc., we use the superscript F . Thus 1=(LF)= rF = rFS .
We have rF¿rS = r and want to show that rF¿r strictly.
Case 1: CF is of divergent type. Then rF¿r since otherwise fFS (r)6fS(r)¡∞.
Case 2: CF is of convergent type. Then D(CF) must have non-regular (in fact
non-linear) strong components by Lemma 11. Since D(CF) is obtained from D(C)
by deleting some edges and vertices, each strong component of D(CF) is—as a set
of variables—contained in some strong component of D(C). In particular, every non-
regular strong component of D(CF) must be contained in Vess. Lemma 11 now implies
that
rF = min{rFi : i = 1; : : :  ′}; where rFi = rFTi :
Every U ∈VF\Vess is a regular variable of CF , and if it occurs in the right-hand side
of some T  u in PF , where T ∈Vess, then Lemma 11 shows that fFU (z) is rational.
For i=1; : : : ;  ′, we can now construct the polynomials PFi (z; y1; : : : ; y ′) in the vari-
ables y1; : : : ; y ′ in the same way as we did above for Pi(z; y1; : : : ; y ). Their coeNcient
functions are rational functions by what we just said. Since LF is of convergent type
and denoting by RF the minimum among the radii of convergence of these coeNcient
functions (which are poles or =∞), we have rF¡RF .
Thus, we can apply Proposition 10. The dependency-digraph DF of the PFi , i=1; : : : ;
 ′, is a subgraph of D(CF). There is a strong component [k] := VFk of D
F such that
rF = min{z¿0 : %F[k](z)= 1}. Extend the matrix JF[k](z) to a matrix over {1; : : : ;  } by
setting all elements outside of [k] × [k] equal to 0. We also write JF[k](z) for this
extended matrix.
For i∈{1; : : : ;  ′}, consider the generating functions fFi (z) and the fi(z). Then
clearly rFi ¿r. Condition (ii) in the de)nition of essential ergodicity implies that f
F
i (z)
¡fi(z) strictly for 0¡z6r, as LTi contains words having a letter in F . This yields
that for all z ∈ (0; r], i∈{1; : : : ;  ′},
PFi (z; f
F
1 (z); : : : ; f
F
 ′ (z)) ¡ Pi(z; f1(z); : : : ; f (z)):
Again, since LF is of convergent type, there must be some rule of the form T  u
in PF such that T ∈Vess ∩VF and u contains at least two (not necessarily distinct)
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elements of Vess ∩VF . Indeed, otherwise the system




1 (z); : : : ; f
F
 ′ (z)); i = 1; : : : ;  
′;
would be linear, its solutions rational functions in z, and their singularities would be
poles. Putting all these facts together, we get that
JF[k](z)6 J(z) and J
F
[k](z) = J(z) for all z ∈ (0; r]:
But then [16, Theorem 1.6] implies that %F[k](z)¡%(z)6%(r)= 1 for all z ∈ (0; r]. This
yields that rF¿r, thus concluding the proof.
5. Context-free languages associated with nite state automata
We now present a class of examples.
A regular language is one that is generated by a right linear grammar, or equiv-
alently, accepted by a )nite state automaton. The latter is a di-graph D with vertex
set (set of states) V, where each oriented edge carries a label from . There are one
speci)ed initial state S and a set F⊂V of ;nal states. The language L(D) accepted
by D consists of all words over  that are obtained by reading the successive labels
along a path in D that starts in S and ends at a vertex of F (by a path we mean a
sequence of oriented edges where the endpoint of one is the initial point of the next
one; repetitions are permitted as well as paths with length 0). We admit multiple edges,
but edges with the same initial and end points must have diFerent labels. We remark
that it is well known that every regular language is accepted by a deterministic )nite
state automaton, i.e., one where edges with the same initial vertex must have diFerent
labels.
Now consider a )nite state automaton D, not yet necessarily deterministic. We can
construct the (rooted, labelled, oriented) covering tree T=TD. Its vertex set is the set
of all (oriented) paths in D starting at S, including the empty path o which is the root
of T. If x; y are two paths, then by de)nition there is an oriented edge in T from x to
y when the path y extends x by one, )nal edge of D. The label of the latter edge also
labels the edge x→y. Also, we label each vertex x of T with the endvertex T (x) of
the path x in D, and T (o)= S. Then T has ;nitely many cone types. Indeed, if x, x′
are vertices of T with T (x)=T (x′) then there is a natural isomorphism between the
subtrees Tx and Tx′ of T that are rooted at x and x′, respectively. This isomorphism
preserves all labels.
We now augment the alphabet  by a disjoint copy M= { Ma : a∈}. We shall consider
non-oriented paths in T. If x→y is an edge of T with label a∈, then we shall read
this label when walking along the edge in positive direction (away from the root);
in the opposed direction we shall read the label Ma. We call restricted Dyck language
associated with D the language L(TD) over the alphabet ∪ M consisting of all words
that can be obtained by reading the successive labels along some closed path that starts
and ends at the root.
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This class of languages extends the classical Dyck language which corresponds to
the automaton D where V= {S}, and for each a∈ there is a loop with label a
at S.
Proposition 13. For any ;nite state automaton D, the language L=L(TD) is gener-
ated by the context-free grammar C=CD with set of variables V (the vertex set of
D), start symbol S (the initial vertex of D) and the production rules
T   and T  aU MaT;
if in D there is an edge from T to U with label a.
In particular, the dependency di-graph of C is D, the grammar C is ergodic if and
only if D is strongly connected, and C is unambiguous if and only if the automaton
D is deterministic.
Proof. For each T ∈V, consider the subtrees Tx of T that are rooted at some x with
T (x)=T . Clearly, L(Tx) is the same for all those x, and L=L(To). As a variable
of our grammar, T will be such that LT =L(Tx), and for w∈ (∪ M)∗, the ambiguity
degree dT (w) will be the number of paths in Tx that start and end in x and are labelled
by w.
In addition to L(Tx), we also introduce the language L(0)(Tx) consisting of the
labels of all paths as above with the restriction that we only admit non-trivial paths
that return to the root x just once, at the end. With this language, we associate the
auxiliary variable T (0), that will be eliminated later on. Every w∈L(0)(Tx) has a
decomposition of the form w= av Ma, where a is the label of an edge x→y of T and
v∈L(Tx). Let U =T (y). Then corresponding to this edge we )nd the rule T (0)  aU Ma.
Furthermore, we have that
L(Tx) = L(0)(Tx)∗;
the sub-monoid of (∪ M)∗ generated by L(0)(Tx). It is well known that this corre-
sponds to the two rules T   and T  T (0)T . If in the latter of these two we replace
T (0) with all possible right-hand sides of the auxiliary rules T (0)  aU Ma then we )nd
the proposed grammar.
The statements about ergodicity and ambiguity are now obvious.
In particular, if D is strongly connected, then Theorem 2(B) applies, and the corre-
sponding restricted Dyck language is growth-sensitive.
Remark 14. (A) In [3, Section 5], we also prove an extended variant of the above
Theorems 2 and 3, which take ambiguities into account. This is done by assigning
integer weights (multiplicities) to the production rules.
(B) The above class of examples can be considered as a special case of the context-
free graphs of [14]. We intend to pursue the study of (essential) ergodicity of the
associated grammars in future work.
(C) An extended list of references, in particular including growth of groups and
languages, can be found in [3].
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