We propose a framework for constructing efficient code-based encryption schemes that do not hide any structure in their public matrix. The framework is in the spirit of the schemes first proposed by Alekhnovich in 2003 and based on the difficulty of decoding random linear codes from random errors of low weight. We depart somewhat from Alekhnovich's approach and propose an encryption scheme based on the difficulty of decoding random quasi-cyclic codes. We propose two new cryptosystems instantiated within our framework: the hamming quasi-cyclic cryptosystem (HQC), based on the hamming metric, and the rank quasi-cyclic cryptosystem (RQC), based on the rank metric. We give a security proof, which reduces the indistinguishability under chosen plaintext attack security of our systems to a decision version of the well-known problem of decoding random families of quasi-cyclic codes for the hamming and rank metrics (the respective QCSD and RQCSD problems). We also provide an analysis of the decryption failure probability of our scheme in the Hamming metric case: for the rank metric there is no decryption failure. Our schemes benefit from a very fast decryption algorithm together with small key sizes of only a few thousand bits. The cryptosystems are very efficient for low encryption rates and are very well suited to key exchange and authentication. Asymptotically, for λ the security parameter, the public key sizes are respectively in O(λ 2 ) for HQC and in O(λ 4 3 ) for RQC. Practical parameter compares well to the systems based on ring-learning parity with noise or the recent moderate density parity check codes system. Index Terms-Code-based cryptography, public-key encryption, post-quantum cryptography, provable security.
I. INTRODUCTION

A. Background and Motivation
T HE first code-based cryptosystem was proposed by McEliece in 1978. This system, which can be seen as a general encryption setting for coding theory, is based on a hidden trapdoor associated to a decodable family of codes, Manuscript hence a strongly structured family of codes. The inherent construction of the system makes it difficult to formally reduce security to the generic difficulty of decoding random codes. Even if the original McEliece cryptosystem, based on the family of Goppa codes, is still considered secure today, many variants based on alternative families of codes (Reed-Solomon codes, Reed-Muller codes or some alternant codes [6] , [53] ) were broken by recovering in polynomial time the hidden structure [23] . Moreover, high rate Goppa codes have been proved not to behave like random codes [22] , invalidating the security proof of the signature scheme [15] . The fact that the hidden code structure may be uncovered (even possibly for Goppa codes, see [16] , [17] , [24] ) lies like a sword of Damocles over the system, and finding a practical alternative cryptosystem based on the difficulty of decoding unstructured or random codes has always been a major issue in codebased cryptography. The recently proposed moderate density parity check (MDPC) codes cryptosystem [54] (somewhat in the spirit of the NTRU cryptosystem [41] ) addresses the problem by using a hidden code structure which is significantly weaker than that of previously used algebraic codes like Goppa codes. The cryptosystem [33] followed this trend with a similar approach. Beside this weak hidden structure, the MDPC system has very nice features and in particular relatively small key sizes, because of the cyclic structure of the public matrix. However, even if this system is a strong step forward for code-based cryptography, the hidden structure issue has not altogether disappeared, and some other attacks regarding the decryption failure rate have been recently put in light [38] . In 2003, Alekhnovich proposed an innovative approach based on the difficulty of decoding purely random codes [2] . In this system the trapdoor (or secret key) is a random error vector that has been added to a random codeword of a random code. Recovering the secret key is therefore equivalent to solving the problem of decoding a random code -with no hidden structure. Alekhnovich also proved that breaking the system in any way, not necessarily by recovering the secret key, involves decoding a random linear code. Even if the system was not totally practical, the approach in itself was a breakthrough for code-based cryptography. Its inspiration was provided in part by the Ajtai-Dwork cryptosystem [1] which is based on solving hard lattice problems. The Ajtai-Dwork cryptosystem also inspired the Learning With Errors (LWE) lattice-based cryptosystem by Regev [57] which generated a huge amount of work in latticebased cryptography. Attempts to emulate this approach in code-based cryptography were also made and systems based on the Learning Parity with Noise (LPN) have been proposed by exploiting the analogy with LWE [20] , [44] : the LPN problem is essentially the problem of decoding random linear codes of fixed dimension and unspecified length over a binary symmetric channel. The first version of the LWE cryptosystem was not very efficient, but introducing more structure in the public key (as for NTRU) lead to the very efficient Ring-LWE cryptosystem [48] . One strong feature of this last paper is that it gives a reduction from the decision version of the ring-LWE problem to a search version of the problem. Such a reduction is not known for the case of the ring-LPN problem. A ring version (ring-LPN) was nevertheless introduced in [40] for authentication and for encryption in [18] and [19] .
In this paper, we propose an efficient cryptosystem based on the difficulty of decoding random quasi-cyclic codes. It is inspired by Ring-LWE encryption but is significantly adapted to the coding theory setting. Our construction benefits from some nice features: a reduction to a decision version of the general problem of decoding random quasi-cyclic codes, hence with no hidden structure, and also quite good parameters and efficiency. Since our approach is relatively general, it can also be used with other metrics such as the rank metric. Finally, another strong feature of our approach is that inherently it leads to a precise analysis of the decryption failure probability, which is also a hard point for the MDPC cryptosystem and is not done in detail for other approaches based on the LPN problem. A relative weakness of our system is its relatively low encryption rate, but this is not a major issue for classical applications of public-key encryption schemes such as authentication or key exchange.
B. Our Contributions
We propose an efficient code-based cryptosystem whose security relies on decoding small weight vectors of random quasi-cyclic codes. We provide a reduction of our cryptosystem to this problem together with a detailed analysis of the decryption failure probability. Our analysis allows us to give small parameters for code-based encryption in Hamming and Rank metrics. When compared to the MDPC [54] or LRPC [33] cryptosystems, our proposal offers a higher degree of confidence thanks to the security reduction to a well-known problem and better decryption guarantees for similar parameters (i.e. key and communication size), but with a lower encryption rate. Overall we propose concrete parameters for different levels of security, in both the classical and quantum settings. These parameters show the great potential of rank metric for cryptography especially for higher security settings. When compared to the ring-LPN based cryptosystem [18] our system has better parameters with factors 10 and 100 respectively for the size of the ciphertext and the size of the public key. We also give a general table comparing the different asymptotic sizes for different codebased cryptosystems.
C. Overview of Our Techniques
Our cryptosystem is based on two codes. A first code C[n, k], for which an efficient decoding algorithm C.Decode(·) is known. The code C together with its generator matrix G are publicly known. 1 The second code is a [2n, n] random double-circulant code in systematic form, with generator matrix H = (I n | rot(h)) (see Eq. (2) for the definition of rot(·)). The general idea of the system is that the doublecirculant code is used to generate some noise, which can be handled and decoded by the code C. The system can be seen as a noisy adaptation of the ElGamal cryptosystem.
The secret key for our cryptosystem is a short vector sk = (x, y) (for some metric), whose syndrome s = H(x, y) is appended to the public key pk = (h, s). To encrypt a message m belonging to some plaintext space, it is first encoded through the generator matrix G, then hidden using the syndrome s and an additional short vector e to prevent information leakage. In other words, encrypting a message simply consists in providing a noisy encoding of it with a particular shape. Formally, the ciphertext is (u = rH , v), for a short random vector r = (r 1 , r 2 ) and v = mG + s · r 2 + e for some natural operator · defined in Sec. II. Using his secret key sk = (x, y), the legitimate recipient can obtain a noisy version of the plaintext by computing v − u · y and then recover the (noiseless) plaintext using the efficient decoding algorithm C.Decode.
For correctness, all previous constructions based on a McEliece approach rely on the fact that the error term added to the encoding of the message is less than or equal to the decoding capability of the code being used. In our construction, this assumption is no longer required and the correctness of our cryptosystem is guaranteed assuming the legitimate recipient can remove sufficiently many errors from the noisy encoding v of the message using sk.
The above discussion leads to the study of the probability that a decoding error occurs, which would yield a decryption failure. We study the typical weight of the error vector e that one needs to decode in order to decrypt (see Sec. V for details). With the reasonable assumption, backed up by simulations, that the weight of e behaves in a way that is close to a binomial distribution, we manage a precise estimation of a decoding failure and hence calibrate coding parameters accordingly.
1) Comparison With the McEliece Framework:
In the McEliece encryption framework, a hidden code is considered. This leads to two important consequences: first, the security depends on hiding the structure of the code, and second, the decryption algorithm consists of decoding the hidden code which cannot be changed. This yields different instantiations depending on the choice of the hidden code, many of which succumb to attacks and few of which resist.
In our framework there is not one unique hidden code, but two independent codes: the random double-circulant structure guarantees the security of the scheme, and the public code C guarantees correct decryption. It makes it possible to consider public families of codes which are difficult to hide but very efficient for decoding: also it requires finding a tradeoff for the code C, between decoding efficiency and practical decoding complexity. But unlike the McEliece scheme, where the decryption code is fixed, it can be changed depending on the application.
The global decryption failure for our scheme depends on the articulation between the error-vector distribution induced by the double-circulant code and the decoding algorithm C.Decode(·). After having studied the error-vector distribution for the Hamming metric we associate it with a particular code adapted to low rates and bit error probability of index 1/3. Notice that the system could possibly be used for greater encryption rate at the cost of higher parameters. This led us to choose tensor product codes, the composition of two linear codes. Tensor product codes are defined (Def. 14) in Sec. VI, and a detailed analysis of the decryption failure probability for such codes is provided there. For the rank metric case, we consider Gabidulin codes and the case when the error-vector is always decodable, with zero decryption failure probability.
2) Comparison With Ring-LWE: Our scheme may be considered as in the spirit of the Ring-LWE Encryption scheme but with proofs that work in the coding theory context (for both the Hamming and Rank metrics). It may be considered as a special instance of the general LWE/LPN methodology, as described, for example, in the recent paper [7] . As is mentioned there, even though full LWE-based schemes may, given current knowledge, be asymptotically more efficient than their LPN counterparts, there is still significant appeal in providing a workable variation over the more simple binary field (as it was done with Ring-LWE for the LWE setting). This was previously attempted in [18] by relying on the Ring-LPN problem. One of the drawbacks of this last work is to be limited to rings of the form F 2 [X]/(P(X)) that are extension fields of F 2 . In contrast, we suggest using F q [X]/(X n − 1), which reduces security to a decoding problem for quasi-cyclic codes and draws upon coding theory experience of using this family of codes. Quasi-cyclic codes have indeed been studied for a long time by coding-theorists, and many of the records for minimum distance are held by quasi-cyclic codes. However, no efficient generic decoding algorithm for quasicyclic codes has been found, lending faith to the assumption that decoding random quasi-cyclic codes is a hard algorithmic problem. Also, this particular setting also allows us to obtain very good parameters compared to the approach of [18] with at least a factor 10 for the size of the keys and messages. Departing from the strict LWE/LPN paradigm also enabled us to derive a security reduction to decoding quasi-cyclic codes and arguably gives us more flexibility for the error model. Notably the rank-metric variation that we introduce has not been investigated before in the LWE/LPN setting, and looks very promising. As mentioned before, one of its features is that it enables a zero error probability of incorrect decryption.
D. Organization of the Paper
The rest of the paper is organized as follows: Sec. II gives necessary background on coding theory for Hamming and Rank metrics. Sec. III describes the cryptosystem we propose and its security is discussed in Sec. IV. Sec. V and VI study the decryption failure probability and the family of tensor product codes we consider to perform the decoding for small rate codes. Finally, Sec. VII give parameters.
II. PRELIMINARIES
A. General Definitions 1) Notation: Throughout this paper, Z denotes the ring of integers and F denotes a finite (hence commutative) field, typically F q for a prime q ∈ Z for Hamming codes or F q m for Rank Metric codes. Let R = F[X]/(X n − 1) denote the quotient ring of polynomials modulo X n −1 whose coefficients lie in F. Elements of R will be interchangeably considered as row vectors or polynomials. Additionally for Hamming, we will note R b elements of R whose binary parity is equal to b. Vectors/Polynomials (resp. matrices) will be represented by lower-case (resp. upper-case) bold letters.
For any two elements x, y ∈ R, their product is defined as follows:
Notice that as the product of two elements over the commutative ring R, we have x · y = y · x.
For any finite set S, x $ ← S denotes a uniformly random element sampled from S. For any x ∈ R, let x denotes the biggest integer smaller than or equal to x. Finally, all logarithms log(·) will be base-2 unless explicitly mentioned. For a probability distribution D, we denote by X ∼ D the fact that X is a random variable following D.
Definition 1 (Circulant Matrix): Let x = (x 1 , . . . , x n ) ∈ F n . The circulant matrix induced by x is defined and denoted as follows:
As a consequence, it is easy to see that the product of any two elements x, y ∈ R can be expressed as a usual vectormatrix (or matrix-vector) product using the rot(·) operator as
2) Coding Theory: We now recall some basic definitions and properties about coding theory that will be useful to our construction. We mainly focus on generic definitions, and refer the reader to Sec. II-B for instantiations with a specific metric, and also, to [43] for a complete survey on code-based cryptography due to space restrictions. 
Definition 4 (Parity-Check Matrix): Given an [n, k] code C, we say that H ∈ F (n−k)×n is a Parity-Check Matrix for C if H is a generator matrix of the dual code C ⊥ , or more formally, if
where Hx is the syndrome of x. Code-based cryptography usually suffers from huge keys. In order to keep our cryptosystem efficient, we will use the strategy of Gaborit [30] for shortening keys. This results in Quasi-Cyclic Codes, as defined below.
Definition 6 (Quasi-Cyclic Codes [49, Ch. 16, §7] ): View a vector x = (x 1 , . . . , x s ) of F sn 2 as s successive blocks (n-tuples). An [sn, k, d] linear code C is Quasi-Cyclic (QC) of index s if, for any c = (c 1 , . . . , c s ) ∈ C, the vector obtained after applying a simultaneous circular shift to every block c 1 , . . . , c s is also a codeword.
More formally, by considering each block c i as a polynomial
Definition 7 (Systematic Quasi-Cyclic Codes): A systematic Quasi-Cyclic [sn, n] code of index s and rate 1/s is a quasi-cyclic code with an (s − 1)n × sn parity-check matrix of the form:
where A 1 , . . . , A s−1 are circulant n × n matrices. Remark 1: The definition of systematic quasi-cyclic codes of index s can of course be generalized to all rates /s, = 1 . . . s − 1, but we shall only use systematic QC-codes of rates 1/2 and 1/3 and wish to lighten notation with the above definition. In the sequel, referring to a systematic QC-code will imply by default that it is of rate 1/s. Note that arbitrary QC-codes are not necessarily equivalent to a systematic QC-code.
B. Different Types of Metric
The previous definitions are generic and can be adapted to any type of metric.
Besides the well known Hamming metric, we also consider, in this paper, the rank metric which has interesting properties for cryptography.
We recall some definitions and properties of rank-metric Codes, and refer the reader to [47] for more details. Consider the case where F is an extension of a finite field, i.e. F = F q m , and let x = (x 1 , . . . , x n ) ∈ F n q m be an element of some vector space of dimension n over F q m . A basic property of field extensions is that they can be seen as vector spaces over the base field they extend. Hence, by considering F q m as a vector space of dimension m over F q , and given a basis (e 1 , . . . , e m ) ∈ F m q , one can express each x i as
Using such an expression, we can expand x ∈ F n q m to a matrix E(x) such that:
The definitions usually associated to Hamming metric codes such as norm (Hamming weight), support (non-zero coordinates), and isometries (n × n permutation matrices) can be adapted to the Rank metric setting based on the representation of elements as matrices in F m×n q .
For an element x of F n q m we define its rank norm ω(x) as the rank of the matrix E(x). A rank metric code C of length n and dimension k over the field F q m is a subspace of dimension k of F n q m embedded with the rank norm. In the following, C is a rank metric code of length n and dimension k over F q m , where q = p η for some prime p and positive η ≥ 1. The matrix G denotes a k ×n generator matrix of C. The minimum rank distance of the code C is the minimum rank of non-zero vectors of the code. We also considers the usual inner product which allows to define the notion of dual code. Let x = (x 1 , x 2 , · · · , x n ) ∈ F n q m be a vector of rank r . We denote by E = x 1 , . . . , x n the F q -subspace of F q m generated by the coordinates of x i.e. E = Vect (x 1 , . . . , x n ). The vector space E is called the support of x and denoted Supp(x). Finally, the notion of isometry which in Hamming metric corresponds to the action of the code on n × n permutation matrices, is replaced for the Rank metric by the action of n × n invertible matrices over the base field F q .
1) Bounds for Rank Metric Codes:
The classical bounds for Hamming metric have straightforward rank metric analogues.
2) Singleton Bound: The classical Singleton bound for linear [n, k] codes of minimum rank r over F q m applies naturally in the Rank metric setting. It works in the same way as for linear codes (by finding an information set) and reads r ≤ 1+n −k. When n > m this bound can be rewritten [47] as
Codes achieving this bound are called Maximum Rank Distance codes (MRD).
3) Deterministic Decoding: Unlike the situation for the Hamming metric, there do not exist many families of codes for the rank metric which are able to decode rank errors efficiently up to a given norm. When we are dealing with deterministic decoding, there is essentially only one known family of rank codes which can decode efficiently: the family of Gabidulin codes [28] . These codes are an analogue of Reed-Solomon codes [56] where polynomials are replaced by q-polynomials. These codes are defined over F q m and for k ≤ n ≤ m, Gabidulin codes of length n and dimension k are optimal and satisfy the Singleton bound for m = n with minimum distance d = n − k + 1. They can decode up to n−k 2 rank errors in a deterministic way. 4) Probabilistic Decoding: There also exists a simple family of codes which has been described for the subspace metric in [59] and can be straightforwardly adapted to the rank metric. These codes reach asymptotically the equivalent of the Gilbert-Varshamov bound for the rank metric, however their non-zero probability of decoding failure makes them less interesting for the cases we consider in this paper.
C. Difficult Problems for Cryptography
In this section we describe difficult problems which can be used for cryptography. We give generic definitions for these problems which are usually instantiated with the Hamming metric but can also be instantiated with the rank metric. After defining the problems we discuss their complexity.
All problems are variants of the decoding problem, which consists of looking for the closest codeword to a given vector: when dealing with linear codes, it is readily seen that the decoding problem stays the same when one is given the syndrome of the received vector rather than the received vector. We therefore speak of Syndrome Decoding (SD). Definition 9 (Search SD Problem): Let ω be a norm over R. On input (H, y ) ∈ F (n−k)×n × F (n−k) from the SD distribution, the Syndrome Decoding Problem SD(n, k, w) asks to find x ∈ F n such that Hx = y and ω(x) = w.
Depending on the metric the above problem is instantiated with, we denote it either by SD for the Hamming metric or by Rank-SD (RSD) for the Rank metric.
For the Hamming distance the SD problem has been proven to be NP-complete in [8] . This problem can also be seen as the Learning Parity with Noise (LPN) problem with a fixed number of samples [3] . The RSD problem has recently been proven difficult with a probabilistic reduction to the Hamming setting in [35] . For cryptography we also need a decision version of the problem, which is given in the following Definition:
asks to decide with non-negligible advantage whether (H, y ) came from the SD(n, k, w) distribution or the uniform distribution over F (n−k)×n × F (n−k) . As mentioned above, this problem is the problem of decoding random linear codes from random errors. The random errors are often taken as independent Bernoulli variables acting independently on vector coordinates, rather than uniformly chosen from the set of errors of a given weight, but this hardly makes any difference and one model rather than the other is a question of convenience. The DSD problem has been shown to be polynomially equivalent to its search version in [3] . The rank metric version of the problem is denoted by DRSD, by applying the transformation described in [35] it can be shown that the problem can be reduced to a search problem for the Hamming metric. Hence even if the reduction is not optimal, it nevertheless shows the hardness of the problem.
Finally, as for both metrics our cryptosystem will use QC-codes, we explicitly define the problem on which our cryptosystem will rely. The following Definitions describe the DSD problem in the QC configuration, and are just a combination of Def. 6 and 10. Quasi-Cyclic codes are very useful in cryptography since their compact description allows to decrease considerably the size of the keys. In particular the case s = 2 corresponds to double circulant codes with generator matrices of the form (I n | A) for A a circulant matrix. Such double circulant codes have been used for almost 10 years in cryptography (cf [31] ) and more recently in [54] . Quasi-cyclic codes of index 3 are also considered in [54] . It would be somewhat more natural to choose the paritycheck matrix H to be made up of independent uniformly random circulant submatrices, rather than with the special form required by (7) . We choose this distribution so as to make the security reduction to follow less technical. It is readily seen that, for fixed s, when choosing quasi-cyclic codes with this more general distribution, one obtains with non-negligible probability, a quasi-cyclic code that admits a parity-check matrix of the form (7) . Therefore requiring quasi-cyclic codes to be systematic does not hurt the generality of the decoding problem for quasi-cyclic codes. A similar remark holds for the slightly special form of weight distribution of the vector x.
Assumption 1: Although there is no general complexity result for quasi-cyclic codes, decoding these codes is considered hard by the community. There exist general attacks which uses the cyclic structure of the code [39] , [58] but these attacks have only a very limited impact on the practical complexity of the problem. The conclusion is that in practice, the best attacks are the same as those for non-circulant codes up to a small factor.
The problem has a decisional form: As for the ring-LPN problem, there is no known reduction from the search version of s-QCSD problem to its decision version. The proof of [3] cannot be directly adapted in the quasi-cyclic case. However the best known attacks on the decision version of the problem s-QCSD remain the direct attacks on the search version. It should be noted that when H is odd, b has to have the parity of sw for the problem to be hard, otherwise b has to be even. Except for the parity, the situation is similar for the rank version of these problems (respectively denoted by s-RQCSD and s-DRQCSD): the best attacks over the rank decision problem consists in attacking the rank search version of the problem.
D. Practical Attacks
The practical complexity of the SD problem for the Hamming metric has been widely studied for more than 50 years. For small weights the best known attacks are exponential in the weight of the researched codeword. The best attacks can be found in [51] .
The RSD problem is less known in cryptography but has also been studied for a long time, ever since a rank metric version of the McEliece cryptosystem was introduced in 1991 [29] . We recall the main types of attack on the RSD problem below.
The complexity of practical attacks grows very quickly with the size of parameters: there is a structural reason to this. For the Hamming distance, attacks typically rely on enumerating the number of words of length n and support size (weight) t, which amounts to the Newton binomial coefficient n t , whose value is bounded from above by 2 n . In the rank metric case, counting the number of possible supports of size r for a rank code of length n over F q m corresponds to counting the number of subspaces of dimension r in F q m : this involves the Gaussian binomial coefficient of size roughly q (m−r)m , whose value is also exponential in the blocklength but with a quadratic term in the exponent.
There exist two types of generic attacks on the problem:
• Combinatorial attacks: these attacks are usually the best ones for small values of q (typically q = 2) and when n and k are not too small: when q increases, the combinatorial aspect makes them less efficient. The best combinatorial attack has recently been updated to (n − k) 3 m 3 q r (k+1)m n −m to take into account the value of n and m [4] , [34] . • Algebraic attacks: the particular nature of the rank metric makes it a natural field for algebraic attacks using GrÃbner bases, since these attacks are largely independent of the value of q and in some cases may also be largely independent of m. These attacks are usually the most efficient when q increases. For the cases considered in this paper where q is taken to be small, the complexity is greater than the cost of combinatorial attacks (see [21] , [34] , [45] ). Note that the recent improvements on decoding random codes for the Hamming distance correspond to birthday paradox attacks. An open question is whether these improvements apply to rank metric codes. Given that the support of the error on codewords in rank metric is not related to the error coordinates, the birthday paradox strategy has failed for the rank metric, which for the moment seems to keep these codes protected from the aforementioned advances.
III. A NEW ENCRYPTION SCHEME
A. Encryption and Security 1) Encryption Scheme: An encryption scheme is a tuple of four polynomial time algorithms (Setup, KeyGen, Encrypt, Decrypt):
• Setup(1 λ ) , where λ is the security parameter, generates the global parameters param of the scheme; • KeyGen(param) outputs a pair of keys, a (public)
encryption key pk and a (private) decryption key sk; • Encrypt(pk, m) outputs a ciphertext c, on the message m, under the encryption key pk; • Decrypt(sk, c) outputs the plaintext m, encrypted in the ciphertext c or ⊥. Such an encryption scheme has to satisfy both Correctness and Indistinguishability under Chosen Plaintext Attack (IND-CPA) security properties.
2) Correctness: For every λ, every param ← Setup(1 λ ), every pair of keys (pk, sk) generated by KeyGen, every message m, we should have P[Decrypt(sk, Encrypt(pk, m)) = m] = 1 − negl(λ) for negl(·) a negligible function, and where the probability is taken over the randomness r 1 , r 2 , and e.
3) IND-CPA [36] : This notion formalized by the game depicted in Fig. 1 , states that an adversary should not be able to efficiently guess which plaintext has been encrypted even if he knows it is one among two plaintexts of his choice.
In the following, we denote by |A| the running time of an adversary A. The global advantage for polynomial time adversaries running in time less than t is:
where Adv ind E,A (λ) is the advantage the adversary A has in winning game Exp ind−b E,A (λ): 
4) IND-CPA and IND-CCA2:
Note that the standard security requirement for a public key cryptosystem is IND-CCA2, indistinguishability against adaptive chosen-ciphertext attacks, and not just IND-CPA. The main difference is that for IND-CCA2 indistinguishability must hold even if the attacker is given a decryption oracle first when running the FIND algorithm and also when running the GUESS algorithm (but cannot query the oracle on the challenge ciphertext c * ). We do not present the associated formal game and definition as an existing (and inexpensive) transformation can be used [42] for our scheme to pass from IND-CPA to IND-CCA2. Various generic techniques transforming a IND-CPA scheme into an IND-CCA2 scheme are known [14] , [26] , [27] , [55] but cannot be applied to our scheme due to potential decryption errors.
In [42] Hofheinz et al. present a generic transformation that takes into account decryption errors and can be applied directly to our scheme. The security reduction is tight in the random oracle model and does not require any supplemental property from our scheme (such as being γ -spread [42] ) as we have the IND-CPA property (instead of just a weaker property called One-Wayness), see App. A for details.
The idea is to de-randomize the encryption function Encrypt(pk, m, θ) by using a hash function G and do a deterministic encryption of m by calling c = Encrypt (pk, m, G(m)). The ciphertext is sent together with a hash K = H(c, m) that ties the ciphertext to the plaintext. The receiver then decrypts c into m, checks the hash value, and uses again the deterministic encryption to check that c is indeed the ciphertext associated to m.
As the reduction is tight we do not need to change our parameters when we pass from IND-CPA to IND-CCA2. From a computational point of view, the overhead for the sender is two hash calls and for the receiver it is two hash calls and an encrypt call. From a communication point of view the overhead is the bitsize of a hash (or two if the reduction must hold in the Quantum Random Oracle Model, see [42] for more details).
B. Presentation of the Scheme
We begin this Section by describing a generic version of the proposed encryption scheme. This description does not depend on the particular metric used. The particular case of the Hamming metric is denoted by HQC (for Hamming Quasi-Cyclic) and RQC (for Rank Quasi-Cyclic) in the case of the rank metric. Parameter sets for binary Hamming Codes and Rank Metric Codes can be respectively found in Sec. VII-A and VII-B.
1) Presentation of the Scheme: Recall from the introduction that the scheme uses two types of codes, a decodable [n, k] code which can correct δ errors and a random double-circulant [2n, n] code. Now consider a linear code C over F of dimension k and length n (generated by G ∈ F k×n ), that can correct up to δ errors via an efficient algorithm C.Decode(·). The four polynomial-time algorithms constituting our scheme are depicted in Fig. 2 .
Notice that the generator matrix G of the code C is publicly known, so the security of the scheme and the ability to decrypt do not rely on the knowledge of the error correcting code C being used.
2) Correctness: The correctness of our new encryption scheme clearly relies on the decoding capability of the code C. Specifically, assuming C.Decode correctly decodes v − u · y, we have:
Decrypt (sk, Encrypt (pk, m)) = m.
And C.Decode correctly decodes v − u · y whenever ω (sr 2 − uy + e) ≤ δ (15) ω ((x + hy) r 2 − (r 1 + hr 2 
Remark 2: In order to provide an upper bound on the decryption failure probability, an analysis of the distribution of the error vector e = x · r 2 − r 1 · y + e is provided in Sec. V.
Remark 3: The scheme can be directly adapted to rank metric, the only difference relies in the way the weight are defined, in that case (x, y) is a random codeword of rank weight w, (r 1 , r 2 ) is a random codeword of rank weight w r , and e is also chosen of rank weight w r with same support than the word (r 1 , r 2 ). In the general case the error to decode for decryption, e = x · r 2 − r 1 · y + e has rank weight upper bounded by (w + 1)w r since x and y have the same support of dimension w, so as r 1 and r 2 of dimension w r .
IV. SECURITY OF THE SCHEME
In this section we prove the security of our scheme, the proof is generic for any metric, and the security is reduced to the respective quasi-cyclic problems defined for Hamming and rank metric in Section 2.
Theorem 4: The scheme presented above is IND-CPA under the 2-DQCSD and 3-DQCSD assumptions.
Proof: To prove the security of the scheme, we are going to build a sequence of games transitioning from an adversary receiving an encryption of message m 0 to an adversary receiving an encryption of a message m 1 and show that if the adversary manages to distinguish one from the other, then we can build a simulator breaking the DQCSD assumption, for QC codes of index 2 or 3 (codes with parameters [2n, n] or [3n, n]), and running in approximately the same time.
Game G 0 : This is the real game, which we can state algorithmically as follows:
In this game we start by forgetting the decryption key sk, and taking s at random, and then proceed honestly:
The adversary has access to pk and c * . As he has access to pk and the Encrypt function, anything that is computed from pk and c * can also be computed from just pk. Moreover, the distribution of c * is independent of the game we are in, and therefore we can suppose the only input of the adversary is pk. Suppose he has an algorithm D λ , taking pk as input, that distinguishes with advantage Game G 0 and Game G 1 , for some security parameter λ. Then he can also build an algorithm D E,D λ which solves the 2-DQCSD(n, w, b 1 ) problem for parameters (n, w) resulting from Setup(λ), with the same advantage , when given as input a challenge (H, y ) ∈ F n×2n ×F n . D E,D λ ((H, y ) as (h, y) with G generated by KeyGen(n, k, δ, w) and (H, y ) from a 2-QCSD(n, w, b 1 ) distribution pk follows exactly the same distribution as in Game G 0 . On the other hand if (H, y ) comes from a uniform distribution, pk follows exactly the same distribution as in Game G 1 
. Thus we have
Pr D E,D λ ((h, y ) (18) and
Pr D E,D λ ((h, y ) 
And similarly when (h, y ) is uniform the probabilities of D E,D λ outputs match those of D λ when pk is from Game 1 E,A (λ). The advantage of D E,D λ is therefore equal to the advantage of D λ . Game G 2 : Now that we no longer know the decryption key, we can start generating random ciphertexts. So instead of picking correctly weighted r 1 , r 2 , e, the simulator now picks random vectors in the full space.
the difference between Game G 1 and Game G 2 is that in the former
follows the 3-QCSD distribution (for a 2n × 3n QC matrix of index 3), and in the latter it follows a uniform distribution (as r 1 and e are uniformly distributed and independently chosen One-Time Pads).
Note that an adversary is not able to obtain c * from pk any more, as depending on which game we are c * is generated differently. The input of a game distinguisher will therefore be (pk, c * ). As it must interact with the challenger as usually we suppose it has two access modes FIND and GUESS to process first pk and later c * .
Suppose the adversary is able to distinguish Game G 1 and Game G 2 , with a distinguisher D λ , which takes as input (pk, c * ) and outputs a guess b ∈ {1, 2} of the game we are in. Again, we can build a distinguisher D E,D λ that will break the 3-DQCSD(n, w) assumption for parameters (n, w) from Setup(1 λ ) with the same advantage as the game distinguisher, when given an input (H, y ) ∈ F 2n×3n × F 2n . In the 3-DQCSD(n, w, b 2 ) problem, matrix H is assumed to be of the form I n 0 rot(a) 0 I n rot(b) .
In order to use explicitly a and b we note the matrix H a,b instead of just H. We will also note y = (y 1 , y 2 ) . ((H a,b , (y 1 , y 2 (I n rot(a) 
The distribution of pk is unchanged with respect to the games as the first matrix is from KeyGen, the second matrix follows the same distribution as in KeyGen, and the vectors b and s are both uniformly chosen. If (H a,b , (y 1 , y 2 ) ) follows the 3-QCSD(n, w, b 2 ) distribution, then with ω(x 1 ) = ω(x 2 ) = ω(x 3 ) = w. Thus, c * follows the same distribution as in Game G 1 .  If (H a,b , (y 1 , y 2 ) ) follows an uniform distribution, then c * follows the same distribution as in Game G 2 . We obtain therefore the same equalities for the output probabilities of D E,D λ and D λ as with the previous games and therefore the advantages of both distinguishers are equal. Game G 3 : We now encrypt the other plaintext. We chose r 1 , r 2 , e uniformly and set u = hr and v = m 1 G+ s · r 2 + e . This is the last game we describe explicitly, since, even if it is a mirror of Game G 2 , it involves a new proof.
The outputs from Game G 2 and Game G 3 follow the exact same distribution, and therefore the two games are indistinguishable from an informationtheoretic point of view. Indeed, for each tuple (r, e) of Game G 2 , resulting in a given (u, v) , there is a one to one mapping to a couple (r , e ) resulting in Game G 3 in the same (u, v) , namely r = r and e −m 0 G+m 1 G. This implies that choosing uniformly (r, e) in Game G 2 and choosing uniformly (r , e ) in Game G 3 leads to the same output distribution for (u, v) . Game G 4 : In this game, we now pick r 1 , r 2 , e with the correct weight. Game G 5 : We now conclude by switching the public key to an honestly generated one. We do not explicit these last two games as Game G 3 and Game G 4 are the equivalents of Game G 2 and Game G 1 except that m 1 is used instead of m 0 . A distinguisher between these two games breaks therefore the 3-DQCSD assumption too. Similarly Game G 4 and Game G 5 are the equivalents of Game G 1 and Game G 0 and a distinguisher between these two games breaks the 2-DQCSD assumption. We managed to build a sequence of games allowing a simulator to transform a ciphertext of a message m 0 to a ciphertext of a message m 1 . Hence, the advantage of an adversary against the IND-CPA experiment is bounded as:
V. ANALYSIS OF THE ERROR VECTOR DISTRIBUTION FOR HAMMING DISTANCE The aim of this Section is to determine the probability that the condition in Eq. (17) holds. In order to do so, we study the error distribution of the error vector e = x · r 2 − r 1 · y + e.
The vectors x, y, r 1 , r 2 , e have been taken to be uniformly and independently chosen among vectors of weight w, w r or w e . A very close probabilistic model is when all these independent vectors are chosen to follow the distribution of random vectors whose coordinates are independent Bernoulli variables of parameter p = w/n (or p r = w r /n and p e = w e /n respectively). To simplify analysis we shall assume this model rather than the constant weight uniform model. Both models are very close, and our cryptographic protocols work just as well in both settings.
We first evaluate the distributions of the products x · r 2 and r 1 · y.
Proposition 5: Let x = (X 1 , . . . , X n ) (resp. r = (R 1 , . . . , R n )) be a random vector where the X i (resp. R i ) are independent Bernoulli variables of parameter p (resp. p r ), P(X i = 1) = p and P(R i = 1) = p r . Assuming x and r are independent, and denoting z = x · r = (Z 1 , . . . , Z n ) as defined in Eq. (1), we have:
Proof: We have
Every term X i R j is the product of two independent Bernoulli variables of parameter respectively p and p r , and is therefore a Bernoulli variable of parameter p × p r . The variable Z k is the sum modulo 2 of n such products, which are all independent since every variable X i is involved exactly once in (22) , for 1 ≤ i ≤ n, and similarly every variable R j is involved once in (22) . Therefore Z k is the sum modulo 2 of n independent Bernoulli variables of parameter p × p r , and we have
which, using the equations:
with a = pp r and b = 1 − pp r , simplifies into the claimed result. Let us denote byp =p(n, w) = Pr[Z k = 1] from Eq. ( (21)). Let x, y (resp. r 1 , r 2 ) be independent random vectors whose coordinates are independently Bernoulli distributed with parameter p (resp. p r ). Then the k-th coordinates of x · r 2 and of r 1 · y are independent and Bernoulli distributed with parameterp. Therefore their modulo 2 sum t = x · r 2 − r 1 · y is Bernoulli distributed with
Finally, by adding the term e to t, we obtain the distribution of the coordinates of the error vector e = x · r 2 − r 1 · y + e. Since the coordinates of e are Bernoulli of parameter p e and those of t are Bernoulli distributed as (25) and independent from e, we obtain :
Proposition 6: Let x, y ∼ B n, w n , r 1 , r 2 ∼ B n, w r n and e ∼ B n, w e n , and let e = x · r 2 − r 1 · y + e. Then
Proposition 6 gives us the probability that a coordinate of the error vector e is 1. In our simulations to follow, which occur in the regime p = α √ n with constant α, we make the simplifying assumption that the coordinates of e are independent, meaning that the weight of e follows a binomial distribution of parameter p , where p is defined as in Eq. (26): p = 2p(1 −p)(1 − w e n ) + (1 −p) 2 +p 2 w e n . This approximation will give us, for 0 ≤ d ≤ min(2 × w × w r + w e , n),
In practice, the results obtained by simulation on the decryption failure are very coherent with this assumption.
VI. DECODING CODES WITH LOW RATES AND GOOD DECODING PROPERTIES
The previous Section allowed us to determine the distribution of the error vector e in the configuration where a simple linear code is used. Now the decryption part corresponds to decoding the error described in the previous section. Any decodable code can be used at this point, depending on the considered application: clearly small dimension codes will allow better decoding, but at the cost of a lower encryption rate. The particular case that we consider corresponds typically to the case of key exchange or authentication, where only a small amount of data needs to be encrypted (typically 80, 128 or 256 bits, a symmetric secret key size). We therefore need codes with low rates which are able to correct many errors. Again, a tradeoff is necessary between efficiently decodable codes but with a high decoding cost and less efficiently decodable codes but with a smaller decoding cost.
An example of such a family of codes with good decoding properties, meaning a simple decoding algorithm which can be analyzed, is given by Tensor Product Codes, which are used for biometry [11] , where the same type of issue appears. More specifically, we will consider a special simple case of Tensor Product Codes (BCH codes and repetition codes), for which a precise analysis of the decryption failure can be obtained in the Hamming distance case.
A. Tensor Product Codes
Definition 14 (Tensor Product Code): Let C 1 (resp. C 2 ) be a [n 1 , k 1 , d 1 ] (resp. [n 2 , k 2 , d 2 ]) linear code over F. The Tensor Product Code of C 1 and C 2 denoted C 1 ⊗ C 2 is defined as the set of all n 2 × n 1 matrices whose rows are codewords of C 1 and whose columns are codewords of C 2 .
More formally, if C 1 (resp. C 2 ) is generated by G 1 (resp. G 2 ), then
Remark 7: Using the notation of the above Definition, the tensor product of two linear codes is a [n 1 n 2 , k 1 k 2 , d 1 d 2 ] linear code.
B. Specifying the Tensor Product Code
Even if tensor product codes seem well-suited for our purpose, an analysis similar to the one in Sec. V becomes much more complicated. Therefore, in order to provide strong guarantees on the decryption failure probability for our cryptosystem, we chose to restrict ourselves to a tensor product code C = C 1 ⊗ C 2 , where C 1 is a BCH(n 1 , k 1 , δ 1 ) code of length n 1 , dimension k 1 , and correcting capability δ 1 (i.e. it can correct up to δ 1 errors), and C 2 is the repetition code of length n 2 and dimension 1, denoted 1 n 2 . (Notice that 1 n 2 can decode up to δ 2 = n 2 −1 2 .) Subsequently, the analysis becomes possible and remains accurate but the negative counterpart is that there probably are some other tensor product codes achieving better efficiency (or smaller key sizes).
In the Hamming metric version of the cryptosystem we propose, a message m ∈ F k 1 is first encoded into m 1 ∈ F n 1 with a BCH(n 1 , k 1 = k, δ 1 ) code, then each coordinate m 1,i of m 1 is re-encoded intom 1,i ∈ F n 2 with a repetition code 1 n 2 . We denote n = n 1 n 2 the length of the tensor product code 3 (its dimension is k = k 1 × 1), and bym the resulting encoded vector, i.e.m = m 1,1 , . . . ,m 1,n 1 ∈ F n 1 n 2 .
The efficient algorithm used for the repetition code is the majority decoding, i.e. more formally:
1) Decryption Failure Probability: With a tensor product code C = BCH(n 1 , k 1 , δ)⊗1 n 2 as defined above, a decryption failure occurs whenever the decoding algorithm of the BCH code does not succeed in correcting errors that would have arisen after wrong decodings by the repetition code. Therefore, the analysis of the decryption failure probability is again split into three steps: evaluating the probability that the repetition code does not decode correctly, the conditional probability of a wrong decoding for the BCH code given an error weight and finally, the decryption failure probability using the law of total probability.
Step 1: We now focus on the probability that an error occurs while decoding the repetition code. As shown in Sec. V, the probability for a coordinate of e = x · r 2 − r 1 · y + e to be 1 is p (see Eq. (26)). As mentioned above, 1 n 2 can decode up to δ 2 = n 2 −1 2 errors. Therefore, assuming that the error vector e has weight γ (which occurs with the probability given in Eq. (27)), the probability of getting a decoding error on a single block of the repetition code 1 n 2 is hence given bȳ p γ =p γ (n 1 , n 2 ) with:
Step 2: We now focus on the BCH(n 1 , k 1 , δ 1 ) code, and recall that it can correct up to δ 1 errors. Now the probability P that the BCH(n 1 , k 1 , δ 1 ) code fails to decode correctly the encoded message m 1 back to m is given by the probability that an error occurred on at least δ 1 +1 blocks of the repetition code. Therefore, we have
Step 3: Finally, using the law of total probability, we have that the decryption failure probability is given by the sum over all the possible weights of the probability that the error has this specific weight times the probability of a decoding error for this weight. This is captured in the following theorem, whose proof is a straightforward consequence of the formulae of Sec. V and VI-A.
Theorem 8: Let C = BCH(n 1 , k 1 , δ) ⊗ 1 n 2 , (pk, sk) ← KeyGen, and m $ ← F k 1 2 , then with the notations above, the decryption failure probability is
Eq. (33) gives a theoretical approximation of the decryption failure rate. The parameters presented in Tab. I were obtained using this formula. Experimental evidences supporting the validity of the assumptions made to obtained this formula are provided in Fig. 3 .
VII. PARAMETERS
A. HQC Instantiation for Hamming Metric
In this Section, we describe our new cryptosystem in the Hamming metric setting. As mentioned in the previous Section, we use a tensor product code (Def. 14) C = BCH(n 1 , k 1 , δ) ⊗ 1 n 2 . A message m ∈ F k 1 is encoded into m 1 ∈ F n 1 with the BCH code, then each coordinate m 1,i of m 1 is encoded intom 1,i ∈ F n 2 with 1 n 2 . To match the description of our cryptosystem in Sec. III-B, we have mG = m = m 1,1 , . . . ,m 1,n 1 ∈ F n 1 n 2 . To obtain the ciphertext, r = (r 1 , r 2 ) $ ← R 2 and e $ ← R are generated and the encryption of m is c = (u = r 1 + h · r 2 , v = mG + s · r 2 + e).
1) Parameters and Tightness of the Reduction:
We propose different sets of parameters: basic, advanced, and paranoiac which respectively provide 128, 192, and 256 bits of classical (i.e. pre-quantum) security. The quantum-safe security is obtained by dividing the security bits by two (taking the square root of the complexity) [10] . For each security level, we provide different decryption failure rates to better adapt to the adversary computing power. Notice that even if the adversary has access to a quantum computer, this does not change the decryption failure rate. 4 Best known attacks include the works from [5] , [9] , [12] , [25] , [50] , [51] and for quantum attacks, the work of [10] . In the setting w = O √ n , best known attacks have a complexity in 2 −t ln(1−R)(1+o(1)) where t = O(w) and R is the rate of the code [13] . In our configuration, we have t = 2w and R = 1/2 for the reduction to the 2-DQCSD problem, and t = 3w r and R = 1/3 for the 3-DQCSD problem. By taking into account the DOOM attack [58] , and also the fact that we consider balanced vectors (x, y) and (r 1 , e, r 2 ) for the attack (which costs only a very small factor, since random words have a good probability to be balanced on each block), we need to divide this complexity by approximately √ n (up to polylog factor). The term o(1) is respectively log n w 2 / 2n 2w and log n w r 3 / 3n 3w r for the 2-DQCSD and 3-DQCSD problems. Overall our security reduction is tight corresponding to generic instances of the classical 2-DQCSD and 3-DQCSD problems according to the best attacks of [13] .
2) Specific Structural Attacks: Quasi-cyclic codes have a special structure which may potentially open the door to specific structural attacks. A first generic attack is the DOOM attack [58] which because of cyclicity implies a gain of O( √ n) (when the gain is in O(n) for MDPC codes, since the code is generated by a small weight vector basis). It is also possible to consider attacks on the form of the polynomial generating the cyclic structure. Such attacks have been studied n [38] , [47] , and [59] , and are especially efficient when the polynomial x n − 1 has many low degree factors. These attacks become inefficient as soon as x n − 1 has only two irreducible factors of the form (x −1) and x n−1 + x n−2 +. . .+ x +1, which is the case when n is prime and q generates the multiplicative group (Z/nZ) * . Such numbers are known up to very large values. We consider such n for our parameters.
In Tab. I, n 1 denotes the length of the BCH code, n 2 the length of the repetition code 1 so that the length of the tensor product code C is n ≈ n 1 n 2 (actually the smallest primitive prime greater than n 1 n 2 ). k 1 is the dimension of the BCH code and hence also the dimension of C. δ 1 is the decoding capability of the BCH code, i.e. the maximum number of errors that the BCH can decode. (If we denote d 1 the minimum distance of the BCH code, we have that δ 1 = d 1 −1 2 .) w is the weight of the n-dimensional vectors x, y, w r the weight of r 1 , and r 2 and similarly w e = ω(e) for our cryptosystem.
3) Computational Costs of the System: For encryption the main cost is a product of a cyclic matrix of size n with a vector of weight O( √ n). Using the Fourier transform the asymptotical cost is in O(n log(n)) but for our range of parameters, taking into account the weight O( √ n) allows to obtain a cost in O(n 3 2 ) which is better in practice that what is obtained with Fourier transform. For decryption, there is always the cost of a matrix times a small vector in O(n 3 2 ), plus the cost of decoding. For our proposition the decoding consists in a repetition code of length n 2 and the decoding of BCH code of length n 1 (256 ≤ n 1 ≤ 768), the cost of the repetition code decoding is hence linear, when the cost of the BCH is quadratic in the length n 1 of the BCH code. Overall the main cost remains the computation of the matrixvector product in O(n 3 2 ). In practice the different times for encryption and decryption for a 256 bits security are of order 1 ms on a 4GHz computer.
Notice that it would be possible to consider other types of decodable codes in order to increase the encryption rate to 1/4 (say), but at the cost of an increase of the length of the code, for instance using LDPC (3, 6) codes would increase the rate, but multiply the length by a factor of roughly three.
B. RQC Instantiation for Rank Metric 1) Error Distribution and Decoding Algorithm: No Decryption Failure:
The case of the rank metric is much simpler than for the Hamming metric. Indeed in that case the decryption algorithm of our cryptosystem asks to decode an error e = x · r 2 −r 1 ·y+e where the words x and y (resp. r 1 and r 2 )) have rank weight w (resp. w r ). Unlike the Hamming metric weight, the rank weight of the vector x · r 2 − r 1 · y is almost always ww r and is in any case bounded from above by ww r . In particular, with a strong probability, the rank weight of x · r 2 −r 1 ·y is the same as the rank weight of x · r 2 since x and y share the same rank support, as do r 1 and r 2 . We consider the additional error e of rank w e = w r with same error support as r 1 and r 2 . So that overall the error e to decode for decryption has a rank weight upper bounded by (w + 1)w r . Now it is possible to optimize a little bit the weight of e by considering that the support of the secret vector (x, y) is a random subspace of F(q m ) of dimension w containing 1, indeed in that case the weight of e is upper bounded by ww r since the support of e is included in the product of the supports of (x, y) and (r 1 , r 2 ). This does not modify the security proof, and impacts only the value of w in the choice of parameters.
For decoding, we consider Gabidulin [n, k] codes over F q n , which can decode n−k 2 rank errors and choose our parameters such that ww r ≤ n−k 2 , so that, unlike the Hamming metric case, there is no decryption failure.
2) Parameters and Tightness of the Reduction: As recalled in the Hamming case, the practical security of the scheme relies on the 2-DRQCSD problem for the public key, for a small weight vector of weight w = ω(x) = ω(y) with w = O( √ n). The IND-CPA security of the scheme could be reduced to the 3-DRQCSD problem, decoding a random quasi-cyclic [3n, n] code for a small weight vector (r 1 , e, r 2 ). In the proof, the error vectors r 1 and r 2 share the same error support E of dimension w r , for the encryption part the error support of e can also be taken as E, so that the problem is tightly reduced to the 3-DRQCSD problem for rank metric with weight w r , since all three vectors r 1 , r 2 and e have the same error support E of dimension w r . In that case the attacker wants to decode a [3n, n] rank metric code, the best known attack is described in [4] and [34] . Since on one hand the attacker wants to attack a length 2n code and on the other hand to attack a length 3n code, which is easier, we consider different weights for the secret key x, y of weight w and for the random chosen values for the encryption r 1 , e, r 2 of weight w r = w e , typically we chose w ≈ 2 3 w r . For the secret key, we consider 1 ∈ Suppor t (x, y) , now since finding a small weight codeword of weight w with support containing 1 is harder than finding a small weight vector of weight w − 1, we consider w−1 for the security reduction to the 2-DRQCSD problem, and the weight w r = w e is chosen according to the 3-DRQCSD problem and the best known attacks of [4] , [34] , whose complexity is given in Section II-D. The best quantum attacks on the rank metric problems follow [32] , in that case there is square root gain on the probabilistic part of the attack (details are given in [32] ).
Overall the parameters proposed in Tab. II and III correspond to tight reduction for generic instances of the 2-DRQCSD and 3-DRQCSD problems in the rank metric.
Remark 9: The system is based on cyclic codes, which means considering polynomials modulo x n − 1, interestingly enough, and only in the case of the rank metric, the construction remains valid when considering not only polynomials modulo x n − 1 but also modulo a polynomial with coefficient in the base field F q . Indeed in that case the modulo does not change the rank weight of a codeword. Such a variation on the scheme may be interesting to avoid potential structural attacks which may use the factorization of the quotient polynomial for the considered polynomial ring.
3) Computational Cost: The encryption cost corresponds to a matrix-vector product over F q m , for a multiplication cost of elements of F q m in m log(m) log(log(m)), we obtain an encryption complexity in O n 2 m log (m) log (log (m)) . The decryption cost is also a matrix-vector multiplication plus the decoding cost of the Gabidulin codes, both have the complexities in O n 2 m log (m) log (log (m)) . In practice the different times for encryption and decryption for a 128 bits security are of order 2 ms on a 4GHz computer.
C. Possible Optimization for the Public Key
We saw in the previous section that parameters were chosen to have a tight reduction to generic problems. It is possible to optimize public parameters at the cost of losing the tightness of the reduction. For the Hamming case we consider in the IND-CPA proof a small vector (r 1 , e, r 2 ), if one considers the case w r = w e the problem corresponds to a general instance of 3-DQCSD problem, but in that case the asymptotic complexity of the attack is in 2 1.75w r rather than 2 2w r . A way to improve on this is to consider w e > w r for instance w e = 2w r , increasing the value of w e does not really change the decoding but it gives an unbalanced distribution for the error (w r , 2w r , w r ), in that case the best attacks (for our case with w r ∼ √ n) give a complexity in 2 2w r rather than 2 1.75w r (the complexity of the attack on the 2-DQCSD problem rather than 3-DQCSD problem). This may allow to improve the parameter by 10% but at the cost of losing the tightness of the reduction. Indeed even if finding a codeword with a (w r , 2w r , w r ) distribution is harder than finding a codeword with distribution (w r , w r , w r ) (just add a vector with distribution (0, w r , 0) to a vector with distribution (w r , w r , w r )), the problem of finding a vector with an unbalanced distribution is not a generic problem.
For the rank metric the same approach is possible, by considering a support of the error w e greater than w r such that Suppor t (e) contains Suppor t (r 1 , r 2 ), the problem is equivalent to Hamming metric, the attacker has to attack an "unbalanced" small weight vector in term of support. The problem is, as for the Hamming case, harder than attacking a generic instance for rank w r but in practice for the best attacks it allows to recover the complexity of attacking a [2n, n] code rather than a [3n, n] code at the cost of decoding a slightly larger error. This type of optimization allows a 20% gain for the size of the public key, but again, as in the Hamming case, at the cost of losing a tight reduction to the generic problems.
D. Comparison With Other Code-Based Cryptosystems
In the following we consider the different types of codebased cryptosystems and express different parameters of the different systems in terms of the security parameters λ, considering best known attacks of complexity 2 O(w) for decoding a word of weight w for Hamming distance and complexity in 2 O(wn) for decoding a word of rank weight w for a code of double-circulant code of length 2n for rank metric. McEliece-Goppa corresponds to the original scheme proposed by McEliece [52] of dimension rate 1 2 . We present in Tab. IV the different comparisons we obtain, the table is obtained by considering the security of the scheme as 2 λ and rewriting the other values in terms of λ from the best known attacks. For instance, for the RQC scheme with m = O(n), k = n/2, w = O( √ n), w r = O( √ n) corresponding to the type of considered parameters, we obtain a public key in O(n 2 ), a security in O (2 O(nw) ), taking w = O( √ n) leads to λ = O(n 3 2 ). From what we deduce n = O(λ 2 3 ) and replace the values in n with values in λ. We apply the same approach for the different rows of the table.
Tab. IV shows that even if the recent cryptosystem MDPC has a smaller public key and a structure easier to hide than for the McEliece cryptosystem, the size of the ciphertext remains non negligible. HQC benefits from the same type of parameters as the MDPC systems but with no hidden structure at the cost of a smaller encryption rate. Finally, the table shows the very strong potential of rank metric based cryptosystems, whose parameters remain rather low compared to MDPC and HQC cryptosystems.
VIII. CONCLUSION AND FUTURE WORK
We have presented an efficient general approach for constructing code-based cryptosystems. This approach originates in Alekhnovich's blueprint [2] on random matrices. Our construction is generic enough so that we provide two instantiations of our framework associated with particular decoding: one for the Hamming metric (HQC), and one for the Rank metric (RQC). Both constructions are efficient and compare favourably to previous works, especially in the rank metric setting. Additionally, for the Hamming metric we provide for the proposed decoding algorithm, an analysis of the error term yielding a concrete, precise and easy-to-verify decryption failure.
This analysis was facilitated by the choice of the decoding algorithm based on a tensor product code. More complex-toanalyze tensor product codes might yield slightly shorter keys and better efficiency.
However, for such a tensor product code, the analysis of the decryption failure probability becomes more complex, and finding suitable upper bounds for it, necessitates future work.
APPENDIX KEM/DEM TRANSFORMATION
A. Description of the [HHK17] KEM/DEM Transformation 1) Reminders on HQC Cryptosystem:
• Setup(1 λ ): generates the global parameters n = n(1 λ ), k = k(1 λ ), δ 1 = δ 1 (1 λ ), and w = w(1 λ ), and specify a generator matrix G ∈ F k×n of C. The plaintext space is F k . Outputs param = (n, k, δ, w).
