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Random objects taking on values in a locally compact second countable convex
cone are studied. The convex cone is assumed to have the property that the class
of continuous additive positively homogeneous functionals is separating, an
assumption which turns out to imply that the cone is positive. Infinite divisibility
is characterized in terms of an analog to the Le vyKhinchin representation for a
generalized Laplace transform. The result generalizes the classical Le vyKhinchin
representation for non-negative random variables and the corresponding result for
random compact convex sets in Rn. It also gives a characterization of infinite
divisibility for random upper semicontinuous functions, in particular for random
distribution functions with compact support and, finally, a similar characterization
for random processes on a compact Polish space.  1998 Academic Press
1. INTRODUCTION
It is well-known that infinite divisibility of a non-negative random
variable can be characterized in terms of the Le vyKhinchin representation
of the Laplace transform (cf. GnedenkoKolmogorov [4]) which says that
X is infinitely divisible iff
LX (s)=exp {&sx0+|

0
(e&sx&1)
1+s0x
s0x
dM(x)= (1)
for some fixed s0 , some x00 and some finite measure, M, with M[0]=0.
Mase [6] replaces X with a random compact convex set in Rn containing
the origin and shows that this set is infinitely divisible with respect to
Minkowski addition iff its Laplace transform satisfies an analog to the
above formula. Gine and Hahn [3] extends this result to compact convex
sets in Rn not necessarily containing the origin.
The families R+ and C(K(Rn)), the family of all compact convex sets in
Rn, are both positive convex cones, i.e., they are closed under addition and
multiplication by non-negative scalars and the sum of two elements is zero
iff the elements are both zero. If R+ is equipped with its ordinary topology
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and C(K(Rn)) with the relative Fell topology (cf. [6]), then these opera-
tions turn out to be continuous and the families in question turn out to be
locally compact second countable topological spaces. In this paper we
extend the Le vyKhinchin representation to random objects taking values in a
space C, which is a general locally compact second countable positive convex
cone so that the results mentioned above will be generalized by this result.
It should be noted that our results are vaguely related to results on
general semigroups, see [1, Theorems 4.3.20 and 3.2.3]. These results,
however, do not use topology whereas our technique relies heavily on the
topology of C. For instance, Lemmas 2.1 and 3.1 both require local com-
pactness. Thus the precise nature of this relation is unclear.
2. PRELIMINARIES
Henceforth we will assume that the space (C, +, } ) is a locally compact
second countable Hausdorff space and a convex cone where addition and
scalar multiplication are continuous. It is also assumed that C has a rich
supply of so called regular functionals:
Definition. A functional f : C  R+ is said to be regular if it is con-
tinuous, positively homogenous, additive, and satisfies
f (x)=0  x=o. (2)
We assume that the class, F, of regular functionals on C is separating,
i.e., for any x, y # C with x{ y, there is an f # F such that f (x){ f ( y).
Note that the mere existence of a regular functional implies by positive
homogenaity and (2) that C has no negatives.
We use the term plain for a class of functionals in the sense of Bourbaki
[2]:
Definition. A class, C, of functionals on a space, S, is said to be plain
if C is separating and if, for every s # S, there is an f # C such that f (s){0.
The class e&F#[e& f : f # F] is plain, since e& f (x){0 for every x and f.
The following lemma will be important.
Lemma 2.1. Fix an arbitrary g # F. For any other functional f # F,
there are constants c>0 and c$>0 such that
c$g(x) f (x)cg(x)
for every x # C.
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Proof. We first note the fact that if :n  , then the set [:nx] is
bounded iff x=o. For if :nk x  y for some y # C through some sub-
sequence, then x=:&1nk :nk x  0y=o.
Now, fix two compact subsets, A and B, of C such that o # AoA
BoB and consider any x in Ao such that x{o. By continuity of scalar
multiplication and the fact stated above, we can choose a constant : such
that :x # Bo"A.
Fix an f # F and assume that for every c>0, f (x)<cg(x) for some
x # Ao. Choose the sequence [cn] such that cn a 0. Then we can choose
[xn] such that f (xn)<cn g(xn) and xn # Ao for every n. For every n, let :n
be such that :nxn # Bo"A and let zn=:nxn . Then znk  z for some z # B"A
o
through some subsequence. By positive homogenaity, f (zn)<cn g(zn) for
every n and by letting n  , it follows that f (z)=0. But since z{o, this
violates the regularity of f. This proves the first inequality of the lemma for
x # Ao and the result extends to the whole space by positive homogenaity
of f and g. The first inequality is proved in exactly the same way by letting
f and g change places. K
3. THE LAPLACE TRANSFORM AND INFINITE DIVISIBILITY
We introduce the Laplace transform in quite a general way, following
Bourbaki [2]. Let the space S be a locally compact commutative monoid
under an operation, +, and denote the neutral element by o. A character
on S is a bounded continuous real- or complex-valued function / on S such
that
/(s+s$)=/(s) /(s$), /(0)=1, |/(s)|1 (3)
for every s, s$ # S. The class X of all characters on S is in itself a com-
mutative monoid under multiplication, whose neutral element is the func-
tion /#1.
Definition. Let + be a finite measure on S. The Laplace transform of
+ is a function on X given by
L+(/)=|
S
/(s) d+(s).
By [2], the classical continuity and unicity of Laplace transforms hold
even in this abstract setting.
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Lemma 3.1 (cf. [2, Theorem 3, p. 67]). Let Y be a plain submonoid of X.
If L+=L+$ on Y for two finite measures + and +$, then +#+$.
Moreover, assume that 1 # Y. Then if L+n(/)  ,(/) for every / # Y,
where , is a function such that /n  1 uniformly implies that ,(/n)  ,(1),
there is a finite measure + such that L+=, on Y and +n w
w +.
Since C is a locally compact commutative monoid under the addition
operation with o as the neutral element, we can use this result. If we let
H=[e& f : f # F] _ [1]
then H is a plain submonoid of the class of characters on C. Thus the dis-
tribution of a C-valued random object, !, is completely specified by the
values of the Laplace transform
LP( f )=Ee& f (!)=|
C
e& f (x) dP(x)
for every f # F, but what does the Laplace transform of an inifinitely
divisible distribution on C look like?
Definition. A C-valued random object, !, is said to be infinitely
divisible if, for every n=1, 2, ..., there are independent and identically dis-
tributed C-valued random objects !n1 , ..., !nn , such that
! =D !n1+ } } } +!nn . (4)
Of course !, with distribution P, is infinitely divisible iff, for every n,
there is a distribution Pn such that LP( f )=(LPn( f ))n for every f. Now,
let us fix a functional G # F and recall Lemma 2.1 which states that for
every f # F, there are positive constants c and c$ such that
c$G(x) f (x)cG(x)
for every x # C.
Proposition 3.2. The function
L( f )=exp {& f (x0)+|C (e& f (x)&1)
1+G(x)
G(x)
dM(x)= (5)
where M is a finite measure and x0 # C, is the Laplace transform of some
infinitely divisible distribution on C.
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Proof. Since one can find t such that 1&e&crt(r(1+r)) for every
r # R+ , it follows that 1&e& f (x)1&e&cG(x)t(G(x)(1+G(x))) and
therefore the integral in (5) is finite. Fix a positive integer n and let
cn=|
C
1+G(x)
n&1+G(x)
dM(x).
Now, let [!k] be a sequence of independent random objects with the dis-
tribution Pn given by dPn=c&1n ((1+G(x))(n
&1+G(x)) dM and let N be
a Poisson distributed random variable with parameter cn . If we let !*n=
x0+Ni=1 !i , then !*n is obviously infinitely divisible and
L!n*( f )=exp {& f (x0)+|C (e& f (x)&1)
1+G(x)
n&1+G(x)
M(x)= .
By dominated convergence L!n*( f )  L( f ) as n  . Using dominated
convergence again, it follows that if fk  0 uniformly then L( fk)  L(0)
so by Lemma 3.1, !n* w
w !* for some infinitely divisible random object !*
with L!*( f )=L( f ). K
This gives a sufficient condition for infinite divisibility. The next question
to deal with is to give a necessary condition.
Lemma 3.3. The functional h given by
h(x)=\e&f (x)&1+ f (x)1+G(x)+
1+G(x)
G(x)
(6)
h(o)=0 (7)
where f # F, is bounded and continuous.
Proof. Since f (x)cG(x), and, for t as in the proof of Proposition 3.2,
1&e& f (x)t(G(x)(1+G(x))) we have that
h(x) &t
G(x)
1+G(x)
1+G(x)
G(x)
=&t
and
h(x)
cG(x)
1+G(x)
1+G(x)
G(x)
=c.
To see that h is continuous in o, consider the Taylor expansion of e& f (x)
and use the fact that f (x)cG(x). K
133INFINITE DIVISIBILITY OF RANDOM OBJECTS
File: DISTL2 173206 . By:CV . Date:25:05:98 . Time:13:51 LOP8M. V8.B. Page 01:01
Codes: 2244 Signs: 1136 . Length: 45 pic 0 pts, 190 mm
We now state Prohorov’s well-known theorem on relative compactness
of a family of measures applied to C. A proof can be found in [2, Chap-
ter 9, Section 5].
Lemma 3.4. A class, H, of measures on C, is relatively compact iff it is
tight, i.e.
(a) sup+ # H +(C)<.
(b) For every =>0 there is a compact set K= C such that
sup+ # H +(C"K=)=.
Lemma 3.5. Let P be an infinitely divisible probability measure on C and
let Pn be the probability measure given by P=P*nn . The family [Mn] given
by
dMn(x)=
nG(x)
1+G(x)
dPn(x) (8)
is relatively compact.
Proof. (a) Note that there is an s>0 such that 1&e&c$rs&1(r(1+r))
for every r # R+ , and therefore 1&e&f (x)s&1(G(x)(1+G(x))). This
means that
|
C
dMn =|
C
n
G(x)
1+G(x)
dPn(x)s |
C
n(1&e& f (x)) dPn(x)
=sn(1+LPn( f ))  &s log LP( f )<.
(b) Consider the family [Nn] of measures given by dNn=
n(1&e&g(x)) dPn for some fixed functional g # F. We have that
LNn( f )=|
C
ne& f (x)(1&e&g(x)) dPn(x)
=|
C
n(1&e&( f (x)+ g(x))) dPn(x)&|
C
n(1&e&f (x)) dPn(x)
 LP( f )&LP( f +g)
as n  . Since f  0 uniformly implies that LP( f )&LP( f +g) 
1&L(P)(g), Lemma 3.1 gives that [Nn] converges weakly and is thus
relatively compact. We can thus find a number k= such that
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=|
G(x)>k=
dNn=|
G(x)>k=
n(1&e&g(x)) dPn(x)
=|
G(x)>k=
(1&e&g(x))
1+G(x)
G(x)
dMn(x)
s$ |
G(x)>k=
dMn(x)
where s$ is chosen so that 1&e&g(x)s$(G(x)(1+G(x))). K
Lemma 3.6. Let P be an infinitely divisible probability measure on C.
Then
LP( f )=exp {& f (x0)+|C h(x) dM(x)= (9)
where x0 # C, h is defined by (6) and (7) and M is some finite measure with
M[o]=0.
Proof. Let [Mn] be defined by (8) and let Pn be defined as the prob-
ability measure given by P*nn =P. Then
n(LP( f )1n&1)=|
C
n(e& f (x)&1) dPn(x)
=|
C
(e& f (x)&1)
1+G(x)
G(x)
dMn(x)
=|
C
h(x) dMn(x)&|
C
f (x)
G(x)
dMn(x).
By Lemma 3.5 [Mn] is relatively compact, so by definition there is a finite
measure M with M[o]=0 such that Mnk w
w M through a subsequence.
Therefore, by Lemma 3.3, C h(x) dMnk(x)  C h(x) dM(x). Further, we
know that n(LP( f )1n&1)  &log LP( f ) which implies that C ( f (x)
G(x)) dMnk(x) converges to some nonnegative number, which by positive
homogenaity can be written as f (x0) for some x0 # C. K
We are now ready to prove the main result.
Theorem 3.7. A probability measure, P, on C, is infinitely divisible iff its
Laplace transform can be written on the form
LP( f )=exp {& f (x0)+|C (e&f (x)&1)
1+G(x)
G(x)
dM(x)= (10)
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for f # F, where M is a finite measure with M[o]=0. The representation is
unique.
Proof. The suffiency of (10) was proved in Proposition 3.2. In the proof
of Lemma 3.6 it was shown that
LP( f )=|
C
h(x) dM(x)& lim
k   |C
f (x)
G(x)
dMnk(x)
where M and the Mnk ’s are the same as in that proof. Thus
LP( f )=|
C
(e& f (x)&1)
1+G(x)
G(x)
dM(x)
&\ limk   |C
f (x)
G(x)
dMnk(x)&|
C
f (x)
G(x)
dM(x)+ .
Since f (x)G(x) is positive and continuous for every x{o, it follows that
lim
k   |C
f (x)
G(x)
dMnk(x)&|
C
f (x)
G(x)
dM(x)0
and can thus be written as f (x0) for some x0 # C. This completes the proof
of the necessity of (10).
Now, if
& f (x0)+|
C
(1&e& f (x))
1+G(x)
G(x)
dM0(x)
=&f (x1)+|
C
(1&e&f (x))
1+G(x)
G(x)
dM1(x)
it follows by putting f =tg, t constant and g # F, and differentiating with
respect to t, that
& g(x0)&|
C
g(x) e&tg(x)
1+G(x)
G(x)
dM0(x)
=&g(x1)&|
C
g(x) e&tg(x)
1+G(x)
G(x)
dM1(x).
Let t   and use dominated convergence to see that g(x0)= g(x1) for
every g # F, so that x0=x1 . Fix g. We have that
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|
C
e& f (x)(1&e&g(x))
1+G(x)
G(x)
dM0(x)
=|
C
e& f (x)(1&e&g(x))
1+G(x)
G(x)
dM1(x).
Since these expressions are Laplace transforms, it follows by Lemma 3.5 that
the finite measures (1&e&g(x))((1+G(x))G(x)) dM0(x) and (1&e&g(x)
((1+G(x))G(x)) dM1(x) coincide and therefore M0=M1 . K
4. APPLICATIONS
4.1. Nonnegative Random Variables
Let C=R+ . The regular functionals on R+ are the functions f (x)=sx
for s>0, so the class [e&sx : s>0] of characters is a plain submonoid of
characters on R+ . Applying (10) yields formula (1).
4.2. Random Compact Convex Sets
Let C=C(K0(Rn)), the space of compact convex sets in Rn containing
the origin. Consider the class of functionals given by *(A)=S rA d*, where
S is the unit sphere in Rn, rA is the support function of the set A and * runs
through the family of positive bounded measures on S not concentrated on
half spheres. (For more details cf. [6].) The *(A)’s are then regular func-
tionals and this class is easily seen to be separating. In order to extract
Theorem 1 from [6] one would like to take the radius function RA for G
in (10). This RA however, is not additive and therefore no regular func-
tional. However, it is continuous and by [6, Lemma 7], the statement of
Lemma 2.1 is valid with g=RA and all the proofs can be carried through
in the same way as before with G taken to be RA . Thus [6, Theorem 1]
follows from Theorem 3.7 by keeping this small adjustment in mind.
4.3. Random Increasing Upper Semicontinuous Functions on a
Compact Interval
Let C=USC
*
([0, 1], R+), the space of increasing nonnegative upper
semicontinuous functions on [0, 1]. It is proved in [5, Section 6.3] that
this space is a locally compact second countable convex cone when suitably
topologized. The class F=[*(x) : C  R+ : *(x)=10 x d*], where * runs
through the family of bounded positive measures on [0, 1] which are con-
tinuous on [0, 1), is such a class. For G in (10) we choose the functional
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G(x)=x(1) so Theorem 3.7 says that a probability measure, P, on C, is
infinitely divisible iff
LP(*)=exp {&*(x0)+|C (e&*(x)&1)
1+x(1)
x(1)
dM(x)= (11)
for every *.
4.4. Random Measures
Consider a compact Polish space, S, and let C be the set of finite
measures on the Borel _-algebra S on S. If C is endowed with the topol-
ogy of weak convergence, the C is locally compact and second countable.
For F we choose [ f : C  R+] where f (+) is defined as S f d+ and f runs
through the family of strictly positive bounded continuous functions. By
applying Theorem 3.7 with G(+)=S 1 d+=+(S), we get that a probability
measure, P, on C, e.g., a random process on S, is infinitely divisible iff
LP( f )=exp {& f (+0)+|C (e&f (+)&1)
1++(S)
+(S)
dM(+)=
for every f, where M is a finite measure with M[o]=0.
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