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Abstract
Let G be either SLn(K ) or GLn(K ) and let C be a conjugacy class of G. We give conditions under which the intersection of a
Bruhat cell of G and a conjugacy class C of G is not empty and we show how to make some progress towards an algorithm which
under certain conditions produces elements in this intersection. This is a continuation of an earlier investigation [E.W. Ellers, N.
Gordeev, Intersection of conjugacy classes with Bruhat cells in Chevalley groups, Pacific J. Math. 214 (2) (2004) 245–261. MR
2004m:20091] and part of a larger program intended to deal with the above intersection problem for all Chevalley groups.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Let (G, B, N , S) be a Tits system. Some aspects of intersections of conjugacy classes of G with Bruhat cells
Bw˙B have been investigated by several authors, see e.g. [8,6,10,11] and [4]. Here w˙ ∈ N denotes a pre-image of
w ∈ W = N/(B∩ N ) with respect to the natural surjection N → W . It is desirable to determine when Bw˙B∩C 6= ∅
for a conjugacy class C ⊂ G and w ∈ W . We continue our work that we started in [4] and which is devoted to the
investigation of this question for Chevalley groups (proper or twisted in the sense of [9]). In the present investigations,
we concentrate on the type Ar , i.e., G = SLn(K ), and also on the reductive group G = GLn(K ). The answer to the
question of when is Bw˙B ∩ C 6= ∅, is rather complicated even in these cases. Therefore we restrict ourselves here to
semisimple and split elements (Jordan form) of SLn(K ) and GLn(K ).
For every w ∈ W we construct a graph Γw that has as nodes some elements of W . This graph is always a tree and
the set of terminal elements T (Γw) of Γw satisfies the following condition:
Bw˙B ∩ C 6= ∅ ⇔
 ⋃
w′∈T (Γw)
Bw˙′B
 ∩ C 6= ∅. (1.1)
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Moreover, each w′ ∈ T (Γw) is an element of the smallest length in its conjugacy class. For W ≈ Sn these elements
are generalized Coxeter elements (see [4]), i.e., products of basic transpositions {(12), (23), . . . , (n−1 n)}where each
of these transpositions occurs at most once. Using some combinatorial properties of the irreducible components of
the characteristic polynomial (in the case of semisimple matrices) or the Jordan decomposition (in the case of split
matrices) corresponding to the conjugacy class C we can determine if Bw˙′B ∩ C 6= ∅ for each w′ ∈ T (Γw) and
therefore, by (1.1), we can determine if Bw˙B ∩ C 6= ∅. Thus, we can determine if Bw˙B ∩ C 6= ∅, by calculating
the set T (Γw) ⊂ W and comparing it with some combinatorial properties of C . Let us illustrate the situation in the
most transparent case where the conjugacy class C is both semisimple and split, i.e., where the elements of C are
diagonalizable. Let g ∈ C and let µ(g) be the partition of n that consists of the multiplicities of the eigenvalues of
g, i.e., µ(g) = (µ1, . . . , µs), µ1 ≥ µ2 ≥ · · · ≥ µs , where µ1 + · · · + µs = n, and the matrix g has s distinct
eigenvalues with multiplicities µ1, . . . , µs . Further, for w′ ∈ W ≈ Sn , let λ(w′) be the partition of n that consists of
the lengths of the disjoint cycles of w′, i.e., λ(w′) = (λ1, . . . , λr ), λ1 ≥ λ2 ≥ · · · ≥ λr , where λ1+ · · · + λr = n, and
w′ = w′1w′2 · · ·w′r is the decomposition into a product of disjoint cycles of lengths λ1, . . . , λr , respectively. Then
Cg ∩ Bw˙B 6= ∅ ⇔ λ(w′) ≤ µ∗(g) for some w′ ∈ T (Γw);
here µ∗(g) is the dual partition of µ(g) and ≤ is the partial order on the set of partitions of n; see “Notation and
terminology” below. In the general case, the situation is more complicated: we have to compare the set {λ(w′) | w′ ∈
T (Γw)} with some set of partitions of n which can be constructed by characteristics of the conjugacy class C .
We do not construct a precise and concise algorithm to check if Bw˙B ∩ C 6= ∅ for given C and w. However, we
show how to construct such an algorithm. Moreover, we give one to get the set T (Γw) (which is perhaps far from
optimal). We hope that further analysis will allow to develop a calculable algorithm from these results. Also, we are
confident that we will be able to extend this result to other types of Chevalley groups. Therefore we shall use the
language of Chevalley groups together with the language of matrices.
Notation and terminology
Chevalley groups. For Chevalley groups we use a notation and terminology that largely correspond to [9], in particular,
twisted groups over finite fields are also Chevalley groups in this terminology (see also [2]):
Let R, R+, and R− denote a root system of rank r , the set of positive roots, and the set of negative roots, respec-
tively; letΠ = {α1, . . . , αr } be a set of simple roots corresponding to R; if X ⊂ Π then 〈X〉 ⊂ R is the root subsystem
generated by X . For α ∈ R, denote the corresponding root subgroup (see [9]) by Xα and the elements in Xα by uα .
The Weyl group corresponding to R will be denoted by W ; for α ∈ R we denote the corresponding reflection in
W by wα; the set S = {wα1 , . . . , wαr } is a fixed set of generators for W ; for w ∈ W we denote the length of w with
respect to S by l(w); for a conjugacy class Q ⊂ W we denote the smallest length of any element in Q by l(Q).
Let G = G(K ) be the Chevalley group corresponding to R over a field K ; let B = B(K ), T = T (K ), and
U = U (K ) be a fixed Borel subgroup, a maximal quasi-split (over K ) torus, and a maximal unipotent subgroup (we
suppose B = TU ), respectively; U− and B− = TU− are the corresponding opposite subgroups. Let N ≤ NG(T )
such that T C N , N/T = W (note, N may be a proper subgroup of NG(T ), e.g. for K = F2 we may have
NG(T ) = G), and let w ∈ W , then any pre-image of w in N will be denoted by w˙; below we also denote the group
N by W if there is no danger of confusion, accordingly we write the Bruhat decomposition as G = BW B.
S-ascent and S-descent. Let w,w′ ∈ W . We say that there is an S-ascent (resp. S-descent) from w to w′ (see [4]) if
there exists a sequence of elements of W such that w′ = wm+1, wm, . . . , w1 = w where for every i = 1, . . . ,m there
exists some j = 1, . . . , r such that wi+1 = wα jwiwα j and l(wi+1) ≥ l(wi ) (resp. l(wi+1) ≤ l(wi )). If there is an
S-ascent (resp. S-descent) from w to w′, then we write w′← w (resp. w→ w′).
Groups SLn(K ),GLn(K ). Here we consider the group G = SLn(K ) (or G = GLn(K )) as a Chevalley group (or a
split reductive group) of type An−1 (r = n−1) where T is the group of diagonal matrices and B is the group of upper
triangular matrices; here Π = {1 − 2, . . . , n−1 − n} in the notation of [1].
For a block-diagonal matrix M ∈ GLn(K ):
M =

M1 0 · · · · · · 0
0 M2 0 · · · 0
· · · · · · · · · · · · · · ·
0 · · · · · · 0 Ms
 ,
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where Mi ∈ GLmi (K ), m1 + · · · + ms = n, we also use the following notation M = M1 ⊕ · · · ⊕ Ms ; a matrix
M ∈ GLn(K ) is called regular if the minimal polynomial of M coincides with its characteristic polynomial; a block-
diagonal matrix
M = M1 ⊕ · · · ⊕ Ml ∈ L = GLk1(K )⊕ · · · ⊕ GLkl (K )
is called regular in L if each component Mi is regular in GLki (K ).
A matrix M ∈ GLn(K ) is called split if all roots of its characteristic polynomial belong to K ; a split matrix M is
similar to a sum of Jordan blocks J1 ⊕ · · · ⊕ Jk .
Partitions and tableaux. A partition of n ∈ N is a sequence λ = (λ1, . . . , λs) of natural numbers λ1 ≥ · · · ≥ λs such
that λ1 + · · · + λs = n; for two partitions λ = (λ1, . . . , λs), µ = (µ1, . . . , µr ) of n we write λ ≤ µ if
i=k∑
i=1
λi ≤
i=k∑
i=1
µi
for every k ≤ r .
The shape (or Young diagram) [λ] of a partition λ = (λ1, . . . , λs) consists of n = λ1+· · ·+λs empty boxes which
are written in s rows of lengths λ1, . . . , λs , respectively; for the shape of λ the dual shape is a shape where rows are
the corresponding columns of the original shape; the partition λ∗ which corresponds to the dual shape of λ is called
the dual partition for λ.
If λ is a partition of n ∈ N and S is any set with |S| = n, then a shape [λ] with exactly one element of S in each
box without repetition is called a [λ]S-tableau.
2. General criteria
In the following we are using the notation introduced above.
Definition 2.1. Let C be the set of all conjugacy classes of a Chevalley group G. The contents of a Bruhat cell Bw˙B
is the set
Cont(Bw˙B) = {C ∈ C | C ∩ Bw˙B 6= ∅}.
Proposition 2.2. Let α ∈ Π .
(i) If l(wαwwα) = l(w), then
Cont(Bw˙αw˙w˙−1α B) = Cont(Bw˙B).
(ii) If l(wαwwα) = l(w)+ 2, then
Cont(Bw˙αw˙w˙−1α B) = Cont(Bw˙B) ∪ Cont(Bw˙w˙αB).
Proof. (i) Clearly w← wαwwα and wαwwα ← w. Now we apply [4, Proposition 3.4].
(ii) The inclusion
Cont(Bw˙αw˙w˙−1α B) ⊂ Cont(Bw˙B) ∪ Cont(Bw˙w˙αB) (2.1)
is a consequence of [4, Proposition 3.8]. Next, [4, Proposition 3.4] yields
Cont(Bw˙B) ⊂ Cont(Bw˙αw˙w˙−1α B). (2.2)
Let us show
Cont(Bw˙w˙αB) ⊂ Cont(Bw˙αw˙w˙−1α B). (2.3)
We have
Bw˙w˙αB = (Bw˙B)(Bw˙−1α B),
Bw˙αw˙w˙−1α B = (Bw˙αB)(Bw˙B)(Bw˙−1α B). (2.4)
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If g ∈ Bw˙w˙αB then, by (2.4), g = b1w˙b2w˙−1α b3 where b1, b2, b3 ∈ B. Let b4 ∈ B be an element such that
b3b4 = uα 6= 1 for some uα ∈ Xα . Then
(w˙−1α b−14 )gb4w˙α = (w˙−1α b−14 )b1w˙b2(w˙−1α uαw˙α). (2.5)
Note, (w˙−1α b−14 ), (w˙−1α uαw˙α) ∈ (Bw˙αB) = (Bw˙−1α B) and therefore we get (2.3) from (2.4) and (2.5). Now (ii)
follows from (2.1)–(2.3). 
Definition 2.3. A short S-ascent (S-descent) is a pair w′ ← w (w→ w′), where w′ = wαwwα for some wα ∈ S,
w′ 6= w, and l(w′) ≥ l(w) (l(w′) ≤ l(w)). A short S-ascent (S-descent) is strict if l(w′) > l(w) (l(w′) < l(w)). An
S-jump associated with the strict short S-descent w1→ ω is a pair
w1  w2,
where w1 = wαωwα and w2 = ωwα for some wα, ω ∈ W such that l(w1) = l(ω)+ 2.
Definition 2.4. A graph Γw is an oriented graph of descent associated with w ∈ W if the following three conditions
hold.
(1) The nodes of Γw are elements in W and w is a node of Γw, the edges of Γw are short S-descents and S-jumps.
(2) Each node w′ either has exactly two outgoing arrows one of which w′→ w′′ is a strict S-descent, and the other
is the S-jump w′  w˜ associated with the S-descent w′→ w′′, or exactly one outgoing arrow w′→ w′′ which is not
strict, or w′ is an element of shortest length in its conjugacy class and has no outgoing arrow.
(3) Each node w′ 6= w has exactly one incoming arrow which is either a short descent wˆ→ w′ or a jump wˆ  w′.
The node w has no incoming arrow.
Remark 2.5. For every w ∈ W we can construct a graph Γw. Indeed, a theorem by Geck and Pfeiffer [5,
Theorem 3.2.9(a)] contends that there exists an S-descent from any element of a Coxeter group to a shortest element
in its conjugacy class. Now suppose that we can construct such a graph of descent for any element in W of length less
than l(w). By [5] there is an S-descent
w→ w1→ · · · → wn−1→ wn (2.6)
such that l(w) = l(w1) = · · · = l(wn−1) = l(wn) + 2, where wαwnwα = wn−1 for some n, and the S-jump
wn−1  w′ = wnwα . By induction there are two associated graphs Γwn and Γw′ . Now, if we consider the natural
connection of the chain (2.6) and Γwn ,Γw′ , we get a graph of descent Γw associated with w.
Since an S-descent is not unique, the graph Γw is not unique either. Below we consider any chosen graph Γw.
Remark 2.6. Let w ∈ W . If we take any node w′ of the graph Γw associated with w and consider the nodes that we
can reach by S-descents and S-jumps starting at w′, we get a graph Γw′ associated with w′.
Also, if w has exactly two outgoing arrows w → w1, w  w2, then Γw is a union of the graphs Γw1 and Γw2
which are joined with w by the arrows→ and , respectively.
Example 2.7. Let W = W (A4) ≈ S5 and w = (12435). Define Γw by
w→ w1 = (34)w(34) = (12345)
w  w′ = (34)w = (1235)
w′→ w′1 = (45)w′(45) = (1234)
w′  w′′ = (45)w′ = (12345).
w
}}{{
{{
{{
{{
!!!a
!a
!a
!a
w1 w′
~~ ~
~~
~~
~
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 `
 `
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 `
w′1 w′′
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Definition 2.8. The set of all nodes of Γw that have no outgoing arrows will be denoted by T (Γw).
Example 2.9. In Example 2.7, T (Γw) = {(12345), (1234)}.
Proposition 2.10.
Cont(Bw˙B) =
⋃
w′∈T (Γw)
Cont(Bw˙′B).
Proof. For the case l(w) = 1 the statement obviously holds. Suppose the statement is true for all elements in W with
lengths < l(w). If w is an element of shortest length in its conjugacy class, then there is nothing to prove because
T (Γw) = {w′} where Cont(Bw˙′B) = Cont(Bw˙B). In all other cases there is an S-descent
w→ w1→ · · · → wn−1→ wn
which is a subgraph of Γw such that l(w) = l(w1) = · · · = l(wn−1) = l(wn)+ 2, wαwnwα = wn−1, and an S-jump
wn−1  w′ = wnwα . By Proposition 2.2 we have
Cont(Bw˙B) = Cont(Bw˙nB) ∪ Cont(Bw˙′B).
Now the assertion follows from the induction assumption and Remark 2.6. 
3. The case G = GLn(K ), SLn(K )
3.1. The general case
The partition of an element of the Weyl group W
Let G = GLn(K ) ≈ GL(V ), where dimK V = n, or G = SLn(K ) = SL(V ). Further, let w ∈ W ≈ Sn . We can
consider an element w in W as a permutation of degree n which, in turn, is a product of disjoint cycles of lengths :
n1 ≥ n2 ≥ · · · ≥ nk , where n1 + · · · + nk = n. We assign this partition of n denoted by λ(w) to each element w of
the Weyl group W .
Terminal elements of a graph Γw
The set T (Γw) consists of generalized Coxeter elements (see [4]).
Lemma 3.1. If w′ ∈ T (Γw), then
w′ =
∏
α∈X
wα
for some X ⊂ Π , where the product is taken in some order which depends on w′, and each reflection wα occurs
exactly once.
Proof. Let Q be the conjugacy class of w′ in W. Since w′ ∈ T (Γw), we have l(Q) = l(w′). Since W ≈ Sn , we
can find an element w′′ ∈ Q of the form∏α∈X ′ wα for some X ′ ⊂ Π , where each element wα occurs exactly once.
Obviously, l(w′′) = |X ′| = l(Q). Now consider a reduced expression of w′:
w′ =
∏
α∈X
wα,
where X ⊂ Π such that wβ is a factor of w′ for each β ∈ X . If there is a root α ∈ X such that wα appears more
than once in this expression, then |X | < |X ′|. This means that the number of nonunit eigenvalues of w′ (as a linear
operator with the natural action of Sn) is less than |X ′| and therefore this element cannot be in the same conjugacy
class as w′′. This contradicts the choice of w′′. Thus in any reduced expression of w′ one can find a given reflection
wα at most once. 
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Let w′ ∈ T (Γw) and let X be a set as in Lemma 3.1. Further, let X = X1 ∪ · · · ∪ Xs be the decomposition
of X such that each subset X i generates a (with respect to inclusion) maximal irreducible subsystem of the root
system 〈X〉. Put ki = |X i | + 1 and k = k1 + · · · + ks . Let PX = BWX B, where WX = 〈wα | α ∈ X〉, and
LX = TGX , where GX = 〈Xα | α ∈ 〈X〉〉. This Levi subgroup will be called the chosen Levi subgroup. Further, let
VX = Ru(PX ) be the unipotent radical of PX and UX = 〈Xα | α ∈ 〈X〉, α > 0〉. For g ∈ PX we denote the image of
g in LX by gˆ.
Lemma 3.2. Suppose w′ ∈ T (Γw) and g ∈ Bw˙′B. Then g ∈ PX and there exists an element σ ∈ G such that
σ gˆσ−1 = γ1 ⊕ · · · ⊕ γs ⊕ γ,
where γi ∈ GLki (K ) is a regular matrix for every i = 1, . . . , s and γ is a diagonal matrix in GLn−k(K ), where
k = k1 + · · · + ks .
Proof. Since w′ = ∏α∈X wα ∈ WX we have g ∈ BWX B = PX . Further, the chosen Levi subgroup LX consists
of block-diagonal matrices of sizes {ki } and 1 where the corresponding blocks in the diagonal appear in some order.
Thus one can find a matrix σ ∈ G such that
σ LXσ−1 ≤ GLk1(K )⊕ · · · ⊕ GLks (K )⊕ GL1(K )⊕ · · · ⊕ GL1(K )︸ ︷︷ ︸
n−k
(conjugation by σ brings the blocks of LX into a suitable order) and therefore σ gˆσ−1 = γ1 ⊕ · · · ⊕ γs ⊕ γ , where
γi ∈ GLki (K ) and
γ ∈ GL1(K )⊕ · · · ⊕ GL1(K )︸ ︷︷ ︸
n−k
.
We have
σ−1γiσ = vi
∏
α∈X i
w˙αui ,
where vi , ui are upper triangular matrices of GLki (K ). Hence every element γi is regular in GLki (K ) (see [8,
Remark 8.8]). 
Now let w′, g, X, PX , LX be as in Lemma 3.2. Reordering the sequence (k1, . . . , ks, 1, . . . , 1︸ ︷︷ ︸
n−k
) yields a partition
λ(w′) = (λ1, . . . , λr ), r ≥ s. To every λi we assign an interval of natural numbers Iλi . If (
∑
j<i λ j ) + 1 ≤
(
∑
j≤i λ j )− 1 we put
Iλi =
[(∑
j<i
λ j
)
+ 1,
(∑
j≤i
λ j
)
− 1
]
and otherwise we put Iλi = ∅. Further, put
Iλ(w′) =
⋃
1≤i≤r
Iλi .
Then Iλ(w′) is a union of subintervals of the interval [1, n] and we associate with I = Iλ(w′) the subgroup
WI = 〈wαi | i ∈ I 〉 and the corresponding parabolic subgroup PI = BWI B. Since the partition λ(w′) is obtained
by reordering the sequence (k1, . . . , ks, 1, . . . , 1︸ ︷︷ ︸
n−k
), there exists an element wX ∈ W such that wXWXw−1X = WI .
Moreover, the group L I = w˙X LX w˙−1X is a chosen Levy factor of PI . Let VI = Ru(PI ) be the unipotent radical of PI .
In the following lemma we use the notations and make the assumptions which we made above.
Lemma 3.3. Let X ⊂ Π , where X = X1 ∪ · · · ∪ Xl is a decomposition of X into a union of subsets X i such
that 〈X i 〉 is a maximal irreducible root subsystem of 〈X〉 for every i . Further, let ω ∈ W be an element such that
E.W. Ellers, N. Gordeev / Journal of Pure and Applied Algebra 209 (2007) 703–723 709
Yi = ω(X i ) ⊂ Π . Put Y = Y1 ∪ · · · ∪ Yl . If gx ∈ PX and gˆx ∈ LX , then there exists an element gy ∈ PY similar to
gx such that gˆy = ω˙gˆx ω˙−1.
Proof. Let
M =
M1 | L− − −
0 | M2
 ∈ GLr+s(K ),
where M1 ∈ GLr (K ),M2 ∈ GLs(K ), L ∈ Mr×s(K ). There exists a monomial matrix ω˙′ ∈ GLr+s(K ) such that
M ′ = ω˙′Mω˙′−1 =
M2 | 0− − −
L | M1
 .
Now consider the matrix
M ′′ = M ′T =
MT2 | LT− − −
0 | MT1
 .
Note that for every matrix A ∈ Mm×m(K ) the transpose matrix AT is similar to A (indeed, the matrices A−λE, AT−
λE have the same set of invariant polynomials). Hence there exist matrices D1 ∈ GLr (K ), D2 ∈ GLs(K ) such that
M1 = D1MT1 D−11 ,M2 = D2MT2 D−12 . Put L ′ = D2LTD−11 and
D =
D2 | 0− − −
0 | D1
 ,
then
M ′′′ = DM ′′D−1 =
M2 | L ′− − −
0 | M1
 .
Hence we obtain a matrix M ′′′ similar to M , where the blocks M1 and M2 are interchanged.
Now consider subgroups LX , LY ≤ G. These are block-diagonal subgroups of G, where the sizes of the blocks
are |X1| + 1, . . . , |Xl | + 1, 1, . . . , 1. Moreover, ω˙LX ω˙−1 = LY and conjugation by ω˙ interchanges the blocks of LX
(possibly with a conjugation of blocks by diagonal matrices). Let L1, . . . , Lm,m ≥ l, be the set of blocks of LX .
Then the conjugation by ω˙ is a permutation of blocks. Since every permutation of blocks is a product of transpositions
which interchanges adjacent blocks, we may assume that ω corresponds to such a transposition. Let
gx =

M1 ∗ · · · · · · ∗
0 M2 ∗ · · · ∗
· · · · · · · · · · · · · · ·
0 · · · 0 Mi ∗ ∗
0 · · · 0 0 Mi+1 ∗
· · · · · · · · · · · · · · ·
0 · · · 0 0 Mm

,
where Mi ∈ GLri (K ) and the entries in the positions indicated by ∗ be elements in K . Now we isolate the block
M =
(
Mi ∗
0 Mi+1
)
of the matrix gx and apply the consideration above, then we get a matrix
M ′′′ =
(
Mi+1 ∗
0 Mi
)
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similar to M . Hence we can get a matrix of the form
g′ =

M1 ∗ · · · · · · ∗
0 M2 ∗ · · · ∗
· · · · · · · · · · · · · · ·
0 · · · 0 Mi+1 ∗ ∗
0 · · · 0 0 Mi ∗
· · · · · · · · · · · · · · ·
0 · · · 0 0 Mm

similar to gx . Note that the matrix gˆx is the block-diagonal matrix with blocks M1, . . . ,Mi ,Mi+1, . . . ,Mm and the
matrix ω˙gˆx ω˙−1 is the block-diagonal matrix with the blocks M ′1, . . . ,M ′i+1,M ′i , . . . ,M ′m , where for every j the
matrix M ′j is a block conjugate to M j by a diagonal matrix. Since we consider similar matrices here, we may assume
M j = M ′j for every j and, therefore, g′ = gy . 
Remark 3.4. In this chapter we consider the case where G = GLn(K ), SLn(K ). Let G = SLn(K ). Then the
question when C ∩ Bw˙B 6= ∅ for a conjugacy class C ⊂ G is equivalent to the corresponding question for a similarity
class C ′ containing C . Indeed, if C ′ ∩ Bw˙B 6= ∅, then C ∩ Bw˙B 6= ∅ because Bruhat cells are invariant under
conjugation by diagonal matrices.
General criteria for G = SLn(K ),GLn(K ).
Proposition 3.5. Let C be a semisimple or split conjugacy class of G and w ∈ W. Then C ∩ Bw˙B 6= ∅ if and only if
there exists a terminal element w′ ∈ T (Γw) such that C ∩ PI 6= ∅ where I = Iλ(w′) and gˆ is a regular element in L I
for some g ∈ C ∩ PI .
Proof. Suppose C ∩ Bw˙B 6= ∅. By Proposition 2.10 there exists an element f ∈ C ∩ Bw˙′B for some w′ ∈ T (Γw).
Now let X ⊂ Π be the set from Lemma 3.1. Then, by Lemma 3.2, f ∈ PX and fˆ is a regular element of LX (here
we use the notation of Lemma 3.2). Further, let X = X1 ∪ · · · ∪ Xs be the decomposition of X into the subsets which
generate irreducible root subsystems of R. Let ki = |X i |+1 and k = k1+· · ·+ks . Then λ(w′) = (λ1, . . . , λr ), r ≥ s,
is obtained from the sequence (k1, . . . , ks, 1, . . . , 1︸ ︷︷ ︸
n−k
) by reordering. Now, if I = Iλ(w′) and PI is the corresponding
parabolic subgroup, then, by Lemma 3.3, there is an element g which is conjugate to f such that g ∈ PI and gˆ is a
regular element of L I .
Now assume there exists an element g ∈ C ∩ PI where I = Iλ(w′) for some w′ ∈ T (Γw). Then by Lemma 3.3,
one can find an element f ∈ PX (where X is from Lemma 3.1) similar to g such that fˆ is a regular element in LX .
Thus, fˆ is a block-diagonal matrix where each block either corresponds to some X i or it is a one-dimensional block.
Moreover, each block fˆi corresponding to X i is a regular matrix in GLki (K ) where ki = |X i | + 1. We may assume
fˆi ∈ B∏α∈X i w˙αB [8, Theorem 1.4] and therefore fˆ ∈ Bw˙′B. By Proposition 2.2 we get C ∩ Bw˙B 6= ∅. 
3.2. The [λ]Sµ -tableau
Definition 3.6. Let µ = (µ1, . . . , µr ) and λ = (λ1, . . . , λt ) be partitions of the integer m.
The shape of µ with the entry s[i, j] from a setSµ = {s[i, j]} in each of its (i, j)-boxes is anSµ-mother tableau.
The shape of λ with entries from the set Sµ in its boxes is a [λ]Sµ -tableau if
(1) each s[i, j] occurs exactly once in the shape of λ,
(2) s[i, j1] and s[i, j2], where j1 6= j2, do not occur in the same row of the shape of λ.
Observe that s[i, j] is the entry in the (i, j)-box of the Sµ-mother tableau!
Remark 3.7. Obviously, an Sµ-mother tableau becomes a [µ∗]Sµ -tableau after interchanging rows and columns.
Remark 3.8. A [λ]Sµ -tableau is not uniquely determined by λ, µ, and Sµ.
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Lemma 3.9. Let λ and µ be partitions of m. The following conditions are equivalent:
(i) λ ≤ µ∗;
(ii) there exists a [λ]Sµ -tableau.
Proof. We assume that the statement holds for partitions of every l < m. Put λ = (λ1, . . . , λq), µ = (µ1, . . . , µr ),
µ∗ = ν = (ν1, . . . , νk).
First we show (i)⇒ (ii).
We may assume r > 1,
i=s∑
i=1
λi ≤
i=s∑
i=1
νi
for every s ≤ k. We may assume
i=s∑
i=1
λi <
i=s∑
i=1
νi (3.1)
for every s < k. (Indeed, suppose
i=s0∑
i=1
λi =
i=s0∑
i=1
νi
for some s0 < k. Then we may consider two partitions ν′ = (ν1, . . . , νs0) and ν′′ = (νs0+1, . . . , νk) of
m1 = ν1 + · · · + νs0 and m2 = νs0+1 + · · · + νk , respectively, and also two partitions λ′ = (λ1, . . . , λs0) and
λ′′ = (λs0+1, . . . , λq) of m1 and m2, respectively. Obviously, λ′ ≤ ν′ and λ′′ ≤ ν′′. Let µ′ = ν′∗, µ′′ = ν′′∗ and let
Sµ′ = {s[i, j] | j ≤ s0},Sµ′′ = {s[i, j] | j > s0}. Then, by the assumption of the induction, one can construct
a [λ′]Sµ′ -tableau and a [λ′′]Sµ′′ -tableau. Now if we consider the tableau where the first s0 rows are those of the
[λ′]Sµ′ -tableau and the others are those of the [λ′′]Sµ′′ -tableau, we get a [λ]Sµ -tableau.)
Now put e = µr . We have ν1 = · · · = νe > νe+1 (if k = e we assume νe+1 = 0). Hence ν′ = (ν′1 =
ν1, . . . , ν
′
e−1 = νe−1, ν′e = νe−1, ν′e+1 = νe+1, . . . , ν′k = νk) is a partition ofm−1. Also, λ′ = (λ′1 = λ1, . . . , λ′q−1 =
λq−1, λ′q = λq − 1) is a partition of m − 1. From (3.1) we have
i=s∑
i=1
λ′i ≤
i=s∑
i=1
ν′i
for every s < k. Hence λ′ ≤ ν′. By induction assumption we can construct a [λ′]Sµ′ -tableau, where µ′ = ν′
∗
and
Sµ′ = Sµ\{s[r, µr ]}. If λq = 1, then the shape [λ′] has only q−1 rows. Thus, if we add s[r, µr ] to the [λ′]Sµ′ -tableau
as the qth row (consisting of just one box), we get a [λ]Sµ -tableau. Suppose λq > 1. Then the shape [λ′] has q rows.
The condition (3.1) implies q > e. Hence q − 1 > e− 1 and we can find among the first q − 1 rows of [λ′]Sµ′ a row,
say, row i , such that no box in this row has an entry s[r, j]. Note that λi ≥ λq and therefore λ′i = λi > λ′q = λq − 1.
Thus we can find among the elements of the i th row of [λ′]Sµ′ an element s[k, l] such that in the qth row of [λ′]Sµ′
there is no entry of the form s[k, j], j = 1, . . . , µk . Now if we have an element of the form s[r, j] in the qth row, we
can interchange this element with s[k, l] of the i th row. After this change we have again a [λ′]Sµ′ -tableau. Hence we
may assume that there is no element of the form s[r, j] in the qth row. Now if we add to the last row of [λ′]Sµ′ a box
with entry s[r, µr ], we get a [λ]Sµ -tableau.
Now we prove (ii)⇒ (i).
Suppose there is a [λ]Sµ -tableau for some λ 6≤ ν. Obviously, λ1 ≤ ν1 (otherwise we get in the first row
s[i, j1], s[i, j2] for some i and j1 6= j2). Further, since λ 6≤ ν, we can find some 1 < s0 < k such that
i=s0∑
i=1
λi >
i=s0∑
i=1
νi . (3.2)
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If we omit in the [µ∗]Sµ -tableau all boxes with entries s[r, j] j=µrj=1 , we obtain a [µ′∗]Sµ′ -tableau, where
µ′ = (µ1, . . . , µr−1), µ′∗ = (ν′1, . . . , ν′k),
ν′1 = ν1 − 1, . . . , ν′e = νe − 1, ν′e+1 = νe+1, . . . , ν′k = νk
and
Sµ′ = Sµ \ {s[r, j]} j=µrj=1
(indeed, all boxes with entries s[r, j] were in the last positions of the first e rows). We may assume that all boxes with
elements of the form s[r, j] in the [λ]Sµ -tableau were in the last positions in the rows. After the removal of these
boxes we have to change the order of the rows in order to preserve the property of decreasing lengths of the rows.
Now we have a [λ′]Sµ′ - tableau for some partition λ′ = (λ′1, . . . , λ′p) of m − e. The condition λ 6≤ ν implies s0 > e.
Hence
i=s0∑
i=1
ν′i =
i=s0∑
i=1
νi − e. (3.3)
Since exactly e rows in the [λ′]Sµ′ -tableau become shorter compared to the [λ]Sµ -tableau and each row can be shorter
only by one box, we have
i=s0∑
i=1
λ′i ≥
i=s0∑
i=1
λi − e. (3.4)
From (3.2)–(3.4) we get
i=s0∑
i=1
λ′i >
i=s0∑
i=1
ν′i .
Thus λ′ 6≤ ν′, but there exists a [λ′]Sµ′ -tableau. This is a contradiction to the assumption of the induction. 
Definition 3.10. Let λ and µ be partitions of m and let T be a [λ]Sµ -tableau.
Assume that the entries s[i, j] of the Sµ-mother tableau are positive integers.
The partition λ˜ = (λ˜1, . . . , λ˜k) is the partition associated with T if each λ˜l is the sum of all entries in some row rl
of T and l → rl is a bijection.
3.3. Semisimple matrices
Let g ∈ G be a semisimple element, fg its characteristic polynomial, and Cg its conjugacy class. Further, let
fg =
i=r∏
i=1
f mii
be the decomposition of fg into powers of irreducible polynomials (over K ), where ( fi , f j ) = 1 for i 6= j . Let
m = m1 + · · · + mr , where m1 ≥ · · · ≥ mr . Thus
µ = µ(g) = (m1, . . . ,mr )
is a partition of m. Let Fg = { f1, . . . , fr } be the set of all irreducible factors of fg . For every i put s[i, j] = deg fi ,
where j runs through the sequence j = 1, . . . ,mi . Let Sµ be the union of all elements s[i, j] above. Note that if we
insert the elements s[i, j] according to their labels in the boxes of the shape [µ] and then consider the dual diagram,
we get a [µ∗]Sµ -tableau.
Definition 3.11. Let g and µ be as above. A [λ]g-tableau is a [λ]Sµ -tableau for some partition λ of m.
As a consequence of Lemma 3.9 we obtain
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Proposition 3.12. Let g ∈ G be a semisimple element and let λ be a partition of m, then there is a [λ]g-tableau if
and only if λ ≤ µ∗.
Definition 3.13. Let g ∈ G be a semisimple element and λ a partition of m. Assume that there is a [λ]g-tableau. Then
λ˜g is the partition associated with the [λ]g-tableau (note, it is a partition of n =∑ri=1 mi deg fi ). Define
Ass(g) = {λ˜g | there is some [λ]g-tableau}
the set of partitions associated with g.
Remark 3.14. The symmetric group Sm acts naturally on the [λ]g-tableau. Let Rλ ⊂ Sm be the row stabilizer of the
[λ]g-tableau. Then all elements of the Rλ-orbit of the [λ]g-tableau (this orbit will be called a {λ}g-tabloid) have the
same partition λ˜. Thus there is a map from the set of {λ}g-tabloids to the set of partitions of n.
Proposition 3.15. Let di1 = deg fi1 ≥ · · · ≥ dir = deg fir , where { fi1 , . . . , fir } = { f1, . . . , fr } = Fg and let
ζg = (di1 , . . . , di1︸ ︷︷ ︸
mi1
, . . . , dir , . . . , dir︸ ︷︷ ︸
mir
).
Then for every m-partition ν ∈ Ass(g) we have
ζg ≤ ν ≤ µ˜∗g.
Proof. The inequality ζg ≤ ν is an immediate consequence of the definitions of Ass(g) and ζg .
By definition, ν = λ˜g for some [λ]g-tableau. For λ = (λ1, . . . , λs), Proposition 3.12 implies λ ≤ µ∗. We shall
show by induction on r that
λ˜g ≤ µ˜∗g.
For r = 1 the statement is trivial.
Suppose the assertion holds for every [λ′]Sµ′ -tableau, where µ′ = (m′1, . . . ,m′t ), t < r , andSµ′ is any appropriate
set. Now take
µ′ = (m1, . . . ,mr−1) and Sµ′ = Sµ \ {s[r, j]} j=mrj=1 .
Further, omit all boxes with s[r, j] from the [µ∗]g = [µ∗]Sµ -tableau. These boxes are at the ends of the first mr rows
and after their removal we get a new tableau which is a [µ′∗]Sµ′ -tableau. Now remove all boxes with s[r, j] from the[λ]g-tableau (we may assume that such boxes are at the ends of the rows) and then order the rows by nonincreasing
lengths. Then we get a [λ′]Sµ′ -tableau with some λ′ = (λ′1, . . . , λ′q), where q = s or s− 1 (the latter can happen only
if the last row of the [λ]g-tableau contains only one box and in this box there is an element of the form s[r, j]). Let
µ˜∗g = (σ1, . . . , σm1), λ˜g = (τ1, . . . , τs), µ˜′∗ = (σ ′1, . . . , σ ′m1), λ˜′ = (τ ′1, . . . , τ ′q), q = s or s − 1, be the associated
partitions. By induction assumption λ˜′ ≤ µ˜′∗ and therefore for every l ≤ m1 we have
i=l∑
i=1
τ ′i ≤
i=l∑
i=1
σ ′i . (3.5)
All elements s[r, j] have the same value d = deg fr , labelled by two integers r, j , and
σi = σ ′i + d if i ≤ e = mr , σi = σ ′i if i > e (3.6)
(all e elements s[r, j] which we removed from the [µ∗]g-tableau were in the first e rows). Since we removed exactly
e elements s[r, j] from e-rows of the [λ]g-tableau, we have
τ ′i ≤ τi ≤ τ ′i + d for every i. (3.7)
From (3.5)–(3.7) we get
i=l∑
i=1
τi ≤
i=l∑
i=1
σi (3.8)
for every l ≤ m1. Now (3.8) gives our inequality λ˜g ≤ µ˜∗g . 
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Theorem 3.16. Let g ∈ G be a semisimple element, then
Cg ∩ Bw˙B 6= ∅ ⇔ Ass(g) ∩ {λ(w′) | w′ ∈ T (Γw)} 6= ∅
where Γw is any graph corresponding to w.
Proof. By Proposition 3.5 Cg ∩ Bw˙B 6= ∅ if and only if there exists an element w′ ∈ T (Γw) such that Cg ∩ PI 6= ∅
where I = Iλ(w′) and gˆ1 is a regular element in L I for some g1 ∈ Cg ∩ PI .
Suppose Cg ∩ Bw˙B 6= ∅. Let w′, g1 be elements as in Proposition 3.5 and let λ(w′) = (λ1, . . . , λl). Since g is a
semisimple element we may assume that gˆ1 = g1 (see [4, proof of Lemma 4.5]). Let
g1 = γ1 ⊕ · · · ⊕ γl
be the decomposition of g1 corresponding to the blocks in L I . Then γi is a regular matrix of size λi (this follows from
the definition of I ), the irreducible components fi1 , . . . , firi of the characteristic polynomial of γi are prime to each
other, and { fi1 , . . . , firi } ⊂ Fg . Moreover,
deg fi1 + · · · + deg firi = λi . (3.9)
Further, the union of all irreducible components of the characteristic polynomials of all γi coincides with Fg and each
such component occurs with the same multiplicity as in the characteristic polynomial of g. Hence, if we write l rows
where in the i th row from the top we enter the degrees of the irreducible components of the characteristic polynomial
of {γi } labelled by two indices in the appropriate way (recall that deg fk should be labelled in one of the following
ways: s[k, 1], s[k, 2], . . . , s[k,mk], where mk is the multiplicity of fk) and then reorder these rows according to their
lengths in nonincreasing order, we get a [ρ]g-tableau for the partition ρ = (ρ1, . . . , ρl), obtained by reordering the
sequence (r1, . . . , rl). Moreover, (3.9) implies ρ˜g = λ(w′). Thus, λ(w′) ∈ Ass(g).
Suppose there exists an element w′ ∈ T (Γw) such that λ(w′) = (λ1, . . . , λl) ∈ Ass(g). Then λ(w′) = λ˜g for
some [λ]g-tableau. Note that λk is the sum of integers which are in a row of the [λ]g-tableau. We assign to this row
(s[i1, j1], . . . , s[irk , jrk ]) of this [λ]g-tableau a regular matrix γk of size λk = s[i1, j1]+· · ·+s[irk , jrk ] corresponding
to the characteristic polynomial
a=rk∏
a=1
fia
(recall, that in entries of the [λ]g-tableau we have elements s[i, j] which are degrees of polynomials fi labelled by
two indices where the first coincide with the index of the corresponding polynomial; moreover, in each row we cannot
meet elements s[i, j] with the same first index and therefore they correspond to different irreducible polynomials of
g). Now we consider the matrix g1 = γ1 ⊕ · · · ⊕ γl . This matrix belongs to L I , where I = Iλ(w′), and it is similar to
g. Thus, Cg ∩ Bw˙B 6= ∅. 
Remark 3.17. Let g be a diagonal matrix. Then deg fi = 1 for every i and we can consider µ(g) as a partition of
multiplicities of elements of this diagonal matrix. In this case we have the following more transparent result.
Corollary 3.18. If g ∈ T , where T is the group of diagonal matrices. Then
Cg ∩ Bw˙B 6= ∅ ⇔ λ(w′) ≤ µ∗(g) for some w′ ∈ T (Γw).
Proof. Under our assumption λ˜g = λ for every [λ]g-tableau. Thus, Ass(g) is the set of all partitions λ corresponding
to a [λ]g-tableau. By Lemma 3.9, Ass(g) = {λ | λ ≤ µ∗(g)}. Now the assertion follows from Theorem 3.16. 
3.4. Split matrices
Let g ∈ G be a split matrix and let Cg, fg, µ = µ(g) = (m1, . . . ,mr ), Fg = { f1, . . . , fr } have the same meaning
as for semisimple matrices. Since g is split, deg fi = 1 for every i . Let mi1 ≥ mi2 ≥ · · · ≥ mi zi be the nonincreasing
sequence of the sizes of the Jordan blocks corresponding to fi . Then
mi1 + mi2 + · · · + mi zi = mi , i = 1, . . . , r.
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There are r partitions
µi = µi (g) = (mi1,mi2, . . . ,mi zi ), i = 1, . . . , r.
Moreover, if we take the numbers zi in nonincreasing order, we get the partition
ν = ν(g) = (ν1, . . . , νr )
of the number of all Jordan blocks of g: z = z(g) = z1 + · · · + zr .
We put s[i, j] = mi j ,Sν = {s[i, j]} and obtain a [ν∗]Sν -tableau. Let ν˜∗ be the partition associated with the[ν∗]Sν -tableau. Note that ν˜∗ is a partition of n.
Lemma 3.19. Let ν∗ = (ζ1, . . . , ζk), ζ1 = r, ν˜∗ = (ζ˜1, . . . , ζ˜k). Then for every i, 1 ≤ i ≤ k,
ζ˜i = m1i + m2i + · · · + mζk i ,
that is, ζ˜i is the sum of the numbers that are in the boxes of the i th row of the [ν∗]Sν -tableau (i.e., the order of the
elements of the associated partition ν˜∗ = (ζ˜1, . . . , ζ˜k) is the same as the order of the rows of the [ν∗]Sν -tableau).
Proof. According to Definition 3.10, the associated partition ν˜∗ = (ζ˜1, . . . , ζ˜k) is the sequence of sums of entries of
the rows of the [ν∗]Sν -tableau in nonincreasing order. Thus we have to prove that the sum of the entries of the i th
row, m1i + m2i + · · · + mζi i , is greater than or equal to the sum of entries of the (i + 1)th row for every i < k. But
this follows from the inequalities
m j i ≥ m j (i+1) and ζi ≥ ζi+1. 
Theorem 3.20. Let g ∈ G be a split element, then
Cg ∩ Bw˙B 6= ∅ ⇔ λ(w′) ≤ ν˜∗ for some w′ ∈ T (Γw).
Proof. We shall use the following seven lemmas.
Lemma 3.21. Let pi = (p1, . . . , pk) be a partition of p = p1 + · · · + pk with k > 1. For some i < k, let
pi ′ = (p1, . . . , pi ) and pi ′′ = (pi+1, . . . , pk) be partitions of p′ = p1 + · · · + pi and p′′ = pi+1 + · · · + pk ,
respectively, obtained by dividing pi into two parts. Further, let τ ′ = (r1, . . . , ri ) and τ ′′ = (si+1, . . . , sk+a), a ≥ 0,
be partitions of p′ and p′′, respectively, such that τ ′ ≤ pi ′ and τ ′′ ≤ pi ′′. Then τ = (r1, . . . , ri , si+1, . . . , sk+a) is a
partition of p and τ ≤ pi .
Proof. Since r1 + · · · + ri−1 ≤ p1 + · · · + pi−1 and r1 + · · · + ri = p1 + · · · + pi , we have ri ≥ pi . Hence
ri ≥ pi+1 ≥ si+1 and therefore the sequence τ = (r1, . . . , ri , si+1, . . . , sk+a) is a partition of p. The inequality
τ ≤ pi follows from τ ′ ≤ pi ′ and τ ′′ ≤ pi ′′. 
In the following lemma we use the same notation as above.
Lemma 3.22. Let ξ = (ξ1, . . . , ξl) be a partition of n such that ξ ≤ ν˜∗. Then there exist partitions µ′i of mi for
i = 1, . . . , r satisfying the following conditions :
(a) µ′i = (m′i1, . . . ,m′i z′i ) ≤ µi for every i = 1, . . . , r;
(b) let ν′ = (ν′1, . . . , ν′r ) be a partition obtained by reordering the sequence (z′i ) and let s[i, j] = m′i j for every
i = 1, . . . , r and j = 1, . . . , z′i , Sν′ = {s[i, j]}, then there exists a [λ]Sν′ -tableau such that the corresponding
associated partition λ˜ coincides with ξ .
Proof. We shall prove this lemma by double induction on n and on the length t of the maximal chain 1 < 2 <
· · · < t = ν˜∗ (maximal with respect to the length t) where 1, 2, . . . , t are partitions of n. We assume now that
the statement holds for all partitions of numbers < n and for partitions where the length of a maximal chain < t (the
cases n = 1 and t = 1 are trivial).
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Let ν∗ = (ζ1, . . . , ζk), ζ1 = r, ν˜∗ = (ζ˜1, . . . , ζ˜k). By assumption
i=s∑
i=1
ξi ≤
i=s∑
i=1
ζ˜i
for every s ≤ k. We may assume
i=s∑
i=1
ξi <
i=s∑
i=1
ζ˜i (3.10)
for every s < k. Indeed, suppose we have equality for some s0 < k. Then we may split the partitions into two parts
separating the first s0 elements:
ξ = σ ∪ τ, ν˜∗ = η˜∗ ∪ θ˜∗
and, according to Lemma 3.19, we can also split the partition ν∗ into two parts separating the first s0 elements:
ν∗ = η∗ ∪ θ∗.
This also implies the decompositions
ν = η ∪ θ and Sν = Sη ∪Sθ .
Then, by induction on n, there are [λ′]Sη′ - and [λ′′]Sθ ′ -tableaux for some λ′, λ′′,Sη′ ,Sθ ′ satisfying the same
conditions (a) and (b) with respect to η, θ as ν′,Sν′ satisfy with respect to ν,Sν . Thus for the associated partitions
λ˜′, λ˜′′ we have
λ˜′ = σ, λ˜′′ = τ. (3.11)
Now consider the [η′∗]Sη′ -tableau, the [θ ′∗]Sθ ′ -tableau, and the [ν∗]Sν -tableau. Each column of the first two tableaux
is obtained as follows: We take the i th column of the [ν∗]Sν -tableau which is the partition µi = (mi1, . . . ,mi zi );
we divide it into two parts αi = (mi1, . . . ,mis0) and βi = (mi(s0+1), . . . ,mi zi ) if s0 < zi , or simply put αi = µi if
s0 ≥ zi ; we take some partitions α′i ≤ αi and β ′i ≤ βi ; then the elements of the partitions α′i and β ′i are exactly the
elements from some columns of [η′∗]Sη′ and [θ ′∗]Sθ ′ , respectively (not necessarily with the number i). Note that the
partition σ consists of s0 elements (according to the definition of σ , these are the first s0 elements of ξ ) and, therefore,
(3.11) implies that the [λ′]Sη′ -tableau has exactly s0 rows. Since the columns of the [η′∗]Sη′ -tableau are exactly the
rows of the mother tableau for the [λ′]Sη′ -tableau, the lengths of the columns of the [η′∗]Sη′ -tableau cannot be greater
than s0. Hence, if s0 ≤ zi , then α′i = (m′i1, . . . ,m′is0) for some m′i1, . . . ,m′is0 such that
m′i1 + · · · + m′is0 = mi1 + · · · + mis0
and, if s0 > zi , then α′i = (m′i1, . . . ,m′is′0), zi ≤ s
′
0 ≤ s0 for some m′i1, . . . ,m′is′0 such that
m′i1 + · · · + m′is′0 = mi1 + · · · + mi zi .
According to the previous lemma, µ′i = (α′i , β ′i ) is a partition of mi and µ′i ≤ µi .
Now we consider the tableau where the columns are the partitions µ′i (in the corresponding order) and get a[ν′∗]Sν′ -tableau for some ν′. Consider a [λ]-tableau consisting of the ordered rows of the [λ′]Sη′ -tableau and the
[λ′′]Sθ ′ -tableau. This tableau has entries from the [ν′∗]Sν′ -tableau. Moreover, each element of the [ν′∗]Sν′ -tableau
occurs in this tableau exactly once, and in each row of this tableau no two elements are from the same column of
the [ν′∗]Sν′ -tableau. Hence this tableau is a [λ]Sν′ -tableau. The process of the construction and (3.11) imply that the[λ]Sν′ -tableau satisfies the conditions (a) and (b). Hence we may assume (3.10).
Further, we may assume
mi j > 1 for some i, j (3.12)
(otherwise we can simply use Lemma 3.9).
Further, recall ν∗ = (ζ1, . . . , ζk), ζ1 = r, ν˜∗ = (ζ˜1, . . . , ζ˜k), ξ = (ξ1, . . . , ξl). Since ξ ≤ ν˜∗ we have l ≥ k.
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Suppose l > k. Take mi j as in (3.12) and let µi = (mi1, . . . ,mi j , . . . ,mi zi ) be the corresponding partition. We
may assume j = zi or mi j+1 = · · · = mi zi = 1. Put
µ′i = (mi1, . . . ,mi j − 1, . . . ,mi zi , 1).
Obviously µ′i is a partition of mi and µ′i < µi . Let us change µi into µ′i and let ν′ be a partition consisting of zl , l 6= i ,
and zi + 1. Now we consider a tableau where the columns are {µl}l 6=i ∪ {µ′i } (which are possibly reordered), then we
get a [ν′∗]Sν′ -tableau, where Sν′ is obtained from Sν by replacing the row µi by µ′i . It is easy to see that ν˜′∗ < ν˜∗.
Let k = 1. Then ξ1 < ν˜∗1 = n, ν˜′∗ = (n − 1, 1) and, therefore, ξ ≤ ν˜′∗. If k > 1 then (3.10) implies ξ ≤ ν˜′∗. Now we
can apply the induction on the length of a maximal chain 1 < 2 < · · · < t = ν˜∗.
Thus we may assume that k = l. Also, note that in the previous considerations if zi < k, we do not need the
assumption l > k because the new row µ′ has length ≤ k. Thus, we also may assume that for every i we have either
µi = (1, . . . , 1) or zi = k.
Now let µi = (mi1, . . . ,mik),mi j 6= 1 (such a partition exists because of (3.12) and our assumption zi = k).
Suppose mi1 = · · · = mik = m0. If r = i = 1 (i.e. there is only one row in the mother tableau [ν]Sν ) then
(ξ1, . . . , ξk) = ξ ≤ ν˜∗ = (m0, . . . ,m0)︸ ︷︷ ︸
k
and therefore
(ξ1, . . . , ξk) = ξ = (m0, . . . ,m0)︸ ︷︷ ︸
k
.
In this case, obviously, λ = ν∗. Thus, we may assume r > 1. Since in every row of [ν∗]Sν -tableau there is a
box with m0 we have ν˜∗j ≥ m0 for every j = 1, . . . , k and, at any rate, ν˜∗1 > m0. This implies ξ j ≥ m0 for
every j = 1, . . . , k and ξ1 > m0. Then we can consider the mother tableau without the i th row and the partition
ξ ′ = (ξ1 − m0, . . . , ξk − m0) (we may delete zero elements from the sequence ξ1 − m0, . . . , ξk − m0). By induction
on n we can present the latter partition as an associated partition for some appropriate tableau and, if we add µi as
column to this tableau, we get an associated tableau equal to ξ .
Thus we may assumemi j1 6= mi j2 for some j1, j2. Suppose we have at least three different numbers in the sequence
µi . Then we can construct a partition
µ′i = (mi1, . . . ,mi j1 − 1,mi j1+1, . . . ,mi j2−1,mi j2 + 1,mi j2+1, . . . ,mik).
Now we can use the same arguments as above (put µ′i instead of µ) etc. Suppose that we have only two different
numbers in the sequence µi . Then µi = (a + b, a + b, . . . , a + b, b, . . . , b) for some a, b > 0. Now if we consider
µ′i = (a, . . . , a, 0, . . . , 0) instead of µi and ξ ′ = (ξ1−b, . . . , ξk−b), we can get by induction on n the corresponding
tableau with the associated tableau equal to ξ ′. Now let us add boxes with b to those rows of this tableau where there
is no element from the i th row of the corresponding mother tableau (or we add an appropriate number of new rows
and put in it only one box b if some of the elements ξ1 − b, . . . , ξk − b are zero) and those rows of this tableau where
there are boxes with elements equal to a from the i th row of the corresponding mother tableau changing them to a+b.
We get a [λ]Sν′ -tableau with λ˜ = ξ . 
Lemma 3.23. Let µ′1, . . . , µ′r be partitions of m1, . . . ,mr , respectively, such that µ′i = (m′i1, . . . ,m′i z′i ) ≤ µi for
every i = 1, . . . , r . Further, let ν′ = (ν′1, . . . , ν′r ) be a partition that is obtained by reordering the sequence (z′i ) and
let s[i, j] = m′i j for every i = 1, . . . , r and j = 1, . . . , z′i , and Sν′ = {s[i, j]}. Then for every [λ]Sν′ -tableau we
have
λ˜ ≤ ν˜∗.
Proof. Obviously, ν˜′∗ ≤ ν˜∗ where ν˜′∗ is the partition associated with the [ν′∗]Sν′ -tableau. Thus, we may assume
ν′ = ν,Sν′ = Sν , and therefore µ′i = µi for every i . Now we can use almost the same arguments as in the proof of
Proposition 3.15. 
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Lemma 3.24. Let Jk and Jl be Jordan blocks of sizes k and l (k ≥ l ≥ 1), respectively, with the same eigenvalue 1 and
let
A =
 Jk | M−−− − −−−
0 | Jl

be a matrix where 0 ∈ Ml×k(K ) is a zero matrix and M ∈ Mk×l(K ) is the matrix 0 0 · · · 0· · · · · · · · · · · ·
0 · · · 0 1
 ,
where all entries are zero except the (k, l) entry. Then the matrix A is similar to the matrix Jk+1 | 0−−− − −−−
0 | Jl−1
 .
Proof. Consider A as a linear operator in a (k + l)-dimensional vector space over K . Let (e1, . . . , ek, f1, . . . , fl) be
a basis corresponding to the given form of A:
A(ei ) = ei + ei+1 if i < l, and A(ek) = ek + fl ,
A( f j ) = f j + f j+1 if j < l, and A( fl) = fl .
Now consider a new basis:
eˆi := ei for i = 1, . . . , k, and eˆk+1 := fl ,
fˆ j := f j − ek−l+1+ j for j < l.
Then we have
A(eˆi ) = eˆi + eˆi+1 for i ≤ k, and A(eˆk+1) = eˆk+1,
A( fˆ j ) = ( f j + f j+1)− (ek−l+1+ j + ek−l+1+ j+1)
= ( f j − ek−l+1+ j )+ ( f j+1 − ek−l+1+ j+1)
= fˆ j + fˆ j+1 for j < l − 1, and A( fˆl−1) = fˆl−1.
Hence with respect to the basis (eˆ1, . . . , eˆk+1, fˆ1, . . . , fˆl−1) the operator A has the desired form. 
Lemma 3.25. Let g ∈ G be a unipotent element and let µ = (m1, . . . ,mr ) be a partition of n where the mi are the
sizes of its Jordan blocks and let µ′ = (m′1, . . . ,m′s), s ≥ r , be another partition of n such that µ′ ≤ µ. Then there
exists a standard parabolic subgroup PX with X ⊂ Π and an element g1 ∈ PX which is similar to g and such that
m′1, . . . ,m′s are the sizes of the Jordan blocks of gˆ1.
Proof. We may assume
l=d∑
l=1
m′l <
l=d∑
l=1
ml (3.13)
for every d < r . (Otherwise we can reduce the problem to a smaller number n as we did it in the proof of Lemma 3.9.)
Let
i = max{l | ml = m1}, j = min{l | ml ≤ m1 − 2}
(if such a minimum does not exist, we put j = r + 1). Put
λ = (m1, . . . ,mi−1,mi − 1,mi+1, . . . ,m j−1,m j + 1,m j+1, . . . ,mr )
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(if j = r + 1, we put m j = 0). Obviously, λ is a partition of n and λ < µ. From (3.13) we get
l=d∑
l=1
m′l ≤
l=d∑
l=1
λl
for every d < r and therefore we have µ′ ≤ λ. Thus we may assume µ′ = λ. Now let I = Iλ ⊂ [1, n − 1]
be the interval defined above and PI , L I , and VI = Ru(PI ) be the corresponding standard parabolic subgroup, its
chosen Levi factor, and its unipotent radical, respectively. Since L I is a set of block matrices of sizes λ1, . . . , λr ,
there is a unipotent element γ ∈ L I that has Jordan blocks of sizes λ1, . . . , λr . Let us consider the i th and j th
blocks. If we combine these two blocks and consider them as a matrix δ ∈ GLλi+λ j (K ), we may apply Lemma 3.24
and find an upper triangular matrix u′ ∈ GLλi+λ j (K ) such that the sizes of the Jordan blocks of the matrix δu′ are
λi + 1 = mi = m1 and λ j − 1 = m j . Further, let us consider γ as a matrix of a linear operator in an n-dimensional
vector space corresponding to a basis
e11, . . . , e1λ1 , . . . , er1, . . . , erλr .
We can identify the matrices δ, u′ ∈ GLλi+λ j (K ) with matrices in GLn(K ) if we consider δ, u′ as corresponding
linear operators which are trivial on epq , p 6= i, j and which act on the subspace 〈ei1, . . . , eiλi , e j1, . . . , e jλ j 〉 by the
corresponding matrices of GLλi+λ j (K ). It is easy to see that the matrix u in GLn(K ) which corresponds to u′ in such
an identification belongs to VI . Moreover, all Jordan blocks of the matrix γ u except the i th and j th have the same
size as the Jordan blocks of γ and the sizes of the i th and j th Jordan blocks are λi + 1 = mi = m1, λ j − 1 = m j ,
respectively (we can observe this if we renumerate the basis {epq}). Hence γ u is a unipotent element of PI which has
Jordan blocks of sizes m1, . . . ,mr . Hence g1 = γ u ∈ PI is similar to g, gˆ1 = γ , and the sequence of the sizes of
Jordan blocks of γ is λ. 
Lemma 3.26. Suppose X ⊂ Π , let g ∈ PX be a unipotent element and let µ = (m1, . . . ,mr ) be a partition of n that
consists of the sizes of its Jordan blocks. Further, let µ′ = (m′1, . . . ,m′s) be a partition of n consisting of the sizes of
the Jordan blocks of gˆ ∈ LX . Then µ′ ≤ µ.
Proof. In the proof of this lemma we may assume K is an algebraically closed field. Then there exists a one-parameter
subgroup λ : K ∗→ G such that
PX = {γ ∈ G | there exists a limit lim
t→0 λ(t)γ λ(t
−1)}
[7, 8.4.5],
LX = {γ ∈ PX, | λ(t)γ λ(t−1) = γ },
VX = {v ∈ PX | lim
t→0 λ(t)vλ(t
−1) = 1}
[7, the proof of Proposition 8.4.5 and Proposition 8.4.6 (5)]. Hence
gˆ = lim
t→0 λ(t)gλ(t
−1)
and therefore gˆ belongs to the closure of the conjugacy class of g. Now the statement follows from [3, 13.4 type
Al ]. 
In the following lemmas we use the same notation as in Theorem 3.20.
Lemma 3.27. Let µ′i ≤ µi be partitions of mi , i = 1, . . . , r . Then there exists a set X ⊂ Π and an element g1 ∈ PX
which is similar to g in GLn(K ) and such that the matrix gˆ1 has the same set of irreducible factors of its characteristic
polynomial as g and for each such factor fi the sequence of the sizes of the corresponding Jordan blocks written in
nonincreasing order coincides with µ′i .
Proof. Wemay assume g = γ1⊕· · ·⊕γr where γi is the collection of all Jordan blocks of g with the same eigenvalue
corresponding to fi . Hence the size of γi is equal to mi and the sizes of its Jordan blocks are (mi1, . . . ,mi zi ). Further,
γi = ciui , where ci is a scalar matrix in GLmi (K ) and ui is a unipotent one. By Lemma 3.25, one can find a standard
parabolic subgroup Pi ≤ GLmi (K ), its chosen Levi factor L i , and an element γ ′i ∈ Pi in the same similarity class as
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γi such that the sequence of the sizes of the Jordan blocks of γˆ ′i written in nonincreasing order coincides withµ′i . Let P
be the standard parabolic subgroup of G such that the chosen Levi factor is L1⊕· · ·⊕Lr . Then g1 = γ ′1⊕· · ·⊕γ ′r ∈ P
is a required element. 
Lemma 3.28. Let X ⊂ Π and g ∈ PX . Further, let µ′i be a partition of mi which consists of the ordered sequence of
the sizes of the Jordan blocks of gˆ corresponding to the same eigenvalue. Then for every i we have µ′i ≤ µi .
Proof. We may assume gˆ ∈ LX is the sum of its Jordan blocks. Let X ′ ⊂ Π such that gˆ ∈ LX ′ ≤ LX and each Jordan
block of gˆ is a regular element of the corresponding block of LX ′ . Now assume w ∈ W such that the matrix w˙gˆw˙−1
has all Jordan blocks with the same eigenvalue together, i.e.,
w˙gˆw˙−1 = δ1 ⊕ · · · ⊕ δr ,
where δi is a matrix of size mi which consists of Jordan blocks all having the same eigenvalue. If Y = w(X ′) then,
by Lemma 3.3, there exists an element g1 ∈ PY which is similar to g and such that gˆ1 = w˙gˆw˙−1. Now we apply
Lemma 3.26 to each δi to get our assertion. 
Now we shall complete the proof of Theorem 3.20.
Suppose Cg ∩ Bw˙B 6= ∅. Let w′ be an element as in Proposition 3.5. Further, let g1 ∈ Cg ∩ PI be an element such
that gˆ1 is a regular element of L I where I = Iλ(w′). Let µ′i = (m′i1, . . . ,mi z′i ) be the partition that consists of ordered
sequences of the sizes of the Jordan blocks of gˆ1 corresponding to fi . By Lemma 3.28, we have µ′i ≤ µi for every i .
Let s[i, j] = m′i j for every i = 1, . . . , r and j = 1, . . . , z′i , and Sν′ = {s[i, j]}. Further, let λ(w′) = (n1, . . . , ns).
Since gˆ1 is a regular element in L I where I = Iλ(w′) we have the decomposition :
gˆ1 = γ1 ⊕ · · · ⊕ γs,
where each γi ∈ GLni (K ) is a regular matrix. Let us distribute the Jordan blocks of gˆ1 into s sets M1,M2, . . . ,Ms
corresponding to the Jordan blocks of γ1, . . . , γs , respectively. Further, let λ be the partition of the number
|M1| + · · · + |Ms |
which consists of reordering the sequence {| Mi |}i=si=1 and let [λ] be the corresponding shape. Then every row of[λ] corresponds to some matrix γi and the number of boxes in such a row is equal to the number of Jordan blocks
of γi . Now if we enter the sizes of the corresponding blocks in nonincreasing order in every row of [λ], we get a
[λ]Sν′ -tableau such that λ(w′) = λ˜. By Lemma 3.23,
λ(w′) ≤ ν˜∗.
Now let λ(w′) ≤ ν˜∗ for some w′ ∈ T (Γw). By Lemma 3.22, λ(w′) = λ˜ for some [λ]Sν′ -tableau where Sν′ is
defined by (a) and (b) of Lemma 3.22. By Lemma 3.27, there exist a set X ⊂ Π and an element g1 ∈ Cg ∩ PX such
that the element gˆ1 ∈ LX satisfies the following condition : for every i = 1, . . . , r the ordered sequence of the sizes of
the Jordan blocks of gˆ1 corresponding to fi is the partition µ′i , where µ′i is a column in the [ν′∗]Sν′ -tableau. We may
assume that gˆ1 is a matrix that is the sum of its Jordan blocks. There exists a set X ′ ⊂ X such that gˆ1 ∈ LX ′ ≤ LX
and each Jordan block of gˆ1 is regular in the corresponding component of LX ′ . There exists an element ω ∈ W such
that
ω˙gˆ1ω˙−1 = γ1 ⊕ · · · ⊕ γs,
where γ j is the sum of the Jordan blocks whose sizes are listed in the j th row of our [λ]Sν′ -tableau. Let Y ′ = ω(X ′).
By Lemma 3.3, there is an element g2 ∈ Cg ∩ PY ′ such that gˆ2 = ω˙gˆ1ω˙−1 ∈ LY ′ . Let Y ⊂ Π be a subset such that
LY ′ ≤ LY and each component γi is a regular element of the corresponding block of LY . Clearly g2 ∈ PY . Consider
the element g2 as an element in PY . Let us rename this element as gY := g2 in order to distinguish the corresponding
image gˆY in LY from the image gˆ2 in LY ′ . Note that gˆY = gˆ2u for some u ∈ U ∩ LY . Since gˆ2 is a regular element
in LY , the element gˆY is conjugate to gˆ2. Hence we may assume gˆY = gˆ2. We may assume that the sequence of the
sizes of the matrices γ j is in nonincreasing order. Hence LY = L I , where I = Iλ(w′), and we have gˆ2 ∈ L I . Now g2
is a required element from Proposition 3.5. Thus, Cg ∩ Bw˙B 6= ∅. 
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4. An algorithm for Γw in the case R = Ar
Let W = 〈wα1 , . . . , wαr 〉 ≈ Sr+1. We identify wαi with the transposition (i i + 1). Hence for every k ≤ r we have
that Wk = 〈wαk , . . . , wαr 〉 is the symmetric group Sr−k+2 which is embedded in Sr+1 as a permutation subgroup of
{k, k + 1, . . . , r + 1}. It is easy to see that
Wk = Wk+1 ∪Wk+1wαkWk+1
for every k < r . Moreover, wαk is a distinguished representative of the double coset Wk+1wαkWk+1 [3, 2.7]. Hence,
if w1, w2 ∈ Wk+1 then we may assume
l(w1wαkw2) = l(w1)+ 1+ l(w2) (4.1)
[3, Proposition 2.7.5].
Let w′ be a node of Γw such that w′ ∈ Wk , but w′ 6∈ Wk+1. Then
w′ = w1wαkw2 for some w1, w2 ∈ Wk+1, (4.2)
where w1, w2 satisfy the condition (4.1). Further, let
w1 = wαi1wαi2 · · ·wαim (4.3)
be a reduced expression. Consider w′′ = wαi1w′wαi1 . By (4.1)–(4.3) we have l(w′′) ≤ l(w′).
Case 1. l(w′′) < l(w′). Then we have a short strict S-descent w′ → w′′ and the corresponding S-jump w′  
wαi2
· · ·wαimwαkw2.
Case 2. l(w′′) = l(w′). Then the descent w → w′′ is not strict. Put w′1 = wαi2 · · ·wαim , w′2 = w2wαi1 . By (4.1) and
(4.2) we have l(w′1) = l(w1) − 1, l(w′2) = l(w2) + 1 and l(w′′) = l(w′1) + 1 + l(w′2). In this case we get again an
element in the form (4.2) but the factor on the left-hand side has a smaller length than w1.
Thus we have a step of a construction of a graph Γw where we get either nodes with smaller lengths or a node of
the form (4.2) with the same length as the previous one but with shorter factor on the left-hand side. We may assume
that this algorithm for the construction of a graph Γw works for elements of length< l(w′). Thus if we get Case 1, we
may be sure that the procedure above leads us to the construction of Γw. Now suppose we always have Case 2. Then
after l(w1) steps we get a node of the form w′′′ = wαkw′′2 for some w′′2 ∈ Wk+1. Then w′′2 ∈ Wl , w′′2 6∈ Wl+1 for some
l > k. Then w′′2 = w′1wαlw′2 for some w′1, w′2 ∈ Wl+1. Let
w′1 = wα j1wα j2 · · ·wα jp
be a reduced expression. Since wα j1 , wα j2 , . . . , wα jp ∈ Wl+1 are elements which commute with wαk we can consider
a nonstrict descent (according to our assumption that we always have Case 2):
w′′′→ wα j1w′′′wα j1 → · · · → wα jp · · ·wα j1w′′′wα j1 · · ·wα jp = wαkwαlw′′′2
for some w′′′2 ∈ Wl+1. Then we can apply the same process to wαkwαlw′′′2 . At the end we get a nonstrict descent to an
element that is a product of basic reflections wαkwαl · · · and such an element is a terminal one because it has minimal
length in its own conjugacy class.
The above algorithm can be used to construct a graph Γw. We call the Algorithm A. It seems to be far from an
optimal one. Below we show how it possibly can be made shorter.
In the presentation (4.2) of w′ we choose an element w1 with the smallest possible length. Then
w1 = 1 or w1 = wαtwαt−1 · · ·wαk+1 , k + 1 ≤ t ≤ r. (4.4)
Indeed, if w1 6= 1 in (4.2), we have wαim = wαk+1 (otherwise, we can interchange the places by commuting
wαl(w1)
, wαk and add wαim to w2; this operation makes the length w1 shorter which contradicts our assumption).
Let
w1 = w˜1(wαswαs−1 · · ·wαk+1), where l(w1) = l(w˜1)+ s − k,
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and let
w˜1 = wα j1wα j2 · · ·wα jq
be a reduced expression. If jq > s + 1, then wα jq commutes with (wαswαs−1 · · ·wαk+1)wαk and therefore we can
interchange the places of wα jq and (wαswαs−1 · · ·wαk+1)wαk and add wα jq to w2. This makes the length of the
factor on the left-hand side of the form (4.2) smaller than l(w1) which is a contradiction to our assumption. Thus
jq ≤ s + 1, jq 6= s. Suppose jq = e < s + 1. Then
w1 = (wα j1wα j2 · · ·wα jq−1 )(wαswαs−1 · · · (wαewαe+1wαe ) · · ·wαk+1)
= (wα j1wα j2 · · ·wα jq−1 )(wαswαs−1 · · · (wαe+1wαewαe+1) · · ·wαk+1)
= (wα j1wα j2 · · ·wα jq−1 )(wαswαs−1 · · · (wαe+1wαe ) · · ·wαk+1)wαe+1 .
Since wαe+1 commutes with wαk , we again can reduce the length of the left-hand side of (4.2). Hence jq = s + 1 and
we get (4.4) by induction.
Now w′ ∈ Wk is of the form (4.2) and w1 is as in (4.4). We apply the Algorithm A to construct Γw′ . Each step
(S-descent or S-jump) will reduce the length of w1. Thus at the ends (from w′) of the length d = r − (k + 1) we
have elements of the form wαkω j , ω j ∈ Wk+1, where j ∈ J, |J | ≤ 2d (we cannot get more than 2d elements from
w′ by d steps). Let {Γω j } j∈J be the set of the corresponding graphs which are obtained by Algorithm A. For each j
let wαkΓω j be the graph which is obtained by multiplying all nodes of Γω j by wαk . Since each new node in the graph
Γω j is obtained from the previous one by conjugation with wαm ,m > k + 1, or by cancellation of wαm ,m > k + 1,
and since the reflections wαm ,m > k + 1, commute with wαk , the graph wαkΓω j coincides with the graph Γwαkω j
constructed by the Algorithm A. Hence
T (Γwαkω j ) = wαkT (Γω j ) for every j ∈ J.
Since every terminal node of the graph Γw′ is a terminal node of some graph Γwαkω j , we get
T (Γw′) =
⋃
j∈J
wαkT (Γω j ). (4.5)
The formula (4.5) allows us to reduce in some cases calculations in the Algorithm A.
Now let us describe again the steps of the algorithm. We suppose we get a nodew′ ∈ Γw and our goal is to continue
the construction of Γw from the nodes w′ ∈ Wk \Wk+1. The steps are:
1. Present w′ in form (4.2) where w1 is in the form (4.4).
2. By conjugation with elementswαt , wαt−1 , . . . , wαik+1 (S-descents) and by cancellation ofwαt , wαt−1 , . . . , wαik+1
(S-jumps) to construct a tree where the terminal nodes have the form wαkω j , j ∈ J , for some ω j ∈ Wk+1.
3. Construct Γω j (by 1, 2, and 3) and therefore Γwαkω j = wαkΓω j which are continuations of Γw from the nodes
wαkω j , j ∈ J .
As an application of the Algorithm A we can show what happens in the case w = wα where α is a root.
Proposition 4.1. Let α ∈ R+ and let ht(α) = k (here ht(α) is the height of α). Then there exists a graph Γwα such
that
{λ(w′) | w′ ∈ T (Γwα )} = {(m, 1, . . . , 1) | 2 ≤ m ≤ k + 1},
i.e., the set of terminal elements T (Γwα ) is a set of m-cycles of lengths from 2 to k + 1.
Proof. Let α = i −  j , i < j . Then k = j − i . For k = 1 the graph Γwα consists only of one node wα = wαi and in
this case there is nothing to prove. Thus we will assume k > 1. Further, l(wα) = 2k − 1 and
wα = (wα j−1wα j−2 · · ·wαi+1)wαi (wαi+1 · · ·wα j−2wα j−1).
Put β = i −  j−1. Then
wα = wα j−1wβwα j−1 , wβ ∈ Wi \Wi+1. (4.6)
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Now we formulate the assumption of the induction: for every root δ = p − q , p < q, where d = p − q < k, by
the Algorithm A one can construct a graph Γwδ such that
T (Γwδ ) = {wαp , wαpwαp+1 , . . . , wαpwαp+1 · · ·wαq−1}. (4.7)
From (4.6) we get the following step of the AlgorithmA: the S-descentwα → wβ and the S-jumpwα  wβwα j−1 .
By (4.7),
T (Γβ) = {wαi , wαiwαi+1 , . . . , wαiwαi+1 · · ·wα j−2}. (4.8)
Let us apply A to wβwα j−1 . The sequential conjugation with wα j−2 , . . . , wαi+1 gives us a nonstrict S-descent
wβwα j−1 → wα j−3 · · ·wαi+1wαiwαi+1 · · ·wα j−2wα j−1wα j−2 → · · ·
→ wαi (wαi+1 · · ·wα j−2)wα j−1(wα j−2 · · ·wαi+1)
= wαi (wα j−1wα j−2 · · ·wαi+2)wαi+1(wαi+2 · · ·wα j−2wα j−1). (4.9)
(Indeed, let ω = (wα j−hwα j−h−1 · · ·wαi+1)wαi (wαi+1 · · ·wα j−2wα j−1)wα j−2 · · ·wα j−h+1 , where 2 ≤ h ≤ j − i − 1. Put
pi = i −  j−h+1 and ρ =  j−h+1 −  j . Then ω = wpiwρ . Hence ω(α j−h) = wpi (wρ(α j−h)) =  j−h −  j > 0 and
ω−1(α j−h) = wρ(wpi (α j−h)) =  j−h − i < 0. Therefore, l(wα j−hωwα j−h ) = l(ω).) Put γ = i+1 −  j . By (4.9),
we have a nonstrict S-descent from wβwα j−1 to wαiwγ . By (4.7),
T (Γwγ ) = {wαi+1 , wαi+1wαi+2 , . . . , wαi+1wαi+2 · · ·wα j−1}. (4.10)
Since we use the Algorithm A, we have
T (Γwαiwγ ) = wαi T (Γwγ ). (4.11)
Now (4.7) for δ = α follows from (4.8), (4.10) and (4.11) (recall, that T (Γwα ) = T (Γwβ ) ∪ T (Γwβwαi ) and
T (Γwβwαi ) = T (Γwαiwγ )) and we have proved our statement (4.7) by induction. 
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