Abstract. This article is devoted to computing the lower and upper bounds of the Laplace eigenvalue problem. By using the special nonconforming finite elements, i.e., enriched Crouzeix-Raviart element and extension Q rot 1 , we get the lower bound of the eigenvalue. Additionally, we also use conforming finite elements to do the postprocessing to get the upper bound of the eigenvalue. The postprocessing method need only to solve the corresponding source problems and a small eigenvalue problem if higher order postprocessing method is implemented. Thus, we can obtain the lower and upper bounds of the eigenvalues simultaneously by solving eigenvalue problem only once. Some numerical results are also presented to validate our theoretical analysis.
Introduction
The eigenvalue problems are important, which appears in many fields, such as quantum mechanics, fluid mechanics, stochastic process and etc.Thus, a fundamental work is to find the eigenvalues of partial differential equations. From last century, abundant works are dedicated to this topic.
Feng in his famous paper [6] cites the pioneer work of Pólya in computing the upper bound of Laplace eigenvalue problem. And based on the minimum-maximal principle discovered by Rayleigh, Poincaré, Courant and Fischer ect., any conforming finite element method will give the upper bound (see Strang and Fix [18] ). Nevertheless, to the lower bound aspect, until 1979, Rannacher [17] gives some numerical results for plate problem.
And then there is few work on analysis of the lower bound for a long time. Hu, Huang and Shen [7] get the lower bound of Laplace equation by conforming linear and bilinear elements together with the mass lumping method. Inspired by the minimum-maximal principle, people try to find the lower bound with the nonconforming element methods. Recently, a series of works make progress in this aspect, e.g. Lin and Lin [11] use the asymptotic expansion skill to compute the eigenvalues by nonconforming finite element method; also see the numerical reports of Liu and Liu [15] , Liu and Yan [16] , and the work of Lin, Huang and Li [10] . Another way by Armentano and Durán [1] is to use another kind of expansion method to get the lower bound, which is of less restriction to the smoothness of eigenfunctions compared with the asymptotic expansion skill. Also see the follow-up works by Li [9] , Lin [13] , Yang [21] .
Inspired by these works, this article propose a method to obtain the lower and upper bounds of the eigenvalue simultaneously which only need to solve the eigenvalue problem once and additional auxiliary source problem. Our method can be described as follows: (1) solve the eigenvalue problem by some nonconforming finite element; (2) solve an additional auxiliary source problem in an conforming finite element space. Since we obtain not only lower bound but also upper bound of the eigenvalue, we can give the accurate error of the eigenvalue approximations. Compared with the existed literature, this note contributes on the following aspects:
• The assumption of the lower bound in [1] needs an critical assumption that: |u − u h | 1 ≥ Ch γ , γ < 1, which promise itself be the dominant term in the expansion. By our recent result of lower bound of convergence rate by finite element method, we get rid of this constrain.
• A new application of the correction method of eigenvalue problem is proposed to obtain the lower and upper bounds of the eigenvalues by solving the eigenvalue problem once and an additional source problem.
• By using higher order conforming finite element to do the correction in a new way, we also prove the upper bound of the corrected eigenvalue approximations.
• After calculating upper and lower bounds simultaneously, we can find how much accuracy we have actually achieved (an accurate a posteriori error estimate).
For simplicity, we only discuss the problem in R 2 , but the methods and results here can be easily extended to the case R 3 . In this paper, we will use the standard notation of Sobolev spaces ( [18] ). The outline of the paper is as follows. In Section 2, some preliminaries and notation are introduced. The weak form of the Laplace eigenvalue problem and its corresponding discrete form is stated. In Section 3, we will give the results about the lower bound with nonconforming finite elements. Section 4 is devoted to analyzing the upper bound of the eigenvalue by postprocessing with the lowest order conforming finite element methods. In section 5, another type of postprocessing method is proposed to obtain not only higher order accuracy but also upper bound approximation of the eigenvalues. Some numerical results are presented in section 6 to test our theoretical results and some concluding remarks are given in the last section.
The eigenvalue problem
In this paper we are concerned with the Laplace eigenvalue problem:
where Ω is a bounded domain in R 2 with continuous Lipschitz boundary ∂Ω . The variational problem associated with (2.1) is given by: Find u ∈ V := H 1 0 (Ω) and λ ∈ R such that b(u, u) = 1 and From [3] , we know that the Lapalce eigenvalue problem has a positive eigenvalue sequence {λ j } with
and the corresponding eigenfunction sequence {u j }
with the property b(u i , u j ) = δ ij . From the result in [3] , the Rayleigh quotient is defined by
We define the discrete finite element method to solve the problem (2.3). T h is a quasiuniform triangulation. Based on this partition, E h denotes the set of all edges in partition T h . The finite element space V h is the corresponding finite element space to the partition, i.e. V N C h V as a nonconforming space and V C h ⊂ V a conforming space. In the rest of this paper, the finite element space V h can be V . The finite element approximation of (2.2) is defined as follows:
where the bilinear form a h (·, ·) coincides with a(·, ·) in conforming finite element, or a elementwise representation of a(·, ·) in nonconforming situation, e.g.
Obviously, the bilinear form for conforming situation can also be presented as this form. It is easy to see that for both situation, the bilinear are V h −elliptic. Thus, we define the norm on
For both conforming and nonconforming situations, the Rayleigh quotient holds for the eigenvalue λ h
Similarly, the discrete eigenvalues problem (2.3) has also an eigenvalue sequence {λ j,h } with
and the corresponding discrete eigenfunction sequence {u k,h }
We cite here the classical result about eigenvalue: minimum-maximum principle. Let λ j be the j−th eigenvalue of (2.2) and λ j,h be the j−th eigenvalue of (2.3), respectively. Arranging them by increasing order, then we have ( [3] )
Since the convergence of the finite element approximation to the eigenvalue problem depends on the regularity of the original eigenvalue problem, here we assume that the regularity of the eigenfunction u ∈ H 1+γ (Ω) with 0 < γ ≤ 1 which is decided by the largest inner angle of the boundary ∂Ω.
For the eigenvalue problem, we have the following basic expansion from [1] , and has been extensively used in [13, 20, 21] .
Lemma 2.1. Suppose (λ, u) is the eigenpair of the original problem (2.1), (λ h , u h ) ∈ R×V h is the eigenpair of the discrete problem (2.3), we have the following expansion
Lower bound with nonconform finite element methods
In this paper, we are concerned with two types of nonconforming finite elements: Enriched Crouzeix-Raviart (ECR) ( [8, 13] ) and Extension Q rot 1 (EQ rot 1 ) ( [12] ) for triangle and rectangle partitions, respectively.
• ECR element is defined on the triangle partition and
• On the rectangle partition, EQ rot 1 is employed defined by
From [8] and [13] , the following basic error estimates for the two nonconforming finite elements hold
The interpolation operator corresponding to ECR and EQ rot 1 can be defined in the same way:
Lemma 3.1. (See [13] ) For the ECR and EQ rot 1 elements, the interpolation operator satisfies:
Lemma 3.2. With the interpolation defined above, for any u ∈ V , we have the following results
Proof. Here we only give the proof for the ECR element and the one for EQ rot 1 is almost the same.
Integrating by parts, we have
From the definition of the face interpolation, the following equality holds
For any ℓ ∈ ∂K can denoted by the linear function y = kx + m, then the normal direction corresponding to this edge is n =
From the definition of the interpolation, we have
From (3.8), we can obtain
Canceling the term Π h u a,h leads to (3.9). Defining Π 0 be the piecewise constant interpolation, we have
It means we arrive the result (3.10). For the last inequality, from (3.9) and (3.10), we have following equality
Thus, we get (3.11). Theorem 3.4. Let λ j and λ j,h be the j-th exact eigenvalue and its corresponding numerical approximation by ECR or EQ rot 1 element. Assume u j ∈ H 1+γ (Ω) with 0 < γ ≤ 1. When h is small enough, we have
Proof. The result for ECR and EQ rot 1 elements can be proved in the uniform way. We choose v j,h = Π h u j in Lemma 2.1. For the second term in (2.5), from Lemma 3.2, we have
where Π 0 denotes the piecewise constant interpolation. Together with (3.8) and Lemma 3.3, the first term will be the dominant term in (2.5) and then (3.13) can be derived.
Upper bound with linear conforming element

4.1.
Upper bound by direct use of linear conforming element. Due to the minimummaximal principle (2.4), by using conforming finite element, we can get the upper bound naturally. Here we use the lowest order conforming element for both triangle and rectangle partitions, respectively
• On the triangle partition, we use the linear element defined as below:
• On the rectangle partition, the bilinear element is employed here:
In the conforming finite element space V C h , we can define the corresponding discrete eigenvalue problem:
From [3] , the basic estimates about approximation errors exist
So by (4.4), (3.3) and Theorem 3.4, we have the following estimate between conforming and nonconforming eigenvalue approximations: .9) 4.2. Upper bound by postprocess. The results (4.7)-(4.9) are very interesting and useful. Especially, (4.9) can give a guaranteed error for the current numerical approximations. Unfortunately, in order to get (4.9), we need to solve the eigenvalue problem twice, one with nonconforming and the other with conforming elements, which is always difficult since solving eigenvalue problem need much more computation than solving the corresponding source problems. So, in this subsection we give a postprocessing method to obtain the upper bound eigenvalue approximation without solving eigenvalue problem but only need to solve a source problem.
After obtaining the eigenpair approximation (
by the nonconforming finite element, we put them as the right hand side of an auxiliary source Laplace problem. Then we utilize conforming finite element method to solve this problem which is defined as follows:
After obtaining u h , we calculate the following Rayleigh quotient as an approximation of λ
In order to analyze the error estimate for the eigenpair approximation ( λ h , u h ) ∈ R × V C h , we define the projection operator associated with the space V C h as follows
For this projection operator, we have the following error estimate 
Proof. First, we have the following estimate
So the following estimate holds
Then we have the following error estimates for u h
Since V C h ⊂ V , replacing w with u h in (4.14), we have
Applying the estimates of u h to (4.19), we can obtain (4.16). Furthermore from Lemma 3.3, we have u − u h a ≥ Ch. Thus we can see that the first term is dominate and the desired result (4.17) is derived. 
Proof. Based on the results in Theorems 3.4 and 4.2 and the error estimate (3.3), we can easily prove this theorem.
Better upper bound approximation with finer finite element space
In the last section, the postprocessing method is applied to get the upper bound of the eigenvalue which has the same convergence order as the lower bound. But as we know from [19] , we can employ the postprocessing method to obtain a new eigenpair approximation with better accuracy than the obtained nonconforming approximation (λ h , u h ). But because of the higher order convergence, the analysis of upper bound in last section can not be used in this case. Here, we propose a method to produce not only higher order accuracy but also upper bound approximation of the eigenvalue. This procedure contains solving some auxiliary source problems and a very small eigenvalue problem.
The aim of this section is to obtain the approximation of the first m eigenvalues λ 1 ≤ λ 2 ≤ · · · ≤ λ m . Assume we have obtained the first eigenvalue approximations λ 1,h ≤ λ 2,h · · · ≤ λ m,h and the corresponding eigenfunction approximations u 1,h , u 2,h , · · · , u m,h by the nonconforming finite element method with the lower bound property λ j,h ≤ λ j (j = 1, 2, · · · , m).
Before introducing the postprocessing method, we need to define a finer conforming finite element space V HC h which can be constructed by using higher order finite element or refining current mesh T h such that this space has the higher convergence order ( [19] )
Now let us introduce a postprocessing method to get the upper bound approximations with the help of obtained approximations (λ 1,h , u 1,h ), · · · , (λ m,h , u m,h ).
Algorithm 5.1. Higher order postprocessing method:
(2) Construct the finite dimensional space V h = span{ u 1,h , · · · , u m,h } and solve the following eigenvalue problem in the space V h :
Finally, we obtain the new eigenpair approximations ( λ 1,h , u 1,h ), · · · , ( λ m,h , u m,h ).
Similarly to the last section, in order to analyze the error estimate for the eigenfunction approximations u 1,h , · · · , u m,h , we define the projection operator corresponding to the space V HC h as follows
Proof. First, we prove the error estimate of the eigenfunction approximations (5.7). From (2.2), (5.4) and the coercivity of a(·, ·), we have
Combined with (5.5), the following estimate holds
Based on the theory in [3] for the error estimate of the eigenvalue problem by finite element method, we have the following inequality
This is the desired result (5.7). Now, we come to prove the error estimate property (5.6). With the help of (4.14), we have
Thanks to the minimum-maximum principle (2.4), we have
and the discrete version in the space V h λ j,h = min
Based on (5.11) and (5.12), we can easily obtain λ j ≤ λ j,h (j = 1, 2, · · · , m) and complete the proof.
Numerical Results
In this section, two numerical examples are presented to validate our theoretical results stated in the above sections.
6.1. Eigenvalue problem on the unit square domain. In this subsection, we solve the eigenvalue problem (2.1) on the unit domain Ω = (0, 1) × (0, 1). The aim here is to find the approximations of the first 6 eigenvalues λ 1 , λ 2 , · · · , λ 6 .
First, ECR element is applied to solve the eigenvalue problem and then the linear finite element to do the postprocessing on the series of meshes which are produced by Delaunay scheme. The quadratic element is applied to implement Algorithm 5.1. Table 1 shows the eigenvalue approximations of the first 6 eigenvalues. And the approximations by postprocessing method with linear element is presented in Table 2 . Table 3 shows the numerical results of the postprocessing Algorithm 5.1 with quadratic element. From Table 1 , we can find the numerical approximations of ECR element are lower bounds of the exact eigenvalues. Tables 2 and 3 show the upper bounds of the numerical approximations by the postprocessing method using linear and quadratic elements. Then, EQ rot 1 element is applied to solve the eigenvalue problem and then the bilinear finite element to do the postprocessing on the series of uniform rectangle meshes. Biquadratic element is employed to implement Algorithm 5.1. Table 4 shows the eigenvalue approximations of the first 6 eigenvalues and the approximations by postprocessing method with bilinear element is presented in Table 5 . Table 6 shows the numerical results of the postprocessing Algorithm 5.1 with biquadratic element. From Table 4 , we can find the numerical approximations of EQ rot 1 element are lower bounds of the exact eigenvalues. Tables 5 and  6 show the upper bounds of the numerical approximations by the postprocessing method using bilinear and biquadratic elements. Figure 1 shows the errors of the eigenvalue approximations by ECR and EQ rot 1 elements, postprocessing methods with lowest order (linear and bilinear) and higher order (quadratic and biquadratic) elements on the unit square. Since we know the exact eigenvalues on the unit square, we can give the exact errors of λ j,h , λ j,h and λ j,h (j = 1, 2, 3, 4, 5, 6). Since the eigenfunctions are smooth, the postprocessing with higher order element can improve the convergence order. From Figure 1 , we can find the eigenvalue approximations have the reasonable convergence order. First, ECR element is applied to solve the eigenvalue problem and then the linear finite element to do the postprocessing on the series of meshes which are produced by Delaunay scheme. The quadratic element is applied to implement Algorithm 5.1. Table 7 shows the eigenvalue approximations of the first 6 eigenvalues and the approximations by postprocessing method with linear element is presented in Table 8 . Table 9 shows the numerical results of the postprocessing Algorithm 5.1 with quadratic element. From Table 7 , we can find the numerical approximations of ECR element are lower bounds of the exact eigenvalues. Tables 8 and 9 show the upper bounds of the numerical approximations by the postprocessing method using linear and quadratic elements. Then, EQ rot 1 element is applied to solve the eigenvalue problem and then the bilinear finite element to do the postprocessing on the series of uniform rectangle meshes. Biquadratic element is employed to implement Algorithm 5.1. Table 10 shows the eigenvalue approximations of the first 6 eigenvalues and the approximations by postprocessing method with bilinear element is presented in Table 11 . Table 12 shows the numerical results of the postprocessing Algorithm 5.1 with biquadratic element. From Table 10 , we can find the numerical approximations of EQ rot 1 element are lower bounds of the exact eigenvalues. Tables  11 and 12 show the upper bounds of the numerical approximations by the postprocessing method using bilinear and biquadratic elements. Figure 2 shows the errors of the eigenvalue approximations by ECR and EQ rot 1
elements, postprocessing methods with lowest order (linear and bilinear) and higher order (quadratic and biquadratic) elements on the L shape domain. Since we don't know the exact eigenvalues on the L shape domain, we can only give the errors of λ j,h − λ j,h and λ j,h − λ j,h (j = 1, 2, 3, 4, 5, 6 ). Since the eigenfunctions here are singular, the convergence order by postprocessing with higher order element can not be improved which is shown in Figure 2 . 
Concluding remarks
In this paper, we analyzed the lower bound approximation of eigenvalue problem by nonconforming elements (ECR and EQ rot 1 ) and also two postprocessing methods to obtain the upper bound of the eigenvalues. Especially, based on the lower bound approximations, a new postprocessing method which can produce not only higher order convergence but also upper bound approximation of the eigenvalues is proposed. This improves the efficiency of solving eigenvalue problems and obtain the accurate a posteriori error estimates by the lower and upper bounds of eigenvalues.
We should point out that all the methods and results here can be easily extended to the three dimension case. We listed some related space and results. The corresponding ECR element in R 3 is defined as where K, K 1 , K 2 ∈ T h . These two nonconforming elements can be used in the three dimensional case to get the lower bounds of eigenvalues and the corresponding postprocessing methods can also be constructed to obtain upper bounds of the eigenvalues.
