1. Understanding how landscape features affect functional connectivity among populations is a cornerstone of spatial ecology and landscape genetic analyses.
| INTRODUC TI ON
First coined in 2003, landscape genetics has experienced rapid growth in both the number of studies and range of analytical methods utilized (Manel, Schwartz, Luikart, & Taberlet, 2003; Storfer, Murphy, Spear, Holderegger, & Waits, 2010) . This integrative field draws on landscape ecology, spatial statistics, and population genetics to address a wide range of questions. Landscape genetic studies frequently seek to understand how landscape features affect spatial genetic structure (Manel et al., 2003; Storfer et al., 2007) , often with a goal of quantifying the effective distance between sample locations as a function of the landscape matrix (McRae, 2006; Spear, Peterson, Matocq, & Storfer, 2005) . In the absence of direct observation of movement or dispersal across the landscape, effective distances are often interpreted as functional connectivity (e.g. Cushman, McKelvey, Hayden, & Schwartz, 2006) . However, functional connectivity and effective distance require an appropriately parameterized resistance surface. As defined by Spear, Balkenhol, Fortin, McRae, and Scribner (2010) , a resistance surface is a spatial layer that assigns a value to each landscape or environmental feature, with values representing the extent to which that feature impedes or facilitates connectivity for an organism.
Resistance values of surfaces have been determined using a variety of methods, including: habitat suitability models (e.g. Wang, Yang, Bridgman, & Lin, 2008) , telemetry (e.g. Driezen, Adriaensen, Rondinini, Doncaster, & Matthysen, 2007 ) and statistical models using genetic response data (e.g. Dudaniec et al., 2013) .
Parameterization of resistance values frequently relies on expert opinion (Zeller, McGarigal, & Whiteley, 2012) and less often on empirical movement studies (e.g. Stevens, Verkenne, Vandewoestijne, Wesselingh, & Baguette, 2006) or spatial predictions of ecological processes (Peterman, Connette, Semlitsch, & Eggert, 2014) . All of these are acceptable approaches, but each come with caveats. Of particular concern is that expert opinion often fails to accurately describe the biological or ecological process(es) being modelled (Charney, 2012; Shirk, Wallin, Cushman, Rice, & Warheit, 2010) .
Even when such processes are known and explicitly modelled, there is no guarantee that these processes will relate meaningfully to the movement of genes across the landscape (Khimoun et al., 2017; Peterman et al., 2014) . As such, methods to objectively parameterize resistance surfaces using genetic data are needed.
Unfortunately, assignment of resistance values is often a trial and error process that assesses a limited parameter space. This has led researchers to implement exhaustive search and optimization methods. Wang, Savage, and Shaffer (2009) used an exhaustive search approach to optimize resistance values of a categorical land cover surface, while Graves, Beier, and Royle (2013) used a search algorithm to maximize Mantel r correlation between inter-individual genetic distance and least cost path distance. Although the optimization procedures of Graves et al. (2013) recovered the maximum Mantel r when it existed, they found that resistance estimates were often imprecise and much smaller than simulated resistance values. They also found that response surfaces were quite flat, making identification of a global optimum difficult. In contrast, Peterman et al. (2014) found well-defined global optima when using Ricker and monomolecular data transformations in combination with optimization algorithms. However, the optimization procedure utilized by Peterman et al. (2014) is limited to continuous resistance surfaces (e.g. temperature, canopy cover) and requires an inefficient search of all possible data transformations.
There are numerous challenges to optimizing resistance surfaces based on pairwise genetic data. Among these challenges, foremost is the high dimensionality that resistance surfaces can have. For instance, if a land use, land cover surface consists of four land cover classes, there are 24 possible ways of ranking these classes even F I G U R E 1 There are eight continuous resistance surface data transformations implemented in ResistanceGA. Prior to transformation, the original continuous resistance surface had values ranging from 0-10. The shape and magnitude of each transformation are each controlled by a single parameter. All transformations in the figure have a shape parameter value of 3, and maximum value parameter of 100. Linear relationships are not explicitly incorporated, but all monomolecular functions become linear as the shape parameter increases before resistance values are assigned. Second, there is currently no closed-form expression to determine the landscape resistance values that describe pairwise effective distances, potentially making optimization intractable with gradient-based algorithms. Finally, landscape features and environmental gradients do not exist in isolation. Therefore, an ideal solution to resistance surface optimization is to simultaneously optimize multiple resistance surfaces to create a composite resistance surface. The ResistanceGA package for the R programming environment (R Core Team, 2017) has been developed to address these issues, filling a void in the landscape genetic toolbox. The initial impetus for this package was landscape genetic analyses, but any pairwise measures across the landscape (e.g. movement rates) could be utilized to optimize resistance surfaces with ResistanceGA, potentially making it a valuable, general tool for resistance surface optimization.
| DE SCRIP TION

| Genetic algorithms
Genetic algorithms (GAs) provide a powerful and flexible stochastic optimization framework for finding solutions to both discrete and continuous optimization problems (Holland, 1975) . Inspired by biological principles, genetic algorithms create a population of individuals (offspring) with traits (parameters to be optimized) encoded on "chromosomes". The genotypes (parameter combinations) of each TA B L E 1 Arguments of the required preparation functions and their default settings. Only one of either CS.prep or gdist.prep needs to be run, depending upon whether optimization will use CIRCUITSCAPE or gdistance 
individual solve the fitness function, and the fittest individuals from each generation survive to reproduce (Sivanandam & Deepa, 2007) .
The GA evolution process is facilitated by exploration and exploitation (Scrucca, 2013) . Exploration of parameter space occurs through random generation of new parameter values resulting from mutation, as well as exchange of genetic information through crossover.
Exploitation reduces diversity in the population by selecting the fittest individuals each generation. The population continues to evolve until a sufficient number of generations have passed without an improvement in fitness (Scrucca, 2013) .
| Resistance optimization
ResistanceGA utilizes the general-purpose genetic algorithm from the GA R package (Scrucca, 2013) . Briefly, the optimization proceeds as follows:
1. The original raster surface is imported into R. If the surface is continuous, it is rescaled to range from 0-10, preserving the relative spacing between all levels.
2. The evolution process starts by generating a random initial population of size n (default = 15× > number of parameters being optimized). If a continuous surface, the selected parameters determine
(1) which of eight transformations will be applied ( Table 1 for defaults). This function executes gdistance and returns the either a commuteDistance or costDistance matrix object SS _ optim .tif files,.csv summary tables This is a wrapper function for optimizing surfaces in isolation. All surfaces in a common directory will be optimized in turn, and numerous summary tables of optimized parameters and objective function values are produced SS _ optim.scale .tif files,.csv summary tables This is a wrapper function for optimizing surfaces in isolation with Gaussian kernel smoothing. All surfaces in a common directory will be optimized in turn, and summary tables of optimized parameters and objective function values are produced pairwise distances are calculated from least cost paths or randomwalk commute times (equivalent to CIRCUITSCAPE resistance distance) using the R package gdistance (van Etten, 2017).
3.
4.
A linear mixed effects model with a maximum likelihood population effects parameterization (MLPE) is fit to the data.
Pairwise genetic distance is the response and the scaled and centred pairwise effective distance is the predictor. The MLPE mixed effects parameterization accounts for non-independence among the pairwise data (Clarke, Rothery, & Raybould, 2002) , and Shirk, Landguth, and Cushman (2017) recently found that MLPE models performed best in landscape genetic model selection among the seven regression methods assessed.
5. An objective function, specified by the user, is obtained from the 
7.
Steps 2-6 are repeated until the specified number of generations have passed without improvement to the objective function.
| Continuous surfaces
There are eight transformations that can be applied to continuous surfaces ( Figure 1 ). Transformations are based on Ricker (Equation 1) and monomolecular (Equation 2) functions (Bolker, 2008) , as well as rescaling functions to keep values in positive parameter space.
Transformations of resistance surfaces, r, are controlled by shape (x) and magnitude (b) parameters that are varied during optimization (Peterman et al., 2014) .
The genetic algorithm searches combinations of transformations, magnitude parameters and shape parameters. Linear transformations are not explicitly included, but all monomolecular functions become linear as the shape parameter increases in value.
In this way, linear responses can be modelled without increasing the number of transformations assessed by the genetic algorithm.
It is possible to exclude transformations from consideration during optimization.
| Categorical surfaces
Categorical or feature surfaces, such as land cover or roads, can also be optimized using (1)
F I G U R E 2 Run times for calculating least cost distance (costDistance), random-walk commute time (commuteDistance), or resistance distance (CIRCUITSCAPE) at different sample size and grid size combinations. Sample sizes of 25, 50, 75 and 100 were assessed on grid surfaces that contained 50 2 , 100 2 , 250 2 , 500 2 , 1,000 2 and 2,000 2 grid cells. Each sample-grid size combination was run ten times and the mean runtime is presented in the figure. Error bars were not visible or meaningful at the scale that the y-axis is presented, but there generally was minimal variation between replicate runs
| Scaling resistance surfaces
Scale is a central concept to spatial ecology (Wiens, 1989 ), but has not been extensively addressed in landscape genetics research (Galpern, Manseau, & Wilson, 2012; Keller, Holderegger, & van Strien, 2013) . One way to assess scale is through ecological neighbourhoods (Addicott et al., 1987) , wherein a 'neighbourhood'
can be determined through the optimization of a kernel smoothing parameter. Using the R package spatstat (Baddeley, Rubak, & Turner, 2015) , a Gaussian kernel smoothing is applied to either a continuous or binary resistance surface prior to applying one of the eight transformations. The optimized SD of this smoothing is indicative of the ecological neighbourhood for that surface.
Scale can be optimized with single surfaces in isolation or separate scales can be optimized for each surface during multisurface optimization.
| Multisurface resistance optimization
ResistanceGA can simultaneously optimize multiple resistance surfaces to create a novel composite resistance surface. During optimization, each surface in the multisurface analysis is modified using the methods described above. All modified surfaces are then summed together to create a single, composite resistance surface, which is then used to calculate pairwise effective distances.
| OVERVIE W OF R ESISTA NCEG A FUN C TIONS
ResistanceGA optimization functions rely heavily on the R package raster (Hijmans, 2014) ResistanceGA are summarized in Table 2 .
| IMPLEMENTATION
Resistance surfaces can be optimized using effective distances calculated using cost distances (least cost path), random-walk commute time, or using circuit-based resistance distances. Cost and commute distances are calculated using the R package gdistance to require a minimum input from the user, however, all available arguments of the ga function can be set by the user to modify the genetic algorithm. The arguments and default settings of the preparation functions are described in Table 1 .
Genetic algorithms are stochastic optimization procedures, therefore it is highly advised to run all optimizations at least twice to confirm convergence and parameter estimates. Also, because bounds are placed on the parameter space searched, if the optimized resistance values are at or near the limits set, the optimization should be rerun after expanding the search space. The all _ comb function has been created to facilitate comprehensive analyses, including replication. This function will carry out single surface optimization followed by multisurface optimization, with all possible combinations of surfaces being assessed. After optimization, a bootstrap analysis is conducted. This bootstrap procedure subsamples the pairwise response and distance matrices generated from each optimized surface (without replacement), refits the MLPE model, and calculates fit statistics for each. The frequency that a model is the top-ranked model is used to assess the level of support for each surface.
Genetic algorithms are effective at finding an optimal solution, but they can be computationally intensive. To ensure that parameter space is adequately searched, the population of individuals produced each generation must be of sufficient size. In ResistanceGA, the default setting is to produce a population that is 15 times the num- (r ≥ .99) resistance values that differ only in scaling (van Etten, 2017).
On average, across all sample and grid sizes assessed during testing, commute time is 2.1 times faster than CIRCUITSCAPE (Figure 2 ). To further reduce the optimization time when using gdistance, the GA optimization can be parallelized. Additional strategies to reduce runtimes include modifying the connection scheme from the default setting of 8-4, and reducing the resolution of the resistance surfaces (McRae et al., 2008) .
| WORKED E X AMPLE
The package vignette contains numerous examples demonstrating use and application of functions to optimize resistance surfaces in isolation, in combination, and with a Gaussian kernel smoothing scaling parameter (Appendix S2). The example below uses simulated data provided with the package, and demonstrates how
ResistanceGA can be used to optimize resistance surfaces, conduct model selection to determine the best supported resistance surface, and make inference about the contribution of each surface to total resistance.
Using the pairwise response data (25 sample In this composite resistance surface, the categorical layer is responsible for 66.8% of the total resistance, the continuous layer is responsible for 33.2% of the total resistance, and the feature layer TA B L E 5 Summary table reporting the results of a bootstrap analysis conducted using the Resist.boot function. Following 1,000 iterations, the optimized categorical.continuous composite surface (the data-generating surface) was ranked as the best supported model in 41% of the bootstrap iterations, which is 5% more support than received by the categorical.continuous.feature composite surface that contained the superfluous feature surface. In combination with the model selection results in contributes nothing (determined using the Combine _ Surfaces function). Pairwise cost distances were generated using the commuteDistance function and random normal error was added (Appendix S3). This "noisy response" data has a Mantel r correlation of .45 with the true response data, and a Mantel r of .15 with Euclidean distance (Figure 4 ).
The all _ com b function was used to complete three replicate analyses of the three resistance surfaces, including multisurface optimization of all possible combinations of the surfaces. Results were consistent among runs (Table 3) .
Expanded results for one replicate are hereafter reported.
The categorical.continuous surface was top-ranked based on
AICc, but indistinguishable from the categorical surface alone (Table 4 ; ΔAICc = 0.59, ω = 0.41). However, following the bootstrap analysis, the categorical.continuous composite surface was identified as the top model 75% of the time and the categorical surface alone 3.9% of the time (Table 5) 
| D ISCUSS I ON
True optimization of resistance surfaces is an exceedingly difficult task. Numerous approaches have been used in the past (e.g. Dudaniec et al., 2013; Graves et al., 2013; Shirk et al., 2010; Wang et al., 2009 ), but all either fail to completely search parameter space, rely on a priori assumptions or expert opinion, have minimal capacity to optimize multiple resistance surfaces, or are not generally applicable to both continuous and categorical data types. 
| OBTAINING R ESISTA NCEG A
ResistanceGA is hosted on GitHub, and can be downloaded using the devtools package: 
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DATA ACCE SS I B I LIT Y
Example data are provided with ResistanceGA on Zenodo (https:// doi.org/10.5281/zenodo.1164840) or can be made using the code provided in Appendix S3.
