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“With horses you check the teeth; with a human you check the brains.” 
”.לכשׂ ןפֿיוא ןשטנעמ אַ ײַב ;ןייצ יד ףיוא ןעמ טקוק דרעפֿ ײַב” 
 
Yiddish proverb 
 
 
 
 
 
 
 
 
 
To my family 
  

  
 
1 
ABSTRACT (ENGLISH) 
 
Psychiatric disease is common, costly and globally spread. Currently there are few efficient 
treatments that help patients to be remitted to a high degree. There is a need for improvement 
of robust objective diagnostic markers that can help the physicians to diagnose, follow-up or 
monitor treatment schedules. In the field of depression, only about 50% of patients 
experience medical relief by pharmacological treatment, and with psychostimulant use 
disorders there are no routinely used pharmacological treatments available. Therefore, it 
would be valuable to have better robust tools to be used for evaluation of new putative 
treatments as well as gaining a more comprehensive understanding of the etiology and 
pathophysiology of psychiatric diseases. 
The aim of this study was to further evaluate the translational potential of resting state 
functional connectivity (rsfMRI) brain networks by Magnetic Resonance Imaging (MRI) 
with special focus on rodent models for psychiatric disease. 
MRI can be utilized to analyze both structure and function of the brain. The images obtained 
by an MRI scan with EPI (Echo Planar Imaging) pulse sequences have the right contrast to 
enable analysis of different functional brain networks. In the case of rsfMRI, subjects are 
asked to close their eyes, not think about any specific and lay still inside an MRI scanner. For 
rodents, this technique can be utilized on lightly anaesthetized animals. This study 
demonstrates how wheel running induces enlargement of hippocampus in rats. Also, it shows 
how remarkably similar resting state functional connectivity networks are in rats and humans. 
It was further discovered that 14 days cocaine administration to rats induced alterations of 
functional brain networks. The data obtained was processed with the novel method 
Quantitative Data-driven Analysis (QDA), where connection strength and numbers of 
connections in the whole brain was measured. This was the first time QDA was applied in 
rodent rsfMRI. 
Finally, we used QDA to show that functional brain network connections involving insular 
cortex were correlated to the behavioral response of rats in a novel environment. 
  
 
2 
POPULÄRVETENSKAPLIG SAMMANFATTNING 
 
Psykisk sjukdom är ett vanligt, kostsamt och globalt problem. I dagsläget finns det få 
effektiva behandlingar som patienterna mår bättre av. Därför finns det ett behov av bättre 
objektiv diagnostik, som kan hjälpa läkare att identifiera sjukdomen samt följa upp och 
kontrollera behandlingar. 
När det gäller depression uppfattar endast hälften av patienterna att de mår bättre av 
medicinering. Vid missbruk av psykostimulantia så finns det inga rutinmässigt använda 
läkemedel. Därför skulle det vara värdefullt med objektiva och mer tillförlitliga verktyg för 
utvärdering av nya behandlingsmöjligheter samt för en utökad förståelse för orsaker och 
bakomliggande mekanismer till psykiska sjukdomar. 
Syftet med detta arbete var att utvärdera användningen av bildtagning med 
magnetresonanskamera, MR, för att kartlägga hjärnans aktivitet vid vila. Fokus lades på 
psykiska sjukdomar. 
MR kan användas för att analysera både hjärnans struktur och funktion. MR-bilder som tas 
med hjälp av en typ av magnetiska pulser kallade EPI, Echo Planar Imaging, gör det möjligt 
att analysera olika funktionella nätverk i hjärnan. Med funktionella nätverk menas nätverk av 
regioner som samspelar men inte nödvändigtvis är fysiskt kopplade till varandra. Vid 
kartläggning av hjärnans aktivitet vid vila ombeds försökspersoner att blunda och inte tänka 
på något särskilt medan de ligger stilla i en MR-kamera. Vid användning av experimentella 
modeller kan en lätt nedsövning användas under bildtagningen. 
Detta arbete visar hur träning, i detta fall i springhjul, leder till en förstoring av hjärnregionen 
hippocampus hos in vivo-modeller. Det visar även att det finns en stark likhet mellan 
modellerna och människor när det gäller hjärnans aktivitet vid vila. Dessutom framkom det 
att en daglig dos av den psykostimulerande drogen kokain i 14 dagars tid förändrade de 
funktionella nätverken i hjärnan. Informationen analyserades med hjälp av metoden 
Quantitative Data-driven Analysis, QDA, som användes för första gången vid analys av 
experimentella modeller.  
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1 ABBREVIATIONS 
5HT – Serotonin 
ACC – Anterior Cingulate Cortex 
ASL – Arterial Spin Labeling 
BOLD – Blood Oxygen Level Dependent 
CBF – Cerebral Blood Flow 
CCI – Connectivity Counter Index 
CSI – Connectivity Strength Index 
DFP – diisopropyl fluorophosphate 
DMN – Default Mode Network 
ECS – Electroconvulsive Seizures 
EPI – Echo Planar Imaging 
fMRI – functional Magnetic Resonance Imaging 
FRL – Flinders Resistant Line rats 
FSL – Flinders Sensitive Line rats 
IL-6 – Interleukin-6 
MDD – Major Depressive Disorder 
mPFC – medial Prefrontal Cortex  
MRI – Magnetic Resonance Imaging 
NMDA – N-methyl-d-aspartate 
OFC – Orbitofrontal Cortex 
PCA – Principal Component Analysis 
PET – Positron Emission Tomography 
PFC – Prefrontal Cortex 
QDA – Quantitative Data-driven Analysis 
rsfMRI – resting state functional connectivity 
SEMS – Spin Echo Multi Slice 
SSRI – Selective Serotonin Reuptake Inhibitors 
TNF-α – Tumor Necrosis Factor alpha 
VOI – Volume of Interest 
VTA – Ventral Tegmental Area 
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2 INTRODUCTION 
2.1 MRI, FMRI AND RESTING STATE FUNCTIONAL CONNECTIVITY 
Magnetic Resonance Imaging (MRI) technology was put in clinical use in the mid 1980’s 
(Bandettini, 2012). The original idea of magnetic resonance was developed by Isidor Rabi 
and was awarded by a Nobel price in 1944 (Rabi, Zacharias, Millman, & Kusch, 1992). 
However, after the principle of MRI was discovered, many different discoveries (Pake, 1993) 
were crucial for the development of the MRI as we have it today. It would take until 1973 
before the first magnetic resonance image was produced (Lauterbur, 1973). 
Later, different MRI applications were developed. One such methodology that is still under 
rapid development is termed fMRI (functional Magnetic Resonance Imaging) (Bandettini, 
2012). The basic principle of the method is based on the fact that oxygenated hemoglobin and 
deoxygenated hemoglobin have different paramagnetic properties, and that the ratio of 
oxygenated/deoxygenated hemoglobin i.e. the BOLD-signal (Blood Oxygen Level 
Dependent signal, see Fig. 1) in the blood vessels of the brain reflects the degree of neuronal 
activity. Ogawa and co-workers initially developed the idea to take advantage of this ratio in 
the early 1990’s (Ogawa, Lee, Kay, & Tank, 1990). The intensity of the BOLD-signal can 
vary in the range of 0.5-5% (Borsook, Becerra, & Hargreaves, 2006), and the images are 
rapidly captured with low resolution but relatively high BOLD contrast using gradient Echo 
Planar Images (EPI). The pulse sequence, which is used to obtain EPI images in human 
subjects with the aim to follow changes in blood-flow were originally developed by Kwong 
and co-workers (Kwong et al., 1992).  
 
Reprinted by permission from Macmillan Publishers Ltd: Nature Reviews Drug Discovery (Borsook et al., 
2006), copyright (2006) 
Figure 1 – The BOLD-signal. When there is a change of activity in a certain brain region, more oxygenated 
blood is shunted to the area and thus changing the ratio of oxygenated/deoxygenated blood leading to an MRI 
signal intensity change. 
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After the discovery and development of the BOLD signal and neuronal activity, researchers 
have used the technology for various applications. One example is the detection of different 
resting state functional brain networks, which are detected when people are resting, having 
closed eyes, and not thinking about anything specific. Those networks differ from the 
functional brain networks that are detected during specific tasks (Beckmann, DeLuca, Devlin, 
& Smith, 2005; B. Biswal, Yetkin, Haughton, & Hyde, 1995; B. B. Biswal, VanKylen, & 
Hyde, 1997; Fransson, 2005; Raichle et al., 2001). This lead to the discovery of resting state 
functional connectivity (rsfMRI) brain networks with synchronized blood flow that do not 
have to be directly anatomically linked. One such network is called the DMN (Default Mode 
Network), and was first characterized by Raichle and co-workers in 2001, who hypothesized 
that the brain has a network of higher activity nodes when it is at rest (Raichle et al., 2001). It 
was also compared to PET (Positron Emission Tomography) data using O15-
radiopharmaceuticals to calculate the Oxygen Extraction Fraction, which is the ratio of 
oxygen used by the brain in relation to the oxygen delivered by the blood. It was thereby 
concluded that there in fact is an active network in the brain while it is resting. 
Over the last twenty years, the technical development has enabled new MRI scanners with 
strong magnetic fields that are optimal for studying small subjects such as mice or rats 
(Jonckers, Van Audekerke, De Visscher, Van der Linden, & Verhoye, 2011; Pawela et al., 
2009; A. Schwarz et al., 2013; Silva, Zhang, Williams, & Koretsky, 1995). In parallel the 
development of novel resonators, scanning protocols, statistical analysis methods, and other 
hardware for scanning preclinical subjects is still ongoing (Anderson et al., 2011; Fox, Zhang, 
Snyder, & Raichle, 2009; Kalthoff, Po, Wiedermann, & Hoehn, 2013; X. Liu, Zhu, Zhang, & 
Chen, 2013; Wang & Li, 2013).  
Thus, in the light of the fast development in different fields the fMRI technology has the 
potential to be used for example to study complex diseases within the field of psychiatry. 
Classical pharmacological biomarkers of psychiatric disease, treatments, and 
pathophysiology are difficult to develop and are yet to be further investigated (Maes et al., 
2009). At the same time, there is a need for more robust methods to assess severeness, 
follow-up treatments and elucidate the pathophysiology as well as the mechanism of disease. 
2.2 DEPRESSION 
Depression is a major psychiatric disease that impacts people worldwide. It is estimated to be 
the fourth most common disability that has an annual estimated cost of up to 118 billion Euro 
(2004) in Europe alone. Due to the complexity, extreme variability and heterogeneity of this 
disease, treatments and understanding of the underlying mechanism have not yet been very 
successful (Maes et al., 2009).  
Major Depressive Disorder (MDD) is a disease where the subjects can have daily feelings of 
depressed mood, experience worthlessness, close to no feelings of pleasure out of any activity 
during the day, has drastic changes in weight, suicidal thoughts, and problems sleeping 
(APA, 2013). Some of these symptoms are evaluated on a subjective basis, making it difficult 
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to assess in comparison to other subjects of similar feelings. Women are more prevalent 
among the depressed patients compared to men with a relationship 2:1 (Nestler et al., 2002). 
There are several treatments for depression such as pharmacotherapy, electroconvulsive 
seizures (ECS), and psychotherapy (Nestler et al., 2002). However, far from all individuals 
respond to treatment and also there is a delayed response. It takes weeks or even months 
before an antidepressant effect can be manifested. Because of the delayed response of the 
different treatments it is difficult to understand and pin point specific adaptations in the brain 
that can underlie the antidepressant effect. 
In the field of imaging with a focus on depression, there is for example strong documentation 
on the shrinkage of hippocampus in depressed subjects (Bremner et al., 2000; Wisse et al., 
2015). In fact time with depression is correlated to the degree of shrinkage (Sheline, 
Sanghavi, Mintun, & Gado, 1999). In addition to these findings, the hippocampal volume 
decrease is also detected in post-mortem analysis of depressed patents, which also indicated 
decreased number of synapses as well as lower glial cell density (Russo & Nestler, 2013).  
Recently, resting state functional MRI was used to analyze brain networks in depressed 
patients and controls (Tang et al., 2013). The methodology could with 94% certainty (Zeng et 
al., 2012) distinguish clinically depressed patients from healthy controls. Thus, rsfMRI 
methodology encompasses a different level of network complexity compared to other well-
established pharmacological aspects of disease.  
2.2.1 The serotonin hypothesis 
The serotonin hypothesis of depression has so far been the most investigated theory of 
depression from the pharmaceutical industry since most anti-depressant treatments mainly 
target the serotonergic signaling system (Maes et al., 2009). The hypothesis states that there 
are altered relationships of serotonin receptors in patients suffering from depression, and that 
there are lower levels of serotonin (5HT) in depressed patients (Maes M, HY, Bloom, & 
Kupfer, 1995). For example, levels of 5HT in post-mortem studies of suicide victims are 
generally lower in the brain stem (Mann, Arango, Marzuk, Theccanat, & Reis, 1989).  
Initially, tricyclic antidepressants and monoamine oxidase inhibitors were found to exert 
antidepressive effects, and the mechanism of action was inhibition of serotonin and 
norepinephrine reuptake as well as inhibition of monoamine oxidase (Nestler et al., 2002).  
Later, development of second-generation antidepressants lead to the introduction of 
Serotonin-Selective Reuptake Inhibitors (SSRI’s) and norepinephrine-selective reuptake 
inhibitors were considered to be more selective than the first-generation drugs and are still in 
routine use today. However, time has shown that the mechanism of action by these drugs is 
more complex. They are not as selective as it was initially thought.  
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However, it takes several weeks before patients get any effect by SSRI’s and only about 50-
60% of the patients experience remission indicating that 5HT is not the single signaling 
substance involved in the pathophysiology of the disease (Maes et al., 2009; Nestler et al., 
2002).  
2.2.2 The cytokine hypothesis 
Cytokines are small endogenous molecules that are involved in inflammatory response, 
secreted by immune cells. They act on the surroundings as well as the cells secreting them 
(Venes, 2013).  
Both immune cell activation and an increase of proinflammatory cytokines have been linked 
to depression in patients. Inflammatory markers such as lower serum zinc levels have also 
been detected among depressed subjects hinting an inflammatory response correlated with 
depression (Maes et al., 2009). In a meta-analysis of depressed patients the levels of serum 
cytokines showed a significant increase in Tumor Necrosis Factor (TNF)-α and 
Interleukin(IL)-6 compared to controls (Dowlati et al., 2010). 
Other observations made in patients with different inflammatory diseases such as type-2 
diabetes, cardiovascular disease, and rheumatoid arthritis is that it often coincides with 
depression. Moreover, the symptoms of sickness behavior that are fatigue, anhedonia, 
reduction in locomotion, loss of appetite, and cognitive malfunction are similar to the 
symptoms of depression (Dantzer, O'Connor, Freund, Johnson, & Kelley, 2008). 
Interestingly, in depressed patients lower levels of L-tryptophan and 5HT is noticed (Maes et 
al., 1993). This indicates that tryptophan is catabolized into kynurenic acid due to induction 
of indoleamine 2–3-dioxygenase by cytokines (Babcock & Carlin, 2000). Elevated levels of 
kynurenic acid has previously been associated with schizophrenia (Erhardt, Olsson, & 
Engberg, 2009) and bipolar disorder (Olsson et al., 2010).  
One theory states that the induced level of cytokines in depressed patents increases 
permeability of the gut allowing bacteria to colonize the outside of the gut protective mucosal 
layer and allowing lipopolysaccharide to “leak” into the blood known as a condition called 
leaky gut. The condition will then potentiate the immune system and lead to increased 
inflammatory response in the periphery (Maes et al., 2009). 
Additionally, TNF-α contributes to the neurotoxic effects of glutamate in the hippocampus 
through a synergetic effect by inhibiting glutamate re-uptake by transporters on astrocytes 
leading to an increase of glutamate in the synaptic cleft and in the extrasynaptic compartment. 
The glutamate in the extrasynaptic environment mediates a postsynaptic neurotoxic effect by 
stimulating extrasynaptic N-methyl-d-aspartate (NMDA) receptors (Zou & Crews, 2005). 
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2.2.3 Flinders Sensitive Line (FSL) Rats 
Several different rodent models for depression exist and one of the best characterized is the 
Flinder’s Sensitive Line (FSL) rat strain. The FSL rat strain was originally developed to be 
resistant to diisopropyl fluorophosphate (DFP) (Overstreet & Wegener, 2013), which is an 
acetyl choline esterase inhibitor (Millard et al., 1999). However, the strain turned out to be 
more sensitive instead of resistant to DFP and showed depression-like symptoms (Overstreet 
& Wegener, 2013). The hallmark features of depression that are observed in the FSL rat 
model are; psychomotor retardation, reduced appetite, sleep abnormalities, as well as an 
altered immune system (Overstreet, Friedman, Mathe, & Yadid, 2005). However, one main 
symptom of depression, anhedonia, was not evident in the FSL rat strain when testing for 
sucrose preference, which is a test that is suggested to monitor anhedonia in rats. The rats 
show no decrease of sucrose consumption compared to controls (Overstreet & Wegener, 
2013). 
The FSL rats also respond to antidepressant treatments and physical activity (wheel running). 
All SSRI’s and tricyclic drugs with antidepressant effects in humans that have been tested on 
FSL rats also demonstrate antidepressant effects in the rat model (Bjornebekk, Mathe, & 
Brene, 2005, 2006; Overstreet & Wegener, 2013). 
Moreover, FSL rats have lower levels of D-serine in hippocampus, a decrease of glutamate 
transporters on the astrocytes, simultaneously higher synaptic glutamate activity as well as 
decreased synaptic plasticity (Gomez-Galan, De Bundel, Van Eeckhaut, Smolders, & 
Lindskog, 2013). 
The FSL and its’ often used control strain FRL strain have also been analyzed with fMRI. 
Interestingly, when presented with an odor of a predator (Huang et al., 2011) awake FSL rats 
have differences in BOLD signal in brain regions, which are suggested to be affected in 
depression such as insular cortex, prefrontal cortex, and amygdala when compared to the 
FRL (Flinders Resistant Line rats) strain. 
2.3 PSYCHOSTIMULANT ADDICTION 
Addiction is a complex disorder that can be subdivided in many stages. The two longitudinal 
stages of the disease are habitual usage, and withdrawal.  
Stimulant use disorder is a psychiatric disease defined as when a person takes a drug and use 
it over longer periods of time than intended, is unable to control the amount of intake, 
experience craving, and uses the drug despite knowledge of its hazardous properties (APA, 
2013).  
Stimulant withdrawal on the other hand manifests many clinical features similar to major 
depressive disorder, for example: dysphoria, issues sleeping, increased appetite, and 
psychomotor retardation (APA, 2013). 
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Currently, there are no successful pharmacological treatments routinely used for 
psychostimulant addiction. There is a great need for more research on novel therapeutic 
approaches, and the main rehabilitation strategy is behavioral therapy (Phillips, Epstein, & 
Preston, 2014).   
There are multiple anatomical regions involved in the different stages of addiction that has 
great resemblance to the brain regions affected in depression (see Fig. 2). The prefrontal 
cortex (PFC) and orbitofrontal cortex (OFC) are important for motivation/drive and impulse 
control (Volkow, Fowler, & Wang, 2003). Ventral tegmental area (VTA) is the site for the 
dopamine cells that project to nucleus accumbens, which is rich in postsynaptic dopamine 
receptors. It is an essential part of the mesolimbic dopamine pathway (Nestler, 2005). 
Virtually all addictive drugs are shown to acutely elevate dopamine levels in nucleus 
accumbens and caudatus putamen (Di Chiara & Imperato, 1988). There are also studies 
showing that glutamate is important for different aspects of addiction and persistent changes 
of VTA dopaminergic cells occur after cocaine self-administration (Rodriguez Parkitna & 
Engblom, 2012). Amygdala is important for emotional processing and hippocampus in spatial 
learning. 
 
©Science by American Association for the Advancement of Science Reproduced with permission of AMERICAN 
ASSOCIATION FOR THE ADVANCEMENT OF SCIENCE in the format Republish in a thesis/dissertation via 
Copyright Clearance Center. 
Figure 2 – Brain Regions Involved in Addiction. Dopamine has a central role in addiction, and projections 
from the ventral tegmental area (VTA) assert effects on brain regions such as nucleus accumbens, and the frontal 
cortical areas. (Holden, 2001) 
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When drug abuse is established among recreational drug users, and drugs are taken more as a 
‘habit’ rather than due to the ‘rewarding effects’, a shift in which anatomical regions that are 
affected has been observed (Everitt & Robbins, 2005, 2013). Preclinical studies show that 
when drugs of abuse are taken initially, parts of the nucleus accumbens shell as well as 
mediodorsal parts of the caudatus putamen are activated. By time when the substance abuse 
has entered a habitual phase, a transition has occurred and now nucleus accumbens core and 
laterodorsal parts of caudatus putamen is more involved (Everitt & Robbins, 2005, 2013).   
Many imaging studies of drug abuse show altered blood flows and changes in resting state 
functional connectivity networks in both humans (Gu et al., 2010; Volkow et al., 2003; 
Volkow, Fowler, & Wang, 2004) and rats (Gozzi et al., 2011; Marota et al., 2000; Schwarz et 
al., 2004). 
An intriguing matter in addiction biology is the question of what is essential for developing 
addiction. There are many studies showing on drug dependence induced adaptations of the 
brain, but there is also evidence for inherited biological abnormalities in drug dependent 
subjects (Volkow & Baler, 2012). 
In order to answer the question on whether the addictive drugs induce the structural and 
functional changes as addiction develops in humans, analysis of the individuals before and 
after addiction is manifested is necessary. Recently, a study showed that there are similar 
alterations in brain structure and impulse control in addicts and their non-addicted siblings 
when compared to healthy controls (Ersche et al., 2012). The data suggests that it is not the 
drugs per se that induce structural and functional changes that are noted in drug addicts.  
However, when researching the underlying pathology of addiction in a clinical setting, with 
MRI technology, there is a fundamental ethical problem with longitudinal studies examining 
e.g. the functional networks before and after prolonged abuse of drugs in the same individual. 
In contrast, MRI examination of these networks before and after prolonged drug abuse in 
rodent models can be preformed. 
2.3.1 Cocaine 
The main mechanism of cocaine is blocking dopamine reuptake via the dopamine transporter 
(DAT), which is situated on the presynaptic dopamine terminal, This results in increased 
dopamine levels in the synaptic cleft and prolonged exposure of dopamine on dopamine 
receptors on the postsynaptic terminal (Hyman, Malenka, & Nestler, 2006).  
A study of cocaine addicts in withdrawal showed that there were persistent lower uptake of a 
PET-ligand called [18F]N-methylspiroperidol, that is used to study dopamine receptor 2 
availability, in the basal ganglia one month after cocaine abuse cessation. The decreased 
availability is still very evident even 4 months after cocaine abuse cessation compared to 
healthy controls (Volkow et al., 1993). Additional studies of early withdrawal showed 
generally higher glucose metabolism in the whole brain compared to control subjects, but the 
longer time after discontinuation of cocaine, the lower glucose metabolism in orbitofrontal 
cortex (Volkow et al., 1991). 
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An analysis of rsfMRI networks among active cocaine-addicted subjects compared to healthy 
controls show differences in connectivity from VTA to thalamus/nucleus accumbens, from 
amygdala to mPFC (medial Prefrontal Cortex)/rostral ACC (Anterior Cingulate Cortex), as 
well as from rostral ACC to amygdala/hippocampus after (Gu et al., 2010). Interestingly, 
these are all regions (described previously) where dopamine is a prevalent neurotransmitter. 
There are also preclinical fMRI studies of withdrawal and rats on 10 days withdrawal after 
prolonged cocaine self-administration have differences in basal cerebral blood volume in 
rostral ACC, prelimbic cortex, and OFC compared to drug naïve rats. The cocaine group 
showed significantly lower relative cerebral blood volume response in caudatus putamen 
when challenged with amphetamine while in the MRI-scanner (Gozzi et al., 2011). 
Interestingly, and in line with the rodent imaging study mentioned above, multiple daily 
cocaine injections over time induce lower baseline dopaminergic tone in dorsolateral and 
ventromedial striatum when cocaine is not present (Schlussman, Nyberg, & Kreek, 2002). 
2.4 TRANSLATIONAL RESEARCH IN DEPRESSION AND ADDICTION 
There are a few different aspects in validation of animal models in neuropsycho-
pharmacology; predictive validity, face validity, and construct validity. Predictive validity is 
when a treatment has similar effect in a human and a model animal i.e. the outcome of the 
treatment is the same. Face validity is when an animal model shows the same symptoms as in 
the clinical aspect of the disease. Construct validity is when the underlying cause e.g. the 
disease pathophysiology or the etiology is the same or as similar as possible as in humans 
(Belzung & Lemoine, 2011). 
In the field of addiction, rats can be trained to self-administer in principle all drugs that are 
addictive to humans (Shippenberg & Koob, 2002) and there is vast literature describing 
molecular (Dworkin, Co, & Smith, 1995; Self, Choi, Simmons, Walker, & Smagula, 2004; 
Self & Nestler, 1995), and behavioral (Ahmed & Koob, 1998; Sanchis-Segura & Spanagel, 
2006) aspects of self-administration. 
There are for example imaging studies of cocaine addiction investigating both acute effects 
(Schwarz et al., 2004) on blood flows in the brain as well as withdrawal effects (Gozzi et al., 
2011). However, only very few imaging studies have focused on translational networks in 
both animals and humans, but mainly explored the DMN (Lu et al., 2012; A. J. Schwarz et 
al., 2013; Smucny, Wylie, & Tregellas, 2014).  
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AIMS 
 
1. Investigate whether experimental MRI can detect structural adaptations in 
hippocampus, in an exercising rat model of depression.  
 
i. Can the hippocampus size be altered by physical activity? 
 
 
2.  Analyze if humans and rats have common resting state brain networks.  
 
i. Elucidate whether resting state fMRI can be used as a translational 
tool when validating animal models of brain disorders. 
 
3. Investigate whether cocaine alters resting state functional connectivity in drug naïve 
rats. 
 
4. Explore how behavior in a novel environment is correlated to specific brain regions 
using resting state fMRI. 
 
5. Suggest how MRI methodology can be further developed for translational and 
diagnostic purposes.  
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3 MATERIALS AND METHODS 
The material and methods are described in detail in the manuscripts in the thesis. Here, the 
different methods are discussed from the perspective of what was learnt along the way of the 
studies. 
3.1 ANIMALS AND ETHICS 
All animals used in the studies were approved by the Stockholm North Committee on Ethics 
on Animal Experimentation and followed the ethical guidelines of the Swedish Legislation on 
Animal Experimentation (Animal Welfare Act SFS1998:56) as well as the European 
Communities Council Directive (86/609/EEC). In paper I, a rat model of depression was used 
to investigate a novel therapy in depression: exercise. This preclinical data can be used to 
motivate future clinical studies on how exercise can be used in treatment or in combination 
with already existing treatments in patients suffering from depression. There are many animal 
models of psychiatric disease available. To be able to evaluate how the brain networks are 
altered in these models, it is of great importance to understand the normal/healthy animal and 
human as was done in paper II. Moreover, better understanding of evaluated animal models 
can lead to a reduction in use of animal models that do not correspond to either normal or 
disease symptoms seen in a clinical setting. In study III, cocaine was given to naïve rats and 
MRI data was collected before and after 14 days with cocaine. It would not be ethically 
justifiable to do these experiments in human subjects, yet the rat experiments provides vital 
data for the understanding of the pathophysiology of cocaine addiction and the alteration of 
the resting state functional connectivity. Paper IV describes how a behavioral trait can be 
linked to a brain networks in the same individual. Thus, combining behavioral analysis with 
brain network analysis (preclinical imaging and behavioral neuroscience) on the same 
individuals can reduce total number of animal used. 
3.2 MRI PREPARATIONS 
A crucial step in MRI of small animals such as rodents is the animal preparation before the 
scanning session and also to keep the animal in a stable and reproducible physiological state 
during the whole MRI scan-time. There are mainly two schools of thought each with their 
benefits and disadvantages. One could (like in the studies of this thesis) lightly anaesthetize 
the animals during the MRI scanning or otherwise habituate the animals to the scanner setting 
while they are awake as has been done by others (Becerra, Pendse, Chang, Bishop, & 
Borsook, 2011; Huang et al., 2011; Upadhyay et al., 2011). The disadvantage with the 
anesthesia is that there might be pharmacological interference with the study. Awake animals 
have a greater tendency not to lie still and thus move more than the anaesthetized counterpart, 
additionally the scanning time has to be reduced so longer experiments are not an option. Not 
only does the study of awake rodents bring ethical considerations, but it also makes it harder 
to compare to other studies of e.g. acute pharmacological treatments or electrical stimulation 
while in the MRI. 
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As the influence of anesthesia is inevitable, there are studies (Kalthoff et al., 2013; Zhao, 
Zhao, Zhou, Wu, & Hu, 2008) suggesting light medetomidine as the primary choice of 
anesthesia.  
Here, isoflurane was used to induce anesthesia, and a subcutaneous catheter for transition to 
subcutaneous medetomidine was placed. After the animal’s temperature had stabilized  
at 37°C, a bolus dose of medetomidine was given, the isoflurane was discontinued, and 
consecutively, medetomidine was infused continuously. 
During the MRI scans, physiological parameters such as breathing rate, temperature, and 
pulse were monitored. One way to see the transition of isoflurane to medetomidine was by 
the decreased heart rate and slower breathing. 
3.3 MRI SCANNING PROTOCOLS 
Due the effects of anesthesia, the scanning time for each individual is potentially much 
greater so more different types of images can be collected. In a single scan session that could 
take up to four hours, it was possible to obtain high-resolution anatomical images, Echo 
Planar Imaging (EPI) images, as well as Arterial Spin Labeling (ASL) images. 
3.3.1 Spin Echo Multi Slice (SEMS) Volume and Bias Field Correction 
This method was used in paper I, to obtain volumetric data of the entire rat brain for further 
analysis. The transmitting coil was a an actively tuned 72 mm inner diameter birdcage 
(volume coil). Receiving the signal is a 4-channel phased array coil (surface coil). The 
surface coil is cinched tight around the head of the rat to minimize the length between the coil 
elements and the brain. Obtaining images with the surface coil will give a signal intensity that 
is higher proximal to the coil and thus creating bias fields that are a gradient decay of signal 
intensity from the most proximal to the distal point from the surface coil, i.e. from the dorsal 
to the ventral part of the brain when the animal is in prone position (see Fig. 3). In paper III, a 
decision was made to try to correct for this intensity change and a bias field correction was 
made by obtaining low resolution images of the whole volume, from both the surface coil and 
the volume coil, smoothing them and calculating new images according to this formula:  𝑙𝑜𝑤  𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛  𝑠𝑚𝑜𝑜𝑡ℎ𝑒𝑑  𝑣𝑜𝑙𝑢𝑚𝑒  𝑖𝑚𝑎𝑔𝑒𝑠𝑙𝑜𝑤  𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛  𝑠𝑚𝑜𝑜𝑡ℎ𝑒𝑑  𝑠𝑢𝑟𝑓𝑎𝑐𝑒  𝑖𝑚𝑎𝑔𝑒𝑠×𝑠𝑎𝑚𝑝𝑙𝑒𝑑  ℎ𝑖𝑔ℎ  𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛  𝑠𝑢𝑟𝑓𝑎𝑐𝑒  𝑖𝑚𝑎𝑔𝑒𝑠 
This evened out the gradient intensity and resulted in easier manual skull stripping in paper II 
(see Fig. 4). Future studies intended for volumetric measuring could benefit from this 
intensity correction. 
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Figure 3 – Profile Cross-section Illustration of Rat in Prone Position with Volume Coil, Surface Coil and 
ASL Coil.  
 
 
Figure 4 – Bias Fields and Correction Overview. 
 
3.3.2 High Resolution SEMS 
The advantage with this scanning protocol is that very high-resolution images can be obtained 
on the cost of scanning time. It takes around 20 minutes to generate 11 slices that are 1 mm 
thick. In this case, anesthetized animals are preferred, due to the long scanning time, where 
slightest movement could destroy the entire scan.  
3.3.3 Echo Planar Imaging 
EPI proved to be very good in generating BOLD-images. However, there are problems 
regarding the cost of the rapid image collection such as resolution and geometric distortions. 
The time to collect the entire volume was only 1 sec, and the BOLD-signal could be detected 
even if the time was set to 2 sec, and that might allow for better resolution (as was done in the 
human fMRI scanning in paper II).  
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However, one of the main problems with the protocol utilized was that the paramagnetic 
effects of the air in the ear-channels contributed with large artifacts on the brain proximal to 
the ears. This could be corrected if one were to apply a parallel imaging paradigm (similar to 
the ipat=2 in the human fMRI data collection in paper II). 
3.3.4 Arterial Spin Labeling  
The method of Arterial Spin Labeling (ASL) generates blood quantitative perfusion maps of 
the brain.  
Perfusion measurements were performed using an echo planar imaging sequence with 
continuous labeling of the arterial spins, TR=6 s, TE=6.18, matrix size 64 × 64 and FOV= 
32mm, slice thickness=1mm, 11 consecutive slices, 15 repetitions, and 3 shots in k-space. 
Labeled images were acquired by labeling the arterial spins during TR before the phase 
encoding step using RF power sent to the neck coil together with 1 Gauss/cm gradient. The 
labeling slice was located 24 mm away from the most caudal slice in the imaging slice 
packet. For acquiring control images no RF power was sent to the labeling coil.  
Perfusion maps are calculated according to: 
P=    
ρ = Tissue density, λ=0.9 is the blood:tissue partition coefficient for water, = T1 relaxation 
time for the blood in the brain tissue Mc= The intensity of the non-labeled slice ML= The 
intensity of the labeled slice α = the Labeling Efficiency P = Perfusion 
And since φ=ρ·P (perfusion rate = tissue density · Perfusion) we can calculate Cerebral Blood 
Flow maps (CBF-maps) over the brain. 
3.3.4.1 Labeling Efficiency 
To measure labeling efficiency, a gradient echo sequence was used with TR=7.45 ms, 
TE=3.74 ms, flip angle=40°, 1 average and slice thickness= 1.0 mm. The labeling slice was 
placed upstream from the bifurcation of the carotid. Labeling was performed using a RF 
pulse on the neck coil during a gradient of 1Gauss/cm. The labeling efficiency was calibrated 
to obtain a 75% labeling efficiency by varying the RF pulse amplitude and measuring the 
arterial spin magnetization in the presence (MT) and absence (Mo) of RF irradiation. The 
labeling efficiency is then calculated as α=(MT- Mo)/(2 Mo). 
 
ρ
λ
T1!
MC −ML
2αMC
T1!
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3.4 MRI DATA ANALYSIS 
3.4.1 Volume Measurement Analysis 
There are different approaches of data analysis in MRI volumetric data. Manual segmentation 
of a volume of interest (VOI) could be preformed, semi manual segmentation, or automatic 
segmentation. 
Manual segmentation is the most exact segmentation strategy where the researcher manually 
outlines the VOI in each slice of a 3d volume, hence the most time consuming. Semi-manual 
segmentation is when the researcher manually segments some slices of the entire VOI and 
later interpolates between them. Automatic segmentation is the fastest process yet the least 
careful and with the possibility of committing greater mistakes, however consistently. In 
paper I, the method chosen was the manual segmentation due to the strength in accuracy of 
the segmentation outlining.  
3.4.2 Seed Based Analysis 
The seed based analysis of rsfMRI data is a hypothesis driven method. I.e. the method is 
based on seed regions placed according to the hypothesis in the brain areas of choice 
according to the hypothesis. This method was used in paper II where robust and already 
known networks were analyzed and paper III, where prior clinical as well as preclinical data 
existed. This is an excellent method to use when e.g. a specific network, a region of interest, 
or prior knowledge is obtained to analyze differences related to that specific seed.    
3.4.3 Quantitative Data-driven Analysis (QDA) 
To our knowledge, a suitable method, which did not require any prior assumptions and that 
could be used to correlate a set of behavioral traits with rsfMRI data (paper IV), did not exist. 
Therefore the development of a new hypothesis generating method was encouraged and 
welcomed. The strength of this method is that one can visualize, and do statistics on the entire 
brain volume with respect to changes in correlation strength (CSI – Connection Strength 
Index) as well as changes in number of connections (CCI – Connection Counter Index) from 
each point in the volume to the entire brain. This method cannot be utilized to visualize where 
the connections go (directionality) or which specific connections have decreased or increased 
in strength. 
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3.5 STUDY DESIGN (PAPER IV) 
In the cocaine study, a longitudinal design (see Fig. 5) was selected to ensure the quality of 
the data and push the limits of what the fMRI method can preform. Not only does this design 
allow intra-group changes (where each individual is its own control), but also inter-group 
differences can be evaluated. This design is more complex than only analyzing differences 
after treatments, but it can also handle factors such as the unavoidable anesthesia by taking 
the changes of the control-group (ΔSal) into account.   
 
Figure 5 – A schematic view of the longitudinal design in paper IV. Twenty naïve rats were scanned in the 
MRI camera and then randomly divided into two different treatment groups with ten individuals in each group 
(Coc1 and Sal1). One group received a daily dose of 20mg/kg cocaine and the other group received saline for 14 
consecutive days. The post treatment names of the two groups were Coc2 and Sal2. All subjects in the groups 
underwent another MRI scan 24 hours after the last injection received. 
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4 RESULTS AND DISCUSSION 
4.1 THE EFFECT OF WHEEL-RUNNING ON HIPPOCAMPUS SIZE (PAPER I) 
Here, adult depressed rats that were single housed with free access to a running-wheel were 
investigated to see whether they could increase hippocampal size by voluntary exercise. 
It was concluded that the FSL rats with free access to running-wheels had increased 
hippocampus size compared to FSL rats that were single-housed without running-wheels. 
Clinical studies have shown that hippocampus size is correlated with the level of exercise in 
both children (Chaddock et al., 2010) and in elderly people (Erickson et al., 2011). It has also 
been concluded that both humans (Spalding et al., 2013) and rats (Bjornebekk et al., 2005) 
have ongoing neurogenesis in hippocampus. The effect of neurogenesis driven by exercise 
has already proven to be antidepressant (Bjornebekk et al., 2006; Brene et al., 2007).  
However, one limitation of imaging studies is that it is impossible to distinguish different cell 
types in a voxel of the size that was used in study I. because the resolution and contrast is too 
poor to separate cell layers in such small volumes. New techniques of high-resolution MRI 
can already produce 120µm slices of the human brain (Marques, van der Zwaag, Granziera, 
Krueger, & Gruetter, 2010), so visualizing different cell-types might not be too far in the 
future.  
Apart from volumetric analysis of hippocampus, network changes in FSL rats and depressed 
patients can be computed and compared to each other as well as compared to healthy 
controls, thus exploring the face and construct validity of the model. The FSL strain can also 
be monitored and followed up during treatments with e.g. SSRI’s and compared to placebo as 
well as human data thereby investigating the predictive validity.  
4.2 SIMILARITIES AND DIFFERENCES IN RSFMRI NETWORKS IN HUMANS 
AND RATS (PAPER II) 
Well-established rsfMRI networks in rats as well as humans were thoroughly investigated to 
better comprehend the differences and similarities between the species.  
Remarkable similarities were found and the networks showed to be highly evolutionary 
conserved. One of the main targets with the study was to analyze the data from each species 
as similarly as possible. However, since the MRI-apparatus for humans differ from the rats, 
size differences are prevalent, and pulse-protocols are slightly different, the data had to be 
treated as such. Apart from the set-up differences, also analysis was slightly different due to 
brain structural aberrations between species. It is therefore not surprising that there were 
some deviations in the network magnitude and characteristics. E.g. white-matter regression 
where partial volume effects were taken into account in the human brain was not applied in 
the rat brain. Instead, binary masks made on the basis of the standard brain template for the 
white matter were applied. It can then be concluded that it is inevitable not to regress out 
some of the gray matter signal in the rat brains, since the white matter is only 1-2 voxels in 
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size. This can be a part of the explanation why the rat brain has more anti-correlated networks 
than the human brain. However, there are studies on human rsfMRI where anti-correlated 
networks are detected as well (Anderson et al., 2011). 
An interesting finding in the study was that the ROI-ROI correlation matrices were very 
similar in rats and humans. I.e. the correlation strength between different parts of the 
networks and other areas showed that there was very strong correlation between the motor 
cortex and the somatosensory cortex, the different components of the DMN-network, and the 
basal ganglia (nucleus accumbens and caudatus putamen in rats/putamen in humans) in both 
species. 
This study implies that a logic step in translational psychiatry is to further analyze and 
characterize animal models of psychiatric disease. Face validity, construct validity, and 
predictive validity can all be examined using rsfMRI in rodent models and compared to 
humans. 
4.3 COCAINE ADMINISTRATION AND ARTERIAL SPIN LABELING (PAPER III) 
The aim in paper III was to test if two weeks repeated cocaine administration could manifest 
changes detectable by rsfMRI. It has been shown that siblings to stimulant addicts have 
changes in brain region densities as well as inhibitory control similar to their addicted sibling 
and different to healthy controls (Ersche et al., 2012). This implies that genetics and 
developmental biology are important for development of addiction. However, due to ethical 
considerations, studies of before and after stimulant use disorder have not been performed in 
human subjects. The findings in paper III also suggest that repeated cocaine administration 
contributes to changes in brain networks as well leading to the conclusion that perhaps both 
the underlying brain alterations in stimulant addicts and the induced changes by stimulant 
drugs are important for developing addiction. 
In addition to the resting state functional connectivity, ASL was preformed and CBF-maps 
were calculated (see Fig. 6). Due to technical issues and method development, too few maps 
were generated to draw conclusions on cocaine-induced changes in blood-flow. 
 
Figure 6 – Arterial Spin Labeling (ASL) of a rat brain after 14 consecutive days of 30mg/kg cocaine. 
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4.4 INSULAR CORTEX IN RELATION TO BOTH COCAINE AND BEHAVIOR 
(PAPERS II-IV) 
The aim of study IV was to integrate behavioral testing in animal models with state-of-the-art 
imaging. This resulted in detection of a key brain region involved in both depression and 
addiction: the insular cortex. In paper IV, rats were placed in a novel cage and scored on their 
behavioral characteristics. These scores were later plotted in a Principal Component Analysis 
(PCA), and the two components describing most of the data were later used as regressors in 
the analysis of rsfMRI data using QDA. This resulted in bilateral correlation of the insular 
cortex in the rats that were linearly correlated to the behavioral components from the PCA. 
Thus, the data reveals a strong relationship between behavior in a novel environment and the 
insular cortex. 
The insular cortex is separated in different sub-sections that have been mainly divided in 
cardiovascular, cognitive, pain, social, somatosensory, and taste functions in humans, and 
auditory, cardiovascular, pain, somatosensory, taste functions in rats (Moraga-Amaro & 
Stehberg, 2012). The networks examined in paper II showed striking similarities between the 
different species. Humans have additional sub-sections (that are not characterized in the rat 
insular cortex), which are functionally associated to essential functional features that should 
be important to both humans and rats. Where in the rat brain would these two sub-sections be 
placed? Yet, the most logic assumption is that the rat insula also have these sub-sections but 
possibly more integrated or less subdivided. This can be found elsewhere in the rat brain, 
where the caudatus putamen is one integrated region, but divided in two distinct regions in 
the human brain. 
 
 
Figure 7 – Insular Cortex Network (paper IV) and the ΔCoc-ΔSal Connection Counter Index (CCI), 
paper III. Note the similarities in the T-map of the network distribution of the insular cortex and the increased 
number of connections in the cocaine subjects when subtracted from the control group. The white arrows show 
the seed-placement where the insular cortex network is derived from. 
 
It is very interesting to note the striking similarities in the distribution of the dorsal insular 
cortex network and the areas with increased numbers of connections after chronic treatment 
of cocaine i.e. rats undergoing withdrawal of cocaine. Strong evidence for the important role 
of insular cortex in addiction is that nicotine smokers that have had had strokes in the area of 
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insular cortex have ceased smoking (Naqvi, Rudrauf, Damasio, & Bechara, 2007). Increasing 
research show that the insular cortex is important for the maintenance of addiction as well as 
withdrawal (Naqvi & Bechara, 2009). Insular cortex is also affected in depression (C. H. Liu 
et al., 2015; Sprengelmeyer et al., 2011; Takahashi et al., 2010). 
The DSM-5 criteria for depression and stimulant use disorder withdrawal are very similar and 
can very well be linked to the insular cortex network found in paper IV with a high similarity 
to the number of connections change between cocaine and healthy controls in paper III. 
 
4.5 THE TRANSLATIONAL ASPECT OF RSFMRI IN ADDICTION AND 
DEPRESSION (PAPERS II-IV) 
The translational aspect of fMRI studies is analyzed in paper II where it was found that there 
are remarkable similarities between the networks in humans and rats. Paper III then 
investigates the alteration in the resting state functional connectivity data including the 
networks described in paper II, and how these are influenced by repeated cocaine 
administration. In addition to the cocaine study, paper IV evaluates resting state functional 
connectivity in a model for depression and how it is correlated to behavioral traits. 
Ultimately, the translational aspects in paper III, and IV are in line with previous findings 
showing that there are interhemispheric functional disruptions in cocaine addicts (Kelly et al., 
2011), and studies emphasizing the importance of insular cortex in depression (C. H. Liu et 
al., 2015).  
Psychiatric diseases such as depression are heterogeneous, complex and characterized by a 
multitude of symptoms (Nestler et al., 2002). It is therefore reasonable to believe that finding 
a single biomarker e.g. a protein in order to diagnose such a diverse syndrome will not be 
feasible. However, with the current developments within the field of imaging, it would not be 
unreasonable that a biomarker based on complex network structures and internal relationships 
will prevail within the field of psychiatry. After all, there are already studies that aim to find 
such diagnostic markers (Zeng et al., 2012). One reason for why it might be difficult to use 
such methodology is that psychiatric diseases are multifaceted and currently the trend in the 
diagnostic guidelines are to put many symptoms together based on treatment success (APA, 
2013). It would perhaps be more beneficial to the psychiatric research including diagnostics if 
the diseases would split up in sub-profiles within each psychiatric disorder even though the 
treatment for them would be similar.  
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5 GENERAL CONCLUSIONS 
 
The physical activity of wheel running in single-housed FSL rats lead to an increased 
hippocampus size compared with single-housed controls that could be detected by volumetric 
analysis by MRI. 
Humans and rats have striking similarities in well-established and robust resting state 
functional networks. This implies that one can further characterize and validate animal 
models of disease with the help of rsfMRI. 
Repeated cocaine administration significantly altered the number of connections as well as 
the average strength in the cingulate cortex, caudatus putamen, and the primary motor cortex. 
By making a regression analysis of the two major Principal Components of the behavior 
analysis in a novel environment, and the individual fMRI-data sets it is possible to detect 
significant correlations with the caudal bilateral insular cortices. 
The insular cortex network has a key role when aiming at understanding the mechanism of 
psychiatric conditions at an individual level. 
Analysis of fMRI data holds great potential in understanding the networks and regions in the 
brain. Here we introduce a novel method (QDA) that gives new insights in fMRI data 
analysis. QDA has the potential to be an important part in novel method development for 
both translational and diagnostic purposes. 
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6 FUTURE PERSPECTIVES 
6.1 DEPRESSION 
An interesting project in depression would be to evaluate how anti depressant treatments 
affect the rsfMRI connectivity analyzed with the QDA-method in both FSL rats and 
depressed humans before and after treatment as well as compared to matched controls. 
Furthermore, a project that would be interesting to pursue, is deeper evaluation of QDA and 
the translational nature of this method. For example, by collecting rsfMRI data from more 
FSL subjects, as well as depressed patients and healthy controls, analysis could be preformed 
in the same way and compared between species to evaluate the FSL model. 
6.2 ADDICTION 
Since there are very few ASL data sets of the cocaine subjects, it would be interesting to 
collect more such data before, as well as after repeated cocaine treatment or even self-
administration. It would then be possible to monitor how the blood-flow is altered, and which 
areas that are involved in the different stages of addiction over time. Also, rsfMRI data can be 
collected at the same occasion and further investigation on how the different stages of 
addiction manifests in resting state fMRI data can be evaluated. 
Another project of interest would be to examine the different treatments of addiction and how 
they influence the QDA analysis and the rsfMRI networks. 
6.3 INSULAR CORTEX 
Insular cortex (and the network associated with insula) is very interesting for both depression 
and addiction. It would be interesting to evaluate this network with more extensive behavior 
analysis, as well as collect clinical data and investigate the insular cortex and its role in 
psychiatric disease. 
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