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Abstract. Human activity recognition is an active research area with new datasets and new 
methods of solving the problem emerging every year. In this paper, we focus on evaluating the 
performance of both classic and less commonly known classifiers with application to three distinct 
human activity recognition datasets freely available in the UCI Machine Learning Repository. 
During the research, we placed considerable limitations on how to approach the problem. We 
decided to test the classifiers on raw, unprocessed data received directly from the sensors and 
attempt to classify it in every single time-point, thus ignoring potentially beneficial properties of 
the provided time-series. This approach is beneficial as it alleviates the problem of classifiers 
having to be fast enough to process data coming from the sensors in real-time. The results show 
that even under these heavy restrictions, it is possible to achieve classification accuracy of up to 
98.16 %. Implicitly, the results also suggest which of the three sensor configurations is the most 
suitable for this particular setting of the human activity recognition problem.  
Keywords: human activity recognition, pattern matching, classification, comparison. 
1. Introduction 
Human activity recognition (HAR) is one of the more recent research topics that recently 
gained on popularity and focus of both academic and commercial researchers. Since human 
activity monitoring has a broad range of applications like homecare systems, prisoner monitoring, 
physical therapy and rehabilitation, public security, military uses and others, the motivation to 
create a reliable human activity recognition system is considerable. 
Generally, approaches to recognizing activities can be divided into two, usually independent, 
groups – sensor-based and vision-based. Sensor-based systems use various sensors that are 
attached to the subject being monitored. Vision-based activity recognition systems, on the other 
hand, try to eliminate the need for sensors and attempt to recognize subject's behavior from images 
and video sequences. Both approaches have their challenges arising from their nature. While 
sensor-based systems require classification algorithms to be as speedy as possible in order to be 
implemented in low-power wearable devices, accurate and reliable vision-based systems are still 
a challenge no matter the computation power. This paper focuses on three distinct sensor-based 
systems, each of which was used to create a different HAR dataset. A short description of the 
datasets is provided in section 2. 
More often than not, time complexity of a classification algorithm is a limiting issue. While 
developing new methods and optimizing the existing ones is certainly the correct way of 
approaching the problem, it may not always be the most feasible as in some signal processing 
problems it may prove difficult to classify the data as fast as it is acquired. This is usually necessary 
because the signal is then processed as a time-series and as such needs to be as continuous as 
possible. In this paper, we attempt to alleviate this problem and focus on the possibility of 
recognizing human activities from single time points (records) given only raw, unprocessed data 
from the sensors. Should this approach prove possible and even reliable, the classifiers would no 
longer place limits on the operating frequencies of the sensors, simply discarding records when 
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the classifier is not ready to process them without the risk of losing vital information. 
1.1. Current approaches in activity recognition 
In general, in activity recognition authors attempt to recognize static states (lying, sitting, 
standing, etc.), dynamic states (walking, running, etc.) and/or transition states (i.e. standing to 
walking). Data preprocessing to improve the classification accuracy is common [1-3]. 
Classification methods currently widely used in the area are based both on classic algorithms like 
the Classification And Regression Tree (CART) [4, 5] or k-Nearest Neighbor (k-NN) [6, 7] and 
more advanced techniques like the Adaptive Neuro Fuzzy Interference System (ANFIS) [8, 9] or 
Iterative Dichotomiser 3 (ID3) [10] and others. 
2. Datasets 
The datasets used in this paper have been acquired from the UCI Machine Learning Repository 
where they are freely available to download along with their description and related research 
papers. The goal of this paper is to learn if human activities can be reliably recognized from single 
time points rather than time series of a signal generated by the sensor systems without any prior 
preprocessing. These conditions were met by three HAR datasets available in the UCI repository: 
Physical Activity Monitoring for Aging People 2, OPPORTUNITY Activity Recognition Data 
Set and Localization Data for Person Activity Data Set, shortened in the following text as the 
PAMAP2, Opportunity and Localization datasets, respectively. 
As each of the dataset is focused on a different set of activities, it was necessary to unify them 
in order to make them usable in a direct comparison. For this reason, the performed activities were 
grouped up into 4 classes: walking, sitting and lying with the rest of the activities being merged 
into the others class. The practical justification for this division lies in the fact that these three 
activities are the very base for any other activity, thus their reliable recognition can be considered 
crucial in order to be able to classify finer ones. The number of records for each class and each 
dataset is listed in Table 1. 
Table 1. The number of records per class and dataset 
Activity Dataset Localization PAMAP2 Opportunity 
Walking 32710 229709 72661 
Sitting 27244 184645 48041 
Lying 54480 192290 7044 
Others 50426 1314787 187689 
Total 164860 1921431 315435 
Due to the different nature of each of the used sensor systems, every dataset contains 
parameters that the other two datasets do not. These parameters were removed, leaving the datasets 
with only location and movement related sensor values. Time points (records) containing any 
number of NaN values were considered faulty and as such were discarded. Most often, NaN values 
are the result of a connection loss between the sensors and the recording unit. While these records 
may not be completely irrelevant, they are not frequent enough in either of the datasets to have a 
measurable impact on classification performance if removed. 
2.1. The opportunity dataset 
This dataset has been created to provide a benchmark for HAR methods. It consists of three 
different sensor systems (wearable, ambient, object-attached) and contains a wide variety of 
activities described and distinguished by many parameters (sensor data, limb used to perform them, 
etc.). The dataset provides a total of 242 parameters, 144 of which are data from wearable sensors, 
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that is 7 inertial record units (IMUs), 12 3D acceleration sensors and 4 3D localization sensors, 60 
parameters are taken from object sensors placed on 12 objects and 37 parameters correspond to 
data obtained from ambient sensors (13 switches and 8 3D acceleration sensors). The dataset was 
collected from 4 subjects in 6 runs, during 5 of which they were performing activities of daily 
living (ADL) and one run was a “drill” run in which the subjects specifically performed a 
particular activity.  
For the purposes of this paper, only the wearable sensor portion of the dataset was extracted. 
ADL and drill activities were merged into a single set as their division was not relevant in the task 
ahead. As some of the parameters were statistics computed from the records, these parameters 
were not taken into consideration. Overall, 133 parameters per record were used, making this 
dataset the most elaborate (and the most computationally expensive) of the three. Its detailed 
descriptions can be found in [11] and [12] with further reading on its application in, for example, 
[13]. 
2.2. The PAMAP2 dataset 
The PAMAP2 dataset contains data of nine healthy human subjects, each wearing three IMUs 
by Trivisio, Germany and a heart rate monitor. Each of the three IMUs measures temperature and 
3D data from an accelerometer, gyroscope and magnetometer. The data is sampled at 100 Hz and 
transmitted to PC via a 2.4 GHz wireless network. Subjects wore one IMU on the dominant wrist, 
one on the dominant ankle and one on the chest. Detailed information on the dataset can be found 
in [14] and [15]. 
The methods have been tested on all 9 test subjects in the dataset, labeled in the dataset as 
subject101 through subject109. Data of all these subjects consists of 2872532 records, each 
containing 54 values. The description of the values is also included in the dataset documentation. 
Some values can be missing, indicated with a NaN (Not a Number) value. 
Aside from the total of twelve activities performed by the subjects, the dataset also contains 
transition activities (data collected while not clearly performing any of the desired activities). 
These were discarded as their relevance is not assured. Since some records contain only NaN 
values, these were discarded as well. From each record, irrelevant values, that is the orientation of 
each IMU and timestamp, were removed. Since most heart-rate values were NaNs due to a 
different operating frequency, they were also removed. As a result, each record contains 36 values. 
2.3. The localization dataset 
A simple yet very interesting dataset consisting of 4 localization tags placed on the ankles, belt 
and chest of the user. Originally described and used in [16], this dataset was primarily focused on 
detecting activities that could help identify emergency situations and provide a basis for remote 
care systems for elderly people. The dataset could be considered quite minimalistic as each record 
contains only 8 parameters: sequence ID, tag ID, timestamp, date, 3 localization coordinates for a 
tag and a class label. Disregarding the sequence IDs, timestamps and dates as irrelevant and 
separating the class label, the final dataset was the smallest one with only 4 parameters per record. 
Unfortunately this dataset did not contain a pure standing activity, which is why this particular 
activity, while being one of the base activities for any other one, was included in the others class 
even though the previous two datasets do distinguish it. 
3. Classifiers being evaluated 
To provide an overview of learning algorithms with application to human activity recognition, 
nine distinct classifiers were tested, including the above mentioned k-NN and CART. Also, the 
OMP classifier as defined in [17] was evaluated against our own custom modification that 
significantly improves the reliability of the recognition. Other classifiers are Linear Discriminant 
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Analysis (LDA) [18, 19], Quadratic Discriminant Analysis (QDA) [20, 21], Random Forest (RF) 
[22, 23] and Nearest Centroid Classifier (NCC) [24, 25]. The following subsections provide a brief 
informal description for each of the classifiers except for OMP which is described more 
elaborately in its own section. 
3.1. k-Nearest Neighbors 
k-NN is a non-parametric algorithm, meaning that it makes no assumptions about the structure 
or distribution of the underlying data, thus being suitable for real-world problems that usually do 
not follow the theoretical models exactly. The method is also considered to be a lazy learning 
algorithm as it performs little to no training during computation. As a result, the method uses the 
whole training dataset during classification. k-NN is well known for its simplicity, speed and 
generally good classification results in applications like bioinformatics [26], image processing 
[27], audio processing [28] and many others. 
3.2. Classification and regression tree 
This algorithm classifies a sample according to groups of other samples with similar properties. 
During training, the training data is continuously divided into smaller subsets (tree nodes). When 
the divisions are finished, the samples are clustered together according to their properties. Testing 
samples are then evaluated against certain conditions in each node and propagated throughout the 
tree. When the sample reaches a leaf node, it is then assigned the class to which the samples in 
that node belong. In this paper, a binary tree with logical conditions was used. CARTs are still 
under extensive research and can be used as a standalone classifier [29] or as a part of larger 
algorithmic structures [30]. 
3.3. Random forest 
RF is an ensemble algorithm consisting of a number of CARTs combined together into a single 
voting system. Each CART receives a dataset with only a subset of parameters, giving it a 
perspective and knowledge about the problem unique from any other CART. These parameters 
are chosen randomly, but each parameter set is unique. The number of parameters to choose for 
each CART as well as the number of CARTs in the forest are the only two variables that are 
subjects to change when performing experiments, making it easy to use. Its downside is both time 
and spatial complexity inherent to its nature. However, the algorithm has been shown to be very 
robust in performance in many research areas [31, 32], making it a suitable alternative for 
consideration in both classification and regression problems. 
3.4. Linear discriminant analysis 
LDA is a well-known technique used to identify sample clusters in a given set of data. It 
attempts to divide clusters (data classes) with a linear function so that the classes are as distant 
from each other as possible, but at the same time keeping the distance between individual data 
samples in a single class minimal. The method assumes that the data in each class is normally 
distributed, but it has still been successfully applied in many problems of automatic recognition, 
for example in image feature extraction [33] or speech recognition [34]. 
3.5. Quadratic discriminant analysis 
As the name suggests, QDA is very closely related to LDA with the exception that QDA does 
not assume the normal distribution of the data in each class. Instead of the linear function that 
separates the classes from each other, the function used by QDA is quadratic and can be considered 
to be a generalization of LDA. Due to its greater time complexity, the method is not as widely 
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used as LDA, but it is still feasible in many applications, including bioinformatics [35] or 
molecular physics [36]. 
3.6. Nearest centroid classifier 
An extremely fast classifier. The approach is similar to that of k-NN, but instead of k closest 
training samples the method picks the label of the class whose training samples' mean (centroid) 
is the closest to the signal query. The speed and simplicity of the algorithm is compensated by low 
classification performance. Therefore the classifier is usually coupled with one or more data 
preprocessing techniques. In many implementations the method has been successfully used to 
create pattern recognition systems in bioinformatics [37, 38]. 
4. Orthogonal matching pursuit 
Well described in [39], OMP is an iterative sparse approximation algorithm that reduces data 
into a given number of sparse coefficients and thus can be considered a dimensionality reduction 
method. Given an overcomplete dictionary of observations (records), for each observation to be 
classified, OMP picks a number of the best fitting observations from the dictionary and uses them 
to compute the sparse coefficients. Those are then checked against the dictionary itself for 
similarity and classified. 
The dictionary can be represented as an  ×  real-valued matrix , where  is the length of 
an observation and  is the number of observations in the dictionary (training observations). The 
iterative nature of the algorithm allows for sparse coefficient number to be chosen in advance. It 
stands to reason to limit the number of sparse coefficients  such that  ≤ , although the number 
can be truly limited only by the number of training observations, . 
Originally, the classifier proposed in [17] requires  =  × 	, where  is the number of training 
observations for a given class and 	 is the number of classes. The classification algorithm requires 
the training set to contain the same number of training observations for each class. It is also 
necessary to keep the observations of a given class grouped together. Therefore, the training matrix 
has the form of  = 
, , … , , , … , , where  ,  = 1, . . . , ,  = 1, . . . , 	 is the th 
training observation of class  and length . 
The proposed modification changes the meaning of  and the resulting number of observations 
in the training set. Here: 
 = ‖‖ =    


, (1)
where  is a 	-dimensional vector consisting of the numbers of training observations for a given 
class. By this, the limitation imposed on the number of training observations in the original 
classification approach is lifted. The sparse coefficients are obtained by finding the sparse solution 
to the equation: 
 =  , (2)
where  ∈ ℝ#  is the query vector,  ∈ ℝ#×$  is the training matrix and  ∈ ℝ$  is the sparse 
coefficient vector. The stopping criterion in the implementation is reaching the sparse coefficient 
vector with the desired number of non-zero values. 
4.1. Classification 
To classify the query signal vector, a strategy of computing the residual value from the 
difference between the query vector and its sparse representation converted into the vector space 
1260. HUMAN ACTIVITY RECOGNITION: CLASSIFIER PERFORMANCE EVALUATION ON MULTIPLE DATASETS.  
PAVEL DOHNÁLEK, PETR GAJDOŠ, TOMÁŠ PETEREK 
1528 © JVE INTERNATIONAL LTD. JOURNAL OF VIBROENGINEERING. MAY 2014. VOLUME 16, ISSUE 3. ISSN 1392-8716  
of the training matrix vectors is employed. This is performed for each class resulting in 	 residuals. 
The classification is then based on the minimum residual. Formally, the classification problem can 
be stated as follows: 
arg min +, -. =  ‖ −  ,‖  . (3)
Here,  ,  is an  -dimensional vector with non-zero elements located only on the indices 
corresponding to the 0th class in the training matrix, hence the need for the training samples of a 
given class to be grouped together in the matrix. The algorithm could be described by the 
following steps: 
⦁ Set the iteration variable  to 1. 
⦁ Replace all sparse coefficients with indices not corresponding to class  with zeros. 
⦁ Multiply the training matrix with the modified vector  . 
⦁ Compute the ℓ-norm of the resulting vector. 
⦁ Increase  by 1 and repeat for all classes. 
⦁ Output the class whose ℓ-norm is the lowest. 
Computing the residuals is generally not computationally expensive and can be performed in 
real time, depending on the size of the training matrix. Only very large training matrices can slow 
the process down significantly. 
Aside from the modification above, we also used a tensor adaptation that we developed and 
described in [40]. This adaptation restructures the data into a tensor and implements elements of 
the ensemble paradigm into its classification procedure. Experiments confirming its ability to 
generally perform better than the original OMP version in a HAR problem was included in [40]. 
5. Experiments 
The following section describes the workflow used to evaluate the performance of the 
classifiers as well as the evaluation process and its results. 
5.1. Experimental settings 
The execution of some of the algorithms can be customized through execution parameters 
which, for these experiments, were set according to the best empirical speed/accuracy ratio. While 
the goal was to make the results as comparable as possible despite using datasets with greatly 
dissimilar properties, the Localization dataset contained so few parameters that the evaluation 
required a different setting. The common settings in terms of customizable algorithms for all 
dataset were as follows: as all algorithms were implemented in the latest version of MATLAB, 
the default MATLAB settings were used for CART. k-NN was experimented upon with four 
settings of the 0 parameter: 1, 3, 5 and 10. As k-NN is a classic and very well known classifier, 
we decided to include these four most successful settings as opposed to just picking one that 
performed the best. LDA, QDA and NCC were not customizable. 
For the OMP classifiers (designated as OMP for the original version, OMPmod for the 
modification described in section 4 and OMPten for the tensor adapation) and RF, the number of 
parameters per record in the Localization dataset was limiting. While for the PAMAP2 and 
Opportunity datasets the methods were set to 10 sparse coefficients (OMPs) and 1000 trees each 
accepting 6 input parameter each (RF), the Localization dataset, due to it having only 4 parameters 
per record, had to make do with 2 sparse coefficients and 6 trees calculating 2 parameters each. 
While this setting does seem quite restrictive, OMP should compute only as many sparse 
coefficients as there are parameters and RF used the highest setting possible as there are no more 
than 6 combinations of 4 parameters taken 2 at a time.  
Given the difference in the number of records in each dataset, a compromise had to be made 
in this area as well. The lowest number of records were in the Localization dataset (164850 
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records), the number of samples taken for one experiment was, therefore, reduced to 150000. As 
most of the samples in the other two datasets would be discarded, we performed a total of 5 
completely random selections of 150000 samples. For each selection, the experiments were 
conducted and the results averaged, taking much greater data space of the datasets into 
consideration during the experiments. 
The entire dataset was divided into a training and a testing set. Experiments were performed 
on 5 different settings with the training set being a 10 %, 20 %, 30 %, 40 % or 50 % portion of the 
selected samples. The rest was used for evaluation. Since not all of the classifiers provide a 
validation step, the step was omitted from the evaluation process. This could also be considered a 
kind of a restriction as it is common in data processing to use portions of about 70 % for training. 
Since the time complexity of the algorithms vary greatly, performance records in speed of 
computation time were also conducted. The times were calculated as the worst case scenario for 
the 50 % training set only. Note that if the classifier first created a model from the training set and 
then used it for classification (like CART and RF), the training part is not included as, in practice, 
training is usually not a time-critical computation and is done in advance. In cases when the testing 
phase was too fast to measure on the per-record basis (like all CART evaluations), the whole 
testing phase was measured and TPM (Time Per Record) was calculated by dividing the resulting 
time by the number of records in the test phase. 
The experiments were run on a computer equipped with a quad-core Intel Core i5-750 
2.67 GHz processor, 8 GB of DDR3 RAM effectively clocked at 1333 MHz, Windows 8.1 
operating system and the latest version of MATLAB. 
5.2. Results 
The averaged classification accuracies given as percentual success rates are shown in 
Tables 2-4 where the classifiers are sorted according to their best results (regardless of the training 
set size) in the descending order. For all methods except for LDA, QDA and NCC, larger training 
set resulted in more or less improved accuracy. LDA, QDA and NCC, on the other hand, suggest 
that in HAR problems, the training set size does not matter to them. This does not come as a 
surprise as no matter the training set size, data distribution (for LDA and QDA) and the centroid 
location (for NCC) remain the same. This property can clearly be seen in Figures 1-3 where the 
accuracy changes very little with the training set size. While the charts can seem rather redundant, 
the behavior of the classifiers is worth noticing as they all scaled about the same in terms of 
improving the accuracy with greater training size. Considering the variety of data acquisition 
devices used in the three datasets and of the classifiers themselves, the charts suggest a hidden 
property of the HAR problem that is certainly worth investigating. Note that in Figure 3, even 
though the differences between training set sizes are slightly exaggerated by a different 3-axis 
scale, LDA, QDA and NCC still show little to no difference in performance. 
 
Fig. 1. Graphical representation of the accuracies achieved for different training sets  
(10 % through 50 %, left-to-right order) and classifiers. Localization dataset 
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Fig. 2. Graphical representation of the accuracies achieved for different training sets  
(10 % through 50 %, left-to-right order) and classifiers. PAMAP2 dataset 
 
Fig. 3. Graphical representation of the accuracies achieved for different training sets  
(10 % through 50 %, left-to-right order) and classifiers. Opportunity dataset 
For the Localization dataset (Table 2), the results are generally discouragingly low, topping at 
73.55 % for k-NN with 0 = 10. This suggests that while the dataset can provide some accuracy, 
the data collection setting using only four localization tags is not suitable for the task as specified 
in this paper. K-NN was, in this case, the best performing algorithm almost regardless of its setting. 
The differences between individual algorithms are not too great, giving the potential user freedom 
in choosing a method in terms of calculation speed. 
The PAMAP2 dataset (Table 3) has shown promising results before, and the results were 
confirmed in these experiments as well. With the maximum accuracy at 98.16 % by 1-NN 
followed very closely with the difference of only 0.04 % by our proposed method, the dataset 
appears to present a highly reasonable compromise between accuracy and price of the data 
capturing solution. With the exception of LDA, QDA and NCC, the classifiers performed quite 
well, offering a variety of methods for solving HAR problems using the capturing settings as 
defined in the PAMAP2 dataset documentation. 
Finally, the Opportunity dataset (Table 4) shows promising and satisfactory results while its 
setting seems to be the most suitable for our modification of the OMP based classifier. The 
classifier surpassed all other classifiers with the lead of 0.78 %, 1.45 % and 7.75 % against RF, 
1-NN and CART, respectively. Practical usefulness of OMPmod over RF depends on future time 
complexity reduction as the method is noticeably slower than RF. It is also noteworthy that RF 
performed better than any other classifier for 10 % and 20 % training set sizes in PAMAP2 as well 
as Opportunity, however practical application with the provided accuracy results could be doubted 
given the potential when using more data for training. 
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Table 2. Averaged recognition accuracy for each of the classifier per dataset size (Localization) 
Classifier Training set size TPS (ms) 10 % 20 % 30 % 40 % 50 % 
10-NN 70.36 71.89 72.72 73.26 73.55 6.669 
5-NN 70.28 71.53 72.22 72.64 72.93 6.059 
3-NN 69.58 70.64 71.23 71.58 71.90 5.784 
RF 67.01 68.57 69.35 69.92 70.30 8.276e-3 
1-NN 67.23 68.08 68.54 68.82 69.03 5.901 
CART 64.28 66.02 66.75 67.35 67.76 8.883e-4 
OMPmod 64.17 65.10 65.62 65.95 66.21 9.597 
OMP 63.18 64.22 64.82 65.17 65.43 6.495 
OMPten 55.61 56.40 56.75 56.97 57.27 8.427 
QDA 46.50 46.39 46.37 46.45 46.45 5.547e-4 
LDA 37.12 36.96 36.95 36.90 36.99 5.125e-4 
NCC 28.92 28.55 28.76 28.72 28.77 2.829e-4 
Table 3. Averaged recognition accuracy for each of the classifier per dataset size (PAMAP2) 
Classifier Training set size TPM (ms) 10 % 20 % 30 % 40 % 50 % 
1-NN 95.49 96.78 97.41 97.91 98.16 13.737 
OMPmod 95.80 96.89 97.46 97.89 98.12 200.040 
RF 96.28 97.24 97.61 97.86 98.05 1.320 
3-NN 94.94 96.21 96.86 97.33 97.65 13.748 
5-NN 94.55 95.84 96.49 96.93 97.25 13.212 
10-NN 93.98 95.34 95.98 96.44 96.75 13.631 
OMPten 93.15 94.47 95.12 95.53 95.91 123.903 
OMP 91.15 92.75 93.66 94.29 94.67 80.547 
CART 91.52 93.00 93.66 94.16 94.58 7.228e-4 
QDA 69.34 68.87 68.75 68.70 68.80 2.332e-3 
LDA 64.32 64.40 64.52 64.49 64.47 2.407e-3 
NCC 54.76 54.55 54.57 54.60 54.61 1.378e-3 
Table 4. Averaged recognition accuracy for each of the classifier per dataset size (Opportunity) 
Classifier Training set size TPM (ms) 10 % 20 % 30 % 40 % 50 % 
OMPmod 89.98 92.51 93.95 94.96 95.71 604.396 
RF 91.53 92.85 93.73 94.41 94.93 2.235 
1-NN 88.10 90.66 92.27 93.44 94.29 36.047 
3-NN 86.83 89.04 90.49 91.59 92.51 37.488 
5-NN 86.13 88.10 89.43 90.44 91.25 36.592 
10-NN 84.73 86.37 87.44 88.30 89.03 51.847 
CART 83.63 85.45 86.65 87.37 87.96 9.775e-4 
OMPten 78.33 81.45 83.36 84.68 85.58 82.948 
OMP 78.60 81.36 83.05 84.28 85.13 55.745 
QDA 78.36 78.45 78.40 78.37 78.41 7.826 
LDA 68.45 68.48 68.51 68.46 68.42 7.891 
NCC 66.11 66.11 66.12 66.10 66.09 5.301 
The approximate times required to classify one record for each classifier are listed in each table 
in the TPM column. The values are in milliseconds. As is often the case, the least accurate ones 
are the fastest. This holds true in these experiments as well when the fastest of the tested algorithms, 
NCC, performed very poorly. QDA performed significantly better while being only slightly 
slower, but still could not provide satisfactory accuracy. While RF, k-NN and OMPmod are 
relatively slow methods in comparison, their speed is still sufficient for practical application 
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providing, at worst, 5 classifications every second for the PAMAP2 dataset. Though the most 
accurate when dealing with the Opportunity dataset, OMPmod was also the slowest, providing 
only one to two classifications every second. In this case, practical use might depend on the 
requirements of the customer, but it is reasonable to assume that humans will not switch activities 
every second or even more often.  
6. Conclusion 
This paper evaluated several classification techniques and presented their success rates in 
human activity recognition from single time points and without any prior preprocessing. Given 
the sensor technology that was used to create the PAMAP2 dataset, it was shown that basic 
activities (walking, lying and sitting) can be recognized reliably and very precisely. Two more 
datasets with different sensor settings were compared with lesser accuracy results. While for the 
Opportunity dataset the methods performed only slightly worse, the Localization dataset has 
proven unsuitable for the defined task. The approach to the HAR problem proposed in this paper 
suggests that using the right sensor setting, problems with the follow-up classifier's time 
complexity can be greatly alleviated. The proposed modification of the OMP based classifier has 
shown excellent results for two of the datasets, but the modification's increased performance 
comes at the price of significantly higher time complexity. The fastest of the algorithms was NCC, 
but its recognition accuracy is not sufficient for practical use. From the speed/accuracy ratio 
perspective, k-NN and RF seem to be the most reasonable choice as their accuracy performance 
is surpassed by OMPmod only closely, but they have a significant edge in computation times. 
However, future work may prove that OMPmod can be solved in a much more time-efficient way, 
which will also be the focus of further research. 
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