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Abstract
On one hand, unemployment is a central issue in all countries. On the other the
economic policies designed to mitigate it are usually built on theoretical grounds
that are validated at an aggregate level, but have little or no validity from a micro
point of view. This situation is a cause for concern because policies are designed
and implemented at the level of individuals and organisations, so ignoring realistic
micro-mechanisms may lead to costly outcomes in the real world. Ironically, the
data to inform theoretical frameworks at the micro-level has existed in labour stud-
ies since the 1980’s. However, it is only now that we count with analytical methods
and computational tools to take full advantage of it. In this paper we argue that big
data from administrative records, in conjunction with network science and agent-
computing models offer new opportunities to inform unemployment theories and
improve policies. We introduce a data-driven model of unemployment dynamics
and compare its predictions against a conventional theory built on assumptions
that are common among policy models. We show that these assumptions, while
reasonable at a first glance, lead to erroneous predictions that have real-world
consequences.
Keywords: Unemployment, labor flows, networks, policy, big data, agent-based
modeling, economics.
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1 Introduction
There is no doubt that our capability to record socioeconomic interactions in digital
form has fueled the advent of the ‘big data’ era (Mitchell, 2009; Mayer-Scho¨nberger
and Cukier, 2013; Taylor et al., 2014). This has recently made available social data
with high spatiotemporal resolution that is continuously pushing the development of
social sciences and even making its way into the domain of public policy. Neverthe-
less, this penetration has been significantly slower and limited in the economic sciences
(Lazer et al., 2009; Varian, 2014). This is partly due to the longstanding tradition of
theoretically-driven knowledge creation in the discipline, where data is mainly used for
hypothesis testing instead of an instrument for the construction of theories and mod-
els. Whether there are other reasons why economists do not take full advantage of big
data is open to debate. What is most important is the evident need to incorporate
big data and new analytical methods into standard practices in economic sciences to
construct theoretical frameworks closer to empirical evidence. Ultimately, it is mostly
economists who craft public policies aimed at mitigating important societal problems
such as inequality, poverty, and unemployment, all of which are better understood when
fully exploiting available data.
Ironically, one of the first digital big data in social sciences emerged in economics
in the study of labour markets and the interaction between workers and firms1. In this
paper we provide a brief account of this particular big data, and argue for the need
of new methods, specifically network science and agent-computing modeling, to build
more empirically-driven economic theory around it. Agreeing with Gonza´lez-Bailo´n
(2013) we argue that economic theory is highly relevant to interpret big data, but that
these theories have to be revised and re-formulated from a more data-driven perspective.
For this purpose, we present a model of unemployment designed to be integrated with
data and compare it with the dominant theoretical framework that economists use in
models that aid policymaking. We show that the dominant approach falls short when
explaining realistic unemployment dynamics and when analysing the effect of economic
shocks. Finally, we argue that computational methods can facilitate the penetration of
big data-driven theories into the economic profession and the policy domain due to their
1Other kinds of social data like tax records date back a few centuries. However, these datasets were
neither in digital form, nor linked workers and firms in order to register interactions.
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flexibility and conceptual accessibility.
1.1 Big Data in Labour Economics
In 1986 two prominent economists, Sherwin Rosen and Robert Willis, published inde-
pendent articles in the first volume of the Handbook of Labor Economics (Rosen, 1986;
Willis, 1986), identifying the need for highly granular datasets that tracked interactions
between individuals and firms. Both of them acknowledged the importance of high res-
olution data in order to advance the theoretical study of labour markets. During that
time, this kind of data was being collected in countries such as Austria, the Netherlands,
and some Scandinavian nations via administrative records. However, this data was not
available for public use, which set up an intensive agenda to construct new kinds of
datasets called matched employer-employee microdata.
In 1998, these efforts materialised in the International Symposium on Linked Employer-
Employee Data that took place in Washington D.C. (Haltiwanger et al., 1998). This
event gathered leading social scientists from more than 20 countries with the purpose
of sharing experiences in the construction of employer-employee microdata. Important
issues that today are central for big data were already discussed in this meeting; for
example, privacy and confidentiality, the limitations of traditional econometrics, and
the relevance of these datasets for policy analysis. In a survey article based on this con-
ference, John Abowd (1999) reviewed more than 100 studies using employer-employee
microdata from more than 15 different countries. Despite their accelerated growth,
most accessible employer-employee microdata lacked the size and resolution that today
characterizes big data. It was not until the early 21st century when statistical agencies
from different countries took on the task of processing the highly granular administra-
tive records stored by their governments in order to build high-resolution datasets that
linked entire populations of workers, households, and firms. In parallel, the development
of digital technologies, e-government, and open data movements have been major drivers
to make employer-employee microdata available to a wider research community.
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1.2 Employer-Employee Microdata
Today, employer-employee datasets are constructed from various sources such as surveys,
census, and administrative records. The datasets that fall closer to the conventional
notion of big data are those constructed from administrative records. These records
usually come from taxation and social security government agencies. Governments keep
these records because whenever there is an employment relationship between a worker
and a firm, both parties are obliged to pay taxes that contribute towards the social
security of the worker. In raw form, employer-employee microdata consists of workers’
and firms’ identification numbers, and dates in which they engaged in or finalised an
employment relationship.
Table 1 shows an example of employer-employee microdata. In this example, there
are two workers and their employment histories. Worker 1009 was employed by firm
531 for nearly seven years. After leaving his or her employer, this worker underwent an
unemployment spell of almost three months before joining company 4798. He or she
remained in this firm for nearly nine years until he or she moved to firm 8876. This
movement only took a day, which suggests that the worker got a job offer while still
employed by 8876. The unavailability of the end date indicates that worker 1009 is still
working at firm 8876. Worker 8876 was employed by company 8876, overlapping with
1009, which suggests that both individuals were co-workers. Then, he or she underwent
a long unemployment spell of almost one year before finding his or her current job at
firm 390.
Table 1: Example of Employer-Employe Microdata
Worker ID Firm ID Start Date End Date
1009 531 05/03/1989 10/11/1995
1009 4798 15/02/1996 19/02/2010
1009 8876 20/02/2010 NA
5678 8876 01/05/2012 30/04/2013
5678 390 11/09/2015 NA
Whether we can correctly infer unemployment spells, job-to-job flows, or co-worker
relationships depends on the quality of the microdata. This varies from country to
country, with the Nordic countries as the gold standard and developing countries as the
most incomplete and biased ones due to tax-evasion and informal labour. The highest
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quality datasets cover population universes and allow the merger of employer-employee
microdata with demographic and economic data about workers and firms; for example,
age, education, marital status, type of job, firm profits, firm size, etc. This makes them
one of the most reliable data sources for policymaking (Hamermesh, 2008; Einav and
Levin, 2014).
Despite the outstanding level of detail of employer-employee microdata, labour poli-
cies are predominantly based on theoretical models that are poorly informed by data. In
the best case, some economic theories are motivated by empirical regularities observed
in aggregate data. One such example is the Beveridge curve: a negative correlation be-
tween the unemployment rate of an economy and its total number of vacancies. While
aggregate empirical regularities are a useful way of validating economic theories, they
are clearly insufficient to validate the micro-level theoretical assumptions on which many
models are built. This is critical for employment-relevant policymaking because agents
and firms react and adapt to policy interventions, affecting the outcome that policymak-
ers expect. With employer-employee microdata it is possible to inform economic theories
at both micro and macro-levels. However, we need to use new analytical methods that
are unconventional in economics.
1.3 Methods for Employer-Employee Microdata
In order to fully take advantage of employer-employee microdata it is necessary to use
methods that allow to manage high levels of heterogeneity and interactions. Tradition-
ally, economists have focused on the analysis of representative agents or representative
groups. In doing so, crucial aspects about the interactions that take place in the labour
market are ignored. This was a reasonable cost to pay for mathematical elegance, given
the scarcity of analytically suitable methods during the early development of employer-
employee microdata theory.
Today, the development of network science and computational methods is changing
the face of many social sciences. On one hand networks allow us to formally represent
complex patterns of socioeconomic interactions and operate on them in order to build
new economic intuition that is relevant for policymaking (Schweitzer et al., 2009). On
the other hand, computational methods such as agent-computing provide us with the
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capability of building models where each worker and each firm interact through explicit
protocols that are informed by (big) data (Buchanan, 2009). Combined, both methods
enable social scientists to fully take advantage of employer-employee microdata in order
to provide better tools for policymaking.
Guerrero and Axtell (2013) and Schmutte (2014) pioneered the application of net-
work methods in the analysis of employer-employee matched microdata. By considering
firms as nodes and firm-to-firm labour flows as links, they map labour mobility into a
network. In Guerrero and Axtell (2013), the network of firm-to-firm flows was labelled
the labour flow network (LFN). This representation captures the complex patterns of
labour mobility that happens between every pair of firms during a given period, and
allows the researchers to construct new labour market measures that are relevant to
policymakers. Figure 1 provides an illustration of one these networks of labour flows,
constructed from employer-employee matched records from the universe of workers and
firms in Finland.
Figure 1: Network of Labour Flows in Finland
Firm-to-firm labour flows of all workers and all firms in Finland, represented as a network. The size of
the node represents the size of the firm. Firms are clustered together according to the number of labour
flows that take place between between pairs of firms. Source: Guerrero and Axtell (2013).
An example of policy-relevant agent-computing models can be found in laborSim
(Guerrero and Lo´pez, 2015b), an online computational framework that allows users
to simulate realistic labour dynamics and perform computational experiments about
economic shocks and policy interventions. Agent-computing models have a long history
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(Neugart and Richiardi, 2016). However, most of them are purely theoretical. It is only
recently that employer-employee microdata is being used to inform these models and to
create policymaking tools.
In this paper, by constructing an appropriate theoretical framework that can be
integrated to with the LFN, we demonstrate the importance of coupling big data and
theory in order to create data-driven models that can inform policy in better ways.
This helps us support the argument that network science and agent-computing models
offer new opportunities for significantly improving the design of employment policies.
Section 2 introduces the reader to the dominant paradigm used by economists to model
unemployment dynamics. Then, we provide an alternative view to this paradigm that
is inspired in previous work using employer-employee matched microdata. Next, we
provide a mathematical and a computational formalisation of both the conventional
model and our data-driven model. In section 3 we provide a systematic analysis of both
models and show that, without data, the simplifying assumptions commonly adopted
in the conventional model seem reasonable. However, when the model is informed by
big data, these assumptions lead to erroneous results. More specifically, we show that
ignoring the patterns of firm-to-firm labour flows observed in data lead to dramatic errors
in the forecast of unemployment. We extend the analysis using an agent-computing
model in order to study the effect of economic shocks at a resolution that is not possible
with conventional approaches. Finally, in section 4 we discuss the importance of big
data, network science, and agent-computing methods in unemployment policy and in
the improvement of scientific practices.
2 The Study of Unemployment
The study of unemployment in economics can be summarised in the distinction between
structural and frictional unemployment. The former can be understood as the result
of job destruction arising from structural aspects of the economy such as technological
innovations that render some skills obsolete, and hence, unemployable. In contrast,
frictional unemployment exists when employable workers remain unemployed despite
the fact that there are suitable jobs in the labour market. It is called frictional because
it is said that the labour market has ‘frictions’ that impede job seekers and labour
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demanders to meet each other. There are several theoretical explanations about the
origins of such frictions; for example, geographical distance, lack of social networks,
poor signaling about skills to potential employers, etc. Labour market frictions prevent
the coordination between job seekers and firms, generating unemployment and other
social problems. For this reason a significant portion of labour models consider these
coordination failures as a central piece of the unemployment-generating process.
Here we introduce the simplest version of these models, consisting of a stochastic
matching process between workers and firms. We choose this model because, despite
its simplicity, its main underlying assumptions are also present in more sophisticated
models used to advise policies. In order to analyse the implications of these assumptions,
we introduce a model inspired in empirical patterns of labour mobility that are ignored
in the first model. We have studied these mobility patterns in previous work through the
analysis of employer-employee matched microdata (Guerrero and Axtell, 2013; Guerrero
and Lo´pez, 2015a; Lo´pez et al., 2015; Axtell et al., 2015). At a first glance, both models
look very similar, to the extent that the second model can be simplified into the first
one. By exploiting this connection, we systematically compare them through algebraic
and computational formalisms.
2.1 The Dominant View
Most economic models that are used for policy advice rest on the premise that job seekers
and firms meet at random in the labour market. In this world, job seeker might not meet
a firm with a suitable vacancy because, instead, he or she contacted a company with
no vacancies. This lack of coordination delays the re-employment process and induces
higher unemployment. A subtle but common assumption in these models is that any
unemployed worker can meet any firm at any point in time. In other words, job seekers
and recruiters have the ability to search the entire economy2. For this reason, let us call
this family of models global search models (GSMs).
Let us construct the simplest GSM in order to begin our analysis. There are N firms
and H workers in the economy. Workers can be either employed or unemployed. In a
2There are models where workers direct their search to certain types of jobs or industries with a
higher probability. Even with these refinements, the possibility of any firm and any worker finding each
other under these models is always non-zero.
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given period, employed workers can loose their job with probability λ, also known as
the ‘separation rate’ (note that this probability is constant and equal for every worker).
During the same period, unemployed workers go out to the job marked and randomly
choose a firm i different from their last employer in order to submit a job application.
Let us assume that firms hire each job applicant with a probability hi that is specific
to each firm i. We call hi the hiring policy of the firm, and it is a mathematically
convenient way to model the number of vacancies of a firm as a proportion of the job
applications that it receives.
Regardless of initial conditions, the model always reaches a unique steady-state in
which the level of employment is time-invariant3. In order to obtain the steady-state
unemployment rate, we only need basic algebra and to take advantage of the global
search assumption, which allows us to aggregate firms.
Consider the total number Ut of unemployed agents in the economy and the number
of employed ones Lt in period t, so Ut +Lt = H. Let h¯ =
∑N
i hi/N denote the average
hiring policy of the economy. Under global search, h¯ is the probability of an unemployed
regaining employment because he or she can sample any firm with the same likelihood4.
Therefore, the level of unemployment in period t depends on the number unemployed
agents from the previous period Ut−1, the number of unemployed who found a job h¯Ut−1,
and the number of employed who lost their jobs λLt−1. In summary, the dynamics of
unemployment are described by
Ut = (1− h¯)Ut−1 + λLt−1. (1)
In the steady-state, unemployment is time-invariant, so Ut = Ut−1 = U . This yields
U =
λ
h¯
L. (2)
We can use the population condition Ut + Lt = H to substitute L in eq. (2) and
obtain
3This can be easily shown by writing the model as a Markov chain with two states: employment and
unemployment, and imposing some technical assumptions that can be satisfied generally in practice.
4We assume a large N so h¯ ≈ 1
N−1
∑
i6=j hi, where j is the last employer of the unemployed worker.
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U =
λH
λ+ h¯
. (3)
Finally, the unemployment rate is simply u = U/H, so we get
u =
λ
λ+ h¯
, (4)
which represents the Beveridge curve of the economy (here the vacancies are represented
by h¯). Therefore, the GSM has certain degree of external validity due to its ability to
reproduce an aggregate empirical regularity.
GSMs are popular among policymakers, partly because of the mathematical elegance
of results such as eq. (4). Generally speaking, economic models that rest on the global
search assumption do not provide such level of detail about the matching process. In-
stead, they employ an artifact called the aggregate matching function: a mathematical
function that maps the number of unemployed and vacancies into the total number of
successful matches to take place in a particular period (Pissarides, 2000; Petrongolo and
Pissarides, 2001). The residual between total unemployment and successful matches
determine the amount of frictional unemployment. Evidently, an aggregate matching
function is not able to take full advantage of employer-employee microdata5. We con-
struct a model that provides the so-called micro-foundation of the aggregate matching
function in order to provide a greater level of detail in our analysis.
The GSM can be easily implemented in agent-computing form, for which algorithm 1
provides the pseudocode. The computational model provides an additional verification
step and the building blocks for more sophisticated models where algebraic solutions are
not straightforward.
Figure 2 shows the outcome of the mathematical and computational versions of the
GSM. The left panel illustrates the Beveridge curve from eq. (4) for different levels of
the separation rate. When the average hiring policy tends to zero, all workers become
unemployed. On the other hand, if all firms hire with probability 1, the unemployment
rate reaches its minimum at λλ+1 , where there is only structural unemployment. The
right panel in fig. 2 shows the evolution of the unemployment rate for representative
5A popular approach that integrates aggregate matching functions into macroeconomic models for
policy can be found in Shimer (2010).
10
for period t do
for each worker do
if employed then
become unemployed from firm i with probability λ;
end
else
select firm j 6= i at random;
become hired with probability hj ;
end
end
end
Algorithm 1: Global Search Model
computational simulations. At the beginning of each simulation, different hiring policies
are assigned at random to firms. Then, algorithm 1 runs and the economy reaches the
steady state. The horizontal lines correspond to the steady state unemployment rates
predicted by the algebraic solution. Therefore, we verify that eq. (4) is correct.
Figure 2: Global Search Model (GSM)
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Model was calibrated with randomly assigned hi in the interval (0,1), such that h¯ = 0.5. The solid
horizontal lines in the right panel indicate the steady-state unemployment rate predicted by eq. (4).
The simulations were ran for a population of N = 500 and H = 10, 000. Source code is available at
https://github.com/oguerrer/mnc4up.
2.2 The Data-Driven View
The global search assumption is a convenient simplification that has helped labour
economists to generate a wide variety of models to study unemployment while explaining
the emergence of aggregate empirical regularities such as the Beveridge curve. However,
it is not evident that these models are empirically valid at the micro-level. Is it the case
that job seekers can sample any firm in an entire economy, industry, or geographical
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region? This is a question that we have previously studied (Guerrero and Lo´pez, 2015a)
using employer-employee matched microdata of the entire labour force of Finland for 20
years. By looking at the employment histories of each worker, we constructed a network
where nodes represent firms and edges represent labour flow between them. We adapted
a popular network formation model (the configuration model) in order to construct a
statistical test for the global search assumption. The spirit of the test is quite simple:
if each job seeker can sample just any firm, would we expect to observe the level of
labour flows registered in the data between a pair of firms? The analysis reveals that
more than 85% of the labour flows between pairs of firms are larger than what we would
expect under global search. Moreover, these results are robust even when restricting for
submarkets such as municipalities and industries.
The previous results suggest that the GSM, although valid at the macro-level, is
invalid at the micro-level. This suggests that workers coming from specific firms tend
to find jobs in other specific firms, as opposed to any firm. Another version of the
test (Lo´pez et al., 2015) shows that we should expect labour flows only between certain
pairs of firms, which violates the global search assumption. It means that labour market
frictions have a structure that restricts job search. In principle, ignoring this structure
may not seem like an important flaw, since we are focusing on studying unemployment.
Nevertheless, public policy is always implemented at the micro-level, so it is critical to
account for realistic micro-principles in order to correctly construct aggregate unemploy-
ment. For this purpose, we propose a data-driven model that accounts for the structure
of labour market frictions.
Suppose that the frictions of the labour market are such that workers cannot meet
just any firm in the economy. Instead, each job seeker is constrained to search among a
specific group of companies. Moreover, let us assume that this group of firms is related
to the worker’s last employer. Therefore, the job prospects of an unemployed individual
depend on the specific firm in which he or she was last employed. Evidently, as a person
advances in his or her career, his or her employment prospects change. In the long run,
a worker might be able to meet a firm that would not be possible in the short run.
Let us formalize this model by introducing a network of firms that we call the labour
flow network (LFN). The LFN represents the structure of the labour market frictions
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that restrict job search and shape labour mobility. We represent the LFN with a graph
G, where the presence or absence of an edge represents a categorical relation between two
firms, resulting from the frictions that determine labor mobility between them. In other
words, the absence of an edge means that labor flows between two unconnected firms
are highly unlikely due to high frictions, while the opposite is expected for connected
firms. For these reasons, G is undirected and unweighted. For simplicity, assume that
all firms have at least one edge, and that G has a single component.
There are N firms and H workers in the economy. Employed workers become un-
employed with probability λ. In contrast to the GSM, the unemployed use G to search
for jobs. Consider an unemployed individual whose last job was at firm i. When he
or she goes to the job market, he or she picks one firm out of a set Γi and submits
a job application. Γi is the set of firms that share an edge with i in G, that is, i’s
neighbours. Therefore job search is restricted by the connectivity of the worker’s last
employer. Here, job seekers do not sample one firm from the entire economy, but from a
significantly smaller subset that varies from firm to firm. Finally, if j is picked, it hires
the applicant with probability hj .
Let us define firm-specific unemployment Ui as the number of unemployed agents
whose last job was at firm i. The value of Ui,t depends on its previous value Ui,t−1, on
the workers who found jobs h¯ΓiUi,t−1, and on the new unemployed λLi. Note that, in
contrast to the GSM, the probability h¯Γi of finding a job is ‘local’ in the sense that it
depends on i’s specific neighbours in Γi. In summary, the average dynamics of Ui are
described by
Ui,t = (1− h¯Γi)Ui,t−1 + λLi,t−1. (5)
In order to solve this model, it is necessary to also understand the evolution of the
firm size Li,t. This is determined by i’s previous size Li,t−1, by the new unemployed
λLi,t−1, and by the new hires coming from each of i’s neighbour hi 1kjUj,t−1, where kj
is the number of connections of firm j (or its degree) and 1kj is the probability that an
unemployed worker associated to firm j chooses i to submit an application. In summary,
the dynamics of Li are described by
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Li,t = (1− λ)Li,t−1 + hi
∑
j∈Γi
1
kj
Uj,t−1. (6)
In the steady-state Ui,t = Ui,t−1 = Ui and Li,t = Li,t−1 = Li, so combining eqs. (5)
and (6) with the steady-state conditions yields
Li = hi
∑
j∈Γi
Lj
kj h¯Γj
, (7)
which states that the size of firm i depends on the size of its neighbours in the LFN.
Lo´pez et al. (2015) show that this model always has at least one steady-state. Moreover,
they find that the system of equations described by eq. (7) has a unique solution
Ui = ϕhiki (8)
Li =
ϕhih¯Γiki
λ
, (9)
where ϕ = H/(
∑N
i Ui+
∑N
i Li) comes from the population condition
∑N
i Ui+
∑N
i Li =
H.
The unemployment rate is u = 1H
∑N
i Ui, so replacing the population condition and
eqs. (8) and (9) yields
u =
λ
∑N
i hiki∑N
i hiki(λ+ h¯Γi)
, (10)
where h¯Γi is the average hiring policy of i’s neighbors.
Equation (10) is similar in spirit to eq. (4) from the GSM, but with the difference
that it accounts for the structure of the LFN and the way in which the hiring policies
are distributed across firms. These differences are crucial because they affect the way
in which job seekers sample their potential employers. It means that if i is connected
to firms with low hiring policies, its unemployed workers will take longer to find jobs
than workers associated to firms with a higher h¯Γi . When evaluated for arbitrary hir-
ing policies, Equation (10) also produces a Beveridge curve. Therefore, this model is
empirically valid, to some degree, at both micro and macro levels.
In terms of the computational implementation, the model only needs the LFN struc-
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ture and a single modification in the search behaviour: sample from Γi instead of G.
As shown in algorithm algorithm 2, the difference between both models is apparently
subtle. Computational simulations are also consistent with the algebraic predictions
from eq. (10), which supports the correctness of the calculation.
for period t do
for each worker do
if employed then
become unemployed from firm i with probability λ;
end
else
select firm j ∈ Γi at random;
become hired with probability hj ;
end
end
end
Algorithm 2: Labour Flow Network Model
3 From Reasonable Assumptions to Misleading Pre-
dictions
In 1953 Milton Friedman published an influential essay on The Methodology of Positive
Economics (Friedman, 1953) that became highly controversial (Caldwell, 1980). In it,
he argues that the realism of the underlying assumptions of a theory can be judged
independently of the validity of its predictions. Since all assumptions are incorrect
to some degree, what makes a theory useful is the critical aspects that yield better
predictions. A common interpretation of this essay is that a theory is better if it explains
more about the phenomenon of interest with less assumptions, regardless of the validity
of its assumptions. Since then, economic science has been shaped by this view, which is
justifiable when a researchers aims at explaining only a specific phenomenon, e.g. the
Beveridge curve.
When we operate in the realm of public policy, Friedman’s logic may not necessarily
be the most adequate one. First, the questions and objectives of a policymaker are
broader (and often fuzzier) than the ones of a scientist. For example, while an economist
might want to understand why unemployment persists in the presence of job seekers
and available vacancies, a regulator might be interested in knowing who are the firms
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that create those vacancies, where are the workers who qualify for them, and what
instruments can be used to match them. Clearly, policy involves a higher level of detail
and has normative objectives that often are not aligned with the positive questions of
the social scientist. Such level of detail is necessary because policy interventions operate
at a very disaggregated level (e.g. on specific firms or individuals), unleashing behavioral
and organisational responses that may lead to consequences that were unintended by the
policymaker. For these reasons, models that are used for policy advise should be built
on assumptions that are as realistic as possible. How can we conciliate more realistic
assumptions with useful models for policy? We argue that big data and microdata-driven
assumptions represent a viable way to do it.
Let us get back to our two models, the GSM and the LFN model. Under Friedman’s
logic, the GSM is a better model because it explains frictional unemployment (through
the Beveridge curve) without the need to account for the structure of the labour market
frictions. In fact, if all firms have the same hiring policy h, the unemployment rate from
the LFN model (eq. (10)) is the same as the one from the GSM (eq. (4)). Therefore,
we can simply assume that hi has little variation across firms so hi ≈ h¯, justifying
why the the GSM is a better model. In this section, we demonstrate some flaws of
this logic through a set of experiments. Each experiment is motivated by empirical
observations about the labour market, for example, that smaller firms have a larger
turnover (Davis et al., 1998) and that empirical LFN have complex structures with
skewed degree distributions (Guerrero and Axtell, 2013). First, (i) we analyse the effect
of hiring policy heterogeneity on unemployment. Then, (ii) we determine the effect that
the topology of the LFN has on unemployment. Next, (iii) we study how external shocks
induce different changes in unemployment, depending on the model of choice. Finally,
(iv) we show that the readjustment of unemployment after a shock is qualitatively and
quantitatively different between the GSM and the LFN model. For experiments i to iii
we use the algebraic results obtained in section 2. For experiment iv we implement an
agent-computing model inspired in the simulation framework laborSim.
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3.1 Assignment of Hiring Policies
The first step in our analysis is considering the heterogeneity of hiring policies and
how they are distributed across firms. We concentrate on four probability distributions
of hi, shown in fig. 3. All of these distributions have the same average hiring policy
h¯ = 0.5. In panel A of fig. 3, h¯ occurs with probability one and any other hi 6= h¯
with zero probability. This corresponds to the Dirac delta distribution and implies that
there is no variation of hiring policies. Panel B illustrates a Gaussian distribution. In
this case, the variation of hiring policies is small, and it is reasonably to ignore it for
a large population of firms. In panel C we observe a uniform distribution where any
hiring policy has the same probability of occurring. Panel D shows the case of a bimodal
distribution with an extreme variation. Here, the probability mass concentrates in both
tails, giving it a ‘U’ shape.
Figure 3: Probability Distributions of Hiring Policies
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All panels were computed from a Beta(α, β) distribution, parameterised as indicated in each panel. In
panel B , Beta(10, 10) ≈ Normal(0.5, 0.11), so it has exponentially decaying tails.
The next step is to consider different ways in which the hiring policies can be dis-
tributed across firms. Suppose that we can arbitrarily assign each hi to each firm i.
By doing so, we can construct different assignments under which hiring policies may
correlate through the network G. We study four representative cases that will help us
understand the importance of the LFN structure in unemployment. For this, we follow
the procedure described in algorithm 3, which takes as inputs a LFN G, a vector of
hiring policies H, and a randomly selected firm i which we call the reference node.
Evidently, by randomizing or sorting the hiring policies under different criteria (as-
cending or descending), we can induce different assignment patters. The network layouts
in fig. 4 depict these patterns by placing the reference node in the centre of the graph.
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input : G, H, i
output: A
for j ∈ {1, ..., N} do
compute the shortest path distance dij between i and j in G;
end
create sorted vector N in ascending order according to dij ;
if sorted then
if ascending then
sort H in ascending order;
end
else
sort H in descending order;
end
end
else
randomize order of H;
end
create empty vector A of size N ;
for j ∈ {1, ..., N} do
A[N[i]] = H[i];
end
Algorithm 3: Assignment of Hiring Policies
The further a node is from the centre, the further it is in number of edges from the
reference node. Let us look at each panel from left to right. The first one corresponds
to the trivial case in which all firms have the same hiring policy h¯ = 0.5, so we call it
the no-variation assignment (NV). In the second panel, the order of the hiring policies is
randomized. This implies that hiring policies are not correlated in any way through the
LFN, so we call this the no-correlation assignment (NC). In the third panel, the refer-
ence node has the highest hi while the lowest hiring policies are assigned to those nodes
that are furthest away from it. We call this, the close-high (CH) assignment because the
closer a firm is from the reference node, the higher its hiring policy. Finally, the fourth
panel corresponds to the far-high (FH) assignment because the reference node has the
lowest hi and the firms that are furthest from it have the highest hiring policies in the
economy.
Conventional unemployment models implicitly assume the first two assignments (NV
& NC) because they facilitate analytical simplicity and mathematical parsimony. Fur-
thermore, the identity of the origin and destination firms of a worker that changes jobs
is irrelevant since everything can be aggregated into pools of employed and unemployed
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Figure 4: Assignment of Hiring Policies Across the LFN
No Variation (NV) No Correlation (NC) Close-High (CH) Far-High (FH)
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The network layouts depict place a reference node in the centre of the graph. The further a node is
from the centre, the further it is in number of edges from the reference node.
workers as in the GSM. In contrast, the last two assignments (CH & FH) are more
difficult to treat with conventional algebraic models because aggregation is not obvious.
However, our LFN model allow us to operate on them with relative ease. Analyzing all
assignments in conjunction with the four distributions of hi allow us to understand the
effect that the LFN has on unemployment.
3.2 Identity Matters
An implication of the global search assumption is that the identity of a specific firm
is not relevant to study unemployment because the random matching process is homo-
geneous across companies. More sophisticated models, used when there is well-known
firm heterogeneity, focus on categorical features that differentiate firms, e.g. industries,
sizes, ages, etc. Nevertheless, this approach is still quite aggregate and assumes that the
identity of the firm is not relevant as long as we can study a population of ‘representative
firms’. Under the LFN model, firm identities are critical because their connectivity in
the LFN restricts the employment prospects of job seekers.
We compute the unemployment rate of the economy of a given probability distribu-
tion Pr(hi), an assignment of hiring policies, and a LFNG. By comparing unemployment
rates across different assignments, but under the same graph G and distribution Pr(hi),
we determine the effect of the assignment under a specific LFN. To be more specific, the
experiments in sections 3.2 and 3.3 use the procedure described in algorithm 4, which
takes as inputs Pr(hi), the assignment criteria c (NV, NC, CH, or FH), and the sample
size n. Let us remind that the unemployment rate obtained from the GSM is the same
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as the one form the NV assignment. Since these two experiments only look at total
unemployment, we use NV as our benchmark and compare it against each of the other
three assignments. In this experiment we assume6 that G is a regular graph with k = 4,
N = 500, and H = 10, 000.
input : Pr(hi), c, n
output: u
for x ∈ 1, ..., n do
create a new graph G;
select a reference node i;
create a sample vector H of hiring policies dawn from Pr(hi);
assign hiring policies according to c and algorithm 3;
compute unemployment rate u;
append u to u;
end
Algorithm 4: Experiment Procedure
Figure 5 shows the results of this exercise. First, notice that the NC assignment
yields the same unemployment level as NV. Moreover, this pattern persists under the
other distributions of hi that have a larger variance. This would suggest that, if hiring
policies are not correlated through the LFN, their heterogeneity has a negligible effect
on unemployment, so the global search assumption is a reasonable assumption. Second,
assignments CH and FH produce significantly lower levels of unemployment than NV
and NC. As the variance of Pr(hi) increases, CH and FH generate less unemployment.
This drop in unemployment occurs because the sampling space of job seekers depend
on the specific pattern in which hi is assigned. We provide the intuition below.
When hiring policies are assigned in a correlated way (as in HC HF), a divide
between firms with high hi and firms with low hi emerges. Under a regular graph, this
divide is well defined because the average shortest path is longer than in networks with
heterogeneous degrees. This prevents firms with high hiring policies from be connected
to firms with a low hi. Therefore, a worker who leaves a firm from the latter group can
only sample companies with low hiring policies. In contrast, workers from firms with a
high hi end up sampling firms with high hiring policies.
Why high and low hiring policy firms do not cancel each others’ effects, generating
the same unemployment rate as the NC assignment? The answer can be found by looking
6The results are scale-invariant. Therefore, we only need to consider a number of firms and workers
that is large enough so that h¯ ≈ 1
N−1
∑
i 6=j hi.
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at the firm size in eq. (9). Firms with a higher hi and higher h¯Γi tend to be larger (given
that everything else is constant and that ki = k due to the regular graph). This causes
that the proportion of workers sampling firms with a high hi is larger than the one of
those sampling low hiring policies. For this reason, the overall level of unemployment
is lower than in NC. Furthermore, the regular structure of the LFN generates the same
divide between high and low hi in HC and HF. Therefore unemployment is the same in
both assignments. This result suggests that ignoring how hiring policies are distributed
across firms may lead to significantly biased estimations of unemployment.
Figure 5: LFN Model Under Different Assignments of hi on Regular Graphs
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We computed eq. (10) for 500 regular graphs with degree k = 4 for each assignment and each probability
distribution of hiring policies. We assume λ = 0.02, but the results are robust for other values. The
shaded areas denote the corresponding probability distribution of hi with shape illustrated in their
corresponding insets. The box plots denote the distributions of the unemployment rates of each sample.
NV stands for no-variation, NC for no-correlation, CH for close-high, and FH for far-high. Source code
is available at https://github.com/oguerrer/mnc4up.
3.3 Realistic Labour Flow Network Structure
So far we have shown the cost of assuming a certain assignments of hiring policies under
LFNs with a regular structure. Is there a significant difference in the unemployment
rate if we assume another network structure? Here we answer this question from a
data-driven perspective.
Empirical evidence suggests that LFNs have universal features across different coun-
tries. One of them is the way firms concentrate edges. Using employer-employee micro-
data from Finland, Mexico, and the US, Guerrero and Axtell (2013); Schmutte (2014)
find that the degree distribution of LFNs is well explained by a Pareto probability
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distribution. This kind of network structure allows the existence of ‘hub’ firms that con-
centrate a disproportionate number of connections. As we will show, this has a profound
implication in job search and a drastic effect on unemployment.
In order to assess the effect of the LFN topology in unemployment, we use a popu-
lar scale-free network model that generates Pareto-distributed degrees. We perform the
procedure described in algorithm 4, generating Baraba´si-Albert networks with minimum
degree kmin = 2, N = 500, and H = 10, 000. Figure 6 shows that the results for assign-
ments NV, NC, and CH are consistent with the those found in section 3.2. However,
there is a strikingly different outcome in assignment FH: unemployment is significantly
higher, the opposite from previous finding.
There is an intuitive explanation to the latter result when we consider the divide
between high and low hiring-policy firms in a scale-free LFN. Here, hub firms concentrate
so many edges that there is a high probability that any firm is connected to one or more
hubs. This implies that hubs are almost certainly neighbours of the reference node.
Therefore, it is likely that hub firms are among those with extremely high (under CH)
or extremely low (under FH) hiring policies.
Under the CH assignment, hub firms concentrate high hiring policies and large de-
grees. Equation (9) suggests that firms hub firms are larger by virtue of having a higher
ki. Then, under CH a larger proportion of workers sample firms with high hiring poli-
cies. In contrast, under the FH assignment hub firms concentrate low hiring policies,
but attract a disproportionate number of applicants due to their degree. For this reason,
FH generates a larger proportion of workers who sample firms with low hiring policies,
generating more unemployment than in any other assignment. This result suggests that
ignoring the structure of the LFN may yield biased and even erroneous results.
3.4 Shocks
We have shown the importance of considering how hiring policies are distributed across
the firms that are interconnected through a LFN. However, we have not discussed what
type of assignments are empirically plausible. In previous theoretical work Axtell et al.
(2015) have shown that the FH assignment is a better representation of real labour mar-
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Figure 6: LFN Model Under Different Assignments of hi on Scale-Free Networks
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We computed eq. (10) for 500 scale-free networks with average degree k¯ = 4 for each assignment and
each probability distribution of hiring policies. We assume λ = 0.02, but the results are robust for other
values. The shaded areas denote the corresponding probability distribution of hi with shape illustrated
in their corresponding insets. The box plots denote the distributions of the unemployment rates of each
sample. NV stands for no-variation, NC for no-correlation, CH for close-high, and FH for far-high.
Source code is available at https://github.com/oguerrer/mnc4up.
kets because it arises from the profit-maximising behaviour of firms. Their argument is
that in the face of economic costs for setting hiring policies (e.g., recruitment processes,
advertising vacancies, interviewing candidates, etc.), firms that receive more job applica-
tions do not need to set high hiring policies. Therefore, firms with a higher degree tend
to set lower hiring policies than firms with poor connectivity. For this reason the FH
assignment is of special interest. From a policy perspective, there is another argument
of why we should study unemployment under the FH assignment: economic shocks.
Economic shocks are always a priority issue for policymakers. Let us think of shocks
as exogenous economic perturbations that affect specific firms in a short period of time
(although their effects might spread to the entire economy in the long run). For example,
the direct ‘victims’ of a financial crisis are those firms that hold depreciated financial
assets; a technological innovation first affects the firms that adopt the new technology;
and immigration first affects those companies in the geographical region where the new
labour force resides. Generally speaking, shocks trigger negative reactions towards hir-
ing7. For example, firms that face financial instability usually freeze hiring for some
time; technologies that substitute labour incentivise companies to hire less workers; and
an increase in the local labour force due to migration may lead to lower hirings as a
proportion of total applicants. In terms of our models, firms react to shocks by lowering
7Shocks may also generate positive reactions, for example, an increase of the international price of
a commodity exported by a specific industry. We focus on the negative reactions because, most of the
times, they are the ones that trigger policy interventions.
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their hiring policies.
It is often the case that shocked firms are related through their various economic
interactions. The LFN captures some of these interactions by taking into account the
firm-to-firm labour flows. Therefore, it is natural to think of the effect of an economic
shock as the reduction of hiring policies in a sub-graph of the LFN. This phenomenon
induces an FH-type assignment of hiring policies. Therefore, it is critical for a well-
crafted contingency policy to understand who are the firms affected and how they will
contribute to new unemployment. For this purpose, we devise a simple experiment that
demonstrates significant gaps between the predictions of the GSM and the ones from
the LFN model in the context of economic shocks.
Consider an economy with a scale-free LFN represented by graph G, such that all
firms have the same hiring policy of 0.5. In this economy, a sub-graph G′ is affected
by an economic shock, so all of its companies (which we call the shocked firms) reduce
their hiring policies by the same amount. We measure the size of the shock in terms of
the reduction of hiring policies. For example, if all firms have an initial hi = 0.5 and the
shocked firms reduce their hiring policies to 0.25, then we say that there is a 50% shock
(similarly, a reduction from 0.5 to 0.05 represents a 90% shock because firms decreased
their hiring policies by 90%). The extent of a shock is the number of directly affected
firms. In order to introduce a shock, we follow the procedure described in algorithm 5,
which takes as inputs the LFN G, a vector of assigned hiring policies A, a reference
node i, the size s ∈ [0, 1] of the shock, and the extent e ∈ {1, ..., N} of the shock.
input : G, A, i, s, e
output: G′
G′ = G;
for j ∈ {1, ..., N} do
compute the shortest path distance dij between i and j in G;
end
create sorted vector N in ascending order according to dij ;
j = 1;
while j ≤ e do
A[j] = (1− s)A[j];
j = j + 1;
end
remove each node l in G′ such that l ≥ j;
Algorithm 5: Implementation of a Shock
We compute the unemployment rate of the economy before and after the shock. The
24
difference between both rates is the growth in unemployment. We measure unemploy-
ment growth for different extents and different shock sizes (10%, 50%, and 90% shocks).
Note that under the global search assumption the LFN is irrelevant, so a reduction of
hiring policies in G′ translates into updating the average hiring policy h¯. It implies
that the GSM assumes that the effects of economic shocks are evenly spread across the
economy, which may provide policymakers misleading information.
Figure 7 shows the result of the exercises. Panels A to C show unemployment growth
as a function of the extent of shocks in both models. As expected, the magnitude of
unemployment growth is considerably higher for shocks of larger size. In the extremes
in which the number of shocked firms is near 0% or 100% both models produce the same
result. However, in the intermediate extents the LFN model generates higher unemploy-
ment growth than the GSM. Panel D shows that the difference in unemployment growth
as a function of the extent of the shock has a concave behaviour. This difference grows
with the size of the shock. In summary, the global search assumption underestimates
the effect of economic shocks. This is a critical aspect of employment policy-making
that can be significantly improved through a data-driven approach.
Figure 7: Unemployment Due to Economic Shocks
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We generated a sample of 500 scale-free networks for each of the three shock sizes. The shaded regions
denote the standard deviation of the unemployment rates computed for each sample. Panel D shows the
difference between the unemployment rates from the LFN model and the ones from the GSM. The label
indicates the different shock sizes. Source code is available at https://github.com/oguerrer/mnc4up.
3.5 Adjustment Periods
Our discussion so far has focused on the magnitude of biases introduced by the global
search assumption. However, policy-making has a temporal aspect that is rarely ad-
dressed in conventional models. When an economic shock takes place, the economy
undergoes a re-adjustment period before reaching a new steady-state. In the dynamical
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systems literature, these periods are known as transients. Transients are important to
understand economies because a considerable amount of economic resources are reallo-
cated during these periods. Such resource reallocation may lead to new societal problems
such as larger inequality or more market concentration in a few firms. Moreover, the
trajectory of unemployment during a transient may not be as smooth as we would hope.
For example, consider an economy with 5% unemployment that will increase to 7%
after receiving a shock. The fact that we can forecast the new steady-state unemploy-
ment does not imply that we understand how the economy will arrive to it. Due to
the numerous social interactions that take place in the economy, adjustment periods are
far from instantaneous. In fact, unemployment may easily exceed the forecasted level
before reaching the new steady-state. This would be an undesirable outcome for any
policymaker or regulator.
Understanding transients is a complex problem that raises many questions. Some of
them include how long will a transient last, what levels of unemployment will be reached
in the process, and will the distribution of unemployment across firms change? Providing
a mathematical account of transients is out of the scope of this article. However, we can
employ some of the computational tools developed so far in order to shed some light on
unemployment during transients.
We use algorithms 1 and 2 in order to analyse the adjustment dynamics of unemploy-
ment after an economic shock is introduced to the economy. We performed two types of
simulations: one that follows the GSM, and another where the job search happens on
the LFN. In the initial state, every firm has a hiring policy of 0.5. The simulation runs
until it reaches the steady-state unemployment predicted by eqs. (4) and (10). Then, we
introduce a shock by following algorithm 5. We let the simulation run until it reaches the
new steady-state and analyse the result. As previously, we focus on scale-free networks
because they are the empirically relevant ones.
Figure 8 presents the results from the agent-computing simulations. Panel A shows
the trajectory of the unemployment rate under the GSM and the LFN model. Besides
the difference in final steady-state unemployment rates, the behavior of each trajectory
differs significantly after the shock is introduced in period 100. On one hand, the GSM
reaches the new steady-state almost instantaneously. On the other, the LFN model
26
takes considerably longer time to settle down (around 1,000 periods). This dramatic
difference in adjustment times is due to the congestion effects generated by the topology
of the LFN. In order to gain a more detailed understanding of these dynamics we take
advantage of the computational capability of the model in order to look at the cross-
sectional distribution of unemployment in the synthetic microdata generated by the
simulations.
We classify firms in three groups in order to understand transient dynamics. The
first group consists of shocked firms (SF). The second contains those firms that are not
shocked, but that are neighbours of shocked firms (NF). The third group gathers all
firms that are neither shocked nor neighbours of shocked firms (NNF). Recall that the
firm-specific unemployment of firm i is the number of unemployed individuals whose
last job was at i. By adding up the firm-specific unemployment of the members of a
group, we construct the unemployment share that group. Therefore, decompose total
unemployment into the three shares of these groups and analyse its evolution.
Panels B and C in fig. 8 show the dynamics of the unemployment share of each group
of firms. In both models, the share of SF is expected to decrease because those firms hire
less applicants. However, it takes more time to decrease in the LFN model because SFs
tend to be connected between themselves due to the scale-free nature of the network.
This means that the unemployed associated to SFs remain ‘trapped’ among firms with
a low hi, while their homologous from the GSM are able to ‘escape’ the shocked ‘area’
because they can sample any firm in the economy. This becomes evident by looking at
the immediate post-shock decay of the SFs’ unemployment share under the GSM, which
contrasts with a brief but fast growth under the LFN model. This growth of workers
trapped among shocked firms is reinforced by the job seekers coming from NFs into SFs,
as shown by the decline in unemployment share of NF in panel C. Eventually, workers
manage to find their way out of the shocked area and reach NNFs, settling the economy
into its new steady state.
Another aspect with policy relevance is the nature of the trajectory of the unemploy-
ment rate during a transient. Panel A in fig. 8 shows how the unemployment rate in the
LFN model reaches higher levels than the one obtained in the new steady-state. This
kind of fluctuation is quite common in the observed unemployment rates of most coun-
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tries. However, conventional models used to advice unemployment policy only focus on
steady-states, ignoring the unemployment overshooting that takes place during the tran-
sient. This overshooting is critical because a policy that is based only on steady-state
predictions is unable to foresee other unintended consequences that are of importance
to the policymaker. Panel D shows the size of the maximum unemployment overshoot
as a function of the extent of the shock. The largest overshoot is generally reached when
the extent of the shock covers approximately 20 to 40% of the firms.
Altogether, the process of labour reallocation that takes place through the LFN af-
ter a shock is of relevance for policy. For example, during recession periods, a common
policy is to provide firms with tax breaks or subsidies towards the social security costs
of newly hired employees. These policies aim at incentivising re-employment in an eco-
nomic environment where firms have lowered their hiring policies. With conventional
models, a policymaker has no way of identifying where are the largest concentrations
of unemployment and what firms are nearest, other than through aggregate informa-
tion such as industrial classifications and geographical divisions. With a more granular
knowledge about labour flows through LFNs, policy can become more effective and
efficient by targeting the firms with most potential to hire job seekers.
In summary, the GSM falls short when trying to generate unemployment dynam-
ics that are policymaking relevant. The use of big data, network science, and agent-
computing provides tools to develop a data-driven approach for better theories and
models that inform unemployment policy. We have shown how assumptions that seem
reasonable from the standpoint of explaining a narrow phenomenon can be misleading
in a broader context where practical applications are needed. Finally, we discussed how
policy and scientific practices can benefit from a data-driven approach, and how these
computational tools can help in the process of knowledge exchange and development.
4 Discussion and Conclusions
Every day, big data is becoming an integral part of social sciences, offering new oppor-
tunities to inform theory and practice. In the study of unemployment, big data has
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Figure 8: Adjustment Period After Shock
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We generated samples of 500 simulations for each trajectory. The shaded regions in panel A denote
standard deviations. Panels C and D show the time series of the unemployment share of each group
of firms. Recall that the firm-specific unemployment of firm i is the number of unemployed individuals
whose last job was at i. By adding up the firm-specific unemployment of the members of a group,
we construct the unemployment share that group. Panel D shows the size of the maximum overshoot
of unemployment as a functions of the percentage of firms shocked in the LFN model. Its legend
denotes different shock sizes. Label SF stands for shocked firms, NF for neighbours of shocked firms,
and NNF for neither shocked nor neighbour of shocked firms. Source code is available at https:
//github.com/oguerrer/mnc4up.
a long tradition dating back to the 1980’s with the construction of the first employer-
employee microdatasets. Today, this kind of data offers an unprecedented level of detail
about entire populations of workers, households, and firms in different countries. Such
detail cannot be harvested to the benefit of public policy without the introduction of
new analytical methods. In this paper we have shown how network science can be used
to inform economic theory by facilitating the construction of models that account for
the complex structure of labour market frictions. In particular, we introduced a model
where workers flow through a network of firms as they lose their jobs and try to find new
employment opportunities. In contrast with the conventional view of labour dynamics,
this model is driven by empirical observations of how each individual moves from one
company to another. Ignoring these empirical facts may seem reasonable in order to
explain very specific questions. However, we demonstrated that these assumptions may
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lead to erroneous predictions that may lay beyond the interest of academics, but be
highly relevant to policymakers. In order to enhance a synergy between theory and big
data in the context of policy and Internet, agent-computing methods are highly relevant.
Besides the obvious academic benefits of using agent-computing models to analyse
labour markets, there are important benefits in terms of knowledge transfer, dissemina-
tion, and reproducibility. In economic policymaking, knowledge transfer usually involves
a group of researchers in a policy organization (e.g., a central bank or a think tank)
adapting an existing model to a particular problem in their country. Gaps in technical
capabilities between the transferring parties often deters knowledge transfer. This is
particularly acute among developing countries, where policymaking agencies often im-
port state-of-the-art models from industrialised countries8. Here, agent-computing can
facilitate knowledge transfer because these models are highly structured, modular, and
communicative. In addition, most countries can take advantage of their existing stock of
software developers to re-implement these models and develop modules that are better
fitted to the particular characteristics of their economies.
Dissemination is important for policy because it facilitates feedback and evaluation
by stakeholders and third party actors, besides informing public debates on the focus
topic. Agent-computing technologies enable dissemination due to their highly commu-
nicative visualisation capability. For example the simulation application laborSim uses
the LFN framework to provide a visually communicative tool that informs the user
about labour market dynamics. As shown in fig. 9, this application allows the user to
provide employer-employee matched microdata to create a graphical view of the LFN.
LaborSim runs a more general version of algorithm 2 and updates the visualizations in
real time, allowing the user to become familiar with the dynamics of the model. In ad-
dition, the user can select specific firms from the LFN and manipulate their parameters
(e.g., their hiring policies) in order to introduce shocks and policy interventions. When
the simulation reacts to these interactions, the user can learn about the implications of
shocks and policy in unemployment.
8In the case of central banks, the so called dynamic stochastic general equilibrium models are specially
popular. In a nutshell, these models consist of large systems of non-linear equations without closed-
form solutions. These models are considerably complicated and have a large parameter space that is
not trivial to calibrate, especially when data is scarce.
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Figure 9: Simulation Framework LaborSim
LaborSim is available at: http://oguerr.com/laborsim
Agent-computing technologies facilitate model replicability due to their modular
structure. Replicability is crucial for policy because we want to be sure that the theories
on which we are basing a policy decision have been exhaustively tested and well under-
stood by more than one expert. Moreover, replicability facilitates knowledge transfer,
which enhances the accumulation of human capital among policy agencies.
In summary, big data from employer-employee microdata, in conjunction with net-
work science and agent-computing models, offer new opportunities to improve the way
in which unemployment policy is designed today. As with every methodological develop-
ment, adopting these techniques takes time. Therefore, is is important to make it evident
to researchers and policymakers that there are direct and significant benefits from these
approaches. We believe that the speedy development of new computational technologies
and the Internet offer an unprecedented opportunity to facilitate this process. In the
era of big data, policies based on methods and theories that ignore data-driven facts will
eventually translate into missed opportunities and societal costs. It should be a prior-
ity for social scientists to work together with scientists from other data-driven fields in
finding a common ground where theories and big data give birth to a new generation of
policy-relevant models. Only in this way public policy will be able to take full advantage
of every-day growing big data.
31
References
Abowd, J. and Kramarz, F. (1999). The analysis of labor markets using matched
employer-employee data. In Ashenfelter, O. and Card, D., editors, Handbook of Labor
Economics, volume 3B, pages 2629–2710. Elsevier.
Axtell, R., Guerrero, O., and Lo´pez, E. (2015). The network composition of aggregate
unemployment. Working Paper.
Buchanan, M. (2009). Economics: meltdown modelling. Nature News, 460(7256):680–
682.
Caldwell, B. (1980). A critique of Friedman’s methodological instrumentalism. Southern
Economic Journal, 47(2):366–374.
Davis, S. J., Haltiwanger, J., and Schuh, S. (1998). Job creation and destruction. MIT
Press.
Einav, L. and Levin, J. (2014). Economics in the age of big data. Science,
346(6210):1243089.
Friedman, M. (1953). The methodology of positive economics. In Essays in Positive
Economics, pages 3–43. University of Chicago Press, Chicago, IL.
Gonza´lez-Bailo´n, S. (2013). Social science in the era of big data. Policy & Internet,
5(2):147–160.
Guerrero, O. and Axtell, R. (2013). Employment growth through labor flow networks.
PLoS ONE, 8(5):e60808.
Guerrero, O. and Lo´pez, E. (2015a). Firm-to-firm labor flows and the aggregate match-
ing function: a network-based test using employer-employee matched records. Eco-
nomic Letters, 136:9–12.
Guerrero, O. and Lo´pez, E. (2015b). LaborSim.
Haltiwanger, J., Lane, J., Spletzer, J., Theeuwes, J., and Troske, K. (1998). Report:
international symposium on linked employer-employee data - creating Employer and
employee datasets. Technical report.
32
Hamermesh, D. (2008). Fun with matched firm-employee data: Progress and road maps.
Labour Economics, 15(4):662–672.
Lazer, D., Pentland, A., Adamic, L., Aral, S., Baraba´si, A.-L., Brewer, D., Christakis,
N., Contractor, N., Fowler, J., Gutmann, M., Jebara, T., King, G., Macy, M., Roy,
D., and Alstyne, M. V. (2009). Computational Social Science. Science, 323(5915):721–
723.
Lo´pez, E., Guerrero, O., and Axtell, R. (2015). The network picture of labor flow.
Mayer-Scho¨nberger, V. and Cukier, K. (2013). Big data: a revolution that will transform
how we live, work, and think. Houghton Miﬄin Harcourt.
Mitchell, T. (2009). Mining our reality. Science, 326(5960):1644–1645.
Neugart, M. and Richiardi, M. (2016). Agent-based models of the labor market. In
Handbook on Computational Economics and Finance. Oxford Univeristy Press, Ox-
ford, UK.
Petrongolo, B. and Pissarides, C. (2001). Looking into the black box: a survey of the
matching function. Journal of Economic Literature, 39(2):390–431.
Pissarides, C. (2000). Equilibrium unemployment theory. MIT Press.
Rosen, S. (1986). The theory of equalizing differences. In Ashenfelter, O. and Layard,
R., editors, Handbook of Labor Economics, volume 1A, pages 641–692. Elsevier.
Schmutte, I. (2014). Free to move? A network analytic approach for learning the limits
to job mobility. Labour Economics.
Schweitzer, F., Fagiolo, G., Sornette, D., Vega-Redondo, F., Vespignani, A., and White,
D. (2009). Economic networks: the new challenges. Science, 325(5939):422–425.
Shimer, R. (2010). Labor markets and business cycles. Princeton University Press,
Princeton, N.J.
Taylor, L., Cowls, J., Schroeder, R., and Meyer, E. (2014). Big data and positive change
in the developing world. Policy & Internet, 6(4):418–444.
33
Varian, H. R. (2014). Big data: new tricks for econometrics. The Journal of Economic
Perspectives, 28(2):3–27.
Willis, R. J. (1986). Wage determinants: a survey and reinterpretation of human capital
earnings functions. In Ashenfelter, O. and Layard, R., editors, Handbook of Labor
Economics, volume 1A, pages 525–602. Elsevier.
34
