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Abstract
It is shown that, given an index m, a Banach space E is anL∞-space if and only if every
1-dominated m-homogeneous polynomial on E is integral. This extends a result for linear
operators due to Stegall and Retherford.
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1. Introduction
The absolutely r-summing and the integral operators constitute a very impor-
tant chapter in the theory of (linear bounded) operators between Banach spaces.
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In [15] and [14] there are results relating geometric properties of Banach spaces
with the coincidence of the above mentioned classes of operators. In [15] it is
shown in particular that a Banach space E is an L∞-space if and only if every
absolutely summing operator on E is integral.
In Section 2 of the present paper, we introduce and study the integral
multilinear mappings and polynomials, extending the definition given by Pietsch
[12] for multilinear functionals, and we show, for instance, that a polynomial is
integral if and only if its associated symmetric multilinear mapping is integral,
if and only if its linearization is an integral operator. We also prove that the
composition of an integral operator with a polynomial is integral.
The natural extension of the definition of absolutely r-summing operators to
the setting of polynomials yields the r-dominated polynomials (see definition
below), which have been studied, e.g., in [9,10].
In Section 3, we obtain our main result: given an integer m, a Banach space E
is an L∞-space if and only if every 1-dominated m-homogeneous polynomial on
E is integral.
Throughout, E and F denote Banach spaces, E∗ is the dual of E, and BE
stands for its closed unit ball. By N we represent the set of all natural numbers and
by K the scalar field (real or complex). Given m ∈N, we denote by P(mE,F ) the
space of all m-homogeneous (continuous) polynomials from E into F endowed
with the supremum norm. If E1, . . . ,Em are Banach spaces, L(mE1, . . . ,Em;F)
denotes the space of all m-linear (continuous) mappings from E1 × · · ·×Em into
F , also endowed with the supremum norm. If E1 = · · · = Em = E, that space is
represented by L(mE,F ). Recall that to each P ∈ P(mE,F ) we can associate a
unique symmetric P̂ ∈ L(mE,F ) so that
P(x)= P̂ (x, (m). . . , x) (x ∈E).
The norms are related by the inequalities [11, Theorem 2.2]:
‖P‖ ‖P̂ ‖ m
m
m! ‖P‖. (1)
For the general theory of polynomials on Banach spaces, we refer to [5] and [11].
Given 1 r <∞, a polynomial P ∈ P(mE,F ) is r-dominated if there exists
a constant k > 0 such that, for all n ∈N and (xi)ni=1 ⊂E, we have(
n∑
i=1
∥∥P(xi)∥∥r/m)m/r  k sup
x∗∈BE∗
(
n∑
i=1
∣∣x∗(xi)∣∣r)m/r .
We denote by Pas(mE,F ) the space of all 1-dominated polynomials from E
into F .
We use the notation
⊗m
E :=E⊗ (m)· · · ⊗E for the m-fold tensor product of E,⊗m
 E := E⊗
(m)· · · ⊗E for the m-fold injective tensor product of E, and ⊗mπ E
for the m-fold projective tensor product of E (see [4] for the theory of tensor
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products). By ⊗ms E := E⊗s (m)· · · ⊗sE we denote the m-fold symmetric tensor
product of E, i.e., the set of all elements u ∈⊗mE of the form
u=
n∑
j=1
λj xj⊗ (m)· · · ⊗xj (n ∈N, λj ∈K, xj ∈E, 1 j  n).
By
⊗m
,s E we denote the closure of
⊗m
s E in
⊗m
 E. Analogously,
⊗m
π,s E is
the closure of
⊗m
s E in
⊗m
π E. For symmetric tensor products, we refer to [6].
We denote by AS(E,F ) the space of all absolutely summing operators from
E into F and by I(E,F ) the space of all integral operators. The definitions may
be seen in [4] and [3].
We shall use the fact [4, p. 232] that an operator T :E→ F is integral if and
only if the functional T˜ :E ⊗ F ∗ → K, given by T˜ (x ⊗ f ∗) = 〈T (x), f ∗〉 for
x ∈E, f ∗ ∈ F ∗, is well-defined and continuous.
The Banach–Mazur distance d(E,F ) between two isomorphic Banach spaces
E and F is defined by inf(‖T ‖‖T −1‖) where the infimum is taken over all
isomorphisms T from E onto F . Recall that a Banach space E is an L∞-space
[8] if there is λ 1 such that every finite dimensional subspace of E is contained
in another subspace N with d(N,n∞) λ for some integer n. Every C(K) space
is an L∞-space.
2. Integral polynomials and multilinear mappings
In this section, we introduce and study the integral multilinear mappings and
polynomials proving, among other results, that a polynomial is integral if and
only if its associated symmetric multilinear mapping is integral, if and only
if its linearization is integral. It is also proved that, given Q ∈ P(mG,F) and
T ∈ I(E,G), the composition Q ◦ T ∈ P(mE,F ) is integral.
Definition 2.1. We say that T ∈ L(mE1, . . . ,Em;F) is integral if there exists
a constant C  0 such that for every n ∈ N, and all families (x1j )nj=1 ⊂
E1, . . . , (xmj )
n
j=1 ⊂Em and (f ∗j )nj=1 ⊂ F ∗, we have∣∣∣∣∣
n∑
j=1
〈
T (x1j , . . . , xmj ), f
∗
j
〉∣∣∣∣∣ C supx∗k∈BE∗k
k=1,...,m
∥∥∥∥∥
n∑
j=1
x∗1 (x1j ) . . . x∗m(xmj )f ∗j
∥∥∥∥∥
F ∗
.
In the case F =K, this definition was given in [12] (see also [7]). Easily, for
m= 1, we obtain the (Grothendieck) integral operators [4, p. 232].
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If T ∈ L(mE1, . . . ,Em;F), we denote by T the linearization of T , that is the
linear map T :E1 ⊗ · · · ⊗Em→ F given by
T
(
n∑
j=1
x1j ⊗ · · · ⊗ xmj
)
=
n∑
j=1
T (x1j , . . . , xmj )
for all xkj ∈Ek (1 k m,1 j  n).
Proposition 2.2. The mapping T ∈ L(mE1, . . . ,Em;F) is integral if and only if
T :E1 ⊗ · · · ⊗ Em → F is well-defined and integral.
Proof. Suppose that T is integral. Easily, T is continuous on the uncompleted
tensor product endowed with the -norm and so it is well-defined on E1 ⊗ · · ·
⊗ Em. On the other hand, T is integral if and only if the linear functional
T˜ : (E1 ⊗ · · · ⊗ Em)⊗ F ∗ →K,
defined by
T˜
(
n∑
i=1
ui ⊗ f ∗i
)
=
n∑
i=1
〈
T (ui), f
∗
i
〉
for all ui ∈E1 ⊗ · · · ⊗ Em and f ∗i ∈ F ∗ (1 i  n), is continuous with respect
to the injective norm on (E1 ⊗ · · · ⊗ Em)⊗F ∗. We observe that, if
ui =
ri∑
j=1
x
(i)
1j ⊗ · · · ⊗ x(i)mj , with x(i)kj ∈Ek
(1 k m, 1 j  ri, 1 i  n),
then ∣∣∣∣∣T˜
(
n∑
i=1
ui ⊗ f ∗i
)∣∣∣∣∣=
∣∣∣∣∣
n∑
i=1
〈
T
(
ri∑
j=1
x
(i)
1j ⊗ · · · ⊗ x(i)mj
)
, f ∗i
〉∣∣∣∣∣
=
∣∣∣∣∣
n∑
i=1
〈
ri∑
j=1
T
(
x
(i)
1j , . . . , x
(i)
mj
)
, f ∗i
〉∣∣∣∣∣
=
∣∣∣∣∣
n∑
i=1
ri∑
j=1
〈
T
(
x
(i)
1j , . . . , x
(i)
mj
)
, f ∗i
〉∣∣∣∣∣.
Now, using Definition 2.1 for the families(
x
(i)
1j
)
j=1,...,ri
i=1,...,n
, . . . ,
(
x
(i)
mj
)
j=1,...,ri
i=1,...,n
,
(
f ∗ij
)
j=1,...,ri
i=1,...,n
,
where f ∗ij = f ∗i (j = 1, . . . , ri, i = 1, . . . , n), we obtain
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(
n∑
i=1
ui ⊗ f ∗i
)∣∣∣∣∣ C supx∗k∈BE∗k
k=1,...,m
∥∥∥∥∥
n∑
i=1
ri∑
j=1
x∗1
(
x
(i)
1j
)
. . . x∗m
(
x
(i)
mj
)
f ∗ij
∥∥∥∥∥
F ∗
= C sup
x∗k∈BE∗k
k=1,...,m
∥∥∥∥∥
n∑
i=1
(x∗1 ⊗ · · · ⊗ x∗m)
(
ri∑
j=1
x
(i)
1j ⊗ · · · ⊗ x(i)mj
)
f ∗i
∥∥∥∥∥
F ∗
 C sup
{∣∣∣∣∣
n∑
i=1
Φ(ui)g
(
f ∗i
)∣∣∣∣∣: Φ ∈ (E1 ⊗ · · · ⊗ Em)∗,
‖Φ‖ 1, g ∈ BF ∗∗
}
= C
∥∥∥∥∥
n∑
i=1
ui ⊗ f ∗i
∥∥∥∥∥

.
Conversely, suppose that T˜ is continuous with respect to the -norm on
(E1 ⊗ · · · ⊗ Em) ⊗ F ∗. Let n ∈ N, (x1i )ni=1 ⊂ E1, . . . , (xmi)ni=1 ⊂ Em and
(f ∗i )ni=1 ⊂ F ∗ be fixed. We have∣∣∣∣∣
n∑
i=1
〈
T (x1i , . . . , xmi), f
∗
i
〉∣∣∣∣∣=
∣∣∣∣∣
n∑
i=1
T˜
[
(x1i ⊗ · · · ⊗ xmi)⊗ f ∗i
]∣∣∣∣∣
=
∣∣∣∣∣T˜
[
n∑
i=1
(x1i ⊗ · · · ⊗ xmi)⊗ f ∗i
]∣∣∣∣∣
C sup
x∗k∈BE∗k
k=1,...,m
g∈BF∗∗
∣∣∣∣∣
n∑
i=1
x∗i (x1i ) . . .x∗m(xmi)g
(
f ∗i
)∣∣∣∣∣
=C sup
x∗k∈BE∗k
k=1,...,m
∥∥∥∥∥
n∑
i=1
x∗1 (x1i) . . . x∗m(xmi)f ∗i
∥∥∥∥∥
F ∗
,
where we have used the associative property of the injective tensor product.
Therefore, T is integral. ✷
In [16], the author introduces the integral multilinear mappings as those
satisfying a certain integral expression. Proposition 2.2 implies that his definition
is equivalent to ours.
We now introduce the integral polynomials.
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Definition 2.3. We say that P ∈ P(mE,F ) is integral if there exists a constant
C  0 such that for every n ∈N, and all families (xi)ni=1 ⊆E and (f ∗i )ni=1 ⊂ F ∗,
we have∣∣∣∣∣
n∑
i=1
〈
P(xi), f
∗
i
〉∣∣∣∣∣ C supx∗∈BE∗
∥∥∥∥∥
n∑
i=1
[
x∗(xi)
]m
f ∗i
∥∥∥∥∥
F ∗
.
We use the symbol PI(mE,F ) to denote the space of all m-homogeneous
integral polynomials from E into F.
The following proposition relates integral m-homogeneous polynomials with
m-linear integral operators.
Proposition 2.4. The polynomial P ∈ P(mE,F ) is integral if and only if P̂ ∈
L(mE,F ) is integral.
Proof. We suppose that P̂ is integral. Fixed n ∈ N, xi ∈ E, and f ∗i ∈ F ∗ (i =
1, . . . , n), we have∣∣∣∣∣
n∑
i=1
〈
P(xi), f
∗
i
〉∣∣∣∣∣=
∣∣∣∣∣
n∑
i=1
〈
P̂
(
xi,
(m). . ., xi
)
, f ∗i
〉∣∣∣∣∣
C sup
x∗k∈BE∗
k=1,...,m
∥∥∥∥∥
n∑
i=1
x∗1 (xi) . . . x∗m(xi)f ∗i
∥∥∥∥∥
F ∗
.
This supremum is the norm of the symmetric m-linear mapping
(x∗1 , . . . , x∗m) ∈E∗×
(m)· · · ×E∗ →
n∑
i=1
x∗1 (xi) . . . x∗m(xi)f ∗i ∈ F ∗.
Considering its associated polynomial and using (1), we get∣∣∣∣∣
n∑
i=1
〈
P(xi), f
∗
i
〉∣∣∣∣∣ Cmmm! supx∗∈BE∗
∥∥∥∥∥
n∑
i=1
[
x∗(xi)
]m
f ∗i
∥∥∥∥∥
F ∗
.
So P is integral.
Conversely, let P be integral. Fix n ∈ N, (xki)ni=1 ⊂ E (1  k  m) and
(f ∗i )
n
i=1 ⊂ F ∗. Using the polarization formula [11, Theorem 1.10], we have∣∣∣∣∣
n∑
i=1
〈
P̂ (x1i , . . . , xmi), f
∗
i
〉∣∣∣∣∣
=
∣∣∣∣∣
n∑
i=1
〈
1
m!2m
∑
j=±1
1jm
1 . . . mP (1x1i + · · · + mxmi), f ∗i
〉∣∣∣∣∣
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= 1
m!2m
∣∣∣∣∣
n∑
i=1
∑
j=±1
1jm
〈
P(1x1i + · · · + mxmi), 1 . . . mf ∗i
〉∣∣∣∣∣.
Now we can apply Definition 2.3 to the families
(1x1i + · · · + mxmi) i=1,...,n
j=±1
j=1,...,m
and
(
1 . . . mf
∗
i
)
i=1,...,n
j=±1
j=1,...,m
obtaining∣∣∣∣∣
n∑
i=1
〈
P̂ (x1i, . . . , xmi), f
∗
i
〉∣∣∣∣∣
 1
m!2mC supx∗∈BE∗
∥∥∥∥∥
n∑
i=1
∑
j=±1
1jm
[
x∗(1x1i + · · · + mxmi)
]m
1 · · · mf ∗i
∥∥∥∥∥
F ∗
.
By the polarization formula, for every x∗ ∈BE∗ and every i ∈ {1, . . . , n}, we have
1
2mm!
∑
j=±1
1jm
1 . . . m
[
x∗(1x1i + · · · + mxmi)
]m
= x∗(x1i)x∗(x2i ) . . .x∗(xmi).
So, we obtain∣∣∣∣∣
n∑
i=1
〈
P̂ (x1i, . . . , xmi), f
∗
i
〉∣∣∣∣∣C supx∗∈BE∗
∥∥∥∥∥
n∑
i=1
x∗(x1i) . . . x∗(xmi)f ∗i
∥∥∥∥∥
F ∗
C sup
x∗k∈BE∗
k=1,...,m
∥∥∥∥∥
n∑
i=1
x∗1 (x1i) . . . x∗m(xmi)f ∗i
∥∥∥∥∥
F ∗
,
and hence P̂ is integral. ✷
If P ∈ P(mE,F ), we define its linearization P :⊗ms E→ F by
P
(
n∑
i=1
λixi⊗ (m)· · · ⊗xi
)
=
n∑
i=1
λiP (xi)
for all λi ∈K, xi ∈E (1 i  n).
Proposition 2.5. The polynomialP ∈P(mE,F ) is integral if and only if the linear
map P :
⊗m
,s E→ F is well-defined and integral.
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Proof. Suppose P is integral. Since P is the restriction to
⊗m
,s E of P̂ (the lin-
earization of P̂ ), using Propositions 2.4 and 2.2, we obtain that P is integral.
Conversely, suppose that P is integral. Then it satisfies Definition 2.1, so there
is C  0 such that, given n ∈N, xi ∈E, and f ∗i ∈ F ∗ (1 i  n), we have∣∣∣∣∣
n∑
i=1
〈
P(xi), f
∗
i
〉∣∣∣∣∣=
∣∣∣∣∣
n∑
i=1
〈
P
(
xi⊗ (m)· · · ⊗xi
)
, f ∗i
〉∣∣∣∣∣
C sup
Φ∈(⊗m,s E)∗
‖Φ‖1
∥∥∥∥∥
n∑
i=1
Φ
(
xi⊗ (m)· · · ⊗xi
)
f ∗i
∥∥∥∥∥
F ∗
.
We can view the tensor
n∑
i=1
(
xi⊗ (m)· · · ⊗xi
)⊗ f ∗i ∈ (⊗m,s E)⊗ F ∗
as an operator(⊗m
,s E
)∗ → F ∗
given by[
n∑
i=1
(
xi⊗ (m)· · · ⊗xi
)⊗ f ∗i
]
(Φ)=
n∑
i=1
Φ
(
xi⊗ (m)· · · ⊗xi
)
f ∗i
for all Φ ∈ (⊗m,s E)∗. The tensor and the operator have equal norms. Therefore,∣∣∣∣∣
n∑
i=1
〈
P(xi), f
∗
i
〉∣∣∣∣∣C sup
Φ∈(⊗m,s E)∗
‖Φ‖1
∥∥∥∥∥
[
n∑
i=1
(
xi⊗ (m)· · · ⊗xi
)⊗ f ∗i
]
(Φ)
∥∥∥∥∥
F ∗
=C
∥∥∥∥∥
n∑
i=1
(
xi⊗ (m)· · · ⊗xi
)⊗ f ∗i
∥∥∥∥∥

=C sup
x∗j ∈BE∗
j=1,...,m
‖g‖F∗∗1
∣∣∣∣∣
n∑
i=1
x∗1 (xi) . . . x∗m(xi)g(f ∗i )
∣∣∣∣∣
=C sup
x∗j∈BE∗
j=1,...,m
∥∥∥∥∥
n∑
i=1
x∗1 (xi) . . .x∗m(xi)f ∗i
∥∥∥∥∥
F ∗
C′ sup
x∗∈BE∗
∥∥∥∥∥
n∑
i=1
[
x∗(xi)
]m
f ∗i
∥∥∥∥∥
F ∗
as in the proof of Proposition 2.4. Hence, P is integral. ✷
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In the proof of the following proposition, we shall use the fact [2, Theo-
rem 10.7] that an operator T :E→ F is integral if and only if, for every Banach
space G, the linear map
T ⊗ IdG :E ⊗ G→ F ⊗π G
is continuous, where IdG denotes the identity map on G.
Proposition 2.6. Let E1, . . . ,Em, F1, . . . ,Fm, F be Banach spaces. Suppose that
Ai :Ei → Fi (1 i m) are integral operators and let B ∈ L(mF1, . . . ,Fm;F).
Then the composition B(A1, . . . ,Am) ∈L(mE1, . . . ,Em;F) is integral.
Proof. According to Proposition 2.2, we have to prove that B(A1, . . . ,Am) :
E1 ⊗ · · · ⊗ Em → F is well-defined and integral. Suppose we have proved that
it is continuous on the uncompleted tensor product E1 ⊗ · · · ⊗Em endowed with
the -norm and hence that it is well-defined on E1 ⊗ · · ·⊗ Em. We have then to
show that it is integral, equivalently, that the functional(
B(A1, . . . ,Am)
)˜
:E1 ⊗ · · · ⊗ Em⊗ F ∗ →K
is well-defined and continuous. Since B is continuous, so are the linear map
B :F1 ⊗π · · · ⊗π Fm → F
and the functional
B˜ :F1 ⊗π · · · ⊗π Fm ⊗π F ∗ →K,
both defined in the usual way.
Let Hi (2 i m) be the identity map on Ei ⊗ Ei+1 ⊗ · · · ⊗ Em ⊗ F ∗,
and let Ji (1 i m− 1) be the identity map on F1 ⊗π · · · ⊗π Fi . Since Ai is
integral (1 i m), the linear map
Ai ⊗Hi+1 :Ei ⊗ (Ei+1 ⊗ · · · ⊗ Em⊗ F ∗)
→ Fi ⊗π (Ei+1 ⊗ · · · ⊗ Em ⊗ F ∗)
is continuous for 1 i m− 1, and Am⊗ IdF ∗ :Em⊗ F ∗ → Fm⊗π F ∗ is also
continuous. Consider the operators
Ji ⊗π (Ai+1 ⊗Hi+2) :F1 ⊗π · · · ⊗π Fi ⊗π (Ei+1 ⊗ · · · ⊗ Em⊗ F ∗)
→ F1 ⊗π · · · ⊗π Fi+1 ⊗π (Ei+2 ⊗ · · · ⊗ Em⊗ F ∗).
We shall prove that the composition (which is also continuous)
Ψ := B˜ ◦ [Jm−1 ⊗π (Am⊗ IdF ∗)] ◦ · · · ◦ [J1 ⊗π (A2 ⊗H3)] ◦ (A1 ⊗H2),
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defined on E1 ⊗ · · · ⊗ Em ⊗ F ∗ with values in K, coincides with
(B(A1, . . . ,Am))˜. Indeed, given xki ∈ Ek , f ∗i ∈ F ∗ (1  k  m,1  i  n),
we have
Ψ
(
n∑
i=1
x1i ⊗ · · · ⊗ xmi ⊗ f ∗i
)
= B˜
[
n∑
i=1
A1(x1i)⊗ · · · ⊗Am(xmi)⊗ f ∗i
]
.
On the other hand,
(
B(A1, . . . ,Am)
)˜( n∑
i=1
x1i ⊗ · · · ⊗ xmi ⊗ f ∗i
)
=
n∑
i=1
(
B(A1, . . . ,Am)
)˜(
x1i ⊗ · · · ⊗ xmi ⊗ f ∗i
)
=
n∑
i=1
〈
B(A1, . . . ,Am)(x1i , . . . , xmi), f
∗
i
〉
=
n∑
i=1
〈
B
(
A1(x1i), . . . ,Am(xmi)
)
, f ∗i
〉
= B˜
[
n∑
i=1
A1(x1i )⊗ · · · ⊗Am(xmi)⊗ f ∗i
]
,
and this proves the claim.
It remains to show that B(A1, . . . ,Am) is continuous on E1 ⊗ · · · ⊗ Em
endowed with the -norm. It is enough to check that it coincides with the operator
B ◦ (Jm−1 ⊗π Am) ◦ · · · ◦
[
J1 ⊗π (A2 ⊗ I3)
] ◦ (A1 ⊗ I2),
where Ii (2 i m) is the identity map on Ei ⊗ Ei+1 ⊗ · · · ⊗ Em. ✷
Corollary 2.7. Given Banach spaces E, F and G, a polynomial Q ∈ P(mG,F)
and an operator T ∈ I(E,G), we have that the composition Q ◦ T ∈ P(mE,F )
is integral.
Proof. It is enough to apply Propositions 2.4 and 2.6. ✷
3. Main result
In this section, we prove that, given m ∈ N, E is an L∞-space if and only if
every m-homogeneous 1-dominated polynomial on E is integral. We start by a
preparatory result.
910 R. Cilia et al. / J. Math. Anal. Appl. 275 (2002) 900–912
Proposition 3.1. Givenm ∈N, letE, F be Banach spaces such thatPas(mE,F )⊆
PI(mE,F ). Then AS(E,F )= I(E,F ).
Proof. Suppose that Pas(mE,F ) ⊆ PI(mE,F ). Since the inclusion I(E,F ) ⊆
AS(E,F ) is always true, we only have to prove that AS(E,F )⊆ I(E,F ).
Fix e ∈E and φ ∈E∗ with ‖φ‖ 1 so that φ(e)= 1. Define an operator
πi :
⊗i+1
π,s E→
⊗i
π,s E (1 i m− 1)
by
πi
(
r∑
j=1
λj xj⊗ (i+1)· · · ⊗xj
)
=
r∑
j=1
λjφ(xj )xj⊗ (i)· · · ⊗xj
for all λj ∈ K, xj ∈ E (1  j  r). As it has been shown in the proof of
Theorem 3 in [1], there are operators
ji :
⊗i
π,s E→
⊗i+1
π,s E (1 i m− 1)
defined in terms of φ and e, such that πi ◦ ji is the identity map on ⊗iπ,s E.
Choose T ∈ AS(E,F ), and let δm :E → ⊗mπ,s E be the m-homogeneous
polynomial given by
δm(x)= x⊗ (m)· · · ⊗x.
We show that the polynomial
P := T ◦ π1 ◦ · · · ◦ πm−1 ◦ δm :E→ F
is 1-dominated. We proceed by induction on m. For m = 1 there is nothing to
prove. Suppose that
T ◦ π1 ◦ · · · ◦ πm−2 ◦ δm−1 :E→ F
is 1-dominated. Fix n ∈N and x1, . . . , xn ∈E. Then
n∑
i=1
∥∥T ◦ π1 ◦ · · · ◦ πm−1 ◦ δm(xi)∥∥1/m
=
n∑
i=1
∥∥T ◦ π1 ◦ · · · ◦ πm−1(xi⊗ (m)· · · ⊗xi)∥∥1/m
=
n∑
i=1
∥∥T ◦ π1 ◦ · · · ◦ πm−2(φ(xi)xi⊗ (m−1)· · · ⊗xi)∥∥1/m
=
n∑
i=1
∣∣φ(xi)∣∣1/m∥∥T ◦ π1 ◦ · · · ◦ πm−2(xi⊗ (m−1)· · · ⊗xi)∥∥1/m
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
(
n∑
i=1
∣∣φ(xi)∣∣)1/m
×
(
n∑
i=1
∥∥T ◦ π1 ◦ · · · ◦ πm−2 ◦ δm−1(xi)∥∥1/(m−1))(m−1)/m

(
n∑
i=1
∣∣φ(xi)∣∣)1/m(C1/(m−1) sup
x∗∈BE∗
n∑
i=1
∣∣x∗(xi)∣∣)(m−1)/m
C1/m sup
x∗∈BE∗
n∑
i=1
∣∣x∗(xi)∣∣,
where we have applied Hölder’s inequality, the induction hypothesis and the fact
that ‖φ‖ 1. Therefore, P is 1-dominated and hence integral.
Thanks to Proposition 2.5, P :
⊗m
,s E → F is integral. If i :
⊗m
π,s E →⊗m
,s E is the natural inclusion, we have that P ◦ i :
⊗m
π,s E → F is integral.
We show that T ◦ π1 ◦ · · · ◦ πm−1 = P ◦ i .
Take u ∈⊗ms E, with
u=
n∑
j=1
λjxj⊗ (m)· · · ⊗xj .
We have
P(u)= P
(
n∑
j=1
λj xj⊗ (m)· · · ⊗xj
)
=
n∑
j=1
λjP (xj )
=
n∑
j=1
λjT ◦ π1 ◦ · · · ◦ πm−1
(
xj⊗ (m)· · · ⊗xj
)
= T ◦ π1 ◦ · · · ◦ πm−1
(
n∑
j=1
λj xj⊗ (m)· · · ⊗xj
)
= T ◦ π1 ◦ · · · ◦ πm−1(u).
So, T ◦ π1 ◦ · · · ◦ πm−1 is integral. Therefore,
T = T ◦ π1 ◦ · · · ◦ πm−1 ◦ jm−1 ◦ · · · ◦ j1 :E→ F
is integral as well. ✷
We are now ready to state our main result.
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Theorem 3.2. Let E be a Banach space. The following assertions are equivalent:
(a) E is an L∞-space;
(b) for all m ∈N and every Banach space F , we have Pas(mE,F )⊆PI(mE,F );
(c) there is m ∈ N such that for every Banach space F , we have Pas(mE,F ) ⊆
PI(mE,F ).
Proof. (a)⇒ (b). Let P ∈ Pas(mE,F ). By [13, Proposition 3.6] there are an
absolutely summing operator T :E → G and a polynomial Q ∈ P(mG,F) for
some Banach space G such that P =Q ◦ T . Since E is an L∞-space, the result
of [15] mentioned at the beginning of Section 1 implies that T is integral. By
Corollary 2.7, P is integral.
(b)⇒ (c) is obvious.
(c)⇒ (a). It is enough to apply Proposition 3.1 and the result of [15]. ✷
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