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神经网络自适应 PID 在吹瓶机中的应用
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摘　要 :吹瓶工艺过程中温度控制是一个关键性环节 ,决定工艺的成败。传统的利用 PID 进行温度控制的方法需要辨识
被控对象的参数 ,且容易导致吹瓶所不允许的超调现象。利用神经网络强大的非线性学习能力可以在被控对象未知的情
况下 ,根据系统输出误差进行网络权值校正 ,从而实现较好的自适应控制效果。以工业上易于实现为出发点 ,探讨单神经
元 PID 控制算法、基于BP 神经网络的 PID 控制算法 ,并对其进行仿真比较分析。
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Abstract :Temperature control is one of the key to stretch blow molding. The classical approach called PID control needs system identifi2
cation , and it usually causes overshoot which is not allowed. Neural networks with strong nonlinear learning ability update weights of the
network in accordance with the output error while the object is unknown , so it could achieve a better result of adaptive control. From the
point of easy realization in industry ,argue about single neuron PID control algorithm and PID control algorithm based on BP neural net2
work. Further , a comparative analysis of their simulation was done.
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1 　人工神经网络控制
PID 控制是自动控制中产生最早、应用最广的一
种控制方法[1 ] 。然而 ,传统的 PID 控制必须对被控对
象进行离线或在线的参数辨识 ,然后根据前人总结的
经验公式进行 PID 参数整定 ,从而对被控对象进行控
制。工业应用中 ,温度控制的被控对象往往具有大惯
性、大滞后特性 ,引入在线参数辨识需要耗费较多时
间 ,而且很难达到精确的效果。人们逐渐把目光投到
智能控制[2 ] ,希求一种方法可以既不用辨识对象又可
达到快速有效的控制目的。神经网络以其自身的优点
受到越来越多的关注。
基于人工神经网络的控制 (ANN - based Control)
简称神经控制 (Neural Control) [3 ] 。神经网络由大量人
工神经元互联而成 ,它是现代神经生物学和认识科学
在人类信息处理研究基础提出来的 ,具有很强的自适
应能力、非线性映射能力、鲁棒性和容错能力。人工神
经网络的应用已经渗进到多个领域 ,在计算机视觉、模
式识别、智能控制、非线性优化、机器人等方面都取得
了可喜的进展[4 ] 。
对神经网络控制的探索包括单神经元 PID 控制 ,
基于BP 神经网络参数自学习的 PID 控制 ,基于 Hop2
field 神经网络的 PID 控制 ,基于径向基网络的 PID 控
制 ,以及将神经网络与其他方法进行结合 ,如基于神经
网络的模糊 PID 控制等。其中单神经元 PID 控制、基
于BP 神经网络的 PID 控制算法较易于 PLC 或单片机
中实现 ,在吹瓶工艺的温度控制应用中具有一定的现
实意义。
2 　基于 BP 神经网络的 PID 智能控制
前向网络 (BP) 是神经网络目前研究应用得最多
的一种网络形式。结构上包括输入层、隐含层、输出
层 ,其中隐含层可以是一层也可以是多层。理论上已
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经证明 ,只要隐含层的结点数足够多 ,三层的 BP 网络
就能够准确逼近任意非线性函数[5 ] 。BP 神经网络进
行工作的基本思想是 ,通过向网络提供训量样本 ,计算
网络的实际输出与期望输出间的误差 ,然后根据误差
反向传播的梯度下降规则 ,反向逐层调整网络中权值 ,
使网络的实际输出更接近期望输出 ,直到达到允许的
误差范围内停止网络训练。BP 算法的实质是将样本
输入输出问题转化为非线性优化问题 ,然后根据梯度
下降原则利用迭代算法优化权值的一种学习过程。这
种网络可以以任意精度逼近任何连续函数。
基于BP 神经网络的 PID 控制器由两部分组成 :
经典的 PID 控制器与 BP 神经网络。目前 ,神经网络
PID 大多是以一步预测误差或多步预测误差的梯度下
降BP 搜索算法来实现自适应控制[6 ] 。BP 神经网络根
据系统的运行状态 ,使输出层神经元的输出值对应于
PID 控制器的三个可调参数 Kp (比例系数) 、Ki (积分
系数) 、Kd (微分系数) 。通过神经网络的自身学习、加
权系数校正 ,使其稳定状态对应于某种最优控制规律
下的 PID 控制器参数。控制器结构如图 1 所示。
图 1 　基于BP 神经网络的 PID 控制器
数字式 PID 控制器一般采用增量式 ,其控制算
式 :
Δu ( k) = Kp[ e( k) - e ( k - 1) ] + Kie( k) +
Kd [ e ( K) - 2 e( k - 1) + e( k - 2) ]
将 Kp 、Ki 、Kd 视为系统运行状态的可调参数时 ,
可得 :
u ( k) = f [ u ( k - 1) , Kp , Ki , Kd , e ( k) , e ( k - 1) ,
e ( k - 2) ]
式中 , f (·) 表示为与 Kp、Ki 、Kd 、u ( k - 1) 、e( k) 等有
关的非线性函数。
神经网络的输入为 : O (1)j ( k) , j = 1 ,2 , ⋯, m 。输
入变量的个数 m 取决于被控对象的复杂程度。
BP 神经网络隐含层第 i 个神经元的输入为 :
net (1)i ( k) = ∑
m
j = 1
w
(1)
ij ( k) O
(1)
j ( k) 。其中 w
(1)
ij ( k) 为输入
层第 j 个神经元到隐含层第 i 个神经元的权值。
隐含层的输出为 : O (2)i ( k) = f [ net
(1)
i ( k) ] , i = 1 ,
2 , ⋯, q。f (·) 为隐含层神经元活化函数 , 一般取
sigmoid 函数或者双曲正切函数。
输出层第 l 个神经元的输入为 :net (2)l ( k) =
∑
q
i = 1
w
(2)
li ( k) O
(2)
i ( k) 。式中 : w
(2)
li ( k) 为隐含层第 i 个神
经元到输出层第 l 个神经元的权值。
输出层的输出为 : O (3)l ( k) = g[ net
(3)
l ( k) ] , l = 0 ,
1 ,2。将 Kp 、Ki 、Kd 分别对应于输出值 ,由于 PID 控制
器的参数为非负 , 输出层神经元活化函数 g(·) 取
sigmoid 函数 ,即 g( x) =
1
1 + e - x
。
取性能指标函数为 : E( k) = 1
2
[ r ( k) - y ( k) ]2 。
按照梯度下降法修正权值 ,并根据附加惯性因子进行
改进得 :Δw (2)li ( k) = - η
9E( k)
9w (2)li
+ αΔw (2)li ( k - 1) 。式
中 :η为学习速率 ,α为惯性系数。
对上述公式进行整理得隐含层到输出层权值的校
正公式为 :
Δw (2)li ( k) = ηδ
(2)
l O
(2)
i ( k) +αΔw
(2)
li ( k - 1)
式中 :δ(2)l = e( k) sgn[
9y ( k)
9u ( k)
] ·
9u ( k)
9O (2)l ( k)
g′[ net (2)l ( k) ] , l = 0 ,1 ,2。
输入层到隐含层的权值校正公式
为 :
Δw (1)ij ( k) = ηδ
(1)
i O
(1)
j ( k) +
αΔw (1)ij ( k - 1)
式中 :
δ(1)i = f′[ net
(1)
i ( k) ∑
2
l = 0
δ(2)l w
(2)
li ( k) ] , i = 1 ,2 , ⋯, q。
基于 BP 神经网络的 PID 控制算法可归纳如下 :
(1) k = 1 ,选定BP 神经网络的结构 ,设定权重初
值 ,选择学习速率和惯性系数 ;
(2) 采样得 r ( k) 和 y ( k) ,计算误差信号 : e ( k) =
r ( k) - y ( k) ;
(3) 计算 BP 神经网络各层的输入输出 ,网络的最
终输出对应于 Kp、Ki 、Kd ;
(4) 根据增量式 PID 控制算法计算控制信号 u ( k
+ 1) ;
(5) 进行神经网络学习 ,在线调整各层权值 ,实现
PID 控制参数的自适应调整 ;
(6) 置 k = k + 1 ,返回 (2) 继续执行。
3 　神经元自适应 PID 控制算法
近年来人工神经网络的发展在各个领域引起了人
们的关注。人工神经网络具有并行处理、自学习、自组
织等特点 ,它不需要预先对模型的形式、参数加以限
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制。将人工神经网络应用于自动控制系统中可提高整
个系统的信息处理能力和适应能力 ,提高系统的智能
水平。但神经网络也有其自身的不足 ,例如 ,计算量
大 ,容易陷入局部极小值等。在神经网络控制中 ,神经
元是最基本的控制单位 ,它既具有神经网络的自组织、
自学习等特点 ,又具有结构简单、易于计算、易于实时
控制等优点。
单神经元自适应 PID 控制器通过对权值的调整
实现自适应、自组织功能 ,权值的校正依据有监督的
Hebb 学习规则实现 ,控制器结构如图 2 所示。
图 2 　神经元自适应 PID 控制器结构图
其中 , r 为设定值 , y 为输出值 , x1 、x2 、x3 是神经
元的输入量 , w 1 、w 2 、w 3 是对应于 x1 、x2 、x3 的加权系
数 , K 为神经元的比例系数 ,且 K > 0。令 :
x1 ( k) = e( k)
x2 ( k) = e( k) - e ( k - 1)
x3 ( k) = e( k) - 2 e( k - 1) + e ( k - 2)
则根据增量式 PID算式得神经元自适应 PID 控制算法
为 :
Δu ( k) = u ( k) - u ( k - 1) = K ∑
3
i = 1
w i ( k) x i ( k)
在神经元学习过程中 ,权值与神经元的输入、输出
和输出偏差三者有关 : w i ( k) = (1 - c) w i ( k - 1) +
ηθi ( k) ,其中θi ( k) = e( k) u ( k) x i ( k) ,θi ( k) 为递进
信号 , 随着控制过程逐渐衰减 ; w i ( k) 正比于递进信
号 ; e ( k) 为误差信号 , 即 Hebb 学习规则的监督信号
e( k) = r ( k) - y ( k) ; c 为智能控制比例因子 (常数) ;
η为学习速率 ,η > 0。
为保证单神经元自适应 PID 控制器的收敛性与鲁
棒性 ,对以上学习算法进行规范化处理 : u ( k) = u ( k
- 1) + K ∑
3
i = 1
w′i ( k) x i ( k) 。 其 中 , w′i ( k) =
w i ( k)
∑
3
i = 1
| w i ( k) |
。比例 P、积分 I、微分 D 分别采用不用
的学习速率ηp、ηi 、ηd ,以便对不同权系数分别进行调
整 ,得 :
w 1 ( k) = w 1 ( k - 1) +ηie ( k) u ( k) x1 ( k)
w 2 ( k) = w 2 ( k - 1) +ηpe( k) u ( k) x2 ( k)
w 3 ( k) = w 3 ( k - 1) +ηde ( k) u ( k) x3 ( k)
4 　仿真实验及改进
吹瓶机温度控制的被控对象具有大惯性、大滞后
的特点 ,一般表示为具有纯滞后的一阶惯性环节。以
Gp ( s) =
3
60 s + 1
e - 60 s 为被控对象模型进行仿真。
基于BP 神经网络的 PID 控制器根据实时误差的
负梯度下降方向调整网络权值 ,控制速度快 ,但同时容
易发生震荡现象 ,其根源是 BP 网络对实时误差的依
赖性 ,使得控制信号的变化量过大 ,然而大
滞后系统未能及时跟进。基于 BP 神经网络
的 PID 控制器不适用于带有大滞后环节的
系统[7 ] 。然而温度控制需要处理的对象一
般具有较大时滞性。从控制信号增量过大
的问题出发 ,可以有两种解决思想 ,其一是
通过减小控制信号的增量达到直接减小控
制量的目的 ,从而放慢控制速度 ;其二是对控制信号进
行幅度限制 ,实践表明只要饱和非线性环节的阈值为
设定值与被控对象增益的比值 ,系统将达到快速稳定 ,
但其前提是对象增益已知或须通过其他方法求取。
采用第一种方案 ,在控制的初期让控制信号稍大 ,
后期逐渐减小 ,这样既有利于加快控制速度 ,同时又不
影响控制精度。学习率为 0. 5 ,惯性系数为 0. 7 ;BP 神
经网络输入为 r ( k) 、y ( k) 、e( k) 、e( k - 1) 、e ( k - 2) 、
u ( k) 、1 ;隐层节点数为 30 ;网络初始权值取值区间为
[ - 0 . 1 ,0 . 1 ] ; 控 制 信 号 增 量 系 数 η- Δu =
0 . 003 , y ( k) ≤0 . 3 3 r ( k)
0 . 001 , y ( k) > 0 . 3 3 r ( k)
。其阶越响应曲线如图 3
所示。
利用神经元作为 PID 参数自适应的工具 ,其参数
的物理意义明确 ,神经元的三个加权系数分别代表着
PID 控制器的比例、积分、微分三个参数 ,算法简便 ,通
俗易懂。对于单神经元自适应 PID 控制器而言 ,最重
要的参数是神经元的比例系数 K ,其值对控制的成败
取着关键的作用[8 ] 。K 值太大 , 控制速度快但容易导
致超调 ; K值太小 ,可实现无超调 ,但控制速度过慢。对
神经元比例系数 K 进行分段式处理 ,即系统控制初期
给予较大值并逐渐减小。PID 三个部分的学习速率
ηp、ηi 、ηd 的设定对控制质量的影响一定程度上被神经
元的比例系数 K 所掩盖 ;从另一个角度说 ,参数设置
时将可不再考虑它们的作用 ,简化参数调整 ,只调节神
经元比例系数 K。神经元加权系数初值取 0 . 1 ,神经元
比例系数 K =
0 . 002 , y ( k) ≤0 . 4 3 r ( k)
0 . 0004 , y ( k) > 0 . 4 3 r ( k)
, 阶越响
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应曲线如图 4 所示。
　
　
从仿真结果可以看出 ,基于神经网络的 PID 控制
可以取得较好的自适应效果。基于 BP 神经网络的非
线性学习能力优于单神经元 ,然而容易陷入局部极小
解。单神经元 PID 结构简单 ,容易实现 ,但是神经元
比例系数必须离线调整。
5 　结束语
传统的 PID 温度控制方法 ,在实施控制之前必须
进行被控对象的参数辨识 ,在很大程度上影响了控制
的效率。神经网络以其强大的非线性学习能力著称 ,
利用误差进行网络权值调整 ,从而实时校正 PID 控制
器的参数 ,可以达到较好的自适应控制效果 ,在吹瓶机
的温度控制系统中有一定的应用价值。从基于 BP 神
经网络和基于单神经元的 PID 控制算法的比较不难
看出 :BP 神经网络结构较复杂 ,适合于单片机中使用 ;
而基于单神经元的算法简单易实现 ,适合于 PLC 中使
用。然而 ,神经网络有其自身难以克服的缺陷 ,如容易
陷入局部极小值、神经网络结构参数设置缺少理论依
据等问题 ,利用神经网络进行的 PID 控制尚有改进的
空间。
要实现真正智能的理想控制 ,还应该寻求同其他
优化算法如模糊控制、遗传算法、人工免疫算法等的互
补结合。
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