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Abstract
The aim of this paper is to analyze the long-time dynamical behavior of the solution for a
degenerate wave equation with time-dependent damping term ∂ttu+β(t)∂tu = Lu(x, t)+f(u)
on a bounded domain Ω ⊂ RN with Dirichlet boundary conditions. Under some restrictions
on β(t) and critical growth restrictions on the nonlinear term f , we will prove the local and
global well-posedness of the solution and derive the existence of a pullback attractor for the
process associated with the degenerate damped hyperbolic problem.
Keywords Semilinear degenerate damped hyperbolic equation; Time-dependent damp-
ing term; Critical growth restriction; Pullback attractor.
1 Introduction
In this paper, we consider the following damped degenerate wave equation


∂ttu(x, t) + β(t)∂tu(x, t) = Lu(x, t) + f(u(x, t)) in Ω, t > 0,
u(x, t) = 0 in ∂Ω, t ≥ 0,
u(x, 0) = u0(x), ∂tu(x, 0) = u1(x) in Ω,
(1.1)
where Ω ⊂ RN is a bounded smooth domain, (u0, u1) is the initial data and the nonlinear
term f is a locally Lipschitz continuous function with critical growth condition and dissipativity
condition.
The degenerate elliptic operator L is defined as the following
Lu :=
N∑
i,j=1
∂xi(aij∂xju)
and the functions {aij} are measurable in RN and aij = aji, that is X-elliptic with respect
to the family of vector fields X = {X1, · · · ,Xm}. G. Folland constructed a general theory of
“subelliptic” regularity on a class of Lie groups which is sufficiently broad to admit a wide variety
of applications to more general problems, namely the class of “stratified groups” in [12], in which
the subelliptic operator is proved playing the same role in Lie group as the standard Laplace
operator in Euclidean space. In 1996, N. Garofalo and D. Neieu figured out isoperimetric and
Sobolev inequalities of general families of vector fields that include the Ho¨rmander type as a
special case in [17]. Based on these papers, the notion of X-elliptic operator, which will be
recalled in the Subsection 2.1, was first introduced in 2000 in the paper [27]. In paper [13]
the authors defined a metric associated to the X-elliptic operators that plays the same role
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as the Euclidian metric for the standard Laplacian. Using this metric they obtained Sobolev
type embedding theorems for such operators in [14] and [15], and the Sobolev embeddings allow
us to solve the semilinear problem locally under sub-critical growth restrictions on the non-
linearity. Meanwhile, the growth restrictions are determined by the homogenous dimension
Q with respect to the metric associated to the X-elliptic operators. More recently, X-elliptic
operators were studied intensely in [16, 21, 24] (see more references therein), where a maximum
principle, a non-homogenous Harnack inequality, Hardy type inequalities and Liouville theorem
were obtained.
The wave equation equation formulated as
∂ttu(x, t) + β∂tu(x, t) = △u(x, t) + f(u(x, t)) in Ω, t > 0,
is an important second-order nonlinear partial differential equation for the description of waves
as they occur in classical physics such as sound waves, light waves and water waves. It arises
in fields like acoustics, electromagnetics, and fluid dynamics (see in [19]). The wave equation
alone does not specify a physical phenomenon, we usually set further conditions to describe
some specific phenomenon, such as initial condition, boundary conditions and so on. Besides
the general conditions for the wave equation, one can set additional conditions for the damping
coefficient due to different viscous medium where the motion taken place. In [20], the authors
assume the damping coefficient asymptotically periodic depends on the Euclidean space and they
proved local and global energy decay for the wave equation. And in [9] and [10], the coefficient
β(t) : R→ R is considered bounded from below and above by some positive real numbers m and
M respectively. They have shown that this equation has a pullback attractor and the pullback
attractor is gradient-like, i.e. given as the union of the unstable manifolds of a finite set of
hyperbolic global trajectories.
In this paper, we investigate the case that the damping coefficient β(t) : R → R is a
continuous function belongs to L∞loc(R) and for some constant Cβ ≥ 1 satisfies the following
assumptions:
1 ≤
ˆ t+1
t
β(s)ds =
ˆ t+1
t
α(s)ds−
ˆ t+1
t
γ(s)ds ≤ Cβ for any t ∈ R (1.2)
and ˆ +∞
−∞
γ(s)ds <∞ (1.3)
where functions α(t) and γ(t) are the positive and negative parts of the function β(t) respectively,
i.e.
α(t) := max{β(t), 0} and γ(t) := max{−β(t), 0}.
Note that the constant 1 in the left side of (1.2) can be replaced with any positive constant Cβ0
and as long as Cβ ≥ Cβ0 the demonstration in this paper is still valid.
One can easily find examples for β(t) satisfy the above assumptions
1. β(t) ≡ c > 0 (e.g., the case considered in [7, 11, 18]) or 0 < m 6 β(t) 6 M (e.g., the case
considered in [9, 10]) clearly satisfy the assumptions;
2. β(t) = 32 sin(2πt) +
|t|2
2|t|2+1
+ 1.
The main difficulty in this paper is that it is not assumed that β(t) is a bounded continuous
function and β(t) has fixed signs. For instance, there is no big difference between the case
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in [9, 10] and case that the coefficient β(t) be considered as a positive constant technically,
i.e. under suitable assumptions on f , the process associated with the problem (1.1) must be
dissipative if the term β(t) stays positive. However with the assumptions (1.2)-(1.3), the term
β(t) may be negative for some subset of the real line. The negative part of the damping term
is allowed to vanish but the positive part will not, so that the damping is effective at infinity.
Our hypothesis for the coefficient β(t), e.g. (1.3), may not be the optimal one, but to our best
knowledge the case is the first to be considered in this paper, especially by the so-called attractor.
Furthermore, the problem (1.1) with assumptions (1.2)-(1.3) has some mathematical obstacles
to overcome, for example, it is not known whether one can remove the technical condition (1.3)
(we believe that (1.3) is unnecessary).
The aim of this paper is to establish the existence of a pullback attractor to the problem
(1.1) under the assumptions that f satisfies growth and dissipativity conditions and the time-
dependent term β(t) satisfies conditions (1.2)-(1.3). It is well-known that the long-time behavior
of dynamical systems generated by evolution equations of mathematical physics can be described
in terms of attractors of corresponding semigroups in many situations. Nonlinear wave phenom-
ena occurs in various systems in physics, engineering, biology and geosciences[18, 11, 3, 9]. At
the macroscopic level, wave phenomena may be modelled by hyperbolic wave-type partial differ-
ential equations. As to the degenerate partial differential equations, plenty of papers are devoted
to the study of long time behavior of solutions to degenerate parabolic and hyperbolic equa-
tions, such as the semilinear heat equation and the semilinear damped wave equation involving
the degenerate operator X-elliptic instead of the classical Laplace operator (see [22, 23, 25] and
references therein), where the existence of the global attractor and finite fractal dimension were
obtained.
The non-autonomous systems are of great importance and interest as they appear in many
applications to natural science. For a non-autonomous dynamical system such as (1.1), the
solution does not define a semigroup and, instead, it defines a two-parameter process or cocycle.
Hence it is reasonable to describe asymptotic dynamics for the problem (1.1) applying the
theory of pullback attractors. We will recall the basic concepts for non-autonomous dynamical
systems in Subsection 2.2. The strongly damped wave equation with time-dependent terms we
considered in this paper was studied by several authors in [9] and [10] (see references therein).
With the assumption that β(t) is bounded by some positive numbers from above and below they
achieved the existence, regularity, continuity, characterization and continuity of characterization
of pullback attractors for the problem in these papers. Moreover, they proved that the evolution
process associated with the strongly damped wave equation with time-dependent terms is a
gradient-like evolution (homoclinic structures do not exist) in both [9] and [10].
The content of the paper is as follows. In Section 2 we recall the concept of X-elliptic
operator and some general results of pullback attractors. Then we obtain the local and global
well-posedness of the Cauchy problem for (1.1) and the existence of a family of absorbing sets
in Section 3. Finally the existence of the pullback attractor is proved in Section 4 by using of
the results based on asymptotic compact processes.
2 Preliminaries
In this section we recall the concept of X-elliptic operator and some general results of pullback
attractors.
3
2.1 Hypotheses and main results for X-elliptic operator
The partial differential operators we are dealing with are of the following type (see [22])
Lu := div(A∇u) =
N∑
i,j=1
∂xi(aij∂xju), (2.1)
where the matrix A is supposed to be symmetric and positive, the functions aij are measurable
in RN and aij = aji. We assume that there exists a family X := {X1, · · · ,Xm} of vector fields
in RN , Xj = (αj1, · · · , αjN ), j = 1, · · · ,m, such that the functions αij are locally Lipschitz
continuous in RN . As usual, we identify the vector-valued function Xj with the linear first order
partial differential operator
Xj =
N∑
k=1
αjk∂xk , j = 1, · · · ,m.
We suppose, moreover, we assume the following hypotheses are satisfied
(H1) The control distance d = dX is well-defined, the metric spaces (R
N , d) is complete and
the d-topology is the Euclidean one. Moreover there exists A0 > 1 such that the following
doubling condition holds
0 < |B2r| ≤ A0|Br|, (2.2)
for every d-ball Br of radius r, 0 < r <∞, hereafter |E| will denote the Lebesgue measure
of the set E ⊂ RN .
(H2) There exist positive constants C, ν ≥ 1 such that the following Poincare´ inequality holds
 
Br
|u− ur|dx ≤ Cr
 
Bνr
|Xu|dx ∀ u ∈ C1(B¯νr),
where the mean value ur is ur =
ffl
Br
u := 1|Br|
´
Br
u and Xu denotes the X-gradient of u,
i.e.
Xu = (X1u, · · · ,Xmu).
Definition 2.1. The operator L is called uniformly X-elliptic if there exists a constant C > 0
such that
1
C
m∑
j=1
〈Xj(x), ξ〉2 ≤
N∑
i,j=1
aij(x)ξiξj ≤ C
m∑
j=1
〈Xj(x), ξ〉2 x, ξ ∈ RN ,
where 〈·, ·〉 denotes the usual inner product in RN .
We define the Hilbert space H as the closure of C10 (Ω) with respect to the form
‖u‖H :=
( m∑
j=1
‖Xju‖2L2(Ω)
) 1
2 , u ∈ C10 (Ω),
and assume the following Sobolev-type embedding property holds(see [25] for details):
H →֒ Lp(Ω) ∀ p ∈
[
1,
2Q
Q− 2
]
, (2.3)
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where Q ≤ N is the corresponding dimension for the operator L and the embedding is compact
for every p ∈ [1, 2Q
Q−2).
The operator A := −L is positive, self-adjoint in L2(Ω), and has compact inverse. Conse-
quently, there exists an orthonormal basis of L2(Ω) of eigenfunctions {ψj} ∈ H, j ∈ N of A with
eigenvalues
0 < µ1 < µ2 ≤ µ3 ≤ · · · , and µj →∞ as j →∞.
Follows the theory that constructed the fractional power spaces associated with A in [22], we
denote for every α > 0
Xα = (D(Aα), 〈·, ·〉Xα ) =

ψ =
∑
j∈N
cjψj, cj ∈ R
∣∣∑
j∈N
µ2αj c
2
j <∞

 ,
where the inner product in Xα is given by 〈u, v〉Xα = 〈Aαu,Aαv〉X0 for any u, v ∈ D(Aα) and
Aαψ = Aα
∑
j∈N
cjψj =
∑
j∈N
µαj cjψj .
With this notation, we see that X
1
2 = H, X0 = L2(Ω). Using complex interpolation (as in
Lions-Magenes) we conclude that for 0 < δ < 1 the embedding
[
X0,X
1
2
]
δ
= X
δ
2 →֒ [L2(Ω), Lq(Ω)]
δ
= Lp(Ω), (2.4)
is linear and bounded where q = 2Q
Q−2 and
1
p
= 12 − δQ .
Meanwhile by duality:
L2(Ω) ⊂ Lp′(Ω) ⊂ X− δ2 for 1
p
+
1
p′
= 1 and
1
p
=
1
2
− δ
Q
, (2.5)
in particular we have
X
1−δ
2 ⊂ Lp(Ω) 1
p
=
1
2
+
1− δ
Q
. (2.6)
We now state the local existence theorem for
∂tu = Au+ f(u).
Assume that the operator A generates an analytic semigroup in X0 := L2(Ω) and the nonlinear
term f : R ×X1 → Xα is such that, for each r > 0, there are constants C = C(r) such that, if
‖x‖X1 , ‖y‖X1 ≤ r, then
‖f(t, x)− f(t, y)‖Xα ≤ C(r)h(t)‖x− y‖X1 , (2.7)
where h(t) ≡ 1 if α = 1, and if α < 1, then one can take h(t) = ψ(t − t0)|t − t0|−α with
ψ : [0,∞)→ [0,∞) an increasing continuous function such that ψ(0) = 0.
Theorem 2.2 ([4]). Suppose either that
(i) A is sectorial and α ∈ (0, 1], or
(ii) -A generates a strongly continuous semigroup and α = 1.
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If f satisfies (2.7), then for any r > 0, there exists a time τ0 > 0 such that, for any x0 ∈
BX1(0, r), there is a unique mild solution x(·; t0, x0) : [t0, t0 + τ0]→ X1 of
x˙ = −Ax+ f(t, x) x(t0) = x0.
These solutions depends continuously on the initial data: if x0, z0 ∈ BX1(0, r), then
‖x(t; t0, x0)− x(t; t0, z0)‖X1 ≤ C‖x0 − z0‖X1 for all t ∈ [t0, t0 + τ0].
When A is sectorial and x0, z0 ∈ BX1(0, r), we have x ∈ C((t0, t0+τ0],X1+θ) for all 0 ≤ θ < α,
(t− t0)θ‖x(t; t0, x0)‖X1+θ → 0 as t→ t0, 0 < θ < α,
and for 0 ≤ θ ≤ θ0 < α,
(t− t0)θ‖x(t; t0, x0)− x(t; t0, z0)‖X1+θ ≤ Cθ0‖x0 − z0‖X1 for all t ∈ [t0, t0 + τ0].
We also state a nonstandard extension of the classic Gronwall’s inequality(see [5]).
Lemma 2.3 ([5]). Assume that f(t) is a continuous function on the interval [a, b] such that
lim
δ→0
inf
δ<0
1
|δ| [f(t+ δ) − f(t)] ≥ −m(t) (2.8)
for almost all t ∈ (a, b), where m(t) ∈ L1(a, b). Then
f(t1)− f(t2) ≤
ˆ t2
t1
m(τ)τ for all a ≤ t1 < t2 ≤ b. (2.9)
Lemma 2.4. Let ψ(t) and g(t) be given scalar functions from L1loc(R). Assume that a
continuous function h(t) defined on R satisfies the inequality
h(t) +
ˆ t
s
ψ(τ)h(τ)dτ ≤ h(s) +
ˆ t
s
g(τ)dτ (2.10)
for all t ≥ s. Then
h(t) ≤ h(s) exp
{
−
ˆ t
s
ψ(σ)dσ
}
+
ˆ t
s
g(τ) exp
{
−
ˆ t
τ
ψ(σ)dσ
}
dτ (2.11)
for all t ≥ s.
Proof. The original Lemma in [5] with condition ψ(t) and g(t) be given scalar functions from
L1loc(R
+). The idea of the proof presented here is borrowed from [5]. We apply Lemma 2.3 to
the function
f(t) = h(t)exp
{ˆ t
s
ψ(σ)dσ
}
.
It follows from (2.10) with s = t+ δ, δ < 0, that
f(t+ δ)− f(t)
=h(t+ δ) exp
{ˆ t+δ
s
ψ(σ)dσ
}
− h(t) exp
{ˆ t
s
ψ(σ)dσ
}
=[h(t+ δ) − h(t)] exp
{ˆ t+δ
s
ψ(σ)dσ
}
− h(t)
[
exp
{ˆ t+δ
s
ψ(σ)dσ
}
− exp
{ˆ t
s
ψ(σ)dσ
}]
≥
[ˆ t
t+δ
ψ(τ)h(τ)dτ −
ˆ t
t+δ
g(τ)dτ
]
exp
{ˆ t+δ
s
ψ(σ)dσ
}
+ h(t)
[
exp
{ˆ t+δ
s
ψ(σ)dσ
}
− exp
{ˆ t
s
ψ(σ)dσ
}]
.
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Take the lower limit in both sides of the inequality above as |δ| → 0, we can obtain (2.8) with
m(t) = g(t) exp{´ t
s
ψ(σ)dσ}. Therefor the application of Lemma 2.3 yields the inequality in
(2.11).
2.2 General theory of infinite dimensional dynamical system
We begin with precise definitions of the notions of a process and the existence theory for
pullback attractors. The dynamics occurs in a phase space X, which represents all possible
states of the underlying systems. In the general treatment here we will take the phase space
to be a metric space (X, d), although in practical applications the space X will be specialise
to Banach, Hilbert, or Euclidean spaces as required. We will denotes by C(X) the set of all
continuous transformations from X into itself. For further details we refer to [1] and [5].
A process in X is a family of maps {S(t, s) : t ≥ s} in C(X) such that properties
(1) S(t, t) = I, for all t ∈ R,
(2) S(t, s) = S(t, τ)S(τ, s), for all t ≥ τ ≥ s,
(3) (t, s, x)→ S(t, s)x is continuous, t ≥ s, x ∈ X.
Throughout this section, S(·, ·) is a process on a metric space (X, d).
Definition 2.5 ([4]). (Strongly bounded dissipative) We say that a process S(·, ·) is
strongly bounded dissipative if for each t ∈ R there is a bounded subset B(t) of X that pullback
attracts bounded subsets of X at time τ ; that is, given a bounded subset D of X and τ ≤ t,
lims→−∞ dist(S(τ, s)D,B(t)) = 0.
Definition 2.6 ([4]). (Pullback asymptotically compact) A process S(·, ·) in a metric
space X is said to be pullback asymptotically compact if, for each t ∈ R, each sequence {sk} ≤ t
with sk → −∞ as k → ∞, and each bounded sequence {xk} ∈ X the sequence {S(t, sk)xk} has
a convergent subsequence.
Definition 2.7. The pullback ω-limit set at time t of a subset B of X is defined by
ω(B, t) :=
⋂
σ≤t
⋃
s≤σ
S(t, s)B,
or, equivalently,
ω(B, t) =
{
y ∈ X : there are sequences {sk} ≤ t, sk → −∞ as k →∞,
and {xk} ∈ B, such that y = lim
k→∞
S(t, sk)xk
}
.
The following theorem gives a sufficient condition for the existence of a compact pullback
attractor A(·) that is bounded in the past, i.e.
⋃
s≤t
A(s)
is bounded for each t ∈ R.
Theorem 2.8 ([4]). If a process S(·, ·) is strongly pullback bounded dissipative and pullback
asymptotically compact and B(·) is a family of bounded subsets of X such that, for each t ∈ R,
B(·) pullback attracts bounded subsets of X at time τ for each τ ≤ t, then S(·, ·) has a compact
pullback attractor A(·) such that A(t) = ω(B¯(t), t) and ⋃s≤tA(s) is bounded for each t ∈ R.
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3 Global existence and dissipativity of solutions
We will consider the following degenerate damped hyperbolic initial value problem on a
smooth bounded domain Ω ⊂ RN :


∂ttu(x, t) + β(t)∂tu(x, t) = Lu(x, t) + f(u(x, t)) x ∈ Ω, t > 0,
u(x, t) = 0 x ∈ ∂Ω, t ≥ 0,
u(x, 0) = u0(x), ∂tu(x, 0) = u1(x) x ∈ Ω,
(3.1)
where the initial data (u0, u1) ∈ V , and V := H × L2(Ω) is the natural phase space for the
problem equipped with the norm
‖w‖V :=
(
a(u, u) + ‖v‖2L2(Ω)
) 1
2
, w = (u, v) ∈ V,
where we define the bilinear form a(·, ·) as a(u, v) = (−Lu, v)L2(Ω).
Assume that the function β(t) ∈ L∞loc(R), β(t) : R → R is a continuous function which
satisfies conditions (1.2)-(1.3) we proposed in Sect.1 and the nonlinear term f is locally Lipschitz
continuous with critical growth condition
|f(u)− f(v)| ≤ c|u− v|(1 + |u|γ + |v|γ), u, v ∈ R, (3.2)
for some constant c ≥ 0, where we assume 0 < γ ≤ q−22 and q = 2QQ−2 .
We also need the following sign condition to ensure the global existence of solutions and
allow to characterize their dissipation,
lim sup
|u|→∞
f(u)
u
< µ1, ∀ u ∈ R, (3.3)
where µ1 > 0 denotes the first eigenvalue of the operator −L on Ω with homogeneous Dirichlet
boundary conditions. Then, by spliting the domain in BR ⊂ R and its complementary space we
can deduce that there exist constants 0 ≤ c0 < µ1 and c1 ∈ R such that
uf(u) ≤ c1|u|+ c0|u|2 for all u ∈ R. (3.4)
Moreover, according to the argument that deduced (3.4) above, the constant c0 can be deter-
mined in (0, µ12 ) if we choose BR properly.
Definition 3.1. We call u(t, s) a local weak solution of (3.1) if for any s ∈ R there exists
T > 0 such that
u ∈ C([s, T );X 12 ) ∩ C1((s, T );L2(Ω)),
u(s) = u0, ∂tu(s) = u1,
where (u0, u1) ∈ V and u(t, s) satisfies the equation
d2
dt2
〈u(t), v〉L2(Ω) + β(t)
d
dt
〈u(t), v〉L2(Ω) = a(u(t), v) + 〈f(u), v〉 ∀ v ∈ X
1
2 , t ∈ (s, T ).
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3.1 Global well-posedness
We formulate problem (3.1) in the abstract form:
∂tw
T = AˆwT + fˆ(w), wT =
(
u
v
)
wt=0 = w0 = (u0, v0)
T , (3.5)
where v := ∂tu and w := (u, v)
T . Moreover, Aˆ and fˆ are defined as
Aˆ :=
(
0 Id
−A 0
)
, fˆ(w) :=
(
0
−β(t)v + f(u)
)
,
where A denotes the operator −L in L2(Ω) with homogenous Dirichlet boundary conditions.
Due to Theorem 2.2, local well-posedness is a consequence of the following result, which
shows that the nonlinearity term is locally Lipschitz from V to V .
Lemma 3.2. Let the assumption (3.2) for nonlinearity term f holds, then fˆ : V → V is
locally Lipschitz continuous.
Proof. For any bounded domain D ⊂ V , for all w = (u, v)T , w¯ = (u¯, v¯)T ∈ D, using the growth
condition (3.2) and Ho¨lder’s inequality with p = Q
Q−2 and p
′ = Q2 we have:
‖f(u)− f(u¯)‖2L2(Ω) ≤ c
ˆ
Ω
|u− u¯|2(1 + |u|2γ + |u¯|2γ)
≤ c‖u− u¯‖2L2p(Ω)
(
1 + ‖u‖2γ
L2γp
′ (Ω)
+ ‖u¯‖2γ
L2γp
′ (Ω)
)
≤ c‖u− u¯‖2Lq(Ω)
(
1 + ‖u‖2γ
Lq(Ω) + ‖u¯‖2γLq(Ω)
)
≤ c‖u− u¯‖2
X
1
2
, (3.6)
where we applied the embedding X
1
2 →֒ Lr(Ω) with 0 < r ≤ q = 2Q
Q−2 in the last step, the
constant c depends on the domain D and may vary in lines.
Let now prove the lemma by applying the equality (3.6):
‖fˆ(w) − fˆ(w¯)‖V = ‖ − β(t)(v − v¯) + f(u)− f(u¯)‖L2(Ω)
≤ c(‖v − v¯‖L2(Ω) + ‖f(u)− f(u¯)‖L2(Ω))
≤ c(‖v − v¯‖L2(Ω) + ‖u− u¯‖
X
1
2
)
≤ c‖w − w¯‖V ,
where the constant c depends on the domain D and may vary in lines.
Theorem 3.3. We assume the function f satisfies the growth restriction (3.2) and β(t)
satisfies condition (1.2)-(1.3). Then for every initial data w0 = (u0, v0)
T ∈ V there exists a
unique local weak solution of problem (3.1) defined on the maximal interval of existence [s, T )
and
w ∈ C([s, T );V ) ∩ C1((s, T );V ).
The solution satisfies the variation of constant formula
w(t) = eAˆ(t−s)w0 +
ˆ t
s
eAˆ(t−τ)fˆ(w(s))dτ,
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and either T =∞ or, if T <∞ then
lim sup
t→T
‖w(t)‖V =∞.
To show the global existence of solutions, multiplying by ∂tu in both sides of the equation
(3.1) we obtain:
1
2
d
dt
‖∂tu‖2L2(Ω) + β(t)‖∂tu‖2L2(Ω) +
1
2
d
dt
a(u, u)− 1
2
d
dt
ˆ
Ω
F (u)dx = 0, (3.7)
where F (u) =
´ u
0 f(s)ds denotes the primitive of f . Since the Lemma 3.2 is valid, Theorem 2.2
implies that if u is a mild solution of (3.1) then (u, ∂tu) ∈ C([s, T ];V ).
Then integrating (3.7) over [s, t] we have:
1
2
‖∂tu‖2L2(Ω) +
ˆ t
s
β(τ)‖∂tu‖2L2(Ω)dτ +
1
2
a(u, u)−
ˆ
Ω
F (u)dx
=
1
2
‖∂tu(s)‖2L2(Ω) +
1
2
a(u(s), u(s)) −
ˆ
Ω
F (u0)dx
(3.8)
Using the growth restriction (3.2) we obtain
ˆ
Ω
|F (u0)|dx ≤ C‖u0‖γ+2Lγ+2(Ω), (3.9)
where γ + 2 = q−22 + 2 < q, hence the embedding L
γ+2(Ω) →֒ X 12 holds.
On the other hand, the sign condition (3.3) and Young’s inequality yield the estimate:
1
2
‖u(t)‖2
X
1
2
−
ˆ
Ω
F (u)dx ≥ 1
2
‖u‖2
X
1
2
− 1
2
c0‖u‖2L2(Ω) −
ˆ
Ω
c1|u|dx
≥ 1
2
‖u‖2
X
1
2
− 1
2
(c0 + ǫ)‖u‖2L2(Ω) − Cǫ
≥ 1
2
‖u‖2
X
1
2
(
1− c0 + ǫ
µ1
)− Cǫ, (3.10)
for small ǫ > 0 and some constant Cǫ ≥ 0, where we used Poincare´’s inequality in the last step.
Set
M0 = C
(
1
2
‖∂tu(s)‖2L2(Ω) +
1
2
‖u(s)‖2
X
1
2
+ ‖u(s)‖γ+2
Lγ+2(Ω)
)
+ Cǫ, (3.11)
and plug the inequality (3.10) into the inequality (3.8) we obtain:
1
2
‖∂tu‖2L2(Ω) ≤M0 +
ˆ t
s
γ(τ)‖∂tu‖2L2(Ω)dτ, (3.12)
the Gronwall Lemma (see in [4]) and assumption in (1.3) imply that:
‖∂tu‖2L2(Ω) ≤ 2M0 exp
{
2
ˆ t
s
γ(τ)dτ
}
≤ 2M0e2r0 , (3.13)
where r0 :=
´ t
0 γ(s)ds.
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Combine (3.10) and (3.13), we can also obtain the following inequalities:
1
2
‖u‖2
X
1
2
(
1− c0 + ǫ
µ1
)
≤ M0 +
ˆ t
s
γ(τ)‖∂tu‖2L2(Ω)dτ
≤ M0 + 2r0M0e2r0 .
We can see from the above estimates that the solution u is uniformly bounded in time
t ∈ [s, T ) in V = X 12 × L2(Ω), and therefore exists globally, i.e., T =∞.
Remark 3.4. From the discussions above we can see that the assumption (1.3) plays an
important role to prove the global existence. In fact, the positive part α(t) of coefficient β(t) of
the damped term in problem (3.1) prevents the energy from increasing, meanwhile the negative
part γ(t) encourages the energy to grow in some extent. One can assume that if the negative
part γ(t) decrease to 0 as time t goes to +∞ then the energy can hold bounded globally. That’s
the reason that we propose the assumption
´ +∞
0 γ(τ)dτ < +∞ in this paper in the first place.
Moreover, with the assumption (1.2) we have:
ˆ t+1
t
α(τ)dτ >
ˆ t+1
t
γ(τ)dτ + 1,
ˆ T
s
α(τ)dτ >
ˆ T
s
γ(τ)dτ + [T − s],
where [T − s] ∈ [T − s, T − s+ 1] is a integer. Take the limit T → +∞ in the above inequality,
one can easily deduce that
´ +∞
s
α(τ)dτ = +∞.
3.2 Bounded dissipativity
We verified in the previous subsection that problem (3.1) generates a process {S(t, s) : t ≥ s}
in V = X
1
2 × L2(Ω), for any initial data w(s) = w0 = (u0, v0)T ∈ V :
S(t, s)w0 = w(t;w0), t ≥ 0,
where w(t) = (u(t), ∂tu(t))
T ∈ C([s, T );V ) denotes the unique global weak solution of (3.1)
corresponding to the initial data w0 = (u0, v0)
T ∈ V .
In what follows we will prove that the process {S(t, s) : t ≥ s} is strongly pullback bounded
dissipative(Definition 2.5). We start with a more explicit estimate for ∂tu(t).
Lemma 3.5. Let the assumptions for Theorem 3.3 hold and let (u(t), ∂tu(t)) be the solution
corresponding to (3.1) with initial data in a bounded domain, then there exists T0 > 0 such that
the following estimate holds for all t− s > T0:
‖∂tu(t)‖2L2(Ω) ≤ R0, (3.14)
where R0 is independent of the norm of the initial data.
Proof. Let B ⊂ V be a bounded domain, (u0, v0) = (u(s), v(s)) ∈ B. From the previous
subsection we noticed that
1
2
‖∂tu‖2L2(Ω) +
ˆ t
s
β(τ)‖∂tu‖2L2(Ω)dτ ≤
1
2
‖∂tu(s)‖2L2(Ω) +
1
2
a(u(s), u(s)) −
ˆ
Ω
F (u0)dx. (3.15)
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Then take g(·) := 1
t−s
(
a(u(s), u(s)) − 2 ´Ω F (u0)dx
)
by applying Lemma 2.4 we have
‖∂tu‖2L2(Ω) ≤‖∂tu(s)‖2L2(Ω) exp{−
ˆ t
s
β(σ)dσ}
+
1
t− s
(
a(u(s), u(s)) − 2
ˆ
Ω
F (u0)dx
)ˆ t
s
exp{−
ˆ t
τ
β(σ)dσ}dτ
≤‖∂tu(s)‖2L2(Ω)e−(t−s) +
1
t− s
(
a(u(s), u(s)) − 2
ˆ
Ω
F (u0)dx
)ˆ t
s
e−(t−τ)dτ
≤‖∂tu(s)‖2L2(Ω)e−(t−s) +
1
t− s
(
a(u(s), u(s)) − 2
ˆ
Ω
F (u0)dx
)
(1− e−(t−s))
≤C0e−(t−s) + C0
t− s(1− e
−(t−s)),
(3.16)
where C0 := max(‖∂tu(s)‖2L2(Ω), a(u(s), u(s)) − 2
´
Ω F (u0)dx).
Note that
lim
t−s→∞
{
C0e
−(t−s) +
C0
t− s(1− e
−(t−s))
}
= 0,
then for some R0 > 0 small enough, there exists T0 > 0 such that for all t− s > T0 that (3.14)
holds.
Lemma 3.6 (Pullback absorbing set). Let Ω be a bounded domain in RN with smooth
boundary. Then under the hypotheses (1.2), (1.3), (3.2) and (3.3), the process {S(t, s) : t ≥ s}
generated by problem (3.1) is strongly bounded dissipative.
Proof. Let B ⊂ V be a bounded set.For each w0 = (u0, v0)T ∈ B, let w(t) = (u(t), ∂tu(t))T be
the corresponding solution of (3.1). Consider the continuous functional Φδ : X → R defined by
Φδ(w) =
1
2
‖u‖2
X
1
2
+
1
2
‖∂tu‖2L2(Ω) + δ(t)(u, ∂tu)−
ˆ
Ω
F (u)dx, (3.17)
where the constant δ > 0 and will be chosen appropriately later.
Note that it follows from (3.4) that for arbitrary ǫ ∈ R+ and some constant Cǫ > 0
1
2
‖u‖2
X
1
2
+
1
2
‖∂tu‖2L2(Ω) = Φδ(w) − δ(u, ∂tu) +
ˆ
Ω
F (u)dx
≤ Φδ(w) + δ√
µ1
‖u‖
X
1
2
‖∂tu‖L2(Ω) +
1
2
c0‖u(t)‖2L2(Ω) + c1
ˆ
Ω
|u(x, t)|dx
≤ Φδ(w) + δ
2µ1
‖u‖2
X
1
2
+
δ
2
‖∂tu‖2L2(Ω) +
c0 + ǫ
2µ1
‖u‖2
X
1
2
+ Cǫ
where we used Poincare´’s inequality and Young’s inequality, thus,
(1
2
− δ
2µ1
− c0 + ǫ
2µ1
)‖u‖2
X
1
2
+
(1
2
− δ
2
)‖∂tu‖2L2(Ω) ≤ Φδ(w) + Cǫ,
and we chose that δ < min(1, µ1) and ǫ sufficiently small to imply that some constants c¯0 > 0
and c¯1 > 0 which are independent of time or initial data
‖u‖2
X
1
2
+ ‖∂tu‖2L2(Ω) ≤ c¯0Φδ(w) + c¯1. (3.18)
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Due to the fact that γ(t) is a continuous and integrable function, there exists a 0 < Mγ <∞
such that for almost every τ ∈ (−∞,∞)
0 ≤ γ(τ) ≤Mγ . (3.19)
Now we choose some positive constant Cγ + Cβ < Mα <∞ and define that
A := {t ∈ R| −Mγ ≤ β(t) ≤Mα}, (3.20)
and
B := {t ∈ R|β(s) > Mα}. (3.21)
According to our assumption (1.2) we can notice that m(A) =∞. If not, we have∑∞
i=0m(A ∩ [i, i + 1]) < ∞ and one can deduce that m(A ∩ [i, i + 1]) → 0 as i → ∞, i.e., for
0 < ǫ < 1 there exists nA > 0 such that m(A ∩ [i, i + 1]) < ǫ for i ≥ nA. Since A ∪ B = R, we
have m(B ∩ [i, i + 1]) for ≥ 1− ǫ for any i ≥ nA. Then for t ≥ nA we can obtain´ t+1
t
β(s)ds ≥ (1− ǫ)Mα − ǫMγ > Cβ which contradicts with our assumption (1.2).
It is clear that from the equation (3.1) we have
d
dt
Φδ(w) =a(u, ∂tu) + (∂tu, ∂ttu)− (f(u), ∂tu) + δ‖∂tu‖2L2(Ω) + δ(u, ∂ttu)
=(−Lu, ∂t) + (∂tu,−β(t)∂tu+ Lu+ f(u))− (f(u), ∂tu) + δ‖∂tu‖2L2(Ω)
+ δ(u,−β(t)∂tu+ Lu+ f(u))
=− (β(t)− δ)‖∂tu‖2L2(Ω) − δ‖u‖2
X
1
2
− δβ(t)(u, ∂tu) + δ
ˆ
Ω
uf(u)dx
≤− (β(t)− δ)‖∂tu‖2L2(Ω) −
(
δ − δ(c0 + ǫ)
2µ1
)
‖u‖2
X
1
2
+ δβ(t)(u, ∂tu) + Cǫ,
where we used the Cauchy-Schwartz inequality, Poincare´’s inequality and Young’s inequality for
any 0 < ǫ < µ1. We can see from (3.4) that c0 < µ1, as long as ǫ < µ1 in the above inequality
we can guarantee that δ − δ(c0+ǫ)2µ1 > 0.
Integrating the above equality over [s, t] we have
Φδ(w(t)) ≤
ˆ t
s
(
− (β(τ) − δ)‖∂tu‖2L2(Ω) − (δ −
δ(c0 + ǫ)
2µ1
)‖u‖2
X
1
2
+ δβ(τ)(u, ∂tu) + Cǫ
)
dτ
+Φδ(w0)
≤
ˆ t
s
(
(γ(τ) + δ)‖∂tu‖2L2(Ω) − (δ −
δ(c0 + ǫ)
2µ1
)‖u‖2
X
1
2
+ δβ(τ)(u, ∂tu) + Cǫ
)
dτ
+Φδ(w0)
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Multiply χA on both sides of the above inequality:
χAΦδ(w(t)) ≤
ˆ
A∩[s,t]
(
(γ(τ) + δ)‖∂tu‖2L2(Ω) − (δ −
δ(c0 + ǫ)
2µ1
)‖u‖2
X
1
2
+ δβ(τ)(u, ∂tu) + Cǫ
)
dτ
+Φδ(w0)
≤
ˆ
A∩[s,t]
(
(γ(τ) + δ)‖∂tu‖2L2(Ω) − (δ −
δ(c0 + ǫ)
2µ1
)‖u‖2
X
1
2
+ δ(Mγ +Mα)(u, ∂tu) + Cǫ
)
dτ +Φδ(w0)
≤
ˆ
A∩[s,t]
(
(γ(τ) + δ + δCǫ1(Mγ +Mα))‖∂tu‖2L2(Ω)
− (δ − δ(c0 + ǫ)
2µ1
− δǫ1(Mγ +Mα)
µ1
)‖u‖2
X
1
2
+ Cǫ
)
dτ +Φδ(w0),
where we used Poincare´’s inequality and Cauchy-Schwarz inequality with ǫ > 0. We can guar-
antee δ − δ(c0+ǫ)2µ1 −
δǫ1(Mγ+Mα)
µ1
> 0 by choosing 0 < ǫ1 <
µ1
Mγ+Mα
.
Apply Lemma 3.5, for any t− s > T0 we have
χAΦδ(w(t)) ≤
ˆ
A∩[s,t]
(
(γ(τ) + δ + δCǫ1(Mγ +Mα))R0 − (δ −
δ(c0 + ǫ)
2µ1
− δǫ1(Mγ +Mα)
µ1
)‖u‖2
X
1
2
+ Cǫ
)
dτ +Φδ(w0)
≤r0R0 +
ˆ
A∩[s,t]
(
(δ + δCǫ1(Mγ +Mα))R0 − (δ −
δ(c0 + ǫ)
2µ1
− δǫ1(Mγ +Mα)
µ1
)‖u‖2
X
1
2
+ Cǫ
)
dτ +Φδ(w0),
where r0 :=
´∞
−∞ γ(s)ds.
Combining with the inequality (3.18) implies that for
‖u‖2
X
1
2
≥ R1 > 2µ1δR
2
0 + Cǫ1δ(Mγ +Mα)R0 + 2µ1Cǫ
δµ1 − δ(c0 + ǫ)− 2ǫ1δ(Mγ +Mα)
we have
χA(‖∂tu‖2L2(Ω) + ‖u‖2
X
1
2
) ≤ c¯0(−Cδm(A ∩ [s, t]) + r0R0 +Φδ(w0)) + c¯1, (3.22)
where Cδ > 0.
On the other hand, for δ = 0 we have
d
dt
Φ0(w(t)) = β(t)‖∂tu‖2L2(Ω).
Integrate the above equality on [s, t],
Φ0(w(t)) = −
ˆ t
s
β(τ)‖∂tu‖2L2(Ω)dτ +Φ0(w0), (3.23)
then we multiply χB on both sides of (3.23)
χBΦ0(w(t)) = −
ˆ
B∩[s,t]
β(τ)‖∂tu‖2L2(Ω)dτ +Φ0(w0)
≤ −
ˆ
B∩[s,t]
Mα‖∂tu‖2L2(Ω)dτ +Φ0(w0).
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If ‖∂tu‖2L2(Ω) ≥ 12R0, then
χBΦ0(w(t)) ≤ −MαR0m(B ∩ [s, t]) + 2Φ0(w0), (3.24)
also with the same method for (3.18) we obtain
‖u‖2
X
1
2
+ ‖∂tu‖2L2(Ω) ≤ c˜0Φ0(w) + c˜1. (3.25)
Then we combine (3.22), (3.24) and (3.25) we have
‖∂tu‖2L2(Ω) + ‖u‖2
X
1
2
≤c¯0(−Cδm(A ∩ [s, t]) + r0R0 +Φδ(w0)) + c¯1
c˜0(−MαR0m(B ∩ [s, t]) + 2Φ(w0)) + c˜1.
Therefore, since we proved earlier that m(A) =∞, there exists TA > 0 such that
‖∂tu‖2L2(Ω) + ‖u‖2
X
1
2
≤ R0 +min(R1, c¯1 + c˜1) (3.26)
for all t− s > max(T0, TA).
This proves that {S(t, s) : t ≥ s} is strongly dissipative in the sense of Definition 2.5, i.e. for
any bounded set B ⊂ V there exists an R > 0 and a time T (B) such that
S(t+ s, s)B ⊂ BV (0, R) for all t ≥ T (B), (3.27)
uniformly for all s ∈ R.
4 Pullback attractor
The main result of the present paper is the following theorem.
Theorem 4.1. Let the non-linearity f satisfies the growth restriction (3.2) and dissipativity
assumption (3.3). Assume also that the coefficient of damping term satisfies the conditions (1.2)
and (1.3). Then (3.1) has a pullback attractor A(·).
In this section we recall a well-known compactness criterion established by Chuesshov and
Lasiecka [6, 7] for autonomous systems. Non-autonomous version of the results were presented
in [29, 28], one recast the non-autonomous equation by the skew-product system and the other
considered the problem as a process. The following compactness criterion for non-autonomous
system we presented is similar to the Theorem 3.2 in [28] with X = Xt and we omit the proof
here.
Definition 4.2 ([29]). Let X be a Banach space and B be a bounded subset of X. We
call a function ψ(·, ·), defined on X ×X, a contractive function on B × B if for any sequence
{xn}∞n=1 ⊂ B, there is a subsequence {xnk}∞k=1 ⊂ {xn}∞n=1 such that
lim
k→∞
lim
l→∞
ψ(xnk , xnl) = 0.
Theorem 4.3. Let X be a Banach spaces and S(t, s) : X → X be an evolution process that
possesses a pullback absorbing family Bˆ0 = {B0(s)}s∈R. Suppose that for any t ∈ R and ǫ > 0
there exists a time sǫ < t and a contractive function ψǫ : B0(sǫ)×B0(sǫ)→ R, such that
‖S(t, sǫ)x− S(t, sǫ)y‖X ≤ ǫ+ ψǫ(x, y).
Then the process is pullback asymptotically compact.
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Lemma 4.4. Under the assumptions of Theorem 3.6 the corresponding process is pullback
asymptotically compact.
The idea of the proof is similar to that in [6, 7], and also in [29] for non-autonomous case. In
order to prove pullback asymptotically compact for the process S(t, s) generated by the problem
(3.1), we start to derive some energy inequalities.
Let B is a bounded subset of V , assume u1(t) and u2(t) are weak solutions of (3.1) with
initial data u1(s) = u
1
0, ∂tu1(s) = u
1
1, u2(s) = u
2
0 and ∂tu2(s) = u
2
1, where (u
1
0, u
1
1), (u
2
0, u
2
1) ∈ B.
Then we observe that w = u1 − u2 is a weak solution of
∂ttw + β(t)wt = Lw + f(u1)− f(u2), x ∈ Ω, t ≥ s, (4.1)
with Dirichlet boundary condition and initial conditions
w(0) = u10 − u20 and ∂tw(0) = u11 − u21.
First multiply equation (4.1) by ∂tw and integrate over Ω, we obtain
1
2
d
dt
‖∂tw‖2L2(Ω) +
1
2
d
dt
‖w‖2
X
1
2
+ β(t)‖∂tw‖2L2(Ω) = (f(u1)− f(u2), ∂tw), (4.2)
integrating (4.2) over [s, t] with s < t, we have that
‖∂tw‖2L2(Ω) + 2
ˆ t
s
β(τ)‖∂tw‖2L2(Ω)dτ ≤2
ˆ t
s
(f(u1)− f(u2), ∂tw)dτ + ‖∂tw(s)‖2L2(Ω)
+ ‖w(s)‖2
X
1
2
.
(4.3)
We apply the extension Gronwall Lemma 2.4 with
g(τ) = 2(f(u1)− f(u2), ∂tw(τ)) + 1
t− s‖w(s)‖
2
X
1
2
,
thus the following estimate hold
‖∂tw(t)‖2L2(Ω) ≤‖∂tw(s)‖2L2(Ω) exp
{
−2
ˆ t
s
β(σ)dσ
}
+ 2
ˆ t
s
(f(u1)− f(u2), ∂tw(τ)) exp
{
−2
ˆ t
τ
β(σ)dσ
}
dτ
+
ˆ t
s
1
t− s‖w(s)‖
2
X
1
2
exp
{
−2
ˆ t
τ
β(σ)dσ
}
dτ.
(4.4)
It follows from Remark 3.4 that
‖∂tw(t)‖2L2(Ω) ≤‖∂tw(s)‖2L2(Ω)e−2(t−s) + 2
ˆ t
s
(f(u1)− f(u2), ∂tw(τ))e−2(t−τ)dτ
+
1
t− s‖w(s)‖
2
X
1
2
ˆ t
s
e−2(t−τ)dτ.
(4.5)
Next we construct a function which we will prove that it is a contractive function. Define
an energy functional
Ew(t) =
1
2
‖∂tw‖2L2(Ω) +
1
2
‖w‖2
X
1
2
.
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integrating (4.2) over [t, T ] with t ≤ T , we have that
Ew(T ) +
ˆ T
t
β(τ)‖∂tw‖2L2(Ω)dτ =
ˆ T
t
(f(u1)− f(u2), ∂tw)dτ + Ew(t), (4.6)
where (·, ·) denotes the inner product in L2(Ω).
And integrating (4.6) over [s, T ] with respect to t we obtain
(T − s)Ew(T ) +
ˆ T
s
ˆ T
t
β(τ)‖∂tw‖2L2(Ω)dτdt
≤
ˆ T
s
ˆ T
t
(f(u1)− f(u2), ∂tw)dτdt+
ˆ T
s
Ew(t)dt.
(4.7)
Multiplying equation (4.1) by w and integrating over Ω, we obtain
d
dt
(∂tw,w) − ‖∂tw‖2L2(Ω) + β(t)(∂tw,w) + ‖w‖2
X
1
2
= (f(u1)− f(u2), w), (4.8)
then integrating (4.8) over [s, T ], we have
ˆ T
s
β(t)(∂tw,w)dt+ (∂tw(T ), w(T )) +
ˆ T
s
‖w‖2
X
1
2
dt
=
ˆ T
s
‖∂tw‖2L2(Ω)dt+ (∂tw(s), w(s)) +
ˆ T
s
(f(u1)− f(u2), w)dt,
therefore we deduce that
ˆ T
s
‖w‖2
X
1
2
dt =
ˆ T
s
‖∂tw‖2L2(Ω)dt+ (∂tw(s), w(s)) − (∂tw(T ), w(T ))
+
ˆ T
s
(f(u1)− f(u2), w)dt−
ˆ T
s
β(t)(∂tw,w)dt
(4.9)
Combine (4.7) and (4.9) we can obtain
(T − s)Ew(T ) +
ˆ T
s
ˆ T
t
β(τ)‖∂tw‖2L2(Ω)dτdt
≤
ˆ T
s
ˆ T
t
(f(u1)− f(u2), ∂tw)dτdt+
ˆ T
s
‖∂tw‖2L2(Ω)dt+
1
2
(∂tw(s), w(s))
− 1
2
(∂tw(T ), w(T )) +
1
2
ˆ T
s
(f(u1)− f(u2), w)dt− 1
2
ˆ T
s
β(t)(∂tw,w)dt,
hence
(T − s)Ew(T ) ≤
ˆ T
s
ˆ T
t
γ(τ)‖∂tw‖2L2(Ω)dτdt+
ˆ T
s
ˆ T
t
(f(u1)− f(u2), ∂tw)dτdt
+
ˆ T
s
‖∂tw‖2L2(Ω)dt+
1
2
(∂tw(s), w(s)) − (∂tw(T ), w(T ))
+
1
2
ˆ T
s
(f(u1)− f(u2), w)dt− 1
2
ˆ T
s
β(t)(∂tw,w)dt.
(4.10)
17
We can infer from (4.5) that
ˆ T
s
‖∂tw‖2L2(Ω)dt ≤‖∂tw(s)‖2L2(Ω)
ˆ T
s
e−2(t−s)dt+ ‖w(s)‖2
X
1
2
ˆ T
s
ˆ t
s
1
t− se
−2(t−τ)dτdt
+ 2
ˆ T
s
ˆ t
s
(f(u1)− f(u2), ∂tw(τ))e−2(t−τ)dτdt,
(4.11)
and
ˆ T
s
ˆ T
t
γ(τ)‖∂tw‖2L2(Ω)dτdt
≤‖∂tw(s)‖2L2(Ω)
ˆ T
s
ˆ T
t
γ(τ)e−2(τ−s)dτdt+ ‖w(s)‖2
X
1
2
ˆ T
s
ˆ T
t
γ(τ)
1
τ − s
ˆ τ
s
e−2(τ−σ)dσdτdt
+
ˆ T
s
ˆ T
t
γ(τ)
ˆ τ
s
(f(u1)− f(u2), ∂tw(σ))e−2(τ−σ)dσdτdt,
≤‖∂tw(s)‖2L2(Ω)
ˆ T
s
e−2(t−s)
ˆ T
t
γ(τ)dτdt+ ‖w(s)‖2
X
1
2
ˆ T
s
ˆ T
t
γ(τ)
1
τ − s
ˆ τ
s
e−2(τ−σ)dσdτdt
+
ˆ T
s
ˆ T
t
γ(τ)
ˆ τ
s
(f(u1)− f(u2), ∂tw(σ))e−2(τ−σ)dσdτdt
≤Cγ,B
ˆ T
s
e−2(t−s)dt+
ˆ T
s
ˆ T
t
γ(τ)
ˆ τ
s
(f(u1)− f(u2), ∂tw(σ))e−2(τ−σ)dσdτdt
+ ‖w(s)‖2
X
1
2
ˆ T
s
ˆ T
t
γ(τ)
1
τ − s
ˆ τ
s
e−2(τ−σ)dσdτdt,
(4.12)
where Cγ,B is a constant depends on
´∞
−∞ γ(s)ds and the radius of the bounded domain B.
Thus from (4.10), (4.11) and (4.12) we observe that
(T − s)Ew(T ) ≤Cγ,B
ˆ T
s
e−2(t−s)dt+
ˆ T
s
ˆ T
t
γ(τ)
ˆ τ
s
(f(u1)− f(u2), ∂tw(σ))e−2(τ−σ)dσdτdt
+ ‖w(s)‖2
X
1
2
ˆ T
s
ˆ T
t
γ(τ)
1
τ − s
ˆ τ
s
e−2(τ−σ)dσdτdt
+
ˆ T
s
ˆ T
t
(f(u1)− f(u2), ∂tw)dτdt+ ‖∂tw(s)‖2L2(Ω)
ˆ T
s
e−2(t−s)dt
+ 2
ˆ T
s
ˆ t
s
(f(u1)− f(u2), ∂tw(τ))e−2(t−τ)dτdt
+ ‖w(s)‖2
X
1
2
ˆ T
s
ˆ t
s
1
t− se
−2(t−τ)dτdt+
1
2
(∂tw(s), w(s)) − (∂tw(T ), w(T ))
+
1
2
ˆ T
s
(f(u1)− f(u2), w)dt− 1
2
ˆ T
s
β(t)(∂tw,w)dt.
(4.13)
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Define
ψT,s(u1, u2) =
1
T − s
[ˆ T
s
ˆ T
t
(f(u1)− f(u2), ∂tw)dτdt
+
1
2
ˆ T
s
(f(u1)− f(u2), w)dt − 1
2
ˆ T
s
β(t)(∂tw,w)dt
+
ˆ T
s
ˆ T
t
γ(τ)
ˆ τ
s
(f(u1)− f(u2), ∂tw(σ))e−2(τ−σ)dσdτdt
+ 2
ˆ T
s
ˆ t
s
(f(u1)− f(u2), ∂tw(τ))e−2(t−τ)dτdt
]
,
(4.14)
then we have
Ew(T ) ≤ 1
T − s
[
1
2
(∂tw(s), w(s)) − 1
2
(∂tw(T ), w(T )) + ‖∂tw(s)‖2L2(Ω)
ˆ T
s
e−2(t−s)dt
+ ‖w(s)‖2
X
1
2
ˆ T
s
ˆ t
s
1
t− se
−2(t−τ)dτdt+ Cγ,B
ˆ T
s
e−2(t−s)dt
+ ‖w(s)‖2
X
1
2
ˆ T
s
ˆ T
t
γ(τ)
1
τ − s
ˆ τ
s
e−2(τ−σ)dσdτdt
]
+ ψT,s(u1, u2).
(4.15)
With the above inequalities, we are now ready to prove the pullback asymptotic compactness
i.e., Lemma 4.4.
Proof. For any ǫ > 0, we can see from (4.15) if we take −s large enough and by virtue of the
dominate convergence theorem, there exists
Ew(T ) ≤ ǫ+ ψT,s(u1, u2), (4.16)
where u1, u2 belong to a bounded subset in V = X
1
2 ×L2(Ω) since we proved the well-posedness
of the solutions of (3.1) for all t ∈ R.
Therefore according to the Theorem 4.3, only if the function ψT,s(·, ·) is a contractive function
then the proof of Lemma 4.4 is complete. Let B ∈ V be a bounded set and (un, ∂tun) be the
corresponding solutions of (un0 , ∂tu
n
0 ) ∈ B for the problem (3.1), n = 1, 2, · · · . The rest work is
to prove limn→∞ limm→∞ ψT,s(un, um) = 0, the proof is similar to the one in [29].
According to Sect.3 (un, ∂tun) is bounded in X
1
2 ×L2(Ω). Note that the compact embedding
X
1
2 →֒ Lp(Ω) is valid for 1 ≤ p < 2Q
Q−2 , without loss of generality we assume that for any
s ≤ t ∈ R
un → u ∗-weakly in L∞(s, t;X
1
2 ), (4.17)
un → u in Lp+1(s, t;Lp+1(Ω)), (4.18)
∂tun → ∂tu ∗-weakly in L∞(s, t;L2(Ω)), (4.19)
∂tun → ∂tu weakly in L2(Ω), (4.20)
un → u in L2(s, t;L2(Ω)). (4.21)
Now we deal with each term in (4.14).
First, applying growth condition (3.2) and (4.18) we can obtain
lim
n→∞
lim
m→∞
ˆ T
s
(
f(un)− f(um), un − um
)
dt = 0.
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Second, we derived that f ∈ L2(Ω) in Sect.3, note that
ˆ T
t
ˆ
Ω
(∂tun(τ)− ∂tum(τ))(f(un)− f(um))dxdτ
=
ˆ T
t
ˆ
Ω
(∂tun(τ))f(un)dxdτ +
ˆ T
t
ˆ
Ω
∂tumf(um)dxdτ −
ˆ T
t
ˆ
Ω
∂tun(τ)f(um)dxdτ
−
ˆ T
t
ˆ
Ω
∂tum(τ)f(un)dxdτ
=
ˆ
Ω
F (un(T ))−
ˆ
Ω
F (un(t)) +
ˆ
Ω
F (um(T ))−
ˆ
Ω
F (um(t))
−
ˆ T
t
ˆ
Ω
∂tun(τ)f(um)dxdτ −
ˆ T
t
ˆ
Ω
∂tum(τ)f(un)dxdτ
combining with (4.17), (4.19), take m→∞ and n→∞, we get
lim
n→∞
lim
m→∞
ˆ T
t
ˆ
Ω
(∂tun(τ)− ∂tum(τ))(f(un)− f(um))dxdτ
=
ˆ
Ω
F (u(T )) −
ˆ
Ω
F (u(t)) +
ˆ
Ω
F (u(T ))−
ˆ
Ω
F (u(t))
−
ˆ T
t
ˆ
Ω
∂tu(τ)f(u)dxdτ −
ˆ T
t
ˆ
Ω
∂tu(τ)f(u)dxdτ
=0.
(4.22)
Third, due to the fact that β(t) is a continuous function and apply (4.14) and (4.15) we have
lim
n→∞
lim
m→∞
ˆ T
t
β(τ)
(
∂tun − ∂tum, un − um
)
dτ = 0.
To this end, by virtue of equality (4.22), through taking n→∞ and m→∞ we can obtain
lim
n→∞
lim
m→∞
ˆ T
t
ˆ τ
s
γ(τ)(f(un)− f(um), ∂tw(σ))e−2(τ−σ)dσdτ = 0,
and
lim
n→∞
lim
m→∞
ˆ t
s
(f(u1)− f(u2), ∂tw(τ))e−2(t−τ)dτ = 0.
Therefore, we verified that ψT,s(·, ·) is a contractive function.
Now we can complete the proof of our main result Theorem 4.1.
Proof. We can see from Lemma 3.6 Lemma 4.4 the conditions for Theorem 2.8 are all satisfied
respectively. Hence there exists a pullback attractor for the process S(t, s) generated by the
problem (3.1).
Remark 4.5. The argument will be no difference if we consider the nonlinear term f(u) as
f(u, t). Of course, there will need certain regular assumptions for f(u, t) with respect to t.
Remark 4.6. In particular, let the assumptions (3.2), (3.3), (1.2) and (1.3) hold, one
can obtain the existence and finite fractal dimension of the global attractor for the semigroup
generated by the problem (3.1) with −L = −△.
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Remark 4.7. Actually, one can consider more general assumptions for β(t) than our case.
For instance, we may propose a reasonable hypothesis that the positive part α(t) of β(t) can be
split into two parts as α(t) = α1(t) + α2(t) such that
ˆ t
0
(
α2(s)− γ(s)
)
ds→ 0 as t→∞,
where γ(t) is the negative part of β(t). And we may conjecture that the solutions of (3.1) exist
globally since the decreasing factor α2(t) cancels the increasing influence of γ(t) out and the left
part α1(t) guarantee energy decays in infinity.
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