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Abstract
We prove global stability of Minkowski space for the Einstein vacuum equations in harmonic
(wave) coordinate gauge for the set of restricted data coinciding with the Schwarzschild solution in
the neighborhood of space-like infinity. The result contradicts previous beliefs that wave coordinates
are ”unstable in the large” and provides an alternative approach to the stability problem originally
solved ( for unrestricted data, in a different gauge and with a precise description of the asymptotic
behavior at null infinity) by D. Christodoulou and S. Klainerman.
Using the wave coordinate gauge we recast the Einstein equations as a system of quasilinear wave
equations and, in absence of the classical null condition, establish a small data global existence
result. In our previous work we introduced the notion of a weak null condition and showed that
the Einstein equations in harmonic coordinates satisfy this condition.The result of this paper relies
on this observation and combines it with the vector field method based on the symmetries of the
standard Minkowski space.
In a forthcoming paper we will address the question of stability of Minkowski space for the Einstein
vacuum equations in wave coordinates for all ”small” asymptotically flat data and the case of the
Einstein equations coupled to a scalar field.
1 Introduction
The focus of this paper is the question of global existence and stability for the Einstein vacuum
equations in ”harmonic” (wave coordinate) gauge. The Einstein equations determine a 4-d manifold
M with a Lorentzian metric g with vanishing Ricci curvature
Rµν = 0.
We consider the initial value problem: for a given a 3-d manifold Σ, with a Riemannian metric g0, and
a symmetric two-tensor k0, we want to find a 4-d manifold M, with a Lorentzian metric g satisfying
the Einstein equations, and an imbedding Σ ⊂ M such that g0 is the restriction of g to Σ and k0 is
∗Part of this work was done while H.L. was a Member of the Institute for Advanced Study, Princeton, supported by
the NSF grant DMS-0111298 to the Institute. H.L. was also partially supported by the NSF Grant DMS-0200226.
†Part of this work was done while I.R. was a Clay Mathematics Institute Long-Term Prize Fellow. His work was also
partially supported by the NSF grant DMS–01007791.
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the second fundamental form of Σ in M. The initial value problem is overdetermined which imposes
compatibility conditions on the initial data: the constraint equations
R0 − k0
i
j k0
j
i + k0
i
i k0
j
j = 0, ∇
jk0ij −∇i k0
j
j = 0, ∀i = 1, ..., 3.
Here R0 is the scalar curvature of g0 and ∇ is covariant differentiation with respect to g0. The Einstein
equations are invariant under diffeomorphisms. To have a working formulation one needs to eliminate
this freedom by fixing a gauge condition or a system of coordinates.
While the Einstein equations are independent of the choice of a coordinate system, the existence
of a special or preferred system of coordinates has been a subject of debate [Fo]. Historically, the
first special coordinates were the harmonic coordinates (also referred to as wave coordinates in current
terminology). These obey the equation g x
µ = 0, µ = 0, 1, 2, 3, where g = ∇α∇
α is the geometric
wave operator. Relative to the wave coordinates a Lorentzian metric g satisfies the wave coordinate
condition if:1
(1.1) gαβ∂βgαµ =
1
2
gαβ∂µgαβ, ∀µ = 0, .., 3.
In this system of coordinates, the vacuum Einstein equations take the form of a system of quasilinear
wave equations
(1.2) gαβ∂α∂β gµν = Nµν(g, ∂g), ∀µ, ν = 0, .., 3
with a nonlinearity N (u, v) depending quadratically on v. In this particular gauge Choquet-Bruhat
[CB1] was able to establish the existence of a globally hyperbolic development2 of the Einstein vacuum
equations starting with an arbitrary set of initial data prescribed on a 3-d space-like hypersurface
and satisfying the constraint equations. While the result of Choquet-Bruhat and a later result of
Choquet-Bruhat and Geroch [CB-G], establishing the existence of a maximal Cauchy development,
constructs solutions for any given initial data set, it does not provide any information about the
geodesic completeness of the obtained solution. In the language of the evolution equations these
results only show the existence of ”local in time” solutions.
The global results have proved to be by far more resistant. The outstanding global problem, which
for a long time remained open, and was finally ingeniously solved by Christodoulou and Klainerman
[C-K], was that of the stability of Minkowski space. In simplified language, it is the problem of
constructing a global solution to the Einstein vacuum equations from the initial data, which is close
to the Minkowski metric mµν , and asymptotically approaching the Minkowski space. The initial data
(Σ, g0, k0) for the problem of stability of Minkowski space is asymptotically flat, i.e., the complement
of a compact set in Σ is diffeomorphic to the complement of a ball in R3, and there exists a system
of coordinates (x1, x2, x3) with r =
√
x21 + x
2
2 + x
2
3 such that for all sufficiently large r the metric
3
g0ij = (1+2M/r)δij+o(r
−1−σ), and the second fundamental form k0 = o(r
−2−σ) for some σ > 0. Here
M is the mass, which by the positive mass theorem is positive unless the data is flat, see Schoen and
Yau [S-Y] and Witten [Wi]. In addition, the data is required to satisfy a global smallness assumption,
which makes sure that it is sufficiently close to the data (R3, δ, 0) for the Minkowski space.
1We shall use below the standard convention of summing over repeated indices and the notation ∂α = ∂/∂x
α
2For the definitions of global hyperbolicity and maximal Cauchy development see [H-E], [Wa]
3The stability result of [C-K] was proved for strongly asymptotically flat data g0ij = (1 + 2M/r)δij + o(r
−3/2),
k0 = o(r
−5/2).
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To understand some of the difficulties of the problem we recall that a generic system of quasilinear
equations
(1.3) φI =
∑
|α|≤|β|≤2
AJKI,αβ∂
αφJ∂
βφK + cubic terms
allows solutions with smooth arbitrarily small initial data which blow up in finite time4. The key to
global existence for such equations was the null condition found by Klainerman, [K2]. The small data
global existence result for the equations satisfying the null condition was established in [C1], [K2].
The null condition manifests itself in special algebraic cancellations in the coefficients AJKI,αβ of the
quadratic terms of the equation.5 It can be shown however, that the Einstein vacuum equations in
wave coordinates do not satisfy the null condition. Moreover, Choquet-Bruhat [CB3] showed that even
without imposing a specific gauge the Einstein equations violate the null condition.
These considerations led to the suggestion that the wave coordinates are not suitable for proving
stability of Minkowski space. In fact, considering a second iterate of the equation (1.2), Choquet-
Bruhat [CB2] argued that the Einstein vacuum equations are not stable in wave coordinates near the
Minkowski solution. All these resulted in the belief that the wave coordinates are unstable in the large
in the sense that a possible finite time blow up of solutions of the equation (1.2) is due to a coordinate
singularity.
The global stability of Minkowski space had been proved by Christodoulou and Klainerman [C-K]
who avoided the use of a preferred system of coordinates and instead relied on the invariant formulation
of the Einstein equations with the choice of maximal time foliation (or the double null foliation in the
new proof of Klainerman and Nicolo [K-N1]) and utilizing Bianchi identities for the curvature. The
special structure of the quadratic terms plays a crucial part in the generalized energy estimates which
form the backbone of the proof but the null condition can not be pointed out precisely.
A semiglobal stability result was also obtained in the work of Friedrich [Fr]. He used the conformal
method to reduce the global problem to a local one. The approach is invariant and the special structure
is again exploited implicitly.
In this paper we revisit the problem of global stability of Minkowski space in wave coordinates.
More precisely, we consider the data6 (R3, g0, k0) with the metric g0 coinciding with the spatial part of
the Schwarzschild metric gS = (1+M/r)
4dx2 in the region r > 1 >> M , vanishing second fundamental
form k0 for r > 1, and satisfying a global smallness assumption on R
3. We prove that for this initial
data the wave coordinate gauge is stable in the large: the reduced Einstein equations (1.2) has a global
solution g defining a future causally geodesically complete space-time, [H-E]. The metric g in wave
coordinates xα, α = 0, .., 3 approaches the Minkowski metric m: supx∈R3 |g(t, x) −m| → 0 as t→∞.
The intuition behind this result is based on the observation that the Einstein vacuum equations in
wave coordinates (1.2) satisfy the weak null condition. This notion was introduced in [L-R] for general
quasilinear systems (1.3) and requires that the corresponding effective asymptotic system
(1.4) (∂t + ∂r)(∂t − ∂r)ΦI = r
−1
∑
n≤m≤2
AJKI,nm(∂t − ∂r)
nΦJ (∂t − ∂r)
mΦK , ΦI ∼ rφI
4This is in particular true for a semilinear equation φ = (∂tφ)
2, [J1].
5E.g. φ = (∂tφ)
2 − |∇xφ|
2 satisfies the null-condition.
6The existence of such data is guaranteed by the results of Corvino and Chrusciel-Delay, [Co], [C-D].
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has global solutions for all small initial data.7 Here,
AJKI,nm(ω) =
∑
|α|=n,|β|=m
AJKI,αβωˆ
αωˆβ, ωˆ = (−1, ω), ω ∈ S2.
The classical null condition states that AJKI,nm(ω) ≡ 0 and thus implies the weak null condition. The
asymptotic system (1.4) arises as an approximation of (1.3) when one neglects the derivatives tangential
to the outgoing Minkowski light cones, known to have faster decay. The asymptotic equation was
introduced in [H1] to predict the time of a blow-up for scalar wave equations known to blow up in
finite time, and was used in [L2] to find some other scalar wave equations for which the known blow-
up mechanism was not present. Asymptotic systems played an important role in the analysis of the
blow-up mechanisms in [A1].
In [L-R] we have shown that the asymptotic system generated by the Einstein equations in wave
coordinates (1.2) has global solutions for all data. In this paper we consider the full nonlinear system
(1.2). We should note that although the asymptotic system provides useful heuristics about the
behavior of solutions, in particular the L∞ decay of the first derivatives of various components of the
metric g, it is barely used in our proof of the small data global existence result for the full nonlinear
equation (1.2). While it is tempting to put forward a conjecture that, parallel to the result for the
classical null condition [C1], [K2], the weak null condition guarantees the global existence result for
small initial data, we can only argue that all known examples seem to confirm it. A simple example of
an equation satisfying the weak null condition, violating the standard null condition and yet possessing
global solutions for all data is given by the system
(1.5) φ = w · ∂2φ+ ∂ψ · ∂ψ, ψ = 0, w = 0
Another example is provided by the equation φ = φ∆φ. The proof of a small data global existence
result for this equation is quite involved, [L2] (radial case), [A3]. As we show in this paper the Einstein
equations (1.2) is yet another example. Interestingly enough, at the level of an effective asymptotic
system the Einstein equations can be modelled by the system (1.5).
The asymptotic behavior of null components of the Riemann curvature tensor Rαβγδ of metric g-
the so called ”peeling estimates”- was discussed in the works of Bondi, Sachs and Penrose and becomes
important in the framework of asymptotically simple space-times (roughly speaking, space-times which
can be conformally compactified), see also the paper of Christodoulou [C2] for further discussion of
such space-times. Global solutions obtained in the work [C-K] were accompanied by very precise
analysis of its asymptotic behavior although not entirely consistent with peeling estimates. However,
global solutions obtained by Klainerman-Nicolo [K-N1] in the exterior8 stability of Minkowski space
were shown to possess peeling estimates for special initial data, [K-N2].
Our work is less precise about the asymptotic behavior and is focused more on developing a tech-
nically relatively simple approach allowing us to prove stability of Minkowski space in a physically
interesting wave coordinate gauge In particular, we rely only on the standard Killing and conformal
Killing vector fields of Minkowski space and do not construct almost Killing and conformal Killing
vector fields adapted to the geometry of null cones of the solution g.
Our proof is based on generalized energy estimates combined with decay estimates. The generalized
energy estimates are used with Minkowski vector fields {∂α,Ωαβ = xα∂β − xβ∂α, S = x
α∂α}. For the
7For the precise definition see section 6.
8Outside of the domain of dependence of a compact set
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equations satisfying the standard null condition uniform in time bounds on the generalized energies,
combined with global Sobolev (Klainerman-Sobolev) inequalities, are sufficient to infer small data
global existence. In our case however the generalized energies slowly grow in time (at the rate of
tε) and need to be complemented by independent, not following from the global Sobolev inequalities,
decay estimates. We derive the latter by direct integration of the equation along the characteristics.
It is at this point that the intuition from the effective asymptotic system is most useful. We show that
all components of the metric with exception of one decay at the rate of t−1. The remaining component
however decays only as t−1+ε. Somewhat surprisingly, the glue that holds together such weak decay
estimates and the generalized energy estimates is the wave coordinate condition (1.1).
In this paper we only prove the result for a restricted set of data coinciding with the Schwarzschild
data outside of the ball of radius one.9 This allows us to somewhat sidestep the problem of a long
range effect of a gravitational field. Due to the inward bending of the light rays, solution arising from
initial data coinciding with the Schwarzschild data outside of the ball of radius one will be equal to
the Schwarzschild solution in the exterior of the Minkowski cone r = t+ 1.
In our subsequent work we hope to be able to prove the stability of Minkowski space in wave
coordinates for general data. In addition we hope to show that our method can be also used to treat
the problem of small data global existence for the Einstein equations coupled to a scalar field.
Acknowledgments: The authors would like to thank Demetrios Christodoulou and Sergiu Klain-
erman for their inspiration and encouragement. We particularly benefited from Sergiu Klainerman’s
suggestion to pursue first the problem with restricted data. We would also like to thank Mihalis
Dafermos and Vince Moncrief for stimulating discussions and useful suggestions.
2 The main results and the strategy of the proof
We now formulate the main results of our paper. Our first result is global existence for the Einstein
vacuum equations in wave coordinates.
Theorem 2.1. Consider the reduced Einstein vacuum equations 10
(2.1) ˜ghµν = g
αβ∂2αβhµν = Fµν(h)(∂h, ∂h), ∀µ, ν = 0, ..., 3,
where gµν = mµν +hµν and the nonlinear term F is as in Lemma 3.2. We assume that the initial data
(g, ∂tg)|t=0 = (g0, g1) are smooth, the Lorentzian metric is of the form
g0 = −a
2dt2 + g0ijdx
idxj
and
1) obey the wave coordinate condition
(2.2) gαα
′
∂αgα′µ =
1
2
gαα
′
∂µgαα′ , ∀µ = 0, ..., 3,
9Since the initial metric is always of the form gij = (1 + 4M/r)δij + o(r
−1) with M > 0, data coinciding with the
Schwarzschild outside of a compact set is the closest analogue of compactly supported or rapidly decaying data usually
considered in small data global existence results for nonlinear wave equations.
10In what follows we shall introduce the reduced wave operator ˜g = g
αβ∂2αβ and note that in wave coordinates
˜g = g, where gφ = |g|
−1/2∂α
(
gαβ|g|1/2∂βφ
)
is the geometric wave operator
5
2) satisfy the constraint equations
R0 − |k0|
2 + (trk0)
2 = 0, ∇jk0ij −∇itrk0 = 0, ∀i = 1, ..., 3,
where R0 is the scalar curvature of the metric g0ij, and the second fundamental form (k0)ij = −1/2a
−1g1ij.
3) we assume that the metric (g0)ij coincides with the spatial part of the Schwarzschild metric gs
(in wave coordinates):
(g0)ij =
r + 2M
r − 2M
dr2 + (r + 2M)2(dθ2 + sin2 θ dφ2), r > 1
and g1 = 0 for r > 1. Moreover, we assume that the lapse function a
2(r) = (r − 2M)/(r + 2M) for
r > 1 and a(r) = 1 for r ≤ 1/2
4) the data (h0, h1) = (g0 −m, g1) verify the smallness condition
(2.3) ε =
√
EN (0) +M < ε0,
where N ≥ 10 and
(2.4) EN (t) = sup
0≤τ≤t
∑
|I|≤N
‖∂ZIh(τ, ·)‖2L2
Here ZI is a product of |I| vector fields of the form ∂i, xi∂j − xj∂i, t∂i + xi∂t and t∂t + x
i∂i. Then
there exists a unique global smooth solution g with the property that for some constant CN ,
EN (t) ≤ 16ε
2(1 + t)2CN ε,(2.5)
‖gµν(t)−mµν‖L∞x ≤ CNε(1 + t)
−1+CN ε.
Remark 2.2. The existence of data satisfying the assumptions of the theorem follows from the work of
[Co], [C-D], as argued in section 4.
A corollary of the above result is the global stability of Minkowski space for a restricted set of
initial data.
Theorem 2.3. Let (R3, g0, k0) be the initial data set for the Einstein vacuum equations Rµν = 0.
Assume that relative to some system of coordinates (x1, x2, x3) the metric g0 coincides with the spatial
part of the Schwarzschild metric gS outside the ball of radius one,
g0 = (1 +
M
r
)4dx2, r > 1,
while the second fundamental form k0 vanishes for r > 1. In addition, we assume that relative to that
system of coordinates g0, M and k0 satisfy the smallness condition∑
0≤|I|≤N
‖∂Ix(g0 − δ)‖L2(B1) +
∑
0≤|I|≤N−1
‖∂Ixk0‖L2(B1) +M < ǫ.
Then there exists a future causally geodesically complete11 solution g together with a global system of
wave coordinates with the property that the curvature tensor of g relative to these coordinates decays
to zero along any future directed causal geodesic.
11For the definition see [H-E] and section 16 of this paper.
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We now outline the strategy of the proof.
Remark 2.4. Throughout the paper we shall use the notation A . B for the inequality A ≤ CB with
some large universal constant C. In our estimates we will make no distinction between the tensors
hαβ = gαβ −mαβ and Hαβ = mαα′mββ′(g
αβ −mαβ), since H = −h+ O(h2) and the terms quadratic
in h are lower order.
The continuity argument For the proof we let δ be any fixed number 0 < δ < 1/2. Let g be a
local smooth solution of the reduced Einstein equations (2.1). We start with the weak estimate
(2.6) EN (t) ≤ 64ε
2(1 + t)2δ
By assumptions of the Theorem the estimate (2.6) holds for t = 0. Let [0, T ] be the largest time
interval on which (2.6) still holds. We shall show that if ε > 0 is sufficiently small then on the interval
[0, T ] the inequality (2.6) implies the same inequality with the constant 64 replaced by 16. It will then
follow that the solution and the energy estimate (2.6) can be extended to a larger time interval [0, T ′]
thus contradicting the maximality of T . This will imply that T = ∞ and the solution is global. We
will in fact prove that for a sufficiently small ε the stronger estimate (2.5) holds true on the interval
[0, T ].
The global Sobolev inequality of Proposition 9.2 and the weak energy estimate (2.6) imply the
pointwise decay estimates:
(2.7)
∑
|I|≤N−2
|∂ZIh(t, x)| ≤
Cε(1 + t)δ
(1 + t+ r)(1 + |t− r|)1/2
, r = |x|
From the assumption that the constant δ < 1/2 we derive the following weak decay estimates
(2.8) |∂ZIh(t, x)| ≤ Cε(1 + t+ r)−1/2−γ(1 + |t− r|)−1/2−γ , |I| ≤ N − 2
with some fixed constant γ > 0. The weak decay estimates (2.8) will lead to much stronger decay
estimates in Theorem 14.1. In turn, using the stronger decay estimates in Theorem 14.1 we will be
able to obtain stronger energy estimates in Theorem 15.1, i.e. (2.5). These in particular will enable us
to show that the estimate (2.6) holds globally in time and conclude the proof. We remark that in the
course of the proof all constants will be independent of ε > 0 but they will depend on a lower bound
for γ > 0 (and hence on an upper bound for δ < 1/2).
As described above, the proof is a direct consequence of three results. First is the global Sobolev
inequality of Proposition 9.2, introduced by S. Klainerman [K1], giving decay estimates in terms of
energy estimates for the generators of the Lorentz group. The second ingredient is the improved decay
estimates in Theorem 14.1. The final component is the energy estimates in Theorem 15.1 which rely
on the improved decay estimates.
Weak decay estimates. As pointed out above we may start by assuming the weak decay estimate
(2.8). Furthermore, since the solution g = m + h coincides with the Schwarzschild solution of mass
M ≤ ε in the region r ≥ t+ 1, we have
(2.9) |ZIh(t, x)| . ε(1 + r + t)−1, when |x| = t+ 1
Hence integrating (2.8) from the light cone, where (2.9) holds, we get
(2.10) |ZIh(t, x)| . ε(1 + r + t)−1/2−γ(1 + |t− r|)1/2−γ ,
7
Since the vector fields span the tangent space of the outgoing light cones r − t = q we infer, with ∂¯
denoting the derivatives tangential to the cones, that
(2.11) |∂¯ZIh| . ε(1 + r + t)−3/2−γ(1 + |t− r|)1/2−γ ,
This means that, close to the light cone t = r, derivatives tangential to the forward light cones decay
quite a bit better than the expected decay rate from (2.8) for a generic derivative.
Wave coordinate condition. As we shall see below certain components of the tensor h decay
faster than others. This can be seen upon introduction of a null frame of vector fields L = ∂t + ∂r,
L = ∂r − ∂t and S1, S2: two orthonormal vectors tangential to the sphere of radius r in R
3. The
first improved estimates come from the wave coordinate condition (2.2). Writing gαβ = mαβ + hαβ we
obtain from (2.2) that
mαβ∂αhβµ = ∂µm
αβhαβ +O(h∂h)
In particular, contracting with a vector field T ∈ T = {L,S1, S2} and using that for any symmetric
2-tensor k, mαβkαβ = −kLL + δ
ABkAB, implies that we can express the transversal derivative ∂L of
certain components of h in terms of the tangential derivatives that decay better and a quadratic term
|(∂h)LT | ≤ |∂¯h|+ |h| |∂h| . ε(1 + t+ r)
−1−2γ , |hLT | . ε(1 + |t− r|)(1 + t+ r)
−1
Even though the estimate above does not give a better decay rate for all components of h it gives
the decay exactly for those components which, as it turns out, control the geometry, i.e., they lead to
stronger energy and decay estimates.
The above estimates will be sufficient to obtain improved estimates for the lowest order energy of
h. However, in order to get estimates for the energy of ZIh we commute the vector fields Z through
the equation for h. This generates additional commutator terms. The main commutator terms are
controlled with the help of the following additional estimate from the wave coordinate condition:
(2.12) |(∂h)LT |+ |(∂Zh)LL| ≤ ε(1 + t+ r)
−1−2γ , |hLT |+ |(Zh)LL| ≤ ε(1 + |t− r|)(1 + t+ r)
−1
We now describe derivation of the stronger decay and energy estimates.
Stronger decay estimates. We rely on the following decay estimate for the wave equation on a
curved background 12:
(2.13) ‖(1 + t+ r)∂φ(t, ·)‖L∞ ≤ C
∫ t
0
(1 + τ)‖˜gφ(τ, ·)‖L∞ dτ
+ C sup
0≤τ≤t
∑
|I|≤1
‖ZIφ(τ, ·)‖L∞ + C
∫ t
0
∑
|I|≤2
(1 + τ)−1‖ZIφ(τ, ·)‖L∞ dτ
The estimate (2.13) will be applied to the components of the tensor h. The term ZIh on the right
hand side of the estimate will be controlled with the help of the weak decay estimates, and thus the
decay rate of h will be determined in terms of decay of ˜gh. The L
∞ − L∞ estimate (2.13) does not
rely on the fundamental solution as does the more standard L1 − L∞ type estimate. This estimate
was used [L1] in the constant coefficient case and here we establish it in the variable coefficient case
12Recall that the reduced wave operator ˜g = g
αβ∂2αβ.
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only under the assumption of the weak decay of all of the components of the metric g and the stronger
decay of the components of g controlled by the wave coordinate condition. This analysis is by itself
very interesting but we will not go into it here and just refer the reader to the following sections.
We now analyze the inhomogeneous term in the equation for hµν . The tensor hµν = gµν − mµν
verifies the reduced Einstein equations of the form:
˜ghµν = Fµν(h)(∂h, ∂h),
Fµν(h)(∂h, ∂h) = P (∂µh, ∂νh) +Qµν(∂h, ∂h) +Gµν(h)(∂h, ∂h),(2.14)
P (∂µh, ∂νh) =
1
4
∂µtrh∂νtrh−
1
2
∂µh
αβ∂νhαβ ,(2.15)
Here Qµν are linear combinations of the standard null-forms and Gµν(h)(∂h, ∂h) is a quadratic form
in ∂h with coefficients as smooth functions of h vanishing at h = 0. The weak decay estimates imply
that the last two terms decay fast
(2.16) |Qµν(∂h, ∂h)| + |Gµν(h)(∂h, ∂h)| . |∂h| |∂h| + |h||∂h|
2 . ε2(1 + r + t)−2−2γ(1 + |t− r|)−2γ
The problematic term is P (∂µh, ∂νh) since a priori the weak decay estimates only give the decay rate
of ε2(1 + r + t)−1−2γ(1 + |t − r|)−1−2γ , which is not sufficient in the wave zone t ≈ r. The crucial
improvement comes as a result of a decomposition of the tensor P (∂µh, ∂νh) with respect to a null
frame {L,L, S1, S2}. Let T ∈ T = {L,S1, S2} be any of the vectors generating the tangent space to
the forward Minkowski light cones and U ∈ U = {L,L, S1, S2} denote any of the null frame vectors.
Define, for an arbitrary symmetric two tensor k, |k|T U =
∑
T∈T ,U∈U = |T
µUµkµν |. It then follows that
(2.17) |P (∂h, ∂h)|T U . |∂h| |∂h| . ε
2(1 + r + t)−2−2γ(1 + |t− r|)−2γ
On the other hand, the absolute value of the tensor P (∂h, ∂h) obeys the estimate
(2.18) |P (∂h, ∂h)| . |∂h|2T U + |∂h|LL|∂h|
We now decompose the system of equations for h with respect to the null-frame
|˜gh|T U . ε
2(1 + r + t)−2−2γ(1 + |t− r|)−2γ ,(2.19)
|˜gh|UU . |∂h|
2
T U + ε
2(1 + r + t)−2−2γ(1 + |t− r|)−2γ ,(2.20)
where in the last inequality we also used the improved decay estimate for ∂hLL obtained from the
wave coordinate condition. The result is a system of equations where the components ˜ghTU have
very good decay properties, while ˜ghUU for the remaining non tangential component depends, to the
highest order, only on the components hTU satisfying a better equation. An additional subtlety in the
above analysis is the fact that contraction with the null frame does not commute with ˜g (or even
with ). However, the decay estimate (2.13) for the wave equation only uses the principal radial part
of : ∂2t − r
−2∂2r − 2 r
−1∂r, which respects the null frame. This analysis results in the improved decay
estimates
(2.21) |∂h|TU ≤ Cε(1 + t)
−1, |∂h| ≤ Cε(1 + t)−1 ln(2 + t)
9
The energy estimates. We rely on the following energy estimate for the wave equation, which
holds under the assumption that the above decay estimates hold for the background metric g: for any
γ > 0
(2.22)
∫
ΣT
|∂φ|2 +
∫ T
0
∫
Στ
γ |∂¯φ|2
(1 + |t− r|)1+2γ
≤ 8
∫
Σ0
|∂φ|2 + Cε
∫ T
0
∫
Σt
|∂φ|2
1 + t
+ 16
∫ T
0
∫
Σt
|˜gφ||∂tφ|
This implies that the energy of a solution of the homogeneous wave equation ˜gφ = 0 grows but at
the rate of at most (1 + t)Cε. The presence of an additional space-time integral containing tangential
derivatives on the right and side of (2.22) is crucial for our analysis. This type of estimate in the
constant coefficient case basically follows by averaging of the energy estimates on light cones used e.g.
in [S1]. We also note that the energy estimates with space-time quantities involving special derivatives
of a solution were also considered and used in the work of Alinhac, see e.g. [A2], [A3]). In our work
we use the space-time integral with derivatives spanning the tangent space to outgoing light cones and
weights dependent on the distance to the Minkowski light cone r = t + 1. We emphasize that the
energy estimate (2.22) is proved only under the assumption of the weak decay of all components of
the background metric g together with the strong decay of the components controlled from the wave
coordinate condition.
It is worth noting that a combination of the energy estimates of the type (2.22) and Klainerman-
Sobolev inequalities would also yield a very simple proof of the small data global existence result for
semilinear equations φ = Q(∂φ, ∂φ) obeying the standard null condition. This fact appears to be
previously unknown.
The energy estimate (2.22) will be applied simultaneously to all components of the tensor h. As in
the equations (2.19), (2.20) the inhomogeneous term obeys the following estimate:
|˜gh| . ε(1 + r + t)
−3/2−γ(1 + |t− r|)1/2−γ |∂h|+ ε(1 + t)−1|∂h|,
where in the last inequality we used the improved decay estimate for the |∂h|T U components. The
energy estimate (11.3) will then imply that
E0(t) ≤ 16ε
2(1 + t)Cε.
Higher order energy estimates. In addition to the energy estimates for the components of the
tensor h we need estimates for the higher vector field derivatives of h: ZIh with Minkowski vector
fields Z = {∂α,Ωαβ, S}. To obtain these estimates we apply Z
I to the equation ˜ghµν = Fµν for h.
Applying vector fields to the nonlinear terms Fµν yields similar nonlinear terms for higher derivatives
and these are can be dealt with using the estimates already described above. We must note however
that this is where the additional space-time integral involving the tangential derivatives on the left
hand side of the energy estimate (11.3) becomes crucial. Consider for example the term ∂h · ∂¯ZIh
generated by one of the null forms in Fµν . We estimate its contribution, with the help of the weak
decay estimates, to the energy estimate as follows:
|∂h| |∂¯ZIh||∂tZ
Ih| ≤
Cε|∂tZ
Ih|
(1 + t)1/2+γ
|∂¯ZIh|
(1 + |t− r|)1/2+γ
≤
Cε|∂tZ
Ih|2
(1 + t)1+2γ
+
Cε|∂¯ZIh|2
(1 + |t− r|)1+2γ
The integral of the first term is easily controlled by the energy on time slices times an integrable factor
in time. The space time integral of the second term is in fact part of the energy (2.22), and if we
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choose ε sufficiently small this term can be absorbed by the space time integral on the left. The idea
with the space-time integral is that one can use the extra decay in |t− r| when one does not have full
decay in t.
The more serious problem in higher order energy estimates lies however in the commutators between
ZI and the principal part ˜g = g
αβ∂α∂β.
The commutators. Writing gαβ = mαβ +Hαβ with Hαβ = −mαα
′
mββ
′
hα′β′ + O(h
2), we show
the following commutator estimate13
(2.23)
∣∣[Z, ˜g]φ∣∣ ≤ C( |H|+ |ZH|
1 + t+ r
+
|ZH|LL + |H|LT
1 + | t− r|
) ∑
|I|≤1
|∂ZIφ| ≤
Cε
1 + t+ r
∑
|I|≤1
|∂ZIφ|
by the weak decay assumptions (2.10) and the improved decay from the wave coordinate condition
(2.12). We should note that for a generic quasilinear wave equation commutators with Minkowski
vector fields Z give rise to uncontrollable error terms. In the special case of the equation φ = φ∆φ
this problem can be overcome by modifying the vector fields Z, [A3]. In our case it is the wave
coordinate gauge that provides additional cancellations.
This commutator estimate applied to φ = hαβ together with the analysis in the previous section now
gives estimates for the energy E1 as well as for the stronger decay estimates for the second derivatives
of h, (2.26) with |J | = 1. This commutator will also show up as a top order term [Z, ˜g] · Z
I−1hαβ in
the energy estimate for ZIh and the resulting term can be dealt with in the same way.
The other top order term generated by the commutators [ZI , ˜g]φ is of the form (Z
IHαβ)∂α∂β .
We first apply the pointwise estimate
|(ZIHαβ)∂α∂βφ| ≤ C
( |ZIH|
1 + t+ r
+
|ZIH|LL
1 + | t− r|
) ∑
|K|≤1
|∂ZKφ|
To deal with its contribution to the energy estimate we use the Poincare estimate with a boundary
term
(2.24)
∫
R3
|ZIH|2LL dx
(1 + |t− r|)2+2σ
≤ C
∫
S(t+1)
|ZIH|2LL dS + C
∫
R3
|∂rZ
IH|2LL dx
(1 + |t− r|)2σ
, σ > −1/2, σ 6= 1/2
together with the fact that h is Schwarzschild outside the cone r = t+1, because of the inward bending
of the Schwarzschild light cones, and hence there |ZIh| ≤ Cε/(1 + t). The way coordinate condition
implies that |∂ZIH|LL can be estimated by |∂¯Z
IH| and lower order terms. The term involving |∂¯ZIH|
is then controlled by the space-time integral on the left hand side.
One can use a similar but more trivial argument for decay estimates, i.e.
|ZIH|LL ≤ |Z
IHLL|r=t+1 + (1 + |t− r|)|∂rZ
IHLL|L∞
The lower order terms. So far we have only discussed the top order terms, but there will also
be several lower order terms (relative to |I| = k + 1) to deal with. These are typically of the form
(2.25) |∂ZJh| |∂ZKh| or |ZJh| |∂2ZK−1h| ≤ C
|ZJh|
1 + |t− r|
|∂ZKh|
13This commutator estimate applies to the vector fields Z = {∂α,Ωαβ}. For the scaling vector field Z = S = x
α∂α the
commutator expression should have the form ˜gS − (S + 2)˜g .
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with |J |, |K| < |I| = k + 1 The lower order terms are dealt with using induction. We describe the
induction argument for the decay estimates. From this it will be clear how it also proceeds for the
energy estimates. We will inductively assume that we have the bounds:
(2.26) |∂ZJh|+ |ZJh|(1 + |t− r|)−1 ≤ Ckt
−1+Ckε, |J | ≤ k
The terms in (2.25) can then be estimated by C2kε
2t−2+2Ckε. Including the top order terms using (2.23)
applied to φ = ZI−1h, and using (2.13) applied to ˜gZ
Ih we get an inequality of the form
(2.27) M(t) ≤
∫ t
0
CεM(s)
1 + s
+
Cε2
(1 + s)1−Cε
ds
where M(t) = (1 + t)‖∂ZIh(t, ·)‖L∞ . The Gronwall’s inequality then gives the bound M(t) ≤ C(1 +
t)2Cε.
3 The Einstein equations in wave coordinates
For a Lorentzian metric gµν , where µ, ν = 0, ..., 3 we denote
(3.1) Γ λµ ν =
1
2
gλδ
(
∂µgδν + ∂νgδµ − ∂δgµν
)
,
the Christoffel symbols of g and
(3.2) R λµ νδ = ∂δΓ
λ
µ ν − ∂νΓ
λ
µ δ + Γ
λ
ρ δΓ
ρ
µ ν − Γ
λ
ρ νΓ
ρ
µ δ
its Riemann curvature tensor with Rµν = R
α
µ να, the Ricci tensor.
We consider the metric g satisfying the Einstein vacuum equations
(3.3) Rµν = 0.
We impose the wave coordinate condition:
(3.4) Γλ := gαβ Γ λα β = 0
It follows that assuming (3.4) we have that the reduced wave operator ˜g = g
αβ
(3.5) ˜g = g =
1√
|g|
∂αg
αβ
√
|g|∂β
The following lemma provides the description of the Einstein vacuum equations in wave coordinates
as a system of quasilinear wave equations for gµν .
Lemma 3.1. Let metric g satisfy the Einstein vacuum equations (3.3) together with the wave coordinate
condition (3.4). Then gµν solves the following system of reduced Einstein equations:
(3.6) ˜ggµν = P˜ (∂µg, ∂νg) + Q˜µν(∂g, ∂g)
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where
P˜ (∂µg, ∂νg) =
1
4
gαα
′
∂µgαα′ g
ββ′∂νgββ′ −
1
2
gαα
′
gββ
′
∂µgαβ ∂νgα′β′(3.7)
Q˜µν(∂g, ∂g) = ∂αgβµ g
αα′gββ
′
∂α′gβ′ν − g
αα′gββ
′(
∂αgβµ ∂β′gα′ν − ∂β′gβµ ∂αgα′ν
)
(3.8)
+ gαα
′
gββ
′(
∂µgα′β′∂αgβν − ∂αgα′β′∂µgβν
)
+ gαα
′
gββ
′(
∂νgα′β′∂αgβµ − ∂αgα′β′∂νgβµ
)
+
1
2
gαα
′
gββ
′(
∂β′gαα′∂µgβν − ∂µgαα′∂β′gβν
)
+
1
2
gαα
′
gββ
′(
∂β′gαα′∂νgβµ − ∂νgαα′∂β′gβµ
)
Furthermore, the wave coordinate condition (3.4) reads
(3.9) gαβ∂αgβµ =
1
2
gαβ∂µgαβ , or ∂αg
αν =
1
2
gαβg
νµ∂µg
αβ
Proof. The proof of (3.9) is immediate.
We now observe that
∂αgβµ = Γαβµ + Γαµβ , where Γµαν = gαλΓ
λ
µ ν .
It follows that gαλ∂βΓ
λ
µ ν = ∂βΓµαν − (Γβαλ + Γβλα)Γ
λ
µ ν so also using that Γαλβ = Γβλα we obtain
(3.10) Rµανβ = gαλR
λ
µ νβ = ∂βΓµαν − ∂νΓµαβ + ΓνλαΓ
λ
µ β − ΓαλβΓ
λ
µ ν
It follows from (3.9) that
(3.11) gαβ
(
∂µ∂αgβν −
1
2
∂µ∂νgαβ
)
= −∂µg
αβ
(
∂αgβν −
1
2
∂νgαβ
)
= gαα
′
gββ
′
∂µgα′β′
(
∂αgβν −
1
2
∂νgαβ
)
and hence
(3.12)
gαβ
(
∂αΓµβν − ∂νΓµβα
)
=
gαβ
2
(
∂α∂µgβν + ∂α∂νgβµ − ∂α∂βgµν
)
−
gαβ
2
(
∂ν∂µgβα + ∂ν∂αgβµ − ∂ν∂βgµα
)
= −
gαβ
2
∂α∂βgµν +
gαβ
2
(
∂α∂µgβν + ∂ν∂βgµα − ∂ν∂µgβα
)
= −
1
2
gαβ∂α∂βgµν +
1
2
gαα
′
gββ
′ (
∂µgα′β′∂αgβν + ∂νgα′β′∂αgβµ − ∂νgα′β′∂µgαβ
)
.
Here by (3.9) we can write
(3.13) gαα
′
gββ
′
∂µgα′β′∂αgβν = g
αα′gββ
′
∂αgα′β′∂µgβν + g
αα′gββ
′ (
∂µgα′β′∂αgβν − ∂αgα′β′∂µgβν
)
=
1
2
gαα
′
gββ
′
∂β′gα′α ∂µgβν + g
αα′gββ
′ (
∂µgα′β′ ∂αgβν − ∂αgα′β′ ∂µgβν
)
=
1
2
gαα
′
gββ
′
∂µgα′α ∂β′gβν+g
αα′gββ
′
(1
2
(
∂β′gα′α ∂µgβν−∂µgα′α ∂β′gβν
)
+
(
∂µgα′β′ ∂αgβν−∂αgα′β′ ∂µgβν
))
=
1
4
gαα
′
gββ
′
∂µgα′α ∂νgββ′+g
αα′gββ
′
(1
2
(
∂β′gα′α ∂µgβν−∂µgα′α ∂β′gβν
)
+
(
∂µgα′β′ ∂αgβν−∂αgα′β′ ∂µgβν
))
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Hence by (3.13) and (3.13) with µ and ν interchanged we get
(3.14)
1
2
gαα
′
gββ
′
(
∂µgα′β′ ∂αgβν+∂νgα′β′ ∂αgβµ−∂νgα′β′ ∂µgαβ
)
= gαα
′
gββ
′ (1
4
∂µgα′α ∂νgββ′−
1
2
∂νgα′β′ ∂µgαβ
)
+
1
2
gαα
′
gββ
′
((
∂µgα′β′ ∂αgβν − ∂αgα′β′ ∂µgβν
)
+
(
∂νgα′β′ ∂αgβµ − ∂αgα′β′ ∂νgβµ
))
1
4
gαα
′
gββ
′
((
∂β′gα′α ∂µgβν − ∂µgα′α ∂β′gβν
)
+
(
∂β′gα′α ∂νgβµ − ∂νgα′α ∂β′gβµ
))
On the other hand
(3.15) ΓναβΓ
αβ
µ =
1
4
(
∂νgβα + ∂βgαν − ∂αgβν
)
gαα
′
gββ
′(
∂µgβ′α′ + ∂β′gα′µ − ∂α′gβ′µ
)
=
1
4
∂νgαβ g
αα′gββ
′
∂µgα′β′ +
1
2
∂αgβµ g
αα′gββ
′
∂α′gβ′ν −
1
2
∂αgβµ g
αα′gββ
′
∂β′gα′ν
= gαα
′
gββ
′
(1
4
∂νgαβ ∂µgα′β′ +
1
2
∂αgβµ ∂α′gβ′ν −
1
2
∂β′gβµ ∂αgα′ν
)
−
1
2
gαα
′
gββ
′
(
∂αgβµ ∂β′gα′ν − ∂β′gβµ ∂αgα′ν
)
= gαα
′
gββ
′
(1
4
∂νgαβ ∂µgα′β′ −
1
8
∂µgββ′ ∂νgαα′ +
1
2
∂αgβµ ∂α′gβ′ν
)
−
1
2
gαα
′
gββ
′
(
∂αgβµ ∂β′gα′ν − ∂β′gβµ ∂αgα′ν
)
where the last inequality follows from (3.9).
Taking the trace of (3.10) and using (3.12), (3.4) we obtain
(3.16) Rµν = −
1
2
gαβ∂α∂βgµν +ΓναβΓ
αβ
µ +
1
2
gαα
′
gββ
′
(
∂µgα′β′ ∂αgβν +∂νgα′β′ ∂αgβµ−∂νgα′β′ ∂µgαβ
)
,
Using (3.15) and (3.14) we get
(3.17) Rµν = −
1
2
gαβ∂α∂βgµν + g
αα′gββ
′
(
−
1
4
∂νgαβ ∂µgα′β′ +
1
8
∂µgββ′ ∂νgαα′
)
+
1
2
gαα
′
gββ
′
∂αgβµ ∂α′gβ′ν −
1
2
gαα
′
gββ
′
(
∂αgβµ ∂β′gα′ν − ∂β′gβµ ∂αgα′ν
)
+
1
2
gαα
′
gββ
′
((
∂µgα′β′ ∂αgβν − ∂αgα′β′ ∂µgβν
)
+
(
∂νgα′β′ ∂αgβµ − ∂αgα′β′ ∂νgβµ
))
1
4
gαα
′
gββ
′
((
∂β′gα′α ∂µgβν − ∂µgα′α ∂β′gβν
)
+
(
∂β′gα′α ∂νgβµ − ∂νgα′α ∂β′gβµ
))
The result now follows.
Let m denote the standard Minkowski metric
m00 = −1, mii = 1, if i = 1, ..., 3, and mµν = 0, if µ 6= ν,
Define a 2-tensor h from the decomposition
gµν = mµν + hµν .
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Let mµν be the inverse of mµν . Then for small h
Hµν = gµν −mµν = −hµν +Oµν(h2), where hµν = mµµ
′
mνν
′
hµ′ν′
and Oµν(h2) vanishes to second order at h = 0.
As a consequence of Lemma 3.1 we get:
Lemma 3.2. If Einstein’s equation’s (3.3) and the wave coordinate condition (3.4) hold then
(3.18) ˜ghµν = Fµν(h)(∂h, ∂h)
where Fµν(h)(∂h, ∂h) is a quadratic form in ∂h with coefficients that are smooth functions of h. More
precisely,
(3.19) Fµν(h)(∂h, ∂h) = P (∂µh, ∂νh) +Qµν(∂h, ∂h) +Gµν(h)(∂h, ∂h)
where
(3.20) P (∂µh, ∂νh) =
1
4
mαα
′
∂µhαα′ m
ββ′∂νhββ′ −
1
2
mαα
′
mββ
′
∂µhαβ ∂νhα′β′
and
Qµν(∂h, ∂h) = ∂αhβµ m
αα′mββ
′
∂α′hβ′ν −m
αα′mββ
′(
∂αhβµ ∂β′hα′ν − ∂β′hβµ ∂αhα′ν
)
+mαα
′
mββ
′(
∂µhα′β′ ∂αhβν − ∂αhα′β′ ∂µhβν
)
+mαα
′
mββ
′(
∂νhα′β′ ∂αghβµ − ∂αhα′β′ ∂νhβµ
)
+
1
2
mαα
′
mββ
′(
∂β′hαα′ ∂µhβν − ∂µhαα′ ∂β′hβν
)
+
1
2
mαα
′
mββ
′(
∂β′hαα′ ∂νhβµ − ∂νhαα′ ∂β′hβµ
)
is a null form and Gµν(h)(∂h, ∂h) is a quadratic form in ∂h with coefficients smoothly dependent on h
and vanishing when h vanishes: Gµν(0)(∂h, ∂h) = 0.
Furthermore
(3.21) mαβ∂αhβµ =
1
2
mαβ∂µhαβ +Gµ(h)(∂h), or ∂αH
αν =
1
2
gαβ
(
mνµ +Hνµ
)
∂µH
αβ
where Gµ(h)(∂h) is a linear function of ∂h with coefficients that are smooth functions of h and that
vanishes when h vanishes: Gµ(0)(∂h) = 0.
Observe that the terms in (3.20) do not satisfy the classical null condition. However the trace
mµνhµν satisfies a nonlinear wave equation with semilinear terms obeying the the null condition:
gαβ∂α∂βm
µνhµν = Q(∂h, ∂h) +G(h)(∂h, ∂h).
4 The initial data
In this section we discuss the initial data for which the results of our paper apply. We shall consider
the asymptotically flat data, satisfying a global smallness condition, with the property that it coincides
with the Schwarzschild data outside the ball of radius one.
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We start by showing the existence of such data. Let (g0, k0) be asymptotically flat initial data for
the Einstein equations consisting of the Riemannian metric g0 and a second fundamental form k0. The
initial data for the vacuum Einstein satisfy the constraint equations
R0 − (trk0)
2 + |k0|
2 = 0,(4.1)
∇jk0ij −∇itrk0 = 0(4.2)
We restrict our attention to the time-symmetric case R0 = k0 = 0. Then, if (g0, k0) is sufficiently close
to the Minkowski data and g0 satisfies the parity condition g0(x) = g0(−x), by the results of Corvino
[Co] and Chrusciel-Delay [C-D] one can construct a new set of initial data (g, k) with the properties
that
• The initial data (g, k) coincides with (g0, k0) on the ball of radius 1/2.
• (g, k) is exactly the Schwarzschild data (gxS , 0) of mass M outside B1, the ball of radius one.
At this point we specify the smallness conditions:
(4.3) M ≤ ǫ,
∑
0≤|I|≤N
(
‖∂Ix(g − δ)‖L2(B1) +
∑
0≤|J |≤N−1
‖∂Jx k‖L2(B1)
)
≤ ǫ
for some sufficiently large integer N . Here ∂Ix denotes the derivative ∂
I1
x1 ...∂
In
xn , where (I1, .., In) is an
arbitrary multi-index with the property that I1 + ..+ In = |I|.
We have two expressions for the Schwarzschild metric in isotropic and wave coordinates:
gS = −
(1−M/r)2
(1 +M/r)2
dt2 + (1 +
M
r
)4dx2,(4.4)
gs = −
r − 2M
r + 2M
dt2 +
r + 2M
r − 2M
dr2 + (r + 2M)2(dθ2 + sin2 θdφ2)(4.5)
The expressions gxS and g
x
s will denote the spatial parts the Schwarzschild metric in respective coordi-
nates. Observe that
(4.6) gs = m+
4M
r
(dt2 + dx2) +O(r−2),
We now find the coordinate change transforming the metric gS into gs. Set
(4.7) t = τ, r = ρ+
M2
ρ
In the coordinates τ, ρ the metric gs takes the form gS . This change of coordinates is one-to-one for
the values ρ > M . Since the mass M << 1 we can define the change of coordinates r = Φ(ρ), where
Φ coincides with the map (4.7) for ρ > 1 and the identity transformation for ρ ≤ 1/2. Thus we have
constructed the initial data (g, k) such that
• The initial data (g, k) coincides (in new coordinates) with (g0, k0) on the ball of radius 1/2.
• (g, k) is exactly the Schwarzschild data (gxs , 0) outside the ball of radius one.
16
• Moreover, the new data still obeys the smallness condition (4.3).
The constructed metric is already in wave coordinates on its Schwarzschild part. We now describe
the procedure which produces the initial data (g, ∂tg) associated with (g, k) and satisfying the wave
coordinate condition.
Recall that a priori we are only given the spatial part of the metric gij together with a second
fundamental form kij . We now define the full space-time metric gαβ on the Cauchy hypersurface Σ0
as follows:
(4.8) g0i = 0, g00 = −a(r),
where the function
a(r) =
r − 2M
r + 2M
, for r > 1
a(r) = 1, for r ≤
1
2
Thus defined metric coincides with the full Schwarzschild metric gs for r > 1. We further define
(4.9) ∂tgij = −2akij
It remains to determine ∂tg0α. We find it by satisfying the wave coordinate condition
gβµ∂µgαβ =
1
2
gµν∂αgµν
Setting α = 0 we obtain
1
2
g00∂tg00 = −g
βi∂ig0β +
1
2
gij∂tgij
This defines ∂tg00. On the other hand setting α = i we obtain
g00∂tg0i = −g
βj∂jgiβ +
1
2
gµν∂igµν
This determines ∂tg0i. Observe that since the metric g coincides with the Schwarzschild metric gs,
already satisfying the wave coordinate condition, outside the ball of radius one, we have that on that
set the initial data takes the form (gs, 0). Hence we constructed the initial data (g, ∂tg) with the
properties that
• The initial data (g, ∂tg) corresponds to the initial data (g, k) prescribed originally.
• (g, ∂tg) is exactly the Schwarzschild data (gs, 0) outside the ball of radius one.
• The initial data verifies the wave coordinate condition.
• The initial data satisfies the smallness condition
(4.10)
∑
0≤|I|≤N
(
‖∂Ix(g −m)‖L2(B1) +
∑
0≤|J |≤N−1
‖∂Jx ∂tg‖L2(B1)
)
≤ ǫ
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Now with the initial data (g, ∂tg) we solve the reduced Einstein equations (3.6). It follows from the
proof of Lemma 3.1 that, in the notation Γλ = gαβΓλαβ, the reduced Einstein equations can be written
in the form:
(4.11) Rαβ −
1
2
(DαΓβ +DβΓα)− ΓσN
σ
αβ(g, ∂g) = 0.
Here D denotes a covariant derivative with respect to the space-time metric g and Nσαβ are some given
functions depending on g and ∂g. Observe that the initial data (g, ∂tg) were chosen in such a way that
the wave coordinate condition Γλ = 0 is satisfied on the initial hypersurface Σ0. We now argue that
this condition is propagated, i.e, the solution of the reduced Einstein equations (4.11) obeys Γλ = 0
on any hypersuface Σt. We would have thus shown that a solution of the reduced Einstein equations
is, in fact, a solution of the vacuum Einstein equations.
To prove that Γλ = 0 we differentiate (4.11) and use the contracted Bianchi identity DβRαβ =
1
2DαR
0 = 2(DβRαβ −
1
2
DαR) = D
βDαΓβ +D
βDβΓα −DαD
βΓβ − 2D
β(ΓσN
σ
αβ)−Dα(ΓσN
σβ
β )
= DβDβΓα +RαγΓ
γ − 2(DβΓσ)N
σβ
β − (DαΓσ)N
σβ
β − 2Γσ(DβN
σβ
α )− Γσ(DαN
σβ
β )
Therefore, Γλ satisfies a covariant wave equation, on the background determined by the constructed
metric g, with the initial condition Γλ = 0. It remains to show that DtΓ
λ = 0 on Σ0 and the conclusion
that Γλ ≡ 0 will follows by the uniqueness result for wave equation.
We recall that the initial data (g, k) verifies the constraint equations (4.1), (4.2), which imply that
on Σ0
RTT +
1
2
R = 0, RT i = 0,
where T = −(g00)
−1∂t is the unit future oriented normal to Σ0. Therefore returning to (4.11) we
obtain that
0 = R00 +
1
2
R = −(g00)
−1DtΓ0 +D
iΓi,
0 = R0i =
1
2
DtΓi +
1
2
DiΓ0
This finishes the proof that Γλ ≡ 0.
We also know that the time-independent Schwarzschild metric gs is a solution of the Einstein
vacuum equation Rαβ = 0. Moreover, since gs satisfies the wave coordinate condition it also verifies
the reduced Einstein equations (4.11). Since the initial data (g, ∂tg) = (gs, 0) outside the ball of radius
two, constructed solution will coincide with the Schwarzschild solution in the exterior of the null cone
developed from the sphere of radius one in Σ0.
We end the discussion of the initial data by comparing the light cones of Minkowski and Schwarzschild
spaces in the wave coordinates of the Schwarzschild space.
Lemma 4.1. For an arbitrary R > 2M the forward null cone of the metric gs, intersecting the time
slice t = 0 along the sphere of radius R, is contained in the interior of the Minkowski cone t− r = R.
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Proof. The null cone intersecting the time slice t = 0 along the sphere of radius R can be realized as
the level hypersurface u = 0 of the optical function u solving the eikonal equation
gαβs ∂αu ∂βu = 0
with the initial condition that u = 0 on the sphere of radius R at time t = 0. Because of the spherical
symmetry of the Schwarzschild metric gs and the initial condition we look for a spherically symmetric
solution u = u(t, r). The eikonal equation then reads
r + 2M
r − 2M
(∂tu)
2 =
r − 2M
r + 2M
(∂ru)
2
Let t = γ(r) be a null geodesic, originating from some point on the sphere of radius R at t = 0, such
that u(γ(r), r) = 0. Then
∂tuγ˙(r) + ∂ru = 0
Substituting this into the eikonal equation we obtain that(r + 2M
r − 2M
)2
= |γ˙(r)|2
Taking the square root and integrating we obtain that
γ(r) = γ(R)±
(
r −R+ 4M ln
r − 2M
R− 2M
)
Thus the null geodesics are described the curves
t = ±
(
r −R+ 4M ln
r − 2M
R− 2M
)
In particular, the forward null cone is contained in the interior of the set t ≥ r −R.
5 The null-frame and null-forms
Below we introduce a standard Minkowski null-frame used throughout the paper. At each point (t, x)
we introduce a pair of null vectors (L,L)
L0 = 1, Li = xi/|x|, i = 1, 2, 3, and L0 = 1, Li = −xi/|x|, i = 1, 2, 3,
Adding two orthonormal tangent to the sphere S2 vectors S1, S2 which are orthogonal to ω defines a
null frame (L,L, S1, S2).
Remark 5.1. Since S2 does not admit a global orthonormal frame S1, S2 we could alternatively intro-
duce a global frame induced by the projections of the coordinate vector fields ei.
Let P be the orthogonal projection of a vector field in R3 along ω = x/|x| onto the tangent space
of the sphere; PV = V − 〈V, ω〉ω. For i=1, 2, 3 denote the projection of ∂i by
(5.1) ∂/ i= A
j
i∂j = ∂i − ωiω
j∂j , where A
j
i = (Pei)
j = δji − ωiω
j , i = 1, 2, 3,
where ei is the usual orthonormal basis in R
3, and the sums are over j = 1, 2, 3 only. Let ∂¯0=L
α∂α
and ∂¯i = ∂/ i, for i = 1, 2, 3. Then a linear combination of the derivatives {∂¯0, ..., ∂¯3} spans the tangent
space of the forward light cone.
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In what follows A,B will denote any of the vectorfields S1, S2. We will use the summation conven-
tions
XAAα = XβS1βS
α
1 +X
βS2βS
α
2 , XAYA = X
αY βS1αS1β +X
αY βS2αS2β.
Obvious generalizations of the above conventions will be used for higher order tensors.
We record the following null frame decomposition of a vector field X = Xα∂α: X
α = XLLα +
XLLα +XAAα. Relative to a null frame the Minkowski metric m has the following form
mLL = mLL = mLA = mLA = 0, mLL = mLL = −2, mAB = δAB,
i.e. mαβX
αY β = −2(XLY L +XLY L) +XAY A. Recall that we raise and lower indices of any tensor
relative to the Minkowski metric m, i.e., Xα = mαβX
β . We define XY = mαβX
αY β = XαY
α. Then
XY = X
LYL +X
LYL +X
AYA. It is useful to remember the following rule:
XL = −
1
2
XL, X
L = −
1
2
XL, X
A = XA.
Then
mLL = mLL = mLA = mLA = 0, mLL = mLL = −1/2, mAB = δAB
i.e. mαβXαYβ = −
1
2
(
XLYL +XLYL
)
+XAYA.
Definition 5.2. Denote q = r − t and s = t+ r the null coordinates of the Minkowski metric m and
∂q =
1
2(∂r − ∂t) and ∂s =
1
2(∂t + ∂r), the corresponding null vector fields
Let kXY = kαβX
αY β. Then
(5.2) tr k = mαβkαβ = −
1
2
(
kLL + kLL
)
+ tr k
where
(5.3) tr k = δABkAB = δ
ij
kij , and δ
ij
= δij − ωiωj
where the sum is over i, j = 1, 2, 3 only.
If k and p are symmetric it follows that
(5.4) pαβk
αβ = mαα
′
mββ
′
pαβkα′β′
=
1
4
(
pLLkLL + pLLkLL + 2pLLkLL
)
− δAB
(
pALkBL + pALkBL
)
+ δABδA
′B′pAA′kBB′
=
1
4
(
pLLkLL + pLLkLL + 2pLLkLL
)
− δ
ij(
piLkjL + piLkjL
)
+ δ
ij
δ
i′j′
pii′kjj′
Lemma 5.3. With P (p, k) given by (3.20) we have for symmetric 2-tensors p and k:
(5.5) P (p, k) =
1
4
mαβpαβm
αβkαβ −
1
2
mαα
′
mββ
′
pαβkα′β′
= −
1
8
(
pLLkLL + pLLkLL
)
−
1
4
δABδA
′B′
(
2pAA′kBB′ − pABkA′B′
)
+
1
4
δAB
(
2pALkBL + 2pALkBL − pABkLL − pLLkAB
)
i.e. at least one of the factors contains only tangential components.
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Furthermore
pαβ∂α = p
Lβ∂L + p
Lβ∂L + p
Aβ∂A = −
1
2
p βL ∂L −
1
2
p βL ∂L + p
Aβ∂A
We introduce the following notation. Let T = {L,S1, S2}, U = {L,L, S1, S2}, L = {L} and
S = {S1, S2}. For any two of these families V and W and an arbitrary two-tensor p we denote
|p|VW =
∑
V ∈V ,W∈W ,
|pβγV
βW γ |,(5.6)
|∂p|VW =
∑
U∈U ,V∈V ,W∈W ,
|(∂p)αβγU
αV βW γ|,(5.7)
|∂p|VW =
∑
T∈T ,V ∈V ,W∈W ,
|(∂p)αβγT
αV βW γ |(5.8)
Let Q denote a null form, i.e. Qαβ(∂φ, ∂ψ) = ∂αφ∂βψ − ∂βφ∂αψ if α 6= β and Q0(∂φ, ∂ψ) =
mαβ∂αφ∂βψ.
Lemma 5.4. If P is as in Lemma 5.3 then
(5.9) |P (p, k)| . |p |T U |k|T U + |p |LL|k|+ |p | |k|LL
If Q(∂φ, ∂ψ) is a null form then
(5.10) |Q(∂φ, ∂ψ)| . |∂φ||∂φ| + |∂φ||∂ψ|
Furthermore
(5.11) |kαβ∂αφ∂βφ| .
(
|k|LL|∂φ|
2 + |k| |∂¯φ||∂φ|
)
(5.12) |Lαk
αβ∂βφ| .
(
|k|LL|∂φ|+ |k| |∂¯φ|
)
(5.13) |(∂αk
αβ)∂βφ| .
(
|∂k|LL + |∂k|
)
|∂φ| + |∂k| |∂φ|
Proof. The proof of (5.10) for the null form Q0 follows directly from (5.2). To prove the claim for the
null forms Qαβ use that
(5.14) ∂i = Li(∂s + ∂q) + ∂¯i, i = 1, 2, 3, ∂0 = L0(∂s − ∂q)
Therefore,
|Qαβ(∂φ, ∂ψ)| = |∂αφ∂βψ − ∂βφ∂αψ| ≤ C|∂¯φ| |∂ψ| +C|∂φ| |∂¯ψ|
The estimates (5.11)-(5.13) follow from (5.4).
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Lemma 5.5. If kαβ is a symmetric tensor and φ a function then
(5.15) |kαβ∂α∂βφ| .
(
|k|LL|∂
2φ|+ |k| |∂¯∂φ|
)
Also, with tr k = δABkAB = (δ
ij − ωiωj)kij we have
(5.16)
∣∣kαβ∂α∂βφ− kLL∂2qφ− 2kLL∂s∂qφ− r−1 tr k ∂qφ∣∣ . |k|LT |∂¯∂φ|+ |k| (|∂¯2φ|+ r−1|∂¯φ|).
Proof. The estimate (5.15) follow from (5.4). We have
(5.17) ∂iωj = r
−1(δij − ωiωj) = r
−1δij
Furthermore ∂i = ∂¯i + ωi∂r, where ∂r = ω
j∂j so [∂¯i, ∂r] = (∂¯iω
k)∂k and
(5.18) ∂i∂j = (∂¯i + ωi∂r)(∂¯j + ωj∂r)
= ∂¯i∂¯j + ωi ω
k ∂¯j∂k + ωjω
k ∂¯i∂k + ωiωj∂
2
r + (∂¯iωj)∂r + ωj(∂¯iω
k)∂k
= ∂¯i∂¯j + ωi ∂¯j∂r + ωj ∂¯i∂r + ωiωj∂
2
r + r
−1δij∂r − r
−1ωi∂¯j
Furthermore
(5.19) ∂0∂i = ∂t(∂¯i + ωi∂r) = ∂¯i∂t + ωi∂t∂r
Hence
(5.20) kαβ∂α∂β = k
00∂2t + 2k
0iωi∂t∂r + k
ijωiωj∂
2
r + r
−1tr k ∂r
+ kij ∂¯i∂¯j − r
−1kijωi∂¯j + 2k
0j ∂¯j∂t + 2k
ijωi∂¯j∂r
If we substitute ∂t = ∂s − ∂q, ∂r = ∂s + ∂q and identify
(5.21) kLL = k
00 − 2k0iωi + k
ijωiωj, kLL = −k
00 + kijωiωj, kLL = k
00 + 2k0iωi + k
ijωiωj
and
(5.22) −k0j + kijωj = k
j
0 + k
j
i ω
i = k jL , k
0j + kijωj = −k
j
0 + k
j
i ω
i = k jL
we get
(5.23) kαβ∂α∂β = kLL∂
2
q + 2kLL∂s∂q + kLL∂
2
s + r
−1tr k ∂q
+ kij ∂¯i∂¯j + r
−1tr k ∂s − r
−1kijωi∂¯j + 2k
j
L ∂¯j∂q + 2k
j
L ∂¯j∂s
Finally, we can also write
(5.24) 2k jL ∂¯j∂q = k
j
L ∂¯j(ω
k∂k − ∂t) = k
j
L ω
k∂¯j∂k − k
j
L ∂¯j∂t + r
−1k jL ∂¯j ,
since (∂¯jω
k)∂k = r
−1∂¯j . The inequality (5.16) now follows.
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Corollary 5.6. Let φ be a solution of the reduced wave equation ˜gφ = F with a metric g such that
Hαβ = gαβ −mαβ satisfies the condition that |HLL| < 14 . Then
(5.25)∣∣∣(4∂s− HLL
2gLL
∂q−
trH +HLL
2gLL r
)
∂q(rφ)+
rF
2gLL
∣∣∣ . r|△ωφ|+ |H|LT r |∂¯∂φ|+ |H| (r |∂¯2φ|+ |∂¯φ|+ r−1|φ|)
where △ω = △¯ = δ
ij ∂¯i∂¯j .
Proof. Define the new metric
g˜αβ =
gαβ
−2gLL
.
The equation gαβ∂α∂βφ = F then takes the form
g˜αβ∂α∂βφ =
F
−2gLL
,
which can also be written as
φ+ (g˜αβ −mαβ)∂α∂βφ =
F
−2gLL
Let kαβ be the tensor kαβ = (g˜αβ −mαβ) Observe that
kαβ = (−2gLL)−1
(
gαβ + 2mαβgLL
)
= (−2gLL)−1
(
Hαβ +mαβ(2gLL + 1)
)
= (−2gLL)−1
(
Hαβ + 2mαβHLL
)
Thus,
(5.26) kLL = 0, kLT = (−2g
LL)−1HLT , tr k = (−2g
LL)−1
(
trH +HLL
)
Moreover, |k| . |H|, since gLL = HLL − 12 and by the assumptions of the Corollary |H
LL| < 14 .
Now using (5.16) of Lemma 5.5, with the condition that kLL = 0, together with the decomposition
φ = −∂2t φ+△φ =
1
r
(∂t + ∂r)(∂r − ∂t)rφ+△ωφ =
4
r
∂s∂qrφ+△ωφ.
we find that the identity φ+ kαβ∂α∂βφ = (−2g
LL)−1F leads to the inequality∣∣4∂s∂qrφ+ rkLL∂2qφ+ tr k ∂qφ+ (2gLL)−1rF ∣∣ . r|△ωφ|+ r|k|LT |∂¯∂φ|+ |k| (r |∂¯2φ|+ |∂¯φ|)
Finally, identity (5.26) and a crude estimate |k| . |H| yield the desired result.
6 The weak null condition and asymptotic expansion of Einstein’s
equation’s in wave coordinates
Let us now first describe the weak null condition. The results of this section appear in [L-R]. Consider
the Cauchy problem for a system of nonlinear wave equations in three space dimensions:
(6.1) − ui = Fi(u, u
′, u′′), i = 1, ..., N, u = (u1, ..., uN ),
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where − = −∂2t +
∑3
j=1 ∂
2
xj . We assume that F is a function of u and its derivatives of the form
(6.2) Fi(u, u
′, u′′) = ajkiαβ∂
αuj ∂
βuk +Gi(u, u
′, u′′),
where Gi(u, u
′, u′′) vanishes to third order as (u, u′, u′′)→0 and ajki αβ=0 unless |α|≤|β|≤ 2and |β|≥1.
Here we used the summation convention over repeated indices. We assume that the initial data
(6.3) u(0, x) = εu0(x) ∈ C
∞, ut(0, x) = εu1(x) ∈ C
∞
is small and decays fast as |x| → ∞. We are going to determine conditions on the nonlinearity such
that the equation (6.1) is compatible with the asymptotic expansion as |x| → ∞ and |x| ∼ t
(6.4) u(t, x) ∼ εU(q, s, ω)/|x|, where q = |x| − t, s = ε ln |x|, ω = x/|x|,
for all sufficiently small ǫ > 0. The linear and some nonlinear wave equations allow for such an
expansion with U independent of s and the next term decaying like ε/|x|2, see [H1, H2]. Substituting
(6.4) into (6.1) and equating powers of order ε2/|x|2 we see that
(6.5) 2∂s∂qUi = A
jk
imn(ω)(∂
m
q Uj)(∂
n
q Uk), U
∣∣
s=0
= F0,
where
(6.6) Ajki,mn(ω) =
∑
|α|=m,|β|=n
ajki,αβωˆ
αωˆβ, where ωˆ = (−1, ω) and ωˆα = ωˆα1 ...ωˆαk
In fact, u = −ε−1∂s∂q(ru) + angular derivatives and ∂µ = ωˆµ∂q + tangential derivatives.
One can show that (6.1)-(6.3) has a solution as long as ε log t is bounded, provided that ε > 0 is
sufficiently small and the solution of (6.5) exists up to that time, [J-K, H1, H2, L1, L2]. The only
exception is the case Ajki00 6= 0, which has shorter life span. In cases where the solution of (6.5) blows
up it has been shown that solutions of (6.1)-(6.3) also break down in some finite time Tε ≤ e
C/ε,
[J1, H1, A1]. John’s example was
(6.7) u = ut△u
for which (6.5) is the Burger’s equation (2∂s−Uq∂q)Uq = 0, which is known to blow up. The equation
(6.8) u = u2t
is another example where solutions blow up, for which (6.5) is ∂sUq = U
2
q , that also blows up.
The null condition of [K2] is equivalent to
(6.9) Ajkimn(ω) = 0 for all (i, j, k,m, n), ω ∈ S
2.
The results of [C1], [K2] assert that (6.1)-(6.3) has global solutions for all sufficiently small initial data,
provided that the null condition is satisfies. In this case the asymptotic equation (6.5) trivially can
be solved globally. Moreover, similar to the linear case, its solutions approach a limit as s→∞ and
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the solutions of (6.1)-(6.3) decay like solutions of linear equations. A typical example of an equation
satisfying the null condition is
(6.10) u = u2t − |∇xu|
2
There is however a more general class of nonlinearities for which solutions of (6.5) do not blow up:
We say that a system (6.1) satisfies the weak null condition if the solutions of the corresponding
asymptotic system (6.5) exist for all s and if the solutions together with its derivatives grow at most
exponentially in s for all initial data decaying sufficiently fast in q.
Under the weak null condition assumption solutions of (6.5) satisfy the equation (6.1) up to terms
of order ε2/|x|3−Cε, but need only decay like ε/|x|1−Cε. An example of the equation satisfying the weak
null condition is given by
(6.11) u = u△u
In [L2] it was proven that (6.11) have small global solutions in the spherically symmetric case and
recently [A3] established this result without the symmetry assumption. The equation (6.11) appears
to be similar to (6.7) but a closer look shows that the corresponding asymptotic equation:
(6.12) (2∂s − U∂q)Uq = 0
has global solutions growing exponentially in s, see [L2]. The system
(6.13) u = v2t , v = 0
is another example that satisfies the weak null condition. The equation (6.13) appears to resemble
(6.8). The system however decouples: v satisfies a linear homogeneous equation and given v we have
a linear inhomogeneous equation for u, and global existence follows. The corresponding asymptotic
system is
(6.14) ∂s∂qU = (∂qV )
2, ∂s∂qV = 0
The solution of the second equation in (6.14) is independent of s: Vq = Vq(q, ω) and substituting this
into the first equation we see that Uq(s, q, ω) = sVq(q, ω)
2 so ∂u only decays like |x|−1 ln |x|.
We show below that the Einstein vacuum equations in wave coordinates satisfy the weak null
condition, i.e. that the corresponding asymptotic system (6.5) admits global solutions. In fact, each
of the quadratic nonlinear terms in the Einstein equations is either of the type appearing in (6.10),
(6.11) or (6.13).
Theorem 6.1. Let h be a symmetric 2-tensor and let
(6.15) hµν(t, x) ∼ εUµν(s, q, ω)/|x|, where q = |x| − t, s = ε ln |x|, ω = x/|x|.
be an asymptotic ansatz. Then the asymptotic system for the the Einstein equations in wave coordinates
(3.18), obtained by formally equating the terms with the coefficients ǫ2|x|−2, takes the following form:
(6.16)
(
2∂s − ULL∂q
)
∂qUµν = LµLνP (∂qU, ∂qU), ∀µ, ν = 0, ..., 3
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where ULL = m
αα′mββ
′
Uα′β′LαLβ and P (∂qU, ∂qU) =
1
4∂qtrU ∂qtrU −
1
2∂qUαβ ∂qU
αβ. The asymptotic
form of the wave coordinate condition (3.21) is
(6.17) 2∂qULµ = Lµ ∂q trU, ∀µ = 0, ..., 3,
where ULµ = m
αα′Uα′µLα and trU = m
αβUαβ The solution of the system (6.16)-(6.17) exists globally
and, thus, the Einstein vacuum equations (3.18) in wave coordinates satisfies the weak null condition.
Moreover, the component ∂qULL grows at most as s while the remaining components are uniformly
bounded.
The asymptotic form (6.16) follows by a direct calculation from (3.18). Observe that the null form
Qµν(∂h, ∂h) disappears after passage to the asymptotic system.
Next we note that (6.17) is preserved under the flow of (6.16). Contracting (6.16) with LµLν we
obtain
(2∂s − ULL∂q)∂qULL = 0,
which can be solved globally. More generally, contracting (6.16) with the vector fields {L,S1, S2} we
obtain
(6.18) (2∂s − ULL∂q)∂qUTU = 0, if T ∈ {L,S1, S2} and U ∈ {L,L, S1, S2},
which can be solved globally now that ULL has been determined. Note that the components ∂qUTU are
constant along the integral curves of the vector field 2∂s−ULL∂q. The remaining unknown component
ULL can be determined by contracting the equation (6.16) with the vector field L.
(6.19) (2∂s − ULL∂q)∂qULL = 4P (∂qU, ∂qU),
By Lemma 5.3 the quantity P (∂qU, ∂qU) does not contain the term (∂qULL)
2. Thus, the equation (6.19)
can be solved globally and produces solutions growing exponentially in s. A more precise information
can be obtained from the asymptotic form of the wave coordinate condition (6.17). For contracting it
with the null frame {L,S1, S2} we obtain ∂qULT = 0, if T ∈ {L,S1, S2}. Therefore,
(6.20) P (∂qU, ∂qU) = −
1
4
δABδA
′B′
(
2∂qUAA′ ∂qUBB′ − ∂qUAB ∂qUA′B′
)
−
1
2
δAB∂qUAB ∂qULL,
It follows from (6.18) that P is already determined and is, in fact, constant along the characteristics
of the field 2∂s − ULL∂q. Therefore, integrating (6.19) we infer that ∂qULL grows at most like s.
7 Vector fields and commutators
Let Z ∈ Z be any of the vector fields
Ωαβ = −xα∂β + xβ∂α, S = t∂t + r∂r, ∂α,
where x0 = −t and xi = x
i, for i ≥ 1. Let I = (ι1, ..., ιk), where |ιi| = 1, be an ordered multiindex
of length |I| = k and let ZI = Zι1 · · · Zιk denote a product of |I| such derivatives. With a slight
abuse of notation we will also identify the index set with vector fields, so I = Z means the index I
corresponding to the vector field Z. Furthermore, by a sum over I1 + I2 = I we mean a sum over all
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possible order preserving partitions of the ordered multiindex I into two ordered multiindices I1 and
I2, i.e. if I = (ι1, ..., ιk), then I1 = (ιi1 , ..., ιin) and I2 = (ιin+1 , ..., ιik ), where i1, ..., ik is any reordering
of the integers 1, ..., k such that i1 < ... < in and in+1 < ... < ik and i1, ..., ik. With this convention
Leibniz rule becomes ZI(fg) =
∑
I1+I2=I
(ZI1f)(ZI2g). We denote by ∂¯ the tangential derivatives, i.e.,
∂¯ = {∂¯0, ∂¯1, ∂¯2, ∂¯3} and note that the span of the tangential derivatives {∂¯0, ∂¯1, ∂¯2, ∂¯3} coincides with
the linear span of the vectorfields {∂s, ∂S1 , ∂S2}.
Lemma 7.1. We have the following expressions for the coordinate vector fields:
∂t =
tS − xiΩ0i
t2 − r2
,(7.1)
∂r = ω
i∂i =
tωiΩ0i − rS
t2 − r2
,(7.2)
∂i =
−xjΩij + tΩ0i − xiS
t2 − r2
= −
xiS
t2 − r2
+
xix
jΩ0j
t(t2 − r2)
+
Ω0i
t
(7.3)
In particular,
(7.4) ∂s =
1
2
(
∂t + ∂r
)
=
S + ωiΩ0i
2(t+ r)
, ∂¯i = ∂i − ωi∂r =
ωjΩij
r
=
−ωiω
jΩ0j +Ω0i
t
.
Lemma 7.2. For any function f we have the estimate
(7.5) (1 + t+ |q|)|∂¯f |+ (1 + |q|)|∂f | . C
∑
|I|=1
|ZIf |, |∂f | . |∂¯f |+ |∂qf |
where |∂¯f |2 = |∂¯0f |
2 + |∂¯1f |
2 + |∂¯2f |
2 + |∂¯3f |
2 and ∂¯0 = ∂s. Furthermore
(7.6) |∂¯2f | .
C
r
∑
|I|≤2
|ZIf |
1 + t+ |q|
,
where |∂¯2f |2 =
∑
α,β=0,1,2,3 |∂¯α∂¯βf |
2.
Moreover, if kαβ is a symmetric tensor then
(7.7) |kαβ∂α∂βφ| ≤ C
(
|k|
1 + t+ |q|
+
|k|LL
1 + |q|
) ∑
|I|≤1
|∂ZIφ|
Proof. First we note that if r + t ≤ 1 then (7.5) holds since the usual derivatives ∂α are included in
the sum on the right. The inequality for |∂¯f | in (7.5) follows directly from (7.4); one has to divide into
two cases r ≤ t and r ≥ t and use two different expressions depending on the relative size of r and t.
The inequality for |∂f | in (7.5) follows from (7.1) and the first identity in (7.3).
If t + r < 1 then (7.6) follows from (7.4), since |∂iωj| ≤ Cr
−1 and the sum on the right of (7.6)
contains the usual derivatives. Since |Ωijωk| ≤ C and Ωijr = Ωijt = 0, for 1 ≤ i, j ≤ 3 it follows, by
applying ∂¯i = r
−1ωjΩij to the expressions in (7.4), that
(7.8) |∂¯i∂¯αf | ≤ Cr
−1(t+ r)−1
∑
|I|≤2
|ZIf |.
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Once again we distinguish the cases r < t and r > t and use different expressions for ∂¯i. With the
notation ∂¯0 = 2∂s (7.8) holds also for α = 0. Since [∂s, ∂¯i] = 0 it only remains to prove (7.6) for ∂
2
s .
Since Sωj = 0, |Ω0iω
j| ≤ Ctr−1, S(t+ r) = 2(t + r) and |Ω0i(t+ r)| ≤ C(t+ r) ,(7.6) follows also for
∂2s .
The inequality (7.7) follows from Lemma 5.5, (7.5) and the commutator identity [Z, ∂i] = a
j
i∂j .
Lemma 7.3. Suppose ˜gφ = F . Then
(7.9)
∣∣∣(4∂s − HLL
2gLL
∂q −
trH +HLL
2gLL r
)
∂q(rφ) +
rF
2gLL
∣∣∣ . (1 + r |H|LT
1 + |q|
+ |H|
)
r−1
∑
|I|≤2
|ZIφ|
Proof. By Corollary 5.6
∣∣∣(4∂s − HLL
2gLL
∂q −
trH +HLL
2gLL r
)
∂q(rφ) +
rF
2gLL
∣∣∣
. r|△ωφ|+ r|H|LT |∂¯∂φ|+ |H|
(
r |∂¯2φ|+ |∂¯φ|+ r−1|φ|
)
where △ω = δ
ij ∂¯i∂¯j . Here all the the derivatives can be reexpressed in terms of the vector fields Z and
∂q using 7.2, yielding the expression (7.9). Note that
|∂¯∂φ| .
∑
|I|=1 |Z
I∂φ|
1 + t+ |q|
.
∑
|I|≤1 |∂Z
Iφ|
1 + t+ |q|
.
∑
|I|≤2 |Z
Iφ|
(1 + |q|)(1 + t+ |q|)
.
Lemma 7.4. Let Z = Zµ∂µ be any of the vector fields above and let c
µ
α be defined by
[∂α, Z] = c
µ
α ∂µ, c
µ
α = ∂αZ
µ
Then cµα are constants and
cLL = c
LL = 0.
Furthermore
[Z,] = −cZ
where cZ is either 0 or 2.
In addition, if Q is a null form, then
(7.10) ZQ(∂φ, ∂ψ) = Q(∂φ, ∂Zψ) +Q(∂Zφ, ∂ψ) + Q˜(∂φ, ∂ψ)
for some null form Q˜ on the right hand-side.
Proof. Since Z = Zα∂α is a Killing or conformally Killing vector field we have
(7.11) ∂αZβ + ∂βZα = fmαβ
where Zα = mαβZ
β. In fact, for the vector fields above, f = 0 unless Z = S in which case f = 2. In
particular,
LαLβ∂αZβ = 0.
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If c µα is as defined above and cαβ = c
µ
α mµβ = ∂αZβ the above simply means that cLL = c
LL = 0.
which proves the first part of the lemma. To verify (7.10) we first consider the null form Q = Qαβ We
have
ZQαβ(∂φ, ∂ψ) = Qαβ(∂Zφ, ∂ψ) +Qαβ(∂φ, ∂Zψ)
+ [Z, ∂α]φ∂βψ − ∂βφ[Z, ∂α]ψ + [Z, ∂β ]φ∂αψ − ∂αφ[Z, ∂β ]ψ
= Qαβ(∂Zφ, ∂ψ) +Qαβ(∂φ, ∂Zψ) − c
µ
α(∂µφ∂βψ − ∂βφ∂µψ)− c
µ
β(∂µφ∂αψ − ∂αφ∂µψ)
= Qαβ(∂Zφ, ∂ψ) +Qαβ(∂φ, ∂Zψ) − c
µ
αQµβ(∂φ, ∂ψ) − c
µ
βQµα(∂φ, ∂ψ)
The calculation for the null form Q0(∂φ, ∂ψ) = m
αβ∂αφ∂βψ proceeds as follows:
ZQ0(∂φ, ∂ψ) = Q0(∂Zφ, ∂ψ) +Q0(∂φ, ∂Zψ) +m
αβ [Z, ∂α]φ∂βψ +m
αβ∂αφ[Z, ∂β ]ψ
= Q0(∂Zφ, ∂ψ) +Q0(∂φ, ∂Zψ) +m
αβcµα∂µφ∂βψ +m
αβcµb ∂αφ∂µψ
= Q0(∂Zφ, ∂ψ) +Q0(∂φ, ∂Zψ) + fm
αβ∂αφ∂βψ
= Q0(∂Zφ, ∂ψ) +Q0(∂φ, ∂Zψ) + fQ0(∂φ, ∂ψ),
where f is a constant associated with a Killing (conf. Killing) vector field Z via a relation cαβ + cβα =
fmαβ.
Lemma 7.5. If kαβ is a symmetric tensor then
(7.12) kαβ[∂α∂β , Z] = k
αβ
Z ∂α∂β, where k
αβ
Z = k
αγc βγ + k
γβc αγ , c
µ
α = ∂αZ
µ.
In particular kαβS = 2k
αβ and
(7.13) |kZ |LL ≤ 2|k|LT .
In general
(7.14) [kαβ∂α∂β , Z
I ] =
∑
I1+I2=I, |I2|<|I|
kI1αβ∂α∂βZ
I2 ,
where
(7.15) kJαβ =
∑
|K|≤|J |
cJαβKµνZ
Kkµν = −ZJkαβ −
∑
K+Z=J
ZKkαβZ +
∑
|K|≤|J |−2
dJαβKµνZ
Kkµν
for some constants cJαβMµν and d
Jαβ
Mµν . Here the sum (7.14) means the sum over all possible order pre-
serving partitions of the ordered multiindex I into two ordered multiindices I1 and I2.
Proof. First observe that since the vector fields Z are linear in t and x we have
[∂2αβ , Z] = [∂β, Z]∂α + [∂α, Z]∂β = c
γ
β ∂γ∂α + c
γ
α ∂γ∂β.
which proves the first statement and the second follows since c
L
L = 0.
29
To prove (7.14) we first write
ZI
(
kαβ∂α∂βφ
)
=
∑
K+J=I
(ZKkαβ)ZJ
(
∂α∂βφ
)
Then we observe that
(7.16) ZJ∂α∂βφ =
∑
J1+J2=J, J1=(ι11,...,ι1n)
[
Zι11 ,
[
Zι12 ,
[
...,
[
Zι1n−1 , [Zι1n , ∂2αβ ]
]
...
] ] ]
ZJ2φ,
where the sum is over all order preserving partitions of the ordered multiindex J = (ι1, ..., ιk) into two
ordered multiindices J1 = (ι11, ..., ι1n) and J2 = (ι21, ..., ι2k). It therefore follows that
kJαβ = −
∑
K+L=J,L=(ι1,...,ιl)
(ZKkαβ)
[
Zι1 ,
[
Zι2 ,
[
...,
[
Zιl−1 , [Zιl , ∂2αβ ]
]
...
] ] ]
The desired representation follows after taking into account that
(ZKkαβ)[Z, ∂2αβ ] = −(Z
KkαβZ )∂α∂β
Corollary 7.6. Let ˜g = +H
αβ∂α∂β . Then with Zˆ = Z + cZ
(7.17) ˜gZφ− Zˆ˜gφ = −(ZˆH
αβ +HαβZ )∂α∂βφ,
As a consequence, we have
(7.18)
∣∣˜gZφ− Zˆ˜gφ| .
(
|ZH|+ |H|
1 + t+ |q|
+
|ZH|LL + |H|LT
1 + |q|
) ∑
|I|≤1
|∂ZIφ|
In general
(7.19) ˜gZ
Iφ− ZˆI˜gφ = −
∑
I1+I2=I, |I2|<|I|
HˆI1αβ∂α∂βZ
I2φ,
where
(7.20) HˆJαβ =
∑
|M |≤|J |
cJαβMµν Zˆ
MHµν = −ZˆJHαβ −
∑
M+Z=J
ZˆMHαβZ +
∑
|M |≤|J |−2
dJαβMµν Zˆ
MHµν
We have
|˜gZ
Iφ| . |ZˆI˜gφ|+
1
1 + t+ |q|
∑
|K|≤|I|,
∑
|J |+(|K|−1)+≤|I|
|ZJH| |∂ZKφ|(7.21)
+
1
1 + |q|
∑
|K|≤|I|
( ∑
|J |+(|K|−1)+≤|I|
|ZJH|LL +
∑
|J ′|+(|K|−1)+≤|I|−1
|ZJ
′
H|LT +
∑
|J ′′|+(|K|−1)+≤|I|−2
|ZJ
′′
H|
)
|∂ZKφ|
where (|K| − 1)+ = |K| − 1 if |K| ≥ 1 and (|K| − 1)+ = 0 if |K| = 0.
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Proof. First observe that
Zˆ˜gφ = (Z + cZ)φ+ (Z + cZ)H
αβ∂2αβφ
= Zφ+Hαβ∂2αβZφ+ (ZH
αβ)∂2αβφ+ (H
αβ
Z + cZH
αβ)∂2αβφ
= ˜gZφ+ (ZH
αβ)∂2αβφ+ (H
αβ
Z + cZH
αβ)∂2αβφ
Recall now that the constant cZ is different from 0 only in the case of the scaling vector field S.
Moreover, in that case
HαβS + cSH
αβ = 0
The inequality (7.18) now follows from (7.17), (7.13) and the estimate (7.7). The general commutation
formula (7.19) follows from the following calculation, similar to the one in Lemma 7.5. We have
ZˆI˜gφ = Zˆ
Iφ+ ZˆIHαβ∂2αβφ = Z
Iφ+
∑
J+K=I
ZˆJHαβZK∂2αβφ
If we now use (7.16) we get (7.19) as in the proof of Lemma 7.5. The inequality (7.21) now follows
from (7.19), (7.13) and the estimate (7.7).
8 Basic energy identities
We now establish basic energy identities for solutions of the equation
(8.1) ˜gφ = F
We denote by Σt the hyper surfaces t =const, by C
t2
t1 (q) the forward light cones with a vertex at (q, 0)
and truncated at times t1, t2. We also denote by K
t2
t1 (q) the interior of the light cone C
t2
t1 (q)and by Bt,r
the ball of radius r centered at (t, 0).
Lemma 8.1. Let φ be a solution of (8.1). Then for any t1 ≤ t2 and an arbitrary q ≤ t2∫
Σt2
(
− g00|∂tφ|
2 + gij∂iφ∂jφ
)
=
∫
Σt1
(
− g00|∂tφ|
2 + gij∂iφ∂jφ
)
− 2
∫ t2
t1
∫
Στ
(
∂αg
αβ∂βφ∂tφ−
1
2
∂tg
αβ∂αφ∂βφ+ F∂tφ
)
,(8.2)
and ∫
Bt1−q
(
− g00|∂tφ|
2 + gij∂iφ∂jφ
)
+
∫
C
t2
t1
(q)
|∂¯φ|2 =
∫
Bt2−q
(
− g00|∂tφ|
2 + gij∂iφ∂jφ
)
+ 2
∫
K
t2
t1
(q)
(
∂αg
αβ∂βφ∂tφ−
1
2
∂tg
αβ∂αφ∂βφ+ F∂tφ
)
+ 2
∫
C
t2
t1
(q)
(
2(gαβ −mαβ)Lα∂βφ∂tφ+ (g
αβ −mαβ)∂αφ∂βφ
)
(8.3)
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Proof. We multiply the equation (8.1) by ∂tφ and integrate over the space-time slab between the hyper
surfaces Σt1 and Σt2 . We have
−
∫ t2
t1
∫
Στ
gαβ∂2αβφ∂tφ =
∫ t2
t1
∫
Στ
(
gαβ∂βφ∂t∂αφ+ ∂αg
αβ∂βφ∂tφ
)
−
∫
Σt2
g0β∂βφ∂tφ+
∫
Σt1
g0β∂βφ∂tφ
=
1
2
∫
Σt2
(
− g00|∂tφ|
2 + gij∂iφ∂jφ
)
−
1
2
∫
Σt1
(
− g00|∂tφ|
2 + gij∂iφ∂jφ
)
+
∫ t2
t1
∫
Στ
(
∂αg
αβ∂βφ∂tφ−
1
2
∂tg
αβ∂αφ∂βφ
)
and the desired identity (8.2) follows. Similarly, integrating over the region Kt2t1 (q) we obtain∫
Bt1−q
(
− g00|∂tφ|
2 + gij∂iφ∂jφ
)
−
∫
C
t2
t1
(q)
(
2gαβLα∂βφ∂tφ+ g
αβ∂αφ∂βφ
)
=
∫
Bt2−q
(
− g00|∂tφ|
2 + gij∂iφ∂jφ
)
+ 2
∫
K
t2
t1
(q)
(
∂αg
αβ∂βφ∂tφ−
1
2
∂tg
αβ∂αφ∂βφ+ F∂tφ
)
Subtracting the Minkowski part from the metric g in the Ct2t1 (q) integral leads to the identity (8.3).
Corollary 8.2. Let φ be a solution of the equation (8.1) with a metric g satisfying the condition that
(8.4) |H| ≤
1
4
, Hαβ = gαβ −mαβ .
Then for any 0 < γ ≤ 1∫
Σt2
(
|∂tφ|
2 + |∇xφ|
2
)
+
∫ t2
t1
∫
Στ
γ |∂¯φ|2
(1 + |q|)1+2γ
≤ 4
∫
Σt1
(
|∂tφ|
2 + |∇xφ|
2
)
+ 8
∫ t2
t1
∫
Στ
∣∣∂αgαβ∂βφ∂tφ− 1
2
∂tg
αβ∂αφ∂βφ+ F∂tφ
∣∣(8.5)
+ 2
∫ t2
t1
∫
Στ
γ
(1 + |q|)1+2γ
∣∣(gαβ −mαβ)∂αφ∂βφ+ 2(gLβ −mLβ)∂βφ∂tφ∣∣
Proof. First we note that (8.4) implies that
(8.6)
3
4
(
|∂tφ|
2 + |∇xφ|
2
)
≤ −g00|∂tφ|
2 + gij∂iφ∂jφ ≤
5
4
(
|∂tφ|
2 + |∇xφ|
2
)
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The inequalities (8.3) and (8.2)imply that∫
C
t2
t1
(q)
|∂¯φ|2 ≤
∫
Σt2
(
− g00|∂tφ|
2 + gij∂iφ∂jφ
)
(8.7)
+ 2
∫
K
t2
t1
(q)
∂αg
αβ∂βφ∂tφ−
1
2
∂tg
αβ∂αφ∂βφ+ F∂tφ
+ 2
∫
C
t2
t1
(q)
2(gαβ −mαβ)Lα∂βφ∂tφ+ (g
αβ −mαβ)∂αφ∂βφ(8.8)
≤
∫
Σt1
(
− g00|∂tφ|
2 + gij∂iφ∂jφ
)
(8.9)
+ 2
∫ t2
t1
∫
Σt
∣∣∣∂αgαβ∂βφ∂tφ− 1
2
∂tg
αβ∂αφ∂βφ+ F∂tφ
∣∣∣
+ 2
∫
C
t2
t1
(q)
∣∣∣2(gαβ −mαβ)Lα∂βφ∂tφ+ (gαβ −mαβ)∂αφ∂βφ∣∣∣
We multiply the above inequality by an integrable factor γ(1+ |q|)−1−2γ and integrate with respect to
q in the interval (−∞, t2] to obtain:∫ t2
t1
∫
Σt
γ|∂¯φ|2
(1 + |q|)1+2γ
≤
5
4
∫
Σt1
(
|∂tφ|
2 + |∇xφ|
2
)
+ 2
∫ t2
t1
∫
Στ
∣∣∂αgαβ∂βφ∂tφ− 1
2
∂tg
αβ∂αφ∂βφ+ F∂tφ
∣∣(8.10)
+ 2
∫ t2
t1
∫
Στ
γ
(1 + |q|)1+2γ
∣∣(gαβ −mαβ)∂αφ∂βφ+ 2(gLβ −mLβ)∂βφ∂tφ∣∣
where we also used (8.6). On the other hand using (8.6) and (8.2) yields∫
Σt1
(
|∂tφ|
2 + |∇xφ|
2
)
≤
5
3
∫
Σt1
(
|∂tφ|
2 + |∇xφ|
2
)
(8.11)
+
8
3
∫ t2
t1
∫
Στ
∣∣∂αgαβ∂βφ∂tφ− 1
2
∂tg
αβ∂αφ∂βφ+ F∂tφ
∣∣(8.12)
and the corollary follows.
9 Poincare´ and Klainerman-Sobolev inequalities
We now state the following useful version of the Poincare´ inequality.
Lemma 9.1. Let f be a smooth function. Then for any γ > −1/2, γ 6= 1/2 and any positive t
(9.1)
∫
R3
|f(x)|2 dx
(1 + |t− r|)2+2γ
≤ C
∫
S(t+1)
|f |2 dS + C
∫
R3
|∂rf(x)|
2 dx
(1 + |t− r|)2γ
provided that the left hand side is bounded. Here S(t+1) is the sphere of radius t+ 1 and r = |x|.
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Proof. Using polar coordinates x = rω we write
|f(r, ω)|2 − |f(t+ 1, ω)|2 = −2
∫ t+1
r
∂rf(ρ, ω) · f(ρ, ω) dρ
Hence
|f(r, ω)|2r2 . |f(t+ 1, ω)|2(t+ 1)2 + 2
∫ t+1
r
|∂rf(ρ, ω)| |f(ρ, ω)| ρ
2 dρ, if r ≤ t+ 1.
Therefore multiplying by (1 + |t− r|)−2−2γ and integrating with respect to r from 0 to t+ 1:∫ t+1
0
|f(r, ω)|2 r2 dr
(1 + |t− r|)2+2γ
.
∫ t+1
0
|f(t+ 1, ω)|2 (t+ 1)2 dr
(1 + |t− r|)2+2γ
+
∫ t+1
0
∫ t+1
r
|∂rf(ρ, ω)||f(ρ, ω)|
(1 + |t− r|)2+2γ
ρ2 dρ dr
. |f(t+ 1, ω)|2 (t+ 1)2 +
∫ t+1
0
∫ ρ
0
|∂rf(ρ, ω)||f(ρ, ω)|
(1 + |t− r|)2+2γ
dr ρ2 dρ
. |f(t+ 1, ω)|2 (t+ 1)2 +
∫ t+1
0
|∂rf(ρ, ω)||f(ρ, ω)|
(1 + |t− ρ|)1+2γ
ρ2 dρ
. |f(t+ 1, ω)|2(t+ 1)2 +
(∫ t+1
0
|∂rf(ρ, ω)|
2 ρ2 dρ
(1 + |t− ρ|)2γ
)1/2(∫ t+1
0
|f(ρ, ω)|2 ρ2 dρ
(1 + |t− ρ|)2+2γ
)1/2
,
where we first changed the order of integration and then used Cauchy-Schwarz inequality. It therefore
follows that ∫ t+1
0
|f(r, ω)|2 r2 dr
(1 + |t− r|)2+2γ
. |f(t+ 1, ω)|2 (t+ 1)2 +
∫ t+1
0
|∂rf(ρ, ω)|
2 ρ2 dρ
(1 + |t− ρ|)2γ
and if we also integrate over the angular variables we get∫
|x|≤(t+1)
|f(x)|2 dx
(1 + |t− r|)2+2γ
.
∫
S(t+1)
|f |2dS +
∫
|x|≤(t+1)
|∂rf(x)|
2 dx
(1 + |t− r|)2γ
On the other hand, if we instead integrate from t+ 1 to 2(t+ 1) we similarly obtain
∫ 2(t+1)
t+1
|f(r, ω)|2 r2 dr
(1 + |t− r|)2+2γ
.
∫ 2(t+1)
t+1
|f(t+ 1, ω)|2 (t+ 1)2 dr
(1 + |t− r|)2+2γ
+
∫ 2(t+1)
t+1
∫ r
t+1
|∂rf(ρ, ω)||f(ρ, ω)|
(1 + |t− r|)2+2γ
ρ2 dρ dr
. |f(t+ 1, ω)|2 (t+ 1)2 +
∫ 2(t+1)
t+1
∫ 2(t+1)
ρ
|∂rf(ρ, ω)||f(ρ, ω)|
(1 + |t− r|)2+2γ
dr ρ2 dρ
. |f(t+ 1, ω)|2 (t+ 1)2 +
∫ 2(t+1)
t+1
|∂rf(ρ, ω)||f(ρ, ω)|
(1 + |t− ρ|)1+2γ
ρ2 dρ
and as before it follows that∫
(t+1)≤|x|≤2(t+1)
|f(x)|2 dx
(1 + |t− r|)2+2γ
.
∫
S(t+1)
|f |2 dS +
∫
(t+1)≤|x|≤2(t+1)
|∂rf(x)|
2 dx
(1 + |t− r|)2γ
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Finally, in the region r ≥ 2(t+ 1) the estimate (9.1) would follow from the Hardy type inequality:
(9.2)
∫
|x|≥(t+1)
|f(x)|2 dx
|x|2+2γ
≤
∫
|x|≥(t+1)
|∂rf(x)|
2 dx
|x|2γ
+ (t+ 1)−1−2γ
∫
S(t+1)
|f |2 dS,
that hold provided the left hand side is bounded. One can for the proof assume that f ha compact
support since we can choose a sequence of compactly supported functions converging to a given function
f in the norm defined by the right hand side as long as the norm in the left of f is bounded. (9.2) for
compactly supported smooth functions can be easily seen from integrating the identity
∂r
(
r2f2
r1+2γ
)
=
2r2
r1+2γ
f · ∂rf + (1− 2γ)
r2
r2+2γ
f2, γ 6= −1/2
from r = t+ 1 to r =∞ and using Cauchy-Schwarz as above.
We now state the global Sobolev inequality, which is due to S. Klainerman [K1].
Proposition 9.2. The following inequality holds for an arbitrary smooth function φ.
|φ(t, x)|(1 + t+ |t− r|)(1 + |t− r|)1/2 ≤ C
∑
|I|≤3
‖ZIφ(t, ·)‖L2 .
10 Decay estimates for the wave equation on a curved space time
In this section we will derive some basic estimates for the scalar wave equation on a curved background.
The results will require some weak assumptions on the metric g, which will be easily verified in the
case of a metric satisfying the reduced Einstein equations.
We consider the reduced scalar wave equation:
(10.1) ˜gφ = F.
The following result is a generalization of the lemma in [L1] to the variable coefficient case:
Lemma 10.1. Suppose that φ satisfies the reduced scalar wave equation (10.1) on a curved background
with a metric g. Suppose that Hαβ = gαβ −mαβ satisfies
(10.2) |H| ≤
1
4
, and |H|LT ≤
1
4
|q|+ 1
1 + t+ |x|
.
when t/2 ≤ |x| ≤ 2t and
(10.3)
∫ ∞
0
‖H(t, ·)‖L∞(Dt)
dt
1 + t
≤
1
4
, where Dt = {x ∈ R
3; t/2 ≤ |x| ≤ 2t}.
Then for any t ≥ 0 and x ∈ R3,
(10.4) (1 + t+ |x|) |∂φ(t, x)| ≤ C sup
0≤τ≤t
∑
|I|≤1
‖ZIφ(τ, ·)‖L∞
+ C
∫ t
0
(
(1 + τ)‖F (τ, ·)‖L∞(Dτ ) +
∑
|I|≤2
(1 + τ)−1‖ZIφ(τ, ·)‖L∞(Dτ )
)
dτ
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Proof. Since by Lemma 7.2
(10.5) (1 + |t− r|)|∂φ|+ (1 + t+ r)|∂¯φ| ≤ C
∑
|I|=1
|ZIφ|, r = |x|,
the inequality (10.4) holds when r < t/2 + 1/2 or r > 2t− 1. Furthermore, since
(10.6) (1 + r)|∂qφ| ≤ C|∂q(rφ)|+ C|φ|, r ≥ 1
it follows that
(10.7) (1 + t+ r)|∂φ| ≤ C
∑
|I|≤1
|ZIφ|+ C|∂q(rφ)|
Hence it suffices to prove that |∂q(rφ)| is bounded by the right hand side of (10.4) when t/2 + 1/2 <
r < 2t− 1. By Lemma 7.3
(10.8)
∣∣(4∂s − HLL
2gLL
∂q)∂q(rφ)
∣∣ . (1 + r |H|LT
1 + |q|
+ |H|
)
r−1
∑
|I|≤2
|ZIφ|+ |H| r−1 |∂q(rφ)|+ r|F |
and using the decay assumptions (10.2) and (10.7) we get
(10.9)∣∣(4∂s − HLL
2gLL
∂q)∂q(rφ)
∣∣ . |H|
1 + t
|∂q(rφ)|+
∑
|I|≤2
ZIφ|
1 + t
+ C(t+ 1)|F |, when t/2 + 1/2 ≤ r ≤ 2t− 1
Along an integral curve (t, x(t)) of the vector field ∂s + H
LL(2gLL)−1∂q, contained in the region
t/2 + 1/2 ≤ |x| ≤ 2t− 1, we have the following equation for ψ = ∂q(rφ):
(10.10)
∣∣∣ d
dt
ψ
∣∣∣ ≤ hˆ|ψ|+ f
where hˆ = C|H|/(1 + t) and f = Ct|F |+ C
∑
|I|≤2 |Z
Iφ|/(1 + t). Hence multiplying (10.10) with the
integrating factor e−Hˆ , where Hˆ =
∫
hˆ(s) ds we get
(10.11)
∣∣∣ d
dt
(
ψe−Hˆ
)∣∣∣ ≤ fe−Hˆ .
If we integrate backwards along an integral curve from any point (t, x) in the set t/2+1/2 ≤ |x| ≤ 2t−1
until the first time the curve intersects the boundary of the set at (τ, y), |y| = τ/2+1/2 or |y| = 2 τ−1,
we obtain
|ψ(t, x)| ≤ exp
(∫ t
τ
‖hˆ(σ, ·)‖L∞ dσ
)
|ψ(τ, y)| +
∫ t
τ
exp
(∫ t
τ ′
‖hˆ(σ, ·)‖L∞ dσ
)
‖f(τ ′, ·)‖L∞ dτ
′,
where the L∞ norms are taken only over the set t/1+1/2 ≤ |x| ≤ 2t−1. (Note that any integral curve
has to intersect either of the two boundaries r = t/2+1/2 or r = 2t−1 since the slope of the curve x(t)
has to be close to 1 when HLL is small.) The lemma now follows from taking the supremum over x in
the set t/2 + 1/2 ≤ |x| ≤ 2t− 1, using that on the cones |y| = τ/2 + 1/2 or |y| = 2τ − 1 we have that
|ψ| ≤ Cr|∂qφ|+ C|φ| ≤ C
∑
|I|≤1 |Z
Iφ|, by (10.5), and using that by (10.3)
∫ t
0 ‖hˆ(σ, ·)‖L∞ dσ ≤
1
4 .
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For second order derivatives we have an estimate which gives a slightly worse decay:
Lemma 10.2. Let φ be a solution of the reduced scalar wave equation on a curved background with a
metric g. Assume that Hαβ = gαβ −mαβ satisfies
(10.12)
∑
|I|≤1
|ZIH| ≤
ε˜
4
, and
∑
|I|≤1
|ZIH|LL + |H|LT ≤
ε˜
4
|q|+ 1
1 + t+ |x|
.
when t/2 ≤ |x| ≤ 2t for some ε˜ ≤ 1. Then, for t ≥ 0, x ∈ R3, we have
(10.13) (1 + t+ |x|)
∑
|I|≤1
|∂ZIφ(t, x)| ≤ C sup
0≤τ≤t
( 1 + t
1 + τ
)Cε˜ ∑
|I|≤2
‖ZIφ(τ, ·)‖L∞
)
+ C
∫ t
0
( 1 + t
1 + τ
)Cε˜( ∑
|I|≤1
(1 + τ)‖ZIF (τ, ·)‖L∞(Dτ ) +
∑
|I|≤3
(1 + τ)−1‖ZIφ(τ, ·)‖L∞(Dτ )
)
dτ,
where Dt = {x ∈ R
3; t/2 ≤ |x| ≤ 2t}.
Proof. First when r < t/2 or r > t/2 the lemma trivially follows from (10.5) with φ replaced by Zφ so
it only remains to prove the lemma when t/2 ≤ r ≤ 2t. We have
(10.14) ˜gZφ = FZ = ZˆF +
(
˜gZφ− Zˆ˜gφ
)
,
where by (7.18) the additional commutator term can be estimated by
(10.15)
∣∣˜gZφ− Zˆ˜gφ| .
(
|ZH|+ |H|
1 + t+ |q|
+
|ZH|LL + |H|LT
1 + |q|
) ∑
|I|≤1
|∂ZIφ| .
ε˜
1 + t+ q
∑
|I|≤1
|∂ZIφ|,
where we used the decay assumption (10.12). Furthermore with the help of (10.7), applied to ZIφ in
place of φ, we obtain
(10.16)
∣∣˜gZφ− Zˆ˜gφ| . ε˜
(1 + t+ |q|)2
( ∑
|I|≤1
∣∣∂q(rZIφ)∣∣+ ∑
|I|≤2
|ZIφ|
)
,
Hence by (10.9) applied to (10.14) in place of (10.1) we get
(10.17) |(4∂s −
HLL
2gLL
∂q)∂q(rZφ)| .
∑
|I|≤3
|ZIφ|
1 + t
+
ε˜
1 + t
∑
|I|≤1
|∂q(rZ
Iφ)|+ t(|ZF |+ |F |)
when t/2 + 1/2 ≤ r ≤ 2t− 1. Therefore
(10.18)
∣∣∣(4∂s − HLL
2gLL
∂q)
∑
|I|≤1
|∂q(rZ
Iφ)|
∣∣∣ ≤ Cε˜
1 + t
∑
|I|≤1
|∂q(rZ
Iφ)|+ C
∑
|I|≤3
|ZIφ|
1 + t
+ Ct(|ZF |+ |F |)
The desired result follows multiplying (10.17) by the factor (1 + t)−Cε˜ and integrating as in the proof
of the previous lemma. Along an integral curve we have the equation
(10.19)
∣∣∣ d
dt
(
ψ(1 + t)−Cε˜
)∣∣∣ ≤ (1 + t)−Cε˜f,
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where
(10.20) ψ =
∑
|I|≤1
|∂q(Z
Iφ)|, f = C(1 + t)(|ZF |+ |F |) + C
∑
|I|≤3
|ZIφ|
1 + t
The lemma now follows as in the proof of Lemma 10.1.
We observe that similar estimates hold for a system
(10.21) ˜gφµν = Fµν
In particular, in our case, certain components of Fµν expressed in the null-frame will decay better than
others and for these components we will also get better estimates for φµν . Since the vector fields L and
L commute with contractions of any of the vector fields {L,L, S1, S2} proofs of the preceding lemmas
imply the following result:
Corollary 10.3. Let φµν be a solution of reduced wave equation system (10.21) on a curved background
with a metric g. Assume that Hαβ = gαβ −mαβ satisfies
(10.22)
∑
|I|≤1
|ZIH| ≤
ε˜
4
, and
∑
|I|≤1
|ZIH|LL + |H|LT ≤
ε˜
4
|q|+ 1
1 + t+ |x|
.
when t/2 ≤ |x| ≤ 2t, for some ε˜ ≤ 1 and
(10.23)
∫ ∞
0
‖H(t, ·)‖L∞(Dt)
dt
1 + t
≤
ε˜
4
.
where Dt = {x ∈ R
3; t/2 ≤ |x| ≤ 2t}. Then for any U, V ∈ {L,L, S1, S2} and any t ≥ 0, x ∈ R
3:
(1 + t+ |x|) |∂φ(t, x)|UV ≤ C sup
0≤τ≤t
∑
|I|≤1
‖ZIφ(τ, ·)‖L∞
(10.24)
+ C
∫ t
0
(
(1 + τ)‖|F |UV (τ, ·)‖L∞(Dτ ) +
∑
|I|≤2
(1 + τ)−1 ‖ZIφ(τ, ·)‖L∞(Dτ )
)
dτ,
(1 + t+ |x|)
∑
|I|≤1
|∂ZIφ|(t, x)| ≤ C sup
0≤τ≤t
( 1 + t
1 + τ
)Cε˜ ∑
|I|≤2
‖ZIφ(τ, ·)‖L∞
(10.25)
+ C
∫ t
0
( 1 + t
1 + τ
)Cε˜( ∑
|I|≤1
‖r(·)|ZIF |(τ, ·)‖L∞(Dτ ) +
∑
|I|≤3
(1 + τ)−1 ‖ZIφ(τ, ·)‖L∞(Dτ )
)
dτ.
Proof. By Lemma 7.3 for each component we have the estimate
(10.26)
∣∣∣(4∂s − HLL
2gLL
∂q −
trH +HLL
2gLL r
)
∂q(rφµν) +
rFµν
2gLL
∣∣∣ . (1 + r |H|LT
1 + |q|
+ |H|
)
r−1
∑
|I|≤2
|ZIφµν |
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and since ∂s and ∂q commute with contractions with the frame vectors L,L we get
(10.27)
∣∣∣(4∂s − HLL
2gLL
∂q −
trH +HLL
2gLL r
)
∂q(rφUV ) +
rFUV
2gLL
∣∣∣ . (1 + r |H|LT
1 + |q|
+ |H|
)
r−1
∑
|I|≤2
|ZIφ|
As before it also follows that
(10.28) (1 + t+ |r)|∂φ|UV .
∑
|I|≤1
|ZIφ|+ |∂q(rφ)|UV
The lemma now follows as before.
11 Energy estimates for the wave equation on a curved space time
In this section we derive the energy estimate for a solution φ of the inhomogeneous wave equation
(11.1) ˜gφ = F
under the following assumptions on the metric gαβ = mαβ +Hαβ :
(1 + |q|)−1|H|LL + |∂H|LL + |∂H| ≤ Cε(1 + t)
−1,
(1 + |q|)−1 |H|+ |∂H| ≤ Cε(1 + t)−
1
2 (1 + |q|)−
1
2
−γ(11.2)
Proposition 11.1. Let φ be a solution of the wave equation (11.1) with the metric g verifying the
assumptions (11.2). Then for any 0 < γ ≤ 1/2, there is an ε0 such that for ε < ε0
(11.3)
∫
Σt
|∂φ|2 +
∫ t
0
∫
Στ
γ |∂¯φ|2
(1 + |q|)1+2γ
≤ 8
∫
Σ0
|∂φ|2 + Cε
∫ t
0
∫
Σt
|∂φ|2
1 + t
+ 16
∫ t
0
∫
Σt
|F ||∂tφ|
Remark 11.2. Observe that by the Gronwall inequality the energy estimate of the above proposition
implies tε growth of the energy. For similar estimates, proved under different assumptions, see also
[S1],[A2],[A3].
Proof. The proof of the proposition relies on the energy estimate obtained in Corollary 8.2∫
Σt
(
|∂tφ|
2 + |∇φ|2
)
+
∫ t
0
∫
Στ
γ |∂¯φ|2
(1 + |q|)1+2γ
≤ 4
∫
Σ0
(
|∂tφ|
2 + |∇φ|2
)
+ 8
∫ t
0
∫
Στ
∣∣∂αgαβ∂βφ∂tφ− 1
2
∂tg
αβ∂αφ∂βφ+ F∂tφ
∣∣
+ 2
∫ t
0
∫
Στ
γ
(1 + |q|)1+2γ
∣∣(gαβ −mαβ)∂αφ∂βφ+ 2(gLβ −mLβ)∂βφ∂tφ∣∣
We start by decomposing the terms on the right hand side with respect to the null frame.
|∂αg
αβ∂βφ∂tφ| ≤
(
|H| |∂H| + |(∂H)LL|+ |∂¯H|
)
|∂φ|2 + |∂H| |∂¯φ| |∂φ|
Similarly,
|∂tg
αβ∂αφ∂βφ| ≤
(
|g −m| |∂g|+ |(∂g)LL|+ |∂¯g|
)
|∂φ|2 + |∂g| |∂¯φ| |∂φ|
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Therefore, using the assumptions (11.2) on the metric g, we obtain that
(11.4) |∂αg
αβ∂βφ∂tφ−
1
2
∂tg
αβ∂αφ∂βφ| .
ε
1 + t
|∂φ|2 +
ε
(1 + |q|)1+2γ
|∂¯φ|2
Decomposing the remaining terms we infer that
|(gαβ −mαβ)∂αφ∂βφ| ≤ |HLL| |∂φ|
2 + |H||∂¯φ| |∂φ|
Similarly,
|(gαβ −mαβ)Lα∂βφ∂tφ| ≤ |HLL| |∂φ|
2 + |H| |∂¯φ| |∂φ|
Once again, using the assumptions (11.2), we have
(11.5) |2(gαβ −mαβ)Lα∂βφ∂tφ+ (g
αβ −mαβ)∂αφ∂βφ| . ε
1 + |q|
1 + t
|∂φ|2 +
ε
(1 + |q|)2γ
|∂¯φ|2
Thus∫
Σt
|∂φ|2 +
∫ t
0
∫
Στ
γ |∂¯φ|2
(1 + |q|)1+2γ
≤ 4
∫
Σ0
|∂φ|2+Cε
∫ t
0
∫
Στ
( |∂φ|2
1 + t
+
|∂¯φ|2
(1 + |q|)1+2γ
)
+8
∫ t
0
∫
Στ
|F | |∂tφ|
and the desired estimate follows if we take ε so small that Cε < γ/2.
12 Estimates from the wave coordinate condition
In previous sections we have shown that one only needs to control certain components of the metric in
order to establish decay estimates for solutions of the reduced wave equation. In this section we will
see that the wave coordinate condition allows one to estimate precisely those components in terms of
tangential derivatives or higher order terms with better decay better. Recall that the wave coordinate
condition can be written in the form
(12.1) ∂µ
(
gµν
√
|det g|
)
= 0
We have the following decomposition
gµν
√
|det g| =
(
mµν +Hµν
)(
1−
1
2
trH +O(H2)
)
where Hαβ = gαβ − mαβ , hαβ = gαβ − mαβ . Recall also that g
αβ is the inverse of gαβ and H
αβ =
−mµαmνβhµν+O(h
2). Therefore we obtain the following expression for the wave coordinate condition:
(12.2) ∂µ
(
Hµν −
1
2
mµν tr H +Oµν(H2)
)
= 0
Using that we can express the divergence in terms of the null frame
(12.3) ∂µF
µ = Lµ∂qF
µ − Lµ∂sF
µ +Aµ∂AF
µ
we obtain:
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Lemma 12.1. Assume that |H| ≤ 1/4. Then
(12.4) |∂H|LT . |∂H|+ |H| |∂H|, |∂ trH| . |∂¯H|+ |H| |∂H|
Proof. It follows from (12.2) and (12.3) that
(12.5)
∣∣Lµ∂(Hµν − 1
2
mµν tr H
)∣∣ ≤ |∂¯H|+ |H||∂H|
Contracting with Tν and using that mTL = 0 gives the first inequality and contracting with Lµ and
using that mLL = −2 gives the second since
(12.6) HLL + tr H = trH
We now compute the commutators of the wave coordinate condition with the vector fields Z.
Lemma 12.2. Let Z be one of the Minkowski Killing or conformally Killing vector fields and let tensor
H satisfy the wave coordinate condition. Then the estimate∣∣∂HJ ∣∣
LT
.
∑
|J |≤|I|
|∂¯ZJH|+
∑
I1+...+Ik=I, k≥2
|ZIkH| · · · |ZI2H| |∂ZI1H|
holds true for the expression
(12.7) HJµν = Z
JH˜µν +
∑
|J |<|I|
cI γJ µ Z
JH˜γν , where H˜µν = Hµν −
1
2
mµν trH
with some constant tensors cI γµJ such that c
I L
JL = 0 if |J | = |I| − 1.
Proof. The wave coordinate condition (12.1) can be written in the form
∂µ
(
G˜µν
)
= 0, where G˜µν = (mµν +Hµν)
√
|det g|.
Let Z be one of the Minkowski Killing or conformally Killing vector fields. Then for any vector field
F we have that
ZI∂αF
α = ∂α
(
ZIFα +
∑
|J |<|I|
c I αJ γ Z
JF γ
)
= ∂α
( ∑
|J≤|I|
c I αJ γ Z
JF γ
)
,
where c αJ γ are constants such that
c I αJ γ = δ
α
γ , if |J | = |I| and c
I L
J L = 0, if |J | = |I| − 1
The last identity is a consequence of the relation between c I γJ α and the commutator constants cαβ =
[∂α, Z]β for which we have established that cLL = 0. It therefore follows that
∂µ
( ∑
|J |≤|I|
c I µγJ Z
JG˜γν
)
= 0.
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Decomposing relative to the null frame (L,L, S1, S2) we obtain
∂q
( ∑
|J |≤|I|
c
I L γ
J Z
JG˜γν
)
= ∂s
( ∑
|J |≤|I|
c I LγJ Z
JG˜γν
)
−Aµ∂¯A
( ∑
|J |≤|I|
c I µγJ Z
JG˜ γν
)
.
We now contract the above identity with one of the tangential vector fields T ν , T ∈ {L,S1, S2} to
obtain ∣∣∣Lγ T ν∂qZIG˜γν +∑
|J |<|I|
c
I Lγ
J T
ν ∂qZ
JG˜γν
∣∣∣ . ∑
|J |≤|I|
∣∣∂¯ZIG˜∣∣
We examine the expression
Lγ T νZJ∂qG˜γν = L
γ T ν∂qZ
J
(
(mγν +Hγν)
√
|det g|
)
=
∑
J1+J2=J
Lγ T ν∂q
(
(ZJ1Hγν)Z
J2
√
|det g|
)
since mLT = L
γ T νmγν = 0. The desired estimate now follows from the identity
√
|det g| = 1+ f(H),
which holds with a smooth function f(H) such that f(H) = −trH/2 +O(H2)
We now summarize the results of this section in the following
Lemma 12.3. For a tensor H obeying the wave coordinate condition
(12.8) |∂H|LT . |∂¯H|+ |H| |∂H|,
and
(12.9) |∂ZH|LL . |∂H|LT +
∑
|I|≤1
|∂ZIH|+
∑
|I|+|J |≤1
|ZIH| |∂ZJH|.
In general,
(12.10) |∂ZIH|LT .
∑
|J |≤|I|
|∂ZJH| +
∑
|J |≤|I|−1
|∂ZJH| +
∑
|I1|+...+|Im|≤|I|,m≥2
|ZImH| · · · |ZI2H||∂ZI1H|,
and
(12.11) |∂ZIH|LL .
∑
|J |≤|I|
|∂ZJH|+
∑
|J |≤|I|−1
|∂ZJH|LT +
∑
|K|≤|I|−2
|∂ZJH|
+
∑
|I1|+...+|Im|≤|I|,m≥2
|ZImH|· · · |ZI2H||∂ZI1H|.
The same estimates also hold for H replaced by h.
Proof. This follows directly by the previous lemma with the help of the identities mLT = 0 and
c
I L
J L = 0.
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13 Estimates for the inhomogeneous terms
In this section we will show that the inhomogeneous terms of the reduced Einstein equations can be
estimated in terms of tangential derivatives, for which we have better decay estimates, or tangential
components which in turn can be expressed, using the wave coordinate condition, in terms of tangential
derivatives and lower order terms. Recall that according to Lemma 3.2 the symmetric two tensor
hµν = gµν −mµν verifies the reduced Einstein equations of the form:
˜ghµν = Fµν(h)(∂h, ∂h),
Fµν(h)(∂h, ∂h) = P (∂µh, ∂νh) +Qµν(∂h, ∂h) +Gµν(h)(∂h, ∂h),(13.1)
P (∂µk, ∂νp) =
1
4
∂µtrk ∂νtrp−
1
2
∂µk
αβ∂νpαβ,(13.2)
Here Qµν are linear combinations of the null-forms and Gµν(h)(∂h, ∂h) is a quadratic form in ∂h with
coefficients that are smooth functions of h and vanishing at h = 0.
Lemma 13.1. The quadratic form P satisfies the following pointwise estimate:
|P (∂p, ∂k)|T U . |∂¯p | |∂k| + |∂p | |∂¯k|,(13.3)
|P (∂p, ∂k)| . |∂p |T U |∂k|T U + |∂p |LL|∂k| + |∂p | |∂k|LL(13.4)
Proof. The first part of the statement follows trivially from (13.2). To prove (13.4) we use (5.9) applied
to Rµ∂µp in place of p and S
ν∂νk in place of k, for any vector fields T and S, to obtain
(13.5) |T µSν P (∂µp, ∂νk)| . |T
µ∂µp |T U |S
ν∂νk|T U + |T
µ∂µp |LL|S
ν∂νk|+ |T
µ∂µp | |S
ν∂νk|LL
which proves the lemma.
Using the additional estimates on the hLL component, derived in Lemma 12.3 under the assumption
that the wave coordinate condition holds, we obtain the following:
Corollary 13.2. Under the additional assumption that h satisfies the wave coordinate condition (3.4),
the quadratic form P obeys the estimate
|P (∂h, ∂h)|T U . |∂¯h| |∂h|,(13.6)
|P (∂h, ∂h)| . |∂h|2T U + |∂¯h| |∂h| + |h| |∂h|
2(13.7)
Moreover,
|ZIP (∂h, ∂h)| .
∑
|J |+|K|≤|I|
(
|∂ZJh|T U |∂Z
Kh|T U + |∂¯Z
Jh| |∂ZKh|
)
+
∑
|J |+|K|≤|I|−1
|∂ZJh|LT |∂Z
Kh|
+
∑
|J |+|K|≤|I|−2
|∂ZJh| |∂ZKh|+
∑
|J1|+...+|Jm|≤|I|,m≥3
|ZJmh|· · · |ZJ3h| |∂ZJ2h||∂ZJ1h|
Proof. The inequality (13.6) follows directly from (13.3). To prove (13.7) we use (13.4) and that by
the wave coordinate condition |∂h|LL . |∂¯h|+ |h| |∂h|.
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We now note that ZIP (∂µh, ∂νh) is a sum of terms of the form P (∂αZ
Jh, ∂βZ
Kh) for some α, β
and |J |+ |K| ≤ I:
|ZIP (∂h, ∂h)| ≤ C
∑
|J |+|K|≤|I|
|P (∂ZJh, ∂ZKh)|
It follows from Lemma 5.4 and Lemma 12.3 that
(13.8)
∑
|J |+|K|≤|I|
|P (∂ZJh, ∂ZKh)| .
∑
|J |+|K|≤|I|
|∂ZJh|T U |∂Z
Kh|T U + |∂Z
Jh|LL |∂Z
Kh|
.
∑
|J |+|K|≤|I|
|∂¯ZJh| |ZKh|+ |∂ZJh|T U |∂Z
Kh|T U
+
∑
|J |+|K|≤|I|
( ∑
|J ′|≤|J |−1
|∂ZJ
′
h|LT +
∑
|J ′′|≤|J |−2
|∂ZJ
′′
h| +
∑
|J1|+...+|Jm|≤|J |,m≥2
|ZJmh| · · · |ZJ2h| |∂ZJ1h|
)
|∂ZKh|
which proves the lemma.
Proposition 13.3. Let Fµν = Fµν(h)(∂h, ∂h) be as in Lemma 3.2 and assume that the wave coordinate
condition holds. Then
(13.9) |F |T U . |∂h| |∂h| + |h| |∂h|
2
and
(13.10) |F | . |∂h|2T U + |∂¯h| |∂h| + |h| |∂h|
2
(13.11) |ZF | .
(
|∂h|T U + |∂h|+ |h| |∂h|
)
(|∂Zh|+ |∂h|) +
(
|∂Zh|+ |Zh| |∂h|
)
|∂h|
(13.12) |ZIF | .
∑
|J |+|K|≤|I|
(
|∂ZJh|T U |∂Z
Kh|T U + |∂¯Z
Jh| |∂ZKh|
)
+
∑
|J |+|K|≤|I|−1
|∂ZJh|LT |∂Z
Kh|
+
∑
|J |+|K|≤|I|−2
|∂ZJh| |∂ZKh|+
∑
|J1|+...+|Jm|≤|I|,m≥3
|ZJmh|· · · |ZJ3h| |∂ZJ2h||∂ZJ1h|
Proof. First
|ZIGµν(h)(∂h, ∂h)| ≤ C
∑
|I1|+...+|Ik|≤|I|, k≥3
|ZIkh| · · · |ZI3h| |∂ZI2h| |∂ZI1h|.
Since ZQ(∂u, ∂v) = Q(∂u, ∂Zv)+Q(∂Zu, ∂v)+aijQij(∂u, ∂v), and |Qµν(∂h, ∂k)| ≤ |∂h| |∂k|+|∂k| |∂h|
it follows that
|ZIQµν(∂h, ∂h)| ≤ C
∑
|J |+|k|≤|I|
|Qµν(∂Z
Jh, ∂ZKh)| ≤ C
∑
|J |+|k|≤|I|
|∂ZJh| |∂ZKh|
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14 The decay estimates for Einstein’s equations
In this section we will establish the improved decay estimates for Einstein’s equations. Our strategy
is to use the weak decay estimates, obtained from the assumed energy bounds, to prove sharper decay
estimates and then to recover the energy bounds in the next section.
Theorem 14.1. Suppose that for some 0 < γ ≤ 1/2
|∂ZIh| ≤ Cε(1 + t+ |q|)−1/2−γ(1 + |q|)−1/2−γ , |I| ≤ N/2 + 4,(14.1)
|ZIh| ≤ Cε(1 + t)−1, q = 1, |I| ≤ N/2 + 4(14.2)
hold for 0 ≤ t ≤ T . Then for 0 ≤ t ≤ T we have
|ZIh| ≤ Cε(1 + t+ |q|)−1/2−γ(1 + |q|)1/2−γ , |I| ≤ N/2 + 4,(14.3)
|∂ZIh| ≤ Cε(1 + t+ |q|)−3/2−γ(1 + |q|)1/2−γ , |I| ≤ N/2 + 3.(14.4)
Assume also that h satisfies the wave coordinate condition. Then for 0 ≤ t ≤ T we have
(14.5) |∂h|LT + |∂Zh|LL ≤ Cε(1 + t)
−1−2γ , and |h|LT + |Zh|LL ≤ Cε(1 + t)
−1(1 + |q|).
Furthermore if in addition h satisfies Einstein’s equations then for ε sufficiently small and 0 ≤ t ≤ T
we also have
|∂h|T U ≤ Cε(1 + t)
−1, |h|T U ≤ Cε(1 + t)
−1(1 + |q|),(14.6)
|∂h| ≤ Cε(1 + t)−1 ln(2 + t).(14.7)
In general, there are constants Mk, Ck and εk > 0 such that if ε ≤ εk then for |I| = k ≤ N/2 + 2
(14.8) |∂ZIh| ≤ Ckε(1 + t)
−1+Mkε, and |ZIh| ≤ Ckε(1 + t)
−1+Mkε(1 + |q|)
Remark 14.2. We remind the reader that, as stated in the Remark 2.4, our estimates make no dis-
tinction between the tensors h and H = −h + O(h2). In particular, one can directly verify that the
conclusions of the theorem also hold for the tensor H.
First we note that all the estimates (14.3)-(14.8) trivially follow from the assumptions (14.1)-(14.2)
away from the light cone, thus the theorem is only useful in the region t/2 ≤ |x| ≤ 2t. The estimate
(14.3) follows from integrating (14.1) from q = 1, where (14.2) hold. Similarly the second parts of
(14.5), (14.6) and (14.8) follow from integrating the first and using (14.2). It follows from (14.3)
and Lemma 7.2 that we have the better estimate (14.4) for the derivatives tangential to the outgoing
Minkowski cones. The inequalities (14.5)-(14.8) for tangential derivatives certainly follow from (14.4),
so it only remains to prove these estimates for a derivative transversal to the light cone.
The missing improved estimates for a (∂t−∂r) derivative transversal to the light cones will be obtained,
in the case of (14.5), from the wave coordinate condition, see section 12, and for (14.6)-(14.8), from
integrating the reduced Einstein wave equations, see section 10. The estimates from the wave coordinate
condition are easily obtained. In fact the first estimate in (14.5) follows directly from Lemma 12.1
using the estimates (14.1), (14.3) and (14.4) and the second estimate in (14.5) follows integrating the
first from q = 1 where (14.2) holds. However, the wave coordinate condition does not give estimates
45
for a transversal derivative of all components of the metric and the remaining components have to
be controlled by integrating the wave equation expressed in polar coordinates. The estimates for the
transversal derivative obtained from the wave coordinate condition rely on a decomposition of the
metric with respect to the null frame. On the other hand, the estimates obtained from integrating the
wave equation are based on a decomposition of the wave operator in terms of tangential derivatives
and a transversal derivative.
14.1 Proof of (14.3) and (14.4)
For a fixed angular variable ω we integrate in the radial direction and use (14.1) and (14.2)
(14.9) |ZIh(t, r, ω)| ≤ |ZIh(t, t+ 1, ω)| +
∫ t+1
r
|∂rZ
Ih(t, ρ, ω)| dρ
.
Cε
1 + t
+
∫ t+1
r
Cεdρ
(1 + t+ |t− ρ|)1/2+γ(1 + |t− ρ|)1/2+γ
.
Cε
1 + t
+
Cε(1 + |t− r|)1/2+γ
(1 + t+ r)1/2+γ
The estimate (14.3) now follows. By Lemma 7.2 and (14.3)
|∂ZIh| .
1
1 + t+ |q|
∑
|J |≤|I|+1
|ZJh| .
ε(1 + |q|)1/2−γ
(1 + t+ |q|)3/2+γ
which proves (14.4).
14.2 Proof of (14.5).
We now show that the wave coordinate condition allows one to control certain components by lower
order terms and terms with fast decay.
Lemma 14.3. Suppose that the estimates (14.1)- (14.4) hold and that h satisfies the wave coordinate
condition. Then
(14.10)
∑
|I|≤ k
|∂ZIh|LL +
∑
|J |≤k−1
|∂ZJh|LT .
∑
|K|≤k−2
|∂ZKh|+ ε(1 + t+ |q|)−1−2γ
Here the sum over k − 2 is absent if k ≤ 1 and the sum over k − 1 is absent if k = 0. Furthermore
(14.11)
1
1 + |q|
( ∑
|I|≤ k
|ZIh|LL+
∑
|J |≤k−1
|ZJh|LT+
∑
|K|≤k−2
|ZKh|
)
(t, x) . sup
t/2≤|y|≤3t/2
∑
|K|≤k−2
|∂ZKh(t, y)|+
ε
1 + t
Proof. We first prove (14.10). Using the estimates of Lemma 12.2 derived from the wave coordinate
condition followed by (14.1)- (14.4) we obtain
(14.12)∑
|I|≤k
|∂ZIH|LL+
∑
|J |≤k−1
|∂ZJH|LT .
∑
|I|≤k
|∂¯ZIh|+
∑
|K|≤k−2
|∂ZKh|+
∑
|I1|+...+|Im|≤k,m≥2
|ZImh|···|ZI2h| |∂ZI1h|
≤
∑
|K|≤k−2
|∂ZKh|+ ε(1 + t+ |q|)−1−2γ + ε(1 + t+ |q|)−1−2γ
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The proof of estimate (14.11) for |q| ≥ t/2 follows directly from (14.3). Thus we may assume that
|q| ≤ t/2. We now use the inequality
(14.13) |H(t, rω)| ≤ |H
(
t, (t+ 1)ω
)
|+ (1 + |q|) sup
|ρ|≤|q|+1
|∂ρH(t, (t+ ρ)ω)|,
and the boundary condition (14.2) to conclude that
(14.14)
|ZIH|LL + |Z
JH|LT + |Z
KH|
1 + |q|
. sup
t/2≤|y|≤2t
(
|∂rZ
IH|LL+|∂rZ
JH|LT +|∂rZ
KH|
)
(t, y)+
ε
1 + t
The desired result now follows from (14.10).
The first part of (14.5) now follows directly from the Lemma with k = 0, 1 and the second part
follows from integrating the first and using the boundary assumption (14.2) as in the proof of (14.3).
14.3 Proof of (14.6)-(14.7).
We will appeal to the L∞ estimates of section 10 for the reduced wave equation
˜ghµν = Fµν ,
where Fµν is as in Lemma 3.2. We will now prove (14.6) and (14.7) assuming (14.1)-(14.5).
Lemma 14.4. Suppose that the assumptions of Proposition 14.1 hold and let Fµν = Fµν(h)(∂h, ∂h)
be as in Lemma 3.2. Then
(14.15) |F |T U ≤ Cεt
−1−2γ |∂h|
and
(14.16) |F | ≤ Cεt−1−2γ |∂h|+ C|∂h|2T U
Proof. This follows from Lemma 13.3 using (14.1)-(14.5).
Using the first part of Corollary 10.3; (10.24), and (14.1)-(14.5) and the previous lemma we get
Lemma 14.5. With a constant depending on γ > 0 we have
(14.17) (1 + t)‖ |∂h|T U (t, ·)‖L∞ ≤ Cε+ Cε
∫ t
0
(1 + τ)−2γ‖∂h(τ, ·)‖L∞ dτ,
and
(14.18) (1 + t)‖∂h(t, ·)‖L∞ ≤ Cε+ C
∫ t
0
(
ε(1 + τ)−2γ‖∂h(τ, ·)‖L∞ + (1 + τ)‖|∂h|T U (τ, ·)‖
2
L∞
)
dτ.
The estimates (14.6) and (14.7) now follow from the above lemma and the following technical result
applied to n00(t) = (1 + t)‖ |∂h|T U (t, ·)‖L∞ and n01(t) = (1 + t)‖∂h(t, ·)‖L∞ :
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Lemma 14.6. Suppose that n00 ≥ 0 and n01 ≥ 0 satisfy
n00(t) ≤ Cε
(∫ t
0
(1 + s)−1−γn01(s) ds + 1
)
(14.19)
n01(t) ≤ Cε
(∫ t
0
(1 + s)−1−γn01(s) ds + 1
)
+ C
∫ t
0
(1 + s)−1n00(s)
2 ds(14.20)
for some positive constants such that 0 < 16(C2 + C)ε < γ ≤ 1. Then
(14.21) n00(t) ≤ 2Cε, and n01(t) ≤ 2Cε
(
1 + γ ln (1 + t)
)
Proof. Let T be the largest time such that
(14.22) N01(t) =
∫ t
0
(1 + s)−1−γn01(s) ds + 1 ≤ 2, for t ≤ T
Then for t ≤ T (14.21) holds and since,∫ ∞
0
(1 + s)−1−γ
(
1 + γ ln (1 + s)
)
ds = γ−1
∫ ∞
0
(1 + τ) e−τ dτ = 2γ−1 + 1
it follows that
N01(t) ≤ 2Cε
(
2γ−1 + 1
)
+ 1 ≤ 3/2, for t ≤ T.
Since N01(t) is continuous this contradicts that T is the maximal number such that (14.22) holds. Thus
T =∞ and (14.21) holds for all t <∞.
This proves the first part of (14.6) and (14.7). The second part of (14.6) follows from integrating
the first using the boundary assumption (14.2) as in the proof of (14.3).
14.4 Proof of (14.8) in case k = 1.
We will now prove the first part of (14.8) for |I| = 1 assuming (14.1)-(14.7).
Lemma 14.7. Suppose that the assumptions of Proposition 14.1 hold and let Fµν = Fµν(h)(∂h, ∂h)
be as in Lemma 3.2. Then
(14.23) |ZF | ≤ Cεt−1
(
|∂Zh|+ |∂h|
)
Proof. This follows from Lemma 13.3.
Using the second part of Corollary 10.3; (10.25), and (14.1)-(14.5) and the previous lemma we get
Lemma 14.8. If ε > 0 is sufficiently small then
(14.24) (1 + t)
∑
|I|≤1
‖∂ZIh(t, ·)‖L∞ ≤ Cε(1 + t)
Cε
(
1 +
∫ t
0
(1 + τ)−Cε
∑
|I|≤1
‖∂ZIh(τ, ·)‖L∞ dτ
)
.
The estimate (14.8) for |I| = 1 is now a consequence of the above lemma and the following technical
result applied to n1(t) = (1 + t)
1−Cε
∑
|I|≤1 ‖∂Z
Ih(t, ·)‖L∞ :
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Lemma 14.9. Suppose that n1(t) ≥ 0 satisfies
(14.25) n1(t) ≤ Cε
(
1 +
∫ t
0
(1 + τ)−1n1(τ) dτ
)
Then
(14.26) n1(t) ≤ Cε(1 + t)
Cε
Proof.
(14.27) N1(t) = 1 +
∫ t
0
(1 + τ)−1n1(τ) dτ
satisfies N˙1(t) ≤ Cε(1 + τ)
−1N1(t). Multiplying by the integrating factor (1 + t)
−Cε and integrating
we get N1(t) ≤ N1(0)(1 + t)
Cε = (1 + t)Cε and the lemma follows.
14.5 Proof of (14.8) in case k ≥ 1.
We will now use induction to prove the first part of (14.8) for |I| = k + 1 assuming that (14.1)-(14.5),
the first part of (14.6), (14.7) and the first part of (14.8) for |I| ≤ k hold.
Lemma 14.10. Suppose that the assumptions of Proposition 14.1 hold and let Fµν = Fµν(h)(∂h, ∂h)
be as in Lemma 3.2. Then
(14.28) |ZIF | ≤ Cεt−1
∑
|K|≤|I|
|∂ZKh|+ C
∑
|J |+|K|≤|I|, |J |≤|K|<|I|
|∂ZJh||∂ZKh|
Proof. This follows from Lemma 13.3 using (14.1)-(14.7).
By Corollary 7.6
(14.29) |˜gZ
Ih| . |ZˆIF |+ (1 + t)−1
∑
|K|≤|I|,
∑
|J |+(|K|−1)+≤|I|
|ZJH||∂ZKh|
+C(1+q)−1
∑
|K|≤|I|
( ∑
|J |+(|K|−1)+≤|I|
|ZJH|LL+
∑
|J ′|+(|K|−1)+≤|I|−1
|ZJ
′
H|LT +
∑
|J ′′|+(|K|−1)+≤|I|−2
|ZJ
′′
H|
)
|∂ZKh|
where (|K| − 1)+ = |K| − 1, if |K| ≥ 1, and 0, if |K| = 0. Using Lemma 14.3 we get
(14.30)
(1 + q)−1
∑
|J |≤k, |J ′|≤k−1, |J ′′|≤k−2
|ZJH|LL + |Z
J ′H|LT + |Z
J ′′H| ≤
Cε
1 + t
+
∑
|J ′′|≤k−2
sup
t/2≤|y|≤2t
|∂ZJ
′′
H(t, y)|
We hence obtain
(14.31) |˜gZ
Ih| ≤ Cε(1 + t)−1
∑
|K|≤|I|
|∂ZKh|+
∑
|J |+|K|≤|I|−1
sup
t/2≤|y|≤2t
|∂ZJH(t, y)| |∂ZKh|
Then we have proven that
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Lemma 14.11. Let
(14.32) nk(t) = (1 + t)
∑
|I|≤k
‖∂ZIh(t, ·)‖L∞ .
Then for |I| = k:
(14.33) |˜gZ
Ih| ≤ C(1 + t)−2
(
εnk(t) + nk−1(t)
2
)
By the first part of Corollary 10.3; (10.24), it therefore follows that:
Lemma 14.12.
(14.34) nk(t) ≤ Cε+ C
∫ t
0
(1 + τ)−1
(
εnk(τ) + nk−1(τ)
2
)
dτ
Our inductive hypothesis is nk−1(t)
2≤Cε2(1+ t)Cε so the bound nk(t)≤Cε(1+ t)
2Cε follows from:
Lemma 14.13. Suppose that
(14.35) nk(t) ≤ Cε(1 + t)
Cε + Cε
∫ t
0
(1 + τ)−1nk(τ) dτ
then
(14.36) nk(t) ≤ Cε(1 + t)
2Cε.
Proof. Let Nk(t) =
∫ t
0 (1 + τ)
−1nk(τ) dτ . Then |N˙k(t)| ≤ Cε(1 + t)
−1
(
(1 + t)Cε +Nk(t)
)
. Multiplying
by an integrating factor gives
(
Nk(t)(1+ t)
−2Cε
)′
≤ Cε(1+ t)−1−Cε so Nk(t)(1+ t)
−2Cε ≤ C and hence
Nk(t) ≤ C(1 + t)
2Cε and nk(t) ≤ 2Cε(1 + t)
2Cε.
This proves the first part of (14.8). The second part of (14.8) follows from integrating the first and
using the boundary assumption (14.2) as in the proof of (14.3).
15 Energy estimates for Einstein’s equations
Recall the definitions
EN (t) = sup
0≤τ≤t
∑
|I|≤N
∫
Σt
|∂ZIh|2,(15.1)
SN (t) =
∑
|I|≤N
∫ t
0
∫
Στ
γ |∂¯ZIh|2
(1 + |q|)1+2γ
(15.2)
In this section we prove the following theorem.
Theorem 15.1. Assume that g = h +m satisfies both Einstein’s equations and the wave coordinate
condition for 0 ≤ t ≤ T . Suppose also that for some 0 < γ ≤ 1/2 we have the following estimates for
0 ≤ t ≤ T :
50
1. For all multi-indices I, |I| ≤ N/2 + 4
(15.3) |∂ZIh|+ (1 + |q|)−1|ZIh|+ (1 + t)(1 + |q|)−1|∂¯ZIh| ≤ Cε(1 + t)−1/2−γ(1 + |q|)−1/2−γ ,
2. For all multi-indices I, |I| ≤ N
(15.4) |ZIH(s, q, ω)| ≤ Cε(1 + t)−1, for q = 1,
3.
(15.5) |∂H|T U + (1 + |q|)
−1|H|T U + (1 + |q|)
−1|ZH|LL ≤ Cε(1 + t)
−1,
4. For all multi-indices I, |I| ≤ N/2 + 2
(15.6) |∂ZIh|+ (1 + |q|)−1|ZIh| ≤ Cε(1 + t)−1+Cε,
5.
(15.7) EN (0) ≤ ε
2.
Then there are positive constants Ck independent of T such that if ε ≤ C
−2
k we have the energy estimate
(15.8) Ek(t) + Sk(t) ≤ 16ε
2(1 + t)Ckε,
for 0 ≤ t ≤ T and for all k ≤ N .
Remark 15.2. Once again we recall that our estimates hold simultaneously for the tensors h and
H = −h+O(h2). We shall freely interchange h and H in the proof below.
Proof. Recall that the components of the tensor hµν = gµν −mµν satisfy the following wave equations:
gαβ∂α∂βhµν = Fµν , ,(15.9)
Fµν = P (∂µh, ∂νh) +Qµν(∂h, ∂h) +Gµν(h)(∂h, ∂h).
where
(15.10) P (∂µh, ∂νh) =
1
4
mαα
′
∂µhαα′ m
ββ′∂νhββ′ −
1
2
mαα
′
mββ
′
∂µhαβ ∂νhα′β′
We prove the desired estimate by induction on k. We first establish the estimate
(15.11) E0(t) + S0(t) ≤ 8ε
2(1 + t)C0ε
for some constant C0. After that we shall assume that the statement (15.8) for k ≤ N
′ − 1 and prove
the corresponding statement for k ≤ N ′ with some constant CN ′ . We shall base our argument on
the energy estimate (11.3) for the solution of the wave equation ˜gφ = F proved in Proposition 11.1.
Observe that the conditions of our Proposition on the tensor h = g − m imply the assumptions of
Proposition 11.1 for the metric g.
(15.12)
∫
Σt
|∂φ|2 +
∫ t
0
∫
Στ
γ |∂¯φ|2
(1 + |q|)1+2γ
≤ 8
∫
Σ0
|∂φ|2 + Cε
∫ t
0
∫
Σt
|∂φ|2
1 + t
+ 16
∫ t
0
∫
Σt
|F | |∂φ|
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15.1 The case of N ′ = 0.
In this section we prove the basic energy estimate for a solution of the equation (15.9).
˜ghµν = Fµν := P (∂µh, ∂νh) +Qµν(∂h, ∂h) +Gµν(h)(∂h, ∂h).
Recall that according to (13.10) of Lemma 13.3 we have a pointwise bound
|F | . |∂h|2T U + |∂¯h||∂h| + h|∂h|
2
Using the assumptions of the proposition we infer that
(15.13) |F | . ε
|∂h|
1 + t
Therefore, the energy estimate (15.12) with φ = hµν implies that
(15.14)
∫
Σt
|∂h|2 +
∫ t
0
∫
Στ
γ |∂¯h|2
(1 + |q|)1+2γ
≤ 8
∫
Σ0
|∂h|2 + C0ε
∫ t
0
∫
Σt
|∂h|2
1 + t
.
Using the smallness assumption on the initial data and the Gronwall inequality this, in turn, leads to
the desired estimate (15.11).
E0(t) + S0(t) ≤ 8ε
2(1 + t)C0ε
15.2 The case of N ′ = 1.
To facilitate the exposition we first consider the case N ′ = 1. We start by noting that according to
(7.18) of Corollary 7.6 we have that
˜gZhµν = ZˆFµν +Dµν ,
where the term Dµν = ˜gZhµν − Zˆ˜ghµν satisfies the estimate
|D| .
( |ZH|+ |H|
1 + t
+
|ZH|LL + |H|LT
1 + |q|
) ∑
|I|≤1
|∂ZIh|
Recall that the tensor Hαβ = −hαβ + O(h2). Thus using the assumptions on h of the proposition we
derive that
|D| . ε
∑
|I|≤1
|∂ZIh|
1 + t
On the other hand, inequality (13.11) gives the estimate
|ZF | ≤
(
|∂h|T U + |∂h|+ |h| |∂h|
)
(|∂Zh|+ |∂h|) +C|∂h| |∂Zh|+ C|∂h|2 |Zh|
Using the assumptions of the proposition we conclude that
|ZˆF | = |(Z + cZ)F | . ε
∑
|I|≤1
|∂ZIh|
1 + t
+ ε
|∂¯Zh|
(1 + t)
1
2 (1 + |q|)
1
2
+γ
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Now using the energy estimate (15.12) with φ = Zhµν and F = ZˆFµν +Dµν we obtain∫
Σt
|∂Zh|2 +
∫ t
0
∫
Στ
γ |∂¯Zh|2
(1 + |q|)1+2γ
≤ 8
∫
Σ0
|∂Zh|2 + Cε
∑
|I|≤1
∫ t
0
∫
Σt
|∂ZIh|2
1 + t
+ Cε
∫ t
0
∫
Σt
|∂¯Zh| |∂Zh|
t
1
2 (1 + |q|)
1
2
+γ
≤ 8
∫
Σ0
|∂Zh|2 + Cε
∑
|I|≤1
∫ t
0
∫
Σt
|∂ZIh|2
1 + t
+ Cε
∫ t
0
∫
Σt
|∂¯ZIh|2
(1 + |q|)1+2γ
,
where we used the Cauchy-Schwarz inequality to pass to the last line. Combining this with the energy
inequality (15.14) we infer that if Cε ≤ γ/2 then
(15.15)
∑
|I|≤1
∫
Σt
|∂ZIh|2 +
∑
|I|≤1
∫ t
0
∫
Στ
γ |∂¯ZIh|2
(1 + |q|)1+2γ
≤ 16
∑
|I|≤1
∫
Σ0
|∂ZIh|2 + C1ε
∑
|I|≤1
∫ t
0
∫
Σt
|∂ZIh|2
1 + t
The desired estimate
E1(t) + S1(t) ≤ 16ε
2(1 + t)C1ε
now follows from the Gronwall inequality and the smallness assumption on the initial data.
15.3 The case of N ′ > 1.
In what follows we assume that we have already shown that
(15.16) EN ′−1(t) + SN ′−1(t) ≤ 16ε
2(1 + t)CN′−1ε,
and prove that there exists a constant CN ′ such that
(15.17) EN ′(t) + SN ′(t) ≤ 16ε
2(1 + t)CN′ ε,
We start this section by writing the wave equation for the quantity ZIhµν with |I| = N
′
˜gZ
Ihµν = Zˆ
IFµν +D
I
µν ,
where
DIµν = ˜gZ
Ihµν − Zˆ
I˜ghµν
We apply the energy estimate (15.12) with the functions φ = ZIhµν and F = Zˆ
IFµν +D
I
µν
(15.18)∫
Σt
|∂ZIh|2+
∫ t
0
∫
Στ
γ |∂¯ZIh|2
(1 + |q|)1+2γ
≤ 8
∫
Σ0
|∂ZIh|2+Cε
∫ t
0
∫
Σt
|∂ZIh|2
1 + t
+16
∫ t
0
∫
Σt
(
|ZˆIF |+|DI |
)
|∂ZIh|
Note that we can estimate
(15.19)∫ t
0
∫ (
|ZˆIF |+ |DI |
)
|∂ZIh| dx dt .
∫ t
0
ε
1 + t
|∂ZIh|2 dx dt+
∫ t
0
∫
ε−1(1 + t)
(
|ZˆIF |2 + |DI |2
)
dx dt
Here the first term is of the type that appears already in the energy estimate (15.18). Thus it remains
to handle the second term.
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According to (7.21) of Corollary 7.6 we have that
DI =
|I|∑
k=0
DIk,(15.20)
DIk = D
I1
k +D
I2
k +D
I3
k +D
I4
k ,(15.21)
|DI1k | .
∑
|K|=k
∑
|J |+(|K|−1)+≤|I|
|ZJH|
1 + t+ |q|
|∂ZKh|,(15.22)
|DI2k | .
∑
|K|=k
∑
|J |+(|K|−1)+≤|I|
|ZJH|LL
1 + |q|
|∂ZKh|,(15.23)
|DI3k | .
∑
|K|=k
∑
|J |+(|K|−1)+≤|I|−1
|ZJH|LT
1 + |q|
|∂ZKh|,(15.24)
|DI4k | .
∑
|K|=k
∑
|J |+(|K|−1)+≤|I|−2
|ZJH|
1 + |q|
|∂ZKh|,(15.25)
The estimates for DIk with k ≤ N/2. We must now estimate
(15.26)
∫ t
0
∫
ε−1(1 + t)|DIk|
2 dx dt
Since k = |K| ≤ N/2 in (15.22)-(15.25) it follows from the assumptions in the theorem that we can
estimate
(15.27) ε−1(1 + t)|∂ZKh|2 . min
( ε
(1 + t)1−Cε
,
ε
(1 + |q|)1+2γ
)
and it thus suffices to estimate∫ t
0
∫
ε−1(1 + t)|DI1k |
2 dx dt .
∑
|J |≤|I|
∫ t
0
∫
ε
(1 + |q|)1+2γ
|ZJH|2
(1 + t+ |q|)2
dx dt,(15.28)
∫ t
0
∫
ε−1(1 + t)
(
|DI3k |
2 + |DI4k |
2) dx dt .
∑
|J |≤|I|−1
∫ t
0
∫
ε
(1 + t)1−Cε
|ZJH|2
(1 + |q|)2
dx dt,(15.29)
∫ t
0
∫
ε−1(1 + t)|DI2k |
2 dx dt .
∑
|J |≤|I|
∫ t
0
∫
min
( ε
(1 + t)1−Cε
,
ε
(1 + |q|)1+2γ
) |ZJH|2LL
(1 + |q|)2
dx dt,(15.30)
Lemma 15.3. Let f be a smooth function satisfying the condition
(15.31) |f | . ε(1 + t)−1, for q = 1
Then
(15.32)
∫ t
0
∫
ε
(1 + |q|)1+2γ
|f |2
(1 + t+ |q|)2
dx dt .
∫ t
0
ε
(1 + t)1+2γ
∫
|∂f |2 dx dt+ ε3
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and
(15.33)
∫ t
0
∫
ε
(1 + t)1−Cε
|f |2
(1 + |q|)2
dx dt .
∫ t
0
ε
(1 + t)1−Cε
(
ε2 +
∫
|∂f |2 dx
)
dt
Furthermore,∫ t
0
∫
min
( ε
(1 + t)1−Cε
,
ε
(1 + |q|)1+2γ
) |f |2
(1 + |q|)2
dx dt .
∫ t
0
∫
ε|∂rf |
2
(1 + |q|)1+2γ
dxdt
+ ε2
∫ t
0
ε
(1 + t)1−Cε
dt(15.34)
Proof. We shall repeatedly use the Poincare´ inequality (9.1) of Lemma 9.1
(15.35)
∫
Σt
|f(x)|2 dx
(1 + |q|)2+2σ
.
∫
S(t+1)
|f |2 dS +
∫
Σt
|∂rf(x)|
2 dx
(1 + |q|)2σ
which holds for any value of σ > −1/2, σ 6= 1/2. In particular, using (15.31), we obtain that
(15.36)
∫
Σt
|f |2 dx
(1 + |q|)2+2σ
. ε2 +
∫
Σt
|f |2 dx
(1 + |q|)2σ
The estimates (15.32) and (15.33) now follow from (15.36) with σ = 0.
We now note the following generalization of (15.35)
(15.37)
∫
Σt
min
( ε
(1 + t)1−Cε
,
ε
(1 + |q|)1+2γ
) |f(x)|2 dx
(1 + |q|)2
.
ε
(1 + t)1−Cε
∫
S(t+1)
|f |2 dS + ε
∫
Σt
|∂rf(x)|
2 dx
(1 + |q|)1+2γ
The proof of (15.37) can be reduced to (15.35) by subtracting a term which picks up the boundary
value. We define
(15.38) f˜ = f − f , where f(r, ω) = f
(
(t+ 1), ω
)
χ(r/t)
and χ(s) = 1, when 3/4 ≤ s ≤ 3/2 and χ(s) = 0 when s ≤ 1/2 or s ≥ 2. Then
∫
Σt
min
( ε
(1 + t)1−Cε
,
ε
(1 + |q|)1+2γ
) |f(x)|2 dx
(1 + |q|)2
. ε
∫
Σt
|f˜(x)|2 dx
(1 + |q|)3+2γ
+
ε
(1 + t)1−Cε
∫
Σt
|f¯(x)|2 dx
(1 + |q|)2
(15.39)
We now apply (15.35) to the function f˜ , which vanishes at r = t+ 1, and observe that
(15.40)
∫
Σt
|∂rf(x)|
2 dx
(1 + |q|)1+2γ
.
∫
f
(
(t+ 1), ω
)2
dω .
1
(1 + t)2
∫
St+1
|f |2 dS
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On the other hand,
(15.41)
ε
(1 + t)1−Cε
∫
Σt
|f(x)|2 dx
(1 + |q|)2
.
ε
(1 + t)1−Cε
∫
St+1
|f |2 dS
which proves (15.37).
Using the lemma above with f = ZJH, together with (15.28), (15.29) and the assumption that
EN ′−1 ≤ 16(1 + t)
CN′−1ε we see that we can estimate∫ t
0
∫
ε−1(1 + t)
(
|DI1k |
2 + |DI3k |
2 + |DI4k |
2) dx dt .
∫ t
0
ε
(1 + t)1+2γ
EN ′(t) dt + ε
2
∫ t
0
ε
(1 + t)1−Cε
dt
. εEN ′(t) + ε
2
∫ t
0
ε
(1 + t)1−Cε
dt
for all ≤ N/2.
It thus remains the term (15.30) containing DI2k . We shall use the version of the Poincare´ inequality
(15.34) to create the term ∂q(Z
JH)LL, which can be then converted to a tangential derivative of Z
JH
via the wave coordinate condition. However, in order to implement this strategy we modify the term
ZJHLL according to Lemma 12.2. We recall the notation
(15.42) HJµν = Z
JHµν +
∑
|J ′|<|J |
c J γJ ′ µZ
JHγν
If |J | ≤ N ′ then the lower order terms in the right hand side of (15.42) may be estimated using (15.29)
and (15.33) as before. According to Lemma 12.2 and the pointwise estimates in (15.6) and (15.4)
(15.43) |∂rH
J
LL| .
∑
|J ′|≤|J |
|∂¯ZJ
′
H|+
∑
|J1|+..+|Jm|≤|J |, m≥2
|ZJmH| · · · |ZJ2H| |∂ZJ1H|
.
∑
|J ′|≤|J |
|∂¯ZJ
′
H|+
∑
|J1|+|J2|≤|J |
|ZJ1H| |∂ZJ2H|
.
∑
|J ′|≤|J |
|∂¯ZJ
′
H|+
ε(1 + |q|)1/2−γ
(1 + t)1/2+γ
|∂ZJ
′
H|+
ε|ZJ
′
H|
(1 + t)1/2+γ(1 + |q|)1/2+γ
Hence
(15.44)∫ t
0
∫
ε|∂rH
J
LL|
2
(1 + |q|)1+2γ
dxdt .
∑
|J ′|≤|J |
∫ t
0
∫ ( ε|∂ZJ ′H|2
(1 + |q|)1+2γ
+
ε|∂ZJ
′
H|2
(1 + t)1+2γ
+
ε|ZJ
′
H|2
(1 + t)1+2γ(1 + |q|)2
)
dxdt
If we use (15.33) with Cε in the exponent replaced by 2γ we see that the last term can be estimated
by the second term from the right plus a term from the boundary:
(15.45)
∫ t
0
∫
ε|∂rH
J
LL|
2
(1 + |q|)1+2γ
dxdt .
∑
|J ′|≤|J |
∫ t
0
∫ ( ε|∂ZJ ′H|2
(1 + |q|)1+2γ
+
ε|∂ZJ
′
H|2
(1 + t)1+2γ
+
ε
(1 + t)1+2γ
ε2
)
dxdt
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As we argued, when estimating (15.30) we can replace |ZJH|LL by the left hand side of (15.42). After
that we use the version of the Poincare inequality (15.34) applied to HJLL and this together with (15.45)
gives
(15.46)
∫ t
0
∫
ε−1(1 + t)|DI2k |
2 dxdt . εSN ′(t) + εEN ′(t) + ε
2
∫ t
0
ε
(1 + t)1−Cε
dt
Summarizing, we have proven that
(15.47)
∫ t
0
∫
ε−1(1 + t)|DIk|
2 dxdt . εSN ′(t) + εEN ′(t) + ε
2
∫ t
0
ε
(1 + t)1−Cε
dt, k ≤ N/2
This concludes the estimates in the case k ≤ N/2.
The commutator in case k ≥ N/2. We isolate the case when |K| = N ′ = |I|. We can estimate
its contribution to the DIN ′ by the following expression:
|DIN ′ | .
∑
|K|=|I|
( |H|+ |ZH|
1 + t+ |q|
+
|ZH|LL + |H|LT
1 + |q|
)
|∂ZKh| . ε
∑
|K|=|I|
|∂ZKh|
1 + t
,
where to pass to the last line we used pointwise estimates from (15.5), (15.3), and (15.4). In the case
when N/2 ≤ k < |I| we estimate the contribution of the corresponding term in DIk, with the help of
(15.6) as follows:
|DIk| .
∑
|K|<|I|
∑
|J |≤N/2
|ZH|
1 + |q|
|∂ZKh| . ε
∑
|K|<|I|
|∂ZKh|
(1 + τ)1−Cε
Therefore,
(15.48)
∫ t
0
∫
Στ
ε−1(1 + t)|DIk|
2 dxdt . ε
∫ t
0
∫ ∑
|K|<|I|
|∂ZKh|2
(1 + τ)1−2Cε
+
∑
|K|=|I|
|∂ZKh|2
1 + τ
dxdt
Using the inductive assumption (15.16) we can therefore estimate
(15.49)
∫ t
0
∫
Στ
ε−1(1 + t)|DIk|
2 dxdt . ε
∫ t
0
EN ′(τ)
1 + τ
dt+ ε2
∫ t
0
ε dt
(1 + τ)1−2Cε
, N/2 ≤ k ≤ N ′
The inhomogeneous term. By (13.12)
(15.50) |ZˆIF | .
∑
|J |+|K|≤|I|
(
|∂ZJh|T U |∂Z
Kh|T U + |∂¯Z
Jh| |∂ZKh|
)
+
∑
|J |+|K|≤|I|−1
|∂ZJh|LT |∂Z
Kh|
+
∑
|J |+|K|≤|I|−2
|∂ZJh| |∂ZKh|+
∑
|J1|+...+|Jm|≤|I|,m≥3
|ZJmh|· · · |ZJ3h| |∂ZJ2h||∂ZJ1h|
The highest order terms with one of |J |, |K| or |Ii| equal to N = |I| are bounded by
(15.51)
(
|∂h|T U + |∂¯h|+ |h||∂h|
) ∑
|I|=N
|∂ZIh|+ |∂h|2
∑
|I|=N
|ZIh|+ |∂h|
∑
|I|=N
|∂¯ZIh|
≤
ε
1 + t
∑
|I|=N
|∂ZIh|+
ε2
(1 + t)1+2γ(1 + q)1+2γ
∑
|I|=N
|ZIh|+
ε
(1 + t)1/2+γ(1 + q)1/2+γ
∑
|I|=N
|∂¯ZIh|
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The remaining lower order terms are of the form
(15.52)
∑
|K|<N, |J |≤N/2
|∂ZJh| |∂ZKh|+
∑
|K|<N, |J |, |L|≤N/2
|∂ZJh| |∂ZLh| |ZKh|
≤
ε
(1 + t)1−Cε
∑
|K|<N
|∂ZKh|+
ε2
(1 + t)1+2γ(1 + q)1+2γ
∑
|I|<N
|ZIh|.
It therefore follows that
(15.53)∫ t
0
∫
Στ
ε−1(1 + t)|ZˆIF |2 dxdt .
∑
|K|≤|I|
ε
∫ t
0
∫
|∂ZKh|2
1 + τ
+
|∂ZKh|2
(1 + |q|)1+2γ
+
|ZKh|2
(1 + t)1+2γ(1 + |q|)2
dxdt
+
∫ t
0
ε dt
(1 + τ)1−2Cε
∑
|I|<N
|∂ZIh|2 dxdt
.
∑
|K|≤|I|
ε
∫ t
0
∫
|∂ZKh|2
1 + τ
+
|∂ZKh|2
(1 + |q|)1+2γ
+
ε2
(1 + t)1+2γ
dxdt+
∫ t
0
ε dt
(1 + τ)1−2Cε
∑
|I|<N
|∂ZIh|2 dxdt
Here, to estimate the last term in the first row we used (15.33) with −Cε in the exponent replaced by
2γ, which produced a term similar to the first term of the first line plus a boundary term. Using the
inductive assumption (15.16) we thus obtain
(15.54)
∫ t
0
∫
Στ
ε−1(1 + t)|ZˆIF |2 dxdt . ε
∫ t
0
EN ′(τ) dτ
1 + τ
+ εSN ′(t) + ε
2
∫ t
0
ε dτ
(1 + τ)1−Cε
The conclusion of the proof in case N ′ > 1 The inequalities (15.18)-(15.19) and (15.47),
(15.49) and (15.54) imply that for some constant C:
(15.55) EN ′(t) + SN ′(t) ≤ 8EN ′(0) + Cε
(
EN ′(t) + SN ′(t)
)
+ Cε
∫ t
0
EN ′(τ) dτ
1 + τ
+ Cε2
∫ t
0
ε dτ
(1 + τ)1−Cε
If we now choose ε so small that Cε ≤ 1/9 we can move the second term on the right to the left and
multiply by 9/8 to obtain for some new constants
(15.56) EN ′(t) + SN ′(t) ≤ 9EN ′(0) + Cε
∫ t
0
EN ′(τ) dτ
1 + τ
+ Cε2
∫ t
0
ε dτ
(1 + τ)1−Cε
This can now be integrated using a Gro¨nwall type of argument. If G(t) denotes the right hand side
then we have
G ′(t) ≤
Cε
1 + t
G(t) +
Cε3
(1 + t)1−Cε
Multiplying with the integrating factor we get
d
dt
(
G(t)(1 + t)−Cε
)
≤
Cε3
1 + t
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and hence if integrate and use that Cε ln (1 + t) ≤ (1 + t)Cε, for t ≥ 0 (as is seen by differentiating
both sides), and use that by assumption (15.7) G(0) ≤ 9ε2, we obtain
G(t) ≤ G(0)(1 + t)Cε +Cε3 ln (1 + t)(1 + t)Cε ≤ 9ε2(1 + t)Cε + ε2(1 + t)2Cε ≤ 10ε2(1 + t)2Cε
Hence we have proven that
EN ′(t) + SN ′(t) ≤ 10ε
2(1 + t)2Cε
This concludes the induction and the proof of the theorem.
16 Geodesic completeness
Having constructed a solution metric g = m+ h of the Einstein equations we need to verify that the
resulting space-time (R4, g) is causally geodesically complete. Let
X(τ) = (x0(τ), x(τ)) = (t(τ), x(τ) = (t(τ), rω(τ))
be a causal geodesic parameterized by the affine parameter τ . Such geodesics satisfy the equations
X¨α(τ) + Γαβγ(X(τ))X˙
βX˙γ = 0,(16.1)
X(0) = Y, X˙(0) = ξ
where Y is the point of the origin of the geodesic X(τ) and ξ is the initial velocity satisfying the
condition
(16.2) gαβ(Y )ξ
αξβ = −A2 ≤ 0
for some constant A. Condition (16.2) is preserved in time, i.e.,
(16.3) gαβ(X(τ))X˙
αX˙β = −A2
In the following lemma we show that a vector η causal with respect to the metric g is ”almost” causal
with respect to the Minkowski metric m.
Lemma 16.1. Let η be a causal 4-vector, i.e,
(16.4) gαβη
αηβ ≤ −A2 ≤ 0
for some non-negative constant A. Then
(16.5) A+ |ηi| ≤ 2|η0|, ∀i = 1, .., 3
Proof. Expanding g = m+ h we obtain from (16.4) that
−|η0|2 +
3∑
i=1
|ηi|2 ≤ |h| · (|η0|2 +
3∑
i=1
|ηi|2)
and the desired estimate follows provided that |h| ≤ 1/4.
We choose a future oriented initial velocity ξ, i.e., x˙0(0) > 0.
Proposition 16.2. Assume that h = g −m satisfies the estimates14
|h||∂h| + |∂h|TU + |∂¯h|LL . εt
−1,
|∂h(t, x)| . εt−1, for |x| ≤ t/2
Let X(τ) is a future inextendible causal geodesic. Then the values of the affine parameter τ span the
interval [0,∞).
Proof. We start by considering a time-like geodesic X(τ). Reparameterizing, if necessary, we can
assume that the constant A = 1 in (16.3). Then equation (16.3) and inequality (16.5) with A = 1
imply that for all τ ≥ 0.
(16.6) x˙0(τ) ≥
1
2
+ |x˙(τ)|
We removed the absolute value from x˙0(τ), since x˙0(0) > 0. This is the only part of the argument,
which uses the fact that X(τ) is a time-like geodesic. The case of a null geodesic will require an
additional argument.
Assume that X(τ) is a time-like geodesic of finite length τ∗. We first observe that
lim
τ→τ∗
|X(τ)| =∞
which means that X(τ) escapes to infinity15 in finite proper time τ∗. This easily follows from the stan-
dard ODE theory. The inequality (16.6) implies that x˙0(τ) controls X˙(τ). Thus to obtain contradiction
it suffices to show that
lim
τ→τ∗
x0(τ) <∞
Throughout this section we will use consistently use the notation x0 = t. We recall that
Γαβγ = g
ασ(∂βhγσ + ∂γhβσ − ∂σhβγ)
Thus, expanding the metric g = m+ h,
x¨0 − (2∂βh0γ − ∂0hβγ)x˙
β x˙γ = h · ∂h · |X˙|2
We further observe that
(16.7) ∂βh0γ x˙
βx˙γ =
d
dτ
(
h0γ x˙
γ)− h0γ x¨
γ
We now additionally recall that ∂qhLL is the only derivative of h that does not have the decay rate of
at least (x0)−1. Thus
∂0hβγX˙
βX˙γ = ∂qhβγX˙
βX˙γ + εO(t−1)|X˙ |2 = ∂qhLL|X˙
L|2 + εO((x0)−1)|X˙ |2
14These assumptions are consistent with the decay estimates for h proved in Theorem 14.1.
15viewed from the point of view of the global system of wave coordinates on R4.
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The expression
X˙L = X˙αLα = −x˙
0 +
xi
|x|
x˙i = −
d
dτ
(t− r) = −q˙
Moreover,
∂qhLL = 4∂qh00 + εO((x
0)−1)
Furthermore, introduce ζ(x0/r) a cut-off function of the set r ≥ x0/2. Then
∂qh00 = (1− ζ)∂qh00 + ζ∂qh00 = εO(t
−1) + ∂q(ζh00)− (∂qζ(x
0/r))h00
We compute
∂qζ(x
0/r) = (r−1 + x0r−2)ζ ′(x0/r) . (x0)−1
since r ≥ x0/2 on the support of ζ ′(x0/r). Thus ∂qh00 can be replaced by ∂q(ζh00) at the expense of
a term of order εO((x0)−1). Therefore,
∂qhLL|X˙
L|2 = 4∂qh00|q˙|
2 = 4∂q(ζh00)|q˙|
2 + εO((x0)−1)|q˙|2
= 4
d
dτ
(
ζh00 q˙
)
− 4ζh00q¨ − 4∂L(ζh00)X˙
LX˙L − 4∂Ω(ζh00)X˙
ωX˙L + εO((x0)−1)
Here,
h(X(τ)) = h(q((τ), v(τ), ω(τ))
where q = x0 − r, v = x0 + r, and ω = x
i
r . The advantage is that ∂Ωh00, ∂Lh00 already decay faster
than (x0)−1 and ∂Ωζ(x
0/r) = 0, while |∂Lζ(x
0/r)| . (x0)−1. Thus
∂qhLL|X˙
L|2 =
d
dτ
(
ζh00q˙
)
− ζh00q¨ + εO((x
0)−1)
It remains to analyze the term
(16.8) q¨ =
d
dτ
(x˙0 −
xi
r
x˙i) = x¨0 − x¨i
xi
r
+ r−1(|x˙|2 − r−2|x · x˙|2)
From the geodesic equation (16.1) we can estimate
|x¨α| ≤ |∂h||X˙ |2
Additionally, since on the support of ζ(x0/r), r ≥ x0/2, we have that the last term in (16.8) multiplied
by ζh00 contributes at most
16 ε(x0)−1. Thus combining everything together we have
d
dτ
(
x˙0 − 2h0γ x˙
γ + ζh00 q˙
)
= O(ε(x0)−1)|X˙ |2
We integrate this identity between proper times 0 < τ . Observe that |X˙ | ≤ |x˙0| and that
(x0)−1|x˙0| =
d
dτ
lnx0
16This is the reason for introducing the cut-off function ζ.
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Thus
x˙0(τ) . x˙0(0) + (2h0γ x˙
γ − ζh00q˙)|
τ
0 + ε
∫ τ
0
d
dτ
lnx0x˙0 dτ ′
It follows that
x˙0(τ) .
( |x0(τ)|
|x0(0)|
)ε
x˙0(0)
Integrating one more time and assuming that x0(0) = t(0) = 1 we obtain that
(x0(τ))1−ε . 1 + x˙0(0)τ
From this we conclude that the time x0 = t remains finite with τ . This concludes the proof for time-like
geodesics.
We now address the issue of null geodesics X(τ),
gαβX˙αX˙β = 0
Examining the proof above leads to the conclusion that is suffices to establish that the condition
x˙0(τ) > 0 is preserved in time.
Lemma 16.3. For a future oriented inextendible null geodesic X(τ) defined on the interval [0, τ∗) we
have x˙0(τ) > 0 for all τ ∈ [0, τ∗).
Proof. Let τ0 < τ∗ be the first time when x˙
0(τ0) = 0. Fix a sufficiently small small constant c. Then
there exists a small interval of size δ such that
0 ≤ x˙0(τ) ≤ c, ∀τ ∈ [τ0 − δ, τ0]
and
(16.9) x˙0(τ0 − δ) = c
We observe that (16.5) with A = 0 implies that |X˙(τ)| ≤ 2|x˙0(τ)| and therefore,
|X˙(τ)| ≤ 2c, ∀τ ∈ [τ0 − δ, τ0]
Integrating the geodesic equation (16.1) we obtain
|x˙0(τ0)− x˙
0(τ0 − δ)| ≤
∫ τ0
τ0−δ
|Γ||X˙ |2 ≤ εc2δ
Thus, using (16.9),
x˙0(τ0) ≥ c− εc
2δ > 0
Contradiction.
This completes the proof of Proposition 16.2.
We have shown that all future inextendible causal geodesics X(τ) exist for all values of the affine
parameter τ ∈ [0,∞). This means that the constructed space-time is future causally geodesically
complete. Next we establish that all future oriented causal geodesics escape to infinity.
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Proposition 16.4. Let X(τ) be a future oriented causal geodesic. Then
(16.10) lim
τ→∞
|X(τ)| =∞
Proof. The inequality (16.6) immediately gives the desired result for time-like geodesics. Recall that
by Lemma 16.3 we have that x˙0(τ) > 0 and thus x0(τ) is monotonically increasing in τ . We now argue
by contradiction. Assume that for all τ ≥ 0
|X(τ)| ≤ C
for some potentially large constant C. Then there exists a time t0 such that
t0 = lim
τ→∞
x0(τ)
Set τ0 be the value of the proper time τ for which t(τ0) = t0− δ for some small constant δ. Integrating
the geodesic equation we obtain that for τ ≥ τ0
(16.11) x˙0(τ) = x˙0(τ0) +
∫ τ
τ0
|Γ||x˙0|2 dτ ′ ≤ x˙0(τ0) + ε
∫ t
t0−δ
x˙0 dt′ ≤ x˙0(τ0) + εδ sup
τ0≤τ ′≤τ
x˙0(τ)
Thus for any τ ≥ τ0
(16.12) x˙0(τ) ≤ 2x˙0(τ0)
Choosing a sequence of times τ0 → ∞ such that x˙
0(τ0) → 0 (such a sequence must exist, otherwise
x0(τ)→∞) we infer from (16.12) that
x˙0(τ)→ 0
as τ →∞. We can then choose small constant c, δ such that t(τ0) = t0 − δ and
x˙0(τ0) = c, x˙
0(τ) ≤ c
for all τ ≥ τ0. Returning to (16.11) we see that
|x˙0(τ)− c| ≤ εδc
Thus
x˙0(τ) ≥
c
2
for all τ ≥ τ0 and we obtained contradiction.
References
[A1] S. Alinhac Rank 2 singular solutions for quasilinear wave equations. Internat. Math. Res.
Notices (2000), no. 18, 955–984.
[A2] S. Alinhac The null condition for quasilinear wave equations in two dimensions I . Invent. Math
145 (2001), 597–618
63
[A3] S. Alinhac An example of blowup at infinity for a quasilinear wave equation. Asterisque 284
(2003), 1-91
[CB1] Y. Choquet-Bruhat Theoreme d’existence pour certains systemes d’equations aux derivees par-
tielles nonlineaires. Acta Math. 88 (1952), 141-225.
[CB2] Y. Choquet-Bruhat Un theoreme d’instabilite pour certaines equations hyperboliques non lin-
eaires. C. R. Acad. Sci. Paris Sr. A-B 276 (1973), A281–A284.
[CB3] Y. Choquet-Bruhat The null condition and asymptotic expansions for the Einstein’s equations.
Ann. Phys. (Leipzig) 9 (2000), 258-266.
[CB-G] Y. Choquet-Bruhat and R. P. Geroch Global aspects of the Cauchy problem in General Rela-
tivity. CMP 14 (1969), 329-335.
[C1] D. Christodoulou Global solutions of nonlinear hyperbolic equations for small initial data.
Comm. Pure Appl. Math. 39 (1986) 267-282.
[C2] D. Christodoulou The Global Initial Value Problem in General Relativity. The Ninth Marcel
Grossmann Meeting (Rome 2000), V.G. Gurzadyan, R.T.Jansen, editors, R.Ruffini, editor and
series editor, World Scientific (2002) 44-54.
[C-K] D.Christodoulou and S. Klainerman. The Global Nonlinear Stability of the Minkowski Space.
Princeton Mathematical Series, 41. Princeton University Press, 1993
[C-D] P. T. Chrus´ciel and E. Delay Existence of non-trivial, vacuum, asymptotically simple spacetimes.
Classical Quantum Gravity 19 (2002), no. 9, L71–L79.
[Co] J. Corvino Scalar curvature deformation and a gluing construction for the Einstein constraint
equations. Comm. Math. Phys. 214 (2000), no. 1, 137–189
[Fo] V. Fock The theory of space, time and gravitation. The Macmillan Co., New York (1964)
[Fr] H. Friedrich On the existence of n-geodesically complete or future complete solutions of Einstein’s
field equations with smooth asymptotic structure. Comm. Math. Phys. 107 (1986), no. 4, 587–
609.
[H-E] S. Hawking and G. Ellis The large scale structure of space-time, Cambridge University Press
(1973)
[H1] L. Ho¨rmander The lifespan of classical solutions of nonlinear hyperbolic equations. Pseudodiffer-
ential operators (Oberwolfach, 1986), 214–280, Lecture Notes in Math., 1256, Springer, Berlin,
1987.
[H2] L. Ho¨rmander Lectures on Nonlinear hyperbolic differential equations. Springer Verlag (1997)
[H3] L. Ho¨rmander On the fully nonlinear Cauchy probelm with small initial data II . Microlocal
analysis and nonlinear waves (Minneapolis, MN, 1988–1989), 51–81, IMA Vol. Math. Appl., 30,
Springer, New York, 1991.
64
[J1] F. John Blow-up for quasilinear wave equations in three space dimensions . Comm. Pure Appl.
Math. 34 (1981), no. 1, 29–51.
[J2] F. John Blow-up of radial solutions of utt = c
2(ut)∆u in three space dimensions. Mat. Apl.
Comput. 4 (1985), no. 1, 3–18.
[J-K] F. John and S.Klainerman Almost global existence to nonlinear wave equations in three space
dimensions. Comm. Pure Appl. Math 37 (1984) 443-455
[K1] S.KlainermanUniform decay estimates and the Lorentz invariance of the wave equation. Comm.
Pure Appl. Math38 (1985) 321-332
[K2] S. Klainerman The null condition and global existence to nonlinear wave equations. Lectures in
Applied Mathematics 23 (1986) 293–326
[K-N1] S. Klainerman and F. Nicolo, The evolution problem in general relativity, Birkha¨user, 2003
[K-N2] S. Klainerman and F. Nicolo, Peeling properties of asymptotically flat solutions to the Einstein
vacuum equations. to appear in Class. Quant. Gravity
[L1] H. Lindblad. On the lifespan of solutions of nonlinear wave equations with small initial data.
Comm. Pure Appl. Math 43 (1990), 445-472.
[L2] H. Lindblad, Global solutions of nonlinear wave equations. Comm.Pure Appl. Math. 45 (9)
(1992), 1063-1096.
[L-R] H. Lindblad and I. Rodnianski The weak null condition for Einstein’s equations. C. R. Math.
Acad. Sci. Paris 336 (2003), no. 11, 901–906
[S1] W-T. Shu Asymptotic properties of the solutions of linear and nonlinear spin field equations in
Minkowski space. Comm. Math. Phys 140 (1991), no. 3, 449–480.
[S-Y] R. Schoen and S. Yau On the proof of the positive mass conjecture in general relativity. Comm.
Math. Phys. 65 (1979) 45–76.
[Wa] R. Wald General Relativity Chicago Univ. Press, 1984
[Wi] E. Witten A new proof of the positive mass theorem. Comm. Math. Phys. 80 (1981) 381–402.
65
