Abstract-Traditional Associative Classification (AC) algorithms typically search for all possible association rules to find a representative subset of those rules. Since the search space of such rules may grow exponentially as the support threshold decreases, the rules discovery process can be computationally expensive. One effective way to tackle this problem is to directly find a set of high-stakes association rules that potentially builds a highly accurate classifier. This paper introduces AC-CS, an AC algorithm that integrates the clonal selection of the immune system along with deterministic data sampling. Upon picking a representative sample of the original data, it proceeds in an evolutionary fashion to populate only rules that are likely to yield good classification accuracy. Empirical results on several real datasets show that the approach generates dramatically less rules than traditional AC algorithms. In addition, the proposed approach is significantly more efficient than traditional AC algorithms while achieving a competitive accuracy.
I. INTRODUCTION
The Natural Immune System (NIS) is a distributed, multilayered, adaptive, dynamic, and life-long learning system. The Artificial Immune System (AIS) is a computational system inspired by the principles and processes of the NIS. The field of AIS has obtained some degree of success as a branch of computational intelligence since its emergence in the 1990s. There have been several successful applications of AIS in computer security, optimization, anomaly detection, and data mining.
Data mining is the process of discovering patterns from large data sets. One of the branches of data mining is Associative Classification (AC). AC algorithms integrate association rules discovery and classification to build a classifier from a training data for predicting the class of unforeseen test data. AC algorithms typically build a classifier by discovering the full set of Class Association Rules (CARs) from the training dataset and then select a subset to form a classifier. CARs are association rules of the form ⇒ , where is an item-set and is a class. Despite achieving high accuracy compared to other classification approaches such as C4.5 [1] , This work has been partially supported by the following grants: NSF0829916 and NIH-R01-LM010101. The first author is partially supported by Helwan University, Cairo, Egypt. the approach suffers from the overhead of exhaustive search through a large pool of candidate rules. Moreover, the rule discovery process in traditional AC algorithms is not well integrated with the classification process.
Meanwhile, mining algorithms often require multiple passes over the full dataset which can be a performance challenge due to the ever-increasing volume of data. One way to tackle this scalability issue is to use only a sample of the data. However, sampling produces only approximate results. There is usually a trade-off between sampling rate and the desired accuracy. Naturally, the larger the sampling rate, the higher will be the accuracy.
Sampling can potentially make mining huge datasets feasible. Moreover, sampling algorithms may facilitate interactive mining [2] . When the goal is to obtain one or more interesting association rules as quickly as possible, a user might first mine a very small sample. If the results are unsatisfactory, the sample size can be iteratively increased until interesting rules are found. However, sampling may suffer from a couple of shortcomings. First is the presence of missed item-sets which are frequent in the entire dataset but infrequent in the sample. Second, there could be false item-sets which are infrequent in the entire dataset but frequent in the sample. These two issues could affect the accuracy of the sampling process.
The main contribution of this paper is AC-CS, an AC algorithm inspired by the Clonal Selection (CS) mechanism of the NIS. The algorithm employs deterministic data sampling for efficiency as well. Unlike traditional AC algorithms, the algorithm doesn't search for all association rules and then select a subset of them. Rather, AC-CS directly populates high quality rules through an evolutionary process. This evolutionary process follows the clonal selection process of cloning, mutating, and pruning populations of rules based on both their support and confidence measures. The process is repeated until the generated rules cover all the training data.
The rest of the paper is organized as follows. Section II gives a background about the immune system processes and algorithms as well as the associative classification problem. Section III describes the proposed algorithm in detail. Experimental results are reported in Section IV. Section V concludes the paper with some possible future work. I wish you the best of success.
II. BACKGROUND
In this section, a brief description of the immune system principles and processes that computer scientists draw inspiration from when designing AIS algorithms is presented. A brief summary of one of the major AIS algorithms, namely, the clonal selection algorithm, is also presented. In addition, the associative classification approach along with issues of traditional algorithms are discussed. Selected sampling algorithms are briefly discussed as well.
A. The Immune System
The Natural Immune System (NIS) is a complex network of tissues, organs, and chemicals. Its main function is to defend the body against foreign pathogens such as bacteria or viruses. NIS recognizes pathogens via a smaller portion on top of them called antigens. The main organs of the NIS where the immune cells develop, include the lymph system, the thymus, and the bone marrow. The immune system protects the body from infection with layered defenses. Physical barriers (e.g., skin) prevent pathogens from entering the body. If a pathogen breaches these barriers, the innate immune system provides an immediate but non-specific response. In many cases, it is able to successfully defend the body. If the innate immune system fails to handle the attack, then the adaptive immune system takes over. The adaptive response is more specific yet slower, resulting in a more effective response. The adaptive immune system can remember past encounters with antigens such that the next time the antigen appears, a more specific and effective response is deployed (the main idea of vaccination).
The main component of the adaptive immune system is lymphocytes which are blood white cells. Lymphocytes consist of two cell types, namely: B-cells and T-cells. B-cells get produced and develop in the bone marrow. While the T-cells get produced in the bone marrow and then migrate to the thymus to develop.
There are two main types of B-cells, namely: plasma B-cells and memory B-cells. Plasma B-cells are cells that have been exposed to antigens and produce large amounts of antibodies. Antibodies are Y-shaped receptor molecules bound on the surface of a B-cell with the primary role of recognizing and binding, through a complementary match, with an antigen [3] . Memory B-cells, created in response to high affinity match with antigens, live for a very long time and provide faster future response. B-cells require co-stimulation from other immune cells (e.g., helper T-cells) in order to activate. B-cells undergo a process called clonal selection.
AIS is a relatively young field. The first paper by Farmer et al. [4] in the field was published in 1986. However, it was only in the mid-90's that AIS has become a subject area in its own right. There are several works that form the foundation of AIS. Examples of such works include the work by Forrest et al. [5] in 1994 as well as the work by Bersini [6] . There are five major AIS algorithms that have been popular in the literature, namely: negative selection [5] , [7] , clonal selection [8] , [9] , artificial immune networks [10] , [11] , dendritic cells [12] , and danger theory algorithms [13] .
B. The Clonal Selection (CS)
According to Burnet's 1959 clonal selection theory, activation of lymphocytes occurs on binding with a matching antigen [14] . Once activated, clones of the lymphocyte are produced in large numbers with identical receptors of the original lymphocyte that encountered the antigen. Any lymphocytes that bind to self's cells are set to die. During the clonal selection of B-cells, the average antibody affinity increases for the antigen that triggered the process. This phenomenon is called affinity maturation and is responsible for the fact that upon a subsequent exposure to the antigen, the immune response is more effective due to the antibodies having a higher affinity for the antigen. Affinity maturation is facilitated by a somatic hyper mutation and selection mechanisms that occur during the clonal expansion of B-cells. Somatic hyper mutation alters the specificity of antibodies by introducing random changes to them.
Researchers have tried to draw some inspiration from the clonal selection process, in particular, the antigen driven affinity maturation process of B-cells along with the hyper mutation mechanism. In [15] , the authors highlight two features of affinity maturation in B-cells that can be exploited from a computational point. First, the proliferation of B-cells is proportional to the affinity of the antigen that binds it, the higher the affinity, the more clones are produced. Second, the mutations suffered by B-cells are inversely proportional to the affinity of the antigen it binds. Utilizing these two features, De Castro and Von Zuben [8] developed one of the most popular clonal selection inspired algorithms, CLONALG. There are different variations of clonal selection algorithms in the literature. [9] presents a comparative case study of a handful of such algorithms.
C. Sampling
One of the oldest sampling algorithms for rules mining is by Toivnen [16] . The algorithm selects randomly a fixed size sample from the dataset. It finds all maximal and negative border item-sets in the sample. Note that an item-set is maximal if it is frequent but none of its supersets is frequent. An item-set is in the negative border if it is not deemed frequent in the sample but all of its immediate subsets are. Upon checking with the remainder of the dataset (i.e., the dataset minus the sample), if no negative border item-set turns out to be frequent, then the algorithm has succeeded and ends. Otherwise, another pass of the algorithm to eliminate false item-sets is required which can be quite expensive.
To tackle scalability issues of mining entire datsets, Zaki, et al. [17] argue that simple random sampling can reduce the I/O cost and computation time for association rule mining. The survey in [18] gives an overview of random sampling algorithms in databases. In [19] , the authors propose two approaches to sample selection, namely, static sampling and dynamic sampling. With static sampling, a random sample is drawn from the large dataset, and hypothesis testing is used to establish whether it is sufficiently similar to the parent dataset. In dynamic sampling, a decision is made after each sampled element whether to continue sampling or not. If the current sample is considered sufficient for the required level of accuracy, the sampling stops. Similarly, the authors of [20] propose using progressively larger samples as long as the model accuracy improves.
FAST [2] is another sampling algorithm. It proceeds in two phases. In the first phase, a large initial sample of transactions is selected randomly to estimate the support of each item in the dataset. In the second phase, these estimated supports are used to trim outlier transactions or select representative transactions from the initial sample, thereby forming a smaller final sample that potentially more accurately approximates item-set supports. EASE [21] is similar to FAST in that the final sample is obtained by deterministic methods from a larger random sample. EASE, however, uses an -approximation approach to obtain the final sample by a process of repeated halving. The sampling method used in this paper shares some ideas with these algorithms.
D. Associative Classification (AC)
Agrawal, et al. [22] proposed association rules mining for market basket data patterns. Association rules identify correlations among a set of items found in transactions. The input to the association rules mining problem is a set of transactions where each transaction is a set of items. A set of items is also referred to as an item-set. A -item-set is an item-set of size . There are two measures proposed in [22] that quantify the significance of an association rule, namely, support and confidence ratio. Formally, an association rule is an implication ⇒ where and are item-sets in a dataset. The support of the rule is the ratio of the number of transactions containing both and to the total number of transactions. The confidence of the rule is the ratio of the number of transactions that contain to the number of transactions containing . The mining of association rules from a set of transactions is the process of identifying all rules having a pre-specified minimum support and confidence. This involves several phases in processing transactions. Aitem-set is said to be frequent if the ratio of the number of transactions containing all the items of the -item-set to the total number of transactions is greater than or equal to the user specified minimum support. Algorithms for finding frequent item-sets typically require multiple passes over the entire dataset.
There are many algorithms for mining association rules in the literature. Apriori [22] is possibly the well-known and most cited algorithm. It uses a breadth-first search strategy and generates candidate item-sets and tests if they are frequent. The key to its success over older algorithms such as AIS [23] and STEM [24] is the fact that it exploits an important property (commonly referred to as Apriori property or downward closure property). This property is the observation that no superset of an infrequent item-set can be frequent. However, generation of candidate item-sets can be expensive both in space and time. In addition, support counting involves multiple dataset scans which heavily impact performance. Apriori as well as Apriori-inspired algorithms (e.g., [25] ) typically perform well on sparse (i.e., short frequent item-sets) such as the market basket data. However, they perform poorly on dense (i.e., long frequent item-sets) datasets such as census data. This degradation is due to the fact that these algorithms perform as many passes over the database (i.e., high I/O overhead) as the length of the longest frequent pattern [26] .
While many algorithms including Apriori use the traditional horizontal data layout, Eclat [27] is probably the first algorithm to introduce a vertical data layout. Eclat is more efficient for long item sets than for short ones. In this algorithm, data is represented as lists of transaction identifiers (one per item). Support counting is performed by simply intersecting these lists. Compared to Apriori and other algorithms, Eclat often performs better on dense rather than sparse datasets. A variation of the algorithm depicted dEclat can be found in [26] .
FP-Growth [28] allows frequent item-sets discovery without candidate item-set generation and adopts a divide and conquer strategy. It builds a compact data structure (i.e., FP-Tree) using only two passes over the dataset. The algorithm is more efficient as long as the full tree can fit in memory. However, the tree may need substantial memory in some cases. There are some variations of the algorithm such as H-mine [29] .
Liu et al. [30] introduced the Classification Based on Associations (CBAs) algorithm which laid the foundation of the AC approach and other algorithms as well (e.g., CMAR [31] , [32] ). The basic idea is to mine the full set of association rules from a training dataset into Class Association Rules (CARs) in the form of ⇒ where is an itemset (i.e, body of the rule) and is a class (i.e, head of the rule). Rules with high confidence are then selected to form the classifier. During the classification process, all test data that match the rule with the highest confidence are assigned the class of that rule. CMAR generates and evaluates rules in a similar fashion but rather uses a more efficient FPtree structure [31] . One of the key differences is the use of multiple rules in prediction. Empirical results show that CMAR is more accurate than CBA.
AIS data mining applications include classification [33] , [34] , [35] , clustering [3] , and rule induction [36] . Most AISs for classification use an instance-based representation. This includes AIRS [37] , [38] , [39] and CLONALG [8] , [40] . In this representation, the candidate solutions considered by the classification algorithm take the form of a subset of the original data instances, each of them with all of their attribute values [41] . Another type of representation is the rule-based one. This representation is used, for instance, in IFRAIS [36] : an AIS for discovering fuzzy classification rules. In this representation, the candidate solutions considered by the algorithm take the form of IF-THEN classification rules, where each rule typically contains a conjunction of a few attribute values [41] . Both representations have pros and cons. In [41] , the authors argue that it all depends on the nature of the data being mined, the requirements of the application domain, and how important knowledge comprehensibility is to the user.
In [35] the authors propose an algorithm that employs the clonal selection of the immune system to directly find a subset of rules to form the classifier. Empirical results show that the algorithm is particularly efficient when the support threshold is low. In addition, reported accuracy appears to be competitive with a traditional AC algorithm. The approach in this paper is similar to this work.
III. THE AC-CS ALGORITHM
The AC-CS algorithm is inspired by the clonal selection process, in which rules are populated as if they are B-cells that can be cloned, mutated, and pruned as well. Affinity measurements are determined by the confidence of those rules. The objective is to avoid an exhaustive search for all possible rules in an explosive search space as it is the case in traditional AC algorithms.
Prior to describing the algorithm in detail, necessary notations and concepts are defined as follows:
• A class rule can be defined as ⇒ where is an item-set (i.e, body of the rule) and is a class (i.e, head of the rule).
• The support of , ( ), is the ratio of the number of transactions that contain all items in both the head and body of the rule, to the total number of transactions of the data set. This measure helps remove low-stakes rules.
• The confidence of , ( ), is the ratio of the number of transactions that contain the body item-set to the number of transactions that contain both the body and head item-sets of the rule.
• The coverage of , ( ), is the ratio of the number of transactions that are covered by the generated rules to the total number of transactions. The coverage measure has been previously used in [30] to filter the discovered rules. We use the coverage measure as a termination check to the algorithm. Indeed, if the generated rules managed to cover the whole training data set, then there would be no need to proceed further.
• The clonal rate of is dictated by the following equation, borrowed from [35] :
where denotes the number of rules at the current generation, and is a user defined parameter. The clone rate of the rule is proportional to its confidence (i.e., the higher the confidence, the higher will be the clone rate). In [42] , we introduced ML-DS (Multi-Level Deterministic Sampling), a deterministic sampling algorithm that attempts to improve accuracy without sacrificing the running time. ML-DS begins with a large sample deterministically selected from the dataset and then proceeds in levels. First, it divides the Fig. 1 . The AC-CS Algorithm remaining data into disjoint groups of equal size. Each group in turn is recursively divided into smaller disjoint subgroups of equal size. A distance measure is then determined for each subgroup against the original group. Subgroups with minimum distance are retained while others are discarded. The process is repeated until the size of the remaining transactions is equal to a desired sampling threshold. We employ this sampling strategy to pick a good training sample to begin with.
The proposed algorithm AC-CS, depicted in figure 1 , accepts a training sample of transactions and outputs a set of high quality rules that potentially yield a good accuracy classifier. The algorithm starts off by initializing a few data structures namely: the rule populations , the frequent singleton items , and finally the memory pool that contains the high quality rules found throughout the algorithm (line 1). User-defined parameters are initialized in line 2. In lines (3) (4) (5) (6) (7) (8) (9) (10) (11) , rules with only a single item in the head and which have a higher support than the given minSupport are added to . In addition, only items that turn out to be frequent are added to the new set of items . From now on, AC-CS doesn't use the full set of singleton items ℐ. Rather, it uses the refined set . Note that is a subset of ℐ. The algorithm proceeds in generations. In each generation, remaining rules from previous generations are cloned proportional to their confidence (i.e., affinity) which is calculated using the function above (line 16). For each new cloned rule, the items in the body of the rule are extended (i.e., mutated) by adding one more new item (line 19). Only rules with a high support are retained (lines 20-21). Next, the remaining rules go through a pruning phase in which redundant rules are removed. For instance, given two rules 1 : 1 ⇒ and 2 : 2 ⇒ :
Upon pruning all the redundant rules, only remaining rules with a high confidence are added to the memory pool (lines [26] [27] [28] [29] [30] . The process is repeated until either the rules in cover the entire training dataset or the number of generations exceeds the maximum allowed (line 32).
Note that the whole process is repeated for each class in the dataset. Upon completion, all the rules in the memory pool are sorted in decreasing order of confidence. Sorted rules are then applied one by one to a test data and the accuracy is reported accordingly.
IV. EXPERIMENTAL RESULTS
This section demonstrates the potential of the proposed approach using several benchmarks. The experimental setup is first described followed by a discussion of both the capabilities and limitations of the approach.
A. Setup
Experiments are performed on real datasets of different sizes obtained from the UCI Machine Learning Repository [43] . These datasets are shown in table I along with their parameters. A few pre-processing steps were performed on the datasets as follows:
• Continuous data were discretized into intervals using the entropy methods among others with the MLC++ 1 and the LUCS-KDD 2 software tools.
• Any transactions with missing fields were removed. Number of actual instances reflect this fact in table I.
• Data were converted into a vertical layout for efficient support counting.
• A hash table for item transactions was implemented for easy and efficient access.
• Items in the body of rules were implemented as sets. The proposed algorithm AC-CS (with and without sampling) is compared against AC-Apriori, an Apriori based AC algorithm that generates the full set of possible association rules. We use a publicly available implementation of Apriori by Borgelt 3 . This implementation is widely used for academic and commercial purposes. Additionally, the AC-CS is evaluated against the CMAR algorithm as well.
Execution times are reported in milliseconds, seconds, and minutes as appropriate. They include both the time to extract and apply the generated rules. The minimum support ratios used are 0.5%, 0.75%, 1%, 2%, 5%, 10%. A time out of 60 minutes is employed. All experiments were performed on a Windows 7 machine with a processor speed of 2.80GHz and a memory of 3.0GB. 
B. Discussion
In this section, we discuss the performance of the proposed algorithm in terms of accuracy, execution time, and the discovered rules size. We also show how the algorithm compares against AC-Apriori as well as CMAR.
The bar charts in figure 2 illustrate the accuracy of both the AC-Apriori and AC-CS algorithms on several datasets with different support thresholds. Clearly, on both the Iris and the Nursery datasets, AC-CS has a higher accuracy than that of AC-Apriori in every single case. Meanwhile, for the larger dataset Adult, AC-CS's accuracy is approaching and sometimes rivaling that of AC-Apriori. Similarly, the line charts in the same figure show the execution times of the two algorithms. For the Adult and Iris datasets, AC-CS outperforms AC-Apriori in all cases. This is probably due to the significant reduction of rules required as a result of not discovering all possible rules as it is the case with AC-Apriori.
The bar charts in figure 3 illustrate the accuracy of both CMAR and AC-CS algorithms on the same datasets with the same support thresholds. Clearly, on Adult, Iris, as well as Nursery datasets, AC-CS has achieved a competitive accuracy compared to that of CMAR. On the letter dataset, the results are particularly interesting. For high support threshold, CMAR outperforms AC-CS in accuracy. However, for smaller support threshold, the accuracy gets more competitive and actually outperforms CMAR at low support thresholds. The line charts in the same figure show that AC-CS outperforms CMAR on all the datasets in running time. In particular, the CMAR algorithm times out on the letter dataset for smaller than 1% support threshold while AC-CS achieved a high accuracy efficiently.
In general, the accuracy of AC-CS with sampling is very close to that without sampling. However, there is a clear reduction in the running time on all datasets. This indicates that the sampling approach is very effective in producing a good representative sample of the original full dataset. In terms of the number of rules generated, there is a significant reduction in size for the case of AC-CS. The reduction is particularly apparent in the case of the Adult dataset. While the rules used by AC-CS grow slowly with lower minSupport, the rules generated by AC-Apriori and CMAR grow exponentially in some cases. However, when the rules don't differ much like in the case of the dataset Letter, AC-CS loses its efficiency advantage. It is worth mentioning that the AC-CS algorithm appears to be more efficient than the algorithm proposed in [35] as well. AC-CS algorithm is able to integrate the rule discovery along with the rule selection processes, a clear advantage that traditional AC algorithms lack. Moreover, unlike Genetic Algorithms (GA), the employed CS algorithm performs proportionate selection as well as affinity inversely proportional hyper-mutation with no crossover operation [44] . The authors in [8] show that unlike GA, CS algorithm can reach a diverse number of local optimal solutions. The algorithm has two influential parameters, namely, and . The former dictates the rate at which items in rules at a given generation are extended. The later dictates how many generations the evolutionary process may go through. The algorithm ends if the number of generations exceeds this limit or the whole training set has been already covered by the current rules, whichever occurs sooner. We chose a value of 10 for both the , and the since this was shown to be a reasonable choice in terms of both time and accuracy.
V. CONCLUSIONS AND FUTURE WORK In this paper, we have introduced AC-CS, an AC algorithm inspired by the clonal selection algorithm. The algorithm begins by picking a representative sample from the full dataset.
It then begins with a small population of frequent single item rules. These rules then go through a process of cloning, mutating, and pruning for several generations. Only high quality rules are added to the memory pool. These rules are applied in turn to classify a testing dataset. Empirical results show that the approach outperforms traditional AC algorithms in running time and quite competitive in accuracy as well. In addition, our sampling approach significantly improve running time while maintaining high accuracy. Possible future research directions for this work include: drawing more inspiration from the NIS processes; testing different clonal rates of rules; and improving the accuracy while keeping the run time minimal. 
