We show that all Higman-Thompson groups of the form G k,1 (for k ≥ 2) are embedded in one another. This extends the embeddings given by Higman in 1974.
Introduction
Higman [4, Theorem 7.2 and Lemma 7.1] showed that if K = 1 + (k − 1) d for some d ≥ 1, then G K,r ≤ G k,r . In particular, G K,1 ≤ G 2,1 for all K ≥ 2. The literature does not seem to give any other embeddings between the different Higman-Thompson groups. But it is known that all G k,1 are non-isomorphic for different k ( [6] and [4, Theorem 6.4] ).
Here we show that G 2,1 ≤ G k,1 for all k ≥ 2. This, in combination with Higman's embeddings, implies the following: Theorem 1.1 All Higman-Thompson groups G k,1 (for k ≥ 2) are embedded in one another; i.e., for all i, j ≥ 2 : G i,1 ≤ G j,1 .
The proof of the embedding G 2,1 ≤ G k,1 is given in section 2.
The Higman-Thompson groups G k,r (for k ≥ 2, k > r ≥ 1) were introduced by Graham Higman [4] as a generalization of the Thompson group V (= G 2,1 ) [8, 9] . We refer to the literature (in particular [8, 5, 9, 4, 7, 3] ) for some of the remarkable properties of these groups; these groups occur in many subjects (e.g., Pardo used connections with Leavitt path algebras to prove his result [6] ).
To define G k,1 we follow [1] (which is similar to [7] except for terminology). We use the alphabet A k = {a 0 , a 1 , . . . , a k−1 }, for any integer k ≥ 2. Often we just write A instead of A k . The empty string is denoted by ε, and the set of all strings over A is denoted by A * , and the set of all nonempty strings is denoted by A + . For a string x ∈ A * , |x| denotes the length. For a set S ⊆ A * , |S| denotes the cardinality. Concatenation of sets S, T ⊆ A * is denoted by ST or S · T , and defined by ST = {st : s ∈ S, t ∈ T }. For x, p ∈ A * we say that p is a prefix of x iff (∃u ∈ A * ) x = pu; this is denoted by p ≤ pref x. Two strings x, y ∈ A * are called prefix-comparable (denoted by x pref y ) iff x ≤ pref y or y ≤ pref x. A prefix code is any subset P ⊂ A * such that for all p 1 , p 2 ∈ P : p 1 pref p 2 implies p 1 = p 2 . A right ideal of A * is any subset R ⊆ A * such that R = R · A * . A subset C ⊆ R generates R as a right ideal iff R = C · A * . It is easy to prove that every finitely generated right ideal is generated by a unique finite prefix code, and this prefix code is the minimum generating set of the right ideal (with respect to ⊆). A maximal prefix code is a prefix code P ⊂ A * that is not a strict subset of any other prefix code of A * .
In this paper, function means partial function. For a function f : A * → A * , the domain and image sets are denoted by Dom(f ), respectively Im(f ). A right ideal morphism of A * is a function f : A * → A * such that for all x ∈ Dom(f ) and all w ∈ A * :
In that case, Dom(f ) is a right ideal; one easily proves that Im(f ) is also a right ideal. The prefix code that generates Dom(f ) is denoted by domC(f ), and is called the domain code of f ; the prefix code that generates Im(f ) is denoted by imC(f ), and is called the image code. The following inverse monoid is a stepping stone towards defining G k,1 :
f is a right ideal morphism of A * , f is injective, and domC(f ) and imC(f ) are finite maximal prefix codes}.
We also write RI See [1] for a proof that this multiplication turns G k,1 into a group.
Every element f ∈ RI fin k (and in particular, every f ∈ G k,1 ) is determined by the restriction of f to domC(f ); this is a bijection from the finite prefix code domC(f ) onto the finite prefix code imC(f ). We call such a finite bijection a table. We do not assume here that f is a maximum extension, so for an element f ∈ G k,1 there are many non-maximal tables that determine f by maximal extension. The well known tree representation of G k,1 is obtained by using the prefix trees of domC(f ) and imC(f ).
Lemma 1.3
The right ideal morphism f ∈ RI fin A determined by a table F : P → Q can be extended iff there exist p, q ∈ A * such that for every α ∈ A: pα ∈ P , qα ∈ Q, and F (pα) = qα.
In that case, f can be extended by defining f (p) = q. So the table for this extension is obtained be replacing {(pα, qα) : α ∈ A} by {(p, q)} in the table. This is called an extension step of the table F .
Since in an extension step the cardinality of domC(f ) decreases, only finitely steps are needed to reach the maximum extension of f .
Notation. For any prefix code P ⊆ {a 0 , a 1 } * , spref(P ) denotes the set of strict prefixes of the elements of P . Formally,
To embed G 2,1 into G k,1 the following subgroup of G k,1 is used as an intermediary stage: (2) for all x ∈ A * k :
(2.1)
x ∈ {a 0 , a 1 } * ⇔ g(x) ∈ {a 0 , a 1 } * , and (2.2) for all i = 2, . . . , k−1 :
The special case G 3,1 (0, 1|2) was introduced in [2, Def. 4.4] (in [2] the alphabet A 3 = {a 0 , a 1 , a 2 } was denoted by {0, 1, #}).
consists of the elements of G k,1 with tables of the form
Here {u r : 1 ≤ r ≤ ℓ} and {v r : 1 ≤ r ≤ ℓ} are maximal prefix codes over {a 0 , a 1 } of equal cardinality ℓ ≥ 1, and
Proof. This follows in a straightforward way from the definition of G k,1 (0, 1|2| . . . |k−1) and Lemma 1.4. The fact that for every a i , the number of elements p j a i (and q (i) j a i ) is ℓ − 1 follows from the fact that the set of strict prefixes of {u 1 , . . . , u ℓ } is the set of interior vertices of the prefix tree of {u 1 , . . . , u ℓ } (over the alphabet {a 0 , a 1 }); see [2, Lemma 4.7] . ✷ Definition 2.2 A function g partially fixes a set S ⊆ A * iff g(x) = x for every x ∈ S ∩ Dom(g) ∩ Im(g). This is also called partial pointwise stabilization. For a subgroup G ⊆ G k,1 , the partial fixator
(1) The group pFix G 2,1 (a 0 {a 0 , a 1 } * ) consist of the elements of G 2,1 that have a table of the form
where {u 1 , . . . , u ℓ } and {v 1 , . . . , v ℓ } are maximal prefix codes over {a 0 , a 1 }.
(2) The subgroups pFix G 2,1 (a 1 {a 0 , a 1 } * ) and pFix G 2,1 (a 0 {a 0 , a 1 } * ) are isomorphic to G 2,1 .
Proof.
(1) The form of the tables follows immediately from the definition of pFix
We define an isomorphism θ :
This map is obviously a bijection, and it is easy to check that it is a homomorphism. ✷ Definition 2.4 (dictionary order). For an alphabet A k = {a 0 , a 1 , . . . , a k−1 }, totally ordered as a 0 < a 1 < . . . < a k−1 , the dictionary order on A * k is defined as follows. For any u, v ∈ A * k : (2) u ≤ pref v, and there exist p, s, t ∈ A * k and α, β ∈ A k such that u = pαs, v = pβt, and α < β.
In case (2) , p is the longest common prefix of u and v, α is the next letter after p in u, and β is the next letter after p in v. Since case (2) rules out case (1) , p is strictly shorter than u and v, so the letters α and β exist, and α = β.
From now on we assume that A k is an ordered alphabet, as in Def. 2.4.
Definition 2.5 (rank function for ≤ dict ). Let P ⊂ A * k be a finite set, and let (p 1 , . . . , p ℓ ) be the list of all the elements of P in increasing dictionary order. Then the rank of p j in P is rank P (p j ) = j − 1. Equivalently, rank P (p j ) = |{q ∈ P : q < dict p j }|.
The following concept is crucial for embedding G 2,1 into G k,1 (0, 1|2| . . . |k−1). Definition 2.6 ( * a i -successor). Consider any a i ∈ {a 2 , . . . , a k−1 }. Let P ⊂ {a 0 , a 1 } * be any finite maximal prefix code with |P | ≥ 2, and let (p 1 , . . . , p ℓ ) be the list of all the elements of P in increasing dictionary order on {a 0 , a 1 } * , where ℓ = |P |.
For every
where min uses the dictionary order in {a 0 , a 1 , a i } * (i.e., over the three-letter alphabet {a 0 , a 1 , a i }).
In other words, (p j ) ′ i is the nearest right-neighbor of p j in spref(P ) a i (⊂ {a 0 , a 1 , a i } * ) that has not yet been associated with another p m for m > j. In the definition of
Remarks. For the concept of * a i -successor, the three-letter alphabet {a 0 , a 1 , a i } (for a chosen a i , 2 ≤ i < k) must not be confused with the k-letter alphabet A k (except, of course, when k = 3).
Note that (p 1 ) ′ i is not defined. Indeed, if P has ℓ elements, spref(P ) has only ℓ−1 elements; all p j ∈ P with j > 1 have a * a i -successor, so there is no element left in spref(P ) a i to be the successor of p 1 ; this is further clarified by Lemma 2.7, which gives a simple formula for the * a i -successor.
Lemma 2.7 ( * a i -successor formula). Let a i ∈ {a 2 , . . . , a k−1 }, and let P ⊂ {a 0 , a 1 } * be a finite maximal prefix code with |P | ≥ 2. Then every element of P a * 0 can be written (uniquely) in the form ua 1 a m 0 (where u ∈ {a 0 , a 1 } * and m ≥ 0), and its * a i -successor is (ua 1 a m 0 ) ′ i = ua i . The elements of a * 0 have no * a i -successor. Conversely, for every ua i ∈ spref(P ) a i we have: ua i is the * a i -successor of ua 1 a m 0 , where m is the unique number such that ua 1 a m 0 ∈ P ∩ ua 1 a * 0 . Different elements of P a 0 * have different * a i -successors.
Proof. According to the definition of * a i -successor, the first element p 1 ∈ P has no * a i -successor. In every maximal prefix code, p 1 ∈ a * 0 , hence elements of a * 0 have no * a i -successor. Every element of {a 0 , a 1 } * a 0 * contains an occurrence of a 1 , and hence is of the form ua 1 a m 0 , for some u ∈ {a 0 , a 1 } * and m ≥ 0. And m is unique since P is a prefix code.
Obviously, ua 1 a m 0 < dict ua i in the dictionary order determined by a 0 < a 1 < a i . Let (p 1 , . . . , p ℓ ) be the list of all the elements of P in increasing dictionary order, where ℓ = |P |. For ua 1 a m 0 ∈ P a * 0 , let us denote rank P (ua 1 a m 0 ) by r − 1, so ua 1 a m 0 = p r . We want to show that if there exists v ∈ spref(P ) such that ua 1 
i by Def. 2.6. The relations v ∈ {a 0 , a 1 } * and ua 1 a m 0 < dict va i < dict ua i imply that v = ua 1 x for some x ∈ {a 0 , a 1 } * .
If m = 0 then p r = ua 1 is a prefix of v = ua i x, which contradicts the fact that v ∈ spref(P ). Hence, (ua 1 ) ′ i = ua i . In particular, the case m = 0 applies to p ℓ , since in a maximal prefix code the last element belongs to a * 1 , i.e., p ℓ = a n 1 for some n > 0; hence (p ℓ ) ′ i = a n−1 1 a i ; so the * a i -successor formula holds.
Let us now assume by induction on decreasing r (ranging from ℓ down to 2), that for all j > r:
if there exists v j ∈ spref(P ) such that p j = u j a 1 a
The inductive assumption holds when r = ℓ (since v ℓ does not exist, by the case m = 0). So we can assume that m > 0, since we already proved that (ua 1 ) ′ = ua i . We want to prove the inductive hypothesis for r, i.e.: If there exists v r ∈ spref(P ) such that
For the converse, we saw in Lemma 1.5 that if P is a finite maximal prefix code then every w ∈ {a 0 , a 1 } ω has a unique prefix in P . By taking w = ua 1 a ω 0 we conclude that P ∩ua 1 a * 0 is a singleton; i.e., u determines m. Since u determines m, it follows that the function ua 1 a m 0 ∈ P a * 0 −→ ua i is injective. The converse follows immediately now from the fact that (ua 1 a m 0 ) ′ i = ua i . ✷ Lemma 2.8 Let a i ∈ {a 2 , . . . , a k−1 }, and let P ⊂ {a 0 , a 1 } * be a finite maximal prefix code, ordered as p 1 < dict . . . < dict p ℓ , where ℓ = |P | ≥ 2. Then
(1) P ∪ spref(P ) a i is a finite maximal prefix code over the three-letter alphabet {a 0 , a 1 , a i }. Moreover, P ∪ spref(P ) {a 2 , . . . , a k−1 } is a finite maximal prefix code over A k .
Consider a one-step reduction, in which P is replaced by P r = (P {p r }) ∪ p r {a 0 , a 1 }. Then (p r a 0 ) ′ i and (p r a 1 ) ′ i are uniquely determined by p r as follows:
Proof. (1) is straightforward. (2) follows immediately from Lemma 2.7 and the fact that for any finite prefix code P over {a 0 , a 1 }, |spref(P )| = |P | − 1. 2.7) . By Lemma 1.3, P r is a maximal prefix code over {a 0 , a 1 }. Applying Lemma 2.7 to P r and its elements p r a 0 = ua 1 a m+1 0 and p r a 1 = ua 1 a m 0 a 1 , we obtain (p r a 0 ) ′ = ua i = (p r ) ′ i and (p r a 1 )
, and
For every k ≥ 3 there exists an embedding ι : G 2,1 ֒→ G k,1 (0, 1|2| . . . |k−1).
Proof. We define the embedding
where {p 1 , . . . , p ℓ } and {q 1 , . . . , q ℓ } are finite maximal prefix codes over {a 0 , a 1 }. Equivalently, the table for ι(g) is
The function ι is well defined, as a function between tables. Indeed, for all r = 1, . . . , ℓ : (a 1 p r ) ′ determines p r (by Lemma 2.7), which in turn determines q r (via the table for g), which determines (a 1 q r ) ′ . And ι is obviously injective.
To show that ι is also a map from G 2,1 to G k,1 (0, 1|2| . . . |k−1), we show that the operation of one-step restriction commutes with ι. Moreover, after that we can restrict tables so that when we compose two tables, the image row of the first table is equal to the domain row of the second; this makes it easy to show that ι is a homomorphism.
For any g ∈ G 2,1 , given by a table {(p r , q r ) : 1 ≤ r ≤ ℓ}, the restriction of g at p s (for 1 ≤ s ≤ ℓ) is given by the table restr ps (g) = {(p s a 0 , q s a 0 ), (p s a 1 , q s a 1 )} ∪ {(p j , q j ) : 1 ≤ j ≤ ℓ, j = s}. Similarly, for any f ∈ G k,1 , given by a table {(u j , v j ) : 1 ≤ j ≤ m}, the restriction at u t (for 1 ≤ t ≤ m) is given by the table restr ut (f ) = {(u t a i , v t a i ) : a i ∈ A k } ∪ {(u j , v j ) : 1 ≤ j ≤ m, j = t}.
(1) Verification that ι(restr pr (g)) = restr a 1 pr (ι(g)) (for r = 1, ..., ℓ):
. {(a 0 , a 0 )} ∪ {(a 1 p r a 0 , a 1 q r a 0 ), (a 1 p r a 1 , a 1 q r a 1 )} ∪ {(a 1 p j , a 1 q j ) : 1 ≤ j ≤ ℓ, j = r}
i=2 {((a 1 p r ) ′ i , (a 1 q r ) ′ i ), (a 1 p r a i , a 1 q r a i )} ∪ {((a 1 p j ) ′ i , (a 1 q j ) ′ i ) : 1 ≤ j ≤ ℓ, j = r} .
