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Biotechnische Konzepte bei der Prozeßsteuerung in der
Milchviehhaltung
S. Harkow, W. Grabaurow, Weihenstephan*)
1. Einleitung
Der technische Fortschritt hat in der Vergangenheit wesent-
lich zur Steigerung der Produktivität in der Landwirtschaft
beigetragen. Heute wird die Entwicklung verstärkt durch den
raschen Einzug von Mikroelektronik und den Einsatz von
Computern gekennzeichnet. Es erschließen sich immer neue
Anwendungsmöglichkeiten, deren Umsetzung jedoch be-
stimmten Grenzen unterliegt. Für die Prozeßsteuerung im
landwirtschaftlichen Bereich liegen die Schwierigkeiten in den
 _
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spezifischen Besonderheiten des Produktionsprozesses. Dar-
unter ist z.B. in der Milchviehhaltung die Arbeit mit den
Tieren, also mit Lebewesen zu verstehen. Sie müssen in die
Überlegung einbezogen werden und stellen im Gegensatz zu
toter Materie eine nicht immer exakt zu determinierende
Größe dar.
Deshalb ist es erforderlich, bestimmte Prinzipien und
Ansätze zur Determinierung (und für weitere Untersuchun-
gen) des biotechnischen Systems zu entwickeln und auf ihre
Umsetzbarkeit zu testen.
2. Biotechnische Systeme und Prozeßsteuerung
Die Prozeßsteuerung in der Milchviehhaltung umfaßt (nach
AUERNHAMMER (3, 4, 5), ARTMANN und SCHON (1, 2, 6)) die
Uberwachung, Steuerung und Regelung eines Prozesses und
Abb. 1: Strukturschema des biotechnischen Objektes l
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Abb. 2: Strukturschema des Bioobjektes mit drei Stellgrößen
A DM
Dynamisches Modell (DM) Stalisches Unsteligkeits- Harmonische
Modell (SM) elemente (UE) Elemente (HE)
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setzt voraus, daß die Eingangsgrößen (z. B. Futterration, Kli-
maparameter) in Abhängigkeit von Zielgröße (z. B. Milchlei-
stung) so geregelt werden, daß ein optimaler Prozeßablauf
erzielt werden kann.
In diesem Fall soll das System als biologisches Regelsystem
(7, 9) betrachtet werden, welches hier als Gesamtheit aller
Zusammenhänge und Wechselwirkungen zwischen einem
Lebewesen - nämlich dem landwirtschaftlichen Nutztier - und
einem technischen Objekt - Melk-, Fütterungs- bzw. Klima-
tisierungsanlagen usw. -- definiert sein soll.
Die allgemeinen Zusammenhänge des biotechnischen
Objekts sollen mit Hilfe des Strukturschemas in Abbildung 1
vorgestellt werden. Insgesamt können folgende Größen ange-
geben werden:
Regelgrößen (Ist-Zustand). Als Regelgrößen sollen hier
sowohl einzelne Kenngrößen (Milchmenge, Gewicht, Kör-
pertemperatur (8) und Bewegung) als auch noch zu ermit-
telnde Prüfkriterien angenommen werden.
Führungsgrößen (Soll-Zustand). Hierzu zählen Größen, die
ein Tier sowohl anhand vorgegebener technologischer, physio-
logischer und erfahrungsgemäßer Informationen als auch
anhand des Tierkalenders kennzeichnen.
Regeldifferenz. Sie ist die Abweichung der Regelgrößen
von den Führungsgrößen, d. h. die Abweichung des Ist-
Zustandes eines Tieres vom Soll-Zustand. Aufgrund dieser
Regelgrößenabweichungen werden bestimmte Steuerpro-
gramme aus einer Programmbibliothek benötigt. Diese Steue-
rungsprogramme wirken über technische Hilfsmittel (Fütte-
rungs-, Klima- und Melkanlagen) auf entsprechende Stell-
größen.
Stellgrößen bestimmen die beabsichtigte Wirkung eines
technischen Objektes auf ein Bioobjekt. Für die Prozeßsteue-
rung in der Milchviehhaltung sollen als Stellgrößen hauptsäch-
lich die Kraftfutter- und die Grundfutteraufnahme sowie Kli-
maparameter betrachtet werden.
Störgrößen sind, abgesehen von Stellgrößen, alle übrigen
sowohl von außen als auch von innen auf ein Bioobjekt
einwirkende Größen.
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Funktionen sind die Übertragungsfunktionen der entspre-
chenden Elemente, die quantitativ und qualitativ bestimmte
Eigenschaften des Regelsystems kennzeichnen.
Bei diesem Ansatz bilden die biologischen Objekte einen
Schwerpunkt und beinhalten besondere Probleme.
3. Strukturschema des Bioobjektes
Die spezifischen Besonderheiten der biotechnischen Systeme
bestehen hauptsächlich in den Wechselwirkungen mit leben-
den und sich entwickelnden Gegenständen, die einerseits
(noch) viele unbekannte Eigenschaften haben und anderer-
seits von zufälligen Umwelteinwirkungen beeinflußt werden.
Zur Determinierung und weiteren Analyse der biologischen
Objekte als Elemente eines Regelsystems soll das Struktur-
schema in Abbildung 2 benutzt werden.
Als Stellgrößen - xl, X2, x3 - werden beispielsweise Grund-,
Kraftfutter und Klimaparameter betrachtet, als Regelgröße -
Y - die tägliche Milchleistung.
Das dynamische Modell (DM) umfaßt die dynamischen
Eigenschaften des Objektes.
Diese Eigenschaften werden anhand von Übertragungs-
funktionen beschrieben:
F1(p), F2(p), F3(p) spiegeln Trägheitseigenschaften des
Objektes für entsprechende Stellgrößen wider und informie-
ren in Abhängigkeit von der Reaktionszeit über die Stoffum-
setzungsvorgänge in der Kuh.
Die Funktionen F12(p), F13(p), F23(p) charakterisieren
gegenseitige dynamische Verbindungen bzw. Wechselwirkun-
gen zwischen den einzelnen Stellgrößen (z. B. Grundfutterver-
drängung bei erhöhtem Kraftfuttereinsatz mit Berücksichti-
gung der Reaktionszeit).
Das stationäre Modell (SM) gibt statistische Wechselbezie-
hungen zwischen den Eingangsgrößen xi und der Tierleistung
Y wieder. Das Bioobjekt ist ein sich entwickelndes System.
Seine Eigenschaften, demzufolge auch alle Übertragungsfunk-
tionen, ändern sich in Abhängigkeit vom Lebensalter. Diese
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Abb. 3: Transformiertes Strukturschema des biologischen Objekts
Verzögerungs- slutionäres Phasen-
elemenl (VE) statisches siabilisierung












Änderung charakterisiert das Unstetigkeitselement (UE),
auch als unstationäres Element bezeichnet.
Außerdem hat das Bioobjekt sogenannte harmonische bzw.
zyklische Eigenschaften. Ein Zustand wiederholt sich peri-
odisch. Für eine Kuh ist dies z.B. der Laktationszustand.
Diesen Eigenschaften entspricht das sogenannte harmonische
Element (HE).
Zur weiteren Analyse des Bioobjektes ist es erforderlich,
alle Übertragungsfunktionen sowie die Zusammenhänge und
Wechselwirkungen der harmonischen und unstationären Ele-
mente anhand physiologischer und statistischer Untersuchun-
gen zu bestimmen.
4. Einsatzmöglichkeiten
Die Darstellung der grundsätzlichen Eigenschaften von Tieren
durch Übertragungsfunktionen soll die Möglichkeit geben, die
bekannten Methoden der Regelungstechnik anzuwenden. Ein
Beispiel, welches eine Bewertung der gegebenen Möglichkei-
ten gestattet, ist das mathematische Modell der Broilerauf-
zucht.
Die Broiler befinden sich hierbei unter der Wirkung eines
Mikroklimas. Eingangsgrößen sind dabei die Lufttemperatur
T = xl, die relative Luftfeuchtigkeit B = X2 sowie die Ammo-
niakkonzentration K = X3. Als Ausgangsgröße des biologi-
schen Objektes nehmen wir den täglichen Massezuwachs
W = Y der Broiler an.
Zur Erleichterung der Modellierung und um das Augen-
merk auf Ziel und Möglichkeiten des Steuerungssystems zu
lenken, wird die Ausgangsstruktur des biologischen Objektes
(Abb. 2) in eine übersichtliche und besser vorstellbare Form
umgeändert (Abb. 3).
Die Wirkung der dynamischen Eigenschaften unterliegt
dem Einfluß von Verzögerungselementen (VE), die eine Ver-
schiebung der Ein- und Ausgangsgrößen des Bioobjektes nach
sich ziehen (1:1, 1:2, 13).
Bei Einbeziehung des Wachstums der Tiere als unabhängige
Parameter in das mathematische Modell wird das biologische
Objekt zum stationären Objekt.
Der Einfluß harmonischer bzw. zyklischer Eigenschaften
verringert sich bei Berücksichtigung von Elementen der Pha-
senstabilisierung, d. h. es kommt zu einer Stabilisierung der
Ausgangsgröße Y in ein und derselben Phase harmonischer
Schwingungen. Dieser Tatbestand liegt dann vor, wenn
bestimmte Betrachtungen immer zu einer bestimmten Tages-
zeit vorgenommen werden.
Unter ganz bestimmten Voraussetzungen kann demzufolge
die Steuerung der Produktivität von Tieren in einem stationä-
ren statistischen Modell (SSM) des Bioobjektes realisiert
werden.
Als Resultat der Erforschung der dynamischen Eigenschaf-
ten des Bioobjektes wurden Übertragungsfunktionen für jede





Daraus folgt, daß bei einer Änderung der Stellgrößen die
Vergrößerung der Frequenz (die Normalfrequenz liegt in
bezug auf die Temperatur bei 0,0435 h-1, in bezug auf die
Feuchtigkeit bei 0,0477 h-1 und in bezug auf die Ammoniak-
konzentration bei 0,0588 h-1) eine.Verringerung der Steue-
rungseffektivität nach sich zieht.
Auf der Grundlage einer Analyse der Korrelationsfunktio-
nen bei einer Änderung der Ein- sowie Ausgangsgrößen des
Bioobjektes hat sich herausgestellt, daß die optimale Verzöge-
rungszeit (bei welcher der Einfluß der Trägheit am geringsten
ist) für die Temperatur bei 21 Stunden, für die Feuchtigkeit
bei 18 Stunden sowie bei der Ammoniakkonzentration bei 14
Stunden liegt.
Unter Berücksichtigung der harmonischen bzw. zyklischen
Eigenschaften des Bioobjektes (die Periode des harmonischen
Bestandteils liegt bei 24 Stunden) ist es zweckmäßig, die
W1 (P) =
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Verschiebungszeit zwischen allen Ein- und Ausgangsgrößen
einheitlich auf 24 Stunden festzusetzen. Als Eingangswirkung
auf das Bioobjekt nehmen wir einen halbtägigen Wert für
Temperatur, Luftfeuchtigkeit sowie Ammoniakkonzentration
an. Die zufälligen Veränderungen im Tagesverlauf wurden auf
der Grundlage von Auswertungen der Spektraldichte von
Messungen bestimmt, was aber keinen Informationsverlust
bedeutet. Diese Werte (Meßintervalle) liegen für die Tempe-
ratur bei 80 Min., für die Feuchtigkeit bei 66 Min., für die
Ammoniakkonzentration bei 61 Min. sowie für das Gewicht
der Broiler bei 3 Stunden.
Das stationäre mathematische Modell des Bioobjektes wird
auf der Grundlage der statistischen Auswertung von Experi-




ao = -678,8; a1 = 8,494; az = 26,705; a3 = 9,194;
a4 = -0,845; a5 = -0,369; a6 = 0,345; a7 = -0,050;
ag = -0,009; a9 = -0,157; am = -0,034;a11 = -0,102;
2112 = 2113 = H14 =
W=g;T=°C;B=°/›;K=mg/m;t=d
Das mathematische Modell des Bioobjektes ist eine vieldi-
mensionale, quadratische Extremalfunktion des Gewichtszu-
wachses der Broiler in Abhängigkeit der Größen des Mikrokli-
mas (T, F, Ak), als Extremum in der Form eines Maximums,
welches durch die Gewichtsänderung des Ge ügels zerstört
wird.
Das mathematische Modell des Bioobjektes läßt eine
Errechnung einer Aufzuchtleistung bei einer täglichen Aus-
wertung der Größen des Mikroklimas in Abhängigkeit zur
Gewichtszunahme der Broiler zu. Durch eine Analyse des
mathematischen Modells kann die Empfindlichkeit des Bio-
objektes gegenüber den Größen des Mikroklimas bestimmt
werden, d. h., es kann der Masseverlust der Broiler in einem
nicht optimalen Mikroklima ausgewertet werden.
Bei Steuerungsprozessen der Broileraufzucht mit Hilfe von
Mikroprozessoren ist es also unbedingt notwendig, die opti-
malen Größen des Mikroklimas zu bestimmen und einzuhal-
ten, da so ein maximaler Ertrag in Abhängigkeit vom Wert des
Broilers, den Kosten für Futter sowie den Kosten für die
Klimatisierung erreicht wird.
In diesem Fall werden mit dem Mikroprozessor auf der
Grundlage des mathematischen Modells des Bioobjektes, aber
auch auf der Grundlage einer Reihe weiterer Modelle
(Wärme-Gas-Gleichgewichtsgleichung in industriellen Auf-
zuchtställen von Ge ügel, Futterverbrauchsgleichungen) und
unter Einbeziehung von Umweltkomponenten die Mikrokli-
magrößen, die Arbeitsweise des Heizungs- und Lüftungssy-
stems sowie die benötigte Futtermenge bestimmt. Die Bestim-
mung der Aufzuchtparameter von Broilern erhält man also
durch die Lösung von Optimierungsaufgaben.
5. Zusammenfassung
Für die Anwendung von Mikroelektronik und Computern zur
Prozeßsteuerung in den tierhaltenden Betrieben ergeben sich
bestimmte Probleme, die durch die spezifischen Besonderhei-
ten des Produktionsprozesses hervorgerufen werden. Haupt-
sächlich handelt es sich hierbei um die Produktion mit leben-
den und sich entwickelnden Organismen, die einerseits (noch)
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viele unbekannte Eigenschaften haben und andererseits stän-
dig von zufälligen Umwelteinwirkungen beeinflußt werden.
Deshalb ist es erforderlich, die besonderen Prinzipien und
Ansätze zur Determinierung und weiteren Analyse der biolo-
gischen Objekte als Elemente eines Regelungssystems zu ent-
wickeln.
Die vorhandene Struktur des Modells des biologischen
Objektes umfaßt folgende Teile:
Statischer Teil, der die statischen Wechselbeziehungen zwi-
schen Eingangsgrößen (Futterration, Klimaparameter) und
Ausgangsgrößen (Tierleistung) beschreibt.
Dynamischer Teil, der die Trägheitseigenschaften des
Objektes sowie die gegenseitigen dynamischen Verbindungen
bzw. Wechselwirkungen zwischen einzelnen Stellgrößen wi-
derspiegelt.
Nicht stationäres Element, das die sich mit dem Lebensalter
ändernden Eigenschaften eines Tieres charakterisiert.
Harmonisches Element, das den periodisch sich wiederho-
lenden Zustand eines Tieres beschreibt.
Die grundsätzlichen Eigenschaften des Tieres sollen in der
Struktur des Modelles durch die Übertragungsfunktionen der
entsprechenden Faktoren dargestellt werden. Diese Darstel-
lung soll die Möglichkeit geben, die bekannten Methoden der
Regelungstechnik anzuwenden, um die Kennzahlen des Steue-
rungsprozesses zu bestimmen und ihn möglicherweise zu ver-
bessern.
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Der Computereinsatz zur Bestimmung der Genauigkeit der
anonymisierten Meldung beim Krebsregister Baden-Württemberg
R. Schrage
Summary
On account of data protection, cancer registration in Baden-
Wiirttemberg is anonymous. To detect and avoid repeated
registration of the same patient, a code number is derived from
date of birth, sex, residence and localisation of the cancer.
Since, by chance, the code number of two or more persons
might be the same, a certain error in registration is possible.
This inaccuracy was examined using simulated data with the
help of a computer program. It was shown that an error of
0.5 % occurred due to the same codes by chance, and this can
be considered tolerable.
Zusammenfassung
Aus Gründen des Datenschutzes erfolgen die Meldungen an das
Krebsregister Baden-Württemberg anonym. Um Mehrfachmel-
dungen über einen Patienten zu erkennen und von der Zählung
auszuschließen, wird eine Codenummer aus Geburtsdatum,
Geschlecht, Wohnort und Lokalisation der Erkrankung gebil-
det. Da jedoch zufällig gleiche Codenummern bei zwei oder
mehreren Personen möglich sind, kann es zu einem bestimmten
Fehler der Registrierung kommen. Diese Ungenauigkeit wurde
an einem Modell mit Hilfe eines Computerprogramms unter-
sucht; es zeigt sich, daß der Fehler durch zufällig gleiche Codes
bei 0,5 % liegt und somit tolerabel ist.
Als 1971 in der Bundesrepublik die Maßnahmen zur
Krebsfrüherkennung eingeführt wurden, wurde das Krebsre-
gister Baden-Württemberg etabliert mit dem Ziel der Effekti-
vitätskontrolle des Kollumkarzinomscreenings und der
Ermittlung der Krebsinzidenz in bestimmten Regionen des
Landes. Schon damals war durch anonymisierte Meldung
Datenschutz praktiziert worden; Datenschutz - nicht zuletzt
bei Krebserkrankungen - ist heute mehr denn je geboten.
Andererseits erfordert die wissenschaftliche Auswertung
gerade von Registerdaten eine zeitweilige Nutzung von Perso-
nendaten, um zu genauen Ergebnissen zu gelangen. Hier
beiden Forderungen gerecht zu werden, ist ein Problem, des-
sen Lösung ohne Kompromißbereitschaft beider Seiten nicht
vorstellbar ist. Auch Praktikabilität und Aufwand-Nutzen-
Relation eines Registers müssen bei der Suche nach einer
Lösung bedacht werden. Gerade hier sind Grenzen gesetzt,
deren Nichtbeachtung vor dem Hintergrund realitätsfremder
Vorstellungen und Forderungen ein Scheitern vorprogram-
miert. Schließlich ist es erforderlich, die Fehlermöglichkeiten
einer solchen Registrierung realistisch zu sehen und gegenein-
ander abzuwägen; ein Fehler geringer Größe sollte nicht in
den Vordergrund der Kritik gestellt werden, wenn anderer-
seits weit größere Probleme bestehen.
Beim Krebsregister Baden-Württemberg wird aus Daten-
schutzgründen ohne Namensnennung gemeldet. Der häufig
chronische Verlauf und die oft langzeitige multidisziplinäre
Behandlung führen jedoch zu Nachmeldungen über ein und
denselben Patienten, zumeist von verschiedenen Abteilungen,
so daß die Erkennung solcher Mehrfachmeldungen eine
grundlegende Voraussetzung für das Funktionieren des Regi-
sters ist. Hierzu wird eine indirekte Identifizierung mittels
Geburtsdatum, Geschlecht, Wohnort und Krankheitslokalisa-
tion angestrebt, indem für jeden Patienten daraus eine repro-
duzierbare Codenummer abgeleitet wird.
Für die registerinterne indirekte Reidentifizierung zur
Erkennung von Mehrfachmeldungen mit Hilfe der Codenum-
Tabelle 1. Registerinterne indirekte Reidentifizierung bei der anony-
men Meldung (Krebsregister Baden-Württemberg).
Meldestelle Codenummer Registerinterne
Reidentifizierung
Patient A1. Patient A richtige Codenummer
><
Patient B richtige Codenummer Patient B
2. Patient A richtige Codenummer Patient A
Patient A richtige Codenummer Patient A
Patient A3. Patient A richtige Codenummer
Patient B richtige Codenummer Patient „A“




Patient B Patient B




Patient A Patient A
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Tabelle 2. Zahl der Neuerkrankungen an Malignomen pro Lebens-
jahrfünft - Krebsregister 1985 .


















Tabelle 3. Prozentuale Anteile der fünf häufigsten Malignomlokalisa-
tionen an der Gesamtheit aller Krebserkrankungen pro Lebensjahr-
zehnt - Krebsregister 1985.
Alter 0-20 20-30 30-40 40-50 50-60 60-70 70-80 80+
Jahre
l\/Iännôfl 0/o 0/o O/o 0/o 0/o O/o O/o 0/o
41,3 34,6 13,8 16,1 23,2 19,7 16,9 16,3
12,0 14,0 11,2 12,0 13,2 15,1 16,4 15,6
6,5 11,8 9,1 7,3 5,1 7,6 12,9 7,9
5,4 2,9 7,8 7,2 4,2 6,4 7,1 7,8
5,4 2,9 6,0 6,6 4,0 5,0 5,3 4,4
22,5 17,9 29,9 40,1
12,6 14,9 18,7 6,8 11,2 13,2 14,6 14,5
11,7 10,1 5,9 6,7 9,8 9,9 8,4 6,6
8,1 8,9 3,8 6,6 5,7 6,1 5,1 5,1
5,4 7,7 3,6 4,3 5,6 4,5 4,6 3,1
Frauen: 28,7 22,4 19,0 18,4
mer sind Situationen möglich, wie sie in Tabelle 1 aufgelistet
sind. Die ersten beiden stellen den Grundvorgang der Regi-
strierung dar und gelten für den Fall, daß keine Fehler bei der
Erstellung der Codenummer gemacht werden. 1. Die Patien-
ten A und B haben zwei unterschiedliche Codenummern und
lassen sich daher bei der registerinternen Verarbeitung als
zwei Personen differenzieren. 2. Über den Patienten A erfol-
gen eine oder mehrere Nachmeldungen, von einer Abteilung
oder von verschiedenen; da die Codenummer gleich ist, lassen
sich die Nachmeldungen als Mehrfachmeldungen erkennen
und werden von der Zählung ausgeschlossen. 3. Es könnte
nun sein, daß zwei Patienten zufällig die gleiche Codenummer
haben. Die Patienten A und B werden dann vom Register als
eine Person behandelt, über die eine Nachmeldung erfolgt ist.
Die Daten des Patienten B werden fälschlicherweise verwor-
fen, die Gesamtzahl der Erkrankungsfälle wird damit um den
Patienten B reduziert. Die Größe dieses durch zufällig gleiche
Codenummern entstehenden Fehlers ist Gegenstand der vor-
liegenden Untersuchung. Die weiteren Möglichkeiten sind
dadurch gekennzeichnet, daß sie sich durch Fehler von seiten
der Meldestellen bei den Angaben zu Geburtsdatum,
Geschlecht, Wohnort oder Lokalisation der Erkrankung erge-
ben. Somit taucht hier eine ganz andere Problematik auf,
nämlich die Frage, mit welcher Korrektheit die meldenden
Stellen ihre Angaben machen. Es ist zu betonen, daß diese
Untersuchung hierzu nicht Stellung nehmen kann. 4. Ein
Patient kann eine falsche Codenummer bekommen, was ohne
Bedeutung bleibt, wenn nur eine Meldung erfolgt. 5. Unter
den Mehrfachmeldungen über den Patienten A findet sich
eine, die eine falsche Codenummer, z. B. durch ein fehlerhaf-
tes Geburtsdatum, aufweist. Die Nachmeldung wird nun nicht
als Mehrfachmeldung erkannt, sondern als neuer zusätzlicher
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Fall behandelt. Das Register hat damit einen Fall zuviel
gezählt.
Die Frage für die vorliegende Untersuchung lautet also, wie
oft führt eine zufällig gleiche Codenummer bei zwei oder
mehreren Patienten zu einem Fehler. Die Größe dieses Feh-
lers ist bislang nicht untersucht, vor allem auch nicht unter
Berücksichtigung der Gegebenheiten eines bevölkerungsbezo-
genen Krebsregisters für das Land Baden-Württemberg.
Gerade letzterer Aspekt ist wesentlich, da mit diesem Register
nicht etwa die Gesamtbevölkerung eines Landes, sondern
eben nur die relativ <<kleine›› Teilgruppe der innerhalb eines
Jahres an Krebs erkrankten Personen erfaßt werden soll.
Es muß die Zahl erwarteter Krebserkrankungen eines Jah-
res der theoretischen Vielfältigkeit der Codenummern gegen-
übergestellt werden. Betrachtet man die Komponenten der
Codenummer im einzelnen, sind Grenzen erkennbar. Für eine
Fünfjahresgruppe errechnen sich 5 >< 365 = 1825 verschiedene
Geburtsdaten; es müßten als pro Fünfjahresaltersgruppe deut-
lich weniger Erkrankungen auftreten, wollte man nur das
Geburtsdatum zur Differenzierung heranziehen. Verwendet
man zur Verschlüsselung des Wohnorts den amtlichen
Gemeindeschlüssel, muß man, wie sich aus einer Auflistung
des Statistischen Landesamtes (1) ergibt, für Baden-Württem-
berg von 1111 unterschiedlichen Nummern ausgehen. Mit
zunehmender Einwohnerzahl, die hinter einer Gemeindenum-
mer steht, ist eine Differenzierung ebenfalls eingeschränkt;
dies trifft besonders für eine große Stadt wie Stuttgart zu. Das
Geschlecht ist ein weiteres Kriterium, 'schlägt aber bei der
Zahl möglicher Codenummern nur mit dem Faktor 2 zu
Buche. Nach dem ICD-O-Schlüssel (2) können für die mögli-
chen Krebslokalisationen etwa 45 unterschiedliche Schlüssel-
nummern herangezogen werden. Aber auch hier tritt das
Problem auf, daß einzelne Nummern, z. B. die des Mamma-
karzinoms, sehr häufig - bis zu 40% einer Altersgruppe -
vertreten sein können. So ist vorstellbar, daß zwei Frauen, in
Stuttgart wohnend, in einem bestimmten Jahr an einem Mam-
makarzinom erkranken und auch noch das gleiche Geburtsda-
tum haben.
Demgegenüber ist die Zahl der jährlich an Krebs erkrank-
ten Personen zu berücksichtigen, denn die Wahrscheinlichkeit
einer gleichen Codenummer erhöht sich mit der Zahl der
Meldungen, zunächst nur langsam, dann rascher. Letzteres ist
deshalb der Fall, weil sich die Differenzierungsmöglichkeit
mittels des Geburtsdatums abschwächt, wenn die obenge-
nannte Zahl der Personen pro Fünfjahresaltersgruppe (1825)
erreicht und überschritten wird. Derzeit werden für Baden-
Württemberg etwa 25000 Neuerkrankungen pro Jahr regi-
striert. Die zahlenmäßig größte Gruppe ist, wie die Tabelle 2
zeigt, mit 1916 Fällen die Altersgruppe der Frauen zwischen
dem 70. und 75. Lebensjahr. Würde eine Gesamterfassung
aller Krebserkrankungen in Baden-Württemberg gelingen,
wäre mit etwa 50000 Neuerkrankungen pro Jahr zu rechnen,
wenn man die Inzidenzzahlen des Saarlands (3) auf die Bevöl-
kerung Baden-Württembergs (9,3 Mio. Einwohner) überträgt,
d. h., die Größen der einzelnen Altersgruppen würden sich
etwa verdoppeln, die größte läge bei 4000 neuerkrankten
Frauen.
Als weitere Gegebenheit ist die Häufigkeitsverteilung der
Malignomlokalisationen innerhalb der einzelnen Altersgrup-
pen zu betrachten. In Tabelle 3 sind die pro Altersdekade
jeweils fünf häufigsten Lokalisationen angeführt. Es zeigt sich,
daß der Anteil der häufigsten bis zu etwa 40 °/0 (Mammakarzi-
nom) gehen kann, zumeist aber bei etwa 20 bis 30 % liegt. Da
in dieser Tabelle nur die jeweils fünf häufigsten Lokalisatio-
nen angeführt sind, bedeutet dies, daß die restlichen gemelde-
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Tabelle 5. Fehlerquoten der anonymen Meldung in Abhängigkeit von
der Zahl der Meldungen.
MOdCll-
ko eküvj
Fehlerquoten der anonymen Meldung
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a*-ci": Verteilungsmuster der Malignomlokalisationen
ten Lokalisationen pro Altersgruppe mit ihrem Anteil immer
unter dem in der Tabelle niedrigsten liegen. In Tabelle 4 sind
die vorkommenden Verteilungsmuster auf drei reduziert, die
grundsätzliche Varianten darstellen sollen.
Auf empirischem Weg wurden nun mit Hilfe eines Compu-
terprogramms die Häufigkeiten von zufällig gleichen Code-
nummern ermittelt. Hierzu konnten die Geburtsdaten von
58 595 Personen gleichen Geschlechts der Geburtsjahrgänge
1932 bis 1936 aus einer Datei, in der insgesamt mehr als 3
Millionen Personen des Landesteils Württemberg verzeichnet
sind, verwendet werden. Diese Gesamtheit wurde mit Hilfe
eines Algorithmus nach Zufallskriterien auf 1111 verschiedene
Gemeindenummern, entsprechend der amtlichen Gemeinde-
statistik Baden-Württembergs, aufgeteilt, und zwar in der
relativen Häufigkeitsverteilung, wie sie den tatsächlichen Ein-
wohnerzahlen der Gemeinden des Landes entspricht. Damit
liegt ein Modellkollektiv mit den Relationen der Einwohner-
verteilung Baden-Württembergs vor. Aus diesem Modellkol-
lektiv wurden, ebenfalls nach Zufallskriterien, mehrere Sub-
kollektive unterschiedlicher Größe gebildet. Mit Hilfe eines
Datenbankprogramms konnten diesen Kollektiven, wiederum
nach Zufallskriterien, die drei Verteilungsmuster der Mali-
gnomlokalisationen (Tabelle 4) zugeordnet werden. Somit
ergeben sich modellartige Subkollektive, die unterschiedli-
chen Bevölkerungsgrößen, auf die sich ein Krebsregister
bezieht, bzw. unterschiedlichen <<Meldezahlen›› entsprechen.
Es wurde ein Algorithmus entwickelt, der es dem Daten-
bankprogramm ermöglichte, gleiche Codenummern herauszu-
finden. Die Zahl von Codenummern, die mit vorhandenen
identisch ist, wird auf die Größe der jeweiligen Modellkollek-
tive bezogen und ergibt so die Fehlergröße durch zufällig
gleiche Codenummern. Die Ergebnisse sind in Tabelle 5 für
unterschiedlich große «Meldezahlen>› bei Fünfjahresgruppen
(von Personen eines Geschlechts) angeführt. Wenn also z. B.
3663 Meldungen bei Frauen einer Fünfjahresgruppe eingehen,
ist mit einer Fehlerquote von 0,16 bis 0,19 °/6 aufgrund zufällig
gleicher Codenummern zu rechnen.
Die Berechnung muß aber auch die Mehrfachmeldungen
über einen selben Patienten berücksichtigen. Es sind also die
tatsächlichen Neuerkrankungen gegenüber den Mehrfachmel-
dungen zu unterscheiden, denn letztere dürfen nicht in die
Statistik eingehen. Nach den bisherigen Erfahrungen liegt die
Zahl der Mehrfachmeldungen bei etwa der Hälfte der Neuer-
krankungen. Da 1985 bei 70- bis 75jährigen Frauen 1916
Neuerkrankungen gemeldet wurden, sind noch etwa 1000
Mehrfachmeldungen hinzuzurechnen, so daß die Gesamtzahl
bei dieser Altersgruppe etwa 3000 beträgt. Das Modellkollek-
tiv von 3663 Meldungen entspricht somit in etwa der derzeiti-
gen Situation.
Für die einzelnen Modellkollektive wurden nun die Gesamt-
zahlen an Neuerkrankungen bei Frauen und Männern pro
Fünfjahreskollektiv sowie die jeweiligen Anteile der Mehr-
fachmeldungen errechnet (Tabelle 6). Wie die Auswertungen
der Daten von 1985 zeigen, stehen Mehrfach- und Neumel-
dungen in einer Relation von 1:2 zueinander, die den Modell-
kollektiven zugrunde zu legen ist. Ferner ist nach diesen
Beobachtungen die größte Zahl der Neuerkrankungen einer
Fünfjahresgruppe mit dem Faktor 6,8 zu multiplizieren, um
die zu erwartende Gesamtzahl der Neuerkrankungen bei
Frauen zu erhalten; die Zahl der Neuerkrankungen bei
Tabelle 6. Fehlerquoten der anonymen Meldung in Abhängigkeit von der Zahl der Meldungen - Gesamtzahl der Neuerkrankungen an










































71279 106919 " 53-0,33







enthalten Neuerkrankungen + Mehrfachmeldungen
Fünfjahresaltersgruppe mit größter Zahl an Neuerkrankungen
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Frauen, multipliziert mit 0,61, ergibt die zu erwartende
Gesamtzahl der Neuerkrankungen bei Männern. Damit würde
ein Krebsregister, dem alle Krebserkrankungen Baden-Würt-
tembergs gemeldet werden, etwa dem Modellkollektiv von
7325 Meldungen entsprechen und so eine Fehlerquote von
0,52 bis 0,19 °/6 aufgrund zufällig gleicher Codenummern auf-
weisen. Insgesamt müßten dann also 80 195 Meldungen (Neu-
erkrankungen + Mehrfachmeldungen) bearbeitet werden,
wobei die Gesamtzahl der jährlichen Neuerkrankungen an
Malignomen bei 53 463 läge.
Schlußfolgerungen
Das Vorkommen zufällig gleicher Codenummern bei verschie-
denen Patienten ist eine für den anonymen Meldemodus des
Krebsregisters Baden-Württemberg spezifische Fehlermög-
lichkeit; die vorliegende Untersuchung versucht, die Größe
dieses Fehlers zu ermitteln. An unterschiedlich großen
Modellkollektiven wurden die Häufigkeiten zufällig gleicher
Codenummern (Geburtsdatum, Geschlecht, Wohnort und
Lokalisation der Erkrankung) empirisch bestimmt. Die Größe
dieses Fehlers hängt von der Gesamtzahl der pro Jahr zu
erwartenden Meldungen maligner Neuerkrankungen ab. Für
Baden-Württemberg ist mit jährlich 50000 Neuerkrankungen
zu rechnen. Nach den vorliegenden Ergebnissen ergibt sich
dann ein Fehler von 0,5 °/6, der dem anonymen Meldemodus
zur Last gelegt werden muß. In dieser Häufigkeit werden
Meldungen von Erkrankungsfällen vom Register als Mehr-
fachmeldungen fehlgedeutet und von der Zählung ausge-
schlossen. Die Größe dieses Fehlers kann toleriert werden.
Es ist eine andere Frage, zu welchem Fehler der anonyme
Meldemodus bei Meldungen über den gleichen Patienten bei-
trägt, wenn vom Melder fehlerhafte Angaben zu Teilen der
Codenummer gemacht werden. In solchen Fällen werden die
Nachmeldungen als solche nicht erkannt und daher als zusätz-
liche Neuerkrankungen registriert. Durch entsprechende
Plausibilitätskontrollen läßt sich zwar ein Teil dieser Fehler
erkennen, jedoch kann über den verbleibenden Restfehler
mittels der beschriebenen Untersuchung keine Aussage
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gemacht werden. Andererseits handelt es sich hier um Daten,
die von der meldenden Stelle bei entsprechender Motivation
kontrolliert und korrigiert werden könnten. Geburtsdatum,
Geschlecht und Wohnort eines Patienten werden sicher mit
größerer Genauigkeit von medizinischen Hilfspersonen über-
tragen als von Ärzten, die sich in ständiger Eile befinden.
Demgegenüber sind ganz andere Fehlerquellen, gleichsam als
Hintergrund zu den immer wieder kritisierten Fehlermöglich-
keiten aufgrund des anonymen Meldemodus, zu bedenken,
wenn z. B. medizinisches Hilfspersonal aus den Journalen
krankheitsbezogene Daten auf den Meldebogen überträgt,
wenn Meldungen an ein Krebsregister von einigen Ärzten
grundsätzlich abgelehnt werden, wenn Ungenauigkeiten durch
Verlust von Krankenunterlagen, durch Fluktuation der Bevöl-
kerung entstehen, wenn Malignitätsdiagnosen nicht gesichert
werden können, der Primärtumor nicht gefunden werden
kann, wenn die Nomenklatur bestimmter Gewebsveränderun-
gen unterschiedlich gehandhabt wird. Ein unverhältnismäßig
hoher Aufwand wäre vonnöten, diese letztgenannten Unge-
nauigkeiten zu reduzieren, und es ist fraglich, ob die melden-
den Stellen hierzu bereit sind - ein Teil dieser Fehler wird sich
überhaupt nicht beseitigen lassen, er stellt eine naturgegebene
Unschärfe dar. Nur geringer Aufwand wäre aber erforderlich,
die Fehler zu minimieren, die mit dem anonymen Melde-
modus des Registers einhergehen.
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Mortalität an bösartigen Neubildungen -
Bundesrepublik Deutschland 1952-1986*)
H. Geidel und G. Neumann
Zusammenfassung
Ausgewertet wurden alters- und geschlechtsspezifische Mortali-
tätsdaten der Bundesrepublik Deutschland von 1952-1986 für
bösartige Neubildungen aller Art (ICD-9 140-208) sowie von
Magen, Dickdarm, Mastdarm, Lunge, Brustdrüse (nur
Frauen), Gebärmutterhals, andere Teile der Gebärmutter,
Prostata, unspezifischem Sitz und Leukämie. Verglichen wer-
den 5-Jahres-Durchschnittswerte für die üblichen 5-Jahres-
Altersklassen und fünf Geburtsjahrgänge. Rückläufig insge-
samt ist nur die Mortalität für bösartige Neubildungen des
Magens und anderer Teile der Gebärmutter. Die sonst vorhan-
dene Zunahme der rohen Mortalität beruht auf einem Anstieg
im hohen und höchsten Alter, der den Effekt des Rückgangs bei
Kindern sowie Erwachsenen jüngeren und mittleren Alters
übertrifft. Der zeitliche Ablauf der Mortalität bei Sitz im Dick-
darm und im Gebärmutterhals läßt sich mit einem günstigen
Einfluß der Krebsfrüherkennung vereinbaren. Für die Lokali-
sationen Mastdarm, Brustdrüse, Prostata ergibt sich nichts
Vergleichbares. Verhältnismäßig selten zeichnet sich formal ein
ursächlich nicht erklärbarer Kohortentrend ab, der sonst weit-
gehend durch den' Periodentrend überlagert wird. Der Ver-
gleich altersspezifischer Mortalitätsdaten ist der Standardisie-
rung überlegen.
Summary
Age and sex specific mortality rates from the FR G from 1952 to
1986 were analyzed for all sites of cancer (ICD-9 140-208),
additionally for cancer of the stomach, colon, rectum, lung,
breast (females only), neck of the womb, other parts of the
uterus, prostate, not specified sites, leukemia. Compared are
5-year-averages for 5-year-age groups and five birth years,
respectively, for each sex separately. Crude mortality has
decreased only for cancer of the stomach and other parts of the
uterus, for all other sites cited increased. But here is a quite
different age trend: decline in childhood, adolescence and
middle age, considerable increase only in the highest age groups
being responsible for the total. The period trend of mortality
Die Arbeit wurde vom Krebsverband Baden-Württemberg e.V. unterstützt.
can have been influenced positively by the official cancer
screening programme for cancer of the colon and cancer of the
collum uteri but not for cancer of the rectum, the breast or the
prostate, the other parts of the programme. Rather seldom a
cohort effect could be detected and practically never explained.
In general period trend is much more prominent. Comparison
of age specific mortality rates seems superior to standardization.
Einleitung
Daten über bösartige Neubildungen, für die Gesamtbevölke-
rung und das ganze Bundesgebiet, stehen in der Bundesrepu-
blik nur in Form der Todesursachenstatistik zur Verfügung.
An diesem Zustand wird sich in absehbarer Zeit nichts än-
dern.
Die Schwächen und Unzulänglichkeiten der Todesursachen-
statistik sind hinlänglich bekannt. Das berechtigte Mißtrauen
gegen die Mortalitätsstatistik geht sogar so weit, nicht mehr
von Raten, sondern nur von Schätzwerten der Mortalität zu
sprechen (9), was aus methodischer Sicht sowieso zutrifft.
Andererseits ist die Zuverlässigkeit der Todesursachenstati-
stik speziell bei bösartigen Neubildungen noch vergleichsweise
gut (3). Ungenauigkeiten betreffen eher den unterstellten Sitz
als das Vorhandensein überhaupt.
Die offizielle Nomenklatur spricht durchgängig von ››bösar-
tigen Neubildungen«, nicht von ››Krebs«. Dieser Begriff ist im
engeren Sinn soliden, vom Epithel ausgehenden bösartigen
Neubildungen vorbehalten. Der Sprachgebrauch hält diese
begriffliche Trennung nicht scharf durch, was aber in dieser
Arbeit geschieht.
Wechselnde Erfassungsbereiche und im Fluß befindliche
Bevölkerungszahlen mit einem infolge der Kriege völlig irre-
gulären Bevölkerungsaufbau lassen als brauchbar für Zeitver-
gleiche nur Relativzahlen zu, hier in Form der Mortalität, d. h.
der Gestorbenen je 100000 der jeweiligen Bevölkerung.
Sofern nichts anderes erwähnt, handelt es sich bei Zahlenan-
gaben im folgenden um diese Werte. Dabei sind freilich
Ungenauigkeiten im Nenner zu bedenken. Infolge des langen
Abstandes von der Volkszählung 1970 dürften die Bevölke-
rungszahlen der letzten Jahre mit einem bisher nicht quantifi-
zierbaren Fehler behaftet sein.
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Übersicht über die benutzten Chiffren
Sitzl) Deutsches Todes- ICD-8 ICD-9
ursachenverzeich-
nis 1950 u. 1958
alle 201-259 140-207 140-208
Magen 212 151 151
Dickdarm 214 153 153
Mastdarm 215 154 154
Lunge 223 162 162
Brustdrüse 231 174 174
Gebärmutterhals 232 180 180


















2) = nicht näher bezeichnet
Die Daten des Saarlandes sind ab 1960, die von Berlin
(West) ab 1962 in den Gesamtzahlen enthalten. Wegen der
Überalterung der Berliner Bevölkerung und der starken
Altersabhängigkeit bösartiger Neubildungen führt die Einbe-
ziehung von Berlin (West) zu einer Erhöhung der bisherigen
Werte.
Das Problem der ungleichen Bevölkerungsstruktur wird
vielfach durch die (meist direkte) Standardisierung zu lösen
versucht (1, 2, 3, 13, 14, 20, 21, 22). Der Vorteil besteht im
Gewinn einer einzigen neuen, direkt vergleichbaren Zahl, der
Nachteil in der Abhängigkeit vom gewählten Standard. Je
nachdem gelangt man zu niedrigeren oder höheren Werten als
tatsächlich vorhanden, d. h. es wird eine günstigere oder
schlechtere Situation, als es der Wirklichkeit entspricht, vor-
getäuscht. Wird, wie im Krebsatlas (2), die sog. Weltbevölke-
rung als Standard gewählt, so liegt der standardisierte Wert
erheblich unter der rohen Mortalität.
Diese Schwierigkeiten lassen sich durch Verwendung alters-
und geschlechtsspezifischer Mortalitätsraten umgehen, übli-
cherweise in 5-Jahres-Altersklassen (8, 12, 19, 21, 22). Hier
taucht dann die erhebliche Datenfülle als arteigenes Hindernis
auf, sobald längere Zeiträume betrachtet werden. Als Kom-
promiß bieten sich Durchschnittswerte,einiger zusammenge-
faßter Jahre an, womit zugleich Zufallsschwankungen geglät-
tet werden. Wählt man analog zum Lebensalter fünf Kalen-
derjahre, so läßt sich eine Analyse nach Geburtsjahr-Kohor-
ten leicht durchführen.
Für die Bundesrepublik liegen vergleichbare Daten für die
Jahre 1952-1986 vor, d.h. für sieben Fünfjahresperioden. In
dieser Zeit wurde 1968 die 8. Revision der ICD (= ICD-8),
1979 die 9. Revision (= ICD-9) eingeführt. Bei einigen Loka-
lisationen beeinträchtigt dies die Vergleichbarkeit. Die ver-
wendeten Krankheitsbezeichnungen beruhen auf der ICD-9.
Sowohl die Jahres- wie die Altersspannen sind umfassender als
in anderen Arbeiten (20, 21, 22).
Absolutzahlen werden nur in den Tabellen 1 und 2 benutzt,
als abgeleitete Zahlen nur die Durchschnitte der Mortalität.
Auf weitergehende Ableitungen wird verzichtet.
Bewußt sind sämtliche Altersklassen einbezogen. Gerade
bei Kindern si nd in der Beobachtungsperiode erhebliche Ver-
änderungen eingetreten. Ebensowenig darf auf die obersten
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Altersklassen angesichts des hier besonders starken Anstieges
verzichtet werden, zumal er sich als real herausgestellt hat (6).
Die 19, bei der Leukämie 20, gewählten Altersklassen erlau-
ben die Beurteilung des jeweiligen Alterstrends. Er wird
anhand der Mittelwerte (= erste durchlaufende Zeile im unte-
ren Tabellenteil ab Tab. 3) besprochen.
Für den Periodentrend sind drei Dreijahres-Durchschnitts-
werte gebildet: 1952-1954, als Beginn der Zeitreihe,
1968-1970 als letzte Periode vor Beginn der Krebsfrüherken-
nung im Rahmen der gesetzlichen Krankenversicherung (ab
1. 7. 1971), voll von der ICD-8 erfaßt, und 1984-1986, als
zeitlich jüngster Abschnitt, ganz unter die ICD-9 fallend.
Darüber hinaus stehen die Einzel- und Durchschnittswerte der
sieben Fünfjahresperioden zur Verfügung.
Erläuterungen zur Auswertung
Anteil: Bezugsgröße ist der Mittelwert der jeweili-




2. die Altersklasse mit dem Minimum
3. die Altersklasse mit dem Maximum
(Die Angaben zu 2 und 3 werden nur
gemacht, wenn alle Altersklassen besetzt
sind).
Periodentrend: Angegeben wird:
1. die Veränderung von 1952-1956 auf
1982-1986, nach Punkten und Prozen-
ten; Basis für Prozentwerte sind die Da-
ten von 1952-1956
+ bedeutende Zunahme, - Rückgang
2. etwaige Abweichungen in einzelnen
Altersklassen vom allgemeinen Trend
3. für Lokalisationen, die der Krebsfrüh-
erkennung im Rahmen der gesetzlichen
Krankenversicherung unterliegen, Un-
terschiede in den Veränderungen von




Angegeben werden die prozentualen Un-
terschiede für:
1. den Mittelwert insgesamt
2. die Jahre 1952-1954, Gesamtwert
3. die Jahre 1984-1986, Gesamtwert
jeweils als prozentuale Abweichung
vom Wert für das weibliche Geschlecht,
immer bei dem Geschlecht mit dem hö-
heren Wert
4. die Altersklasse bei dem Geschlecht, das
1984-1986 den höheren Wert aufweist.
Kohortentrend: Er wird formal als denkbar unterstellt,
wenn
1. eine Kohorte wenigstens zweimal das
Maximum stellt oder
2. einmal das Maximum und wenigstens
zweimal den 2. Rang (diese Werte sind
in Klammern angegeben).
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Der Kohortentrend schließlich ist aus den Daten für das
jeweilige zentrale Geburtsjahr, z. B. 1904 und 1909, zu erken-
nen. Er ist vom Alters- und Periodentrend abzugrenzen (4, 5,
7, 8, 10, 11, 14, 18, 19, 20) und ist vor allem dann anzuneh-
men, wenn Maxima nicht nur am Anfang oder Ende der
Zeitreihe stehen. Im höchsten wie niedrigsten Alter liegen die
Daten nur für weniger als sieben Perioden vor, was die Aussa-
gekraft beeinträchtigt, aber nicht ausschließt. Grundsätzlich
muß nicht jede Kohorte wenigstens einmal mit einem Maxi-
mum vertreten sein. Die Wahl des zentralen Geburtsjahres
beeinflußt das Kohortenergebnis und schränkt die Vergleich-
barkeit ein.
Die vorhandenen Daten werden jeweils zunächst getrennt
nach Geschlechtern, anschließend im Vergleich der
Geschlechter besprochen und die wesentlichen Fakten aus
Gründen der besseren Übersicht in Tabellenform dargestellt.
Die verwendeten Ausgangszahlen sind den Veröffentlichun-
gen des Statistischen Bundesamtes entnommen.
Sterblichkeit an bösartigen Neubildungen aller Art
(ICD-9: 140-208)
Die Zusammenfassung aller bösartigen Neubildungen ver-
deckt fehlerhafte Zuordnungen zu einzelnen Lokalisationen,
läßt andererseits gegensinnige Verläufe übersehen. Dennoch
kann auf diese Daten nicht verzichtet werden.
Betrachtet man die absolute Zahl der Gestorbenen und die
rohe Mortalität in der Bundesrepublik von 1952-1986, so
scheint der Anstieg bei Männern (Tab. 1) wie Frauen (Tab. 2)
unau aaltsam. Absolut betrug er bei Männern 38119 Fälle
(= 89,1 °/6), bei Frauen 35 434 (= 75,9 %). Die Relativwerte je
100000 erhöhten sich um 88,4 (= 47,0 °/6) bzw. 76,5
(= 42,1 °/6) Punkte. Die Mortalität war bei Männern immer
höher als bei Frauen; für die Absolutzahlen gilt das erst ab
1977. Auch wenn der geringere Anstieg der Relativwerte die
Entwicklung nicht ganz so dramatisch erscheinen läßt, so ist
doch ebensowenig wie in den USA (1) ein Erfolg der energi-




a1le Magen Dickdarm Mastdarm Lunge Prostata sonstiger Leukämie
151 153 154 162 185 195 + 199 204-208
I1 0/0000
1952 42.782 188,0 59,8 10,4
1953 43.344 188,3 57,3 8,3
1954 45.023 193,3 57,6 8,0
1955 45.975 195,3 56,9 8,0
1956 48.376 207,3 57,6 8,5
1957 50.369 212,7 57,6 9,1
1958 51.067 208,3 54,8 8,7
1959 52.918 213,1 54,5 10,1
1960 54.939 213,2 54,4 10,2
1961 56.029 219,9 53,3 10,4
1962 61.143 227,7 53,5 11,6
1963 62.993 231,4 52,3 12,3
1964 64.302 234,3 51,5 12,3
1965 66.466 237,1 51,2 13,3
1966 63.001 239,7 49,4 14,7
1967 63.021 239,4 47,5 13,3
1963 70.243 246,0 47,4 17,2
1969 70.355 244,6 45,6 :6,6
1970 70.599 244,6 44,2 17,4
1971 72.119 246,4 42,4 17,0
1972 71.939 244,1 40,7 17,1
1973 73.053 246,4 39,3 17,9
1974 74.112 246,2 33,6 13,4
1975 76.294 253,6 33,9 19,6
1976 75.931 259,2 37,2 19,3
1977 76.301 262,6 36,0 20,6
1973 77.476 265,2 34,0 21,2

































_)13,9 27,7 12,8 5,8 5,3
1 ,7 29,8 13,9 6,4 5,4
11,1 32,1 14,2 7,0 5,9
1",1 33,7 14,1 7,5 6,0
1 ,8 j 34,8 15,9 8,0 6,2 7
1 ,6 40,5 16,0 8,4 6,2
1 ,3 42,0 15,5 7,7 6,3
11,3 44,1 16,2 8,1 6,3\\\\\_)(:)c:)c:) ::
10,3 46,6 15,8 8,0 6,8
10,5 49,0 16,0 7,8 7,0
10,7 53,1 17,1 7,9 6,7
11,0 54,6 17,3 8,1 7,0
11,3 56,8 17,6 8,2 7,2
11,3 56,9 18.0 6,6 7,1
11,6 58,9 18,7 8,6 7,0
11,9 60,0 18,9 8,7 7,4
12,4 61,4 19,2 16,0 7,0
12,5 61,1 19,8 17,9 7,7
13,2 62,0 20,3 17,5 7,3
13,6 6 63,8 20,9 17,8 7,4
13,4 64,1 21,6 17,5 7,6
13,7 64,7 22,1 18,0 7,5
13,8 65,3 23,1 18,3 7,6
14,5 67,9 24,9 18,9 8,0
14,3 69,0 25,2 19,0 8,5 '
14,1 70,0 25,1 19,1 8,4
13,6 72,2 25,7 19,3 8,6
13,5 70,5 26,2 16,7 8,2
13,4 72,0 25,6 17,5 8,3
12,9 71,4 26,8 17,8 8,4
12,4 71,9 26,8 17,9 8,9
12,2 72,6 28,2 17,8 8,3
12,1 72,0 27,9 17,6 8,1
11,5 74,4 28,2 17,6 8,7
11,5 72,9 28,8 18,1 8,6
Gebietsstand: 1952-1959 ohne Saarland und Berlin (West)
1960 und 1961 mit Saarland, ohne Berlin (West)
1962-1986 mit Saarland und Berlin (West)
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hals Gebärmutteralle Magen Dickdarm Mastdarm Lunge Brust - __ ` sonstiger Leukamıe

















































































































































































































































































































































Gebietsstand: 1952-1959 ohne Saarland und Berlin (West)
1960 und 1961 mit Saarland, ohne Berlin (West)
1962-1986 mit Saarland und Berlin (West)
schen und aufwendigen Bemühungen anhand der Sterblichkeit
zu erkennen. Auf ausgewählte Lokalisationen wird gesondert
eingegangen.
Die Abbildungen 1 und 2 lassen vielleicht deutlicher als die
entsprechenden Tabellen 3 und 4 die geschlechtsspezifischen
Unterschiede hervortreten. Bei den Männern fällt dabei der
Anstieg der Mortalität bei den vor 1900 Geborenen auf sowie
eine gewisse Konstanz über einen relativ langen Zeitraum. Bei
den Frauen ist eine leichte Abnahme der Mortalität festzu-
stellen.
Zusammenfassung
Der Anstieg der Sterbefälle und der Mortalität ist eine Reali-
tät. Von einer »Konstanz der Krebsgefährdung« (17), ausge-
drückt durch die Sterblichkeit, kann eigentlich keine Rede
SO111.
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Aber diese Aussage stellt nur die halbe Wahrheit dar, sind
doch keineswegs alle Altersklassen überhaupt oder im glei-
chen Ausmaß vom Anstieg betroffen. Tatsächlich ist die Mor-
talität beim männlichen Geschlecht 1982-1986 bis zum 35.,
beim weiblichen gar bis zum 80. Lebensjahr niedriger als
1952-1956. Die inzwischen eingetretene starke Besetzung
auch der höchsten Altersklassen in Verbindung mit einer
gerade hier überproportional angestiegenen Mortalität geht
zahlenmäßig weit über das hinaus, was in jüngeren Jahren als
Gewinn zu buchen ist.
Nicht in allen Altersklassen weisen die Männer eine Über-
sterblichkeit auf.
Insbesondere beim weiblichen Geschlecht dürfte der
erkennbare Kohorteneffekt letzten Endes stark mit dem Peri-
odentrend zusammenfallen bzw. durch diesen überlagert sein.
Worauf bei Männern der Kohortentrend für die Geburts-
kohorten 1929, 1934 und 1944 beruhen sollte, muß völlig
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Abb. 1. Sterbefälle an bösartigen Neubildungen aller Art. Fälle je
100000 Männer
offenbleiben. Im Prinzip stimmen aber die Kohorteneffekte
trotz eines anderen zentralen Geburtsjahrgangs und anderer
Kalenderjahre mit den Ergebnissen einer Modellberechnung
(20) überein.
Sterblichkeit an bösartigen Neubildungen des Magens
(ICD-9: 151)
Der Magenkrebs, die weitaus häufigste bösartige Neubildung
am Magen, nahm bei Männern bis 1962, bei Frauen bis 1972
Platz 1 der Rangordnung ein, bis er vom Lungenkrebs bzw.
Brustkrebs abgelöst wurde.
Die Abbildungen 3 und 4 lassen sehr deutlich die Abnahme
der Mortalität in aufeinanderfolgenden Kohorten der
Geburtsjahrgänge nach 1889 erkennen.
Zusammenfassung
In der ganzen Welt -'soweit einschlägige Daten verfügbar -
geht ebenso wie in der Bundesrepublik die Mortalität an
bösartigen Neubildungen des Magens aus ungeklärten Grün-
den zurück. Hier war der Rückgang beim männlichen
Geschlecht stärker als beim weiblichen, die Geschlechtsdiffe-
renz nimmt ab.
Eine einleuchtende Erklärung für eine Sonderstellung der
Geburtskohorte 1929 kann nicht gegeben werden.
Sterblichkeit an bösartigen Neubildungen des Dickdarms
(ICD-9: 153)
Diese Lokalisation ist durch einen Test auf okkultes Blut in
der Krebsfrüherkennung im Rahmen der gesetzlichen Kran-
kenversicherung einbezogen, mit Rechtsanspruch ab 45
Jahren.
Abb. 2. Sterbefälle an bösartigen Neubildungen aller Art. Fälle je
100000 Frauen
Zusammenfassung
Es handelt sich um eine sehr stark im Ansteigen begriffene
Lokalisation, zugleich um eine der ganz wenigen mit jetzt
eindeutigem Überwiegen des weiblichen Geschlechts, und
dies ebenfalls mit zunehmender Tendenz.
Mit einer Ausnahme (Männer 85-89) ist entweder von
1968-1970 auf 1984-1986 ein Rückgang der Mortalität einge-



























- 5,8 - 60,4
- 2,7 - 14,6
+ 49,9 + 8,4
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Tabelle 3. Kohortendarstellung der altersspezifischen Mortalität an allen bösartigen Neubildungen, Fälle je 100000 Männer.1)
*) Altersgruppe


















































































































































































































































”`) Zentrales Geburtsjahr der Kohorte
1) Höchste(r) Wert(e) halbfett, zweithöchste(r) Wert(e) kursiv (gilt für Tabellen 3-20)
Tabelle 4. Kohortendarstellung der altersspezifischen Mortalität an allen bösartigen Neubildungen, Fälle je 100000 Frauen.
ıfz) Altersgruppe






















































































































































































































































*) Zentrales Geburtsjahr der Kohorte
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Abb. 3. Sterbefälle an bösartigen Neubildungen des Magens. Fälle je
100 000 Männer
treten oder die Zunahme ist geringer als von 1952-1954 auf
1968-1970. Rein formal könnte diese Verlangsamung des
Anstieges als - begrenzter - Erfolg der Krebsfrüherkennung
gewertet werden.
Sterblichkeit an bösartigen Neubildungen des Mastdarms
(ICD-9: 154)
Die Abgrenzung gegenüber bösartigen Neubildungen des
Dickdarms (ICD 153) ist nicht immer scharf. Bei der Angabe
››Dickdarm<< oder ››Darm« auf dem Leichenschauschein wird
nach 153.9 signiert, dreistellig also nach 153. In Einzelfällen
kann es sich aber durchaus um einen Sitz im Mastdarm han-
deln. Die vielfach übliche Zusammenfassung zu »kolorektalen
Tumoren« hat insoweit ihre Berechtigung. Grundsätzlich
sollte aber getrennt ausgewiesen werden.
Bei hochsitzenden Tumoren kann wie im Dickdarm der Test
auf okkultes Blut als Maßnahme der Krebsfrüherkennung
hilfreich sein. Sonst ist Austasten des Enddarms vom After
her integraler Bestandteil des Früherkennungsprogramms.
Zusammenfassung
Bei beiden Geschlechtern ist auch nach Einführung der Krebs-
früherkennungsuntersuchung die Mortalität insgesamt weiter
angestiegen, seitdem aber rückläufig bis zum 80. Lebensjahr.
Anders als beim Dickdarm überwog die Mortalität beim
männlichen Geschlecht. Diese unterschiedliche Sexualrelation
ist ein starkes Argument gegen den Verzicht auf eine
getrennte Ausweisung für Dickdarm und Mastdarm.
Abb. 4. Sterbefälle an bösartigen Neubildungen des Magens. Fälle je
100 000 Frauen
Kolorektale bösartige Neubildungen erreichten 1984-1986
bei Männern einen Wert von 33,9 gegen 19,5 1952-1954. Für
Frauen lauten die entsprechenden Werte 12,0 und 15,4.
Addiert man zu diesen Zahlen die für bösartige Neubildungen
des Magens, so ergibt sich für Männer 60,7 (1984-1986) bzw.
77,7 (1952-1954), für Frauen 65,7 bzw. 57,0. Daraus resultiert
ein Bilanzgewinn der Männer für bösartige Neubildungen von
Magen plus Dickdarm, nicht aber der Frauen. Ausschlagge-












































Kohortentrend 1373,(1334),1929 1374,(1 379),1929
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Tabelle 5. Kohortendarstellung der altersspezifischen Mortalität an bösartigen Neubildungen des Magens, Fälle je 100000 Männer.
*) Altersgruppe
































































































































52-54 - - -
68-70 - - -



























































*) Zentrales Geburtsjahr der Kohorte
Tabelle 6. Kohortendarstellung der altersspezifischen Mortalität an bösartigen Neubildungen des Magens, Fälle je 100000 Frauen.
4) Altersgruppe





























































































































52-54 - - - -
68-70 - - - -





















































*) Zentrales Geburtsjahr der Kohorte
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Tabelle 7. Kohortendarstellung der altersspezifischen Mortalität an bösartigen Neubildungen des Dickdarms, Fälle je 100000 Männer.
*) Altersgruppe


















































































































52_54 _ _ _ _
68-70 _ _ _ _

















































*) Zentrales Geburtsjahr der Kohorte
Tabelle 8. Kohortendarstellung der altersspezifischen Mortalität an bösartigen Neubildungen des Dickdarms, Fälle je 100000 Frauen.
*) Altersgruppe













































































































52_54 _ _ _ _
68-70 _ _ _ _
















































*) Zentrales Geburtsjahr der Kohorte
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Tabelle 9. Kohortendarstellung der altersspezifischen Mortalität an bösartigen Neubildungen des Mastdarms, Fälle je 100000 Männer.
Ü Altersgruppe










































































































h4VV - - - - -
52-54 - - - - -
68-70 - ~ - 0,1 -













































*) Zentrales Geburtsjahr der Kohorte
Tabelle 10. Kohortendarstellung der altersspezifischen Mortalität an bösartigen Neubildungen des Mastdarms, Fälle je 100000 Frauen.
*) Altersgruppe










































































































52_54 _ _ _ _ _ _
68-70 _ _ _ _










































*) Zentrales Geburtsjahr der Kohorte
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Auswertung der Tabellen 5 und 6
Kriterium Männlich Weiblich
Anteil (°/6) 5 ,0 4,5
Alterstrend
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Geschlechtsdifferenz
Mittelwert + 2,0 + 20,0 - -
1952-1954 + 4,1 + 63,1 - -
1984-1986 ± 0 ± 0 ± 0 ± 0
höhere Werte 40 + 30-39
Kohortentrend 1894, 1899, (1904),
1929,1934,1944,1949 1914 1919 1924
1934, 1939
Auswertung der Tabellen 7 und 8
Kriterium Männlich Weiblich
Anteil (°/6) 6,5 9,8
Alterstrend
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Abb. 5. Sterbefälle an bösartigen Neubildungen der Luftröhre, Bron-
chien und Lunge. Fälle je 100000 Männer
Zusammenfassung
Während bei Frauen ab 35 Jahren der Aufstieg unaufhaltsam
weitergegangen ist, wurde bei Männern in einigen Altersklas-
sen der Höhepunkt schon vor einiger Zeit überschritten. Die
Geschlechtsrelation hat sich von 5,711 (1952-1956) auf 5 ,1:1
Auswertung der Tabellen 11 und 12
Kriterium Männlich Weiblich






Maximum ^ 80-84 85-89
bend sind bösartige Neubildungen des Dickdarms. Hier müs-
sen geschlechtsspezifische Faktoren wirksam sein, ob primär
oder im Zusammenwirken mit Ernährungsbestandteilen ist
unbekannt '
Sterblichkeit an bösartigen Neubildungen von Luftröhre,
Bronchien und Lunge (ICD-9: 162)
Im wesentlichen handelt es sich um bösartige Neubildungen
der Bronchien und der Lunge; Sitz in der Luftröhre ist selten.
Die Abbildung 5 verdeutlicht die zum Teil unterschiedliche
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Tabelle 11. Kohortendarstellung der altersspezifischen Mortalität an bösartigen Neubildungen der Luftröhre, Bronchien und Lunge, Fälle je 100000 Männer.
1) /Xhersgruppe
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_ 08 05 05 12 42
_ 05 02 12 41
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52-54 0,1 - - 0,1 0,5 0j7 (L9 3,5
68-7() 0,1 0,0 - 0,2 0,5 0,6 1,2 3,7
84-86 - - - 0,1 (L2 (L3 1,2 494












































ik) Zentrales Geburtsjahr der Kohorte
Tabelle 12. Kohortendarstellung der altersspezifischen Mortalität an bösartigen Neubildungen der Luftröhre, Bronchien und Lunge, Fälle je 100000 Frauen.
Altersgruppe


























_ __ 0,0 _ _
_ _- _ 02_ _ 02
_ _- _ 02 02 _ 08
_ 05 02 02 02 05 18
_ 02 02 08 05 93 35
02 91 (93 02 90 25 62
_ 05 07 91 25 52
08 05 _94 25 52









































































h4VV _ _ _ - _ 08 05 93 28 52
52-54 0,1 - - 0,2 - 0,2 0,8 1,3 2,6 4,3
68-70 - - - 0,1_ 0,1 0,3 0,5 1,2 2,5 4,8








































*) Zentrales Geburtsjahr der Kohorte
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Sterblichkeit an bösartigen Neubildungen des Gebär-
mutterhalses (ICD-9: 180)
Bei bösartigen Neubildungen der Gebärmutter ist der ärztli-
che Leichenschauer nicht verpflichtet - oft auch nicht in der
Lage -, den Sitz genau anzugeben, d. h. ob im Gebärmutter-
hals oder im Gebärmutterkörper, zwei nach Histologie,
Altersverteilung und Prognose durchaus verschiedenen
Erkrankungsarten. Statistische Angaben über die Mortalität
an bösartigen Neubildungen des Gebärmutterhalses hängen
weitgehend davon ab, wie genau die Diagnose auf dem Lei-
chenschauschein vermerkt ist. Paradoxerweise kann der Über-
gang zu qualifizierteren Angaben daher vorübergehend zu
einem Anstieg der Mortalität bei der ICD-Chiffre 180 führen,
allein als statistischer Artefakt. Die Problematik der Todesur-
sachenstatistik speziell bei bösartigen Neubildungen der
Gebärmutter ist gerade ausführlich dargelegt (15).
Die Abbildung 7 veranschaulicht ein recht augenfälliges
Verhalten der einzelnen Kohorten. Dabei zeichnet sich offen-
sichtlich eine obere Grenze ab.
Zusammenfassung
Wegen der technischen Voraussetzungen ist die Bewertung
besonders schwierig. Die Periode 1952-1956 ist als Ausgangs-
basis wenig geeignet. Im Alter von 30-74 ist die Mortalität von
Abb. 6. Sterbefälle an bösartigen Neubildungen der Brustdrüse. Fälle
je 100000 Frauen
(1982-1986) verringert, nachdem sie zwischenzeitlich bis auf
7,111 (1967-1971) angestiegen war. Dennoch dauert die erheb-
liche Übersterblichkeit des männlichen Geschlechts weiter an,
sie ist für das im ganzen schlechtere Abschneiden der Männer
vorrangig verantwortlich, und das bei einer weitgehend ver-
hütbaren, therapeutisch aber wenig zugänglichen Lokalisa-
tion.
Sterblichkeit an bösartigen Neubildungen der Brustdrüse
(nur Frauen ICD-9: 174)
Eine Palpation der Brust gehört seit 1971 für Frauen ab 30
Jahren zum Programm der Krebsfrüherkennungsuntersu-
chungen.
Die Abbildung 6 zeigt den permanenten Anstieg innerhalb
der jeweiligen Altersgruppen bei den nachfolgenden Kohor-
ten sehr deutlich.
Zusammenfassung
Der prozentuale Anstieg in den einzelnen Altersklassen ist
annähernd gleichmäßig erfolgt, jedoch mit unterschiedlichen
Auswirkungen auf das Gesamtergebnis.
Der Anstieg von 1968-1970 auf 1984-1986 ist in den Alters-
klassen 30-39, 60-79 und ab 90 eindeutig höher als der von
1952-1954 auf 1968-1970. In diesen Altersklassen hat die
Krebsfrüherkennung in der praktizierten Form nicht einmal
das Ausmaß des Anstiegs, geschweige diesen überhaupt, gün-
stig beeinflussen können.
. _ _ |












































Kohortentrend 1894, 1899, (1904), 1914
(1919),1924,1934
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Tabelle 13. Kohortendarstellung der altersspezifischen Mortalität an bösartigen Neubildungen der Brustdrüse, Fälle je 100000 Frauen.
*) Altersgruppe
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h4VV _ _ _ _ _ 12 42 10,6
52-54 - - - - - 0,7 3,2 9,6
68-70 - - - - 0,1 1,5 3,8



















































*) Zentrales Geburtsjahr der Kohorte
Tabelle 14. Kohortendarstellung der altersspezifischen Mortalität an bösartigen Neubildungen des Gebärmutterhalses, Fälle je 100000 Frauen.
*) Altersgruppe
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BÄVV _ _- _ _ _ 08 25 49
5254 _ -_ _ _ 02 02 22 45
6820 _ _ _ _ _- 68 22 62
















































*) Zentrales Geburtsjahr der Kohorte
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Abb. 7. Sterbefälle an bösartigen Neubildungen des Gebärmutterhal-
ses. Fälle je 100000 Frauen
1968-1970 auf 1984-1986 durchweg zurückgegangen, aber ab
75 angestiegen, wenn auch weniger als von 1952-1954 auf
1968-1970. Das Ergebnis ist mit einem vorteilhaften Einfluß
der Krebsfrüherkennung zu vereinbaren. Der Anstieg im
hohen Alter spricht wegen der nur sehr geringen Beteiligung
an der Krebsfrüherkennung in diesem Alter nicht dagegen.
Die Frauen, die in den aufgefallenen Kohorten geboren
sind, standen zu Beginn des 1. wie des 2. Weltkrieges (mit
Ausnahme der Geburtskohorte 1934) in einem für das Sexual-
leben entscheidenden Alter. Inwieweit das im Einzelfall von
Bedeutung ist, kann aus der Globalstatistik nicht ersehen
werden.
Sterblichkeit an bösartigen Neubildungen sonstiger und
nicht näher bezeichneter Teile der Gebärmutter
(ICD-9: 179 + 182)
Wie die Bezeichnung verrät, werden zwei verschiedene Arten
bösartiger Neubildungen zusammengefaßt: Solche mit Sitz im
Gebärmutterkörper und solche ohne Angabe des Sitzes. Ins-
besondere in den Anfangsjahren der Beobachtungsperiode
dürften nicht nur vereinzelt Fälle mit Sitz im Gebärmutterhals
unter den hier angegebenen Bezeichnungen registriert worden
sein.
Zusammenfassung
Der Rückgang ist unübersehbar, geht aber in Wirklichkeit
zumindest teilweise auf das Konto der Lokalisation im Gebär-
mutterhals. Ab 80 Jahren sind die Werte 1984-1986 höher als
1968-1970, ab 85 sogar höher als 1952-1954. Dabei ist der
Gebärmutterkörperkrebs der Krebsfrüherkennung kaum
zugängig. Der Rückgang ist das Verdienst der erfolgreichen
Therapie und einer seltener werdenden Diagnoseverschlep-
pung.
Faßt man die ICD-Gruppen 170, 180 und 182 für alle
bösartigen Neubildungen der Gebärmutter ungeachtet der
unterschiedlichen Wertigkeit zusammen, so ist bis zum 60.
Lebensjahr die Mortalität von 1952-1954 bis 1984-1986 um
mindestens die Hälfte des Ausgangswertes zurückgegangen.
Erst ab 85 Jahre ist ein Anstieg zu verzeichnen. Insgesamt ist
hier die Entwicklung erfreulich.
Sterblichkeit an bösartigen Neubildungen der Prostata
(ICD-9: 185)
Das Prostatakarzinom als der hier bei weitem dominierende
Tumortyp ist vor dem 40. Lebensjahr ausgesprochen selten.
Die Abbildung 8 vermittelt einen überzeugenden Eindruck
von dem erschreckend steilen Anstieg, insbesondere der
anhaltenden Zunahme in den höheren Altersklassen.
Zusammenfassung
Insgesamt hat sich die Mortalität fast verdoppelt. Dabei ist der
Anstieg nicht uniform. Von 50-54 und 60-79, also in immerhin
vier Altersklassen, liegt das Maximum bereits vor 1982-1986.
Von den zehn Altersklassen ab 45 Jahren weisen fünf nach
Einführung der Krebsfrüherkennung einen stärkeren Anstieg
auf als in der gleichlangen Periode davor. In den anderen fünf
Altersklassen ist auch ein Anstieg eingetreten, aber geringer
als in der Vorperiode.
Angesichts des oft torpiden Verlaufs und der Multimorbidi-
tät im hohen Alter kann speziell bei dieser Lokalisation die
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Tabelle 15. Kohortendarstellung der altersspezifischen Mortalität an bösartigen Neubildungen anderer und nicht näher bezeichneter Teile der Gebärmutter, Fälle je
100 000 Frauen.
:}':) Altersgruppe






































































































































52_54 _ _- _ _
68_70 _ _- _ _



























































1°) Zentrales Geburtsjahr der Kohorte
Tabelle 16. Kohortendarstellung der altersspezifischen Mortalität an bösartigen Neubildungen der Prostata, Fälle je 100000 Männer.
*) Altersgruppe
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Auswertung der Tabellen 17 und 18
Kriterium Männlich Weiblich
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Abb. 8. Sterbefälle an bösartigen Neubildungen der Prostata. Fälle je
100 000 Männer
unikausale Signierung der Todesursachen in einer gewissen
Untererfassung resultieren, d. h., ein beim Tode bestehender
Prostatakrebs wird statistisch nicht erfaßt, wenn nach den
internationalen Signierregeln einer anderen Erkrankung der
Vorzug gebührt.
Sterblichkeit an bösartigen Neubildungen sonstigen,
mangelhaft oder nicht näher bezeichneten Sitzes
(ICD-9: 195 + 199)
Obwohl diese Gruppe der Häufigkeit nach bei Männern Rang
5, bei Frauen gar Rang 4 einnimmt, wird ihr kaum Beachtung
geschenkt. Sie wurde durch die ICD-8 neu konstituiert, leider
mit der ICD-9 schon wieder erheblich abgeändert. Vergleiche
sind nur innerhalb der Jahre 1952-1967, 1968-1978 und
1979-1986 uneingeschränkt zulässig. Formal mögliche Kohor-
tentrends sind ohne denkbare Sachaussage, werden deshalb
nicht erwähnt. Die besondere Problematik dieser Gruppe ist
an anderer Stelle ausführlich dargelegt worden (16).
Zusammenfassung
Der Anstieg ab 1968 ist methodisch bedingt. Unter Routine-
bedingungen ist eine Gruppe mit unscharfen Diagnosen bei
den bösartigen Neubildungen nicht zu vermeiden. Die Bedeu-
tung liegt darin, daß an sich alle hier eingereihten Fälle in eine
andere, nicht ermittelbare Gruppe gehören. Die verfügbare
Manövriermasse ist groß genug, um Verschiebungen in der
bisherigen Rangordnung der bösartigen Neubildungen hervor-
rufen zu können.
Sterblichkeit an Leukämie (ICD-9: 204-208)
Unter der Sammelbezeichnung Leukämie werden Erkrankun-
gen der blutbildenden Organe recht unterschiedlicher Natur,
von akut in wenigen Monaten zum Tode führend bis über
Jahre unbehandelt stationär bleibend, zusammengefaßt.
Gemeinsam ist die fehlende Aussicht auf Heilung jenseits des
Kindesalters. Bei dieser Krankheitsgruppe werden 1. sowie
2.-5. Lebensjahr getrennt ausgewiesen.
Die Abbildungen 9 und 10 dokumentieren die recht unter-
schiedlichen Entwicklungen bei den einzelnen Altersklassen.
Zusammenfassung
Weder Prävention noch Früherkennung stehen hier zur Verfü-
gung. Die günstige Entwicklung im Kindesalter ist ausschließ-
lich der hier konsequent betriebenen Schulmedizin mit kaum
vorstellbaren Erfolgen zu verdanken. Außenseitermethoden
haben überhaupt nichts beigetragen.
Der Rückgang jenseits des Kindesalters, bei Männern bis
59, bei Frauen bis 64, ist schwer erklärbar. Die völlig gegen-
läufigen Tendenzen: Rückgang bis in die mittleren Altersklas-
sen, dann Anstieg, sind bei den Leukämien besonders ausge-
prägt.
Der Unterschied zwischen den Geschlechtern verringert
sich.
Diskussion
Versucht man abschließend eine Übersicht und Zusammenfas-
sung, so ergibt sich:
Der allgemeine Trend, für die jeweilige Gesamtmortalität,
bietet folgendes Bild:
1. Kontinuierlicher Anstieg in den sieben Fünfjahresperioden:
Gesamtmortalität, Männer wie Frauen
Dickdarm, Männer wie Frauen
Lunge, Männer wie Frauen
Brustdrüse, Frauen
Prostata
Leukämie, Männer wie Frauen
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Tabelle 17. Kohortendarstellung der altersspezifischen Mortalität an bösartigen Neubildungen sonstigen, mangelhaft oder nicht näher bezeichneten Sitzes, Fälle je
10000Clh4ännen
*) /Xhersgruppe



































































































































































*) Zentrales Geburtsjahr der Kohorte
Tabelle 18. Kohortendarstellung der altersspezifischen Mortalität an bösartigen Neubildungen sonstigen, mangelhaft oder nicht näher bezeichneten Sitzes, Fälle je
10000ClFrauen.
*) Altersgruppe



































































































































































*) Zentrales Geburtsjahr der Kohorte
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Abb. 9. Sterbefälle an Leukämie. Fälle je 100000 Männer Abb. 10. Sterbefälle an Leukämie. Fälle je 100000 Frauen
2. Kontinuierlicher Rückgang, ebenfalls in allen Fünfjahres-
perioden:
Magen, Männer wie Frauen
sonstige Teile der Gebärmutter
3. Anstieg gegenüber Ausgangsperiode (1952-1956), aber
Rückgang bis oder in Periode 1982-1986, aber noch über
Ausgangswert:
Mastdarm, Männer wie Frauen
Gebärmutterhals
Sonstiger und nicht näher bezeichneter Sitz, Männer wie
Frauen.
Insgesamt überwiegt also der Anstieg.
Die Gesamtergebnisse täuschen eine Homogenität vor. Dabei
liegt in Wirklichkeit eine ausgesprochene Dissoziierung nach
dem Alter vor, mit folgenden Möglichkeiten:
1. Allgemeiner Rückgang (höchstens Ausnahmen in einer
Altersklasse) bis zum 85. Lebensjahr, danach Anstieg:
Gesamtmortalität, Frauen, ab 85
Dickdarm, Frauen ab 85
Mastdarm, Männer wie Frauen, ab 85
Gebärmutterhals, ab 90
sonstige Teile der Gebärmutter, von 85-89
sonstiger und nicht näher bezeichneter Sitz, Männer wie
Frauen, ab 90
Uneinheitliches Verhalten: Anstieg ab 85 Jahren, außer-





Leukämie, Männer wie Frauen.
Nicht aufgeführte Lokalisationen weisen einheitliches Ver-
halten - Rückgang oder Anstieg - auf.
Für die Geschlechtsdifferenzen ergeben sich folgende Mög-
lichkeiten:
1. Die Übersterblichkeit der Männer ist 1984-1986 höher als
1952-1954:
Gesamtmortalität






3. Die Übersterblichkeit der Frauen ist 1984-1986 höher als
1952-1954:
Dickdarm
Sonstiger und nicht näher bezeichneter Sitz.
Vergleichsweise wenig hat die Kohortenanalyse erbracht.
Technisch ließen sich bei allen Lokalisationen und bei beiden
Geschlechtern wenigstens zwei Kohorten als überzufällig
betroffen herausfinden. Dabei ist eine Abgrenzung vom Peri-
odentrend für alle Geburtskohorten 1904 und früher kaum
möglich. Eine plausible Erklärung für auffällige Kohorten
bietet sich nur beim Gebärmutterhals an, freilich auch nur im
Sinne der bekannten Beziehungen zwischen Sexualverhalten
und dieser Krebslokalisation.
Ein positiver Einfluß der Krebsfrüherkennung ist, abgese-
hen vom Gebärmutterhalskrebs, allenfalls in Form eines ver-
Auswertung der Tabellen 19 und 20
Kriterium Männlich Weiblich
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Tabelle 19. Kohortendarstellung der altersspezifischen Mortalität an bösartigen Neubildungen an Leukämie, Fälle je 100000 Männer.
*) Altersgruppe











































2,4 2,2 1,8 1,5
2,3 2,4 1,8 1,9 2,1
2,4 2,8 1,5 1,9 2,2 2,2
2,6 3,0 2,0 1,8 2,1 2,7 2,7
2,5 2,0 2,1 2,1 2,7 3,2
2,1 1,9 2,3 2,9 3,3


















































































2,3 2,5 1,9 1,9 2,3 2,8 3,2
2,6 2,5 2,1 2,5 2,6 3,0 3,0
2,4 2,4 1,5 1,8 2,2 3,0 3,6




































*) Zentrales Geburtsjahr der Kohorte
Tabelle 20. Kohortendarstellung der altersspezifischen Mortalität an bösartigen Neubildungen an Leukämie, Fälle je 100000 Frauen.
*) }\hersgruppe











































1,8 1,5 1,3 1,3
2,0 1,8 1,5 1,5 1,5
2,0 1,6 1,4 1,3 1,9 2,0
1,5 1,7 1,7 1,6 1,7 2,0 2,5
1,5 1,9 1,8 2,0 2,2 2,7
1,4 2,1 2,1 2,3 3,1















































































1,7 1,6 1,5 1,6 1,9 2,3 3,0
1,4 1,4 1,3 1,5 2,1 2,5 2,9
1,6 1,9 1,4 1,6 2,0 2,3 3,2




































*) Zentrales Geburtsjahr der Kohorte
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langsamten Anstieges denkbar. Angesichts der Teilnehmerra-
ten und der begrenzten Leistungsfähigkeit der verfügbaren
Methoden kann das nicht überraschen. Die günstigsten Ergeb-
nisse finden sich beim Magenkrebs, für den es weder ein
Früherkennungsprogramm noch eine ins Gewicht fallende
Verbesserung der Therapie gibt.
Es zeichnen sich also viele, alles andere als einheitliche
Trends ab. Nur eine sehr differenzierte Betrachtungsweise
kann der so unterschiedlichen Entwicklung der Sterblichkeit
bösartiger Neubildungen gerecht werden.
Die Sterblichkeitsentwicklung im jüngeren und mittleren
Lebensalter wird den Wert der Todesursachenstatistik bei den
bösartigen Neubildungen zunehmend beeinträchtigen. Ohne
zuverlässig arbeitende umfassende Krebsregister wird die
quantitative Übersicht über das Krebsgeschehen bald verlo-
rengehen.
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Linear transformations in location model and their influence
on classification results in mixed variable discrimination
Ewa Krusinska
Summary
The paper presents the influence of linear transformations of
original data on the results of classification in the location
model for mixed variable discriminant analysis. The introduced
linear transformation takes its origin in between-group analysis
and enables the best separation between groups considered.
Then the classical linear discrimination may be performed on
the transformed data instead of the full location model ap-
proach. The advantages of the new method are discussed basing
on the medical data example.
Zusammenfassung
Die Arbeit beschreibt den Einfluß von linearen Transformatio-
nen der Originaldaten auf die Klassifikationsergebnisse im
Lokationsmodell der Diskriminanzanalyse mit gemischten
Variablen. Die vorgeschlagenen linearen Transformationen
werden aus der Zwischengruppenanalyse abgeleitet und ermög-
lichen die beste Trennung zwischen den untersuchten Gruppen.
Nach der Transformation kann die klassische lineare Diskri-
minanzanalyse durchgeführt werden ohne die Notwendigkeit,
die ganze Lokationsmodellprozedur zu benutzen. Die Vorteile
der Methode werden an einem medizinischen Datenbeispiel
diskutiert.
1. Introduction
However the discrimination problems with mixed continuous
and discrete predictor variables are often met in practice,
there are till now only three groups of methods used to solve
them. These are namely: nonparametric procedures, which
are rather time consuming because they require density esti-
mation, logistic discrimination and its extension introduced by
TAKANE et al. (1987) and called ideal point discriminant
analysis and location model (KRZANOWSKI, 1975). The paper
quoted was the first one on the topic and dealt with the
mixtures of continuous and binary variables in dichotomous
case. The generalizations to the mixtures of continuous and
discrete variables with more than two states possible and to the
polychotomous discrimination problem were given by KRZA-
Nowsxr (1980, 1986).
The method consists in creating different classification rules
on the basis of continuous variables for each cell of the
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contingency table defined by discrete variables values. After
assuming the normal distribution N (μi('“), Z) with the mean
μfm) different in all cells and groups and the common cova-
riance matrix Z it gives the classical Fisherian linear classifica-
tion rule but derived separately for each cell.
There is also possible to transform the original data (as in
KRZANOWSKI, 1979) and then to perform classical linear dis-
crimination on the transformed data instead of realizing full
location model procedure to the untransformed ones. The
transformations given by KRZANOWSKI (1979) take their origin
in within-cell or in between-cell analysis.
The method presented in the paper is based on between-
group analysis. It has also a particular reference to the discri-
mination problem because it enables the best separation bet-
ween the groups considered. Its additional advantage is that it
has a straightforward connection with the selection procedure
in the location model based on the multivariate discriminatory
measure T2 (KRUSINSKA, 1988c).
The problem of dimensionality reduction in the location
model is the considerable one. The classification results on the
effectively chosen most discriminative subset of variables may
be much better than for the complete set of predictors. Four
groups of methods with various possibilities have been pro-
posed to solve the problem. The first one (KRZANOWSKI,
1983) bases on evaluating a specific distance measure, the
second one (DAUDIN, 1986) is based on the Akaike criterion,
the third group of methods takes as criterions test statistics in
the multivariate analysis of variance (KRUSINSKA, 1988b,
19880), KRUSINSKA, LIEBHART, 1988) and the last collection
of procedures bases on the total probability of misclassification
(KRUSINSKA, 1988a).
In the paper a new strategy of dimensionality reduction is
developed, namely: by choosing the most significant canonical
variates after the linear transformation described. The results
of linear discrimination on canonical variates (the linear com-
binations of continuous variables giving the best group separa-
tion) are compared for different sets of predictors and besides
with the full location model procedure to see that the advan-
tage of the correctly chosen model in classification is evident.
2. Location model approach
After KRZANOWSKI (1975) let us introduce the location model
procedure. Suppose that each individual is described by a
vector y' = (y1, y2, . . _, yp) of p continuous variables and a
vector x' = (xl, X2, _ . ., xq) of q binary ones (discrete variables
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with more than two states are decoded to the binary varia-
bles). The problem is in classifying an individual w' = (x', y')
to one of two populations rt1 or ar2 on the basis of the values of
x and y. The generalization to multiple (polychotomous) dis-
~crimination is possible (KRZANOWSKI, 1986, KRUSINSKA,
1988d). It is assumed that the continuous variables follow
different multivariate normal distribution for each combina-
tion of binary variables values, i.e., y~N (μ1(m), ZI) (i = 1, 2;
m = 1, 2, . . ., 2q). The covariance matrix 2 is common for all
2q cells.
The optimal classification rule in the model is: allocate w
falling into the mth cell to :I1 if
- 1 m m(u1(““-μ2(““)' 2 1{y~§(μ1( )+μ2( ))j>10g(p2m/ihm) (1)
and otherwise to IL2.
The probabilities pin, (i = 1, 2; m = 1, 2, . . _, 2q) are
estimated by the iterative scalling procedure of HABERMAN
(1972) allowing for empty cells in the contingency table. The
parameters related to continuous variables are estimated by
use of the linear additive model which enables to obtain
smoothed estimates of μ1(m) and Z. The model is:
9
P'~i=Vi+ Z0lj,iXj+ Z Z l3jı<,iXjX1<+
1=1 1 < 1<
+2 Z 2Yj1<1,iX1'Xı<Xı+-~-+ (2)
j < k < 1
'l' Ö12...q,iX1X2- - -Xq
Practically the first order model and the second order model
are used and the remaining terms are treated as residual error.
The classification of the individual w' = (x', y') is performed
with the rule (1) using the leaving-one-out method, i.e., that
the unknown parameters are calculated after throwing away
the actually classified unit.
3. Between-group analysis
KRZANOWSKI (1979) has introduced linear transformations for
the mixture of continuous and binary variables taking its origin
in within-cell and in between-cell analyses. Some of them have
a particular reference to discrimination problem because the
new (canonical) variables obtained by transformations are as
homogeneous as possible within populations. Under such an
assumption the classical linear discriminant function performs
well and there is no necessity to realize the full location model
process.
The new procedure introduced in this paper is based on
between-group analysis not discussed by KRZANOWSKI (1979).
It is an extension of the classical canonical variate analysis for
the continuous data to the case of the mixed continuous and
discrete features.
Let us consider the multivariate general linear model of the
form
Y'=X-B+E,n>k (3)
nxp nxk kxp nxp
where Y is the observation matrix.
In the above model (3) we test the hypothesis on the
parameters B
H0: K B = 0 1<s<k,rk(k)=s (4)
sxk kxp sxp
Let M = KB, X = [X1 f X2], rk (X1) = r>0 and X1 is non-
singular.
Let M = X1 (X1 X1)`1 X1 Y be the least squares estimate of
M. The residual sums of squares and products matrix is
defined as
o=(Y-M)(Y-My




8% = K1(Xl X0* X1 Y.
The partition K = [K1f K2] corresponds to the partition of
the matrix X.
The new discriminant variables (the so-called canonical
variates) can be defined as a solution of the eigenvalue pro-
blem (e. g. AHRENS and LAUTER 1974)
He=7tGe ~ (5)
If Ä1>}t2>. . .>Ä1 are the non-zero eigenvalues of the
matrix HG`1 and e1, ez, . . ., e1 are the corresponding eigen-
vectors the canonical variables Wh (h = 1, 2, . . ., t) are given
as
P
Wh = 2 ein Yu
›_». 111
where y= (y1, y2, . _ ., yp) is the observation vector of p
predictor variables.
Further the hypothesis H0 may be tested using statistics
based on the matrices H and G. One of them is the Lawley-
Hotelling T2 statistic given as
T2 = tr (HG-1).
It is called by AHRENS and LÄUTER (1974) the multivariate
discriminatory measure and is used for subset selection by
discributional approach (approximation by the Snedecor F in
script) or by applying its generalized equivalent T%=rT2
(r defined in 4).
When we select the most discriminative variables (both
continuous and discrete) in the location model the problem
considered may be described in the terminology of hypothesis
testing in the nested model of the two-way classification multi-
variate analysis of variance. The first factor A corresponds to
cells and may be observed at l = 2q levels at most (for q binary
variables)-be-eause some cells may be empty for all groups. The
second factor B corresponds to groups. It is observed at gi
(i = 1, 2, . . ., l) levels (groups with the positive number of
individuals) for each level of A (each cell).
Now we test the hypothesis on the in uence of the group
factor B, i.e., we test between-group differences simultane-
ously in all cells. The test statistics are based on the matrices H
and G which are called in the problem considered the bet-
ween-group adjusted squares and products matrix and the
within-group adjusted squares and products matrix, respec-
tively. In detail they are given by the formulae (KRUSINSKA,
1988b, 1988c):
1 gi





G = __ _ (Yijh _ 7111) (Yijh _“ Yu),
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where
y11-1, is the hth observational vector for the jth level of B (the jth
group) and the ith level of A (the ith cell),
y1j_ is the mean vector for the jth level of B and the ith level of
A,
y1__ is the mean vector for the ith level of A.
The linear transformation for the mixture of variables con-
sidered is now possible after solving the eigenvalue problem
(5) with the matrices H and G given by (6).
Additionally the selection process based on the generalized
multivariate discriminatory measure described as
1
T1 = g. T2 = g. tr (HG`1) (g. = 2 gi) may be carried out.
i=1
It should be stressed that the measure Tf enables the simul-
taneous choice of continuous and discrete variables to the
model (the values of T2 are uncomparable for different dis-
crete variables subsets), however the additional choice of
higher order terms in linear additive model (2) or in log-linear
model for estimating cell probabilities is not possible. The
procedure of DAUDIN (1986) based on Akaike criterion gives
some possibilities of such a selection in additional steps but it
will be not discussed here.
4. Example and comparison of results
The example concerns medical data. Material reported by
KRZANOWSKI (1975) as the 4th data set comprised 186 subjects
who underwent ablative surgery for advanced breast cancer.
In 99 cases treatment was successful or intermediate (the first
population rr1) and in the remaining 87 cases it was failure (the
second population nz). Six continuous (1-6) and three binary
variables (7-9) were measured for each subject. The selection
of the model with the generalized multivariate discriminatory
measure T? is presented in Table 1. The selection has been
performed with the stepwise backward procedure efficient
from the computational point of view, while the optimal
search needs much more computer time. Such stepwise proce-
dures are commonly used for dimensionality reduction in the
location model (see e.g.: KRZANOWSKI 1983, DAUDIN 1986,
KRUSINSKA 1988a, 1988b, 1988c). There is only one restriction
in the selection process (in the stepwise as well as in the
optimal one): at least one continuous variable must remain in
the predictors set to have the structure of data as in the
multivariate or univariate (for one continuous variable) analy-
sis of variance. For the example presented the values of T1
decrease in the elimination process but rather slowly at the
beginning.
After eliminating the four first variables one by one the
value of Tf has decreased from 6.6065 to 3.2993, so it is of the
same order as for the complete set (only two times smaller).
After throwing away the next variable no. 2 it has gone down
more evidently (3 times). Thus the subset of six variables
(2 3 5 7 8 9; three continuous; three binary) with the value of T?
equal to 4.2765 and the subset of five variables (25789; two
continuous; three binary) with the T1? which equals 3.2993 have
been chosen to the further analyses.
Both for the complete set of predictors and for the subsets
chosen the between-group analysis with linear transformations
of data as described in Section 3 has been performed. The
eigenvalues of the corresponding matrices HG`1 are presented
in Table 2. After the transformation all canonical variables
(canonical variates) may be used further for discrimination or
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Table 1. Dimensionality reduction with the generalized multivariate
discriminatory measure T1


















5 9 3.298810 -1
5 1.564310 -1
subsets chosen underlined
Table 2. Eigenvalues of the matrix HG“
set of variables eigenvalues







2 3 5 7 8 9 3.807310 -2
1.361610 -2
subset 1.684610 -1
2 5 7 8 9 3.774710 -2
UJl\.)l\Jl\Jl\Jl-*
only the most important ones (corresponding to te largest
eigenvalues) can be chosen. The choice of the most important
canonical variates has been made heuristically (as by KRZA-
NOWSKI 1979) analyzing the size of eigenvalues. In the case of
the analysis for all predictors the two first, the four first or all
canonical variates have been then used in linear discrimina-
tion. For the subset consisted of variables no. 235789 one
canonical variate or all three variates have been further ap-
plied. And for the subset with predictors no. 25789 one or
both canonical variates have been considered.
The results of classification for various methods and for
various variables sets are given in Table 3. The linear discrimi-
nant -function and the logistic discriminant function as well as
ideal point discriminant analysis (IPDA) for all predictors
have performed much worse than the location model of the
second order (KRZANOWSKI, 1975, TAKANE et al., 1987).
Because the selection procedure based on the measure T1 do
not enable to choose higher order terms in the linear additive
model for means but only binary variables the first order
location model is more adequate to the problem. For all
predictors it has given 64 misclassifications (also better than
linear and logistic discrimination). After the appropriate
model search IPDA has performed considerably better than
all other methods mentioned-above on the set of all predictors
(only 57 misclassifications). However it may be also seen that
after the choice of the most discriminative variables by the
generalized multivariate discriminatory measure Tf both for
the subset of six and five variables the number of incorrectly
classified individuals was at the same level as for IPDA (59
individuals). Further after the transformations and the use of
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Table 3. Comparison of classification results




linear discriminant function, all predictors 41 30 71
logistic function, all predictors* 41 28 69
ideal point discriminant analysis, 39 34 73
all predictors* *
ideal point discriminant analysis, 30 27 57
subset: 2 7 9*
location model of the second order, 34 27 61
all predictors*
linear discriminant function after transfor- 68
mation by unweighted between-cell analysis
for all predictors* * *
location model of the first order, 34 30 64
all predictors
location model of the first order, 28 31 59
subset: 2 3 5 7 8 9
location model of the first order, 27 32 59
subset: 2 5 7 8 9
between-group analysis for all predictors, 34 34 68
canonical variates: l-6
between-group analysis for all predictors, 30 34 64
canonical variates: l-4
between-group analysis for all predictors, 30 35 65
canonical variates: l-2
between-group analysis for subset 28 28 56
2 3 5 7 8 9, canonical variates: 1-3
between-group analysis for subset 26 32 58
2 3 5 7 8 9, canonical variate: 1
between-group analysis for subset 2 5 7 8 9, 40 29 69
canonical variates: 1-2
between-group analysis for subset 2 5 7 8 9, 28 37 65
canonical variate: 1
* after KRzANowsK1 (1975)
* * after TAKANE et al. (1987)
* * * after KRZANOWSKI (1979) (the numbers of misclassifications in
groups are not reported in the paper)
the classical discriminant function on the transformed data we
may obtain still better results. In detail for all predictors and
for all canonical variates obtained on their basis the number of
misclassifications has equalled 68 individuals (as in the bet-
ween-group analysis of KRZANOWSKI 1979). For the most
important canonical variates (corresponding to the largest
eigenvalues) it decreases to 64 and 65 individuals (for four and
two variates, respectively). For the subset of six most discrimi-
native variables (with three continuous among them) the
results have been much better. With all three variates we have
obtained 56 misclassifications (better than for IPDA) and for
only one (l) variate - 58 misclassifications (at the level of
IPDA). After the transformation on the set of five variables
(two continuous among them) the results were similar as for
the complete set of variables (69 misclassifications for two
variates and 65 ones for one variate).
The outcomes presented confirm that the choice of the most
discriminative variables is really very important in mixed
variable discriminant analysis.
5. Conclusions
The presented transformation of data in the location model
confirms its usefulness in discrimination. The essential feature
of the method (also from the computational point of view) is
that after transformation which enables the best group separa-
tion only classical linear discrimination needs to be performed
instead of the full location model approach. The reduction of
dimensionality is important both before and after transforma-
tion. The appropriate model selection enables to find the most
diagnostic features and to obtain lower number of misclassifi-
cations for the reduced than for the complete set of variables
in the full location model procedure. Besides the results of
linear discrimination on the transformed data are better for
the suitably chosen model. Moreover it may be easily seen that
the classification basing on the most important canonical vari-
ates is more accurate than for all variates. In the example given
the results after transformation on the whole data set and on
the set of five variables with the value of Tf two times smaller
have been at the same level. But for the subset of six variables
with the value of T1 1.5 times smaller than for the complete
predictors set the classification has been much better: for three
canonical variates more accurate than for IPDA and for one
variate at the level of IPDA. It is worth to note that the latter
result of 58 misclassifications has been obtained with only one
variable in linear discrimination! It indicates that the superior-
ity of the recently developed IPDA in comparison with the
location model is not so evident as mentioned by TAKANE et
al. (1987). The extensive model search is not only possible for
IPDA but also for the location model - now with many
methods. In the case of the second order model it can be also
done, i.e., the higher order terms in the linear additive model
for means may be chosen. The selection of higher order terms
was also introduced in IPDA but by the rather elaborated way
which seems to be much more complicated than the stepwise
procedure based on the probability of misclassification (KRU-
SINSKA, 1988a). In addition the comparison of the location
model choice with the Akaike criterion (used for IPDA) and
other methods is being carried out to enrich the study.
Concluding it can be told that the location model which is a
simple generalization of the classical discriminant procedures
to the mixture of both continuous and binary variables as the
full procedure as well as (or especially) after the proper data
transformation can be recommended as a tool in discrimina-
tion and classification.
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Trennverfahren zwischen verschiedenen Arten der Erblichkeit
bei einfachen Schwelleneigenschaften unter Einbeziehung
von Geschlechtsunterschieden
G. Arndt und K. Schmidt
Zusammenfassung
I. Mit Hilfe eines dritten Diskriminationsprogramms wurde
versucht, Trennungen zwischen einem geschlechtsbeeinfluß-
ten autosomalen Erbmodus einerseits und gonosomalen
bzw. geschlechtsbeeinflußten polygenen Erblichkeiten ande-
rerseits unter der Bedingung einfacher Schwelleneigenschaf-
ten zu ermöglichen. Es kamen multidimensionale Such-
Algorithmen mit Optimierungsautomatik zur Anwendung.
Als Grundlage der Differenzierung dienten die Manifesta-
tionshäufigkeiten von Verwandten 1. und 2. Grades.
2. An 63 in Matrizenform generierten Testbeispielen konnten in
Modellrechnungen gute, aber nicht immer sichere Trennun-
gen zwischen den drei genetischen Kategorien erreicht wer-
den. In einem Fall war überhaupt keine, in einem anderen
Fall sogar eine falsche Entscheidung erzielt worden.
3. Auftretende Ungenauigkeiten bei der genetischen Parameter-
schätzung wurden besprochen. I. d. R. sind diese gering-
fügis-
4. Unterschiede zwischen der einfachen Form des multifakto-
riellen Modells und seiner komplexen Form wurden als
unbedeutend eingestuft. Erneute wechselseitige Trennversu-
che mit der komplexen Form zu den beiden oligogenen
Erblichkeitsmodellen wurden des/ıalb unterlassen.
Summary:
1. By means of a third discrimination program it has been tried
to distinguish between sex-influenced autosomal mode of
inheritance on one hand and gonosomal as well as sex-
influenced multifactorial inheritance on the other, so far as
ordinary threshold characters are concerned. Multidimensio-
nal search-algorithm, involving minimum function, had been
applied. Subject of the distinctions were the manifestation
frequencies of relatives of the first and second degree.
2. By use of 63 test examples generated it could be shown
that discriminating results, concerning the three categories,
seemed to be almost good, but still sometimes not sure. In
one case no decision was possible, in another one a wrong
determination had been got at all.
3. Sometimes inaccuracies appeared at parameter estimations,
but they revealed on a non-significant level.
4. Differences between the simple and a more complex type of
the multifactorial model had a non-relevant state. Thus,
reciprocal distinctions by use of the complex type and the
other unifactorial modes of inheritance had been omitted.
Problematik
In den letzten Jahren gab es erhebliche Anstrengungen, eine
Diskrimination der Erblichkeit umweltbeein ußter Krankhei-
ten zu ermöglichen. Diese wissenschaftlichen Bemühungen
waren jedoch nicht sehr erfolgreich, wenn allein Verwandte 1.
Grades in die Analysen einbezogen wurden.
Möglichkeiten der Trennung werden vermutet, wenn Ver-
wandte 2. Grades unter Berücksichtigung unterschiedlicher
Geschlechtsbeein ussung in die Analyse eingeschlossen wer-
den (ARNDT und SCHMIDT (1987)). Unter diesen Vorausset-
zungen wird nunmehr die Trennfähigkeit eines autosomen zu
einem gonosomalen sowie zu einem polygenen Modell (in
zwei varianten Formen) mit zugehörigen Tests unter Verwen-
dung von Such-Algorithmen wechselseitig untersucht.
Populationsgenetische Modelle
Neben den bereits früher ausführlich beschriebenen Modellen
der gonosomalen- und der geschlechtsbeeinflußten polygenen
Vererbung nach LI und SACKS (1954) wurden noch zwei
weitere Modelle entwickelt. Das geschlechtsbeein ußte auto-
somale und eine komplexe Form des polygenen Modells.
Diese beiden Modelle werden im folgenden ausführlich
dargestellt, während wir für die Darstellung der ersten beiden
Modelle auf unsere frühere Arbeit verweisen möchten
(ARNDT und SCHMIDT (1987)). Die Untersuchungen auf
Trennfähigkeit beziehen sich auf alle vier Modelle.
1. Geschlechtsbeeinflußtes autosomales Modell
Die Prinzipien dieses Modells gehen auf LI und SACKS (1954)
zurück. Hierbei handelt es sich um stochastische Matrizen, die
Korrelationen zwischen Verwandten verschiedener Art festle-
gen. Ein Verwandtschaftspaar kann unter autosomalen Ver-
hältnissen beide, ein oder keine Allele gemeinsam besitzen.
EDV in Medizin und Biologie 4/1988
116 ARNDT/SCHMIDT, Trennverfahren zwischen verschiedenen Arten der Erblichkeit bei einfachen Schwelleneigenschaften
Die Matrizen der Übergangswahrscheinlichkeiten für die mög-




und werden durch gewogene Addition für unterschiedliche
Verwandtschaft nach folgendem Muster durchgeführt:
O01-› O1-*O 1-100
1> <1 0 1>221><1<1
T= p/2 1/2 q/2; 0= pz 2pq q
0 R <1 112 21><1<1
C11 + CTT + COO,
wobeic1+ c-1- + co = 1.
Die c-Skalare kann man aus den sogenannten Abstam-
mungskoeffizienten (Coefficient of coancestry) berechnen.
Für aszendierende bzw. deszendierende Verwandtschaft 1.
Grades ist cT=1, somit c1=cO=0. Die Übergangswahr-
scheinlichkeiten für Väter (oder Mütter) und deren Nachkom-
men sind demnach allein die Elemente der T-Matrix. Für
Vollgeschwister beiderlei Geschlechts gilt §1 +% T +% O,
für einen Großelternteil zu seinen Enkeln %T+% O. Letz-
tere Form trifft auch für Onkel (Tanten) und Neffen (Nichten)
zu.
1.1 X-Matrizen
Da die Zeilensummen der ITO-Matrizen jeweils 1 ergeben,
müssen alle Zeilen mit den Genotypenfrequenzen - p2(AA),
2pq(Aa), q2(aa) - multipliziert werden. Dadurch entstehen
drei symmetrische X-Matrizen und X = [x11~], i =j = 1, 2, 3. Die
Matrix zwischen Probanden und einem Elternteil lautet:
G: AA Aa aa





die zwischen Probanden und Vollgeschwistern:
G: AA Aa aa
AA p2(l + p)2/4 p2q(l + p)/2 p2q2/4
Aa 1ı>2<1(1+ R)/2 p<1(1 + pq) 1><12(1 + <1)/2
aa p2q2/4 pq2(l + q)/2 q2(l + q)2/4
und die zwischen Probanden und einem Großelternteil oder
Enkel, bzw. Onkel, Tanten und Neffen oder Nichten entspre-
chend
G: AA Aa aa
AA p3(l + p)/2 p2q(l + 2p)/2 pzqz/2
Aa pšqšl + 2p)/2 pqšl + 4pq)/2 p§12(l + 2q)/2
aa p q /2 pq (l + 2q)/2 q (l + q)/2
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1.2 Penetranzen
Die Manifestationsfrequenzen hängen nach EMERY (1976)
und JOHANSSON (1980) vom jeweiligen Genotyp ab, nicht aber
von deren Genotypenfrequenzen. Mit höchster Wahrschein-
lichkeit sind sie für den rezessiven Genotyp vollständig
(f3 = 1), für den heterozygoten unvollständig (fz < 1) und lie-
gen bei dem dominanten Genotyp darunter (f1<f2).
Sind bei autosomal bedingten Eigenschaften Geschlechts-
differenzen erkennbar, so kann dieser Umstand nur durch
Penetranzunterschiede erklärt werden. Sind die Penetranzen
mit N(0,1) verteilt, gilt:
fWi = (D(Xmi + AX),
wobei ››w« für weiblich, ››m<< für männlich steht. Ax ist die
Schwellendifferenz unterschiedlicher Empfänglichkeiten und
i = 1,2.
1.3 Populationswerte
Diese sind das innere Produkt aus den Genotypenfrequenzen
und den geschlechtsspezifischen Penetranzen:
Pm = pšfn-11 + zpqfmz +
PW = p fW1 + 2pqfW2 + q .
1 .4 Verwandtenfrequenzen
Die drei symmetrischen X-Matrizen, sowohl für aszendierend-
deszendierende als auch für bilineale Verwandte 1. oder 2.
Grades, müssen zusätzlich mit den Penetranzvektoren für
männliche bzw. weibliche Anteile multipliziert werden. Die
bedingten Wahrscheinlichkeiten - Bedingungen sind die
geschlechtsspezifischen Populationswerte der Probanden -
ergeben sich aus dem Prinzip:
Rm = 2ZfmifmjXij/2. Pm
RW = 2ZfW1fWjXij/2 PW
R7W = ZZfm1fWjX1j/2 Pm
Ram = ZZfW1fmjX1j/2. PW
RW und Rm sind gleichgeschlechtliche, R”W und R”m hingegen
gegengeschlechtliche Verwandtenanteile zu den Probanden
(SCHMIDT (1984), ARNDT und SCHMIDT (1987)). Die Notwen-
digkeit der Halbierung der Verwandtenfrequenzen ergibt sich
aus der wahrscheinlichen Geschlechtsverteilung von 1:1.
Den jeweils männlichen und weiblichen Probanden werden
in einer 2 >< 6 >< 3-Tafel 12 verschiedene Gleichungsresultate
zugeordnet. Hierbei wird auch bei den Verwandtenfrequen-
zen zwischen geschlechtsbeeinflußten Manifestationen einer-
seits und (drittens) den nicht differenzierten Häufigkeiten
unauffälliger Verwandter andererseits unterschieden. Die
Berechnung der Übergangswahrscheinlichkeiten entspricht
der im gonosomalen Modell verwendeten (ARNDT und
SCHMIDT (1987)).
2. Komplexe Form des polygenen Modells
Unter der Voraussetzung, daß es zwei Populationen gibt, die
verwandtschaftlich in einem bivarianten Verhältnis stehen und
die mit N(0,1) verteilt sind, kann das Schwellenprinzip nach
FALCONER (1965, 1967) als bedingte Wahrscheinlichkeit:
X2|1 = X2 _ t1211
ausgedrückt werden.
Die Indizes stehen für die zugehörigen Populationen. Die
Selektionsintensität entspricht i1, die phänotypische Ver-
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wandtschaft t12 =rh1h2, wobei angenommen wird, daß (das
fehlende) rA = 1. Weiterhin bedeuten x. die Schwellenwerte,
h1 und hz die Pfadkoeffizienten zwischen Genotyp und Phäno-
typ, und r steht für den genetischen Verwandtschaftskoeffi-
zienten. Diese Formulierung beruht auf dem Irrtum, daß
ô2|1 =ô2. Nach MENDELL und ELSTON (1974) gilt jedoch ap-
proximativ:
Ö22|1 = Ö22 (1 _ti2í1(í1 _ X1))
Die notwendige Korrektur lautet demnach
X2|1= (X2 _ f12í1)/ (1 _ ti2i1(i1 _ X1))0”5-
Die Anwendung dieser Prinzipien auf Geschlechtsdifferenzen
ermöglicht die Definition der Schwellenwerte zur Schätzung
der Verwandtenhäufigkeiten:
XRm = (XPm _ tm / _ tà im _ XPm))O,5
XRW = (XPW _ tw / __ tšv iw _ XPw))O›5
X,Rm = (XPm _i[iw) / _ ,E2 iw _ XPw))0,5
X'Rw = (XPW _ tim) / (1 _ tzim (im _ XPm))0”5
Für männliche und weibliche Probanden stehen die Subskripte
Pw und Pm, tm = rhà, tW = rhW, f= (tm tW)0*5, r = 1/2 für Ver-
wandte 1. Grades und r = 1/4 für solche 2. Grades. Die Sub-
skripte Rw und Rm kennzeichnen Verwandte gleichen
Geschlechts, R'w und R'm solche zum entgegengesetzten
Geschlecht der Probanden.
Die so erhaltenen Schwellenwerte bilden die Grundlage der
komplexen Form des polygenen Modells. Die Verwandtenfre-
quenzen belaufen sich dann auf
<I>(xR.), bzw. <I>(xR.').
3. Parameter und Parameterschátzung
Im geschlechtsbeein ußten autosomalen Modell werden die
Parameter f1, f2 sowie die Genfrequenz q (eingeschränkt auf
q > .004) und die Geschlechtsdifferenz (eingeschränkt auf
Ax < 1), im gonosomalen Modell die Parameter f1, fz, fm und q
schließlich in den beiden Formen des geschlechtsbeeinflußten
multifaktoriellen Modells die der manifesten Populationskon-
tingente Pm und PW, sowie die der phänotypischen Verwandt-
schaft tm und tW geschätzt, wobei t. = rhi, somit hi = t./r.
4. Optimierungsprozeß
Die Erwartungswerte (E) für Verwandtenhäufigkeiten - mani-
fest oder unauffällig - wurden sowohl für das autosomale als
auch für das gonosomale und das polygene Modell nach dem
Muster von ARNDT und SCHMIDT (1987) berechnet und in
einer 12 >< 3-Matrix mit den ››empirischen« (generierten) Häu-
figkeitsverteilungen (B) verglichen. Dabei galt es, die Modell-
parameter so zu bestimmen, daß die Summe der quadrati-
schen Abweichungen ein Minimum erreicht:
(E - E)2 = Min
5. Optimierung der Programme
Wie schon früher wurde zu diesem Zweck ein Programm der
NAG-Bibliothek (EO4UAF) für alle genannten Erblichkeits-
modelle verwendet. Unter verschiedenen Nebenbedingungen
- Gleichungen und Ungleichungen - dient es zur Minimierung
von Funktionen mehrerer Variabler mittels eines erweiterten
Lagrange-Verfahrens.
Testergebnisse
Zur Prüfung der Programme wurden 30 Testbeispiele für das
autosomale Modell, 17 für das gonosomale und 16 für das
polygene Modell generiert. Jedes der Testbeispiele wurde mit
drei verschiedenen Sätzen von Anfangswerten gerechnet.
6. Parameter und Parameterschätzungen
6.1. Eindeutigkeit und Genauigkeit
Als Entscheidungskriterien kamen der minimale Funktions-
wert (siehe unter 4.) und der Parametervergleich zur Anwen-
dung. Hierbei wurde überprüft, wie oft die Schätzwerte von
der Vorgabe abwichen, wenn man die Schätzwerte auf die
Stellenzahl der Vorgabe abrundete.
6.1.1. Autosomales Modell
Die hierbei erstellten Testbeispiele sind vorwiegend vermutete
Problem- oder Grenzfälle. Die bei der Berechnung erhaltenen
Funktionswerte schwanken zwischen 0.11>l<10`14 und
0.52>l<10`05. Von den 360 Einzelschätzungen wurden 244 kom-
plett richtige Ergebnisse erzielt, während die restlichen i. d. R.
unterschiedliche Abweichungen erkennen ließen. So traten
bei weiteren 13 Tests nur jeweils eine, in 8 Fällen zwei, in 5
Fällen drei und in 3 Fällen sogar vier Parameterabweichungen
auf. Es besteht der Eindruck, daß lokale Minima hierfür
verantwortlich sind.
6.1.2. Gonosomales und multifaktorielles Modell
Die Resultate hinsichtlich der minimalen Funktionswerte kön-
nen aus der Publikation von ARNDT und SCHMIDT (1987)
entnommen werden. Beide fielen im Vergleich zum autosoma-
len Modell etwas günstiger aus.
6.2. Trennfähigkeit der Modelle
Hierbei wurden die Testbeispiele eines der drei Modelle mit
den Programmen der anderen gerechnet und mit dem Ergeb-
nis des Ursprungsmodells verglichen.
Ausgehend von den gleichen Startwerten wird die minimale
Summe der Abweichungsquadrate für jedes Modell berech-
net. Die Differenz der Exponenten wird als Kriterium zur
Beurteilung der Trennfähigkeit herangezogen, im folgenden
als »Minima-Differenz« bezeichnet.
6.2.1. Wechselseitige Priifung des autosomalen und des gonoso-
malen Modells
Wurden die Daten des gonosomalen Modells mit dem autoso-
malen Suchprogramm approximiert, so lagen die Summen der
Abweichungsquadrate zwischen 0.89>l<10`5 und 0.85_>l<10`2,
während die Suche mit dem zugehörigen gonosomalen Pro-
gramm entsprechende Werte zwischen 0.52>l<10`14 und
0.89>l<10`5 erbrachte. Paarweise Vergleiche unter Zugrundele-
gung gleicher Startwerte lieferten eine Minima-Differenz der
Optimierungskriterien von -13 bis -4.
Wurden die Daten des autosomalen Modells mit dem gono-
somalen Such-Algorithmus angepaßt, variierten die Summen
der Abweichungsquadrate zwischen 0.28>l<10`4 und 0.32>l<10`1,
wohingegen die Suche mit dem zugehörigen Programm eine
Variationsbreite lieferte, wie sie bereits unter 6.1.1 beschrie-
ben wurde. Paarweise Vergleiche zeigten Unterschiede zwi-
schen -12 und -1. In einem Fall lag sie sogar bei 0, jedoch
erbrachten die anderen beiden Startwertsätze für den gleichen
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Test Differenzen der Exponenten von zweimal -3 zugunsten
des Originalprogramms.
6.2.2. Wechselseitige Priifung des autosomalen und des
geschlechtsbeeinflußten multifaktoriellen Modells
Wurden die Daten des polygenen Modells mit dem autosoma-
len Suchprogramm adaptiert, so lagen die Summen der
Abweichungsquadrate zwischen 0.78*10`7 und 0.38>l<10`2, mit
Hilfe des Originalprogramms jedoch zwischen .32>l<10`17 und
.11>l<10*5. Paarweise Vergleiche mit den gleichen Startwerten
zeigten eine Spanne der Minima-Differenz zwischen -13 und
0. In fünf der problematischen Tests konnten jedoch mit den
anderen Startwertsätzen Ergänzungsdifferenzen von -12 bis zu
-3 zugunsten des Originalprogramms erhalten werden.
Unter Adjustierung der Daten des autosomalen Modells
mittels des multifaktoriellen Such-Algorithmus wurde die
Summe der Abweichungsquadrate mit einer Spannweite zwi-
schen 0.81>l<10`6 und 0.13>l<10`1 erfaßt, dieweil die zum Origi-
nalprogramm die bereits erwähnte von 0.11>l<10'14 bis
0.52>l<10`5 hervorrief. Paarweise Einzelvergleiche mit glei-
chem Startwertsatz erbrachten in 76 von 90 Fällen eine
Minima-Differenz zwischen -12 und -1 zugunsten des Origi-
nalprogramms, in einem Fall sogar eine falsche Entscheidung.
Von den nichtentscheidbaren 13 Fällen in 6 Tests konnten
durch andere Startwertsätze 4 zugunsten des richtigen Pro-
gramms entschieden werden, in einem Test blieb auch dann
noch die (dreimalige) Differenz bei 0, und in einem restlichem
kam es sogar zu einer Fehleinschätzung (+1; 0; 0).
Nach FALCONER (1967) ist ››eine Diskrimination zwischen
einfachen Mendel-Genen unter Einbeziehung der Penetran-
zen einerseits und der (geschlechtsbeein ußten) multifakto-
riellen Erblichkeit andererseits sehr schwierig, wenn keine
planvollen Testpaarungen vorliegen. Dann sind beide Erblich-
keitshypothesen möglich<<. Nach den vorliegenden Ermittlun-
gen kann jedoch angenommen werden, daß zu einem großen
Teil eine Trennung der Erblichkeitsarten zumindest theore-
tisch möglich erscheint, wenn nur eine Schwelleneigenschaft
vorliegt.
6.2.3. Wechselseitige Prüfung des gonosomalen und des
geschlechtsbeeinflußten multifaktoriellen Modells
Die diesbezüglichen Untersuchungen wurden an anderer
Stelle abgehandelt (ARNDT und SCHMIDT (1987)). Hierbei war
eine sehr gute Diskrimination erzielt worden. Die allgemeine
Minima-Differenz zwischen den Kategorien war so groß, daß
auf einen paarweisen Vergleich verzichtet werden konnte.
7. Prüfung zwischen der einfachen und der komplexen Form
des polygenen Modells
7.1. Unterschiede zwischen den generierten Daten
Vergleicht man der Einfachheit halber die vier nichtbehafte-
ten Verwandtenhäufigkeiten, die durch jeweils vier gleiche
Parameter einerseits nach FALCONER (1967), andererseits
nach MENDELL und ELSTON (1974) generiert wurden, ergaben
sich - auf Einheit bezogen - maximale und minimale Abwei-
chungen bei Verwandten 1. Grades zwischen 0.00503 und
0.00000, bei solchen 2. Grades zwischen 0.00001 und 0.0.
7.2. Unterschiede zwischen minimalen Funktionswerten
Wurden mit einem einfachen multifaktoriellen Programm
Parameter-Suchen auf beide polygene Daten durchgeführt, so
erbrachten die Summen der quadratischen Abweichungen für
die einfache Form (FALCONER (1967)) eine Variationsbreite
von 0.62>l<10`19 bis 0.17>l<10`4 für die komplexe Form (MEN-
DELL und ELSTON (1974)) eine Entsprechung von 0.85>l<10`11
bis 0.63>l<10`5. Die Unterschiede erscheinen bei dieser Grö-
ßenordnung unerheblich.
7.3. Abweichungen der Parameterwerte
Die mittels der einfachen Form des polygenen Such-Algorith-
mus erzielten Resultate können aus Tabelle 1 ersehen werden.
Auch hier sind die Abweichungen vom pragmatischen Stand-
punkt aus unerheblich. Deshalb wurde auf eine erneute wech-
selseitige Trennbarkeitseignung der komplexen Form mit den
oligogenen Erbmodellen verzichtet.
Tabelle 1. Maximale und minimale Abweichungen nach Parametersuche mit dem Programm des einfachen Typs des polygenen Modells gegen
die Daten der einfachen Form (POLSEX3) und der komplexen Form (POLSEX4). - Der Startwert 0 steht für die Vorgabe
Daten und
Startwert-
Vergleiche Parameter Z(E - B)2
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Recursive Parameter Estimation in Multivariate Transfer Function
Models  
G. Göricke and P. A. Kröh
Summary  
The aim of this article is to develop a recursive algorithm to
estimate the parameters in BOX & JENKINS multivariate transfer
function models. Analogy to SHERIF & LIU (1984) the recursive
equations are derived in closed form by using the extended
Kalman filter technique.
The Kalman filter offers a number of advantages. So it is a
flexible approach to detect significant changes in time series
models.
1. The extended Kalman filter
In this section we will present a brief summary of the
recursive equations of Kalman filtering.
Consider a non-linear state space model of the form:
(1-13) Ät+1= Ã(Ät› tl' 1) + G(Ät› t) ' §i› t:
(1-lb) X1 = E(Ät› t) + §1 t: 1-›© [\.)1-1 UJl\J
where x1 is the state vector,
y1 is the observation vector and
§1 and a1 are assumed to be uncorrelated white noise
sequences with known covariance matrices O1 and R1.
The equations for the extended Kalman filter are given by:
(1.2a) Prediction equations
(1) Ätlt-1: Ä(Är-11 t)
(2) Ptlt-1: F(Ät-1› t) 'Pt-1'F,(Ät-11 t)
+ G(Ät-1›t_ 1)'Qt'G,(Ät-1› t"1)
(1 .2b) Update equations
(1) §1 =Ät1t-1+ Kt'(Yt_B(Ät|t-1› t))
(2) Pt = (I _ Kt'Ht)` 'Pr|i-1' (IT Kt'Ht}, ;l`Kt'Rt'Kt,
(3) Kt = Pt|t-1 ' H1/ ' (Hi ' Ptit-1 ' Hi, T Rt}_
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and
0 h x, t
(L4) Hi: =i<'9(5(_2 X =>^št|t-1
The extended Kalman filter is based on linearization of the
state equations at each time step and on the use of linear
Kalman filter.
There have been many papers on the topic of Kalman
filtering, including JAZWINSKI (1970), SAGE & MELSA (1971),
SAGE & WAKEEIELD (1972), ANDERsoN & MooRE (1979),
GOODWIN & SIN (1984), and many others.
2. The recursive algorithm
The general form of the multivariate transfer function model is
given by
(2iU yv=<V“(B)'Q0+\(B)'§«+<V7(B)'9(B)'§1
where y1 is the system output vector, x1 is the system input
vector.
The white noise process a_1 is uncorrelated. Without loss of






›±lı L.. “F-A B
Wedefineam-{1+m~p+m-q+k-(s+1)+k-r}-pa-
rameter vector ß as:
wewey
(2-2) §5: _ :§11
't
where the components are in detailed form:
CD|-6-OG)
_ :(9101 9201- ~ -1 91110)'
= (<l>11,1; <l>21,1; - - ~; <l>m1,1; - - -; <l>11,p; - - -; fl>mm_.p)'
_ = (61113 921,13 - - -š 911111; ~ - -S 611,qš - - ~š Ümm,q)'
_ = (0011,oš 0021,05 ~ - -2 U0m1,0š - ~ ~š 0311,53 - ~ -š 0Um1<,s)'
_ = (Ö11.1š 521,1; - - ~; Öm1,1š- ~ -S Ö11<,1š- - ~š Öm1<,r)'
(2.3)
we
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We obtain the time-invariant state space model
(2-43) t+1 = ßt = ß
(2~4b) Yt = h_( t› t) + êt
if we assume in equation (1.1a) that
(2-5) Ä(ßt› t+ 1): = 19.11 Qt: = 0
We can rewrite the multivariate transfer function model
(2.1) as
(Z6) X1 = {1 _ 9_1(B) ' <l>(B)} 'X1+ 97103) 'Q0
+ 97103) ' <l>(B) ' \'(b) '§1 + §1
= t) + Qt
which is the form of equation (2.4b). So the extended Kalman
filter (1.2) is applicable to estimate the parameters in BOX &
JENKINS multivariate transfer function models.
If f(ß1, t + 1) = 13 and Q1= 0, we obtain the reduced form of
the filter algorithm (1.2), which is the recursive algorithm to
estimate the parameter vector ß in time-invariant transfer
function models.
(2. 7) Recursive estimation algorithm
(1) ßt = ßt-1+ Kt' (Xi " §(ßt-11 t))
(2) P1=(I-K1-I-I1}-P1_1-{I-K1~H1}'-l-K1~R1-K1'
(3) Kt = Pt-1' Ht, ' (Ht'Pt-1'Ht, + Rt}_1
If we examine definition (1.4) of the matrix H1, we get:
<2~8>
In consideration of y1=h(ß, t)+a1, where _a_1=a1(ß), it
follows that
(2:9) H1==%Q j 11-1311 ="_%§}§i2 j1§=ß1_1
In attention to the rules of differentiation for vectors and
matrices (DHRYMES 1978a, b), we get in detail:
(2.10) v(t)= =-75% ß=êt_1=@)-1(B,1..1).1
(2.11) v1>1(t)==%aå ß=ßt_1=ê-1(B,1-1)-(01_1'®I}
where n1=y1-v(B)-x1andl=1,...,p
(2.12) vT1(t)= =`6)l_1_.i%1 11: ßm = -ê~1(B, 1- 1)-(§,_1'®I)
Wh-fe 1. = 1›~1<B›~<1›<B›~ 111.- <1›~1<B›~@.. - «B1 2.1
and l=1,...,q
(2.13a) VO1(t): = gli ß = ßt_1
=è-1(B, t-1)~<í›(E, t-1)
~{r1-1' ®I} ~§-A`1(B. 1- 1)




and A*1(B) is the (m - k >< m - k)-diagonal matrix
I 1 O _
Ö11(B)' ' O
A~1(E)= I ' Ä
0 1
i ômk(B)ıı
Since the matrix B is diagonal, we can rewrite (2.13a) in the
form
<2.131›› v01<t›=êj1(P›. 1- 1) ~ «i›<B, 1- 1) ~ {E- 1§.-1®11}'-A-1(B, t- 1)
wherel=0,...,s
-3 fit
- -ä-§7- ß = ßt_1
=ëj1(B. t- 1) - <l›<B. 1- 1) ~ 12-1' 12111-o(B, t-1)-Q-_/_\"2(E, t- 1)
where S2(B) is the (m- k >< m - k)-diagonal matrix
oo11(B) . . . 0
o(B)= Ä ' Ä
0 . . u›1„11(B)
We can rewrite (2.14a) in the form
(21411) vD1(t) = ê*1^(B, t- 1) - <í›(E, t- 1) A
~{Q<B.1-1›~§~~1a-1®11}'~A_2<B.1-1)
wherel=1,...,r
If we reformulate the equations (2.10) up to (2.14), we can
calculate recursive the matrices V(t), VP1(t), VT1(t), VO1(t)
and VD1(t):
(2.15) ê(B,t-1)-v(t)=I
(2.16) è(B, t-1)-v1>1(t)=g1_1'®I,W111-111-11- 1, . . .,p
(2.17) è(B, t- 1) - vT1(t) = (-01-5) 1211, where 1= 1, . . _, q
(2.1s) A(B^, t- 1) - (ê(B, t- 1) ~ vo1(t)}'
= {<1›<B. 1- 1) ~ IE- <x.-.®1›1'}'.
wherel=0,...,s
(2.19) /3211;, t- 1) - (è(E, t- 1) - vD1(t))'
= <1›<P›,t-1›~1§2(B.1-1›~E~(§.-.®1›1'}'.
where l= 1, . . .,r
The noise sequence n1 and the white noise sequence _a_1 are
not visuable. Therefore, this values must be substituted by
their estimations. The dimensions of the matrices V(t), VP1(t),







In analogy to the (n X 1)-parameter vector ß, where
n=m-{1+m-p+m-q+k-(s+1)+k-r}, the (m><n)-ma-
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(2.21) Ht = [v(i), vPt(i), . . ., vPt,(i), vTt(f), . . ., vTq(i),
vo40„.„\mnQ,vD4o„„,vD40]
The dimensions of all vectors and matrices of the recursive









Theoretically, for the recursive estimation algorithm (2.7),
the exact matrix Rt must be known. Because this demand is
not realistic, we will employ the following rule for the adaption
of Rt:
1 ^ ^ ı
(2-23) Rt=Rt-1+†'{§t-1'ët-1 -Rt-1}
For the initialization of the recursive estimation algorithm
(2.7) we require starting values. For the estimation of this
values, we have two possible strategies.
First, we can start the algorithm (2.7) at the point t = tt, + 1
and with the starting values ßto and Pto. This values must be
estimated with a classical global estimation under employment
of the first tt, data points. 1
Second, we can start direct with an estimation of the starting
value ßo and set Pt, = c - I, where c is a great constant value. As
was shown by SCHWEPPE (1973), we can derive the selection of
a great constant value c directly from the information filter.
3. Example
Now we will discuss the recursive parameter estimation in a
multivariate transfer function model with two endogen varia-
bles Zlt and Z2t and two controllable exogen variables in the
form of step inputs St(“), that is we have ,
(n): 0, t<I1
(31) St {1, tšn
Every of the simulated stationary processes Zlt and Z2t
have 500 data points and follow a bivariate Moving Average
process with qtj = 1 for i, j = 1,2. The series Zlt has the Level
Lt and a slowly change in Level after time point 200.
Moreover, the series Z2t has the Level L2 and an abrupt
change in Level after time point 350. Therefore we get a
bivariate transfer function model of the following form:
zit - Lt ' wm 0 ' ' S901)
1 - ötttß
(3.2) =
Z2: _ L2 Ü (0210 55351)
i i i
I I I
1 * Ü11,1B _912,iB an
+
ü "Ü21,1B 1_922,1B 212:
Because we simulated the time series Zlt and Z2t with the
parameter values Lt = 10, L2 = 8, (otto =1.25, ô11¬1= 0.75,
(1)210 = -2.5, 0t1_1= 0.5, 012,1 = -0.3, 02H = 0.25 and
022,1 = 0.4, the true model has the form:
16.8 -
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Figure 1. Representation of the simulated time series Zlt and Z2t.
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Development of all oo-parameters of the model (3.2) over time.
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Development of the parameters ôtttt, Lt and L2 of the model (3.2) over time.
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The processes Z1t and Z2t are shown in Figure 1.













Figure 3. Development of the variances of the residuals att and a2t over time.
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The estimations of all parameters of table (3.4) are signifi-
cantly different from zero. Figure 2a up to 2c shows the
development for every of the parameters of table (3.4) over
time. Moreover, Figure 2b shows also the development of the
parameters (1)120 and (1)220, which are set zero a priori in the
model (3.2). The estimations for these parameters with the
corresponding standard errors are â›12,0= -0.07 (0.09) and
â›2t_0 = 0.05 (0.08). Therefore, the estimations of these para-
meters are not significantly different from zero.




Figure 3 shows the development of the variances of the
residuals att and a2t over time.
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M. RUTSCH
Statistik 1. Mit Daten umgehen.
Mit Beiträgen von A. Enenkiel und W.-D. Heller. Birkhäuser Skrip-
ten, Band 4. 356 S. (Basel, Boston, Berlin: Birkhäuser 1988). Preis
DM 39.50.
ISBN 3-7643-1984-4
Unter den nicht wenigen Neuerscheinungen der vergangenen Jahre
auf dem Gebiet der Statistik nimmt dieser Band einen besonderen
Platz ein. Dafür spricht auch das Erscheinen einer zweiten Au age
nach bereits zwei Jahren. Dieses Buch führt den Leser auf unkonven-
tionelle Weise in die Statistik ein. Keine Aneinanderreihung eines
mehr oder weniger logisch aufgebauten Methodenspektrums mit Hin-
weisen auf Anwendungen langweilt den Leser. Das Anliegen des
Verfassers ist es vielmehr, mit Hilfe statistischer Methoden aus empi-
rischen Daten möglichst viel Information zu gewinnen. Didaktisch
sehr gut ausformulierte Texte lassen durchgehend den Bezug der
statistischen Methoden zur Realität erkennen. Dazu tragen gut
gewählte Beispiele wesentlich bei, die auch leicht nachvollziehbar
sind, zumal informative Grafiken die Interpretation des zu untersu-
chenden oder zu beschreibenden Sachverhalts unterstützen. Die Bei-
spiele sind Anwendungen der Statistik aus unterschiedlichen Fachrich-
tungen entlehnt, so daß von daher Leser aus nicht wenigen wissen-
schaftlichen Disziplinen, wie z.B. Okonomie, Soziologie, Medizin,
Epidemiologie, Technologie, Biologie, Agrarwissenschaften usw.,
angesprochen werden.
Das einführende Kapitel „Statistik - Was ist das?“ ist typisch für das
ganze Buch: keine theoretischen Definitionen, statt dessen aber die
zentrale Frage „Wie kommt man zu brauchbaren statistischen
Daten?“, die unmittelbar zur Zielsetzung des Buches „Mit Daten
umgehen“ überleitet. Der Abschnitt „Deskriptive Statistik“ unter-
sucht die Vorgehensweisen der Datenaufbereitung und -darstellung
als Ausgangspunkt für alle weiteren statistischen Methoden, die die
kontrolliert gewonnenen Daten auf nachprüfbare Weise analysieren,
um ein Maß für die Stärke eines Zusammenhangs zu gewinnen, das
nicht nur in Tatsachen begründet ist, sondern auch einen vernünftigen
Sinn hat. Die explorative Datenanalyse wird unter dem Aspekt von
systematischen oder probierenden Reduktionen und Umgestaltungen
der Daten dargestellt mit dem Ziel, vom Fachgebiet her plausible
Zusammenhänge oder Muster hervortreten zu lassen, die die For-
schung in erfolgversprechende Richtung lenken können. Univariate
und multivariate Beispiele erläutern die Vorgehensweisen. Sind
umfangreichere Rechenoperationen erforderlich, so wird auf
bekannte Statistikpakete hingewiesen. Bivariate Zusammenhänge
werden sehr intensiv auch unter wahrscheinlichkeitstheoretischen
Aspekten behandelt, so daß der in der Praxis nicht selten anzutreffen-
den Fehlinterpretation von Indikatoren für den Zusammenhang von
Beobachtungsreihen vorgebeugt wird. Ausführungen zur statistischen
Inferenz und zu kontrollierten Experimenten für die Aufdeckung von
Gesetzmäßigkeiten (Kausalbeziehungen) folgen. Im Zusammenhang
mit Grundformen statistischer Analyse werden die Begriffe Anpas-
sung, Indikation, probabilistische und pseudoprobabilistische Model-
lierung und Exploration definiert und inhaltlich interpretiert.
Anschließend wird in fünf Lektionen das Umgehen mit Daten
systematisch behandelt. Lektion 1 definiert die Verfahren der Daten-
gewinnung, die Untersuchungspopulation und die Merkmalsarten.
Lektion 2 führt in die Datenerfassung und in das Datenmanagement
unter Berücksichtigung von Dateistrukturen in Auswertungssyste-
men, der Eingabe und Kontrolle von Daten, ihrer Aufbereitung und
Sicherung ein. Lektion 3 behandelt unter dem Thema Datenreduktion
Histogramme, Quantile, Boxplots, Quantilplots und Kenngrößen für
die Population. Lektion 4 befaßt sich mit dem Anpassen einer mathe-
matischen Beziehung an eine empirische Datenpopulation und mit
dem Glätten einer empirischen Datenverteilung. Schätzverfahren
werden begründet, erklärt und an Beispielen demonstriert. Sehr inter-
essant ist eine Modellanpassung an Zwei-Weg-Tafeln mit der Metho-
dik des Medianschleifens (median polish) und des Mittelwertschlei-
fens dargestellt. Glättungsverfahren für Zeitreihen werden gesondert
behandelt. Der Begriff „S_tichprobe“ taucht erst in Lektion 5 im
Zusammenhang mit der Ubertragung der Resultate der Untersu-
chungspopulation auf eine umfassende Population auf. Die Unsicher-
heit dieser Ubertragung und die ihrer Maßzahlen wird eingehend
diskutiert. Anhand der Begriffe Inferenz, Deduktion und Induktion
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werden die wissenschaftsphilosophischen Auffassungen hinsichtlich
der statistischen Schlußweisen dargelegt. Ausführungen über Indika-
tion und Indikatoren schließen den Band ab. Die zunehmende
Anwendung statistischer Verfahren in vielen Wissenschaftszweigen
hat leider auch zu Methodenbüchern geführt, die man besser „Rezept-
sammlungen“ nennen sollte. Meines Erachtens gibt es kein Lehrbuch
in deutscher Sprache, das so gründlich und vielseitig in statistisches
Denken einführt wie dieses. E. Weber (Heidelberg)
M. RUTSCH
Statistik 2. Daten modellieren.
Mit Beiträgen von H.-H.Heizmann und W.-D.Heller. Birkhäuser
Skripten, Band 5. 527 S. (Basel, Boston, Stuttgart: Birkhäuser 1987).
Preis DM 44.00. ISBN 3-7643-1813-9
Band 2 des Werkes von Martin Rutsch zielt auf eine Untermauerung
der Ergebnisse aus explorativen Datenanalysen durch inferentielle
Schlußweisen aufgrund von Wahrscheinlichkeitsmodellen hin. Dabei
geht es auch um Fragen der Modellgültigkeit und inwieweit Informa-
tionen aus den Daten zur Prüfung und Korrektur des Modells heran-
gezogen werden sollten.
Den fünf Lektionen des ersten Bandes werden drei weitere Lektio-
nen hinzugefügt. Lektion 6 behandelt unter dem Titel „Datenentste-
hung und statistische Inferenz“ sehr ausführlich die „Kunst des Stich-
probenziehens“. Auf 80 Seiten wird an positiven und an negativen
Beispielen systematisch der Frage nachgegangen, wie die Zufälligkeit
der Stichprobenauswahl aus einer offenen, beweglichen, nicht
abgrenzbaren und nicht vollständig au istbaren Population zu
bewerkstelligen ist. Kriterien für die Qualität der Stichprobe werden
getrennt für verschiedene Stichprobenpläne aufgezeigt; insbesondere
werden die mannigfaltigen Gründe dargelegt, die dazu führen kön-
nen, daß die Stichprobe der Zielpopulation nicht entspricht.
Der folgende Abschnitt - unterstützt durch gute Grafiken - bringt
eine Einführung in die Elemente der Wahrscheinlichkeitsrechnung,
die das „intuitive Hantieren mit Wahrscheinlichkeiten in formal gere-
gelte Bahnen lenken soll“. Darauf aufbauend werden praktische
Fragen zur Wahl und Gültigkeit eines Wahrscheinlichkeitsmodells
behandelt.
Querschnitts- und Längsschnitts-Beobachtungen werden als
Zufallsstichproben aus Markoff-Populationen behandelt. Darauf auf-
bauend wird gezeigt, wie mit Hilfe wahrscheinlichkeitstheoretischer
Aussagen der Unsicherheit in der statistischen Inferenz begegnet
werden kann. Diese Hinführung zur Denkweise in Vertrauensberei-
chen ist theoretisch gut untermauert und wird in didaktisch anspre-
chender Weise in mehreren Schritten vollzogen. Abschließend geht
Lektion 6 auf externe Unsicherheit und Modellverletzungen (wie z. B.
Betrug bei der Datengewinnung, Täuschung bezüglich der Daten-
sammlung, Verletzung von Verteilungsannahmen usw.) ein. Die De-
finition der Robustheit für Intervallschätzverfahren leitet zu vertei-
lungsfreien Verfahren über. Im Zusammenhang mit Ausführungen
zur internen Struktur in den Zufallsschwankungen wird auf Subsamp-
ling-Verfahren und die Reduktion des Schätz-Bias eingegangen
(Bootstrap- und Jacknife-Methoden).
Lektion 7 ist dem Schätzen von Parametern gewidmet. Einleitend
wird gezeigt, daß die Punktschätzung nur eine Indikation ist. Erst
durch wahrscheinlichkeitsmäßig formulierte Güteaussagen zu dem
Modell gelangt eine Punktschätzung in das Gebiet der statistischen
Inferenz. Die reale Bedeutung zu schätzender Parameter wird am
Beispiel der Bernoulli- und Exponentialverteilung beispielhaft darge-
legt. Die nächsten Abschnitte eröffnen didaktisch sehr gut den
Zugang zur Theorie der Punktschätzung und zur Verkleinerung der
Varianz eines erwartungstreuen Schätzers („5chätzerberuhigung“)
über bedingte Wahrscheinlichkeiten. Unter dem Aspekt, daß nicht für
alle Situationen erwartungstreue Schätzer mit gleichmäßig kleinster
Varianz existieren, werden der Begriff Likelihood und die ML-Schät-
zung mit ihrer Invarianzeigenschaft an Beispielen erläutert.
Lektion 8 behandelt in auch für Nichtmathematiker verstehbarer
Weise das „Testen auf Signifikanz“. Die Hypothesenformulierung
wird als eine Selektion der Untersuchungsziele und Definition der
Forschungsstrategie gesehen. Bemerkungen zur Ein- und Zweiseitig-
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keit, der Macht eines Signifikanztestes und seiner Optimierung folgt
ein Abschnitt über zusammengesetzte Hypothesen. Goodness of fit
tests werden eingehend erläutert. Ausführungen zu Tests an Kontin-
genztafeln sowie an Ein- und Zwei-Stichproben-Problemen machen
auch die praxisrelevante Bedeutung der vorangegangenen theoreti-
schen Ausführungen offensichtlich.
Die beiden Bände 4 und 5 der Birkhäuser Skripten sind hervorra-
gend geeignet, statistische Methoden problemgerecht einzusetzen und




2., durchgesehene Au . 1988, 241 S., DM 29,80
ISBN 3-437-20411-4
Gustav Fischer Verlag, Stuttgart
Es ist mehr als erfreulich, daß nach knapp 4 Jahren nun schon eine
Neuauflage dieser didaktisch sehr guten Einführung vorliegt. Noch
erfreulicher ist, daß der Preis so stark reduziert wurde. Damit sollte
dieses Buch eine noch wei_tere Verbreitung finden.
In leicht verständlicher Form werden die grundlegenden Begriffe
und Methoden der beschreibenden und schließenden Statistik darge-
stellt und anhand vieler informativer Beispiele erläutert. Damit sollen
den Anwendern, vor allem Biologen, Medizinern und Pharmakolo-
gen, die verschiedenen statistischen Verfahren zugänglich gemacht
werden. Die Leser sollen so in die Lage versetzt werden, über die
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Anwendungskriterien der einzelnen Verfahren dasjenige auszuwäh-
len, das der jeweiligen Problemstellung und den zur Verfügung ste-
henden Daten am ehesten entspricht. Ge.
SPORLEDER, U. u. QUAST, B.
EDV für Landwirte
2. überarb. Aufl. 1988, 184 S., DM 32,-
ISBN 3-7843-1265-9
Verlagsunion Agrar
Der Computer in der Landwirtschaft, vor einigen Jahren noch leicht
belächelt, hat jetzt auch seinen Platz im landwirtschaftlichen Betrieb
gefunden. Das jetzt bereits in der 2. Au age vorliegende Buch soll
Praktiken, Beratern, Schülern und Studenten eine Einführung in die
Computertechnik vermitteln. Dieser Zielsetzung wird die Darstellung
voll gerecht.
Die Computerwelt ist auch heute noch für den „Einsteiger“ mehr
als verwirrend. Hier, in diesem Buch, findet er aber Antworten auf
Fragen wie z. B.: Wo werden Computer eingesetzt? Wie funktioniert
der Computer? Welche Programme sind für den Betrieb geeignet?
Wie finde ich das richtige Computersystem?
Die zusammengestellten Checklisten und Hinweise zum Vertrags-
abschluß dürften für viele Leser _mehr als nützlich sein.
Die im Anhang gegebene Ubersicht über wichtige MS-DOS-
Befehle und -Kommandos sowie der erweiterte ASCII-Code und das
Fachwortverzeichnis sind für Anwender brauchbare Hilfen.
Insgesamt ein wirklich empfehlenswertes Buch, das mit dazu beitra-
gen kann, die Schwellenangst vor dem Computer abzubauen. Ge.
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