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In High Performance Computing (HPC) the demand for more performance is satisfied by
increasing the number of components. With the growing scale of HPC applications has came an
increase in the number of interruptions as a consequence of hardware failures. The remarkable
decrease of Mean Times Between Failures (MTBF) in current systems encourages the research
of suitable Fault Tolerance (FT) solutions which makes it possible to guarantee the successful
completion of parallel applications. By executing applications on HPC systems, we aim to
improve the performance despite the failures that may affect systems. Our research focuses on
analyzing and reducing the impact of scalable FT techniques based on rollback-recovery (e.g.
uncoordinated checkpoint). As message logging is normally the main source of overhead when
using uncoordinated checkpoint approaches, our research focuses on analyzing and reducing the
impact of current pessimistic receiver-based message logging techniques. Taking into account
the advent of multicore machines, our main contributions aim to make an efficient use of
the parallel environment considering the interaction between applications processes and fault
tolerance tasks. The main contributions of this research are described below.
Hybrid Message Pessimistic Logging protocol -HMPL The HMPL [1] focuses on combining
the fast recovery feature of pessimistic receiver-based message logging with the low protection
overhead introduced by pessimistic sender-based message logging. Fig. 1a shows the design
of the HMPL and Fig. 1b shows its operation mechanisms. Senders (P1) save messages in a
temporary buffer before sending them. These messages may be used in certain failure scenarios
to allow processes to fully recover. When processes receive messages (P2), they store these
messages in a temporary buffer and continue with the normal execution without waiting for
the messages to be fully saved in a stable storage at another location (P3). The main benefit
of this approach is that it reduces the impact in the critical path of applications by removing
the blocking behavior of pessimistic approaches guaranteeing that non-failed processes will not
rollback.
Methodology to Determine Suitable FT task configuration The main goal of this methodology
[2] (Fig. 1c) is to determine the configuration of message logging (loggers) which generates the
least disturbance to the parallel application. We first extract the behavior of the application
by using a kernel or a signature of it. Then, we characterize how the application interacts
with different message logging process mapping. We can leave the distribution of loggers to
the Operating System (OS), make an Homogeneous Distribution or to save resources for the
loggers (Own FT Resources). Finally, we select the configuration that introduces less overhead
and execute the parallel application.
Methodology to increase Performability of Single Process Multiple Data (SPMD) applications Tak-
ing into account that many scientific applications are written using the SPMD paradigm, we
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(a) Hybrid Message Pessimistic Logging Design.
Temporary buffers and stable storage are dis-
tributed among the system.
(b) Hybrid Message Pessimistic Logging Operation
Mechanism.
(c) Methodology to Determine Suitable
FT tasks Configuration.
Figure 1: Techniques to balance Performance and Dependability.
have proposed a novel method which allows us to obtain the maximum speedup under a defined
efficiency threshold taking into account the impact of a fault tolerance strategy when executing
on multicore clusters [3], [4]. We determine analytically the number of computational cores
and the ideal number of tiles (Supertile), which permit us to obtain a suitable balance between
speedup, efficiency and dependability. Our method manages the overheads of message logging
by overlapping them with computation of the internal tiles.
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