Abstract. We prove a version of the Kawamata-Morrison ample cone conjecture for projective irreducible holomorphic symplectic manifolds deformation equivalent to either the Hilbert scheme of n points on a K3 surface, or a generalized Kummer variety.
Conjecture 1.1. Let Y be an irreducible holomorphic symplectic manifold birational to X. The set {(e, e) : e is an integral, primitive, and extremal class in Nef * Y } is bounded below by a constant, which depends only on the birational class of X.
We say that X is of K3
[n] -type, if X is deformation equivalent to the Hilbert scheme S
[n] of length n subschemes of a K3 surface S. The conjecture is known to hold if X is of K3
[n] -type, by independent results of Mongardi [Mon, Theorem 1.3 ] and Bayer-Hassett-Tschinkel [BHT] . These two papers rely on the proof of the analogous result for moduli spaces of sheaves on K3 surfaces, by Bayer and Macri [BM, Theorem 12 .1]. The conjecture is also known when X is of generalized Kummer type, that is, X is deformation equivalent to one of the generalized Kummer varieties associated to an abelian surface, by the work of the second author [Y] and the results of Mongardi [Mon] and Bayer-Hassett-Tschinkel [BHT] .
Let Nef + X be the convex hull of Nef X ∩Λ Q in Λ R . We have the inclusions Amp X ⊂ Nef + X ⊂ Nef X . Definition 1.2. A rational polyhedral cone in Λ R is a closed convex cone spanned by a finite set of (integral) classes of Λ.
The main result of this note is the following version of the Kawamata-Morrison ample cone conjecture. Theorem 1.3 (Theorem 2.9 below). Assume that Conjecture 1.1 holds for X. Then there exists a rational polyhedral cone D ⊂ Nef + X , which is a fundamental domain for the action of the automorphism group of X on Nef + X . Remark 1.4. Let Eff X be the cone generated by effective divisor classes. The KawamataMorrison cone conjecture is often stated in terms of the cone Nef e X := Nef X ∩ Eff X instead of the cone Nef + X [Ka, Mor, T] . The inclusion Nef e X ⊂ Nef + X follows from Bouksom's divisorial Zariski decomposition for all irreducible holomorphic symplectic manifolds [Bou, Theorem 4.3] . The equality Nef e X = Nef + X is known when X is of K3
[n] -type and follows from the statement that integral isotropic nef classes are effective [Ma2, Cor. 1.6] .
A related result is the following. Corollary 1.5 (Corollary 2.5 below). Assume that Conjecture 1.1 holds for X. Then the set of isomorphism classes of irreducible holomorphic symplectic manifolds in the birational class of X is finite.
A version of Theorem 1.3 was proven independently by Amerik and Verbitsky for irreducible holomorphic symplectic manifolds, not necessarily projective [AV] .
Proof of the cone conjecture
Let X be a projective irreducible holomorphic symplectic manifold. Set Λ := H 1,1 (X, Z). Let C ⊂ Λ R be the positive cone and C its closure in Λ R . A divisor class D is movable, if the base locus of the linear system |D| has codimension ≥ 2 in X. The movable cone MV X ⊂ C is the cone generated by movable divisor classes. Let MV + X be the convex hull 1 of MV X ∩ Λ Q , where MV X is the closure of the movable cone in Λ R . Let Bir(X) be the group of birational self maps of X. There exists a rational polyhedral cone (2.1) Π ⊂ MV + X , which is a fundamental domain for the action of Bir(X) on MV + X , by [Ma1, Theorem 6.25] .
Assume that Conjecture 1.1 holds for X. Let Σ ⊂ Λ be the set
e ∈ Nef * Y is integral, primitive, and extremal, and
where Y is an irreducible holomorphic symplectic manifold. The homomorphism Proof. An isomorphism ψ :
is said to be a parallel transport operator, if there exists a smooth and proper family π : X → B over an analytic space B, with Kähler fibers, points b 1 , b 2 ∈ B, isomorphisms Y ∼ = X b 1 and X ∼ = X b 2 , and a continuous path γ from b 1 to b 2 , such that parallel transport along γ in the local system R 2 π * Z induces the homomorphism ψ.
is a parallel transport operator, by work of Huybrechts [Hu, Cor. 2.7 ] (see also [Ma1, Theorem 3 .1]). Let Z be an irreducible holomorphic symplectic manifold and g : Z X a birational map. The composition φ := f
is thus a parallel transport operator. All extremal rays of Nef * X are generated by classes of rational curves, by the Cone Theorem [HT, Prop. 11] . Let e ∈ Nef * Z be the class of a rational curve generating an extremal ray. Then, either φ(e) or −φ(e) is the class of an effective 1 When X is of K3
[n] -type or of generalized Kummer type, then MV + X = MV X , by [HT, Cor. 19] and [Mat, Cor. 1 .1].
1-cycle, by [BHT, Prop. 3] . We conclude that the intersection
is locally rational polyhedral in a neighborhood of any class of MV 0 X , by [HT, Prop. 17 and Cor. 19] . Consequently, we get the equality
is an open and closed subset of BA X .
The union of f * (Amp Y ), as f varies over all birational maps from all irreducible holomorphic symplectic manifolds birational to X, is a dense open subset of MV X , by [HT, Prop. 17 and Cor. 19] . Hence, every connected component of BA X has the form in the statement.
Let N be a positive integer. Let Π ⊂ C be a rational polyhedral cone. The following elementary statement will be proven in section 3 Proposition 3.4.
We conclude that the set
is finite, by the above proposition and the assumption that Conjecture 1.1 holds for X. The set (2.2) divides the fundamental domain Π, given in (2.1), into a finite union of closed rational polyhedral subcones
each with a non-empty interior. Let Π i be one of the subcones in (2.3). Let f : Y X be a birational map as above.
Proof. Set h := g −1 • f and assume that the interior of h * (Nef Y ) ∩ Π i is non-empty. We need to prove the equality
It suffices to prove the equality
The intersection h * (Amp Y ) ∩ Π 0 is connected, since both h * (Amp Y ) and Π 0 are convex cones. Furthermore, the latter intersection is disjoint from the hyperplane λ ⊥ , for every λ ∈ Σ, by Proposition 2.1. Hence, (1) Y 1 is isomorphic to Y 2 , if and only if
Proof.
(1) Let φ : Y 1 → Y 2 be an isomorphism. Let g be an element of Bir(X) and Π i a subcone of Π, among those given in (2.3). Set ψ := f 2 φf −1
Consequently, Π i belongs to I f 1 , if and only if it belongs to I f 2 .
Assume that I f 1 = I f 2 . Then there exists a subcone Π i of Π, among those given in (2.3), and elements h j in Bir(X), j = 1, 2, such that
maps some ample class to an ample class, and is thus an isomorphism.
(2) Follows from the proof of part (1).
Given an irreducible holomorphic symplectic manifold Y birational to X, set
where f : Y X is a birational map. I Y is independent of the choice of f , by Lemma 2.4. Lemma 2.6. Given i ∈ I, the set {g ∈ Bir(X) :
Proof. Assume that g(Π i ) and h(Π i ) are both contained in Nef X and let α be a class in the interior of Π i . Then the classes g(α) and h(α) are ample and gh −1 maps the ample class h(α) to an ample class and is thus an automorphism.
Choose an element g i in the left Aut(X)-coset associated to Π i in Lemma 2.6, for each i ∈ I X . Let Nef + X be the convex hull of Nef X ∩Λ Q . Corollary 2.7. Nef + X is the union of Aut(X)-translates of finitely many rational polyhedral subcones g i (Π i ), i ∈ I X , of Nef + X . Proof. Nef + X is contained in MV + X and the latter is a union of Bir(X)-translates of the Π i 's. Nef + X is equal to the union of the translates of the Π i intersecting its interior, by Lemma 2.3. These translates are the union of the Aut(X)-translates of g i (Π i ), i ∈ I X , by Lemma 2.6. The set I X is finite, being a subset of the finite set I in Equation (2.3).
Let G be the image of Aut(X) in the isometry group of Λ. Let y be a rational ample class in Amp X , whose stabilizer subgroup in G is trivial. Consider the following Dirichlet domain (2.4) D y := {x ∈ Nef X : (x, y) ≤ (x, g(y)), for all g ∈ G}.
The following Lemma was proven by Totaro in [T, Lemma 2.2] . Totaro used techniques of hyperbolic geometry. Another approach to the proof of the Lemma can be found in Looijenga's work [L, Application 4.15] .
Lemma 2.8. Suppose we are given a finite set of rational polyhedral cones in Nef + X , such that Nef + X is the union of their G-translates. Let y be a rational point in the interior of one of these rational polyhedral cones, whose stabilizer in G is trivial. Then the Dirichlet domain D y given above is rational polyhedral, it is contained in Nef + X , and Nef
Theorem 2.9. The Dirichlet domain D y , given in Equation (2.4), is a rational polyhedral cone, which is a fundamental domain for the action of G on Nef
Proof. The statement follows from Corollary 2.7, by Lemma 2.8.
A rational polyhedral cone intersects only finitely many walls
We prove Proposition 2.2 in this section. Let Λ be a lattice of signature (1, n − 1). We abbreviate (x, x) by (x 2 ). Then the cone
has two connected components. We take h ∈ Λ with (h 2 ) > 0. Then
is a connected component. For x ∈ C + , we have a decomposition x = ah + ξ, (ξ, h) = 0.
Lemma 3.1. For x 1 , x 2 ∈ C + with x 1 = 0 and x 2 = 0, (x 1 , x 2 ) > 0 unless (x 2 1 ) = 0 and x 2 ∈ Rx 1 .
Proof. We write x 1 = a 1 h + ξ 1 and x 2 = a 2 h + ξ 2 , where a 1 , a 2 > 0 and ξ 1 , ξ 2 ∈ h ⊥ . Then the Schwarz inequality imiplies that
2 ). Hence we have (x 1 , x 2 ) = a 1 a 2 (h 2 ) + (ξ 1 , ξ 2 ) ≥ 0. Moreover if the equality holds, then a 1 (h 2 ) = −(ξ 2 ), we have a 1 = ya 2 , which implies that x 1 = yx 2 .
Assume that x 1 , x 2 ∈ C + and Rx 1 + Rx 2 is a 2-plane. Then ((x 1 + x 2 )
2 ) > 0.
Lemma 3.2. Let P be a 2-plane in
is a finite set.
Proof. We may assume that x ∈ Λ. If the intersection P ∩ C + is empty, we are done. Assume that the intersection is non-empty. Since P Q is dense in P , we can choose y ∈ P Q ∩ C + . Since h ⊥ is negative definite, (h, x) = 0. We may assume that (x, h) > 0. Then x ∈ C + . By Lemma 3.1, we have (x, y) > 0. Set z := y − (y 2 ) 2(x,y)
x. Then (z, x) > 0 and (z 2 ) = 0. Replacing z by mz, m ∈ Z >0 , we may assume that z ∈ Λ. An element v of Λ admits the decomposition v = ax + bz + ξ, with ξ ∈ P ⊥ . If v ⊥ ∩ P ∩ C + = ∅, then ab < 0. In that case ab is bounded, −N < ab < 0, since
Z, since v ∈ Λ. Therefore the choice of a, b is finite. The element (x, z)ξ belongs to the negative definite sublattice of Λ orthogonal to P . The choice of ξ is also finite, since N > N + ab(x, z) > −(ξ 2 ) ≥ 0. Therefore our claim holds.
Lemma 3.3. Assume that x 1 , x 2 is a linearly independent pair in Λ ∩ C + . Then
Proof. We first note that
is not zero and must thus have negative self intersection. Hence (
Given s in the interval 0 ≤ s ≤ 1 we have the inequality
is thus continuous on the interval 0 ≤ s ≤ 1. We have the vanishing (λ(s)x 1 − x 2 , sx 1 + (1 − s)x 2 ) = 0. Now λ(s)x 1 = x 2 and sx 1 + (1 − s)x 2 has positive self intersection. We conclude the inequality ((λ(s)x 1 − x 2 ) 2 ) < 0. Therefore there are positive integers
. Assume that v belongs to the set (3.1). We get the vanishing (ax 1 + bx 2 , sx 1 + (1 − s)x 2 ) = 0, which yields a = −bλ(s) and ((ax 1 + bx 2 )
2 ) = ((λ(s)x 1 − x 2 ) 2 )(b 2 ). Furthermore, we have
The inequalities
The choice of b is thus finite, since b belongs to the discrete set in Equation (3.2). Then the choice of a is also finite, by the equality a = −bλ(s). Since −(ξ 2 ) < N + ((ax 1 + bx 2 ) 2 ) ≤ N, the choice of ξ is also finite. Therefore the claim holds.
Proposition 3.4. Assume that Π := n i=1 R ≥0 x i is a cone in C + such that
Proof. We may assume that {x 1 , . . . , x n } is a minimal set of generators of the cone Π. Then the x i 's are pairwise linearly independent. We set Π ij := R ≥0 x i + R ≥0 x j . Applying Lemma 3.2 or Lemma 3.3 we conclude that
is a finite set. If n = 2 we are done. Assume that n ≥ 3. Assume that v ∈ Λ satisfies (v 2 ) > −N and v ⊥ ∩ Π ∩ C + = ∅. If the cardinality #(v ⊥ ∩ {x 1 , ..., x n }) is ≥ 2, then v ⊥ ∩ Π ij ∩ C + = ∅ for some i, j. Hence v ∈ ∪ i,j V ij . Assume that #(v ⊥ ∩ {x 1 , ..., x n }) ≤ 1. Set J := {i : 1 ≤ i ≤ n, and (v, x i ) = 0}. Then #(J) ≥ 2. The non-emptyness of v ⊥ ∩ Π ∩ C + implies the existence of coefficients a i , such that i∈J a i (v, x i ) = 0, where a i ≥ 0 for all i ∈ J, and a i > 0 for some i ∈ J. Then a i (v, x i ) and a j (v, x j ) have different sign for some pair of indices i, j ∈ J. In particular, (v, x i )(v, x j ) < 0. It follows that the intersection v ⊥ ∩ Π ij ∩ C + is non-empty. Hence v ∈ ∪ i,j V ij . Therefore our claim holds.
