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INTRODUC~ON
Two approaches to estimating behavioral genetic parameters have dominated the field of human quantitative genetics during the last three decades . The first, known as the classical method, involves the algebraic manipulation of familial correlations, or familial mean squares, to derive simple estimates of genetic and environmental variance ratios. Falconer's (1981) formula for heritability, which is calculated as twice the difference between the correlations among monozygotic and dizygotic twins, is a well-known example. The second method is biometrical analysis (Mather and Jinks, 1982) . Originally used in the area of plant and animal genetics (Mather, 1949) , the biometrical approach has been used increasingly in human behavior genetics since it was first introduced to the field by Jinks and Fulker (1970) . Biometrical analysis offers several advantages over the classical method since it is framed within the general linear model and, thus, enables researchers to assess rigorously the relative fit of alternative genotype-environmental models (Eaves et aI., 1978) .
In recent years, a third method, known as covariance structure analysis (J6reskog and S6rbom, 1979) has also been used increasingly in human quantitative genetic studies (Boomsma et al., 1989) . Not surprisingly, the latter method is rapidly gaining popularity since a plethora of genotype-environmental models can be parameterized easily within this framework using widely available covariance structure software such as LISCOMP (Muth6n, 1987a) , LISREL (J6reskog and S6rbom, 1988) , EQS (Bentler, 1989) , and MX (Neale, 1991 ; see also Heath et al., 1989; Neale and Martin, 1989) .
With few exceptions, researchers who have used these methods for the quantitative resolution of behavioral variation have assumed that their data were sampled from a multinormal parent distribution. For many data sets in the social sciences the assumption of multivariate normality is untenable. Specifically, many psychological variables have distributions with a large proportion of cases at the extremes of the scale. Such variables are said to be censored (Muth6n, 1990; Tobin, 1958) . When familial data are censored, that is, when the observed scores for a phenotypic characteristic exhibit marked ceiling or floor effects, genetic and environmental parameters will be biased if estimated by traditional, normaltheory, quantitative genetic methods. (Note that our use of the term censoring refers to restricted variance due to floor and ceiling effects. The term censoring is also used in the literature to refer to restricted variance due to differential survival times in event history analysis. The Tobit estimator, discussed below, is not appropriate for the latter type of censoring.)
Genetic Tobit factor analysis (GTFA), a covariance structure model that exploits the latent information contained in censored data, is proposed as an altemative means of estimating behavior genetic parameters from censored data obtained from identical and fraternal twins. This model is an extension of the Tobit factor analysis model developed by Muth6n (1989a) . In the following sections we describe the GTFA model and present Monte Carlo results that argue strongly for the use of GTFA when analyzing censored twin data.
The basic theory of covariance structure analysis, as it applies to the analysis of twin data, has been discussed repeatedly in Behavior Genetics (see, for example, the recent special issue entitled Twin Methodology Using LISREL, edited by Boomsma, Martin, and Neale, 1989) .
Hence, we do not review this material in detail. However, because most previous behavior genetic applications of covariance structure modeling have been discussed from the perspective of the LISREL model and computer program (J6reskog and S6rgom, 1988) , some preliminary discussion is in order since the GTFA model was conceptualized from the perspective of Muth6n's (1984 Muth6n's ( , 1987a ) LISCOMP model and corresponding program. In the following section the LISCOMP model is briefly described. The LISCOMP model , like the related LISREL model (J6reskog, 1973) , has two basic components: a measurement model and a structural equations model. The measurement model depicts the regression relations among the p observed (measured) dependent variables, y, and the m unobserved (latent) variables, "q. One way of conceptualizing the measurement model is as a restricted factor analysis model with m latent factors. These regression relations define a series of linear equations which can be expressed in matrix notation as follows:
where y is a p x 1 vector of measured variables, v is a p • 1 vector of intercept terms, A is a p x m vector of factor loadings, rt is an m • 1 vector of latent variables, and ~ is a p • I vector of error terms. The structural equations denote the regression relations among the latent variables, as well as regression relations among the latent variables and the exogenous-observed variables (defined as x variables in the model, i.e., the regressions among the latent factors and the observed predictor variables). These relations can also be expressed in matrix notation as where -q is as defined above, a is an m x 1 vector of latent variable means and intercepts, B is an m x m matrix of regression weights among the latent variables, x is a q-vector of observed exogenous variables, F is an m x q matrix of regression weights of the m latent variables on the q observed-exogenous variables, and ~ is the m x 1 vector of equation disturbance terms.
For a given model, the measurement and structural equations define a covariance matrix of a specified form. For example, reexpressing Eq. (2) in reduced form, and substituting this expression for "q in Eq. (1), defines the endogenous y variables as follows:
which implies the following expressions for the first-and second-order moments (i.e., the means, variances, and covariances) of the observed data:
&(y~c) --r + A(I -B) -loL + h(I -B)-lrx (4)
where ~ is an m • m covariance matrix for the latent factors and the residuals in the latent factor relations, and O is a p x p covariance matrix for the residuals in the measurement relations. Note that in the LISCOMP model, in contrast to the LISREL model, the expected first-and second-order moments of the observedendogenous (y) variables are conditioned on the observed-exogenous (x) variables if they are present in the model. This feature of LISCOMP is useful in quantitative genetic applications, where it is often important to partial out the effects of age or sex from the endogenous variables of interest. Figure 1 illustrates a path diagram of the GTFA model (see the Appendix for the LISCOMP command file for this model). Note that this model is similar to the multiple-group, univariate behavior genetic models described by Heath et al. (1989) , with the important exception that age in our model is treated as an observed, rather than a latent variable. In the simplified model the phenotypic variance of a metrical character is putatively caused by three latent influences: (1) a unique environmental factor, U~; (2) an additive genetic factor, A; and (3) a 
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common-family environmental factor, C~ (note that the residual factors, el and e z are not identified in this model and are, therefore, fixed to zero). Additionally, the observed scores for Twins A and B are regressed on age, which, as noted aboye, is modeled here as an observed, rather than a latent, causal influence. Furthermore, as described below, the regressions of the observed variables on the factors and age are Tobit regressions.
The Effects of Censoring on Genetic and Environmental Parameter Estimates
A number of researchers have recently argued, sometimes vociferously (Bradley, 1980) , that the assumption of normality is often untenable with biometric and/or social science data (Andrews et al., 1972; Ansell, 1973; Boomsma, 1983; Browne, 1982 Browne, , 1984 Browne, , 1987 Harlow, 1985; Hill and Dixon, 1982; Muth6n, , 1987b Muth6n and Kaplan, 1985; Tanaka, 1984; Tukey and McLaughlin, 1963; Wainer and Thissen, 1976) . One form of nonnormality that occurs with sufficient frequency to warrant special attention in quantitative genetic analyses is that of censored data. Data are considered censored when there is limited variability at the end points of a metric distribution (Maddala, 1983; Muth6n, 1990; Tobin, 1958) . Another way of stating this is that censoring occurs when a large number of cases are located at one or another (or both) end points of a scale. In the behavioral sciences, scales associated with many cases at either the high or the low end of the score distribution are said to exhibit ceiling or floor effects, respectively. This will occur when the difficulty of a test is either too easy or too hard for the specific sample tested; thus censoring results from the interaction between the test and the sample characteristics and should not be thought of as arising solely from the psychometric properties of the test. Any test can manifest ceiling or floor effects if administered to the "right" sample. For example, Eaves et al. (1989) note that "the neuroticism scale of the Eysenck Personality Questionnaire... reveals substantial 'ceiling' and "floor' effects because the collection of binary items does not discriminate as effectively in the tails of the distribution as its center" (p. 256).
One possible consequence of censoring that has received scant attention in the psychometric literature is that genetic and environmental parameters estimated from censored data are systematically biased if the analyses are conducted via traditional behavior genetic methods. This is easily shown by observing the effects of censoring on the Pearson product moment correlation.
With two variables many combinations of censoring are theoretically possible. Each variable can be uncensored, censored from above, below, or doubly censored, and the degree of censoring need not be the same for both variables. Formulae for deriving the moments of the censored and/or truncated bivariate normal distribution, which can be used to investigate the effects of censoring on simple correlations, have recently been published by Muth6n (1990) . Table I illustrates the effects of censoring on the Pearson productmoment correlation. The data in Table I represent the percentage of the latent (i.e., uncensored) correlations retained under nine censoring conditions when both variables have been censored from below from between 10 and 90%. Note that the effects of censoring are not constant across the absolute range of the correlations. A somewhat crude, though common method of deriving genetic and environmental parameter estimates is to examine weighted differences between the monozygotic (MZ) and the dizygotic (DZ) twin intraclass correlations (e.g., using Falconer's formula for heritability). Using simple formulas for estimating genetic and environmental variance ratios and the data reported in Table I will allow us to examine the effects of censoring on genetic and environmental parameter estimates.
Define Rmz and Rdz as the latent (i.e., nonobserved) intraclass correlations between n pairs of MZ and DZ twins, respectively. Furthermore, define a and b as the entries in Table I that correspond to these latent correlations at the appropriate censoring levels. Observed genetic and environmental parameter values: h 2. (narrow-sense heritability), c 2.
(shared-familial environmentality), and e 2. (unique environmentality) are derived as followed: In the second example h z is negatively biased, whereas in the first case it was positively biased. The shift in bias is a function of the relative magnitudes of the twin correlations in the two examples, a fact which raises an important point. That is, the bias in h 2 will often be domain specific. For example, in the cognitive abilities domain, where the MZ and DZ correlations are similar to those in the first example, h 2 may be positively biased if the data are censored, whereas in the personality domain (Tellegen et al. 1988) , where the twin correlations are more like those of the second example, h 2 will be negatively biased, c z will usually be biased downward. In many cases the bias in c 2 will be so extreme that conventional behavior genetic methods will suggest that c 2 is not statistically distinguishable fro.m zero. Plomin and Daniels (1987) have recently concluded that c 2 effects are rarely appreciable for personality and attitudinal variables. Could censoring have played a role in these findings? In the following section we describe the Tobit estimator and review more formally the effects of censoring on genetic and environmental parameter estimates using Monte Carlo simulations.
The Tobit Estimator
To date, most investigators working with covariance structures have relied on normal-theory estimators, such as normal-theory maximum likelihood (NTML) or normal-theory generalized least squares (NTGLS). These estimators are appropriate when the distribution of the observed data, y, is multivariate normal. Browne (1982 Browne ( , 1984 Browne ( , 1987 , Muth6n (1987a,b) , and others have noted that the assumption of a multinormal y is often untenable with social science data [see Grayson (1990) for a discussion of the importance of scale in quantitative genetics research].
In the social sciences, constructs are often measured on 7-, 5-, 3-, or even 2-point scales. The effects of such response categorization (Peters and Van Voorhis, 1940, p. 393) or scale transformations (Grayson, 1990) are well-known and may include, among other things, severe skewing of the latent distribution if the response cutpoints are not judiciously chosen (i.e., given sample characteristics). Muth6n ( , 1987a has developed estimators for single-and multiple-group covariance structure models that assume that the underlying, latent response variables, y*, are continuous, normally distributed. The observed, y, distributions may be nonnormal, however, because of crude measurement. In this approach, latent correlations (or covariances), such as tetrachorics (Divgi, 1979) , polychorics (Olsson, 1979b) , polyserials (Olsson et al., 1982) , and/or Tobit (Muth6n, 1990; Tobin, 1958) correlations, are used during parameter estimation rather than more traditional product moments. Normal-theory estimators cannot be used with y* models because the latent correlations (or covariances) have larger sampling errors than the corresponding product-moment correlations.
Noting limitations of normal-theory methods, Browne (1982 Browne ( , 1984 developed two estimators that impose less stringent distributional requirements than either the NTML or the NTGLS estimators. Browne called his estimators elliptical (ELP) and asymptotic distribution free (ADF). Elliptical estimators are appropriate when all univariate distributions have equal (though not necessarily zero) kurtosis and zero skew, whereas ADF estimators, being more general, are appropriate regardless of the distributional properties of the data as long as the data conform to the assumptions of the general linear model. An important assumption of the general linear model is that the model residuals have zero expectation.
ELP and ADF estimators, although useful for many data types, are not appropriate for censored data. When data are censored, the residuals at the scale end points cannot have zero expectation, "only positive or negative residuals are possible, depending on whether the censoring is from below or above" (Muth6n, 1989a, p. 242) . The Tobit estimator was designed by Muth6n specifically for the case of censored data. Initial studies of this estimator suggest that when the data exhibit moderate to extreme censoring, the Tobit estimator yields more accurate model output (e.g., less biased parameter values, standard errors, etc.) than either the NTML, the NTGLS, or the ADF estimators (Muth6n, 1989a) .
Assuming ay* model, let s be defined as the vector of nonredundant elements of Cov(y*), and o-as the vector of nonredundant elements of ~, the model-implied covariance matrix. Furthermore, let F represent a weighted least-squares function to be minimized with respect to the model parameters. Define F as
F is the sum of the weighted squared differences between the observed and the predicted covariances (or correlations) of the model. Let W be a consistent estimator of the asymptotic covariance matrix of s (see Browne, 1982) . The choice of W will determine the type of estimator that results from Eq. (9). When W = I, the identity matrix, the above expression results in the unweighted least-squares estimator. If the observed variables are normal, and s is a sample covariance, setting W to a function of S, the observed covariance matrix, results in the NTGLS estimator; setting Wto a function of ~, the model implied covariance matrix, results in the NTML estimator. In Tobit factor analysis the elements of s are estimated in a twostep procedure. First, the mean and variance of the censored variables are calculated by maximum likelihood (Cohen, 1950 (Cohen, , 1955 Des Raj, 1953; Gupta, 1952) . Second, maximum-likelihood estimates of the Tobit covariances [or correlations (MutMn, 1990) ] are obtained from bivariate information, holding the means and variances from the first step fixed at their estimated values. W is obtained by summing first-order derivative products of the univariate and bivariate log likelihood equations from steps one and two (for details see . In the following section the Tobit estimator is compared to normal-theory and asymptotic distribution free estimators in a univariate behavior genetic design.
Study Design
Three estimators are compared for their ability to recover known genetic and environmental parameter values from a multiple-group covariance structure model: (1) NTML (J6reskog, 1973) , (2) Browne's (1982 Browne's ( , 1984 asymptotic distribution free generalized least squares (ADF), and (3) Muth6n's (1989a) Tobit estimator (Tobit). Because both the ADF and the Tobit estimators use sample information when constructing the model weight matrix, the performance of these estimators is compared under varying sample sizes.
The question of "'How big [a sample] is big enough?" (Tanaka, 1987) for covariance structure models is difficult to answer. Previous Monte Carlo studies have looked at sample size requirements for a handful of factor analysis models (Boomsma, 1983; Geweke and Singleton, 1980; Tanaka, 1984) , though none of these studies included multiplegroup models in their designs. Thus, it is ambiguous how the findings from these earlier investigations apply to the types of models used in the analysis of twin data. All three estimators included in the present study were developed using results from asymptotic (i.e., large-sample) statistical theory. Consequently, when data meet the appropriate distributional requirements of the estimator, and when the sample size is sufficiently large, each estimator produces parameter estimates with desirable statistical properties (e.g., consistency, unbiasedness, asymptotic efficiency). Model estimation may break down, however, in finite samples.
In single-group analyses a common rule of thumb for determining sample size requirements is to have a ratio of 10:1 of subjects to parameters. This rule seems to work well in factor analysis models (Tanaka, 1987) when the data are multinormal and when parameters are estimated using normal-theory methods (e.g., NTML, NTGLS). When data are not multinormal, however, or when alternative estimators such as the ADF and Tobit estimator are used, a higher ratio of subjects to parameters may be needed. Tanaka (1984) found that with the ADF estimator, larger samples were needed to obtain accurate parameter standard errors, test statistics, and other model output. This finding suggests that, in addition to parameter estimates, other aspects of model output need to be considered when evaluating sample size Tequirements.
A review of the covariance structure literature (Tanaka, 1984; Muth~n, 1989a ) suggests that at least four components of model output should be evaluated at each sample size: (1) parameter estimates, (2) theoretical estimates of standard errors (computed from the model information matrix), (3) empirical estimates of standard errors (computed over replications), and (4) accuracy of the test statistic. Each of these components was examined in the present investigation.
Sample size was varied such that each model was investigated using a "large sample" and a "small sample." The large sample contained simulated data representing 1000 MZ and 1000 DZ twin pairs. This sample contained considerably more data than found in the average twin study, though it by no means exceeds the limits of the larger registries (e.g., Floderus-Myrhed et al., 1980,) .
In the large sample the ratio of cases to parameters was 333:1 in each zygosity group. Hence, results from asymptotic theory are likely to be valid at this sample size. The small sample was composed of simulated data representing 100 MZ and 100 DZ twin pairs. The ratio of cases to parameters at this sample size is approximately 33"1. It is unclear whether asymptotic theory applies at this more modest sample size. Because many twin studies have used even fewer subjects, however, it seemed prudent to observe the behavior of the models under this condition as well.
To study the effects of censoring, data were generated under four conditions. These conditions ranged from no censoring to extreme censoring. When comparing alternative estimators it is important to investigate a range of censoring conditions to determine at which point normal theory methods provide biased results. The four censoring conditions studied included 0, 20, 40, and 60% censoring from below. These conditions simulate zero, mild, moderate, and extreme censoring.
We hypothesized that under 0% censoring all estimators would produce consistent estimates of model parameters and that the NTML estimates would have standard errors with the smallest finite sampling variability (i.e., the NTML estimates would exhibit asymptotic efficiency). Under increasing conditions of censoring, the Tobit estimator should outperform the NTML and ADF estimators. The study design is a 3 estimators • 4 censoring conditions • 2 samples size factorial design. Each condition was replicated 500 times to investigate the sampiing behavior of the model parameters, standard errors, and test statistic, and each replicate was analyzed by the three estimators.
In the genetic and environmental analysis of univariate twin data, only a small number of models are of potential interest. In the present study, a simple model that included additive genetic effects (A), withinfamily, unique environmental effects (U~), and between-family, common environmental effects (Cr was used for all simulations (age was not modeled in the simulations). The known genetic and environmental parameter values for this model were as follows h a = .50, c 2 = .10, and e z = .40. These values were chosen since they are typical of those found in many behavior genetic studies of personality (e.g., Tellegen et al., 1988) , leisure-time and occupational interests (Waller et al., 1990) . Although it has been difficult to document common family environmental effects in personality data (Plomin and Daniels, 1987) , inclusion of c z in our model was deemed important because of the previously noted effect of censoring on this parameter.
All data were generated and analyzed with the data simulation and model estimation facilities of the LISCOMP (Muth6n, 1987a) computer program. Data were initially sampled from a multinormal parent distribution satisfying the aforementioned parameter values. For the censoring conditions, the univariate responses were subsequently censored in ac-cordance with the study design. Covariances, rather than correlations, were analyzed throughout (see Cudeck, 1989 , for a general discussion).
Several hypotheses were tested.
(1) Under increasing conditions of censoring it was predicted that the NTML test statistic would depart from the expected • distribution and tend toward inflated values. The ADF test statistic should be less affected by moderate levels of censoring since the ADF estimator was developed expressly to handle nonnormal continuous data. When censoring becomes extreme, however, the ADF test statistic should also tend toward inflated values, as the linear model no longer holds when the residuals are restricted in range. The Tobit test statistic should remain valid under all censoring conditions. (2) Under all censoring conditions the NTML and ADF estimators will produce biased parameter estimates. Specifically, given the relative magnitude of the MZ and DZ correlations resulting from the model parameters, estimates of h 2 and c z will be negatively biased, whereas estimates of e 2 will be positively biased. Bias is expected to increase under moderate to extreme censoring. The Tobit estimator should produce the least biased parameter estimates under all conditions. (3) Theoretical estimates of parameter standard errors will be incorrect for NTML and ADF estimation under moderate to extreme censoring because of the violation of the linear model. With the Tobit estimator, the theoretical standard errors will be close to the empirically derived standard errors.
RESULTS
The first simulation examined the behavior of the NTML, ADF, and Tobit test statistics under varying degrees of censoring in the large sample. With multinormal data, all three test statistics should be distributed as a central • variate since our model is known to hold in the population. The expected value and variance of a central • variate are equal to the model degrees of freedom and twice the model degrees of freedom, respectively (Hogg and Tanis, 1983, p. 191 ). In our model three parameters (h, c, e) are estimated from six summary statistics (two variances and one covariance in each zygosity group); hence, the model has 3 degrees of freedom. Table II reports a summary of findings, with respect to the relative performance of the test statistics of the three estimators. The reject proportion is the proportion of replications for which the model is rejected at the 5% level. Specifically, in the present study, it is the proportion of replications of 500 in which the test statistic exceeds 7.815, the c~ = .05 critical value for a central • distribution with 3 degrees of freedom. If the model holds, and the estimators are performing correctly, the test statistic should exceed this value approximately 5% of the time due to chance alone. Inspection of Table II reveals that under 0% censoring, the mean NTML, ADF, and Tobit test statistics, averaged over 500 replications, are close to their expected value of 3.0. The variances of the test statistics are also close to, but slightly lower than, their expected value of 6.0. These results suggest that under 0% censoring, the NTML, ADF, and Tobit test statistics are indeed distributed as central X z variates at this sample size. Furthermore, under mild censoring (e.g., up to 20%), all three indices can still be relied upon as valid indicators of model fit. At moderate to extreme censoring, however, this is no longer true. At 40% censoring the NTML test statistic rejects the true model approximately 2.5 times too often, whereas at 60% censoring the true model is rejected almost nine times too frequently. The ADF test statistic performs better under these conditions, though it quickly becomes too large as censoring becomes extreme. The Tobit test statistic performs well under all conditions.
Our results suggest that under moderate censoring the NTML test statistic is an unreliable indicator of model fit. The ADF test statistic performs better than the NTML index but breaks down as the degree of censoring increases. These findings are relevant when considering other fit indices such as the Akaike (1974) , Schwarz (1978) , or Cudeck-Browne (1983) , which are themselves functions of X 2.
With multinormal data the NTML, ADF, and Tobit estimators are expected to produce consistent estimates of model parameters. Additionally, the NTML estimates have the smallest asymptotic sampling variability of all consistent estimates [i.e., by the Rao-Cramer lower bound (Hogg and Tanis, 1983, p. 332) ]. Prior studies have found that GLS estimates exhibit small negative bias in finite samples (Browne, 1982; Tanaka, 1984) . Thus we expect to find some bias in the ADF and Tobit estimates since both of these estimators belong to the class of GLS estimators. [We note that although GLS and NTML estimates are asymptotically equivalent (Browne, 1974 ), they will not necessarily be the same in finite samples.] Table III reports average parameter estimates and average bias for four censoring conditions in the large sample. Several features of this table deserve comment. First, note that the estimates are reported in the metric of the observed data. Later these results will be reported in a standardized metric (i.e., expressing h z, c z, and e 2 as proportions of total variance). Second, note that with 0% censoring the NTML, ADF, and Tobit estimates are close to their true values, although the Tobit estimate of c is slightly too small.
In general, as censoring becomes more extreme, the NTML and ADF estimates become increasingly biased downward. For example, under moderate to extreme censoring, estimates of h are attenuated by a factor of 35 to 55%, whereas estimates of c are too small by as much as 50 to 75%, and e by as much as 45%. The Tobit estimates of h and e, however, are close to their true values under all conditions, though under extreme censoring c is negatively biased by about 10%. The bias in c, however, is more than three times as large under mild censoring with the NTML and ADF estimators than under extreme censoring with the Tobit estimator. Table IV reports average estimates of h 2, c 2, and e 2, and average bias for the four censoring conditions in the large sample. Comparison of Tables III and IV reveals that parameter bias is metric dependent. In the metric of the observed data all parameters are negatively biased under varying degrees of censoring. In the standardized metric this is no longer true. In all cases bias is most extreme with the NTML or ADF estimators and least extreme with the Tobit estimator.
The ratio of a parameter estimate to its standard error is a frequently used guide for determining parameter significance [though it is often a misleading one, see study the effects of censoring on the estimation of parameter standard errors, since extreme standard error bias may lead researchers to accept erroneous models. Table V reports average estimates of the theoretical and empirical standard errors for the four censoring conditions and three estimators in the large sample. The empirical standard errors are defined as the standard deviations of the observed parameter estimates over the 500 replications. The theoretical standard errors are computed from the model information matrix which is obtained during parameter estimation (Browne, 1982) . When the estimated and "'true" model are equivalent, the empirical and theoretical standard errors should be in close agreement (Browne, 1982) . The data reported in Table V illustrate that in the absence of censoring, the theoretical and empirical standard errors are indeed similar for h and e. With c, however, the theoretical standard errors are more variable than their empirical counterparts by a factor of 100 with the Tobit estimator and by factors of 164 and 260 with the NTML and ADF estimators, respectively. Closer inspection of the model output revealed that when c deviates below its expected value, and is estimated close to zero, the second derivative of the fit function with respect to c becomes increasingly small and tends toward zero. Hence when the expected matrix of second-order partial derivatives is inverted to obtain the theoretical standard errors the variance of this parameter becomes increasingly large--and sometimes huge. These results suggest that regardless of whether the NTML, ADF, or Tobit estimators are used, researchers should refrain from relying on theoretical standard errors when deciding on whether shared-familial environmental effects explain significant variance in their models. Neale et al. (1989, p. 43-44) provide additional reasons for avoiding the use of theoretical standard errors in behavior genetic applications.
Small-Sample Behavior of the Estimators
Previously we noted that the NTML, ADF, and Tobit estimators were developed using asymptotic statistical theory and that these methods may provide biased results in small samples. We also noted that the meaning of "small" was unclear in the context of genotype-environment covariance structure models. All previous simulations were repeated at the small sample size to investigate the feasibility of small sample genetic modeling with censored data. Table VI reports the behavior of the NTML, ADF, and Tobit test statistics under the four censoring conditions at the small sample size. Note that in the absence of censoring, the expected test statistics are invariably too large with all three estimators. The variances of the test statistics are also greater than their expected values, and the true model is rejected far more than expected by chance alone. As censoring increases, the test statistics deviate farther from the expected X 2 distribution with both the NTML and the ADF estimators. For example, under extreme censoring the NTML reject frequency is approximately 10 times larger than expected; the ADF test statistic is better behaved, though it rejects a true model more than twice as often as expected under moderate to extreme censoring. Surprisingly, the Tobit test statistic performs better as censoring increases. For example, under moderate to extreme censoring, but not under mild censoring, the Tobit reject frequencies are at the " Degrees of freedom = 3. N = 100 MZ pairs and 100 DZ pairs.
expected 5% level. The variances of the Tobit test statistic, however, are invariably too large. Table VII reports the average parameter estimates and average bias for the four censoring conditions at the small sample size. Inspection of these data reveal that under all censoring conditions the parameter estimates are negatively biased. The size of the bias is comparable to that found at the large sample size. Standardized parameter values are reported in Table VIII. Note that as censoring increases, the NTML and ADF estimates become increasing discrepant from the true values. For example, the NTML and ADF estimates of c 2, under extreme censoring, are only half as large as the population value of this parameter. The Tobit estimates, however, are close to their theoretical values under all conditions. Thus it appears that the Tobit estimator can be used to obtain accurate parameter estimates with censored twin data, even in relatively small samples. These findings do not, however, support the use of Tobit theoretical standard errors, which, as we have seen, are misleading even in large samples. Table IX compares the small sample, theoretical and empirical standard errors for the four censoring conditions. These data confirm our suspicion that the theoretical standard errors will be much larger than the observed variation of the parameter estimates. This is especially true for c, and less so for h. Even the Tobit standard errors are larger than the parameter standard deviations.
DISCUSSION
Monte Carlo simulations were used to demonstrate that genetic and environmental parameter values obtained from censored twin data will be biased if normal-theory methods are used for parameter estimation. The direction and magnitude of the bias in the additive genetic and nonshared environmental parameters are a function of the relative sizes of the MZ and DZ correlations. For c 2, the shared-familial environmental parameter, bias is always negative and often extreme with censored data. Under moderate censoring c 2 is sufficiently biased that researchers are apt to conclude erroneously that it is not significantly distinguishable from zero--even when there are relatively strong shared-familial environmental effects operating on the behavior.
An alternative method called genetic Tobit factor analysis was proposed for the analysis of censored twin data. The method was shown to be a logical extension of Muth6n's (1989a) Tobit factor analysis model. We explored the behavior of GTFA parameter estimates using Monte Carlo simulations. The basic finding of these simulations is that, with censored data, the Tobit parameter estimates are significantly less biased than either normal-theory maximum-likelihood or asymptotic distribution free estimates. Under all conditions of censoring, the empirical distribution of the Tobit test statistic closely follows the X 2 distribution, as predicted by theory. Parameter standard errors, however, are inaccurate regardless of which estimator is used.
The findings of this study point to the need for changing our reporting habits in the field of behavior genetics. It is not sufficient to report only the first-and second-order moments of the data; third-and higher-order moments are often equally important in determining model outcome.
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TI UNIVARIATE GENETIC TOBIT FACTOR ANALYSIS DA NO--310 IY=2 IX= 1 NGR=2 VTfOT MA=CM TE -1 -1 CE 00 LA 'TWINI' 'TWIN2' 'AGE' MO MO=SE P2 P3 NE=8 LY=FI PS=FI TE=FI BE=FI GA=FI VA 1.0 LYO,1) LV(2,S) VA 1.0 PS(2,2) PS(3,3) PS(4,4) PS(6,6) PS(7,7) PS(8,8) VA 1.0 PS(7,3) PS(8,4) VA 0.0 TE(1,1)-TE(2,2) FR BE(l,2) BE(l,3) BE(l,4) BE(S,6) BE(S,7) BE(5,8) VA .5 BE(l,2) BE(l,3) BE(1,4) BE(5,6) BE(5,7) BE(5,8) EQ BE(l,2) BE(5,6) EO BE(l,3) BE(5,7) EQ BE(l,4) BE(5,8) FR GA(1,1) GA(5,1) EQ GA(1,1) GA(5,1) LL 'TI' 'El' 'AI" 'CI' 'T2' 'E2' 'A2' 'C2' OU WF ALL TO RA FO UN = 'MZdata' (Data format for group 1 goes here) TI GTFA DATA NO = 244 IY = 2 IX = 1 NG = 2 VT = OT MA = CM MO MO=SE P2 P3 NE=8 LY=FI PS=FI TE=FI GA=FI VA 1.0 LY(1,1) LY(2,5) VA 1.0 PS(2,2) PS(3,3) PS(4,4) PS(6,6) PS(7,7) PS(8,8) VA .5 PS(7,3) VA 1.0 PS (8,4) VA 0.0 TE(1,1)-TE(2,2) FR BE(l,2) BE(l,3) BE(l,4) BE(5,6) BE(5,7) BE(5,8) VA .5 BE(l,2) BE(l,3) BE(l,4) BE(5,6) BE(5,7) BE(5,8) EQ BE(1,1,2) BE(2,1,2) BE(2,5,6) EQ BE(1,1,3) BE(2,1,3) BE(2,5,7) EQ BE(I,1,4) BE(2,1,4) BE(2,5,8) FR GA(1,1) GA(5,1) EQ GA(1,1,1) GA(2,1,I) GA(2,5,1) LL 'TI' 'EF 'AI' 'C1' 'T2' 'E2' 'A2' 'C2' OU WF ALL TO RA FO UN = 'DZdata' (Data format for group 2 goes here) Waller, N. G., Lykken, D. T., and Tellegen, A. (1990 Edited by N. G. Martin
