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Abstract
Tau-pair production in the process e+e− → e+e−τ+τ− was studied using data
collected by the DELPHI experiment at LEP2 during the years 1997 – 2000.
The corresponding integrated luminosity is 650 pb−1. The values of the cross-
section obtained are found to be in agreement with QED predictions. Limits
on the anomalous magnetic and electric dipole moments of the tau lepton are
deduced.
(Accepted by Eur. Phys. J. C)
ii
J.Abdallah25, P.Abreu22, W.Adam51, P.Adzic11, T.Albrecht17, T.Alderweireld2, R.Alemany-Fernandez8,
T.Allmendinger17, P.P.Allport23, U.Amaldi29, N.Amapane45, S.Amato48, E.Anashkin36, A.Andreazza28, S.Andringa22,
N.Anjos22, P.Antilogus25, W-D.Apel17, Y.Arnoud14, S.Ask26, B.Asman44, J.E.Augustin25, A.Augustinus8, P.Baillon8,
A.Ballestrero46, P.Bambade20, R.Barbier27, D.Bardin16, G.Barker17, A.Baroncelli39, M.Battaglia8, M.Baubillier25,
K-H.Becks53, M.Begalli6, A.Behrmann53, E.Ben-Haim20, N.Benekos32, A.Benvenuti5, C.Berat14, M.Berggren25,
L.Berntzon44, D.Bertrand2, M.Besancon40, N.Besson40, D.Bloch9, M.Blom31, M.Bluj52, M.Bonesini29, M.Boonekamp40,
P.S.L.Booth23, G.Borisov21, O.Botner49, B.Bouquet20, T.J.V.Bowcock23, I.Boyko16, M.Bracko43, R.Brenner49,
E.Brodet35, P.Bruckman18, J.M.Brunet7, L.Bugge33, P.Buschmann53, M.Calvi29, T.Camporesi8, V.Canale38, F.Carena8,
N.Castro22, F.Cavallo5, M.Chapkin42, Ph.Charpentier8, P.Checchia36, R.Chierici8, P.Chliapnikov42, J.Chudoba8,
S.U.Chung8, K.Cieslik18, P.Collins8, R.Contri13, G.Cosme20, F.Cossutti47, M.J.Costa50, D.Crennell37, J.Cuevas34,
J.D’Hondt2, J.Dalmau44, T.da Silva48, W.Da Silva25, G.Della Ricca47, A.De Angelis47, W.De Boer17, C.De Clercq2,
B.De Lotto47 , N.De Maria45, A.De Min36, L.de Paula48, L.Di Ciaccio38, A.Di Simone39, K.Doroba52, J.Drees53,8,
M.Dris32, G.Eigen4, T.Ekelof49, M.Ellert49, M.Elsing8, M.C.Espirito Santo22, G.Fanourakis11, D.Fassouliotis11,3,
M.Feindt17, J.Fernandez41 , A.Ferrer50, F.Ferro13, U.Flagmeyer53, H.Foeth8, E.Fokitis32, F.Fulda-Quenzer20, J.Fuster50,
M.Gandelman48, C.Garcia50, Ph.Gavillet8, E.Gazis32, R.Gokieli8,52, B.Golob43, G.Gomez-Ceballos41, P.Goncalves22,
E.Graziani39, G.Grosdidier20, K.Grzelak52, J.Guy37, C.Haag17, A.Hallgren49, K.Hamacher53, K.Hamilton35, S.Haug33,
F.Hauler17, V.Hedberg26, M.Hennecke17, H.Herr8, J.Hoffman52, S-O.Holmgren44, P.J.Holt8, M.A.Houlden23,
K.Hultqvist44, J.N.Jackson23, G.Jarlskog26, P.Jarry40, D.Jeans35, E.K.Johansson44, P.D.Johansson44, P.Jonsson27,
C.Joram8, L.Jungermann17, F.Kapusta25, S.Katsanevas27 , E.Katsoufis32, G.Kernel43, B.P.Kersevan8,43, U.Kerzel17,
A.Kiiskinen15, B.T.King23, N.J.Kjaer8, P.Kluit31, P.Kokkinias11, C.Kourkoumelis3, O.Kouznetsov16, Z.Krumstein16,
M.Kucharczyk18, J.Lamsa1, G.Leder51, F.Ledroit14, L.Leinonen44, R.Leitner30, J.Lemonne2, V.Lepeltier20, T.Lesiak18,
W.Liebig53, D.Liko51, A.Lipniacka44, J.H.Lopes48, J.M.Lopez34, D.Loukas11, P.Lutz40, L.Lyons35, J.MacNaughton51 ,
A.Malek53, S.Maltezos32, F.Mandl51, J.Marco41, R.Marco41, B.Marechal48, M.Margoni36, J-C.Marin8, C.Mariotti8,
A.Markou11, C.Martinez-Rivero41, J.Masik12, N.Mastroyiannopoulos11, F.Matorras41, C.Matteuzzi29 , F.Mazzucato36 ,
M.Mazzucato36, R.Mc Nulty23, C.Meroni28, E.Migliore45, W.Mitaroff51, U.Mjoernmark26, T.Moa44, M.Moch17,
K.Moenig8,10, R.Monge13, J.Montenegro31 , D.Moraes48, S.Moreno22, P.Morettini13, U.Mueller53, K.Muenich53,
M.Mulders31, L.Mundim6, W.Murray37, B.Muryn19, G.Myatt35, T.Myklebust33, M.Nassiakou11, F.Navarria5,
K.Nawrocki52, R.Nicolaidou40, M.Nikolenko16,9, A.Oblakowska-Mucha19, V.Obraztsov42, A.Olshevski16, A.Onofre22,
R.Orava15, K.Osterberg15, A.Ouraou40, A.Oyanguren50, M.Paganoni29, S.Paiano5, J.P.Palacios23, H.Palka18,
Th.D.Papadopoulou32, L.Pape8, C.Parkes24, F.Parodi13, U.Parzefall8, A.Passeri39, O.Passon53, L.Peralta22,
V.Perepelitsa50, A.Perrotta5, A.Petrolini13, J.Piedra41, L.Pieri39, F.Pierre40, M.Pimenta22, E.Piotto8, T.Podobnik43,
V.Poireau8, M.E.Pol6, G.Polok18, P.Poropat47, V.Pozdniakov16 , N.Pukhaeva2,16 , A.Pullia29, J.Rames12, L.Ramler17,
A.Read33, P.Rebecchi8, J.Rehn17, D.Reid31, R.Reinhardt53, P.Renton35, F.Richard20, J.Ridky12, M.Rivero41,
D.Rodriguez41, A.Romero45, P.Ronchese36, P.Roudeau20, T.Rovelli5, V.Ruhlmann-Kleider40, D.Ryabtchikov42 ,
A.Sadovsky16, L.Salmi15, J.Salt50, A.Savoy-Navarro25, U.Schwickerath8, A.Segar35, R.Sekulin37, M.Siebel53,
A.Sisakian16, G.Smadja27, O.Smirnova26, A.Sokolov42, A.Sopczak21, R.Sosnowski52, T.Spassov8, M.Stanitzki17,
A.Stocchi20, J.Strauss51, B.Stugu4, M.Szczekowski52, M.Szeptycka52 , T.Szumlak19, T.Tabarelli29, A.C.Taffard23,
F.Tegenfeldt49, J.Timmermans31, L.Tkatchev16 , M.Tobin23, S.Todorovova12, B.Tome22, A.Tonazzo29, P.Tortosa50,
P.Travnicek12, D.Treille8, G.Tristram7, M.Trochimczuk52, C.Troncon28, M-L.Turluer40, I.A.Tyapkin16, P.Tyapkin16,
S.Tzamarias11, V.Uvarov42, G.Valenti5, P.Van Dam31, J.Van Eldik8, A.Van Lysebetten2 , N.van Remortel2,
I.Van Vulpen8, G.Vegni28, F.Veloso22, W.Venus37, P.Verdier27, V.Verzi38, D.Vilanova40, L.Vitale47, V.Vrba12,
H.Wahlen53, A.J.Washbrook23, C.Weiser17, D.Wicke8, J.Wickens2, G.Wilkinson35, M.Winter9, M.Witek18,
iii
O.Yushchenko42, A.Zalewska18, P.Zalewski52, D.Zavrtanik43, V.Zhuravlov16, N.I.Zimin16, A.Zintchenko16 , M.Zupan11
1Department of Physics and Astronomy, Iowa State University, Ames IA 50011-3160, USA
2Physics Department, Universiteit Antwerpen, Universiteitsplein 1, B-2610 Antwerpen, Belgium
and IIHE, ULB-VUB, Pleinlaan 2, B-1050 Brussels, Belgium
and Faculte´ des Sciences, Univ. de l’Etat Mons, Av. Maistriau 19, B-7000 Mons, Belgium
3Physics Laboratory, University of Athens, Solonos Str. 104, GR-10680 Athens, Greece
4Department of Physics, University of Bergen, Alle´gaten 55, NO-5007 Bergen, Norway
5Dipartimento di Fisica, Universita` di Bologna and INFN, Via Irnerio 46, IT-40126 Bologna, Italy
6Centro Brasileiro de Pesquisas F´ısicas, rua Xavier Sigaud 150, BR-22290 Rio de Janeiro, Brazil
and Depto. de F´ısica, Pont. Univ. Cato´lica, C.P. 38071 BR-22453 Rio de Janeiro, Brazil
and Inst. de F´ısica, Univ. Estadual do Rio de Janeiro, rua Sa˜o Francisco Xavier 524, Rio de Janeiro, Brazil
7Colle`ge de France, Lab. de Physique Corpusculaire, IN2P3-CNRS, FR-75231 Paris Cedex 05, France
8CERN, CH-1211 Geneva 23, Switzerland
9Institut de Recherches Subatomiques, IN2P3 - CNRS/ULP - BP20, FR-67037 Strasbourg Cedex, France
10Now at DESY-Zeuthen, Platanenallee 6, D-15735 Zeuthen, Germany
11Institute of Nuclear Physics, N.C.S.R. Demokritos, P.O. Box 60228, GR-15310 Athens, Greece
12FZU, Inst. of Phys. of the C.A.S. High Energy Physics Division, Na Slovance 2, CZ-180 40, Praha 8, Czech Republic
13Dipartimento di Fisica, Universita` di Genova and INFN, Via Dodecaneso 33, IT-16146 Genova, Italy
14Institut des Sciences Nucle´aires, IN2P3-CNRS, Universite´ de Grenoble 1, FR-38026 Grenoble Cedex, France
15Helsinki Institute of Physics, P.O. Box 64, FIN-00014 University of Helsinki, Finland
16Joint Institute for Nuclear Research, Dubna, Head Post Office, P.O. Box 79, RU-101 000 Moscow, Russian Federation
17Institut fu¨r Experimentelle Kernphysik, Universita¨t Karlsruhe, Postfach 6980, DE-76128 Karlsruhe, Germany
18Institute of Nuclear Physics,Ul. Kawiory 26a, PL-30055 Krakow, Poland
19Faculty of Physics and Nuclear Techniques, University of Mining and Metallurgy, PL-30055 Krakow, Poland
20Universite´ de Paris-Sud, Lab. de l’Acce´le´rateur Line´aire, IN2P3-CNRS, Baˆt. 200, FR-91405 Orsay Cedex, France
21School of Physics and Chemistry, University of Lancaster, Lancaster LA1 4YB, UK
22LIP, IST, FCUL - Av. Elias Garcia, 14-1o, PT-1000 Lisboa Codex, Portugal
23Department of Physics, University of Liverpool, P.O. Box 147, Liverpool L69 3BX, UK
24Dept. of Physics and Astronomy, Kelvin Building, University of Glasgow, Glasgow G12 8QQ
25LPNHE, IN2P3-CNRS, Univ. Paris VI et VII, Tour 33 (RdC), 4 place Jussieu, FR-75252 Paris Cedex 05, France
26Department of Physics, University of Lund, So¨lvegatan 14, SE-223 63 Lund, Sweden
27Universite´ Claude Bernard de Lyon, IPNL, IN2P3-CNRS, FR-69622 Villeurbanne Cedex, France
28Dipartimento di Fisica, Universita` di Milano and INFN-MILANO, Via Celoria 16, IT-20133 Milan, Italy
29Dipartimento di Fisica, Univ. di Milano-Bicocca and INFN-MILANO, Piazza della Scienza 2, IT-20126 Milan, Italy
30IPNP of MFF, Charles Univ., Areal MFF, V Holesovickach 2, CZ-180 00, Praha 8, Czech Republic
31NIKHEF, Postbus 41882, NL-1009 DB Amsterdam, The Netherlands
32National Technical University, Physics Department, Zografou Campus, GR-15773 Athens, Greece
33Physics Department, University of Oslo, Blindern, NO-0316 Oslo, Norway
34Dpto. Fisica, Univ. Oviedo, Avda. Calvo Sotelo s/n, ES-33007 Oviedo, Spain
35Department of Physics, University of Oxford, Keble Road, Oxford OX1 3RH, UK
36Dipartimento di Fisica, Universita` di Padova and INFN, Via Marzolo 8, IT-35131 Padua, Italy
37Rutherford Appleton Laboratory, Chilton, Didcot OX11 OQX, UK
38Dipartimento di Fisica, Universita` di Roma II and INFN, Tor Vergata, IT-00173 Rome, Italy
39Dipartimento di Fisica, Universita` di Roma III and INFN, Via della Vasca Navale 84, IT-00146 Rome, Italy
40DAPNIA/Service de Physique des Particules, CEA-Saclay, FR-91191 Gif-sur-Yvette Cedex, France
41Instituto de Fisica de Cantabria (CSIC-UC), Avda. los Castros s/n, ES-39006 Santander, Spain
42Inst. for High Energy Physics, Serpukov P.O. Box 35, Protvino, (Moscow Region), Russian Federation
43J. Stefan Institute, Jamova 39, SI-1000 Ljubljana, Slovenia and Laboratory for Astroparticle Physics,
Nova Gorica Polytechnic, Kostanjeviska 16a, SI-5000 Nova Gorica, Slovenia,
and Department of Physics, University of Ljubljana, SI-1000 Ljubljana, Slovenia
44Fysikum, Stockholm University, Box 6730, SE-113 85 Stockholm, Sweden
45Dipartimento di Fisica Sperimentale, Universita` di Torino and INFN, Via P. Giuria 1, IT-10125 Turin, Italy
46INFN,Sezione di Torino, and Dipartimento di Fisica Teorica, Universita` di Torino, Via P. Giuria 1,
IT-10125 Turin, Italy
47Dipartimento di Fisica, Universita` di Trieste and INFN, Via A. Valerio 2, IT-34127 Trieste, Italy
and Istituto di Fisica, Universita` di Udine, IT-33100 Udine, Italy
48Univ. Federal do Rio de Janeiro, C.P. 68528 Cidade Univ., Ilha do Funda˜o BR-21945-970 Rio de Janeiro, Brazil
49Department of Radiation Sciences, University of Uppsala, P.O. Box 535, SE-751 21 Uppsala, Sweden
50IFIC, Valencia-CSIC, and D.F.A.M.N., U. de Valencia, Avda. Dr. Moliner 50, ES-46100 Burjassot (Valencia), Spain
51Institut fu¨r Hochenergiephysik, O¨sterr. Akad. d. Wissensch., Nikolsdorfergasse 18, AT-1050 Vienna, Austria
52Inst. Nuclear Studies and University of Warsaw, Ul. Hoza 69, PL-00681 Warsaw, Poland
53Fachbereich Physik, University of Wuppertal, Postfach 100 127, DE-42097 Wuppertal, Germany
11 Introduction
This paper presents a study of tau pair production in photon-photon collisions using
the data collected by the DELPHI detector at LEP in the period from 1997 to 2000
(LEP2) at collision energy
√
s between 183 and 208 GeV. The total integrated luminosity
used in the analysis is 650 pb−1. At LEP this process was first observed by the OPAL
collaboration [1] and subsequently studied by the L3 collaboration [2].
The final state e+e−τ+τ− can be produced via a set of Feynman diagrams. In this
paper we present the cross-section measurement for the contribution of the so-called
multiperipheral graph (Fig. 1) which corresponds to collisions of two virtual photons.
The same final states produced via other diagrams (less then 1% of the cross-section) are
considered as a background.
τ
τ
e
e e
e
Figure 1: The dominant diagram for the reaction e+e− → e+e−τ+τ−
The study of the reaction e+e− → e+e−τ+τ− explores two fundamental problems. First
of all it provides a deep test of QED at the level of the fourth order in α. Furthermore,
the γττ vertex is sensitive to the anomalous electromagnetic couplings of the tau lepton.
Since the multiperipheral e+e− → e+e−τ+τ− process diagram contains two such vertices,
the anomalous magnetic and electric dipole moments can be extracted by comparing the
measured cross-section with QED expectations.
The rest of the paper gives a detailed description of the e+e− → e+e−τ+τ− cross-
section measurement, including tau-pair selection, background estimation, selection and
trigger efficiency calculation and systematic error estimation. In the last part of the paper
the measured cross-sections are used to derive limits on the anomalous electromagnetic
moments of the tau lepton.
2 Monte Carlo simulation
The signal process was simulated using the Berends, Daverveldt and Kleiss generator
RADCOR (BDKRC) [3], which calculates the cross-section for the multiperipheral dia-
gram with radiative corrections on the electron and positron lines. The following signal
definition was used: the invariant mass of tau pairs had to be less than 40 GeV/c2; both
beam particles had to be scattered by less than 10 degrees; and at least one of them had
to be scattered by less than 2 degrees. With these restrictions the accepted cross-section
was 1.44±0.04% lower than the total cross-section predicted by BDKRC (which is about
450 pb at LEP2 energies) for the unrestricted phase space. The τ decay was simulated by
2the TAUOLA package [4], which includes photon radiation from the decay products. The
BDKRC generator was also used to estimate the background coming from the process
e+e− → e+e−µ+µ−.
To simulate the e+e− → e+e−e+e− background, the Berends, Daverveldt and Kleiss
generator DIAG36 (BDK) [5] was used. Hadron production in two photon collisions was
simulated by PYTHIA 6.1 [6]. Non-multiperipheral four-fermion processes (such as WW,
ZZ, Zee and others) were simulated by WPHACT [7].
The generated events were passed through the full simulation program of the DELPHI
detector and were reconstructed with the same program as for the real data [8].
3 Event selection
In most events produced by two-photon collisions both beam particles scatter at small
angles and remain undetectable inside the beam pipe. Therefore only the decay products
of the tau leptons can be seen in the detector. To suppress background, only one-prong
decay channels with one tau decaying into an electron and the other into a non-electron
(hadron or muon) were considered. The analysis was based entirely on the measured
tracks of charged products of tau decays; the neutral particles from tau decays were
ignored in this analysis.
To select runs with good performance of the sub-detectors [8]– [9], only runs with the
Time Projection Chamber (TPC), the Forward Chambers (FCA, FCB) and one of the
additional barrel tracking detectors (ID or VD) fully operational were retained. Table 1
presents the luminosities used in the analysis, luminosity-weighted centre-of-mass energies
and energy ranges.
1997 1998 1999 2000
Luminosity, pb−1 52.3 152.6 224.2 217.5
< Ecm >, GeV 182.7 188.7 197.6 206.3
Energy range, GeV 182.7 188.7 195.5 – 201.5 204.5 – 208.0
Table 1: The integrated luminosities, mean collision energies and collision energy ranges.
The event selection procedure was divided into two steps. The first step (preselection)
selected a sample of two-photon events with two good tracks which were not back-to-
back in the plane perpendicular to the beam axis. A track was considered as good if
the momentum derived from its curvature was greater than 100 MeV/c, momentum error
better than 100%, polar angle θ between 20◦ and 160◦, and impact parameter with respect
to the interaction point below 10 cm along the z-axis 1 and 5 cm in the r − φ plane.
The following cuts were applied in this first selection step:
• There had to be exactly two good tracks from particles with opposite charges, at
least one of them having momentum greater than 300 MeV/c.
• To suppress background from fermion pair production, the total energy of two
charged particles had to be less than 30 GeV.
1The DELPHI coordinate system has the z-axis aligned along the electron beam direction, the x-axis pointing toward
the centre of LEP and the y-axis vertical. r is the radius in the (x, y) plane. The polar angle θ is measured with respect
to the z-axis and the azimuthal angle φ is about z.
3• To enrich the sample with e+e− → e+e−τ+τ− events, the acoplanarity of two tracks
2 had to be greater than 0.5◦ and their resultant transverse momentum greater than
500 MeV/c.
• To select events with a high trigger efficiency, the transverse energy, defined by
Et = E1 sin θ1 + E2 sin θ2,
where E1 and E2 are the energies of the two charged particles and θ1 and θ2 are
their polar angles, had to be greater than 2 GeV.
• In the year 2000, the operation of one of the twelve TPC sectors was unstable and
the dE/dx measurement vital for this analysis was poor, so events with at least one
track in or near (closer than 10◦ in φ) to this TPC sector in 2000 were rejected.
• Finally, to ensure the transverse momentum balance of γγ system, single and double
tagged events were rejected by requiring that no energy deposition in the forward
electromagnetic calorimeters (STIC or FEMC) exceeded 60% of the beam energy.
The last cut suppressed the events with highly virtual photons. About 90% of events
passing this cut had the momentum transfer −q2 less then 1 GeV2/c2. After applying
the cuts described above, the predicted event composition in the preselected sample was
as follows (1999 data):
e+e− → e+e−e+e− 41 %
e+e− → e+e−µ+µ− 47 %
e+e− → e+e−τ+τ− 8 %
e+e− → e+e−qq¯ 3 %
e+e− → τ+τ− 1 %
The fraction of other events was less than 1%. The efficiency of the preselection for
e+e− → e+e−τ+τ− events was of the order of 5%, the largest suppression of the signal
coming from the requirement of exactly two good tracks seen in the detector (about a
factor of 4) and from the cut on Et (about factor of 2). Figure 2 shows the comparison
between data and simulation of the distributions of invariant mass, total energy, total
transverse energy and total transverse momentum of the pair of charged particles. The
e+e− → e+e−τ+τ− events are shown by the shaded histogram. The Monte Carlo is
normalised to the luminosity of the real data. The data deficit is mainly due to the
trigger inefficiency which is corrected at the later stages of analysis.
In the final step of the selection, the event was retained if one of the charged particles
was identified as an electron and the other as a non-electron. This step was based on the
TPC measurement of the dE/dx pulls for the muon, electron, kaon and proton hypotheses.
The dE/dx pull for a specific particle hypothesis is defined as the ratio
ΠX =
(dE/dx)meas − (dE/dx)exp
σdE/dx
, (1)
where (dE/dx)exp is the value expected for the particle X with given momentum and
σdE/dx is the error of the measured energy loss (dE/dx)meas. To check the dE/dx calibra-
tion, test samples of e+e− → e+e−µ+µ− and e+e− → e+e−e+e− events were picked out
from the preselected sample. A small angular dependence of the dE/dx measurements
was found as well as some disagreement between data and simulation. Corrections which
were functions of azimuthal and polar angle were applied to the measured dE/dx values.
Residual disagreement was removed by scaling and smearing the specific energy loss mea-
surement in the simulated events. Independent calibrations of real and simulated data
2Acoplanarity is defined as 180◦ − |φ2 − φ1|.
4were performed for each year of data taking analysed. The efficiency to measure dE/dx
is discussed later in the paper.
With corrected dE/dx information, a track was identified as an electron if Πµ > 3 and
as a non-electron if Πe < −3. Figure 3 illustrates the particle identification cuts. The
distributions of the pulls for the electron and muon hypotheses are shown for the 1999
real data and simulation. Each distribution is shown after applying all selection cuts
except the cut on the variable shown. The shaded histograms show the signal.
A considerable amount of kaon and proton background from e+e− → e+e−qq¯ events
remained after the cuts on the pulls for the muon and electron hypotheses. Figure 4 (left)
shows the specific energy loss for electron candidates plotted versus the momentum of
the particle. Proton and kaon bands are clearly visible. To remove the kaon and proton
background, the electron selection was tightened. The dE/dx for the electron candidate
had to not exceed 1.9 times the minimum ionisation, and the pulls for the proton and
kaon hypotheses for the electron candidate both had to be outside the ±1.5σ interval:
|ΠK| > 1.5 and |Πp| > 1.5. Figure 4 (right) shows the distribution of the pull for the
proton hypothesis with all selection cuts applied except the cut on the variable shown.
The hatched histogram shows the background from e+e− → e+e−qq¯ events, the shaded
histogram shows the rest of the background. The cuts on this variable are indicated by
arrows.
Table 2 summarises the efficiency of the preselection, final step of selection and overall
selection efficiency. The drop in the preselection in 2000 is caused by the removal of
events in or near the unstable TPC sector. The uncertainties of the selection efficiency
determination are discussed later in the paper.
1997 1998 1999 2000
preselection 5.39 5.37 5.38 3.85
selection 17.3 16.4 16.4 16.1
overall 0.93 0.88 0.88 0.62
Table 2: Efficiencies (%): preselection, final step of selection and overall efficiency.
In total 2390 candidate events were selected. Figure 5 compares the distributions
of electron and non-electron candidate momenta for selected events to the simulation
prediction for the combined 1997-2000 data. Figure 6 shows the visible invariant mass
distribution for selected events for the same data sample. Trigger efficiency is taken into
account in these distributions (see below).
3.1 Trigger efficiency
The low momenta of the τ decay products in the process e+e− → e+e−τ+τ− and the
presence of only two tracks in the event could make the probability of triggering on such
an event considerably below 100%. The determination of the trigger efficiency is therefore
important in this analysis.
The trigger efficiency was estimated from the subsamples of selected events using
the fact that an event can be detected by different components of the DELPHI trigger
system [10]. Trigger subcomponents of the tracking system were combined into barrel
and end-cap triggers. For events with one track in the barrel and the other in the end-cap,
the number of events detected by the barrel trigger (NB), by the end-cap trigger (NE),
5and by both triggers (NBE) were counted using the decision functions of the trigger.
The barrel and end-cap single track trigger efficiencies were calculated, for electrons and
non-electrons separately, by the formulae:
εBarrel =
NBE
NE
; εend−cap =
NBE
NB
. (2)
Finally, the efficiency of the DELPHI calorimetric trigger to the whole event was estimated
from the events triggered by any of the tracking detectors using a similar technique. The
results of the trigger efficiency calculation are summarised in Table 3. The track pair
trigger efficiency was calculated from the “OR” of the single track efficiencies using the
ratio of the barrel and forward tracks predicted by simulation. The tau pair trigger
efficiency was calculated as “OR” of the tracking and calorimetric triggers.
1997 1998 1999 2000
Barrel track
electron 71.4± 17.1 94.4± 5.4 84.6± 7.1 92.3± 7.4
non-electron 100+0−17.9 85.2± 6.8 85.0± 8.0 78.6± 11.0
End-cap track
electron 26.3± 10.1 36.5± 6.1 21.5± 4.6 22.0± 6.9
non-electron 31.3± 11.6 30.4± 6.1 25.9± 4.8 23.1± 5.8
Track pair 94.5+5.5−7.1 95.5± 2.7 93.3± 3.5 93.5± 4.1
Calorimetry 6.7± 1.9 8.6± 1.2 7.1± 0.9 7.7± 1.1
Tau pair 94.9+5.1−6.6 95.9± 2.5 93.8± 3.3 94.0± 3.8
Table 3: Summary of the trigger efficiency measurements (%)
3.2 Efficiency of the dE/dx measurement
Both tracks of the selected event had to have specific energy loss measurements. An
imperfect detector simulation can lead to a discrepancy in the dE/dx measurement effi-
ciency for good tracks in real and simulated events. To take into account this possible
disagreement, the efficiency for a good track to have a dE/dx measurement (to be a
“good TPC track”) was calculated for e+e− → e+e−e+e− and e+e− → e+e−µ+µ− sam-
ples extracted from preselected events (efficiencies to measure dE/dx of pions and muons
were assumed to be equal). Muon events were selected by requiring at least one track to
be identified by the muon chambers and electron events were selected using information
from the DELPHI RICH detectors. For muon and electron events the efficiency to be a
“good TPC track” was determined from the ratio
ε2dE/dx =
NdE/dx
Ntot
(3)
where NdE/dx is the number of events with both tracks having a dE/dx measurement and
Ntot was the total number of selected events in the given sample. The tau-pair efficiency
was estimated as the product of the single track efficiencies for muon and electron. The
tau-pair efficiencies derived from e+e− → e+e−µ+µ− and e+e− → e+e−e+e− events for
data and Monte Carlo are presented in Table 4 and were used for selection efficiency
correction and for systematic error estimation. The selection efficiency was multiplied
6by the factor
εdE/dx(data)
εdE/dx(MC)
and half of the correction was included into the systematic error
together with the uncertainties from the test sample statistics.
1997 1998 1999 2000
Efficiency in data, % 82.9± 1.0 82.6± 0.6 82.4± 0.5 83.5± 0.6
Efficiency in MC, % 82.3± 0.4 82.5± 0.2 82.3± 0.1 84.6± 0.2
Table 4: Summary of “good TPC track” efficiency estimations. These efficiencies are
already included in the total efficiency in Table 2.
3.3 Residual background
Several sources of background for e+e− → e+e−τ+τ− events have been considered:
• The background from e+e− → e+e−qq¯, mainly from protons and kaons selected due
to the tails of the dE/dx pulls for the proton and kaon hypotheses;
• The background from e+e− → e+e−e+e− and e+e− → e+e−µ+µ− events due to the
tails of the distributions of the dE/dx pulls for the electron and muon hypotheses;
• Background due to other four-fermion processes: non-multiperipheral diagrams (in-
cluding e+e−τ+τ− final states) and multiperipheral process e+e− → e+e−τ+τ− which
does not satisfy signal definition;
• The process e+e− → τ+τ− (background from other fermion pair production processes
was found to be negligible).
The background fractions for the main background sources and their uncertainties are
summarised in Table 5. The contribution from other background sources was negligible.
The theoretical precision of e+e− → e+e−qq¯ generation by PYTHIA is not well known.
Therefore it was estimated from the real data by inverting the dE/dx cut on the electron
candidate: dE/dx >1.9 M.I.P. instead of dE/dx <1.9 M.I.P. After comparing these test
samples enriched with e+e− → e+e−qq¯ events with the simulation, an error of 20% was
ascribed to the e+e− → e+e−qq¯ event generator.
Channel 1997 1998 1999 2000
e+e− → e+e−qq¯ 4.3± 1.5 3.2± 0.7 3.3± 0.8 3.2± 0.8
e+e− → e+e−e+e− 2.7± 0.2 3.4± 0.1 4.0± 0.1 2.4± 0.1
e+e− → e+e−µµ 2.9± 0.1 5.0± 0.1 2.4± 0.1 3.8± 0.1
other 4-fermion 1.5± 0.3 1.5± 0.3 1.2± 0.2 1.2± 0.2
e+e− → ττ 0.69± 0.01 0.55± 0.01 0.47± 0.01 0.40± 0.01
Total 12.1± 1.5 13.6± 0.8 11.4± 0.8 11.0± 0.8
Table 5: Summary of background fractions. The numbers are the expected fractions (%)
of the specified backgrounds in the selected sample. Errors are statistical errors of the
simulated samples and theoretical uncertainties of the Monte Carlo generators added in
quadrature.
74 Systematic error estimation
The following sources of systematic error on the cross-section measurement were con-
sidered: uncertainties of selection and trigger efficiencies and uncertainty of background
level. Track selection, event selection and the statistical error of the simulated samples
were taken into account in the calculation of the uncertainty in the selection efficiency.
The systematic error arising from track selection was estimated in the following way.
Each cut of the track selection was varied typically by the size of the resolution of the
corresponding variable from its nominal value in both directions. The corresponding
change of the cross-section ∆ was compared to the value of the expected statistical
fluctuation σ due to the non-identical event sample. If the value ∆ was less than σ, no
systematic error was ascribed to the corresponding cut; in the opposite case the value
of
√
∆2 − σ2 was included in the systematic error. The systematic error arising from
varying the event selection cuts was estimated in a similar way.
To calculate the systematic error due to the angular corrections applied to the dE/dx
measurements, the dE/dx correction functions were varied by the uncertainty of each of
their parameters and the analysis chain was repeated. The variation of the measured
cross-section was added to the systematic error. The systematic errors corresponding to
scaling and smearing the pulls were calculated similarly.
The systematic errors associated with track selection cuts, event selection cuts and
dE/dx corrections are summarised in Table 6. The numbers are given for 1999 data (for
other years uncertainties of most of the sources scale approximately as inverse square
root of the statistics). Additional contributions to the selection efficiency uncertainty
also presented in Table 6 come from the statistical error of the Monte Carlo sample and
the selection efficiency correction described in Section 3.2.
The largest contribution to the systematic error is given by the uncertainty of the
trigger efficiency determination, dominated by the statistics of the real data events, see
Section 3.1 and Table 3. An additional contribution arises because the trigger efficiency
for background events, assumed to be equal to that of the signal, may be different. A
conservative estimate of this uncertainty was obtained by changing the trigger efficiency
for background upwards to 100% and downwards by the same amount.
The systematic error due to residual background includes the simulated sample statis-
tical uncertainty and the theoretical uncertainty of the Monte Carlo generators, mainly
for the e+e− → e+e−qq¯ process, see Table 5.
The sources of selection efficiency uncertainty are described in detail in Table 6.
The sources of systematic uncertainty are summarised in Table 7. Total systematic
errors calculated as the sum in quadrature of all described components are also presented
in Table 7. The following uncertainties were assumed to be fully correlated between differ-
ent years: generator theoretical error; trigger efficiency for background; and uncertainties
estimated from variation of track and event selection cuts. Systematic errors from other
sources were treated as uncorrelated.
5 Results of the cross-section measurement
The cross-sections were computed using the formula
σ =
Nobs −Nbg
εselεtrigL (4)
8syst. error source value, %
track selection cuts
Rimp 0.7
Zimp 1.1
δp/p 0.7
event selection cuts
Πe 0.3
Πµ 0.3
acoplanarity 0.6
dE/dx corrections
Πe θ 1.0
Πe φ 0.9
Πµ θ 1.0
Πµ φ 1.0
scaling 0.7
smearing 0.6
MC statistics 0.8
“Good TPC track”
correction 0.6
Total 3.0
Table 6: Systematic errors for 1999 data coming from track selection, event selection,
dE/dx corrections, simulated samples statistics and “good TPC track” correction.
where Nobs is the number of observed events, Nbg is the expected number of background
events in the assumption that background events have the same trigger efficiency as signal
events, εsel is the selection efficiency, εtrig is the trigger efficiency and L is the integrated
luminosity.
The numbers of observed and expected events, the measured cross-sections and the
cross-sections from the BDKRC Monte Carlo simulation together with their ratios are
presented in Table 8. The predicted number of events was calculated from the signal
and background simulation, taking into account trigger efficiency and corrections to the
dE/dx efficiency. Agreement was found between the measurements and the Standard
Model (SM) predictions calculated by BDKRC. The ratio of observed and predicted cross-
sections was averaged over all LEP2 data, taking into account correlations of systematic
errors. The result was found to be 0.96±0.04. The average LEP2 cross-section is 429±17
pb corresponding to the luminosity-weighted mean centre-of-mass energy of 197.1 GeV.
The cross-section predicted at this energy by BDKRC is 447.7± 0.3 pb.
6 Determination of anomalous magnetic and electric
dipole moments
In the Standard Model, leptons are considered as point-like objects. Therefore the
observation of a deviation of the magnetic or electric dipole moments of the leptons from
their SM values would open a window onto the physics beyond the SM. The anomalous
magnetic moments of the electron [11] and muon [12] are known with high precision,
91997 1998 1999 2000
Trigger eff. 7.0 2.7 3.6 4.5
Selection eff. 5.1 3.2 3.0 3.0
Background 1.7 0.9 0.9 0.9
Luminosity 0.6 0.6 0.6 0.6
Total 8.9 4.3 4.7 5.4
Table 7: Relative systematic errors on cross-section (in %).
Year Observed Expected σmeas, pb σMC , pb σmeas/σMC
1997 211 224± 18 401± 32± 36 428.2± 0.5 0.94± 0.11
1998 629 652± 24 419± 19± 18 436.7± 0.5 0.96± 0.06
1999 909 937± 39 436± 16± 21 448.5± 0.5 0.97± 0.06
2000 641 665± 32 443± 20± 24 459.4± 0.5 0.97± 0.07
Table 8: The numbers of observed and expected events, measured cross-sections, QED
predictions and their ratios. The first error on the measured cross-sections is statistical,
the second is systematic.
but the short life-time of the tau-lepton does not allow measurement of its anomalous
moments with similar precision by a spin precession method.
The generalised form of the ττγ vertex can be parametrised as follows:
−ieu¯(p′){F1(q2)γµ + iF2(q2)σµν qν
2mτ
+ F3(q
2)γ5σµν
qν
2mτ
}u(p)ǫµ(q) (5)
where ǫµ(q) is the polarization vector of the photon with momentum q. The form factor
F1 describes the distribution of electric charge and eτ = eF1(0), while F2 and F3 are form
factors related to the anomalous magnetic moment aτ and electric dipole moment dτ :
aτ ≡ gτ − 2
2
= F2(0) (6)
and
F3(0) = −2mτdτ
eτ
(7)
In the SM at tree level, aτ = 0 and dτ = 0. Accounting for loop diagrams gives a non-zero
value to aτ = 11773(3) · 10−7 [13], while a non-zero value of dτ is forbidden by both T
invariance and P invariance.
The values of aτ and dτ have been measured by several groups. The L3 and OPAL
collaborations [14,15] studied radiative Z → ττγ events and set the following 95 % CL
limits on the values of the anomalous magnetic and electric dipole moments:
−0.052 < aτ < 0.058 and |dτ | < 3.1 (10−16 e · cm) (L3)
−0.068 < aτ < 0.065 and |dτ | < 3.7 (10−16 e · cm) (OPAL).
The best limit so far on dτ was obtained by BELLE [16]:
−0.22 < ℜe(dτ ) < 0.45 (10−16e · cm)
−0.25 < ℑm(dτ ) < 0.08 (10−16e · cm)
Other limits on aτ and dτ can be found in [17].
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6.1 Limits from this analysis
Here we present the study of the anomalous magnetic and electric dipole moments of
the tau lepton based on the analysis of the e+e− → e+e−τ+τ− cross-section. The study
of anomalous couplings of tau leptons to photons at LEP in this channel was proposed
in [18].
To model the contribution of non-SM anomalous magnetic and dipole moments we
use the calculation by Cornet and Illana [19]. The calculation is based on computation
of the matrix element of the process γγ → τ+τ− in leading order of QED and its trans-
lation to the cross-section of the e+e− → e+e−τ+τ− process using the Equivalent Photon
Approximation (EPA) [20]. The EPA parameter (−q2)max (the upper limit of the integra-
tion over 4-momenta of the emitted photon) was chosen such that the total cross-section
predicted by EPA (with SM values of anomalous electromagnetic moments) agreed with
BDKRC calculation. According to the calculations [19] each of the anomalous terms
of (5) would mainly modify the rate of tau pair production in the barrel region of the
detector where the experimental selection has largest efficiency. This leads to a larger
selection efficiency for the anomalous term contribution, improving in principle the limits
obtained on anomalous moments. However in this paper we conservatively assumed that
the standard and anomalous contributions have the same selection efficiency.
Figure 7 shows how the total cross-section changes as a function of the anomalous
magnetic moment and as a function of the electric dipole moment. The three lines on
each plot represent the calculation with
√
s =182.7, 195.5 and 205.0 GeV. Increasing
the collision energy slowly increases both non-SM contributions. However, increasing
the magnitude of the anomalous magnetic moment can either increase or decrease the
cross-section while increasing that of the electric dipole moment tends only to increase
the cross-section.
To compare the experimentally measured values of the cross-sections to the non-SM
calculation, they were first converted from accepted to the total cross-sections, taking into
account the 1.44% difference due to the signal definition (see section 2). The validity of
applying SM conversion factors is supported by the fact that the measured cross-sections
are in good agreement with the SM prediction, which guarantees the smallness of the
non-SM contribution, and by the fact that the correction itself is small.
Fits to the cross-sections measured in 1997, 1998, 1999 and 2000 were performed taking
aτ and dτ as parameters. When fitting for aτ , the value of dτ was set to its SM value and
vice versa. The errors on the cross section measurements were taken as the statistical
and systematic errors added in quadrature.
To quote the obtained limits we used the following convention:∫ L
−∞
exp (−χ2/2) daτ =
∫ ∞
R
exp (−χ2/2) daτ = 1− CL
2
(8)
where CL is the desired confidence level and L and R are lower and upper limits. A
similar definition was used for dτ . We quote central values µ and errors σ for moments
according to
σ =
R− L
2
, µ =
R + L
2
. (9)
where R and L are calculated with 68.3% confidence level.
Figure 8 shows the χ2 as a function of the anomalous magnetic moment and as a
function of the electric dipole moment. The results of the fit are:
−0.052 < aτ < 0.013, 95% CL
|dτ | < 3.7 · 10−16 e · cm, 95% CL.
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The limit on aτ improves the current PDG limit [21] based on the L3 result [14].
Figure 9 shows the the measured cross-section, average LEP2 cross-section and SM
expectation as a function of
√
s. Two bands superimposed on the plot represent the
allowed region for the cross-section variation due to anomalous magnetic and electric
dipole moments. The results expressed in the form of central value and error are the
following:
aτ = −0.018± 0.017,
dτ = (0.0± 2.0) · 10−16 e · cm.
7 Conclusion
We have studied the reaction e+e− → e+e−τ+τ− with the data collected with the
DELPHI detector during LEP2 operation in the years 1997-2000. The average LEP2
cross-section was found to be 429±17 pb compared to 447.7 pb expected from the Stan-
dard model. The measured/predicted ratio 0.96±0.04 agrees with the QED prediction
at the level of one standard deviation. The measured cross-sections were used to extract
limits on the anomalous magnetic and electric dipole moments of the tau lepton. The
95% CL limits obtained are
−0.052 < aτ < 0.013
|dτ | < 3.7 · 10−16 e · cm.
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Figure 2: The distributions of invariant mass, total energy, transverse energy and trans-
verse momentum of the pair of charged particles. Preselection cuts are applied. The
points are 1999 data, the open histogram is the simulation of background processes and
the shaded histogram is the simulation of e+e− → e+e−τ+τ− events. The simulation is
not corrected for the trigger efficiency.
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Figure 3: Distribution of the dE/dx pull for the electron hypothesis (left) and for the
muon hypothesis (right) with all selection cuts applied except the cut on the variable
shown. Points are 1999 data, the open histogram is the background, and the shaded
histogram shows the e+e− → e+e−τ+τ− signal events. The simulation is not corrected
for the trigger efficiency.
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Figure 4: Left: specific energy loss as a function of particle momentum for electron candi-
dates after preselection cuts and the cuts on the electron and muon pulls. The horizontal
line shows the first cut against kaons and protons. The points are 1999 data. Right:
distribution of dE/dx pull for proton hypothesis for electron candidates. The hatched
histogram is the background from e+e− → e+e−qq¯ events and the shaded histogram is
the rest of the background. The cuts against protons are indicated by arrows. All other
selection cuts are applied. The points are 1999 data.
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didates (right) for selected events from 1997-2000 data. The distributions of simulated
events are corrected for trigger efficiency. The dip in the electron momentum distribution
near 1 GeV/c is caused by the cut against protons: the electron and proton dE/dx are
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