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1Abstract. We consider the problem of ¯nding optimal, robust stabilization of linear
systems within a family of nonlinear feedback laws. Investigation of the e±ciency
of full-state and partial-state based so called NPID feedback schemes proposed for
stabilization of systems in robotics applications has provided the motivation for our
work. We prove that for a given quadratic Lyapunov function and a given family
of nonlinear feedback laws there exist optimal piecewise linear feedbacks that make
the generalized Lyapunov derivative of the closed loop system minimal. The result
provided improved stabilization over the nonlinear stabilizing feedback law proposed
in Ref. 1 as demonstrated in simulations of the Sarcos Dextrous Manipulator.
Key Words. Nonlinear stabilization, optimal control, NPID control, piecewise linear
feedback.
21 Introduction
In general NPID (nonlinear proportional-integral-derivative) control refers to control
input to a system of the general structure
u(t) = kp e(t) + ki
Z
e(¿)d¿ + kd _ e(t) (1)
where u and e represent the system input and error terms, respectively and kp; kd
and ki are nonlinear gain functions that may depend on the system state, output
and other variables. Variations of the general control scheme above have also been
referred to as NP, NPD or NPI controls. The above control scheme, that in its most
general form uses current value and rate information as well as aggregate historic
information on the system error to construct a compensator, has been utilized to
achieve consistent system response over a range of conditions for nonlinear systems
as well as to improve compensation performance over linear compensators for linear
systems. In this work we will be concerned with improving stabilization performance
for linear systems. Successful application of the general control formulation (1) for
3linear systems has been demonstrated for robotics applications based on both the
magnitude (Refs. 2-5) and phase (Refs. 6-7) information in the error signal e(t). The
phase based compensation term was motivated by considering an oscillatory error
signal e and conditioning the choice of the gain parameters on the phase of the error,
or the relative position of the state in its current oscillation cycle. A basic example
of the phase based control is an NP error feedback law with gain function
kp(x) =
8
> > <
> > :
k1 if sign(e) 6= sign(_ e)
k1 + k2 if sign(e) = sign(_ e):
We can motivate the resulting feedback using the analogy (and terminology) of
a spring mass system with friction. We consider improving the system stabilization
properties under the assumption that at any time during the motion we are able to
instantaneously replace the spring with one of di®erent sti®ness. Applying a sti®er
spring (kp = k1 + k2) while the mass is moving away from the equilibrium sign(e) =
sign(_ e) and switching to a soft one (kp = k1) while moving towards it, removes energy
stored in the sti® spring from the system and enhances its damping properties.
Nonlinear phase based gain modulation for linear systems have been proposed
4for robotics applications in Ref. 7. Experimental studies Refs. 6,8,9 have estab-
lished that its use can achieve reduced rise time for step inputs, improved damping
properties and tracking accuracy. Stabilization properties of NPID control for linear,
SISO systems formulated in the state space with output feedback using phase based
piecewise constant gain functions have been theoretically investigated by Armstrong,
McPearson and Li in Ref. 10, where they have shown that large high gain values
can be used to substantially improve stabilization provided that a quadratic switch
(function of the state) can be computed. Additionally, they raised the problem of
applicability of such control with missing coordinates from the full state information.
We note that implementing a state observer to estimate the unknown state to
be applied in a feedback law with discontinuities along the trajectories cannot be
expected to provide good performance. Indeed, though the state estimator can be
designed so that the state error committed is decaying exponentially if the underlying
linear system is stable, the achieved exponential decay margin is smaller than that of
the underlying system (see e.g. Ref. 11 and the estimated state phase is not expected
5to be a good approximation to the state phase, especially in cases when the controlled
system trajectory would dictate rapid switching in the controller.
Armstrong and Wade in Ref. 1 have studied the stabilization properties of the
phase based low-high gain switched control for systems with partial state information.
For a special case they characterized the computability of the low-high gain switch
function in terms of the existence of a symmetric positive de¯nite QL satisfying a set
of linear constraints. For the general case only the su±ciency of the existence of QL
for the computation of the proper switch function is established, not the necessity.
However, Armstrong and Wade gave an algorithm to ¯nd such QL based on quadratic
programming.
If QL; with required properties, is found and the appropriate switch function is
constructed, arbitrarily large high-gain values can be chosen to any desired stabiliza-
tion performance. In practical implementations however, robustness considerations
would limit the high gain value choice and it is of interest to ¯nd the maximum
high-gain value that ensures global Lyapunov stability of the closed loop system.
6Armstrong, McPearson and Li Ref. 10 attempted to improve on the robust stabiliza-
tion properties by ¯nding QL so that the measure of the subset of state space with
high gain switch turned on is maximal. Robust stabilization performance and attain-
able high gain switch margins are considered in Ref. 12 if an exogenous (designer
imposed but possibly erroneous) quadratic switch function is used as a guidance for
low-high gain switching.
In this note we consider NPID controls with a family of gain functions, satisfying a
robust stability requirement and prove that for a given quadratic Lyapunov function
there is a gain function with which the closed loop system has locally the smallest
Lyapunov derivative. The optimal stabilizing gain function turns out to be a low-
high-gain type piecewise constant phase based switch function. The results show
that to achieve the best Lyapunov stability performance not only the high-gain level
has to be adjusted but the low-gain level as well. In Ref. 10 as well as in Ref. 1,
only high-gain value adjustment was considered to improve stability of the controlled
system. Our result points out that stabilization performance can be further improved
7by adjusting the gain value for the low-gain state phase also. Invoking the spring-
mass system analogy as a motivational example, the total energy of the system with
switchable springs can be reduced not only by storing potential energy in a sti® spring
(as sti® as possible so that the robust stability property is preserved) and removing
it by switching to a soft spring when maximal amplitude is reached, but also by
inserting a spring as soft as possible to restore minimal kinetic energy (so that robust
stability remains intact) during the range of the oscillation phase when the mass is
approaching the equilibrium position.
The optimal robust stability margins (for both the high gain and low gain phases)
can be computed approximately using optimization. Combining our results with
results in Ref. 1 using a variation of selected feedback gain matrices K1 and K0;
partial state high performance stabilization design method can be given that is robust
in the face of missing or incomplete state sensory information.
82 NPID Enhanced Stabilization Problem
We consider a linear, time-invariant ¯nite dimensional system
_ x(t) = Ax(t) + Bu(t)
y(t) = Cx(t); (2)
with state, control input and output x(t) 2 Rn; u(t) 2 Rm; y(t) 2 Rp; respectively and
matrices A,B,C of appropriate dimensions. We assume that the system fA;B;Cg is
stabilizable by linear state feedback u = K0x: To improve the stabilization properties
as in Ref. 10 and 1 we consider an additional switched feedback component
u = K0x + s(x)m1K1x (3)
with K0;K1 2 Rn£m; a high-gain scaling parameter m1 2 R and a scalar function s(x)
de¯ned in the state space. As in Ref. 10 and 1 s(x) represents a piecewise constant
switch function
s(x) =
8
> > <
> > :
0 if xTRx · 0
1 if xTRx > 0;
(4)
9where fx : xTRx < 0g and fx : xTRx > 0g de¯nes through a quadratic form
the phase dependent low-gain and high-gain regions, respectively. Modi¯cations of
the quadratic switch functions with the jump discontinuities replaced with smooth
transitions have also been considered (e.g. see Refs. 1,4,5).
Applying feedback (3) with (4) in (2) results in a nonlinear closed loop system
_ x = ^ A(x)x : = (AL ¡ s(x)m1BK1)x = (A ¡ BK0 ¡ s(x)m1BK1)x: (5)
We remark that
^ A(x) =
8
> <
> :
AL if x in \low-gain region"
(AL ¡ m1BK1) if x in \high-gain region"
and refer to the two linear systems that comprise the dynamical system through
state-dependent switching as low-gain mode (s = 0) and high-gain mode (s = 1),
respectively.
The gain parameter m1 is to be determined so that the nonlinear control system
(5) retains Lyapunov stability and its stability performance is optimal in some sense.
A framework for existence and stability of solutions to di®erential equations on Rn
10with measurable, almost everywhere continuous, locally integrable right hand sides
has been developed for variable structure control systems in terms of di®erentiable
inclusions (Refs. 13-17). The calculus of di®erential inclusions have been used in
numerous control applications (e.g. Refs. 18-20), in particular, in NPID control in
Refs. 1 and 10. To investigate the Lyapunov stability of the origin in (5) let us
consider a quadratic Lyapunov function
V (x) : = x
TPx;
where P is a symmetric positive de¯nite matrix (SPD). The derivative of V along
trajectories of (5) is
d
dt
V (x) = x
T(¡QL ¡ s(x)m1QK1)x = ¡x
TQ(x)x;
where
QL = ¡(A
T
LP + PAL); (6)
QK1 = (BK1)
TP + PBK1; (7)
Q(x) = QL + s(x)m1QK1 (8)
11and d
dtV (x) < 0 for all x 6= 0 is su±cient for global uniform asymptotic Lyapunov
stability of (5).
The stabilizability of (2) with linear feedback implies that QL is symmetric positive
de¯nite (SPD) for any choice of P SPD matrix. For ¯xed values of K0;K1 and SPD QL
the global Lyapunov stability condition above for (5) can be expressed as a condition
on the stability margin m1: if
8
> > > <
> > > :
m1 < ¡
xTQLx
xTQK1x if s(x)xTQK1x < 0
m1 > ¡
xTQLx
xTQK1x if s(x)xTQK1x > 0
(9)
then (5) is globally asymptotically stable. (Clearly, there is no restriction on m1 when
s(x)xTQK1x = 0:) Since ¡
xTQLx
xTQK1x is constant away from the origin on one-dimensional
subspaces f°y : ° 2 Rg of Rn for any 0 6= y 2 Rn, it is su±cient to consider in (9)
values of x on the n-dimensional unit sphere Sn¡1 only in order to determine the
m1-range that ensures global asymptotic stability. This observation shows that the
margin for m1 ensuring improved local decay of V (x) for (5) is phase dependent.The
12stability condition (9) for m1 can be written as m1 2 (m1;m1) where
m1 =
8
> > <
> > :
sup
n
¡
xTQLx
xTQK1x : kxk = 1;s(x)xTQK1x > 0
o
if fx : s(x)xTQK1x > 0g 6= ;
0 otherwise,
(10)
and
m1 =
8
> > <
> > :
inf
n
¡
xTQLx
xTQK1x : kxk = 1;s(x)xTQK1x < 0
o
if fx : s(x)xTQK1x < 0g 6= ;
0 otherwise.
(11)
It is clear from (10) and (11) that m1 · 0 · m1; furthermore it can be shown
that (m1;m1) 6= ;: First we prove the following lemma:
Lemma 2.1 For a positive de¯nite QL and inde¯nite QK1 n £ n real matrices the
function m(x) = ¡
xTQLx
xTQK1x takes its minimum value m > 0 over the set
E1 =
©
x 2 R
n : x
TQK1x < 0
ª
;
and takes its maximum value m < 0 over the set
E2 =
©
x 2 R
n : x
TQK1x > 0
ª
:
Proof. Clearly, E1 and E2 are nonempty, symmetric open sets with m(x) con-
tinuous on both. Also, excluding its singularities, m(x) is radially invariant on Rn, i.e.
13on the sets V \E1 and V \E2 for any one dimensional subspace V of Rn it is constant,
thus it is enough to consider the function m(x) on ~ E1 = E1\Sn¡1 and ~ E2 = E2\Sn¡1
where Sn¡1 denotes the unit sphere in Rn: m(x) is a rational function with the de-
nominator being zero only on the boundaries @ ~ E1 and @ ~ E2. Due to continuity on the
compact set Sn¡1 the numerator of m(x) is bounded, 0 < L · xTQLx · U on Sn¡1;
while ¡xTQK1x is positive and bounded above by a positive bound ¡xTQK1x · u
on ~ E1 and it is negative and bounded below by a negative bound ` · ¡xTQK1x on
~ E2: The following estimates hold for m(x):
on ~ E1
m(x) =
xTQLx
¡xTQK1x
¸
xTQLx
u
¸
L
u
> 0;
on ~ E2
m(x) =
xTQLx
¡xTQK1x
·
xTQLx
`
·
L
`
< 0:
It is intuitively clear that since in the closure ~ E1 m(x) goes to in¯nity at the boundary
points and positive inside it has a positive minimum m in ~ E1: We can argue this by
taking an arbitrary x¤ 2 ~ E1 and M > m(x¤): Then for any boundary point xb 2 @ ~ E1
14there is a neighborhood N(xb) of xb so that m(x) > M in ~ E1 \ N(xb). Due to the
continuity of m(x) on the closed set
~ E
M
1 =
\
xb2@ ~ E1
³
~ E1 n N(xb)
´
= ~ E1 n
[
xb2@ ~ E1
N(xb) ½ ~ E1 = ~ E1 n
[
xb2@ ~ E1
N(xb) ½ ~ E1
m(x) takes its positive minimum m while on ~ E1 n ~ EM
1 m(x) is larger than M. Thus
m is the minimum of m(x) on ~ E1: A similar argument can be made for the existence
of a negative maximum m of m(x) on ~ E2:
It has been demonstrated in Ref. 12 (Proposition II.1) that for a rank 2, inde¯nite
QK1 matrix the set E1 as well as E2 can be partitioned into two symmetric in¯nite
wedges in Rn:
To show that (m1;m1) 6= ; we remark that since fx : s(x)xTQK1x 6= 0g 6= ;;
at least one of m1 and m1 will be determined by the ¯rst part of the de¯nitional
directives in (10) and (11), and in Lemma 2.1 rede¯ning E1 and E2 as
E1 =
©
x 2 R
n : x
TRx > 0
ª
\
©
x 2 R
n : x
TQK1x < 0
ª
15and
E2 =
©
x 2 R
n : x
TRx > 0
ª
\
©
x 2 R
n : x
TQK1x > 0
ª
;
with the matrix R de¯ning the switch in (4), the arguments in the proof can be
repeated to show that m1 or m1 (or both) are nonzero.
We can follow the argument, sketched out before the lemma, for a more general
nonlinear feedback system of the form
_ x = (AL ¡ f(x)BK1)x;
to improve stabilization. In this case the gain parameter m1 has been replaced by a
gain function f : Rn ¡! R with s ´ 1:
We restrict our attention to a collection of gain functions with restricted range
f : Rn ¡! [m1 m1] for which the solution concept and Lyapunov stability of the
closed loop system can be interpreted. As the set G of admissible gain functions
consider the almost everywhere continuous functions with range limited to [m1 m1]
so that the solution x(t) to the closed loop system can be interpreted in the sense of
Filippov, i.e. x(t) is absolutely continuous for t ¸ t0, and for almost all t > t0 the
16di®erential inclusion holds:
dx(t)
dt
2 K[(AL ¡ f BK1)x](x(t))
with
K[g](x) =
\
±>0
\
¹N=0
co g(B(x;±) ¡ N));
where B(x;±) is the ±-ball around x; ¹ denotes the Lebesque measure and co denotes
convex closure on Rn: The limited range restriction, though conservative, is introduced
to ensure a stringent robustness property of the resulting closed loop system, namely
that the closed loop system
_ x = (AL ¡ f(x)BK1)x
is generalized Lyapunov stable in the sense of Filippov Ref. 13 for any admissible
function f 2 G: This follows since the upper and lower Lyapunov derivatives
_ V
¤(f;x) ´ sup
y2K[(A¡fBK)x](x)
y
TPx + x
TPy
_ V¤(f;x) ´ inf
y2K[(A¡fBK)x](x)
y
TPx + x
TPy
due to the di®erential inclusion K[(A ¡ fBK)x](x) are non-positive. This implies
17that for any such range-restricted gain function choice we do not lose stability of the
closed loop system.
By the optimality with respect to V = xTPx of f¤(x) admissible gain function in
the closed loop system
_ x = (AL ¡ f
¤(x)BK1)x
we mean that for any f 2 G and for all x 2 Rn
_ V¤(f
¤;x) · _ V¤(f;x);
and for any f 2 G and for almost all x 2 Rn
_ V
¤(f
¤;x) · _ V
¤(f;x):
The following theorem reveals that an optimal gain function f¤(x); corresponding
to optimal stability as measured through the Lyapunov function V (x) = xTPx, can
be found as a piecewise constant function on Rn:
Theorem 2.1 Let _ x = ALx be an asymptotically stable linear system with quadratic
18Lyapunov function V (x) = xTPx. Consider state feedback systems of the form
_ x = (AL ¡ f(x)BK1)x; (12)
with nonlinear admissible gain functions f 2 G: An optimal f¤ 2 G with respect to
V (x) is given by
f
¤(x) =
8
> > > > > > > > <
> > > > > > > > :
m1 if xTQK1x > 0
m1 if xTQK1x < 0
0 if xTQK1x = 0
(13)
where m1 and m1 are de¯ned by (10)-(11) with s(x) ´ 1 and QL and QK1 are given
in (6) and (7).
Proof. Note that f0 ´ 0 2 G in (12) gives a stable linear feedback system. If
an optimal gain function f¤ exists then for every x 2 Rn point of continuity of f¤ the
Lyapunov derivative along the trajectories of (12) with f = f¤ satis¯es
_ V (f
¤;x) = x
T(¡QL ¡ f
¤(x)QK1)x · ¡x
TQLx = _ V (f0;x):
Thus necessarily f¤(x) and xTQK1x are of same sign if f¤(x)xTQK1x 6= 0. Further-
more, the optimality of f¤ implies that for any gain function f(x) 2 G and x point
19of continuity for f and f¤
x
TQLx + f(x)x
TQK1x · x
TQLx + f
¤(x)x
TQK1x:
It follows that f(x) · f¤(x) for any such x with xTQK1x > 0 and f¤(x) · f(x) for
any such x with xTQK1x < 0: Considering f ´ m1 2 G for arbitrary m1 2 (m1;m1)
in light of the previous remark along with the range limits on G we obtain that for
any x point of continuity of f¤
f
¤(x) = m1 if x
TQK1x < 0
f
¤(x) = m1 if x
TQK1x > 0:
The obtained necessary conditions for optimality are satis¯ed by f¤ given in (13). To
show that f¤ in (13) is indeed an optimal gain function it is enough to remark that
for any f 2 G
_ V¤(f;x) ¸ ¡x
T ¡
QL + m1 QK1
¢
x if x
TQK1x · 0
_ V¤(f;x) ¸ ¡x
T (QL + m1 QK1)x if x
TQK1x > 0;
20and
_ V
¤(f;x) ¸ ¡x
T ¡
QL + m1 QK1
¢
x if x
TQK1x < 0
_ V
¤(f;x) ¸ ¡x
T (QL + m1 QK1)x if x
TQK1x · 0:
Note that the optimal gain function f¤(x) in the theorem above is not unique,
it can clearly be rede¯ned on the set
©
x : xTQK1x = 0
ª
arbitrarily with values from
[m1;m1] without losing its admissibility and a®ecting its optimality.
We remark that the switching boundary of f¤ is in general the zero manifold
of the quadratic form xTQK1x: In special cases such switching boundary has been
investigated by Armstrong, et.al., in Ref. 12.
We further note that the choice of the SPD matrix P in the quadratic Lyapunov
function V (x) should be guided by the stabilization objective. The objective is best
characterized in terms of the P-norm of the state kxkP =
p
xTPx and though the
norm equivalence in Rn imply stabilization as measured by any norm, the time needed
for ²¡ball containment measured in a di®erent norm k:k can be signi¯cantly longer.
21For instance if k:k is the Euclidean norm and the P-norm has elongated ellipsoid level-
hypersurfaces as measured by the Euclidean metric then the achieved stabilization as
measured by the Euclidean norm may be slow, in fact on sections of the controlled
trajectory kxk may be increasing.
3 Improving Stabilization for the Sarcos Dextrous
Manipulator
To demonstrate the improvement of the piecewise linear switched feedback in our
result, adjusting the feedback gain in the \sti®" as well as the \soft" state phase,
over the low-high gain switching strategy considered in Refs. 1 and 10 we consider
the stabilization problem that occur in the non-contact to contact force control for
the Sarcos Dextrous Manipulator (SDM) (for details see Refs. 8-9 ). The manipulator
22can be modelled by the linear system
_ x(t) =
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
0 0 1 0 0
0 0 0 1 0
¡ kr
m1
kr
m1 ¡ br
m1
br¡kdks
m1
1
m1¯l
kr
m2 ¡kr+ks
m2
br
m2 ¡br+bs
m2 0
0 0 0 0 ¡®l
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
x(t) +
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
0
0
0
0
®l¯l
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
u(t)
y(t) = [ 0 ks 0 0 0 ]
Parameter values and units are listed in Table 1. Referring to the di±culty of obtain-
ing reliable force rate signals Armstrong and Wade (Ref. 1) proposed a NPD feedback
law for improved stabilization avoiding the use of the force rate signal (x(4) in the
model above). This can be achieved with low-high gain piecewise linear feedback in
the form (4) and (5) with K0 = [ 0 kskp 0 kskd 0 ]; K1 = [ 0 kskp 0 0 0 ] and
23by employing the algorithm in Ref. 1 to compute the SPD
QL =
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
1:0312 0:0280 0:7980 ¡0:8989 0:2342
0:0280 1:0252 0:7172 ¡0:8079 0:2105
0:7980 0:7172 21:4234 ¡23:0060 5:9952
¡0:8989 ¡0:8079 ¡23:0060 26:9151 ¡6:7533
0:2342 0:2105 5:9952 ¡6:7533 2:7599
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
and switching matrix
U = QK1 =
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
0 ¡0:4129 0 0 0
¡0:4129 0:8264 0:0557 0 0:0048
0 0:0557 0 0 0
0 0 0 0 0
0 0:0048 0 0 0
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
:
To obtain m1 and m1 the optimizations can be performed o®-line. If we use n-
dimensional spherical representation
x1 = cos(¼z1)
x2 = sin(¼z1)cos(¼z2)
24x3 = sin(¼z1)sin(¼z2)cos(¼z3)
. . .
xn¡1 = sin(¼z1):::sin(¼zn¡2)cos(¼zn¡1)
xn = sin(¼z1):::sin(¼zn¡2)sin(¼zn¡1)
for the unit sphere Sn¡1 in the Euclidean space Rn then mj and mj can be computed
by optimizing
g(z) = ¡
x(z)TQLx(z)
x(z)TQKjx(z)
;
with z constrained to the closed (n¡1)-dimensional unit box starting from a negative
and a positive valued initial guess, respectively. For the Sarcos Dextrous Manipulator
the stabilization performance achieved by Armstrong and Wade in Ref. 1 can be fur-
ther improved. Generally in the cases when m1 << 0 the stabilization performance
improves considerably by the adjustment of the low phase margin, and the result-
ing closed loop system possesses robust stability characteristics, as outlined above.
Performing the constrained optimization for the SDM the values m1 = 5:7744 and
m1 = ¡1:0012 can be obtained. Numerical simulation of the oscillations of the state
25components for the uncontrolled system, the partial state feedback computed in the
method proposed in Ref. 1 and the feedback with optimal feedback gain as introduced
above are depicted on Figures 1, 2 and 3, respectively. Adjusting the low gain pa-
rameter from zero to m1 = ¡1:0012 e®ectively compresses the trajectory oscillations
in time, thus it increases the exponential decay rate of the envelope of the oscillations
(from 0:5758 to 0:6273 if measured on the ¯fth state component).
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Figure 1: State trajectories of the SDM without feedback control
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Figure 2: State trajectories of the SDM with NPD partial state feedback control to
improve stabilization (Ref. 1)
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Figure 3: State trajectories of the SDM with NPD partial state optimal feedback
control with feedback gain adjusted in both the high-gain and low-gain phases of the
trajectory.
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