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In this paper we present a necessary and suﬃcient condition to construct a symmetric
framelet system a(z), b1(z) and b2(z) having rational coeﬃcients. Once a low-pass ﬁlter
a(z) is given and such a necessary and suﬃcient condition is satisﬁed, a step-by-step
algorithm will be used to construct a symmetric framelet ﬁlter bank with two high-pass
ﬁlters b1(z) and b2(z) which is of interest in applications such as signal de-noising and
image de-blurring, etc. Two new examples will be given to illustrate our results and the
algorithm.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
As a redundant system, tight wavelet frame is a useful tool in various image restoration problems including blind de-
blurring, de-noising, inpainting, and image decomposition. The interested reader should consult [1–12,15,17,19,20,22,24–27]
and the references therein for details. Symmetry is highly desirable in many applications since it is directly connected to
linear phase. In applications, it is well known that the initial input and the ﬁnal output of digital images can be represented
by matrices of integers. Moreover, wavelet transform, which is a linear map, is an important part of the map that maps from
those initial matrices of integers to those ﬁnal matrices of integers. Thus, it is natural to require that tight wavelet frame
ﬁlters having rational coeﬃcients. Furthermore, since they can be re-scaled to integers, rational numbers, more speciﬁcally,
dyadic numbers, have lots of advantages in numerical computation running on binary-based computers. For instance, it has
much shorter computation time than ﬂoating points and it has no roundup error in computation. Moreover, to save budget,
since the ﬂoating point unit (FPU) is very expensive compared to simple chips, we may consider implementing a wavelet
algorithm with rational numbers on some simple chips without the FPU. Hence, it is highly desirable to construct symmetric
tight frame ﬁlters with rational coeﬃcients.
Before proceeding further, let us review some deﬁnitions and notation. Deﬁne f j,k := 2 j/2 f (2 j ·−k) for all f ∈ L2(R). We
say {ψj,k} j,k∈Z;=1,...,s is a (normalized) tight wavelet frame if
s∑
=1
∑
j,k∈Z
∣∣〈 f ,ψj,k〉∣∣2 = ‖ f ‖2 ∀ f ∈ L2(R)
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R
f (x)g(x)dx for all f , g ∈ L2(R). In this case, we call functions ψ1,ψ2, . . . ,ψ s the generators of the tight
wavelet frame.
In this paper, we are particularly interested in MRA-based tight wavelet frames. That is, the generators are generated
from a reﬁnable function ϕ ∈ L2(R) by the following way:
ψˆ(2ξ) = b(e−iξ )ϕˆ(ξ),  = 1, . . . , s, (1.1)
where b1(z), . . . ,bs(z) are some Laurent polynomials with real coeﬃcients and called high-pass ﬁlters. Recall that a function
ϕ is reﬁnable if it satisﬁes the following reﬁnement equation
ϕˆ(2ξ) = a(e−iξ )ϕˆ(ξ), (1.2)
where a(z) is a Laurent polynomial with real coeﬃcients and called a low-pass ﬁlter.
An important property of a tight wavelet frame is its vanishing moments. A tight wavelet frame {ψj,k} j,k∈Z;=1,...,s has
vanishing moments of order n if∫
x jψ(x)dx = 0, j = 0, . . . ,n − 1;  = 1,2, . . . , s.
An MRA-based tight wavelet frame has vanishing moments of order n if and only if the corresponding high-pass ﬁlters
satisfy
g( j)(1) = 0, j = 0, . . . ,n − 1; g = b1,b2, . . . ,bs
where f ( j) stands for the jth derivative of a function f . A low-pass ﬁlter a(z) has sum rules of order m if
a( j)(−1) = 0, j = 0, . . . ,m − 1.
In this paper, we assume that every Laurent polynomial p has real coeﬃcients, that is, p ∈ R[z, z−1]. Further, we assume
that every low-pass ﬁlter has at least sum rules of order 1 and each tight wavelet system has at least vanishing moments
of order 1. Moreover, we assume that every low-pass ﬁlter a(z) in this paper satisﬁes a(1) = 1. Therefore, the corresponding
reﬁnement equation has a unique normalized distribution solution
ϕˆ(ξ) =
+∞∏
j=1
a
(
e−iξ/2 j
)
such that ϕˆ(0) = 1.
Ron and Shen [21] proposed the unitary extension principle (UEP) for a general construction of such a ﬁlter system. We
rewrite the UEP as the following theorem.
Theorem 1.1. Let a(z) be a low-pass ﬁlter such that a(1) = 1 and a(−1) = 0. Suppose that the corresponding reﬁnement equation has
a unique solution ϕ such that ϕ ∈ L2(R) and ϕˆ(0) = 1. Moreover, suppose there exist Laurent polynomials b1, . . . ,bs such that
[
b1(z) · · · bs(z)
b1(−z) · · · bs(−z)
]⎡⎣
b1(1/z) b1(−1/z)
...
...
bs(1/z) bs(−1/z)
⎤
⎦= M1(z), (1.3)
where
M1(z) :=
[
1− a(z)a(1/z) −a(z)a(−1/z)
−a(−z)a(1/z) 1− a(−z)a(−1/z)
]
, z ∈ C\{0}. (1.4)
Then {ψj,k} j,k∈Z;=1,...,s is a tight wavelet frame where the generators ψ1, . . . ,ψ s are generated by (1.1). Or equivalently,
{a(z),b1(z), . . . ,bs(z)} is a tight wavelet frame ﬁlter system.
The UEP is a general construction principle. In this paper, we are only interested in the symmetric tight wavelet frame
ﬁlter systems with rational coeﬃcients. A Haar system {(1 + z)/2, (1 − z)/2} is a good example. In this case, it has only
one high-pass ﬁlter (1− z)/2, i.e., s = 1. Moreover, it is a well-known fact that if {a(z),b1(z)} is a symmetric tight wavelet
frame ﬁlter system, then it must be a variant of Haar type system. The disadvantage of a Haar type system is lack of
continuity and freedom. Therefore, on the one hand, we need to consider a symmetric tight wavelet frame ﬁlter system
{a(z),b1(z), . . . ,bs(z)} with more than one high-pass ﬁlters. On the other hand, in some eﬃciency oriented applications, the
less generators a ﬁlter system has, the better system it is. Therefore, we shall focus our study on the frame ﬁlter system
{a(z),b1(z),b2(z)} in this paper. In this case, Eq. (1.3) becomes
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Type I to Type IV symmetries of a ﬁlter p described in terms of the operator S deﬁned in (2.1). In this table, k is an integer and odd (or even) means that
the ﬁlter p has an odd (or even) degree.
Type I Type II Type III Type IV
symmetric/odd symmetric/even antisymmetric/odd antisymmetric/even
[Sp](z) = z2k+1 [Sp](z) = z2k [Sp](z) = −z2k+1 [Sp](z) = −z2k
(1+ z) | p(z) 1 | p(z) (1− z) | p(z) (z − 1/z) | p(z)
[
b1(z) b2(z)
b1(−z) b2(−z)
][
b1(1/z) b1(−1/z)
b2(1/z) b2(−1/z)
]
=
[
1− a(z)a(1/z) −a(z)a(−1/z)
−a(−z)a(1/z) 1− a(−z)a(−1/z)
]
. (1.5)
In the literature, there are already many discussions on construction of a symmetric tight frame ﬁlter system
{a(z),b1(z),b2(z)} which is not Haar type, see [13,14,18,23] and the references therein. But unfortunately, in all known
examples, there are always some irrational coeﬃcients either in a(z), b1(z) or b2(z).
The innovation of this paper is that we shall give a step-by-step algorithm and a necessary and suﬃcient condition for
the construction of a symmetric tight frame ﬁlter system {a(z),b1(z),b2(z)} with rational coeﬃcients. Moreover, some brand
new examples will be presented to demonstrate our algorithm.
The root of this algorithm comes from a new method to deal with constrained matrix factorization. By the matrix-valued
Fejér–Riesz Lemma, a two by two matrix of Laurent polynomials Q (z) can be factorized as Q (z) = P (z) P¯ (1/z)T , where P (z)
is a two by two matrix of Laurent polynomials, if and only if Q (z) is semi-deﬁnite on the torus |z| = 1. We shall study
some constrained factorizations such that P (z) belongs to a certain module.
In the rest of this paper, in Section 2, we shall ﬁrst introduce more notations and some useful lemmas about matrices
of symmetric Laurent polynomials with rational coeﬃcients. Then in Section 3, we shall state a step-by-step algorithm to
construct symmetric ﬁlters a(z), b1(z) and b2(z) with rational coeﬃcients. Next in Section 4, we shall demonstrate the
above algorithm by presenting some new examples. Lastly, in Section 5, a necessary and suﬃcient condition is given in
Theorem 5.2.
2. Matrices of symmetric Laurent polynomials with rational coeﬃcients or real coeﬃcients
2.1. Symmetric Laurent polynomials
In order to state the results in this paper, let us introduce more notations. For a nonzero Laurent polynomial p(z) =∑h
k= pkzk such that p 	= 0 and ph 	= 0, we denote the degree of p by deg(p) = h − . In other words, deg(p) measures
the length of the ﬁlter p. By convention, deg(0) = −∞. For any two Laurent polynomials p and q, we say that p | q if
there is another Laurent polynomial h such that q(z) = p(z)h(z) for all z ∈ C\{0}. We deﬁne gcd(p,q) to be a nonzero
Laurent polynomial h with maximum degree such that h | p and h | q. By convention, gcd(0,0) = 0. We say that a Laurent
polynomial p is trivial if p(z) = czk for some c ∈ R\{0} and k ∈ Z. Up to a factor of a trivial Laurent polynomial, gcd(p,q)
is unique.
We say that a Laurent polynomial p with real coeﬃcients is symmetric (or antisymmetric) about k/2 for some k ∈ Z if
p(z) = zk p(1/z) (or p(z) = −zk p(1/z)). Throughout this paper, we say that a Laurent polynomial p is (anti)symmetric if p
is either symmetric or antisymmetric.
Deﬁne
S,k :=
{
p ∈ R[z, z−1]: p(z) = zk p(1/z)} for  ∈ {1,−1}, k ∈ Z,
and
S :=
⋃
∈{1,−1},k∈Z
S,k.
That is, S denote the set of all (anti)symmetric Laurent polynomials. For any 0 	= p ∈ S, we deﬁne an operator S to be
[Sp](z) := p(z)
p(1/z)
, z ∈ C\{0}. (2.1)
By the above deﬁnition, we have [Sp](z) = zk ⇒ p ∈ S,k where  ∈ {1,−1}, k ∈ Z. When p ≡ 0, Sp is undeﬁned. By
convention, S0 can be anything. More precisely, we have 0 ∈ S,k for every  ∈ {1,−1} and every k ∈ Z. But we choose a
suitable (,k) to let S0 = zk ﬁt the context.
In the terminology of digital signal processing, according to whether the ﬁlter is symmetric or antisymmetric with an
odd or even degree, the symmetries of ﬁlters are classiﬁed into Type I to Type IV ﬁlters. The operator S deﬁned in (2.1) is
very helpful to distinguish these four types of symmetries of ﬁlters. Please see Table 1 for more details.
The following result is a small modiﬁcation of [14, Proposition 2.1].
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(1) p is (anti)symmetric about k/2 for some k ∈ Z if and only if p ∈ S±1,k.
(2) [S(p(1/·))](z) = [Sp](1/z) = 1/[Sp](z) for p ∈ S\{0}.
(3) [S(pq)](z) = [Sp](z)[Sq](z) and [S((·)k)](z) = z2k for k ∈ Z.
(4) If Sp = Sq, then p ± q ∈ S and S(p ± q) = Sp = Sq.
Remark. A special case of Proposition 2.1(4) is that p 	= 0 and q = 0. In this case, as being mentioned before, S0 has
countable values. But we choose S0 = Sp to ﬁt the context.
2.2. Matrices of (anti)symmetric Laurent polynomials
The following ﬁve lemmas are useful to take some common row factors out of a two by two matrix. First, as a modiﬁ-
cation of [14, Proposition 2.2], the following lemma deals with the square root of certain Laurent polynomials with rational
coeﬃcients.
Lemma 2.2. Suppose that A(z) is a Laurent polynomial and A ∈ S∩ Q[z, z−1]. If there exists a p ∈ S such that
A(z) = czk p2(z) (2.2)
with some trivial czk, then up to a trivial polynomial, there exists a unique rA ∈ S∩ Q[z, z−1] such that
A(z) = r0znr2A(z)
with some trivial r0zn.
Proof. Since p ∈ S, we can factorize p as
p(z) = c1(1+ z)n1(1− z)n2 zn3q(z)
with c1 ∈ R, n1 ∈ Z, n2 ∈ Z, n3 ∈ Z, q ∈ S, q(±1) 	= 0, q(z) = q(1/z) and the leading coeﬃcient of q is 1. Then we have
A(z) = cc21z2n3+k(1+ z)2n1(1− z)2n2q2(z).
If c1 = 0, then A = p = 0. This lemma is trivial. Thus we assume c1 	= 0. Now deﬁne
B(z) := A(z)/[cc21z2n3+k(1+ z)2n1(1− z)2n2].
It is easy to see that B ∈ S and B(z) = q2(z). Since the leading coeﬃcient of q is 1, so does B(z). Then cc21 ∈ Q since it is the
leading coeﬃcient of A. Hence, by the deﬁnition of B , we have B ∈ S∩ Q[z, z−1]. Now we claim that q(z) ∈ S∩ Q[z, z−1]. If
B(z) is a constant, our claim is obviously true. If B(z) is not a constant, then q is not a constant either. Then by q(z) = q(1/z),
we can write q(z) as
q(z) = q0 +
N∑
k=1
qk
(
zk + z−k)
with N > 0 and some real constants q0, . . . ,qN . We have qN = 1 since the leading coeﬃcient of q is 1. Since B = q2 and
B ∈ Q[z, z−1], B can be written as B(z) = B0 +∑2Nk=1 B j(zk + z−k) with some rational constants B0, . . . , B2N . We also have
B2N = 1 since the leading coeﬃcient of B is 1. By expanding and comparing the coeﬃcients of the both sides of B = q2, it
is easy to see that q0, . . . ,qN are uniquely determined by the following recursive formula: qN = 1 and
2qN− j = B2N− j −
N−1∑
k=N− j+1
qkq2N− j−k, j = 1,2, . . . ,N. (2.3)
Thus, q(z) ∈ Q[z, z−1]. Then deﬁne r0 := cc21, n := 2n3 + k and rA(z) := (1+ z)n1 (1− z)n2q(z), it is easy to see that rA(z) is the
required Laurent polynomial. The proof of uniqueness is a simple conclusion of the fact that f 2 = g2 implies f = ±g . 
The next lemma is a direct conclusion of the above lemma and the proof of [14, Corollary 4.2].
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M(z) :=
[
A(z) B(z)
B(1/z) C(z)
]
, z ∈ C\{0}. (2.4)
Suppose that M(z) is semi-deﬁnite on the torus |z| = 1 and detM(z) = d(z)d(1/z)with d ∈ S. Deﬁne h1(z) := gcd(A(z), B(z)B(1/z)).
If gcd(A, B,C) = 1, then up to a trivial polynomial, there exists a unique Laurent polynomial r1(z) ∈ S ∩ Q[z, z−1] such that
h1(z) = cznr21(z) with some trivial czn. Moreover, an operator G1 is deﬁned as G1(M) := r1 .
Similarly, we have the following lemma.
Lemma 2.4. Let A, B, C and M be the same as in Lemma 2.3. Deﬁne
h2(z) := gcd
(
C(z), B(z)B(1/z)
)
.
If gcd(A, B,C) = 1, then up to a trivial polynomial, there exists a unique Laurent polynomial r2(z) ∈ S∩ Q[z, z−1] such that h2(z) =
cznr22(z) with some trivial cz
n. Moreover, an operator G2 is deﬁned as G2(M) := r2 .
Moreover, according to the proof of [14, Corollary 4.2], we have the following lemma.
Lemma 2.5. Let A, B, C and M be the same as in Lemma 2.3. If gcd(A, B,C) = 1, then gcd(G1(M),G2(M)) = 1.
Furthermore, according to the proof of [14, Corollary 4.2], we have the following lemma to take all common row factors
out of a two by two matrix.
Lemma 2.6. Let A, B, C and M be the same as in Lemma 2.3. If gcd(A, B,C) = 1, then deﬁne r1 := G1(M), r2 := G2(M), A˜(z) :=
A(z)/[r1(z)r1(1/z)], B˜(z) := B(z)/[r1(z)r2(1/z)], C˜(z) := C(z)/[r2(z)r2(1/z)] and
M˜(z) :=
[
A˜(z) B˜(z)
B˜(1/z) C˜(z)
]
=
[ 1
r1(z)
0
0 1r2(z)
]
M(z)
[ 1
r1(1/z)
0
0 1r2(1/z)
]
, z ∈ C\{0}. (2.5)
We have M˜ ∈ S2×2 , gcd( A˜, B˜) = 1, gcd(B˜, C˜) = 1, M˜(z) is semi-deﬁnite on the torus |z| = 1, det M˜(z) = d˜(z)d˜(1/z) with d˜ :=
d/(r1r2) and
M(z) = diag[r1(z), r2(z)]M˜(z)diag[r1(1/z), r2(1/z)].
Inspired by [16], to characterize the multiplication of matrices of (anti)symmetric Laurent polynomials, we need to
extend the domain of operator S deﬁned in (2.1) from S to matrices of (anti)symmetric Laurent polynomials. For an m by
n matrix M , if all its entries are (anti)symmetric Laurent polynomials, that is, M ∈ Sm×n , then SM is deﬁned as an m by n
matrix and
SM(z)i, j := S
[
M(·)i, j
]
(z), i = 1,2, . . . ,m; j = 1,2, . . . ,n.
Deﬁne
SM := {M ∈ Sm×n for somem ∈ N and n ∈ N and rank SM = 1}.
For each A ∈ SM, suppose that A is an m by n matrix. Since rank S A = 1, matrix S A can be written as
(S A)(z) = 0z j0
[
1, 2z
j2 , 3z
j3 , . . . , mz
jm
]T [
1, η2z
k2 , η3z
k3 , . . . , ηnz
kn
]
with {0, 2, . . . , m, η2, . . . , ηn} ⊆ {1,−1} and { j0, j2, . . . , jm,k2, . . . ,kn} ⊆ Z. Now we deﬁne operators SL and SR acting on
A ∈ SM by
SL(A)(z) :=
[
1, 2z
j2 , 3z
j3 , . . . , mz
jm
]T
and
SR(A)(z) :=
[
1, η2z
k2 , η3z
k3 , . . . , ηnz
kn
]
.
The deﬁnition of SM, SL and SR is very helpful in ensuring the symmetry of matrix multiplication. Actually, we have
the following lemma.
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(S A)(z) = 0z j0
[
1, 2z
j2 , 3z
j3 , . . . , mz
jm
]T [
1, η2z
k2 , η3z
k3 , . . . , ηnz
kn
]
and
(SB)(z) = μ0zs0
[
1,μ2z
s2 ,μ3z
s3 , . . . ,μnz
sn
]T [
1, ν2z
t2 , ν3z
t3 , . . . , νpz
tp
]
.
If S R A matches with SL B, that is
η2μ2z
k2+s2 = η3μ3zk3+s3 = · · · = ηnμnzkn+sn = 1,
then we have AB ∈ SM and
S(AB)(z) = 0μ0z j0+s0
[
1, 2z
j2 , 3z
j3 , . . . , mz
jm
]T [
1, ν2z
t2 , ν3z
t3 , . . . , νpz
tp
]
.
Hence SL(AB) = SL A and SR(AB) = SR B.
Proof. It is easy to verify this lemma by direct calculation. 
Remark. By the above lemma, there is a natural ring/module structure in SM.
Deﬁne
SMn := Sn×n ∩ SM ∀n ∈ N.
Lemma 2.8. If A ∈ SMn, then det A ∈ S.
Proof. Let S A(z) = 0z j0 [1, 2z j2 , 3z j3 , . . . , nz jn ]T [1, η2zk2 , η3zk3 , . . . , ηnzkn ]. By direct expanding, we can easily verify that
[S det A](z) = n0 z j0n2 · · ·nz j2+···+ jnη2 · · ·ηnzk2+···+kn . 
2.3. Complex congruent relation and the extended Euclidean algorithm
In this subsection, let us go through the extended Euclidean algorithm which is an important innovational part of this
paper.
We say M ∈ R[z, z−1]2×2 is a Hermitian matrix, if M(1/z)T = M(z). We say matrices A ∈ R[z, z−1]2×2 and B ∈
R[z, z−1]2×2 are complex congruent, if there exists an invertible matrix P ∈ R[z, z−1]2×2 such that P (1/z)T A(z)P (z) = B(z).
It is well known that complex congruent is an equivalent relation.
Although the results in this subsection are used for Laurent polynomials with rational coeﬃcients. The results themselves
also hold for Laurent polynomials with real coeﬃcients. To state the results in both cases, we use K to denote a base ﬁeld
such that K = Q or K = R. For each w ∈ S, deﬁne
Sw :=
{
M ∈ SM2 ∩ K
[
z, z−1
]2×2
: [SM](z) = [SM11](z)
[
1, Sw(z)
]T [
1, Sw(1/z)
]}
and
Rw := {M ∈ Sw : M is a Hermitian matrix}.
By Lemma 2.7, it is obvious that Sw is close under matrix multiplication and Rw is a ring. For each w ∈ S, there exist
an n ∈ Z and a w0 ∈ {1, (1 + z)/2, (1 − z)/2, z − 1/z} such that [Sw] = z2n[Sw0]. Hence for each M ∈ Rw , there exists an
M0 ∈Rw0 such that
M0(z) =
[
z−n 0
0 zn
]
M(z)
[
zn 0
0 z−n
]
,
i.e., M and M0 are complex congruent. Thus, up to a complex congruent relation, we can assume w ∈ {1, (1 + z)/2, (1 −
z)/2, z − 1/z} and we take this assumption from here to the end of this subsection. A direct conclusion of this assumption
is that if S[p] = S[w], then p(z) = w(z)q(z) with q ∈ S satisfying q(z) = q(1/z).
We say a matrix A ∈Rw satisﬁes “the condition D”, if deg(A11) deg(A22) and
deg(A21) − deg(w) deg(A11) − 2.
Now for each M ∈Rw , we want to use the extended Euclidean algorithm to ﬁnd its canonical form under complex congruent
relation. We have the following two lemmas.
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det P (z) is trivial, B(z) = P (1/z)T A(z)P (z),
deg(B11)min
{
deg(A11),deg(A22)
}
and
deg(B21) − deg(w) deg(B11) − 2.
Proof. Deﬁne P1(z) := I if deg(A11) deg(A22) and
P1(z) :=
[
0 1/[Sw](z)
1 0
]
if deg(A11) > deg(A22). Next deﬁne B˜(z) := P1(z)T A(z)P1(z). It is easy to see that P1 ∈ Sw , B˜ ∈ Rw and deg(B˜11) 
deg(B˜22). Then by the Euclidean algorithm and the fact that S[B˜11] = 1 and S[B˜21] = S[w], there exist (anti)symmetric
Laurent polynomials s and t such that
B˜21(z) = B˜11(z)s(z)w(z) + t(z),
S[s] = 1, S[t] = S[w] and deg(t) − deg(w) < deg(B˜11). Since S[t] = S[w], deg(t) − deg(w) is even. Moreover, deg(B˜11) is
also even since S[B˜11] = 1. Thus,
deg(t) − deg(w) deg(B˜11) − 2.
Now deﬁne
P2(z) :=
[
1 −s(z)w(1/z)
0 1
]
,
P (z) := P1(z)P2(z) and
B(z) := P (1/z)T A(z)P (z) = P2(1/z)T B˜(z)P2(z).
By direct matrix multiplication, we have P ∈ Sw , det P is trivial, B11 = B˜11 and B21 = t . Hence
deg(B11)min
{
deg(A11),deg(A22)
}
and
deg(B21) − deg(w) deg(B11) − 2. 
Lemma 2.10 (The extended Euclidean algorithm). For every M ∈ Rw , M is complex congruent to a matrix A ∈ Rw satisfying the
condition D. That is, we can construct P ∈ Sw and A ∈Rw such that det P (z) is trivial, A(z) = P (1/z)T M(z)P (z) and A satisﬁes the
condition D.
Proof. Deﬁne B0 := M . Applying Lemma 2.9 to B j for j = 0,1, . . . , we can recursively construct P j ∈ Sw and B j+1 ∈ Rw
such that det P j(z) is trivial, B j+1(z) = P j(1/z)T B j(z)P j(z),
deg
[
B j+1(z)11
]
min
{
deg
[
B j(z)11
]
,deg
[
B j(z)22
]}
and
deg
[
B j+1(z)21
]− deg[w(z)] deg[B j+1(z)11]− 2.
By the above recursive construction, we have constructed a sequences of matrices B0, B1, . . . . Suppose that B j does not
satisfy the condition D for j = 1, . . . ,N . Then by the deﬁnition of the condition D and the construction of B j , j = 1, . . . ,N ,
we have
deg
[
B j(z)22
]
< deg
[
B j(z)11
]
, j = 1, . . . ,N.
Hence
min
{
deg
[
B j(z)22
]
,deg
[
B j(z)11
]}
< min
{
deg
[
B j−1(z)22
]
,deg
[
B j−1(z)11
]}
, j = 1, . . . ,N.
The above inequality shows that N is bounded above. Thus there exists a j ∈ N such that B j satisﬁes the condition D.
Denote J to be the minimum positive integer such that B J satisﬁes the condition D. Now deﬁne P := P0P1 · · · P J−1 and
A(z) := P (1/z)T M(z)P (z). By the above construction, P and A are the required two matrices. 
The reason we consider matrices satisfying the condition D is that those matrices are diagonal under certain conditions.
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diagonal. Moreover, A(z) = diag(x, A(z)22) with some x ∈ K .
Proof. By the condition in this lemma, we always have deg(w)  1. Then by the deﬁnition of the condition D, we have
deg(A11) deg(A22) and
deg(A21) deg(A11) − 2+ deg(w) deg(A11) − 1.
Thus, by det A(z) = A(z)11A(z)22 − A(z)12A(z)21, S[A11A22] = 1 = S[A12A21] and
deg(A12A21) = 2deg(A21) < 2deg(A11) deg(A11A22),
we have deg(det A) = deg(A11) + deg(A22). Next by deg(det A) 2, deg(A11) deg(A22) and both deg(A11) and deg(A22)
are even, we have deg(A11) = 0. Therefore, A(z)11 = x ∈ K with K denotes the base ﬁeld that either be R or Q. Moreover,
by deg(A21) < deg(A11), we have A21 = 0. Hence A is diagonal. 
Remark. Keep in mind the above lemma does not hold for Rz−1/z . For instance, deﬁne
A :=
[
3+ z + 1/z z − 1/z
1/z − z 3− z − 1/z
]
.
Then A satisﬁes the condition D and det A = 5. But A is not diagonal. To avoid such kind of counter examples, we have to
deal with six cases in Step 6 of the algorithm in the next section.
3. The algorithm to construct three symmetric tight frame ﬁlters with rational coeﬃcients
This algorithm uses the unitary extension principle (UEP) to construct (anti)symmetric frame ﬁlters a(z), b1(z) and b2(z)
with rational coeﬃcients. Moreover, this algorithm is carefully designed to ensure that the conditions in Lemma 2.7 are
satisﬁed so that the multiplications of (anti)symmetric matrices are still (anti)symmetric.
First let us read a road map of this algorithm since it has nine steps.
Road map of the algorithm:
Step 1. Set up a(z) to satisfy three necessary conditions.
Step 2. Take almost all common row factors out of M1(z) to obtain M2(z) as in (3.3).
Step 3. Separate multi-phase from M2(z) to obtain M3(z) as in (3.4).
Step 4. Take many common row factors out of M3(z) to obtain M4(z) as in (3.5).
Step 5. Rotate M4(z) to obtain M5(z) as in (3.7).
Step 6. Take almost all common row factors of M5(z) to obtain M6(z) as in (3.8).
Step 7. Use the extended Euclidean algorithm to factorize M6(z) to obtain a diagonal matrix M7(z) as in (3.9).
Step 8. Try to factorize the diagonal matrix M7(z) into the form M7(z) = R7(z)RT7 (1/z) with R7(z) having rational coeﬃ-
cients and certain required symmetry. This is a try-and-see step. If the factorization fails, then our algorithm fails
and stops at here. Otherwise, we go to the last step.
Step 9. Reverse all the previous steps and ﬁnally construct the required high-pass ﬁlters b1 and b2.
Next let us go through the detailed steps as follows.
Step 1. Set up a suitable low-pass ﬁlter a(z) to satisfy the following three necessary conditions.
1.a. a(z) = ( 1+z2 )n[1 +
∑N
k=1 ck(2 − z − z−1)k/4k] with a positive integer n, a non-negative integer N and some rational
unknowns c1, . . . , cN . This condition is to make sure that a(z) is a low-pass ﬁlter and has sum rules of order n.
1.b. (2 − z − 1/z)m | 1 − a(z)a(1/z) with a given positive integer m. This condition guarantees that the corresponding
high-pass ﬁlters b1(z) and b2(z) have vanishing moments of order m.
1.c.
1− a(z)a(1/z) − a(−z)a(−1/z) = d(z2)d(1/z2), (3.1)
where d(z) is an (anti)symmetric Laurent polynomial with rational coeﬃcients. This condition is critical and hard to be
satisﬁed.
Remark. By comparing the leading coeﬃcients of the both sides in the above equation and the fact that
√
2 is not a rational
number, we know that n must be an odd number to satisfy (3.1). It is easy to see that conditions 1.a and 1.b are necessary.
Moreover, condition 1.c is also necessary. See Theorem 5.2 for the proof. Once the above three conditions are satisﬁed, we
are safe to proceed our algorithm until Step 8. In Step 8, we need to check whether we can obtain a required factorization.
If we cannot obtain such a factorization, then our algorithm fails and stops at there. Otherwise, we can proceed to the last
step and ﬁnally construct the (anti)symmetric high-pass ﬁlters b1(z) and b2(z) with rational coeﬃcients.
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factor (1− z)1 there to make S[M2(·)12](z) = 1.
Step 2.a. Since detM1(z) = M1(z)11 + M2(z)22 − 1, it is easy to verify that
gcd
(
M1(z)11,M1(z)12,M1(z)21,M1(z)22
)= 1. (3.2)
By Lemma 2.3, deﬁne g˜1 := G1(M1). By condition 1.a (1 + z)n | a(z), condition 1.c (2 − z − 1/z)m | 1 − a(z)a(1/z) and the
deﬁnition of g˜1, we have 1 + z  g˜1(z) and there exists a maximum positive number k such that (1 − z)k | g˜1(z). Deﬁne
g1(z) := g˜1(z) if n − k is even or g1(z) := g˜1(z)/(1 − z) if n − k is odd. By this deﬁnition and direct calculation, we have
S[a(·)a(−1/·)](z) = (−1)n = S[g1(·)g1(−1/·)](z).
Step 2.b. Deﬁne
M2(z) :=
[ 1−a(z)a(1/z)
g1(z)g1(1/z)
−a(z)a(−1/z)
g1(z)g1(−1/z)−a(−z)a(1/z)
g1(−z)g1(1/z)
1−a(−z)a(−1/z)
g1(−z)g1(−1/z)
]
. (3.3)
By the deﬁnition of g1 and M2, M2(z) is a matrix of (anti)symmetric Laurent polynomials with rational coeﬃcients. Further-
more, M2(z) is semi-deﬁnite on the torus |z| = 1, [M2(z)]11 = [M2(−z)]22, [M2(z)]12 = [M2(−z)]21 and S[M2(·)12](z) = 1.
Step 3. Separate multi-phase from M2(z) to obtain M3(z) as in (3.4).
Deﬁne
P1(z) :=
[
1 1
−z z
]
and
M3
(
z2
) := P1(z)M2(z)P T1 (1/z). (3.4)
It is veriﬁed in [14, Theorem 2.4] that M3 is a well-deﬁned matrix which is semi-deﬁnite on the torus |z| = 1,
S[M3(·)12](z) = 1/z and
M2(z) = P−11 (z)M3
(
z2
)
P−T1 (1/z).
In our paper, M3 is a well-deﬁned matrix of (anti)symmetric Laurent polynomials with rational coeﬃcients.
Step 4. Take many common row factors out of M3(z) to obtain M4(z) as in (3.5).
Step 4.a. By (3.2), (3.3) and (3.4), we have
gcd
(
M3(z)11,M3(z)12,M3(z)21,M3(z)22
)= 1.
Therefore, by Lemma 2.5, deﬁne g˜2 := G1(M3) and g˜3 := G2(M3). We have gcd(g˜2, g˜3) = 1.
Step 4.b. Let s1 and s2 be the two maximum non-negative integers such that
(2+ z + 1/z)s1(2− z − 1/z)s2(1+ z)1(1− z)2 ∣∣ g˜2(z),
where {1, 2} ⊆ {0,1}. Similarly, let s3 and s4 be the two maximum non-negative integers such that
(2+ z + 1/z)s3(2− z − 1/z)s4(1+ z)3(1− z)4 ∣∣ g˜3(z),
where {3, 4} ⊆ {0,1}. By gcd(g˜2, g˜3) = 1, we have 13 = 0 and 24 = 0.
Step 4.c. Now we deﬁne g2, g3, P2 and w1 by different cases of (1, 2, 3, 4).
Case 1. If (3, 4) = (0,0), then deﬁne g2 := 1, g3 := g˜3, P2 := I2 and w1(z) := (1+ z)/2.
Case 2. If (3, 4) 	= (0,0) and (1, 2) = (0,0), then deﬁne g2 := g˜2, g3 := 1, P2(z) :=
[
0 1
z 0
]
, and w1(z) := (1+ z)/2.
Case 3. If (1, 2) = (0,1) and (3, 4) = (1,0), then deﬁne g2 := g˜2, g3 := g˜3, P2 := I2 and w1(z) := (1− z)/2.
Case 4. If (1, 2) = (1,0) and (3, 4) = (0,1), then deﬁne g2 := g˜2, g3 := g˜3, P2(z) := I2 and w1(z) := (1− z)/2.
Step 4.d. Next deﬁne
M4(z) := P2(z)
[
1/g2(z) 0
0 1/g3(z)
]
M3(z)
[
1/g2(1/z) 0
0 1/g3(1/z)
]
P T2 (1/z). (3.5)
By the deﬁnition of g2, g3, P2, w1 and M4, we know that M4 is a well-deﬁned matrix of (anti)symmetric Laurent polyno-
mials with rational coeﬃcients. Moreover, we have S[M4(·)21] = S[w1], gcd(M4(z)12,M4(z)22) = 1 and
detM4(z) = d1(z)d1(1/z)
where d1(z) := d(z)/[g1(z)g2(z)g3(z)].
Step 5. Rotate M4(z) to obtain M5(z) as in (3.7).
Step 5.a. If d1(z) is a constant, where d1 is deﬁned at the end of Step 4.d, then deﬁne
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Otherwise, by gcd(M4(z)12,M4(z)22) = 1, there exist two symmetric Laurent polynomials p and q with rational coeﬃcients
such that Sp = Sq = 1 and
p(z)w1(z)M4(z)12 + q(z)M4(z)22 = 1.
Then deﬁne
P3(z) :=
[
M4(z)22 −M4(z)12
w1(z)p(z) q(z)
]
. (3.6)
Step 5.b. Then deﬁne
M5(z) := P3(z)M4(z)P T3 (1/z). (3.7)
By direct calculation, we have det P3 = 1, detM5(z) = d1(z)d1(1/z), d1(z)d1(1/z) | M5(z)11, d1(z)d1(1/z) | M5(z)12,
d1(z)d1(1/z) | M5(z)21. Moreover, if w1(z) = (1 − z)/2, then by direct calculation, we have (1 − z)  detM5(z) since
(1− z)  M5(z)11 and (1− z)  M5(z)22.
Step 6. Take almost all common row factors of M5(z) to obtain M6(z) as in (3.8).
Step 6.a. Let s5 and s6 be the two maximum non-negative integers such that
(2+ z + 1/z)s5(2− z − 1/z)s6(1+ z)5(1− z)6 ∣∣ d1(z),
where {5, 6} ⊆ {0,1}. Now we deﬁne d2, d3 and w2 according to different cases of w1(z) and (5, 6).
Case 1. If w1(z) = (1+ z)/2 and (5, 6) = (0,0), then deﬁne d3 := 1, d2 := d1 and w2 := (1+ z)/2.
Case 2. If w1(z) = (1+ z)/2 and (5, 6) = (0,1), then deﬁne d3(z) := (1− z)/2, d2 := d1/d3 and w2 := (1+ z)/2.
Case 3. If w1(z) = (1+ z)/2 and (5, 6) = (1,0), then deﬁne d3 := 1, d2 := d1 and w2 := 1.
Case 4. If w1(z) = (1+ z)/2 and (5, 6) = (1,1), then deﬁne d3 := 1, d2 := d1 and w2 := (1− z)/2.
Case 5. If w1(z) = (1− z)/2 and (5, 6) = (0,0), then deﬁne d3 := 1, d2 := d1 and w2 := (1− z)/2.
Case 6. If w1(z) = (1− z)/2 and (5, 6) = (1,0), then deﬁne d3(z) := (1+ z)/2, d2 := d1/d3 and w2 := (1− z)/2.
Step 6.b. Now deﬁne
M6(z) :=
[
1/d2(z) 0
0 1
]
M5(z)
[
1/d2(1/z) 0
0 1
]
. (3.8)
By the deﬁnition of d2, w2 and M6, we have that detM6 = d3(z)d3(1/z) and S[M6(·)21] = S[w2].
Remark. Keep in mind that w2(z) could be 1, (1+ z)/2 or (1− z)/2 and detM6 could be 1, (2− z−1/z)/4 or (2+ z+1/z)/4.
Nevertheless, we always have degw2  1, degdetM6  2 and gcd(w2(z)w2(1/z),detM6) = 1. Moreover, if w2 = 1, then
detM6 = 1; if w2 	= 1, then detM6|z0 = 1, where w2(z0) = 0.
Step 7. Use the extended Euclidean algorithm to factorize M6(z) to obtain a diagonal matrix M7(z) as in (3.9). By
Lemmas 2.10 and 2.11, we can construct P4 ∈ Sw2 and M7 ∈ Rw2 such that det P4 is trivial, M7 satisﬁes the condition D
and
M7(z) := P4(1/z)T M6(z)P4(z). (3.9)
Then by the remark of Step 6.b and Lemma 2.11, M7 is diagonal and M7(z)11 is a rational number.
Step 8. At this stage, M7(z) is diagonal. Deﬁne r := M7(z)11, by Lemma 2.11, r ∈ Q. Whether M7(z) can be further
factorized depends on r and w2.
Case 1. If w2 	= 1 and √r ∈ Q, then we can factorize
M7(z) = R7(z)RT7 (1/z),
with R7 := diag(√r,d3/√r).
Case 2. If w2 = 1 and r is a sum of the squares of two rational numbers, i.e., r = r21 + r22 with r1 ∈ Q and r2 ∈ Q, then we
have d3 = 1 and
M7(z) = R7(z)RT7 (1/z),
with R7 :=
[
r1 r2
−r2/r r1/r
]
.
For the above two cases, reversing all the way back from here to the beginning of Step 7, we have the following con-
strained factorization M6(z) = R6(z)RT6 (1/z), where
R6(z) := P4(1/z)−T R7(z). (3.10)
Case 3. For other cases, that is, either w2 	= 1 and √r /∈ Q, or w2 = 1 and r is not a sum of two squares of rational
numbers, our algorithm stops here.
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(1.5) holds. This claim is a result of Theorem 5.2 in Section 5.
Step 9. Finally obtain the required high-pass ﬁlters b1 and b2.
For Cases 1 and 2 in Step 8 where R7 is well deﬁned, reversing all the way back from Step 8 to Step 2, we have the
following constrained factorization
M1(z) = R1(z)RT1 (1/z), (3.11)
where
R1(z) :=
[
g1(z) 0
0 g1(−z)
]
P−11 (z)
[
g2(z2) 0
0 g3(z2)
]
P−12
(
z2
)
P−13
(
z2
)[d2(z2) 0
0 1
]
R6
(
z2
)
, (3.12)
and g1, g2, g3, P1, P2, P3, and R6 are deﬁned in the above steps in our algorithm. Now deﬁne b1(z) := R1(z)11 and
b2(z) := R1(z)12, then b1 and b2 are the required high-pass ﬁlters.
4. Some examples of three symmetric frame ﬁlters with rational coeﬃcients
Two examples will be presented in this section. In Example 4.1, we shall give detailed discussions to illustrate the
algorithm in previous section. In Example 4.2, we shall mainly give the result.
Example 4.1. For Step 1 in the algorithm in Section 3, we try m = 1, n = 1 and let the low-pass ﬁlter a(z) be given by
a(z) := (1+ z)(3+ z + z−1)/10 = (z2 + 4z + 4+ z−1)/10.
Then we have
1− a(z)a(1/z) − a(−z)a(−1/z) = d(z2)d(1/z2)
with d(z) = 2(1− z)/5.
Now let’s go through Step 2. First M1 is set up as in (1.4). By direct calculation, we have g1 = 1− z and
M2(z) = 1
100
[
43+ 10z + 10z−1 + z2 + z−2 −(3+ z + z−1)(3− z − z−1)
−(3+ z + z−1)(3− z − z−1) 43− 10z − 10z−1 + z2 + z−2
]
.
Deﬁne
P1(z) :=
[
1 1
−z z
]
.
Hence by Step 3, we have
M3
(
z2
)= P1(z)M2(z)P T1 (1/z) =
[
1 −(1+ z−2)/5
−(1+ z2)/5 (18+ z2 + z−2)/25
]
.
Steps 4, 5 and 6 are trivial in this example, it is easy to see that g2(z) = g3(z) = 1, P2 = P3 = I2, d1(z) = d2(z) = 4/5,
d3(z) = 1, w2(z) = (1+ z)/2, M5 = M4 = M3 and
M6(z) =
[
25/16 −(1+ z−1)/4
−(1+ z)/4 (18+ z + z−1)/25
]
.
For Step 7, we have
P4(z) =
[
1 4(1+ 1/z)/25
0 1
]
and M7(z) = P4(1/z)T M6(z)P4(z) = diag(25/16,16/25).
Hence by Case 1 in Step 8, we have r = 25/16, R7(z) = diag(5/4,4/5), R6(z) = P4(1/z)−T R7(z) and M6(z) = R6(z)RT6 (1/z).
For Step 9, by simple calculation of (3.12), we have M1(z) = R1(z)T R1(1/z), where
R1(z) =
[
(1− z)(5+ z + z−1)/10 2(1− z−1)/5
(1+ z)(5− z − z−1)/10 2(1+ z−1)/5
]
.
Finally we obtain the required high-pass ﬁlters b1(z) = R1(z)11 = (−z2 − 4z + 4 + z−1)/10 and b2(z) = R1(z)12 = 2(1 −
z−1)/5. In this example, a(z) has sum rules of order 1 and both b1 and b2 have vanishing moments of order 1. Fig. 1 shows
the graph of corresponding functions ϕ , ψ1 and ψ2.
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Fig. 2. {ψ1,ψ2} in Example 4.2 generates an antisymmetric tight wavelet frame.
Example 4.2. Let the low-pass ﬁlter a(z) be given by
a(z) = 1
4
(1+ z)(z + z−1)= 1
4
(
z−1 + 1+ z + z2).
Then we have
1− a(z)a(1/z) − a(−z)a(−1/z) = d(z2)d(1/z2)
with d(z) = (1− z)/2.
Proceeding the algorithm in Section 3, we have
M6(z) = M3(z) =
[
1 −(1+ z−2)/2
−(1+ z2)/2 (6+ z2 + z−2)/4
]
and M1(z) = R1(z)T R1(1/z), where
R1(z) =
[
(1− z−1)/2 (1− z)(2+ z + z−1)/4
(1+ z−1)/2 (1+ z)(2− z − z−1)/4
]
.
Hence we obtain the required high-pass ﬁlters b1(z) = R1(z)11 = (1 − z−1)/2 and b2(z) = (−z2 − z + 1 + z−1)/4. In this
example, a(z) has sum rules of order 1 and both b1 and b2 have vanishing moments of order 1. Fig. 2 shows the graph of
corresponding functions ϕ , ψ1 and ψ2.
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First let us prove the following useful lemma.
Lemma 5.1. Suppose M(z) = R(z)R(1/z)T where M ∈ S2×2 , R ∈ S2×2 and det R(z) ∈ S. If
gcd
(
M(z)11,M(z)12,M(z)21,M(z)22
)= 1
and there exists an r ∈ S such that r2(z) | M(z)11 and r(z) | M(z)12 , then we have
r(z) | R(z)11 and r(z) | R(z)12.
Proof. Deﬁne f1(z) := gcd(R(z)11, R(z)21), r1 := gcd( f1, r) and r2 := r/r1. By the above deﬁnition, r2 is well deﬁned and
r2 ∈ S. Deﬁne
R˜ := diag(r1,1)−1R, M˜(z) := diag
(
r1(z),1
)−1
M(z)diag
(
r1(1/z),1
)−1
and f˜1(z) := gcd(R˜(z)11, R˜(z)21). Then we have gcd( f˜1, r2) = 1. Hence for simplicity, we can directly assume that
gcd( f1, r) = 1, that is, r1 = 1. (Otherwise, we just replace M by M˜ and R by R˜ correspondingly.)
We have r(z) | M(z)21 by the condition r(z) | M(z)12, M(z)21 = M(1/z)12 and r(z) | r(1/z). Taking the determinant of the
equation M(z) = R(z)R(1/z)T , we have r2(z) | det R(z)det R(1/z). Hence r2 | (det R)2 and therefore r | det R .
Since gcd(R(z)11, R(z)21) = f1(z), by the Euclidean algorithm, there exist p ∈ S and q ∈ S such that
p(z)R(z)11 + q(z)R(z)21 = f1(z).
Deﬁne
P :=
[
p q
−R21/ f1 R11/ f1
]
.
Then we have det P = 1,
P−1 =
[
R11/ f1 −q
R21/ f1 p
]
and
(P R)(z)11 = 0 and r(z) | (P R)(z)12 = −det R(z)/ f1(z). (5.1)
Combining the fact P (z)M(z)P (1/z)T = (P R)(z)(P R)(1/z)T , we have
r2(z)
∣∣ [P (z)M(z)P (1/z)T ]11.
Deﬁne r3(z) := gcd(q(z), r(z)). By direct matrix multiplication, we have
[
P (z)M(z)P (1/z)T
]
11 = p(z)p(1/z)M(z)11 + p(z)M(z)12q(1/z)
+ p(1/z)M(z)21q(z) + q(z)q(1/z)M(z)22.
It is easy to see that all the terms in the above equation have the factor rr3 except the term q(z)q(1/z)M(z)22. Hence we
have r(z)r3(z) | q(z)q(1/z)M(z)22. By the condition
gcd
(
M(z)11,M(z)22
)= 1,
we have
gcd
(
M(z)22, r(z)
)= 1.
Therefore,
r(z)r3(z) | q(z)q(1/z)M(z)22 ⇒ r(z)r3(z) | q2(z) ⇒ r(z)
r3(z)
∣∣∣ q2(z)
r23(z)
⇒ r(z) | r3(z) ⇒ r(z) | q(z).
Hence, by R = P−1(P R), r(z) | q(z), (5.1) and direct matrix multiplication, we have
r(z) | R(z)11 and r(z) | R(z)12. 
262 Q. Mo, S. Li / Appl. Comput. Harmon. Anal. 31 (2011) 249–263Theorem 5.2. There is an (anti)symmetric tight frame ﬁlter system a(z), b1(z), b2(z) with rational coeﬃcients such that (1.5) holds, if
and only if the following conditions are satisﬁed:
(1) 1− |a(z)|2 − |a(−z)|2 = d(z2)d(1/z2) where a and d are (anti)symmetric Laurent polynomials with rational coeﬃcients.
(2) Proceeding the algorithm given in Section 3, deﬁne w2 as in Step 6.a and r as in Step 8. If w2 	= 1, then √r ∈ Q. If w2 = 1, then r
is a sum of the squares of two rational numbers, that is, r = r21 + r22 with r1 ∈ Q and r2 ∈ Q.
Proof. Necessity. Now we shall prove that conditions (1) and (2) are necessary. Suppose (1.5) is satisﬁed with b1(z) ∈
S ∩ Q[z, z−1] and b2(z) ∈ S ∩ Q[z, z−1]. We shall use all the deﬁnitions in the algorithm in Section 3 except R1, R2, . . . , R7.
Deﬁne
R1(z) :=
[
b1(z) b2(z)
b1(−z) b2(−z)
]
.
Then R1(z)RT1 (1/z) = M1(z). By [14, Theorem 2.4], we have R1(z) ∈ SM and SL R1(z) = SLM1(z). Deﬁne
R2(z) := diag
(
g1(z), g1(−z)
)−1
R1(z).
By Lemma 5.1, R2 is well deﬁned. Then by Step 2.b in the algorithm in Section 3, we have R2(z)RT2 (1/z) = M2(z) and
SL R2(z) = SLM2(z) = [1,1]T . Next deﬁne
R3
(
z2
) := P1(z)R2(z).
It is easy to verify that R3 is well deﬁned, R3(z)RT3 (1/z) = M3(z) and [SL R3](z2) = [SL P1](z) = [1, z2]T = [SLM3](z2). Then
deﬁne
R4(z) := P2(z)diag
(
g2(z), g3(z)
)−1
R3(z).
By Lemma 5.1, R4 is well deﬁned. It is easy to verify that R4(z)RT4 (1/z) = M4(z) and SL R4(z) = SLM4(z) = [1, (Sw1)(z)]T .
Next deﬁne
R5(z) := P3(z)R4(z).
It is obvious to see that R5(z)RT5 (1/z) = M5(z) and SL R5 = SL P3 = [1, (Sw1)]T = SLM5. Then deﬁne
R6(z) := diag
(
d2(z),1
)−1
R5(z).
By Lemma 5.1, R6 is well deﬁned. By direct calculation and verifying 6 cases in Step 8 in the algorithm in Section 3, we
have R6(z)RT6 (1/z) = M6(z) and SL R6(z) = [1, (Sd2)(z)(Sw1)(z)]T = [1, (Sw2)(z)]T = SLM6(z). Next deﬁne
R7(z) := P4(1/z)T R6(z).
By direct calculation, we have R7(z)RT7 (1/z) = M7(z) and SL R7 = [1, (Sw2)]T . By the fact that M7(z) is diagonal and r =
M7(z)11 and by direct matrix multiplications, we can see that if w2 = 1, then r = r21 +r22 by R7(1)R7(1)T = M7(1); if w2 	= 1,
then
√
r ∈ Q by R7(z0)R7(z0)T = M7(z0) where w2(z0) = 0.
Suﬃciency. By the algorithm in Section 3 and reversing the above proof for the necessity part, it is easy to see that
conditions (1) and (2) are suﬃcient for b1(z) and b2(z) to be (anti)symmetric and having rational coeﬃcients. 
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