This paper treats an extension of an optimal machine maintenance model with Markovian deterioration introduced by Derman. The system consists of an operating machine whose deterioration is Markovian, a finite number of identical spare machines, and several types of repair facilities where machines to be repaired are sent depending on the types of repair work required. At eacl1 period of time, a decision is made on an operating machine whether it is repaired or not, knowing its degree of deterioration, the type of repair work required if the repair decision is chosen, and the number of machines in each type of repair facility. Here, the repair time distributions, material costs, and labor cost all depend on the type of repair work required on the machine. Sufficient conditions which result in the optimality of control limit policies of some kind are obtained.
needed for t:he repair of a machine is one unit of time, and an unlimited supply of new spares is available. In that sense, they are replacement models rather than repair models. In 1973 Kao [5] introduced a semi-Markovian approaeh to the basic model. In his model, the repair time of a machine takes some random time according to its semi-Markovian nature, while the supply of new spares is kept unlimited. In this report we develop a general repair model in the sense that the repair time is a random variable, and that the supply of spare machines is limited. the latter is selected, the machine is immediately sent to one of K repair shops depending on the repair work required, and is replaced by one of the spare machines, if any is available. The new operating machine begins to operate in its best condition. Type 1 through type K repair shops are arranged so that type 1 deals with the easiest repair work and type K the hardest. If a machine in the i-th operating condition is chosen to be repaired, its repair work determines the type of repair shop to be sent, and with probability Pk(i) ;?: 0 K (i) type k repair shop is selected. Here we assume Lk=l Pk = 1 for 0 ~ i !; I.
Description of the Model
A failed machine must be repaired. Furthermore, suppose the type of repair required if a repair decision is made is known to the decision maker before he makes a decision. Then the total information available to the decision maker at the beginning of each period is the condition of an operating machine, the type of repair work required if the repair decision is chosen, and the number of machines in the type k repair shop for each 1 ~ k ~ K. Later, the case where the type of repair work required is not known to the decision maker will be considered.
If a machine in the i-th operating condition is sent to the type k Geometric distribution can be considered as a discrete version of an exponential distribution, and the repair time distribution to be geometric seems suitable as a basic analysis of the problem.
If all the machines are in the repair shops, the system fails since no machine is available. In that case we must wait until one of the machines is completely repaired. A penalty cost, P, is assessed per period during the system's failure. A(i) is the operating cost for a machine in the i-th operating condition, C(i,k) is th,~ material cost for repairing a machine in the type k repair shop, and B(k) is the labor cost for the type k repair work for a single machine per period. The objective is to find a repair policy whieh minimizes the total expected a-discounted cost or the long-run expected average cost.
Before proceeding further it is useful to give an example where the above model can be applied. Consider the problem of a taxicab driver who owns several ears. He continues using one of his cars until he decides to repair it. He
Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. (1- discounted cost, then finding the best repair schedule is an example of the type of problem which will be treated in this paper.
Control Limit Policy with Respect to Operating Condition
The state of this system is represented by the K+2 vector
where at the beginning of the t-th period there is an operating machine whose operating condition is i E I, type k E K repair work is required if the repair decision is chosen, and s. (1 !> j ~ K) machines are in the type j repair shop 
satisfies the set of recursive equations:
Furthermore, the existence of a stationary policy minimizing the total expected a-discounted cost is guaranteed.
Definition.
A control limit policy with respect to operating condition is a nonrandomized policy where there is a special operating condition i for each k (1 ::; k ::; X), for each feasible S = (sl' ... 'sX)' and for each period n (n ~ 1),
,s,n period n is to keep an operating machine in operation, and for all (i,k'Sl' ... ' SX) with i ~ i the decision is to repair it.
k,s,n
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Multi-Repair-Type Maintenance Models

III
Sufficient conditions for the existence of a stationary control limit policy w.r.t. operating condition which minimizes the total expected adiscounted cost of this model will be obtained through several lemmas. First the conditions which will be needed in ,:he following discussions are given here.
B(k) is nonnegative and nondecreasing in
3.
4.
5.
A
6. qk is positive and nonincreasing in k ( 
The binary relation c is read as "is stochastica11y smaller than or equal to",
qs s' 
Not ce t at or ~, ,sl, .
•. ,sK (1) qs s'
qs s' KK ~ 0, by Lemma 1 and inductive assumptions on both (a) and (b) for n = m-1.
S
Using the above result,
.. ,B K ;m-1))
~ 0, from condition 1.
we compare the corresponding values term by term.
where [V] . represents the i-th term V. in the bracket of the right hand side
In a similar manner, the difference of the corresponding second terms can be easily shown to be nonnegative, yielding that (a) holds for n = m.
compare the corresponding values term by term. ,k',sl, . .. ,sK;n) (n ~ 0) is both nondecreasing in ,k',sl, . .. ,sK;n) (n ~ 0) by definition. Therefore, using operating condition optimizing a finit,~ horizon problem is guaranteed. Now using the fundamental results of Markov decision theory, the existence of a stationary control limit policy w.r.t. operating condition minimizing the infinite horizon problem can be easily obtained (see for example Wagner [11] ).0
So is R:x(i'
Interpretation of each condition is given now. Conditions 1, 2 and 6 characterize the fact that the types of repair works are arranged so that type 1 is the easiest and type K the hardest, since they say that the 1abor cost, the material cost, and the expected length of repair time, all increase as the type number of repair work increases. Condition 3 states that the worse the machine is, the more expensive its material cost is. Condition 4 requires that the operating cost must increase more than the increase in material cost for each type of repair. Condition 5 gives a simple lower bound on the penalty cost.
Condition 7 is the so-called IFR prope"rty of a deteriorating system. Lastly, condition 8 indicates that the worse the state of the machine, the harder it is to repair (stochastica11y). All of th'~m seem reasonable, and none of them is seriously restrictive. As all other terms do not contain k in their expressions,
The result of Theorem 1 can be easily extended to the long-run expected average cost version, and is stated as below.
Theorem 2. Suppose all the conditions in Theorem 1 hold, and furthermore, suppose that any operating nachine eventually fails. Then there exists a stationary control limit policy w.r.t. operating condition minimizing the long-run expected average cost of the basic multi-repair-type maintenance model. 
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In the aforementioned model, we assumed that the type of repair work required was known to the decision maker at the time of his decision. Now we briefly discuss the case where the type of repair work required is not known to the decision maker. In this modified 'nodel, if an operating machine in the i-th operating condition is chosen to be repaired, it is randomly sent to the type k repair shop with probability p~i), and the decision maker has no knowledge of where it is to be sent at the time he makes a decision. A control limit policy for this model is defined as a policy where a machine is repaired if and only if its condition i exceeds some limit i for each s. Sufficient s conditions under which an optimal poli'::y is of a control limit form are to be studied. The main difference in the results is in the condition which relates the operating cost and other repair costs. The following lengthy inequality replaces condition 4. The third term of the right hand3ide gives the effect of the penalty cost, and its value can be comparatively large. But if we can further assume that the repair time distribution is independent of the type of repair work, then the penalty term vanishes, and the property that 
Generalization
In this section we generalize the basic multi-repair-type maintenance model in the following manner. The operating cost of a machine depends on the type of repair work as well as its operating condition. Also, the type of repair work on a machine to be repaired depends on the type of repair work which has been required on the machine if the repair decision has been chosen one period
operating cost for a machine in the i-th operating condition which requires type k repair work if it is repaired.
(i, k)
Pk'
probability that a machine in the i-th operating condition requires type k' repair if the repair decision is chosen given that the type k of repair has been required one period earlier.
Under this generalization, the following theorem holds:
Theorem 3. Assume conditions 1, 2, 3, 5, 6, and 7 hold. Furthermore assume
Then there exists a stationary control limit policy w.r.t. operating condition which minimizes the total expected a-discounted cost of this generalized mu1ti--repair-type maintenance model. For the long-run expected average cost criterion, the eventual failure property on any machine is also needed. [J Condition 11 says that the heavier the current repair work required on a machine is, the heavier that its repair work will be in the future. Condition 12 means that the worse condition a machine is in, the more repair work required on it if it is repaired.
Case Where There is a Single Repairman in Each Facility
We return to the basic multi-repair-type maintenance model, where the repair work begins immediately on any machine sent to any type of repair shop.
This is equivalent to saying that each repair shop has more than enough number of repairmen. In this section, we cO::1sider the other extreme case, where there is only one repairman in each type of repair facility. If a machine is to be repaired at some type of repair facility, it must wait until all the machines which have arrived earlier at the sam,= type of repair facility are completely repaired. Machines waiting for repair form a queue in front of each type of repair facility. The system is schematically shown in Fig. 3 .
Let qk (1 ~ k ~ K) be the probabUity that a machine in type k repair shop at the beginning of a period is comp1,=te1y repaired at the end of the period.
Let q(j~ be the probability that s' machines are still in the type j repair ss system at the end of the period given that s machines are in the type j repair system at the beginning of a period. Here the type k repair system includes the type k repair shop and the queue formed in front of the type k repair shop. give the proof of Lemma 2. 1,s a conclusion of this section, the following statement is given.
Theorem 4. If all the conditions in Theorem 1 hold, there exists a stationary control limit policy w.r.t. operating condition which minimizes the total expected a-discounted cost of the multi-repair-type maintenance model with one repairman for each repair shop. For the long-run expected average cost criterion, the eventual failure property on any machine is also needed.
Computational Remarks and Conclusion
As for the computational algorithms, the usual techniques such as policy improvement procedure and LP approach are applicable to compute an optimal policy for each model treated here. However, the procedure can be more efficient if "good" policies are searched iteratively among stationary control limit policies whenever possible before switching to a usual policy improvement among stationary policies. This procedure is described in [2] in detail, and is omitted here.
Models treated in this paper are the extended ones of Derman's classical model in the following sense:: They are repair models rather than replacement models. They have a finite number of repair shops. They have some spare machines. Under the mild conditions, simple optimal maintenance policies called control limit policies w. r. t.. operating condition are obtained.
