We prove the Strengthened Hanna Neumann Conjecture. We give a more direct cohomological interpretation of the conjecture in terms of "typical" covering maps, and use graph Galois theory to "symmetrize" the conjecture. The conjecture is then related to certain kernel of a morphism of sheaves, and is implied provided these kernels are co-acyclic in the covering cohomology theory. This allows us to prove a slightly generalized Strengthened Hanna Neumann Conjecture; this conjecture is false if generalized to all sheaves. The kernels we use do not exist in the theory of graphs, so our use of sheaf theory seems essential to this approach.
Introduction
The main goal of this paper is to prove the Strengthened Hanna Neumann Conjecture (or SHNC); we use Stallings' graph theoretic formulation of the conjecture. Our approach uses "graph Galois theory" and a simpler interpretation of the SHNC in terms of "random covering maps" and "Galois representations." Another crucial idea is to generalize the setting of graphs to that of sheaves over graphs. Roughly speaking, we need to find certain surjections from one graph to another and form the resulting long exact sequences in cohomology. These surjections, and sometimes these quotients, do not exist in the theory of graphs. However, if one generalizes the setting to sheaves, everything works. It is interesting to note that the SHNC, when generalized to sheaves, does not hold; it is interesting to ask on which classes of sheaves the generalized SHNC holds.
Historically the Hanna Neumann Conjecture (henceforth HNC) and the (stronger) SHNC arose in group theory. Howson (in [How54] ) showed that if H, K are nontrivial finitely generated subgroups of a free group, F , then H ∩ K is finitely generated, and moreover that rank(H ∩ K) − 1 ≤ 2 rank(H) rank(K) − rank(H) − rank(K).
(1)
Then Hanna Neumann, in [Neu56, Neu57] , gave the estimate
She conjectured that one could remove the factor of 2 in the above estimate, which has become known as the Hanna Neumann Conjecture. A stronger conjecture was proposed and studied in [Neu90] , the SHNC, which conjectures that moreover the summation over double coset, H\F/K, representatives, x; discarding all x's but the identity is the original Hanna Neumann Conjecture. We say that the HNC or SHNC, respectively, holds for (H, K) if equation (2) or (3), respectively, holds. Much progress has been made on these conjectures, see, for example, [Bur71, Ger83, Sta83, Neu90, Tar92, Dic94, Tar96, Iva99, DF01, Iva01, Kha02, MW02, JKM03, Neu07]; both have been proven in many cases, and equation (2) has been improved. To date, the best general bound for the HNC or SHNC is x∈H\F/K rank(H ∩x −1 Kx)−1 ≤ 2 max(0, rank(H)−3) max(0, rank(K)−3), (4) due to Dicks and Formanek ([DF01] ). Results on the HNC or SHNC include:
1. the SHNC holds if one of the groups is of rank at most 3 (in view of equation (4)), 2. the SHNC holds if at least one of H, K is positively generated (see [Kha02, MW02, Neu07] ), 3. the SHNC holds for all K for "most" H (see [Neu90] ), 4. the HNC holds either for H and K or for H and K ′ , for any H, K that are subgroups of F 2 , the free group on two generators, where K ′ is obtained from K by interchanging the first and second generators of F 2 (see [JKM03] ). (To prove either the HNC or SHNC, it suffices to prove it for subgroups of F 2 .) 5. a class of examples described in [Iva99, Iva01] .
There are generalizations of the HNC, such as in [DI08] . There are equivalent formulations of the HNC and SHNC, such as those of Stallings ([Sta83] ) and of Dicks ([Dic94] ). It is also know that the SHNC implies that every onerelator group with torsion is coherent ( [Wis05] ).
From this point on we shall use Stallings' beautiful formulation of the HNC and SHNC ( [Sta83] ) in terms of directed graphs, which we now describe. We must allow directed graphs to have multiple edges and self loops; so in this paper a directed graph consists of tuple G = (V G , E G , t G , h G ) where V G and E G are sets-the vertex and edge sets-and t G : E G → V G is the "tail" map and h G : E G → V G the "head" map. Throughout this paper a graph is assumed to be finite, i.e., the vertex and edge sets are finite.
To state Stallings' formulation, recall that fiber products exist for directed graphs (see [Fri93] , or [Sta83] , where fiber products are called "pullbacks," for example), and the fiber product, K = G 1 × G G 2 , of morphisms π 1 : G 1 → G and π 2 : G 2 → G has
E K = {(e 1 , e 2 ) | e i ∈ E G i , π 1 e 1 = π 1 e 2 }, t K = (t G 1 , t G 2 ), and h K = (h G 1 , h G 2 ).
We say that π : K → G is a covering map (respectively,étale 1 ) if π for each v ∈ V K , π gives a bijection (respectively, injection) of incoming edges of v (i.e., those edges whose head is v) with those of π(v), and a bijection (respectively, injection) of outgoing edges of v and π(v). If π : K → G is a covering map of connected graphs, then the degree of π, denoted [K : G], is the number of preimages of a vertex or edge in G under π (which does not depend on the vertex or edge).
By a bicoloured digraph, or simply a bidigraph, we mean a directed graph G = (V G , E G ), such that each edge is labelled either "1" or "2." The edge labelling is equivalent to partitioning E G into two sets, E G,i , for i = 1, 2, with E G,i being the edges of label i. It is also equivalent to giving a directed graph homomorphism π : G → B 2 , where B 2 is the graph with one vertex and two self-loops, one labelled "1" and the other "2."
Given a bidigraph, G, we view G as an undirected graph (by forgetting the directions along the edges), and let h i (G) denote the i-th Betti number of G, and χ(G) its Euler characteristic; hence
Let conn(G) denote the connected components of G, and let
max(0, h 1 (X) − 1), and ρ ′ (G) = max X∈conn(G) max(0, h 1 (X) − 1) .
The HNC is shown in [Sta83] to be equivalent to
for allétale H and K over B 2 ; the SHNC is equivalent to
We shall work with this form of the SHNC. Again, we say the HNC or SHNC holds for a pair ofétale graphs, (H, K), over B 2 if the corresponding equation holds for that particular H and K. 
The rest of this section is mostly an outline of our proof of Theorem 1.1. First, we shall use what might be called the "Galois theory of graphs," as in [Fri93] , to reduce the question to a seemingly simpler and more symmetric question on subgraphs of Cayley graphs, as follows. Definition 1.2 Let G be a group and g 1 , g 2 ∈ G be two elements (that do not necessarily generate G). The directed Cayley graph, G = Cayley(G; g 1 , g 2 ) is the graph with vertex set G, with a directed edge from v to g i v of colour i for each v ∈ G and i = 1, 2.
Such a G gives rise to a bidigraph π : G → B 2 by mapping edges formed with g i to colour i. G acts on G (by right multiplication on G's vertices), and if K ⊂ G and g ∈ G, we write gK ⊂ G for the image of K under the action of g. If K 1 , K 2 ⊂ G, then K 1 ∩ K 2 denotes the intersection of the graphs K 1 and K 2 . Theorem 1.3 The SHNC is equivalent to the following statement. For any G = Cayley(G; g 1 , g 2 ) and any two subgraphs of G, K 1 , K 2 , we have
Aside from Galois theory, the only crucial fact needed to prove Theorem 1.3 is the fact that if π : K → G is a covering map of connected graphs, then
Note that also
is the number of acyclic connected components of G, i.e., those components with vanishing h 1 . We remark that graph Galois theory amounts to some simple theorems in group theory; so this theory may be well understood in literature on the HNC from the original group theory perspective.
So we prove Theorem 1.1 by proving equation (5). There seem to be many promising approaches to attacking this inequality; we wonder if there aren't different (and perhaps simpler) ones than we give.
It is now crucial that we work with sheaves over the graph, G; we pause to briefly review this notion and how our situation differs from standard ones; Section 3 gives a fuller account. To any graph, G, we associate the topological space Top(G), whose underlying set is V G ∐ E G and whose open sets are all subsets of the form
′ is a subgraph of G; we will identify the open subsets of Top(G) with G's subgraphs when no confusion will arise. Briefly, a sheaf, F , on G consists of associating a finite dimensional real vector space, F (G ′ ), to each open set G ′ in Top(G), and for each inclusion j :
with two properties: (1) F respects compositions of inclusions, and (2) given an open covering, ∐G
) that agree on overlaps determine a unique element of F (G ′ ). We denote the collection of sheaves, Sh R (G); we shall similarly define sheaves of finite dimensional complex vector spaces over G, Sh C (G), or with vector spaces over any field. In this paper we work with sheaves over complex vector spaces, unless we specify otherwise. We often simply write Sh(G) when no confusion can occur (or when the same theorems hold in any case).
At this point we could refer the reader to a standard text, e.g., [Har77] , Chapter II, Section 1, for a precise definition and properties of sheaves, and to Chapter III, Sections 1,2, and 6 for background on cohomology. We remark that (see Section 3) Sh(G) has enough projectives, unlike sheaves in algebraic geometry (see [Har77] , Exercise III.6.2). In Top(G), every point, P , has a smallest open set, P − , and a sheaf on G is determined by its values on P − and the restriction maps between them. It turns out that Sh(G) is equivalent to the category of presheaves on the category, Cat(G), of open sets P − . We will work with presheaves on Cat(G), which makes things less cumbersome if one is working from scratch or performing certain calculations. Of course, our discussion applies to either point of view, sheaves on Top(G) or presheaves on Cat(G). Now consider the "slice category," Graphs/G, of "graphs over G," i.e., the category whose objects are morphisms f : K → G, and with Hom(f 1 , f 2 ) for objects f i : K i → G defined to be maps h :
Subgraphs of G or disjoint unions of subgraphs are viewed as elements of Graphs/G, being identified with their natural map to G. There is a natural inclusion of categories
with the following properties:
is the sheaf C G ′ , i.e., the sheaf that is the constant sheaf C on G ′ and zero elsewhere.
Similarly, if
where u ! is the left adjoint of the pullback functor u * .
4. ι is an inclusion, but not full, i.e., there are morphisms in Sh(G) (that are crucial to this paper) that do not exist in Graphs/G.
Next, we can extend ρ to sheaves by giving a contravariant functor H 0 a and its first derived functor H 1 a in such a way that
2. if 0 → F 1 → F 2 → F 3 → 0 is a short exact sequence of sheaves, then there is a long exact sequence
3. The H i a intuitively come from the fact that if π : K → G is a "typical" covering map of G of a large degree d, then for any subgraph, G ′ , of G, For any sheaf, F , on a graph, G, we define
The problem is that H i a are defined via an "unfolding pair" (π, ψ), and the H i a and even h 0 a and ρ can depend (at least for certain sheaves) on the choice of "unfolding pair." So when we extend h 0 a and ρ via the H i a , at first we interpret everything with respect to a given unfolding pair; later, in Section 6, we give a universally defined ρ with nice properties, the "limit ρ". Definition 1. 4 We say that a pair of sheaves,
where GF = ⊕ g∈G gF we use multiplicative notation for tensor product, i.e.,
(Of course ρ(F 1 ⊗ (GF 2 )) = ρ((GF 1 ) ⊗ F 2 ), so it is not terribly important to remember which sheaf G is acting on.) We claim that the SHNC does not hold for all pairs of sheaves. For example, if e ∈ E G , then {e} is a closed set in Top(G), and we may define C e as the sheaf that is C on e and 0 elsewhere. We shall see in Section 4 that there are many sheaves, F , even arising from graphs, i.e., F = C G ′ with G ′ a subgraph of G, such that the SHNC is not satisfied on (F , C e ). Morally C e represents a "vertexless edge."
Here is the key to our approach to the SHNC.
For a general sheaf, F , there may not exist any ρ-kernels, i.e., there may exist no surjections GF → C ρ(F ) (for example, C e , the vertexless edge, described above). If F = C G ′ for a subgraph, G ′ , of G, then F will always have ρ-kernels.
From here to the end of the section, we fix a group, G, elements g 1 , g 2 , and set G = Cayley(G; g 1 , g 2 ).
The following theorem will be immediate by tensoring equation (8) with GF 2 and taking the associated long exact sequence with the H i a (tensoring with any sheaf is exact in Sh(G)). Theorem 1.6 Let F 1 have ρ-kernel, K 1 , and let
be the connecting map arising from
We finish our proof of the SHNC with the following two theorems. (We remark that the vertexless edge, C e , or C A for any closed set, A, that is not open, does not admit an inclusion to C.)
Theorem 1.7 follows immediately from taking the exact sequence
where Q is the quotient sheaf, tensoring with K, and getting a long exact sequence. Theorem 1.8 is more delicate than the other theorems in this paper. The basic idea is to take a short exact sequence 0 → F 1 → F 2 → F 3 → 0 and to find conditions under which there is a short exact sequence
of corresponding ρ-kernels. We shall need the short exact sequence to be a "ρ-sequence," meaning that ρ(F 2 ) = ρ(F 1 ) + ρ(F 3 ); we shall also need a condition on the F i of having "ample cosections." This will lead to the construction of diagrams
Let us explain our diagram, which is not entirely standard. We interpret the above diagram to mean that any composition of arrows and vertical equal signs commute; so the part of the diagram that reads
is the same map as
but does not imply anything about α and the morphism GF 2 → C ρ(F 3 ) (since there is no vertical arrow or equality between the 0 and the C ρ(F 3 ) ). A simple diagram chase through equation (9) then yields the short exact sequence
We may then conclude that H 1 a vanishing at K 1 and K 3 implies its vanishing at K 2 , and its vanishing at K 2 implies its vanishing at K 1 (by equation (6)).
We will then apply this to conclude the general existence of a ρ-kernel, K, of any graph with H 1 a (K) = 0 from some simple cases. At this point one can give a specific example illustrating our use for sheaves on G. Namely, consider the case G = Z/3Z, g 1 is a generator (i.e., 1 or 2), g 2 is anything, and G ′ is the subgraph of G minus a single edge (any edge will do). To construct a ρ-kernel for C G ′ we need to form a surjection
there is no corresponding surjection as graphs,
since there is no way that three connected graphs of five edges can surject onto two graphs of six edges; this is true despite that fact that GG ′ has more edges and vertices (of each type over G) than G ∐ G. If we could "split in half"each of the three gF and map one half of each to each of the two copies of G, we would get a "fractional" surjection; but it is unclear how such a "fractional map" gives rise to the necessary long exact sequences in cohomology. Sheaf theory comes to the rescue here, for if α 0 , α 1 , α 2 are almost any three vectors in C 2 , then any two of them span C 2 ; so for each g ∈ G we get a morphism
whose sum yields the desired surjection.
In Section 2 we prove Theorem 1.3. In Section 3 we review the facts from sheaf theory needed here. In Section 4 we construct the functors H i a and prove their basic properties. In Section 5 we complete the proof of existence of ρ-kernels of graphs. In Section 6 we define a "limit ρ," independent of a particular "unfolding pair," which has nice properties; we also give a generalization of the SHNC to sheaves arising formétale morphisms of graphs. In Section 7 we make some concluding remarks, including some open questions and further directions.
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An Application of Galois Theory
In this section G is a general graph, not necessarily of the form G = Cayley(G;
There is a collection of facts about fields that may be called Galois theory; this would include classical Galois theory, but also more recent statements such as if k ′ is a Galois extension field of k, then
, Section I.5.1). Such facts have analogues in graph theory, which one might call graph Galois theory. Such facts were described in [Fri93, ST96] ; at least of these facts was known much earlier, in [Gro77] ; since these facts are fairly simple and very natural, we presume other authors may have described aspects of this theory, perhaps under slightly different guises. First we recall terminology and facts needed from graph Galois theory and covering theory. Then we show that ρ behaves well under covering maps, and use this to show Theorem 1.3.
Galois Theory of Graphs
We shall summarize some theorems of [Fri93] ; the reader is referred to there for a more complete discussion.
Let π : K → G be a covering map. We write Aut(π), or somewhat abusively Aut(K/G) (when π is understood), for the automorphisms of K over G, i.e., the digraph automorphisms ν : K → K such that π = πν. We say
there is a ν ∈ Aut(K/G) with ν(v 1 ) = v 2 ; if K, G are connected, then there can be at most one such ν, and then π is Galois iff
Theorem 2.1 (Normal Extension Theorem) If π : G → B is a covering map, there is a covering map µ : K → G such that πµ is Galois.
In this situation we say that K is a normal extension of G (assuming the maps µ and π are understood).
Let us outline two proofs of the Normal Extension Theorem. The proof in [Fri93] uses the fact that G corresponds to a subgroup, S, of index n = |V G | of the group π 1 (B), the fundamental group of B (which is the free group on h 1 (B) elements). The intersection of xSx −1 over a set of coset representatives of π 1 (B)/S is a normal subgroup, N, of finite size (at worst n n , since there are n cosets and each xSx −1 is of index n); π(B)/N then naturally corresponds to a Galois cover K → B of at most n n vertices. There is another and very pretty proof of the Normal Extension Theorem discovered earlier by Jonathan Gross in [Gro77] , giving a better bound on the number of vertices of K. For any positive integer
Each Ω k (G) admits a covering map to G by projecting onto any one of its components. But Ω n (G), which has edge and vertex fibers of size n!, is Galois by the natural, transitive action of S n (the symmetric group on n elements) on Ω n (G). So Ω n (G) is a Galois cover of degree at most n! over B. Our next fact is an analogue of a standard and surprisingly useful fact in descent theory (as in [Del77] ), and is trivial.
(See [Fri93] , and compare with the identical formula for fields in [Del77] , Section I.5.1).
Corollary 2.3 In Theorem 2.2, let us further assume that we have morphisms
There are many extensions to this basic theory. We mention one example needed for Theorem 6.5.
If K → G is Galois and factors as
with Galois group being the subgroup of Aut(K/G) fixing any vertex or edge fiber of
Conversely, a subgroup of Aut(K/G) divides the vertices and edges of K into orbits, giving a graph K ′ (whose vertices and edges are these orbits) and a factorization K → K ′ → G. Furthermore, for an intermediate cover
has the right cardinality), and K ′ → G is Galois iff the subgroup of Aut(K/G) fixing
where
where [v] , [e] denote the orbits of v, e respectively.
Covering maps and ρ
We begin with a remarkable property of ρ under covering maps.
Theorem 2.4 For any covering map
To show the claim on ρ, it suffices to consider the case of G connected; then it suffices to consider the case of K connected. If G is acyclic (i.e., h 0 (G) = 0), with G and K connected, then K is a single copy of G (so d = 1); so ρ(G) = ρ(K) = 0 and the claim holds. But if G is cyclic, and G and K are connected, then K is cyclic, and so ρ(G) = h 1 (G) − 1 = −χ(G) and similarly ρ(K) = −χ(K) and the theorem is proven.
2
The following is a crucial consequence of Theorem 2.4. We stress that the graphs B here are general, and not necessarily B 2 used in the HNC and SHNC.
Corollary 2.5 Let G → B and K → B beétale, and let π G :
In particular, the SHNC is satisfied at
We remark another corollary of this corollary, although we won't use it for the SHNC. 
The second quantity in the corollary is said to be obtained from the first via "base change" π S : S → B.
Proof of Theorem 1.3
In this subsection we prove Theorem 1.3.
Lemma 2.7 Let π G : G → B be anétale map. Then π factors as an open inclusion followed by a covering map.
A variant of this theorem is called Marshall Hall's theorem in [Sta83] .
Proof By adding isolated vertices of G we may assume π is d-to-1 on all of V G for some d. Extend G to G and π to π : G → B by completing each π −1 (e) to a perfect bipartite matching of the vertices over the tail of e and those over the head of e (for a self-loop we view these two sets of vertices as disjoint).
2 Let π G : G → B and π K : K → B beétale maps. Let theseétale maps factor as open inclusions followed by covering maps as G → G → B and
, which admits a natural covering map to G, and and similarly K ′ = K × e K S. According to Corollary 2.5, we have that the SHNC is satisfied at (G, K) iff it is satisfied at (G ′ , K ′ ). We now see that the SHNC follows from the second statement (involving equation (5)) in Theorem 1.3 by setting G ′ = K 1 and K ′ = K 2 in the following lemma.
Lemma 2.8 Let G → B 2 be a Galois cover, and K 1 → G and K 2 → Gétale maps. Then G = Cayley(G; g 1 , g 2 ) for some G, g 1 , g 2 , and
Proof Let G = Aut(G/B 2 ); pick any v ∈ V G , and for i = 1, 2 let (v, w i ) be an edge coloured i in G, and take g i to be the unique element of Aut(G/B 2 ) with g i v = w i . Clearly G = Cayley(G; g 1 , g 2 ). The second part follows from Corollary 2.3.
2
Conversely, the second statement in Theorem 1.3 is equivalent to
viewing the K i as graphs over B 2 (since they are subgraphs of G); this is implied by the SHNC.
Sheaf Theory and Cohomology
In this section we give a precise picture of the sheaf and cohomology theory that we use.
By a real sheaf on G we mean the data, F , consisting of
2. a finite dimensional real vector space, F (e), for each e ∈ E,
a linear map,
We similarly define a complex sheaf, or one of vector spaces over any field. The constant sheaf C is the sheaf comprised of the vector space C at each vertex and edge, with identity maps from edge vector spaces to vertex ones.
Again, we work with sheaves of complex vector spaces unless otherwise specified.
Definition 3.2 A morphism of sheaves α : F → G on G is a collection of linear maps α v : F (v) → G(v) for each v ∈ V and α e : F (e) → G(e) for each e ∈ E such that for each e ∈ E we have G(te)α e = α te F (t, e) and G(he)α e = α he F (h, e).
Note that sheaves on G as described here is the category of presheaves (i.e., sheaves with the grossière topology) of the category Cat(G). This is equivalent to the category of sheaves of finite dimensional vector spaces on Top(G); a formal proof is given in [Fri05] , based on the Comparison Lemma of [sga72a] , Exposé III, Section 4.1, but is easy enough to prove by hand: the point is that a sheaf, F , on Top(G) restricts to a presheaf, F ′ on Cat(G), while from the presheaf, F ′ , on Cat(G), we can reconstruct a sheaf, F ′′ , isomorphic to F via
A similar equivalence is true for any topological space or "semitopological space" (see [Fri05] ).
The definition here in terms of Cat(G) is nicer, since all Abelian operations on sheaves, e.g., taking kernels, taking direct sums, checking exactness, can be done objectwise, i.e., F 1 → F 2 → F 3 is exact iff for all objects, P , in Cat(G) we have F 1 (P ) → F 2 (P ) → F 3 (P ) is exact.
Note that given any category C, the category of presheaves (of sets, not of vector spaces) on C is a topos, and this determines such notions as what is meant by an open set or a point (or the category of points, with arrows being specializations); in fact, an open set turns out to be a sieve in C, i.e., a subset of objects, S, of C such that if φ : P → Q is a morphism in C, and Q ∈ S, then P ∈ S. Hence, if we start with the C = Cat(G), then an open set is "forced" to mean a subgraph of G. This is the origin of our definition of Top(G). We remark that in this definition, vertices are open points, edges are closed points and are specializations of their endpoints.
Moreover, if K → G isétale, then the resulting morphism Top(K) → Top(G) will beétale in the topological sense of "local isomorphism." Combinatorially K → G maps each neighbourhood of a vertex of K injectively (but not necessarily bijectively!) into one of G, which suggests a "local injection" perhaps; this is suggested as well by the usual "geometric realization" of graphs as one-dimensional CW complexes, where a vertex is a (closed) zero dimensional point. Note that Stallings, in [Sta83] , uses the term "immersion" for our "étale."
The article [Fri05] gives all the sheaf and cohomology theory needed here, found also (among a lot of other material) in [sga72a, sga72b, sga73] . We shall assume the reader is familiar with basic sheaf and cohomology theory found in any algebraic geometry text, such as [Har77] , and will just list a few points that are not standard, or where the finite graph situation is different.
1. Sh(G) have enough projectives as well as injectives.
2. If u : K → G is a morphism of graphs, the pullback, u * :
for P ∈ V K ∐ E K ; u * has a left adjoint, u ! , and a right adjoint, u * .
3. If u : G ′ → G is an inclusion of graphs, then u ! F is just F G ′ , i.e., the sheaf that is zero outside G ′ and F when restricted to G ′ .
4. Any sheaf, F , over G has an injective resolution
where for P ∈ V G ∐ E G , k P denotes the morphism from the category, ∆ 0 , of one object and one (identity) morphism, to Cat(G) sending the object of ∆ 0 to P . In our case, this means that for a vector space, W , we have (k P ) * W has the value W d(Q) at Q, where d(Q) is the number of morphisms from Q to P . For F = C this simplifies to
5. Similarly, any sheaf, F , over G has a projective resolution
6. This means that the derived functors, Ext i (F 1 , F 2 ), of Hom(F 1 , F 2 ) can be computed as the cohomology groups of
From the construction of adjoints to the pullback ([sga72a], Exposé I, Section 5.1) the following is straightforward. 
and π ! of a morphism acts on the direct sums in the natural way. Also,
and the adjunctive map π ! π * F → F is an injection for every sheaf, F on G. If π is, moreover, a covering map, then π ! is isomorphic to π * and also
Furthermore, the adjunctive map F → π * π * is a surjection.
Proof Recall that in [sga72a] , Exposé I, Section 5.1, π ! is constructed by forming limits over categories I P π for each point, P , in Top(G), where I P π is the category whose objects are pairs (Q, m) where Q is a point of Top(K) and m a morphism m : π(Q) → P . If π isétale, then I P π is isomorphic to the sieve generated by π −1 (P ) in Cat(K), which is in turn isomorphic to some number of copies of the sieve generated by P in Cat(G). Hence the claims regarding π ! follow. Furthermore, if π is a covering map, then the same is true for the I P π formed by reversing the arrows of Cat(G) and Cat(K) (e.g., the objects are pairs (Q, m) with m : P → π(Q)), and the claims regarding π * follow.
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If U is an open subset of a topological space, X, and Z = X \ U is the closed complement, then for any sheaf of Abelian groups, F , we have a short exact sequence
This is a fundamental and ubiquitous sequence in sheaf theory, and one might ask why it never appears in this paper (well, except here. . .). Note that X = Top(G) and U = Top(G ′ ) where G ′ is a subgraph of G with the same vertex set as G, then C Z consists of a sum of "vertexless edges." But it turns out that the SHNC fails if we allow vertexless edges, and so it is hard to use C Z directly to conclude the SHNC for F . Perhaps a modification of these arguments that would allow us to use vertexless edges and simplify our proof. Also note that the corresponding long exact sequences in cohomology are pretty easy to derive directly, e.g.,
where Ext 1 (C Z , C) can be identified with C E(G)\E(G ′ ) .
Typical Lifts and Representation Theory
The main goal of this section is to give the simple cohomological interpretation of ρ(G ′ ) for subgraphs, G ′ , of G that extends to sheaves. Fix a connected graph, K, and an Abelian group M. The fundamental group, π 1 (K), of K is the topological fundamental group of the geometric realization of K; it is a free group on h 1 (K) generators. By an M-covering of K we mean a Galois covering map ν : K ′ → K with Galois group M (so M-coverings are also known as M-torsors and M-principle bundles). Such a covering determines a monodromy map
by lifting closed paths in K and seeing by which element of M the endpoints differ. Conversely, any homomorphism µ : π 1 (K) → M determines a covering map ν → K ′ → K up to unique isomorphism (see, for example, [Fri93] ). By Cover(K, M) we mean the probability space whose atoms are M-covering maps, obtained by assigning elements of M uniformly and independently to any choice of h 1 (K) generators of π 1 (K). It is equivalent to the "product model," where we assign to each directed edge, e, of K a random element m e ∈ M (with e −1 assigned m −1 e if K is undirected), and determine K ′ via V K ′ = V K × M and for each edge, e = (u, v), of K we form E K ′ edges by connecting (u, m) to (u, m e v) for each m ∈ M. Let w be a closed walk in K that traverses some edge, e, exactly once; the probability that ν : K ′ → K in Cover(K, M) has Mndrmy ν (w) equal to any particular element in M is exactly 1/|M| (consider the product model).
Theorem 4.1 Let W = {w 1 , . . . , w t } be t closed walks in a graph K, each walk traversing some edge exactly once. Consider ν :
In particular,
Prob {Mndrmy(w i ) = 0 ∀i = 1, 2, . . . , t} ≥ 1 − t |M| .
Proof
The event, E i , that Mndrmy(w i ) ∈ M \ A occurs with probability |M \ A|/|M|. So the probability of the union of the E i is at most t |M \ A|/|M|.
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Corollary 4.2 For any graph, K, there is a constant, C, such that for any prime number, p, with probability at least 1 − Cp −1 we have that a random Z/pZ covering map ν :
the number of connected components of K that are cyclic, i.e., which have a positive first Betti number.
Proof Each acyclic component of K lifts to p acyclic components in any Z/pZ cover. Each cyclic component of K contains a simple cycle, w, and if the lift of w does not close in the cover, then the cyclic component lifts to a connected component in K ′ , since the monodromy map takes w to a generator of Z/pZ.
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It follows from this that we can write
with ν : K ′ → K a random Z/pZ-cover of K, where the limit is taken in probability. This gives a "purely cohomological" interpretation to h 0 a , and hence to ρ = h 0 a − ψ. Furthermore, we can now try to define for any sheaf, F , over K:
although at this point it is not clear that this limit exists. While this works in principle, it seems simpler to work without limits. We shall do this with representations. Definition 4.5 For sheaves F 1 , F 2 on a graph, K, let π : K ′ → K be a Z/pZ covering map, and let ψ be a character of Z/pZ. We define the set of ψ-twisted morphisms from F 1 to F 2 to be
Galois Representations
In other words, if M is a vector space admitting a Z/pZ action, we set
The functor M → M ψ is left exact. The vector space Hom(π * F 1 , π * F 2 ) admits an Aut(π) action (namely gα is defined as (g −1 ) * αg * ). Since π * is exact, Hom( · , · ) is left exact in both variables, and M → M ψ left exact, the composition Hom ψ π ( · , · ) is left exact in each variable, and the derived functor in either variable is the same (see [Wei94] , Exercise 2.7.4). We record this, as well as make some simple observations about this functor. 
If π is cycle typical, then for any subgraph,
3. For every short exact sequence 0 → F 1 → F 2 → F 3 → 0, the long exact sequences of the bifunctor Hom π ( · , · ) give rise to a long exact sequence
Proof If ψ is trivial, then we have morphisms of functors arising as follows: α ∈ Hom(F 1 , F 2 ) maps to π * α ∈ Hom(π * F 1 , π * F 2 ) which is invariant under G; and for β ∈ Hom ψ π (F 1 , F 2 ), meaning a G invariant element of Hom(π * F 1 , π * F 2 ), we have a morphism β ′ ∈ Hom(F 1 , F 2 ) given by setting β ′ (P ) to be β(Q) for any Q with π(Q) = P (by the G invariance it doesn't matter which Q we take). The maps α → π * α and β → β ′ are clearly inverses of each other.
For the second statement, an acyclic component,
viewing α as a morphism of sheaves, and clearly α's coming from distinct connected components of K ′′ are linearly independent (restrict any linear combination of them to an edge or vertex in one of the components). So in Hom(π Of course H i a depends on π and ψ.
Note that the H i a are contravariant functors. We shall need a practical way to compute the H i a : C has an injective resolution
hence the Ext i,ψ π (F , F ′ ) are given by the cohomology of
Since
Hom(F (π(w)), C)
Furthermore, if we pick a v ′ ∈ V K ′ such that π(v ′ ) = v, we may identify
(where W * denotes the vector space dual to W ) by the map sending α ∈ F (v)
Hence the Ext i,ψ π (F , C) are given by the cohomology of
We summarize our findings. 
Proof The value of this dimension is zero for i = 0, 1. For i = 0, this was proved in Theorem 4.6. But we have
At this point we are justified in setting
in that these definitions applied to C K ′′ , for a subgraph, K ′′ , of K, agree with their graph theoretic versions. Again, h 0 a and ρ may depend on π and ψ.
If F is zero on all vertices, then equation (12) reduces to one term, and so h 0 a (F ) = 0, and ρ(F ) =
In particular, for any subgraph G ′ of G and edge, e of G we have in equation (7):
while, assuming e has colour 1,
So if G ′ has no edges of colour 2, then
provided that G ′ has some edges of colour 1. Hence the SHNC, when generalized to all sheaves (as in Definition 1.4), is false.
The dimension of the H i a
In this paper we will pick a (π, ψ) that unfolds K and work with the resulting H i a . Ideally, one could define H i a without reference to π or ψ, or at least the dimension of H i a would be independent of (π, ψ). More ideally, since H 0 of any graph naturally decomposes into cyclic and acyclic parts, one could hope for the same for all sheaves. Here we prove some very weak results and explain why the most ideal situations probably don't hold.
Let us begin with one simple counterexample. Let K be the graph with one vertex, v, and one edge, e; let α ∈ C and let F be the sheaf given as F (v) = F (e) = C and F (t, e) is multiplication by 1 and F (h, e) is multiplication by α. Then if α is a primitive p-th root of unity and π : K ′ → K is the unique cycle typical Z/pZ covering map, then H 0,ψ a (F ) is zero unless ψ(g) = α, where g ∈ Z/pZ has gt = h in K ′ . Note that if one could define H 0 a without reference to (π, ψ), one should get H 1 a , its first derived functor, again without reference to (π, ψ). But H 1 of a graph doesn't seem to have a naturally defined "acyclic" part, which would have to be of dimension ρ − 1. However, given a Z/pZ cycle typical covering π : K ′ → K, π, the monodromy map of π induces one on π 1 of each connected subgraph of K, whose kernel could naturally be regarded as an acyclic part of H 1 . This means one could still hope for an exact sequence of bifunctors
depending only on π. We have been unable to construct such a sequence. To see that H i a has a "generic" dimension, recall that any matrix over a field, F, can be written in echelon form and we can write a basis for its nullspace, with this basis in echelon form (i.e., the basis is u 1 , . . . , u t , where some coordinate is 1 in u 1 and zero in u i with i > 1, and some coordinate is 1 in u 2 and zero in u i with i > 2, etc.).
Theorem 4.11 Let F be defined over the rationals; i.e., say that we can choose a basis for F (P ) for each point, P ∈ V K ∐ E K such that F (t, e) and F (h, e) have rational entries. Then H Proof Consider a basis, u 1 , . . . , u r , in echelon form for the nullspace of A π,ψ over the field
The Galois group Gal(F/Q) acts on the basis, leaving F (t, e) and F (h, e) invariant, giving a natural isomorphism of the H 0 a (F ) over nontrivial ψ's. Viewing the entries of the u i as polynomials in ζ over Q of degree at most p − 1, we can set ζ = 1 in the u i to get independent vectors in the nullspace of A π,1 , which is naturally isomorphic to Hom(F , C) (since the basis is in echelon form involving some 1's and 0's appropriately, any specialization of it is still a basis).
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Of course, this theorem holds whenever F can be defined over a fields that is independent of the p-th roots of unity, i.e., a field F such that
Definition 4.12 Let K be a fixed connected graph, and let q 1 , . . . , q s be a set of generators of π 1 (K) (so s = h 1 (K)). For any Z/pZ covering π : K ′ → K and character ψ on Z/pZ, we define the unity image of (π, ψ) (with respect to q 1 , . . . , q s ) to be the point u ∈ C s whose i-th coordinate is Recall (see [Har77] ) that any Zariski closed, proper subset, Z, of C s lies in the union of a finite number of nontrivial polynomial equations; so it is easy to show that for example, there exists a c (depending only on Z) such that for any collection, D, of complex numbers, at least (|D| − c) s of the points in D s lie outside of Z. In particular, the probability that a covering map in Cover(K, Z/pZ) has image outside Z is at least 1 − C/p for some constant, C, depending only on Z. Proof We may write A π,ψ in terms of h 1 (K) variables u 1 , . . . , u s of equation (13). Consider a basis for the kernel of A π,ψ over the field C(u 1 , . . . , u s ) (viewing the u i as indeterminates). This gives a basis for H 0 a (F ) when we specialize to particular values of u 1 , . . . , u s , provided the denominators in the basis do not vanish. So we may take Z to be the set where at least one of the denominators vanishes. We have
also has a common value. Now for any integer, t, the condition that the rank of A π,ψ is at most t (which can be written in terms of determinants) is algebraic in the unity images, u 1 , . . . , u s . Hence the generic rank is no less than any special rank, and hence the generic kernel (and cokernel) dimension is no greater than any special kernel dimension.
5 ρ-kernels
We fix a G = Cayley(G; g 1 , g 2 ) throughout this section.
Let F be a sheaf over G. By a cosection we mean a morphism µ : F → C; a cosection, µ, plus a vector, v ∈ C m for some m, determines a morphism "vµ"
Hence a collection of vectors in C m , {v g } g∈G , gives a map 
is surjective. An exact sequence, The definition of ample cosections could be made slightly more general, but the version above is general enough for us. Indeed, we will use it in only two types of constructions.
Theorem 5.2 Let G 1 be a subgraph of G 2,1 and of G 2,2 , which are in turn subgraphs of G 3 , a subgraph of G. Assume that each vertex or edge of G 3 is in both G 2,1 and G 2,2 iff it is in G 1 . Then there is an exact sequence (not generally ρ-exact!) with ample cosections.
Proof First we claim that for any subgraph, G ′ , of G, the natural inclusion µ G ′ : C G ′ → C is ample. Indeed, let e ∈ E G be of colour 1. Then GC G ′ at e consists of the image of
only increases when we add edges to G ′ , and even if G ′ contained all the G edges of colour 2 we would have ρ(
is surjective on each edge, e ∈ E G . On a vertex, v ∈ V G , the image at v consists of all |G| of the totally spanning set, which again span C ρ(G ′ ) . Now we just take α 1 , α 2 , β 2 to be the corresponding standard inclusions of sheaves, and β 1 to be minus the corresponding standard inclusion. 
Proof Again, the standard inclusions give the ample cosections, using the second set of conditions (i.e., 3(b)).
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Theorem 5.4 Any diagram as in equation (9) determines morphisms that comprise an exact sequence
Proof This is a general diagram chase. If we consider a point P ∈ Top(G) and evaluate equation (9), we get a diagram of vector spaces
A diagram chase given below shows that there are unique arrows A 1 → A 2 → A 3 making everything commute, and that this sequence is short exact. Since this construction is functorial, the resulting map K 1 (P ) → K 2 (P ) → K 3 (P ) gives rise to a map of sheaves K 1 → K 2 → K 3 as desired. (We may alternatively appeal to the "full embedding theorem" and directly chase in the category of Sh(G); see [Har77] , Chapter III, Section 1, the discussion after Example 1.0.7.) We finish by describing the diagram chase. Let α 1 ∈ A 1 ; it has an image, β 1 ∈ B 1 , which maps to β 2 ∈ B 2 which maps to 0 in C 1 (since A 1 → B 1 → C 1 is a cocomplex); hence there is a unique α 2 ∈ A 2 which is the preimage of β 2 . This gives the arrow A 1 → A 2 ; furthermore since A 1 → B 1 and B 1 → B 2 are injective, α 1 = 0 implies β 2 = 0 so α 2 = 0. Hence A 1 → A 2 is injective.
Similarly we construct A 2 → A 3 which is surjective. The composition A 1 → A 3 is zero, since the image of a β 2 as above in B 3 is zero (since B 1 → B 2 → B 3 is a cocomplex). It remains to see that the kernel of A 2 → A 3 is the image of A 1 in A 2 . So let α 2 ∈ A 2 have image β 2 in B 2 that maps to 0 in B 3 ; by exactness of B 1 → B 2 → B 3 , there is a β 1 ∈ B 1 mapping to β 2 , and this maps to 0 in C 1 since β 2 maps to 0 in C 1 ⊕ C 3 ; hence there is an α 1 ∈ A 1 mapping to β 1 . Hence any element of the kernel of A 2 → A 3 has a preimage in A 1 .
We mention the diagram chase above has an interpretation in the derived category (see [GM03] ). Namely, C 1 , C 1 ⊕C 3 , C 3 form a distinguished triangle, and therefore so do the complexes A i → B i for i = 1, 2, 3. If the B i form an exact sequence, they should "cancel," leaving an exact sequence A i .
Lemma 5.5 Let V 1 , V 2 , V 3 be three vector spaces over any infinite field, F, with dim(V 1 ) + dim(V 3 ) = dim(V 2 ). Say that for some i ∈ {1, 2, 3} we have a set of vectors {v Proof Consider the case i = 2. Consider a linear map X : V 2 → V 1 ⊕ V 3 , where X is an n × n matrix of variables X = (x ij ), with n = dim(V 2 ). Subdivide X into its first n 1 rows, X 1 , with n 1 = dim(V 1 ), and its remaining n 3 bottom rows, X 3 , where n 3 = dim(V 3 ); hence we may view X 1 as a map V 2 → V 1 and similar for X 3 . For j = 1 and j = 3 let {v j g } g∈G be given by v j g = X j v 2 g ; so, for now, the v j g depend on the x ij . Consider the following conditions on C n×n , i.e., in the variable x ij :
1. X is not invertible;
2. for some j and I ⊂ G with |I| ≤ n j we have {v j g } g∈I are linearly dependent.
Condition (1) describes a Zariski closed, proper subset of C n×n ; condition (2) does as well for any fixed I and j, since there is at least one setting of the x ij making {v j g } g∈I linearly independent, by taking some or all of X j 's rows to be a dual to these vectors, i.e., take each of the {v j g } g∈I and orthogonally project it to the space of vectors orthogonal to the rest. Thus the two conditions describe a Zariski closed, proper subset of C s , so there exists a setting of the x ij for which neither condition holds.
The case i = 1 is similar, again this time choosing X as before and choosing vectors v 3 g as indeterminates (so this collection of vectors lives as indeterminates in C n 3 ×n ); and arguing similarly. The case i = 3 is handled similarly.
Theorem 5.6 Let 0 → F 1 → F 2 → F 3 → 0 be a ρ-exact sequence with ample cosections, and for some j ∈ {1, 2, 3} let K j be the ρ-kernel from the surjection α µ j ,{v Proof Consider j = 2. Lemma 5.5 applied to V 2 = C ρ(F 1 )+ρ(F 3 ) and V i = C ρ(F i ) for i = 1, 3 gives vectors {v i g } for i = 1, 3 for which α µ j ,{v j g } : GF j → C ρ(F j ) for j = 1, 2, 3 fit into equation (9), with K j the appropriate kernels. The cases j = 1 and j = 3 are handled similarly.
We can now prove the main theorem of this section.
Definition 5.7 Let F be a sheaf over G, and µ ∈ Hom(F , C). We say that µ produces null ρ-kernels if for any totally spanning set
gives a surjection whose kernel, K, has H 1 a (K) = 0.
Proof Let P (D) be the assertion that the theorem holds for a given D. We shall prove P (D) is true in certain easy situations. Theorem 5.6 implies that if 0 → F 1 → F 2 → F 3 → 0 is a short ρ-exact sequence with ample cosections, then 1. P (F 1 ) and P (F 3 ) imply P (F 2 ), 2. P (F 2 ) implies P (F 1 ), and 3. hence if F 2 = F 1 ⊕ F 3 , then P (F 2 ) is true iff P (F 1 ) and P (F 3 ).
This and the "easy situations" will allow us to and conclude P (D) for general D.
If
} is an isomorphism for any totally spanning (i.e., in this case, linearly independent) {v g }, and so K = 0. So
, it suffices to prove P (D) when D consists of a single subgraph of G, D = {G ′ }. Given this, let G 1 be formed by taking G ′ and adding all vertices of V G not present in G ′ Let G 2 be formed by adding edges (namely h 0 (G 1 ) edges) between the connected components of G 1 so that ρ(G 2 ) = ρ(G 1 ) but G 2 is connected. Let G 3 be formed by removing ρ(G 2 ) edges from G 2 but leaving G 3 connected and containing all vertices of V G ; hence ρ(G 3 ) = 0. Let G ′ 2 be the graph whose vertices are V G and whose edges are E G \ (E G 2 \ E G 3 ) . In other words G 2 , G ′ 2 both contain G 3 , and each E G edge not in G 3 is in exactly one of G 2 , G ′ 2 . Hence we have an exact sequence
But ρ(G 3 ) = 0, so P (G 3 ) holds, and C = C G , so P (C) holds. Hence, using Theorem 5.2, P (G 2 ) holds. Let G ′ 1 denote the graph with edges E G 2 \ E G 1 and all vertices incident on those edges. Then we have an exact sequence
where W is a set of vertices. Hence P (W ) holds, and we know P (G 2 ), so we conclude P (G 1 ), using Theorem 5.2. Since G 1 is the disjoin union of G ′ and a collection of vertices (and ρ = 0 for each vertex), we conclude P (G ′ ).

A Better ρ
We seek a definition of ρ(F ) for any sheaf, F , on a graph, G, such that for any covering map π : K → G of connected graphs we have
We do not know if ρ gen , the generic value of ρ of Theorem 4.13, satisfies this definition. Notice, however, that
since the generic value of ρ is its minimum value, and a pair, (ν, ψ), ν : L → G is a Z/pZ covering map and ψ is a nontrivial character of Z/pZ, pullsback to a cover (ν ′ , ψ) on K, where ν ′ is the pullback of ν, i.e., the arrow in the fiber product diagram:
consider the (counter)example of Section 4.2: K is the graph with one vertex, v, and one edge, e; for α ∈ C, F = F α is given by F (v) = F (e) = C and F (t, e) is multiplication by 1 and F (h, e) is multiplication by α. (Note that F −1 is morally the Möbius strip.) If α is a primitive m-th root of unity, then the unique connected Z/nZ covering π n : K n → K has the property that π * m (F α ) has a nonzero cosection (and is isomorphic to a cycle of length n) iff m divides n. This means that h 0 of covering map pullbacks of F varies according to the divisibility of the degree.
We do not know if h 0 a and ρ suffer the same divisibility issues that h 0 can suffer, and we don't know when equation (15) holds with equality, so we play it safe with the following definition.
Definition 6.1 Given a graph, G, and a sheaf, F , on G, we define the limit h Proof For the first claim, any covering map to G pullsback to a covering map of K. So to evalute the limit h 0 a and limit ρ of F we can restrict ourselves to limits of covering maps α : K ′ → G that factor as β : K ′ → K composed with π. But then β * π * F = α * F , so
deg(α) . Now take the limit over covering maps K ′ → K → G. Then do the same with h 0 a replacing ρ. The second claim follows since as p → ∞, an element of Cover(G, Z/pZ) is cycle typical with probability tending to 1, as does the probability of being among the generic set of covering maps in Theorem 4.13.
For the third claim, for any cover ν :
Now divide by deg(ν) and take liminfs.
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Let us henceforth take the SHNC to mean the SHNC with ρ used for ρ. Theorem 6.2, combined with the argument in Corollary 2.5, yields the following theorem.
Theorem 6.3 If F 1 , F 2 are sheaves on G, and π : K → G is a covering map, then (F 1 , F 2 ) satisfy the SHNC iff (π * F 1 , π * F 2 ) does.
Note that the argument in Corollary 2.5 requires π to be Galois; but by passing to K ′ → K → G with K ′ → G Galois, the SHNC for (F 1 , F 2 ) holds iff it holds pulledback to K ′ , and since K ′ → K is Galois, the pulledback version on K ′ holds iff it holds on K. Now we have a slight strengthening of the SHNC.
Definition 6.4 By anétale sheaf we mean any sheaf that arises as j ! C where j : K → G is anétale morphism.
In particular, the sheaves of the form C D isétale, where D is any disjoint union of subgraphs of G.
Theorem 6.5 The SHNC holds for any pair ofétale sheaves.
Proof Considerétale morphism of graphs, j i : K i → G. Factor the j i as an open inclusion followed by a covering map, K i → K i → G, and take a common covering map u : L → G to the maps K i → G. By equation (10) we have K i × G L decomposes as disjoint copies of L, and so 
Concluding Remarks
We conclude with some open questions and direction for further research.
We have seen that the SHNC holds for graphs and sheaves arising froḿ etale morphisms (if we use the limit ρ), but that it fails to hold for the vertexless edge paired with many graphs. It would be nice to further classify situations where the SHNC holds or does not.
We do not know when the generic value of ρ is achieved. Perhaps for a given F , any unfolding pair (π, ψ) gives the same ρ, excepting a finite number of values of deg(π); we know by the example of a single vertex and single edge that we may need to exclude some values of deg(π).
Again, we'd like to know find a simpler definition of H i a . In particular, given a β ∈ Hom(F 1 , F 2 ), can one say when it is "acyclic," thereby giving an inclusion of the "acyclic" Hom elements into Hom? Notice that β gives rise to various morphisms, such as one from the category of sheaves over F 2 to those over F 1 .
It would be interesting to study Zeta functions for sheaves. First consider a line bundle, F , on a graph, G, i.e., such that F is isomorphic to C at each vertex and edge, and with F of every head and tail map nonzero. Consider the "Zeta function" of F definied like the ordinary Zeta function of the graph, G, (see [ST96, ST00, TS07] ), as a primitive cycle product, except that a cycle is weighted by the product of the F (h, e) divided by the F (t, e) over all edges, e, in its multiplicity in the cycle (this is a sort of monodromy weighting, a homomorphism from π 1 (G) → C × ). For vector bundles that are direct sums of line bundles, presumably the Zeta function should be the product of the Zeta functions of the line bundles (for consider two copies of a graph, G, over G). Perhaps one can define a cycle in a sheaf F over G appropriately (e.g., as a morphism of sheaves involving sheaves representing a cycle of a given length) to give a general Zeta function. One could envision a whole spectral theory for graphs generalized to sheaves, including adjacency matrices and perhaps even Hodge theory.
It is known that C is a dualizing complex (see, for example, [Yan05] ), so cosections are global sections of the dual complex Hom(F , C) of F (where Hom is understood to be in the derived category). Perhaps this observation could be of use.
The main point of this paper is that while a cohomological function like h i or ρ is subadditive on short exact sequences, the difference of two such functions is not generally subadditive. Subaddivity of a difference was proven here via ρ-kernels, giving a long exact sequence that expresses the difference of the two cohomological functions. Perhaps the subadditivity of the difference of two cohomological functions by this method could be used elsewhere. For example, subadditivity is sought in [Fri05, Fri06, Fri07] to construct formal complexity measures; perhaps working with differences of cohomological functions could widen the scope of geometric models and resulting formal complexity measures.
