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The study of matter at extreme densities and temperatures as they occur in astrophysical objects
and state-of-the art experiments with high-intensity lasers is of high current interest for many
applications. While no overarching theory for this regime exists, accurate data for the density
response of correlated electrons to an external perturbation are of paramount importance. In this
context, the key quantity is given by the local field correction (LFC), which provides a wave-vector
resolved description of exchange-correlation effects. In this work, we present extensive new path
integral Monte Carlo (PIMC) results for the static LFC of the uniform electron gas, which are
subsequently used to train a fully connected deep neural network. This allows us to present a
continuous representation of the LFC with respect to wave-vector, density, and temperature covering
the entire warm dense matter regime. Both the PIMC data and neural-net results are available
online. Moreover, we expect the presented combination of ab initio calculations with machine-
learning methods to be a promising strategy for many applications.
I. INTRODUCTION
The uniform electron gas (UEG) [1, 2], often denoted
as jellium, is one of the most fundamental model systems
in quantum many-body theory. Having been originally
introduced as a simple model for conduction electrons
in metals [3], it offers a plethora of interesting physical
phenomena such as Wigner crystallization [4–8], collec-
tive excitations [9–11], the possibility of a charge-/spin-
density wave [12–15], and an incipient excitonic mode at
low density [16–19]. Moreover, the accurate parametriza-
tion of its zero-temperature properties (e.g., Refs. [20–
25]) based on ground-state quantum Monte Carlo (QMC)
simulations [5, 26–30] has been pivotal for many applica-
tions, most notably as a basis for the striking success of
density functional theory (DFT) regarding the descrip-
tion of real materials [31, 32].
Of particular importance is the response of the UEG to
an external perturbation, which, within linear response
theory, is fully captured by the density response func-
tion [33]
χ(q, ω) =
χ0(q, ω)
1− 4piq2 [1−G(q, ω)]χ0(q, ω)
, (1)
with q and ω being the respective wave number and
frequency. Here χ0(q, ω) denotes the response function
of the ideal (i.e., noninteracting) system, and the lo-
cal field correction (LFC) G(q, ω) contains all exchange-
correlation effects [34]. Consequently, finding an accu-
rate theory for the LFC has been a long-standing prob-
lem for decades [34, 35]. Such information is crucial for
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many applications, including the interpretation of exper-
iments [36–40], the construction of effective, electroni-
cally screened potentials [41–43], the development of ad-
vanced functionals for DFT [44–47], the incorporation of
electronic correlations into quantum hydrodynamics [48–
50], and the calculation of other material properties like
electrical and thermal conductivities [51, 52], stopping
power [53, 54], and energy transfer rates [55].
Consequently, a set of accurate data for the density
response function and local field correction at zero tem-
perature has been obtained on the basis of ground state-
QMC simulations [27, 56, 57] in the static limit [i.e.,
G(q, 0) = G(q)], which was subsequently used as input
for the widespread analytical parametrization of G(q) by
Corradini et al. [58].
However, over the last years there has emerged a
high interest in states of matter at extreme densities
(rs = a/aB ∼ 1, with a and aB being the average par-
ticle distance and first Bohr radius) and temperatures
(θ = kBT/EF ∼ 1, with EF being the Fermi energy [2])
as it occurs in astrophysical objects like giant planet in-
teriors [59–62] and brown dwarfs [63–65]. This so-called
warm dense matter (WDM) can be realized and stud-
ied experimentally, e.g., via shock compression [66, 67],
see Ref. [68] for a topical review article. Moreover, hot
electrons have become important for many other com-
munities, such as solid-state physics with laser excita-
tions [69, 70], high-pressure physics [71], and hot-electron
chemistry [72, 73]. Further, WDM is predicted to mate-
rialize on the pathway towards inertial confinement fu-
sion [67, 74, 75] and is important for the study of radi-
ation damage cascades in the walls of fission and fusion
reactors [76]. Therefore, WDM has emerged as one of
the most active frontiers in plasma physics and materials
science.
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2From a theoretical perspective, the intriguingly intri-
cate interplay of 1) Coulomb coupling, 2) thermal exci-
tations, and 3) quantum degeneracy effects prevents the
application of perturbation expansions and renders the
modelling of WDM a most formidable challenge [77]. In
particular, the extension of ground state methods like
DFT to these conditions [78, 79] requires accurate and
readily available knowledge of the fundamental proper-
ties of electrons in the warm dense regime. This need
has sparked a surge of new developments in the field of
electronic QMC simulations at finite temperature [80–
94], which recently culminated in the highly accurate
parametrization of the exchange-correlation free energy
of the UEG covering the entire WDM regime [95, 96], see
Ref. [97] for a topical review article.
While being an important step in the right direction, a
consistent and fundamental theory of WDM requires to
go beyond the local density approximation [98, 99], with
the electronic density response [see Eq. (1)] being of key
importance. In this work, we aim to partly meet this
demand by presenting a full description of the static lo-
cal field correction G(q; rs, θ) of the warm dense electron
gas including all exchange-correlation effects. It is impor-
tant to note that the results presented in this work cor-
respond to the exact static limit of G(q, ω) and have not
been obtained on the basis of a static approximation like
many dielectric theories [100–102]. Moreover, we stress
that G(q) already constitutes a good approximation for
G(q, ω) in many cases, as was recently demonstrated for
the dynamic structure factor S(q, ω) in Refs. [18, 103].
In practice, we have carried out extensive path inte-
gral Monte Carlo (PIMC) simulations of the UEG at
Np ∼ 50 density-temperature combinations in the range
of 0.7 ≤ rs ≤ 20 and 0.5 ≤ θ ≤ 4, cf. the red crosses
in Fig. 1. Here the main obstacle is given by the no-
torious fermion sign problem [104, 105], which prevents
PIMC simulations below half the Fermi temperature and
limits the feasible system size to N = 14, . . . , 66. The
latter issue can be controlled by using a previously in-
troduced finite-size correction [106], such that any re-
maining difference to the thermodynamic limit (N →∞)
vanishes within the given accuracy. To overcome the re-
strictions regarding temperature, we combine our new
PIMC data for G(q) with the aforementioned ground-
state parametrization (dashed blue line in Fig. 1) based
on the zero-temperature QMC data by Moroni et al. [27]
(black squares). These combined data are then used
to train a fully-connected deep neural net [107], which
smoothly interpolates our data grid and provides accu-
rate results for G(q; rs, θ) at continuous densities and
temperatures (see the green area in Fig. 1) for up to five
times the Fermi wave number, 0 ≤ q ≤ 5qF.
Both the new, machine-learning based representation
of the static LFC and the extensive PIMC raw data
have been made freely available online [110], and can
be used directly for the applications listed in the begin-
ning. Moreover, the investigation both of the density
response function χ(q) and G(q) itself are interesting in
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FIG. 1. Parameter overview of the rs-θ plane: The dashed
blue line depicts the ground state parametrization by Cor-
radini et al. [58] (CDOP) and the black squares the diffusion
Monte Carlo points from Ref. [27] (MCS) on which it is based.
The red crosses correspond to our new PIMC data and the
shaded green area depicts the parameter range for which our
machine-learning representation (see Sec. III) has been con-
structed. The dotted grey curves indicate lines of constant
temperature.
their own right, and we find a pronounced dependence of
the LFC on density and temperature, with a nontrivial
behaviour around intermediate q-values and a negative
large-q tail for certain parameters. Furthermore, our re-
sults can be used to comprehensively gauge the accuracy
of widely used approximations like dielectric theory [100–
102, 111] and to benchmark and guide the developments
of new methods [112]. Finally, we expect the presented
combination of computationally expensive ab initio cal-
culations with modern machine-learning methods to be a
promising strategy for many applications in many-body
physics and beyond.
The paper is organized as follows: In Sec. II, we in-
troduce our ab initio PIMC approach to compute the
density response function χ(q), which allows to subse-
quently extract the desired local field correction. More-
over, we briefly discuss finite-size effects in our PIMC
data, and demonstrate how they can be effectively re-
moved. Sec. III is devoted to the machine-learning rep-
resentation of G(q; rs, θ), including discussions of the se-
lected parameter range (III A) and the observed nontriv-
ial behavior of G with respect to density and temperature
(III B). Finally, we briefly summarize our results and mo-
tivate their utility for future applications (IV).
II. PIMC APPROACH TO THE STATIC
DENSITY RESPONSE
We use a canonical adaption of the worm algorithm
by Boninsegni et al. [113, 114] to carry out PIMC sim-
ulations of N = 2N↑ = 2N↓ unpolarized electrons in
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FIG. 2. PIMC results for the imaginary-time density-density
correlation function F (q, τ) for N = 14 unpolarized electrons
at rs = 1 and θ = 2. For τ = 0, it is equal to the static
structure factor S(q).
a volume V at a reduced temperature θ. A detailed
introduction of the PIMC method has been presented
elsewhere [97, 115]. Further, we stress that we do not
impose any nodal restrictions [116], and our results are
exact within the given Monte Carlo error bars.
Of particular importance in the context of the present
work is the imaginary-time density correlation function
F (see Ref. [103] for details), which is defined as
F (q, τ) =
1
N
〈ρ(q, τ)ρ(−q, 0)〉 , (2)
with ρ(q, τ) being the density operator. In Fig. 2, we
show PIMC results for Eq. (2) for N = 14 electrons at
rs = 1 and θ = 2 over the q-τ -plane. Since a direct phys-
ical interpretation of F (q, τ) is rather difficult, here we
only mention that it approaches the static structure fac-
tor S(q) in the limit τ = 0 and that it is symmetric with
respect to τ = β/2 (β = 1/kBT ). The depicted q-grid is
a direct consequence of the momentum quantization in a
finite simulation cell, whereas the τ -grid can, in princi-
ple, be made arbitrarily fine. We also note that F (q, τ)
is connected to the dynamic structure factor S(q, ω) via
a Laplace transform, which can be used as a starting
point for the reconstruction of dynamic properties, see
Refs. [18, 103].
The main utility of F in this work is the imaginary-
time analogue of the fluctuation–dissipation theorem,
which states that the static density response function can
be computed as a simple one-dimensional integral along
the τ -axis [117, 118],
χ(q) = −n
∫ β
0
dτ F (q, τ) . (3)
The results for Eq. (3) are shown in Fig. 3 again for
rs = 1 and θ = 2 as the red crosses for N = 14. As a
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FIG. 3. Wave-number dependence of the static density re-
sponse function χ(q) for rs = 1 and θ = 2. The red crosses
show PIMC results for N = 14 computed as an integral over
F (q, τ) [cf. Eq. (2)] and the black diamonds the ideal re-
sponse function for the same N obtained from Configuration
PIMC [106]. The solid green and dashed blue lines correspond
to χ0(q) and χRPA(q) in the TDL.
reference, we also include the widely used random phase
approximation (RPA, dashed blue), which is obtained by
setting G(q, ω) = 0 in Eq. (1). This mean-field descrip-
tion of the static density response function is exact in the
limits of q → 0 and q →∞, but significantly deviates in
between. Furthermore, the solid green line corresponds
to the ideal response function χ0(q), which becomes ex-
act for large q, but does not entail the screening effects
that are manifest in the PIMC and RPA curves for small
q [119].
The primary objective of this paper is the computation
of the static LFC, which can be obtained from χ(q) by
solving Eq. (1) for G(q), i.e.,
G(q) = 1− q
2
4pi
(
1
χ0(q)
− 1
χ(q)
)
. (4)
The results for Eq. (4) are shown in Fig. 4 a) for the
same conditions as in Figs. 2 and 3 for three different par-
ticle numbers. First and foremost, we note that the error
bars increase for large q. This is a direct consequence
of the definition of G(q) as a deviation measure between
χ(q) and χ0(q), cf. Eq. (4), which can be understood
as follows: for small q, both functions are significantly
different, and G(q) can be accurately resolved. In con-
trast, they converge for large q and the small remaining
deviation is enhanced by the q2/4pi pre-factor, which re-
sults in an increasing statistical uncertainty in the LFC.
In practice, this means that we get accurate data for
G(q) when it has an important impact on the density re-
sponse, whereas our estimation gets worse when χ(q) is
essentially equal to the noninteracting response function
in the first place.
Secondly, there are significant finite-size effects, which
are particularly pronounced for N = 4 (blue diamonds)
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FIG. 4. Extracting the static local field correction: Panel a)
shows PIMC data for G(q) for rs = 1 and θ = 2 for N = 34
(green circles), N = 14 (red crosses), and N = 4 (blue di-
amonds) unpolarized electrons computed from Eq. (4) using
χ(q). Panel b) shows the same data after the finite-size cor-
rection using χN0 (q).
as it is expected. The origin of this N -dependence in our
PIMC data has been extensively discussed by Groth et
al. [106], and is given by the system-size dependence of
the ideal response function. This is illustrated by the
black diamonds in Fig. 3, which depict configuration
PIMC data for χ0(q) for N = 14 ideal fermions. While
the deviations to the green curve are small, they do in-
deed become particularly significant when χ and χ0 con-
verge. Since we are ultimately interested in a description
of G(q) in the thermodynamic limit, we finite-size cor-
rect our results by substituting the size-consistent ideal
response function χN0 (which we computed using config-
uration PIMC, see Ref. [106]) for χ0 in Eq. (4), and the
results are shown in Fig. 4 b). Evidently, the system-
size dependence has been drastically reduced even for as
few as N = 4 electrons, and the curves for N = 14 and
N = 34 cannot be distinguished within the error bars.
For completeness, we mention that the increased error
bars at N = 34 are a direct consequence of the fermion
sign problem, see Ref. [104] for an extensive discussion.
This procedure has been applied to all PIMC data
shown in this work.
III. REPRESENTATION OF THE STATIC
LOCAL FIELD CORRECTION
The ultimate goal of this work is the construction of
a continuous representation of the static local field cor-
rection with respect to wave number, density, and tem-
perature, G(q; rs, θ). To this end, we have repeated the
workflow introduced in Sec. II for Np ∼ 50 different
density-temperature combinations, and, to exclude the
possibility of finite-size effects, often for different particle
numbers N .
A. Parameter range
Let us first discuss the available range of wave numbers
q. Due to the aforementioned momentum quantization
in a finite simulation cell, PIMC data are only available
down to a minimum value of qmin = 2pi/L, with L = V
1/3
being the box length. This, however, does not constitute
a problem since the exact q → 0 limit is known from the
compressibility sum-rule, which states that [101]
lim
q→0
G(q) = − q
2
4pi
∂
∂n2
(nfxc) , (5)
with n being the density. In practice, Eq. (5) is evalu-
ated using the accurate parametrization of the exchange-
correlation free energy fxc from Ref. [95].
The large-q behaviour, on the other hand, is more dif-
ficult. As explained in Sec. II, the relative uncertainty
of our PIMC data increases with q, and q = 5qF does
constitute a practical limit in many cases. Furthermore,
the exact asymptotic expression for q → ∞ introduced
by Holas [120] only holds for θ = 0 and must not simply
be extended to finite temperature [121]. Therefore, we
presently restrict ourselves to the range 0 ≤ q ≤ 5qF,
which is fully sufficient for all practical applications.
The second relevant parameter range is the reduced
temperature θ. Since 1) the effect of G(q) on χ(q) van-
ishes for large θ and 2) G(q) eventually approaches the
classical limit for any finite q, θmax = 4 constitutes a
reasonable limit for WDM research. In addition, it is
clear that a useful representation of G(q; rs, θ) should ex-
tend down to the ground state. In this regard, we have
chosen to incorporate the ground-state parametrization
from Ref. [58], and the validity range of our results is
thus given by 0 ≤ θ ≤ 4.
The last parameter range to be selected is the den-
sity parameter rs. For small rs (i.e., high density), the
system becomes weakly coupled. Hence, the influence of
the local field correction vanishes and the RPA already
provides an accurate description of the density response.
In practice, we choose rs = 0.7 as the high-density limit
of our representation, as it roughly coincides with core
densities of giant planets [63]. Upon increasing rs, the
system becomes sparser and approaches a strongly cou-
pled electron liquid. While this regime does not pose a
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FIG. 5. The static local field correction in the temperature-wave number plane for different values of the density parameter
rs: The dashed blue line depicts the ground state parametrization by Corradini et al. [58] and the black squares the diffusion
Monte Carlo points from Ref. [27] on which it is based. The red crosses correspond to our new PIMC data computed from
Eq. (3), and the green surface shows the machine-learning prediction.
challenge for our PIMC simulations, the selected range
of 0.7 ≤ rs ≤ 20 is fully sufficient for WDM applications.
B. Physical behavior and neural net representation
In the ground state, the static local field correction is
relatively weakly dependent on rs and both the large-
and small-q limits are known analytically. Therefore, fit-
ting an analytical representation to a QMC data set is
a good strategy to obtain a smooth representation with
only little bias [27, 58]. This situation, however, dras-
tically changes at finite temperature. This can be seen
in Fig. 5, where we show G in the q-θ-plane for three
different values of the density parameter rs.
At zero-temperature, the LFC is of a parabolic form at
small q [cf. Eq. (5)], exhibits a saddle point around q ≈
3qF, and finally reaches the asymptotic limit predicted
by Holas [120]. In particular, it holds
lim
q→∞G(q; rs, 0) = B(rs) + C(rs)q
2 , (6)
where the constants B and C have been parametrized in
Ref. [27]. More specifically, the pre-factor C is directly
proportional to the change in the kinetic energy due to
exchange-correlation effects [27, 120, 122]. Hence, C is
positive for all rs, and G(q) exhibits a positive tail at
θ = 0.
At finite temperature, on the other hand, G(q) behaves
entirely different. At strong coupling (e.g., rs = 10, left
panel) and high temperature, the UEG converges towards
the classical one-component plasma and G(q) becomes
flat. This can be understood heuristically from Eq. (6)
in the following way: for the classical system, the kinetic
energy per particle attains the ideal value Kcl = 3kBT/2,
and the pre-factor C vanishes. Therefore, while Eq. (6)
quantitatively holds only for θ = 0, it still predicts the
correct qualitative behavior for θ > 0 in this case. More-
over, we note that our PIMC data for G(q) at rs = 10 ex-
hibit a small yet significant maximum at around q ≈ 3qF
followed by a minimum depending on temperature.
At rs = 5 and rs = 2, which are located in the warm
dense matter regime, the situation becomes even more
complicated and, thus, interesting. While the large-q be-
havior of G(q) eventually always becomes flat for high
temperature (for every finite value of q), and approaches
Eq. (6) towards θ = 0, we observe negative tails in the
vicinity of the Fermi temperature. This can be seen even
more clearly in Fig. 6, where we show G(q; rs, θ) in the
rs-q-plane. The top panel corresponds to θ = 4 and ex-
hibits the expected classical, flat behavior at large q. The
bottom panel depicts results for the Fermi temperature,
and nicely illustrates the pronounced rs-dependence of
G in the warm dense matter regime: at large rs, G(q)
exhibits the by now familiar structure with a maximum,
minimum, and a positive tail. With increasing density,
the minimum becomes less distinct and eventually van-
ishes as the large-momentum tail becomes negative, and
it clearly holds G(q) < 0.
To understand this nontrivial finding, we might again
consider Eq. (6), which predicts that the tail is parabolic
with Kxc = K − K0 being the pre-factor. It has been
known for some time [123, 124] that Kxc of the UEG does
indeed become negative precisely in the WDM regime.
While we again stress that the derivation of Eq. (6) is not
valid at θ > 0 and that it does not quantitatively agree
with our PIMC data, it is still likely that the change
of the sign in Kxc is directly connected to the observed
nontrivial behavior in G(q; rs, θ).
In summary, we have found that the LFC does exhibit
a distinct dependence on density and temperature, for
which, despite being qualitatively understood, no ana-
lytical formula exists. Therefore, the utilization of an
analytical fit formula would most likely introduce an ar-
6 0
 1
 2
 3
 4
 5
1
2
5
10
20 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
θ = 4G
neural net
PIMC
q/qF
rs
 0
 1
 2
 3
 4
 5
1
2
5
10
20
-1
-0.5
 0
 0.5
 1
 1.5
θ = 1G
neural net
PIMC
q/qF
rs
FIG. 6. The static local field correction in the rs-wave
number plane for different values of the reduced temperature
θ: The red crosses correspond to our new PIMC data com-
puted from Eq. (3), and the green surface shows the machine-
learning prediction.
tificial bias. In contrast, modern machine-learning meth-
ods provide a flexible alternative in this situation and
have emerged as a powerful tool for universal function
approximation [125, 126] that is not afflicted with this
shortcoming. In particular, we have used our extensive
set of PIMC and CDOP data [cf. Fig. 1] to train a fully-
connected deep neural network (see Appendix A for de-
tails), which can then be used to predict G(q; rs, θ) at
continuous values of all three parameters in the specified
parameter range.
The results of this procedure are shown as the green
surfaces in Figs. 5 and 6. First and foremost, we note
the excellent agreement with the input data over the en-
tire parameter range. More specifically, we find a mean
deviation measure of
χ =
1
Ndata
Ndata∑
k=1
|Gknn −GkPIMC| ≈ 0.03 . (7)
In addition, the utilized weight regularization (cf. Ap-
pendix A) brings about smooth curves with little gen-
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FIG. 7. Validation of the machine-learning representation:
Shown is the wave-number dependence of G(q) for three dif-
ferent temperatures at rs = 8. The different symbols corre-
spond to finite-size corrected PIMC data that have not been
included in the training of the neural net (cf. Fig. 1), and the
red curves to the machine-learning prediction.
eralisation errors, even in the most uncertain range of
0 < θ < 0.5.
In Fig. 7, we compare independent PIMC data for
rs = 8 and three different temperatures that have not
been included into the training of the neural net with
the corresponding machine-learning prediction to vali-
date the learned representation. The PIMC data for
θ = 2 (green squares) and θ = 1 (black diamonds) are of
high quality, and are in remarkable agreement with the
neural net (red curves). At θ = 0.5, the simulations are
computationally expensive due to the fermion sign prob-
lem (we find an average sign of S ≈ 0.01, see Ref. [104] for
an extensive discussion) and the statistical uncertainty is
substantial for large q. Still, the neural net is capable
to provide a prediction that is fully consistent with the
benchmark data even in a regime where the training data
are sparse.
IV. SUMMARY AND OUTLOOK
In this paper, we have presented extensive new PIMC
results for the static local field correction G(q) of
the warm dense electron gas for Np ∼ 50 different
density-temperature combinations and different particle
numbers. These data—together with the ground-state
parametrization from Ref. [58]—have subsequently been
used as input to train a fully-connected deep neural net-
work to learn the function G(q; rs, θ). This has allowed
us to obtain a fast, reliable, and continuous representa-
tion of the LFC covering the entire warm dense matter
regime. More specifically, we avoid any artificial bias due
to an insufficient analytical representation (only few ex-
act properties of G(q; rs, θ) are known analytically at fi-
nite θ) and have carefully validated the machine-learning
7prediction against independent benchmark data.
In addition to the expected utility of our results
for future applications (see below), the investigation of
G(q; rs, θ) is interesting in its own right, and we find a
nontrivial and distinct dependence on density, tempera-
ture and wave number. In particular, G(q) does exhibit
a negative tail at large q in the vicinity of the Fermi tem-
perature, which can most likely be attributed to a change
in the sign of the exchange-correlation part of the kinetic
energy.
We are confident that the presented full description
of G(q; rs, θ) will open up new avenues for many re-
search applications. First and foremost, our represen-
tation can directly be used to study interesting proper-
ties of the UEG itself, like the possibility of a charge-
density wave [12–14] and instabilities [17]. Further, G
gives direct access to other important properties like
the density-response function χ(q) [cf. Eq. (1)] and the
static dielectric function (q). In addition, both our data
and the neural net can be used to benchmark the accu-
racy of widespread approximations from dielectric the-
ory like STLS [100, 101] and its recent improvement by
Tanaka [102], and to guide the development of new ap-
proaches [112].
While the present study of the LFC is restricted to
the static limit, it has recently been shown that, even
without taking the frequency dependence of G(q, ω) into
account, many dynamical properties can be accurately
estimated [18, 103]. For example, our representation of
G(q; rs, θ) can be directly used to compute the electronic
dynamic structure factor S(q, ω) in a static approxima-
tion, which fully captures both the negative dispersion
relation and the correlation induced broadening of the
spectra due to exchange-correlation effects. Such read-
ily available, yet accurate predictions of S(q, ω) are very
valuable in many fields, most notably the interpretation
of scattering experiments [36, 127], which have emerged
as a standard method of diagnostics in WDM experi-
ments.
Moreover, we mention the utility of G(q; rs, θ) as input
for other simulations like quantum hydrodynamics [48–
50], the construction of effective potentials [41–43], and
for the computation of other material properties like
electrical and thermal conductivities [51, 52]. Further-
more, our results can be used to construct advanced
functionals for DFT based on the adiabatic-connection
fluctuation-dissipation formalism [44–47], or as the ba-
sis for the exchange-correlation kernel in time-dependent
DFT [128].
Lastly, we are convinced that the strategy to use
machine-learning methods as a continuous representation
of computationally expensive quantum Monte Carlo data
is not limited to the present application, and can be fur-
ther developed as a powerful paradigm in warm dense
matter theory and beyond.
Both our extensive set of PIMC data and the machine-
learning representation have been made freely available
online [110].
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Appendix A: Neural net training and layout
To generate the training data for the neural net-
work, we construct cubic basis splines Grs,θs (q) connect-
ing Eq. (5) at small q with our PIMC data for q ≥ 2pi/L.
To prevent overfitting of the statistical noise, the smooth-
ness of the splines Gs(q) is chosen such that
χw =
1
M
M∑
i=1
∣∣Grs,θ(qi)−Grs,θs (qi)∣∣
∆Grs,θ(qi)
≥ 0.9 , (A1)
with the M input points containing both PIMC and CSR
data. This is illustrated in Fig. A.1 for rs = 3 and
θ = 1, with the spline (solid black) smoothly interpo-
lating the somewhat noisy PIMC data (green crosses)
and reproducing the CSR for small q (blue diamonds).
This procedure has three main advantages: 1) evaluat-
ing the already smoothed spline to generate the training
data makes the training of the net more stable, 2) it al-
lows us to generate the training data on an equidistant
q-grid, whereas the PIMC raw data become denser for
large q, which could potentially bias the quality of the
net, and 3) it stabilizes the net in the small intermediate
q-range where neither PIMC nor CSR data are available
(cf. Fig. A.1).
In addition, we include CDOP [58] data at θ = 0
for rs = 0.7, 1, 2, 3, 4, 5, 6, 10, 14, 20 into our training
set. The total number of G(q; rs, θ) samples is given by
Ntrain ∼ 6.5× 104.
In Fig. A.2, we show a schematic illustration of the
fully connected deep neural network representing the
static LFC [107]. The first layer corresponds to the
three input variables q, rs, and θ, and the final layer
provides the desired prediction of G(q; rs, θ). Moreover,
there are Nl = 40 hidden layers with Nn = 64 neu-
rons each. This combination was found empirically and
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FIG. A.1. Generation of the ML-input for G(q; rs, θ) for
rs = 3 and θ = 1. Shown are the finite-size corrected PIMC
data (green crosses), points from the CSR [c.f. Eq. (5), blue di-
amonds] for small q, and a cubic basis spline (solid black). In
addition, the dashed red line corresponds to the curve learned
by the neural net.
FIG. A.2. Schematic illustration of the machine-learning
representation of the static local field correction G(q; rs, θ).
The first layer is comprised of three neurons corresponding to
the function arguments q, rs, and θ, and the final layer gives
the prediction for G(q; rs, θ). The net is fully connected and
contains Nl = 40 hidden layers with Nn = 64 neurons each.
is sufficiently flexible to accommodate the complicated
behavior of G(q; rs, θ). In addition, we note that fully
connected networks are particularly powerful regarding
function approximation [125]. We choose to optimize
the neural network by ADAM [129] and fixed its pa-
rameters to β1 = 0.9, β2 = 0.999, and learning rate
λ = 0.001. Furthermore, we reduced the generalization
error by layer-wise L2 regularization of weights (exclud-
ing bias) at 6× 10−7.
Finally, the convergence behavior of the training is il-
lustrated in Fig. A.3. The dotted blue line corresponds to
the mean-squared-error (mse) with respect to the train-
ing data, and the solid green line to the actual loss
10-4
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10-2
10-1
 0  50  100  150  200  250  300
L
Nepoch
training loss
training mse
validation mse
FIG. A.3. Convergence of the training. The dotted blue
and solid green lines show the mean-squared-error (mse) and
the loss function (mse and weight regularization) as a func-
tion of the number of epochs. The dashed red line corre-
sponds to the mse with respect to independent validation
data ([rs = 1.25,θ = 1.5],[rs = 8, θ = 0.5, 0.75, 1.0, 2.0],
[rs = 0.85, θ = 1.5], and [rs = 4, θ = 1.5]), and the solid
grey line to a constant fit for 200 ≤ Nepoch ≤ 300.
function, which consists of both mse and the aforemen-
tioned weight-regularization. Therefore, the loss func-
tion is always larger than the pure mse. In addition,
the red dashed line shows the mse computed with re-
spect to independent validation data (Nv ∼ 8 × 103
samples for G(q; rs, θ), see the caption of Fig. A.3) that
were not included in the training. The solid grey line
shows the average of the validation mse computed for
200 ≤ Nepoch ≤ 300, where the latter remains almost
constant. This strongly implies the absence of a general-
ization error in our training procedure.
Appendix B: Comparison to dielectric theory
In Fig. A.4, we compare our PIMC data (green crosses)
and machine-learning representation (dashed red line) to
various dielectric approximations for rs = 2 and θ = 1,
i.e., at the center of the WDM regime. While the recent
hypernetted-chain based approach by Tanaka [102] con-
stitutes a remarkable improvement over STLS [100] (solid
black), and Vashista-Singwi [101] (dash-dotted yellow) at
small q, no approximation is capable to qualitatively re-
produce the full nontrivial behavior of G(q) at these con-
ditions. Therefore, the new ab initio data presented in
this work are indispensable to achieve a more fundamen-
tal understanding of the electronic density response.
A more detailed benchmark study of dielectric theory
is beyond the scope of this work and will be presented
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FIG. A.4. Wave-number dependence of the static lo-
cal field correction at rs = 2 and θ = 1. The green
crosses and dashed red line correspond to our new finite-
size corrected PIMC data and the machine-learning repre-
sentation. In addition, we show several dielectric approxima-
tions, namely Singwi-Tosi-Land-Sjo¨lander [100] (STLS, solid
black), Vashista-Singwi [101] (VS, dash-dotted yellow), and
the recent hypernetted-chain based approach by Tanaka [102]
(HNC, dotted blue).
elsewhere.
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