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THE UNIFIED THEORY FOR THE NECESSITY OF BOUNDED
COMMUTATORS AND APPLICATIONS
WEICHAO GUO, JIALI LIAN, AND HUOXIONG WU
Abstract. The general methods which are powerful for the necessity of bounded commutators are
given. As applications, some necessary conditions for bounded commutators are first obtained in
certain endpoint cases, and several new characterizations of BMO spaces, Lipschitz spaces and their
weighted versions via boundedness of commutators in various function spaces are deduced.
1. Introduction
Let S (Rn) be the Schwartz space and S ′(Rn) be the space of tempered distributions. Let b be a
local integrable function and T be a linear operator from S (Rn) to S ′(Rn). The commutator [b, T ]
generated by T with b is defined as follows:
[b, T ](f) = bT (f)− T (bf)
for suitable f , where b is usually called the symbol of [b, T ].
Similarly, for a m-linear operator T¯ from S (Rn)× · · · ×S (Rn) to S ′(Rn), the i-th commutator
associated with T¯ and b is defined by
[b, T¯ ]i(f1, · · · , fm) = bT¯ (f1, · · · , fi, · · · , fm)− T¯ (f1, · · · , bfi, · · · , fm), i = 1, · · · ,m.
When studying the boundedness of commutator [b, T ] on function spaces (for example, Lebesgue
spaces, Morrey spaces and their weighted versions, etc.), one usually has a so-called ”upper bounded”
result of the form: ‖[b, T ] : X → Y ‖ . ‖b‖∗ valid for all Calderon-Zygmund operators, certain rough
singular integral operators etc., and a converse ”lower bounded” result: ‖b‖∗ . ||[b, T ] : X → Y ‖
usually valid only for a very nice subclass of Calderon-Zygmund operators (like the Riesz transforms,
Riesz potential, et al.), where ‖ · ‖∗ denotes the BMO norm or Lipschitz norm, X, Y may be certain
function spaces. So does the multilinear version [b, T¯ ]i. Note that there still exist various gaps to be
filled in the investigation of ”lower bounded” result, which is also called ”the necessity of bounded
commutators”.
The purpose of this paper is to try to fill the gaps left in the previous investigations. To do this,
we will establish a general theory for the necessity of bounded commutators in linear and multi-linear
settings. Our motivations also come from the following several aspects:
(1) In order to give the necessity of bounded commutators, the methods used in most of the pre-
vious works are of two forms. The first one originated from Jason’s work [25] is by expanding
the kernel locally by Fourier series, which seems to be convenient but leads to a very strong
assumption on the corresponding kernel. The second one begins from dividing the commu-
tator into main term and error term, which is origin from the technique used by Uchiyama
in [43]. However, this second method still need the (first order) smoothness of kernel, and it
also need some tedious calculations in applications. Thus, a more efficient and useful method
would be quite helpful and necessary.
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(2) Note that most of the previous proofs for the necessity of bounded commutators are similar.
Very recently, Chaffee and Cruz-Uribe [5] established the necessity of bounded commutators in
a general Banach space structure. However, their method does not work in the Quasi-Banach
space cases and endpoint cases. Moreover, their method need a very strong assumption on
the corresponding kernel. Thus, it is very interesting to give a unified framework, which only
suitable for the kernels with weak assumptions, but also still works on endpoint cases and
Quasi-Banach spaces cases.
This paper is organized as follows. In Section 2, after establishing a general criterion (see Theorem
2.1) for the necessity of bounded linear commutators in the general Quasi-Banach spaces, we will give
some technique propositions for how to deal with the certain typical cases. Section 3 is concern with
the multilinear commutators, in which the general criterion (see Theorem 3.1) and some technique
propositions for the necessity of bounded m-linear commutators will be given. Finally, in Section
4 we will present a variety of applications, which essentially improve and extend previous results,
and lead to certain new characterizations of BMO, Lipschitz spaces and their weighted versions via
boundedness of commutators.
2. The general structure and technique theorems in linear setting
In this section, we give the necessity of bounded linear commutator in a very general structure.
Firstly, we give some basic assumptions of function spaces. Throughout this paper, all the function
spaces X with quasi-norm ‖ · ‖X satisfy the following basic assumptions.
Basic assumptions:
(i) ‖f‖X = ‖|f |‖X ;
(ii) if |f | 6 |g| a.e., then ‖f‖X 6 ‖g‖X;
(iii) if {fn} is a sequence of X such that |fn| increases to |f | a.e., then ‖fn‖X increases to ‖f‖X ;
(iv) if A is a bounded set of Rn, then ‖χA‖X <∞.
Let µ be a positive function defined on all cubes of Rn. A locally integrable function b is said to
belong to function space BMOµ if
‖b‖BMOµ := sup
Q
1
µ(Q)
∫
B
|b(x) − bB|dx <∞,
where bQ = |Q|−1
∫
Q b(x)dx, |Q| denotes the Lebesgue measure of Q, Q denotes the cube with sides
parallel to the axes.
When β ∈ (0, 1], µ(Q) = ω(Q)1+β/n with some weight function ω, we also write BMOµ = Lipβ,ω.
In this case, Lipβ,ω is called weighted Lipschitz space. Especially, when µ(Q) = |Q|1+β/n, Meyers [33]
showed the following equivalent relation:
Lipβ(R
n) = BMOµ with µ(Q) = |Q|1+β/n.
In general, the following relations hold:
BMOµ =

BMO, if µ(Q) = |Q|,
Lipβ , if µ(Q) = |Q|1+β/n, β ∈ (0, 1],
Lipβ,ω, if µ(Q) = ω(Q)
1+β/n, β ∈ (0, 1].
(2.1)
Very recently, Chaffee and Cruz-Uribe [5] established the following general result.
Theorem A ([5]). Given Banach function spaces X and Y , 0 ≤ α < n. Suppose that for every
cube Q,
|Q|−α/n‖χQ‖Y ′‖χQ‖X . |Q|.
Let T be a linear operator defined on X, which can be represented by
Tf(x) =
∫
Rn
K(x− y)f(y)dy
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for all x /∈ supp(f), where K is a homogeneous kernel of degree −n + α. Suppose further that there
exists a ball B ⊂ Rn on which 1/K can be expanding by absolutely convergent Fourier series. If the
commutator [b, T ] is bounded from X to Y , then b ∈ BMO(Rn).
In what follows, we will relax the conditions and conclusion in Theorem A to deal with more general
cases and fill various gaps in previous works. For brevity, the linear operators T we are interested
here are of the form:
Tαf(x) =
∫
Rn
Ω(x− y)
|x− y|n−α f(y)dy, (2.2)
where α ∈ [−1, n), Ω is a homogeneous function of degree zero, having the following mean value zero
property when α ≤ 0: ∫
Sn−1
Ω(x′)dσ(x′) = 0. (2.3)
When α = −1, the commutator [b, T−1] was first investigated by Calde´ron [3] in 1965 and now is
well known as Calde´ron first-order commutator. When α ∈ (−1, 0), very recently Chen, Ding and
Hong [9] first established some new results of [b, Tα]. When α = 0, [b, T0] is the commutator of the
classical singular integral operators, which was first studied by Coifman-Rochberg-Weiss [15] in 1976.
When 0 < α < n, [b, Tα] is the commutator of fractional integral operators with homogenous kernels.
Now, we give a unified theory for the necessity of [b, Tα], which can be formulated as follows:
Theorem 2.1 (Structure, homogeneous kernel). Let X,Y be a pair of Quasi-Banach spaces, and µ
be a positive function defined on all cubes (with sides parallel to the axes) in Rn, satisfying
‖χQ‖X . ‖χQ‖Y µ(Q)|Q|α/n−1for all cubes Q,
and one of the following conditions:
(a) ‖χλQ‖Y ≤ Cλ‖χQ‖Y for all λ > 1 and all cubes Q,
(b) ‖χλQ‖X ≤ Cλ‖χQ‖X , µ(λQ) ≤ Cλµ(Q) for all λ > 1 and all cubes Q.
Let b ∈ L1loc(Rn) and Ω be a function satisfying homogeneous condition of degree zero. Let Tα be the
integral operator defined in (2.2) and [b, Tα] be the corresponding commutator associated with b and
Tα. Suppose [b, Tα] is a bounded operator from X to Y . If we can find two Quasi-Banach spaces Y˜
and Z satisfying
(I) Y · Z ⊂ Y˜ , ‖χQ‖Y˜ ∼ ‖χQ‖Y · ‖χQ‖Z for every cube Q,
(II) ‖f(a·+b)‖Z‖χQ0 (a·+b)‖Z ∼
‖f(·)‖Z
‖χQ0 (·)‖Z for all f ∈ Z, where Q0 = [−1/2, 1/2],
such that Ω satisfies the following local property in Sn−1: there exists an open subset of Sn−1, denoted
by E, such that
(1) lower and upper bound:
c 6 Ω(x′) 6 C for all x′ ∈ E, where 0 < c < C, or c < C < 0,
(2) for any open subset F ⊂ E, there exists a sequence {hl}∞l=1 satisfying that h′l := hl/|hl| ∈ F ,
|hl| → ∞ as l →∞, and
lim
l→∞
∥∥∥∥∫
Q0
|Ω(· − y + hl)− Ω(·+ hl)|dy
∥∥∥∥
Z(Q0)
→ 0.
Then b ∈ BMOµ, and ‖b‖BMOµ . ‖[b, Tα]‖X→Y .
Proof. Without loss of generality, we may assume 0 < c < C. Since there is no confusion, Tα will
be abbreviated to T in this proof. By the local boundedness of Ω and the homogeneous condition of
degree zero, we can find a constant τ0 and a nonempty open cone Γ ⊂ Rn with vertex at the origin,
such that for any u ∈ 2Q0, v ∈ Γτ0 = Γ ∩Bc(0, τ0), we have (u+ v)′ := (u + v)/|u+ v| ∈ E, and
Ω(u+ v) ∼ 1, |u+ v| ∼ |v|. (2.4)
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Furthermore, we can find a sequence {hl}∞l=1 satisfying that hl ∈ Γτ0 , and |hl| → ∞ as l → ∞, such
that
lim
l→∞
∥∥∥∥∫
Q0
|Ω(· − y + hl)− Ω(·+ hl)|dy
∥∥∥∥
Z(Q0)
→ 0. (2.5)
For a fixed cube Q1 with side length ρ, we denote
B =
1
µ(Q1)
∫
Q1
|b(y)|dy. (2.6)
Without loss of generality, we assume ∫
Q1
b(y)dy = 0.
Take
φ(x) =
(
sgn(b)(x)− 1|Q1|
∫
Q1
sgn(b)(y)dy
)
χQ1(x).
Then −2χQ1 ≤ φ ≤ 2χQ1 , bφ > 0. Denote Q(l) = Q1+ ρhl for hl ∈ Γτ0 and let QM = Q(l) ∩{x ∈ Rn :
b(x) 6M}, where M > 0. We have ‖bχQM‖Y <∞ for any M > 0. By the assumption Y ·Z ⊂ Y˜ , we
have
‖[b, T ]φ‖Y > ‖[b, T ]φχQM‖Y & ‖[b, T ]φχQM‖Y˜ /‖χQM‖Z .
Note that there exist constants A1 and A2, which may be changed line to line, such that
‖[b, T ]φχQM ‖Y˜ ≥ A1‖T (bφ)χQM‖Y˜ −A2‖bT (φ)χQM ‖Y˜ .
We get
‖[b, T ]φ‖Y >
A1‖T (bφ)χQM‖Y˜ −A2‖bT (φ)χQM ‖Y˜
‖χQM ‖Z
, (2.7)
For x ∈ Q(l) and y ∈ Q1, we have
(x− y)/ρ ∈ 2Q0 + hl ⊂ 2Q0 + Γτ0 .
Thus,
Ω(x− y) = Ω
(
x− y
ρ
)
∼ 1,
∣∣∣∣x− yρ
∣∣∣∣ ∼ |hl|, ∀x ∈ Q(l), y ∈ Q1. (2.8)
Recalling bφ > 0, we obtain
|T (bφ)(x)| =
∫
Q1
Ω(x − y)
|x− y|n−α b(y)φ(y)dy &
1
(ρ|hl|)n−α
∫
Q1
b(y)φ(y)dy
=
1
(ρ|hl|)n−α
∫
Q1
|b(y)|dy = µ(Q1)B
(ρ|hl|)n−α , ∀x ∈ Q(l),
which implies that
‖T (bφ)χQM ‖Y˜ /‖χQM‖Z &
µ(Q1)B
(ρ|hl|)n−α ·
‖χQM‖Y˜
‖χQM‖Z
. (2.9)
On the other hand, the assumption Y · Z ⊂ Y˜ implies that
‖bT (φ)χQM‖Y˜
‖χQM ‖Z
.
‖bχQM ‖Y ‖T (φ)χQM ‖Z
‖χQM ‖Z
. (2.10)
The combination of (2.7),(2.9) and (2.10) then yields that
‖[b, T ]φ‖Y > A1µ(Q1)B
(ρ|hl|)n−α ·
‖χQM ‖Y˜
‖χQM ‖Z
− A2‖bχQM ‖Y ‖T (φ)χQM‖Z‖χQM‖Z
. (2.11)
Take
ψ = χQ1 .
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Then there exist constants A3 and A4, which may be changed line to line, such that
‖[b, T ]ψ‖Y > ‖[b, T ]ψχQM‖Y > A3‖bT (ψ)χQM ‖Y −A4‖T (bψ)χQM‖Y . (2.12)
By (2.8), we have
|T (bψ)(x)| 6
∫
Q1
|Ω(x− y)|
|x− y|n−α |b(y)|dy .
1
(ρ|hl|)n−α
∫
Q1
|b(y)|dy = µ(Q1)B
(ρ|hl|)n−α , ∀x ∈ Q(l).
Consequently,
‖T (bψ)χQM‖Y .
µ(Q1)B‖χQM ‖Y
(ρ|hl|)n−α . (2.13)
Also, for x ∈ Q(l),
|b(x)T (ψ)(x)| =
∣∣∣∣b(x)∫
Q1
Ω(x − y)
|x− y|n−α dy
∣∣∣∣ & |b(x)| · |Q1|(ρ|hl|)n−α = ρ
α|b(x)|
|hl|n−α .
Thus,
‖bT (ψ)χQM ‖Y &
ρα‖bχQM ‖Y
|hl|n−α . (2.14)
The combination of (2.12), (2.13) and (2.14) yields that
‖[b, T ]ψ‖Y > A3ρ
α‖bχQM ‖Y
|hl|n−α −
A4µ(Q1)B‖χQM ‖Y
(ρ|hl|)n−α . (2.15)
Set
ΞM :=
A2|hl|n−α‖T (φ)χQM ‖Z
A3ρα‖χQM ‖Z
. (2.16)
By (2.11), (2.15), and the boundedness of [b, T ], we obtain that
(1 + ΞM )‖[b, T ]‖X→Y (‖φ‖X + ‖ψ‖X) >‖[b, T ]φ‖Y + ΞM‖[b, T ]ψ‖Y
>
(
A1‖χQM ‖Y˜
‖χQM ‖Z
− ΞMA4‖χQM ‖Y
)
µ(Q1)B
(ρ|hl|)n−α .
Letting M →∞, we have
(1 + Ξ∞)‖[b, T ]‖X→Y (‖φ‖X + ‖ψ‖X) >
(
A1‖χQ(l)‖Y˜
‖χQl‖Z
− Ξ∞A4‖χQ(l)‖Y
)
µ(Q1)B
(ρ|hl|)n−α
=(A1 − Ξ∞A4)
µ(Q1)B‖χQ(l)‖Y
(ρ|hl|)n−α ,
where
Ξ∞ :=
A2|hl|n−α‖T (φ)χQ(l)‖Z
A3ρα‖χQ(l)‖Z
. (2.17)
If we can make Ξ∞ 6 A1/(2A4), then
A1
2
µ(Q1)B‖χQ(l)‖Y
(ρ|hl|)n−α 6(1 + Ξ∞)‖[b, T ]‖X→Y (‖φ‖X + ‖ψ‖X)
63(1 + Ξ∞)‖[b, T ]‖X→Y ‖χQ1‖X .
Observing that Q1 ⊂ λQ(l) = 2(|y0 − x0|+
√
n)Q(l) = 2(|hl|+
√
n)Q(l), we have
‖χQ1‖Y 6 ‖χλQ(l)‖Y 6 C|hl|‖χQ(l)‖Y .
In what follows, we will prove the desired result only under the condition (a), since the arguments
under the condition (b) is similar. Using the assumption ‖χQ1‖X . ‖χQ1‖Y µ(Q1)|Q1|α/n−1, we then
deduce that
‖χQ1‖X . ‖χQ1‖Y µ(Q1)|Q1|α/n−1 . C|hl|‖χQ(l)‖Y µ(Q1)|Q1|α/n−1.
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Consequently,
A1
2
µ(Q1)B‖χQ(l)‖Y
(ρ|hl|)n−α 63(1 + Ξ∞)‖[b, T ]‖X→Y ‖χQ1‖X
.3C|hl|(1 + Ξ∞)‖[b, T ]‖X→Y ‖χQ(l)‖Y µ(Q1)ρα−n.
This implies that
B .
6(1 + Ξ∞)C|hl||hl|n−α
A1
· ‖[b, T ]‖X→Y .
The remaining question is how to make Ξ∞ small. Write
Q(l) = ρQ0 + ρx0, Q1 = ρQ0 + ρy0.
Note that x0 − y0 = hl. For x ∈ Q(l), we have
|T (φ)(x)| =
∣∣∣ ∫
Q1
Ω(x− y)
|x− y|n−αφ(y)dy
∣∣∣ = ∣∣∣ ∫
Q1
(
Ω(x− y)
|x− y|n−α −
Ω(x− ρy0)
|x− ρy0|n−α
)
φ(y)dy
∣∣∣
62
∫
Q1
∣∣∣∣ Ω(x− y)|x− y|n−α − Ω(x− ρy0)|x− ρy0|n−α
∣∣∣∣ dy
62
∫
Q1
|Ω(x− y)|
∣∣∣∣ 1|x− y|n−α − 1|x− ρy0|n−α
∣∣∣∣ dy + 2 ∫
Q1
|Ω(x − y)− Ω(x− ρy0)|
|x− ρy0|n−α dy
.
ρ|Q1|
|ρ(x0 − y0)|n−α+1 +
1
|ρ(x0 − y0)|n−α
∫
Q1
|Ω(x− y)− Ω(x− ρy0)|dy
=
ρα
|hl|n−α
(
1
|hl| +
1
ρn
∫
Q1
|Ω(x− y)− Ω(x− ρy0)|dy
)
.
Consequently,
‖T (φ)χQ(l)‖Z .
ρα
|hl|n−α
(
‖χQ(l)‖Z
|hl| +
1
ρn
∥∥∥∥∫
Q1
|Ω(· − y)− Ω(· − ρy0)|dy
∥∥∥∥
Z(Q(l))
)
.
This shows that
Ξ∞ .
A2
A3|hl| +
A2
A3ρn‖χQ(l)‖Z
∥∥∥∥∫
Q1
|Ω(· − y)− Ω(· − ρy0)|dy
∥∥∥∥
Z(Q(l))
.
And
1
ρn‖χQ(l)‖Z
∥∥∥∥∫
Q1
|Ω(· − y)− Ω(· − ρy0)|dy
∥∥∥∥
Z(Q(l))
=
1
‖χQ(l)‖Z
∥∥∥∥∫
Q0
|Ω(· − ρy − ρy0)− Ω(· − ρy0)|dy
∥∥∥∥
Z(Q(l))
∼ 1‖χQ0‖Z
∥∥∥∥∫
Q0
|Ω(· − y + x0 − y0)− Ω(·+ x0 − y0)|dy
∥∥∥∥
Z(Q0)
∼ 1‖χQ0‖Z
∥∥∥∥∫
Q0
|Ω(· − y + hl)− Ω(·+ hl)|dy
∥∥∥∥
Z(Q0)
.
Recalling (2.5) and |hl| → ∞, we obtain
1
ρn‖χQ(l)‖Z
∥∥∥∥∫
Q1
|Ω(· − y)− Ω(· − ρy0)|dy
∥∥∥∥
Z(Q(l))
→ 0 as l →∞,
which implies that Ξ∞ → 0 as l → ∞, uniformly for all ρ > 0 and y0 ∈ Rn. Take l = l0 such that
Ξ∞ 6 1. Then
B .
6(1 + Ξ∞)C|hl0 ||hl0 |n−α
A1
· ‖[b, T ]‖X→Y . C|hl0 ||hl0 |n−α · ‖[b, T ]‖X→Y .
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This completes the proof of Proposition 2.1. 
Note that, in some endpoint cases, the ”right” boundedness of commutator can not be regarded as
the usual boundedness between two Quasi-Banach spaces. For instance, different from the weak (1,1)
boundedness of Caldero´n-Zygmund operator, the commutator associated with Caldero´n-Zygmund
operator is not even weak type (1, 1) (see [38]). In order to deal with these situations, we present the
following pointwise estimates, which will be very helpful in applications below.
Proposition 2.2 (Technique, homogeneous kernel, pointwise estimates). Let Ω be a homogeneous
function of degree zero, and suppose that Ω satisfies the following local property in Sn−1: there exists
an open subset of Sn−1, denoted by E, such that
(i) lower and upper bound:
c 6 Ω(x′) 6 C for all x′ ∈ E, where 0 < c < C, or c < C < 0.
(ii) for any open subset F ⊂ E, there exists a sequence {hl}∞l=1 ⊂ Rn satisfying that (hl)′ := hl/|hl| ∈
F , |hl| → ∞ as l→∞, and
lim
l→∞
∥∥∥∥∫
Q0
|Ω(· − y + hl)− Ω(·+ hl)|dy
∥∥∥∥
L∞(Q0)
→ 0.
Let Tα be the integral operator defined in (2.2) and [b, Tα] be the corresponding commutator associated
with b and Tα. Then, for any cube Q1 ⊂ Rn, there exist two functions φ and ψ satisfying |φ|, |ψ| ≤
2χQ1 , and a cube Q with the same side length of Q1, such that Q1 ⊂ λQ for some λ > 0 independent
of Q1, and
1
|Q1|1−α/n
∫
Q1
|b(y)− bQ1 |dy ≤ C˜ (|[b, T ](φ)(x)|+ |[b, T ](ψ)(x)|) for all x ∈ Q,
where the constant C˜ is independent of the choice of Q1.
Proof. Without loss of generality, we may assume 0 < c < C. For simplicity in notation and proof,
Tα will be abbreviated to T . By the lower and upper bound of Ω and the homogeneous condition of
degree zero, we can find a constant τ0 and a nonempty open cone Γ ⊂ Rn with vertex at the origin,
such that for any u ∈ 2Q0, v ∈ Γτ0 = Γ ∩Bc(0, τ0), we have (u+ v)′ := (u + v)/|u+ v| ∈ E,
Ω(u+ v) ∼ 1, |u+ v| ∼ |v|, (2.18)
Furthermore, we can find a sequence {hl}∞l=1 satisfying that hl ∈ Γτ0 , and |hl| → ∞ as l → ∞, such
that
lim
l→∞
∥∥∥∥∫
Q0
|Ω(· − y + hl)− Ω(·+ hl)|dy
∥∥∥∥
L∞(Q0)
→ 0. (2.19)
For a fixed cube Q1 with side length ρ > 0, without loss of generality, we may assume∫
Q1
b(y)dy = 0,
and set
B :=
1
|Q1|
∫
Q1
|b(y)|dy. (2.20)
Take
φ(x) =
(
sgn(b(x))− 1|Q1|
∫
Q1
sgn(b(y))dy
)
χQ1(x).
Then |φ| ≤ 2χQ1 , bφ > 0. Take Q(l) := Q1 + ρhl. As in the proof of Theorem 2.1, for x ∈ Q(l) we
have
|T (bφ)(x)| =
∫
Q1
Ω(x − y)
|x− y|n−α b(y)φ(y)dy &
1
(ρ|hl|)n−α
∫
Q1
b(y)φ(y)dy
=
1
(ρ|hl|)n−α
∫
Q1
|b(y)|dy = |Q1|B
(ρ|hl|)n−α .
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This implies that for x ∈ Q(l),
|[b, T ](φ)(x)| >|T (bφ)(x)| − |b(x)T (φ)(x)|
>
A1|Q1|B
(ρ|hl|)n−α − |b(x)T (φ)(x)|
=
A1Bρ
α
|hl|n−α − |b(x)T (φ)(x)|.
(2.21)
On the other hand, we take ψ = χQ1 and deduce that
|T (bψ)(x)| 6
∫
Q1
|Ω(x − y)|
|x− y|n−α |b(y)|dy .
1
(ρ|hl|)n−α
∫
Q1
|b(y)|dy = Bρ
α
|hl|n−α , ∀x ∈ Q(l),
and
|b(x)T (ψ)(x)| =
∣∣∣∣b(x)∫
Q1
Ω(x− y)
|x− y|n−α dy
∣∣∣∣
&
|b(x)| · |Q1|
(ρ|hl|)n−α =
|b(x)|ρα
|hl|n−α , ∀x ∈ Q(l).
Consequently,
|[b, T ](ψ)(x)| > |b(x)T (ψ)(x)| − |T (bψ)(x)| > A3|b(x)|ρ
α
|hl|n−α −
A4Bρ
α
|hl|n−α , ∀x ∈ Q(l). (2.22)
Denote
Ξ(x) :=
hn−αl T (φ)(x)
A3ρα
.
Using (2.19) and the same arguments used in the proof of Theorem 2.1, we have Ξ(x)→ 0 uniformly
for Q1 and all x ∈ Q(l), as l→∞. Take sufficient large l = l0 independent of Q1, such that
Ξ(x) 6 min{ A1
2A4
, 1}, ∀x ∈ Q(l0).
Then the combination of (2.21) and (2.22) yields that
|[b, T ](φ)(x)|+|[b, T ](ψ)(x)| > |[b, T ](φ)(x)|+Ξ|[b, T ](ψ)(x)| > A1B|Q1|
α/n
2|hl0 |n−α
, ∀x ∈ Q(l0) = Q1+ρhl0 .
Take Q = Q(l0), and recall the side length of Q1 is ρ. Thus, there exists λ depend only on hl0 , such
that Q1 ⊂ λQ. We have now completed this proof. 
Proposition 2.3 (Technique, homogeneous kernel, Z = L∞). Let Ω be a homogeneous function of
degree zero. If Ω satisfies the following local uniform Lebesgue point property in Sn−1: there exists an
open subset of Sn−1, denoted by E, such that
lim
r→0
1
σ(B(x′, r) ∩ Sn−1)
∫
B(x′,r)∩Sn−1
|Ω(z′)− Ω(x′)|dσ(z′) = 0
for all x′ ∈ E uniformly, then, for any F ⊂ E with F ∩ Ec = ∅, we have
lim
|h|→∞,
h′∈F
∥∥∥∥∫
Q0
|Ω(· − y + h)− Ω(·+ h)|dy
∥∥∥∥
L∞(Q0)
→ 0.
Proof. By the assumption, we have (x + h)′ := (x + h)/|x + h| ∈ E for x ∈ Q0 and sufficient large
h′ ∈ F . For any x ∈ Q0, we write xh := x+ h. Then∫
Q0
|Ω(xh − y)− Ω(xh)| dy =
∫
xh+Q0
|Ω(z)− Ω(xh)| dz
6
∫ |xh|+√n
|xh|−
√
n
∫
Sn−1∩B(x′h,
√
n/|xh|)
|Ω(z′)− Ω(x′h)|dσ(z′)rn−1dr,
(2.23)
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where we use the fact that for x, y ∈ Q0,
|z′ − x′h| =
∣∣∣∣ xh − y|xh − y| − xh|xh|
∣∣∣∣ 6 |xh − y| · ∣∣∣∣ 1|xh − y| − 1|xh|
∣∣∣∣+ |y||xh| 6 2|y||xh| 6
√
n
|xh| .
Thus,∫
Q0
|Ω(xh − y)− Ω(xh)| dy 6
∫ |xh|+√n
|xh|−
√
n
∫
Sn−1∩B(x′
h
,
√
n/|xh|)
|Ω(z′)− Ω(x′h)|dσ(z′)rn−1dr
∼|xh|n−1
∫
Sn−1∩B(x′
h
,
√
n/|xh|)
|Ω(z′)− Ω(x′h)|dσ(z′)
∼ 1
σ(Sn−1 ∩B(x′h,
√
n/|xh|))
∫
Sn−1∩B(x′h,
√
n/|xh|)
|Ω(z′)− Ω(x′h)|dσ(z′).
Recalling x′h ∈ E, |xh| → ∞ as |h| → ∞ for x ∈ Q0, and recalling that E is the set of uniform
Lebesgue points, we conclude that
lim
x∈Q0,|h|→∞
1
σ(Sn−1 ∩B(x′h,
√
n/|xh|))
∫
Sn−1∩B(x′h,
√
n/|xh|)
|Ω(z′)− Ω(x′h)|dσ(z′) = 0.
This completes the proof of Proposition 2.3. 
Proposition 2.4 (Technique, homogeneous kernel, Z = L1). Let Ω be a function satisfying homo-
geneous condition of degree zero in Rn. If Ω ∈ L1(E) for some open subset E of Sn−1, then for any
F ⊂ E with F ∩ Ec = ∅, we have
lim
d→∞
inf
h′∈F
|h|=d
∥∥∥∥∫
Q0
|Ω(· − y + h)− Ω(·+ h)|dy
∥∥∥∥
L1(Q0)
→ 0.
Proof. For a sufficient large d > 0, there exists an index set
∧
d and a sequence {hd,j}j∈∧d ⊂ Rn, such
that h′d,j ∈ F , |hd,j| = d for all j ∈
∧
d, |
∧
d | ∼ dn−1,
∑
j∈∧d χB(h′d,j ,
√
n/d)∩Sn−1 . χF (x). Thus,∑
j∈∧d
∥∥∥∥∫
Q0
|Ω(· − y + hd,j)− Ω(·+ hd,j)|dy
∥∥∥∥
L1(Q0)
=
∑
j∈∧d
∫
Q0
∫
Q0
|Ω(x− y + hd,j)− Ω(x + hd,j)|dxdy
=
∑
j∈∧d
∫
Q0
∫
Q0+hd,j
|Ω(x− y)− Ω(x)|dxdy
6
∑
j∈∧d
∫
Q0
∫ d+√n
d−√n
∫
Sn−1∩B(h′d,j,
√
n/d)
|Ω(x′ − y/r)− Ω(x′)|dσ(x′)rn−1drdy
=
∫
Q0
∫ d+√n
d−√n
∑
j∈∧d
∫
Sn−1∩B(h′d,j,
√
n/d)
|Ω(x′ − y/r)− Ω(x′)|dσ(x′)rn−1drdy,
where we use the fact that for x ∈ Q0 + hd,j,
|x′ − h′d,j| =
∣∣∣∣ x|x| − hd,j|hd,j |
∣∣∣∣ 6 ∣∣∣∣x− hd,j|hd,j|
∣∣∣∣+ |x| · ∣∣∣∣ 1|x| − 1|hd,j|
∣∣∣∣ 6 2|x− hd,j||hd,j| 6
√
n
|hd,j| =
√
n
d
.
Recalling the choice of hd,j, we have∑
j∈∧d
∫
Sn−1∩B(h′d,j ,
√
n/d)
|Ω(x′ − y/r)− Ω(x′)|dσ(x′) .
∫
F
|Ω(x′ − y/r)− Ω(x′)|dσ(x′).
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Thus,
|
∧
d
| · inf
h′∈F
|h|=d
∥∥∥∥∫
Q0
|Ω(· − y + h)− Ω(·+ h)|dy
∥∥∥∥
L1(Q0)
≤
∑
j∈∧d
∥∥∥∥∫
Q0
|Ω(· − y + hd,j)− Ω(·+ hd,j)|dy
∥∥∥∥
L1(Q0)
.
∫
Q0
∫ d+√n
d−√n
∫
F
|Ω(x′ − y/r)− Ω(x′)|dσ(x′)rn−1drdy
. dn−1 max
|z|6√n/d
∫
F
|Ω(x′ − z)− Ω(x′)|dσ(x′).
Recalling |∧d | ∼ dn−1, we obtain
inf
h′∈F
|h|=d
∥∥∥∥∫
Q0
|Ω(· − y + h)− Ω(·+ h)|dy
∥∥∥∥
L1(Q0)
. max
|z|6√n/d
∫
F
|Ω(x′ − z)− Ω(x′)|dσ(x′)
. max
‖ρ‖6√n/d
∫
F
|Ω(ρx′)− Ω(x′)|dσ(x′)
. max
‖ρ‖6√n/d
∫
Sn−1
|ΩχE(ρx′)− ΩχE(x′)|dσ(x′)→ 0
as d→∞. Here ρ is a rotation on Rn, ‖ρ‖ = sup{|ρx′−x′| : x′ ∈ Sn−1}. Proposition 2.4 is proved. 
The combination of Theorem 2.1 and Proposition 2.4 yields the following useful conclusion.
Proposition 2.5. Let Z = L1(Rn), X, Y , Y˜ be Quasi-Banach spaces, satisfying all the assumptions
as described in Theorem 2.1. Let Tα be the integral operator associated with Ω and α, where Ω is
a homogeneous function of degree zero. Suppose b ∈ L1loc(Rn), [b, Tα] is bounded from X to Y . If
Ω satisfies the following local lower and upper bound property: there exists a nonempty open subset
E ⊂ Sn−1 such that
c 6 Ω(x′) 6 C for all x′ ∈ E,where 0 < c < C, or c < C < 0,
then b ∈ BMOµ, and ‖b‖BMOµ . ‖[b, Tα]‖X→Y .
Proof. By the assumption, Ω ∈ L1(E). For any open set F ⊂ E satisfying F ∩ Ec = ∅, we use
Proposition 2.4 to deduce that
lim
|h|→∞
inf
h′∈F
∥∥∥∥∫
Q0
|Ω(· − y + h)− Ω(·+ h)|dy
∥∥∥∥
L1(Q0)
→ 0.
Then the desired conclusion immediately follows from Theorem 2.1. 
3. The general structure and technique theorems in multi-linear setting
This section is devoted to the investigation of the multilinear commutators. At first, we recall some
notations and definitions. Let m ∈ N, Kα be a function defined off the diagonal x = y1 = · · · = ym in
(Rn)m+1 =: R(m+1)n satisfying
|Kα(x, y1, · · · , ym)| . 1
(
∑m
j=1 |x− yj|)mn−α
and
|Kα(x; y1, · · · , yi, · · · , ym)−Kα(x; y1, · · · , y′i, · · · , ym)| .
|yi − y′i|δ
(
∑m
j=1 |x− yj |)mn−α+δ
for some δ > 0, and all i = 1, · · · ,m, whenever |yi − y′i| ≤ 12 max1≤j≤m{|x− yj|}.
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For ~f = (f1, · · · , fm), we consider the following m-linear operator TKα associated with kernel Kα,
defined by
TKα(
~f)(x) :=
∫
Rmn
Kα(x; y1, · · · , ym)f1(y1) · · · fm(ym)d~y (3.1)
where above equality holds for all x /∈ ⋂mj=1 suppfj , d~y = dy1 · · · dym.
For b ∈ L1loc(Rn), 1 ≤ i ≤ m, the i-th commutator associated b and TKα is defined by
[b, TKα ]i(
~f) := bTKα(f1, · · · , fi, · · · , fm)− TKα(f1, · · · , bfi, · · · , fm). (3.2)
When α = 0, TK0 is the m-linear Caldero´n-Zygmund operator.
When α ∈ (0, n), TKα is controlled by the following m-linear fractional integral operator:
Iα,m(~f)(x) :=
∫
Rmn
f1(y1) · · · fm(ym)
|(x− y1, · · · , x− ym)|mn−α d~y;
and the corresponding i-th commutator of Iα,m is defined by
[b, Iα,m]i(~f)(x) : = b(x)Iα,m(f1, · · · , fi, · · · , fm)(x) − Iα,m(f1, · · · , bfi, · · · , fm)(x)
=
∫
Rmn
f1(y1) · · · [b(x)− b(yi)]fi(yi) · · · fm(ym)
|(x − y1, · · · , x− yi, · · · , x− ym)|mn−α d~y.
(3.3)
In [5], Chaffee and Cruz-Uribe recently established the following result.
Theorem B ([5]). Let m, n ∈ N. Given Banach function spaces X1, · · · , Xm and Y , 0 ≤ α < mn,
suppose that for every cube Q,
|Q|−α/n‖χQ‖Y ′‖χQ
m∏
j=1
‖Xj . |Q|.
Let T be a m-linear operator defined on X1 × · · · ×Xm, which can be represented by
T (~f)(x) =
∫
Rmn
K(x− y1, · · · , x− ym)f1(y1) · · · fm(ym)d~y
for all x /∈ ⋂mj=1 supp(fj), where ~f = (f1, · · · , fm), d~y = dy1 · · · dym, K is a homogeneous kernel of
degree −mn+ α. Suppose further that there exists a ball B ⊂ Rmn on which 1/K has an absolutely
convergent Fourier series. If for some i ∈ {1, · · · ,m}, the i-th commutator [b, T ]i is bounded from
X1 × · · · ×Xm to Y , then b ∈ BMO(Rn).
Remark 3.1. We remark that the methods employed in [5] do not work if replacing Banach
spaces by Quasi-Banach spaces in Theorem B.
Our next theorem will relax the restriction of Banach function spaces to quasi-Banach spaces and
extend BMO(Rn) to the general BMOµ, which includes BMO(R
n), Lipβ(R
n) and their weighted
versions. Moreover, the condition, which the kernel K satisfies, will be weakened essentially.
Theorem 3.1 (Structure, standard kernel, multilinear case). Let m ∈ N, 0 ≤ α < mn, and i be a
given integer with 1 ≤ i ≤ m. Let Xj (j = 1, · · · ,m), Y be Quasi-Banach spaces, and µ be a positive
function defined on all cubes of Rn, satisfying
m∏
j=1
‖χQ‖Xj . ‖χQ‖Y |Q|α/n−1µ(Q) for all cubes Q. (3.4)
and one of the following conditions:
(a) ‖χλQ‖Xj ≤ Cλ‖χQ‖Xj (j = 1, · · · ,m), ‖χλQ‖Y ≤ Cλ‖χQ‖Y , for λ > 1 and all cubes Q ⊂ Rn;
(b) ‖χλQ‖Xj ≤ Cλ‖χQ‖Xj (j = 1, · · · ,m), µ(λQ) ≤ Cλµ(Q), for λ > 1 and all cubes Q ⊂ Rn.
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Suppose that the following conditions holds:
‖χλQ‖Xj ≤ Cλ‖χQ‖Xj (j = 1, · · · ,m), µ(λQ) ≤ Cλµ(Q), for λ > 1 and all cubes Q ⊂ Rn.
If [b, TKα ]i is a bounded operator from X1 × · · · ×Xm to Y , and there exist two Quasi-Banach spaces
Y˜ and Z satisfying
Y · Z ⊂ Y˜ , ‖χQ‖Y˜ ∼ ‖χQ‖Y · ‖χQ‖Z for all cubes Q ⊂ Rn,
and
‖f(a ·+b)‖Z
‖χQ0(a ·+b)‖Z
∼ ‖f(·)‖Z‖χQ0(·)‖Z
for all f ∈ Z, where Q0 = [−1/2, 1/2]n
such that Kα satisfies the following local properties: there exists an open cone Γ˜ of (R
n)m whose vertex
is 0, such that :
(1) lower and upper bound:
c
(
∑m
j=1 |x− yj |)mn−α
6 Kα(x, y1, · · · , ym) 6 C
(
∑m
j=1 |x− yj|)mn−α
for all (x− y1, · · · , x− ym) ∈ Γ˜ with 0 < c < C, or c < C < 0;
(2) for any open cone Γ ⊂ Γ˜, there exists a sequence {hl = (h1l , · · · , hml )}∞j=1 satisfying that hl ∈ Γ,
|hl| → ∞ as l →∞, and∥∥∥∥∥∥
∫
m∏
j=1
(Q− n√Qhjl )
|Kα(·, · · · , ym)−Kα(·, y1, · · · , yi−1, cQ − n
√
|Q|hil , · · · , ym)|dy1 · · · dym
∥∥∥∥∥∥
Z(Q)
× |hl|
mn−α
‖χQ‖Z |Q|α/n → 0, as l →∞ uniformly for all cubesQ, where cQ denotes the center of Q,
then b ∈ BMOµ, and ‖b‖BMOµ . ‖[b, TKα]i‖X1×···×Xm→Y .
Proof. Without loss of generality, we only deal with the case 0 < c < C. As in the proof of Theorem
2.1, a limiting argument is needed since we don’t know the local integrability of b in Y . In order to
avoid cumbersome, we omit the limiting argument and assume that b is local integrable in Y .
For simplicity in notation and proof, we only present the proof for m = 2, i = 1, since the rest
cases can be verified similarly. Here we use Q0 = [−1/2, 1/2]n to denote the unit cube in Rn, and
use Q20 = [−1/2, 1/2]2n to denote the unit cube in R2n. Since the exact value of α does not affect
the proof, for simplicity we abbreviate TKα to T , and abbreviate Kα to K. Choose a constant τ0
and a nonempty open cone Γ ⊂ Γ˜ ⊂ R2n with vertex at the origin, such that for any u ∈ 2Q20,
v ∈ Γτ0 := Γ ∩Bc(0, τ0), we have u+ v ∈ Γ˜.
Furthermore, we can find a sequence {hl = (h1l , h2l )}∞l=1 satisfying that hl ∈ Γτ0 , and |hl| → ∞ as
l→∞, such that
|hl|2n−α
|Q|α/n‖χQ‖Z
∥∥∥∥∥
∫
∏2
j=1(Q− n
√
|Q|hj
l
)
|K(·, y, z)−K(·, cQ − n
√
|Q|h1l , z)|dydz
∥∥∥∥∥
Z(Q)
→ 0
as l→∞, uniformly for all cubes Q.
For a fixed cube Q1 with side length ρ, without loss of generality, we may assume that∫
Q1
b(y)dy = 0,
and set
B :=
1
µ(Q1)
∫
Q1
|b(y)|dy.
Take
φ1(x) =
(
sgn(b(x))− 1|Q1|
∫
Q1
sgn(b(y))dy
)
χQ1(x).
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Then −2χQ1 ≤ φ1 ≤ 2χQ1 , bφ1 > 0.
Take Q(l) := Q1 + ρh
1
l , Q2,l := Q(l) − ρh2l , φ2 := χQ2,l . Then, for x ∈ Q(l), y ∈ Q1, z ∈ Q2,l, we
have
(x− y, x− z)
ρ
∈ 2Q20 + hl ⊂ 2Q20 + Γτ0 ⊂ Γ˜.
Thus,
K(x, y, z) ∼ 1
(|x − y|+ |x− z|)2n−α ∼
1
(ρ|hl|)2n−α . (3.5)
By the assumption Y · Z ⊂ Y˜ , we have
‖[b, T ]1(φ1, φ2)‖Y > ‖[b, T ]1(φ1, φ2)χQ(l)‖Y & ‖[b, T ]1(φ1, φ2)χQ(l)‖Y˜ /‖χQ(l)‖Z .
Combining this with
‖[b, T ]1(φ1, φ2)χQ(l)‖Y˜ ≥ A1‖T (bφ1, φ2)χQ(l)‖Y˜ −A2‖bT (φ1, φ2)χQ(l)‖Y˜ ,
we get
‖[b, T ]1(φ1, φ2)‖Y >
A1‖T (bφ1, φ2)χQ(l)‖Y˜ −A2‖bT (φ1, φ2)χQ(l)‖Y˜
‖χQ(l)‖Z
. (3.6)
Recalling bφ1 > 0, we obtain that, for x ∈ Q(l)
|T (bφ1, φ2)(x)| =
∫
Q1×Q2,l
K(x, y, z)b(y)φ1(y)dydz
&
1
(ρ|hl|)2n−α
∫
Q1×Q2,l
b(y)φ1(y)dydz
=
1
(ρ|hl|)2n−α
∫
Q1×Q2,l
|b(y)|dydz = ρ
α−nµ(Q1)B
|hl|2n−α .
This implies that
‖T (bφ1, φ2)χQ(l)‖Y˜
‖χQ(l)‖Z
&
ρα−nµ(Q1)B
|hl|2n−α ·
‖χQ(l)‖Y˜
‖χQ(l)‖Z
∼ ρ
α−nµ(Q1)B‖χQ(l)‖Y
|hl|2n−α . (3.7)
On the other hand, the assumption Y · Z ⊂ Y˜ implies that
‖bT (φ1, φ2)χQ(l)‖Y˜
‖χQ(l)‖Z
.
‖bχQ(l)‖Y ‖T (φ1, φ2)χQ(l)‖Z
‖χQ(l)‖Z
. (3.8)
The combination of (3.6), (3.7) and (3.8) then yields that
‖[b, T ]1(φ1, φ2)‖Y >
A1ρ
α−nµ(Q1)B‖χQ(l)‖Y
|hl|2n−α −
A2‖bχQ(l)‖Y ‖T (φ1, φ2)χQ(l)‖Z
‖χQ(l)‖Z
. (3.9)
Take
ψ1 = χQ1 , ψ2 = φ2 = χQ2,l .
We have
‖[b, T ]1(ψ1, ψ2)‖Y >‖[b, T ]1(ψ1, ψ2)χQ(l)‖Y
>A3‖bT (ψ1, ψ2)χQ(l)‖Y −A4‖T (bψ1, ψ2)χQ(l)‖Y .
(3.10)
Recalling (3.5),
|T (bψ1, ψ2)(x)| 6
∫
Q1×Q2,l
|K(x, y, z)||b(y)|dydz
.
1
(ρ|hl|)2n−α
∫
Q1×Q2,l
|b(y)|dydz = ρ
α−nµ(Q1)B
|hl|2n−α , ∀x ∈ Q(l).
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This implies that
‖T (bψ1, ψ2)χQ(l)‖Y .
ρα−nµ(Q1)B‖χQ(l)‖Y
|hl|2n−α .
(3.11)
Also, for x ∈ Q(l),
|b(x)T (ψ1, ψ2)(x)| =
∣∣∣∣∣b(x)
∫
Q1×Q2,l
K(x, y, z)dydz
∣∣∣∣∣
&
|b(x)| · |Q1| · |Q2,l|
(ρ|hl|)2n−α =
ρα|b(x)|
|hl|2n−α .
Consequently,
‖bT (ψ1, ψ2)χQ(l)‖Y &
ρα‖bχQ(l)‖Y
|hl|2n−α .
(3.12)
The combination of (3.10), (3.11) and (3.12) yields that
‖[b, T ]1(ψ1, ψ2)‖Y >
A3ρ
α‖bχQ(l)‖Y
|hl|2n−α −
A4ρ
α−nµ(Q1)B‖χQ(l)‖Y
|hl|2n−α . (3.13)
Denote
Ξ =
A2|hl|2n−α‖T (φ1, φ2)χQ(l)‖Z
A3ρα‖χQ(l)‖Z
.
Using (3.9),(3.13), and the boundedness of [b, T ], we obtain that
(1 + Ξ)‖[b, T ]1‖X1×X2→Y (‖φ1‖X1‖φ2‖X2 + ‖ψ1‖X1‖ψ2‖X2)
>‖[b, T ]1(φ1, φ2)‖Y + Ξ‖[b, T ]1(ψ1, ψ2)‖Y
>(A1 − ΞA4)
ρα−nµ(Q1)B‖χQ(l)‖Y
|hl|2n−α .
If we can make Ξ 6 min{A1/(2A4), 1}, we get A1 − ΞA4 > A22 , then
A1
2
· ρ
α−nµ(Q1)B‖χQ(l)‖Y
|hl|2n−α 6(1 + Ξ)‖[b, T ]1‖X1×X2→Y (‖φ1‖X1‖φ2‖X2 + ‖ψ1‖X1‖ψ2‖X2)
63(1 + Ξ)‖[b, T ]1‖X1×X2→Y ‖χQ1‖X1‖χQ2,l‖X2 .
In what follows, we will prove the desired result only under the condition (b), since the arguments under
the condition (a) is similar. Observing that Q1 ⊂ λQ(l) = 2(|y0 − x0|+
√
n)Q(l) = 2(|h1l |+
√
n)Q(l),
we have
‖χQ1‖X1 6 ‖χλQ(l)‖X1 6 C|h1l |‖χQ(l)‖X1 .
Using similar technique, we can also deduce
‖χQ2,l‖X2 .l ‖χQ(l)‖X2 , µ(Q(l)) .l µ(Q1).
By the assumption that ‖χQ(l)‖X1‖χQ(l)‖X2 . ‖χQ(l)‖Y |Q(l)|α/n−1µ(Q(l)), we have
‖χQ1‖X1‖χQ2,l‖X2 .l‖χQ(l)‖X1‖χQ(l)‖X2
.l‖χQ(l)‖Y |Q(l)|α/n−1µ(Q(l))
.l‖χQ(l)‖Y |Q(l)|α/n−1µ(Q1).
Thus,
A1
2
· ρ
α−nµ(Q1)B‖χQ(l)‖Y
|hl|2n−α 63(1 + Ξ)‖[b, T ]1‖X1×X2→Y ‖χQ1‖X1‖χQ2,l‖X2
.l‖[b, T ]1‖X1×X2→Y ‖χQ(l)‖Y |Q(l)|α/n−1µ(Q1),
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which implies that
B .l |hl|2n−α · ‖[b, T ]1‖X1×X2→Y .
The remaining thing is to check that Ξ can be chosen small for sufficient large l. For x ∈ Q(l), we
have
|T (φ1, φ2)| =
∣∣∣ ∫
Q1×Q2,l
K(x, y, z)φ1(y)dydz
∣∣∣
62
∫
Q1×Q2,l
|K(x, y, z)−K(x, cQ1 , z)| dydz.
Then,
‖T (φ1, φ2)χQ(l)‖Z .
∥∥∥∥∥
∫
Q1×Q2,l
|K(·, y, z)−K(·, cQ1 , z)|dydz
∥∥∥∥∥
Z(Q(l))
This shows that
Ξ .
|hl|2n−α
ρα‖χQ(l)‖Z
∥∥∥∥∥
∫
Q1×Q2,l
|K(·, y, z)−K(·, cQ1 , z)|dydz
∥∥∥∥∥
Z(Q(l))
→ 0 as l →∞.
We have now completed the proof of Theorem 3.1. 
As in the linear setting, the pointwise estimate is also useful for the endpoint cases in multilinear
setting.
Proposition 3.2 (Technique, standard kernel, pointwise estimates). Let m ∈ N. For given i ∈
{1, 2, · · · ,m}, let Kα be a function defined off the diagonal x = y1 = · · · = ym in (Rn)m+1, satisfying
the following local property in an open cone Γ˜ of (Rn)m with vertex at the origin:
(i) lower and upper bound:
c
(
∑
m
j=1 |x−yj|)mn−α 6 Kα(x, y1, · · · , ym) 6
C
(
∑
m
j=1 |x−yj|)mn−α for all (x − y1, · · · , x − ym) ∈ Γ˜,
where 0 < c < C or c < C < 0,
(ii) for any open cone Γ ⊂ Γ˜, there exists a sequence {hl = (h1l , · · · , hml )}∞j=1 satisfying that hl ∈ Γ,
|hl| → ∞ as l→∞, and∥∥∥∥∥∥
∫
m∏
j=1
(Q− n√Qhj
l
)
|Kα(·, y1, · · · , ym)−Kα(·, y1, · · · , yi−1, cQ − n
√
Qhil, yi+1, · · · , ym)|dy1 · · · dym
∥∥∥∥∥∥
L∞(Q)
× |hl|
mn−α
|Q|α/n → 0, as l →∞ uniformly for all cubes Q, where cQ denotes the center ofQ.
Let TKα be a m-linear operator associated with Kα, b ∈ L1loc(Rn), [b, TKα ]i be the i − th commutator
formed by TKα with b. Then, for any cube denoted by Qi ⊂ Rn, there exist two function sequences
{φj}mj=1 and {ψj}mj=1 satisfying |φj |, |ψj | ≤ 2χQj (j = 1, · · · ,m), where Qj(j 6= i) are certain cubes
with the same side length of Qi, and there exists a cube Q with the same side length of Qi, Qj ⊂ λQ
for all j = 1, 2, · · · ,m and some λ > 0 independent of Qi, such that
1
|Qi|1−α/n
∫
Qi
|b(y)− bQi |dy ≤ C˜ (|[b, TKα ]i(φ1, · · · , φm)(x)| + |[b, TKα ]i(ψ1, · · · , ψm)(x)|) , ∀x ∈ Q,
where the constant C˜ is independent of the choice of Qi.
Proof. For simplicity in notation and proof, we only give the arguments for m = 2, i = 1, since the
cases for m ≥ 3 can be treated similarly. Without loss of generality, we may assume that
c
(|x− y|+ |x− z|)2n−α 6 Kα(x, y, z) 6
C
(|x− y|+ |x− z|)2n−α
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for all (x− y, x− z) ∈ Γ˜, where 0 < c < C. We use Q0 = [−1/2, 1/2]n to denote the unit cube in Rn,
and Q20 = [−1/2, 1/2]2n the unit cube in R2n. Since the exact value of α does not affect the proof,
we abbreviate TKα to T , and abbreviate Kα to K. Choose a constant τ0 and a nonempty open cone
Γ ⊂ Γ˜ ⊂ R2n with vertex at the origin, such that for any u ∈ 2Q20, v ∈ Γτ0 = Γ ∩ Bc(0, τ0), we have
u+ v ∈ Γ˜.
Furthermore, we can find a sequence {hl = (h1l , h2l )}∞l=1 satisfying that hl ∈ Γτ0 , and |hl| → ∞ as
l→∞, such that
|hl|2n−α
|Q|α/n
∥∥∥∥∥
∫
∏
2
j=1(Q− n
√
|Q|hjl )
|K(·, y, z)−K(·, cQ − n
√
|Q|h1l , z)|dydz
∥∥∥∥∥
L∞(Q)
→ 0 (3.14)
as l→∞, uniformly for all cubes Q.
Let Q1 be a fixed cube with side length ρ. Without loss of generality, we may assume∫
Q1
b(y)dy = 0,
and set
B :=
1
|Q1|
∫
Q1
|b(y)|dy. (3.15)
Take
φ1(x) =
(
sgn(b(x))− 1|Q1|
∫
Q1
sgn(b(y))dy
)
χQ1(x).
Then |φ1| ≤ 2χQ1 , bφ ≥ 0. Let Q(l) := Q1 + ρh1l , Q2,l := Q(l) − ρh2l , and φ2 := χQ2,l . As in the proof
of Theorem 3.1, we can deduce that
|T (bφ1, φ2)(x)| & 1
(ρ|hl|)2n−α
∫
Q1×Q2,l
b(y)φ1(y)dydz
=
1
(ρ|hl|)2n−α
∫
Q1×Q2,l
|b(y)|dydz = ρ
α−n|Q1|B
|hl|2n−α , ∀x ∈ Q(l).
Hence,
|[b, T ]1(φ1, φ2)(x)| ≥|T (bφ1, φ2)(x)| − |b(x)T (φ1, φ2)(x)|
≥A1ρ
α−n|Q1|B
|hl|2n−α − |b(x)T (φ1, φ2)(x)|, ∀x ∈ Q(l).
Moreover, take ψ1 := χQ1 , ψ2 := φ2 = χQ2,l . As in the proof of Theorem 3.1, we deduce that, for
x ∈ Q(l),
|T (bψ1, ψ2)(x)| 6|
∫
Q1×Q2,l
K(x, y, z)|b(y)|dydz
.
1
(ρ|hl|)2n−α
∫
Q1×Q2,l
|b(y)|dydz = ρ
α−n|Q1|B
|hl|2n−α ,
and
|b(x)T (ψ1, ψ2)(x)| =
∣∣∣∣∣b(x)
∫
Q1×Q2,l
K(x, y, z)dydz
∣∣∣∣∣
&
|b(x)| · |Q1| · |Q2,l|
(ρ|hl|)2n−α =
ρα|b(x)|
|hl|2n−α .
This implies that
|[b, T ]1(ψ1, ψ2)(x)| ≥|b(x)T (ψ1, ψ2)(x)| − |T (bψ1, ψ2)(x)|
≥A3ρ
α|b(x)|
|hl|2n−α −
A4ρ
α−n|Q1|B
|hl|2n−α , ∀x ∈ Q(l).
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Denote
Ξ(x) :=
A2|hl|2n−α|T (φ1, φ2)(x)χQ(x)|
A3ρα
. (3.16)
By (3.14) and the same arguments as in the proof of Theorem 3.1, we take sufficient large l = l0
independent of Q1, to ensure
Ξ(x) ≤ min{ A1
2A4
, 1}, ∀x ∈ Q(l).
Then
|[b, T ]1(φ1, φ2)(x)| + |b(x)T (ψ1, ψ2)(x)| ≥|[b, T ]1(φ1, φ2)(x)|+ Ξ(x)|b(x)T (ψ1, ψ2)(x)|
≥A1ρ
α−n|Q1|B
2|hl|2n−α =
A1
2|hl|2nα|Q1|1−α/n
∫
Q1
|b(y)|dy
for all x ∈ Q(l0) = Q1 + ρh1l0 . Take Q = Q(l0), Q2 = Q2,l0 . Recall the side length of Q1 is ρ. So,
there exists λ depend only on hl0 , such that Q1 ⊂ λQ and Q2 ⊂ λ˜Q. We have now completed this
proof. 
Proposition 3.3 (Technique, standard kernel, multilinear, Z = L∞). Let Kα be a function defined
off the diagonal x = y1 = · · · = ym in (Rn)m+1, satisfying
|Kα(x, y1, · · · , yi, · · · , ym)−Kα(x, y1, · · · , y′i, · · · , ym)| .
|yi − y′i|δ
(
∑m
j=1 |x− yj |)mn−α+δ
,
whenever |yi − y′i| 6 12 max16j6m |x− yj|. Then, for any open cone Γ˜ ⊂ (Rn)m, there exists an open
cone Γ ⊂ Γ˜ such that for every {hl = (h1l , · · · , hml )}l ⊂ Γ satisfying |hl| → ∞ as l →∞, we have∥∥∥∥∥∥
∫
m∏
j=1
(Q− n√Qhjl )
|Kα(·, y1, · · · , ym)−Kα(·, y1, · · · , yi−1, cQ − n
√
|Q|hil, yi+1, · · · , ym)|dy1 · · · dym
∥∥∥∥∥∥
L∞(Q)
× |hl|
mn−α
|Q|α/n → 0, as l →∞ uniformly for all cubes Q ⊂ R
n, where cQ denotes the center ofQ.
Proof. Firstly, we verify that∥∥∥∥∥∥
∫
m∏
j=1
Qj
|Kα(·, y1, · · · , ym)−Kα(·, y1, · · · , yi−1, cQi , yi+1, · · · , ym)|dy1 · · · , dym
∥∥∥∥∥∥
L∞(Q)
× |cQ − cQi |
mn−α
|Q|m → 0
(3.17)
uniformly for all cubes Q, Qj (j = 1, · · · ,m) with |Q| = |Qj |, j = 1, · · · ,m, as |cQ− cQi |/ n
√|Q| → ∞.
When the quantity |cQ − cQi |/ n
√|Q| sufficient large, if x ∈ Q, yi ∈ Qi, and |Q| = |Q1|, we have
|yi − cQi | 6
1
2
|x− yi| 6 1
2
max
16j6m
|x− yj |, (3.18)
which implies that
|Kα(x, y1, · · · , ym)−Kα(x, y1, · · · , yi−1, cQi , yi+1, · · · , ym)| .
|yi − cQi |δ
(
∑m
j=1 |x− yj |)mn−α+δ
.
|Qi|δ/n
|cQ − cQi |mn−α+δ
.
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Thus, for x ∈ Q,
|cQ − cQi |mn−α
|Q|m
∫
m∏
j=1
Qi
|Kα(x, y1, · · · , ym)−Kα(x, · · · , yi−1, cQi , yi+1, · · · , ym)|dy1 · · · dym
.
|cQ − cQi |mn−α
|Q|m ·
|Qi|δ/n
|cQ − cQi |mn−α+δ
· |Q|m = |Qi|
δ/n
|cQ − cQi |δ
→ 0, as |cQ − cQi |
n
√|Q| → ∞.
For every open cone Γ˜, choose an open cone Γ ⊂ Γ˜ such that for every h = (h1, · · · , hj, · · · , hm) ∈ Γ,
we have |h| ∼ |hi|, where hi ∈ Rn. Let Qj = Q − n
√|Q|hjl for every j = 1, · · · ,m. Using (3.17),
|cQ − cQi |/ n
√|Q| = |hil | and the fact |hl| ∼ |hil|, we deduce that∥∥∥∥∥∥
∫
m∏
j=1
(Q− n√Qhjl )
|Kα(·, y1, · · · , ym)−Kα(·, y1, · · · , yi−1, cQ − n
√
|Q|hil, yi+1, · · · , ym)|dy1 · · · dym
∥∥∥∥∥∥
L∞(Q)
× |hl|
mn−α
|Q|α/n → 0, as l →∞ uniformly for all cubes Q ⊂ R
n.
This completes the proof of Proposition 3.3. 
Remark 3.4. As in the linear setting, in most of the cases (unweighted, non endpoint cases), Z = L1
has its advantage over Z = L∞, since the assumption of kernel with Z = L1 is weaker than that with
Z = L∞. However, in most of the previous works for multilinear commutators, the corresponding
kernel is assumed to be ”smooth enough”, which can be handled by using Z = L∞. Therefore, we
here deal with the situation only for Z = L∞, and the corresponding technique proposition for the
case of Z = L1 in multilinear setting can be established similarly like in linear setting.
4. Examples and applications
By the basic assumption of Quasi-Banach space, Y · L∞ ⊂ Y is naturally established. Thus, we
can take Z = L∞, Y˜ = Y in Theorems 2.1 and 3.1. However, the corresponding conditions of kernel
can be further weakened if the auxiliary space is chosen to be Z = L1. In this section, we will show
that for a large number of important space Y , not only for Z = L∞ but also for Z = L1 there exists
a Quasi-Banach space Y˜ such that Y˜ · Z ⊂ Y . Moreover, these pairs of Quasi-Banach spaces satisfy
the assumptions in Theorems 2.1 and 3.1.
We remark that in the weighted cases, our trick for Z = L1(Rn) can not be used, since it is quite
hard to find suitable Y˜ such that ‖χQ‖Y˜ ∼ ‖χQ‖Y · ‖χQ‖L1 in this case. In fact, in Theorem 2.1, if
Y is a weighted space, the auxiliary spaces Y˜ and Z must also be weighted spaces, unless we choose
Z = L∞. So, in the weighted cases below, we will take Z = L∞ to deal with the corresponding results.
In what follows, we will apply our general theory to present some new characterizations of BMOµ
in various settings.
4.1. BMO and Commutators in Linear Setting.
4.1.1. BMO and commutators in weak-type Lebesgue spaces. The investigation on the boundedness
and characterization of commutators has been paid lots of attention since the celebrated work es-
tablished by Coifman, Rochberg and Weiss in [15]. In particular, we can found the following known
results:
Theorem C. Let 1 < p < ∞, T0 be the singular integral operator associated to Ω with the
homogenous of degree 0. Suppose Ω ∈ Lip1(Sn−1) satisfying (2.3), b ∈
⋃
q>1 L
q
loc(R
n). Then
(i) (cf. [15, 25]) b ∈ BMO(Rn) ⇔ [b, TΩ] : Lp(Rn)→ Lp(Rn);
(ii) (cf. [38]) b ∈ BMO(Rn) ⇒ |{x ∈ Rn : |[b, TΩ]f(x)| > λ}| .
∫
Rn
Φ(
|f(x)|
λ
)dx for any λ > 0,
where Φ(t) = t(1 + log+ t);
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(iii) (cf. [6]) b ∈ BMO(Rn) ⇔ [b, Iα] : Lp(Rn) → Lq(Rn), for 0 < α < n, 1 < p < n/α,
1/q = 1/p− α/n.
Applying our general theorem, we will weaken the condition of Ω and establish the characterization
of BMO via the boundedness of [b, Tα] in the weak-type Lebesgue spaces, including the endpoint case
p = 1. At first, we present an auxiliary lemma.
Lemma 4.1. Suppose 0 < p, q ≤ ∞, 1/p˜ = 1 + 1/p, 1/q˜ = 1 + 1/q. Let Y = Lp,q and Y˜ = Lp˜,q˜ (the
Lorentz spaces), Z = L1. Then
Y · Z ⊂ Y˜ , ‖χQ‖Y˜ ∼ ‖χQ‖Y · ‖χQ‖Z .
Proof. Recalling the definition of Lorentz space:
‖f‖Lp,q = ‖t1/pf∗(t)‖Lq(R+, dtt ),
where f∗ is the decreasing rearrangement of f .
Let 1/p = 1/p1 + 1/p2 and 1/q = 1/q1 + 1/q2. Using the property: (fg)
∗(t1 + t2) 6 f∗(t1)g∗(t2),
we obtain that
‖fg‖Y˜ = ‖fg‖Lp˜,q˜ =‖t1/p˜(fg)∗(t)‖Lq˜(R+, dtt )
.‖tf∗(t/2)t1/pg∗(t/2)‖Lq˜(R+, dtt )
.‖tf∗(t/2)‖L1(R+, dtt )‖t
1/pg∗(t/2)‖Lq(R+, dtt )
.‖f‖L1,1‖g‖Lp,q = ‖f‖Z‖g‖Y .
Moreover,
‖χQ‖Y˜ ∼ |Q|1/p˜ = |Q| · |Q|1/p ∼ ‖χQ‖Z‖χQ‖Y .
This completes the proof of Lemma 4.1. 
Using Proposition 2.5 and Lemma 4.1, we immediately obtain the following corollary, which is a
great improvement and extension to Theorem C.
Corollary 4.2. Let b ∈ L1loc(Rn), 0 ≤ α < n, 1 < p < n/α, 1/q = 1/p − α/n. Suppose that
Ω ∈ L∞(Sn−1) is a nonzero homogeneous function of degree 0 and satisfies (2.3) for α = 0. If there
exist some open E ⊂ Sn−1, constants c and C such that
c 6 Ω(x′) 6 C, ∀x′ ∈ E, (4.1)
where 0 < c < C or c < C < 0, then the following statements are equivalent:
(1) b ∈ BMO(Rn),
(2) [b, Tα] is bounded from L
p(Rn) to Lq(Rn).
(3) [b, Tα] is bounded from L
p(Rn) to Lq,∞(Rn).
Proof. (1) ⇒ (2) ⇒ (3) directly follows from [23, Theorem 1] and [32, Theorem 3.6.1] with the fact
that Lq(Rn) ⊂ Lq,∞(Rn).
Next, we verify that (3) ⇒ (1). Take X = Lp(Rn), Y = Lp,∞(Rn), Y˜ = Lp˜,1(Rn) where 1/p˜ =
1/p + 1, Z = L1(Rn), and take µ(Q) = |Q|, then the desired conclusion follows immediately from
Proposition 2.5 and Lemma 4.1. 
Remark 4.3. Notice that Ω ∈ C(Sn−1) implies (4.1) holds. Therefore, replacing (4.1) by that
Ω ∈ C(Sn−1), Corollary 4.2 is also true, which can be regarded as an essential improvement of [44].
For the endpoint case p = 1, we can obtain the converse result of (ii) in Theorem C, and get the
characterization theorem of BMO via the weak-L log+ L type boundedness of [b, T0], which is new
characterization of BMO space and the proof will be presented in the next subsection for more general
weighted cases.
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Corollary 4.4. Let Φ(t) = t(1 + log+ t). Suppose Ω ∈ Lip(Sn−1) and b ∈ L1loc(Rn). Then
b ∈ BMO(Rn) ⇐⇒ |{x ∈ Rn : |[b, T0](f)(x)| > λ}| .
∫
Rn
Φ
( |f(y)|
λ
)
dy, ∀λ > 0.
4.1.2. BMO and commutators in one-weight setting. This subsection is concerned with the weighted
boundedness of [b, Tα]. A lot of attentions has been paid on this topic. We list several relevant results
as follows.
Theorem D (cf. [32, Theorems 2.4.4 and 3.6.1]). Let 0 ≤ α < n, 1 < p ≤ q < ∞ with
1/q = 1/p − α/n, Tα be the integral operator associated with Ω and α. Suppose Ω ∈ L∞(Sn−1) and
satisfies (2.3) for α = 0, ω ∈ Ap,q. Then
b ∈ BMO(Rn) ⇒ [b, Tα] : Lp(ωp)→ Lq(ωq).
Theorem E (cf. [5]). (i) Let 1 < p < ∞, T0 be the singular integral operator associated to Ω
with the homogenous of degree 0. Suppose Ω ∈ C∞(Sn−1) satisfying (2.3), b ∈ ⋃q> Lqloc(Rn), ω ∈ Ap.
Then
[b, T0] : L
p(ω)→ Lp(ω) ⇒ b ∈ BMO(Rn).
(ii) Let 0 < α < n, 1 < p < q < ∞ with 1/q = 1/p− α/n, and Iα be the Riesz potential in Rn.
Suppose that ω ∈ Ap,q and b ∈
⋃
q> L
q
loc(R
n). Then
[b, Iα] : L
p(ωp)→ Lp(ωq) ⇒ b ∈ BMO(Rn).
Applying our general theorems in Section 2, we can deduce the following result.
Corollary 4.5. Let 0 ≤ α < n, 1 < p ≤ q < ∞ with 1/q = 1/p− α/n, ωp be a doubling weight, and
Tα be the integral operator associated to the kernel Ω with nonzero homogeneous function of degree 0
and satisfying (2.3) for α = 0. Suppose that there exists an open subset E ⊂ Sn−1 such that
lim
r→0
1
σ(B(x′, r) ∩ Sn−1)
∫
B(x′,r)∩Sn−1
|Ω(z′)− Ω(x′)|dσ(z′) = 0 (4.2)
uniformly for all x′ ∈ E. For b ∈ L1loc(Rn), if the commutator [b, Tα] is bounded from Lp(ωp) to
Lq(ωq), then b ∈ BMO(Rn).
Proof. Take X = Lp(ωp), Y = Y˜ = Lq(ωq), Z = L∞, µ(Q) = |Q|. Using Ho¨lder’s inequality, we have(∫
Q
ωp(x)dx
)1/p
≤ |Q|α/n
(∫
Q
ω(x)qdx
)1/q
.
Thus, ‖χQ‖X . ‖χQ‖Y µ(Q)|Q|α/n−1 for all cubes Q. The final conclusion follows immediately from
Theorem 2.1 and Proposition 2.3. 
Note that C(Sn−1) ⊂ L∞(Sn−1) and if Ω ∈ C(Sn−1), then Ω satisfies (4.2). Invoking Theorem D
and Corollary 4.5, we obtain the following characterization theorem.
Corollary 4.6. Let 0 ≤ α < n, 1 < p ≤ q < ∞ with 1/q = 1/p− α/n, Tα be the integral operator
associated to Ω with the homogenous of degree 0. Suppose Ω ∈ C(Sn−1) and satisfies (2.3) for α = 0,
ω1/p ∈ Ap,q. Then
b ∈ BMO(Rn) ⇔ [b, Tα] : Lp(ω)→ Lq(ωq/p).
Moreover, the following known weak-type endpoint estimate was established by Perez in 1995 (see
[38, Theorem 8.1], and also [35, Corollary 1]).
Theorem F ([38, 35]). Let T0 be the singular integral operator associated with Ω satisfying (2.3).
Suppose Ω ∈ Lip1(Sn−1), ω ∈ A1, Φ(t) = t(1 + log+ t). Then
b ∈ BMO(Rn) =⇒ ω({x ∈ Rn : |[b, T0](f)(x)| > λ}) .
∫
Rn
Φ(
|f(y)|
λ
)ω(y)dy, ∀λ > 0.
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Applying Propositions 2.2 and 2.3, we can establish the inverse direct result, and then obtain the
following characterized theorem, which is new even for ω ≡ 1 (see Corollary 4.4).
Corollary 4.7. Let 1 < p < ∞, Φ(t) = t(1 + log+ t), ω ∈ A1. Suppose Ω ∈ Lip(Sn−1) and
b ∈ L1loc(Rn). Then the following two statements are equivalent:
(1) b ∈ BMO(Rn).
(2) ω({x ∈ Rn : |[b, T0](f)(x)| > λ}) ≤ A
∫
Rn
Φ
( |f(y)|
λ
)
ω(y)dy ∀λ > 0, where A is a positive
constant independent of f and λ.
Proof. By Theorem F, we need only to verify (2) ⇒ (1). Using the assumption Ω ∈ Lip(Sn−1), we
have
lim
r→0
1
σ(B(x′, r) ∩ Sn−1)
∫
B(x′,r)∩Sn−1
|Ω(z′)− Ω(x′)|dσ(z′) = 0
uniformly for all x′ ∈ Sn−1. Then Proposition 2.3 implies that
lim
|h|→∞
∥∥∥∥∫
Q0
|Ω(· − y + h)− Ω(·+ h)|dy
∥∥∥∥
L∞(Q0)
→ 0. (4.3)
Again, since Ω ∈ Lip(Sn−1), without loss of generality we assume that c 6 Ω(x′) 6 C for some open
set E ⊂ Sn−1 where c < C < 0. Then, invoking Proposition 2.2 for α = 0, we deduce that for any
cube Q1 ⊂ Rn, there exist two functions φ and ψ satisfying |φ|, |ψ| ≤ 2χQ1 , and a cube Q with same
side length of Q1 and Q1 ⊂ λ˜Q for some λ˜ > 0 independent of Q1, such that
B :=
1
|Q1|
∫
Q1
|b(y)− bQ1 |dy ≤ C¯ (|[b, T ](φ)(x)|+ |[b, T ](ψ)(x)|) for all x ∈ Q.
Take λ = C¯
−1B
4 . Then
ω(Q) =ω({x ∈ Q : C¯−1B > 2λ}) 6 ω({x ∈ Q : |[b, T ](φ)(x)|+ |[b, T ](ψ)(x)| > 2λ})
6ω({x ∈ Q : |[b, T ](φ)(x)| > λ}) + ω({x ∈ Q : |[b, T ](ψ)(x)| > λ}).
Invoking (2) yields that
ω({x ∈ Q : |[b, T ](φ)(x)| > λ}) 6 A
∫
Rn
Φ
( |φ(y)|
λ
)
ω(y)dy 6 A
∫
Q1
Φ(
2
λ
)ω(y)dy = AΦ(
2
λ
)ω(Q1).
Similarly,
ω({x ∈ Q : |[b, T ](ψ)(x)| > λ}) 6 AΦ(2
λ
)ω(Q1).
Combining with the above estimates, we conclude that
ω(Q) ≤ 2AΦ(2
λ
)ω(Q1) = 2AΦ(
8C¯
B
)ω(Q1).
Note that Q1 ⊂ λ˜Q and the doubling property of ω ∈ A1, we get
ω(Q) . 2AΦ(
8C¯
B
)ω(Q1) ≤ 2AΦ(8C¯
B
)ω(λ˜Q) . AΦ(
8C¯
B
)ω(Q).
This implies
B . max{1, A},
and complete the proof of Corollary 4.7. 
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4.1.3. Weighted BMO and commutators in two-weight setting. In 1985, Bloom [2] gave the charac-
terization of BMOµ, the weighted BMO space, via the (L
p(ω), Lp(λ))-boundedness of [b,H ], where
H is the Hilbert transform, ω, λ ∈ Ap, µ = (ω/λ)1/p, 1 < p < ∞. Recently, for the commutators of
singular integrals in higher dimension, Holmes et al. [22] obtained the following results.
Theorem G ([22]). Let 1 < p <∞, ω, λ ∈ Ap, µ = (ω/λ)1/p. Then,
(i) for the j-th Riesz transform Rj in R
n,
b ∈ BMOµ ⇔ [b, Rj] : Lp(ω)→ Lp(λ), for some j = 1, · · · , n;
(ii) for the general Calderon-Zygmund operator T in Rn,
b ∈ BMOµ ⇒ [b, T ] : Lp(ω)→ Lp(λ).
Invoking Theorem 2.1 and Proposition 2.3, we generalize and complete the above results as follows.
Corollary 4.8. Let 1 < p < ∞, ω, λ ∈ Ap µ = (ω/λ)1/p, and T0 be the singular integral operator
associated with Ω. Suppose Ω ∈ C(Sn−1) satisfying (2.3). Then the following two statements are
equivalent.
(1) b ∈ BMOµ.
(2) [b, T0] is bounded from L
p(ω) to Lp(λ).
Moreover, we have ‖b‖BMOµ ∼ ‖[b, T0]‖Lp(ω)→Lp(λ).
Remark 4.9. We remark that after our results are showed, Lerner, Ombrosi and Rivera-Rı´os [28]
obtained very recently the same result provided Ω satisfies the Dini condition in different way. In fact,
”(2) =⇒ (1)” was given in a more general form in [28]
Proof. By the similar arguments to that in [18], it is not hard to verify that if Ω ∈ L∞(Sn−1) and
b ∈ BMOµ, then [b, T0] is bounded from Lp(ω) to Lp(λ). Noting that C(Sn−1) ⊂ L∞(Sn−1), we get
that (1) =⇒ (2).
To deal with (2) =⇒ (1), we take α = 0, X = Lp(ω) Y = Y˜ = Lp(λ), Z = L∞. By Theorem 2.1
and Proposition 2.3, we only need to verify
‖χQ‖X . ‖χQ‖Y µ(Q)|Q|α/n−1 = ‖χQ‖Y µ(Q)|Q|−1,
which is equivalent with
|Q|ω(Q)1/p . λ(Q)1/pµ(Q). (4.4)
Denote A = p + 1 + 1p′−1 , then 1 =
1
A/p +
1
A +
1
(p′−1)A . Recalling µ = (ω/λ)
1/p, we use Ho¨lder’s
inequality to deduce that
|Q| =
∫
Q
µp/A(x)λ1/A(x)ω−1/A(x)dx
.
(∫
Q
µ(x)dx
)p/A(∫
Q
λ(x)dx
)1/A(∫
Q
ω1−p
′
(x)dx
) 1
(p′−1)A
.
∼µ(Q)p/Aλ(Q)1/A
(
1
|Q|
∫
Q
ω1−p
′
(x)dx
) 1
(p′−1)A
|Q| 1(p′−1)A .
Since ω ∈ Ap, we have (
1
|Q|
∫
Q
ω(x)dx
)(
1
|Q|
∫
Q
ω(x)1−p
′
dx
)p−1
. 1,
which implies that(
1
|Q|
∫
Q
ω1−p
′
(x)dx
) 1
(p′−1)A
.
(
1
|Q|
∫
Q
ω(x)dx
) 1
(1−p)(p′−1)A
=
(
1
|Q|
∫
Q
ω(x)dx
)−1
A
.
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Consequently,
|Q| .µ(Q)p/Aλ(Q)1/A
(
1
|Q|
∫
Q
ω(x)dx
)−1
A
|Q| 1(p′−1)A ,
that is,
|Q|p/Aω(Q)1/A .µ(Q)p/Aλ(Q)1/A.
This implies the desired conclusion and completes the proof of Corollary 4.8. 
On the other hand, for the commutator of fractional integral operators [b, Tα], Ding and Lu [18]
proved that for 0 < α < n, 1 < p < n/α, 1/q = 1/p− α/n, ω, λ ∈ Ap,q, µ = ω/λ, if Ω ∈ L∞(Sn−1),
then
b ∈ BMOµ =⇒ [b, Tα] : Lp(ωp)→ Lq(λq). (4.5)
In particular, for the commutators of Riesz potential, Holmes et al. [21] recently showed that
b ∈ BMOµ ⇐⇒ [b, Iα] : Lp(ωp)→ Lq(λq). (4.6)
Invoking Theorem 2.1 and Proposition 2.3 again, by (4.5) and the similar arguments to in the proof
of Corollary 4.8, we can get the following result, which essentially improve and extend the result of
[21] and present the converse result of (4.5).
Corollary 4.10. Let 0 < α < n, 1 < p < n/α, 1/q = 1/p − α/n, ω, λ ∈ Ap,q, µ = ω/λ. If
Ω ∈ C(Sn−1), then
b ∈ BMOµ ⇐⇒ [b, Tα] : Lp(ωp)→ Lq(λq). (4.7)
4.2. BMO and Commutators in Multilinear Setting. After the pioneering work of Grafakos-
Torres [20] in the multilinear Calderoˇn-Zyamund theory, Pe´rez-Torres [39] first introduced the i-th
commutator of m-linear Calderoˇn-Zyamund operator T and showed that [b, TK0 ]i is bounded from
Lp1×· · ·×Lpm to Lp provided that b ∈ BMO(Rn), 1 < p1, · · · , pm, p <∞ with 1/p = 1/p1+· · ·+1/pm.
Subsequently, in the celebrated work [27] Lerner et al. removed the restriction of that p > 1 and
established the multiple weighted version as well as the weak-type endpoint estimate, and see [1, 7]
for the non-smooth kernels cases. The corresponding results for the commutators of multilinear
fractional integrals were given by Chen and Xue [11] (see also [45, 8]). Recently, Chaffee [4] obtained
the following characterized theorem.
Theorem H (cf. [4]) (i) Suppose that K0 is a homogeneous function of degree −mn, and there
exists a ball B ⊂ Rmn such that 1/K0 can be expended to a Fourier series in B. If 1 < p1, · · · , pm, p <
∞, 1p = 1p1 + · · ·+ 1pm ,
b ∈ BMO(Rn) ⇐⇒ [b, TK0]j : Lp1(Rn)× · · · × Lpm(Rn)→ Lp(Rn);
(ii) Let 0 < α < mn, 1 < p1, · · · , pm, p <∞ with 1p = 1p1 + · · ·+ 1pm , 1q = 1p − αn . Then
b ∈ BMO(Rn) ⇐⇒ [b, Iα,m]j : Lp1(Rn)× · · · × Lpm(Rn)→ Lq(Rn).
The conclusion (i) in Theorem H was also obtained by Li and Wick [29] in a different way. Fur-
thermore, applying Theorem B, Chaffee and Cruz-Uribe [5] established the following weighted version
of Theorem H.
Theorem I (cf. [5]) (i) Suppose that K0 is a homogeneous function of degree −mn, and there
exists a ball B ⊂ Rmn such that 1/K0 can be expended to a Fourier series in B. If 1 < p1, · · · , pm, p <
∞ with 1p = 1p1 + · · ·+ 1pm , ωi ∈ Api (i = 1, · · · ,m), µ~ω =
∏m
i=1 ω
p/pi
i ∈ Ap, then
b ∈ BMO(Rn) ⇐⇒ [b, TK0]j : Lp1(ω1)× · · · × Lpm(ωm)→ Lp(µ~ω);
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(ii) Let 0 < α < mn, 1 < p1, · · · , pm, p < ∞ with 1p = 1p1 + · · · + 1pm , 1qj = 1pj − αmn , and
1
q =
1
q1
+ · · ·+ 1qm . Suppose that ωj ∈ Api,qi and ν~ω =
∏m
i=1 ωi ∈ Aq. Then
b ∈ BMO(Rn) ⇐⇒ [b, Iα,m]j : Lp1(ωp11 )× · · · × Lpm(ωpmm )→ Lq(ν~ω).
Remark 4.11. In [5], Chaffee and Cruz-Uribe pointed out that their arguments are not valid for
p < 1, and the weights are restricted in a narrower class.
Our next corollaries will remove the restriction of that p > 1, weaken the condition of kernelK0 and
enlarge the weights class, moreover, present a characterized result of weak-type endpoint estimate,
which is new even in un-weighted case.
Corollary 4.12. Let m ∈ N and TK be a m-linear Calderon-Zygmund operator with kernel K sat-
isfying following lower bound property: there exist a positive constant c and an open cone Γ˜ ⊂ Rmn
with vertex at the origin such that
|K(x, y1, · · · , ym)| ≥ c
(
∑m
j=1 |x− yj |)mn
, ∀ (x− y1, · · · , x− ym) ∈ Γ˜.
Let b ∈ L1loc(Rn) and [b, TK ]i be the i-th commutator generated by TK with b, 1 ≤ i ≤ m. Then the
following three statements are equivalent:
(1) b ∈ BMO(Rn).
(2) For ωj ∈ A1, j = 1, · · · ,m, v~ω =
∏m
j=1 ω
1/m
j , Φ(t) = t(1 + log
+ t),
v~ω({x ∈ Rn : |[b, TK ]i(f)(x)| > λm}) .
m∏
j=1
(∫
Rn
Φ(
|f(y)|
λ
)ωj(y)dy
)1/m
for any λ > 0.
(3) For 1 < pj <∞, ωj ∈ Apj , j = 1, · · · ,m, v~ω =
∏m
j=1 ω
p/pj
j with 1/p = 1/p1 + · · ·+ 1/pm,
‖[b, TK]i(f1, · · · , fm)‖Lp(v~ω) .
m∏
j=1
‖fj‖Lpj (ωj), ∀ fj ∈ Lpj (ωj), j = 1, · · · ,m.
Proof. For simplicity, we only present the proof for m = 2 and i = 1, since the other cases can be
treated similarly. Note that v~ω ∈ A~P for ωj ∈ Apj , 1 ≤ pj < ∞, j = 1, 2. Then (1) =⇒ (2) and
(1) =⇒ (3) follow directly from [27, Theorems 3.16 and 3.18].
Next, we deal with the opposite direction. Without loss of generality, using the lower bound of K
and the property of Caldero´n-Zygmund kernel, we have
c
(|x− y|+ |x− z|)2n 6 K(x, y, z) 6
C
(|x − y|+ |x− z|)2n
for all (x− y, x− z) ∈ Γ˜, where 0 < c < C. By Propositions 3.3 and 3.2 for α = 0, i = 1, for any fixed
cube Q1, we can find φj , ψj satisfying |φj |, |ψj | ≤ 2χQj (j = 1, 2), where |Q1| = |Q2|, and find a cube
Q with the same side length of Q1 such that Q1, Q2 ⊂ λQ for some λ > 0 independent of Q1, and
B :=
1
|Q1|
∫
Q1
|b(y)− bQ1 |dy
≤C˜ (|[b, TK ]1(φ1, φ2)(x)| + |[b, TK ]1(ψ1, ψ2)(x)|) for all x ∈ Q,
where the constant C˜ is independent of the choice of Q1. Taking λ =
√
C˜−1B
4 , we get
v~ω(Q) =v~ω({x ∈ Q : C˜−1B > 2λ2})
6v~ω({x ∈ Q : |[b, TK ]1(φ1, φ2)(x)| + |[b, TK ]1(ψ1, ψ2)(x)| > 2λ2})
6v~ω({x ∈ Q : |[b, TK ]1(φ1, φ2)(x)| > λ2}) + v~ω({x ∈ Q : |[b, TK ]1(ψ1, ψ2)(x)| > λ2}).
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Using (2), we deduce that
v~ω({x ∈ Q : |[b, TK ]1(φ1, φ2)(x)| > λ2})
.
(∫
Rn
Φ(
|φ1(y)|
λ
)ω1(y)dy
)1/2(∫
Rn
Φ(
|φ2(y)|
λ
)ω2(y)dy
)1/2
.
(∫
Q1
Φ(
2
λ
)ω1(y)dy
)1/2(∫
Q2
Φ(
2
λ
)ω2(y)dy
)1/2
≤ Φ(2
λ
)ω1(Q1)
1/2ω2(Q2)
1/2.
Similarly,
v~ω({x ∈ Q : |[b, TK ]1(ψ1, ψ2)(x)| > λ2}) . Φ(2
λ
)ω1(Q1)
1/2ω2(Q2)
1/2.
Combining with the above estimates, we conclude that
v~ω(Q) . Φ(
2
λ
)ω1(Q1)
1/2ω2(Q2)
1/2 = Φ(
√
16C˜/B )ω1(Q1)
1/2 ω2(Q2)
1/2.
Sine ω1, ω2 ∈ A1, we have ωi(Q) . |Q| infQ ωi, i = 1, 2. Then
ω1(Q)
1/2ω2(Q)
1/2 . |Q|
(
inf
Q
ω1 inf
Q
ω2
)1/2
.
∫
Q
ω1(x)
1/2ω2(x)
1/2dx = v~ω(Q).
Thus, we use the fact Q1, Q2 ⊂ λQ and the doubling property of ω1, ω2 to deduce that
ω1(Q1)
1/2ω2(Q2)
1/2 . ω1(Q)
1/2ω2(Q)
1/2 . v~ω(Q).
This implies that
1 . Φ(
√
16C˜/B),
and completes the proof of (2) =⇒ (1).
Finally, we verify that (3) =⇒ (1). Take Xj = Lpj (ωj) (j = 1, 2), Y = Y˜ = Lp(vω˜), Z = L∞,
α = 0, µ(Q) = |Q|. By Theorem 3.1, it suffices to show that
‖χQ‖X1 · ‖χQ‖X2 . ‖χQ‖Y for every cube Q.
Note that 1 = 12p′1
+ 12p′2
+ 12p . The Ho¨lder inequality yields that
|Q| =
∫
Q
ω1(x)
1
2p′
1
− 12ω2(x)
1
2p′
2
− 12 v~ω(x)
1
2p dx
≤
(∫
Q
ω
1−p′1
1 (x)dx
) 1
2p′1
(∫
Q
ω
1−p′2
2 (x)dx
) 1
2p′2
(∫
Q
v~ω(x)dx
)1/2p
.
Using the property of Ap weight, we have(∫
Q
ωj(x)dx
)1/pj (∫
Q
ωj(x)
1−p′jdx
)1/p′j
. |Q|.
Then
2∏
j=1
(∫
Q
ωj(x)dx
)1/pj (∫
Q
ωj(x)
1−p′jdx
)1/p′j
. |Q|2 .
2∏
j=1
(∫
Q
ωj(x)
1−p′jdx
)1/p′j (∫
Q
v~ω(x)dx
)1/p
,
which implies that
2∏
j=1
(∫
Q
ωi(x)dx
)1/pi
.
(∫
Q
v~ω(x)dx
)1/p
,
that is,
‖χQ‖X1 · ‖χQ‖X2 . ‖χQ‖Y for every cube Q.
This completes the proof of that (3) =⇒ (1). 
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Remark 4.13. Using [16, Theorem 1.6], the weight condition (3) in Corollary 4.12 can be replaced
by ~ω = (ω1, · · · , ωm) ∈ A~P with ωj ∈ A∞ for 1 ≤ j ≤ m.
Similarly, invoking [8, Theorem 1.4] and applying Propositions 3.1 and 3.3, for the commutators of
multilinear fractional integrals we can obtain the following result.
Corollary 4.14. Let m, n ∈ N, 0 < α < mn, 1 < p1, · · · , pm <∞, 1p = 1p1 + · · ·+ 1pm , 1q = 1p− αn , ~ω =
(ω1, · · · , ωm) ∈ A~P ,q, ω
pj
j ∈ A∞ (j = 1, · · · ,m), ν~ω =
∏m
j=1 ωj. Then for any fixed i ∈ {1, · · · ,m},
b ∈ BMO(Rn) ⇐⇒ [b, Iα,m]i : Lp1(ωp11 )× · · · × Lpm(ωpmm )→ Lq(νq~ω).
4.3. Lipschitz Function Spaces and Commutators. The investigation on the characterization of
Lipschitz spaces via the boundedness of commutators in certain function spaces has also attracted a
number of attentions. In this subsection, we will apply our general theorem to present several new
developments in this topic.
4.3.1. Lipβ(R
n) and commutators. In 1978, Janson [25] first proved that for 0 < β < 1, b ∈ Lipβ(Rn)
if and only if [b, T0] is bounded from L
p(Rn) to Lq(Rn) for 1 < p < q <∞ with 1/q = 1/p−β/n. Later
on, Paluszynski [36] established the corresponding result for the commutator of Riesz potential [b, Iα],
and extended these results to the boundedness of (Lp, F˙ β,∞q ), where F˙
β,∞
q denotes the homogeneous
Triebel-Lizorkin spaces (see [36]).
In 1965, Caldero´n [3] showed that for 1 < p <∞ and Ω ∈ L(log+ L)(Sn−1) satisfying that∫
Sn−1
Ω(x′)x′jdσ(x
′) = 0, j = 1, · · · , n. (4.8)
Then
b ∈ Lip(Rn) =⇒ [b, T−1] : Lp(Rn)→ Lp(Rn), (4.9)
and ‖[b, T−1]‖Lp(Rn)→Lp(Rn) . ‖b‖Lip(Rn). Recently, Chen, Ding and Hong [9] obtained the following
result.
Theorem J (cf. [9]) Let 1 < p < ∞. Suppose that b ∈ L1loc(Rn) and Ω ∈ Lip(Sn−1) satisfying
(2.3) and (4.8). Then the following statements are equivalent:
(i) b ∈ Lip(Rn),
(ii) [b, T−1] is bounded on Lp(Rn),
(iii) [b, T−1] is bounded from L1(Rn) to L1,∞(Rn).
Using Proposition 2.5, we can weaken the condition of Ω in Theorem J as follows.
Corollary 4.15. Let 1 < p < ∞. Suppose that b ∈ L1loc(Rn), Ω ∈ L(log+ L)(Sn−1) satisfying (2.3)
and (4.8). If there exist a open E ⊂ Sn−1 and constants c and C such that
c 6 Ω(x′) 6 C, ∀x′ ∈ E, where 0 < c < C or c < C < 0, (4.10)
then the following statements are equivalent:
(1) b ∈ Lip(Rn),
(2) [b, T−1] is bounded on Lp(Rn),
(3) [b, T−1] is bounded from Lp(Rn) to Lp,∞(Rn),
In particular, if Ω ∈ C(Sn−1), then (4.10) holds, and the three statements above are equivalent.
Furthermore, if Ω ∈ Lipβ(Sn−1)(0 < β < 1), then
b ∈ Lip(Rn)⇐⇒ [b, T−1] : L1(Rn)→ L1,∞(Rn).
Proof. (1)⇒ (2)⇒ (3) directly follow from (4.9) and Lp(Rn) ⊂ Lp,∞(Rn).
Now we verify (3) ⇒ (1). Take X = Lp(Rn), Y = Lp,∞(Rn), Y˜ = Lp˜,1(Rn) where 1/p˜ = 1/p+ 1,
Z = L1(Rn), and take α = −1, µ(Q) = |Q|(n+1)/n. Recalling Lip(Rn) = BMOµ with µ(Q) =
|Q|(n+1)/n, this conclusion follows immediately from Proposition 2.5 and Lemma 4.1.
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Moreover, for Ω ∈ Lipβ(Sn−1) (0 < β < 1) and b ∈ Lip(Rn), it is easy to verify that K(x, y) =
Ω(x−y)
|x−y|n+1 (b(x) − b(y)) is a standard kernel. Since Ω ∈ Lipβ(Sn−1) ⊂ L(log+ L)(Sn−1), by (4.9) again,
we get the Lp(Rn)- boundedness of [b, T−1] for 1 < p < ∞. Furthermore, the L1(Rn) → L1,∞(Rn)
boundedness of [b, T−1] follows from the standard arguments. For the inverse direction, we take
X = L1(Rn), Y = Y˜ = L1,∞(Rn), Z = L∞(Rn), and take α = −1, µ(Q) = |Q|(n+1)/n. Then the
desired conclusion follows immediately from Theorem 2.1, Proposition 2.3 and Lemma 4.1. 
For the generalization of characterized theorem of Lipβ(R
n) (0 < β < 1) in [25, 36], we will leave
it to the next subsection for more general weighted version.
4.3.2. Lipβ,ω(R
n) and commutators. This subsection is devoted to the characterization of the weighted
Lipschitz spaces Lipβ,ω. In [24], Hu and Gu first established the following results, which can be
regarded as the weighted version of the results in [25, 36].
Theorem K (cf. [24]) (i) Let 1 < p, q < ∞, 1/q = 1/p− β/n, 0 < β < 1, ω ∈ A1(Rn). Let T
be the Calderon-Zygmund operator associated with K. Suppose that there is a ball B ∈ Rn such that
1/K can be expended an absolutely convergent Fourier series. Then for b ∈ L1loc(Rn),
b ∈ Lipβ,ω ⇐⇒ [b, T ] : Lp(ω)(Rn)→ Lq(ω1−q)(Rn);
(ii) Let 0 < α < n, 0 < β < 1 with 0 < α+ β < n, 1 < p < n/(α+ β), 1/q = 1/p− (α+ β)/n and
ω ∈ A1. Then for b ∈ L1loc(Rn) and the commutator of Riesz potential [b, Iα], we have
b ∈ Lipβ,ω ⇐⇒ [b, Iα] : Lp(ω)→ Lq(ω1−(1−α/n)q).
Subsequently, under assuming Ω satisfies certain Ls-Dini conditions and b ∈ Lipβ,ω, Lin, Liu and
Pan [30] (resp., Liu and Zhou [31]) proved that [b, Tα] (resp. [b, T0]) is bounded from L
p(ω) to
Lq(ω1−(1−α/n)q) for 0 < β < 1, 0 < α < n (resp., α = 0) with 0 < β + α < n, 1 < p < n/(α+ β) and
1/q = 1/p− (α+β)/n. But it is not clear whether the corresponding converse result in [30, 31] is also
true.
Applying our general theorem, we can establish the following result.
Corollary 4.16. Let 1 < p, q <∞, 1/q = 1/p− (α+β)/n, 0 < β < 1, 0 ≤ α < n with 0 < α+β < n,
ω be a doubling weight, and Tα be the integral operator associated to the kernel Ω with nonzero
homogeneous function of degree 0 and satisfying (2.3) for α = 0. Suppose that there exists an open
subset E ⊂ Sn−1 such that
lim
r→0
1
σ(B(x′, r) ∩ Sn−1)
∫
B(x′,r)∩Sn−1
|Ω(z′)− Ω(x′)|dσ(z′) = 0.
For b ∈ L1loc(Rn), we have
[b, Tα] : L
p(ω)→ Lq(ω1−(1−α/n)q) =⇒ b ∈ Lipβ,ω. (4.11)
Proof. Take X = Lp(ω), Y = Y˜ = Lq(ω1−(1−α/n)q), Z = L∞, µ(Q) = ω(Q)1+β/n. Observing that
1 + β/n− 1/p = 1− 1/q − α/n ≥ 0, we have q(1 − α/n) ≥ 1. Thus, Ho¨lder’s inequality yields that
|Q| =
∫
Rn
ω(x)
1
q(1−α/n)
−1ω(x)1−
1
q(1−α/n) dx
≤
(∫
Rn
ω(x)1−q(1−α/n)dx
) 1
q(1−α/n)
(∫
Rn
ω(x)dx
)1− 1
q(1−α/n)
=‖χQ‖
1
1−α/n
Y ω(Q)
1− 1
q(1−α/n) .
It implies |Q|1−α/n . ‖χQ‖Y ω(Q)1−α/n−1/q. Using this inequality and 1/q = 1/p − (α + β)/n, we
deduce ‖χQ‖X . ‖χQ‖Y µ(Q)|Q|α/n−1 for all cubes Q. Then the desired conclusion immediately
follows from Theorem 2.1 and Proposition 2.3. 
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Moreover, we can get the following characterization of Lipβ,ω via boundedness of [b, Tα] in weighted
Lebesgue spaces, which is an essential improvement of Theorems 1.1 and 1.2 in [24].
Corollary 4.17. Let 1 < p, q <∞, 1/q = 1/p− (α+β)/n, 0 < β < 1, 0 ≤ α < n with 0 < α+β < n,
ω ∈ A1 and Tα be the integral operator associated to the kernel Ω with nonzero homogeneous function
of degree 0 and satisfying (2.3) for α = 0. Suppose that Ω ∈ C(Sn−1). Then for b ∈ L1loc(Rn), we
have
b ∈ Lipβ,ω ⇐⇒ [b, Tα] : Lp(ω)→ Lq(ω1−(1−α/n)q).
Proof. (=⇒): For Ω ∈ C(Sn−1), by the similar arguments in the proofs of [24, Theorem 1.1 (a) and
Theorem 1.2 (a)], we can get the desired result. Here we omit the details.
(⇐=): Notice that if Ω ∈ C(Sn−1), then
lim
r→0
1
σ(B(x′, r) ∩ Sn−1)
∫
B(x′,r)∩Sn−1
|Ω(z′)− Ω(x′)|dσ(z′) = 0.
Therefore, the desired conclusion directly follows from Corollary 4.16.

4.4. Commutators on Morrey spaces. Let p ∈ (0,∞). We call that f ∈ Lploc belongs to Morrey
space Mp,λ with −n/p ≤ λ < 0, if
‖f‖Mp,λ := sup
Q
1
|Q|λ/n
(
1
|Q|
∫
Q
|f(y)|pdy
)1/p
<∞,
where Q denotes any cube contained in Rn. When λ = −p/λ, Mp,λ(Rn) coincides with the Lebesgue
space Lp(Rn).
It is well known that the Morrey space Mp,λ(Rn) is connected to certain problems in elliptic PDEs
and was first introduced by Morrey in [34]. Later on, the Morrey spaces were found to have many
applications to the Navier-Stokes equations, the Schro¨dinger equations, elliptic equations and potentia
analysis etc. (see [12, 13, 14, 19, 26, 40, 42] et al.).
Here, as applications of our main results, we focus on the characterization of BMOµ via boound-
edness of commutators in Morrey spaces. At first, we present an auxiliary lemma as follows.
Lemma 4.18. Suppose 0 < p < ∞, −n/p ≤ λ < 0, 1/p˜ = 1 + 1/p, λ˜ = λ − n. Let Y = Mp,λ,
Y˜ =M p˜,λ˜, Z = L1. Then
Y · Z ⊂ Y˜ , ‖χQ‖Y˜ ∼ ‖χQ‖Y · ‖χQ‖Z .
Proof. A direct calculation yields that
‖fg‖M p˜,λ˜ =sup
Q
1
|Q|λ˜/n
(
1
|Q|
∫
Q
|f(y)g(y)|p˜dy
)1/p˜
. sup
Q
1
|Q|λ˜/n+1/p˜
(∫
Q
|f(y)|pdy
)1/p
· ‖g‖L1
∼ sup
Q
1
|Q|λ/n
(
1
|Q|
∫
Q
|f(y)|pdy
)1/p
· ‖g‖L1 = ‖f‖Mp,λ · ‖g‖L1.
(4.12)
Thus,
Y · Z = Mp,λ · L1 ⊂Mp˜,λ˜ = Y˜ .
More over, for any cube Q,
‖χQ‖Mp,λ ∼ |Q|−λ/n.
Thus,
‖χQ‖Y˜ ∼ |Q|−λ˜/n = |Q| · |Q|−λ/n ∼ ‖χQ‖Y ‖χQ‖Z .
This completes the proof of Lemma 4.18. 
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As an application of Proposition 2.5, we can establish the following result, which is an essential
improvement of [41, Theorem 1.1] and [46, Theorem 1.2], in which Ω ∈ C∞(Sn−1) was assumed.
Corollary 4.19. Let 0 < β < 1, 0 ≤ α < n with α + β < n, 1 < p, q < ∞, 1/q = 1/p− (α + β)/n,
α+ β + λ < 0, −n/p ≤ λ < 0. Set ν = α+ β + λ. Suppose Ω ∈ L∞(Sn−1) is a nonzero homogeneous
function of degree 0 and satisfies (2.3) for α = 0. If there exist some open subset E ⊂ Sn−1, and
constants c and C such that
c 6 Ω(x′) 6 C, ∀x′ ∈ E,
where 0 < c < C or c < C < 0, then the following two statements are equivalent:
(1) b ∈ Lipβ(Rn),
(2) [b, Tα] is bounded from L
p(Rn) to Lq(Rn),
(3) [b, Tα] is bounded from M
p,λ(Rn) to M q,ν(Rn).
In particular, if Ω ∈ C(Sn−1), then the above conclusions holds.
Proof. (1) ⇒ (2) follows by Hardy-Littlewood-Sobolev inequality and following dominated estimate
of Tα:
|[b, Tα](f)(x)| 6
∫
Rn
Ω(x− y)
|x− y|n |b(x)− b(y)||f(y)|dy
6‖b‖Lipβ(Rn)‖Ω‖L∞(Sn−1)
∫
Rn
1
|x− y|n−α−β |f(y)|dy
.Iα+β |f |(x).
Moreover, this together with the boundedness of Iβ in Morrey spaces (see [37]) implies that (1)⇒ (3).
Next, we verify (3) ⇒ (1). Take X = Mp,λ(Rn), Y = M q,ν(Rn), Z = L1(Rn), Y˜ = M q˜,ν˜(Rn),
where 1/q˜ = 1+1/q, ν˜ = ν−n, and choose µ(Q) = |Q|1+β/n, then the conclusion follows immediately
by Proposition 2.5 and Lemma 4.18.
Finally, (2)⇒ (1) can be verified by taking X = Lp(Rn), Y = Lq(Rn), Z = L1(Rn), Y˜ = Lq˜(Rn),
where 1/q˜ = 1 + 1/q, and taking µ(Q) = |Q|1+β/n in Proposition 2.5. 
Remark 4.20. We remark that the above corollary is also valid for β = 0, i.e., for replacing Lipβ
by BMO, which gives a new characterization of BMO(Rn) and can be regarded as an essential
improvement of the previous results in [17] et al. We leave the details for the interested readers.
Applying Proposition 2.5 again, we also have the following result, which is an essential improvement
of [9, Theorem 1.5 and Corollary 1.10 (iv)].
Corollary 4.21. Let 0 < β ≤ 1, 1 < p < ∞, −n/p ≤ λ < 0. Suppose Ω ∈ L∞(Sn−1) is a nonzero
homogeneous function of degree 0 and satisfies (2.3), and (4.8) if β = 1. If there exist some open
subset E ⊂ Sn−1, and constants c and C such that
c 6 Ω(x′) 6 C, ∀x′ ∈ E,
where 0 < c < C or c < C < 0, then for the following two statements:
(1) b ∈ Lipβ(Rn),
(2) [b, T−β] is bounded from Mp,λ(Rn) to Mp,λ(Rn),
we have (1)⇐⇒ (2) for β = 1, and (2) =⇒ (1) for β ∈ (0, 1).
In particular, if Ω ∈ C(Sn−1), then the above conclusions hold.
Proof. Note that
Ω(x− y)
|x− y|n+β |b(x)− b(y)| . ‖b‖Lipβ(Rn)‖Ω‖L∞(Sn−1) ·
1
|x− y|n ,
By (4.9) and [10, Theorem 1.8], we get that (1)⇒ (2) for β = 1.
To verify (2) =⇒ (1), we take X = Y = Mp,λ(Rn), Z = L1(Rn), Y˜ = M p˜,λ˜(Rn), where 1/p˜ =
1 + 1/p, λ˜ = λ − n, and take α = −β, µ(Q) = |Q|1+β/n in Proposition 2.5, then (2) ⇒ (1) follows
immediately from Proposition 2.5 and Lemma 4.18. 
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