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Abstract
In this work we obtain some new results concerning the existence of solutions to an impulsive first-order,
nonlinear ordinary differential equation with periodic boundary conditions. The ideas involve differential
inequalities and Schaefer’s fixed-point theorem.
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1. Introduction
The area of “impulsive” differential equations is a versatile field of modern, applied analysis
that allows the modelling of phenomena where sudden, discontinuous jumping processes occur.
Such processes are naturally seen in such fields as: chemotherapy; population dynamics; optimal
control; ecology; industrial robotics; biotechnology and physics. We refer the reader to [2,7,11,
13,16,22] and references therein for some nice examples and applications.
Traditional (non-impulsive) differential equations are rather ill-equipped to treat the above
impulsive phenomena and the greater flexibility that impulsive differential equations provide
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applications naturally motivating a deeper theoretical study of the subject.
This paper considers the existence of solutions to the following first-order differential equation
with periodic boundary conditions:
x′ = f (t, x), t ∈ [0,N], t = t1; (1)
x(0) = x(N), 0 < N ∈R; (2)
where: f : [0,N ]×Rn →Rn is continuous on (t,p) ∈ [0,N] \ {t1}×Rn and possibly nonlinear;
and the impulse at t = t1 is given by a continuous function I1 :Rn →Rn with
x
(
t+1
) = x(t−1 ) + I1(x(t1)), t1 ∈ (0,1), t1 fixed; (3)
using the notation x(t−1 ) := limt→t−1 x(t) and x(t
+
1 ) := limt→t+1 x(t).
Equations (1)–(3) are collectively known as an impulsive boundary value problem (BVP) with
periodic boundary conditions.
The article is organised as follows. In Section 2 we present some preliminary ideas associated
with the impulsive BVP (1)–(3). Section 3 contains the main results of the paper and is devoted
to the existence of solutions to (1)–(3). There, differential inequalities are introduced, developed
and applied (in the impulsive equation setting), in conjunction with Schaefer’s theorem [10,
Theorem 4.4.12], to prove the existence of at least one solution to (1)–(3). The main ideas rely
on a priori bounds on solutions to a certain family of integral operator equations, with the operator
being compact.
Our new results compliment and extend those of [8,11,12,17] in the sense that we allow super-
linear growth of ‖f (t,p)‖ in ‖p‖. In particular, in Section 4 an example is presented to which
our new results apply, but those of [8,11,12,17] do not.
We remark that we could consider impulsive BVPs with an arbitrary number of impulses Ii ,
so that (3) could take the form, for i = 1, . . . , p
x
(
t+i
) = x(t−i ) + Ii(x(ti)), each ti ∈ (0,1) and fixed.
However, for clarity and brevity, we restrict our attention to BVPs with one impulse. In addition,
the difference between the theory of one or an arbitrary number of impulses is quite minimal.
Our new results were particularly motivated by the recent works [8,20].
To understand the notation used above and the ideas in the remainder of the paper, we now
briefly introduce some appropriate concepts connected with impulsive differential equations.
Most of the following notation comes from [8] and further information can be found in [1–7,
11–16,22].
We assume that
f
(
t+1 , x
) := lim
t→t+1
f (t, x) and f (t−1 , x) := lim
t→t−1
f (t, x)
both exist with f (t−1 , x) = f (t1, x). We introduce and denote the Banach space PC([0,N];Rn)
by
PC
([0,N ];Rn) := {u : [0,N] →Rn, u ∈ C([0,N] \ {t1};Rn),
u is left continuous at t = t1, the right-hand limit u
(
t+1
)
exists
}
with the norm
‖u‖PC := sup
∥∥u(t)∥∥;t∈[0,N ]
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Let t0 = 0 and t2 = N . In a similar fashion to the above, define and denote the Banach space
PC1([0,N ];Rn) by
PC1
([0,N ];Rn) := {u ∈ PC([0,N];Rn), u|(tk,tk+1) ∈ C1((tk, tk+1);Rn)
for k = 0,1 and the limits u′(t+1 ), u′(t−1 ) exist
}
with the norm
‖u‖PC1 := max
{∥∥u(t)∥∥PC,∥∥u′(t)∥∥PC}.
A solution to the impulsive BVP (1)–(3) is a function x ∈ PC1([0,N];Rn) that satisfies (1)–
(3) for each t ∈ [0,N ].
For additional applications of the theory of impulsive differential equations the reader is re-
ferred to [6,9,14,15,18,19,21,23,24].
2. Operator formulation
In this section we reformulate the impulsive BVP (1)–(3) as an appropriate integral equation
so that potential solutions to the integral equation will be solutions to the impulsive BVP (1)–(3).
The motivation behind this approach is to define a suitable integral operator with fixed-points of
the operator corresponding to solutions of the BVP (1)–(3).
The following preliminary results are parallel to those of [13, Sections 2, 3] in the sense that
they are minor extensions from the scalar (n = 1) impulsive BVP case to the vector (n  1)
impulsive BVP case. We include these results to keep the paper self-contained for the benefit of
the reader.
Note that (1)–(3) is not necessarily invertible, that is, we may be unable to equivalently rewrite
(1)–(3) in the integral form. However, if we consider the following equivalent impulsive BVP
with 0 = μ ∈R
x′ + μx = f (t, x) + μx, t ∈ [0,N], t = t1; (4)
x(0) = x(N); (5)
x
(
t+1
)= x(t−1 ) + I1(x(t1)); (6)
then we may invert the impulsive BVP (4)–(6) as the following lemma illustrates.
Note above that the multiplication of the (possibly) vector-valued x by the scalar-valued μ is
done in a component-wise fashion.
Lemma 2.1. Consider the impulsive BVP (4)–(6) with 0 = μ ∈R. Let f : [0,N]×Rn →Rn and
I1 :Rn →Rn both be continuous.
(i) If x ∈ PC1([0,N ];Rn) is a solution of (4)–(6) then
x(t) =
N∫
0
g(t, s)
[
f
(
s, x(s)
)− x(s)]ds + g(t, t1)I1(x(t1)), t ∈ [0,N]; (7)
where
g(t, s) := 1
1 − e−μN
{
e−μ(t−s), for 0 s  t N;
e−μ(N+t−s), for 0 t < s N.
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Proof. The proof follows similar lines to that of [13, Lemma 2.1].
(i) Let x ∈ PC1([0,N];Rn) and from (4) consider
d
dt
(
xeμt
)= eμtx′ + eμtμx = eμtf (t, x);
where the multiplication of the (possibly) vector-valued x, x′ and f by the scalar-valued eμt is
done in a component-wise fashion.
Integrating the above expression from t1 to t with t ∈ (t1,N] we have
x(t)eμt = x(t+1 )eμt1 +
t∫
t1
eμsf
(
s, x(s)
)
ds.
A similar integration from 0 to t1 shows that
x(t−1 )e
μt1 = x(0) +
t1∫
0
eμtf
(
t, x(t)
)
dt.
Hence adding the two previous expressions we then have
x(t)eμt = x(0) + x(t+1 )eμt1 − x(t1)eμt1 +
t∫
0
eμsf
(
s, x(s)
)
ds
= x(0) + eμt1I1
(
x(t1)
)+
t∫
0
eμsf
(
s, x(s)
)
ds. (8)
Letting t = N in the previous expression and using the boundary conditions we obtain
x(N)eμN = x(0) + eμt1I1
(
x(t1)
)+
N∫
0
eμsf
(
s, x(s)
)
ds
= eμNx(0).
A rearrangement then gives
x(0) = e
μt1
eμN − 1I1
(
x(t1)
)+ 1
eμN − 1
N∫
0
eμtf
(
t, x(t)
)
dt
which is substituted into (8) and a rearrangement leads to (7).
(ii) Let x ∈ PC([0,N];Rn) be a solution to (7). Since f is continuous it is easy to see that
x ∈ PC1([0,N ];Rn). To verify that x also satisfies the impulsive BVP (4)–(6) just differentiate
(7) to obtain (4) and also show that (5) and (6) hold by direct substitution. 
In view of Lemma 2.1 we now introduce a suitable operator that will be useful in the sense
that fixed-points of the operator will be solutions of the impulsive BVP (4)–(6).
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I1 :Rn → Rn both be continuous. Let g be defined as in Lemma 2.1 and consider the mapping
T : PC([0,N ];Rn) → PC([0,N];Rn) defined by
T x(t) :=
N∫
0
g(t, s)
[
f
(
s, x(s)
)− x(s)]ds + g(t, t1)I1(x(t1)), t ∈ [0,N]. (9)
If T has a fixed-point q , that is T q = q for some q ∈ PC([0,N];Rn), then this fixed-point q is
also a solution to the impulsive BVP (4)–(6).
Proof. The result immediately follows from Lemma 2.1. 
Our topologically-inspired fixed-point theorem that will be used to guarantee the existence of
at least one fixed-point of T requires that T be a compact map [10, pp. 54–55]. We now illustrate
that this is true for the above T in (9).
Definition 2.3. Suppose that E and F are real normed spaces with M ⊂ E. The mapping
H :M → F is compact if: (a) H is continuous; and (b) for every bounded subset A of M , H(A)
is a relatively compact subset of F—that is, H(A) is a compact set in the sense that it can be
covered by a finite number of balls of radius ε.
Lemma 2.4. Consider (9) with 0 = μ ∈ R. Let f : [0,N] × Rn → Rn and I1 :Rn → Rn both
be continuous. Then T : PC([0,N];Rn) → PC([0,N];Rn) is a compact map in the sense of
Definition 2.3.
Proof. This follows in a step-by-step process as in the argument of [13, Lemma 3.2] and so is
omitted. 
3. Existence
In this section we obtain some new existence results for (1)–(3). The ideas use novel differ-
ential inequalities in the impulsive equation setting and standard fixed-point methods of integral
operators. In particular, Schaefer’s theorem [10, Theorem 4.4.12] is employed.
Theorem 3.1 (Schaefer). Let X be a normed space with H :X → X a compact mapping. If the
set
S := {u ∈ X: u = λHu for some λ ∈ [0,1)}
is bounded then H has at least one fixed-point.
We are now ready to present our new existence results.
Theorem 3.2. Consider the impulsive BVP (1)–(3) with f : [0,N]×Rn →Rn and I1 :Rn →Rn
both being continuous. If there exist non-negative constants α, K , β , L such that:∥∥f (t,p) − p∥∥ 2α〈p,f (t,p)〉+ K, for all (t,p) ∈ [0,N] \ {t1} ×Rn; (10)∥∥I1(q)∥∥ β‖q‖ + L, for all q ∈Rn; (11)
βeN < eN − 1; (12)
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Proof. We consider the equivalent impulsive BVP to (1)–(3), namely,
x′ − x = f (t, x) − x, t ∈ [0,N], t = t1; (13)
x(0) = x(N); (14)
x
(
t+1
) = x(t−1 ) + I1(x(t1)). (15)
From Lemma 2.1 with μ = −1 we know that the impulsive BVP (13)–(15) is equivalent to
x(t) =
N∫
0
g1(t, s)
[
f
(
s, x(s)
)− x(s)]ds + g(t, t1)I1(x(t1)), t ∈ [0,N ]; (16)
where
g1(t, s) := 11 − eN
{
et−s , for 0 s  t N;
eN+t−s , for 0 t < s N.
Note that G1 := sup(t,s)∈[0,N ]2 |g1(t, s)| e
N
eN−1 .
Let us define T1 : PC([0,N];Rn) → PC([0,N];Rn) by
T1x(t) :=
N∫
0
g1(t, s)
[
f
(
s, x(s)
)− x(s)]ds + g1(t, t1)I1(x(t1)), t ∈ [0,N]. (17)
Thus, by Lemma 2.2 (with μ = −1) the fixed-points of T1 will correspond to solutions of (13)–
(15) and hence to (1)–(3). From Lemma 2.4 we know that T1 is a compact map. In order to show
that T1 has at least one fixed-point, we apply Schaefer’s theorem by showing that all potential
solutions to
x = λT1x, λ ∈ [0,1]; (18)
are bounded a priori, with the bound being independent of λ. With this in mind, let x be a solution
to (18). Note that x is also a solution to
x′ − x = λ[f (t, x) − x], t ∈ [0,N], t = t1; (19)
x(0) = x(N); (20)
x
(
t+1
) = x(t−1 ) + λI1(x(t1)). (21)
We then have, for each t ∈ [0,N],∥∥x(t)∥∥ = λ∥∥T1x(t)∥∥
G1
[ N∫
0
λ
∥∥f (s, x(s))− x(s)∥∥ds + λ∥∥I1(x(t1))∥∥
]
G1
[ N∫
2α
〈
x(s), λf
(
s, x(s)
)〉+ λK ds + β∥∥x(t1)∥∥+ L
]0
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[ N∫
0
2α
〈
x(s), λf
(
s, x(s)
)+ (1 − λ)x(s)〉+ K ds + β∥∥x(t1)∥∥+ L
]
= G1
[ N∫
0
2α
〈
x(s), x′(s)
〉+ K ds + β∥∥x(t1)∥∥+ L
]
= G1
[ N∫
0
α
d
ds
(∥∥x(s)∥∥2)+ K ds + β∥∥x(t1)∥∥+ L
]
= G1
[
α
(∥∥x(N)∥∥2 − ∥∥x(0)∥∥2)+ KN + β∥∥x(t1)∥∥+ L]
= G1
[
KN + β∥∥x(t1)∥∥+ L]
 e
N
eN − 1
[
KN + β∥∥x(t1)∥∥+ L].
Thus, taking the supremum and rearranging we obtain
sup
t∈[0,N ]
∥∥x(t)∥∥ [KN + L]eN
(1 − β)eN − 1 .
Thus we see that the bound on all possible solutions to (18) is independent of λ and Schaefer’s
theorem applies, yielding the existence of at least one fixed-point to (17) and thus (1)–(3) has at
least one solution. 
Theorem 3.2 may be suitably modified to include an alternate class of f as follows.
Theorem 3.3. Consider the impulsive BVP (1)–(3) with f : [0,N]×Rn →Rn and I1 :Rn →Rn
both being continuous. Let the conditions of Theorem 3.2 hold with (10) replaced by∥∥f (t,p) + p∥∥−2α〈p,f (t,p)〉+ K, for all (t,p) ∈ [0,N] \ {t1} ×Rn. (22)
Then the impulsive BVP (1)–(3) has at least one solution.
Proof. The proof is a variation to that of Theorem 3.2 and so is only sketched. Consider the
impulsive BVP
x′ + x = f (t, x) + x, t ∈ [0,N], t = t1; (23)
x(0) = x(N); (24)
x
(
t+1
)= x(t−1 ) + I1(x(t1)). (25)
From Lemma 2.1 (with μ = 1) the impulsive BVP (23)–(25) is equivalent to
x(t) =
N∫
0
g2(t, s)
[
f
(
s, x(s)
)+ x(s)]ds + g2(t, t1)I1(x(t1)), t ∈ [0,N]; (26)
where
g2(t, s) := 1 −N
{
e−(t−s), for 0 s  t N;
−(N+t−s)1 − e e , for 0 t < s N.
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N
eN−1 . Let us define T2 : PC([0,N];Rn) → PC([0,N];
R
n) by
T2x(t) :=
N∫
0
g2(t, s)
[
f
(
s, x(s)
)+ x(s)]ds + g2(t, t1)I1(x(t1)), t ∈ [0,N]. (27)
In a similar fashion to the proof of Theorem 3.2, we show that all potential solutions to
x = λT2x, λ ∈ [0,1]; (28)
are bounded a priori, with the bound being independent of λ. With this in mind, let x be a solution
to (28). Note that x is also then, a solution to
x′ + x = λ[f (t, x) + x], t ∈ [0,N], t = t1; (29)
x(0) = x(N); (30)
x
(
t+1
) = x(t−1 ) + λI1(x(t1)). (31)
We then have, for each t ∈ [0,N],∥∥x(t)∥∥ = λ∥∥T2x(t)∥∥
G2
[ N∫
0
λ
∥∥f (s, x(s))+ x(s)∥∥ds + λ∥∥I1(x(t1))∥∥
]
G2
[ N∫
0
−α d
ds
(∥∥x(s)∥∥2)+ K ds + β∥∥x(t1)∥∥+ L
]
= G2
[−α(∥∥x(N)∥∥2 − ∥∥x(0)∥∥2)+ KN + β∥∥x(t1)∥∥+ L]
= G2
[
KN + β∥∥x(t1)∥∥+ L].
Thus, taking the supremum and rearranging we obtain the desired bound. We see that the bound
on all possible solutions to (28) is independent of λ and Schaefer’s theorem applies, yielding the
existence of at least one fixed-point to (27) and thus (1)–(3) has at least one solution. 
There are a myriad of important corollaries and extensions to the results in this section and
we briefly discuss some cases.
The following two results are, respectively, special cases of Theorems 3.2 and 3.3. The proofs
involve taking α = 0 and choosing K to be larger than the assumed bound on f (t,p) ± p on
(t,p) ∈ [0,N ] \ {t1} ×Rn.
Corollary 3.4. Let the conditions of Theorem 3.2 hold with (10) replaced by “f (t,p) − p is
bounded for (t,p) ∈ [0,N]\{t1}×Rn.” Then the impulsive BVP (1)–(3) has at least one solution.
Corollary 3.5. Let the conditions of Theorem 3.3 hold with (22) replaced by “f (t,p) + p is
bounded for (t,p) ∈ [0,N]\{t1}×Rn.” Then the impulsive BVP (1)–(3) has at least one solution.
In a similar fashion to the above, we may consider bounded impulses I1, as illustrated in the
following corollary to Theorems 3.2 and 3.3. The proof involves taking β = 0 and choosing L to
be greater than the assumed bound on I1.
910 J. Chen et al. / J. Math. Anal. Appl. 331 (2007) 902–912Corollary 3.6. Let the conditions of Theorem 3.2 or Theorem 3.3 hold with (11) and (12) replaced
by “I1(q) is bounded for q ∈Rn.” Then the impulsive BVP (1)–(3) has at least one solution.
Attention now turns to extending the conditions of Theorems 3.2 and 3.3, in particular,
inequalities (10) or (22) may be relaxed by the use of general C1 “bounding” functions
V :Rn →R. Define ∇V by
∇V :=
(
∂V
∂x1
, . . . ,
∂V
∂xn
)
.
Theorem 3.7. Consider the impulsive BVP (1)–(3) with f : [0,N]×Rn →Rn and I1: Rn →Rn
both being continuous. Let β and L be non-negative constants such that (11) and (12) hold. If
there exists a C1 function V :Rn →R and non-negative constants α and K such that
λ
∥∥f (t,p) − p∥∥ α〈∇V (p),λf (t,p) + (1 − λ)p〉+ K,
for all (t,p,λ) ∈ [0,N] \ {t1} ×Rn × [0,1]. (32)
Then the impulsive BVP (1)–(3) has at least one solution.
Proof. The proof is very similar to that of Theorem 3.2 and so is omitted. 
Similarly, the following result may be obtained.
Theorem 3.8. Let the conditions of Theorem 3.7 hold with (32) replaced by:
λ
∥∥f (t,p) + p∥∥−α〈∇V (p),λf (t,p) + (λ − 1)p〉+ K,
for all (t,p,λ) ∈ [0,N] \ {t1} ×Rn × [0,1].
Then the impulsive BVP (1)–(3) has at least one solution.
See that Theorems 3.7 and 3.8 are more general, in an abstract sense, than Theorems 3.2
and 3.3. In Theorems 3.2 and 3.3 we have chosen V (p) = ‖p‖2 and so Theorems 3.2 and 3.3
may be viewed as more concrete than Theorems 3.7 and 3.8.
4. An example
In this section an example is presented to highlight the theory. The results of the previous
section are new for both scalar- and vector-valued f and so for brevity we restrict our attention
to scalar-valued impulsive BVPs, although we remark that it is not difficult to construct a vector-
valued f such that the conditions of Section 2 are satisfied.
Example 4.1. Consider the scalar (n = 1), impulsive BVP given by
x′ = x3 + x + t, t ∈ [0,10], t = t1;
x(0) = x(10);
x
(
t+1
)= x(t−1 ) + x(t1)/2.
We claim that the above impulsive BVP has at least one solution.
J. Chen et al. / J. Math. Anal. Appl. 331 (2007) 902–912 911Proof. Let f (t,p) = p3 +p + t and see that |f (t,p)−p| |p3| + 10 for (t,p) ∈ [0,10] ×R.
For α and K to be chosen below, see that
2αpf (t,p) + K
= 2α(p4 + p2 + pt)+ K
= (p4 + 1)+ [p2 + pt + 39] for the choices α = 1/2, K = 40
= (p4 + 1)+ [(p + t/2)2 + 39 − t2/4]

(∣∣p3∣∣)+ [10]

∣∣f (t,p) − p∣∣ for all (t,p) ∈ [0,10] ×R
and thus (10) holds. It is easy to see that (11) and (12) hold for β = 1/2, L = 0 and N = 10.
Thus, all of the conditions of Theorem 3.2 hold and the solvability follows. 
The results of [8,11,12,17] do not apply to the above example since |f (t,p)| grows more than
linearly in |p|.
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