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THE SECOND INNER VARIATION OF ENERGY AND THE
MORSE INDEX OF LIMIT INTERFACES
PEDRO GASPAR
Abstract. In this article we study the second variation of the energy functional
associated to the Allen-Cahn equation on closed manifolds. Extending well known
analogies between the gradient theory of phase transitions and the theory of min-
imal hypersurfaces, we prove the upper semicontinuity of the eigenvalues of the
stability operator and consequently obtain upper bounds for the Morse index of
limit interfaces which arise from solutions with bounded energy and index without
assuming any multiplicity or orientability condition on these hypersurfaces. This
extends some recent results of N. Le [8, 9] and F. Hiesmayr [4].
1. Introduction
In this article we are interested in understanding the limit behavior of solutions
to the elliptic Allen-Cahn equation on a closed Riemannian manifold Mn, n ≥ 3,
namely u :M → R such that
(1) − ε∆u+W ′(u)/ε = 0,
as ε goes to zero. HereW is a double-well potential, such asW (u) = (1−u2)2/4. This
equation and its parabolic counterpart arise in the gradient theory of phase transition
phenomena within the van der Waals-Cahn-Hilliard theory [1]. The solutions to
these equations are known to be related to critical points of the area functional.
This connection was studied in the context of Γ-convergence by Modica-Mortola [14]
(see also [7]) where the convergence of minimizers of the associated energy functional
(2) Eε(u) =
∫
M
ε
|∇u|2
2
+
W (u)
ε
, u ∈ H1(M),
to critical points of the area functional is studied. For the corresponding problem
with the constraint
∫
M u = c we refer to Modica [13] and Sternberg [21]. Since then
strong parallels between these objects have been drawn, see e.g. the surveys [15, 17]
and the references therein.
For more general variational solutions of the Allen-Cahn equation refined results
about the limit behavior were carried out by Hutchinson-Tonegawa [5], Tonegawa
[22], Tonegawa-Wickramasekera [23] and Guaraco [3]. Roughly speaking they proved
Theorem. Let M be a closed Riemannian manifold of dimension n ≥ 3, and let
{uεk} be a sequence of solutions to (1) in M with ε = εk ↓ 0. Assume that the
sequences supM |uεk |, Eεk(uεk) and m(uεk) are bounded, where m(uε) denotes the
Morse index of uε as a critical point of Eε. Then as εk ↓ 0 its level sets accumulate
around a minimal hypersurface Γ ⊂ M which is smooth and embedded outside a
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singular set sing Γ of Hausdorff dimension at most n−8. Moreover there are positive
integers m1, . . . ,mN such that
lim
k
Eεk(uεk) = 2σ
N∑
j=1
mjH
n−1(Γj),
where Γ1, . . . ,ΓN are the connected components of Γ, and σ =
∫ 1
−1
√
W/2.
The minimal hypersurface Γ is called the limit interface associated to the corre-
sponding solutions, and the positive integers mj are the multiplicities of Γj. For a
more refined notion of convergence see Theorem 2.1 below.
Remark. For n = 2 similar conclusions hold, except the regularity of the limit
interface. In this case, the limit varifold is supported in an union Γ of geodesic arcs
with at most p = lim supkm(uεk) junction points, according to [22]. It was proved
recently by C. Mantoulidis [10] that if p = 1 then Γ is an immersed geodesic and the
possible junction point is a transverse intersection.
Using this convergence result along with min-max techniques for semilinear PDEs,
Guaraco was able to provide an alternative proof of the celebrated result of Almgren-
Pitts and Schoen-Simon about the existence of closed minimal hypersurfaces in closed
Riemannian manifolds. This phase transitions approach simplifies considerably the
variational argument of Almgren-Pitts to prove the existence of a stationary limit
but it relies on the regularity theory of Wickramasekera [25], which is a sharpening
of the classical Schoen-Simon compactness theory for stable minimal hypersurfaces.
One is led then to the problem of describing the limit interfaces which arise from
this strategy. For some results along these lines see, for instance, [24, 10], for finite
index solutions on surfaces, and [2] for least area limit interfaces.
One may expect, for example, to estimate the Morse index of limit interfaces in
terms of the stability index of the solutions. In [8] N. Le obtained such an estimate
in an Euclidean domain assuming either that the limit interface has multiplicity one,
or that it is connected and the solutions satisfy an additional hypothesis. More
precisely if {uε} are critical points for the energy functional Eε, he calculates the
second inner variation of Eε at uε – which is given by precomposing the solution
with the flow generated by a compactly supported smooth vector field – in terms
of the energy density, i.e. the measure deε = (ε|∇u|
2/2 + W (u)/ε)dHn, and the
first derivatives of uε. Le uses then a convergence result about the vector measures
ε∇uε ⊗ ∇uε dH
n to prove that the second inner variation of Eε at uε converges to
the second variation of the corresponding limit interface, plus an error term. This
strategy gives the following
Theorem ([8]). Assume {uεk} satisfy the conditions of the Theorem above. Assume
also that either
(A) m1 = . . . = mN = 1, or
(B) N = 1 and the equipartition of energy holds i.e.
lim sup
k
∫
M
∣∣∣∣εk|∇uεk |22 − W
′′(uεk)
εk
∣∣∣∣ dHn = 0.
Then the regular part of the limit interface has Morse index at most p.
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Remark. Le’s result is more general in the sense one need not to assume the
solutions have uniformly bounded index provided the limit interface is as regular
as guaranteed by Guaraco-Hutchinson-Tonegawa-Wickramasekera theorem. Further-
more, assuming also that the solutions are L1-local minimizers for Eε Le proves in
[9] the upper semicontinuity of the eigenvalues of the corresponding Jacobi operators,
see [9, Corollary 1.1] and Theorem A below.
A similar result was obtained recently by F. Hiesmayr [4] under different conditions.
Namely he assumes the limit interface is two-sided and obtains the same conclusion
about its Morse index and the eigenvalues of the stability operator. Hiesmayr’s proof
follows a completely different strategy and relies on an inductive argument which is
based on Tonegawa’s work [22] and on L2 bounds for the second fundamental form
of the level sets of the solutions to the Allen-Cahn equation. These L2 bounds can be
used to prove curvature estimates for solutions to (1) in surfaces which resemble the
estimates on the second fundamental form of stable minimal hypersurfaces obtained
by Schoen and Simon [18], see [24] and [10].
In this article we prove
Theorem A. Let M be closed Riemannian manifold of dimension n ≥ 3, and {uεk}
a sequence of solutions to (1) with ε = εk ↓ 0. Assume that there are positive
constants c0 and E0, and a nonnegative integer p such that
lim sup
k
sup
M
|uεk | ≤ c0, lim sup
k
Eεk(uεk) ≤ E0 and lim sup
k
m(uεk) ≤ p.
Then after perhaps passing to a subsequence, for all open subsets U ⊂⊂ M \ sing Γ,
the eigenvalues {λεkℓ (U)}ℓ of the linearized Allen-Cahn operator at uεℓ |U , that is
Lk = −εk∆ +W
′′(uεk)/εk, and the eigenvalues {λℓ(U)}ℓ of the Jacobi operator of
the corresponding limit interface on U , i.e. LX = −∆⊥X +(Ric(X,X)+ |AΓ|
2|X|2)
acting on compactly supported normal vector fields X on (Γ \ sing Γ) ∩ U , satisfy
lim sup
k
λεkℓ (U)
εk
≤ λℓ(U)
for all ℓ. In particular, the regular part of Γ has Morse index at most p.
This theorem extends Le’s and Hiesmayr’s results in the sense that it is not neces-
sary to assume any additional hypothesis on the limit interface. These bounds can
be compared to the recent Morse index bounds obtained by Marques and Neves [11]
in the context of Almgren-Pitts min-max theory for minimal hypersurfaces.
The existence of solutions to the Allen-Cahn equation satisfying the hypothesis of
Theorem A can be proven via topological methods, as in [20], and also by variational
techniques, such as the multiparameter min-max construction of Guaraco and the
author in [2]. In this latter strategy, our result shows that one may bound the
Morse index of the corresponding limit interfaces from above by the number of
parameters employed in the construction of solutions to (1). This is similar in spirit
to [11]. Moreover, this min-max construction for phase transitions was inspired
by Marques-Neves’ proof of Yau’s conjecture on the existence of infinitely many
minimal hypersurfaces, in the case of closed manifolds of positive Ricci curvature, via
Almgren-Pitts min-max theory [12]. Hence the present work can be seen as another
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instance of the analogy between phase transitions and minimal hypersurfaces within
the framework of min-max techniques.
Our strategy to prove Theorem A follows essentially the ideas of [8, 9] by replacing
the convergence of ε∇uε⊗∇uε dH
n by the varifold convergence of the solutions, and
by observing – as pointed by Hiesmayr [4] – that the eigenvalues for the Jacobi
operator of the limit interface have a variational characterization which allows for
multiplicities as weights of the different components of Γ.
Outline of the paper. In Section 2 we briefly recall the convergence results of
solutions of (1) to limit interfaces in the sense of varifolds and explain how can we
use this convergence to describe the limit of the terms which arise in the second inner
variation formula. In Section 3 we re-derive Le’s second inner variation formula for
the Allen-Cahn energy in Riemannian manifolds, and use the results of Section 2 to
compare the second variations of energy and area of the limit interface. In Section 4
we prove our main result. Finally the Appendix contains an extension result about
normal vectors fields which allows us to compare the aforementioned variations.
Acknowledgements. This work is partially based on the my Ph.D. thesis at IMPA
– Brazil. I would like to thank my advisor Fernando Coda´ Marques for his constant
encouragement and support. This work was carried out while visiting the Math-
ematics Department of Princeton University during 2017–18. I’m grateful to this
institution for its kind hospitality and its support.
2. Convergence of diffuse measures and varifolds
A crucial step in Le’s proof of the Morse index bounds for the limit interface is the
convergence of the vector measures λε = ε∇uε ⊗∇uε dH
n to a (n − 1)-dimensional
measure concentrated along the limit interface Γ. Using the theory of Reshetnyak
[16] Le obtains this convergence assuming the regularity of Γ and either that it has
multiplicity 1, or that it is connected and the solutions {uε} satisfy the equipartition
of energy. The latter condition appeared on Hutchinson and Tonegawa’s work and
it holds for fairly general families of solutions to the Allen-Cahn equation, namely
uniformly bounded solutions with bounded energy. We show in this section that for
such solutions the convergence of the vector measures λε is a consequence of the
varifold convergence obtained in [5, 22, 23, 3],
We begin by recalling these results. For definitions, notation and basic properties
regarding the notion of varifolds we refer the reader to [19] or [5, Section 2]. This
notion was employed first in the context of phase transitions for the parabolic setting
by Ilmanen in [6] in relation to the mean curvature flow.
From now on we will make the follow assumption:
A. The functionW ∈ C3(R) is a nonnegative double-well potential, that is, W ≥
0 and it has exactly three critical points, two of which are non-degenerated
minima at ±1, with W (±1) = 0 and W ′′(±1) > 0, and the third is a local
maximum point in (−1, 1).
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Furthermore we denote σ =
∫ 1
−1
√
W/2. Given a solution uε ∈ C
1(M) to (1) we
can define an associated (n− 1)-varifold V ε in M by
V ε(φ) =
∫
M∩{∇uε 6=0}
ε
|∇uε(x)|
2
2
φ(x, Tx{uε = uε(x)}) dH
n−1(x)
for all compactly supported continuous functions φ : Gn−1(M)→ R. Note that
||V ε||(A) =
∫
A∩{∇uε 6=0}
ε
|∇uε|
2
2
dHn, for all Borel sets A ⊂M.
In particular we have ||V ε||(M) ≤ Eε(uε).
The convergence of solutions of (1) to minimal hypersurface is described in terms
of varifolds by the following
Theorem 2.1 ([5, 22, 23, 3]). Let Mn be closed Riemannian manifold of dimension
n ≥ 3 and let {uεk} be a sequence of solutions to (1) in M with ε = εk ↓ 0. Assume
that there are positive constants c0 and E0, and a nonnegative integer p such that
(3) lim sup
k
sup
M
|uεk | ≤ c0, lim sup
k
Eεk(uεk) ≤ E0 and lim sup
k
m(uεk) ≤ p.
Then after perhaps passing to a subsequence the varifolds V k = V εk converge to a
(n− 1)-rectifiable varifold V in M , and we have
(i) σ−1V is a stationary integral varifold.
(ii) ||V ||(φ) = limk
∫
M εk
|∇uεk |
2
2 φdH
n = limk
∫
M
W (uεk )
εk
φdHn.
(iii) The support Γ of V is an embedded minimal hypersurface outside of a singular
sing V ⊂ Γ set of Hausdorff dimension at most n− 8.
As usual we will denote by reg V = Γ\sing V the regular part of V , that is, the set
of points x ∈ Γ such that U ∩ Γ is smoothly embedded for some neighborhood U of
x. Note that the item (ii) above shows that the equipartition of energy holds. More-
over from the constancy theorem for stationary varifolds we conclude that there are
positive integers m1, . . . ,mN such that V =
∑N
j=1 v(Γj , σmj), where Γ1, . . . ,ΓN are
the connected components of Γ and v(K, θ) denotes the rectifiable varifold induced
by a (n− 1)-rectifiable set K ⊂M with multiplicity θ. In particular
lim
k
Eεk(uεk) = 2||V ||(M) = 2σ
N∑
j=1
mjH
n−1(Γj).
Remark. As noted by Hiesmayr in [4], despite this definition of V ε differs slightly
from the one given by Hutchinson and Tonegawa, the equipartition of energy shows
that these definitions give the same limit varifold V .
Using the convergence of the associated varifolds V εk we may obtain the following
result. We will denote hereafter νε = ∇uε/|∇uε|, which is well defined on the full
Hn-measure open subset of M where ∇uε does not vanish.
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Proposition 2.2. Let {uεk} be a sequence of solutions to (1) satisfying the hypothesis
(3). After possibly passing to a subsequence it holds∫
M
εkT (∇uεk ,∇uεk) dH
n → 2σ
N∑
j=1
mj
∫
Γj
T (~nj, ~nj) dH
n−1
for any (0, 2)-tensor T on M . Here ~nj denotes a measurable choice of an unit normal
vector field defined a.e. on Γ.
Proof. Define φT : Gn−1(M)→ R by
φT (x, S) = trg(T |x)− trg(S
∗T |x),
for x ∈ M and S ∈ Gn−1(TxM), where we identify the subspace S with the corre-
sponding orthogonal projection TxM → S. The function φT is smooth and hence
Theorem 2.1 gives (after possibly passing to a subsequence) V εk(φT )→ V (φT ). On
the other hand for every ε = εk we have
V ε(φT ) =
∫
M
ε|∇uε|x|
2
2
φT (x, Tx{uε = uε(x)}) dH
n(x),
and for every x ∈ {∇uε 6= 0} if we pick an orthonormal basis {e1, e2, . . . , en = νε} of
TxM then
φT (x, Tx{uε = uε(x)})=
n∑
i=1
(T (ei, ei)− T (ei − 〈ei, νε〉 νε, ei − 〈ei, νε〉 νε))=T (νε, νε).
Hence
V ε(φT ) =
∫
M∩{∇uε 6=0}
ε|∇uε|
2
2
T (νε, νε) dH
n =
ε
2
∫
M
T (∇uε,∇uε) dH
n.
Similarly, we have
V (φT ) = σ
N∑
j=1
mj
∫
Γj
φT (x, TxΓj) dH
n−1(x) = σ
N∑
j=1
mj
∫
Γj
T (~nj, ~nj) dH
n−1(x).
This concludes the proof. 
3. A second inner variation formula in Riemannian manifolds
In this section we re-derive the second inner variation formula for the Allen-Cahn
energy Eε obtained by Le, see [8, (2.2)].
We recall the definition of inner variations. Given a smooth vector field X on M
we denote by Φt its time t flow, for sufficiently small t. For u ∈ H1(M) we write
ut := u ◦ (Φt)−1 = u ◦ Φ−t. The first inner variation, respectively the second inner
variation, of Eε at u with respect to the vector field X are defined by
δEε(u,X) =
d
dt
∣∣∣∣
t=0
Eε(u
t) and δ2Eε(u,X) =
d2
dt2
∣∣∣∣
t=0
Eε(u
t),
respectively. Observe that
d
dt
∣∣∣∣
t=0
ut(x) = dux(−X|x) = −〈∇u,X〉x for all x ∈M,
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hence we may express δEε(u,X) in terms of the first derivative of Eε as
δEε(u,X) = E
′
ε(u)(−〈∇u,X〉).
Moreover, if u is a critical point of Eε, then we have also
(4) δ2Eε(u,X) = E
′′
ε (u) (〈∇u,X〉 , 〈∇u,X〉) .
In light of the analogy between solutions of the Allen-Cahn equation and minimal
hypersurfaces, inner variations may be regarded as geometric variations of the energy
functional in contrast with analytic variations by arbitrary functions in H1(M). By
that we mean these inner variations arise in a similar fashion of variations of the
area functional, and hence it is reasonable to expect that variations which decrease
area of limit interfaces also decrease Eε for sufficiently small ε. The second inner
variation formula shows that this is the case, provided the corresponding vector field
satisfies some additional conditions.
Using the change of variables formula for y = Φt(x) one writes
Eε(u
t) =
∫
M
(
ε
∣∣∇ut|y∣∣2
2
+
W (ut(y))
ε
)
dHn(y)
=
∫
M
(
ε
∣∣∇(u ◦ Φ−t)|Φt(x)∣∣2
2
+
W (u(x))
ε
)
|JΦt(x)| dHn(x),
where |JΦt| is the Jacobian determinant of Φt. If {etj}
n
j=1 is an orthonormal basis
for TΦt(x)M then it holds
∣∣∇(u ◦ Φ−t)|Φt(x)∣∣2 = n∑
j=1
((
du|x ◦ dΦ
−t|Φt(x)
)
(etj)
)2
=
n∑
j=1
dux(v
t
j)
2 =
n∑
j=1
gt
(
∇g
t
u|x, v
t
j
)2
,
where vtj = dΦ
−t|Φt(x)e
t
i and g
t is the pullback metric of g by Φt, that is gt = (Φt)∗g.
Since gt(vtj , v
t
k) = g(e
t
i, e
t
j) = δjk we get∣∣∇(u ◦ Φ−t)|Φt(x)∣∣2 = ∣∣∣∇gtu|x∣∣∣2
gt
= gtij(g
t)ia(gt)jb(∂au)(∂bu),
where we sum over repeated indexes and use local coordinates.
The next lemma gives the first and second variation formulas for the metric gt
and its inverse. Here R is the (0, 4) curvature tensor of (M,g).
Lemma 3.1. Let htij :=
d
dtg
t
ij . In any coordinate system we have
(i) h0ij =
d
dt
∣∣
t=0
gtij = 〈∇∂iX, ∂j〉+
〈
∂i,∇∂jX
〉
,
(ii) ddt
∣∣
t=0
(gt)ia = −gikhhℓg
ℓa,
(iii) ddt
∣∣
t=0
htij=〈∇∂i∇XX, ∂j〉+
〈
∂i,∇∂j∇XX
〉
+ 2
〈
∇∂iX,∇∂jX
〉
− 2R(X, ∂i,X, ∂j),
(iv) d
2
dt2
∣∣
t=0
(gt)ia = 2girhrsg
skhkℓg
ℓa − gikgℓa
(
d
dt
∣∣
t=0
htkℓ
)
.
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Using Lemma 3.1 we may determine the derivatives of |∇ut|2. It holds
d
dt
∣∣∣∣
t=0
∣∣∇(u ◦ Φ−t)|Φt(x)∣∣2 = h(∇u,∇u) − 2gijgikhkℓ(gℓa∂au)(gjb∂bu)
= −h(∇u,∇u) = −2 〈∇∇uX,∇u〉
and
d2
dt2
∣∣∣∣
t=0
∣∣∇(u ◦ Φ−t)|Φt(x)∣∣2
=
[
−2R(X,∇u,X,∇u) + 2 〈∇∇u∇XX,∇u〉 + 2|∇∇uX|
2
]
+ 2
[
2gskhikhjs(g
ia∂au)(g
jb∂bu) + 2R(X,∇u,X,∇u)
−2 〈∇∇u∇XX,∇u〉 − 2|∇∇uX|
2
]
− 2gkshikhjs(g
ia∂au)(g
jb∂bu)
= 2R(X,∇u,X,∇u) − 2 〈∇∇u∇XX,∇u〉+ 2|du ◦ ∇X|
2 + 4 〈∇∇∇uXX,∇u〉 .
Moreover, we can obtain the derivatives of |JΦt| as the derivatives of the determinant
of the metric gt. More precisely we have
d
dt
∣∣∣∣
t=0
|JΦt| = trg h = 2divX
and
d2
dt2
∣∣∣∣
t=0
|JΦt| =
1
2
[
trg
(
d
dt
∣∣
t=0
ht
)
− trg
(
(hij)
2
)
+ 12(trg h)
2
]
=
1
2
[
2 div(∇XX)− 2Ric(X,X) + 2 trg SX − |h|
2 + 2(divX)2
]
,
where SX is the (0, 2)-tensor SX(Y1, Y2) = 〈∇Y1X,∇Y2X〉.
From the calculations above one concludes
Proposition 3.2. It holds
δEε(u,X) =
∫
M
[(
ε|∇u|2
2
+
W (u)
ε
)
divX − ε 〈∇∇uX,∇u〉
]
dHn
and
δ2Eε(u,X) =
∫
M
{
div(∇XX)− Ric(X,X) + trg SX −
1
2
|hX |
2 + (divX)2
}
deε
+ ε
∫
M
{TX(∇u,∇u) + 2 〈∇∇∇uXX,∇u〉 − 〈∇∇u∇XX,∇u〉(5)
−2 〈∇∇uX,∇u〉 divX +R(X,∇u,X,∇u)} dH
n,
where
SX(Y1, Y2) = 〈∇Y1X,∇Y2X〉 ,
hX(Y1, Y2) = 〈∇Y1X,Y2〉+ 〈Y1,∇Y2X〉 ,
TX(Y1, Y2) = trg ((Z1, Z2) 7→ 〈∇Z1X,Y1〉 〈∇Z2X,Y2〉) .
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We are now in position to describe the limit of δ2Eε(uε,X) as ε ↓ 0, for solutions
{uε} of (1) with uniformly bounded Morse index and energy. Under these conditions,
it follows from Theorem 2.1 that, after perhaps passing to a subsequence,∫
M
{
div(∇XX)− Ric(X,X) + trg SX −
1
2
|hX |
2 + (divX)2
}
deε →
→ 2σ
N∑
j=1
mj
∫
Γj
{
div(∇XX)− Ric(X,X) + trg SX −
1
2
|hX |
2 + (divX)2
}
dHn−1
as ε ↓ 0. We can use Proposition 2.2 to verify that the second term in the RHS of
(5) converges to
2σ
N∑
j=1
mj
∫
Γj
{
TX(~nj, ~nj) + 2
〈
∇∇~njXX,~nj
〉
−
〈
∇~nj∇XX,~nj
〉
− 2
〈
∇~njX,~nj
〉
divX +R(X,~nj ,X, ~nj)
}
dHn.
If we write div Y = divΓj Y +
〈
∇~njY, ~nj
〉
for Y = X and Y = ∇XX, and recall that
V is stationary, then we can write limε δ
2Eε(uε,X) as
n∑
j=1
mj
∫
Γj
{
−Ric(X,X) + (divΓj X)2 +R(X,~nj ,X, ~nj) +Aj +Bj
}
dHn−1,
where, choosing an orthonormal basis {ej}
n
j=1 with en = ~nj for TxM and x ∈ Γj ∩
regV ,
Aj = TX(~nj, ~nj)−
〈
∇~njX,~nj
〉2
=
n−1∑
ℓ=1
〈∇eℓX,~nj〉
2 = |∇⊥X|2
and
Bj = 2
〈
∇∇~njXX,~nj
〉
+ trg SX − |hX |
2/2
= 2
n−1∑
ℓ=1
〈∇eℓX,~nj〉
〈
∇~njX, eℓ
〉
+ 2
〈
∇~njX,~nj
〉2
+
n∑
ℓ=1
|∇eℓX|
2
−
1
2
n∑
ℓ,m=1
(
〈∇eℓX, em〉
2 + 2 〈∇eℓX, em〉 〈∇emX, eℓ〉+ 〈∇emX, eℓ〉
2
)
=
〈
∇~njX,~nj
〉2
−
n−1∑
ℓ,m=1
〈∇eℓX, em〉 〈∇emX, eℓ〉 .
Therefore (see [19, 9.4]) we get
Proposition 3.3. Assume {uεk} is a sequence of solutions of (1) which satisfy the
uniform bounds (3). Then there is a (not relabeled) subsequence of {uεk} for which
all of the conclusions of Theorem 2.1 hold, and moreover
(6)
1
2σ
lim
k
δ2Eεk(uεk ,X) = δ
2V (X) +
N∑
j=1
mj
∫
Γj
{〈
∇~njX,~nj
〉2
+R(X,~nj ,X, ~nj)
}
dHn−1
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for all smooth vector fields X defined on M .
Similarly to the Euclidean case, the error term limε δ
2Eε(uε,X) − 2σδ
2V (X) is
positive provided X is orthogonal to Γ. We also point out that the formula above
holds even when the limit interface is one-sided, and the RHS is defined in terms of
local smooth (or merely measurable) choices for ~nj, since the integrand in the error
does not change if we replace ~nj by −~nj. Finally note that this extra term vanishes
whenever X is an extension of a given normal field defined on Γ and it satisfies〈
∇~njX,~nj
〉
≡ 0.
4. Proof of Theorem A
The proof follows from the arguments given in the proof of [9, Corollary 1.1]
replacing the corresponding convergence result by Proposition 3.3, and from the
remarks of [4, §3.2]. We include it here for the reader’s convenience.
We fix U ⊂⊂ M \ singV . Denote by Qε the quadratic form given by the second
inner variation of Eε, namely
Qε(X) = δ
2Eε(uε,X) = E
′′
ε (u) (〈∇u,X〉 , 〈∇u,X〉)
for H1 vector fields X in M (this is well defined due to (4)). When ε = εk we will
write simply Qεk = Qk. We consider also the quadratic form QV given by the second
variation of V , that is
QV (X) = δ
2V (X) =
N∑
j=1
mj
∫
Γj
|∇⊥X|2 − (Ric(X,X) + |AΓj |
2|X|2)
for H10 normal vector fields X defined on regV . By the extension result of the
Appendix all compactly supported smooth normal vector fields X defined on U ∩
regV admit a compactly supported smooth extension X˜ to U such that
〈
∇~njX˜, ~nj
〉
vanishes on U ∩ Γj for all j. For such extensions both terms in the integrand in the
RHS of (6) vanish and hence
(7) lim
k
Qk(X˜) = 2σ QV (X)
whenever {uεk} satisfies the hypothesis (3).
Recall that the eigenvalues λεℓ(U) of the operator −ε∆+W
′′(uε)/ε on U have the
following variational characterization:
λεℓ(U) = inf
dimS=ℓ
max
φ∈S\0
Eε(uε)
′′(φ, φ)
||φ||2
L2(M)
,
where S varies among linear subspaces of H10 (U). Similarly the eigenvalues of the
Jacobi operator of U ∩ reg V satisfy
λℓ(U) = inf
dimE=ℓ
max
X∈E\0
∑n
j=1
∫
Γj
{
|∇⊥X|2 − (Ric(X,X) + |AΓj |
2|X|2)
}
||X||2
L2(reg V )
where E varies among linear subspaces of H10 normal vector fields on U ∩ reg V .
As noted by [4, §3.2] in the case of the scalar second variation of the area, we can
THE SECOND INNER VARIATION OF ENERGY AND THE MORSE INDEX OF LIMIT INTERFACES 11
describe λℓ(U) in terms of QV by the weighted min-max characterization
(8) λℓ(U) = inf
dimE=ℓ
max
X∈E\0
QV (X)
||X||2
L2(V )
,
where
||X||2L2(V ) =
∫
M
|X|2 d||V || =
N∑
j=1
mj
∫
Γj
|X|2 dHn−1.
In fact given linearly independent H10 normal vector fields X1, . . . ,Xℓ on U ∩ reg V
let
Xˆi := m
−1/2
j Xi on Γj ∩ (U ∩ reg V ), for i = 1, . . . , ℓ.
and Xˆi = 0 on U∩(Γj\reg V ). Then Xˆi are also H
1
0 normal vector fields on U∩reg V ,
||Xˆi||
2
L2(V ) =
N∑
j=1
∫
Γj
|Xi|
2 dHn−1 = ||Xi||
2
L2(reg V ),
QV (Xˆi) =
N∑
j=1
∫
Γj
{
|∇⊥Xi|
2 − (Ric(Xi,Xi) + |AΓj |
2|Xi|
2)
}
dHn−1
and Xˆ1, . . . , Xˆℓ are linearly independent. This proves (8).
Given δ > 0, there is an ℓ-dimensional linear space E of smooth and compactly
supported normal vector fields on U ∩ reg V , spanned by say X1, . . . ,Xℓ, such that
max
a∈Sℓ−1
QV (a ·X)
||a ·X||2
L2(V )
≤ λℓ(U) + δ,
where we use the notation a · X =
∑ℓ
i=1 aiXi for a ∈ R
ℓ, and similarly for the
corresponding extensions X˜1, . . . , X˜ℓ on U . The map
a ·X ∈ E 7→
〈
∇uεk ,−a · X˜
〉
∈ H10 (U)
is injective for sufficiently large k, otherwise Proposition 2.2 would give us
N∑
j=1
mj
∫
Γj
〈
~nj, a · X˜
〉2
dHn−1 = 0
for some a ∈ Sℓ−1, which imply a · X = 0, a contradiction. Hence, the space of all
〈∇uεk ,−a · X˜〉 for a ∈ R
ℓ is an ℓ-dimensional linear subspace of H10 (U) and
λεkℓ (U)
εk
≤ max
a∈Sℓ−1
Qk(a · X˜)
ε
∫
M
〈
∇uεk , a · X˜
〉2
for large k. Choose a (not relabeled) subsequence of εk ↓ 0 such that
lim
k
λεkℓ (U)
εk
= lim sup
ε
λεℓ(U)
ε
=: µℓ(U).
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Using Proposition 2.2, (7) and the polarization formula for the quadratic forms Qk
and
qk(Z) := εk
∫
M
〈∇uεk , Z〉
2 dHn,
we conclude that, after perhaps passing again to a subsequence, there exists a ∈ Sℓ−1
such that
µℓ(U)− δ ≤
Qk(a · X˜)
εk
∫
M
〈
∇uεk , a · X˜
〉2
for sufficiently large k. On the other hand Qk(a · X˜)→ 2σQV (a ·X) and
εk
∫
M
〈
∇uεk , a · X˜
〉2
→ 2σ
N∑
j=1
mj
∫
Γj
〈
~nj, a · X˜
〉2
dHn−1 = 2σ||a ·X||2L2(V ),
where we used again Proposition 2.2. Thus
µℓ(U)− δ ≤
QV (a ·X)
||a ·X||2
L2(V )
≤ λℓ(U) + δ.
Since δ > 0 is arbitrary, this proves that µℓ(U) ≤ λℓ(U). To verify the last statement
of Theorem (A), recall that the Morse index of the regular part of Γ, viz. reg V , is
given by
ind(reg V ) = sup
U
#{ℓ ∈ N : λℓ(U) < 0}
for U ⊂⊂M \ singV such that U intersects reg V . It follows then from the spectral
upper bound µℓ(U) ≤ λℓ(U) and the Morse index bound lim supkm(uεk) ≤ p that
ind(reg V ) ≤ p. This finishes the proof. 
Appendix
Let M be a complete Riemannian manifold and let Σ ⊂ M be a hypersurface.
Given δ > 0 denote
Bδ(NΣ) = {v ∈ TM |Σ : v ⊥ TΣ, |v| < δ},
and let π : Bδ(NΣ) → Σ be the projection map. Assume we can find δ > 0 such
that the normal exponential map F : Bδ(NΣ) → M given by F (vx) = expx v is a
diffeomorphism onto an open set Uδ ⊂M . Under these conditions, we have
Lemma. Every compactly supported smooth normal vector field X defined on Σ
admits a smooth extension X˜ to M such that ∇vX˜ = 0 for all v ∈ NΣ ⊂ TM .
Moreover we can assume that X˜ vanishes outside a neighborhood U ⊂ Uδ of Σ.
Proof. Intuitively we will define X˜ at some x ∈ Uδ via parallel transport along
γ : [0, r] → M , the unique geodesic which is normal to Σ at γ(0) ∈ Σ and satisfies
|γ′| = 1 and γ(r) = x. Then, we may use a cutoff function to extend X˜ to M .
To make this idea precise write p = π ◦ F−1 : Uδ → Σ, and for every x ∈ Uδ let
Xˆ|x =
d
dt
∣∣∣∣
t=0
expp(x)(F
−1(x) + tX|p(x)) = d expp(x)(F
−1(x)) (X|p(x)).
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We have that Xˆ is a vector field on Uδ which is as regular as X. One verifies that
if x ∈ Σ then F−1(x) = 0 ∈ TxM and p(x) = x, so Xˆ|x = X|x and Xˆ extends X
to Uδ. Moreover since the fibers of NΣ have dimension 1, whenever x ∈ Uδ is such
that X|p(x) 6= 0 we have
F−1(x) = s(x)X|p(x) for some s(x) ∈ R,
with s(x) = 0 for x ∈ Σ. Hence Xˆ |x is the tangent vector to the normal geodesic
γ(t) = expp(x)(tX|p(x))
at t = s(x) and for all x ∈ Σ in which X does not vanish we have
0 =
Dγ′
dt
∣∣∣∣
t=0
= ∇X|xXˆ.
This proves that
∇vXˆ|x = 0 for all x ∈ Σ s.t. X|x 6= 0, and v ∈ NxΣ.
Finally if x ∈ Σ and X|x = 0 then Xˆ vanishes along the points in p
−1(x)∩Uδ, namely
the geodesic γ(t) = expx(t~n) for an unit ~n ∈ NxΣ and |t| < δ. We conclude thus
0 =
D(Xˆ|γ)
dt
∣∣∣∣
t=0
= ∇γ′(0)Xˆ = ∇~nXˆ
and ∇vXˆ vanishes for all v ∈ NxΣ.
To obtain the required extension X˜ on M we simply use a cutoff function ρ ∈
C∞(M) which vanishes outside a neighborhood U1 ⊂ Uδ of Σ and such that ρ ≡ 1
on a smaller neighborhood U ⊂⊂ U1 of Σ, and let X˜ = ρXˆ .

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