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Abstract
We prove a formula connecting the number of unipotent conjugacy classes
in a maximal parabolic subgroup of a finite general linear group with the num-
bers of unipotent conjugacy classes in various parabolic subgroups in smaller
dimensions. We generalise this formula and deduce a number of corollaries; in
particular, we express the number of conjugacy classes of unitriangular matri-
ces over a finite field in terms of the numbers of unipotent conjugacy classes in
maximal parabolic subgroups over the same field. We show how the numbers
of unipotent conjugacy classes in parabolic subgroups of small dimensions may
be calculated.
1 Introduction
Let q be a prime power and Fq be the finite field with q elements. If k and m are
nonnegative integers, let Mm,k(q) be the set of all m× k matrices over Fq. Let
l = (l1, . . . , ls) be a sequence of nonnegative integers. Writing Mk(q) = Mk,k(q),
let M l(q) be the set of all matrices of the form

Ml1(q) Ml1,l2(q) . . . Ml1,ls(q)
0 Ml2(q) . . . Ml2,ls(q)
...
. . .
. . .
...
0 0 . . . Mls(q)

 .
Let P l(q) be the group of all invertible matrices in Ml(q). The group P l(q)
is called a parabolic subgroup of the group GLm(q), where m = l1 + · · · + ls.
Alternatively, a parabolic subgroup may be described as the stabiliser of a flag
in the vector space Fmq . Let N
l(q) be the set of all nilpotent matrices in M l(q).
The group P l(q) acts on the set M l(q) by conjugation: gx = gxg−1 (g ∈
P l(q), x ∈ M l(q)). We investigate the number of orbits of this action and also
the numbers of orbits of the actions of P l(q) on certain subsets of M l(q).
Throughout the paper, we denote by γ(G,X) the number of orbits of an
action of a group G on a finite set X , where the action is understood. Let
ρl(q) = γ(P
l(q), N l(q)).
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Although the groups P l(q) have received a lot of attention, not much is
known about the numbers γ(P l(q), P l(q)) and ρl(q). In particular, it is not
known whether the following is true.
Conjecture 1. For every tuple l = (l1, . . . , ls) of nonnegative integers, ρl(q) is
polynomial in q.
(Here, and in what follows, we call a rational-valued function f(x) defined
on a set D of integers polynomial if there exists a polynomial g with rational
coefficients such that f(x) = g(x) for all x ∈ D.) Write (1m) = (1, 1, . . . , 1)︸ ︷︷ ︸
m
. The
following two special cases of Conjecture 1 have received considerable attention
and will be of particular interest to us.
Conjecture 2. For every positive integer m, ρ(1m)(q) is a polynomial in q with
rational coefficients.
Conjecture 3. For any positive integers k and m, ρ(k,m)(q) is a polynomial in
q with rational coefficients.
It is not difficult to show that Conjecture 2 is equivalent to the conjecture
that the number of conjugacy classes of the group of upper unitriangular n× n
matrices is a polynomial in q with rational coefficients (see [4, Section 4.2]).
This last conjecture has been proved for n ≤ 13 by J.M. Arregi and A. Vera-
Lo´pez [8, 9, 10]. Conjecture 3 has been proved for k ≤ 5 (or, alternatively, for
m ≤ 5); indeed, S.H. Murray [7] proved that in those cases ρ(k,m)(q) does not
depend on q.
A partition is a (possibly, empty) non-increasing sequence of positive inte-
gers. If λ = (λ1, . . . , λr) is a partition, let |λ| = λ1+ · · ·+λr, and write l(λ) = r.
If k,m ∈ N, let Pk be the set of all partitions λ with |λ| = k, let Pm be the
set of partitions λ such that λi ≤ m for all i, and let Pmk = Pk ∩ P
m. Let
p(k) = |Pk|.
Let m ∈ N, and let λ = (λ1, . . . , λr) be a partition such that λ1 ≤ m. Define
δ(m,λ) = (λr , λr−1 − λr , λr−2 − λr−1, . . . , λ1 − λ2,m− λ1).
Let νmλ (q) = ρδ(m,λ)(q). Thus, ν
m
λ (q) is the number of P
l(q)-orbits of N l(q)
where P l(q) is the stabiliser of a flag
Fλrq ≤ F
λr−1
q ≤ · · · ≤ F
λ1
q ≤ F
m
q .
We shall generalise the definition of νmλ (q) as follows. Let Fq be the algebraic
closure of the field Fq, and let F be a subset of Fq. Let Y = YF be the family of
all linear endomorphisms T : U → U (where U is an arbitrary finite dimensional
vector space over Fq) such that all eigenvalues of T over Fq are in F . We shall
say that Y is the class of endomorphisms associated with F . We shall refer
to elements of this class as Y-endomorphisms. Obviously, Y is preserved by
conjugation. Note that the family of all nilpotent endomorphisms and the
family of all invertible endomorphisms are both classes. If Y is a class and
m ∈ Z≥0, let c(m,Y) be the number of GLm(Fq)-orbits on Y ∩Mm(Fq). We
shall denote by N the class of all nilpotent endomorphisms. Note that
c(m,N ) = p(m),
the number of partitions ofm. This follows from the fact that nilpotent matrices
in Jordan canonical form form a complete set of representatives of GLm(q)-
orbits on Nm(q), the set of nilpotent m×m matrices.
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Let Y be a class (of endomorphisms), and let m ∈ N. Let λ = (λ1, . . . , λr) ∈
Pm (that is, λ1 ≤ m). Define
κmλ (Y) = γ(P
δ(m,λ)(q),M δ(m,λ)(q) ∩ Y).
One of the main results of this paper is as follows.
Theorem 1.1. Let k and m be positive integers. Let q be a prime power and
Y be a class of endomorphisms over Fq. Then
κk+m(k) (Y) =
k∑
j=0
c(k − j,Y)
∑
λ∈Pmj
κmλ (Y).
In particular,
ρ(k,m)(q) =
k∑
j=0
p(k − j)
∑
λ∈Pmj
νmλ (q).
Remark. S.H. Murray [6] has proved a similar result stated in terms of irre-
ducible representations of parabolic subgroups. This result implies Theorem 1.1
in the case when Y is the class of all invertible matrices. The proof in [6] is
different from the one given here. Unlike the proof in this paper, the proof in [6]
establishes not just a numerical equality, but also an explicit correspondence
between representations. It is an interesting question whether the method of [6]
can be extended to prove an analogue of the more general Theorem 6.2.
We will deduce the following two results from Theorem 1.1.
Theorem 1.2. Let m ∈ N, and let n = m(m − 1)/2. There exist integers
a0, a1, . . . , an such that, for all prime powers q,
ρ(1m)(q) =
n∑
j=0
ajρ(j,m)(q).
Hence, Conjecture 3 implies Conjecture 2.
If l = (l1, . . . , ls), write ρk,l(q) for ρ(k,l1,...,ls)(q).
Theorem 1.3. Let k,m ∈ N, and let n = m(m − 1)/2. There exist integers
ak0, . . . , akn such that, for all tuples l = (l1, . . . , ls) of nonnegative integers with
l1 + · · ·+ ls = m,
ρk,l(q) =
n∑
j=0
akjρj,l(q).
Using the methods developed in the proof of Theorem 1.1, one may compute
ρl(q) for all tuples l = (l1, . . . , ls) with l1 + · · · + ls ≤ 6. In particular, the
following holds.
Proposition 1.4. Let l = (l1, . . . , ls) be a tuple of nonnegative integers with
l1+· · ·+ls ≤ 6. Then ρl(q) is a polynomial in q with positive integer coefficients.
Hence (by Theorem 1.1) ρ(k,m)(q) is polynomial in q whenever m ≤ 6 and k ∈ N.
This paper is organised as follows. In Section 2 we describe a general frame-
work of quiver representations and their endomorphisms, which is used to state
and prove the results. In Section 3 we show, in particular, how the numbers
γ(P l(q), P l(q)) and γ(P l(q),M l(q)) may be expressed in terms of ρl′(q
d) where
d ∈ N and l′ is another tuple of nonnegative integers. This justifies our focus
on the numbers ρl(q).
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Section 4 contains a few standard results used later. In Section 5 we prove
results that serve as the main tools allowing us to reduce problems such as that
of counting ρ(k,m)(q) to other problems in a smaller dimension. In Section 6
we use those tools to prove a generalisation of Theorem 1.1 stated in terms of
quiver representations (Theorem 6.2).
In Section 7 we invert the formulae in Theorems 1.1 and 6.2 and deduce
Theorems 1.2 and 1.3. This relies on combinatorial results proved jointly with
G. Wellen in the Appendix. I am very grateful to George Wellen for his part in
this work.
In Section 8 we describe a method for computing ρl(q) when m = l1+ · · ·+
ls is small. For this purpose, we generalise our problem to that of counting
conjugacy classes of groups associated with preordered sets. Finally, Section 9
investigates the symmetry afforded by considering a dual quiver representation.
In particular, we show that
ρ(l1,...,ls)(q) = ρ(ls,...,l1)(q).
Acknowledgments. Most of this paper is a part of my D.Phil. thesis. I
am very grateful to my supervisor, Marcus du Sautoy, and to George Wellen for
his part in this work. I would also like to thank my thesis examiners, Dan Segal
and Gerhard Ro¨hrle, for spotting a number of errors and for helpful comments.
Notation and definitions
• γ(G,X) is the number of G-orbits on a finite set X where the action of a
group G on X is understood;
• [k, n] = {k, k + 1, k + 2, . . . , n} where k ≤ n are integers;
• |X | is the cardinality of a set X ;
• A is a partition of a set X if A is a family of disjoint sets whose union is
X ; two elements x and y of X are said to be A-equivalent if there exists
A ∈ A such that x, y ∈ A;
• δij = 0 if i 6= j, and δii = 1;
• A⊔B is the disjoint union of sets A and B (formally defined as A×{0}∪
B × {1});
• IV = I is the identity element of GL(V );
• Ik is the identity k × k matrix over an appropriate field.
• Suppose U and V are vector spaces, X ∈ End(U) and Y ∈ End(V ); then
I(X,Y ) denotes the vector space of all linear maps T : U → V such that
TX = Y T ;
• Nn(K) is the set of all nilpotent matrices in Mn,n(K);
• End(V ;U1, . . . , Uk) = {f ∈ End(V ) : f(Ui) ⊆ Ui ∀i} where Ui are sub-
spaces of V ;
• P(V ;U1, . . . , Uk) := End(V ;U1, . . . , Uk) ∩GL(V );
• By convention, the set of 0× k matrices contains just one element (which
is nilpotent if k = 0), and the group GL0(K) is trivial;
• If I and J are finite sets, then MI,J(K) is the set of all matrices over a field
K whose rows are indexed by the elements of I and whose columns are
indexed by elements of J ; we refer to these as I × J matrices ; note that,
if A ∈ MI,J(K) and B ∈ MJ,J′(K), then the product AB ∈ MI,J′(K) is
well defined;
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• At is the transpose of a matrix A;
• Tr(A) is the trace of a square matrix A;
• If a group G acts on a set X , two elements of X are said to be G-conjugate
if they are in the same G-orbit;
• All rings are understood to have an identity element;
• If R is a ring, then Rop is the ring with the same underlying abelian group
and with the multiplication (r, s) 7→ sr;
2 Quiver representations and automorphisms
We recall the standard definitions related to quivers (see [1], for example). A
quiver is a pair (E0, E1) of finite sets together with maps σ : E1 → E0 and
τ : E1 → E0. Elements of E0 may be thought of as nodes; then each element
e ∈ E1 may be represented as an arrow from σ(e) to τ(e). Let K be a field. A
representation of a quiver (E0, E1) over K is a pair (U,α) such that
(i) U = (Ua)a∈E0 is a tuple of vector spaces over K;
(ii) α = (αe)e∈E1 where αe ∈ Hom(Uσ(e), Uτ(e)).
If (U,α) is a representation of a quiver (E0, E1), we shall refer to the quadruple
Q = (E0, E1,U,α) as a quiver representation. A quiver representation may be
thought of as a collection of vector spaces together with linear maps between
some of those spaces.
If (U,α) and (U′,α′) are two representations of a quiver (E0, E1), a mor-
phism between those representations is a tuple (Xa)a∈E0 such that
(i) Xa ∈ Hom(Ua, U ′a) for all a ∈ E0;
(ii) α′eXσ(e) = Xτ(e)αe for all e ∈ E1.
This defines the category of representations of (E0, E1).
If Q = (E0, E1,U,α) is a quiver representation, write End(Q) for the ring
of all endomorphisms of Q and Aut(Q) for the group of all automorphisms of
Q. Let N(Q) be the set of all nilpotent elements of End(Q). The group Aut(Q)
acts naturally on the set End(Q) by conjugation: if X = (Xa) ∈ End(Q) and
g ∈ Aut(Q), then
g ◦X = (gaXag
−1
a )a∈E0 .
Assume that K = Fq, where q is a prime power. We shall be concerned with
the number of orbits of this action and, more generally, with the number of
orbits of actions of certain subgroups of Aut(Q) on certain subsets of End(Q),
such asN(Q) for example. Note that Aut(Q) andN(Q) may be defined in terms
of the ring structure on End(Q), so they are preserved by ring isomorphisms.
Let
θ(Q) = γ(Aut(Q), N(Q)).
All the problems discussed in the introduction may be stated in terms of
quiver representations. If l = (l1, l2, . . . , ls) is a tuple of nonnegative integers
with m = l1 + · · ·+ ls, let Rl = Rl(q) be the quiver representation
Fl1q


// Fl1+l2q


// · · · 

// F
l1+···+ls−1
q


// Fmq
where all the arrows represent injective linear maps. More formally,
Rl = ([1, s], [1, s− 1],U,α)
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with σ(i) = i, τ(i) = i + 1 for all i ∈ [1, s− 1], Ui = F
l1+···+li
q and αi injective.
Obviously, these conditions define Rl up to isomorphism of representations.
We may choose a basis {b1, . . . , bm} of Us = Fmq so that, for each i, the image
of Ui = F
l1+···+li
q under αs−1 · · ·αi+1αi is equal to the span of {b1, . . . , bl1+···+li}.
Let Jl : End(Rl)→ Mm,m(q) be the map which assigns to eachX = (Xi)i∈[1,s] ∈
End(Rl) the matrix of Xs ∈ End(F
m
q ) with respect to the basis {b1, . . . , bm}.
Then the following result is obvious.
Lemma 2.1. The map Jl is a ring isomorphism from End(Rl) onto M
l(q).
Hence, ρl(q) = θ(Rl).
Call a quiver representation Q′ = (E′0, E
′
1,U
′,α′) an extension of a quiver
representation Q = (E0, E1,U,α) if
(i) E′0 ⊇ E0;
(ii) U ′a = Ua for all a ∈ E0;
(iii) for every X = (Xa)a∈E′0 ∈ End(Q
′), the tuple (Xa)a∈E0 belongs to
End(Q).
Let Q′ be an extension of Q. Define a map π = πQ
′
Q : End(Q
′) → End(Q)
by
(Xa)a∈E′0 7→ (Xa)a∈E0 .
If B ⊆ End(Q), let BQ
′
= π−1(B). If G is a subgroup of Aut(Q), define
GQ
′
= π−1(G)∩Aut(Q′). (This will cause no ambiguity if a group is considered
a distinct object from the set of its elements.)
Let Q = (E0, E1,U,α) be a quiver representation, and let e ∈ E with
σ(e) = a, τ(e) = b. Let Y = ker(αe) ≤ Ua, Z = im(αe) ≤ Ub. Define an
extension K(Q, e) = (E′0, E
′
1,U
′,α′) as follows:
(i) E′0 = E0 ⊔ {c};
(ii) U ′c = Y (and U
′
x = Ux for x ∈ E0);
(iii) E′1 = E1 ⊔ {e
′} where σ(e′) = c, τ(e′) = a;
(iv) α′f = αf for all f ∈ E1, and α
′
e′ is the inclusion map Y →֒ Ua.
Define another extension I(Q, e) = (E′′0 , E
′′
1 ,U
′′,α′′) as follows:
(i) E′′0 = E0 ⊔ {d};
(ii) U ′′d = Z;
(iii) E′′1 = (E1 \ {e}) ⊔ {e
♯, e′′}, where σ(e′′) = d, τ(e′′) = b, σ(e♯) = a,
τ(e♯) = d;
(iv) α′′f = αf for all f ∈ E1 \ {e}, α
′′
e′′ is the inclusion map Z →֒ Ub, and α
′′
e♯
is the map Ua → Z given by α
′′
e♯(v) = αe(v) ∀v ∈ V .
Clearly, K(Q, e) is an extension of Q. Also, Q′′ := I(Q, e) is an extension of Q:
if X ∈ End(Q′′), then αeXa = Xbαe because αe = α′′e′′α
′′
e♯ .
Lemma 2.2. Let Q = (E0, E1,U,α) be a quiver representation, and let e ∈ E1.
Let Q′ = K(Q, e) and Q′′ = I(Q, e). Then the maps πQ
′
Q : End(Q
′) → End(Q)
and πQ
′′
Q : End(Q
′′)→ End(Q) are ring isomorphisms.
Proof. As above, let a = σ(e), b = τ(e), Y = ker(αe), Z = im(αe). Let
X = (Xi)i∈E0 ∈ End(Q). Since αeXa = Xbαe, the map Xa preserves Y and
Xb preserves Z. Any element X
′ ∈
(
πQ
′
Q
)−1
(X) satisfies α′e′X
′
c = X
′
cα
′
e′ .
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Since α′e′ is injective, it follows that
(
πQ
′
Q
)−1
(X) = {X′}, where X ′c = Xa|Y .
Similarly,
(
πQ
′′
Q
)−1
(X) = {X′′}, where X ′′d = Xb|Z . Hence, π
Q′
Q and π
Q′′
Q are
bijections.
3 Reduction to nilpotent endomorphisms
In this section we show that, if Y is a class of endomorphisms over Fq, the
problem of counting orbits of Y-endomorphisms of a quiver representation may
be reduced to that of counting orbits of nilpotent endomorphisms of various
quiver representations. (A Y-endomorphism is an endomorphism X such that
Xa ∈ Y for all a.) We use standard methods related to rational canonical forms.
The results of this section are not used elsewhere in the paper, but provide some
motivation for our later focus on nilpotent endomorphisms.
Let U be a vector space over a field K. Let L be a field containing K.
Suppose U ′ is a vector space over L that becomes U if one restricts the scalars
to K; that is, U ′ = U as sets and multiplication by scalars from K in U is
the same as in U ′. We shall say that U ′ is an L-expansion of U and U is
the restriction of U ′ to K. Let Q = (E0, E1,U,α) be a quiver representation
over K. Say that a quiver representation Q′ = (E0, E1,U
′,α) over L is an
L-expansion of Q (and Q is the restriction of Q′ to K) if, for each a ∈ E0, the
space U ′a is an L-expansion of Ua. (Then αe is L-linear for each e ∈ E1.)
Let X ∈ End(Q). If a ∈ E0 and f is a monic irreducible polynomial over
Fq, let
UX,f,a = {u ∈ Ua : f(Xa)
ku = 0 for some k ∈ N}.
Then UX,f,a = 0 for all but finitely many f . For all monic irreducible poly-
nomials f ∈ Fq[T ] and all e ∈ E1, we have αe(UX,f,σ(e)) ≤ UX,f,τ(e). Thus,
UX,f := (UX,f,a)a∈E0 induces a subrepresentation QX,f of Q.
Lemma 3.1. Let Q be a quiver representation over Fq. Suppose X ∈ End(Q).
Then
Q =
⊕
f
QX,f
where the sum is over all monic irreducible polynomials f over Fq. Moreover,
the isomorphism class of each component QX,f is an invariant of the Aut(Q)-
orbit of X.
Proof. The first statement follows from the fact that Ua =
⊕
f UX,f,a for each
a. The second statement is clear.
We now consider each quiver representation QX,f separately. Fix a monic
irreducible polynomial f = f(T ) over Fq. Let d be the degree of f . SupposeX is
an endomorphism of a quiver representation Q over Fq such that Q = QX,f . Let
Fq[T ](f) be the localisation of Fq[T ] at the ideal (f); it consists of all fractions
g/h such that g, h ∈ Fq[T ] and h is not divisible by f . Then X induces an
Fq[T ](f)-module structure on each Ua: multiplication by T is given by the
action of Xa. Moreover, each αe becomes an Fq[T ](f)-module homomorphism.
Let Sf be the completion of the discrete valuation ring Fq[T ](f). That is,
Sf is the inverse limit of the rings Fq[T ]/(f
k), k = 1, 2, . . .. Any finite Fq[T ](f)-
module is annihilated by fk for large enough k. Thus, a finite Fq[T ](f)-module
may be thought of as a (finite) Sf -module (and vice versa).
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Now, by [2, §9, Proposition 3], Sf is isomorphic to Fqd [[Z]], the ring of
formal power series over a variable Z. Indeed, let r be the element of Sf whose
projection onto Fq[T ]/(f
k) is T q
kd
for each k ∈ N. Then Fq[r] ⊆ Sf is a field
isomorphic to Fqd , and each element of Sf may be represented as a power series
in f with coefficients in Fq[r] (see loc. cit. for more detail).
Hence, Q gives rise to a finite Fqd [[Z]]-module. This module corresponds
to an Fqd -expansion Q
′ of Q and a nilpotent endomorphism of Q′ (given by
multiplication by Z).
Conversely, an Fqd -expansion Q
′ of Q together with a nilpotent endomor-
phism of Q′ gives rise to an Fqd [[Z]]-module structure on each Ua in such a way
that all αe are Fqd [[Z]]-endomorphisms. Identifying Fqd [[Z]] with Sf as above,
we get an endomorphism X of Q such that QX,f = Q. We have proved the
following result.
Lemma 3.2. Let q be a prime power, and let f be a monic irreducible polyno-
mial over Fq of degree d. Suppose Q is a quiver representation over Fq. Then
the Aut(Q)-orbits of endomorphisms X of Q such that QX,f = Q are in a one-
to-one correspondence with Aut(Q)-orbits of pairs (Q′,Z) such that Q′ is an
Fqd-expansion of Q and Z ∈ N(Q
′).
Let Y be a class of linear endomorphisms over Fq, as defined in Section 1.
Let
EndY(Q) = {X ∈ End(Q) : Xa ∈ Y for all a ∈ E0}.
Let F be a subset of Fq such that Y = YF . Call a polynomial f ∈ Fq[T ] a
Y-polynomial if all the roots of f (over Fq) are in F . Let kY,d(q) be the number
of monic irreducible Y-polynomials of degree d.
Consider again an arbitrary quiver representation Q = (E0, E1,U,α) over
Fq. Lemmata 3.1 and 3.2 allow us to express γ(Aut(Q),EndY(Q)) in terms of
θ(Q′0) where Q0 varies among direct summands of Q and Q
′
0 is an expansion of
Q0.
Let X ∈ EndY(Q). By Lemma 3.1, there exists a finite set {fi}i∈J of
irreducible Y-polynomials such that Q =
⊕
j∈J Qj where Qj = QX,fj . Here,
J is a finite indexing set. Let ǫ(j) = deg fj. By Lemma 3.2, each Qj together
with the restriction of X to Qj corresponds to an Fqǫ(j) -expansion Q
′
j of Qj
together with a nilpotent endomorphism Z(j) ∈ N(Q′j). Up to conjugation by
Aut(Q′j), the endomorphism Z
(j) may be chosen in θ(Q′j) ways (by definition).
Let A be the partition of J that consists of the sets
{j ∈ J : Q′j ≃ Q
′
i}
where i varies among the elements of J . In particular, ǫ(i) = ǫ(j) whenever i
and j are A-equivalent.
Proposition 3.3. Let Q be a quiver representation over Fq. Then
γ(Aut(Q),EndY(Q)) =
∑
(Qi)i∈J
∑
A
1∏
A∈A |A|!
∑
ǫ
∞∏
d=1
kY,d(q)!
(kY,d(q)− |ǫ−1(d)|)!
×
∑
(Q′
A
)A∈A
∏
A∈A
θ(Q′A)
|A|.
Here, the first sum is over all decompositions Q =
⊕
i∈J Qi of Q as a direct
sum of representations; two such decompositions are considered to be the same
if one may be obtained from the other by permuting the indices i and replacing
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each Qi with an isomorphic representation (we assume that J = [1, |J |]). The
second sum is over all partitions A of J such that Qi ≃ Qj whenever i and j are
A-equivalent. The third sum is over all maps ǫ : J → N such that ǫ(i) = ǫ(j)
whenever i and j are A-equivalent. The last sum is over all isomorphism classes
of tuples (Q′A)A∈A where Q
′
A is an Fqǫ(i) -expansion of Qi (i is an arbitrary
element of A) and the quiver representations Q′A (A ∈ A) are pairwise not
isomorphic.
Proof. Suppose A, ǫ, Q′A = Q
′
i (i ∈ A), as above, are fixed. There are
∞∏
d=1
kY,d(q)!
(kY,d(q)− |ǫ−1(d)|)!
ways to assign a monic irreducible Y-polynomial fi of degree ǫ(i) to each i ∈ J
so that all those polynomials are distinct. (Note that all but finitely many terms
in the product are equal to 1, so the product is well defined.) There are∏
A∈A
θ(Q′A)
|A|
ways to choose, for each i ∈ J , an Aut(Q′i)-orbit in N(Q
′
i). By Lemmata 3.1
and 3.2, these assignments determine an Aut(Q)-orbit in EndY(Q), and all
orbits occur in this way. However, a permutation of the indices within a subset
A ∈ A yields the same orbit. Thus, each orbit giving rise to this particular A
is obtained by
∏
A∈A(|A|!) such assignments. Hence, we must divide by this
number to obtain the number of orbits.
Now let l = (l1, . . . , ls) be a tuple of nonnegative integers, and consider the
quiverRl(q). If l
′ = (l′1, . . . , l
′
s) is another such s-tuple, let l+l
′ = (l1+l
′
1, . . . , ls+
l′s); write l ≤ l
′ if li ≤ l′i for all i. Also, if b ∈ Q, let bl = (bl1, . . . , bls). It is easy
to see that all decompositions of Rl into direct sums of subrepresentations are
of the form
Rl =
n⊕
i=1
Rli
where l = l1 + · · ·+ ln. Let d ∈ N. If not all li are divisible by d, then there is
no Fqd -expansion of Rl(q). If all li are divisible by d, then Rl(q) has a unique
(up to the action of Aut(Rl(q))) Fqd -expansion, namely Rl/d(q
d).
Consider the set of tuples J = (l1, . . . , ln, d1, . . . , dn) such that each l
i is an
s-tuple of nonnegative integers, not all equal to zero, di ∈ N for each i and
n∑
i=0
dil
i = l.
Let D(l) be a complete set of representatives of the action of the symmetric
group Sn on this set, where the action is by permuting the indices 1, . . . , n.
Less formally, D(l) is in a one-to-one correspondence with ways to decompose
Rl(q) as a direct sum of quivers Rl′(q) and to expand each Rl′(q) to Rl′/d(q
d)
for some d.
By Lemma 2.1, the numbers γ(P l(q), P l(q)) and γ(P l(q),M l(q)) may both
be expressed as γ(Aut(Rl(q)),EndY(Rl(q))) where Y is the class of all invertible
endomorphisms or the class of all endomorphisms, respectively. If Y is one of
those classes, then kY,d(q) is polynomial in q. We deduce the following from
Proposition 3.3.
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Corollary 3.4. Let l = (l1, . . . , ls) be a tuple of nonnegative integers. Then
there exist tuples (aJ )J∈D(l) and (bJ)J∈D(l) where aJ (T ) and bJ(T ) are polyno-
mials with rational coefficients such that, for all prime powers q,
γ(P l(q), P l(q)) =
∑
J∈D(l)
aJ(q)
n∏
i=1
ρli(q
di) and
γ(P l(q),M l(q)) =
∑
J∈D(l)
bJ(q)
n∏
i=1
ρli(q
di)
In each case, the first sum is over all elements J = (l1, . . . , ln, d1, . . . , dn) of
D(l).
4 Preliminary results
In this section we state several standard and straightforward results. We prove
the last of these results; the first two are easy exercises.
Lemma 4.1. Let G be a group acting on a set Y . Let N be a normal subgroup
of G, and let S be the set of N -orbits on Y . The action of G on Y induces an
action of G/N on S via gN ◦Ny = Ngy (for all g ∈ G, y ∈ Y ). Moreover, the
G-orbits on Y are in a one-to-one correspondence with the G/N -orbits on S.
Lemma 4.2. Let G be a group acting on finite sets X and Y . Suppose S is
a subset of X × Y preserved by G. Let R be a complete set of representatives
of G-orbits on X (so each G-orbit on X contains exactly one element of R).
Then
γ(G,S) =
∑
x∈R
γ(StabG(x), {y ∈ Y : (x, y) ∈ S}).
Recall that if V and W are vector spaces and X ∈ End(V ), Y ∈ End(W ),
then
I(X,Y ) = {T ∈ Hom(V,W ) : TX = Y T }.
Lemma 4.3. Let V and W be finite dimensional vector spaces over a field K.
Suppose X ∈ End(V ) and Y ∈ End(W ). Then
dim I(X,Y ) = dim I(Y,X).
Proof. Let V ∗ and W ∗ be the dual spaces to V and W . Let X∗ ∈ End(V ∗)
and Y ∗ ∈ End(W ∗) be the maps dual to X and Y : (X∗f)(v) = f(X(v)) for all
f ∈ V ∗, v ∈ V . Then dim I(Y,X) = dim I(X∗, Y ∗): a linear bijection between
I(Y,X) and I(X∗, Y ∗) is given by assigning to each map its dual. Also, X∗
and X have the same rational canonical form, as do Y and Y ∗. Thus,
dim I(X,Y ) = dim I(X∗, Y ∗) = dim I(Y,X).
5 Action on the dual space
Let V be a finite dimensional vector space over a finite field Fq. If w ∈ V ∗ and
v ∈ V , we shall write (w, v) for w(v). Suppose a group G acts on V by linear
maps, so a representation of G on V is given:
(g, v) 7→ gv.
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This action gives rise to a representation of G on V ∗ in the usual way:
((gw, v) = (w, g−1v),
where g ∈ G, w ∈ V ∗, v ∈ V . We shall rely on the following simple result,
which is a weak version of Brauer’s Theorem ([3, 11.9]).
Lemma 5.1. The number of G-orbits on V is equal to the number of G-orbits
on V ∗.
Proof. By a well-known orbit-counting formula,
γ(G, V ) =
1
|G|
∑
g∈G
FixV (g),
where FixV (g) is the number of elements of V fixed by g. The same holds for
V ∗. Therefore, it suffices to show that FixV (g) = FixV ∗(g) for all g ∈ G.
Let g ∈ G. Fix a basis of V , and let A be the matrix of the action of g with
respect to this basis. Then (At)−1 is the matrix of the action of g on V ∗ with
respect to the dual basis. Since rank(A−I) = rank(At−I) = rank((At)−1−I),
FixV (g) = q
n−rank(A−I) = qn−rank((A
t)−1−I) = FixV ∗(g).
Let Q = (E0, E1,U,α) be a quiver representation. Let a, b ∈ E0. Define an
extension Ω(Q, a, b) = Q′ = (E′0, E
′
1,U
′,α′) of Q as follows:
(i) E′0 = E0 ⊔ {c};
(ii) dimU ′c = dimUa + dimUb;
(iii) E′1 = E1 ⊔ {e1, e2} where σ(e1) = a, τ(e1) = c = σ(e2), τ(e2) = b;
(iv) α′e = αe for all e ∈ E1;
(v) αe1 is injective, αe2 is surjective, and im(αe1) = ker(αe2 ), so the sequence
0 −→ Ua
αe1−→ U ′c
αe2−→ Ub −→ 0
is exact.
Write π for πQ
′
Q : End(Q
′)→ End(Q). Note that Aut(Q) acts on Hom(Xa, Xb)
in a natural way: g ◦R = gbRg−1a (g ∈ Aut(Q), R ∈ Hom(Xa, Xb)).
Proposition 5.2. If X is an endomorphism of Q and H is a subgroup of
Aut(Q) that fixes X, then
γ(HQ
′
, π−1(X)) = γ(H, I(Xa, Xb)).
Proof. Let k = dimUa, m = dimUb. Let β = αe1 . Let V = β(Ua) ≤ U
′
c.
Choose a complement W of V in U ′c, so that U
′
c = V ⊕W . Then ǫ := αe2 |W is
a bijective linear map from W onto Ub.
For any R ∈ Hom(Ub, Ua), let φ(R) be the unique element of π−1(X) such
that, for v ∈ V , w ∈ W ,
φ(R)c(v + w) = βXaβ
−1 · v + ǫ−1Xbǫ · w + βRǫ · w.
Less formally, if one chooses bases for Ua and Ub, uses β and ǫ
−1 to get bases of
V and W , combines these to get a basis of U ′c and represents linear operators
as matrices using these bases, then
φ(R)c =
(
Xa R
0 Xb
)
.
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Clearly, φ is a bijection from Hom(Ub, Ua) onto π
−1(X). For T ∈ Hom(Ub, Ua),
define ψ(T ) ∈ HQ
′
as follows: ψ(T )d = IUd for d 6= c, and
ψ(T )c(v + w) = v + w + βT ǫ · w ∀v ∈ V,w ∈W.
As a matrix,
ψ(T )c =
(
Ik T
0 Im
)
.
Consider the surjective group homomorphism π′ := π|HQ′ : H
Q′ → H . Let
A = kerπ′. Then ψ : Hom(Ub, Ua) → A is an isomorphism of abelian groups.
A direct calculation (e.g. using matrices) produces a formula for the action of
A on π−1(X):
ψ(T )φ(R)ψ(T )−1 = φ(R + TXb −XaT ).
Let
D = {TXb −XaT : T ∈ Hom(Ub, Ua)}.
Then the map φ−1 : π−1(X)→ Hom(Ub, Ua) establishes a one-to-one correspon-
dence between A-orbits on π−1(X) and cosets of D in Hom(Ub, Ua). Hence, the
maps π′ and φ establish an isomorphism between the action of HQ
′
/A on the
set of A-orbits in π−1(X) and the natural action of H on Hom(Ub, Ua)/D. It
follows, by Lemma 4.1 (applied to the normal subgroup A of HQ
′
), that
γ(HQ
′
, π−1(X)) = γ(H,Hom(Ub, Ua)/D).
The dual space to Hom(Ub, Ua) may be identified with Hom(Ua, Ub), where
(S,R) = tr(SR) ∀R ∈ Hom(Ub, Ua), S ∈ Hom(Ua, Ub),
and the dual action ofH on the space Hom(Ua, Ub) is induced by the natural ac-
tion of GL(Ua)×GL(Ub) on this space. Hence the dual space of Hom(Ub, Ua)/D
is
D⊥ = {S ∈ Hom(Ua, Ub) : tr(RS) = 0 for all R ∈ D}.
Any S ∈ I(Xa, Xb) belongs to D⊥. Indeed, for all T ∈ Hom(Ub, Ua),
tr(S(TXb −XaT )) = tr(STXb)− tr(SXaT ) = tr(XbST )− tr(SXaT )
= tr((XbS − SXa)T ) = 0.
Moreover,
dimD⊥ = km− dimD = dim I(Xb, Xa) = dim I(Xa, Xb).
(The last equality holds by Lemma 4.3.) It follows that D⊥ = I(Xa, Xb). By
Lemma 5.1,
γ(H,Hom(Ub, Ua)/D) = γ(H,D
⊥) = γ(H, I(Xa, Xb)),
and the result follows.
Proposition 5.2 will allow us to replace the quiver Q′ = Ω(Q, a, b) with
quivers obtained from Q by adding an arrow from Ua to Ub when counting
Aut(Q′)-orbits. A more usable form of this proposition is given by the corollary
below.
Let Q = (E0, E1,U,α), a, b ∈ E0, Q′ = Ω(Q, a, b), π = π
Q′
Q be as above.
Let G be a subgroup of Aut(Q). Let Ξ = Ξ(Q,G, a, b) be a complete set of
representatives of G-orbits on Hom(Ua, Ub) (the choice of Ξ does not matter).
For each S ∈ Ξ, let QS be the quiver (E0, E1 ⊔ {f},U, αS) where σ(f) = a,
τ(f) = b, αSe = αe for e ∈ E1, and α
S
f = S. That is, Q
S is obtained from Q by
adding the linear map S : Ua → Ub.
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Corollary 5.3. Let B be a subset of End(Q) preserved by a subgroup G of
Aut(Q). Then
γ(GQ
′
, π−1(B)) =
∑
S∈Ξ
γ(G ∩ Aut(QS), B ∩ End(QS)).
Proof. Let Y be a complete set of representatives of G-orbits on B. Let
Z = {(S,X) ∈ Hom(Ua, Ub)×B : SXa = XbS}.
Then
γ(GQ
′
, π−1(B)) =
∑
X∈Y
γ(StabG(X)
Q′ , π−1(X))
=
∑
X∈Y
γ(StabG(X), I(Xa, Xb))
= γ(G,Z) =
∑
S∈Ξ
γ(G ∩ Aut(QS), B ∩ End(QS)).
The first equality holds by Lemma 4.2, applied to the set
{(X,X′) ∈ B × End(Q′) : π(X′) = X}.
The second one follows from Proposition 5.2. The third and fourth equalities
follow from Lemma 4.2, applied to the set Z in two different ways.
The rest of this section is devoted to an informal sketch of a proof of Theo-
rem 1.1 in the special case when Y is the class of nilpotent matrices. A formal
proof of a more general statement is in the next section. Let Q be the quiver
representation consisting of vector spaces Ua = F
k
q and Ub = F
m
q without any
arrows. Let Q′ = Ω(Q, a, b), so Q′ is the quiver representation
Fkq


// Fk+mq
// // Fmq
where the first map is injective, the second one is surjective, and the sequence is
exact at Fk+mq . It is not difficult to see that ρ(k,m)(q) = θ(Q
′). The orbit of an
element S1 ∈ Hom(Fkq ,F
m
q ) with respect to the action of Aut(Q) = GLk(q) ×
GLm(q) is determined by rank(S1). Thus, by Corollary 5.3 (applied to G =
Aut(Q) and B = N(Q)), ρ(k,m)(q) = θ(Q
′) may be expressed as a sum, with one
summand for each possible value of rank(S1). If S1 = 0, we get the summand
θ(Q) = p(k)p(m). Otherwise, the summand corresponding to S1 is θ(Q1) where
Q1 is the quiver representation
Fkq
S1−→ Fmq .
Let λ1 = rankS1. Then kerS1 and imS1 may be identified with F
k−λ1
q and F
λ1
q
respectively. It follows from Lemma 2.2 that θ(Q1) = θ(Q1) where Q1 is the
quiver representation
Fk−λ1q


// Fkq
S1
// // Fλ1q


// Fmq
with the sequence exact at Fkq . We apply Corollary 5.3 again: θ(Q1) may be
expressed as a sum of terms corresponding to maps S2 ∈ Hom(Fk−λ1q ,F
λ1
q ) of
13
varying ranks. (Again, we have one map of each possible rank.) Thus, we
branch into cases corresponding to the possible values of λ2 := rankS2.
We continue this argument inductively, considering maps S3, S4, . . . of ranks
λi := rankSi until Ss+1 = 0 for some s. (Here, Si+1 : F
k−λ1−···−λi
q → F
λi
q .)
Ultimately, we express θ(Q′) = ρ(k,m)(q) as a sum of terms indexed by partitions
λ = (λ1, . . . , λs). The term corresponding to λ is equal to θ(Qs) where Qs is
the quiver representation
F
k−|λ|
q F
λs
q


// F
λs−1
q


// · · · 

// Fλ1q


// Fmq .
It follows from Lemma 2.1 that θ(Qs) = p(k − |λ|)νmλ (q). Putting j = |λ|, we
obtain
ρ(k,m)(q) =
k∑
j=0
p(k − j)
∑
λ∈Pmj
νmλ (q),
as stated in Theorem 1.1.
6 An inductive argument
Fix a positive integer m. LetW be an m-dimensional vector space over Fq. Let
G be a subgroup of GL(W ), and let A ⊆ End(W ) be a set preserved by G.
If λ = (λ1, . . . , λs) ∈ Pm, let Fλ be the set of flags W = (W1,W2, . . . ,Ws)
such that
W ≥W1 ≥W2 ≥ · · · ≥Ws > 0
and dimWi = λi. If W = (W1, . . . ,Ws) ∈ Fλ and W′ = (W1, . . . ,Ws+1) ∈ Fλ′
for an appropriate λ′ = (λ1, . . . , λs+1) (that is, the first s subspaces are the
same for W and W′), we shall write W′ ≻ W. For each λ ∈ Pm, choose a
complete set Fλ of representatives of G-orbits on Fλ. We may assume that these
choices satisfy the following property: if W ∈ Fλ, W
′ ∈ Fλ′ and W
′ ≻ W,
then W ∈ Fλ′ . Let λ ∈ Pm. Let
Tλ(A) = {(W, R) ∈ Fλ ×A : R(Wi) ⊆Wi for all i}, and let
ξλ(G,A) = γ(G, Tλ(A)).
Let λ = (λ1, . . . , λs) ∈ Pm, and let W = (W1, . . . ,Ws) ∈ Fλ. Let Qλ(W) be
the quiver representation
Ws


// Ws−1


// · · · 

// W1


// W
where the arrows are the inclusion maps (obtained by restricting IW ). If s = 0
(so λ = ()), we get the quiver representation Q() consisting just of the space W
without any arrows.
Let Y be a class of linear operators over Fq. We shall assume that A ⊆ Y.
Let Q be an extension of Q(). Let π = π
Q
Q()
: End(Q) → End(Q()) be the
natural projection map. Recall that
GQ = π−1(G) ∩Aut(Q), and let
AQY = π
−1(A) ∩ EndY(Q).
By Lemma 2.1, for any W ∈ Fλ, StabG(W)-orbits on {R ∈ A : R(Wi) ⊆
Wi ∀i} are in a one-to-one correspondence with GQλ(W)-orbits on AQλ(W). It
follows, by Lemma 4.2, that
ξλ(G,A) =
∑
W∈Fλ
γ(GQλ(W), AQλ(W)). (1)
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Let W ∈ Fλ and k ∈ Z≥0. Let D
k
λ(W) be the quiver representation
V Ws


// Ws−1


// · · · 

// W1


// W,
where dimV = k and the maps are as in Qλ(W) (i.e. injective). Let Q
k
λ(W) be
the quiver representation Ω(Dkλ(W), a, b) (as defined in the previous section)
where a and b correspond to V and Ws respectively. Then Q
k
λ(W) may be
depicted as
V


// Z // // Ws


// Ws−1


// · · · 

// W1


// W
(Note that dimZ = k + λs and the sequence is exact at Z.) Consider again
the case λ = (). (Then W is the empty sequence and is omitted from the
notation.) The corresponding quiver representation Dk() does not have any
arrows and consists just of the vector spaces V (dimV = k) andW . The quiver
representation Qk() is
V


// Z // // W, (2)
where the sequence is exact at Z. Write Dk for Dk() and Q
k for Qk(). Let
G(k) = GQ
k
and A
(k)
Y = A
Qk
Y . Recall that c(k,Y) is the number of GL(V )-
orbits on EndY(V ). We shall prove the following result using Corollary 5.3.
Lemma 6.1. Let λ = (λ1, . . . , λs) ∈ Pm and k ∈ Z≥0. Let W ∈ Fλ. Then
γ
(
G
Qkλ(W), A
Qkλ(W)
Y
)
= c(k,Y)γ
(
G
Qλ(W), A
Qλ(W)
Y
)
+
min(λs,k)∑
λs+1=1
∑
W
′∈Fλ′
W
′≻W
γ
(
G
Q
k−λs+1
λ
(W′)
, A
Q
k−λs+1
λ
(W′)
Y
)
,
where λ′ = (λ1, . . . , λs, λs+1).
Proof. Let Φ be the set of subspaces Ws+1 of Ws such that
W′ := (W1, . . . ,Ws,Ws+1) ∈ F(λ1,...,λs,λs+1)
for some λs+1 ∈ [1, k] (of course, then dimWs+1 = λs+1). Then Φ is a complete
set of representatives of StabG(W) on non-zero subspaces of Ws of dimension
at most k. For each Ws+1 ∈ Φ, choose a linear map αWs+1 : V → Ws with
image Ws+1.
Let H = GD
k
λ(W). Then H = GL(V )×GQλ(W). Thus, any two elements of
Hom(V,Ws) are H-conjugate if and only if their images in Ws are StabG(W)-
conjugate. Let Ξ be the set consisting of the zero map V →Ws and all the maps
αWs+1 where Ws+1 runs through Φ. Then Ξ is a complete set of representatives
of H-orbits on Hom(V,Ws). For each α ∈ Ξ, let Lα be the quiver obtained
from Dkλ(W) by adding the map α : V →Ws, that is,
V
α
// Ws


// Ws−1


// · · · 

// W1


// W.
By Corollary 5.3, applied to the group GD
k
λ(W) ≤ Aut(Dkλ(W)) and to the set
A
Dkλ(W)
Y ⊆ End(D
k
λ(W)),
γ
(
G
Qkλ(W), A
Qkλ(W)
Y
)
=
∑
α∈Ξ
γ
(
GL
α
, AL
α
Y
)
. (3)
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(Here we use the fact that, if X ∈ End(Qkλ(W)) and the actions of X on V and
Ws are Y-endomorphisms, then so is the action of X on Z.)
If α = 0, then, obviously,
γ
(
GL
α
, AL
α
Y
)
= γ
(
G
Dkλ(W), A
Dkλ(W)
Y
)
.
Since the quiver representation Dkλ(W) is the disconnected union of Qλ(W)
and the quiver representation that consists of the space V , we have
γ
(
GL
0
, AL
0
Y
)
= c(k,Y)γ
(
G
Qλ(W), A
Qλ(W)
Y
)
. (4)
Now consider the case α 6= 0. Then α = αWs+1 for some Ws+1 ∈ Fλ′ . Let O be
the quiver representation I(K(Lα, e), e) where e is the arrow from V to Ws in
Lα. Then O may be depicted as
V ′


// V // // Ws+1


// Ws


// · · · 

// W1


// W,
where V ′ = kerα and the map V ։ Ws+1 is induced by α. By Lemma 2.2,
the GL
α
-orbits on AL
α
Y are in a one-to-one correspondence with the G
O-orbits
on AOY . However, renaming V as Z and V
′ as V , we may identify O with
Q
k−λs+1
λ′ (W) where λ
′ = (λ1, . . . , λs, λs+1). Thus,
γ
(
GL
α
, AL
α
Y
)
= γ
(
G
Q
k−λs+1
λ′
(W)
, A
Q
k−λs+1
λ′
(W)
Y
)
. (5)
The result now follows from (3), (4) and (5).
The main result of this paper may be stated in a very general form as follows.
Theorem 6.2. Let Y be a class of linear operators over Fq. Let k ∈ N. Suppose
that G is a subgroup of GL(W ) and that A ⊆ End(W ) ∩ Y is preserved by G.
Then
γ(G
(k)
, A
(k)
Y ) =
k∑
j=0
c(k − j,Y)
∑
λ∈Pmj
ξλ(G,A).
Proof. Recall that l(λ) is the length (the number of parts) of a partition λ. If
s is a nonnegative integer, let
as =
k∑
j=0
∑
λ∈Pmj
l(λ)=s
c(k − j,Y)ξλ(G,A),
bs =
k∑
j=0
∑
λ∈Pmk−j
l(λ)=s
∑
W∈Fλ
γ(GQ
j
λ
(W), A
Qj
λ
(W)
Y ).
Since A ⊆ Y, we have A
Qλ(W)
Y = A
Qλ(W). Thus, by (1),
ξλ(G,A) =
∑
W∈Fλ
γ
(
G
Qλ(W), A
Qλ(W)
Y
)
. (6)
Observe that
b0 = γ
(
G
(k)
, A
(k)
Y
)
.
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Indeed, the only non-zero summand of b0 corresponds to the case j = k, λ = ().
Applying Lemma 6.1 and rearranging the sums, we infer that, for any s,
bs =
k∑
j=0
∑
λ∈Pmk−j
l(λ)=s
∑
W∈Fλ
γ
(
G
Qj
λ
(W)
, A
Qj
λ
(W)
Y
)
=
k∑
j=0
∑
λ∈Pmk−j
l(λ)=s
∑
W∈Fλ
c(j,Y)γ
(
G
Qλ(W), A
Qλ(W)
Y
)
+
k∑
i=0
∑
λ′∈Pmk−i
l(λ′)=s+1
∑
W′∈Fλ′
γ
(
G
Qi
λ′
(W)
, A
Qi
λ′
(W)
Y
)
= as + bs+1. (7)
(The last equality follows from (6).) Note that, if s > k, then as = bs = 0
because any partition λ with l(λ) = s satisfies |λ| ≥ s > k. Hence, by (7),
b0 = a0 + a1 + · · ·+ ak,
and the result follows.
We now deduce Theorem 1.1. Let k,m ∈ N, and letW be a vector space over
Fq of dimension m. Consider the quiver representation Q
(k) = (E0, E1,U,α)
given by (2): say, E0 = {a, b, c}, Ua = V , Ub = Z, Uc = W (dimV = k). Put
G = GL(W ) and A = Y ∩ End(W ). Then, for any partition λ ∈ Pm, the set
Fλ consists of just one flag, so
ξλ(G,A) = κ
m
λ (Y). (8)
Moreover, X = (Xa, Xb, Xc) 7→ Xb induces a one-to-one correspondence be-
tween the G(k)-orbits in A(k) and the P(Z;V )-orbits in Y ∩End(Z;V ). (Here
we identify V with its image under the injective map V → Z.) Hence,
γ
(
G
(k)
, A
(k)
Y
)
= κk+m(k) (Y). (9)
Theorem 1.1 follows immediately from (8), (9) and Theorem 6.2.
Let λ be a partition. It can be represented as
λ = (s1, s1, . . . , s1︸ ︷︷ ︸
u1
, s2, . . . , s2︸ ︷︷ ︸
u2
, . . . , sl, . . . , sl︸ ︷︷ ︸
ul
)
where s1 > s2 > . . . > sl. Let λ¯ be the set {s1, . . . , sl}. If S ⊂ N is a finite set
and k ∈ N, let r(k, S) be the number of partitions λ such that λ¯ = S. That
is, r(k, S) is the number of partitions λ such that λi ∈ S for all i and, for each
s ∈ S, there exists i such that λi = s.
If S = {s1, . . . , sl} is a set and s1 > · · · > sl, we shall identify the set S
with the partition (s1, s2, . . . , sl). (So the notation ξS(G,A) makes sense, for
example.)
Let W , G ≤ GL(W ) and A ⊆ End(W ) ∩ Y be as above, with m = dimW .
It is clear that, if λ ∈ Pm, then
ξλ(G,A) = ξλ¯(G,A). (10)
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(Indeed, duplicating subspaces in a flag W does not add anything new to the
structure.) Moreover, if a S = S′ ⊔{m} is a subset of [1,m] containing m, then
ξS(G,A) = ξS′(G,A). (11)
These identities allow us to simplify the expression in Theorem 6.2.
Corollary 6.3. Under the hypotheses of Theorem 6.2,
γ(G(k), A
(k)
Y ) =
k∑
j=0
c(k − j,Y)
∑
S⊆[1,m−1]
(r(j, S) + r(j, S ∪ {m}))ξS(G,A).
Remark. When calculating the last sum, we only need to consider those S ⊆
[1,m−1] for which
∑
s∈S s ≤ k: if
∑
s∈S s > k, then r(j, S) = r(j, S∪{m}) = 0
for all j ∈ [0, k].
Similarly, Theorem 1.1 implies the following.
Corollary 6.4. Let k,m ∈ N. Then
κk+m(k) (Y) =
k∑
j=0
c(k − j,Y)
∑
S⊆[1,m−1]
(r(k, S) + r(k, S ∪ {m}))κmS (Y).
7 Inverting the formula
From now on, we shall assume that Y is the class N of all nilpotent endomor-
phisms, so c(j,Y) = p(j) for all j. Let W be an m-dimensional vector space
over Fq, where m ∈ N is fixed throughout the section. Let G be a subgroup of
GL(W ) preserving a subset A of N(W ) (as in Section 6). If k ∈ Z≥0, define
φk(G,A) =
∑
S⊆[1,m]
r(k, S)ξS(G,A) and
ψk(G,A) = φk(G,A) − φk−m(G,A)
where, by convention, φk(G,A) = 0 if k < 0. If S ⊆ [1,m− 1], then
r(k, S ∪ {m}) = r(k −m,S) + r(k −m,S ∪ {m})
for all k ∈ N. Also, by (11), ξS(G,A) = ξS∪{m}(G,A). Hence,
φk−m(G,A) =
∑
S⊆[1,m−1]
r(k −m,S)ξS(G,A)
+
∑
S⊆[1,m−1]
r(k −m,S ∪ {m})ξS∪{m}(G,A)
=
∑
S⊆[1,m−1]
r(k, S ∪ {m})ξS∪{m}(G,A).
It follows that
ψk(G,A) =
∑
S⊆[1,m−1]
r(k, S)ξS(G,A). (12)
We now use Corollary 6.3 show that the numbers φk(G,A) and ψk(G,A) may
be expressed (independently of G and A) in terms of γ(G
(r)
, A
(r)
N ), r ∈ [0, k].
18
Lemma 7.1. Let k ∈ N. There exist integers a0, a1, . . . , ak that depend only
on k and m (but not on G or A) such that
φk(G,A) =
k∑
j=0
ajγ(G
(j)
, A
(j)
N ).
Proof. We prove the lemma by induction on k. Observe that
φ0(G,A) = ξ∅(G,A) = γ(G
(0)
, A
(0)
N ) = γ(G,A).
By Corollary 6.3,
γ(G
(k)
, A
(k)
N ) =
k∑
j=0
p(k − j)φj(G,A), so (13)
φk(G,A) = γ(G
(k)
, A
(k)
N )− p(k)γ(G,A)−
k−1∑
j=1
p(k − j)φj(G,A).
The result for φk(G,A) now follows by the inductive hypothesis.
Corollary 7.2. Let k ∈ N. There exist integers a0, a1, . . . , ak that depend only
on k and m (but not on G or A) such that
ψk(G,A) =
k∑
j=0
ajγ(G
(j)
, A
(j)
N ).
Also, there exist integers a′0, a
′
1, . . . , a
′
k depending only on k and m such that
γ(G
(k)
, A
(k)
N ) =
k∑
j=0
a′jψj(G,A).
Proof. The first statement follows from Lemma 7.1. The second statement
follows from (13) and the identity
φj(G,A) =
∞∑
i=0
ψj−im(G,A),
which is a consequence of the definition of ψk(G,A).
Let n = m(m−1)/2. It is proved in the Appendix that there exist (explicitly
defined) integers c1, . . . , cn, depending only on m, such that
r(k, S) = −
k−1∑
j=k−n
ck−jr(j, S). (14)
for all k > n and all S ⊆ [1,m− 1].
Proposition 7.3. Let n = m(m − 1)/2. Let k > n. Then there exist integers
ak0, ak1, . . . , akn depending only on k and m (but not on G or A) such that
γ(G
(k)
, A
(k)
N ) =
n∑
j=0
akjγ(G
(j)
, A
(j)
N ).
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Proof. By (12) and (14), for all k > n,
ψk(G,A) = −
k−1∑
j=k−n
ck−jψj(G,A).
An induction on k shows that, for k > n, there exist integers a′k1, . . . , a
′
kn such
that
ψk(G,A) =
n∑
j=1
a′kjψj(G,A).
By Corollary 7.2, the result follows.
Remark. The matrix formed by the numbers r(k, S) as k runs through N and
S runs through non-empty subsets of [1,m− 1] is of rank m(m− 1)/2 = n, as
shown in the Appendix. Thus, Proposition 7.3 is the best result that may be
obtained via the method described.
We now show that Theorem 1.3 is a particular case of this result. Let
l = (l1, . . . , ls) be a tuple of nonnegative integers with l1 + · · · + ls = m. As
before, let W = Fmq . Put G = P
l(q) ≤ GL(W ) and A = N l(q) ⊆ End(W ).
Then A is preserved by G. The quiver representation Qk may be depicted as
Ua


// Ub // // W = Uc
where the sequence is exact. Then the map End(Qk) → End(Ub), X 7→ Xb
establishes an isomorphism between the G(k)-action on A
(k)
N and the P
k,l(q)-
action on Nk,l(q). (Here we identify P k,l(q) with the subgroup of GL(Ub)
consisting of those maps g that preserve the image of Ua and act as an element
of G on W .) Thus,
ρk,l(q) = γ(G
(k)
, A
(k)
N ). (15)
Theorem 1.3 now follows from Proposition 7.3.
With n = m(m − 1)/2, as before, it is shown in the Appendix that there
exist (explicitly defined) integers d1, . . . , dn such that
n∑
j=1
djr(j, S) =
{
1 if S = [1,m− 1],
0 if S ( [1,m− 1].
(16)
Proposition 7.4. Let m ∈ N, and let W = Fmq . Let n = m(m − 1)/2. Then
there exist integers a0, a1, . . . , an depending only on m such that, for any G ≤
GL(W ) and A ⊆ N(W ) with G preserving A,
ξ[1,m−1](G,A) =
n∑
j=0
ajγ(G
(j)
, A
(j)
N ).
Proof. By (16) and (12),
n∑
j=1
djψj(G,A) = ξ[1,m−1](G,A).
The result now follows from Corollary 7.2.
In order to deduce Theorem 1.2, we put G = GLm(q) and A = Nm(q).
Then, by (15), ρ(j,m)(q) = γ(G
(j), A(j)). Also, ξ[1,m−1](G,A) = ρ(1m)(q). Thus,
Theorem 1.2 follows from Proposition 7.4.
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8 Groups associated to preordered sets
Let C be a finite set. A binary relation 4 on C is a preorder if
(i) x 4 x for all x ∈ C; and
(ii) if x 4 y and y 4 z, then x 4 z, for all x, y, z ∈ C.
A preordered set is a finite set together with a preorder on it. Two elements
x, y ∈ C are said to be comparable if either x 4 y or y 4 x. If (C,4) is a
preordered set, one can define an equivalence relation on C as follows: x is
equivalent to y if and only if x 4 y and y 4 x. The clots of C are, by definition,
the equivalence classes with respect to this relation. Say that a clot D ⊆ C is
minimal if there is no x ∈ C \D such that x 4 y for some y ∈ D. A partially
ordered set is a preordered set each of whose clots contains only one element.
The dual of a preordered set (C,4) is (C,4′) where x 4′ y if and only if y 4 x.
We denote the dual of a preordered set C by C∗. If (C1,41) and (C2,42) are
two preordered sets, their disjoint union is the set C1 ⊔C2 with the preorder 4
defined as follows: x 4 y if and only if x, y ∈ Ci and x 4i y for some i ∈ {1, 2}.
Where appropriate, C1⊔C2 will denote the corresponding preordered set rather
than just a set.
We shall define preordered sets by diagrams as follows. Clots will correspond
to nodes, with the number at each node equal to the number of elements in the
corresponding clot; x 4 y if and only if one can get from the node of x to the
node of y by going along arrows. For example,
s s s
s
✲ ✲
✟
✟
✟✯
✟
✟
✟
1 2 1
1
(17)
is (isomorphic to) the preordered set {1, 2, 3, 4, 5} where 4 is defined as follows:
1 4 3 4 4 4 3 4 5 and 2 4 3.
Let q be a prime power. Suppose (C,4) is a (finite) preordered set. Let
MC(q) = M (C,4)(q) be the set of all C × C matrices X = (xij) over Fq such
that xij = 0 unless i 4 j, for all i, j ∈ C. Let PC(q) be the group of all
invertible matrices in MC(q), and let NC(q) be the set of all nilpotent matrices
in MC(q). Let
ρC(q) = γ(P
C(q), NC(q)).
For example, if C is the preordered set given by (17), then MC(q) is (up to a
permutation of C) the set of matrices of the form

∗ 0 ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 0 0 ∗

 .
If l = (l1, . . . , ls) is a tuple of nonnegative integers, we shall also write l for
the preordered set
s s s s✲ ✲· · ·l1 l2 ls−1 ls
Note that then P l(q), ρl(q), etc. are as defined previously.
If C is a preordered set, we shall aim to reduce the problem of finding ρC(q)
to orbit-counting problems for matrices of size less than |C|, using Theorem 6.2.
In some cases, we shall be able to express ρC(q) in terms of ρO(q) where O varies
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among preordered sets of size less than |C|. This will allow us to calculate ρC(q)
using recursion for some C.
Let (C,4) be a finite preordered set. Let D ⊆ C be a minimal clot in C
with |D| = k, say. Let E = {x ∈ C : y 64 x ∀y ∈ D}. Let D¯ = C \D, E¯ = C \E
and C′ = C \ (D ∪ E). We shall view C × C matrices as endomorphisms of a
vector space V over Fq equipped with a basis {ei}i∈C . Let VD = span{ei}i∈D,
VE = span{ei}i∈E, VD¯ = V/VD and VC′ = V/(VD + VE). We may view M
D¯(q)
as a subring of End(VD¯) using the projections of ei, i ∈ D¯ as a basis of VD¯.
Similarly, we may viewMC
′
(q) as a subring of End(VC′). (By abuse of notation,
we shall view {ei}i∈C′ as a basis of VC′ .) Let m = |C′|. If
S = {s1 > · · · > sr} ⊆ [1,m− 1],
let HS = HS(C
′) be the set of all flags W = (W1, . . . ,Wr) such that
Wr ≤Wr−1 ≤ · · · ≤W1 ≤ VC′
and dimWi = si for all i. Let π : VD¯ ։ VC′ be the natural projection.
If W ∈ HS , write π−1(W) for the flag (π−1(W1), . . . , π−1(Wr)) in VD¯. Let
M D¯
W
(q) = P(VD¯;π
−1(W)). That is, M D¯
W
(q) is the ring of all elements of
M D¯(q) whose action on VC′ preserves W. Let P
D¯
W
(q) be the group of all
invertible elements inM D¯
W
(q), and letN D¯
W
(q) be the set of all nilpotent elements
in M D¯
W
(q).
Proposition 8.1. With the notation as in the previous paragraph, suppose
that HS is a complete set of representatives of the P
C′(q)-orbits on HS for each
S ⊆ [1,m− 1]. Then
ρC(q) =
k∑
j=0
p(k− j)
∑
S⊆[1,m−1]
(r(j, S) + r(j, S ∪ {m}))
∑
W∈HS
γ(P D¯W(q), N
D¯
W(q)).
Proof. Let Z be a complete set of representatives of P D¯(q)-orbits on N D¯(q).
Let πD : M
C(q) → M D¯(q) be the natural projection. If X ∈ Z, let GX =
π−1D (StabP D¯(q)(X)) ∩ P
C(q) and AX = π
−1
D (X) ∩N
C(q). By Lemma 4.2,
ρC(q) = γ(P
C(q), NC(q)) =
∑
X∈Z
γ(GX , AX). (18)
Let πE : M
C(q) → M E¯(q) be the natural projection. Let X ∈ Z. It is easy
to see that πE establishes a bijection between the GX -orbits on AX and the
πE(GX)-orbits on πE(AX). So
γ(GX , AX) = γ(πE(GX), πE(AX)) (19)
Let Q be the quiver representation
VD


// VE¯ // // VC′
where the first map is induced by the inclusion VD →֒ VC and the second map is
the natural projection. Then Q is isomorphic to Qk in the notation of Section 6
(VC′ plays the role of W ). Let χ : End(Q)→ End(VE¯ ;VD) be the isomorphism
which maps an endomorphism Y of Q to the action of Y on VE¯ .
Our aim is to express γ(πE(GX), πE(AX)) by applying Corollary 6.3 to the
quiver Qk. In fact, this expression is the only substantial step of the proof.
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Let G′X ≤ P
C′(q) be the image of GX under the natural map P
C(q) →
PC
′
(q). Let η : M D¯(q) → MC
′
(q) be the natural projection, and let A′X =
{η(X)} ⊆ NC
′
(q). Let ω : End(VE¯ ;VD)→ MC′,C′(q) be the natural projection,
(yij)i,j∈E¯ 7→ (yij)i,j∈C′ . Since d 4 c for all d ∈ D and c ∈ C
′,
ω−1(MC
′
(q)) =M E¯(q).
We identify the quiver representation Q with Qk; let (G′X)
(k) and (A′X)
(k)
N be
as defined in Section 6. Then, by those definitions,
χ((G′X)
(k)) = ω−1(G′X) ∩ P
E¯(q) and
χ((A′X)
(k)
N ) = ω
−1(A′X) ∩N
E¯(q).
Hence, clearly, χ((A′X)
(k)
N ) = πE(AX).
We claim that χ((G′X)
(k)) = πE(GX). It is clear that πE(GX) ⊆ ω−1(G′X)∩
P E¯(q). For the converse, suppose that Y = (yij) ∈ P E¯(q) satisfies ω(Y ) ∈ G′X .
Then there exists a matrix B = (bij) ∈ MC(q) such that πD(B) fixes X and
bij = yij for all i, j ∈ C′. Define R = (rij) ∈ MC(q) by ‘gluing together’
πD(B) and Y : rij = yij if i, j ∈ D ∪ C′ and rij = bij if i, j ∈ E ∪ C′. Then
πD(R) = πD(B), so R ∈ GX , and πE(R) = Y . Hence, Y ∈ πE(GX).
We are now in a position to apply Corollary 6.3:
γ(πE(GX), πE(AX)) = γ((G
′
X)
(k)
, (A′X)
(k)
N )
=
k∑
j=0
p(k − j)
∑
S⊆[1,m−1]
(r(j, S) + r(j, S ∩ {m}))ξS(G
′
X , A
′
X) (20)
By definition,
ξS(G
′
X , A
′
X) = γ(G
′
X , {W ∈ HS : X(π
−1(W)) = π−1(W)})
= γ(StabP D¯(q)(X), {W ∈ HS : X(π
−1(W)) = π−1(W)}).
Let
L = {(X,W) ∈ N D¯(q)×HS : X(π
−1(W)) = π−1(W)}
By Lemma 4.2 (applied in two different ways),∑
X∈Z
ξS(G
′
X , A
′
X) = γ(P
D¯(q), L) =
∑
W∈HS
γ(P D¯
W
(q), N D¯
W
(q)). (21)
The result follows by combining (18), (19), (20) and (21).
Therefore, in order to compute ρC(q), it is enough to find a set of represen-
tatives HS for each S ⊆ [1,m− 1] and to calculate γ(P
D¯
W
(q), N D¯
W
(q)) for every
W ∈ HS .
Suppose that any two elements of C′ are comparable. Then C′ is isomorphic
to some l = (l1, . . . , ls). Let S = {t1 > · · · > tu} ⊆ [1,m − 1]. The orbits of
P l(q) on HS(l) are well understood. (In fact, these orbits correspond to orbits
of pairs of flags, of appropriate dimensions, under the action of GLm(q).) Let
AlS be the set of tuples n = (nij)i∈[1,s],j∈[1,u] of nonnegative integers satisfying
li ≥ ni1 ≥ ni2 ≥ · · · ≥ niu for all i ∈ [1, s] and
s∑
i=1
nij = tj for all j ∈ [1, u].
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Relabel the basis {ei}i∈C′ of VC′ as {fij}i∈[1,s],j∈[1,li] so that P
l(q) = PC
′
(q)
is the stabiliser of the flag consisting of the subspaces span{fij}i∈[1,r],j∈[1,li],
r = 1, . . . , s. (This relabelling is given by an isomorphism between C′ and l.)
For each n ∈ AlS , define a flag W
n ∈ HS(l) as follows:
Wna = span{fij : 1 ≤ i ≤ s, 1 ≤ j ≤ nia}, a = 1, 2, . . . u.
Lemma 8.2. [5, Example 2.10] Let l = (l1, . . . , ls) be a tuple of nonnegative
integers with m = l1 + · · · + ls. Let S ⊆ [1,m− 1]. Then {Wn : n ∈ AlS} is a
complete set of representatives of P l(q)-orbits on HS(l).
If C′ is isomorphic to some l, we choose a set of representatives HS as given
by Lemma 8.2. In particular, for every W ∈ HS , each Wj is spanned by a
subset of the standard basis {ei}i∈C′ .
Let n ∈ AlS . Write ni0 = li and ni,u+1 = 0 for all i ∈ [1, s]. Define a new
preorder 4′ on D¯ as follows:
(i) suppose i1, i2 ∈ C′; let a1, b1, a2, b2 be such that ei1 = fa1,b1 and ej =
fa2,b2 ; then i1 4
′ i2 if and only if a1 ≤ a2 and there exists c ∈ [0, u] such
that b1 ≤ na1,c and b2 > na2,c+1;
(ii) if either i /∈ C′ or j /∈ C′, then i 4′ j if and only if i 4 j.
Note that, in case (i), i1 4 i2 if and only if a1 ≤ a2. It is straightforward to
check that, if i1, i2 ∈ C′, then i1 4′ i2 if and only if i1 4 i2 and, for all j ∈ [1, u],
ei1 ∈W
n
j implies ei2 ∈ W
n
j . (In fact, this is our motivation for defining 4
′).
Let O = O(S,n) be the preordered set (D¯,4′). It follows that M D¯
Wn
(q) =
MO(S,n)(q). Hence,
γ(P D¯Wn(q), N
D¯
Wn(q)) = ρO(S,n)(q),
and we deduce the following from Proposition 8.1.
Corollary 8.3. Let (C,4) be a preordered set with a minimal clot D. Let
k = |D|. Let C′ = {x ∈ C : y 4 x ∀y ∈ D} \ D. Let m = |C′|. Suppose the
preordered set C′ is isomorphic to some l = (l1, . . . , ls). Then
ρC(q) =
k∑
j=0
p(k − j)
∑
S⊆[1,m−1]
(r(j, S) + r(j, S ∪ {m}))
∑
n∈Al
S
ρO(S,n)(q),
where O(S,n) is defined in terms of D¯ = C \D, C′ and 4 as above.
Since |D¯| < |C|, this allows us to compute ρC(q) by recursion as long as
we can always find a minimal clot D such that any two elements of C′ are
comparable. Using this method, one may compute ρ(l1,...,ls)(q) for all tuples l
with l1 + · · · + ls ≤ 6, thus proving Proposition 1.4 (the explicit expressions
are given at the end of Section 9). Indeed, one can choose the clots D in such
a way that the only preordered set occurring in that computation for which
Corollary 8.3 is not applicable is the one considered in Example 8.3 below. For
more detail on the computation, see [4, Appendix B]. (The computation also
uses the symmetry ρC(q) = ρC∗(q) proved in Section 9 below.)
We now consider some examples of computations using Proposition 8.1 and
Corollary 8.3. For ease of notation, we list the flags W = Wn ∈ HS directly,
without giving n.
Example 8.1. Suppose C is isomorphic to (1, 1, 1, 1): say, C = [1, 4] with the
usual order. The only minimal clot is D = {1}. Then E = ∅ and C′ = {2, 3, 4}.
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The only non-zero terms in Corollary 8.3 are given by S = ∅ and S = {1}.
If S = ∅, we get a summand ρ(13)(q). Assume S = {1}. Then any W ∈ HS
consists of a single 1-dimensional space W1. So HS consists of 〈e2〉, 〈e3〉 and
〈e4〉. IfW1 = 〈e2〉, then O ≃ (13), so we get another term ρ(13)(q). IfW1 = 〈e3〉,
O is isomorphic to the preordered set ∆1 given by the diagram
s s
s
✲
✟
✟
✟✯
✟
✟
✟
1 1
1
(22)
Finally, ifW1 = 〈e4〉, then O ≃ (1, 1)⊔(1), so we get a term ρ(1,1)(q). Hence,
ρ(14)(q) = 2ρ(13)(q) + ρ∆1(q) + ρ(12)(q).
Example 8.2. We compute ρ∆1(q), where ∆1 is given by (22). We may take for
D either of the minimal elements of ∆1. Then E consists of the other minimal
element, and C′ consists of the maximal element (label the elements 1, 2, 3 so
that 3 is the maximal element). If S = ∅, we get ρ(12)(q). If S = {1}, then
necessarily W1 = 〈e3〉 and we get ρ(12)(q) again. Hence, ρ∆1(q) = 2ρ(12)(q) = 4
for all q.
Example 8.3. We now compute ρ∆2(q) where ∆2 is the partially ordered set
s s s
s
✲ ✲
❍
❍
❍❥
❍
❍
❍✟
✟
✟✯
✟
✟
✟
1 1
1
1
We may assume that the elements of ∆2 are 1, 2, 3, 4 where 1 is the smallest
element and 4 is the largest. The only minimal clot is D = {1}. We have C′ =
{2, 3, 4}. In this case, C′ is not isomorphic to any l, so we apply Proposition 8.1
directly. If S = ∅, we get the term ρ∆1(q). Assume S = {1}. The following is
a complete set of representatives for the action of PC
′
(q) on the 1-dimensional
subspaces W1 in VC′ :
{〈e2〉, 〈e3〉, 〈e4〉, 〈e2 + e3〉}.
In each of the first two cases, γ(P D¯
W
(q), N D¯
W
(q)) = ρ∆1(q). If W1 = 〈e4〉, then
N D¯
W
(q) contains just the zero matrix, so the corresponding term in the sum is
equal to 1. Finally, suppose W1 = 〈e2 + e3〉. Then we do not get a term of the
form ρO(q) for a preordered set O. It is possible to apply Corollary 5.3 to find
the corresponding term, but in this case we may find the orbits directly. With
respect to the basis {e2, e3, e4}, we have:
PC
′
W
(q) =



a 0 ∗0 a ∗
0 0 b

 : a, b ∈ Fq \ {0}

 and
NC
′
W
(q) =



0 0 ∗0 0 ∗
0 0 0



 .
It is easy to see that a complete set of representatives of PC
′
W
(q)-orbits onNC
′
W
(q)
is 


0 0 00 0 0
0 0 0

 ,

0 0 10 0 0
0 0 0

 ,

0 0 a0 0 1
0 0 0

 : a ∈ Fq

 .
So in this case γ(PC
′
W
(q), NC
′
W
(q)) = q + 2. Thus,
ρ∆2(q) = 3ρ∆1(q) + 1 + (q + 2) = q + 15.
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Example 8.4. We consider ρ(2,2,2)(q). (2, 2, 2) is isomorphic to C = [1, 6] with
clots {1, 2}, {3, 4} and {5, 6} (in the increasing order). The only minimal clot is
D = {1, 2}, so C′ = {3, 4, 5, 6}. The only non-zero terms in Corollary 8.3 come
from S = ∅, S = {1} and S = {2}. If S = ∅, we get p(2)ρ(2,2) = 2ρ(2,2). If
S = {1}, HS contains two flags W = (W1), namely W1 = 〈e3〉 and W1 = 〈e5〉.
In the first case, we get ρ(1,1,2)(q). In the second case, O is isomorphic to the
preordered set ∆3 given by
s s
s
✲
✟
✟
✟✯
✟
✟
✟
2 1
1
These two terms occur with the multiple 2 in the sum because r(2, {1}) =
r(1, {1}) = 1. Finally, if S = {2}, the possibilities for W1 are: 〈e3, e4〉, 〈e3, e5〉
and 〈e5, e6〉. These give rise to the terms ρ(2,2)(q), ρ∆2(q) and 4 respectively.
(In the last case, O ≃ (2) ⊔ (2).) Thus,
ρ(2,2,2)(q) = 3ρ(2,2)(q) + 2ρ(1,1,2)(q) + 2ρ∆3(q) + ρ∆2(q) + 4.
9 Dual quiver representations
Let Q = (E0, E1,U,α) be a quiver representation over a field Fq. Define the
dual representation Q∗ = (E0, E
∗
1 ,U
∗,α∗) as follows:
(i) E∗1 is obtained by inverting all the arrows in E1: for each e ∈ E1, σ
∗(e) =
τ(e) and τ∗(e) = σ(e);
(ii) U = (U∗a )a∈E0 where U
∗
a is the dual space to Ua;
(iii) α∗ = (α∗e)e∈E1 where α
∗
e is the dual map to αe.
Recall that θ(Q) = γ(Aut(Q), N(Q)). If X ∈ End(Q), let X∗ ∈ End(Q∗) be
the endomorphism (X∗a)a∈E0 .
Proposition 9.1. Let Q = (E0, E1,U,α) be a quiver representation. The
map X 7→ X∗ is a ring isomorphism between End(Q) and End(Q∗)op. Hence,
θ(Q) = θ(Q∗).
Proof. Clearly, X 7→ X∗ is a ring homomorphism from End(Q) to End(Q∗)op.
If V is a finite dimensional vector space, V ∗∗ is naturally equivalent to V . This
equivalence establishes an isomorphism from Q∗∗ onto Q, which identifies X∗∗
and X for all X ∈ End(Q). Hence, X 7→ X∗ is a bijection.
Now let (C,4) be a preordered set. Let V be a vector space over Fq with a
basis {ei}i∈C . As in the previous section, we may then identify MC(q) with a
subring of End(V ) using this basis.
For each i ∈ C, let D(i) = {j ∈ C : j 4 i}. Let TC = TC(q) be the quiver
representation (C ⊔ {0}, E1,U,α) such that
(i) E1 is equal to C as a set, σ(i) = i and τ(i) = 0 for all i ∈ C;
(ii) U0 = V , and Ui = span{ej}j∈D(i) ≤ V for all i ∈ C;
(iii) αi is the inclusion map Ui →֒ V for each i ∈ C.
It is easy to check that X 7→ X0 is a ring isomorphism from End(TC) onto
MC(q). Hence,
ρC(q) = θ(TC(q)). (23)
The following is an easy exercise.
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Proposition 9.2. Let C be a preordered set. Then the rings End(T ∗C) and
MC
∗
(q) are isomorphic. Hence, ρC∗(q) = θ(T
∗
C).
Combining (23), Proposition 9.1 and Proposition 9.2, we obtain the following
result.
Corollary 9.3. For any finite preordered set C, for all prime powers q,
ρC(q) = ρC∗(q).
In particular, if (l1, . . . , ls) is a tuple of nonnegative integers, then
ρ(l1,...,ls)(q) = ρ(ls,...,l1)(q).
The following table gives the values of ρl(q) for all tuples l = (l1, . . . , ls)
with l1+ · · ·+ ls ≤ 6 (see [4, Appendix B] for a detailed computation). In view
of Corollary 9.3, we list only one representative for each pair of distinct tuples
(l1, . . . , ls) and (ls, . . . , l1).
l ρl(q)
(1) 1
(2) 2
(1,1) 2
(3) 3
(1,2) 4
(1, 1, 1) 5
(4) 5
(1,3) 7
(2,2) 10
(1, 1, 2) 12
(1, 2, 1) 11
(1, 1, 1, 1) 16
(5) 7
(1,4) 12
(2,3) 18
(1, 2, 2) 30
(2, 1, 2) 31
(1, 1, 3) 23
(1, 3, 1) 21
(1, 1, 1, 2) 43
(1, 1, 2, 1) 40
(1, 1, 1, 1, 1) 61
(6) 11
(1,5) 19
(2,4) 34
(3,3) 37
(1, 2, 3) 63
(1, 3, 2) 62
(2, 1, 3) 66
(1, 1, 4) 43
(1, 4, 1) 38
(2, 2, 2) q + 89
(1, 1, 1, 3) 93
Continued on the next page
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l ρl(q)
(1, 1, 3, 1) 84
(1, 1, 2, 2) q + 121
(1, 2, 1, 2) 120
(1, 2, 2, 1) 113
(2, 1, 1, 2) q + 127
(1, 1, 1, 1, 2) q + 185
(1, 1, 1, 2, 1) 173
(1, 1, 2, 1, 1) q + 170
(1, 1, 1, 1, 1, 1) q + 273
Appendix
Ranks of partition matrices
Anton Evseev and George Wellen
Let S be a subset of N. If k ∈ Z, let p(k, S) be the number of partitions
λ such that |λ| = k and λi ∈ S for all i. Recall that r(k, S) is the number of
partitions λ such that λi ∈ S for all i and, for each s ∈ S, there exists i such
that λi = s.
Fix a positive integerm, and let n = m(m+1)/2. Let P be the matrix whose
columns are indexed by non-empty subsets of [1,m], whose rows are indexed
by nonnegative integers and whose (k, S) entry is p(k, S). Let R be the matrix
whose rows are indexed by positive integers k and whose columns are indexed
by non-empty subsets S of [1,m] with the (k, S) entry equal to r(k, S). Thus,
P and R have infinitely many rows and 2m− 1 columns each. Our aim is to find
out the ranks of P and R and to find linear relations between rows of P and R.
If S ⊆ [1,m], let
PS(X) =
∞∑
k=0
p(k, S)Xk
be the generating function of the sequence (p(k, S))∞s=0. Here, and in the sequel,
X is a formal variable, and all expressions involving X are assumed to be
elements of the ring Q[[X ]] of formal power series over Q.
Observe that
P{i}(X) =
∑
k≥0
X ik =
1
1−X i
.
It follows that, for any non-empty finite subset S ⊂ N,
PS(X) =
1∏
i∈S(1 −X
i)
(24)
Also, by the inclusion-exclusion formula, for all S ⊆ [1,m] and all k ∈ N,
r(k, S) =
∑
S′⊆S,S 6=∅
(−1)|S|−|S
′|p(k, S). (25)
(Note that p(k,∅) = 0 for k > 0.) The following result can be easily proved by
induction.
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Lemma 1. For every natural number k ∈ [1, n] there exists a non-empty subset
Sk of [1,m] such that k =
∑
i∈Sk
i.
Let
∆(X) =
m∏
i=1
(1−X i).
Define integers c0, c1, . . . , cn by
∆(X) =
n∑
i=0
c
(m)
i X
i.
Theorem 2. rank(P) = n = m(m + 1)/2. Moreover, for all k ≥ n and all
non-empty S ⊆ [1,m],
p(k, S) = −
k−1∑
j=k−n
ck−jp(j, S).
Proof. Let S be a non-empty subset of [1,m]. By (24),
PS(X)∆(X) =
∏
i∈[1,m]\S
(1−X i), hence,
∞∑
k=0
k∑
j=max(0,k−n)
ck−jp(j, S)X
k =
∏
i∈[1,m]\S
(1−X i).
If k ≥ n, the coefficient in Xk on the right-hand side is 0 (since S 6= ∅), so
k∑
j=k−n
ck−jp(j, S) = 0.
Then the expression for p(k, S) follows from the fact that c0 = 1. It follows
that rank(P) ≤ n.
To show that rank(P) ≥ n, it is enough to prove that the polynomials
PS(X)∆(X) span a subspace of dimension at least n in Q[[X ]] as S varies
among the non-empty subsets of [1,m]. By (26),
deg(PS ·∆) =
∑
i∈[1,m]\S
i = n−
∑
i∈S
i.
Hence, by Lemma 1, for each integer k ∈ [0, n − 1], there exists a non-empty
S ⊆ [1,m] such that deg(PS ·∆) = k. The result follows.
Corollary 3. rank(R) = n. Moreover, for all k > n and all non-empty S ⊆
[1,m],
r(k, S) = −
k−1∑
j=k−n
ck−jr(j, S).
Proof. The expression for r(k, S) follows from Theorem 2 and (25). By (25),
rank(R) is equal to the rank of the matrix obtained by removing the 0-row from
P. By Theorem 2,
cnp(0, S) = −
n∑
j=1
cn−jp(j, S),
so the 0-row of P is a linear combination of the next n rows (cn 6= 0). Hence,
rank(R) = n.
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Define dj =
∑n−j
i=0 ci for j = 1, 2, . . . n.
Proposition 4. For all non-empty S ⊆ [1,m],
n∑
j=1
djr(j, S) =
n∑
j=1
djp(j, S) =
{
1 if S = [1,m],
0 otherwise.
Proof. Let f(X) = (PS(X)− 1)∆(X). Then
f(X) =
∏
i∈[1,m]\S
(1−X i)−∆(X).
Thus, f(X) is a polynomial of degree n, and f(1) is the sum of the coefficients
of f(X) in X0, X1, . . . , Xn. On the other hand,
f(X) =
∞∑
j=1
n∑
i=0
cip(j, S)X
i+j .
Therefore,
f(1) =
n∑
j=1
n−j∑
i=0
cip(j, S) =
n∑
j=1
djp(j, S).
Hence,
n∑
j=1
djp(j, S) = f(1) =
{
1 if S = [1,m],
0 otherwise.
By (25),
∑n
j=1 djr(j, S) is equal to this too.
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