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Abstract. Recent experimental advances in the field of cavity quantum electrodynamics (QED)
have opened new possibilities for control of atom-photon interactions. A laser with “one and the
same atom” demonstrates the theory of laser operation pressed to its conceptual limit [1]. The
generation of single photons on demand and the realization of cavity QED with well defined atomic
numbers N = 0,1,2, ... both represent important steps toward realizing diverse protocols in quantum
information science [2, 3]. Coherent manipulation of the atomic state via Raman transitions provides
a new tool in cavity QED for in situ monitoring and control of the atom-cavity system. All of these
achievements share a common point of departure: the regime of strong coupling. It is thus interesting
to consider briefly the history of the strong coupling criterion in cavity QED and to trace out the
path that research has taken in the pursuit of this goal.
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RATES AND RATIOS OF CAVITY QED
In 1946, E. M. Purcell [4] pointed out the dependence of the Einstein-A coefficient on
boundary conditions. Subsequent theoretical work [5, 6] showed that the probability of
spontaneous emission could be characterized by a parameter β :
β ∼ A{(1− ∆Ω
4π
)+(boundary f unction)× ∆Ω
4π
} (1)
where ∆Ω is the solid angle associated with the atom-boundary interaction. Note that
the first term leads to an inhibition (reduction) in the rate β below A. However, the
magnitude of the boundary function in the second term determines whether the overall
rate β will be greater or less than the rate of free space decay. A separate effect of the
boundary is to induce shifts in the atom’s energy levels, which in general vary with
position near the boundary and hence lead to forces on an atom. More specifically, an
atom in the excited state experiences a London-van der Waals force due to an induced
dipole, while for a ground state atom, spatial variations of the Lamb shift generate
a Casimir-Polder force [6, 7, 8]. These frequency shifts are significant enough to be
experimentally observable [9], and are extremely important for precision measurement
of the electron g factor for one electron in a Penning trap [10, 11, 12].
Thus we see that the presence of boundaries results in an interaction with an altered
structure of modes for the electromagnetic field to which a quantum radiator can transfer
energy. In general, atomic decay arises from excitation incoherently lost to a continuum
of modes. However, for the idealized boundary condition of a lossless optical resonator
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FIGURE 1. Characteristic parameters of atom, cavity, and environment: κ , the rate of decay of the
cavity field; γ , the rate at which the atomic dipole radiates into modes other than the cavity field mode;
T , the transit time of an atom through the cavity mode; and g, the rate of coherent atom-field coupling.
Strong coupling requires that g/(γ,κ , 1T ) 1.
(cavity), an atom interacts with a localized, single mode, which can then return the
energy to the atom. The result is a coherent transfer of quanta between atom and
radiation field, described in the seminal paper of Jaynes and Cummings in 1963 [13]. In
this idealized setting, the Hamiltonian of the atom-cavity system is given by [14, 15]
H = h¯ωcavitya†a+ h¯ωatom
σz
2
+ h¯g(a†σ−+σ+a), (2)
where ωcavity is the resonant frequency of the cavity and ωatom is the frequency spacing
the between the atom’s ground and excited states. Single-photon Rabi nutation between
the atom and cavity occurs at a frequency 2g. The Rabi frequency is proportional to the
electric field per photon, namely
g≡ µ
h¯
√
h¯ωcavity
2ε0Vmode
, (3)
where µ is the atomic dipole moment and Vmode is the cavity mode volume. Note that a
small mode volume is thus essential to achieve a large Rabi frequency for single photons.
Of course, a physical cavity is not lossless; photons leave at a rate 2κ which is pro-
portional to the cavity’s quality factor. Additionally, the atomic excited state population
decays at rate 2γ ≈ A, which is close to the free-space atomic decay rate because of the
small solid angle subtended by optical cavities relevant to our work. A third parameter
of the cavity QED system is the time T during which the atom interacts with the cav-
ity mode. In the language of open quantum systems, κ , γ , and 1T characterize rates of
irreversible decay to the environment, while g is the rate of coherent evolution of the
system. In order for the atom and cavity to exchange quanta of energy over many cycles,
we require that [14]
g/(γ,κ, 1
T
) 1 (4)
This is the strong coupling criterion.
Strong coupling permits us to define two figures of merit: the critical photon number
m0≡ β
2
2g2 and the critical atom number N0≡
2βκ
g2 , where β ≡max[γ, 1T ]. When the critical
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photon number is less than one, nonlinear optics with one photon per mode becomes
possible. When the critical atom number is less than one, only a single atom is required
for appreciable modifications of the response of an optical cavity (e.g., switching).
EXPERIMENTS IN THE STRONG COUPLING REGIME
State-of-the-art experiments in cavity QED in the optical domain have achieved typical
values of m0 ∼ 10−3 to 10−4 photons and N0 ∼ 10−2 to 10−3 atoms. One important step
in reaching such low values has been the use of superpolished mirrors with multilayer
dielectric coatings; optical resonators built with these mirrors have very low losses and
thus a low κ , while placing the mirrors tens of microns apart insures a small Vmode
and thus a large g. But in achieving long cavity times T which minimize β , it was
the merger of laser cooling and trapping techniques with the cavity QED environment
[16] which proved a significant breakthrough. The first demonstrations of the strong
coupling criterion with atoms in optical resonators [17, 18] had relied on atomic beam
transits through the cavity mode; thus, measurement data represented an average over an
ensemble of atoms. But by capturing a cloud of cesium atoms in a magneto-optic trap
(MOT) millimeters above a cavity, then releasing them at sub-Doppler temperatures to
fall between the mirrors, individual atomic trajectories could be witnessed in real time
[16].
These early technical achievements have made possible a diverse collection of recent
experiments. For example, G. Rempe’s group at the Max Planck Institute in Garching
has used the atom-cavity coupling as a means to cool the motion of an intracavity atom
[19]; the authors estimate that “the observed cooling rate is at least five times larger than
that produced by free-space cooling methods, for comparable excitation of the atom.”
When one applies a blue-detuned probe laser to the cavity, the motion of a trapped
atom transfers energy to the cavity field, and this energy subsequently leaves the system
through the process of cavity decay.
Another interesting result relates to the propagation of optical pulses through a high
finesse atom-cavity system [20]. Previously, pulses with dramatically shifted group
velocities have been observed propagating through dense atomic media, which are
necessary to generate a steep gradient of the refractive index [21]. But in the work of
Shimizu et al. [20], a cavity with N0  1 allows just a handful of intracavity atoms to
substitute for a macroscopic free-space ensemble. While the experimenters have not yet
obtained single-atom resolution in their cavity, if such an atom were to be trapped and
prepared in a superposition of ground states, it could then map these ground states to
two time-separated optical pulses.
Finally, the use of an optical dipole “conveyor belt” to transport single atoms [22]
into and out of the cavity interaction region offers new possibilities for control of cavity
QED systems and perhaps a means to achieve a scalable architecture for quantum com-
putation. The group of M. Chapman at Georgia Tech has used such a one-dimensional
optical lattice to transport Rubidium atoms back and forth through a cavity mode, ob-
serving their passage by monitoring transmission of a probe beam at the cavity output
[23].
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We would also like to highlight exciting recent progress in the ion-trapping commu-
nity, notably the generation of single photons from a Ca+ ion in a cavity [24, 25] and the
use of a miniature rf-Paul trap to couple an ion to a high finesse cavity mode [26]. While
these groups have not yet realized the strong coupling criterion, their precise control of
atomic position and their extended trapping times remain unmatched by neutral atom
experiments.
STRONG COUPLING AT CALTECH
For our research group, a major advance towards the realization of strong coupling with
single trapped atoms occurred in 1996, when we successfully combined the techniques
of laser cooling and trapping with those of cavity QED and thus observed the first
individual atomic transits through a cavity [16, 14]. Subsequent work pursued the goal of
localizing these single atoms in a regime of strong coupling. To this end, a near-resonant
probe beam with mean field strength of one photon was used to trap a single atom in
a cavity mode for times up to ∼ 1 ms [27, 28]. The high rate of optical information
carried by the transmitted field, much greater than the possible rate from a free-space
atom, allowed real-time reconstruction of individual atomic trajectories.
However, another experiment in our group was actually the first to achieve trapping
of single atoms in a regime of strong coupling. Here, we utilized a far off-resonant trap
(FORT) to generate a conservative dipole-force potential along a second longitudinal
cavity mode [29]. A cloud of cold atoms was released from a MOT, with a few atoms
falling between the cavity mirrors and into the cavity mode. The presence of an intra-
cavity atom, sensed in real time with a cavity probe beam, was then used to activate a
FORT beam to confine the atom within the cavity. Early difficulties in this experiment
were caused by cavity-enhanced FM-to-AM noise conversion that prompted us to search
for a new FORT wavelength further detuned from the 852 nm Cesium line, where our
cavity has maximal finesse. This in turn led to the implementation of a “magic” FORT
wavelength at 936 nm [30, 31, 32]. A FORT will ordinarily generate AC-Stark shifts
of opposite signs for the ground and excited states of an atomic transition, but for a
FORT at 936 nm in Cesium, both the ground and excited states of the D2 transition
have negative, approximately equal shifts. We thus demonstrated a novel mechanism
for state-insensitive trapping, allowing us to decouple the atom’s center-of-mass motion
from its internal degrees of freedom and to perform transformations via excited atomic
states that are largely free of trap-induced heating.
This trapping ability has recently enabled a series of advances in Quantum Optics and
Quantum Information Science in our laboratory. We have observed individual Cesium
atoms confined within the FORT with lifetime τ  3 s; even while being continuously
monitored via transmission of a strongly coupled probe beam, the atoms remain trapped
for  1 second [33]. A single trapped atom can then act as the active medium in a
one-atom laser, a new device which exhibits qualitatively different behavior from a
conventional laser with many atoms and photons [1]. In this experiment an applied
field Ω3 from the side of the cavity (i.e., transverse to the cavity axis) pumps the
atom from ground state (6S1/2,F = 3) to excited state (6P3/2,F ′ = 3′), which strong
coupling maps to (6S1/2,F = 4) via emission of a photon into the cavity (lasing) mode; a
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second applied field Ω4 pumps the atom to (6P3/2,F ′ = 4′), from which it spontaneously
decays to the original ground state. Conventional laser theory requires critical photon
and atom numbers m0,N0  1 and thus is not applicable in the strong coupling regime.
Experimentally, we observe “thresholdless lasing” and a maximum intracavity photon
number which is rate-limited due to the (irreversible) recycling of the one atom through
its energy levels. Additionally, the one-atom laser exhibits photon antibunching and sub-
Poissonian photon statistics, evidence that it is a manifestly quantum light source. For
comparison with our experimental results, we have extensively analyzed the theory of
“lasing” in the strong-coupling regime [34].
The single-atom laser produces a nonclassical stream of photons, but we can also
use our atom-cavity system to generate single photons on demand [2]. Here we apply
the fields Ω3 and Ω4 as a sequence of pulses. In conjunction with the strong coupling
g, Ω3 performs a “dark-state” transfer of an atom between hyperfine ground states
F = 3 → 4 [35]. Simultaneously, it creates a photon in the intracavity field which
subsequently exits the cavity with a transverse spatial profile fixed by the TEM00 mode
of the cavity (i.e., as a Gaussian beam) and with a temporal profile determined by the
time-dependence of the Ω3 field, which is under external control. After a brief period
with no external illumination, an Ω4 pulse is then used to recycle the atom to the F = 3
ground state as a source for subsequent photons. Strong coupling between the F ′= 3 and
F = 4 manifolds means that each cycle generates an intracavity photon with efficiency
approaching 100%, with an overall efficiency of (69±10)% for creating an unpolarized
photon in the cavity output. Due to our extended trapping times, each atom generates
about 1.4× 104 single photons before it is heated out of the FORT. The cavity output
is directed to two photoelectric detectors at the ports of a beam splitter, leading to an
overall detection efficiency of ∼ 2.4% (intracavity photon to photoelectric event). A
large suppression of two-photon events is measured by way of correlation functions for
photoelectric events from the two detectors, with the largest observed suppression being
a factor R≥ 150 relative to a coherent state. We thereby demonstrate the predominantly
single-photon character of our source. The remaining two-photon character is created
principally by “contamination” from rare events in which two atoms are simultaneously
loaded into the trap.
Such two-atom events raise the important question of whether it is possible to prepare
a chosen number of atoms within a cavity. Our method of atom collection – releasing a
cold cloud of ∼ 105 atoms above our cavity – relies on the prohibitive geometry of the
narrow cavity opening to admit only a few atoms at a time. If we limit the number of
atoms in the cloud or the efficiency of the cooling beams, we can reduce the probability
of loading more than one atom but can never eliminate it completely. However, if instead
we load several atoms at once into the cavity, we have found that by monitoring the
cavity transmission with a probe beam, we can watch the atoms “boil off” one by one
from the trap [3]. The signature of these departures is a series of step-like plateaus in the
cavity transmission, such that the decay of atom number N  3→ 2→ 1→ 0 is easily
discernible in real time. An analysis of the single photon generation data shows that at
long trapping times (when it is much less likely to have two atoms still in the cavity),
the suppression of two-photon events is much improved. In future work, monitoring
probe transmission levels could be an efficient means of loading exactly one atom into
a cavity, or selecting the number of atoms to be entangled via quantum information
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FIGURE 2. Raman transitions for one atom trapped in a cavity: (a) frequency shift of the Raman
resonance, and (b) “Rabi flopping” oscillations between Cesium ground states. We drive the transition
(F = 3,mF = 0)↔ (F = 4,mF = 0) with ΩE ∼ 50 kHz for a pulse of duration ∆t = 100µs. In (a), a Raman
detuning δ = 0 corresponds to the known Cesium hyperfine splitting. We scan the Raman laser frequency
around this point and plot the probability that the atom has been transferred to the F = 4 ground state;
note the red-shifted line shape peak due to small differences in FORT shifts for the F = 3,4 levels. In (b),
we apply Raman pulses with varying durations up to 100 µs. After each pulse, the atom is queried with a
probe laser to determine whether it is in the F = 4 ground state.
protocols (e.g., as in Ref. [36]).
NEW TOOLS FOR CAVITY QED
What do we still hope to add to our cavity QED toolbox? Without interfering with atom-
cavity interactions, we need to be able to characterize the atom’s environment while it
is trapped within the FORT. Specifically, we would like to know the magnetic field that
the atom experiences, the initial value and any temporal variation of the energy at which
it is trapped, and the properties of the FORT surrounding it (for example, the intracavity
polarization). Furthermore, we hope to improve our control of the atom’s center-of-
mass motion within the cavity, ultimately cooling to the ground state. Currently, we
employ blue-detuned Sisyphus cooling for motion transverse to the cavity axis, but we
would also need to implement an axial cooling scheme. Finally, we aspire to achieve
coherent control of the atomic internal states. The long-term goal of realizing quantum
networks within the cavity QED setting relies upon the ability to generate, process, and
store information in cavities which act as quantum nodes [37, 38]; creating coherent
superpositions of hyperfine states would be an important step in this direction.
One powerful technique – Raman transitions between hyperfine ground states – has
the potential to address all three goals of characterization, external cooling, and internal
control. In order to implement Raman transitions within the constraints of our cavity
geometry, we have developed a new technique that employs the intracavity FORT field
itself together with a superimposed beam from a second 936 nm laser, likewise mode-
matched to the cavity and phase-locked to the original FORT beam. Both lasers drive
the same cavity mode, but while the FORT beam (Rabi frequency ΩF ) is resonant with
the cavity, the new Raman beam (Rabi frequency ΩR ) is detuned by the Cesium ground
state hyperfine splitting plus an additional shift δ . If ∆ is the approximate detuning
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of the laser frequencies for ΩF ,ΩR from the atomic resonance, then in the limit that
∆ ΩF ,ΩR,δ ,γ , the effective Rabi frequency for transitions between hyperfine states
is given by ΩE(t) = ΩFΩR(t)2∆ .
Fig. 2 presents the initial evidence that we are able to drive Raman transitions of
a Cesium atom in a cavity. After an atom is cooled into the FORT, it is prepared
by optical pumping in the F = 3,mF = 0 ground state. We apply a magnetic field
along the cavity axis in order to create known frequency splittings (on the order of a
few Megahertz) between the Zeeman levels, and thereby focus on only one Zeeman
transition. Subsequently, the Raman laser is switched on in order to drive the (F =
3,mF = 0)↔ (F = 4,mF = 0) transition with Rabi frequency ΩE = 50 kHz for duration
100µs. For the data shown in (a), the Raman laser frequency is detuned over a range
of hundreds of kilohertz in the vicinity of the hyperfine splitting; after exposure to
Raman light at a given frequency, a probe pulse along the cavity axis resonant with
the F = 4→ F = 5′ Cesium transition at 852 nm measures whether the atom is in the
F = 4 ground state, with the probability for a transition plotted as the ordinate in Fig. 2.
The result is a Raman line shape whose width is given by the experimentally determined
Rabi frequency ΩE(t) and whose peak is shifted 20 kHz to the red of the hyperfine
splitting, corresponding to a relative shift of the F = 3 and F = 4 levels due to the FORT
potential that can be calculated; a sketch of the calculation is as follows:
U4−U3 ∼ IF∆ −
IF
∆+δA
∼ δA
∆
U4 ∼ (2π)(20kHz) (5)
Here U4 and U3 are the potential well depths of the FORT in the F = 4 and F = 3 ground
states, respectively, and δA is the hyperfine splitting. The agreement of observed and
calculated lineshapes (e.g., the width and shift in the peak) indicates that we can perform
Raman spectroscopy with an accuracy on the order of tens of kHz. Meanwhile, in (b),
the Raman beam is pulsed for various short time intervals. A probe pulse subsequently
queries the atom to determine its ground state, and the resulting probabilities as a
function of pulse duration display the familiar oscillations of “Rabi flopping.”
Having demonstrated Raman transitions within our cavity, we turn to the techniques of
Raman sideband cooling, already well-established for trapped ions [see the contributions
by the groups of D. Wineland and R. Blatt in this volume] and for alkali atoms in
free space [e.g., see Refs. [39, 40]]. If n denotes the vibrational state of the atom in
the FORT potential, then slightly higher frequencies can drive the atom from (F =
3,mF = 0,n) to (F = 4,mF = 0,n + 2), while lower frequencies can drive the atom to
(F = 4,mF = 0,n−2). Note that because the FORT laser and Raman laser are spatially
overlapped, symmetry arguments only permit even ∆n transitions. Thus a Raman scan
(Fig. 3) displays three peaks: blue and red sideband peaks, corresponding to transitions
to higher and lower vibrational states, respectively, surrounding a central carrier. The
positions of these peaks correspond reasonably well to the expectation ±2ν0  ±1.1
MHz, where ν0 is the vibrational frequency for harmonic motion at the antinode of the
FORT, which is independently determined from the FORT and Cs parameters. However,
we do not yet understand the observed lineshapes or the loss of contrast evidenced in Fig.
3. Preliminary attempts at cooling center-of-mass motion via Raman sidebands suggest
that we can extend the lifetime of trapped atoms within our cavity. When cooling, we
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FIGURE 3. Motional Raman sidebands for one trapped atom. The atom is initially prepared as
described in Fig. 2 and in the text. We drive the transition (F = 3,mF = 0)↔ (F = 4,mF = 0) with ΩE =
200 kHz for various Raman detunings δ . The detuning δ = 0 is chosen to coincide with the transition
between mF = 0 levels; the frequencies of other (suppressed) transitions between Zeeman levels are
indicated.
omit the axial magnetic bias field so that all Zeeman levels will now have access to the
Raman light.
Using Raman transitions, we are thus able to rotate a Cesium atom between its internal
ground states, and we hope to cool atoms along the cavity axis close to the vibrational
ground states. Additionally, Raman scans can provide diagnostic information about the
magnetic fields experienced by an intracavity atom. For this technique, we again omit a
bias field and optically pump the atom so as to randomly distribute it among all possible
Zeeman levels within one of the F = 3,4 manifolds. Then scans such as Fig. 3 will reveal
transitions for ∆mF = ±1 (∆mF = 0) in the presence of transverse (axial) fields, while
the frequency spacing between transitions will indicate field strength. As a final step,
we can adjust field strengths of external magnetic bias coils in order to create a desired
intracavity field.
Finally, we have made initial efforts at measuring the temperature of trapped atoms
via adiabatic reduction of trap depth [41]. The protocol for this measurement requires
loading an atom into a trap with depth U0, then adiabatically ramping down the trap
depth to a second level U1, ramping the trap depth back up to its initial level, and at
last using a probe measurement to see if the atom has survived this process. We repeat
the protocol for various depths U1 and plot survival probability as a function of this
minimum depth. Using the methods of [41], we convert well depths to initial atom
energies. A fit of our data to the Boltzmann distribution gives a value of kBT = 0.5mK, or
0.3U0. We hope to use this method to evaluate our progress in Raman sideband cooling.
Having traced the path of strong coupling through to the present, it is tempting
to speculate upon where the future will lead us. Perhaps the answer lies with atoms
coupled not to optical Fabry-Perot cavities but instead to the evanescent fields of solid-
state toroid microcavities. Recent progress in this field [42] has produced structures
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with quality factors Q ∼ 4× 108 and which may be reduced in size to give g0 ∼ 400
MHz. The critical atom and photon numbers for such a system with atomic Cs would
be, respectively, N0 ∼ 5× 10−7 and m0 ∼ 3× 10−5 [43]. Another promising avenue is
provided by atoms coupled to the evanescent fields of photonic bandgap cavities [44].
With regard to these devices, recent theoretical work [45] points out that new issues arise
when the coherent coupling g is greater than the hyperfine level splitting, forcing us to
look beyond conventional models of the atom-field interaction as we push further into
the strong coupling regime.
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