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Abstract
We consider the problem of team optimal decentralized estimation of a linear stochastic process by multiple agents. Each
agent receives a noisy observation of the state of the process and delayed observations of its neighbors (according to a
pre-specified, strongly connected, communication graph). Based on their observations, all agents generate a sequence
of estimates of the state of the process. The objective is to minimize the total expected weighted mean square error
between the state and the agents’ estimates over a finite horizon. In centralized estimation with weighted mean square
error criteria, the optimal estimator does not depend on the weight matrix in the cost function. We show that this is not
the case when the information is decentralized. The team optimal decentralized estimates depend on the weight matrix
in the cost function. In particular, we show that the optimal estimate consists of two parts: a common estimate which is
the conditional mean of the state given the common information and a correction term which is a linear function of the
offset of the local information from the conditional expectation of the local information given the common information.
The corresponding gain depends on the weight matrix as well as on the covariance between the offset of agents’ local
information from the conditional mean of the local information given the common information. We show that the local
and common estimates can be computed from a single Kalman filter and derive recursive expressions for computing the
offset covariances and the estimation gains.
Keywords: Decentralized Linear Quadratic Gaussian Systems, Static teams, Decentralized State Estimation, Kalman
Filtering.
1. Introduction
The separation of estimation and control is one of the
most celebrated results in centralized stochastic control of
linear systems with quadratic per-step cost and Gaussian
disturbances (which is called the LQG (linear, quadratic,
and Gaussian) setup). In particular, the optimal control
action is equal to a gain matrix multiplied by the current
state estimate. The computation of the gain and the state
estimate are separated from each other. The gain matrix
is computed by solving a backward Riccati equation which
depends on the per-step cost and the covariance of the
plant disturbance. The state estimate is updated using
a Kalman filter, where the filtering gain is computed by
solving a forward Riccati equation which depends on the
covariances of the plant disturbance and the observation
noise. The key feature of the result is that the backward
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Riccati equation for computing the controller gain and the
forward Riccati equation for computing the filtering gain
do not depend on each other and can be solved separated.
This feature is sometimes called the two-way separation
between estimation and control.
These simplifications do not hold for decentralized con-
trol of LQG systems. In general, non-linear control strate-
gies may outperform the best linear strategy [1]. Even if
we arbitrary restrict attention to linear control strategies,
the best linear strategy may not have a finite dimensional
representation [2]. Linear strategies are known to be op-
timal only for specific information structures [3, 4] but
even in these cases, there is no general method to identify
a sufficient statistics for the optimal controller. Thus, a
priori, there is no separation of estimation and control.
There are a few specific models of decentralized LQG
systems with partially nested information structure where
the optimal controller is linear function of a sufficient statis-
tics [5–12]. But even in these cases, the two way separation
between estimation and control does not hold. The moti-
vation of this article is to understand the reason for this
lack of separation between estimation and control and ex-
plain why it is possible to identify sufficient statistics in
the absence of separation.
Preprint submitted to Elsevier February 12, 2020
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To understand this lack of separation, we consider team
optimal decentralized state estimation, which may be
viewed as a dual of team optimal decentralized stochastic
control. Our main result is to show that team optimal de-
centralized state estimation is fundamentally different from
centralized state estimation and this difference provides
part of the explanation for the structure of team optimal
decentralized stochastic control strategies in the absence
of separation.
Decentralized state estimation is an important problem
in its own right and is a key component of many large scale
systems including wireless sensor networks [13], power sys-
tems [14–16], vehicle platooning [17–19], and networked
control systems [17]. Due to its importance in applications,
several variations of decentralized estimation have been
considered in the literature. Broadly speaking, the liter-
ature on decentralized estimation may be classified into
three categories, which we briefly summarize below.
The first category consists of models where nodes or
agents generate local estimates and then share these esti-
mates along with some additional information to obtain
centralized estimates. Decentralized estimation of intercon-
nected subsystems with completely decentralized informa-
tion structure is considered in [20]. A similar setup with
noisy information exchange between the subsystems is con-
sidered in [21]. Decentralized control and estimation with
one-step delay sharing information structure is considered
in [22] and it is shown that the amount of transmitted
data can be reduced by transmitting two vectors: a linear
function of the local estimates and a linear function of the
observations. A similar result for hierarchical estimation
(or decentralized estimation with a fusion center) is con-
sidered in [23]. A successive orthogonalization technique
for hierarchical estimation is presented in [24]. A general
methodology for combining local estimates generated using
different observations at different time is presented in [25].
Hierarchical estimation with delayed inter-agent communi-
cation is considered in [26, 27]. In all of the above papers,
linear dynamics and Gaussian disturbances are assumed.
Hierarchical estimation for general Markov processes is
considered in [28].
The second category consists of models where agents are
connected over (a possibly time-varying) communication
graph and share their observations with their local neigh-
bors. Each agent runs a local Kalman filter, and between
each prediction step of the Kalman filter, uses one or mul-
tiple rounds of a consensus algorithm to obtain an average
of the estimates of all agents. Conditions under which the
local estimates agree asymptotically and the local estima-
tion errors are stable are identified in [29–33]. A related
question of asymptotic agreement in distributed estima-
tion with consistent or inconsistent beliefs is considered
in [34–37].
The third category consists of models where each agent
generates an estimate of the state and the objective is
to minimize a team cost which is a weighted quadratic
function of the estimation errors of all agents. Such a
model was first considered in [38] who considered agents
with no inter-agent communication. A variation where
agents have an option to choose among one of multiple
observation channels was considered in [39]. In both these
papers, the optimal estimation strategy was derived by
lifting the state and observation to a higher dimensional
space and using a standard Kalman filter in that space.
The first two categories of results do not consider team
optimal state estimation. Therefore, they are not directly
provide insight to separation of estimation and control
in decentralizes stochastic control. The third category of
results are relevant but [38, 39] consider models with no
intra-agent communication which restricts their applicabil-
ity.
In this paper, we consider a model belonging to the third
category where agents share their observations with their
neighbors over a pre-specified communication graph. Due
to the information sharing, the solution approach of [38, 39]
doesn’t work. Instead, we obtain the optimal estimators by
using results from static team theory [40] with the common
information approach [41]. A detailed comparison of our
results with those of [38, 39] is presented in Section 3.3.
A remarkable feature of the team optimal decentralized
state estimate considered in this paper is that an agent’s
team optimal decentralized estimate is not the conditional
mean of the state given the information at the agent; rather
it is a linear function of the local information where the
gain depends on the weight function of the mean square
error. This makes team optimal decentralized estimation
fundamentally different from centralized state estimation.
This difference is explained in details in Sec 1.1. We argue
in Appendix B that this feature partly explains the lack of
separation between estimation and control in decentralized
stochastic control and also explain the structure of optimal
strategies.
1.1. Centralized vs decentralized state estimation
First consider a centralized (one-stage) state estimation
problem. Let x ∈ Rdx , x ∼ N (0,Σx), denote the state of
a system. An agent observes y ∈ Rdy , where y = Cx+ v,
where C is a dy × dx matrix and v ∈ Rdy , v ∼ N (0, R), is
independent of x. The objective is to choose an estimate
zˆ ∈ Rdz of the state according to zˆ = g(y) (where g can be
any measurable function) to minimize
E[(Lx− zˆ)ᵀS(Lx− zˆ)],
where S is a dz × dz dimensional positive definite matrix
and L is a dz×dx matrix. It is well known that the optimal
estimate is given by L times the conditional mean xˆ of the
state given the observation, i.e.,
zˆ = Lxˆ, where xˆ := E[x|y].
Alternatively, the optimal estimate may be written as a
linear function of the observation y, i.e.,
zˆ = LKy, where K = ΣxC
ᵀ
(CΣxC
ᵀ
+R)−1
2
It is worth highlighting the fact that the optimal estimate
does not depend on the weight matrix S. It is perhaps for
this reason that most standard texts on state estimation
assume that the weight matrix S = I. However, when it
comes to decentralized state estimation, the weight matrix
S plays an important role.
To see this, consider a two-agent (one-stage) team opti-
mal decentralized state estimation problem. Let x ∈ Rdx ,
x ∼ N (0,Σx), denote the state of a system. There are two
agents indexed by i ∈ {1, 2}. Agent i, i ∈ {1, 2}, observes
yi = Cix + vi, yi ∈ Rdiy , where Ci is a diy × dx matrix
and vi ∈ Rdiy , vi ∼ N (0, Ri). Assume that (x, v1, v2) are
independent. The objective is for each agent to choose an
estimate zˆi ∈ Rdiz according to zˆi = gi(yi) (where gi is a
measurable function) to minimize
E
[[
L1x− zˆ1
L2x− zˆ2
]ᵀ
S
[
L1x− zˆ1
L2x− zˆ2
]]
,
where Li and S are matrices of appropriate dimensions and
S is positive definite.
Theorem 4 (in Appendix A) shows that the optimal
estimates are given by
zˆi = Fiyi,
where Fi is given by the solution of the following system
of matrix equations:∑
j∈{1,2}
[
SijFjΣji − SijLjΘi
]
= 0, ∀i ∈ {1, 2},
where Σij = cov(yi, yj) = CiΣxC
ᵀ
j and Θi = cov(x, yi) =
ΣxC
ᵀ
i .
In contrast to the centralized case, the gains Fi
depend on the weight matrix S. Thus, in team optimal
decentralized state estimation, the weight matrix S plays
an important role, which makes team optimal decentralized
state estimation fundamentally different from centralized
state estimation.
1.2. Contributions of the paper
We consider team optimal decentralized estimation of
a linear stochastic process {x(t)}t≥1, x(t) ∈ Rdx , by n-
agents connected over a strongly connected communication
graph with delays. The system has a non-classical infor-
mation structure. Each agent observes a noisy version
of the state and shares its observations with its neigh-
bors. Agent i generates a state estimate zˆi(t) based on all
the information available to it (denoted by Ii(t)). Let
zˆ(t) = vec(zˆ1(t), . . . , zˆn(t)) denote the estimate of all
agents. The objective is to minimize the expected to-
tal estimation error where the per-step estimation error
is (Lx(t) − zˆ(t))ᵀS(Lx(t) − zˆ(t)) where L is an arbitrary
matrix and S is a positive definite weight matrix.
Let Li denote the i-th row of L. As shown in the
previous section, the naive estimation strategy zˆi(t) =
LiE[x(t)|Ii(t)] does not minimize the weighted mean-square
estimation error. Our main contribution is to systematically
derive the optimal estimation strategy by combining ideas
from team thoery [40, 42] and the common-information
approach [41] with standard results in linear systems.
In particular, we split the information Ii(t) at each agent
into two parts: a common information Icom(t) which is
known to all agents and the remaining information at each
agent which we call the local information and denote by
I loci (t). Let
xˆcom(t) = E[x(t)|Icom(t)]
denote the common information based estimate of the
current state and
I˜ loci (t) = I
loc
i (t)− E[I loci (t)|Icom(t)]
denote the “innovation” in the local observations with
respect to the common information. Furthermore, let
Σˆij(t) = cov(I˜
loc
i (t), I˜
loc
j (t)) and Θˆi(t) = cov(x(t), I˜
loc
i (t)).
Let N = {1, . . . , n} denote the set of agents. Our main
contributions is to show that the team optimal decentralized
state estimate is given by
zˆi(t) = Li(t)xˆ
com(t) + Fi(t)I˜
loc
i (t), ∀i ∈ N,
where {Fi(t)}i∈N are gains that are computed by solving a
linear system of matrix equations in terms of weights matrix
S and the covariances {Σˆij(t)}i,j∈N and {Θˆi(t)}i∈N . A
salient feature of the result is that, in contrast to centralized
state estimation, the gains Fi(t) depend on the weight
matrix S function of the weighted mean squared error.
We derive formulas to recursively compute the common
information based state estimate xˆcom(t) and the covari-
ances {Σˆij(t)}i,j∈N and {Θˆi(t)}i∈N from a single Kalman
filter.
We prove that the results generalize to infinite horizon un-
der the standard stabilizability and detectability conditions
of the system matrices, a time homogeneous estimation
strategy of the form
z¯i(t) = L¯ixˆ
com(t) + F¯iI˜
loc
i (t)
is optimal. Furthermore, the local estimation error co-
variances Σˆij(t) and Θˆij(t) converge to time homogeneous
limits Σ¯ij and Θ¯ij , which can be written in terms of the
solution of an algebraic Riccati equation. Moreover, the
gains {F¯i}i∈N can be computed by solving a linear sys-
tem of matrix equations in terms of weight S and error
covariance {Σ¯ij}i,j ∈ N and {Θ¯i}i∈N .
1.3. Notations
Given a matrix A, Aij denotes its (i, j)-th element, Ai•
denotes its i-th row, A•j denotes its j-th column, A
ᵀ de-
notes its transpose, vec(A) denotes the column vector of
A formed by vertically stacking the columns of A. Given
a vector x, ‖x‖2 denotes xᵀx. Given matrices A and B,
diag(A,B) denotes the matrix obtained by putting A and
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B in diagonal blocks. Given matrices A and B with the
same number of columns, rows(A,B) denotes the matrix
obtained by stacking A on top of B. Given a square ma-
trix A, Tr(A) denotes the sum of its diagonal elements.
Given a symmetric matrix A, the notation A > 0 and
A ≥ 0 mean that A is positive definite and semi-definite,
respectively. 0n is a square n× n matrix with all elements
being equal to zero. In is the n × n identity matrix. We
omit the subscript from 0n and In when the dimension
is clear from context. We sometimes consider random
vectors X = (x1, . . . , xk) as a set with random elements
{x1, . . . , xk}. In particular, given two random vectors
X = (x1, . . . , xk) and Y = (y1, . . . , ym), we define X
⋂
Y
to mean vec({x1, . . . , xk})
⋂
vec({y1, . . . , ym}). Similarly,
we use X \Y to mean vec({x1, . . . , xk})\vec({y1, . . . , ym}).
Given any vector valued process {y(t)}t≥1 and any time
instances t1, t2 such that t1 ≤ t2, y(t1:t2) is a short hand
notation for vec(y(t1), y(t1 + 1), . . . , y(t2)). Given matri-
ces {A(i)}ni=1 with the same number of rows and vec-
tors {w(i)}ni=1, rows(
⊙n
i=1A(i)) and vec(
⊙n
i=1 w(i)) de-
note rows(A(1), . . . , A(n)) and vec(w(1), . . . , w(n)), respec-
tively.
Given random vectors x and y, E[x] and var(x) denote
the mean and variance of x while cov(x, y) denotes the
covariance between x and y.
1.4. Preliminaries on Graph Theory
A directed weighted graph G is an ordered set (N,E, τ)
where N is the set of nodes and E ⊂ N × N is the set
of ordered edges, and τ : E → Rk is a weight function.
An edge (i, j) in E is considered directed from i to j; i
is the in-neighbor of j; j is the out-neighbor of i; and i
and j are neighbors. The set of in-neighbors of i, called
the in-neighborhood of i, is denoted by N−i ; the set of
out-neighbors of i, called the out-neighborhood, is denoted
by N+i .
In a directed graph, a directed path (v1, v2, . . . , vk) is a
weighted sequence of distinct nodes such that (vi, vi+1) ∈ E.
The length of a path is the weighted number of edges in
the path. The geodesic distance between two nodes i and
j, denoted by `ij , is the shortest weight length of all paths
connecting the two nodes. The weighted diameter of the
graph is the largest weighted geodesic distance between any
two nodes. A directed graph is called strongly connected
if for every pair of nodes i, j ∈ N , there is a directed path
from i to j and from j to i. A directed graph is called
complete if for every pair of nodes i, j ∈ N , there is a
directed edge from i to j and from j to i.
2. Problem Statement
2.1. Observation Model
Consider a linear stochastic process {x(t)}t≥1, x(t) ∈
Rdx , where x(1) ∼ N (0,Σx) and for t ≥ 1,
x(t+ 1) = Ax(t) + w(t), (1)
where A is a dx × dx matrix and w(t) ∈ Rdx ,
w(t) ∼ N (0, Q), is the process noise. There are n agents,
indexed by N = {1, . . . , n}, which observe the process with
noise. At time t, the observation yi(t) ∈ Rdiy of agent i ∈ N
is given by
yi(t) = Cix(t) + vi(t), (2)
where Ci is a d
i
y × dx matrix and vi(t) ∈ Rd
i
y ,
vi(t) ∼ N (0, Ri), is the observation noise. Eq. (2) may
be written in vector form as
y(t) = Cx(t) + v(t),
where C = rows(C1, . . . , Cn), y(t) = vec(y1(t), . . . , yn(t)),
and v(t) = vec(v1(t), . . . , vn(t)).
The agents are connected over a communication
graph G, which is a strongly connected weighted directed
graph with vertex set N . For every edge (i, j), the as-
sociated weight τ ij is a positive integer that denotes the
communication delay from node i to node j.
Let Ii(t) denote the information available to agent i at
time t. We assume that agent i knows the history of all
its observations and dji step delayed information of its
in-neighbor j, j ∈ N−i , i.e.,
Ii(t) = {yi(1:t)}
⊙( ⊙
j∈N−i
{Ij(t− τ ji)}
)
. (3)
In (3), we implicitly assume that Ii(t) = ∅ for any t ≤ 0.
Let ζi(t) = Ii(t)\Ii(t−1) denote the new information that
becomes available to agent i at time t. Then, ζi(1) = yi(1)
and for t > 1,
Ii(t) = vec(yi(t), {ζj(t− dji)}j∈N−i ).
It is assumed that at each time t, agent j, j ∈ N , com-
municates ζj(t) to all its out-neighbors. This information
reaches the out-neighbor i of agent j at time t+ dji.
Some examples of the communication graph are as fol-
lows.
Example 1 Consider a complete graph with τ -step delay
along each edge. The resulting information structure is
Ii(t) = {y(1:t− τ), yi(t− τ + 1:t)},
which is the τ -step delayed sharing information struc-
ture [43]. 
Example 2 Consider a strongly connected graph with unit
delay along each edge. Let τ∗ = maxi,j∈N `ij , denote the
weighted diameter of the graph and Nki = {j ∈ N : `ji = k}
denote the k-hop in-neighbors of i with N0i = {i}. The
resulting information structure is
Ii(t) =
τ∗⋃
k=0
⋃
j∈Nki
{yj(1:t− k)},
which we call the neighborhood sharing information struc-
ture. 
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At time t agent i ∈ N generates an estimate zˆi(t) ∈ Rdiz
of Lix(t) (where Li is a R
diz×dx matrix) according to
zˆi(t) = gi,t(Ii(t)),
where gi,t is a measurable function called the estimation
rule at time t. The collection gi := (gi,1, gi,2, . . . ) is called
the estimation strategy of agent i and g := (g1, . . . , gn) is
the team estimation strategy profile of all agents.
2.2. Estimation Cost
Let zˆ(t) = vec(zˆ1(t), . . . , zˆn(t)) denote the estimate of all
agents. Then the estimation error c(x(t), zˆ(t)) is a weighted
quadratic function of (Lx(t)− zˆ(t)). In particular,
c(x(t), zˆ(t)) = (Lx(t)− zˆ(t))ᵀS(Lx(t)− zˆ(t)), (4)
where S and L are defined as follows:
S =
S11 · · · S1n... . . . ...
Sn1 · · · Snn
 and L =
L1...
Ln
 . (5)
As an example of the cost function of the form (4),
consider the following scenario. Suppose x(t) =
vec(x1(t), . . . , xn(t)), where we may think of xi(t) as the
local state of agent i ∈ N . Suppose the agents want to
estimate their own local state, but at the same time, want
to make sure that the average z¯(t) := 1n
∑
i∈N zˆi(t) of their
estimates is close to the average x¯(t) := 1n
∑
i∈N xi(t) of
their local states. In this case, the cost function is
c(x(t), zˆ(t)) =
∑
i∈N
‖xi(t)− zˆi(t)‖2 + λ‖x¯(t)− z¯(t)‖2, (6)
where λ ∈ R>0. This can be written in the form (4) with
L = I, and
Sij =
{
(1 + λn2 )I, i = j
λ
n2 I, i 6= j.
As an other example, suppose the agents are moving in
a line (e.g.. a vehicular platoon) or in a closed shape (e.g.,
UAVs flying in a formation) and want to estimate their
local state but, at the same time, want to ensure that the
difference dˆi(t) := zˆi(t)− zˆi+1(t) between their estimates is
close to the difference di(t) := xi(t)− xi+1(t) of their local
states.
For example when agents are moving in a closed shape,
the cost function is
c(x(t), zˆ(t)) =
∑
i∈N
‖xi(t)− zˆi(t)‖2 + λ
∑
i∈N
‖di(t)− dˆi(t)‖2,
(7)
where λ ∈ R>0. This can be written in the form (4) with
L = I and
Sij =

(1 + 2λ)I, i = j
−λI, j ∈ {i+ 1, i− 1} (mod N)
0, otherwise,
A similar weight matrix can be obtained for the case when
agents are moving in a line.
2.3. Problem Formulation
We consider the following assumptions on the model.
(A1) The cost matrix S is positive definite.
(A2) The noise covariance matrices {Ri}i∈N are positive
definite and Q and Σx are positive semi-definite.
(A3) The primitive random variables (x(1), {w(t)}t≥1,
{v1(t)}t≥1, . . . , {vn(t)}t≥1) are independent.
(A4) For any square root D of matrix Q such that DD = Q,
(A,D) is stabilizable.
(A5) (A,C) is detectable.
We are interested in the following optimization problem.
Problem 1 (Finite Horizon) Given matrices A,
{Ci}i∈N , Σx, Q, {Ri}i∈N , L, S, a communication graph
G (and the corresponding weights dij), and a horizon T ,
choose a team estimation strategy profile g to minimize
JT (g) given by
JT (g) = E
g
[ T∑
t=1
c(x(t), zˆ(t))
]
. (8)
Problem 2 (Infinite Horizon) Given matrices A,
{Ci}i∈N , Σx, Q, {Ri}i∈N , and a communication graph
G (and the corresponding weights dij), choose a team
estimation strategy profile g to minimize J¯(g) given by
J¯(g) = lim sup
T→∞
1
T
JT (g). (9)
3. Main Results
3.1. Preliminaries on centralized Kalman filtering
Consider the centralized agent that observes y(1:t− 1)
to generate an estimate zˆcen(t) to minimize
E[(Lx(t)− zˆcen(t))ᵀ(Lx(t)− zˆcen(t))].
Again from [44],
zˆcen(t) = Lxˆ(t),
where xˆ(t) = E[x(t)|y(1:t − 1)] is the delayed centralized
estimate of the state. We have that xˆ(1) = 0 and for t ≥ 1,
xˆ(t+ 1) = Axˆ(t) +AK(t)[y(t)− Cxˆ(t)], (10)
where
K(t) = P (t)C
ᵀ
[CP (t)C
ᵀ
+R]−1, (11)
and P (t) = var(x(t)− xˆ(t)) is the covariance of the error
x˜(t) := x(t)− xˆ(t). P (t) can be pre-computed recursively
using the forward Riccati equation: P (1) = Σx and for
t ≥ 1,
P (t+ 1) = A∆(t)P (t)∆(t)
ᵀ
A
ᵀ
+AK(t)RK(t)
ᵀ
A
ᵀ
+Q,
(12)
where ∆(t) = I −K(t)C.
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3.2. Common information approach for decentralized esti-
mation
Following [41], we define
Icom(t) =
⋂
i∈N
Ii(t)
as the common information among all agents1. Since the
information is shared over a strongly connected graph, the
common information is
Icom(t) = y(1:t− τ∗),
where τ∗ is the weighted diameter of the graph.
We define the local information at agent i as
I loci (t) = Ii(t) \ Icom(t).
Then, Ii(t) = I
com(t) ∪ I loci (t).
Furthermore, we define
xˆcom(t) = E[x(t)|Icom(t)]
as the common estimate of the state and
Iˆ loci (t) = E[I
loc
i (t)|Icom(t)]
as the common estimate of local information of agent i.
Here we assume that I loci (t) (and hence Iˆ
loc
i (t)) is a vector.
Following [45], we define
I˜ loci (t) = I
loc
i (t)− E[I loci (t)|Icom(t)] (13)
as the estimation error of the local information at agent i.
We view I˜ loci (t) as the innovation in the local information
given the common information.
To find a convenient expression for the innovation term
I˜ loci (t), we follow [43] and express I
loc
i (t) in terms of the
delayed state x(t− τ∗ + 1). For that matter, for any t, ` ∈
Z>0, define the dx × 1 random vector w(k)(`, t) as follows:
w(k)(`, t) =
t−`−1∑
s=max{1,t−k}
At−`−s−1w(s). (14)
Note that w(k)(`, t) = 0 if t ≤ min{k, `+ 1} or ` ≥ k. For
any t ≥ k, we may write
x(t) = Akx(t− k) + w(k)(0, t), (15)
yi(t) = CiA
kx(t− k) + Ciw(k)(0, t) + vi(t). (16)
By definition I loci (t) ⊆ y(t−τ∗+1:t). Thus, for any i ∈ N ,
we can identify matrix C loci and random vectors w
loc
i (t) and
1Our methodology relies on the split of the total information into
common and local information as proposed in [41]. However, the
specific details on how the common information is used is different
from [41].
vloci (t) (which are linear functions of w(t − τ∗ + 1:t − 1)
and vi(t− τ∗ + 1:t)) such that
I loci (t) = C
loc
i x(t− τ∗ + 1) + wloci (t) + vloci (t). (17)
To write the expressions for (C loci , w
loc
i (t), v
loc
i (t)) for
the delayed sharing and neighborhood sharing information
structures below, we define for any ` ≤ τ∗,
Wi(`, t) =

Ciw
(τ∗−1)(τ∗ − 1, t)
Ciw
(τ∗−1)(τ∗ − 2, t)
...
Ciw
(τ∗−1)(`, t)
 ,
Ci(`) =

Ci
CiA
...
CiA
τ∗−`−1
 , Vi(`, t) =

vi(t− τ∗ + 1)
vi(t− τ∗ + 2)
...
vi(t− `)
 . 
Example 1 (cont.) For the τ -step delayed sharing infor-
mation structure I loci (t) = yi(t− τ∗ + 1:t). Thus,
C loci = Ci(0), wloci (t) =Wi(0, t), vloci (t) = Vi(0, t).
Example 2 (cont.) For the neighborhood sharing infor-
mation structure, Ii(t) =
⋃τ∗
k=0
⋃
j∈Nki {yj(1:t− k)}. Thus,
C loci = rows
( τ∗−1⊙
`=0
⊙
j∈N`i
Cj(`)
)
,
wloci (t) = vec
( τ∗−1⊙
`=0
⊙
j∈N`i
Wj(`, t)
)
,
vloci (t) = vec
( τ∗−1⊙
`=0
⊙
j∈N`i
Vj(`, t)
)
. 
Now define,
xˆ(t− τ∗ + 1) = E[x(t− τ∗ + 1) | Icom(t)]
= E[x(t− τ∗ + 1) | y(1:t− τ∗)] (18)
as the delayed centralized estimate of the state and
x˜(t− τ∗ + 1) = x(t− τ∗ + 1)− xˆ(t− τ∗ + 1). Note that
this notation is consistent with the notation for centralized
Kalman filtering used in Section 3.1. Thus, xˆ(t− τ∗ + 1)
can be updated recursively using (10).
Lemma 1 wloci (t), v
loc
i (t), x˜(t− τ∗ + 1), and Icom(t) are
independent. 2
Proof Observe that Icom(t) = y(1:t − τ∗) and
x˜(t− τ∗ + 1) are functions of the primitive random vari-
ables up to time t− τ∗, while wloci (t) and vloci (t) are func-
tions of the primitive random variables from time t− τ∗ + 1
onwards. Thus, wloci (t) and v
loc
i (t) are independent of
x˜(t− τ∗ + 1) and Icom(t). Furthermore, (A3) implies that
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wloci (t) and v
loc
i (t) are independent by assumption. Fi-
nally, note that x˜(t− τ∗ + 1) is the estimation error when
estimating x(t − τ∗ + 1) given Icom(t) and is, therefore,
uncorrelated with Icom(t). Since, all random variables are
Gaussian, x˜(t− τ∗+ 1) and Icom(t) being uncorrelated also
means that they are independent. 
From Lemma 1 and from (17), we get
Iˆ loci (t) = C
loc
i xˆ(t− τ∗ + 1), (19)
Our main result is as follows:
Theorem 1 Under (A1)–(A3), we have the following:
1. Optimal decentralized estimates are
zˆi(t) = Lixˆ
com(t) + Fi(t)I˜
loc
i (t), (20)
where
xˆcom(t) = Aτ
∗−1xˆ(t− τ∗ + 1), (21)
xˆ(t− τ∗ + 1) is computed according to the centralized
Kalman filtering (10)–(12), and
I˜ loci (t) = I
loc
i (t)− C loci xˆ(t− τ∗ + 1)
= C loci x˜(t− τ∗ + 1) + wloci (t) + vloci (t). (22)
2. The optimal gains {Fi(t)}i∈N are given by the (unique)
solution of the following system of matrix equations.∑
j∈N
[
SijFj(t)Σˆji(t)− SijLjΘˆi(t)
]
= 0, ∀i ∈ N,
(23)
where Σˆij(t) = cov
(
I˜ loci (t), I˜
loc
j (t)
)
and is given by
Σˆij(t) = C
loc
i P (t−τ∗+1)C locj
ᵀ
+Pwij (t)+P
v
ij(t), (24)
where Pwij (t) = cov(w
loc
i (t), w
loc
j (t)), P
v
ij(t) =
cov(vloci (t), v
loc
j (t)) and Θˆi(t) = cov(x(t), I˜
loc
i (t)) and
is given by
Θˆi(t) = [A
τ∗−1P (t− τ∗ + 1)C loci
ᵀ
+ Pσi (t)], (25)
where Pσi (t) = cov(w
(τ∗−1)(0, t), wloci (t)).
3. Finally, the optimal performance is given by
J∗T =
T∑
t=1
[
Tr(L
ᵀ
SLP0(t))
−
∑
i∈N
Tr
(
Fi(t)
ᵀ∑
j∈N
SijLjΘˆi(t)
)]
, (26)
where P0(t) = var(x(t)− xˆcom(t)) and is given by
P0(t) = A
τ∗−1P (t− τ + 1)(Aτ∗−1)ᵀ + Σw(t), (27)
2
and Σw(t) = var(w(τ
∗−1)(0, t)).
Proof Since the choice of the estimates does not affect
the evolution of the system, choosing an estimation profile
g = (g1, . . . , gn) to minimize JT (g) is equivalent to solving
the following T separate optimization problems.
(Pt) min
(g1,t,...,gn,t)
E[c(x(t), zˆ(t))], ∀t ∈ {1, . . . , T}. (28)
Problem (Pt) is a static problem with n agents. The infor-
mation available at agent i is Ii(t) = I
com(t) ∪ I loci (t) and
the decision made by agent i is zˆi(t). The per-step cost
is c(x(t), zˆ(t)). Such a static team with common informa-
tion is considered in the Appendix A and it is shown in
Theorem 4 that the optimal decision is given by (20). We
defer the proof of existence and uniqueness of the solution
of (23) to Theorem 2.
The expression (21) for xˆcom(t) follows from (15). The
expression (22) for I˜ loci (t) follows from (17) and (19). Sub-
stituting (17) in (22), we get
I˜ loci (t) = C
loc
i x˜(t− τ∗ + 1) + wloci (t) + vloci (t). (29)
Thus, we get the expression (24) for Σˆij(t) from Lemma 1.
From (15) and (29), and Lemma 1, we get the expres-
sion (25) for Θˆi(t). Finally the expression for P0(t) follows
from (15) and (21) and the performance of the strategy is
given by (26). 
Remark 1 Since we have assumed that the dynamics
are time-homogeneous, the processes {w(τ∗−1)(0, t)}t≥τ∗ ,
{wloci (t)}t≥τ∗ , and {vloci (t)}t≥τ∗ are stationary. Hence, for
t ≥ τ∗, the covariance matrices Σw(t), Pwij (t), and P vij(t)
are constant. 2
Theorem 2 Equation (23) has a unique solution and can
be written more compactly as
F (t) = Γ(t)−1η(t), (30)
where
F (t) = vec(F1(t), . . . , Fn(t)),
η(t) = vec(S1•LΘˆ1(t), . . . , Sn•LΘˆn(t)),
Γ(t) = [Γij(t)]i,j∈N , where Γij(t) = Σˆij(t)⊗ Sij .
Furthermore, the optimal performance can be written as
J∗T =
T∑
t=1
[
Tr(L
ᵀ
SLP0(t))− η(t)ᵀΓ(t)−1η(t)
]
. (31)
2
Proof First, we start by observing that Σˆii(t) > 0. This
follows from the fact that Σˆii(t) is the variance of the
innovation in the standard Kalman filtering equation. Thus,
the positive definiteness of Ri in assumption (A2) ensures
that Σˆii(t) is positive definite [44, Section 3.4]. The result
then follows from Lemma 7 in the Appendix. 
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Remark 2 In (20), the first term of the estimate is the
conditional mean of the current state given the common
information. The second term may be viewed as a “cor-
rection” which depends on the “innovation” in the local
observations. A salient feature of the result is that the
gains {Fi(t)}i∈N depend on the weight matrix S. 2
When S is block diagonal, there is no cost coupling
among the agents and Problem 1 reduces to n separate
problems. Thus, the optimal estimates are Lixˆi(t). This
can also be established from Theorem 1 as follows.
Corollary 1 If Sij = 0 for all i, j ∈ N , i 6= j, then
zˆi(t) = Lixˆi(t). 2
Proof For a block diagonal S, Eq. (23) reduces to
SiiFi(t)Σˆii(t) = SiiLiΘˆi(t). (32)
Note that when S is block diagonal, (A3) implies that
each Sii is positive-definite, and hence invertible. More-
over, Σˆii(t) is positive definite and invertible [44, Section
3.4]. Thus, Eq. (32) simplifies to Fi(t) = LiΘˆi(t)Σˆ
−1
ii (t).
Substituting this in (20) gives
zˆi(t) = Lixˆ
com(t) + LiΘˆi(t)Σˆ
−1
ii (t)I˜
loc
i (t)
(a)
= Li
[
E[x(t)|Icom(t)] + E[x(t)|I˜ loci (t)]
]
(b)
= Li
[
E[x(t)|Ii(t)],
where (a) uses xˆcom(t) = E[x(t)|Icom(t)] and the following
equation for Gaussian zero mean random variables a and
b:
E[a|b] = cov(a, b) var(b)−1b,
and (b) uses the orthogonal projection because I˜ loci (t) is
orthogonal to Icom(t). 
3.3. Comparison with [38, 39]
A decentralized estimation with a cost function sim-
ilar to (4) but with Li = I was considered in [38, 39]
under the assumption that there is no inter-agent com-
munication. The solution methodology of [38, 39] was
to lift the state and observation into n(dx)
2 × ndx and∑
i∈N (d
i
y)
2 ×∑i∈N diy -dimensional matrices, respectively;
use standard Kalman filtering to obtain a n(dx)
2 × ndx
dimensional estimate and then use a linear transformation
to obtain zˆ(t). In contrast, we consider a model with inter-
agent communication and obtain a solution that does not
involve lifting the state to higher dimensions. In particu-
lar, our solution involves a dx-dimensional Kalman filter
instead of a n2(dx)
3 dimensional Kalman filer obtained
in [38, 39].
3.4. Generalization to Infinite Horizon
We first state a standard result from centralized Kalman
filtering [44].
Lemma 2 Under (A2)–(A5), for any initial covariance
Σx ≥ 0, the sequence {P (t)}t≥1 given by (12) is weakly
increasing and bounded (in the sense of positive semi-
definiteness). Thus it has a limit, which we denote by
P¯ . Furthermore,
1. P¯ does not depend on Σx.
2. P¯ is positive semi-definite.
3. P¯ is the unique solution to the following algebraic
Riccati equation.
P¯ = A∆P¯∆
ᵀ
A
ᵀ
+AK¯RK¯
ᵀ
A
ᵀ
+Q, (33)
2
where K¯ = P¯Cᵀ
[
CP¯Cᵀ +R
]−1
and ∆ = I − K¯C.
4. The matrix (A− K¯C) is asymptotically stable.
Recall from Remark 2 that Σw(t), Pσi (t), P
w
ij (t) and P
v
ij(t)
are constants for t ≥ τ∗. We denote the corresponding
values for t ≥ τ∗ as Σ¯w, P¯σi , P¯wij , and P¯ vij . Now define:
P¯0 = A
τ∗−1P¯ (Aτ
∗−1)ᵀ + Σ¯w,
Σ¯ij = C
loc
i P¯C
loc
j
ᵀ
+ P¯wij + P¯
v
ij ,
Lemma 3 Under (A2)–(A5), we have the following:
1. limt→∞ P0(t) = P¯0.
2. limt→∞ Σˆij(t) = Σ¯ij.
3. limt→∞ Θˆi(t) = Θ¯i(t).
Proof Both relations follows immediately from Lemma 2
and Remark 1. 
Theorem 3 Under (A1)–(A5), the following estimation
strategy is optimal for Problem 2:
zˆi(t) = Lixˆ
com(t) + F¯iI˜
loc
i (t), (34)
where the gains {F¯i}i∈N satisfy the following system of
matrix equations:∑
j∈N
[
SijF¯jΣ¯ji − SijLjΘ¯i
]
= 0, ∀i ∈ N. (35)
Eq. (35) has a unique solution and can be written more
compactly as
F¯ = Γ¯−1η¯, (36)
where
F¯ = vec(F¯1, . . . , F¯n),
η¯ = vec(S1•LΘ¯1, . . . , Sn•LΘ¯n),
Γ¯(t) = [Γ¯ij ]i,j∈N , where Γ¯ij = Σ¯ij ⊗ Sij .
Furthermore, the optimal performance is given by
J∗ = Tr(LᵀSLP¯0)− η¯ᵀΓ¯−1η¯. (37)
2
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Proof Σ¯ii is the variance of the innovation in the standard
Kalman filtering equation and by positive definiteness of
Ri is positive definite. Lemma 7 in the Appendix implies
that (35) has a unique solution that is given by (36). To
show the strategy (34) is optimal, we proceed in two steps.
We first identify a lower bound in optimal performance and
then show that the proposed strategy achieves that lower
bound.
Step 1. From Theorem 1, for any strategy g, we have that
1
T
JT (g) ≥ 1
T
T∑
t=1
[
Tr(L
ᵀ
SLP0(t))− η(t)ᵀΓ(t)η(t)
]
Taking limits of both sides and using Lemma 3 (which
implies that limt→∞ η(t) = η¯ and limt→∞ Γ(t) = Γ¯), we
get
lim sup
T→∞
1
T
JT (g) ≥ Tr(LᵀSLP¯0)− η¯ᵀΓ¯η¯ = J∗ (38)
Step 2. Suppose zˆ(t) is chosen according to strategy (36)
and let J(t) denote E[c(x(t), zˆ(t))]. Following (A.16)
and (A.17) in the proof of Theorem 1, we have that
J(t) = Tr(L
ᵀ
SLP0(t))
−
∑
i∈N
Tr
(
F¯
ᵀ
i
∑
j∈N
[
2SijLjΘˆi(t)− SijF¯jΣˆji(t)
])
.
From Lemma 3, we have that
lim
t→∞ J(t) = Tr(L
ᵀ
SLP¯0)
−
∑
i∈N
Tr
(
F¯
ᵀ
i
∑
j∈N
[
2SijLjΘ¯i − SijF¯jΣ¯ji
])
.
= Tr(L
ᵀ
SLP¯0)− η¯ᵀΓ¯η¯ = J∗.
Thus, by Cesaro’s mean theorem, we get
limT→∞ 1T
∑T
t=1 J(t) = J
∗. Hence, the strategy (36)
achieves the lower bound of (38) and is therefore optimal.
4. Discussion of the results
4.1. System model
Consider a 4-dimensional stochastic process {x(t)}t≥1,
x(t) ∈ R4, where x(1) ∼ N (0, I) and
x(t+ 1) = Ax(t) + w(t),
where w(t) = N (0, Q).
The process is observed by 4 agents, where agent i ob-
serves component i of the state with noise, i.e.,
yi(t) = xi(t) + vi(t),
where vi(t) ∼ N (0, Ri). Note that
C = rows(C1, C2, C3, C4) = I.
We consider two information structures. For both informa-
tion structures, we assume that the cost function is given
by both (6) and (7).
1 2
34
(a) A system with 2-step
delay sharing information
structure.
1 2
34
(b) A system with neigh-
borhood sharing information
structure.
Figure 1: Two systems with different information structures.
4.1.1. (IS-1) Information structure 1
Complete graph with 2-step delayed information struc-
ture, shown in Fig. 1a. The information structure is given
by
Ii(t) = {y(1:t− 2), yi(t− 1:t)}.
4.1.2. (IS-2) Information structure 2
Neighborhood sharing information structure shown in
Fig. 1b. The information structure is given by
Ii(t) = {y(1:t− 2), yi−1(t− 1), yi(t− 1:t), yi+1(t− 1)},
where we have assumed that the subscripts i+ 1 and i− 1
are evaluated modulo 4 over the residue system {1, 2, 3, 4}.
4.2. Computation of intermediate variable
For both information structures, we show the computa-
tions for C loci , w
loc
i (t), v
loc
i (t), P
σ
i (t), P
w
ij (t), and P
v
ij(t).
4.2.1. Information structure 1 (IS-1)
Icom(t) = y(1:t− 2) and I loci (t) = yi(t− 1:t) and
C loci =
[
Ci
CiA
]
=
[
Ci
Ai•
]
, vloci (t) =
[
vi(t− 1)
vi(t)
]
,
wloci (t) =
[
0
Ciw(t− 1)
]
=
[
0
wi(t− 1)
]
.
Using these, we get that
• For t = 1,
Σw(1) = 0, P σi (1) =
[
0 0
]
,
Pwii (1) = diag(0, 0), P
w
ij (1) = diag(0, 0),
P vii(1) = diag(0, Ri), P
v
ij(1) = diag(0, 0).
• For t ≥ 2,
Σw(t) = Q,
Pσi (t) =
[
0 QCᵀi
]
=
[
0 Q•i
]
,
Pwij (t) = diag(0, CiQC
ᵀ
j ) = diag(0, Qij),
P vii(t) = diag(Ri, Ri),
P vij(t) = diag(0, 0).
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Substituting these, we get that Σˆij(1) = δijdiag(0, Ri),
and for t ≥ 2,
Σˆij(t) =
[
Ci
CiA
]
P (t− 1)
[
Cj
CjA
]ᵀ
+
[
δijRi 0
0 CiQC
ᵀ
j + δijRi
]
=
[
Ci
Ai•
]
P (t− 1)
[
Cj
Aj•
]ᵀ
+
[
δijRi 0
0 Qij + δijRi
]
.
Finally, substituting Σˆij(t) in (23) or (30) gives us the
optimal gains.
4.2.2. Information structure 2 (IS-2)
Icom(t) = y(1:t− 2) and
I loci (t) = {yi−1(t− 1), yi(t− 1:t), yi+1(t− 1)}.
Thus,
C loci = rows(Ci−1, Ci, CiA,Ci+1) = rows(Ci−1, Ci, Ai•, Ci+1),
and
wloci (t) =
[
0
0
Ciw(t−1)
0
]
=
[
0
0
wi(t−1)
0
]
, vloci (t) =
[
vi−1(t−1)
vi(t−1)
vi(t)
vi+1(t−1)
]
.
Using these, we get that
• For t = 1,
Σw(1) = 0, P σi (1) =
[
0 0 0 0
]
,
Pwii (1) = diag(0, 0, 0, 0), P
w
ij (1) = diag(0, 0, 0, 0),
P vii(1) = diag(0, 0, Ri, 0), P
v
ij(1) = diag(0, 0, 0, 0).
• for t ≥ 2,
Σw(t) = Q,
Pσi (t) = [0, 0, Q•i, 0],
Pwij (t) = diag(0, 0, CiQC
ᵀ
j , 0) = diag(0, 0, Qij , 0)
P vii(t) = diag(Ri−1, Ri, Ri, Ri+1),
P vi,i+1(t) =
[ 0 0 0 0
Ri 0 0 0
0 0 0 0
0 Ri+1 0 0
]
, P vi,i+2(t) =
[
0 0 0 Ri−1
0 0 0 0
0 0 0 0
Ri+1 0 0 0
]
,
P vi+1,i(t) = P
v
i,i+1(t)
ᵀ, and P vi+2,i(t) = P
v
i,i+2(t)
ᵀ.
4.3. Performance evaluation
For both information structures, we compute the perfor-
mance of the optimal estimation strategy for the following
choices of parameters:
A =

0.7 0.1 0 0.2
0.2 0.6 0 0.3
0.1 0.2 0.7 0.5
0 0.2 0 0.7
 ,
Q = I,R = 0.1I, and T = 100.
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(a) Per-step cost (6).
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(b) Per-step cost (7).
Figure 2: Percentage improvement over Kalman filtering.
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Figure 3: Percentage improvement over consensus Kalman filtering.
We compare the optimal performance with two baselines.
The first is Kalman filtering where, each agent ignores the
cost coupling and simply generates
zˆKFi (t) = LiE[x(t)|Ii(t)], (39)
as its estimate. It can be shown that performance of the
Kalman filtering strategy is
JKFT = Tr(L
ᵀ
SLP0(t))
+
∑
i∈N
Tr
(
Ki(t)
ᵀ∑
j∈N
Sij
[
Kj(t)Σˆji(t)− 2LjΘˆi(t)
])
.
(40)
The second is a consensus based Kalman filter as described
in [29]. We don’t have a closed form expression for the
weighted mean square error of the consensus Kalman filter,
so we evaluate the performance JCKT using Monte Carlo
evaluation averaged over 1000 sample paths. We consider
two types of per-step cost given in (6) and (7). To compare
the performance of the strategy given in Theorem 1 with
the two baselines, we define
∆KFT =
JKFT − J∗T
J∗T
and ∆CKT =
JCKT − J∗T
J∗T
,
as the relative improvement in performance of the opti-
mal strategy compared to Kalman filtering and consensus
Kalman filtering. The relative performance as a function of
λ is shown in Fig. 2 and Fig. 3. These plots show that team
optimal strategy may outperform naive Kalman filtering
strategy by 5 − 10%. This improvement in performance
will increase with the number of agents.
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5. Conclusion
In this paper, we investigate the team optimal decen-
tralized estimation of linear stochastic system by multiple
agents. Each agent receives a noisy observation of the state
of the process and agents share their observations over a
strongly connected communication graph. Since the graph
is strongly connected, all agents know the τ∗-step delayed
observations (where τ∗ is the weighted diameter of the
graph), which we call the common information. We show
that the optimal estimate is given by
zˆi(t) = Lixˆ
com(t) + Fi(t)I˜
loc
i (t).
The first term of the estimate is the conditional mean of the
current state given the common information. The second
term may be viewed as a “correction” which depends on
the “innovation” in the local observations. A salient feature
of the result is that the gains {Fi(t)}i∈N depend on the
weight matrix S.
We also show that xˆcom(t) and I˜ loci (t) may be computed
in terms of xˆ(t− τ∗ + 1), which is the conditional mean of
the (τ∗ − 1)-step delayed state given the τ∗-step delayed
observation (i.e., the common information). Note that
xˆ(t − τ∗ + 1) can be recursively updated using standard
Kalman Filtering equation.
In Appendix B, we consider decentralized control prob-
lem with one-step delayed information structure. We show
that the decentralized control problem is equivalent to a
team optimal decentralized estimation problem. And the
lack of separation between estimation and control can be
explained by the salient feature of decentralized estimation:
the team optimal decentralized estimates depend on the
weight matrix of the estimation cost. Nonetheless, as ex-
plained in Appendix B, the lack of separation does not
impede the calculations of the optimal gains for the de-
centralized control problem with one-step delayed sharing.
However, there are information structures [8, 12] for which
the forward and backward Riccati equations are coupled.
We hope that the decentralized estimation viewpoint, con-
sidered in this paper, may provide new insight for such
models as well.
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Appendix A. One-step decentralized state estima-
tion
In this appendix, we consider a one-step decentralized
estimation problem with common observation between con-
trollers and show that the structure of optimal estimators
has a form similar to Theorem 1. The proof of Theorem 1
builds up on the result of this appendix.
Appendix A.1. System model and problem formulation
Consider a system that consists of n agents that are
indexed by the set N = {1, . . . , n}. We use N0 to denote
the set {0, 1, . . . , n}.
Let (x, y0, y1, . . . , yn), where x ∈ Rdx and yi ∈ Rτ iy for
i ∈ N0, be jointly Gaussian zero-mean random variables.
For any i, j ∈ N0, let Θi = cov(x, yi) and Σij = cov(yi, yj).
Agent i, i ∈ N , observes (y0, yi) and chooses an estimate
zˆi ∈ Rdiz according to an estimation rule gi, i.e., zˆi =
gi(y0, yi). The performance is measured by the estimation
error given by:
c(x, zˆ1, . . . , zˆn) =
∑
i∈N
∑
j∈N
(Lix− zˆi)ᵀSij(Ljx− zˆj), (A.1)
where {Sij}i,j ∈ Rdiz×djz and L is any matrix. For ease of
notation, define zˆ = vec(zˆ1, . . . , zˆn).
Then, the cost (B.6) may be written succinctly as
c(x, zˆ) = (Lx− zˆ)ᵀS(Lx− zˆ), (A.2)
where S and L are given by (5). We assume that the weight
matrix S is positive definite.
We are interested in the following optimization problem.
Problem 3 Given the covariance matrices {Θi}i∈N0 and
{Σij}i,j∈N0 and weight matrices L and S, choose the esti-
mation strategy g = (g1, . . . , gn) to minimize the expected
estimation error J(g) given by
J(g) := E[c(x, zˆ)]. (A.3)
Appendix A.2. Structure of optimal estimation strategy
We define the local estimate as xˆi = E[x|yi, y0], the
common estimate as xˆ0 = E[x|y0], yˆi = E[yi|y0], and
y˜i = yi − yˆi. Let Θˆi = cov(x, yi − yˆi) and Σˆij = cov(yi −
yˆi, yj − yˆj). Then, we have the following.
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Theorem 4 The team optimal estimation strategy in Prob-
lem 3 is linear in the common estimates. Specifically, the
optimal estimate may be written as
zˆi = Lixˆ0 + Fiy˜i, ∀i ∈ N, (A.4)
where the gains {Fi}i∈N satisfy the following system of
matrix equations:∑
j∈N
[
SijFjΣˆji − SijLjΘˆi
]
= 0, ∀i ∈ N. (A.5)
If Σˆii > 0 for all i ∈ N , then (A.5) has a unique solution
and can be written as
F = Γ−1η, (A.6)
where F = vec(F1, . . . , Fn),
η = vec(S1•LΘˆ1, . . . , Sn•LΘˆn),
Γ = [Γij ]i,j∈N , where Γij = Σˆij ⊗ Sij .
Furthermore, the optimal performance is given by
J∗ = Tr(LᵀSLP0)− ηᵀΓ−1η, (A.7)
where P0 = var(x− xˆ0). 2
The proof is presented in Section Appendix A.4.
Now, we state basic properties of Gaussian random vari-
ables.
Lemma 4 Let a and b be jointly Gaussian zero-mean ran-
dom variables with covariance
[
Σaa Σab
Σba Σbb
]
. Then,
1. E[a|b] = ΣabΣ−1bb b
2. For matrices A and B of appropriate dimensions,
E[aTATBb] = Tr(AΣabB
ᵀ
) = Tr(ΣbaA
ᵀ
B). 2
In order to compute the gains and the performance, we
need to compute Θˆi = cov(x, y˜i) and Σˆij = cov(y˜i, y˜j).
Lemma 5 We have that
1. Θˆi = Θi −Θ0Σ−100 Σ0i.
2. Σˆij = Σij − Σi0Σ−100 Σ0j.
Proof We have
1. By definition, yˆi = Σi0Σ
−1
00 y0. Therefore,
Θˆi = cov(x, yi − Σi0Σ−100 y0)
= E[x(yi − Σi0Σ−100 y0)ᵀ]
(a)
= Θi −Θ0Σ−100 Σ0i.
where (a) holds by the definition of Θi and Θ0.
2. Using the equation for yˆi,
Σˆij = E[(yi − yˆi)(yj − yˆj)ᵀ] = Σij − Σi0Σ−100 Σ0j . 
Appendix A.3. Some preliminary results
Next we state some properties that are used in the proof
of Theorem 4.
Lemma 6 The following relations hold:
1. xˆ0 = Θ0Σ
−1
00 y0.
2. xˆi = xˆ0 + ΘˆiΣˆ
−1
ii (yi − yˆi).
3. xˆi − xˆ0 is orthogonal to y0.
4. E[yj − yˆj | y0, yi] = ΣˆjiΣˆ−1ii (yi − yˆi).
5. cov(x− xˆ0, yi − yˆi) = Θˆi.
Proof We prove each part separately.
1. This follows from Lemma 4, part (1).
2. Note that we can write xˆi as E[x | y0, yi − yˆi]. Since
y0 and yi − yˆi are orthogonal, we have
xˆi = E[x | y0] + E[x|yi − yˆi] = xˆ0 + ΘˆiΣˆ−1ii (yi − yˆi),
where the last equality follows from Lemma 4, part (1).
3. By part (2), xˆi − xˆ0 is a linear function of yi − yˆi,
which is orthogonal to y0 because of the orthogonal
projection theorem.
4. Note that we can write E[yj − yˆj | y0, yi] as
E[yj − yˆj | y0, yi − yˆi]. Thus,
E[yj − yˆj |y0, yi] = E[yj − yˆj |y0] +E[yj − yˆj |yi − yˆi]
(a)
= cov(yj − yˆj , yi − yˆi)Σˆ−1ii (yi − yˆi),
where (a) uses part (3), Lemma 4, part (1), and the
definition of cov(yj − yˆj , yi − yˆi).
5. We have the following
cov(x− xˆ0, yi − yˆi) (a)= cov(x, yi − yˆi) (b)= Θˆi 
where (a) follows from the fact that (yi − yˆi) is or-
thogonal to y0 and hence xˆ0, and (b) follows from the
definition of Θˆi.
Lemma 7 For any {Sij}i∈N , {Pij}i∈N and {Li}i∈N of
compatible dimensions, the following matrix equation∑
j∈N
[
SijFjPji − SijLjPii
]
= 0, ∀i ∈ N. (A.8)
for unknown {Fi}i∈N of compatible dimensions can be writ-
ten in vectorized form as
ΓF = η, (A.9)
where
F = vec(F1, . . . , Fn),
η = vec(S1•LP11, . . . , Sn•LPnn),
Γ = [Γij ]i,j∈N , where Γij = Pij ⊗ Sij .
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Furthermore, if S > 0, P ≥ 0, and Pii > 0, i ∈ N , then
Γ > 0 and thus invertible. Then, Eq. (A.8) has a unique
solution that is given by
F = Γ−1η. (A.10)
2
Proof By vectorizing both sides of (A.8) and using
vec(ABC) = (Cᵀ ⊗A)× vec(B), we get∑
j∈N
(Pij ⊗ Sij) vec(Fj)− vec(Si•LPii) = 0, ∀i ∈ N.
Substituting Γij = Pij ⊗ Sij and ηi = vec(Si•LPii), we
get (A.9).
If S > 0, P ≥ 0, and Pii > 0, i ∈ N , then [10, Lemma
1] implies that Γ > 0 and thus invertible. Hence, Eq. (A.8)
has a unique solution that is given by (A.10). 
Appendix A.4. Proof of Theorem 4
Given agent i ∈ N , let (gi, g−i) and (zˆi, zˆ−i) denote
the strategy and estimates of all agents. Then according
to [40, Theorem 3], a necessary and sufficient condition for
a strategy (gi, g−i) to be team optimal is
∂
∂zˆi
E
g−i [c(x, zˆi, zˆ−i)|y0, yi] = 0, ∀i ∈ N. (A.11)
From dominated convergence theorem, we can interchange
the order of derivative and expectation to get
LHS of (A.11) = E
g−i
[
∂
∂zˆi
c(x, zˆi, zˆ−i)
∣∣∣∣ y0, yi]
= E
g−i
[
∂
∂zˆi
∑
k∈N
∑
j∈N
(Lkx− zˆk)ᵀSkj(Ljx− zˆj)
∣∣∣∣ y0, yi]
= 2E
g−i
[∑
j∈N
Sij(Ljx− zˆj)
∣∣∣∣ y0, yi]
Substituting the above in (A.11), we get that a necessary
and sufficient condition for a strategy (gi, g−i) to be team
optimal is∑
j∈N
[
SijE[zˆj | y0, yi]− SijLjE[x | y0, yi]
]
= 0, ∀i ∈ N.
(A.12)
Thus, the strategy g given by (A.4) is optimal if and
only if∑
j∈N
[
SijE
[
Fj(yj − yˆj) + Lj xˆ0
∣∣ y0, yi]
− SijLjE
[
x
∣∣ y0, yi]] = 0, ∀i ∈ N, (A.13)
or equivalently∑
j∈N
[
SijFjE
[
(yj − yˆj)|y0, yi
]
− SijLjE
[
x− xˆ0
∣∣ y0, yi]] = 0. ∀i ∈ N. (A.14)
Note that from Lemma 6 (2),
E[x|y0, yi]− E[xˆ0|y0, yi] = xˆi − xˆ0 = ΘˆiΣˆ−1ii (yi − yˆi).
Substituting the above and the expression for
E[yj − yˆj |y0, yi] from Lemma 6 in (A.14), we get
that for all i ∈ N ,∑
j∈N
[
SijFjΣˆjiΣˆ
−1
ii − SijLjΘˆiΣˆ−1ii
]
(yi − yˆi) = 0.
Since the above should hold for all yi − yˆi ∈ Rdiy , the
coefficient of (yi − yˆi) must be identically zero. Thus,∑
j∈N
[
SijFjΣˆjiΣˆ
−1
ii −SijLjΘˆiΣˆ−1ii
]
= 0, ∀i ∈ N. (A.15)
Lemma 8 If Σˆii > 0, then (A.15) has a unique solution.2
Proof The result follows from Lemma 7.
Now for the optimal value of the estimation cost, consider
a single term of the cost
E[(Lix− zˆi)ᵀSij(Ljx− zˆj)]
(a)
= E
[
(x− xˆ0)ᵀLᵀi SijLj(x− xˆ0)
− 2(yi − yˆi)ᵀF ᵀi SijLj(x− xˆ0)
+ (yi − yˆi)ᵀF ᵀi SijFj(yj − yˆj)
]
(b)
= Tr(P0L
ᵀ
i SijLj)− 2 Tr(ΘˆiF ᵀi SijLj) + Tr(ΣˆᵀijF ᵀi SijFj)
(c)
= Tr(P0L
ᵀ
i SijLj)− 2 Tr(F ᵀi SijLjΘˆi) + Tr(F ᵀi SijFjΣˆji),
(A.16)
where (a) follows from substituting (A.4), (b) uses Lemma 4,
part (2) and Lemma 6, part (5), and (c) uses the fact that
for any matrices Tr(ABCD) = Tr(BCDA). Thus, the
total cost is
J∗ =
∑
i∈N
∑
j∈N
E[(Lix− zˆi)ᵀSij(Ljx− zˆj)]
(d)
=
∑
i∈N
∑
j∈N
[
Tr(P0L
ᵀ
i SijLj)− 2 Tr(F ᵀi SijLjΘˆi)
+ Tr(F
ᵀ
i SijFjΣˆji)
]
= Tr(P0L
ᵀ
SL)
−
∑
i∈N
Tr
(
F
ᵀ
i
∑
j∈N
[
2SijLjΘˆi − SijFjΣˆji
])
(e)
= Tr(P0L
ᵀ
SL)−
∑
i∈N
Tr
(
F
ᵀ
i
∑
j∈N
SijLjΘˆi
)
(A.17)
where (d) follows from (A.16), and (e) follows from (A.15).
The result now follows from observing that∑
i∈N
Tr
(
F
ᵀ
i
∑
j∈N
SijLjΘˆi
)
=
∑
i∈N
Tr(F
ᵀ
i SiLΘˆi)
=
∑
i∈N
vec(Fi)
ᵀ
vec(SiLΘˆi) = F
ᵀ
η = η
ᵀ
Γ−1η,
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where the first equality follows from Tr(AᵀB) =
vec(A)ᵀ vec(B).
Appendix B. One-step delayed observation shar-
ing
Appendix B.1. Problem statement
In this section, we use the result of Theorem 1 to show the
relationship between team optimal decentralized estimation
and control in delayed observation sharing model [10, 11,
46]. The notation used in this section is self-contained and
consistent with the standard notation used in decentralized
stochastic control.
Consider a decentralized control system with n agents,
indexed by the set N = {1, . . . , n}. The system has a state
x(t) ∈ Rdx . The initial state x(1) ∼ N(0,Σx) and the state
evolves as follows:
x(t+ 1) = A(t)x(t) +B(t)u(t) + w(t), (B.1)
where A and B are matrices of appropriate dimensions.
u(t) = vec(u1(t), · · · , un(t)), where ui(t) ∈ Rdiu is the
control action chosen by agent i, and {w(t)}t≥1, w(t) ∈ Rdx
is an i.i.d. process with w(t) ∼ N (0,Σw). Each agent
observes a noisy version yi(t) ∈ Rdiy of the state given by
yi(t) = Ci(t)x(t) + vi(t) (B.2)
where {vi(t)}t≥1, vi(t) ∈ Rdiy , is an i.i.d. process with
vi(t) ∼ (0,Σiv). This may be written in a vector form as
y(t) = C(t)x(t) + v(t), (B.3)
where C = rows(C1, . . . , Cn), v(t) = vec(v1(t), . . . , vn(t)),
and y(t) = vec(y1(t), . . . , yn(t)).
Assumption 1: The primitive random variables (x(1),
{w(t)}t≥1, {v1(t)}t≥1, . . . , {vn(t)}t≥1) are independent.
In addition to its local observation yi(t), each agent also
receives the one-step delayed observations of all agents.
Thus, the information available to agent i is given by
Ii(t) := {yi(t), y(1:t− 1), u(1:t− 1)} . (B.4)
Therefore, agent i chooses the control action ui(t) as fol-
lows.
ui(t) = gi,t(Ii(t)), (B.5)
where gi,t is the control laws of agent i at time t. The
collection g = (g1, . . . , gn), where gi = (gi,1, . . . , gi,T ) is
called the control strategy of the system. The performance
of any control strategy g is given by
J(g) = Eg
[ T−1∑
t=1
[
x(t)
ᵀ
Qx(t) + u(t)
ᵀ
Ru(t)
]
+ x(T )
ᵀ
Qx(T )
]
, (B.6)
where Q is symmetric positive semi-definite matrix, R is
symmetric positive definite matrix, and the expectation is
with respect to the joint measure on the system variables
induced by the choice of g.
Problem 4 Given the system dynamics and the noise
statistics, choose a control strategy g to minimize the total
cost J(g) given by (B.6).
Problem 4 is a decentralized stochastic control problem.
In such problems there is no separation of estimation and
control (see, for example [10]). We show that this lack
of separation is due to the fact that the team optimal
decentralized estimation strategy depends on the weight
matrix of the estimation cost.
Appendix B.2. Equivalence to team optimal decentralized
estimation
We start with a basic property of linear quadratic models.
Let P (1:T ) denote the solution to the following backward
Riccati equation. P (T ) = Q and for t ∈ {T − 1, . . . , 1},
P (t) = Q+A
ᵀ
P (t+ 1)A
−AᵀP (t+ 1)B(R+BᵀP (t+ 1)B)−1BᵀP (t+ 1)A.
Define
S(t) = R+B
ᵀ
P (t+ 1)B,
L(t) = S(t)−1(BᵀP (t+ 1)A).
Then, we have the following.
Lemma 9 For any control strategy g, define
J◦(g) =
T−1∑
t=1
E[(u(t) + L(t)x(t))
ᵀ
S(t)(u(t) + L(t)x(t))].
(B.7)
Then, a strategy g that minimizes J◦(g) also minimizes
J(g). 2
Proof Following [47, Chapter 8, Lemma 6.1], we can show
that the total cost J(g) can be written as
J(g) =
T−1∑
t=1
E
[
w(t)
ᵀ
P (t+ 1)w(t) + x(1)
ᵀ
P (1)x(1)
]
+
T−1∑
t=1
E
[
(u(t) + L(t)x(t))
ᵀ
S(t)(u(t) + L(t)x(t))
]
. (B.8)
The third term is equal to J◦(g) and the first two terms
do not depend on the control strategy g. Thus, J(g) and
J◦(g) have the same argmin. 
Now, we split the state x(t) into a deterministic part x¯(t)
and a stochastic part x˜(t) as follows. x¯(1) = 0, x˜(1) =
x(1), and
x¯(t+ 1) = Ax¯(t) +Bu(t), x˜(t+ 1) = Ax˜(t) + w(t),
y¯(t) = Cx¯(t), y˜(t) = Cx˜(t) + v(t).
Since the system is linear, we have
x(t) = x¯(t) + x˜(t) and y(t) = y¯(t) + y˜(t).
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Note that x¯(t) is a function of the past control actions,
which are known to all agents. Now, for any control strat-
egy g, define zˆi(t) = ui(t) +Li(t)x¯(t). Then, the cost J
◦(g)
may be written as
T−1∑
t=1
E[(zˆi(t) + L(t)x˜(t))
ᵀ
S(t)(zˆi(t) + L(t)x˜(t))]. (B.9)
The process {x˜(t)}t≥1 is an uncontrolled linear stochastic
process and the cost (B.9) is of of the same form as the
weighted mean-square cost that we have considered in this
paper.
Following [3], we define I˜i(t) = {y˜i(t), y˜(1:t− 1)} which
may be considered as the control-free part of the informa-
tion structure.
Lemma 10 For any strategy g and any agent i ∈ N , I˜i(t)
is equivalent to Ii(t), i.e., they generate the same sigma
algebra. 2
Proof The result follows from a similar argument as given
in [48, Chapter 7, Section 3]. 
Since I˜i(t) is equivalent to Ii(t), we may assume that
zˆi(t) is chosen as a function of I˜i(t) instead of Ii(t). Thus,
Problem 4 is equivalent to the following team optimal
decentralized state estimation problem.
Problem 5 Suppose n agents observe the linear dynamical
system {x˜(t)}t≥1 and share their observations over a one-
step delayed sharing communication graph. Thus, the
information available at agent i is
I˜i(t) = {y˜i(t), y˜(1:t− 1)}.
Agent i chooses an estimate zˆi(t) of x˜(t) according to an
estimation strategy hi,t, i.e.,
zˆi(t) = hi,t(I˜i(t))
to minimize an estimation cost given by (B.9).
Problem 5 is a decentralized state estimation problem and
can be solved using Theorem 1 and 2. One can then take
the solution of Problem 5 and translate it back to Problem 4
as follows.
Theorem 5 Let h∗ be the optimal strategy for Problem 5,
i.e.,
h∗i,t(I˜i(t)) = −Li(t)ˆ˜x(t)
− Fi(t)
(
y˜i(t)− E[y˜i(t)|y˜(1:t− 1)]
)
, (B.10)
where
ˆ˜x(t) = E[x˜(t)|y˜(1:t− 1)],
L(t) = rows(L1(t), . . . , Ln(t)),
and the gains {Fi(t)} are computed as per Theorem 1.
Define strategy g∗ as follows:
g∗i,t(Ii(t)) = h
∗
i,t(I˜i(t))− Li(t)x¯(t), (B.11)
i.e.,
g∗i,t(Ii(t)) = −Li(t)xˆ(t)
− Fi(t)
(
yi(t)− E[yi(t)|y(1:t− 1), u(1:t− 1)]
)
, (B.12)
where xˆ(t) = E[x(t)|Icom(t)] = x¯(t) + E[x˜(t)|y˜(1:t − 1)].
Then g∗ is the optimal strategy for Problem 4. 2
Proof The change of variables zˆi(t) = ui(t) + Li(t)x¯(t)
implies that if h∗ is an optimal strategy for Problem 5,
then g∗ given by (B.11) is optimal for Problem 4.
To establish (B.12), we need to show that xˆ(t) =
x¯(t) + ˆ˜x(t). Define, Icom(t) = {y(1:t− 1), u(1:t− 1)} and
I˜com(t) = {y˜(1:t−1)}. Then by Lemma 10 we have, Icom(t)
is equivalent to I˜com(t), i.e., they generate the same sigma
algebra. The rest of the proof follows from the definition
of xˆ(t). We have
xˆ(t) = E[x(t)|I˜com(t)]
(a)
= E[x¯(t)|Icom(t)] + E[x˜(t)|I˜com(t)]
(b)
= x¯(t) + ˆ˜x(t),
where (a) follows from state splitting and Icom(t) = I˜com(t)
and (b) follows from the fact that x¯(t) is a deterministic
function of Icom(t). 
The main take away is as follows. By a simple change
of variables we showed that the one-step delayed observa-
tion sharing problem is equivalent to a decentralized state
estimation problem, where the weight matrix S(t) of the
estimation cost depends on the backward Riccati equation
for the cost function. The team optimal decentralized es-
timation strategy depends on the weight matrix S(t) and
that is the reason why there is no separation between esti-
mation and control. Nonetheless, the optimal gains can be
computed as follows.
1. Solve a Riccati equation to compute the weight func-
tions S(1:T ) and gains L(1:T ).
2. Solve a Kalman filtering equation (which does not
depend on S(1:T )) to compute the covariances Σˆ(t)
and Θˆ(t) defined in Theorem 1.
3. Use S(t), L(t), Σˆ(t), and Θˆ(t) to obtain the optimal
gains Fi(t) by solving a system of matrix equations.
4. Using Theorem 5 above, we can write the optimal
strategy g∗i,t in terms of Fi(t) and Li(t).
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