[1] The efficiency with which internal wave energy is converted irreversibly to diapycnal mixing in bathymetry-induced mixing events is of great importance to larger-scale ocean modeling efforts. High-resolution laboratory measurements are used to investigate the spatial and temporal variability of interfacial wave breaking events at a submerged bathymetric ridge. From high spatial resolution measurements, it appears the local efficiency can vary significantly. Parameterizations based on the turbulent Reynolds number and Froude number suggest that the local mixing efficiency within the overturning patch at the interface is 10-17% but the local efficiency is near zero within the relatively homogenous layers. When the local mixing efficiency is integrated over the entire event, the resulting overall efficiency is consistent with the result from Part 1 that the overall event efficiency is 3-8%. This spatial variation in the mixing efficiency reinforces the importance of dynamic mixing efficiency parameterizations based on local stratified turbulence parameters.
Introduction
[2] Internal wave breaking is thought to be a major source of vertical mixing in in the ocean [e.g., Wunsch and Ferrari, 2004] . Therefore, the fraction of internal wave energy that is converted to irreversible, diapycnal mixing in these breaking events is of paramount importance to larger-scale ocean and climate modeling efforts. The smallest scales of these turbulent mixing processes in the ocean are typically of centimeter scale, whereas the grid cell of an ocean circulation model is tens to hundreds of kilometers in size. Thus, appropriate parameterization of these small-scale mixing processes is required. While simple models based on bulk properties of the flow are often the most convenient to implement, the spatial and temporal variability in ocean mixing processes may require more complex parameterization [Ivey et al., 2008] .
[3] Hult et al. [2011, hereafter Part 1] showed that the fraction of the wave energy loss that is converted irreversibly to potential energy (the overall event efficiency) is 3-8% for a train of periodic, interfacial waves breaking at a ridge. While this efficiency is consistent with other laboratory measurements of interfacial waves breaking at topography [Ivey and Nokes, 1989; Helfrich, 1992; Michallet and Ivey, 1999] , this efficiency is significantly lower than the 20% mixing efficiency typically assumed for stratified shear flows [e.g., Peltier and Caulfield, 2003] and the 36% efficiency calculated for interfacial waves breaking in deep water [Fringer and Street, 2003] . This discrepancy may be due to spatial and temporal variability in the mixing processes in the waveridge interaction. In this study, high-resolution density and velocity measurements are used to explore local mixing processes within the turbulent, breaking event.
[4] The key question considered in this paper is: How does spatial variability impact the overall event efficiency? In Part 1, it was proposed that the overall event efficiency is relatively low because the topographic interaction leads to turbulence within the homogenous, lower layer. That is, because there are essentially no density gradients to overturn within the lower layer, the local mixing efficiency in this region must be quite low if any turbulent kinetic energy dissipation is present. To investigate this hypothesis, the ideal experiments would measure density and velocity fluctuations down to the smallest scales throughout the event. In practice, there are limitations on the physical scales that can be resolved and on the accuracy with which quantities can be measured. Although directly measuring the local buoyancy flux and turbulent kinetic energy dissipation directly is very challenging, the spatial or temporal variation in these quantities can be seen even if the absolute values are difficult to determine. For example, even though all relevant scales may not be resolved, direct calculation of the turbulent kinetic energy dissipation, , from velocity gradients and the dissipation of scalar gradients, c, can indicate where velocity and density overturning occur in greatest magnitude.
[5] In this paper, section 2 discusses background on stratified, turbulent mixing, and section 3 covers the simultaneous particle image velocimetry (PIV) and planar laser-induced fluorescence (PLIF) method used to obtained high-resolution measurements of density and velocity in the flow. Section 4 presents results on the overall energetics of the flow, the evolution of turbulent length scales and the local mixing efficiency in the overturning patch, and finally, section 5 summarizes the key results and discusses local processes in the context of the entire mixing event.
Background
[6] Following Ivey and Imberger [1991] , the flux Richardson number R f = b/b + represents the buoyancy flux, b = (g/r 0 )w′, as a fraction of the total mechanical energy available to sustain turbulence, where is the dissipation rate of turbulent kinetic energy. While R f is often interpreted as the efficiency with which a flow converts turbulent kinetic energy irreversibly to potential energy, this is not necessarily true at any instant as a portion of the buoyancy flux is often reversible [Venayagamoorthy and Stretch, 2006] . Commonly, internal wave activity can lead an oscillating buoyancy flux where the magnitude of the buoyancy flux associated with the internal wave field can be large relative to the contribution from irreversible mixing of density gradients. Thus, R f may be more aptly described as a stirring efficiency rather than a mixing efficiency [Rehmann, 1995] .
[7] Winters et al. [1995] suggest a more thorough definition of the mixing efficiency by considering the background potential energy at a particular instant, calculated from the stratification that would result if the turbulent fluid were allowed to adiabatically come to rest. The mixing efficiency at a point in time can be calculated from the dissipation rate and the rate of change of the background potential energy. While this method provides an elegant conceptual framework for investigating the temporal variation of the mixing efficiency throughout an event, this approach is feasible only for direct numerical simulations, but not for field or lab experiments.
[8] Because the buoyancy flux b is difficult to measure directly, it is often modeled by employing an effective diffusivity. The turbulent buoyancy diffusivity is defined:
The buoyancy diffusivity, r , can also be written in terms of a mixing coefficient, G, assuming the buoyancy flux is irreversible
as proposed by Osborn [1980] . Osborn suggested that a constant value of the mixing coefficient, G = 0.2, be used as an upper bound for r based on laboratory results. Another oft-used parameterization is the Osborn-Cox model derived from the scalar variance equation, making similar assumptions of steady flow and no transport, resulting in an effective scalar diffusivity
where s is the molecular diffusivity of the stratifying scaler, s.
[9] Subsequent results suggest that the overall mixing efficiency of a turbulent event depends on the nature of the instability. The efficiency of stratified turbulence can vary significantly between about 0.5 for a purely gravitational instability [Linden and Redondo, 1991] , and typically 0.2 for a parallel, steady shear flow [e.g., Peltier and Caulfield, 2003] . Limited measurements exist, however, for the mixing efficiency of breaking internal waves. In the laboratory, experiments by Ivey and Nokes [1989] suggest that for first mode internal waves breaking on a slope in a linearly stratified fluid, the overall mixing efficiency reaches a maximum of 0.2 when the slope of the wave characteristic is equal to the beach slope. The overall efficiency for interfacial solitary waves breaking on a slope reaches a maximum of 0.25 [Michallet and Ivey, 1999] . In the numerical simulations of Slinn and Riley [1996] critical wave rays focusing on a slope have a mixing efficiency of 0.35. Fringer and Street [2003] use DNS to measure a peak value of 0.36 ± 0.02 for the mixing efficiency of a highly nonlinear, progressive interfacial wave. Grid-generated turbulence has often be used in the lab to simulate the oceanic mixing environment and results suggest that the mixing efficiency is quite low, and is only about 5%, [e.g., Rehmann and Koseff, 2004] . More recent DNS and rapid distortion theory results suggest that the efficiency of homogeneous, decaying, stably stratified turbulence can be as high as 30%, and that the discrepancy with experimental results could feasibly be explained by factors such as energy transport by surface waves .
[10] Typically, stratified turbulence is characterized by a scale of the turbulent velocity u, an overturning length scale L, the viscosity n, the buoyancy frequency N, and the turbulent kinetic energy dissipation rate . These scales can be combined to make a Reynolds number, a Froude number, and a turbulence intensity
although when the turbulent kinetic energy dissipation scaling ∼ u 3 /L applies, only two of these three dimensionless quantities are independent. Various parameterizations have been validated against laboratory and numerical results to determine the dependence of R f on these turbulent quantities [Ivey and Imberger, 1991; Itsweire et al., 1993; Barry et al., 2001; Smyth et al., 2001; Shih et al., 2005; Venayagamoorthy and Stretch, 2006; and are discussed in greater depth in section 4.4. Existing parameterizations are used to estimate the local efficiency for the turbulent patch in this study. For the turbulent wave breaking events in this study there is an imposed time scale due to the forced wave frequency, w/N.
[11] While grid-turbulence experiments have provided valuable information on what factors influence the evolution of turbulence in stratified environments, such experiments do not necessarily indicate which turbulent regimes are present in oceanic mixing events. This study provides an opportunity to examine a breaking interfacial wave event where the initial scales of the turbulence are determined by the wave breaking event, rather than imposed by an external length scale such as the grid spacing. The high-resolution measurement techniques used in this study provide insight into how mixing processes evolve in space and time under internal wave forcing.
Methods
[12] Experiments used the same laboratory set-up as described by Hult et al. [2009] , with periodic trains of interfacial waves generated in a two-layer salt stratification. Waves were forced to break over a Gaussian ridge, 20.2 cm tall with a standard deviation of 25 cm and a total length of 100 cm. In this study, a single set of wave forcing parameters are used: a ∞ = 3.4 cm, w = 0.59 rad/s, l ∞ = 85 cm, h r = 5.8 cm.
Further details of the experimental facility are given by Troy and Koseff [2005a] and Hult et al. [2009] .
Simultaneous PIV and PLIF
[13] PIV and PLIF techniques are used to obtain simultaneous fields of density and velocity in a 2D, x − z slice of the flow. When the flow is stratified, unsteady, nonuniform, and turbulent, each of these traits bring unique challenges. 3.1.1. Unsteadiness
[14] In any PIV measurement, there is uncertainty, but often averaging in time can reduce such uncertainty significantly. Because this wave flow varies periodically over fairly short wave time scales and spatially over small length scales, phase averaging must be used. Here, event realizations are limited in number and conditions are not completely repeatable from one wave breaking event to the next complicating the phase averaging process. The stratification tends to mix out over multiple breaking events, changing initial conditions and increasing the random velocity perturbations from previous events. As a result, typical experiments contain eight consecutive wave breaking events before the stratification is reset. The separation of the mean, wave, and turbulent components of the velocity is discussed further in section 4.3.
Turbulence
[15] Turbulent flows contain a wide range of scales of motion, whereas PIV systems are typically set up to minimize error for a limited range of velocities. The error in PIV measurements has been shown to depend on both the particle displacement and the shear rate [Fincham and Spedding, 1997] . To calculate dissipation directly from measured velocity gradients, the turbulent velocities must be measured down to the scale of the Kolmogorov scale, L K . Because the smallest and largest scales can be separated by a factor of up to 10 5 in oceanic mixing environments [Ivey et al., 2008] , it is often very difficult to use PIV to capture the full range of turbulent scales even on the laboratory scale. A number of techniques have been developed to use PIV measurements to estimate the turbulent kinetic energy dissipation rate including spectrum fitting, structure functions, and direct calculation from velocity gradients [e.g., Variano and Cowen, 2008] . It appears that sub-Kolmogorov scale resolution (0.2 < Dx/L K < 0.5) may be necessary to accurately calculate the dissipation rate directly from PIV velocity data [Tanaka and Eaton, 2007] . In this study, that would require approximately 0.1 mm resolution of the velocity field.
Stratification
[16] In a stratified flow, matching the index of refraction between the two layers is necessary to measure turbulent velocities so that particle motions can be imaged clearly [Ferrier et al., 1993; Daviero et al., 2001; Diez et al., 2005] . Here, the index of refraction was matched using a dilute alcohol solution in the upper layer (r 2 = 994.7 kg/m 3 ) and a salt solution in the lower layer (r 1 = 1004.8 kg/m 3 ), as described by Hult et al. [2009] .
Imaging Set-Up
[17] The flow was seeded with 11 micron diameter hollow glass spheres with a density of 1100 kg/m 3 (Potters Inc), and the lower layer contained 50 ppb of laser fluorescent dye (Rhodamine 6G). Two CCD cameras were used, a 2048 × 2048 pixel, 12 bit Redlake camera for PIV, and a 1024 × 1024 pixel, 12 bit SMD camera for the PLIF images. A computer controlled scanning mirror was used to generate a light sheet of approximately 0.2 mm thickness from the argon ion laser beam. In each cycle, two consecutive light sheets were generated, the first illuminated the first PIV image, and the second light sheet concurrently illuminated the second PIV image and the PLIF image. Optical filters are used to image only the particles with the PIV camera and only the dye with the PLIF camera. The image cycle was repeated at 7.5 Hz, with a 3 ms time gap between the two PIV images. The PLIF technique was used to obtain the density field from the dye intensity [e.g., Crimaldi, 2008] .
PIV Processing
[18] The PIV images are processed first using the MatPIV code developed for MatLab (J. K. Sveen, An introduction to MatPIV v.1.6.1, Department of Mathematics, University of Oslo, 2004, available at http://www.math.uio.no/eprint/ appl_math/2004/02-04.html). The intensity capping method of Shavit et al. [2007] is used to limit the intensity of the brightest pixels to reduce peak-locking error. The smallest subwindows in the PIV processing are 32 by 32 pixels in size, with 50% overlap. The resulting velocity fields have vectors at 1 mm spacing. To further reduce peak-locking error, the Fourier shifting technique of Liao and Cowen [2005] with edge windowing was then applied to the MatPIV output velocity fields. Although this process reduces peaklocking effects noticeably, the relatively low seeding density in these experiments (0.004 to 0.02 particles per pixel, ideally 0.05 [Fincham and Spedding, 1997] ) limited the extent to which peak-locking error could be removed. The method of Westerweel and Scarano [2005] developed for flows with shear was applied to identify errant velocity vectors and then linear interpolation was used to replace the outlying vectors.
Extraction of Turbulent Component
[19] For this spatially varying, unsteady turbulent flow, there is no perfect method to separate the turbulent fluctuation of the velocity field from the background, wave flow. Because the waves are neither linear nor entirely repeatable, it is not feasible to use either wave theory or phase averaging to find the wave component of the velocity. Here, the background, nonturbulent velocity field is obtained by spatially averaging each instantaneous velocity field using a 3L T ≈ 2 cm square kernel (the evolution of L T is shown later in Figure 4 ). The turbulent fluctuation is then calculated by subtracting the filtered velocity field from the total instantaneous velocity field at each point in time. The total velocity and the turbulent fluctuation for a portion of a turbulent event are shown in Figure 1 . This method provides a straightforward method to separate the turbulent fluctuation and wave velocity but can overestimate the magnitude of the turbulent velocity when there are sharp gradients in the background, wave velocity field. Also, the turbulent kinetic energy and to a lesser extent the dissipation rate are sensitive to the kernel size. The sensitivity of the results to varying the filter kernel size by 25% is reflected in the uncertainty estimates in quantities calculated in this study. Once the turbulent velocity fields are extracted, patch-averaged quantities such as are calculated from the composite distribution of values within the overturning patches for all wave events at that phase.
Estimating TKE Dissipation From PIV Measurements
[20] A number of methods have been applied to estimate the turbulent kinetic energy dissipation rate from PIV measurements of velocity including spectrum fitting to spatial velocity fields, calculation of structure functions, and direct calculation of the dissipation rate from velocity measurements [e.g., Variano and Cowen, 2008] . Due to the limited spatial extent and limited range of turbulent scales of the turbulent patch generated by the breaking wave events in this study, it was not possible to use the spectrum fitting and structure function approaches, and the direct calculation of the dissipation rate was attempted. Turbulent kinetic energy dissipation, is calculated
With a planar PIV system, velocity and spatial derivatives can only be measured in two directions at a time, here x and z. Therefore, only 5 of 12 terms can be measured directly.
Following Doron et al. [2001] , one additional term can be calculated from the continuity equation and the remaining terms are estimated by making assumptions of isotropy, resulting in the estimate
This estimate is most appropriate for isotropic turbulence. In the case of breaking interfacial waves, a number of factors may lead to anisotropic turbulence. First, the flow is stratified, so buoyant forces will tend to damp vertical motions. Second, the turbulence is generated at the interface between the two layers, due, in part, to shear instabilities. In a parallel shear flow, (∂u/∂z) 2 tends to be larger than (∂w/∂x) 2 . PIV results suggest that the imposed wave shear across the density interface leads to anisotropy in shear gradients in this data set. Given other sources of uncertainty in the estimate of from direct calculation of velocity gradients that will be discussed later, however, the error introduced by the assumptions of isotropy is thought to be relatively small.
[21] When calculating spatial velocity derivatives from PIV velocity fields, there is a truncation error associated with the discrete spatial derivative method as well as measurement error for the velocity values. It is often difficult to select sufficient spatial resolution to resolve the fine-scale velocity gradients in the dissipation range without measurement error terms that scale inversely with Dx becoming large [Saarenrinne and Piirto, 2000; Tanaka and Eaton, 2007] . For this study, the measurement error in the velocity is e u = 0.2 cm s −1 and the measurement grid spacing was Dx = 0.1 cm. For typical, uncorrected values of in the overturning patch, the bias error is of the same magnitude as , about 10 −5 m 2 s −3
whereas the precision error is somewhat lower, about 3 × 10 −6 m 2 s −3 , calculated from the derivation of these terms by Saarenrinne and Piirto [2000] .
[22] Because the measurement error e u and the underresolution of the dissipative scales have competing effects on the bias error, a more involved error analysis was performed using one-dimensional synthetic turbulence realizations of u(x). Realizations were generated from components with the energy-wave number relationship specified by the Kolmogorov spectrum [e.g., Pope, 2000] . From a random turbulent realization, u(x), that is the sum of sine functions, the exact derivative can be calculated and compared with the derivative calculated from a subsampled version of u(x) using a discrete differentiation scheme. Random noise consistent with the experimental measurement error was included in the discrete derivative calculation. The exact and discrete derivatives are used to estimate the error associated with direct calculations of turbulent kinetic energy dissipation. The concept of using a specified turbulent spectrum to estimate bias error and correct measurements lacking sufficient resolution has been applied by others [Wyngaard, 1968; Zhu and Antonia, 1996; Lavoie et al., 2007] . For the parameters of this experimental setup, direct calculation of the dissipation rate from velocity gradients using the derivative stencil suggested by Raffel et al. [1998] and Rosman [2007] underestimates the actual dissipation rate by an order of magnitude for the range of dissipation rates in this study. This is consistent with the results [Tanaka and Eaton, 2007] obtained from synthetically generated PIV images. A correction factor is calculated as a function of the measured dissipation rate to obtain a corrected dissipation rate. The correction factor, C F = actual / measured , is typically between 3 and 15 for the dissipation rates within the overturning patch, but varies with spatial resolution, measurement error, and differentiation scheme. The validity of this correction factor is considered in section 4.1 through comparison with the overall wave energy loss measured in Part 1. Hult [2010] includes further information regarding the spectral correction method.
Overturning Patch Identification
[23] In the following analysis, it is necessary to identify the region of the flow where active density overturns are present. The patch finding method, based on that of Troy et al. [2006] , identifies regions where fine-scale density gradients are present, as indicated by the dissipation rate of scalar gradients, c = D(rr) 2 . Specifically, the overturning patch is defined here as the region where the median-filtered c ≈ D(2(dr/dx) 2 + (dr/dz) 2 ) is greater than a threshold value. To avoid selecting the stable density interface, the median filter applied to c must be larger in the z direction than the interfacial thickness, d. Here, a median filter 3 cm tall by 0.5 cm wide was used, with a threshold value of c = 3 × 10 −5 kg 2 /m 6 s. The threshold value may not be generalizable, however, given that the resolution of the density field is about 20 times the Batchelor scale, and thus c is expected to be underestimated. Alternatively, Smyth et al. [2001] identify the patch as where continuous regions of nonzero Thorpe scales are present. While velocity overturns may occur within the essentially homogenous upper and lower layers, the overturning patch is identified as the region where the most mixing of density gradients occurs.
Buoyancy Frequency
[24] In a two-layer stratification, there is not a single definitive buoyancy frequency within the overturning patch. In this study, the buoyancy frequency, N = (−(g/r 0 )(∂/∂z)) 1/2 , is approximated in the patch, N ≈ (g′/L P ) 1/2 , where g′ = 2g(r 1 − r 2 )/(r 1 + r 2 ) and L P is the vertical extent of the patch. For larger patches, or perhaps in a more continuous stratification, it may make more sense to approximate N in a way that allows for more variation in the stratification for different portions of the water column. For example, the stable profile resulting from sorting a density profile with overturns is sometimes used as the background density profile. Smyth et al. [2001] suggest an alternative method to solve for the buoyancy frequency by setting the Thorpe scale and the Ellison scale (defined in section 4.2) to be equal. Here, using the linear density interpolation within the patch, the buoyancy frequency, N, is typically 1-2 rad/s. Within the upper and lower layers, the background density gradient is too weak to be determined from the PLIF images. Using CT probe density profiles, it is estimated that within the upper and lower layers N ≈ 0.02-0.04 rad/s.
Results
[25] This section focuses on the breaking event that occurs when an interfacial wave of incident amplitude a ∞ /h r = 0.6 shoals at the Gaussian ridge and eventually becomes unstable. Figure 2 illustrates one such breaking event at several phases of the wave. As the wave shoals, the wave crest accelerates out in front of the wave and eventually plunges downward, in a forward, plunging breaking event (Figure 2a ). After this convective-like instability, a local transition to turbulence is apparent (Figures 2a and 2e) . Hult et al. [2009] discussed the competition between interfacial shear and wave steepening, as the wave crest propagates over the ridge. The competition between these effects is shown by the vorticity field in Figure 2j , where the positive vorticity at the wave crest is due to the interfacial shear and the negative vorticity to the right of the wave crest appears to be associated with the downward plunge and subsequent clockwise churning of the gravitational instability. As the initial instability transitions to turbulence, density gradients within the patch are strained, generating fine structure in c, and eventually gradients are smoothed through molecular mixing. Note, there is significant uncertainty in the magnitude of c (see section 3.6) and it only included here to show qualitative trends.
[26] Within the lower layer, as the trough of the wave passes over the ridge crest the flow appears to separate from the ridge boundary, leading to the development of a vortex and subsequently enhanced turbulent kinetic energy dissipation in this area. Acceleration around the obstacle of the flow under the oncoming crest of the wave also appears to contribute to flow separation. The details of the separation flow may depend on the Reynolds number, however separation can occur over a wide range of Reynolds number [e.g., Kundu and Cohen, 2004] . This separation of flow at the boundary beneath a passing internal wave has been observed in the field [Bogucki et al., 1997] , in numerical simulations [Diamessis and Redekopp, 2006] and in laboratory experiments [Carr and Davies, 2006; Carr et al., 2008; Boegman and Ivey, 2009] , however in these observations, the boundary is typically a significant distance from the wave density interface. Here, on the other hand, the thin lower layer thickness over the ridge crest relative to the wave amplitude leads to interaction between the separation vortex and vortices generated through breaking at the interface.
[27] Note that strong gradients in velocity and density tend to coincide near the interface, but the lower layer has essentially no gradients in density. The impact of these two distinct regions on the overall efficiency is discussed in section 4.5. The data shown in Figure 2 are from four separate experiments spliced together to expand the field of view and thus slight discontinuities are visible.
Bounding the Dissipation Rate
[28] The local dissipation rate calculated directly from velocity gradients provides valuable information on the spatial distribution of dissipated energy in the wave breaking event. However, sensitivity to measurement noise as well as the requirement of very high spatial resolution makes it very challenging to determine the magnitude of the dissipation rate from the PIV data, as discussed in section 3.5. Fortunately, the total dissipated energy in the breaking event is known from comparing the wave energy upstream and downstream of the event (from Part 1), i.e., if the direct calculation of the dissipation rate is accurately resolved, the energy dissipated locally integrated over the entire event will be equal to DWE = 3.2 × 10 −3 J/wave. [29] There are two main steps to adjust the raw dissipation rate calculated from the PIV velocity field. First, the spectral correction factor introduced in section 3.5 is applied to adjust for the relative effects of noise and underresolution of the smallest scales. Then, the magnitude of the local dissipation rate is scaled so that the integrated total over the entire event is equal to the known total change in wave energy for the breaking event (from Part 1). Figure 3a shows the dissipated energy from the raw dissipation rate, separated into the upper layer, patch, and lower layer regions. Then, the spectral correction is applied (Figure 3b ). Finally the total energy from the spectral-corrected, direct calculation is scaled to equal DWE (Figure 3c) .
[30] The first part of the correction method is included because the bias error varies with the magnitude of the dissipation rate. The higher the dissipation rate, the finer the resolution needed to resolve the full range of dissipative scales, but the lower the impact of measurement noise. If only the second part of the two-part method is used, then all dissipation values will be scaled by the same constant (i.e., every value in the x − z plane will be multiplied by about 3). The practical implication of using the spectral correction is that low raw dissipation values that are likely to be dominated by measurement noise are scaled much less than regions where the effect of measurement noise is expected to be minimal, leading to what is thought to be a more realistic spatial distribution of the dissipation rate.
[31] Although in this study, the underresolved direct calculation of is scaled using measurements of the overall change in wave energy, DWE, such overall measurements are not always available. Applying a spectral correction factor as discussed in section 3.5 can provide a means to estimate the order of magnitude of a direct calculation of in a more general case. However, when the spectral correction is applied to the direct calculation of , the correction overcompensates for the effects of unresolved dissipative scales, and the spectral-corrected dissipated energy is 2.6 times greater than DWE from Part 1. The spectral correction method may overestimate the dissipated energy due to assumption of fully developed turbulent flow. The wave forcing evolves quickly relative to the turbulence, suggesting the turbulent conditions are far from quasi-steady state in this flow. While there is energy present at a range of scales from larger overturning scales down to smaller dissipative scales, this range of scales is not necessarily present at all times, which may lead the spectral correction method to overestimate the unresolved dissipation. While the spectral correction factor does not predict very accurately the effect of bias error in the direct calculation of in this unsteady case, the method may be helpful in cases where there is great uncertainty in the magnitude of .
[32] In Figure 3b , the shaded areas show the total dissipated energy at each phase of the wave, within the upper layer, the patch and the lower layer, where the total dissipated energy over the wave period is scaled to be equal to DWE from Part 1. It is assumed here that the time dependence of the direct calculation of is indicative of the time variation of the actual dissipation of energy in the flow. For reference, the total dissipated energy from the raw direct calculation and the direct calculation with spectral correction are also shown in Figure 3b .
[33] Figure 3c shows the average dissipation rate from direct calculation in the patch (referred to as p,best ), the upper layer and the lower layer. Note that the mean dissipation rate in the upper layer is much lower than in the lower layer or within the patch and is on the order of the estimated noise floor (3 × 10 −6 m 2 /s 3 ). For the remainder of the study, p,best is taken as the best estimate for in the overturning patch.
[34] There are a number of sources of uncertainty in this estimate of . The total dissipated energy is scaled to be consistent with DWE from Part 1, and there is an uncertainty of ±10% associated with DWE. It is assumed here that the energy dissipation associated with the breaking event is captured within the field of view. Because not all wave energy is expected to be dissipated within the field of view and because some portion of DWE is converted irreversibly to potential energy, the total energy dissipated within the field of view as well as the mean dissipation rates may be up to 30% lower than indicated in Figure 3c . This scaling also assumes that the dissipation rate is uniform across the tank, i.e., the turbulence is not significantly effected by the sidewalls. The higher dissipation rate predicted by the spectral correction method suggests that the local dissipation rate may be underestimated, despite knowing DWE from Part 1. Given this uncertainty, the dissipation rate within the patch used in the subsequent analysis is conservatively assumed to be between 0.5 p,best and 2 p,best , and this uncertainty is used in sections 4.2-4.5 focused on the spatial and temporal variability and the local mixing efficiency.
[35] In this study, a limited number of wave events were ensemble averaged, which leads to uncertainty in the direct calculation of . The bootstrapping method was used to find the 5% and 95% confidence integrals by resampling the patch-averaged dissipation rates associated with each wave breaking event at a particular wave phase. The associated uncertainty is only 15-30% of the patch-averaged dissipation rate. Thus despite ensemble averaging only 6 wave events, the breaking events are quite repeatable and the uncertainty due to a limited number of realizations is small relative to the uncertainty due to the resolution of the velocity field discussed earlier. Here, because the magnitude of is scaled according to DWE, the overall uncertainty in is not compounded by the error due to ensemble averaging.
Turbulent Length Scales
[36] Length scales of the turbulent flow can be used to compare the relative magnitudes of inertial, buoyant and viscous forces in the flow. In Figure 4a , the length scales L O , Figure 3 . (a) Dissipated energy from integrated direct dissipation calculation where three regions are shown, the upper layer (black), the patch (gray) and the lower layer (white), for the raw, uncorrected dissipation rate as well as with the spectral correction method applied. The spectral-corrected distribution is then scaled to have total energy, DWE (dotted line). (b) Dissipated energy during each time step, and (c) mean dissipation rate . In Figure 3b , DWE from Part 1 is shown (dotted line) along with the dissipated energy distributed over the wave period in the upper layer (black), patch (gray), and lower layer (white), from the scaled, spectral-corrected dissipation rate. The total energy calculated directly from the raw, uncorrected dissipation rate is shown (dashed curve) as well as the direct calculation with spectral correction (dashdotted curve). In Figure 3c , the mean dissipation rate is shown in the patch p,best (solid curve), in the lower layer (dashed curve) and in the upper layer (dotted curve) where all are scaled such that the total dissipated energy is DWE.
L T , L E and L K are shown over the wave period. In Figure 4a , the length scales shown are the median values within the overturning patch at each point in the wave period. The Kolmogorov scale
is the smallest scale of active turbulence in the flow as limited by the effects of viscosity. The Ozmidov scale
is considered to be the largest overturning scale unaffected by the stratification. L T is the Thorpe displacement scale, the average distance a parcel of fluid has been displaced from the stable density profile resulting from sorting the observed density values in that vertical column. Thus, L T provides a scale of the observed density overturns in the flow. The Ellison scale
is another measure of the scale of density overturns observed in the flow.
[37] The scales L K and L O illustrate how the range of length scales in the flow is limited by viscous damping at the small scales and buoyancy forcing at the largest scales. The two measures of observed length scales in the flow, L T and L E fall between these bounds. As expected, both measures of the density overturns L T and L E are close in magnitude [Itsweire, 1984] . For grid-generated, stratified turbulence, the characteristic overturn scales L T and L E tend to grow with distance from the grid (a proxy for time since generation), until reaching L O , at which point L T and L E tend to decrease [Itsweire et al., 1986] . In grid turbulence experiments, the onset of buoyancy effects was found to occur when L T = 0.8L O [Itsweire et al., 1986] . Here, L T and L E grow quickly with L O as the wave initially breaks. At t/T ≈ 0.2, it appears that the growth of L T is restricted by the stratification, and then L T subsequently decays with L O . Itsweire et al. [1986] report the extinction of turbulence when L T = 7.8L K , and this threshold is also shown in Figure 4a .
[38] From direct numerical simulations of stably stratified turbulence in shear flows, Itsweire et al. [1993] describe the impact of the applied gradient Richardson number on the evolution of turbulent length scales in the flow. The length scale evolution in the present study after t/T ≈ 0.2 is qualitatively similar to the results of Itsweire et al. [1993] for the case where Ri < Ri s , i.e., the gradient Richardson number in the flow is less than the critical value required to sustain a constant level of turbulent kinetic energy. In that case, L T decreases once reaching L O , while L O declines steadily over time. This similar behavior is consistent with the notion that the breaking event in this study is the result of a brief forcing followed by the decay of turbulence.
Stratified Turbulence Parameters
[39] The evolution of the turbulence in the overturning patch over time may give an indication of how the turbulence was generated. Figure 4b shows the evolution of the turbulence intensity, /(nN 2 ). The evolution of /(nN 2 ) over the buoyancy time scale, Nt/2p, in the breaking event behaves very similarly to the decaying, stratified turbulence in the numerical simulations of Venayagamoorthy and Stretch [2006] . There appears to be an initial pulse of turbulent kinetic energy production, and then subsequent decay of that turbulent pulse. A train of propagating interfacial waves leads to an oscillatory shear imposed at a given location, thus the time scale of the imposed shear is set by the wave frequency, w. The relatively short time scale of interfacial wave shear does not sustain the turbulent patch for very long here. The lower-frequency wave breaking events observed by Hult et al. [2009] led to what appeared to be a longer period of active turbulence. Thus, the wave time scale relative to the stratification time scale, w/N, may play a role in the mixing dynamics. Stillinger et al. [1983] observed the extinction of turbulence at /(nN 2 ) ≈ 15. Here, /(nN 2 ) = 15 at Nt/2p ≈ 1.6, which corresponds closely with the time at which L T = 7.8L K at t/T = 0.6 in Figure 4a . At this point, even the largest scales in the flow are effected by viscosity.
[40] Using the turbulent velocity, u, the buoyancy frequency, N, and the overturn length scale, L T , the turbulent 
2/3 (open circles), and Fr K = /Nk (solid circles). Error reflects a 50% uncertainty in and 25% variation in the velocity filter kernel size.
Froude number can be calculated from equation (4), where the turbulent length scale is taken to be the Thorpe scale, L T to give Fr t = u/(NL T ). Figure 4c shows how Fr t and two additional formulations of the turbulent Froude number within the patch evolve over the wave period. The turbulent Froude number can also be written
and this definition is equivalent to Fr t = u/LN when the turbulent kinetic energy dissipation scaling ∼ u 3 /L is valid. During the wave breaking event, Fr s has a typical value of Fr s ≈ 1.5 for the overturning portion of the event. A similar quantity, L O /L T has been suggested in a number of studies as an indicator of the age of a stratified, turbulent patch, increasing with time [Wijesekera and Dillon, 1997; Smyth et al., 2001] . Others have taken the opposing view that turbulence evolves from small scales to larger scales as neighboring eddies pair and combine over time, leading to a decrease in L O /L T and Fr s with the evolution of a turbulent patch in time [Gibson, 1980 [Gibson, , 1986 Leung and Gibson, 2004 ]. While Fr s shows a slight increase with time here, the increase was smaller than the increase in Fr s observed by Smyth et al. [2001] . Due to the relatively short time scale of the wave compared to the time scales of the eddies and the stratification (w/(u/L) ≈ 0.3, w/N ≈ 0.5, respectively), the wave forcing may strain and damp turbulent motions more quickly than in other studies.
[41] Another formulation of the turbulent Froude number used by Shih et al. [2005] is
where k = q 2 /2 and q 2 = u 2 + v 2 + w 2 . The results of Shih et al. [2005] indicate that the peak mixing efficiency corresponds with a slightly lower value, Fr K ≈ 0.4. Within the patch, Fr K varies little over the course of the breaking event, with 0.5 < Fr K < 0.9 for the more active portion of the wave period (0.1 < t/T < 0.5). This formulation of the Froude number does not show the same upward trend as Fr t and Fr s , suggesting Fr k may be less sensitive to changing mixing conditions. Here, Fr t may be larger than Fr s due to the imperfect method for extracting the turbulent velocity, u, from the total measured velocity. The spatial filtering process described in section 3.4 may result in an overestimate of u, particularly in the later portion of the wave where filtering across the sheared, density interface can artificially enhance the turbulent velocity. If p, best is an overestimate of the dissipation rate in the patch, the various Froude numbers would tend to converge.
[42] From Figure 4c , it appears that the turbulent Froude number is O(1) within the turbulent patch resulting from wave breaking. It is reasonable that an internal wave that exists due to the balance between inertia and buoyancy forces could force a turbulent event where inertial and gravitational forces are of the same order. The following simple scaling argument demonstrates why the initial Fr t would be O(1).
[43] For the Froude number scaling, Fr t = u/LN, u is taken to be the wave velocity, aw, and L is a length scale of overturning. For simplicity, let's assume the initial wave instability is due primarily to interfacial shear. Following Troy and Koseff [2005b] , in the long wave limit, the maximum growth rate occurs for perturbations of length scale, l s ∼ 2.5d where d is the interfacial thickness. This shear instability perturbation length scale is taken to be the relevant initial turbulent length scale, L ∼ 2.5d. At this point, if the velocity gradient is approximated ∂u/∂z ∼ 2aw/d, then the Froude number can be written as a function of the gradient Richardson number
If wave breaking occurs when Ri g = 0.1-0.25 [Troy and Koseff, 2005b; Hult et al., 2009] , this corresponds with Fr t ∼ 0.4-0.6. If the instead we assume the wave instability is convective in nature, instability occurs when the local velocity exceeds the wave phase speed. Thus u can be scaled by (g′h 1 ) 1/2 for small kh 1 where h 1 is the local lower layer depth. Here, the relevant buoyancy scaling would be set by the effective gravity and a, the length scale of the density perturbations: N ∼ (g′/a) 1/2 . Therefore, Fr t = u/LN ∼ (a/h 1 ) −1/2 . Various interfacial wave studies have observed a breaking transition when a/h 1 ≈ 0.4, which corresponds to wave breaking when Fr t ∼ 1.6. Thus, this simple scaling analysis is consistent with the observations that the turbulent Froude number will be O(1) at the onset of interfacial wave breaking.
[44] How does Fr t evolve past the point of initial instability? In this case, the Froude number appears to be relatively stable within the overturning patch, increasing slightly with time. In a flow such as this one where the stratification is essential to the initial overturning instability itself, the inertial length scale may remain in balance with the length scale of the stratification of the flow, as there is no additional, external forcing mechanism imposing another length scale on the turbulence.
Local Mixing Efficiency
[45] In Part 1, it was proposed that the relatively low overall efficiency of this event was due to spatial variability in the mixing process. In Figure 5 the density, dissipation of scalar gradients and dissipation of turbulent kinetic energy are shown. Figure 5 is designed to show the spatial variation of c and , but due to the uncertainty in the magnitude of c (see section 3.6), these quantities are scaled by the maximum value. It is this uncertainty in c that prevents a direct calculation of R f from and c. When the distribution of points in this image window are plotted in c/c max − / max space in Figure 5d , distinct regions of the flow emerge, indicated by the density of the individual points. Note, the noise level for c/c max is about 8 × 10 −3 and for / max is about 6 × 10 −4 . The vast majority of intermediate density points appear in the upper right, where both c/c max and / max are elevated. In the overturning patch at the interface, turbulent eddies lead to overturns in the density field, resulting in high scalar gradients. Points within the upper layer (dark colored) are clustered in the lower left, where both c/c max and / max are low. On the other hand, at points in the lower layer (light colored) c/c max is low, indicating there is not much of a scalar gradient to overturn, but / max is elevated. This suggests that energy is being dissipated within the relatively constant density lower layer. This spatial variation in the event can have an impact on the overall efficiency. In this section, the local mixing efficiency within the overturning patch at the interface is inves-tigated by comparing the magnitudes of turbulent length scales.
[46] A number of parameterizations for the local mixing efficiency and mixing coefficient have been developed that demonstrate the shortcomings of the constant mixing coefficient model of Osborn [1980] , where G = 0. 
where a 1 = 0.49 + 1.44a 3 , a 2 = −0.25-2.4a 3 , a 3 = (0.25a 4 − 0.49)/(a 4 2 − 2.4a 4 + 1.44), and a 4 = 3.9Re t −1/2
. Here, R f reaches a maximum of about 0.2 when Fr s ≈ 1. Shih et al. [2005] propose an alternate parameterization based their DNS results where the diffusivity, r , depends only on the turbulence intensity,
and r reverts to the molecular diffusivity when /(nN 2 ) < 7.
[47] Using equation (1) on Fr s for lower Reynolds numbers, the schemes tend to diverge for Re t > 100. The Shih et al. [2005] parameterization predicts the maximum efficiency, R f = 0.17, when 7 < /(nN 2 ) < 100, which does not always correspond with Fr s ≈ 1. Figure 6c compares three parameterizations for Re t = 40, indicative of the overturning patch. Smyth et al. [2001] report that their parameterization based on DNS results for a stratified shear layer with Kelvin-Helmholtz instabilities, is insensitive to Re t , but it agrees closely with the Shih et al. [2005] parameterization in the Re t = 40 case for Fr s > 2.
[48] What then does this mean for the mixing efficiency within the overturning patch? According to the Ivey and Imberger [1991] parameterization, the mixing efficiency within the patch is 8-15% for the more active first half of the wave period, as shown in Figure 6a . Only the first 7 of 16 time points are shown because for t/T > 0.5, the median value Re t within the patch is less than 10. The Shih et al. [2005] parameterization, on the other hand, indicates that the overturning patch remains in the most efficient zone where R f = 0.17, since 7 < /(nN 2 ) < 100 for this portion of the event (see Figure 6b and also Figure 4b ).
[49] Given that the various parameterizations all lead to patch-averaged mixing efficiencies between 10% and 20%, it may be tempting to state that the Osborne model assuming a constant value, R f = 0.17 may be sufficient in this case. This is far from the case if the entire wave-ridge event is considered. As noted before, there is a region within the lower layer where is on the order of the rate within the overturning patch (see Figures 2m-2p) . If the parameterization, r = 0.2/N 2 were applied in this essentially homogeneous region, the buoyancy flux for this region would be severely overestimated by w′ = −Gr 0 /g. A parameterization based on the turbulent Froude number, on the other hand, would suggest that Fr T would become very large, as the inertial vortex time scale, L/u is small relative to the time scale of the very weak stratification, N −1 , which is on the order of minutes within the lower layer. All of the Fr T based parameterizations are consistent with the intuitive notion that R f approaches zero in the unstratified limit.
Revisiting the Overall Efficiency
[50] How does the overall efficiency obtained from integrating local measurements compare with the overall efficiency from the control volume experiments of Part 1? From Figure 3 , the energy dissipated within the patch is approximately 40% of the total turbulent kinetic energy dissipated in the vicinity of the ridge. The Ivey and Imberger [1991] parameterization suggests that based on the Froude number, Fr s , the local efficiency within the patch is R f ≈ 0.1, whereas the Shih et al. [2005] parameterization suggests R f ≈ 0.17, based on /(nN 2 ) within the patch. Since there are essentially no density gradients within the upper and lower layers, the local efficiency within these regions is approximately zero. Thus the overall efficiency for the breaking event would be approximately 0.4 × R f,patch ≈ 4-7%. This estimate is consistent with the overall efficiency measured in Part 1 of 5% for this wave amplitude, and 3-8 over a range of wave amplitudes.
[51] Because of the large difference between the local efficiency within the patch at the interface and the local efficiency within the lower layer, it is important to consider what factors influence how much energy is dissipated within each region. Recent field observations [Bogucki et al., 1997] numerical simulations [Diamessis and Redekopp, 2006] and lab experiments [Carr and Davies, 2006; Carr et al., 2008; Boegman and Ivey, 2009] suggest that passing internal waves can lead to separation of the boundary layer, which is consistent with the results of this study. The magnitude of the near-bed dissipation as well as the interaction between turbulent regions near the bed and at the interface may depend on the bathymetric geometry and the Reynolds number of the flow. If the fraction of energy dissipated in the homogeneous lower layer is smaller for a higher Reynolds number flow, then the overall event efficiency would increase.
Summary
[52] Direct calculation of the turbulent kinetic energy dissipation rate from PIV velocity data at a resolution of Dx/L K ≈ 3 appears to underestimate the actual dissipation rate, most likely due to velocity variation on scales smaller than the measurement resolution. Here, the actual dissipation rate is estimated by scaling calculated directly to be consistent with measurements of the overall change in wave energy due to the breaking event from Part 1. The result was a map of where dissipation occurred spatially over the course of the wave breaking event.
[53] In the wave-ridge interaction, two areas of elevated dissipation were apparent: an overturning patch in the interfacial region and a region above the upstream face of the ridge crest within the lower layer where the wave flow may separate from the ridge. The turbulence in the overturning patch appears be forced over a short time scale, and then subsequently decays. Within the overturning patch, the overturning length scale, L T , appears to grow quickly to the size of the Ozmidov scale, L O , and then decrease with L O as the turbulence intensity, /(nN 2 ), decreases. The time scale of the wave forcing relative to the stratification, w/N, may influence the evolution of the turbulence.
[54] While it is not possible to calculate the local mixing efficiency directly from this data set, the spatial variability of the dissipation of turbulent kinetic energy and scalar gradients as well as the evolution of turbulent length scales can be use to characterize the mixing processes within wave breaking event. Turbulent kinetic energy is dissipated within the relatively homogeneous lower layer, however there are essentially no density gradients to mix in this region. Thus the local mixing efficiency within the lower layer region will be near zero. On the other hand, stratified mixing parameterizations based on Fr s , Re t and /(nN 2 ) suggest that the local mixing efficiency within the patch is significantly higher: R f ≈ 0.1-0.17. Using the spatial distribution of from the direct calculations and assuming R f ≈ 0.1-0.17 in the the patch and R f ≈ 0 within the lower layer, the resulting overall event efficiency is 4-7%, which is consistent with the overall event efficiency of 5% for this wave amplitude calculated in Part 1.
[55] Although mixing in the region of active overturning appears to be relatively efficient, the overall event efficiency may be significantly lower. While there are regions of high local efficiency, there are also regions where the local efficiency is very low, giving an intermediate overall event efficiency that is lower than that reported for interfacial waves breaking away from boundaries [Troy, 2003; Fringer and Street, 2003] . The overall efficiency may increase for waves breaking at a ridge in a more continuous stratification, as boundary-induced turbulent kinetic energy dissipation would lead to overturning of density gradients.
