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1. Introduction
Stochastic calculus with respect to semimartingales has been developed over
decades, and it has been successfully applied in many disciplines including
physics and ﬁnancial mathematics. Summaries about the theory of stochastic
integration and stochastic diﬀerential equations with respect to semimartingales
can be found in standard textbooks such as [20, 37,46,63,64]. Applications of
stochastic calculus with respect to semimartingales to ﬁnancial markets can be
found for example in [16,42,78].
As one of the fundamental examples of semimartingales, Brownian motion
has been used widely in diﬀerent areas. For example, it can be applied to model
the stock price in ﬁnancial markets. However, for some existing phenomena,
Brownian motion is not an ideal model, since the increments of a Brownian
motion are independent. For example, in telecommunications, asset pricing and
some applications in hydrology, processes may be desired to present long-range
dependence and self-similarity.
Fractional Brownian motion with stationary increments and self-similarity
property was introduced by Kolmogorov in [44]. Later, the index in the
correlation function of a fractional Brownian motion got the name “Hurst
index” from Hurst [33] and Hurst, Black and Simaika [34]. Mandelbrot and
Ness in [55] studied the process and gave the name “fractional Brownian
motion” to it. Fractional Brownian motion with Hurst index H ∈ (0, 1) is
not a semimartingale except when H = 12 , in which case fractional Brownian
motion is a standard Brownian motion. Therefore, the theory of Ito¯ stochastic
calculus based on semimartingales cannot be applied to fractional Brownian
motions and one should consider other stochastic calculus theories for fractional
Brownian motions. There are many diﬀerent approaches to deﬁne a stochastic
integral with respect to a fractional Brownian motion. One way is to use
Skorokhod integrals or divergence integrals based on Malliavin calculus [61].
For details of this approach, see [2,3, 10,15]. In this dissertation, Skorokhod
5
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integrals will not be considered.
Another approach is pathwise integration, i.e. integration path-by-path. It is
known that the Riemann–Stieltjes integral exists if the integrand is continuous
and the integrator is of bounded variation. However, by [60] we know that
the p-variation index of almost all paths of a fractional Brownian motion BH
equals 1H . For p <
1
H , the p-variation of the path is unbounded and for p >
1
H ,
the p-variation of the path is bounded. This implies that almost all paths of
a fractional Brownian motion are of unbounded variation, and therefore the
classical Riemann–Stieltjes integral cannot be applied here.
In 1936, Young in [89] proved that the integral
∫
f dg exists as a Riemann–
Stieltjes integral if f has bounded p-variation and g has bounded q-variation for
p ≥ 1, q ≥ 1 with 1p + 1q > 1, and if f, g have no common points of discontinuity.
It is known that almost all paths of BH are α-Ho¨lder continuous for α < H. In
the case of H ∈ (12 , 1), Lin [50], Dai and Heyde [14] have deﬁned a stochastic
integral
∫ T
0 φ(t) dB
H
t as a limit of Riemann sums in L
2 for the case that almost
all paths of φ have bounded p-variation such that 1p + α > 1.
In 1998, Za¨hle [90] introduced a notion of a generalized Lebesgue–Stieltjes in-
tegral by studying fractional integrals and their corresponding Weyl derivatives.
In the special case where f is λ-Ho¨lder continuous and g is μ-Ho¨lder continu-
ous with λ+ μ > 1, the generalized Lebesgue–Stieltjes integral
∫
f dg exists
and coincides with the corresponding Riemann-Stieltjes integral. Later on, in
2002 Nualart and Ra˘s¸canu [62] further studied generalized Lebesgue–Stieltjes
integrals based on Za¨hle’s results by considering fractional Sobolev-type spaces.
They showed that if the integrand f and integrator g belong to certain frac-
tional Sobolev-type spaces, then the generalized Lebesgue–Stieltjes integral∫
f dg exists.
Consider now some Gaussian processes X and Y . Let f be a real-valued
function which may contain discontinuities. In this case, the process f(X) may
have unbounded p-variation for every p ≥ 1. One of the main goals of this
dissertation is to study in which sense can we understand an integral of the
form ∫ T
0
f(Xt) dYt, (1.1)
by applying pathwise integration theory. A natural choice for us would be the
generalized Lebesgue–Stieltjes integral mentioned above. Note that this has
been successfully applied to the case of fractional Brownian motion, functionals
of fractional Brownian motion and a class of Gaussian processes.
When Azmoodeh, Mishura and Valkeila in [6] studied a pricing model based
on a geometric fractional Brownian motion with Hurst index H > 12 , they
6
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deﬁned the integral
∫ T
0 f
′−(St)St dBHt , where f is a convex function, BHt is a
fractional Brownian motion and St is a geometric fractional Brownian motion,
as a generalized Lebesgue–Stieltjes integral. The existence of the generalized
Lebesgue–Stieltjes integral was proved by showing that almost all paths of the
integrand and the integrator belong to certain fractional Sobolev-type spaces.
Later, Tikanma¨ki in [84] proved the existence of the stochastic integral of
some functionals of fractional Brownian motion with respect to a fractional
Brownian motion in the sense of generalized Lebesgue–Stieltjes. Furthermore,
Sottinen and Viitasaari in [81] generalized the theory from fractional Brownian
motions into a wider class of Gaussian processes. Unfortunately, by carefully
examining the proofs of theorems regarding the change of variables formula
in the aforementioned articles, some gaps are present. These gaps will be
explained in detail in Section 5.1. Therefore another goal of this dissertation is
to ﬁx these gaps and correct the proof of the change of variables formula.
The above pathwise stochastic integration technique should cover more
stochastic processes than Gaussian processes. In this dissertation, a general
class of Ho¨lder continuous processes will be studied. Again, since we assume
that f in (1.1) may contain discontinuities, the integrand f(X) may be of
unbounded p-variation for p ≥ 1. Whether the integral of the form ∫ T0 f(Xt) dYt,
where f(X) is a one-dimensional general unbounded p-variation process and Y
is some one-dimensional Ho¨lder continuous process, can still be understood as
a generalized Lebesgue–Stieltjes integral will be discussed in this dissertation.
Finally note that, whether the generalized Lebesgue–Stieltjes integral exists
for a multidimensional process has not been studied yet, to the best of my
knowledge. This dissertation will also study the existence of a stochastic
integral of the form ∫ T
0
f(X1t , . . . , X
n
t )dYt,
where Y is a Ho¨lder continuous process and f may contain discontinuities.
Naturally, from the application point of view, a change of variables formula
is an interesting problem to consider. Based on the existence of the generalized
Lebesgue–Stieltjes integrals, a change of variables formula of one-dimensional
processes will be shown in this dissertation.
This dissertation is organized as follows. In Chapter 2, I will review several
function spaces including convex functions, locally bounded variation functions,
bounded p-variation functions and other relevant functions. One of the main
tools for this research, which is the representation of convex functions with
respect to some Radon measures, will be given in this chapter. Then according
to the relationship between locally bounded variation functions and convex
7
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functions, such representation can also be applied to locally bounded variation
functions. Moreover, fractional Sobolev-type spaces will also be discussed here
to prepare for the study of generalized Lebesgue–Stieltjes integrals in the next
chapters.
In Chapter 3, I will review Stieltjes integration and recall results on the
existence of Stieltjes integrals for various classes of functions. After the review
of classical Riemann–Stieltjes integrals and Lebesgue–Stieltjes integrals, I will
move to more complicated fractional integrals and derivatives in order to
introduce the generalized Lebesgue–Stieltjes integral. Finally, the generalized
Lebesgue–Stieltjes integrals will be shown to exist and coincide with the
Riemann–Stieltjes integrals in the special case when both the integrand and
the integrator are smooth enough.
Chapter 4 will be devoted to stochastic processes and stochastic integration
with respect to those processes. Firstly I will discuss several Gaussian processes,
especially fractional Brownian motions. Then pathwise integration of stochastic
processes with bounded p-variation paths for p ≥ 1 will be discussed. Finally,
results on the generalized Lebesgue–Stieltjes integrals for fractional Brownian
motions, functionals of fractional Brownian motions and a class of Gaussian
processes will be presented.
The main results of this dissertation will be given in Chapter 5. Firstly,
limitations of previous integration techniques and gaps in the earlier literature
will be explained. Then the existence of a generalized Lebesgue–Stieltjes integral
of a certain class of unbounded p-variation processes with respect to some
Ho¨lder continuous processes will be shown. Also the existence of a generalized
Lebesgue–Stieltjes integral of a class of multidimensional processes with respect
to some Ho¨lder continuous processes will be shown. Finally, a change of
variables formula for one-dimensional unbounded p-variation processes will be
given.
8
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In this chapter, we will review several function spaces with diﬀerent properties,
especially spaces of convex functions and locally bounded variation functions.
A representation of a convex function plays an important role for proving the
main results in Chapter 5. Moreover, fractional Sobolev-type spaces which are
also crucial for the main results will be reviewed here.
2.1 Increasing Functions and Convex Functions
This section will start with a review of some basic and well known properties
of increasing functions and convex functions. More details of these functions
can be found in [17,21,41,62].
Let f : IR → IR be an increasing function, i.e. f(x) ≤ f(y) for any x ≤ y.
Let f(x+) := lim
h→0+
f(x + h) denote the right limit of f at the point x and
f(x−) := lim
h→0−
f(x + h) denote the left limit of f at x. Moreover, denote
f+ : x → f(x+) and f− : x → f(x−).
Proposition 2.1.1. If f is an increasing function on IR, then f(x+) and
f(x−) exist for every point x ∈ IR. The function f+ is increasing and right-
continuous while the function f− is increasing and left-continuous. Moreover,
the set of points {x : f(x−) = f(x+)} is at most countable.
This can be proved by using the deﬁnition of an increasing function, and for
details, see [17].
Now consider an interval I ⊂ IR.
Deﬁnition 2.1.1. A function f : I → IR is called convex on I if for any two
points x, y ∈ I and any λ ∈ [0, 1], the following holds
f
(
λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y).
9
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Denote the left-sided derivative and right-sided derivative of f respectively as
f ′−(x) = lim
h→0−
f(x+ h)− f(x)
h
, f ′+(x) = lim
h→0+
f(x+ h)− f(x)
h
,
when the limits exist. According to the deﬁnition of a convex function, we
have the following proposition.
Proposition 2.1.2. If f : I → IR is a convex function on an open interval I,
then f ′− and f ′+ exist for every point in I. The function f ′− is increasing and
left-continuous on I while the function f ′+ is increasing and right-continuous
on I. Moreover the set of points {x : f ′−(x) = f ′+(x)} is at most countable.
Finally, for all [a, b] ⊂ I,
∫ b
a
f ′+(x) dx = f(b)− f(a) =
∫ b
a
f ′−(x) dx.
For a proof, see [65].
Deﬁnition 2.1.2. A function f : I → IR is called Lipschitz continuous on I if
there exists a real constant K ≥ 0 such that for all x, y ∈ I,
|f(x)− f(y)| ≤ K|x− y|.
Deﬁnition 2.1.3. A function f : I → IR is said to be absolutely continuous
on I if for every  > 0 there exists a number δ > 0 such that
n∑
i=1
|f(xi)− f(yi)| < 
for any n and any ﬁnite collection of disjoint intervals (xi, yi) in I with
n∑
i=1
|xi − yi| < δ.
Deﬁnition 2.1.4. We say that a property of a function f : IR → IR holds
locally if for every point x ∈ IR, there is a neighbourhood U such that the
property holds for the restriction of f into U .
Let Liploc(IR) denote the space of locally Lipschitz continuous functions on
IR. By the deﬁnition of a convex function, we know that convex functions are
locally Lipschitz continuous on IR. Let ACloc(IR) denote the space of locally
absolutely continuous functions on IR. Since a convex function on IR is locally
Lipschitz continuous, it is absolutely continuous on any bounded closed interval
of IR (see for example [86]).
Deﬁnition 2.1.5. A Radon measure on IRd is deﬁned as a measure μ on the
Borel σ-ﬁeld of IRd such that μ(K) < ∞ for every compact set K in IRd.
10
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In the following let C(IR) denote the space of continuous functions on IR,
and Cc(IR) denote the space of all f ∈ Cc(IR) with a compact support. Let
C1(IR) denote the space of continuously diﬀerentiable functions on IR, and
C1c (IR) denote the space of all f ∈ C1(IR) with a compact support. Let C∞(IR)
denote the space of inﬁnitely diﬀerentiable functions on IR, and C∞c (IR) denote
the space of all f ∈ C∞(IR) with a compact support.
Proposition 2.1.3. If μ and ν are Radon measures on IR such that∫
IR
φ(x)μ(dx) =
∫
IR
φ(x) ν(dx)
for all φ ∈ C∞c (IR), then μ = ν.
Before proving the proposition, we need to introduce the following lemma.
Lemma 2.1.1. For any compact set K and open set V such that K ⊂ V ⊂ IR,
there exists a nonnegative function f ∈ C∞c (IR) such that
1K ≤ f ≤ 1V .
Proof. Such a function can be constructed as a convolution of the indicator
function of a set
K2 := {y : |x− y| ≤ 2, for some x ∈ K},
and a smooth nonnegative function φ with a support in the -ball centered at
the origin, and choosing  > 0 small enough. See for example Ho¨rmander [35,
Theorem 1.4.1] for details.
Proof of Proposition 2.1.3. First we will show that μ(K) = ν(K) for all compact
sets K ⊂ IR. Let K1/n be the set of points x such that |x− y| < 1n for some
y ∈ K and for n ∈ IN. By deﬁnition, K1/n is open. According to Lemma 2.1.1,
there exists fn ∈ C∞c (IR) such that 1K ≤ fn ≤ 1K1/n for n ∈ IN. Then fn → 1K
pointwise as n → ∞, and 0 ≤ fn ≤ 1K1 for all n ∈ IN. Since 1K1 is integrable
with respect to μ and ν and fn ∈ C∞c (IR), by dominated convergence theorem
and Lemma 2.1.1 we have that
μ(K) = lim
n→∞
∫
fn dμ = lim
n→∞
∫
fn dν = ν(K).
Thus we have shown that μ(K) = ν(K) for all compact K ⊂ IR.
Next, ﬁx a sequence of compact sets K1 ⊂ K2 . . . so that ∪n∈NKn = IR. If C
is a closed set, then C ∩Kn is compact, and ∪n∈N
(
C ∩Kn
)
= C. Then we have
μ(C) = lim
n→∞μ(C ∩ Kn) = limn→∞ ν(C ∩ Kn) = ν(C).
11
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Hence μ(C) = ν(C) for all closed C ⊂ IR, moreover μ(IR) = ν(IR). Since closed
sets in IR form a π-system (i.e. a collection of subsets which is closed under
ﬁnite intersections) which generates the Borel sets of IR, Dynkin’s identiﬁcation
theorem [41, Lemma 1.17] implies that the Borel measures B → μ(B ∩ Kn)
and B → ν(B ∩ Kn) are equal for every n ∈ IN. Thus we obtain μ(B ∩ Kn) =
ν(B ∩ Kn) for every Borel set B and every n ∈ IN. By letting n → ∞, we ﬁnd
that
μ(B) = ν(B)
for every Borel set B.
From [41] we know that a correspondence between Radon measures and in-
creasing right-continuous functions can be shown through the next proposition.
Proposition 2.1.4. Let f be an increasing right-continuous function on IR.
Then there exists a unique Radon measure μf on IR such that
μf ((a, b]) = f(b)− f(a), −∞ < a < b < ∞. (2.1)
This measure μf is called the Lebesgue–Stieltjes measure of f . Next we have
the following proposition for increasing right-continuous functions.
Proposition 2.1.5. If f is an increasing and right-continuous real-valued
function on IR, then for all φ ∈ C∞c (IR), the Lebesgue–Stieltjes measure μf of
f satisﬁes ∫
IR
f(x)φ′(x) dx = −
∫
IR
φ(x)μf (dx).
Proof. Let φ ∈ C∞c (IR), then φ has a compact support. Choose a big enough
M so that the compact support of φ is strictly contained in [−M,M ].
From (2.1), for all x > −M we have that
f(x)− f(−M) = μf ((−M,x]) =
∫
IR
1(−M,x](u)μf (du).
Then∫
IR
f(x)φ′(x)dx =
∫
IR
1(−M,M)(x)φ′(x)
(
f(−M) +
∫
IR
1(−M,x](u)μf (du)
)
dx
=
∫
IR
∫
IR
1(−M,x](u)1(−M,M)(x)φ′(x)μf (du)dx.
Note that the integrand is bounded in absolute value by
(x, u) → 1(−M,x](u)1(−M,M)(x)‖φ′‖∞,
which is integrable with respect to μf (du) dx. Moreover, note that
1(−M,x](u)1(−M,M)(x) = 1[u,M)(x)1(−M,M)(u).
12
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By Fubini’s theorem, we obtain∫
IR
f(x)φ′(x)dx =
∫
IR
∫
IR
1(−M,x](u)1(−M,M)(x)φ′(x)μf (du) dx
=
∫
IR
1(−M,M)(u)
∫
IR
1[u,M)(x)φ
′(x) dxμf (du)
=
∫
IR
1(−M,M)(u)(φ(M)− φ(u))μf (du)
= −
∫
IR
1(−M,M)(u)φ(u)μf (du)
= −
∫
IR
φ(u)μf (du).
Moreover, we have the following similar proposition for increasing functions.
Proposition 2.1.6. If f is an increasing function on IR, then there exists a
unique Radon measure μ on IR such that∫
IR
f(x)φ′(x) dx = −
∫
IR
φ(x)μ(dx), (2.2)
for any φ ∈ C∞c (IR). This Radon measure μ is equal to the Lebesgue–Stieltjes
measure of f+ in the sense of Proposition 2.1.3.
Proof. Let f be an increasing function. According to Proposition 2.1.1, f+ :
x → f(x+) is increasing and right-continuous. Now let μf+ be the Lebesgue–
Stieltjes measure of f+ deﬁned according to (2.1). By applying Proposition
2.1.5, we obtain ∫
IR
f+(x)φ
′(x) dx = −
∫
IR
φ(x)μf+(dx).
By Proposition 2.1.1, we know that f = f+ except on a set of discontinu-
ity points which is at most countable. Therefore, f = f+ Lebesgue-almost
everywhere, which implies∫
IR
f(x)φ′(x) dx =
∫
IR
f+(x)φ
′(x) dx.
Next we will show the uniqueness. If there exists another Radon measure ν
such that ∫
IR
f(x)φ′(x) dx = −
∫
IR
φ(x) ν(dx),
then we have ∫
IR
φ(x)μ(dx) =
∫
IR
φ(x) ν(dx)
for all φ ∈ C∞c (IR). By Proposition 2.1.3, we have μ = ν.
13
Analysis
Next we will introduce a theorem which provides a representation of a convex
function with respect to a Radon measure. Before that, we need to review
the molliﬁcation technique and the deﬁnition of derivative in the sense of
distributions.
Deﬁnition 2.1.6. Let η be a real-valued function on IR deﬁned by
η(x) =
⎧⎪⎨
⎪⎩
C exp
(
1
x2−1
)
, |x| < 1,
0, |x| ≥ 1,
where C is a constant chosen so that
∫
IR η(x)dx = 1. For every  > 0, let
η(x) =
1

η
(x

)
.
We say that η is a standard molliﬁer.
According to its deﬁnition, we have the following properties of a standard
molliﬁer. For all  > 0,
(1) η(x) ≥ 0 for all x ∈ IR,
(2) η ∈ C∞(IR),
(3) η has a compact support on IR,
(4)
∫
IR η(x)dx = 1.
If a function f : IR → IR is locally integrable on IR, then f can be molliﬁed
by convolution with a standard molliﬁer as
f(x) = (f ∗ η)(x) =
∫
IR
f(x− y)η(y)dy =
∫
IR
f(y)η(x− y)dy.
Moreover, f satisﬁes the following proposition.
Proposition 2.1.7. f ∈ C∞(IR), and f → f uniformly on compact sets of
IR as  → 0.
For a proof, see [40].
In the following, we will always let φ ∈ C∞c (IR). For a locally integrable
function f on IR, deﬁne
〈f, φ〉 :=
∫
f(x)φ(x)dx.
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Deﬁnition 2.1.7. The derivative Df of a locally integrable function f in the
sense of distributions is deﬁned as
〈Df, φ〉 := −〈f, φ′〉 = −
∫
f(x)φ′(x)dx,
and similarly the k-th derivative of a locally integrable function f in the sense
of distributions is deﬁned as
〈Dkf, φ〉 := (−1)k〈f, φ(k)〉 = (−1)k
∫
f(x)φ(k)(x)dx.
Therefore, if f is locally integrable on IR, then f has inﬁnitely many derivatives
in the sense of distributions.
If f : IR → IR is an increasing function, then by Proposition 2.1.1 we know
that f+ and f− are both increasing, and therefore f , f+ and f− are all locally
integrable on IR. Moreover, f = f+ = f− Lebesgue-almost everywhere, which
implies that
〈f, φ〉 = 〈f+, φ〉 = 〈f−, φ〉. (2.3)
According to Proposition 2.1.6, we have
−〈f, φ′〉 = 〈μ, φ〉 = −〈f+, φ′〉,
where μ is the Lebesgue–Stieltjes measure of f+. Together with equation (2.3),
we obtain
〈Df, φ〉 = 〈Df+, φ〉 = 〈Df−, φ〉.
Hence we can conclude that the ﬁrst derivative of an increasing function f in
the sense of distributions is the Lebesgue–Stieltjes measure μ of f+. Moreover,
we have Df = Df+ = Df− = μ in the sense of distributions.
If f : IR → IR is a convex function, then f , f ′+, f ′− are locally integrable on IR.
Therefore, they have inﬁnitely many derivatives in the sense of distributions.
The ﬁrst derivative Df of f in the sense of distributions is given by
〈Df, φ〉 = −
∫
f(x)φ′(x) dx
= −
∫
f(x)
(
lim
h→0+
φ(x)− φ(x− h)
h
)
dx.
Here we can apply the Lebesgue dominated convergence theorem, since φ is
smooth with a compact support and f is bounded on the compact support of
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φ. The function φ′ is bounded and Lebesgue integrable, and we have
−
∫
f(x)
(
lim
h→0+
φ(x)− φ(x− h)
h
)
dx
= − lim
h→0+
1
h
(∫
f(x)φ(x) dx−
∫
f(x)φ(x− h) dx
)
= − lim
h→0+
1
h
(∫
f(x)φ(x) dx−
∫
f(x+ h)φ(x) dx
)
= lim
h→0+
∫
φ(x)
(f(x+ h)− f(x)
h
)
dx
=
∫
φ(x)f ′+(x) dx,
where the second equality comes from change of variables and the last equality
holds because f ′+ is bounded on the compact support of φ. This implies
〈Df, φ〉 := −〈f, φ′〉 = 〈f ′+, φ〉 = 〈f ′−, φ〉, (2.4)
i.e. Df = f ′+ = f ′− in the sense of distributions.
Now we can state a representation theorem of convex functions.
Theorem 2.1.1. Let f : IR → IR be a convex function. The second derivative
D2f of f exists in the sense of distributions and equals the unique Radon
measure μ such that
〈D2f, φ〉 := 〈f, φ′′〉 =
∫
φ(x)μ(dx) (2.5)
for all φ ∈ C∞c (IR). Conversely, for any Radon measure μ on IR there exists a
unique convex function fμ : IR → IR such that fμ(0) = 0, f ′μ+(0) = 0 and (2.5)
holds. Any convex function g : IR → IR satisfying (2.5) can be represented as
g(x) = fμ(x) + αx+ β,
where α = g′+(0) and β = g(0). Moreover, for any ﬁnite Radon measure μ and
any convex function g satisfying (2.5),
g′+(x)− g′+(0) =
1
2
∫
sgn(x− a)μ(da) + C, (2.6)
where C = 12μ((−∞,∞))− μ((−∞, 0]) and
sgn(x) =
⎧⎪⎨
⎪⎩
1, x ≥ 0,
−1, x < 0.
Proof. The ﬁrst derivative Df of f in the sense of distributions satisﬁes (2.4).
Let η be a standard molliﬁer, and thus f := η ∗f is a smooth convex function.
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The second derivative of f in the sense of distributions is given by
〈D2f, φ〉 =
∫
f(x)φ
′′(x) dx
= f(x)φ
′(x)|∞−∞ −
∫
f ′(x)φ
′(x) dx
= f(x)φ
′(x)|∞−∞ − φ(x)f ′(x)|∞−∞ +
∫
φ(x)f ′′ (x) dx
=
∫
φ(x)f ′′ (x) dx.
(2.7)
The second and third equality in (2.7) can be obtained by integration by parts,
and the ﬁrst two items on the third line in (2.7) disappear because φ and its
derivatives have a compact support.
Since f is convex, we know that f
′′
 ≥ 0, which implies
〈D2f, φ〉 ≥ 0
for all positive φ ∈ C∞c (IR). When  → 0, by Lebesgue’s dominated convergence
theorem we obtain
L(φ) := 〈D2f, φ〉 ≥ 0
for all positive φ ∈ C∞c (IR). According to the Riesz representation theorem,
a positive linear functional on Cc(IR) can be represented by a unique Radon
measure. Therefore we have
L(φ) =
∫
IR
φ(x)μ(dx),
where μ is a Radon measure on the Borel sets of IR (for details, see [76]).
Conversely, given a Radon measure μ on IR we can deﬁne a function
h(x) =
⎧⎪⎨
⎪⎩
μ
(
(0, x]
)
, x ≥ 0,
−μ((x, 0]), x < 0.
Then h(0) = 0, h is increasing and right-continuous. We also have for x < y,
μ
(
(x, y]
)
= h(y)− h(x),
which implies that μ is the Lebesgue–Stieltjes measure of h.
Next deﬁne f as
f(x) =
⎧⎪⎨
⎪⎩
∫ x
0 h(t) dt, x ≥ 0,
− ∫ 0x h(t) dt, x < 0,
and f(0) = 0. Since h is increasing, f is a convex function. Moreover since h
is right-continuous, we have
f ′+(x) = h(x+) = h(x),
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and f ′+(0) = 0. Then by Proposition 2.1.6 and (2.4), we have
〈D2f, φ〉 = −〈Df, φ′〉 = −〈f ′+, φ′〉 =
∫
φ(x)μ(dx)
for all positive φ ∈ C∞c (IR).
Next we show the uniqueness of f . Let f and g be two convex functions such
that both f and g satisfy (2.5), f(0) = g(0) = 0 and f ′+(0) = g′+(0) = 0. Then
by the above arguments, we have∫
f(x)φ′′(x) dx =
∫
φ(x)μ(dx) =
∫
g(x)φ′′(x) dx. (2.8)
Moreover, we know that f ′+ and g′+ are increasing and right-continuous.
Let μf and μg be the Lebesgue–Stieltjes measures of f
′
+ and g
′
+ respectively.
According to Proposition 2.1.2, we have∫
f ′+(x)φ
′(x) dx = −
∫
φ(x)μf (dx),∫
g′+(x)φ
′(x) dx = −
∫
φ(x)μg(dx).
By equation (2.4), we have∫
f(x)φ′′(x) dx = −
∫
f ′+(x)φ
′(x) dx,∫
g(x)φ′′(x) dx = −
∫
g′+(x)φ
′(x) dx.
Together with (2.8), we obtain μf = μg = μ. By the deﬁnition of a Lebesgue–
Stieltjes measure, we have
f ′+(y)− f ′+(x) = μ
(
(x, y]
)
= g′+(y)− g′+(x),
for all x < y. Now by the assumption f ′+(0) = g′+(0) = 0, we obtain f ′+ = g′+.
This implies that
f(y)− f(x) =
∫ y
x
f ′+(t) dt =
∫ y
x
g′+(t) dt = g(y)− g(x).
Since f(0) = g(0) = 0, we obtain f = g.
Now let g be an arbitrary convex function satisfying (2.5). Let α = g′+(0)
and β = g(0), thus a function
g˜ = g(x)− αx− β
is also a convex function and it satisﬁes (2.5) with g˜(0) = 0 and g˜′+(0) = 0.
By the above arguments we know that such a function g˜ is unique, therefore
g˜ = fμ, and
g(x) = fμ(x) + αx+ β.
18
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Finally, let
μ˜(x) =
1
2
∫
sgn(x− a)μ(da).
Then we have
μ˜(x) = μ
(
(−∞, x])− 1
2
μ
(
(−∞,∞)),
and μ˜(y)− μ˜(x) = μ((x, y]). Now μ˜ is increasing and right-continuous, which
implies that μ is the Lebesgue–Stieltjes measure of μ˜. From preceding argu-
ments, we know that μ is also the Lebesgue–Stieltjes measure of g′+. Therefore
we have ⎧⎪⎨
⎪⎩
g′+(x)− g′+(0) = μ
(
(0, x]
)
= μ˜(x)− μ˜(0), x ≥ 0
g′+(x)− g′+(0) = −μ
(
(x, 0]
)
= μ˜(x)− μ˜(0), x < 0.
Hence we obtain
g′+(x)− g′+(0) =
1
2
∫
sgn(x− a)μ(da) + C,
where
C =
1
2
μ
(
(−∞,∞))− μ((−∞, 0]).
Remark 2.1.1. Note that since f is a convex function, according to Proposition
2.1.2 we have f ′− = f ′+ Lebesgue-almost everywhere. We also have that Df =
f ′− = f ′+ in the sense of distributions. The representation (2.6) also holds for
the left derivative of any convex function g satisfying (2.5) associated to a ﬁnite
Radon measure μ by redeﬁning sgn(x) as
sgn(x) =
⎧⎪⎨
⎪⎩
1, x > 0,
−1, x ≤ 0.
Let f : IR → IR be a convex function such that the corresponding Radon
measure μ has a compact support, and let φ be a positive function in C∞(IR)
with a compact support in [0,∞) such that ∫∞0 φ(y) dy = 1. Deﬁne for n ∈ IN
fn(x) := n
∫ ∞
0
f(x+ y)φ(ny) dy.
By Proposition 2.1.7, we know that fn converges to f pointwise as n → ∞.
Moreover, f ′n decreases to f ′− (for details, see [65]).
According to the proof of Theorem 2.1.1, we have shown that for every
g ∈ C∞c (IR),
lim
n→∞
∫
IR
g(x)f ′′n(x)dx =
∫
IR
g(x)μ(dx). (2.9)
Moreover, by integration-by-parts we can show that (2.9) also holds for g ∈
C1c (IR).
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2.2 Locally Bounded Variation Functions and Convex Functions
2.2.1 Functions of Locally Bounded Variation
Deﬁnition 2.2.1. A partition πn of an interval [a, b] is deﬁned as a ﬁnite
sequence of points πn = {a = xn0 < xn1 < . . . < xnk(n) = b} on [a, b], and the
mesh of the partition is deﬁned as
|πn| = max
1≤i≤k(n)
|xni − xni−1|.
A sequence of partitions on [a, b] is denoted by (πn).
Deﬁnition 2.2.2. The total variation of a real-valued function f on the interval
[a, b] is deﬁned as
V (f ; [a, b]) = sup
(πn)
∑
tk∈πn
|f(tk)− f(tk−1)|,
where the supremum runs over all partitions πn on [a, b].
Deﬁnition 2.2.3. A function f : [a, b] → IR is said to be of bounded variation
if its total variation is bounded, i.e. V (f ; [a, b]) < ∞. The space of functions
which are of bounded variation on [a, b] is denoted by BV([a, b]).
Deﬁnition 2.2.4. A function is of locally bounded variation on IR if it is of
bounded variation over every compact set K ⊂ IR. The space of functions which
are of locally bounded variation on IR is denoted by BVloc(IR).
Next we recall the Jordan decomposition of locally bounded variation func-
tions.
Theorem 2.2.1. A function f is of locally bounded variation if and only if
it can be written as a diﬀerence f = f1 − f2, where f1 and f2 are increasing
functions.
A proof can be found in [41].
Remark 2.2.1. Since f1 and f2 are increasing, by Proposition 2.1.1, there
exist increasing, right-continuous functions f1+ and f
2
+ such that f
1 = f1+
Lebesgue-almost everywhere and f2 = f2+ Lebesgue-almost everywhere. Let
μ1 be the Lebesgue–Stieltjes measure of f
1
+ and μ2 be the Lebesgue–Stieltjes
measure of f2+. By Proposition 2.1.2, we know that the right-sided derivative
g′+ of a convex function g is increasing and right-continuous. Therefore f1+
and f2+ separately can be regarded as the right-sided derivatives of two convex
functions. Moreover, according to Theorem 2.1.1, g′+ together with a ﬁnite
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Lebesgue–Stieltjes measure μg of g
′
+ satisfy the representation (2.6). If μ1 of
f1+ is a ﬁnite measure, then f
1
+ together with μ1 satisfy representation (2.6).
Similarly, if μ2 of f
2
+ is ﬁnite, then f
2
+ together with μ2 satisfy representation
(2.6). Note that here μ1 and μ2 are diﬀerent.
2.2.2 Linear Combination of Convex Functions
Recall the deﬁnition of absolutely continuous functions from Section 2.1. We
have the following proposition taken from [68] for absolutely continuous func-
tions.
Proposition 2.2.1. Let f be a real-valued function deﬁned on an interval
I = [a, b]. The function f is absolutely continuous on I if and only if f is
diﬀerentiable almost everywhere on I, f ′ is integrable and
f(x)− f(a) =
∫ x
a
f ′(y) dy, a ≤ x ≤ b.
Now let LCconv = LCconv(IR) denote the space of functions which are linear
combinations of convex functions on IR. Note that sum of two convex functions
is still a convex function. Therefore for linear combinations of convex functions,
it is suﬃcient to only consider a diﬀerence of two convex functions. We have
the following proposition for linear combinations of convex functions.
Proposition 2.2.2. Let f be a real-valued function deﬁned on IR. The function
f is in LCconv(IR) if and only if f
′ exists almost everywhere and f ′ ∈ BVloc(IR).
Proof. First, let f ′ exist almost everywhere and be of locally bounded variation.
Then for any x ≥ a, where a ∈ IR we have
f(x)− f(a) =
∫ x
a
f ′(y) dy.
Since f ′ is of locally bounded variation, by Theorem 2.2.1 we have for x ∈ IR,
f ′(x) = f ′1(x)− f ′2(x),
where f ′1 and f ′2 are increasing functions. Therefore for any x ≥ a, we obtain
f(x)− f(a) =
∫ x
a
f ′1(y) dy −
∫ x
a
f ′2(y) dy. (2.10)
Since the integral of an increasing function leads to a convex function, by
(2.10) we see that f is actually a diﬀerence of two convex functions.
Conversely, let f ∈ LCconv(IR). Then we have f(x) = f1(x)− f2(x), where
f1 and f2 are convex functions on IR. By Proposition 2.1.2, we know that f ′1+
and f ′2+ exist almost everywhere, and they are increasing and right-continuous.
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Set f1(x) = f1(a) when x < a for any a ∈ IR. Let f1n(x) = f
1(x+hn)−f1(x)
hn
with hn = n
−1, then f1n ↑ f ′1+ as n → ∞. Moreover∫ x
a
f1n(y)dy =
1
hn
(∫ x
a
f1(y + hn) dy −
∫ x
a
f1(y) dy
)
=
1
hn
∫ x+hn
a+hn
f1(y) dy − 1
hn
∫ x
a
f1(y) dy
=
1
hn
∫ x+hn
x
f1(y) dy − 1
hn
∫ a+hn
a
f1(y) dy.
By Lebesgue diﬀerentiation theorem we ﬁnd that when n → ∞,
1
hn
∫ x+hn
x f
1(y) dy → f1(x), (2.11)
1
hn
∫ a+hn
a f
1(y) dy → f1(a). (2.12)
Moreover, according to monotone convergence theorem, we have∫ x
a
f1n(y) dy →
∫ x
a
f ′1+(y) dy.
Therefore we obtain∫ x
a
f ′1+(y) dy = f
1(x)− f1(a), a ≤ x.
Similarly, we have for f2 that∫ x
a
f ′2+(y) dy = f
2(x)− f2(a), a ≤ x.
Then
f(x) = f1(x)− f2(x)
=
(
f1(a) +
∫ x
a
f ′1+(y) dy
)
−
(
f2(a) +
∫ x
a
f ′2+(y) dy
)
=
∫ x
a
(
f ′1+(y)− f ′2+(y)
)
dy + f1(a)− f2(a),
which implies that
f(x)− f(a) =
∫ x
a
(
f ′1+(y)− f ′2+(y)
)
dy, a ≤ x.
Since f ′1+ and f ′2+ are increasing functions, by Theorem 2.2.1, a function g
deﬁned as
g = f ′1+ − f ′2+
is of locally bounded variation. Now we have proved that f has a density which
is of locally bounded variation.
Recall that if f is a real-valued function in ACloc(IR), then f ′ exists almost
everywhere and is locally integrable. If f is a real-valued function in Liploc(IR),
then f is almost everywhere diﬀerentiable and f ′ is locally bounded. Hence,
we conclude with the following remark.
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Remark 2.2.2. We can conclude the following inclusions of diﬀerent function
spaces as
C1(IR) ⊂ LCconv(IR) ⊂ Liploc(IR) ⊂ ACloc(IR) ⊂ C(IR).
2.3 Other Function Spaces
In this section, we will review several other function spaces which will be
considered in the following chapters. We will start with bounded p-variation
functions.
2.3.1 Lp Functions, Bounded p-variation Functions and Ho¨lder
Continuous Functions
Deﬁnition 2.3.1. Let Lp = Lp([0, T ]), p ∈ [1,+∞] denote the space of func-
tions f : [0, T ] → IR, with ‖f‖Lp < ∞, where
‖f‖Lp =
⎧⎪⎨
⎪⎩
(∫ T
0 |f(t)|p dt
)1/p
, if 1 ≤ p < ∞,
esssup{|f(t)| : t ∈ [0, T ]}, if p = ∞.
By Ho¨lder’s inequality, we have the following proposition for Lp functions.
Proposition 2.3.1. If f ∈ Lp, g ∈ Lq, with p ≥ 1, q ≥ 1 and 1p + 1q = 1, then
‖fg‖L1 ≤ ‖f‖Lp‖g‖Lq .
In Section 2.2 we have discussed locally bounded variation functions. Now
we will review p-variation functions introduced by Wiener [87]. The p-variation
of a real-valued function f on [0, T ] along a partition πn is deﬁned as
vp(f ;π
n) =
∑
tk∈πn
|f(tk)− f(tk−1)|p for p ≥ 1.
Deﬁnition 2.3.2. Let f be a real-valued function on [0, T ], and (πn) be a
sequence of partitions of [0, T ].
1. If the limit
v0p(f ; [0, T ]) = lim|πn|→0
vp(f ;π
n) for p ≥ 1
exists, then we say that f has ﬁnite p-variation for p ≥ 1 along the sequence
of partitions (πn).
2. If
vp(f ; [0, T ]) = sup
(π)
vp(f ;π) < ∞, for p ≥ 1
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where the supremum is taken over all partitions (π) of [0, T ], then we say
that f has bounded p-variation for p ≥ 1.
Deﬁnition 2.3.3. Let Wp = Wp([0, T ]) denote the space of bounded p-variation
functions for p ≥ 1, i.e. functions f : [0, T ] → IR such that
vp(f ; [0, T ]) < ∞.
If we equip this class with a norm
‖f‖[p] :=
(
vp(f ; [0, T ])
) 1
p + ‖f‖∞,
then according to [18], the space (Wp, ‖·‖[p]) is a Banach space.
Ho¨lder continuous functions are deﬁned as follows.
Deﬁnition 2.3.4. Let 0 < α ≤ 1. A function f : [0, T ] → IR is α-Ho¨lder
continuous on [0, T ] if
sup
x=y
|f(x)− f(y)|
|x− y|α < ∞.
Let Cα = Cα([0, T ]) denote the space of α-Ho¨lder continuous functions on
[0, T ].
In order to analyse the Ho¨lder coeﬃcients, a result known as the Garsia-
Rodemich-Rumsey inequality can be quite helpful. Let Ψ denote a real-valued
non-negative even function on IR and p denote a non-negative real-valued
continuous even function on [−T, T ]. Assume that p(0) = 0 and Ψ(∞) = ∞.
Moreover, assume that Ψ(u) and p(u) are non-decreasing for u ≥ 0.
For u ≥ Ψ(0), set
Ψ−1(u) = sup{v : Ψ(v) ≤ u},
and for p(T ) ≥ u ≥ 0, set
p−1(u) = max{v : p(v) ≤ u}.
The Garsia-Rodemich-Rumsey inequality is stated in [28], which has the
following form taken from [25] .
Lemma 2.3.1. Let f be a real-valued continuous function on [0, T ]. Suppose
that ∫ T
0
∫ T
0
Ψ
(
f(x)− f(y)
p(x− y)
)
dx dy ≤ B < ∞. (2.13)
Then for all s, t ∈ [0, T ] we have
|f(t)− f(s)| ≤ 8
∫ |t−s|
0
Ψ−1
(4B
u2
)
dp(u).
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Proof. Assume without loss of generality that T = 1, then we will follow the
same proof as in [28]. First we prove the inequality for |f(1)− f(0)|. Let
I(t) =
∫ 1
0
Ψ
(f(t)− f(s)
p(t− s)
)
ds.
Then by (2.13), for some t0 ∈ (0, 1), we have I(t0) ≤ B. We can choose
recursively a sequence {t0 > t1 > t2 . . .} so that tn → 0 as n → ∞ in the
following way. Given tn−1, deﬁne
dn−1 = p−1
(1
2
p(tn−1)
)
, (2.14)
and choose tn ≤ dn−1 so that
I(tn) ≤ 2B
dn−1
. (2.15)
Moreover,
Ψ
(f(tn)− f(tn−1)
p(tn − tn−1)
)
≤ 2I(tn−1)
dn−1
. (2.16)
It is possible to ﬁnd such tn, because the above two inequalities can only be
violated on a set of tn with a measure less than
dn−1
2 . To see that, suppose
there exist a set of tn such that
I(tn) >
2B
dn−1
,
and the measure of the set of tn is greater than
dn−1
2 . Then∫ dn−1
0
I(t) dt ≥ dn−1
2
· 2B
dn−1
= B,
which is a contradiction to (2.15). Similar arguments can be applied for the
second inequality. Therefore, we can always choose tn as above.
Now note that dn ≤ dn−1 since tn is decreasing. For n ≥ 1, (2.15) implies
that
I(tn) ≤ 2B
dn
,
which is also true for n = 0. Therefore, for n ≥ 1, according to the non-
decreasing property of Ψ, (2.16) implies
|f(tn)− f(tn−1)| ≤ p(tn−1 − tn)Ψ−1
(2I(tn−1)
dn−1
)
≤ p(tn−1 − tn)Ψ−1
( 4B
d2n−1
)
.
By (2.14) and tn ≤ dn−1, we obtain
p(tn−1 − tn) ≤ 4
(
p(dn−1)− p(dn)
)
.
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Then,
|f(t0)− f(0)| ≤ 4
∞∑
n=1
(
p(dn−1)− p(dn)
)
Ψ−1
( 4B
d2n−1
)
≤ 4
∞∑
n=1
∫ dn−1
dn
Ψ−1
(4B
u2
)
dp(u)
≤ 4
∫ 1
0
Ψ−1
(4B
u2
)
dp(u)
By using similar technique with f(1 − t) instead of f(t), we can obtain the
same result for |f(t0)− f(1)|. Hence
|f(1)− f(0)| = |f(1)− f(t0) + f(t0)− f(0)|
≤ |f(t0)− f(0)|+ |f(1)− f(t0)|
≤ 8
∫ 1
0
Ψ−1
(4B
u2
)
dp(u).
(2.17)
Assume the above integral is ﬁnite. Then for general t, s ∈ [−1, 1] set
f¯(t′) = f(s+ t′(t− s)), 0 ≤ t′ ≤ 1
p¯(u) = p(u|s− t|).
Now we consider ∫ 1
0
∫ 1
0
Ψ
( f¯(t′)− f¯(s′)
p¯(t′ − s′)
)
ds′dt′.
Let x = s+t′(t−s) and y = s+s′(t−s), then t′ = x−st−s and s′ = y−st−s . Therefore
by change of variable we get∫ 1
0
∫ 1
0
Ψ
( f¯(t′)− f¯(s′)
p¯(t′ − s′)
)
ds′ dt′
=
∫ 1
0
∫ 1
0
Ψ
(f(x)− f(y)
p(x− y)
) 1
|t− s|2dxdy
≤ B|t− s|2 .
Therefore by (2.17), we derive
|f(t)− f(s)| = |f¯(1)− f¯(0)| ≤ 8
∫ 1
0
Ψ−1
( 4B
u2|t− s|2
)
dp(u|t− s|).
After a change of variables, we obtain the inequality.
By choosing speciﬁc Ψ and p, the following corollary can be derived easily.
With the help of this corollary, we can study Ho¨lder coeﬃcients of continuous
functions. For more details, see [62].
Corollary 2.3.1. Let p ≥ 1 and α > 1p . There exists a constant C = C(α, p) >
0 such that for any continuous function f on [0, T ], and for all 0 ≤ s, t ≤ T
we have
|f(t)− f(s)|p ≤ C|t− s|αp−1
∫ T
0
∫ T
0
|f(x)− f(y)|p
|x− y|αp+1 dx dy. (2.18)
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Proof. Let Ψ(u) = |u|p, and p(u) = |u|α+ 1p . Now assume that
∫ T
0
∫ T
0
|f(x)− f(y)|p
|x− y|αp+1 dx dy = B.
Let B < ∞, since otherwise the inequality (2.18) is trivially true.
Then by Lemma 2.3.1, for s, t ∈ [0, T ] we have
|f(t)− f(s)| ≤ 8
∫ |t−s|
0
Ψ−1
(4B
u2
)
dp(u)
≤ 8
∫ |t−s|
0
(4B
u2
)1/p
d|u|α+ 1p
≤ 8(4B) 1p
∫ |t−s|
0
u
− 2
p (α+
1
p
)u
α+ 1
p
−1
du
= 8(4B)
1
p
(
α+
1
p
)∫ |t−s|
0
u
α− 1
p
−1
du
≤ 32
(α+ 1/p
α− 1/p
)
|t− s|α− 1p B 1p .
Therefore, we obtain
|f(t)− f(s)|p ≤ Cα,p|t− s|αp−1
∫ T
0
∫ T
0
|f(x)− f(y)|p
|x− y|αp+1 dx dy,
where
Cα,p = 32
p
(α+ 1/p
α− 1/p
)p
.
Note that the right side of (2.18) coincides with the Gagliardo seminorm. For
p ≥ 1 and α ∈ (0, 1), the Gagliardo seminorm of a measurable function on Ω is
deﬁned as
[f ]Wαp (Ω) :=
(∫
Ω
∫
Ω
|f(x)− f(y)|p
|x− y|n+αp dxdy
) 1
p
.
Moreover, deﬁne
Wαp (Ω) := {f ∈ Lp(Ω) : [f ]Wαp (Ω) < ∞}.
For more details of Gagliardo seminorms, see [26].
Now consider the case when n = 1. If f is continuous and [f ]Wαp (IR) < ∞,
then by Corollary 2.3.1, we have
|f(t)− f(s)|p ≤ C|t− s|αp−1,
where C is a constant depending on α and p. This implies that f is Ho¨lder
continuous of order α− 1p , if α > 1p for p ≥ 1.
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2.3.2 Fractional Sobolev-type Spaces
Fractional Sobolev-type spaces, or the so-called Slobodeckij-type spaces have
been introduced by Aronszajn [5], Slobodeckij [79] and Gagliardo [27]. They
will be considered later in the following chapters, and here I will only introduce
the deﬁnition and give some properties of fractional Sobolev-type spaces.
Deﬁnition 2.3.5. Fix 0 < α < 1. For any p ∈ [1,∞), a fractional Sobolev-type
space Wα,p([0, T ]) is deﬁned as
Wα,p([0, T ]) :=
{
f ∈ Lp([0, T ]) : |f(t)− f(s)|
|t− s| 1p+α
∈ Lp([0, T ]× [0, T ])
}
,
endowed with the norm
‖f‖Wα,p :=
(∫ T
0
|f(t)|p dt+
∫ T
0
∫ T
0
|f(t)− f(s)|p
|t− s|1+αp dt ds
) 1
p
.
Wα,p([0, T ]) is a Banach space such that
Wα,p([0, T ]) ⊂ Wαp ([0, T ]).
Let α > 1p , for p ≥ 1. If f is continuous and f ∈ Wα,p([0, T ]), then the
Gagliardo seminorm is ﬁnite, which implies f ∈ Cα− 1p ([0, T ]), i.e.
Wα,p([0, T ]) ⊂ Cα− 1p ([0, T ]).
Consider the case when p = 1 and the fractional Sobolev-type space Wα,1.
Now since α ∈ (0, 1), it holds that α < 1p , and we cannot conclude that Wα,1
is a subspace of Ho¨lder continuous space.
There are several other fractional Sobolev-type spaces which will be used
later.
Deﬁnition 2.3.6. Let 0 < α < 1.
1. The fractional space Wα,∞0 = W
α,∞
0 ([0, T ]) is the space of measurable func-
tions f : [0, T ] → IR such that
‖f‖α,∞,0 = sup
0≤t≤T
(
|f(t)|+
∫ t
0
|f(t)− f(s)|
(t− s)1+α ds
)
< ∞.
2. The fractional space Wα,∞T = W
α,∞
T ([0, T ]) is the space of measurable func-
tions f : [0, T ] → IR such that
‖f‖α,∞ = sup
0≤s<t≤T
( |f(t)− f(s)|
(t− s)α +
∫ t
s
|f(u)− f(s)|
(u− s)1+α du
)
< ∞.
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3. The fractional space Wα,10 = W
α,1
0 ([0, T ]) is the space of measurable functions
f : [0, T ] → IR such that
‖f‖α,1 =
∫ T
0
|f(t)|
tα
dt+
∫ T
0
∫ t
0
|f(t)− f(s)|
(t− s)1+α ds dt < ∞.
Remark 2.3.1. For any 0 <  < α ∧ (1− α), it is obvious that if a function
f ∈ Cα+([0, T ]), then
sup
0≤s<t≤T
|f(t)− f(s)|
(t− s)α < ∞,
and
sup
0≤s<t≤T
∫ t
s
|f(u)− f(s)|
(u− s)1+α du < ∞.
Therefore, f ∈ Wα,∞T ([0, T ]) and f ∈ Wα,10 ([0, T ]).
Conversely, if f is a real-valued function in Wα,∞T ([0, T ]), then because the
ﬁrst term of the norm is ﬁnite, we obtain f ∈ Cα([0, T ]).
To sum up, we have the following relations for 0 <  < α ∧ (1− α):
Cα+([0, T ]) ⊂ Wα,∞T ([0, T ]) ⊂ Cα([0, T ]), Cα+([0, T ]) ⊂ Wα,10 ([0, T ]).
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3. Stieltjes Integration Theory
After a review of diﬀerent function spaces, we are now ready to discuss Stieltjes
integrals. In this chapter, we will go through Riemann–Stieltjes integrals,
Lebesgue–Stieltjes integrals, and generalized Lebesgue–Stieltjes integrals which
are deﬁned in terms of fractional integrals.
3.1 Stieltjes Integrals
In this section, we will brieﬂy review some well known results of Riemann–
Stieltjes integrals and Lebesgue–Stieltjes integrals. More details of these two
types of integrals can be found in [76,77].
3.1.1 Riemann–Stieltjes Integrals
A Riemann–Stieltjes integral is a generalization of a Riemann integral, and it
is deﬁned as follows.
Deﬁnition 3.1.1. Let [a, b] be an interval and π a partition of this interval,
π = {a = x0 < x1 < . . . < xn = b} with mesh size |π| = max
1≤j≤n
|xj − xj−1|. Let
f and g be real-valued functions on [a, b]. A Riemann–Stieltjes sum of f with
respect to g along the partition π is denoted by
Sπ(f, g) =
n∑
j=1
f(x∗j )[g(xj)− g(xj−1)],
where x∗j ∈ [xj−1, xj ] for j = 1, . . . , n.
If the limit of Riemann–Stieltjes sums exist for a sequence of partitions (π)
as |π| → 0 and is independent of the choice of sequence and the midpoints x∗j ,
then the limit is called the Riemann–Stieltjes integral of f with respect to g,
and we write
(RS)
∫ b
a
f(x) dg(x) = lim
|π|→0
Sπ(f, g).
In this case we say that f is Riemann–Stieltjes integrable with respect to g.
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For the existence of Riemann–Stieltjes integrals, we have the following propo-
sition.
Proposition 3.1.1. If f is continuous on [a, b] and g is of bounded variation
on [a, b], then f is Riemann–Stieltjes integrable with respect to g.
For a proof, see [76]. Kondurar [45] proved the existence of Riemann–Stieltjes
integrals for Ho¨lder continuous functions through the following proposition.
Recall that Cα denotes the space of Ho¨lder continuous functions of order
α ∈ (0, 1).
Proposition 3.1.2. If f ∈ Cα([a, b]) for some α ∈ (0, 1) and g ∈ Cβ([a, b])
for some β ∈ (0, 1) with α+ β > 1, then for any [s, t] ⊂ [a, b]:
(RS)
∫ t
s
f(s) dg(x)
exists.
For Riemann–Stieltjes integrals, we have the following proposition of integration-
by-parts formula.
Proposition 3.1.3. Let f and g be bounded functions with no common discon-
tinuities on the interval [a, b], and assume that the Riemann–Stieltjes integral
of f with respect to g exists. Then the Riemann–Stieltjes integral of g with
respect to f exists, and
(RS)
∫ b
a
g(x) df(x) = f(b−)g(b−)− f(a+)g(a+)− (RS)
∫ b
a
f(x) dg(x).
For a proof, see [30]. We also have a change of variables formula for Riemann–
Stieltjes integral taken from [67].
Proposition 3.1.4. Let h be an increasing function on [a, b] and f be Riemann–
Stieltjes integrable with respect to h on [a, b]. Let φ : [c, d] → [a, b] be a strictly
increasing continuous function on [c, d]. For any y ∈ [c, d], let ϕ(y) = h(φ(y))
and g(y) = f(φ(y)). Then g is Riemann–Stieltjes integrable with respect to ϕ
on [c, d] and
(RS)
∫ d
c
g(y) dϕ(y) = (RS)
∫ b
a
f(x) dh(x).
Young’s Integral
From Section 3.1.1 we know that a Riemann–Stieltjes integral exists when the
integrand is continuous and the integrator is of bounded variation. Young’s
integral generalizes the class of Riemann–Stieltjes integrable functions to
Ho¨lder continuous functions. Recall that Cα([a, b]) denotes the space of α-
Ho¨lder continuous functions on [a, b] with α ∈ (0, 1). If α = 1, then the Ho¨lder
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continuous functions will satisfy a Lipschitz condition, and thus they have a
density. Let Lip([a, b]) denote the space of α-Ho¨lder continuous functions of
order α = 1. In [70], Young’s integral is constructed as follows.
Deﬁnition 3.1.2. Let f and g be two real-valued functions in Lip([a, b]).
Young’s integral of f with respect to g on [s, t] ⊂ [a, b] is deﬁned as
(Y)
∫ t
s
f(u) dg(u) =
∫ t
s
f(u)g′(u) du.
Let α, β > 0 with α+ β > 1. The map
(f, g) ∈ Lip([a, b])× Lip([a, b]) →
∫ .
a
f dg
with values in Cα extends to a continuous bilinear map from Cα × Cβ to Cα.
Young’s integral is deﬁned as the value of this extension at point (f, g) ∈ Cα×Cβ
and is denoted by
(Y)
∫ t
a
f(u) dg(u) for t ∈ [a, b].
Recall that Wp([a, b]) denotes the space of functions of bounded p-variation
for p ≥ 1 on [a, b]. Actually, bounded p-variation functions are closely related
to 1p -Ho¨lder continuous functions. This can be shown by the following lemma
taken from [18].
Lemma 3.1.1. For 1 ≤ p < ∞, f ∈ Wp([a, b]) if and only if f = g ◦ h, where
h is a bounded nondecreasing nonnegative function on [a, b] and g is a Ho¨lder
continuous function of order 1/p deﬁned on [h(a), h(b)].
Young’s integral can also be deﬁned slightly more generally for continuous
bounded p-variation functions as follows.
Deﬁnition 3.1.3. Let f be a real-valued continuous function in C([a, b]) ∩
Wp([a, b]) and g be a real-valued continuous function in C([a, b]) ∩Wq([a, b])
for p, q ≥ 1 and 1p + 1q > 1. We say that h ∈ C([a, b]) is a (indeﬁnite)
Young’s integral of f with respect to g if there exists a sequence of continuous
functions (fn, gn) ⊂ W1([a, b]) × W1([a, b]) which converges uniformly with
uniform variation bounds in the sense
‖fn − f‖∞ → 0 and sup
n
vp(fn; [a, b]) < ∞,
‖gn − g‖∞ → 0 and sup
n
vq(gn; [a, b]) < ∞,
and ∫ .
a
fn dgn → h uniformly on [a, b] as n → ∞.
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If h is independent of the choice of sequence fn and gn, then we write
∫ .
a f dg
instead of h as
(Y)
∫ t
a
f(s) dg(s) := h(t), for t ∈ [a, b],
and set
(Y)
∫ t
s
f dg :=
∫ t
a
f dg −
∫ s
a
f dg.
See [25] for details. Young in [89] showed that the Riemann–Stieltjes integral
can be extended to cover functions of bounded variation.
Proposition 3.1.5. If a real valued function f ∈ Wp([a, b]) and a real valued
function g ∈ Wq([a, b]) for p ≥ 1, q ≥ 1 and 1p + 1q > 1 have no common
discontinuities, then for any [s, t] ⊂ [a, b], f is Riemann–Stieltjes integrable
with respect to g. Moreover, if f and g are continuous, then
(Y)
∫ t
s
f dg = (RS)
∫ t
s
f dg.
exists.
3.1.2 Lebesgue–Stieltjes Integrals
The Lebesgue–Stieltjes integral is a generalization of the Riemann–Stieltjes
integral in the framework of measure theory. To introduce the deﬁnition of the
Lebesgue–Stieltjes integral, let f be a Borel measurable function on [a, b] and
g be a function of bounded variation on [a, b]. According to Theorem 2.2.1,
we have g = g1 − g2, where g1, g2 are increasing functions. Moreover, recall
from Proposition 2.1.6 that g1 and g2 are associated with Lebesgue–Stieltjes
measures μ1 of g
1
+ and μ2 of g
2
+ respectively.
Deﬁnition 3.1.4. The Lebesgue–Stieltjes integral of f with respect to g is
deﬁned as
(LS)
∫ b
a
f(x) dg(x) :=
∫ b
a
f(x) dμ1(x)−
∫ b
a
f(x) dμ2(x)
if f is integrable with respect to the measures μ1 and μ2 on [a, b] respectively.
We have the following proposition for a Riemann–Stieltjes integral and a
Lebesgue–Stieltjes integral.
Proposition 3.1.6. If f is continuous on [a, b] and the Lebesgue–Stieltjes in-
tegral of f with respect to g exists, then the Lebesgue–Stieltjes integral coincides
with the Riemann-Stieltjes integral, i.e.
(LS)
∫ b
a
f dg = (RS)
∫ b
a
f dg.
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A proof can be found in [77]. Moreover, we have the following remark.
Remark 3.1.1. If g is continuously diﬀerentiable on (a, b), then the Lebesgue–
Stieltjes integral becomes
(LS)
∫ b
a
f(x) dg(x) =
∫ b
a
f(x)g′(x) dx.
If either f or g is continuously diﬀerentiable, then the integration-by-parts
formula holds as follows
(LS)
∫ b
a
f(x) dg(x) = −(LS)
∫ b
a
g(x) df(x)+f(b−)g(b−)−f(a+)g(a+). (3.1)
3.2 Fractional Integrals
Fractional calculus is a generalization of traditional calculus such that the expo-
nent of traditional integral and diﬀerential operators changes from integers into
fractional ones. Although the physical interpretation of fractional exponents
can be diﬃcult, fractional calculus proves to be very useful, for example in
the study of a fractional Brownian motion. The main reference of fractional
calculus is Samko, Kilbas, and Marichev [72].
In this section, we will discuss fractional integrals and derivatives. Then we
will discuss a generalized Lebesgue–Stieltjes integral which is deﬁned in terms
of fractional integrals. The notion of generalized Lebesgue–Stieltjes integral is
crucial for the main results of this thesis in Chapter 5.
3.2.1 Fractional Integrals and Derivatives
Let If(x) :=
∫ x
0 f(t) dt denote the indeﬁnite integral of a locally integrable
function f on [0, T ], and let In be the corresponding repeated integral operator.
From Cauchy’s formula, we have
Inf(x) =
1
(n− 1)!
∫ x
0
(x− t)n−1f(t) dt. (3.2)
Recall that the Gamma function Γ(α) =
∫∞
0 e
−uuα−1 du is a generalization of
the factorial of integers to all real numbers. Therefore it is natural to replace
the factorial of integers in (3.2) with a Gamma function to obtain
Iαf(x) :=
1
Γ(α)
∫ x
0
(x− t)α−1f(t) dt.
For almost all x ∈ (a, b), the left-sided and right-sided fractional Riemann–
Liouville integrals of f of order 0 < α < 1 are deﬁned as
Iαa+f(x) :=
1
Γ(α)
∫ x
a
(x− y)α−1f(y) dy,
Iαb−f(x) :=
(−1)−α
Γ(α)
∫ b
x
(y − x)α−1f(y) dy,
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where (−1)−α = e−iπα. When f ∈ L1(a, b), these integrals converge for almost
all x ∈ (a, b) with respect to Lebesgue measure. The left-sided and right-sided
fractional Riemann–Liouville integrals of f on IR are deﬁned as
Iα+f(x) :=
1
Γ(α)
∫ x
−∞
(x− y)α−1f(y) dy,
Iα−f(x) :=
(−1)−α
Γ(α)
∫ ∞
x
(y − x)α−1f(y) dy.
We say that a function f belongs to the domain of the integral operator
Iα±, if the corresponding fractional integral converges for almost all x ∈ IR.
For 1 ≤ p < 1α , we have Lp(IR) ⊂ D(Iα±). Moreover, we have the following
Hardy-Littlewood theorem from [72].
Proposition 3.2.1. Let 1 ≤ p < ∞, 1 ≤ q < ∞ and 0 < α < 1. The
operators Iα± are bounded from Lp(IR) to Lq(IR) if and only if 1 < p <
1
α and
q = p(1− αp)−1, i.e. for any 1 < p < 1α and q = p1−αp , there exists a constant
Cp,q,α such that
(∫
IR
∣∣∣ ∫
IR
f(u)(x− u)α−1 du
∣∣∣q dx)1/q ≤ Cp,q,α‖f‖Lp .
If f ∈ L1(a, b), then the ﬁrst composition formulas of fractional integration
hold as
Iαa+(I
β
a+f) = I
α+β
a+ f,
Iαb−(I
β
b−f) = I
α+β
a+ f.
If α + β ≥ 1, then the above formulas hold for any x ∈ (a, b); otherwise the
formulas hold for almost all x ∈ (a, b).
If f ∈ Lp(IR), α, β > 0 and α+ β < 1p , then
Iα+(I
β
+f) = I
α+β
+ f,
Iα−(I
β
−f) = I
α+β
− f.
If f ∈ Lp(a, b), g ∈ Lq(a, b) for p ≥ 1, q ≥ 1 and 1p + 1q ≤ 1 + α, or p > 1,
q > 1 and 1p +
1
q = 1 + α, then the integration-by-parts formula for fractional
integrals is ∫ b
a
f(x)Iαa+g(x) dx =
∫ b
a
g(x)Iαb−f(x) dx.
If f ∈ Lp(IR), g ∈ Lq(IR) for p > 1, q > 1 and 1p + 1q = 1 + α, then∫
IR
f(x)Iα+g(x) dx = (−1)α
∫
IR
g(x)Iα−f(x) dx.
Moreover, we have the following lemma which can be found in [58].
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Lemma 3.2.1. If f ∈ Lp(IR), 1 ≤ p < 1α and Iα±f = 0 for 0 < α < 1, then
f(x) = 0 for almost all x ∈ IR.
Fractional diﬀerentiation can be viewed as an inverse operation. For p ≥ 1,
let Iαa+
(
Lp(IR)
)
(resp. Iαb−
(
Lp(IR)
)
) denote the class of f which is the Iαa+-
integral (resp. Iαb−) of a function in L
p(IR). That is, f ∈ Iαa+(Lp(IR)) for
p ≥ 1 (resp. f ∈ Iαb−
(
Lp(IR)
)
) if and only if f = Iαa+g (resp. f = I
α
b−g) for
some g ∈ Lp(IR). Note here that Lemma 3.2.1 indicates the uniqueness of
g. For 0 < α < 1, g coincides with the fractional right-sided (left-sided)
Riemann–Liouville derivative of f of order α for x ∈ IR, which is deﬁned as
Dα+f(x) :=
1
Γ(1− α)
d
dx
∫ x
−∞
f(y)(x− y)−α dy,
Dα−f(x) :=
(−1)α+1
Γ(1− α)
d
dx
∫ ∞
x
f(y)(y − x)−α dy.
The Riemann–Liouville fractional derivatives of f of order α for x ∈ [a, b] are
deﬁned as
Dαa+f(x) :=
1
Γ(1− α)
d
dx
∫ x
a
f(y)(x− y)−α dy,
Dαb−f(x) :=
(−1)α
Γ(1− α)
d
dx
∫ b
x
f(y)(y − x)−α dy.
By putting f = 0 outside the interval (a, b), the Riemann–Liouville fractional
derivatives Dαa+f and D
α
b−f admit the Weyl representation of fractional deriva-
tives
Dαa+f(x) =
1
Γ(1− α)
(
f(x)(x− a)−α
+ α
∫ x
a
(
f(x)− f(y))(x− y)−α−1 dy)1(a,b)(x)
Dαb−f(x) =
(−1)α
Γ(1− α)
(
f(x)(b− a)−α
+ α
∫ b
x
(
f(x)− f(y))(y − x)−α−1 dy)1(a,b)(x),
where the integrals converge pointwise for almost all x ∈ (a, b) for p = 1 and
converge in Lp sense for p > 1.
For f ∈ Iα+
(
Lp(IR)
)
(resp. f ∈ Iα−
(
Lp(IR)
)
) with 0 < α < 1 and p ≥ 1, we
have
Iα+(D
α
+)f = f and I
α
−(D
α
−)f = f.
We also have for f ∈ L1(IR) that
Dα+(I
α
+)f = f and D
α
−(I
α
−)f = f.
Moreover, if f ∈ Iα+βa+
(
L1(IR)
)
with α ≥ 0, β ≥ 0 and α+ β ≤ 1, then we have
the following composition formula for fractional derivatives
Dαa+(D
β
a+f) = D
α+β
a+ f. (3.3)
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If f ∈ Iαa+
(
Lp[a, b]
)
, g ∈ Iαb−
(
Lq[a, b]
)
for 0 < α < 1, where p ≥ 1, q ≥ 1 and
1
p +
1
q ≤ 1 + α, then the integration-by-parts formula for fractional derivatives
is ∫ b
a
f(x)Dαb−g(x) dx = (−1)α
∫ b
a
g(x)Dαa+f(x) dx. (3.4)
Finally, according to [62] we know that the linear space Iαa+
(
Lp[a, b]
)
is a
Banach space with respect to the norm
‖f‖Iαa+(Lp[a,b]) = ‖f‖Lp[a,b] + ‖Dαa+f‖Lp[a,b],
and a similar conclusion also holds for Iαb−(L
p[a, b]).
3.2.2 Generalized Lebesgue–Stieltjes Integrals
In this section we will discuss the theory of the generalized Lebesgue–Stieltjes
integration, which was introduced by Za¨hle in [90–92]. Later it was developed
in fractional Sobolev-type spaces by Nualart and Ra˘s¸canu in [62].
Generalized Lebesgue–Stieltjes Integrals
Consider two real-valued functions f and g deﬁned on [a, b] ⊂ IR. We denote
fa+(x) := 1(a,b)(x)
(
f(x)− f(a+)),
gb−(x) := 1(a,b)(x)
(
g(x)− g(b−)).
Deﬁnition 3.2.1. If fa+ ∈ Iαa+
(
Lp[a, b]
)
, gb− ∈ I1−αb−
(
Lq[a, b]
)
for p ≥ 1,
q ≥ 1, 1p + 1q ≤ 1 and 0 ≤ α ≤ 1, then the generalized Lebesgue–Stieltjes integral
of f with respect to g is deﬁned as
(gLS)
∫ b
a
f(x) dg(x) =(−1)α
∫ b
a
Dαa+fa+(x)D
1−α
b− gb−(x) dx
+ f(a+)
(
g(b−)− g(a+)).
(3.5)
Note that the integral
∫ b
a D
α
a+fa+(x)D
1−α
b− gb−(x) dx is well deﬁned by Propo-
sition 2.3.1. Moreover, we have the following proposition from Proposition 2.1
in [90].
Proposition 3.2.2. In Deﬁnition 3.2.1, the right-hand-side of (3.5) is inde-
pendent of the choice of α.
Proof. Let (α′, p′, q′) be another numbers which fulﬁl all the conditions of
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Deﬁnition 3.2.1. Moreover, let α′ = α+ γ. Then we have
(−1)α′
∫ b
a
Dα
′
a+f(x)D
1−α′
b− gb−(x) dx
=(−1)α+γ
∫ b
a
D
(α+γ)
a+ f(x)D
1−(α+γ)
b− gb−(x) dx
=(−1)α+γ
∫ b
a
Dαa+(D
γ
a+f)(x)D
1−(α+γ)
b− gb−(x) dx
=(−1)α
∫ b
a
Dαa+f(x)D
γ
b−(D
1−(α+γ)
b− gb−)(x) dx
=(−1)α
∫ b
a
Dαa+f(x)D
1−α
b− gb−(x) dx
where the third equality comes from the second integration-by-parts formula
(3.4) and the composition formula (3.3).
Remark 3.2.1. For αp < 1, we have fa+ ∈ Iαa+
(
Lp[a, b]
)
if and only if
f ∈ Iαa+
(
Lp[a, b]
)
and f(a+) exists. In this case we have
Dαa+fa+(x) = D
α
a+1(a,b)(x)
(
f(x)− f(a+))
= Dαa+f(x)−
1
Γ(1− α)
f(a+)
(x− a)α1(a,b)(x).
According to Remark 3.2.1, we can rewrite (3.5) as
(gLS)
∫ b
a
f(x) dg(x) =
∫ b
a
(−1)α
(
Dαa+f(x)−
1
Γ(1− α)
f(a+)
(x− a)α
)
D1−αb− gb−(x) dx
+ f(a+)
(
g(b−)− g(a+))
=(−1)α
∫ b
a
Dαa+f(x)D
1−α
b− gb−(x) dx
− f(a+)I1−αb− (D1−αb− gb−)(a) + f(a+)
(
g(b−)− g(a+))
=(−1)α
∫ b
a
Dαa+f(x)D
1−α
b− gb−(x) dx.
(3.6)
For α = 0, (3.6) can be written as
(gLS)
∫ b
a
f(x) dg(x) =
∫ b
a
f(x)g′(x) dx.
For α = 1, (3.6) can be written as
(gLS)
∫ b
a
f(x) dg(x) = −
∫ b
a
f ′(x)g(x) dx+ f(b−)g(b−)− f(a+)g(a+),
which coincides with the corresponding integration-by-parts formula (3.1) for
Lebesgue–Stieltjes integrals in Section 3.1.2.
According to [90], we have the following lemma which shows that under
certain conditions, the generalized Lebesgue–Stieltjes integral agrees with the
Lebesgue–Stieltjes integral.
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Lemma 3.2.2. If fa+ ∈ Iαa+
(
Lp[a, b]
)
, gb− ∈ I1−αb−
(
Lq[a, b]
)∩BV ([a, b]), p, q ≥
1, 1/p+ 1/q ≤ 1, 0 < α < 1 and
∫ b
a
Iαa+(|Dαa+fa+|)(x)|g| (dx) < ∞,
then
(gLS)
∫ b
a
f(x) dg(x) = (LS)
∫ b
a
f(x) dg(x).
For a proof, see [90].
Remark 3.2.2. If f is continuous and all the conditions of f , g in Lemma
3.2.2 are fulﬁlled, then
(gLS)
∫ b
a
f(x) dg(x) = (RS)
∫ b
a
f(x) dg(x).
Next, let us review some properties of the generalized Lebesgue–Stieltjes
integral. For more details, see [90].
Proposition 3.2.3.
1) Let s, t ∈ [a, b], s < t and assume that functions f, g satisfy the following
two assumptions:
(i) (f ·1(s,t)) ∈ Iα+
(
Lp[a, b]
)
, gb− ∈ I1−α−
(
Lq[a, b]
)
for some 0 < α < 1, p ≥ 1,
q ≥ 1 and 1/p+ 1/q ≤ 1,
(ii) fs+ ∈ Iα′+
(
Lp
′
[s, t]
)
, gt− ∈ I1−α′−
(
Lq
′
[s, t]
)
for some 0 < α′ < 1, p′ ≥ 1,
q′ ≥ 1 and 1/p′ + 1/q′ ≤ 1.
Then we have
(gLS)
∫ t
s
f dg = (gLS)
∫ b
a
1(s,t)f dg.
2) For a ≤ s < t < u ≤ b, we have
(gLS)
∫ t
s
f dg + (gLS)
∫ u
t
f dg = (gLS)
∫ u
s
f dg − f(t)(g(t+)− g(t−)),
if all the integrals exist in the sense of (3.5).
3)
(gLS)
∫ b
a
f1 dg = (gLS)
∫ b
a
f2 dg,
if f1 = f2 Lebesgue-almost everywhere and both integrals exist in the sense of
(3.5).
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Deﬁnition 3.2.2. If fb− ∈ I α˜b−(Lp˜), ga+ ∈ I1−α˜a+ (Lq˜) for some 1p˜ + 1q˜ ≤ 1 and
0 ≤ α˜ ≤ 1. Deﬁne the backward generalized Lebesgue–Stieltjes integral as
(gLS)
∫ b
a
dg(x) f(x) =(−1)α˜
∫ b
a
Dα˜b−fb−(x)D
1−α˜
a+ ga+(x) dx
+ f(b−)(g(b−)− g(a+)).
(3.7)
Then we obtain the following integration-by-parts formula.
Proposition 3.2.4. If f and g satisfy the conditions of Deﬁnition 3.2.1 and
Deﬁnition 3.2.2, then
1)
(gLS)
∫ b
a
f dg = (gLS)
∫ b
a
dg f.
2)
(gLS)
∫ b
a
f dg = f(b−)g(b−)− f(a+)g(a+)− (gLS)
∫ b
a
g df.
Za¨hle in [90] proved the existence of the generalized Lebesgue–Stieltjes integral
for Ho¨lder continuous functions, and showed that the integral coincides with
the corresponding Riemann–Stieltjes integral.
Proposition 3.2.5. If f ∈ Cα([a, b]), g ∈ Cβ([a, b]) for some α+ β > 1, then
the integral (gLS)
∫ b
a f dg exists in the sense of (3.5) and coincides with the
corresponding Riemann–Stieltjes integral, i.e.
(gLS)
∫ b
a
f(x) dg(x) = (RS)
∫ b
a
f(x) dg(x).
For a proof, see [90].
Generalized Lebesgue–Stieltjes Integrals in Fractional Sobolev-type
Spaces
Recall that we have introduced fractional Sobolev-type spaces Wα,10 and
W 1−α,∞T in Section 2.3.2. Nualart and Ra˘s¸canu in [62] showed the existence of
the generalized Lebesgue–Stieltjes integral for functions that belong to certain
fractional Sobolev-type spaces.
Proposition 3.2.6. If f ∈ Wα,10 ([0, T ]) and g ∈ W 1−α,∞T ([0, T ]), then f is
generalized Lebesgue–Stieltjes integrable with respect to g over [0, t] for all t ≤ T
in the sense of (3.5).
If g ∈ W 1−α,∞T ([0, T ]), then its restriction to (0, t) ⊂ [0, T ] belongs to
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I1−αt− (L∞(0, t)) for all t. Moreover, we have
Λα(g) := sup
0<s<t<T
|D1−αt− gt−(s)|
≤ 1
Γ(α)
‖g‖1−α,∞
< ∞.
If f ∈ Wα,10 ([0, T ]), then the restriction of f to (0, t) ⊂ [0, T ] belongs to
Iα0+
(
L1(0, t)
)
for all t.
For any t ∈ [0, T ], according to Proposition 3.2.3, we have
(gLS)
∫ t
0
f dg = (gLS)
∫ T
0
1(0,t)f dg,
if certain conditions are fulﬁlled. Moreover, we have the following estimates
taken from [62].
Proposition 3.2.7. If f ∈ Wα,10 ([0, T ]) and g ∈ W 1−α,∞T ([0, T ]), then∣∣∣(gLS) ∫ t
0
f dg
∣∣∣ ≤ ∫ t
0
|(Dα0+f)(s)(D1−αt− gt−)(s)| ds
≤ Λα(g)‖f‖α,1
≤ 1
Γ(α)
‖f‖α,1‖g‖1−α,∞.
Corollary 3.2.1. Fix a parameter 0 < α < 1. Suppose we have a sequence
of functions fn ∈ Wα,10 ([0, T ]) and a function f ∈ Wα,10 ([0, T ]), so that ‖fn −
f‖α,1 → 0 as n → ∞. If g ∈ W 1−α,∞T ([0, T ]), then
(gLS)
∫ t
0
fn dg → (gLS)
∫ t
0
f dg.
3.3 Relationships between Diﬀerent Integrals
Now we have introduced diﬀerent kinds of Stieltjes integrals. I end up this
chapter by summarizing implications and equivalences of these integrals under
diﬀerent conditions.
1) If f ∈ C([a, b]) ∩Wp([a, b]) and g ∈ C([a, b]) ∩Wq([a, b]) for p ≥ 1, q ≥ 1,
1
p +
1
q > 1, then (Y)
∫ b
a f dg exists, and
(Y)
∫ b
a
f dg = (RS)
∫ b
a
f dg.
2) If f ∈ C([a, b]) and g is increasing, then the existence of (LS) ∫ ba f dg implies
the existence of (RS)
∫ b
a fdg, and
(LS)
∫ b
a
f dg = (RS)
∫ b
a
f dg.
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3) If f ∈ C([a, b]) and g ∈ BV ([a, b]), then (RS) ∫ ba f dg, (LS) ∫ ba f dg and
(gLS)
∫ b
a f dg exist. Moreover, we have
(LS)
∫ b
a
f dg = (RS)
∫ b
a
f dg = (gLS)
∫ b
a
f dg.
4) If f and g satisfy the assumptions of Lemma 3.2.2, then (gLS)
∫ b
a f dg exists.
Moreover, we have
(gLS)
∫ b
a
f dg = (LS)
∫ b
a
f dg.
5) If f ∈ Cα([a, b]) for α ∈ (0, 1) and g ∈ Cβ([a, b]) for β ∈ (0, 1) with α+β > 1,
then (gLS)
∫
f dg exists. Moreover, we have
(gLS)
∫
f dg = (RS)
∫
f dg.
7) If f ∈ Wα,10 , g ∈ W 1−α,∞T , then (gLS)
∫ b
a f dg exists.
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4. Stochastic Integration Theory
After the review of integration with respect to diﬀerent classes of functions, now
we move to a review of integration with respect to stochastic processes. Firstly,
several stochastic processes which we are interested in will be introduced.
Secondly, stochastic integration methods with respect to these processes will
be discussed, with focus on pathwise integration theory.
4.1 Stochastic Processes
In this section, I will review several stochastic processes. I will begin with
the well known semimartingales, and then go beyond semimartingales to more
general Gaussian processes including fractional Brownian motions.
Let (Ω,F , (Ft)t≥0,P) be a ﬁltered probability space, where the ﬁltration
(Ft)t≥0 satisﬁes the usual conditions, i.e. it is complete and right-continuous.
Let X = (Xt)t≥0 be a real-valued stochastic process deﬁned on the probability
space (Ω,F , (Ft)t≥0,P). For each ω ∈ Ω, the mapping t → Xt(ω) is called a
sample path of X. For each t ≥ 0, Xt is a random variable. We say that two
stochastic processes X and Y are equivalent in law if they have the same ﬁnite
dimensional distributions, denoted by X
d
= Y .
A centered stochastic process is a process with IE[Xt] = 0 for every t ≥ 0. In
the following, we assume that the process is centered.
Deﬁnition 4.1.1. The covariance function of a centered stochastic process X
is a function R : [0,∞)× [0,∞) → IR deﬁned by
R(s, t) = IE[XtXs], (4.1)
provided the expectation on the right exists for all s ≥ 0 and t ≥ 0.
Deﬁnition 4.1.2. A stochastic process X is called stationary if for every
h ≥ 0, we have
(Xt+h : t ≥ 0) d= (Xt : t ≥ 0).
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Deﬁnition 4.1.3. A stochastic process X such that X0 = 0 a.s. has stationary
increments if for any s ≥ 0,
(Xt+s −Xs : t ≥ 0) d= (Xt : t ≥ 0).
Deﬁnition 4.1.4. A stochastic process X is called self-similar with index
γ > 0, if for any a > 0,
(Xat : t ≥ 0) d= (aγXt : t ≥ 0).
Deﬁnition 4.1.5. A stationary sequence (Xn)n∈N with ﬁnite variance is said
to exhibit long-range dependence if the autocorrelation function ρ(n) = E[X0Xn]
satisﬁes
∞∑
n=1
ρ(n) = ∞.
If
∞∑
n=1
ρ(n) < ∞, then the stationary sequence (Xn)n∈N is said to exhibit short-
range dependence.
For diﬀerent deﬁnitions of long-range dependence, see also [8] and [29].
Deﬁnition 4.1.6. A stochastic process X is said to be a.s. continuous if for
almost all ω ∈ Ω, the function t → Xt(ω) is continuous.
Deﬁnition 4.1.7. Let X and Y be two stochastic processes deﬁned on the
same probability space. X and Y are said to be the modiﬁcations of each other
if for each t ≥ 0,
Xt = Yt a.s.
In this dissertation, we mainly consider stochastic processes on a compact
interval [0, T ].
Deﬁnition 4.1.8. A stochastic process X is α-Ho¨lder continuous if there exists
a ﬁnite random variable C(ω) such that for every s, t ∈ [0, T ] we have
sup
s,t∈[0,T ],s =t
|Xs −Xt|
|t− s|α ≤ C(ω) a.s.
The following Kolmogorov–Chentsov continuity theorem taken from [63] gives
a criterion for the continuity of a stochastic process.
Theorem 4.1.1. A stochastic process X = (Xt)t∈[0,T ] has an a.s. continuous
modiﬁcation X˜, if there exist constants α, β, c > 0 such that
E|Xt −Xs|α ≤ c|t− s|1+β ,
for s, t ∈ [0, T ].
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For a proof, see [82].
Remark 4.1.1. Almost all paths of the modiﬁcation X˜ are locally Ho¨lder
continuous of any order λ ∈ (0, βα), i.e. there exists an a.s. ﬁnite and positive
random variable C = C(ω) such that
|X˜t(ω)− X˜s(ω)| ≤ C(ω)|t− s|λ,
for s, t ∈ [0, T ] and almost all ω ∈ Ω. Note here that the Ho¨lder coeﬃcients
can be computed by using Corollary 2.3.1.
The quadratic variation of a process is deﬁned as follows.
Deﬁnition 4.1.9. Let (πn) be a sequence of partitions πn = {0 = tn0 < . . . <
tnk(n) = T} such that |πn| = maxj=1,...,k(n) |tnj − tnj−1| → 0 as n → ∞. Let X be
a continuous stochastic process. The quadratic variation process of X along
the sequence (πn) is deﬁned as
〈X,X〉t = limn→∞
∑
tnj ∈πn∩(0,t]
(
Xtnj −Xtnj−1
)2
,
if the limit exists in the convergence of probability.
Next let us consider semimartingales which have well-deﬁned quadratic
variations. We will review some deﬁnitions ﬁrst.
Deﬁnition 4.1.10. A family of random variables (Xi)i∈I , where I is any set
in IR, is said to be uniformly integrable if
lim
n→∞ supi∈I
IE[|Xi|1{|Xi|≥n}] = 0.
Deﬁnition 4.1.11. A stochastic process X is said to be ca`dla`g if it has sample
paths which are right-continuous with left limits a.s.
Deﬁnition 4.1.12. We say a stochastic process X is adapted to the ﬁltration
(Ft)t∈[0,T ] if Xt is Ft-measurable for each t ∈ [0, T ].
Deﬁnition 4.1.13. A real-valued, adapted process X is called a martingale
with respect to the ﬁltration (Ft)t∈[0,T ] if
1) IE[|Xt|] < ∞ for all t ∈ [0, T ];
2) IE[Xt|Fs] = Xs a.s. for any 0 ≤ s ≤ t ≤ T .
Deﬁnition 4.1.14. A random variable τ : Ω → [0,∞] is called a stopping time
with respect to the ﬁltration (Ft)t≥0 if {ω : τ(ω) ≤ t} ∈ Ft, for every t ≥ 0.
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If τ is a stopping time, let Xτ denote the stopped process as
Xτt = Xt∧τ ,
for t ∈ [0, T ].
A local martingale is deﬁned as follows.
Deﬁnition 4.1.15. An adapted, ca`dla`g process X = (Xt)t≥0 is a local mar-
tingale with respect to the ﬁltration (Ft)t≥0 if there exists a sequence of in-
creasing stopping times Tn with lim
n→∞Tn = +∞ a.s. such that for every n ≥ 1,
XTn1{Tn>0} is a uniformly integrable martingale with respect to the ﬁltration
(Ft)t≥0.
Finally, we have the deﬁnition of a semimartingale as follows.
Deﬁnition 4.1.16. An adapted, ca`dla`g process X = (Xt)t≥0 is called a
semimartingale with respect to the ﬁltration (Ft)t≥0, if it can be written as
Xt = X0+Mt+At with M0 = A0 = 0 for t ≥ 0. Here M is a local martingale
with respect to the ﬁltration (Ft)t≥0 and A is an adapted process of a.s. locally
bounded variation sample paths.
Note that the quadratic variation of a semimartingale has ﬁnite variation
paths. For details, see [64]. The most important example of a semimartingale
is Brownian motion.
4.1.1 Le´vy Processes
Next we will consider Le´vy processes. For a detailed study of Le´vy processes,
see [73], and for applications of Le´vy processes in mathematical ﬁnance, see [74].
Deﬁnition 4.1.17. A stochastic process L = (Lt)t∈[0,T ] is called a Le´vy process
if it satisﬁes the following conditions
1) Lt − Ls d= Lt−s, for 0 ≤ s ≤ t,
2) Lt − Ls is independent of Ls, for 0 ≤ s ≤ t,
3) IP(L0 = 0) = 1,
4) L is stochastically continuous (also called continuous in probability or P-
continuous), i.e. for s ≥ 0,
Xt+s −Xs P−→ 0, as t → 0.
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5) paths of L are a.s. ca`dla`g.
As an example of Le´vy process, Brownian motion with drift is the only
(non deterministic) Le´vy process which is a.s. continuous. Another example
of Le´vy process is Poisson process, whose paths contain jumps. Moreover, a
compensated Poisson process is a martingale.
Deﬁnition 4.1.18. A compound Poisson process Y = (Yt)t∈[0,T ] is deﬁned as
Yt =
Nt∑
i=1
Xi,
where N = (Nt)t∈[0,T ] is a Poisson process with parameter λ, and Xi are any
sequence of identically distributed and independent (i.i.d.) random variables
which are also independent of N .
A compound Poisson process is also a Le´vy process, and it satisﬁes the
following proposition.
Proposition 4.1.1. If IE[Xi] < ∞, then a compensated compound Poisson
process deﬁned as
Mt := Yt − λtIE[X1], t ∈ [0, T ]
is a martingale.
In the following, we will discuss some properties of Le´vy processes and review
some well known results of Le´vy processes. The inﬁnitely divisible distributions
and Le´vy processes are closely related. Due to the inﬁnitely divisible distribution
property, one can characterize Le´vy processes via a characteristic triplet.
Deﬁnition 4.1.19. A real-valued random variable X is said to have an in-
ﬁnitely divisible distribution if for all n ∈ IN, there exists a sequence of i.i.d.
random variables Xn1 , . . . , X
n
n such that
X
d
= Xn1 + . . . ,+X
n
n .
Alternatively, we can say that the probability law μ of X is inﬁnitely divisible
if for all n ∈ IN, there exists another probability law μn of Xnn such that
μ = μ∗nn ,
where μ∗nn is the n-fold convolution of μn.
The celebrated Le´vy–Khinchin formula presents the characterization of ran-
dom variables with inﬁnitely divisible distributions via their characteristic
functions.
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Theorem 4.1.2 (Le´vy–Khinchin). The probability law μ of a real-valued ran-
dom variable X is inﬁnitely divisible if and only if there exists a unique
characteristic triplet (a, σ, ν), where a ∈ IR, σ ≥ 0 and ν is a measure on IR
satisfying ν({0}) = 0 and ∫IR(1 ∧ x2)ν(dx) < ∞, such that the characteristic
function of X is
IE(eiuX) = exp
(
iau− 1
2
σ2u2 +
∫
IR
(
eixu − 1− ixu1|x|<1(x)
)
ν(dx)
)
. (4.2)
For the proof of the theorem, see [47] or [73]. Here (a, σ, ν) is called the Le´vy
triplet or the characteristic triplet, and ν is called the Le´vy measure.
Now consider a Le´vy process L. For any n ∈ IN and any t ∈ [0, T ], we have
Lt = L t
n
+ (L 2t
n
− L t
n
) + . . .+ (Lnt
n
− L (n−1)t
n
).
Due to the property of stationary and independent increments of Le´vy processes,
(L kt
n
− L (k−1)t
n
)k=1,...,n is an i.i.d. sequence of random variables. Therefore the
random variable Lt has inﬁnitely divisible distribution for every t ∈ [0, T ].
4.1.2 Gaussian Processes
Gaussian processes have many applications in diﬀerent ﬁelds due to the central
limit theorem and many properties they posses. There are many references
for Gaussian processes, including for example [1, 31,36,49,56]. Among many
Gaussian processes, I will only discuss fractional Brownian motions and consider
some properties of fractional Brownian motions in this section.
Deﬁnition 4.1.20. A stochastic process X = (Xt)t∈[0,T ] is called Gaussian if
for any ﬁnite collection of time points t1, . . . , tn ∈ [0, T ], the random vector
(Xt1 , . . . , Xtn) is a multivariate Gaussian random variable.
From [7], we know that for Gaussian processes, the Kolmogorov–Chentsov
condition is also necessary for Ho¨lder continuity.
Proposition 4.1.2. A Gaussian process X has an a.s. Ho¨lder continuous
modiﬁcation X˜ of any order α < H, i.e.
|X˜t − X˜s| ≤ C|t− s|H−,  > 0, (4.3)
if and only if there exist constants c such that
dX(t, s) ≤ c|t− s|H−,  > 0,
where dX(t, s) :=
(
IE(Xt − Xs)2
)1/2
for s, t ∈ [0, T ]. Moreover, the random
variables C in (4.3) satisfy
IE[exp(aCk )] < ∞,
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for any constants a ∈ IR and k < 2; also for k = 2 and small enough positive
α. In particular, the moments of all orders of C are ﬁnite.
Fractional Brownian motion
Fractional Brownian motions have been widely applied to many areas including
mathematical ﬁnance and physics models. The study of fractional Brownian
motion goes back to Kolmogorov and Yaglom, and for more details, see [44,55,
88].
Deﬁnition 4.1.21. A fractional Brownian motion with Hurst index H ∈ (0, 1)
is a Gaussian process BH = (BHt )t∈[0,T ] satisfying the following properties
1) BH0 = 0,
2) IE[BHt ] = 0, t ∈ [0, T ],
3) IE[BHt B
H
s ] =
1
2(t
2H + s2H − |t− s|2H), s, t ∈ [0, T ].
It is evident from the deﬁnition that the covariance of a fractional Brownian
motion is homogeneous of order 2H, and hence it follows that BH is H-self
similar. Moreover, BH has stationary increments since E|BHt −BHs |2 = |t−s|2H
(for a detailed proof, see [48]).
Deﬁnition 4.1.22. A stationary sequence (Zn)n∈N with
Zn := B
H
n+1 −BHn ,
where BH is a fractional Brownian motion with Hurst index H, is called a
fractional Gaussian noise with Hurst index H.
Proposition 4.1.3. For a fractional Gaussian noise (Zn)n∈N, the covariance
function is
ρ(n) := E[Zn+kZk] =
1
2
(
(n+ 1)2H + (n− 1)2H − 2n2H), n ∈ N.
For H = 12 , we have
ρ(n) ∼ H(2H − 1)n2H−2,
as n → ∞. Therefore, for n > 0, we have
ρ(n)
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
< 0, H ∈ (0, 12),
= 0, H = 12 ,
> 0, H ∈ (12 , 1).
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Proposition 4.1.4. For fractional Gaussian noise (Zn)n∈N with covariance
function ρ(n), we have⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∞∑
n=1
ρ(n) = ∞, if H ∈ (12 , 1), (long-range dependence)
∞∑
n=1
|ρ(n)| < ∞, if H ∈ (0, 12). (short-range dependence)
The preceding propositions show that when H ∈ (12 , 1), BH exhibits long-
range dependence; while for H ∈ (0, 12), BH exhibits short-range dependence.
Next, let us look at the path property of a fractional Brownian motion.
Proposition 4.1.5. Fractional Brownian motion BH has a continuous modi-
ﬁcation whose paths are locally λ-Ho¨lder continuous for any λ < H. Moreover
for any λ ≥ H, the trajectories of fractional Brownian motion are almost surely
nowhere λ-Ho¨lder continuous on any interval.
Proof. For any α > 0, by the self-similarity and stationary increments proper-
ties of BH , we have
E[|BHt −BHs |α] = E
[∣∣|t− s|HBH1 ∣∣α] = |t− s|αHE[|BH1 |α].
Therefore by Kolmogrov continuity theorem 4.1.1, BH has a continuous modi-
ﬁcation whose paths are of locally λ-Ho¨lder continuous for λ < H.
According to [4], a fractional Brownian motion satisﬁes the following law of
the iterated logarithm
P
(
lim
t↓0
BHt
tH
√
ln ln(1/t)
= 1
)
= 1.
Therefore it follows that the trajectories of BH cannot be λ-Ho¨lder continuous
with λ ≥ H.
Proposition 4.1.6. If H > 12 , then the quadratic variation of a fractional
Brownian motion along any sequence of partitions with mesh converging to 0
is 〈BH , BH〉t = 0; if H < 12 , then 〈BH , BH〉t does not exist. Moreover, BH is
of unbounded variation almost surely.
Proof. When H > 1/2, take α ∈ (1/2, H). According to the Ho¨lder continuity
of BH , we know that BH is α-Ho¨lder continuous for α ∈ (1/2, H). Therefore
for any sequence (πn) of partitions on [0, T ] such that |πn| → 0, we obtain
〈BH , BH〉T = lim|πn|→0
∑
tk∈πn
(BHtk −BHtk−1)2
≤ C2(ω) lim
|πn|→0
∑
tk∈πn
(tk − tk−1)2α
≤ C2(ω) lim
|πn|→0
|πn|2α−1
∑
tk∈πn
(tk − tk−1)
= 0,
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as n → ∞ almost surely, where C is a random Ho¨lder coeﬃcient of BH .
Consider a partition of [0, T ] denoted as π = {0 = tn0 < tn1 < . . . < tnk(n) = T},
where tnk =
kT
n , 0 ≤ k ≤ n. Then by the self-similarity property of BH , we have
|BHtnk −B
H
tnk−1
| d=
(T
n
)H |BHk −BHk−1|.
Therefore, the p-variation of BH along the partition π is
vp(B
H , π) =
n∑
k=1
|BHtnk −B
H
tnk−1
|p d= (T
n
)Hp
n∑
k=1
|BHk −BHk−1|p
= T pHn1−pH
1
n
n∑
k=1
|BHk −BHk−1|p
→
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∞, p < 1H ,
TE|BH1 |1/H , p = 1H ,
0, p > 1H ,
as n → ∞. The convergence can be shown to hold almost surely and in
L2(Ω,P) by a result from ergodic theory.
Finally we will mention the well known non-semimartingale property of a
fractional Brownian motion with H = 12 .
Proposition 4.1.7. A fractional Brownian motion BH is a semimartingale if
and only if H = 12 .
For a proof, see [51] or [66].
4.2 Pathwise Stochastic Integration
For integration with respect to semimartingales, we can simply apply the well-
known Ito¯ integration theory. However, for other processes such as a fractional
Brownian motion with Hurst index H = 12 , or other processes which are not
semimartingales, Ito¯ integration theory cannot be applied. Thus, we need other
approaches to deﬁne integrals with respect to nonsemimartingale stochastic
processes. One possible way is to deﬁne the integral path by path (ω by ω).
Therefore, properties of sample paths become one of the most important issues
to study for pathwise stochastic integration.
Next, I will discuss three diﬀerent approaches to pathwise integration of
stochastic processes. The ﬁrst is a forward type integral introduced by Fo¨llmer
in 1981 [22]. The second is based on the bounded p-variation of paths which
is introduced by Young in 1936 [89]. The third is the generalized Lebesgue–
Stieltjes integral introduced by Za¨hle in 1998 [90] and further developed by
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Nualart and Ra˘s¸canu in 2002 [62]. Rough path theory introduced by Lyons [52]
can be applied to integration of processes with bounded p- and q-variation
paths beyond the case 1p +
1
q > 1. However, rough path theory cannot be
applied to processes of unbounded p-variation for p ≥ 1, which is the main
focus of this dissertation.
4.2.1 Fo¨llmer Integrals
Fo¨llmer showed in [22] (see also Sondermann [80]) that stochastic calculus for
quadratic variation processes can be developed path-by-path without probabil-
ity.
Recall that for a ﬁxed ω ∈ Ω, the path of stochastic process X is just a
real-valued function of t. In this section, let x(t) be a real-valued function on
[0, T ] which is right-continuous with left limits, and denote
xt = x(t), Δxt = xt − xt−, Δx2t = (Δxt)2.
Deﬁnition 4.2.1. Let (πn) be a sequence of partitions πn = {0 ≤ tn0 < . . . <
tnk(n) ≤ T} such that |πn| = max
j=1,...,k(n)
|tnj − tnj−1| → 0 as n → ∞. Let δt be the
Dirac measure at t for t ∈ [0, T ]. We say that x is of quadratic variation along
(πn) if the measures
ξn =
∑
tni ∈πn
(xtni − xtni−1)2δti−1
converge weakly to a ﬁnite Radon measure ξ on [0, T ], where the atomic part
of ξ is given by the quadratic jumps of x along (πn):
[x, x]t = [x, x]
c
t +
∑
s≤t
Δx2s.
Here [x, x] denotes the distribution function of ξ and [x, x]ct denotes the contin-
uous part of ξ.
The Fo¨llmer integral is deﬁned as follows.
Deﬁnition 4.2.2. Let (πn) be a sequence of partitions πn = {0 ≤ tn0 < . . . <
tnk(n) ≤ T} such that |πn| = max
j=1,...,k(n)
|tnj − tnj−1| → 0 as n → ∞. Let f be a
real-valued function and x be a real-valued function which is right-continuous
with left limits on [0, T ]. The Fo¨llmer integral of f with respect to x over an
interval [0, t] along the sequence of partitions (πn) for t ∈ [0, T ] is deﬁned as
(F)
∫ t
0
f(xs) dxs = lim
n→∞
∑
tnj ∈πn∩(0,t]
f(xtnj−1)(xtnj − xtnj−1), (4.4)
if the limit exists.
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For details about the Fo¨llmer integral, see [80].
Lemma 4.2.1. Let x be right-continuous with left limits and of quadratic
variation along a sequence of partitions (πn), and let f be a function in C2(IR).
Then a pathwise Ito¯ formula can be written as
f(xt)− f(x0) =(F)
∫ t
0
f ′(xs−) dxs +
1
2
∫ t
0
f ′′(xs) d[x, x]s
+
∑
s≤t
(
f(xs)− f(xs−)− f ′(xs−)Δxs − 1
2
f ′′(xs−)Δx2s
)
.
Here the second integral on the right side is a Lebesgue integral with respect
to the ﬁnite Radon measure ξ deﬁned in Deﬁnition 4.2.1. In particular, the
Fo¨llmer integral exists along the sequence of partitions (πn).
The Fo¨llmer integral is a forward-type Riemann–Stieltjes integral, therefore
the existence of a Riemann–Stieltjes integral implies the existence of the
corresponding Fo¨llmer integral. In general, the existence of Fo¨llmer integral is
hard to prove. In some special cases such as in the case of processes with ﬁnite
quadratic variation, the existence can be proved.
In the following, let us consider stochastic processes instead of real-valued
functions. The existence of Fo¨llmer integrals can be shown for quadratic
variation processes via the following lemma.
Lemma 4.2.2. Let (πn) be a sequence of partitions πn = {0 ≤ tn0 < . . . <
tnk(n) ≤ T} such that |πn| = max
j=1,...,k(n)
|tnj − tnj−1| → 0 as n → ∞. Let X be a
continuous quadratic variation process along the sequence of partitions (πn)
and let f ∈ C1,2([0, T ]× IR). For 0 ≤ s < t ≤ T ,
f(t,Xt) =f(s,Xs) +
∫ t
s
∂f
∂t
(u,Xu) du+ (F)
∫ t
s
∂f
∂x
(u,Xu) dXu
+
1
2
∫ t
s
∂2f
∂x2
(u,Xu) d〈X〉u. a.s.
Note that the last integral on the right-hand side of the above equation is a
Lebesgue integral. In particular, the Fo¨llmer integral exists along the sequence
of partitions (πn) and has a continuous modiﬁcation.
For a proof and details, see [80].
Remark 4.2.1. Note that in the above result, the existence of the Fo¨llmer
integral is a consequence of the existence of other terms. Hence the existence of
the integral is not proved directly but it is rather a consequence of the pathwise
Ito¯ formula.
An interesting example where the Fo¨llmer integral exists and the Ito¯ integral
does not exist is a bifractional Brownian motion. In [32], the authors introduced
bifractional Brownian motions using the following deﬁnition.
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Deﬁnition 4.2.3. A bifractional Brownian motion BH,K = (BH,Kt )t∈[0,T ] is a
centered Gaussian process starting from zero with covariance function
RH,K(t, s) =
1
2K
((
t2H + s2H
)K − |t− s|2HK),
where H ∈ (0, 1) and K ∈ (0, 1].
If K = 1, then BH,1 is just a fractional Brownian motion with Hurst index
H ∈ (0, 1). If 2HK = 1 and K = 1, then H = 12 and B1/2,1 is a Brownian
motion.
A bifractional Brownian motion is not a semimartingale in the case when
1
2 < HK < 1 and in the case when 2HK = 1 with K = 1. The quadratic
variation of a bifractional Brownian motion along any sequence of partitions
(πn) such that |πn| → 0 is zero for 12 < HK < 1. In [69], the authors showed
that in the case when 2HK = 1 with K = 1, the bifractional Brownian motion
has ﬁnite non-trivial quadratic variation along any sequence of partitions (πn)
such that |πn| → 0. Therefore Fo¨llmer integral exists for 12 < HK < 1 and for
2HK = 1 with K = 1.
4.2.2 Young Integrals
Recall from Section 3.1.1 that Young’s integral can be understood as a Riemann–
Stieltjes integral for the case when the paths of a stochastic process are Ho¨lder
continuous or, slightly more generally, of bounded p-variation for p ≥ 1 with
certain restrictions. In the following, we will give several examples of Young’s
integration applied to diﬀerent stochastic processes with bounded p-variation
paths.
It is well known that almost all sample paths of a Brownian motion are
of unbounded variation. However, they are of bounded p-variation on any
bounded interval for p > 2 (for details, see [83]). In fact, from [18], we know
that almost all paths of a right-continuous martingale are of locally bounded
p-variation for p > 2, and therefore almost all paths of a semimartingale are of
locally bounded p-variation for p > 2.
Recall that Young proved the existence of Riemann–Stieltjes integrals for
bounded p-variation and bounded q-variation functions with no common dis-
continuities for p ≥ 1, q ≥ 1 and 1p + 1q > 1. Since almost all paths of a
semimartingale are of unbounded p-variation for p ≤ 2, Young’s integration
cannot be applied in this case. However, standard Ito¯ integration can be
applied in this case.
Now consider a general Gaussian process X = (Xt)t∈[0,T ], and denote
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σX(s, t) := E|Xs −Xt| for s, t ∈ [0, T ]. Deﬁne
G(σX ; p) := sup
πn
{
∑
ti∈πn
σX(ti−1, ti)p},
where the supremum is taken over all ﬁnite partitions πn on [0, T ]. For a
real-valued function f on [a, b], deﬁne the index of p-variation of f as
v(f ; [a, b]) := inf{p ≥ 1 : vp(f ; [a, b]) < ∞},
and if the set is empty, then let v(f ; [a, b]) = ∞.
For the p-variation index of the sample paths of an centered Gaussian process
X, we have the following proposition taken from [39].
Proposition 4.2.1. If q > p∗, where p∗ = inf{p ≥ 1 : G(σX ; p) < ∞}, then
X has bounded q-variation on [0, T ] almost surely. Conversely, if q < p∗, then
X has unbounded q-variation on [0, T ] almost surely.
Many processes do satisfy this path boundedness, and I will present some
examples. Consider a fractional Brownian motion BH with index H ∈ (0, 1).
Almost all paths of BH are of bounded p-variation for any p > 1H , and for
p < 1H , almost all paths of B
H are of unbounded p-variation. Moreover, the
p-variation index of BH with Hurst index H is
v(BH) =
1
H
with probability one. Therefore, Young’s integration can be applied for a
stochastic integral with respect to BH with Hurst index H ∈ (12 , 1) (see [57]).
However, if the integrand fails to be smooth enough or it is of unbounded
p-variation, Young’s integration will no longer be appropriate.
Next, let us consider paths of Le´vy processes. The p-variation of the paths of a
Le´vy process has been studied in [9]. For a Le´vy process with the characteristic
function (4.2) with σ = 0, the p-variation with 1 < p < 2 is bounded with
probability one, if and only if the integral∫
IR\{0}
(1 ∧ |x|p) ν(dx)
is ﬁnite, where ν is a Le´vy measure. If the above integral is inﬁnite, then the
p-variation of the corresponding Le´vy process is unbounded almost surely.
Deﬁnition 4.2.4. A Le´vy process L is called an α-stable Le´vy motion of index
α if L has the characteristic function (4.2) with σ = 0, and the Le´vy measure
ν satisﬁes
ν(dx) =
⎧⎪⎨
⎪⎩
rx−1−α dx, x > 0,
q(−x)−1−α dx, x < 0,
for α ∈ (0, 2) and r, q ≥ 0 with r + q > 0.
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The p-variation of an α-stable Le´vy motion was studied in [24], and the
authors obtained the following result.
Proposition 4.2.2. Let L be an α-stable Le´vy motion of index α ∈ (0, 2)
which has no drift for α < 1 and the Le´vy measure is symmetric for α = 1.
Then L has bounded p-variation for 1 < p < 2 with probability 1 if p > α, and
unbounded p-variation for p ≤ α.
Integration with respect to this kind of processes has been discussed in [57]
for p > α. However, when p ≤ α, L has unbounded p-variation, and hence
Young’s integration cannot be applied.
The above examples show that the properties of paths can be very useful
for Young’s integration. However, there is a limitation of Young’s integration
since processes need to be of bounded p-variation for p ≥ 1. For processes
with unbounded p-variation, Young’s integration is not applicable. Moreover,
in Young’s integration theory, integrands are also limited to be of bounded
p-variation which should be relaxed to more general class of processes.
Remark 4.2.2. Note that rough path theory introduced by Lyons [52] can be
applied to the integration of processes with bounded p- and q-variation paths
beyond the case 1p+
1
q > 1. Especially, the theory has been successfully applied to
study diﬀerential equations with smooth coeﬃcients and a non-regular driving
process, i.e. a process which is α-Ho¨lder continuous with some α < 12 (although
a restriction α > 14 appears in many of the cases). There exists an abundance
of literature on rough path theory, see [25,53,54]. However, rough path theory
cannot be applied to processes which have unbounded p-variation paths for any
p ≥ 1, which is the main focus of this dissertation.
4.2.3 Generalized Lebesgue–Stieltjes Integrals
Recall that we have discussed generalized Lebesgue–Stieltjes integrals in Chap-
ter 3.2.2. Next we will review some results regarding to the existence of
pathwise generalized Lebesgue–Stieltjes integrals for stochastic processes with
unbounded p-variation. Azmoodeh, Mishura and Valkeila in 2010 [6] proved the
existence of the generalized Lebesgue–Stieltjes integral for geometric fractional
Brownian motions. Later Tikanma¨ki in 2012 [84] showed the existence of the
generalized Lebesgue–Stieltjes integral for functionals of fractional Brownian
motions. Sottinen and Viitasaari in 2014 [81] presented the existence of the
generalized Lebesgue–Stieltjes integral for a general class of Gaussian processes.
These appear to be the only known results for processes with unbounded
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p-variation, however, they all contain some gaps in the proof of theorems of
change of variables formulas and Riemann–Stieltjes integrals, which will be
explained in Chapter 5. However, in Chapter 5, we will show that although
the proofs contain some gaps, the results they obtained are still valid.
Existence of gL–S Integrals for Fractional Brownian Motions
Recall from Section 4.1.2 that fractional Brownian motion BH is not a semi-
martingale when the Hurst index H = 12 . Therefore standard Ito¯ integration
theory cannot be applied in the case of a fractional Brownian motion.
In the paper [6], the authors showed that the integral can be understood in
the sense of a generalized Lebesgue–Stieltjes integral for geometric fractional
Brownian motions. I will present their main result here.
Theorem 4.2.1. [6] Let St = e
BHt be a geometric fractional Brownian motion
with Hurst index H ∈ (12 , 1) for t ∈ [0, T ]. Let f : IR → IR be a convex function.
Then the pathwise integral
(gLS)
∫ T
0
f ′−(St)St dB
H
t
exists almost surely.
Existence of gL–S Integrals for Functionals of Fractional Brownian
Motions
Functional Ito¯ calculus was studied by Dupire in 2010 [19], and later developed
by Cont and Fornie´ in [12, 13, 23]. With the help of a functional change of
variables formula introduced in [12], Tikanma¨ki in 2012 [84] showed the existence
of a pathwise integral for functionals of fractional Brownian motions with respect
to fractional Brownian motions in the generalized Lebesgue–Stieltjes sense.
Let St = e
BHt be a geometric fractional Brownian motion with Hurst index
H ∈ (12 , 1) for t ∈ [0, T ], and denote
Gt = exp
( 1
T
∫ t
0
logSs ds
)
S
T−t
T
t .
Then we have the following theorem taken from [84].
Theorem 4.2.2. [84] Let f : IR → IR be a convex function. Then for any
t ∈ [0, T ], the integral
(gLS)
∫ t
0
T − s
T
f ′−(Gs)Gs dB
H
s
exists almost surely.
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Moreover, we have an analogous theorem for arithmetic averages.
Theorem 4.2.3. [84] Let f : IR → IR be a convex function. Then for any
t ∈ [0, T ], the integral
(gLS)
∫ t
0
f ′−
(T − s
T
Ss +
1
T
∫ s
0
Su du
)T − s
T
Ss dB
H
s
exists almost surely.
The author also proved a change of variables formulas for functionals of
geometric averages and arithmetic averages separately.
Existence of gL–S Integrals for Gaussian Processes
In the paper of Sottinen and Viitasaari in 2014 [81], the authors proved
the existence of generalized Lebesgue–Stieltjes integrals for a general class of
Gaussian processes.
Let X = (Xt)t∈[0,T ] and Y = (Yt)t∈[0,T ] be two stochastic processes and
consider the following notations
R(t, s) = E[XtXs],
W (t, s) = E[(Xt −Xs)2],
V (t) = E[X2t ],
w∗(t) = sup
0≤s≤T−t
W (t+ s, s).
The authors in [81] consider a general class of Gaussian processes deﬁned as
follows.
Deﬁnition 4.2.5. For 0 < α < 1, we say that a centered continuous Gaussian
process X belongs to the class Xα if
1) R(t, s) > 0 for every s, t > 0,
2) the incremental variance as t → 0 satisﬁes
w∗(t) = Ct2α + o(t2α),
where C > 0 is a constant,
3) there exist a δ > 0 such that when s ≤ δ,
V (s) ≥ cs2,
where c > 0 is a constant,
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4) there exists a δ > 0 such that
sup
0<t<2δ
sup
t/2≤s≤t
R(s, s)
R(t, s)
< ∞.
Here are some examples of processes that belong to the class Xα.
Example 4.2.1. Note that for processes with stationary increments,
R(t, s) =
1
2
[V (t) + V (s)− V (t− s)],
W (t, s) = V (t− s),
w∗(t) = V (t).
A zero mean continuous Gaussian process with stationary increments belongs
to class Xα if and only if
V (t) > 0,
for all t > 0, and
V (t) = Ct2α + o(t2α),
as t → 0.
Fractional Brownian motions with index α ∈ (0, 1) belong to the class Xα.
Example 4.2.2. For stationary processes
R(t, s) = r(t− s),
W (t, s) = 2[r(0)− r(t− s)],
V (t) = r(0),
w∗(t) = 2[r(0)− r(t)].
Thus, a stationary process belongs to the class Xα if and only if
r(t) > 0,
for all t, and
r(0)− r(t) = Ct2α + o(t2α),
as t → 0.
Fractional Ornstein-Uhlenbeck processes with index α ∈ (0, 1) belong to the
class Xα ( for fractional Ornstein-Uhlenbeck processes, see [11]).
The most important requirement of class Xα is that the Gaussian process
X has a version whose trajectories are Ho¨lder continuous of order λ for any
λ < α on [0, T ]. Moreover, this class of Gaussian processes should not be too
smooth with some mild assumptions on covariance and variance.
For the class Xα, the authors in [81] proved the following main result.
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Theorem 4.2.4. Let f be a linear combination of real-valued convex functions
on IR. Let X, Y be two stochastic processes such that Y ∈ W 1−β,∞T and
X ∈ Xα for α > 13 . If β < α ∧ (3α− 1), then the integral
(gLS)
∫ T
0
f ′−(Xt) dYt
exists almost surely.
They also showed that the generalized Lebesgue–Stieltjes integral in this case
can be approximated by Riemann–Stieltjes sums. Moreover, they derived a
change of variables formula. For more details, see [81].
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5. Integration of Stochastic Processes
of Unbounded Power Variation
In this chapter, we are going to study how to deﬁne a stochastic integral of the
form
∫ T
0 F (Xt) dYt, where X,Y are some Ho¨lder continuous processes and F is
a real-valued function of locally bounded variation. If Y is not a semimartigale,
then Ito¯ integration theory cannot be applied. Moreover, since F may contain
discontinuities, according to Proposition 5.0.3 and Remark 5.0.3 below, paths
of the process F (X) may be of unbounded p-variation for p ≥ 1. Therefore we
need to determine in which sense the above integral exists.
Let F be a function of locally bounded variation on IR, i.e. F ∈ BV loc(IR).
According to Theorem 2.2.1, we have F = f1−f2, where f1 and f2 are increas-
ing functions. By Proposition 2.1.1, for increasing functions f1 and f2 there
exist f1+ and f
2
+, which are right-continuous and increasing so that f
1 = f1+
Lebesgue-almost everywhere and f2 = f2+ Lebesgue-almost everywhere. Note
that by Proposition 2.1.4, f1+ (resp. f
2
+) deﬁnes a unique Lebesgue–Stieltjes
measure μ1 (resp. μ2). Since for the main results we will consider general-
ized Lebesgue–Stieltjes integrals related to F , by linearity of the generalized
Lebesgue–Stieltjes integral, instead of F it is suﬃcient to consider f1. Moreover,
according to 3) in Proposition 3.2.3 and the fact that f1 = f1+ Lebesgue-almost
everywhere, instead of f1 it is suﬃcient to consider f1+. In the following, we
will let f denote such an increasing, right-continuous function, and let μ denote
the Lebesgue–Stieltjes measure of f .
If μ of f has a compact support, then by Remark 2.2.1, f together with
μ satisfy the representation (2.6). Now assume that the support of μ is not
compact. Deﬁne a function f˜n for any n ∈ IN by
f˜n(x) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
f(−n), if x < −n,
f(x), if − n ≤ x ≤ n,
f(n), if x > n.
Then f˜n is increasing, right-continuous and bounded for every n ∈ IN. Hence
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the Lebesgue–Stieltjes measure μn of f˜n has a compact support in [−n, n] for
every n ∈ IN. Note that IR = ∪n∈IN[−n, n], and for every n ∈ IN, we have
f˜n = f on [−n, n]. In the following, we will consider a function f ◦ h, where h
is a continuous function on [0, T ]. Since h is a bounded function on a compact
set, one can always ﬁnd some n so that there exists a compact set Kn which
satisﬁes [ inf
t∈[0,T ]
h(t), sup
t∈[0,T ]
h(t)] ⊂ Kn. Moreover, we have f˜n ◦h = f ◦h on [0, T ].
Therefore, we can always assume that the Lebesgue–Stieltjes measure μ of f
has a compact support.
According to the above arguments, in order to prove the main results, instead
of a locally bounded variation function, it is enough for us to consider an
increasing, right-continuous function for which the Lebesgue–Stieltjes measure
has a compact support. In the following, we denote such a function as f , and
assume that the Lebesgue–Stieltjes measure μ of f has a compact support K.
Therefore by representation (2.6), we have
f(x) =
1
2
∫
K
sgn(x− a)μ(da) + C, (5.1)
where C = 12μ((−∞,∞))− μ((−∞, 0]) + f(0).
For a continuous function h deﬁned on [0, T ], let us consider g(x) := 1{h(x)≥c},
where c is a point in IR. The following proposition shows that g may be of
unbounded p-variation for p ≥ 1.
Proposition 5.0.3. Let c ∈ IR be ﬁxed. A function g(x) := 1{h(x)≥c} deﬁned
on [0, T ] is of bounded p-variation for all 1 ≤ p < ∞ if and only if h crosses
level c ﬁnitely many times.
Proof. For 0 ≤ s < t ≤ T , we have
g(t)− g(s) = 1{h(t)≥c} − 1{h(s)≥c}
= 1{h(s)<c≤h(t)} − 1{h(t)<c≤h(s)}.
(5.2)
Let πn be any ﬁnite partition on [0, T ] such that
πn = {0 = tn0 < tn1 < . . . < tnk(n) = T}.
Let (πn) denote a sequence of partitions πn on [0, T ]. Recall from Chapter 2.3
that the p-variation of g on [0, T ] for p ≥ 1 is deﬁned as
vp(g; [0, T ]) = sup
(πn)
vp(g;π
n) = sup
(πn)
∑
ti∈πn
∣∣g(ti)− g(ti−1)∣∣p,
where the supremum is taken over all ﬁnite partitions on [0, T ]. For g(x) =
1{h(x)≥c}, by (5.2) we have
vp(g; [0, T ]) = sup
(πn)
∑
ti∈πn
∣∣1{h(ti−1)<c≤h(ti)} − 1{h(ti)<c≤h(ti−1)}∣∣p. (5.3)
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At ﬁrst, let g be of bounded p-variation for p ≥ 1 on [0, T ], i.e.
vp(g; [0, T ]) < ∞.
According to (5.3), we have
sup
(πn)
∑
ti∈πn
∣∣1{h(ti−1)<c≤h(ti)} − 1{h(ti)<c≤h(ti−1)}∣∣p < ∞. (5.4)
Now on the interval [ti−1, ti], if either h(ti−1) < c ≤ h(ti) or h(ti) < c ≤
h(ti−1) holds, then
∣∣1{h(ti−1)<c≤h(ti)} − 1{h(ti)<c≤h(ti−1)}∣∣p = 1.
Otherwise, ∣∣1{h(ti−1)<c≤h(ti)} − 1{h(ti)<c≤h(ti−1)}∣∣p = 0.
The ﬁniteness of (5.4) implies that either h never crosses level c on [0, T ], or
on ﬁnitely many time intervals h crosses level c; otherwise (5.4) will become
inﬁnity. Hence if g is of bounded p-variation, h can only cross level c ﬁnitely
many times.
Conversely, let h cross level c ﬁnitely many times. If we have sup
(πn)
vp(g;π
n) <
∞, then g is of bounded p-variation. Now assume that sup
(πn)
vp(g;π
n) = ∞ for
p ≥ 1, i.e.
sup
(πn)
∑
ti∈πn
∣∣1{h(ti−1)<c≤h(ti)} − 1{h(ti)<c≤h(ti−1)}∣∣p = ∞. (5.5)
Since ∣∣1{h(ti−1)<c≤h(ti)} − 1{h(ti)<c≤h(ti−1)}∣∣ =⎧⎪⎨
⎪⎩
1, h crosses level c on [ti−1, ti],
0, h does not cross level c on [ti−1, ti],
(5.5) implies that there are inﬁnitely many intervals, on which h crosses level c
either from above or from below, and this is a contradiction. Therefore, we
obtain
vp(g; [0, T ]) < ∞.
Proposition 5.0.3 implies that if h crosses level c inﬁnitely many times, then
g is of unbounded p-variation for every p ≥ 1.
Remark 5.0.3. Now consider a function g(x) := f
(
h(x)
)
, where f is an
increasing, right-continuous function on IR and h is a continuous function on
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[0, T ]. Note that the set of discontinuity points of f is at most countable. If
h crosses a discontinuity point of f inﬁnitely many times, then by following
similar steps in Proposition 5.0.3, we can see that g is of unbounded p-variation
for all p ≥ 1.
When the integrand is of unbounded p-variation for all p ≥ 1, Young’s
integration cannot be applied. However, In Chapter 4, we have shown that
generalized Lebesgue–Stieltjes integral can be applied for fractional Brownian
motions and a general class of Gaussian processes. Now let us take a step
forward to apply the generalized Lebesgue–Stieltjes integral for a more general
class of processes with unbounded p-variation paths for p ≥ 1.
5.1 Earlier Literature
In [6,81,84], integration of fractional Brownian motions, functionals of fractional
Brownian motions and a class of Gaussian processes were discussed. To the
best of my knowledge, they are the only existing results regarding the pathwise
stochastic integration of unbounded p-variation processes. Results of integration
of fractional Brownian motions and a general class of Gaussian processes have
been applied in the papers [59,75,85].
Let F be a function in BV loc(IR). According to the statements in the
beginning of this chapter, instead of F it is suﬃcient for us to only consider an
increasing and right-continuous function f , for which the Lebesgue–Stieltjes
measure μ has a compact support K.
Let φ be a positive function in C∞(IR) with a compact support in [0,∞)
such that
∫
IR φ(x)dx = 1. According to the molliﬁcation technique summarized
in Chapter 2, one can deﬁne a sequence of functions
fn(x) = n
∫ ∞
0
f(x+ y)φ(ny) dy, n ∈ IN. (5.6)
Here fn ∈ C∞(IR) and fn → f pointwise as n → ∞. Moreover, by (2.9) we
have for every g ∈ C∞c (IR)
lim
n→∞
∫
IR
g(x)f ′n(x) dx =
∫
IR
g(x)μ(dx). (5.7)
As a direct consequence of equation (5.7), we obtain the following lemma.
Lemma 5.1.1. Let g : [0, T ] → IR be any function, and let f : IR → IR be an
increasing, right-continuous function such that the Lebesgue–Stieltjes measure
μ of f has a compact support K. Let fn be deﬁned as in (5.6). Then∫
1{g(s)<a<g(t)} μ(da) ≤ lim inf
n
∫
1{g(s)<a<g(t)}f ′n(a) da.
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Proof. The proof follows similar ideas as in the proof of the portmanteau
theorem concerning the convergence of probability measures (see e.g. [43]).
Since f is increasing on IR, μ is a nonnegative measure on IR. Moreover,
note that μ has a compact support K, therefore f is a bounded function on
IR and μ is a ﬁnite measure. Since f is increasing and bounded on IR, fn is
also increasing and bounded on IR for every n ∈ IN, which implies that the
Lebesgue–Stieltjes measure μn of fn is a nonnegative ﬁnite measure on IR for
every n ∈ IN. Moreover, μn satisﬁes
μn(dx) = f
′
n(x) dx.
By the fact that fn → f as n → ∞, we obtain μn(−∞,∞) → μ(−∞,∞) as
n → ∞. Therefore, by normalizing, we can regard μ and μn as probability
measures assuming they are nonzero.
According to Remark 18.1 in [38], if for probability measures μ and μn,∫
g(x)μn(dx) →
∫
g(x)μ(dx), (5.8)
holds for all functions g in C∞c (IR), then
μn ⇒ μ,
where ⇒ means converges weakly. Therefore, according to portmanteau theo-
rem, ∫
g(x)μn(dx) →
∫
g(x)μ(dx),
holds for all bounded continuous functions g on IR. Note that since equation
(5.7) holds for all g in C∞c (IR), we obtain
lim
n→∞
∫
IR
g(x)f ′n(x) dx =
∫
IR
g(x)μ(dx), (5.9)
for all bounded continuous functions g on IR.
For any open bounded set G ⊂ IR, deﬁne lN (x) = 1 ∧ (N · d(x,Gc)), where
d(x,Gc) is the distance from x to the set Gc. For every N , lN is a continuous
function with a compact support, and 0 ≤ lN ≤ 1G, lN ↑ 1G as N → ∞.
Now for an open set G = (a, b), we can rewrite lN as
lN (x) = N(x− a)1{a<x≤ 1
N
+a} + 1{ 1
N
+a<x≤b− 1
N
} +N(b− x)1{b− 1
N
<x<b}.
Note that lN is a continuous bounded function on IR. Thus we can use
equation (5.9) for g = lN to obtain
lim
n→∞
∫
IR
lN (x)f
′
n(x) dx =
∫
IR
lN (x)μ(dx).
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Consequently we get∫
IR
lN (x)μ(dx) = lim inf
n
∫
IR
lN (x)f
′
n(x) dx ≤ lim infn
∫
IR
1G(x)f
′
n(x) dx.
Let now N → ∞, we obtain
μ(G) ≤ lim inf
n
∫
IR
1G(x)f
′
n(x) dx.
By choosing G =
(
g(s), g(t)
)
where g(s) < g(t), we obtain∫
IR
1{g(s)<a<g(t)} μ(da) ≤ lim inf
n
∫
IR
1{g(s)<a<g(t)}f ′n(a) da.
Remark 5.1.1. Note that by following a similar proof and choosing G =
(g(t), g(s)) when g(t) < g(s), it can be shown that Lemma 5.1.1 also holds for
the case 1{g(t)<a<g(s)}.
Let now BH be a fractional Brownian motion with H > 12 , and f be a
real-valued convex function on IR. In [6], the authors proved the existence
of the generalized Lebesgue–Stieltjes integral (gLS)
∫ T
0 f
′−(BHt )dBHt , and they
proved a change of variables formula
f(BHT )− f(BH0 ) = (gLS)
∫ T
0
f ′−(B
H
t ) dB
H
t a.s. (5.10)
To obtain such a result, the authors applied a change of variables formula to a
smooth approximation fn of the convex function f deﬁned as (5.6). Then by
using fractional Sobolev-type space techniques, they showed the convergence
of integrals
(gLS)
∫ T
0
f ′n(B
H
t ) dB
H
t → (gLS)
∫ T
0
f ′−(B
H
t ) dB
H
t a.s.
To prove such a result, one needs to ﬁnd an integrable dominant for the
diﬀerence f ′n−f ′− in terms of the norm || · ||1−β,1, where β ∈ (1−H, 12) (see also
the proof of Theorem 5.4.2). In [6] it was argued that, starting from equation
(2.9), one can take any sequence of functions φ in C
∞
c (IR) converging to the
Dirac delta δa at point a in the following sense
lim
→0
∫
φ(x)g(x) dx = g(a),
for any continuous function g with a compact support. Therefore one obtains
that
lim
→0
∫
φ(x)f
′′
n(x) dx = f
′′
n(a).
On the other hand, by (5.7), one has
lim
n→∞
∫
φ(x)f
′′
n(x) dx =
∫
φ(x)μ(dx).
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Finally it leads to the conclusion that supn f
′′
n(a) < ∞ uniformly in n. However,
the statement is false in general. Since if μ has an atom at point a, we obtain∫
φ(x)μ(dx) → ∞.
Actually, by Lebesgue decomposition theorem (see [68] for a reference), the
measure μ can be decomposed as
μ = μAC + μSC + μSD,
where μAC is absolutely continuous with respect to Lebesgue measure, μSC is
singular continuous and μSD is singular discontinuous, i.e. μSD corresponds
to the atoms of the measure μ. Now the statement supn f
′′
n(a) < ∞ is clearly
true for μAC and false for μSD. It is unclear if the statement is whether true
or not for μSC .
However, if supn f
′′
n(a) < ∞ does indeed hold, then by applying Lemma 5.1.1
to a stochastic process X, we obtain∫
1Xs<a<Xt μ(da) ≤ C|Xt −Xs|.
Consequently, for every α-Ho¨lder continuous process X, we would derive that
f ′−(X) ∈ Wα−,10 ⊂ Cα−2.
In other words, any function of locally bounded variation applied to Ho¨lder
continuous process X would still be Ho¨lder continuous. Clearly, such a result
is true only if f ′− is suﬃciently smooth, in which case the integration would
reduce back to Young integration theory for Ho¨lder continuous processes.
The aforementioned ﬂawed argument was also applied in the proofs of the
theorems to generalize the results of [6] to a general class of Gaussian processes.
Although by examining the proof in [81], it is clear that the proof of the
existence of the generalized Lebesgue–Stieltjes integral is correct provided that
μSC([−, ]) = 0 for small enough . We also note that similar techniques were
applied in [84], where the author studied the average of geometric fractional
Brownian motion and proved a change of variables formula in that case. To
obtain the result, the author in [84] proved that for a given functional Xt and
the approximating sequence fn(Xt), one has
IE||fn||β,1 → IE||f ||β,1,
for β ∈ (0, 1). Then the author applied dominated convergence theorem to
obtain the result. However, this is not suﬃcient to apply dominated convergence
theorem. Moreover, it is not even clear whether it holds that IE||f ||β,1 < ∞
(see also Remark 5.2.3).
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The new results presented below not only generalize the pathwise stochastic
integrals for more general processes, but also ﬁx the aforementioned gaps. In
the following, we will show that although the proofs of the change of variables
formula in [6, 81,84] contain some ﬂaws, their results are still valid.
5.2 Integration of One-dimensional Unbounded p-variation
Processes
In the following section, the existence of the generalized Lebesgue–Stieltjes
integrals of a certain class of unbounded p-variation processes for p ≥ 1 with
respect to general Ho¨lder continuous processes will be shown. For simplicity,
we will start from deterministic functions ﬁrst.
5.2.1 Existence of Generalized Lebesgue–Stieltjes Integral for
Unbounded p-variation Functions
Recall that Cα([0, T ]) denotes the space of α-Ho¨lder continuous functions on
[0, T ] and BV loc(IR) denotes the space of locally bounded variation functions
on IR.
According to the arguments in the beginning of Chapter 5, in order to prove
Theorem 5.2.1 and Theorem 5.2.2, it is suﬃcient to consider an increasing,
right-continuous function f such that the Lebesgue–Stieltjes measure of f has
a compact support, instead of a general locally bounded variation function.
Let h be an α-Ho¨lder continuous function on [0, T ] with α ∈ (0, 1). Note that
if h has inﬁnitely many crossings of a discontinuity point of f , then according
to Remark 5.0.3, f ◦ h may be of unbounded p-variation for any p ≥ 1. Now
let us make the following assumption for h.
Assumption 5.2.1. Let h be a continuous function on [0, T ]. Assume that
for any δ ∈ (0, 1), there exists a constant M such that∫ T
0
|h(t)− a|−δ dt ≤ M. (5.11)
for all a ∈ IR.
Then we have the existence theorem of the generalized Lebesgue–Stieltjes
integral.
Theorem 5.2.1. Let F be a function in BV loc(IR). Let h be a function in
Cα([0, T ]) with α ∈ (0, 1) satisfying Assumption 5.2.1, and g be a function in
Cγ([0, T ]) with γ in (0, 1) such that α+ γ > 1. Then the integral
(gLS)
∫ T
0
F
(
h(t)
)
dg(t)
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exists.
Proof. The proof follows the ideas applied in [6, 84]. If we choose some β ∈
(1− γ, α), then g ∈ W 1−β,∞T by Remark 2.3.1. Hence by Proposition 3.2.6, the
integral is well-deﬁned if F
(
h(t)
) ∈ W β,10 for all t ∈ [0, T ].
Note that by the arguments in the beginning of Chapter 5, instead of a locally
bounded variation function F , we consider an increasing, right-continuous
function f such that the Lebesgue–Stieltjes measure μ of f has a compact
support K. By Remark 2.2.1, f together with μ satisfy the representation
(2.6).
In order to show that f
(
h(·)) ∈ W β,10 , what we we need to prove is
‖f(h(·))‖β,1 < ∞.
For the ﬁrst term in the norm, by the fact that f is bounded on compact sets,
we have ∫ T
0
∣∣f(h(t))∣∣
tβ
dt ≤ sup
0≤t≤T
∣∣f(h(t))∣∣ ∫ T
0
1
tβ
dt < ∞.
For the second term in the norm, according to representation (2.6), we have∫ T
0
∫ t
0
∣∣f(h(t))− f(h(s))∣∣
|t− s|1+β dsdt
=
∫ T
0
∫ t
0
∣∣1
2
∫
K sgn
(
h(t)− a)μ(da)− 12 ∫K sgn (h(s)− a)μ(da)∣∣
|t− s|1+β dsdt
=
∫ T
0
∫ t
0
∫
K(1{h(s)<a≤h(t)} + 1{h(t)<a≤h(s)})μ(da)
|t− s|1+β dsdt.
(5.12)
We will consider the term 1{h(s)<a≤h(t)} ﬁrst. By Tonelli’s theorem we obtain∫ T
0
∫ t
0
∫
K(1{h(s)<a≤h(t)})μ(da)
|t− s|1+β dsdt =
∫
K
∫ T
0
∫ t
0
1{h(s)<a≤h(t)}
|t− s|1+β dsdt μ(da).
(5.13)
According to Assumption 5.2.1, for any a ∈ IR, the set of points x such that
h(x) = a has Lebesgue measure 0. This implies that, for any s and a
1{h(s)<a≤h(t)} = 1{h(s)<a<h(t)} (5.14)
for Lebesgue-almost every t in [0, T ]. Hence it suﬃces to consider 1{h(s)<a<h(t)}
instead of 1{h(s)<a≤h(t)}.
Denote
J :=
∫ T
0
∫ t
0
∫
K(1{h(s)<a<h(t)})μ(da)
|t− s|1+β dsdt,
J1(a) :=
∫ T
0
∫ t
0
1{h(s)<a<h(t)}
|t− s|1+β dsdt,
then (5.13) is equivalent to
J =
∫
K
J1(a)μ(da).
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The last hitting time of function h into level a during the time interval [0, t]
for t ∈ [0, T ] is deﬁned as
Tt(a) := sup{u ∈ [0, t] : h(u) = a}.
If h never hits a on [0, t], then let Tt(a) = 0. In the case of Tt(a) = 0 for some
t ∈ [0, T ], the integral J is ﬁnite due to the fact that 1{h(s)<a<h(t)} = 0. In
the case of Tt(a) > 0 for some t ∈ [0, T ], if h(t) > a, one obtains Tt(a) < t for
these t ∈ [0, T ].
Therefore we have
J1(a) =
∫ T
0
∫ t
0
1{h(s)<a<h(t)}
(t− s)1+β dsdt
≤
∫ T
0
∫ Tt(a)
0
1{a<h(t)}
(t− s)1+β dsdt
=
∫ T
0
1{a<h(t)}
(
t− Tt(a)
)−β
β
dt−
∫ T
0
1{a<h(t)}
t−β
β
dt
≤
∫ T
0
1{a<h(t)}
(
t− Tt(a)
)−β
β
dt.
Now
J1(a) ≤
∫ T
0
1{a<h(t)}
(
t− Tt(a)
)−β
β
dt. (5.15)
Since h ∈ Cα([0, T ]), there exists a constant Hα(h) := sup
0≤s<t≤T
|h(t)− h(s)|
|t− s|α
such that
|h(t)− h(s)| ≤ Hα(h) |t− s|α. (5.16)
Now let s = Tt(a), we obtain
|h(t)− a| ≤ Hα(h) |t− Tt(a)|α.
Note that when a < h(t) holds for some t, |h(t)− a| and |t− Tt(a)| cannot be
zero. Therefore, in this case we derive that
|t− Tt(a)|−β ≤ Hδα(h) |h(t)− a|−δ,
where δ = βα .
Now (5.15) implies
J1(a) ≤ H
δ
α(h)
β
∫ T
0
|h(t)− a|−δ dt.
Since δ ∈ (0, 1), by Assumption 5.2.1 we obtain
J1(a) ≤ H
δ
α(h)
β
M = C,
where C is a constant independent of a.
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Therefore we have
J =
∫
K
J1(a)μ(da) ≤ C μ(K) < ∞.
The other term 1{h(t)<a≤h(s)} in (5.12) can be treated similarly by changing
order of the integrals, and considering the ﬁrst hitting time of function h into
level a during the time interval [s, T ] for s ∈ [0, T ], which is deﬁned as
T˜s(a) := sup{u ∈ [s, T ] : h(u) = a}.
If h never hits a on [s, T ], then let T˜s(a) = T . In the case of T˜s(a) = T for
some s ∈ [0, T ], the integral J is ﬁnite due to the fact that 1{h(t)<a<h(s)} = 0.
In the case of T˜s(a) < T for some s ∈ [0, T ], if h(s) > a, one obtains T˜s(a) > s
for these s ∈ [0, T ]. Then following similar arguments as above, we derive the
conclusion.
Remark 5.2.1. Let G be a function on [0, T ] deﬁned as
G(x) = F
(
h(x)
)
,
where h is in Cα+([0, T ]) for α ∈ (0, 1),  ∈ (0, 1− α) and F is in BV loc(IR).
By the proof of Theorem 5.2.1, we notice that the space of all functions G on
[0, T ] is a subset of the space Wα,10 ([0, T ]).
In above, h may have uncountably many crossings of some level a. However,
if h has countably many crossings of level a for any a ∈ IR over [0, T ], and the
set {t ∈ [0, T ] : h(t) = a} ∩ [0, c] is ﬁnite for every c < T , then we can deﬁne a
sequence of hitting points of h for level a on [0, T ] as
τak = 0, for k = 0,
τak = inf{u ∈ (τak−1, T ] : h(u) = a}, for k = 1, 2, . . .
In this case, instead of Assumption 5.2.1, we have the following assumption.
Assumption 5.2.2. Let h be a continuous function on [0, T ]. Assume that h
has countably many crossings of any level a, and the set {t ∈ [0, T ] : h(t) =
a} ∩ [0, c] is ﬁnite for every c < T . Moreover, assume that for some δ ∈ (0, 1),
there exists a constant M such that
∣∣ ∞∑
k=1
(τak − τak−1)1−δ
∣∣ ≤ M,
for all a ∈ IR.
Then we have the following theorem.
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Theorem 5.2.2. Let F be a function in BV loc(IR). Let g be a function in
Cγ([0, T ]) with some γ ∈ (0, 1). Let h be a function in Cα([0, T ]) with α ∈ (0, 1)
such that α+γ > 1. Moreover, let h satisfy Assumption 5.2.2 with δ ∈ (1−γ, α).
Then the integral
(gLS)
∫ T
0
F
(
h(t)
)
dg(t)
exists.
Proof. By the arguments in the beginning of Chapter 5, it is enough to consider
an increasing, right-continuous function f such that the Lebesgue–Stieltjes
measure μ of f has a compact support K.
Choosing β = δ and following the same steps as in the proof of Theorem
5.2.1, we obtain (5.15). Now for (5.15), we can split the integral into a sum of
countably many pieces as
∫ T
0
1{a<h(t)}
(
t− Tt(a)
)−β
dt =
∞∑
k=1
∫ τak
τak−1
1{a<h(t)}
(
t− Tt(a)
)−β
dt
≤
∞∑
k=1
(
τak − τak−1
)1−β
1− β .
Since β = δ ∈ (1− γ, α), according to Assumption 5.2.2 we have
∞∑
k=1
(
τak − τak−1
)1−β ≤ M,
where M is independent of a. Therefore we obtain
sup
a∈K
J1(a) < ∞,
which implies
J =
∫
K
J1(a)μ(da) < ∞.
Here is an example of continuous functions h with countably inﬁnite crossings
of level a = 0.
Example 5.2.1. Consider a function
h(t) = t sin
(T
t
)
,
for t ∈ [0, T ]. We can see that h is continuous and has countably inﬁnite
crossings of level 0. Moreover, we can ﬁnd a sequence of hitting points for level
0 on [0, T ] as
τ0k =
T
kπ
, k = 1, 2, . . . .
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Note that now the last hitting point of h for level 0 is
Tt(0) =
T
π
.
Therefore, according to (5.15) we have
J1(0) ≤
∫ T
0
(
t− T
π
)−β
dt
≤ C,
where C is a constant.
5.2.2 Existence of Generalized Lebesgue–Stieltjes Integral for
Processes of Unbounded p-variation
Now we have shown the existence of the generalized Lebesgue–Stieltjes integral
for deterministic functions. In this section, we will consider a continuous
stochastic process X = (Xt)t∈[0,T ]. We say a process X ∈ Cα([0, T ]) with
α ∈ (0, 1), if almost all paths of X belong to the space Cα([0, T ]).
Theorem 5.2.3. Let F be a real-valued function in BV loc(IR). Let X ∈
Cα([0, T ]) with α ∈ (0, 1) be a process such that for almost every path, the
Assumption 5.2.1 is satisﬁed with a random constant M = M(ω). Let Y be a
process in Cγ([0, T ]) with γ ∈ (0, 1) such that α+ γ > 1. Then
(gLS)
∫ T
0
F (Xt) dYt
exists a.s.
Proof. Note that for diﬀerent path ofX, the random constantM in Assumption
5.2.1 will be a diﬀerent constant. Again, we can only consider an increasing,
right-continuous function f . Assume ﬁrst that the Lebesgue–Stieltjes measure
of f has a compact support. For every ω ∈ Ω, processes X and Y will become
Ho¨lder continuous functions on [0, T ] and M will become a constant. Then
by following similar steps as in the proof of Theorem 5.2.1, we can prove the
theorem.
Next, assume that the Lebesgue–Stieltjes measure of f does not have a
compact support. For any n ∈ IN, deﬁne
Ωn := {ω ∈ Ω : sup
t∈[0,T ]
|Xt| ∈ [0, n]},
and a function f˜n by
f˜n(x) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
f(−n), if x < −n,
f(x), if − n ≤ x ≤ n,
f(n), if x > n.
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Now f = f˜n on [−n, n] and the Lebesgue–Stieltjes measure of f˜n has a compact
support. Now the integral
(gLS)
∫ T
0
f˜n(Xt) dYt
is well deﬁned a.s. on Ωn for all n ∈ IN. Moreover, we have
(gLS)
∫ T
0
f˜n(Xt) dYt = (gLS)
∫ T
0
f(Xt) dYt
almost surely on Ωn. Since Ω = ∪n∈NΩn, we obtain
(gLS)
∫ T
0
f˜n(Xt) dYt = (gLS)
∫ T
0
f(Xt) dYt
almost surely for every ω ∈ Ω. This implies that we only need to consider some
f˜n such that the Lebesgue–Stieltjes measure of f˜n has a compact support.
Similar to the deterministic case, if X has countably crossings of any level
a ∈ IR, then deﬁne a sequence of hitting times of level a for X as
τa(k) = 0, for k = 0,
τa(k) = inf{u ∈ (τa(k − 1), T ] : Xu = a}, for k = 1, 2, . . .
Then we obtain a similar theorem of Theorem 5.2.2.
Theorem 5.2.4. Let F be a real-valued function in BV loc(IR). Let X be a
process in Cα([0, T ]) with α ∈ (0, 1), such that Assumption 5.2.2 is satisﬁed
with a random constant M = M(ω). Let Y be a process in Cγ([0, T ]) with
γ ∈ (0, 1) such that α+ γ > 1. Then
(gLS)
∫ T
0
F (Xt) dYt
exists a.s.
The proof follows the same arguments as in Theorem 5.2.3 and Theorem
5.2.2.
In the following section, we will discuss the existence of the generalized
Lebesgue–Stieltjes integral for processes with densities. However, note that
Theorem 5.2.3 and Theorem 5.2.4 can be applied to processes without densities
if certain assumptions are satisﬁed.
Existence of Generalized Lebesgue–Stieltjes Integral for Processes
with Densities
Instead of pathwise assumption for a process X, now let us consider a process
X which has a density. In this section, I will show that if X satisﬁes some
density assumption, the existence of the generalized Lebesgue–Stieltjes integral
can also be shown.
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Assumption 5.2.3. Let X be a stochastic process on [0, T ] with values in IR.
We assume that for almost every t ∈ [0, T ], Xt has a density pt(y) and there
exists a function gt ∈ L1([0, T ]) such that sup
y
pt(y) ≤ gt.
The following examples should convince the readers that the assumption is
not very restrictive.
Example 5.2.2. Let X be a stationary stochastic process such that X0 has a
bounded density p(y). Then sup
y
p(y) = C < ∞, and consequently we can take
g(t) = C. Therefore X satisﬁes Assumption 5.2.3.
Example 5.2.3. Let X be a Ho¨lder continuous Gaussian process with variance
function V (t). Then we have
sup
y
pt(y) =
1√
2πV (t)
.
Consequently, X satisﬁes Assumption 5.2.3 provided that V (t) ≥ ct2β for some
β < 1. Especially, this is usually satisﬁed for every interesting Gaussian process
X. Indeed, a natural assumption is that V (t) > 0 for every t > 0, i.e. there is
some randomness involved. On the other hand, for many interesting cases we
have X0 = 0, and thus one only has to study the behaviour of V (t) at zero. Now
if V (t) ≤ ct2β with some β > 1, then the process is Ho¨lder continuous of order
β at the origin. Hence if β > 1, the process would be constant which is hardly
interesting. Similarly, in the limiting case V (t) ∼ t2 the process is diﬀerentiable
in the mean square sense, and consequently one can apply classical integration
techniques.
Example 5.2.4. Assume that a process X satisﬁes Assumption 5.2.3. If we
add a deterministic drift f(t) and consider a process Yt = Xt− f(t), it is again
clear that then the process Y satisﬁes Assumption 5.2.3. Hence the results are
valid if one adds a suitably regular drift term into the model.
Example 5.2.5. Assume that a process X1 with density p˜t satisﬁes Assumption
5.2.3 and a process X2 with density pˆt is independent of X1. Then the density
of a process Y = X1 +X2 satisﬁes
pYt =
∫
p˜t(z − y)pˆt(y) dy < g(t)
∫
pˆt(y) dy = g(t),
where g ∈ L1([0, T ]). Consequently, the process Y also satisﬁes Assumption
5.2.3.
Now consider a process Z = X1 + X2 + . . . + Xn, where each Xi has a
density and is independent with each other. Moreover, assume that X1 satisﬁes
Assumption 5.2.3. Deﬁne Y2 = X1 +X2, then by the above statements, it is
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true that Y2 satisﬁes Assumption 5.2.3. Repeat this procedure for n > 2 and
in the end deﬁne Z = Yn = Yn−1 +Xn. We have that Z satisﬁes Assumption
5.2.3. To sum up, a ﬁnite sum of independent processes where only one process
satisﬁes Assumption 5.2.3 also satisﬁes Assumption 5.2.3.
Remark 5.2.2. In general, Malliavin calculus is a powerful tool to study the
existence and smoothness of the density (see, e.g. [61]). Moreover, it is known
that any random variable lying in some ﬁxed Wiener-chaos admits a density.
In particular, a ﬁnite sum of such variables admits a density.
The following lemma is a version of a similar lemma taken from [84], and it
is one of our key ingredients to prove the main theorems.
Lemma 5.2.1. Let X be a stochastic process such that Assumption 5.2.3 is
satisﬁed. Then for every function f : [0, T ] → IR and every α ∈ (0, 1) it holds
1)
E|Xt − f(t)|−α ≤ 2
1− αg(t) + 1.
2)
E
∫ T
0
|Xt − f(t)|−α dt ≤ 2
1− α‖g‖L1([0,T ]) + T.
Proof. 1) According to Assumption 5.2.3, we obtain
E|Xt − f(t)|−α =
∫
IR
|y − f(t)|−αpt(y) dy
=
∫ f(t)+1
f(t)−1
|y − f(t)|−αpt(y) dy +
∫
IR\[f(t)−1,f(t)+1]
|y − f(t)|−αpt(y) dy
≤ g(t)
∫ f(t)+1
f(t)−1
|y − f(t)|−α dy + 1
=
2
1− α g(t) + 1.
2) We have
E
∫ T
0
|Xt − f(t)|−α dt =
∫ T
0
E|Xt − f(t)|−α dt.
Thus from 1) we obtain
E
∫ T
0
|Xt − f(t)|−α dt ≤
∫ T
0
2
1− α g(t)dt+ T ≤
2
1− α‖g‖L1([0,T ]) + T.
The main theorem is stated as follows.
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Theorem 5.2.5. Let F be a real-valued function in BV loc(IR). Let X ∈
Cα([0, T ]) with α ∈ (0, 1) satisfy the Assumption 5.2.3, and Y ∈ Cγ([0, T ])
with γ ∈ (0, 1) such that α+ γ > 1. Then the integral
(gLS)
∫ T
0
F (Xt) dYt
exists a.s.
Proof. Choose some β ∈ (1 − γ, α), and by Remark 2.3.1, we know that
Y ∈ W 1−β,∞T a.s. Hence according to Proposition 3.2.6, the integral is well-
deﬁned if F (X) ∈ W β,10 a.s.
By the arguments in the beginning of Chapter 5 and the proof of Theorem
5.2.3, instead of F , we only need to consider an increasing and right-continuous
function f , such that the Lebesgue–Stieltjes measure μ of f has a compact
support K.
Following similar arguments as in the proof of Theorem 5.2.1, what we need
to show is that
J˜ :=
∫
K
∫ T
0
∫ t
0
1{Xs<a≤Xt}
|t− s|1+β dsdt μ(da) < ∞, a.s.
where μ is the Lebesgue–Stieltjes measure of f .
Note here that since Xt has a density for almost every t ∈ [0, T ], for every
ﬁxed a, every s and almost every t in [0, T ] we have
1{Xs<a≤Xt} = 1{Xs<a<Xt} a.s.
Denote
J :=
∫
K
∫ T
0
∫ t
0
1{Xs<a<Xt}
|t− s|1+β dsdt μ(da).
Now J˜ − J is a non-negative random variable. By applying Tonelli’s theorem,
we obtain that IE(J˜ − J) = 0. Therefore,
J˜ = J a.s.
Denote
J1(a) :=
∫ T
0
∫ t
0
1{Xs<a<Xt}
|t− s|1+β dsdt,
and we have
J =
∫
K
J1(a)μ(da).
The last hitting time of X into level a during the time interval [0, t] is deﬁned
as
Tt(a) := sup{u ∈ [0, t] : Xu = a}.
When Tt(a) = 0 for some t ∈ [0, T ], one has 1{Xs<a<Xt} = 0, and the above
integral J becomes 0. Therefore, we only need to consider the case when
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Tt(a) > 0 for some t ∈ [0, T ]. Note that on the set {ω ∈ Ω : a < Xt} we have
Tt(a) < t.
Following similar arguments in the proof of Theorem 5.2.1, we obtain
J1(a) ≤
∫ T
0
1{a<Xt}
(
t− Tt(a)
)−β
β
dt.
SinceX ∈ Cα([0, T ]), there exists a random constantHα(X) := sup
0≤s<t≤T
|Xt −Xs|
|t− s|α
such that
|Xt −Xs| ≤ Hα(X) |t− s|α. (5.17)
Now if we let s = Tt(a), then on the event Aa,t := {ω ∈ Ω : Xs =
a, for some s ∈ [0, t)}, we obtain
|Xt − a| ≤ Hα(X) |t− Tt(a)|α.
For each t > 0, on the event Aa,t ∩ {a < Xt}, it holds that |Xt − a| and
|t− Tt(a)| are nonzero. Therefore, on Aa,t ∩ {a < Xt} we have
|t− Tt(a)|−β ≤ Hδα(X) |Xt − a|−δ,
where δ = βα .
Therefore we obtain∫ T
0
1{a<Xt}
(
t− Tt(a)
)−β
β
dt ≤ β−1Hδα(X)
∫ T
0
|Xt − a|−δ dt. (5.18)
Next denote J2(a) :=
∫ T
0 |Xt − a|−δ dt. Now (5.18) becomes
J1(a) ≤ β−1Hδα(X) J2(a).
Since δ ∈ (0, 1), according to Assumption 5.2.3 and Lemma 5.2.1, we get
EJ2(a) ≤ C1,
where C1 is a ﬁnite constant independent of a.
Now
J =
∫
K
J1(a)μ(da)
≤ β−1Hδα(X)
∫
K
J2(a)μ(da).
(5.19)
Since
E
∫
K
J2(a)μ(da) ≤
∫
K
EJ2(a)μ(da) ≤ μ(K)C1,
together with the fact that Hδα(X) is ﬁnite for almost every path of X, we
obtain
J =
∫
K
J1(a)μ(da) < ∞ a.s.
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Remark 5.2.3. Note that I am not claiming that
E
∫ T
0
∫ t
0
∫
K 1{Xs<a<Xt} μ(da)
|t− s|1+α dsdt < ∞
in general. Indeed, the upper bound depends on the random variable representing
the Ho¨lder constant of the process X which may or may not have a ﬁnite
expectation.
Remark 5.2.4. In [84], the author showed the existence of the generalized
Lebesgue–Stieltjes integral of some functionals of fractional Brownian motion.
For Ho¨lder continuous processes satisfying Assumption 5.2.3, the existence of
generalized Lebesgue–Stieltjes integral of those functionals can also be shown
by similar arguments in [84]. Moreover, in order to ﬁnd the Ho¨lder coeﬃcients
in (5.17), Garsia-Rodemich-Rumsey inequality reviewed in Chapter 2 can be
applied as a tool.
Consider a process deﬁned as
Zt = F (Xt), (5.20)
where F is a real-valued function in BV loc(IR) and X is a stochastic process in
Cα+([0, T ]) for α ∈ (0, 1) and  ∈ (0, 1− α) satisfying Assumption 5.2.3. We
are not assuming that a density of Z itself exists. Indeed, this is rarely the
case as can be seen by considering the function F (x) = 1x≥0.
Remark 5.2.5. Theorem 5.2.5 implies that the sample paths of the above pro-
cess Z lie between the space of (α+ )-Ho¨lder continuous functions Cα+([0, T ])
and the fractional Besov space Wα,10 ([0, T ]).
Let τ be an a.s. ﬁnite random variable. Then the following theorem is a
straightforward consequence of Theorem 5.2.5, and the proof goes analogously
to the proof of similar theorem in [81].
Theorem 5.2.6. Let F be a real-valued function in BV loc(IR). Let X ∈
Cα([0, T ]) with α ∈ (0, 1) satisfy Assumption 5.2.3, and Y ∈ Cγ([0, T ]) with
γ ∈ (0, 1) such that α + γ > 1. Let τ ≤ T be a bounded random time. Then
the integral
(gLS)
∫ τ
0
F (Xt) dYt
exists a.s.
Proof. By the same arguments as in the beginning of Chapter 5 and the proof
of Theorem 5.2.3, it is enough to consider an increasing, right-continuous
f , such that the Lebesgue–Stieltjes measure of f has a compact support K.
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Choose some β ∈ (1 − γ, α), then Yt 1{t≤τ} ∈ W 1−β,∞T a.s. by Remark 2.3.1.
Thus by Proposition 3.2.6, we only need to show that f(Xt)1{t≤τ} ∈ W β,10 a.s.
For the ﬁrst term in the norm ‖f(Xt)1{t≤τ}‖β,1, we can make an upper bound
by
1{t≤τ} ≤ 1,
and proceed as in the proof of Theorem 5.2.5. For the second term in the norm
‖f(Xt)1{t≤τ}‖β,1, we have∫ T
0
∫ t
0
|f(Xt)1{t≤τ} − f(Xs)1{s≤τ}|
|t− s|1+β dsdt.
If s ≤ t ≤ τ , then we can proceed as in the proof of Theorem 5.2.5. If τ < s ≤ t,
then the integral becomes 0. If τ < t and s ≤ τ , now by the fact that f is
bounded on compact sets, we have∫ T
τ
∫ τ
0
|f(Xs)|
|t− s|1+β dsdt
≤C1(β) sup
s∈[0,T ]
|f(Xs)|
∫ T
τ
(t− τ)−β dt
≤C(β) sup
s∈[0,T ]
|f(Xs)|T 1−β
<∞,
where C(β) and C1(β) are constants depend on the index β. This completes
the proof.
5.3 Integration of Multidimensional Processes
Having studied the pathwise integration of one-dimensional unbounded p-
variation processes for p ≥ 1, now we want to apply the generalized Lebesgue–
Stieltjes integral for multidimensional unbounded p-variation processes with
p ≥ 1. In the following, we denote x = (x1, . . . , xd) and a = (a1, . . . , ad) for
d-dimensional vector.
Deﬁnition 5.3.1. R(IRd) is deﬁned to be the class of functions f : IRd → IR
and functions g = f Lebesgue-almost everywhere so that
f(x) :=
n∑
k=1
fk
(
Πk(x)
)
,
where n ∈ IN, Πk : IRd → IRσ(k) is a coordinate projection, and fk : IRσ(k) → IR
with some integer σ(k) ≤ d is a function satisfying
fk(x) := ck
∫
IRσ(k)
σ(k)∏
i=1
sgn(xi − ai)μ(da) + dk,
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where sgn(x) = 1{x≥0} − 1{x<0}, ck, dk are some real numbers for every k and
μ is a ﬁnite Radon measure on IRσ(k).
Through the following examples, we can see that the class R(IRd) includes
many interesting functions.
Example 5.3.1. Let f(x1, . . . , xd) :=
d∑
k=1
fk(xk), where fk ∈ BV (IR) for every
k = 1, . . . , d. By Jordan decomposition, fk = f
1
k − f2k , where f1k and f2k are
increasing functions. For f1k and f
2
k , there exist right-continuous and increasing
f1k+ and f
2
k+ such that f
1
k = f
1
k+ and f
2
k = f
2
k+ Lebesgue-almost everywhere.
According to Remark 2.2.1, f1k+ (resp. f
2
k+) together with the ﬁnite Lebesgue–
Stieltjes measure μ1k (resp. μ
2
k) of f
1
k+ (resp. f
2
k+) satisfy the representation
(2.6).
For every k = 1, . . . , d,
fk+(xk) =
1
2
∫
IR
sgn(xk − a)μ1k(da) + C1k −
1
2
∫
IR
sgn(xk − a)μ2k(da)− C2k
=
1
2
∫
IR
sgn(xk − a) (μ1k − μ2k)(da) + C1k − C2k
=
1
2
∫
IR
sgn(xk − a)μk(da) + Ck,
where μk = μ
1
k − μ2k is a ﬁnite signed measure, and Ck = C1k − C2k with some
constants C1k and C
2
k . Moreover fk+ = fk Lebesgue-almost everywhere.
Therefore,
f(x1, . . . , xd) =
1
2
d∑
k=1
∫
IR
sgn(xk − a)μk(da) +
d∑
k=1
Ck.
Clearly, f ∈ R(IRd).
Example 5.3.2. Let f(x1, . . . , xd) :=
d∏
k=1
fk(xk), where fk ∈ BV (IR) for every
k = 1, . . . , d. Follow the same arguments as in Example 5.3.1, we obtain
fk+(xk) =
1
2
∫
IR
sgn(xk − a)μk(da) + Ck,
where μk is a ﬁnite signed measure, Ck is some constant and Ck may be
diﬀerent for every k. Moreover fk+ = fk Lebesgue-almost everywhere.
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Now consider d = 2 for simplicity,
2∏
k=1
fk+(xk)
=
2∏
k=1
(1
2
∫
IR
sgn(xk − a)μk(da) + Ck
)
=
1
4
∫
IR
sgn(x1 − a)μ1(da)
∫
IR
sgn(x2 − a)μ2(da)
+
C1
2
∫
IR
sgn(x2 − a)μ2(da) + C2
2
∫
IR
sgn(x1 − a)μ1(da) + C1C2
=
1
4
∫
IR2
2∏
k=1
sgn(xk − ak)μ(da) + C1
2
∫
IR
sgn(x2 − a)μ2(da)
+
C2
2
∫
IR
sgn(x1 − a)μ1(da) + C1C2,
where μ := μ1 ⊗ μ2 is the product measure of the signed measures μ1 and μ2.
Therefore, f(x1, x2) ∈ R(IR2). For d > 2, we can follow the same arguments
to show that f ∈ R(IRd).
5.3.1 Existence of Generalized Lebesgue–Stieltjes Integral for
Multivariable Functions
Similar to one-dimensional case, we will start with deterministic functions ﬁrst.
Consider a d-dimensional vector α = (α1, . . . , αd) where every αk ∈ (0, 1) for
k = 1, . . . , d.
Deﬁnition 5.3.2. Let h = (h1, . . . , hd) be a function from [0, T ] into IRd. We
denote h ∈ Cα([0, T ]) if every function hk ∈ Cαk([0, T ]) for k = 1, . . . , d.
Theorem 5.3.1. Let f : IRd → IR be a function in the class R(IRd), h be a
function from [0, T ] into IRd such that h ∈ Cα¯([0, T ]) and g be a function in
Cγ([0, T ]) with γ ∈ (0, 1). Suppose that every hk satisﬁes Assumption 5.2.1
with a constant Mk for k = 1, . . . , d. Moreover, if αk + γ > 1 for every
k = 1, . . . , d, then the integral
(gLS)
∫ T
0
f
(
h(t)
)
dg(t)
exists.
Proof. Step 1. Take f = f(x1, . . . , xd) such that
f(x1, . . . , xd) =
∫
IRd
d∏
i=1
sgn(xi − ai)μ(da),
where μ is a ﬁnite Radon measure on IRd.
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Let x = (x1, . . . , xd) and y = (y1, . . . , yd). Observe that
f(y)− f(x) =
∫
IRd
d∏
i=1
sgn(yi − ai)μ(da)−
∫
IRd
d∏
i=1
sgn(xi − ai)μ(da)
=
∫
IRd
( d∏
i=1
sgn(yi − ai)−
d∏
i=1
sgn(xi − ai)
)
μ(da).
Note that
sgn(yi − ai)− sgn(xi − ai) = 21{xi<ai≤yi} − 21{yi<ai≤xi}.
Moreover,
| sgn(yi − ai)− sgn(xi − ai)| ≤ 2.
Moreover, we obtain
∣∣∣ d∏
i=1
sgn(yi − ai)−
d∏
i=1
sgn(xi − ai)
∣∣∣ ≤ 2d d∑
i=1
(
1{xi<ai≤yi} + 1{yi<ai≤xi}
)
.
Therefore we can conclude
|f(y)− f(x)| ≤ 2d
∫
IRd
d∑
i=1
(
1{xi<ai≤yi} + 1{yi<ai≤xi}
)
μ(da). (5.21)
Choose some β ∈ (1− γ,min(α1, . . . , αd)), then g ∈ W 1−β,∞T . According to
Proposition 3.2.6, the generalized Lebesgue–Stieltjes integral exists if
‖f(h(t))‖β,1 < ∞.
For the ﬁrst term in the norm ‖·‖β,1, according to (5.21), |f | is bounded,
therefore∫ T
0
∣∣f(h1(t), . . . , hd(t))∣∣
tβ
dt ≤ sup
0≤t≤T
|f(h1(t), . . . , hd(t))| ∫ T
0
1
tβ
dt < ∞.
For the second term in the norm ‖·‖β,1, according to (5.21), we obtain
∣∣f(h1(t), . . . , hd(t))− f(h1(s), . . . , hd(s))∣∣
≤2d
∫
IRd
( d∑
i=1
1{hi(s)<ai≤hi(t)} +
d∑
i=1
1{hi(t)<ai≤hi(s)}
)
μ(da)
=2d
d∑
i=1
∫
IRd
(
1{hi(s)<ai≤hi(t)} + 1{hi(t)<ai≤hi(s)}
)
μ(da).
Therefore, we obtain
∫ T
0
∫ t
0
|f(h1(t), . . . , hd(t))− f(h1(s), . . . , hd(s))|
|t− s|1+β dsdt
≤2d
d∑
i=1
∫ T
0
∫ t
0
∫
IRd
(
1{hi(s)<ai≤hi(t)} + 1{hi(t)<ai≤hi(s)}
)
μ(da)
|t− s|1+β dsdt.
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By symmetry we only consider the case 1{hi(s)<ai≤hi(t)}. According to Tonelli’s
theorem, we obtain ∫ T
0
∫ t
0
∫
IRd
1{hi(s)<ai≤hi(t)}
|t− s|1+β μ(da) dsdt
=
∫
IRd
∫ T
0
∫ t
0
1{hi(s)<ai≤hi(t)}
|t− s|1+β dsdt μ(da).
According to Assumption 5.2.1 and similar arguments which derive (5.14) in
the proof of Theorem 5.2.1, we obtain
J i :=
∫
IRd
∫ T
0
∫ t
0
1{hi(s)<ai≤hi(t)}
|t− s|1+β dsdt μ(da)
=
∫
IRd
∫ T
0
∫ t
0
1{hi(s)<ai<hi(t)}
|t− s|1+β dsdt μ(da),
(5.22)
and
J1(ai) :=
∫ T
0
∫ t
0
1{hi(s)<ai<hi(t)}
|t− s|1+β dsdt.
Therefore we have
J i =
∫
IRd
J1(ai)μ(da).
Recall that for every function hi with i = 1, . . . , d, the last hitting time of hi
into level ai during the time interval [0, t] for t ∈ [0, T ] is deﬁned as
T it (ai) := sup{u ∈ [0, t] : hi(u) = ai}.
If hi never hits ai on [0, t], let T
i
t (ai) = 0. If T
i
t (ai) = 0 for some t, then
1{hi(s)<ai<hi(t)} is 0 for these t. Therefore we only need to consider the case
when T it (ai) > 0. If h
i(t) > ai for some t, then T
i
t (ai) < t for these t. Thus by
following the same arguments as in the proof of Theorem 5.2.1, we derive
J1(ai) ≤
∫ T
0
∫ t
0
1{hi(s)<ai<hi(t)}
|t− s|1+β dsdt
≤
∫ T
0
1{ai<hi(t)}
(
t− T it (ai)
)−β
β
dt.
Since hi ∈ Cαi([0, T ]), by following similar arguments in the proof of Theorem
5.2.1 we obtain
J1(ai) ≤
Hδiαi(h
i)
β
∫ T
0
|hi(t)− ai|−δi dt,
where Hαi(h
i) is the Ho¨lder coeﬃcient of hi and δi =
β
αi
. Since δi ∈ (0, 1),
according to Assumption 5.2.1, it follows
J1(ai) ≤
Hδiαi(h
i)
β
Mi = Ci,
where Ci is a constant independent of a. This implies
J i =
∫
IRd
J1(ai)μ(da) < ∞.
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Therefore, we conclude∫ T
0
∫ t
0
|f(h1(t), . . . , hd(t))− f(h1(s), . . . , hd(s))|
|t− s|1+β dsdt
≤2d
d∑
i=1
∫ T
0
∫ t
0
∫
IRd
(
1{hi(s)<ai≤hi(t)} + 1{hi(t)<ai≤hi(s)}
)
μ(da)
|t− s|1+β dsdt
<∞.
Step 2. For general f ∈ R(IRd), by linearity of the generalized Lebesgue–
Stieltjes integral, we can obtain the result.
Remark 5.3.1. Let f : IRd → IR be a function in C2(IRd) and let g : IR → IR be
a function in BV (IR). We have already known that g = g1 − g2 for increasing
g1 and g2, and g
1 = g1+ (resp. g
2 = g2+) Lebesgue-almost surely for right-
continuous increasing g1+ (resp. g
2
+). Moreover, g
1
+ (resp. g
2
+) together with
the ﬁnite Lebesgue–Stieltjes measure μ1 (resp. μ2) of g
1
+ (resp. g
2
+) admit the
representation (2.6). Let x = (x1, . . . , xd). For g+ = g
1
+ − g2+ we get
g+
(
f(x)
)
=
1
2
∫
IR
sgn
(
f(x)− a)μ(da) + C
=
1
2
∫
IR
(
1{a≤f(x)} − 1{f(x)<a}
)
μ(da) + C,
where μ = μ1 − μ2 is a ﬁnite signed measure, and C is some constant. Since f
is in C2(IRd), by Taylor expansion, we obtain
f(x) = f(0) +
d∑
k=1
∂xkf(0)xk +
∑
|r|=2
hr(x)
2, (5.23)
where lim
x→0
hr(x) = 0. Now let xk = u
k(t), where uk(t) is a Ho¨lder continuous
function of order αk ∈ (0, 1) for every k = 1, . . . , d on [0, T ]. Let x = u(t) =(
u1(t), . . . , ud(t)
)
, and (5.23) becomes
f(x) =f
(
u(t)
)
= f
(
u1(t), . . . , ud(t)
)
=f(0) +
d∑
k=1
∂xkf(0)u
k(t) + o
((
u(t)
)2)
.
It is clear that f is Ho¨lder continuous of order min(α1, . . . , αd). Now we have
g+
(
f
(
u(t)
))
=
1
2
∫
IR
(
1{a≤f(u(t))} − 1{f(u(t))<a}
)
μ(da) + C,
Lebesgue-almost everywhere, which reduces back to one-dimensional case. There-
fore for v ∈ Cγ([0, T ]) with γ ∈ (0, 1) such that αk+γ > 1 for every k = 1, . . . , d,
if Assumption 5.2.1 is satisﬁed for every uk, then
(gLS)
∫ T
0
g ◦ f ◦ u(t) dv(t)
exists.
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5.3.2 Existence of Generalized Lebesgue–Stieltjes Integral for
Multidimensional Processes
Consider a d-dimensional vector α = (α1, . . . , αd) where every αk ∈ (0, 1) for
k = 1, . . . , d.
Deﬁnition 5.3.3. Let X = (X1, . . . , Xd) be a multidimensional stochastic
process on [0, T ]. We denote X ∈ Cα([0, T ]) if for every k = 1, . . . , d we have
Xk ∈ Cαk([0, T ]).
Theorem 5.3.2. Let f : IRd → IR be a function in R(IRd). Let X be a process
in Cα([0, T ]) such that every Xk for k = 1, . . . , d satisﬁes Assumption 5.2.3
and Y be a process in Cγ([0, T ]) with γ ∈ (0, 1). If αk + γ > 1 for every
k = 1, . . . , d, then the integral
(gLS)
∫ T
0
f(Xt) dYt
exists a.s.
Proof. Choose some β ∈ (1− γ,min(α1, . . . , αd)), then the paths of Y belong
to the space W 1−β,∞T a.s. According to Proposition 3.2.6, the generalized
Lebesgue–Stieltjes integral exists if
‖f(X1t , . . . , Xdt )‖β,1 < ∞ a.s.
Following similar arguments as in the proof of Theorem 5.3.1, the ﬁrst term in
the norm ‖·‖β,1 is ﬁnite a.s. For the second term in the norm ‖·‖β,1, we can
write as follows
|f(X1t , . . . , Xdt )− f(X1s , . . . , Xds )|
≤2d
∫
IRd
( d∑
i=1
1{Xis<ai≤Xit} +
d∑
i=1
1{Xit<ai≤Xis}
)
μ(da)
=2d
d∑
i=1
∫
IRd
(
1{Xis<ai≤Xit} + 1{Xit<ai≤Xis}
)
μ(da).
(5.24)
We will only consider the case 1{X1s<a1≤X1t } since the other case can be treated
similarly. Note that Xkt , for k = 1, . . . , d has a density for almost every t,
therefore for every s and almost every t ∈ [0, T ] we have
1{X1s<a1≤X1t } = 1{X1s<a1<X1t } a.s.
The rest of the proof goes similarly as the proof of Theorem 5.2.5 and 5.3.1.
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5.4 Change of Variables Formula
In this section, we will prove a change of variables formula and we will ﬁx the
gaps in literature as explained in section 5.1. First, we will recall a change of
variables formula for smooth functions taken from [71].
Theorem 5.4.1. Let F be a real-valued function in C2(IR).
(i) If h is a function in Cα([0, T ]) with α > 12 , then
F
(
h(T )
)− F (h(0)) = (RS) ∫ T
0
F ′
(
h(t)
)
dh(t).
(ii) If X is a Ho¨lder continuous process of order α > 12 on [0, T ], then
F (XT )− F (X0) = (RS)
∫ T
0
F ′(Xt) dXt.
Proof. It is well known that by Taylor’s theorem and the fact that the quadratic
variation of α-Ho¨lder continuous function with α > 12 is 0, one can derive
F
(
h(t)
)
= F
(
h(0)
)
+ (RS)
∫ t
0
F ′
(
h(s)
)
dh(s), t ∈ [0, T ].
If X is a Ho¨lder continuous process of order α > 12 , then by Taylor’s theorem
and the fact that the quadratic variation of X is zero, we obtain
F (Xt) = F (X0) + (RS)
∫ t
0
F ′(Xt) dXt, t ∈ [0, T ].
Theorem 5.4.1 is quite clear since a smooth function of a Ho¨lder continuous
function is still Ho¨lder continuous. Therefore, by Young’s integration theory,
Riemann–Stieltjes integral exists.
Next we will consider the general case when F may not be smooth enough.
Recall from Section 2.2.2 that we deﬁne LCconv(IR) to be the space of functions
which are linear combinations of convex functions on IR.
Theorem 5.4.2. Let F be a real-valued function in LCconv(IR).
(i) If h is a function in Cα([0, T ]) with α > 12 such that Assumption 5.2.1 is
satisﬁed, then
F
(
h(T )
)− F (h(0)) = (gLS)∫ T
0
F ′+
(
h(t)
)
dh(t). (5.25)
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(ii) If X is a Ho¨lder continuous process of order α > 12 on [0, T ] such that
Assumption 5.2.3 is satisﬁed, then
F (XT )− F (X0) = (gLS)
∫ T
0
F ′+(Xt) dXt. (5.26)
Before giving the proof, recall the following fundamental result ﬁrst. Consider
a space S = [0, T ]2, equipped with a measure η given by
η(A) =
∫ T
0
∫ T
0
1A dsdt,
where A ⊂ S. Clearly, η is the Lebesgue measure on IR2 restricted to S, thus
η is a ﬁnite measure on S. Consequently, it is straightforward to obtain the
following theorem.
Theorem 5.4.3. Let fn be a sequence of positive and integrable functions
on (S, η). Let f be a positive and integrable function on (S, η) such that
fn(s, t) → f(s, t) for almost every (s, t) ∈ S as n → ∞. Then the following
statements are equivalent:
1) the sequence fn is η-uniformly integrable,
2) fn → f in L1(S, η) as n → ∞,
3)
∫
fndη →
∫
f dη as n → ∞.
Remark 5.4.1. Usually, the above theorem can be found for probability mea-
sures. Note that the only key feature is the fact that the measure η needs to be
ﬁnite.
The following lemma is needed for proving Theorem 5.4.2.
Lemma 5.4.1. Let h be a function in Cα([0, T ]) with order α ∈ (0, 1) such
that Assumption 5.2.1 is satisﬁed. Let β be a constant in (0, α), then
J1(a) :=
∫ T
0
∫ t
0
1{h(s)<a<h(t)}
|t− s|1+β dsdt (5.27)
is a continuous function with a compact support.
Proof. Since h is a continuous function on [0, T ], h is bounded over [0, T ]. For
a ∈ IR which lies outside of the range of h, J1(a) will be 0. This implies that
J1(a) has a compact support.
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Let  > 0 and ﬁrst consider
J1(a+ )− J1(a) =
∫ T
0
∫ t
0
1{h(s)<a+<h(t)} − 1{h(s)<a<h(t)}
|t− s|1+β dsdt
=
∫ T
0
∫ t
0
1{a≤h(s)<a+<h(t)} − 1{h(s)<a<h(t)≤a+}
|t− s|1+β dsdt
=
∫ T
0
∫ t
0
1{a≤h(s)<a+<h(t)}
|t− s|1+β dsdt−
∫ T
0
∫ t
0
1{h(s)<a<h(t)≤a+}
|t− s|1+β dsdt
:=I1(a, )− I2(a, ).
For I2, we have
I2(a, ) =
∫ T
0
∫ t
0
1{h(s)<a<h(t)≤a+}
|t− s|1+β dsdt
≤
∫ T
0
∫ t
0
1{h(s)<a<h(t)}
|t− s|1+β dsdt.
Therefore, according to Theorem 5.2.1,
1{h(s)<a<h(t)≤a+}
|t−s|1+β has an integrable upper
bound with respect to the Lebesgue measure η.
Recall that the last hitting time of h into level a over the time [0, t] is deﬁned
as
Tt(a) := sup{u ∈ [0, t] : h(u) = a}.
If h never hits a on [0, t], then let Tt(a) = 0. If Tt(a) > 0 for some t ∈ [0, T ]
and a < h(t) holds, then Tt(a) < t for those t. Then we have
I2(a, ) =
∫ T
0
∫ t
0
1{h(s)<a<h(t)≤a+}
|t− s|1+β dsdt
=
∫ T
0
∫ Tt(a)
0
1{h(s)<a<h(t)≤a+}
|t− s|1+β dsdt
=
∫ T
0
1{a<h(t)≤a+}
∫ Tt(a)
0
1{h(s)<a}
|t− s|1+β dsdt.
Note that
1{a<h(t)≤a+} → 0,
as  → 0 from above. Therefore, by applying dominated convergence theorem
to I2(a, ), we obtain
lim
→0
I2(a, )
=
∫ T
0
lim
→0
1{a<h(t)≤a+}
∫ Tt(a)
0
1{h(s)<a}
|t− s|1+β dsdt
=0,
as  → 0 from above.
Now let us turn to I1, which is
I1(a, ) =
∫ T
0
∫ t
0
1{a≤h(s)<a+<h(t)}
|t− s|1+β dsdt
≤
∫ T
0
∫ t
0
1{h(s)<a+<h(t)}
|t− s|1+β dsdt.
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Therefore, according to Theorem 5.2.1,
1{a≤h(s)<a+<h(t)}
|t−s|1+β has an integrable upper
bound with respect to the Lebesgue measure η.
Now we can rewrite
I1(a, ) =
∫ T
0
∫ t
0
1{a≤h(s)<a+<h(t)}
|t− s|1+β dsdt
=
∫ T
0
∫ T
s
1{a≤h(s)<a+<h(t)}
|t− s|1+β dtds.
Deﬁne T˜s(a+ ) to be the ﬁrst hitting time of h into level a+  over the time
interval [s, T ], i.e.
T˜s(a+ ) := inf{u ∈ [s, T ] : h(u) = a+ }.
If h never hits a +  on [s, T ], then let T˜s(a + ) = T . If T˜s(a + ) < T and
h(s) < a+  holds for some s, then T˜s(a+ ) > s. Then
I1(a, ) =
∫ T
0
∫ T
s
1{a≤h(s)<a+<h(t)}
|t− s|1+β dtds
=
∫ T
0
∫ T
T˜s(a+)
1{a≤h(s)<a+<h(t)}
|t− s|1+β dtds
=
∫ T
0
1{a≤h(s)<a+}
∫ T
T˜s(a+)
1{a+<h(t)}
|t− s|1+β dtds
≤
∫ T
0
1{a≤h(s)<a+}
∫ T
T˜s(a+)
1
|t− s|1+β dtds
≤
∫ T
0
1{a≤h(s)<a+}β−1
(
T˜s(a+ )− s
)−β
ds.
According to the proof of Theorem 5.2.1, we have
(
T˜s(a+ )− s
)−β ≤ Hδα(h)|a+ − h(s)|−δ,
where Hα(h) is the Ho¨lder constant of h and δ =
β
α . Therefore we obtain
I1(a, ) ≤ H
δ
α(h)
β
∫ T
0
1{a≤h(s)<a+}|a+ − h(s)|−δ ds.
By Ho¨lder inequality, for p > 1, q > 1δ such that
1
p +
1
q = 1, we obtain∫ T
0
1{a≤h(s)<a+}|a+ − h(s)|−δ ds
≤
(∫ T
0
(
1{a≤h(s)<a+}
)p
ds
)1/p(∫ T
0
|a+ − h(s)|−δq ds
)1/q
≤
(∫ T
0
1{a≤h(s)<a+} ds
)1/p
M1/q,
(5.28)
since by Assumption 5.2.1, for δq ∈ (0, 1),
∫ T
0
|a+ − h(s)|−δq ds ≤ M.
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Now ∫ T
0
1{a≤h(s)<a+} ds = λ({s ≤ t : h(s) ∈ [a, a+ )}),
where λ is the Lebesgue measure. Since λ({s ≤ T : h(s) ∈ [a, a+)}) → λ({s ≤
T : h(s) = a}) as  → 0 from above, according to Assumption 5.2.1 we have
λ({s ≤ T : h(s) = a}) = 0. Therefore, by applying dominated convergence
theorem to I1(a, ), we conclude I1(a, ) → 0 as  → 0 from above.
For J1(a)− J1(a− ), by following similar arguments as above, we can also
derive that
J1(a)− J1(a− ) → 0,
as  → 0 from above. Thus we complete the proof.
Remark 5.4.2. If all the conditions in Lemma 5.4.1 are fulﬁlled, then by
following similar arguments in the proof of Lemma 5.4.1, it can be shown that
J˜1(a) :=
∫ T
0
∫ t
0
1{h(t)<a<h(s)}
|t− s|1+β dsdt (5.29)
is also a continuous function with a compact support.
Proof of Theorem 5.4.2. (i) Let Fn be the smooth approximation of F deﬁned
as in equation (5.6). Then Fn converges to F pointwise, and F
′
n increases to
F ′+. Since Fn is smooth, by Theorem 5.4.1, for t ∈ [0, T ] we have
Fn
(
h(t)
)− Fn(h(0)) = (RS)
∫ t
0
F ′n
(
h(s)
)
dh(s).
Note that Fn
(
h(t)
)→ F (h(t)) and Fn(h(0))→ F (h(0)) Lebesgue-almost
everywhere. Hence we only need to prove the convergence of integrals
(RS)
∫ t
0
F ′n
(
h(s)
)
dh(s) → (gLS)
∫ t
0
F ′+
(
h(s)
)
dh(s).
Since F ∈ LCconv(IR), by Proposition 2.2.2, we have F ′+ ∈ BV loc(IR). By
linearity of diﬀerentiation, instead of F together with F ′+, it is suﬃcient
to consider a convex function f together with its right-sided derivative f ′+.
Assume that the Lebesgue–Stieltjes measure μ of f ′+ has a compact support
K. Otherwise, by similar arguments in the beginning of Chapter 5, we can
always construct a sequence of f˜n which equals f on [−n, n] and the Radon
measure corresponding to f˜n has a compact support. Therefore, by Theorem
2.1.1, f ′+ admits a representation (2.6) with respect to μ.
Note that, by linearity of the generalized Lebesgue–Stieltjes integral, instead
of Fn it is suﬃcient to consider smooth approximation fn of f deﬁned as
equation (5.6). Since fn is smooth, for t ∈ [0, T ] we get
fn
(
h(t)
)
= fn
(
h(0)
)
+ (gLS)
∫ t
0
f ′n
(
h(s)
)
dh(s).
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This can be seen by Proposition 3.2.5. Moreover, we can assume that the
support of f ′′n equals the support of μ. Indeed, as above we can deﬁne
auxiliary function f˜n,k for which f˜
′′
n,k has a compact support and f˜n,k is equal
to fn on the set [−n, n]. According to (5.9), if g is a real-valued continuous
function with a compact support, then
lim
n→∞
∫
IR
g(x)f ′′n(x) dx =
∫
IR
g(x)μ(dx).
In order to prove the theorem, it is enough to prove the convergence
(gLS)
∫ t
0
f ′n
(
h(s)
)
dh(s) → (gLS)
∫ t
0
f ′+
(
h(s)
)
dh(s).
Choose some β ∈ (1 − α, α). Since h ∈ Cα([0, T ]), one obtains h ∈
W 1−β,∞T ([0, T ]). Therefore, by Proposition 3.2.7 and Corollary 3.2.1, to prove
the convergence of the Lebesgue–Stieltjes integrals, it is suﬃcient to show
‖f ′n
(
h(t)
)− f ′+(h(t))‖β,1 → 0.
For the ﬁrst term in the norm ‖·‖β,1, by the boundedness of f ′+ on compact
sets and the fact that f ′n ↓ f ′+, we have
|f ′n
(
h(t)
)− f ′+(h(t))|
tβ
≤
sup
t∈[0,T ]
|f ′n
(
h(t)
)|+ sup
t∈[0,T ]
|f ′+
(
h(t)
)|
tβ
≤
sup
t∈[0,T ]
|f ′1
(
h(t)
)|+ sup
t∈[0,T ]
|f ′+
(
h(t)
)|
tβ
∈L1([0, T ], dt),
which is an integrable upper bound. Thus by Lebesgue dominated convergence
theorem, we obtain
∫ T
0
|f ′n
(
h(t)
)− f ′+(h(t))|
tβ
dt → 0.
For the second term in the norm ‖·‖β,1, we have
|f ′n
(
h(t)
)− f ′+(h(t))− f ′n(h(s))+ f ′+(h(s))|
|t− s|1+β
≤|f
′
n
(
h(t)
)− f ′n(h(s))|
|t− s|1+β +
|f ′+
(
h(t)
)− f ′+(h(s))|
|t− s|1+β .
Denote now
gn(s, t) =
|f ′n
(
h(t)
)− f ′n(h(s))|
|t− s|1+β ,
and
g(s, t) =
|f ′+
(
h(t)
)− f ′+(h(s))|
|t− s|1+β .
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Then we obtain gn → g Lebesgue-almost everywhere. Since fn is smooth and
h ∈ Cα([0, T ]), we have
|f ′n
(
h(t)
)− f ′n(h(s))| = ∣∣f ′′n(ξ)|h(t)− h(s)|∣∣ ≤ |Hα(h)f ′′n(ξ)| |t− s|α,
where ξ is between h(s) and h(t), and Hα(h) is the Ho¨lder coeﬃcient of h.
Therefore the sequence gn is integrable with respect to η for every n.
Moreover, function g is positive and integrable according to the proof of
Theorem 5.2.1. Furthermore, since fn is a smooth convex function and
we assume that the support of f ′′n equals the support of μ, it follows that
μn(dx) = f
′′
n(x)dx and μn has a compact support K. Therefore we can apply
representation (2.6) for f ′n with μn to get
|f ′n
(
h(t)
)− f ′n(h(s))|
|t− s|1+β =
| ∫K(1{h(s)<a≤h(t)} + 1{h(t)<a≤h(s)})f ′′n(a)da|
|t− s|1+β .
Hence, by applying Tonelli’s theorem and the fact that (5.14) holds Lebesgue-
almost everywhere, we derive
∫ T
0
∫ t
0
|f ′n
(
h(t)
)− f ′n(h(s))|
|t− s|1+β dsdt
=
∫ T
0
∫ t
0
| ∫K(1{h(s)<a<h(t)} + 1{h(t)<a<h(s)})f ′′n(a) da|
|t− s|1+β dsdt
=
∫
K
∫ T
0
∫ t
0
(1{h(s)<a<h(t)} + 1{h(t)<a<h(s)})
|t− s|1+β dsdt f
′′
n(a) da
→
∫
K
∫ T
0
∫ t
0
(1{h(s)<a<h(t)} + 1{h(t)<a<h(s)})
|t− s|1+β dsdt μ(da)
=
∫
g dη,
where the convergence takes place according to (5.9). Indeed, according to
Lemma 5.4.1 and Remark 5.4.2, a function
a →
∫ T
0
∫ t
0
(1{h(s)<a<h(t)} + 1{h(t)<a<h(s)})
|t− s|1+β dsdt
is a continuous and positive function with a compact support.
Consequently, we obtain∫
gn(s, t) dη →
∫
g(s, t) dη,
which together with Theorem 5.4.3 implies∫
|gn − g| dη → 0.
In other words, we have
∫ T
0
∫ t
0
∣∣|f ′n(h(t))− f ′n(h(s))| − |f ′+(h(t))− f ′+(h(s))|∣∣
(t− s)β+1 dsdt → 0.
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To conclude, it remains to note that
∣∣|f ′n(h(t))− f ′n(h(s))| − |f ′+(h(t))− f ′+(h(s))|∣∣
=|f ′n
(
h(t)
)− f ′n(h(s))− f ′+(h(t))+ f ′+(h(s))|,
since f ′n and f ′+ are increasing functions. This shows that
‖f ′n
(
h(t)
)− f ′+(h(t))‖β,1 → 0,
which concludes the proof.
(ii) For process X, we can do the above proof path-by-path, and the only
thing we need is the existence of the generalized Lebesgue–Stieltjes integral∫ t
0 f
′
+(Xs)dXs, which can be shown through Theorem 5.2.5.
For the class R(IRd), it is unclear if the change of variables formula holds
for multidimensional functions and processes. This is because for a multidi-
mensional function f such that every partial derivative belongs to the class
R(IRd), we cannot conclude that the corresponding partial derivative of the
molliﬁed fn also belongs to the class R(IRd).
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6. Conclusion
Since Ito¯ integration cannot be applied beyond semimartingales, other integra-
tion theories are needed for that case. In order to study the stochastic integral
of unbounded p-variation processes for p ≥ 1 with respect to general processes
beyond semimartingales, this dissertation applies pathwise integration theory
based on the generalized Lebesgue–Stieltjes integral.
In this dissertation, a certain class of unbounded p-variation processes for
p ≥ 1 has been considered. This class of processes is a composition of a
Ho¨lder continuous process X with a nonrandom function f which is of locally
bounded variation. The existence of a generalized Lebesgue–Stieltjes integral
of f(X) which satisﬁes Assumption 5.2.1 with respect to a general Ho¨lder
continuous process has been shown almost surely in Theorem 5.2.3. Moreover,
if X satisﬁes a not very restrictive density Assumption 5.2.3, the generalized
Lebesgue–Stieltjes integral also exists almost surely according to Theorem
5.2.5.
In addition to one-dimensional case, this dissertation also considered a multi-
dimensional process X = (X1, . . . , Xd), where each Xi satisﬁes Assumption
5.2.3. The existence of a generalized Lebesgue–Stieltjes integral of a certain
multidimensional process with respect to a general Ho¨lder continuous process
was shown almost surely in Theorem 5.3.2.
Based on the existence of the generalized Lebesgue–Stieltjes integrals, this
dissertation has proved a change of variables formula for the aforementioned
one-dimensional unbounded p-variation processes in Theorem 5.4.2. Moreover,
the gaps that had been discovered in the proofs of the change of variables
formula in the literature have also been ﬁxed in this dissertation.
The pathwise stochastic integration technique of the generalized Lebesgue–
Stieltjes integral has been applied to fractional Brownian motions, functionals
of fractional Brownian motions and a class of Gaussian processes. Now this
dissertation has conﬁrmed the validity of the pathwise integration theory to
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a general class of unbounded p-variation processes with respect to a general
class of Ho¨lder continuous processes. However, since we still need the density
Assumption 5.2.3 for the process, one of the possible future studies related to
this research could be the analysis of processes without densities.
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