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Abstract
We unify techniques of Poissonian white noise analysis and harmonic analysis on
conﬁguration spaces establishing relations between the main structures of both ones. This
leads to new results inside of inﬁnite-dimensional analysis as well as in its applications to
problems of mathematical physics, e.g., statistical mechanics of continuous systems.
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1. Introduction
This paper complements the work initialized and developed in [KK02,KK04]
concerning a particular direction on conﬁguration space analysis. This special
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approach within conﬁguration space analysis is essentially based on the so-called
K-transform. Technically, the main feature of this transform is its purely
combinatorial nature, independent of any measure under consideration, showing
many similarities with the classical Fourier transform. These characteristics of the K-
transform are at the origin of the so-called combinatorial harmonic analysis on
conﬁguration spaces. Let us mention that the operator nature of the K-transform
was ﬁrst recognized by Lenard [Len73,Len75a,Len75b], in relation with some
statistical mechanics problems. However, Lenard did not explored the indistinguish-
ability of ‘‘particles’’ on ﬁnite conﬁguration spaces.
Poissonian white noise analysis is essentially based on the chaos decomposition of
an L2-space with respect to a Poisson measure p by using an orthogonal system of
Charlier polynomials. Such a chaos decomposition can be obtained in a similar way
to the Wiener–Itoˆ–Segal chaos decomposition in terms of Hermite polynomials in
Gaussian white noise analysis (see e.g. [HI67,HØ99,Ito88,IK88]). This point of view
may be used to study Poissonian white noise analysis and its related topics in an
analogous way to the Gaussian case. In particular, this approach interprets the
Poisson measures as those on a linear space (e.g. Schwartz distribution space). As
Gaussian and Poissonian measures are treated on the same footing, special
properties of the Poissonian ones tend to be hidden. Special aspects of Poissonian
measures are related with their support properties on the space of locally ﬁnite
conﬁgurations G: This is a subset but not a linear subspace of the Schwartz
distribution space. Results related to this support property are collected in [KKO02].
The aim of this work is to extend the relations between the Poissonian white noise
analysis and the combinatorial harmonic analysis initiated in [KK02]. By exploiting
some of its speciﬁc techniques and tools one may improve some known results in
Poissonian analysis and produce new ones. More precisely, Poissonian white noise
analysis yields L2 or a.s. results, whereas we obtain L1 or pointwise results by the
harmonic analysis.
The work is organized as follows. In Section 2 we recall the structure and concepts
of Poissonian white noise analysis presented in [KKO02] (see also for more detailed
references) as well as the main notions and results of combinatorial harmonic
analysis on conﬁguration spaces presented in [KK02,Kun99]. In Section 2.4 we recall
the ﬁrst results obtained in [KK02] concerning the relation between Poissonian white
noise analysis and harmonic analysis. The key result is that the chaos decomposition
can be explicitly expressed using the K-transform and an additional operator. The
few proofs included complement [KK02], where the results were just announced. On
the one hand, the general structure of Poissonian white noise analysis is essentially
based on the chaos decomposition of elements of L2ðG; pÞ through an orthogonal
system of Charlier monomials. On the other hand, the combinatorial harmonic
analysis on conﬁguration spaces yields a natural decomposition through monomials.
The relation between these two decompositions is established at the end of Section 3
through a linear mapping similar to the C-transform in non-Gaussian analysis (see,
e.g., [KSWY98]). Furthermore, the results of [KK02] are extended to a pointwise
version. In Section 4 a simple algebraic application of the K-transform to the study
of the Wick product on the Poisson space [KKO02] is given. As well as in the
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Gaussian case, in Poissonian white noise analysis the Wick product is deﬁned
through the chaos decomposition. However, within the harmonic analysis setting,
this algebraic product can be explicitly described for functions without using their
kernels w.r.t. the chaos decomposition. Here again it is used that the variables only
vary in the space of conﬁgurations and not in distributions.
Properties of the action of the K-transform, and also some related operators, on
the spaces of test and generalized functions introduced in [KKO02] are derived in
Section 5. We prove that the K-transform maps test functions into test functions
(hence distributions into distributions). This shows that the harmonic analysis on
conﬁguration spaces is compatible with the generalized function theory of
Poissonian white noise analysis allowing, in particular, an extension of the notion
of correlation function to the more general concept of correlation generalized
function (Section 6). To obtain this extension we use the notion of generalized
Radon–Nikodym derivative introduced, e.g., in [BK88]. The rest of the work is
devoted to the study and applications of correlation generalized functions. More
precisely, we derive an explicit formula for the chaos decomposition of the
correlation generalized functions. As an example of application, in the context of
Gibbs measures this formula yields an alternative characterization result of Ruelle
type [Rue70] for Gibbs measures (Theorem 6.8 and Proposition 6.10).
From the technical point of view, the relations between Poissonian white noise
analysis and the combinatorial harmonic analysis on conﬁguration spaces have
shown powerful properties to study a special class of functionals introduced by
Bogoliubov [Bog46] to study statistical mechanics systems. These functionals, called
Bogoliubov or generating functionals, are at the origin of an alternative method to
study measure theory problems by using standard functional analysis techniques.
Due to the special character of our approach in the study of Bogoliubov functionals,
this particular application is subject of a series of forthcoming publications
[KK04,KKO04,KO03].
2. Preliminaries
Throughout this work we consider a measure space ðX ;BðXÞ; sÞ; where X is a
geodesically complete connected oriented (non-compact) Riemannian CN-manifold,
BðXÞ is the Borel s-algebra on X and s is a Radon measure on ðX ;BðXÞÞ: In
addition, we assume that s is non-degenerate (i.e., sðOÞ40 for all non-empty open
sets OCX ) and non-atomic (i.e., sðfxgÞ ¼ 0 for every xAX ). Having in mind the
most interesting applications, we also assume that sðXÞ ¼N:
2.1. Configuration spaces and Poisson measures
The configuration space G :¼ GX over X is deﬁned as the set of all locally ﬁnite
subsets (conﬁgurations) of X ;
G :¼ fgCX : jg-K joN for every compact KCXg;
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where j  j denotes the cardinality of a set. We identify each conﬁguration gAG with
the non-negative integer-valued Radon measure
P
xAg exAM
þðXÞ; where ex is the
Dirac measure with mass at x and MþðXÞ denotes the space of all non-negative
Radon measures on BðXÞ: In this way, G can be endowed with the topology induced
by the vague topology on MþðXÞ: We denote by BðGÞ the corresponding Borel s-
algebra on G: We deﬁne the Poisson measure ps (with intensity s) as the unique
probability measure on G w.r.t. which the following equality holds:
Z
G
exp
X
xAg
jðxÞ
 !
dpsðgÞ ¼ exp
Z
X
ðejðxÞ 
 1ÞdsðxÞ
 
for all jAD: Here D denotes the Schwartz space of all inﬁnitely differentiable real-
valued functions on X with compact support. In the sequel, the space
L2ðG;BðGÞ; psÞ of all complex-valued square integrable functions w.r.t. ps is shortly
denoted by L2ðpsÞ:
Remark 2.1. Introducing the Poisson measure by this approach yields, through the
Minlos theorem, a probability measure ps deﬁned on ðD0;CsðD0ÞÞ; where D0 is the
dual space of D w.r.t. the space of real-valued functions L2ReðsÞCL2ðsÞ :¼
L2ðX ;BðXÞ; sÞ and CsðD0Þ is the s-algebra generated by the cylinder sets
foAD0: ð/o;j1S;y;/o;jnSÞABg; jiAD; BABðRnÞ; nAN:
An additional analysis shows that this measure is actually supported on generalized
functions of the form
P
xAg ex; gAG: Hence ps can be considered as a measure on G:
For more details see e.g. [KKO02] and also the references therein. To exploit more
effectively this support property is one of the aims of this work.
For each YABðX Þ let us consider the space GY of all conﬁgurations contained in
Y ; GY :¼ fgAG: jg-ðX \YÞj ¼ 0g; and the space GðnÞY of n-point configurations, GðnÞY :
¼ fgAGY : jgj ¼ ng; nAN; Gð0ÞY :¼ f|g: For fY n :¼ fðx1;y; xnÞ: xiAY ; xiaxj if iajg
we introduce the mapping
symnY :
fY n-GðnÞY ;
ðx1;y; xnÞ/fx1;y; xng:
This mapping deﬁnes a natural bijection between GðnÞY and the symmetrization fY n=Sn
of fY n; where Sn is the permutation group over f1;y; ng: Thus, symnY induces a
metric on GðnÞY and then the corresponding Borel s-algebra on G
ðnÞ
Y which we denote
by BðGðnÞY Þ: For LABðX Þ with compact closure ðLABcðX ÞÞ; it is clear that GL ¼
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T
N
n¼0 G
ðnÞ
L : In this case we deﬁne the s-algebra BðGLÞ by the disjoint union of the
s-algebras BðGðnÞL Þ; nAN0:
Among the subsets of G we also distinguish the space of finite configurations
G0 :¼T
N
n¼0
GðnÞX :
We endow G0 with the topology of disjoint union of topological spaces and with the
corresponding Borel s-algebra denoted by BðG0Þ: For the construction of a measure
on G0 we consider the product measure s#n on ðX n;BðX nÞÞ restricted to fX n: Note
that s#nðX n\fX nÞ ¼ 0: In the sequel, we denote by sðnÞ :¼ s#n3ðsymnX Þ
1 the
corresponding image measure on the space GðnÞX under the mapping sym
n
X ðnANÞ
and we set sð0Þðf|gÞ :¼ 1: Then on ðG0;BðG0ÞÞ we deﬁne the so-called Lebesgue–
Poisson measure ls with intensity measure s by ls :¼
PN
n¼0
1
n! s
ðnÞ: We denote by
L2ðlsÞ the corresponding complex space L2ðG0;BðG0Þ; lsÞ: Note that ls is not a
ﬁnite measure if and only if sðX Þ ¼N; and in this case psðG0Þ ¼ 0:
2.2. Some aspects of Poissonian white noise analysis
The description of elements of the space L2ðpsÞ by the corresponding chaos
decomposition provides a unitary isomorphism between the spaces L2ðpsÞ and
L2ðlsÞ: This fact is recalled here (see the presentation in [KKO02] and the references
therein for more details and proofs).
As we mentioned in Section 2.1, the Poisson measure ps can be either considered
on ðG;BðGÞÞ or on ðD0;CsðD0ÞÞ; where, in contrast to G; D0*G is a linear space.
Since psðGÞ ¼ 1; the measure space ðD0;CsðD0Þ; psÞ can be, in this way, regarded as a
linear extension of the space ðG;BðGÞ; psÞ: In what follows we shall always keep in
mind the embeddings GCMþðX ÞCD0:
Given a 
1ojAD we deﬁne the Poissonian exponential epðjÞ by
epðj;oÞ :¼ exp /o; logð1þ jÞS

Z
X
jðxÞ dsðxÞ
 
ð2:1Þ
for oAD0: The holomorphy of epð;oÞ; oAD0; on a neighborhood of zero allows to
consider its Taylor expansion which, by the Cauchy formula, the polarization
identity, and the kernel theorem (see, e.g., [BK88,KSS97,KSWY98]), provides the
decomposition
epðj;oÞ ¼
XN
n¼0
1
n!
/Csn ðoÞ;j#nS; oAD0;
where Csn :D
0-D0 ##n; nAN; are the so-called generalized Charlier kernels. For
jðnÞAD
##n
C ; nAN (DC :¼ the complexiﬁcation of the space D), we can deﬁne the
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corresponding smooth Charlier monomial of order n by /Csn ðoÞ;jðnÞS; oAD0: The
following orthogonality relation holds:
ð/Csn ;jðnÞS;/Csm;fðmÞSÞL2ðpsÞ ¼ dn;mn!ðjðnÞ;fðnÞÞL2ðs#nÞ
which allows the use of an approximation procedure to extend the class of smooth
Charlier monomials to measurable monomials /Csn ; f
ðnÞS with symmetric kernels
f ðnÞAL2ðX n; s#nÞ (f ðnÞALˆ2ðX n; s#nÞ) in such a way that the above orthogonality
property still holds for this extension. In other words, for each f ðnÞALˆ2ðX n; s#nÞ;
nAN;
/Csn ; f
ðnÞS :¼ L2ðpsÞ 
 lim
m-N
/Csn ;j
ðnÞ
m S; ð2:2Þ
where ðjðnÞm ÞmAN is a sequence of elements of D
##n
C converging to f
ðnÞ in L2ðX n; s#nÞ:
Let us now consider the space PðD0Þ of smooth continuous polynomials on D0
PðD0Þ :¼ F: FðoÞ ¼
XN
n¼0
/Csn ðoÞ;jðnÞS;jðnÞAD
##n
C ;oAD
0; NAN0
( )
: ð2:3Þ
Since the space PðD0Þ is densely embedded into L2ðpsÞ [Sko74, Section 10, Theorem
1], it follows that for any FAL2ðpsÞ there exists a sequence ð f ðnÞÞNn¼0;
f ðnÞALˆ2ðX n; s#nÞ; PNn¼0 n!j f ðnÞj2L2ðs#nÞoN such that
F ¼
XN
n¼0
/Csn ; f
ðnÞS ð2:4Þ
and, moreover, by the orthogonality property,
jjF jj2L2ðpsÞ ¼
XN
n¼0
n!j f ðnÞj2L2ðs#nÞ:
And vice versa, any series of the form (2.4) with f ðnÞALˆ2ðX n; s#nÞ andPN
n¼0 n!j f ðnÞj2L2ðs#nÞoN deﬁnes a function from L2ðpsÞ: As a result, we have the
so-called chaos decomposition (2.4).
As a consequence, the chaos decomposition (2.4) provides the unitary isomorph-
ism Ipl : L
2ðpsÞ-L2ðlsÞ;
Ipl
XN
n¼0
/Csn ; f
ðnÞS
 !
¼ G;
Gðfx1;y; xngÞ :¼ n!f ðnÞðx1;y; xnÞ; nAN; Gð|Þ :¼ f ð0Þ:
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The inverse unitary isomorphism Ilp :L
2ðlsÞ-L2ðpsÞ is deﬁned in a similar way, i.e.,
IlpðGÞ ¼
XN
n¼0
1
n!
/Csn ; G
ðnÞS; GðnÞ :¼ GpGðnÞ
X
; nAN0:
Remark 2.2. Since the measure s is non-atomic, each kernel f ðnÞ :¼ 1
n! G
ðnÞ is well-
deﬁned as an element of the space Lˆ2ðX n; s#nÞ:
Note that given a 
1ojAD; for each gAG we have for (2.1)
epðj; gÞ ¼ exp 

Z
X
jðxÞ dsðxÞ
 Y
xAg
ð1þ jðxÞÞ:
For fABbsðX Þ (:¼ the space of bounded BðXÞ-measurable functions with bounded
support) we deﬁne the Poissonian exponential epð f ; gÞ for gAGCD0ðXÞ by the same
expression. Through the chaos decomposition one can extend this deﬁnition to
functions fAL2ðsÞ: Indeed, since the sum PNn¼0 1n!/Csn ; f#nS converges in L2ðpsÞ;
we deﬁne the Poissonian exponential epð f ÞAL2ðpsÞ by this sum. Its image under the
isomorphism Ipl is the so-called (Lebesgue–Poisson) coherent state elð f Þ : G0-C
corresponding to the one-particle vector f : By deﬁnition, for any BðX Þ-measurable
function f ;
elð f ; ZÞ :¼
Y
xAZ
f ðxÞ; ZAG0;
where we have set elð f ; |Þ :¼ 1: We observe that if fALpðX ; sÞ for some pX1; then
elð f ÞALpðG0; lsÞ; and a simple computation yields
jjelð f ÞjjLpðlsÞ ¼ exp
1
p
jj f jjp
LpðsÞ
 
: ð2:5Þ
For what follows, it is also important to note that ifLCL2ðsÞ is a dense subspace,
then the set felð f Þ: fALg is total in L2ðlsÞ:
2.3. Harmonic analysis
Apart from the unitary isomorphism Ilp; the K-transform is a mapping which also
maps functions on G0 into functions on G: The deﬁnition and the main properties of
the K-transform are recalled below. For more details see [KK02].
We start by deﬁning some spaces of functions on G0 and on G:
In the space L0ðG0;BðG0ÞÞ of all (complex-valued)BðG0Þ-measurable functions let
us consider the subset L0lsðG0Þ of all functions GAL0ðG0;BðG0ÞÞ with local support,
i.e., GpG0\GL  0 for some LABcðX Þ: We also distinguish the subspace BbsðG0Þ of all
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bounded functions GAL0lsðG0Þ with bounded support, i.e., Gp
G0\ T
N
n¼0 G
ðnÞ
L
   0 for
some NAN0;LABcðX Þ: With respect to the space L2ðlsÞ; BbsðG0Þ is a dense subset.
Concerning functions deﬁned on G; let us denote by L0ðG;BðGÞÞ the space of all
(complex-valued) BðGÞ-measurable functions. We denote by FL0ðGÞ the class of
cylinder functions, i.e., functions FAL0ðG;BðGÞÞ such that for some LABcðX Þ one
has FpGLAL
0ðGL;BðGLÞÞ and FðgÞ ¼ FpGLðgLÞ; gL :¼ g-L; for all gAG: A cylinder
function F of such a form is called polynomially bounded, shortly FAFL0pbðGÞ;
whenever there exists a polynomial P on R such that jFðgLÞjpPðjgLjÞ for all gAG:
Deﬁnition 2.3. Given a GAL0lsðG0Þ we deﬁne a function KG on G by
ðKGÞðgÞ :¼
X
Z! g
GðZÞ; gAG; ð2:6Þ
the sum being over all ﬁnite subconﬁgurations Z from g ðZ! gÞ: The mapping K is
called the K-transform.
Note that for any GAL0lsðG0Þ the sum in (2.6) has only a ﬁnite number of
summands different from zero and thus KG is a well-deﬁned function on G: In
particular, for coherent states on the Lebesgue–Poisson space, the K-transform has
an especially simple form. For all functions fABbsðX Þ;
ðKelð f ÞÞðgÞ ¼
Y
xAg
ð1þ f ðxÞÞ; gAG:
The next result collects some properties of the K-transform.
Proposition 2.4. (i) The K-transform is a linear and positivity preserving mapping.
(ii) The mapping K : L0lsðG0Þ-FL0ðGÞ is invertible and its inverse mapping is
defined on FL0ðGÞ by
ðK
1FÞðZÞ :¼
X
xCZ
ð
1ÞjZ\xjFðxÞ; ZAG0:
(iii) For all functions GABbsðG0Þ one has KGAFL0pbðGÞ:
As well as the K-transform, its dual operator K will also play an essential role in
our setting. In the sequel, we denote byM1fmðGÞ the set of all probability measures m
on ðG;BðGÞÞ with ﬁnite moments of all orders, i.e.,Z
G
jgLjn dmðgÞoN for all nAN and all LABcðXÞ:
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By the deﬁnition of a dual operator, given a mAM1fmðGÞ; Km ¼: rm is a measure on
ðG0;BðG0ÞÞ deﬁned for each GABbsðG0Þ byZ
G0
GðZÞ drmðZÞ ¼
Z
G
ðKGÞðgÞ dmðgÞ: ð2:7Þ
Observe that the sum in KG is ﬁnite and K jGj is integrable under the above
assumptions. Following the terminology used in the Gibbsian case (Section 6), we
call rm the correlation measure corresponding to m: As a result, ifMlfðG0Þ denotes the
class of all measures r on ðG0;BðG0ÞÞ such that
R
G0
GðZÞ drðZÞoN for all non-
negative GABbsðG0Þ; then the general duality theory yields the mapping between the
spaces M1fmðGÞ and MlfðG0Þ:
K :M1fmðGÞ-MlfðG0Þ;
m/Km :¼ rm:
As a ﬁrst example, the Lebesgue–Poisson measure is the correlation measure
corresponding to the Poisson measure, i.e., Kps ¼ rps ¼ ls:
All the notions described above are graphically summarized in the ﬁgure below:
ðÞ
2.4. Poissonian white noise analysis and harmonic analysis
Poissonian white noise analysis and harmonic analysis are related through an
equality of operators involving the unitary isomorphism Ilp and the K-transform
(Theorem 2.7). This formula is established by an extension of the K-transform to a
convenient Banach space and by a bounded operator deﬁned on a space of functions
on G0: These facts are recalled here [KK02].
Let us consider the linear operator D deﬁned on BbsðG0Þ by
ðDGÞðZÞ :¼
Z
G0
GðZ,xÞ dlsðxÞ; ZAG0: ð2:8Þ
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It is easy to check that DGABbsðG0Þ; and, moreover, D is an isomorphism in
BbsðG0Þ: The inverse mapping is deﬁned by
ðD
1GÞðZÞ :¼
Z
G0
ð
1ÞjxjGðZ,xÞ dlsðxÞ; ZAG0: ð2:9Þ
Proposition 2.5. The D and D
1 operators can be extended to bounded operators
defined on L1ðl2sÞ with values in L1ðlsÞ: The extended operators we denote as before
by D and D
1: For all GAL1ðl2sÞ formulas (2.8) and (2.9) hold for ls-a.a ZAG0:
Furthermore, D
1DG ¼ G ¼ DD
1G for all GAL1ðl4sÞ:
Lemma 2.6 (Fichtner and Freudenberg [FF91], Kondratiev et al. [KKO02], Ruelle
[Rue69]). The following equality holds:Z
G0
Z
G0
GðZ,xÞHðx; ZÞ dlsðZÞ dlsðxÞ ¼
Z
G0
GðZÞ
X
xCZ
Hðx; Z\xÞ dlsðZÞ
for all positive measurable functions G : G0-R and H : G0  G0-R:
Proof. As a direct consequence of Lemma 2.6, for each GAL1ðl2sÞ the norms
jjDGjjL1ðlsÞ and jjD
1GjjL1ðlsÞ are majorized byZ
G0
Z
G0
jGðZ,xÞj dlsðZÞ dlsðxÞ ¼
Z
G0
2jZjjGðZÞj dlsðZÞ
¼ jjGjjL1ðl2sÞ;
which is enough to prove the existence of the extensions. Standard measure theory
techniques show that the extensions verify (2.8) and (2.9) [KK02]. The continuity of
the operators D and D
1 combined with the fact that D is an isomorphism in BbsðG0Þ
yields the last assertion. &
Concerning the K-transform, observe that equality (2.7) leads to the inequality of
norms jjKGjjL1ðG;mÞpjjK jGj jjL1ðG;mÞ ¼ jjGjjL1ðG0;rmÞ for all GABbsðG0Þ: This fact allows
an extension of the K-transform to a bounded operator K : L1ðG0; rmÞ-L1ðG; mÞ in
such a way that relation (2.7) still holds. More important, for all GAL1ðG0; rmÞ also
the explicit formula for K is preserved in the following sense:
ðKGÞðgÞ ¼
X
Z! g
GðZÞ; m
 a:a: gAG:
We are now ready to state the result which connects the combinatorial harmonic
analysis on conﬁguration spaces and the Poissonian white noise analysis.
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Theorem 2.7. On L1ðl2sÞ-L2ðlsÞ the following relation holds:
Ilp ¼ KD
1:
As a straightforward consequence of Theorem 2.7, one may derive an explicit form
(of an integral type) for the unitary isomorphism Ilp:
Corollary 2.8. For all GAL1ðl2sÞ-L2ðlsÞ we have
ðIlpGÞðgÞ ¼
X
Z! g
Z
G0
ð
1ÞjxjGðx,ZÞ dlsðxÞ; ps 
 a:a: gAG:
As another direct consequence of Theorem 2.7, one can deduce an explicit formula
for the Charlier polynomials, already obtained in [Sur84].
Corollary 2.9. Given a f ðnÞAD ##n; nAN; for ps-a.a. gAG we have
/Csn ðgÞ; f ðnÞS ¼
Xn
k¼0
X
fx1;y;xkgCg
ð
1Þn
k n!ðn 
 kÞ!

Z
X n
k
f ðnÞðx1;y; xk; y1;y; yn
kÞ ds#n
kðy1;y; yn
kÞ: ð2:10Þ
Proof. Given a f ðnÞAD ##n (nAN), let us consider /Csn ; f
ðnÞSAL2ðpsÞ: Observe that
/Csn ; f
ðnÞS ¼ IlpGðnÞ for
GðnÞðZÞ ¼ n!f
ðnÞðx1;y; xnÞ if Z ¼ fx1;y; xngAGðnÞX ;
0 otherwise:
(
Hence, by Corollary 2.8, it follows that for ps-a.a. gAG
/Csn ðgÞ; f ðnÞS ¼ðIlpGðnÞÞðgÞ ¼
X
Z! g
Z
G0
ð
1ÞjxjGðnÞðx,ZÞ dlsðxÞ
¼
Xn
k¼0
X
ZCg;jZj¼k
ð
1Þn
k
ðn 
 kÞ!
Z
Gðn
kÞ
X
GðnÞðx,ZÞ dsðn
kÞðxÞ: &
Conversely, Theorem 2.7 also allows writing the K-transform in terms of its chaos
decomposition. In the sequel BbsðGðnÞX Þ ðnANÞ denotes the space of bounded BðGðnÞX Þ-
measurable functions with bounded support.
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Corollary 2.10. For all GðnÞABbsðGðnÞX Þ we have for ps-a.a. gAG
ðKGðnÞÞðgÞ ¼ 1
n!
Xn
k¼0
n
k
 
CskðgÞ;
Z
Gðn
kÞ
X
GðnÞðf;y; ; y1;y; yn
kgÞ
*
 dsðn
kÞðfy1;y; yn
kgÞ
+
:
Proof. By Theorem 2.7, for any GðnÞ under the above conditions we ﬁnd
KGðnÞ ¼ IlpðDGðnÞÞ:
Since
ðDGðnÞÞðZÞ ¼
1
ðn
kÞ!
R
Gðn
kÞ
X
GðnÞðZ,xÞ dsðn
kÞðxÞ if ZAGðkÞX ; 0pkpn;
0 if ZAGðkÞX ; k4n;
8<: ð2:11Þ
the deﬁnition of the isomorphism Ilp yields that for ps-a.a. gAG
ðKGðnÞÞðgÞ ¼
Xn
k¼0
/Csk ðgÞ; gðkÞS
with gðkÞðx1;y; xkÞ ¼ 1k!ðDGðnÞÞðfx1;y; xkgÞ: &
3. Monomials
Let us denote by BˆbsðX nÞ ðnANÞ the space of (complex-valued) symmetric
bounded BðX nÞ-measurable functions with bounded support. According to Section
2.2, a pointwise description of the Charlier monomials is possible for kernels in D
##n:
By the L2-approximation procedure described in (2.2), the monomials /Csn ; f
ðnÞS
can then be extended to kernels f ðnÞALˆ2ðX n;s#nÞ: In particular, to f ðnÞABˆbsðX nÞ:
However, according to this L2-approximation, the monomials obtained in this way,
as functions of g; are only deﬁned ps-a.e. On the other hand, Corollary 2.9 gives the
explicit formula (2.10) for the Charlier monomials. Observe that the right-hand side
of (2.10) is also well-deﬁned for f ðnÞABˆbsðX nÞ and, moreover, it can be extended to
all gAG: As expression (2.10) is polynomially bounded this extension coincides with
the L2-extension discussed before. In other words, harmonic analysis gives, through
equality (2.10), another way to extend the pointwise deﬁnition of the Charlier
monomials /Csn ; f
ðnÞS; for example, to kernels f ðnÞABˆbsðX nÞ: So, by deﬁnition,
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for all gAG
/Csn ðgÞ; f ðnÞS :¼ððKD
1ÞGðnÞÞðgÞ
¼
Xn
k¼0
X
fx1;y;xkgCg
ð
1Þn
k n!ðn 
 kÞ!

Z
X n
k
f ðnÞðx1;y; xk; y1;y; yn
kÞds#n
kðy1;y; yn
kÞ ð3:1Þ
with
GðnÞðZÞ ¼ n!f
ðnÞðx1;y; xnÞ if Z ¼ fx1;y; xngAGðnÞX ;
0 otherwise:
(
ð3:2Þ
Thus, additionally to Proposition 2.4, the K-transform has the following property.
Proposition 3.1. Let GðnÞABbsðGðnÞX Þ be given. Then for all gAG (not only ps-a.a.) we
have
ðKGðnÞÞðgÞ ¼ 1
n!
Xn
k¼0
n
k
 
CskðgÞ;
Z
Gðn
kÞ
X
GðnÞðf;y; ; y1;y; yn
kgÞ
*
 dsðn
kÞðfy1;y; yn
kgÞ
+
: ð3:3Þ
As a consequence, K : BbsðG0Þ-FPbcðGÞ is a linear isomorphism where FPbcðGÞ is
the space defined by
FPbcðGÞ :¼
XN
n¼0
/Csn ; f
ðnÞS: f ðnÞABˆbsðX nÞ; n ¼ 1;y; NAN
( )
:
Proof. For all gAG it is
ðKGðnÞÞðgÞ ¼ ðKD
1ðDGðnÞÞÞðgÞ:
According to (2.11) and Deﬁnition (3.1), this implies (3.3). &
The K-transform yields a natural decomposition of functions on G in monomials
ðKGðnÞÞðgÞ ¼
X
fx1;y;xngCg
Gðfx1;y; xngÞ ¼: /g}n; GðnÞS:
In order to establish the relation between this decomposition and the chaos
decomposition, let us again consider the space PðD0Þ of smooth continuous
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polynomials on D0 described in (2.3), and the linear operator C deﬁned on
PðD0Þ by
ðCFÞðgÞ :¼
Z
G
Fðg,g0Þ dpsðg0Þ; FAPðD0Þ; gAG:
We observe that the operator C is deﬁned in a way similar to the C-transform in
non-Gaussian analysis (see e.g. [KSWY98]).
Proposition 3.2. On PðD0Þ the following equality holds:
KDK
1 ¼ C: ð3:4Þ
Proof. By the deﬁnition of the space PðD0Þ; it is enough to prove equality (3.4) for
the smooth Charlier monomials /Csn ; f
ðnÞS; f ðnÞA D
##n
C ; nAN: According to
Deﬁnition (2.1) of the Poissonian exponential, for all 
1ojAD we ﬁnd
epðj;oþ o0Þ ¼ epðj;oÞepðj;o0Þ exp
Z
X
jðxÞ dsðxÞ
 
;
leading, by comparison of coefﬁcients, to
Csn ðoþ o0Þ ¼
X
kþlþm¼n
n!
k!l!m!
Csk ðoÞ ##Csl ðo0Þ ##Im;
where ImADC0
##m denotes the distribution corresponding to the function identically
equal to 1: Therefore,Z
G
/Csn ðg,g0Þ; f ðnÞS dpsðg0Þ ¼
X
kþm¼n
n
k
 
/Csk ðgÞ ##Im; f ðnÞS;
where, by equality (3.3), the above expression coincides with ðKGðnÞÞðgÞ for GðnÞ
given as in (3.2). By deﬁnition (3.1) we have GðnÞ ¼ ðDK
1Þð/Csn ; f ðnÞSÞ and thusZ
G
/Csn ðg,g0Þ; f ðnÞS dpsðg0Þ ¼ ðKGðnÞÞðgÞ ¼ ðKDK
1Þð/Csn ðgÞ; f ðnÞSÞ: &
Note that the deﬁnitions of the operators D and C are similar. Apart from this
fact, Proposition 3.2 states that one can obtain the operator C as the image of the
operator D under the K-transform. Furthermore, if we use the notation
ðKGðnÞÞðgÞ :¼ /g}n; GðnÞS;
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we then obtain the relation
Cð/Csn ; GðnÞSÞ ¼ /}n; GðnÞS;
according to Proposition 3.2 and Theorem 2.7. In other words, the operator C
transforms each chaos decomposition
P
n /C
s
n ðgÞ; GðnÞS into the decompositionP
n/g
}n; GðnÞS:
4. The Wick product and the K-transform
Before proceeding further, let us illustrate with a simple algebraic example few
implications of Theorem 2.7.
Let us consider the Ruelle convolution or -convolution deﬁned on G1;
G2AL0ðG0;BðG0ÞÞ by
ðG1  G2ÞðZÞ :¼
X
xCZ
G1ðxÞG2ðZ\xÞ; ZAG0:
The space L0ðG0;BðG0ÞÞ endowed with this product has a structure of a
commutative algebra with unit element elð0Þ: Observe that given G1; G2ABbsðG0Þ
with support contained in GL1 ;GL2 for some L1;L2ABcðXÞ; respectively, G1  G2
deﬁnes a bounded BðG0Þ-measurable function with support contained in GL1,L2 :
This means that the space BbsðG0Þ is a subalgebra of L0ðG0;BðG0ÞÞ: Moreover, a
straightforward application of Lemma 2.6 shows that the space L1ðG0; lsÞ is also a
subalgebra of L0ðG0;BðG0ÞÞ andZ
G0
ðG1  G2ÞðZÞ dlsðZÞ ¼
Z
G0
G1ðZÞ dlsðZÞ
  Z
G0
G2ðZÞ dlsðZÞ
 
: ð4:1Þ
Proposition 4.1 (Kondratiev et al. [KKO02]). For all G1; G2AL1ðl2sÞ one has
DðG1  G2Þ ¼ ðDG1Þ  ðDG2Þ; D
1ðG1  G2Þ ¼ ðD
1G1Þ  ðD
1G2Þ:
The Wick product in Gaussian analysis can be extended to the Poissonian case.
For simplicity, we present here its deﬁnition on the dense subsetFPbcðGÞ in L2ðpsÞ
deﬁned in Proposition 3.1. For more details and proofs see [KKO02].
Deﬁnition 4.2. For each F1; F2AFPbcðGÞ of the form
Fi ¼
XNi
n¼0
/Csn ;j
ðnÞ
i S; j
ðnÞ
i ABˆbsðX nÞ; NiAN0; i ¼ 1; 2;
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the Wick product F1}F2AFPbcðGÞ is deﬁned by
F1}F2 :¼
XN1þN2
n¼0
Csn ;
Xn
k¼0
jðkÞ1 ##j
ðn
kÞ
2
* +
:
The space FPbcðGÞ endowed with the Wick product is a commutative algebra
with unit element epð0Þ  1:
Proposition 4.3 (Kondratiev et al. [KKO02]). For all G1; G2ABbsðG0Þ we have
IlpðG1  G2Þ ¼ ðIlpG1Þ}ðIlpG2Þ:
Proposition 4.4. Let G1; G2ABbsðG0Þ be given. Then
KðG1  G2Þ ¼ ðKG1Þ}ðKG2Þ:
Proof. By an application of Theorem 2.7 and Propositions 4.1 and 4.3, we ﬁnd
KðG1  G2Þ ¼ IlpððDG1Þ  ðDG2ÞÞ ¼ ðIlpðDG1ÞÞ}ðIlpðDG2ÞÞ
¼ ðKG1Þ}ðKG2Þ;
where we have used the fact that DðBbsðG0ÞÞ ¼ BbsðG0Þ: &
The above identity can be used to derive a new explicit formula for the Wick
product.
Proposition 4.5. Given F1; F2AFPbcðGÞCFL0ðGÞ; let LABcðX Þ and f1;
f2AL0ðGL;BðGLÞÞ be such that F1ðgÞ ¼ f1ðgLÞ; F2ðgÞ ¼ f2ðgLÞ for all gAG; cf. Section
2.3. Then, for ps-a.a. gAG the following equality holds:
ðF1}F2ÞðgÞ ¼
X
Z1;Z2CgL
Z1-Z2¼|
ð
1ÞjgL\ðZ1,Z2ÞjF1ðZ1ÞF2ðZ2Þ:
Proof. According to Proposition 4.4, for ps-a.a. gAG we have
ðF1}F2ÞðgÞ ¼KððK
1F1Þ  ðK
1F2ÞÞðgÞ
¼Kðelð
2Þ  f1  f2ÞðgLÞ:
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By the deﬁnitions of the K-transform and the -convolution, for all gAG the latter
expression is equal toX
xCgL
X
Z1Cx
X
Z2Cx\Z1
ð
2Þjx\ðZ1,Z2Þjf1ðZ1Þf2ðZ2Þ
¼
X
Z1CgL
f1ðZ1Þ
X
Z2CgL\Z1
f2ðZ2Þ
X
x
Z1,Z2CxCgL
ð
2Þjx\ðZ1,Z2Þj
¼
X
Z1CgL
F1ðZ1Þ
X
Z2CgL\Z1
F2ðZ2Þð
1ÞjgL\ðZ1,Z2Þj;
completing the proof. &
Other algebraic results may be found in [Oli02].
5. Some operators in spaces of test and generalized functions
In order to study the action of the K-transform and the operator D on the spaces
of test and generalized functions introduced in [KKO02], ﬁrst we brieﬂy recall the
deﬁnition of these spaces. For simplicity, let us consider the space X ¼ Rd ðdX1Þ
and the corresponding Lebesgue measure m: The unitary isomorphism Ipl between
the spaces L2ðpmÞ and L2ðlmÞ leads to a natural construction of spaces of test and
generalized functions on the Lebesgue–Poisson space [KKO02].
Let us consider the Schwartz spaceS :¼SðRdÞ of all rapidly decreasing inﬁnitely
differentiable real-valued functions on Rd : It is a nuclear Fre´chet space for the family
of Hilbert spaces Hþk;p deﬁned by the Hilbertian norms
j f j2k;p :¼
Z
Rd
X
jajpk
aANd0
jDaf ðxÞj2ð1þ jjxjjÞp dmðxÞ; fAS; k; pAN0;
the sum being over all d-tuples a ¼ ða1;y; adÞANd0 such that jaj :¼ a1 þ?þ adpk:
By H
k;p we denote the dual space of H
þ
k;p w.r.t. L
2
ReðmÞ: Since there is no risk of
confusion we preserve the notation j  jk;p for the norm on the symmetric tensor
power ðHþk;pÞ
##n and we denote by ðH
k;pÞ
##n the corresponding dual space w.r.t.
ðL2ReðmÞÞ
##n; nAN:
In Poissonian analysis a space of test functions ðSÞ1p can be deﬁned by the
projective limit of the Hilbert spaces
ðHþk;pÞ1q;p :¼ fFAL2ðpmÞ: jjF jjk;p;q;poNg; k; p; qAN0;
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where, for each F ¼PNn¼0 /Csn ; f ðnÞSAL2ðpmÞ;
jjF jj2k;p;q;p :¼
XN
n¼0
2nqðn!Þ2j f ðnÞj2k;p:
Therefore, by the general duality theory, the dual space ðSÞ
1p of ðSÞ1p w.r.t. L2ðpmÞ
is given by the inductive limit of the dual spaces ðH
k;pÞ
1
q;p of ðHþk;pÞ1q;p (w.r.t.
L2ðpmÞ).
The chaos decomposition provides a natural decomposition of the elements of the
dual space Pp
0ðD0Þ of PðD0Þ (w.r.t. L2ðpmÞ). For each cðnÞADC0 ##n there exists a
unique distribution in Pp
0ðD0Þ; denoted by /cðnÞ; CsnS; acting on smooth continuous
polynomials F ¼PNn¼0 /Csn ;jðnÞS by
///cðnÞ; CsnS;FSSp ¼ n!/cðnÞ;jðnÞS:
Here the dual pairing /; S is the bilinear extension of the inner product on
L2ðRdn; m#nÞ and //; SSp denotes the bilinear dual pairing between Pp0ðD0Þ and
PðD0Þ which extends the sesquilinear inner product on L2ðpmÞ:
//F ;FSSp ¼ ðF ; %FÞL2ðpmÞ; FAL2ðpmÞ;FAPðD0Þ; ð5:1Þ
where %F is the complex conjugate function of F:
Therefore, any element CAPp0ðD0Þ has a unique decomposition of the form
C ¼
XN
n¼0
/cðnÞ; CsnS
and we have
//C;FSSp ¼
XN
n¼0
n!/cðnÞ;jðnÞS;
for all FAPðD0Þ (see [KSS97,KSWY98] for more details and proofs). Thus, we
obtain PðD0ÞCL2ðpmÞCPp0ðD0Þ and the elements of Pp0ðD0Þ are generalized
functions on D0: Moreover, since PðD0ÞCðSÞ1p; the space ðSÞ
1p may be regarded as
a subspace of Pp
0ðD0Þ and hence we obtain the following extended chain of spaces:
PðD0ÞCðSÞ1pCL2ðpmÞCðSÞ
1p CPp0ðD0Þ:
The corresponding bilinear dual pairing is given by //; SSp as described in (5.1).
To introduce spaces of test and generalized functions in Lebesgue–Poisson
analysis, let us consider the family of Hilbert spaces ðHþk;pÞ1q;l :¼ IplððHþk;pÞ1q;pÞ with
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the natural Hilbertian norms given by
jjGjj2k;p;q;l :¼
XN
n¼0
2nqjGðnÞj2k;p; GðnÞ ¼ GpGðnÞ
X
:
A space of test functions ðSÞ1l is deﬁned by the projective limit of ðHþk;pÞ1q;l and the
general duality theory yields that the dual space ðSÞ
1l of ðSÞ1l (w.r.t. L2ðlmÞ) is
given by the inductive limit of the dual spaces ðH
k;pÞ
1
q;l of ðHþk;pÞ1q;l (w.r.t. L2ðlmÞ).
Note that as a direct consequence of this construction, for any k; p; qAN0;
Ipl : ðHþk;pÞ1q;p-ðHþk;pÞ1q;l is a unitary isomorphism. Therefore, the mapping Ipl can
be extended to the space ðH
k;pÞ
1
q;p and the extended mapping, also denoted by Ipl;
maps ðH
k;pÞ
1
q;p onto ðH
k;pÞ
1
q;l: The dual pairing between ðSÞ
1l and ðSÞ1l is
realized as an extension of the inner product on L2ðlmÞ; i.e.,
//G; FSSl ¼ ðG; %FÞL2ðlmÞ; GAðSÞ
1
l; FAL
2ðlmÞ:
Furthermore, we have a natural decomposition ðCðnÞÞNn¼0 for generalized functions
CAðSÞ
1l in such a way that for all GAðSÞ1l the following equality holds:
//C; GSSl ¼
XN
n¼0
1
n!
/CðnÞ; GðnÞS:
See [KKO02] for more details.
Theorem 5.1. We have
K : ðSÞ1l-ðSÞ1p
continuously.
The proof of this result follows as a consequence of the next lemma.
Lemma 5.2. For each k; qAN0 and pXd þ 1; the following estimate of norms holds:
jjKGjj2k;p;q;ppjjelðð1þ jj  jjÞ
pÞjjL1ðlmÞjjGjj2k;p;qþ1;l; GAðSÞ1l:
Proof. For all GABbsðG0Þ such that GðnÞAD ##nC ; nAN; we have ðKGÞðgÞ ¼PN
n¼0 ðKGðnÞÞðgÞ: Thus, by Corollary 2.10, KG has the chaos decomposition given by
KG ¼
XN
n¼0
Csn ;
XN
j¼0
1
n!j!
Z
Gð jÞ
Rd
GðnþjÞðf;y; ; y1;y; yjgÞ dmð jÞðfy1;y; yjgÞ
* +
:
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In order to estimate the norm jj  jjk;p;q;p of KG; let us ﬁrst compute the integral
which appears in the deﬁnition of this norm. For simplicity, in the sequel we use the
notation dmðfxigni¼1Þ for dmðnÞðfx1;y; xngÞ; and we set dmðfxig0i¼1Þ :¼ 1: By the
Cauchy–Schwarz inequality, for each kAN0; nAN; and a ¼ ða1;y; anÞANdn0 ; jajpk;
we obtain
Z
GðnÞ
Rd
XN
j¼0
1
n!j!
Z
Gð jÞ
Rd
ðDaxGðnþjÞÞðfx1;y; xn; y1;y; yjgÞ dmðfyigji¼1Þ


2

Yn
i¼1
ð1þ jjxijjÞp dmðfxigni¼1Þ
p
Z
GðnÞ
Rd
XN
j¼0
1
n!j!
Z
Gð jÞ
Rd
jðDaxGðnþjÞÞðfx1;y; xn; y1;y; yjgj
 

Yj
i¼1
ð1þ jjyijjÞ
p
2
Yj
i¼1
ð1þ jjyijjÞ

p
2 dmðfyigji¼1Þ
!2 Yn
i¼1
ð1þ jjxijjÞp dmðfxigni¼1Þ
p 1ðn!Þ2 exp
Z
Rd
ð1þ jjxjjÞ
p dmðxÞ
 

XN
j¼0
1
j!
Z
GðnþjÞ
Rd
jðDa0GðnþjÞÞðfx1;y; xnþjgÞj2

Ynþj
i¼1
ð1þ jjxijjÞp dmðfxignþji¼1Þ;
where a0 :¼ ða1;y; an; 0;y; 0ÞANdðnþjÞ0 and the integral
R
Rd
ð1þ jjxjjÞ
p dmðxÞ is
ﬁnite if and only if pXd þ 1: Then, the exponential of this integral coincides with the
L1ðlmÞ-norm of the coherent state corresponding to the function ð1þ jj  jjÞ
p (cf.
(2.5)).
Therefore for pXd þ 1 we have
jjKGjj2k;p;q;ppjjelðð1þ jj  jjÞ
pÞjjL1ðlmÞ
XN
n¼0
2nq
XN
j¼0
1
j!
jGðnþjÞj2k;p:
To estimate the above sums, note that
XN
m¼0
jGðmÞj2k;p
Xm
n¼0
2nq
1
ðm 
 nÞ!p
XN
m¼0
2mqjGðmÞj2k;p
Xm
n¼0
1
ðm 
 nÞ!
p
XN
m¼0
2mðqþ1ÞjGðmÞj2k;p ¼ jjGjj2k;p;qþ1;l: &
ARTICLE IN PRESS
Y.G. Kondratiev et al. / Journal of Functional Analysis 213 (2004) 1–3020
Remark 5.3. For each lAN; a similar computation yields
jjGjjL1ðllmÞpjjelðlð1þ jj  jjÞ

pÞjj1=2
L1ðlmÞjjGjj0;p;qþl
1;l;
that is, the condition pXd þ 1 postulated in Lemma 5.2 is an integrability condition
for test functions in ðSÞ1l:
Corollary 5.4. If k; qAN0 and pXd þ 1; then
ðHþk;pÞ1qþ2;lCDððHþk;pÞ1qþ1;lÞCðHþk;pÞ1q;l:
As a consequence, D continuously maps the space ðSÞ1l into itself.
Proof. In view of Theorem 2.7, for all GABbsðG0Þ one has
jjDGjjk;p;q;l ¼ jjIlpðDGÞjjk;p;q;p ¼ jjKGjjk;p;q;p;
proving the inclusion
DððHþk;pÞ1qþ1;lÞCðHþk;pÞ1q;l
by an application of Lemma 5.2. On the other hand, we have
jðD
1GÞðnÞðfx1;y; xngÞjpðDjGjÞðnÞðfx1;y; xngÞ:
Thus the same estimates as before yield D
1ððHþk;pÞ1qþ1;lÞCðHþk;pÞ1q;l: According to
Proposition 2.5 and Remark 5.3, this implies ðHþk;pÞ1qþ1;lCDððHþk;pÞ1q;lÞ: &
Remark 5.5. This proof also shows that the operator D
1 continuously maps ðSÞ1l
into itself.
Corollary 5.4 allows us to deﬁne the adjoint operator D of D on the space of
generalized functions ðSÞ
1l : Similarly Theorem 5.1 leads to the following deﬁnition
of the adjoint operator Kþ of the K-transform on generalized functions. Note that
also heuristically KþaK; cf. Section 6.
Deﬁnition 5.6. (i) For each CAðSÞ
1l ; DC is the unique element of ðSÞ
1l
such that
8GAðSÞ1l; //DC; GSSl :¼ //C; DGSSl:
(ii) For each CAðSÞ
1p ; KþC is the unique element of ðSÞ
1l such that
8GAðSÞ1l; //KþC; GSSl :¼ //C; KGSSp:
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Moreover, by Theorem 5.1 and its corollary, we can state the following result for
generalized functions.
Corollary 5.7. The operators
D : ðSÞ
1l -ðSÞ
1l and Kþ : ðSÞ
1p -ðSÞ
1l
are continuous.
Remark 5.8. The estimates of norms in the proofs of Lemma 5.2 and Corollary 5.4
show, in particular, that with r :¼ ð1þ jj  jjÞ
p ðpXd þ 1Þ and k ¼ q ¼ 0 one has
D : L2ðG0; l2rmÞ-L2ðG0; lrmÞ
continuously. The action of D on elements GAL2ðG0; l2rmÞ is given by
ðDGÞðZÞ ¼
X
xCZ
GðxÞ ¼ ðG  elð1ÞÞðZÞ; lm 
 a:a: ZAG0;
which coincides with ðKGÞpG0ðZÞ for GABbsðG0Þ [Oli02].
Remark 5.9. In a similar way, for each CAðSÞ
1l we can also deﬁne D

1
CAðSÞ
1l :
8GAðSÞ1l; //D

1
C; GSSl :¼ //C; D
1GSSl:
The linear operator D

1
: ðSÞ
1l -ðSÞ
1l is continuous. Furthermore, under the
conditions of Remark 5.8 one has D

1
:L2ðG0; l2rmÞ-L2ðG0; lrmÞ and for each
GAL2ðG0; l2rmÞ
ðD
1GÞðZÞ ¼
X
xCZ
ð
1ÞjZ\xjGðxÞ ¼ ðG  elð
1ÞÞðZÞ; lm 
 a:a: ZAG0:
Remark 5.10. The operators D and D

1
can be also described by creation operators
aþl ðhÞ on the Lebesgue–Poisson space, see e.g. [KKO02, Section 6.4], namely,
Theorem 6.19 therein for more details and proofs. For each GABbsðG0Þ;
DG ¼ eaþl ð1ÞG; D
1G ¼ eaþl ð
1ÞG;
where for each hAL2ReðmÞ and all GABbsðG0Þ
ðaþl ðhÞGÞðZÞ :¼
X
xAZ
GðZ\fxgÞhðxÞ; lm 
 a:a: ZAG0:
This exponential representation using the operator aþl ð1Þ was already used in
statistical mechanics for the study of the BBGKY hierarchy, see e.g. [GMP89].
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6. Correlation functions and the chaos decomposition
This section begins by recalling two formulas well-known in statistical
mechanics, see e.g. [Rue70], and in the theory of point processes, see e.g.
[DVJ88]. Often they are considered as deﬁnitions. In the sequel, given a probability
measure t on G; we denote by t3p
1L the image measure on the space GL under
the mapping pL : G-GL deﬁned by pLðgÞ :¼ gL; gAG; i.e., the projection of t
onto GL:
Proposition 6.1. (i) Let mAM1fmðGÞ be a measure which is locally absolutely continuous
w.r.t. pm; i.e., for all LABcðRdÞ the measure mL :¼ m3p
1L is absolutely continuous
w.r.t. pLm :¼ pm3p
1L : Then, rm ¼ Km is absolutely continuous w.r.t. lm: Furthermore,
for all LABcðRdÞ we have
kmðZÞ :¼
drm
dlm
ðZÞ ¼
Z
GL
dmL
dpLm
ðg,ZÞ dpLmðgÞ for lm 
 a:a: ZAGL:
The density km is called the correlation function corresponding to the measure m:
(ii) Let mAM1fmðGÞ be given. Assume that
R
GL
2jZj drmðZÞoN for all LABcðRdÞ: If
rm is absolutely continuous w.r.t. lm; then m is locally absolutely continuous w.r.t. pm
and for all LABcðRdÞ
dmL
dpLm
ðgÞ ¼ emðLÞ
Z
GL
ð
1ÞjZjkmðg,ZÞ dlmðZÞ for pLm 
 a:a: gAGL:
For the proof see e.g. [KK02].
Our aim now is to derive an explicit formula for the chaos decomposition of the
correlation function km deﬁned in Proposition 6.1 using Theorem 2.7. In view of
Section 5, more generally, one may obtain such a formula for the so-called
correlation generalized functions (Deﬁnition 6.2).
Let us consider a measure mAM1fmðGÞ such that the linear functional
ðSÞ1p{F/
Z
G
FðgÞ dmðgÞAC
is continuous. In this case, there exists a (unique) generalized function RmAðSÞ
1p
such that
8FAðSÞ1p; //Rm;FSSp ¼
Z
G
FðgÞ dmðgÞ:
In the sequel, we use the notation dm ¼ Rm dpm or Rm ¼ dmdpm in the sense of
generalized Radon–Nikodym derivatives introduced, e.g., in [BK88, Vol. I].
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Deﬁnition 6.2. Let mAM1fmðGÞ be given. If dm ¼ Rm dpm for some RmAðSÞ
1p ; then
the generalized function km :¼ KþRmAðSÞ
1l is called the correlation generalized
function corresponding to m:
Remark 6.3. Under the conditions of Deﬁnition 6.2, the correlation measure rm
corresponding to m is given by drm ¼ km dlm in the sense of generalized functions.
Indeed, by the deﬁnitions of Kþ and km; for all GAðSÞ1l we haveZ
G0
ðKGÞðgÞ dmðgÞ ¼ //Rm; KGSSp ¼ //km; GSSl
and the assertion follows by the deﬁnition of the correlation measure rm:
It is then clear that the generalized functions Rm and km are a generalization of the
densities dm
L
dpLm
and km postulated in Proposition 6.1.
Given a mAM1fmðGÞ such that dm ¼ Rm dpm with RmAðSÞ
1p ; let us now consider
the generalized function rmAðSÞ
1l deﬁned by
rm :¼ IplRm: ð6:1Þ
A straightforward computation using Theorem 2.7 yields
km ¼ KþRm ¼ DðIplRmÞ ¼ Drm:
Furthermore, we can deduce an explicit formula for the chaos decomposition of km
and rm:
Theorem 6.4. For each nAN we have the following equalities:
kðnÞm ¼
X
kpn
n
k
 
rðkÞm ð6:2Þ
and
rðnÞm ¼
X
kpn
ð
1Þn
k n
k
 
kðkÞm ð6:3Þ
in the sense of generalized functions, i.e., for all GAðSÞ1l
/kðnÞm ; G
ðnÞS ¼
X
kpn
n
k
 
rðkÞm ##In
k; G
ðnÞ
* +
ð6:4Þ
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and
/rðnÞm ; G
ðnÞS ¼
X
kpn
ð
1Þn
k n
k
 
kðkÞm ##In
k; G
ðnÞ
* +
; ð6:5Þ
where In
kADC0
##n
k is the distribution corresponding to the function identically equal
to 1:
Proof. Since km ¼ Drm; for each nAN one has kðnÞm ¼ ðDrmÞðnÞ: Therefore, for every
GAðSÞ1l we have
/kðnÞm ; G
ðnÞS ¼ /ðDrmÞðnÞ; GðnÞS;
where the right-hand side (up to a factor n!) is given by
//ðDrmÞðnÞ; GSSl ¼ //rm; DGðnÞSSl;
which is equal to
Xn
k¼0
1
k!
rðkÞm ;
1
ðn 
 kÞ!
Z
Gðn
kÞ
Rd
GðnÞðf;y; ; y1;y; yn
kgÞ dmðn
kÞðfy1;y; yn
kgÞ
* +
according to (2.11). In this way equality (6.4) is proved. The proof of equality (6.5) is
done in a similar way by using the fact that rm ¼ D
1km: &
This result leads to an alternative description of Gibbs measures using rm: For this
purpose, we have ﬁrst to introduce the framework of Gibbs measures.
Given a symmetric measurable function f :Rd  Rd-R,fþNg; called a pair
potential, let us consider the energy functional E : G0-R,fþNg deﬁned by
EðZÞ :¼
X
fx;ygCZ
fðx; yÞ; Eð|Þ :¼ EðfxgÞ :¼ 0
and the interaction energy WðZ; gÞ between ZAG0 and gAG given by
WðZ; gÞ :¼
P
xAZ;yAg
fðx; yÞ if P
xAZ;yAg
jfðx; yÞjoN
þN otherwise
(
;
Wð|; gÞ :¼ WðZ; |Þ :¼ 0:
Deﬁnition 6.5. A probability measure m on G is called a Gibbs measure
corresponding to the potential f; the intensity measure m; and the inverse
temperature b40 if m fulﬁlls the Ruelle equation, i.e., for all positive functions
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FAL0ðG;BðGÞÞ and all LABcðRdÞ;Z
G
FðgÞ dmðgÞ ¼
Z
GL
Z
G
Rd \L
FðZ,gÞ expð
bEðZÞ 
 bWðZ; gÞÞ dmðgÞ dlmðZÞ:
For translation invariant pair potentials f verifying the standard Ruelle
conditions (RC) of translation invariance, stability (S), regularity (I), and lower
regularity (which may be found in [Rue70]), Ruelle proved in [Rue70] the next result
for Gibbs measures. For non-translation invariant pair potentials the same result
was proved in [Kun99].
Proposition 6.6. Let mAM1fmðGÞ be a measure locally absolutely continuous w.r.t. the
Poisson measure pm and such that the corresponding correlation function km fulfills the
Ruelle bound, i.e.,
(CR40; kmðZÞpðCRÞjZj; lm 
 a:a: ZAG0:
Then, m is a Gibbs measure corresponding to a potential f fulfilling the (RC) conditions
if and only if km is a solution of the Mayer–Montroll equation, i.e.,
kmðZ,xÞ ¼ e
bEðxÞ
bW ðx;ZÞ
Z
G0
elðe
bW ðx;Þ 
 1; zÞkmðZ,zÞ dlmðzÞ;
lm#lm-a.e.
Remark 6.7. The assumption that the correlation function km fulﬁlls the Ruelle
bound is already needed to insure that the Mayer–Montroll equation is well-deﬁned.
Theorem 6.8. Let f be a pair potential fulfilling (S) and (I), and mAM1fmðGÞ be a
measure locally absolutely continuous w.r.t. the Poisson measure pm: Then, km fulfills
the Ruelle bound if and only if rm as described in (6.1) fulfills the Ruelle bound. Under
these conditions, km is a solution of the Mayer–Montroll equation if and only if rm is a
solution of the following equation:
rðZ,xÞ ¼
X
x1Cx
exp
Z
Rd
ðe
bWðx1;fxgÞ 
 1Þ dmðxÞ
 
ð
1Þjx\x1je
bEðx1Þ

X
Z1CZ
e
bW ðx1;Z1Þ
Z
G0
elðe
bW ðx1;Þ 
 1; ðZ\Z1Þ,zÞrðZ1,zÞ dlmðzÞ; ð6:6Þ
lm#lm-a.e.
Proof. The ﬁrst part of the proof directly follows from (6.2) and (6.3).
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According to equality (6.2), the Mayer–Montroll equation may be rewritten as
kmðZ,xÞ ¼ e
bEðxÞ
bW ðx;ZÞ
Z
G0
elðe
bW ðx;Þ 
 1; zÞ
X
BCZ,z
rmðBÞ dlmðzÞ;
where the above integral is equal to
X
Z1CZ
Z
G0
elðe
bWðx;Þ 
 1; zÞ
X
z1Cz
rmðZ1,z1Þ dlmðzÞ
¼
X
Z1CZ
Z
G0
elðe
bW ðx;Þ 
 1; zÞðDrmðZ1,ÞÞðzÞ dlmðzÞ
¼
X
Z1CZ
Z
G0
ðDelðe
bWðx;Þ 
 1ÞÞðzÞrmðZ1,zÞ dlmðzÞ
¼
Z
G0
elðe
bW ðx;Þ 
 1; BÞ dlmðBÞ

X
Z1CZ
Z
G0
elðe
bW ðx;Þ 
 1; zÞrmðZ1,zÞ dlmðzÞ:
On the other hand, relation (6.3) leads to
rmðZ,xÞ ¼
X
BCZ,x
ð
1ÞjðZ,xÞ\BjkmðBÞ
¼
X
x1Cx
X
Z1CZ
ð
1ÞjZ\Z1jþjx\x1jkmðZ1,x1Þ:
This equality together with the previous calculation gives
rmðZ,xÞ ¼
X
x1Cx
exp
Z
Rd
ðe
bWðx1;fxgÞ 
 1Þ dmðxÞ
 
ð
1Þjx\x1je
bEðx1Þ

X
Z1CZ
ð
1ÞjZ\Z1je
bWðx1;Z1Þ
X
Z2CZ1
Z
G0
elðe
bW ðx1;Þ 
 1; zÞrmðZ2,zÞ dlmðzÞ;
where
X
Z1CZ
ð
1ÞjZ\Z1je
bW ðx1;Z1Þ
X
Z2CZ1
Z
G0
elðe
bW ðx1;Þ 
 1; zÞrmðZ2,zÞ dlmðzÞ
¼
X
Z1CZ
ð
1ÞjZ\Z1j
X
Z2CZ1
e
bW ðx1;Z1\Z2Þe
bWðx1;Z2Þ

Z
G0
elðe
bW ðx1;Þ 
 1; zÞrmðZ2,zÞ dlmðzÞ
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¼
X
Z2CZ
e
bWðx1;Z2Þ
Z
G0
elðe
bW ðx1;Þ 
 1; zÞrmðZ2,zÞ dlmðzÞ
 

X
Z1CZ\Z2
ð
1ÞjðZ\Z2Þ\Z1je
bW ðx1;Z1Þ
¼
X
Z2CZ
e
bWðx1;Z2Þ
Z
G0
elðe
bW ðx1;Þ 
 1; zÞrmðZ2,zÞ dlmðzÞ
 
 elðe
bW ðx1;Þ 
 1; Z\Z2Þ
¼
X
Z2CZ
e
bWðx1;Z2Þ
Z
G0
elðe
bW ðx1;Þ 
 1; ðZ\Z2Þ,zÞrmðZ2,zÞ dlmðzÞ:
In this way we have proved that if km is a solution of the Mayer–Montroll equation,
then rm is a solution of Eq. (6.6). The assertion follows by an application of a similar
procedure to Eq. (6.6). &
Remark 6.9. In particular, if x ¼ fxg (xARd) then, under the conditions of Theorem
6.8, we obtain the equivalence between the equation
rmðZ,fxgÞ þ rmðZÞ ¼ exp
Z
Rd
ðe
bfðx;yÞ 
 1Þ dmðyÞ
 

X
xCZ
e
bW ðfxg;xÞ
Z
G0
elðe
bfðx;Þ 
 1; ðZ\xÞ,zÞrmðx,zÞ dlmðzÞ;
lm#m 
 a:e:
and the so-called Kirkwood–Salsburg equation, i.e.,
kmðZ,fxgÞ ¼ e
bW ðfxg;ZÞ
Z
G0
elðe
bfðx;Þ 
 1; zÞkmðZ,zÞ dlmðzÞ; lm#m 
 a:e:
Thus, Proposition 6.6 and Theorem 6.8 combined yield the following character-
ization result for Gibbs measures.
Proposition 6.10. Let f be a pair potential fulfilling (RC). Let mAM1fmðGÞ be a
measure locally absolutely continuous w.r.t. the Poisson measure pm and such that rm
fulfills the Ruelle bound. Then, m is a Gibbs measure corresponding to the potential f;
the intensity measure m; and the inverse temperature b if and only if rm is a solution of
Eq. (6.6).
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