Representation of a given nonnegative multivariate polynomial in terms of a sum of squares of polynomials has become an essential subject in recent developments of sums of squares optimization and SDP (semidefinite programming) relaxation of polynomial optimization problems. We disscuss effective methods to obtain a simpler representation of a "sparse" polynomial as a sum of squares of sparse polynomials by eliminating redundancy.
Introduction
Determining global nonnegativity of a (multivariate) polynomial has been an important issue in many applications. If a polynomial can be represented as a sum of squares (of polynomials), global nonnegativity of the polynomial is guaranteed. Representing a polynomial as a sum of squares has gained a lot of attention in recent developments of sum of squares optimization [10, 11] and SDP (semidefinite programming) relaxation of polynomial optimization problems [5, 6, 7, 8] .
When we aim to represent a nonnegative polynomial in terms of a sum of squares of polynomials, we need to address two issues of whether such representation is possible and how it can be computed. The first issue is studied by many researchers starting from Hilbert. See [15] . The second computational issue has been dealt from various viewpoints as in [3, 13, 16] . The focus of this paper is on increasing computational efficiency to represent sparse polynomials as a sum of squares. It has been known [3, 13] that the problem of representing a nonnegative polynomial as a sum of squares can be converted to an LMI (linear matrix inequality) [2] , whose size determines the computational efficiency. We present effective methods to obtain a simpler representation of a sparse polynomial as a sum of squares of sparse polynomials by eliminating redundancy and, therefore, reducing the size of the resulting LMI.
We consider a polynomial f (x) = α∈F
in the vector variable x ∈ R n with a support F ⊂ Z n + and real coefficients c α = 0 (α ∈ F ). Here, for every variable vector x = (x 1 , x 2 , . . . , x n ) T ∈ R n and every α = (α 1 , α 2 , . . . , α n ) T ∈ Z n + , we use the notation x α for the term x 2 · · · x αn n . We write any polynomial in a variable vector x ∈ R n as α∈A d α x α for some nonempty finite subset A of Z n + and some d α ∈ R (α ∈ A). We call A the support of the polynomial. In general, we allow some d α to be zero.
Assume that f (x) is a nonnegative polynomial; f (x) ≥ 0 for every x ∈ R n . Then, the degree of the polynomial f (x), i.e., the highest degree of monomials x α (α ∈ F ) of the polynomial f (x), must be a nonnegative even integer, say 2r, for some nonnegative integer r. Furthermore the following fact is known (Lemma in Section 3 of [14] ). Let F e denote the set of elements α ∈ F with coordinates α i (i = 1, 2, . . . , n) of even nonnegative integer; F e = {α ∈ F : α i is an even nonnegative integer (i = 1, 2, . . . , n)}. Then F is contained in co(F e ), the convex hull of F e . Now assume that f (x) can be represented as a sum of squares of polynomials g 1 (x), g 2 (x), . . . , g k (x) such that
where both k and polynomials g 1 (x), g 2 (x), . . . , g k (x) are unknowns to be found. It is necessary to estimate and decide supports of unknown polynomial g i (x) (i = 1, 2, . . . , k) prior to computing them. Let G i denote an unknown support of the polynomial g i (x)
with some nonzero or zero coefficients v i α (α ∈ G i ) (i = 1, 2, . . . , k). Since f (x) is a nonnegative polynomial, we can apply the above fact, F ⊂ co(F e ) to the polynomial f (x). The following relation is also known (Theorem 1 of [14] ):
A denote the set a 2 : a ∈ A for every A ⊂ R n . Hence we can confine effective supports of unknown polynomials g 1 (x), g 2 (x), . . . , g k (x) to subsets of
Without loss of generality, we may further assume that all polynomials g 1 (x), g 2 (x), . . . , g k (x) share a common support G ⊂ G 0 ; take the union of supports G i (i = 1, 2, . . . , k) of all polynomials for G and define the coefficient of the monomial x α of g i (x) to be zero if α ∈ G is not contained in the original support
with some nonzero or zero coefficients v i α (α ∈ G) (i = 1, 2, . . . , k). Reducing the size of G helps us achieve computational efficiency. After a common support G is determined correctly, the problem of computing unknown polynomials g 1 (x), g 2 (x), . . . , g k (x) can be converted to an LMI (linear matrix inequality) [10, 11] . The size of a symmetric matrix variable of the resulting LMI is s × s, where s denotes the cardinality of G or the number of elements of G. When we apply interior-point methods to the resulting LMI, the numerical efficiency of solving an LMI depends heavily on its size. Although it is safe to take the maximal possible support G 0 for unknown polynomials g 1 (x), g 2 (x), . . . , g k (x), a smaller support G ⊂ G 0 provides practical computational efficiency. We present this conversion in detail in Section 2.2.
We call a polynomial f (x) sparse if the number of elements in the support F is much less than the number of the maximal support α ∈ Z n + : e T α ≤ 2r over polynomials of degree 2r in the variable vector x ∈ R n . Sparse polynomials can provide a small and sparse support G for unknown polynomials g 1 (x), g 2 (x), . . . , g k (x) compared with the maximal support α ∈ Z n + : e T α ≤ r over polynomials of degree r in the variable vector x ∈ R n . In a numerical method to construct G, the set G 0 given in (3) serves as an initial guess of a legitimate support for unknown polynomials g 1 (x), g 2 (x), . . . , g k (x) for which the identity (2) holds. The next step is to eliminates unnecessary elements from G 0 in a continued manner to finally arrive at a small G. We present numerical methods to reduce the size of G as much as possible.
It is common to have a polynomial with the coefficients c α (w) (α ∈ F) of f (x) as linear functions of a parameter vector w ∈ R m : f (x, w) = α∈F c α (w)x α , in many applications arising from sum of squares optimization problems [10, 11] and SDP (semidefinite programming) relaxation of polynomial optimization problems [5, 6, 7, 8] . It is an extension of (1) where the coefficients c α (w) (α ∈ F) of the polynomial f (x) are constant. The goal is to generate a small subset G of Z n + such that for each fixed w ∈ R m f (x, w) is sum of squares of a finite number of polynomials g 1 (x, w), g 2 (x, w), . . . , g k (x, w) having a support G. Because the proposed methods to generate an effective small support G for unknown polynomials g 1 (x, w), g 2 (x, w), . . . , g k (x, w) do not depend on the the coefficients of f (x, w) but only on the support F of f (x, w), they can be applied to handle polynomials with parameterized coefficient mentioned above.
Throughout the paper, we consider a simple unconstrained polynomial optimization problem as an illustrative example, minimize f 0 (x) ≡ −4x We can rewrite this problem as maximize ζ subject to f 0 (x) − ζ ≥ 0.
Replacing the inequality constraint f 0 (x) − ζ ≥ 0 by the condition that f 0 (x) − ζ is a sum of squares polynomials, we obtain a sum of squares optimization problem [10, 11] maximize ζ subject to f 0 (x) − ζ is a sum of squares of polynomials.
. In this case, we see
2r = 14 (the degree of the polynomial f (x, ζ))
By applying our method, which we will present in Section 4, we can eliminate 3 unnecessary elements from the initial guess G 0 to generate
Since we can represent f (x, ζ) as
for every ζ ≤ −1, we know G computed is the minimal legitimate support for unknown polynomials
This paper is organized as follows: In section 2, we discuss how polynomials represented in a sum of squares can be converted to an LMI. In Section 3, we examine theoretical properties of supports to express a nonnegative polynomial as a sum of squares. These theoretical properties on supports lead to practical methods to compute the smallest support in a certain class of common effective supports of unknown polynomial g 1 (x), g 2 (x), . . . , g k (x). We present numerical methods and algorithms in Section 4 for the smallest support. It is followed by numerical experiments in Section 5. Section 6 is devoted to concluding remarks.
Preliminaries 2.1 Notation and symbols
Suppose that A is a nonempty finite subset of Z n + . Let |A| denote the cardinality of A and R A the |A|-dimensional Euclidean space whose coordinates are indexed by α ∈ A. Although the order of the coordinates is not relevant in the succeeding discussions, we may assume that the coordinates are arranged according to the lexicographical order. Each element of R A is denoted as v = (v α : α ∈ A). We use the symbol S A + for the set of |A| × |A| symmetric matrices with coordinates α ∈ A; each V ∈ S A + has elements V αβ (α ∈ A, β ∈ A) such that V αβ = V βα and that
, a column vector consisting of elements x α (α ∈ A). Using the notation and symbols introduced above, we can rewrite (1) as
where c = (c α : α ∈ F) ∈ R F , and (4) as
where 
Reduction of sums of squares of polynomials to linear matrix inequalities
The lemma below is well-known ( [3, 10, 13] ). We provide a proof for the reader to see how we reduce the computation of unknown polynomials (1) is a sum of squares of a finite number of polynomials with a common support G if and only if there exists a V ∈ S G + such that
Proof:
Suppose that f (x) is a sum of squares of a finite number of polynomials (6) into (2), we see that
is a sum of squares of finite number of polynomials with a common support G, then there exists a V ∈ S G + satisfying (7). The converse is true since each
. . , k) and some positive integer k. Now, we convert the problem of finding V ∈ S G + satisfying (7) to an LMI (linear matrix inequality) [2] . Substituting f (x) = α∈F c α x α into (7), we see that
Here C = {(α, β) : α ∈ G, β ∈ G, α ℓ β}, and α ℓ β denotes that α is lexicographically smaller than or equal to β. By comparing the coefficients of the monomials x γ (γ ∈ G + G), we see that V ∈ S G + satisfies this identity for every x ∈ R n if and only if it satisfies a linear system of equations
Let σ and τ denote the cardinalities of the sets G and G + G, respectively. It is convenient to introduce σ × σ constant matrices E αβ ∈ S G with 1 in (α, β)th and (β, α)th positions and 0 elsewhere (α ∈ G, β ∈ G). Then, the positive semidefinite condition V ∈ S G + can be rewritten as
On the other hand, (8) involves τ linear equations in σ(σ + 1) variables V αβ ((α, β) ∈ C). It should be noted each variable V αβ appears in only one equation ((α, β) ∈ C), so that we can solve the linear system (8) 
where ω γδ αβ ∈ R and χ αβ ∈ R ((α, β) ∈ D, (γ, δ) ∈ C\D). Substituting (10) into (9), we have that
Consequently, we have obtained a standard form LMI (linear matrix inequality)
which characterizes the identity (7); hence (2). We mention here that there are many software packages [17, 18, 19] , based on interior-point methods for semidefinite programs, to solve LMIs.
Representation of a nonnegative polynomial as a sum of squares
Throughout this section, we assume that a polynomial f (x) given in (1) with a support F ⊂ Z n + and real coefficients c α = 0 (α ∈ F ) is a sum of squares of a finite number of unknown polynomials g i (x) (i = 1, 2, . . . , k) given in (4) with a common support G ⊂ Z n + and coefficients v i α (α ∈ G, i = 1, 2, . . . , k), i.e., the identity (2) holds.
Lemma 3.1. Assume that
Then,
Proof: First we observe that
we thus obtain the identity f (x) = ϕ 1 (x) + ϕ 2 (x). Note that the supports of the polynomials f (x), ϕ 1 (x) and ϕ 2 (x) are F, B + B and G + H for which the relation (11) holds. Hence the identify above implies that
α∈B v i α x α 2 = 0. Therefore, the desired result follows.
By restricting B to a singleton in G , we have the following corollary.
( (2) of Proposition 3.7 of [3] ). Assume that α ∈ G, G\{α} = ∅, 2α ∈ F e and 2α ∈ (G + G\{α}) .
As mentioned in the Introduction, we know that the support F of f (x) is contained in co(F e ), the convex hull of the set F e of elements α ∈ F with coordinates α i (i = 1, 2, . . . , n) of even nonnegative integer, and we can take G 0 defined by (3) for an effective common support of unknown polynomials g i (x) (i = 1, 2, . . . , k). Let G = G 0 . By applying Lemma 3.1, we can recursively define a family Γ = {G} of common supports of unknown polynomials g 1 (x), g 2 (x), . . . , g k (x) for which (2) holds as the following steps:
(ii) if (11) holds for some G ∈ Γ, then H ∈ Γ.
We know that 
We show that the family Γ is closed under intersection; if G ∈ Γ and G ′ ∈ Γ then G ∩ G ′ ∈ Γ in the succeeding discussions. This property of Γ guarantees the existence of the smallest support G * in Γ, which is unique in the sense that G * ⊂ G for every G ∈ Γ. We use G * in practical computation of unknown polynomials g 1 (x), g 2 (x), . . . , g k (x). Numerical methods for G * are described in Section 4. In order to prove that the family Γ is closed under intersection, we need the following lemma. Proof: Letα be a vertex of the convex hull of B. Sinceα ∈ B ⊂ G, the first relation α ∈ G and the second relation G\{α} = ∅ in (12) are apparent. The relation 2α ∈ F e in (12) follows from the relation (B + B) ∩ F = ∅ in (11) . To show the relation 2α ∈ (G + G\{α}) in (12) , it suffices to show 2α = α + β, α ∈ G, β ∈ G implies α = β =α.
This is because (14) indicates that there exist no α ∈ G and β ∈ G\{α} such that 2α = α + β. We assume that α +α = α + β, α ∈ G and β ∈ G,
and derive α = β =α. Since G = B ∪ H and B ∩ H = ∅, it suffices to consider the following three cases (a) α ∈ B and β ∈ B.
(b) α ∈ B and β ∈ H.
(c) α ∈ H and β ∈ H.
In case (a), (15) implies that α = β =α sinceα is a vertex of the convex hull of B. In the cases of (b) and (c), α = β =α follows from the last relation of (11). Hence, we have shown (12) . Suppose that both (11) and (12) hold. Let G 1 = G\{α}, B 1 = B\{α} and H 1 = H. Then,
We can apply Lemma 3.3 again to the quadruple F, B 1 , H 1 and G 1 whenever B 1 and H 1 are nonempty. Thus Lemma 3.3 not only shows a close relation of Corollary 3.2 with Lemma 3.1, but also ensures that we can replace the condition (ii) by a simpler condition (ii)' if (12) holds for some G ∈ Γ then G\{α} ∈ Γ. in the definition of the family Γ above. The latter fact plays an essential role in the proof of the theorem below and also in a numerical method given in Section 4 for computing the smallest set G * in the family Γ. Now, we are ready to show the main theorem of this section. Proof: Suppose that G, G ′ ∈ Γ. We want to show that
So we assume that G ′ ⊂ G. In view of Lemma 3.3 and the discussion above, we can construct G from G 0 by eliminating an element of G p−1 ∈ Γ to generate G p ∈ Γ (p = 1, 2, . . . , q) successively such that
q).
Hence we see that
We assume that H j ∈ Γ (j = 0, 1, . . . , p − 1) for some p ≤ q and then show that
On the other hand, we see from the relations on the last line of (16) 
Therefore, we conclude by the definition of Γ that H p ∈ Γ.
In the example (5), if we define subsets G 1 , G 2 and G 3 of G 0 recursively by
Then, G p ∈ Γ (p = 0, 1, 2, 3) and G * = G 3 is the smallest set in Γ.
4 Numerical methods for computing the smallest set G * in Γ
Computation of the smallest set G * in the class Γ is achieved by solving a combinatorial counting problem. The problem can be divided into two phases. The first phase generates the initial set G 0 given by (3) , and the second phase eliminates redundant elements from G 0 to obtain the smallest set G * in Γ.
Phase 1
The aim of the first phase is to compute the initial set G 0 . One way for G 0 is as follows:
(ii) Describe the polytope co (iii) Check whether each α in the outer approximation E of G 0 satisfies the system of linear inequalities above; α lies in G 0 if and only if it satisfies the facet inequalities.
SOSTOOLS [11] employs this method with MATLAB's function convhulln to obtain the facet inequality description of the polytope co 
F
e as given in (ii). The software cdd+ [4] can also be used for (ii). The method described above, however, may not be efficient for cases that the dimension n and/or the number of elements in F e becomes larger because computing all facet inequalities of the polytope co 
e requires much work. This can be observed by the numerical results showing that the number of facets is much larger than the number of integer points in a polytope in Section 5. We also should mention that the goal of phase 1 is not the facet inequalities but to obtain G 0 . Barvinok [1] presented a numerical method to find the integer points in a rational polytope described as a set of linear inequalities with integer coefficients or the convex hull of a finite set of integer vectors. However, the software LattE [9] implementing his numerical method accepts only a polytope represented by linear inequalities as input. Therefore, another way to compute G 0 is that we first implement the step (ii), which can be done with the software cdd+ by [4] . Then, use the software LattE to enumerate the integer vectors for G 0 . Instead of computing all facet inequalities that may require a great deal of computational time, we develop a simple enumeration method to generate G 0 . Let us define the lower and upper bounds of each coordinate of the integer vectors in the polytope as follows.
We observe that
The set E 0 defined above serves as an initial outer approximation of G 0 . The size of E 0 can be reduced using the fact that the lower and upper bounds of higher dimensional coordinate (e.g. k ≤ n) of integer vectors depend on lower dimensional coordinates (e.g. 1 to k − 1) whose values are set to appropriate integers. If the first coordinate of the all integer vectors is fixed as an integer value between the lower and upper bounds ℓ Obviously, the size of resulting set by these lower and upper bounds is a smaller than E 0 . This process can be applied to fix the second to (n − 1)th coordinates with some value and obtain lower and upper bounds of the coordinates that are not fixed. If all the possible integer values in the first to (n − 1)th coordinates are fixed to compute the lower and upper bounds of the nth coordinate, the integer vectors with the nth coordinate between the lower and upper bounds yield G 0 .
Phase 2
Now we focus our attention on how to generate G * from G 0 . Let p = 0. We construct a digraph (directed graph) having the nodes corresponding to all the members of F e and G p . We denote the nodes by {ν(γ, F e ) : γ ∈ F e } ∪ {ν(α, G p ) : α ∈ G p }. Note that an α ∈ Z n + may lie in both G p and F e , but two nodes ν(α, G p ) and ν(α, F e ) need to be distinguished. We attach two types of (direct) edges to some pairs of the nodes as follows: Then we can recognize eachα ∈ G p satisfying 2α ∈ F e and 2α ∈ G p + (G p \{α}) as a node ν(α, G p ) with no outgoing edges. If there does not exist such a node then G * = G p is the smallest set in Γ. Otherwise let ν(α p , G p ) be such a node ν(α, G p ) and G p+1 = G p \{α}. Then eliminate the node ν(α p , G p ) and all edges connected to the node ν(α p , G p ). Then the resulting graph has the nodes corresponding to all the members of F e and G p+1 and two types of edges characterized as (a) and (b) above with p = p + 1. Therefore, replacing p by p + 1, we can continue this procedure until we obtain the digraph that does not have any node with no outgoing edges or the smallest set G * = G p in Γ.
Numerical experiments
The phase 1 and 2 described in Section 4 was implemented with a MATLAB program. The focus of this section is to see how the number of integer vectors changes from G 0 by phase 1 and to G * by phase 2 with some randomly generated test problems. We are also interested in how effectively the procedure by phase 1 and 2 reduces the size of G 0 as the degree of the polynomial and the number of monomial in the polynomial increase.
We generated some test problems with varying the number of monomials and the degree of the polynomial. The following form of a polynomial is considered.
where x ∈ R n , α j ∈ Z n + and β j ∈ Z n + . Notice that the coefficients of monomials are one in the polynomial construction in (18) since coefficients generally do not affect the procedure in Section 4. The polynomial (18) can be rewritten as
Then, the support of (18) is
We created the numbers α j and β j , (j = 1, . . . , n) using random number generator in MATLAB and given numbers. For instance, the ith coordinates of α j ∈ Z n + and β j ∈ Z n + are generated by
respectively, where γ is a random number in the interval [0, 1] and α max and β max are given numbers to bound the degree of the polynomial. For each choice of n, m, α max and β max , we generated 5 problems and tested.
In Tables 1 and 2 , n denotes the dimension n of the vector x, m the number of terms in a polynomial (18) , #F e the number of elements in F e , #G 0 the number of elements in G 0 , #G ⋆ the number of elements in G ⋆ , and #facets the number of the facets of the polytope co 
F
e . We used a MATLAB program implementing the method described in Section 4 to find the numbers of G 0 and G ⋆ , and a MATLAB function convhulln to compute the number of the facets. Table 1 displays the results from five problems for n = 10, from m = 10 to m = 15, α max = 4 and β max = 4. The five rows show the results from five problems that were generated. The results from five problems for n = 10 − 18 and m = 20 − 22 are shown in Table 2 . The number of facets increases very rapidly as m changes from 10 to 15, e.g. from 2330 to 16323 as shown in the third row of Table 1 . The growth is even faster for larger n and m as in Table 2 . For the case with n = 18, m = 22, it was not possible to obtain the number of facets using the MATLAB function convhulln. We observe in Tables 1 and  2 that the difference between #G 0 and G ⋆ become larger as we increase n and m. It should be also noted that in many of the cases, #G * coincides with #F e ; hence G * = 1 2 F e (recall the relation (13)). This demonstrates that the phases 1 and 2 in Section 4 are effective to reduce the size of the support of a polynomial. In addition, we expect to have increased numerical efficiency as we deal with larger dimensional polynomials with a number of terms.
Concluding remarks
We have shown theoretical properties on supports of polynomials in Section 3 and used the properties to propose a numerical method to compute the smallest support of a given #facets  186  20  2,330  856  25  6,049  871  30  16,323  93  20  2,109  193  24  5,981  309  31  20,291  175  20  1,906  456  26  5,357  491  32  14,947  81  21  2,081  295  25  5,748  308  30  14,041  78  21  1,802  247  25  5,059  225  31 14,824 Table 2 : Reduced size of the supports for n = 10, 15, 18 and m = 20 and 22.
polynomial. Numerical experiments in Section 5 exhibit the effectiveness of the proposed methods. The effectiveness increases with the numbers of variables and terms in a polynomial. Test problems used in Section 5 do not represent a wide range of polynomials arising in many applications. It is a special type of polynomials. Hence, extensive numerical tests for various polynomials are necessary to confirm the effectiveness of proposed numerical methods. This will be a subject of future study.
As mentioned in Section 4, we have used a simple enumeration method for the phase 1 in our numerical experiments. From the numerical results in Section 5, we find that the difference between the size of the initial outer approximation E 0 of G 0 and the size of G 0 grows very rapidly as the numbers of variables and terms of a polynomial increase. This indicates that the initial outer approximation E 0 includes an increasingly large part that does not belong to G 0 . Efficiency will be improved if this unnecessary portion of the initial outer approximation E 0 can be discarded at earliest possible stage of the numerical procedure. This suggests to develop an efficient method based on the branch and bound technique to get a better outer approximation of G 0 by dividing E 0 successively. Separability is one of the important issues related to sparse polynomials. A polynomial f (x) is called separable if it can be written as f (x) = n i = n, x = (x 1 , x 2 , . . . , x m ).
In this case, if f (x) is a sum of squares of polynomials in the joint vector variable x = (x 1 , x 2 , . . . , x m ), we expect a conjecture that it can be represented as a sum of squares of polynomials each of which is a polynomial in exactly one of the vector variables x 1 , x 2 , . . . , x m .
We have confirmed that this conjecture is true when f (x) attains 0 for some x as its minimum. The problem of finding the smallest supports for a separable polynomial is divided into m subproblems with smaller sizes. Then, the computational method discussed in Section 5 can be applied to each of m subproblems. Therefore, separable polynomials can be handled efficiently in search of the smallest support.
