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ABSTRACT
Northern latitudes are known to be the most vulnerable regions already witnessing the 
impacts of climate change. These impacts have not only affected a broad spectrum of ecological 
conditions but also physical and socio-economic functions and activities across the region. 
Uncertainties in climate change and its progression exposes agroecosystem development and 
sustainability to a great risk. Yet, not fully understood, climate feedbacks and influencing factors 
such as human population growth and consumption imposes economical and financial stress in the 
sustainability of agroecosystem activities. On the opposite direction, trends in this activity can 
drive regional modifications to climate to an extent that is still unknown and not yet forecasted. 
Over time, as the acreages of agricultural lands increase from conversion of natural lands such as 
boreal forests, unexpected changes in surface energetics and particularly overturning of 
evapotranspiration rates and changes in soil moisture regime may potentially accentuate regional 
climate change. These changes therefore are expected to introduce new challenges for Alaskan 
agriculturists because of increasing vulnerabilities and affecting conditions that shape resilience 
of agricultural systems and production.
This research focused on improving understanding of surface energetics in an 
agroecosystem of Interior Alaska. A synthesis study was conducted combining the analysis of 
intensive field experiments including direct measurements of micrometeorological, hydrological, 
meteorological variables and computational modelling during the summer growing season. The 
evaluation of evapotranspiration (ET) dynamical regime and surface energy processes showed that 
ET represented a large portion of surface energy balance with similar aspects to surface fluxing 
levels in Arctic tundra, and in contrast, with more abundant flux levels than in subarctic boreal 
forest. Surface heterogeneities due to soil moisture and temperature regime drive differences in 
energy balance closure as a function of spatial scales despite the mostly flat surfaces and stationary 
atmospheric surface layer flows in the experimental area. A fully coupled numerical simulation 
was performed to model fluxes at the land-atmosphere interface and compared to independent 
observations of surface energy.
A final assessment of experimental methodologies and numerical modeling is presented in 
preparation for integrative data fusion analysis and studies involving new satellite remote sensing 
capabilities, physical modeling and network field observations.
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CHAPTER 1
1.1 General introduction
Current climate change impacts are likely to be more pronounced in the Arctic and 
adjacent subarctic regions than other parts of the world (Chapin et al., 2000a; Grunzweig et al., 
2004; ACIA, 2005; Chapin et al., 2005; Serreze and Francis, 2006; Christensen et al., 2007; 
IPCC, 2007a,b,c; MacDonald, 2010; Walsh et al., 2014). In particular, Alaska has been 
experiencing warming more than twice faster than the rest of the United States, with the average 
annual air temperature increasing by approximately 1.5 °C in the past 60 years, and substantial 
year-to-year and regional variability over the past several decades (Stewart et al., 2013; Chapin 
et al., 2014). Several environmental changes documented in response to this warming include 
lengthening of the growing season (Smith et al., 2004; Euskirchen et al., 2006; Shulski and 
Wendler, 2007; SNAP, 2008; Euskirchen et al., 2009), decline in snow cover duration and extent 
(Stone et al., 2002; Euskirchen et al., 2006; Euskirchen et al., 2007), permafrost degradation 
(Jorgenson et al., 2010), drier landscapes, increased ecosystem productivity, and shifts in 
seasonal fire regimes (Rupp et al., 2007). Associated with these changes are direct and indirect 
effects on terrestrial ecosystems; for example, modifications to the water and energy balance 
regimes resulting in feedbacks to the climate system (McFadden et al., 1998; Chapin et al., 
2000b; Beringer et al., 2005; Chapin et al., 2005). One of the most considerable and direct 
impacts of climate change will be on agricultural and food systems (Battisti and Naylor, 2009). 
In this sense, it is projected that with the increase in average temperatures, the global potential 
for food production will decrease (IPCC, 2007b). To meet future demands and conduct 
sustainable agriculture, considerable growth in food production must be coupled with reduction 
in the environmental impacts from agriculture (Peltonen-Sainio, 2012).
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However, agriculture activity can become vulnerable under changing climate because of 
its strong connection to meteorological, hydrological and climatological variability. Change in 
local climate variables such as temperature, humidity, snow melt, precipitation, and soil moisture 
affect crop development and farming activities. Future changes in these variables and their 
regimes configure new challenges for farmers which may increase vulnerability of farming 
activity and add uncertainty in production, particularly in Alaska where the region is more 
susceptible and sensitive to climate change than other regions. Agriculture in Alaska exists as an 
underdeveloped natural resource-based industry that has been shaped by historical and 
developmental processes and continually influenced by environmental and socioeconomic 
factors (Stevenson et al., 2014a). According to the report of the Natural Resources Conservation 
Service (NRCS) of the United States Department of Agriculture (USDA), Alaska has more than 
16 million hectares of arable soil and climate suitable for agriculture (Figure 1-1). However, it 
has only 762 farms in the state in 2012 and among these are 212 farms located in Fairbanks (U.S. 
Census-Bureau, 2010; USDA, 2014). The Interior Alaska along with the area of Tanana River is 
considered to be a major agricultural area in Alaska (Juday et al., 2005). Agriculture in this 
region consists mostly of cool-season forage crops, cool-season vegetables, and small grains; 
raising traditional livestock (cattle, sheep, goats, pigs, poultry); and herding reindeer (Juday et 
al., 2005). Crop land accounts for about 10% of Alaska’s farmlands, 83.5% is ranged land, and 
6.5% is reserved for other uses (USDA, 2014). Perennial hay and grains are the majority of what 
is grown on agricultural lands while potatoes, carrots, green vegetables such as broccoli and 
cabbage and other crops are also important (Stevenson et al., 2014a).
The agriculture industry in Alaska makes up less than 1% of revenues earned compared 
with other resource industries in the state (UAF-CES, 2006). Local agriculture accounts for only
2
5% or less of Alaska’s food demand and about 95% or more is imported (UAF-CES, 2006; 
Consenstein, 2010; Helfferich, 2010; Helfferich and Tarnai, 2010). This means food production 
is limited in this region. Hence, Alaskan residents generally depend more heavily on imported 
food resources because the state is isolated from the lower 48 contiguous states where the main 
nation’s food supply is available. Under a crisis scenario, Alaska will become highly vulnerable 
to food insecurity. In addition, there is uncertainty for wild food on whether there will always be 
enough to be harvested, processed, and stored to satisfy the needs of all communities or to 
provide nutritious foods throughout the long winter in the future (White et al., 2007). Therefore, 
increasing agriculture will be essential for producing a more food-secure state, especially in view 
of uncertainty in availability of wild food sources (Stevenson et al., 2014a).
In addition, there is a limited time available for development and implementation of 
adaptation that are essential to improve resilience and adaptive capacity of the northern 
agricultural sector under rapid change of climate (Peltonen-Sainio et al., 2009). On the other 
hand, climate change may offer new opportunities for agriculture in the northern high latitude 
regions, which is currently limited by the short growing season (Juday et al., 2005; Peltonen- 
Sainio et al., 2009). A warmer climate will extend the thermal growing season and the 
physiologically effective part of it (Peltonen-Sainio et al., 2009). This means it could enhance the 
regional agricultural capacity as well as increase practice for larger scale agricultural systems in 
the future (Juday et al., 2005; Hatch, 2010).
Major environmental challenges compete against sustainable agriculture in Alaska and 
they are generally linked to high latitudes climate including strong seasonality, a short growing 
season, relatively cold temperatures and unpredictable frosts (Stevenson et al., 2014b). Long 
hours of sunshine in this region may cause bolting (the failure of a plant to properly form a head
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because of excessively rapid stem elongation or leaf twisting), particularly in crops such as 
lettuce, cabbage, or spinach. Bolting can also be exacerbated by long days and warm temperature 
exposure. In the summer solstice, the Interior Alaska receives almost 22 hours of direct sunlight 
that influences photosynthetic periods and light intensity requirements that can vary significantly 
among different crops and cultivars. For example, lettuce can increase dry mass substantially, 
sometimes doubling in weight and having other positive effects when day length increased from 
16 to 24 hours (Kitaya et al., 1998). Moreover, the effects of long summer days on plants are 
often positive and can produce large and fully mature crops that can also be produced in a 
relatively short time (Stevenson et al., 2014b). Additional challenges from climate change posed 
for sustainable agriculture in the Interior Alaska include changes in the abundance or type of 
pests, diseases, and invasive species (ACIA, 2005). Finally it must be noted that the actual signs 
of climate change verify different trends depending upon the area of Alaska under consideration; 
some are becoming warmer and drier, while others are becoming cooler or wetter, or both 
(Osterkamp, 2007), leading to an overall decrease in freshwater supply (Alessa et al., 2008).
In the U.S. about 70% of the freshwater is used for agriculture (WRI, 2000). Water is 
thus becoming more of an increasing concern for agriculture production during the growing 
season because major water availability through precipitation decline would encourage switching 
over to irrigation. In the coming decades, adaptation should mainly consist of adopting cultivars 
that are more resistant to higher temperatures and to water shortage, but irrigation will certainly 
become a more common practice putting even more pressure on local water resources (Parent 
and Anctil, 2012). Water stored on the land is the main variable controlling numerous processes 
and feedback loops within the local climate system (Seneviratne et al., 2010; Lahoz and De 
Lannoy, 2014). Water stored underneath in the unsaturated zone can be referred to as soil
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moisture (Seneviratne et al., 2010; Lahoz and De Lannoy, 2014). The soil moisture has a 
significant impact on the partitioning of water and heat fluxes (latent heat and sensible heat), 
thereby connecting the hydrological (i.e., water) cycle with the energy cycle, including exchange 
of carbon dioxide in agroecosystems. It directly affects crop development (Lahoz and De 
Lannoy, 2014) and other processes in the subsurface. It also is a source of water for atmosphere 
through evapotranspiration from lands.
Although, Alaska has abundant supplies of freshwater and relatively low overall use for 
agriculture purpose (Kenny et al., 2009; Alessa et al., 2011), Alaskans may not have easy or 
affordable access to sufficient water. Many farmers in the Interior Alaska, even though they may 
live on the road system, may not have access to city water (Stevenson et al. 2014b). Thus, in 
some situations, water can be a factor limiting farming activities. Additionally, water stress 
occurs frequently during the growing season in the Subarctic. According to Sharratt (1994) 
irrigation can reduce water stress and support crop production in nearly 50% in all cases.
The most important variable that connects agroecosytem sustainability and climate 
change at all scales in space and time is evapotranspiration (ET). ET is a major component of the 
hydrological cycle, as it returns more than 60% of annual land precipitation back to the 
atmosphere (L'vovich and White, 1990; Shiklomanov, 1993; Trenberth et al., 2009; Miralles et 
al., 2011; Mu et al., 2011) and is the factor modulating moisture gradients and soil dryness 
(Ruairuen et al., 2014). Furthermore, ET is central to earth system science because it governs 
interactions (e.g., energy exchange and biogeochemical cycling) between the atmosphere and 
terrestrial ecosystems (Mu et al., 2007; Wang et al., 2010; Katul et al., 2012; Wang and 
Dickinson, 2012; Liu et al., 2013) as well as the major pathway for water loss from the surface in 
the Arctic and subarctic (Kane and Yang, 2004) as well as in agroecosystems. Despite of this
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central role it is one of the least understood components of the Arctic hydrologic cycle (Kane et 
al., 1989; Kane et al., 1992; Vorosmarty et al., 2001; Woo et al., 2008) and in the energy balance 
cycle. Accurate ET estimation is fundamental to determine water management practices, design 
of irrigation systems, developing irrigation regimes, calculating crop yield (Allen et al., 1998), 
and sustaining agriculture. Therefore, better understanding of the ET cycle in high latitude 
agroecosytems can help determine whether irrigation practices can be improved so that available 
water can be used more productively (Kite, 2000; Zhao et al., 2013)
According to the limited availability of water on the surface become a major problem for 
agriculture activities. Then, irrigation becomes an important component of a sustainable 
agricultural system. However, the ability of agricultural production to successfully continue will 
depend on the availability of water for irrigation as well. Therefore, there is a need for 
experimental determination of ET and its components to understand the dynamics of ET and 
energy partitioning at a given site that would inform what resilience-based management practices 
to use particularly during the growing season, when pronounced changes are expected to occur.
Furthermore, future water resources for agriculture are being strained and threatened 
from a rapid increase in water demand mainly from population growth. Episodic events of 
extreme drought may compound the problem of increased demand and this may interact with 
projected climate change in unforeseen and potentially worrisome ways (Wang et al., 2012). This 
information will be used to develop some practices to cope with the change and conserve water 
such as improve water harvesting and irrigation schedule or technologies, manage soil and crops 
to increase water use efficiency and reduce the evaporation, introducing adapted crop varieties to 
future climate conditions, and using more diverse cropping systems in order to increase their 
resilience to climate change. These practices can be improved to maintain the sustainability of
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agriculture for this region. Besides understanding the direction and the magnitude of changes in 
surface energy balance, it is essential to study whether agriculture activities alter surface energy 
budgets that potentially can influence future climate change and to provide an opportunity to 
better inform models and water management decisions.
1.2 Dissertation overview
This dissertation aims at understanding the evapotranspiration (ET) cycle and its 
components in a subarctic agroecosystem as well as examining the use of models to estimating 
ET and related parameters. Little is known about what the ET role is in the agroecosystem and 
how a rate change will affect the ecosystem, agriculture activities and sustainability, local or 
regional climate system under changing climate conditions in high latitudes. To achieve these 
goals, the field experiments were conducted to measure the meteorological, hydrological and 
micrometeorological parameters in the agroecosystem that are needed to calculate and estimate 
ET. Laboratory experiments and modeling studies related to ET were also conducted. Numerous 
approaches including simple methods, complicated techniques, and empirical modelling were 
applied to measure and estimate the ET in this study. Chapter 2 describes the field experiment 
and instrumentation which include hydrological, meteorological and micrometeorological 
measurements over the summer season. The site characteristics, climatology, hydrology are also 
described. Several methodologies which are widely used to study ET were also explained. The 
in-situ measurements of physical parameters of air temperature, rainfall, wind speed and 
direction, soil temperature (0-15cm), and soil moisture under three different surface cover are 
described.
Chapter 3 is the experimental determination of ET rates and the fractioning of energy in 
an agroecosystem during the 2012 and 2013 growing seasons. The energy partitioning and water
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mass balance measured in this agroecosystem was then compared to different natural 
ecosystems across the pan-Arctic that raises questions of what the changes in land use in terms of 
converting from natural to agricultural ecosystems might entail for high latitude regional climate 
disturbance and feedback.
In terms of quantifying ET regionally or at large scales there is a need to use atmospheric 
models or a combination of them with satellite remote sensing information but the problem is 
that model parameterization occurs at local scales. Therefore, Chapter 4 is about a study 
designed with special instrumental arrangement to consider this spatial scale problem to show for 
the first time how in a very simple landscape and where flows are in steady-state ET estimates 
depends on the scale in which it is considered. This scale gaps are important to prepare future 
studies about the regional and landscape influence of ET.
Trying to advance ET, soil moisture and soil temperature determination across 
agricultural landscapes a model was adapted and implemented based on measured and calculated 
parameters during field experiments. Chapter 5 introduced the adaptation and implementation of 
a coupled numerical model of heat, water vapor and liquid water fluxes to estimate parameters 
related to ET and compare their performances for the estimation of ET in Alaskan soils. 
Description of the coupled model is detailed in Appendix-B with the model adaptation for this 
particular ecosystem. Model testing has been done through two different conditions (dry and wet 
periods) in summer 2013 by using the measured meteorological data and soil properties.
This dissertation presents the quantification of ET in field experiments that allows 
hypothesizing about a new climate scenario based on land use change from conversion of natural 
ecosystems to an agroecosystem. By communicating these results to those with stewardship 
responsibilities (i.e. policy makers, and land managers) or to modelers, Alaskan agriculture may
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increase its capacity to respond and adapt with appropriate and scientifically informed actions 
and planning processes to sustain the agricultural resources and shape the trajectory of change in 
the social-ecological system (Chapin et al. 2009). In the conclusion Chapter 6, major findings 
were summarized including the potential of this research to provide a basis for preparing 
sustainable Alaskan agriculture under changing climate.
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Figure 1-1 Percent of landscape units with soils of agricultural potential for Alaska adapted from 
Stevenson et al. (2014)
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CHAPTER 2
An overview of methodology, field experiments and data collection in a subarctic
agroecosystem in Interior Alaska
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Abstract
Evapotranspiration (ET) from land surfaces is a key component of the hydrological cycle 
and is the only term that links water mass and energy balance. ET plays a major role in the 
energy and nutrient exchange in agroecosystems and affects many other ecological processes. 
The estimation of ET in agroecosystem is not often done in subarctic region but it is important 
and a basic tool to calculate water balance as well as to estimate water availability and 
requirements in the context of climate change. The purpose of this chapter is to describe the 
methodologies and field experiments that have been used to determine evapotranspiration 
particularly in subarctic region. The Fairbanks Experiment Farm at the University of Alaska 
Fairbanks, Agricultural and Forestry Experiment Station (AFES) was selected as a study site. 
The site is considered a baseline for Interior Alaska agricultural research conducted in the 
subarctic region and considered to be representative of floodplain Interior Alaska growing 
conditions. Meteorological and hydrological parameters were observed over the growing season 
2011-2014. Several methods to measure and estimate ET ranged from sophisticated techniques 
to the simplest ones such as eddy covariance, energy balance, Bowen ratio, Penman-Monteith, 
Priestley-Taylor, lysimetry, and evaporation pan. The temporal series of hydro-meteorological 
variables for observing ET and data availability are also indicated. A comparative analysis of 
performance of the methodologies is presented here.
Keywords: Evapotranspiration, agroecosystem, subarctic, meteorological, hydrological,
Penman-Monteith, Priestley-Taylor, lysimetry, eddy covariance
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2.1 Introduction
Subarctic agroecosystem in Alaska lies between latitude 63° and 65° N. The 
environmental variables that influence crop growth and yield in this region are tightly linked to 
larger scale climatic forcing operating on a global scale which are then manifested regionally in 
several time-periods and under different hydro-meteorological configurations, climate, weather 
events, cloud cover, precipitation and humidity. Further influences on northern microclimates 
include topography and land formations (e.g. mountains, hills, and valleys), land and water 
cover. With climate change at high latitudes future temperatures are expected to rise even more 
in this region than elsewhere (Chapin et al., 2005, 2009; Walsh et al., 2008; Wolken et al., 2011). 
Additionally, evidence from remote sensing, ecosystem models, and surface observations have 
shown that the high latitude warming has increased growing seasons with changes in species 
composition, photosynthetic activity, and ecosystem respiration in boreal and arctic terrestrial 
ecosystems (Piao et al., 2008; Elmedorf et al., 2012; Xu et al., 2013; Gray et al. 2014). The 
response of agroecosystem to this change is uncertain and has not been forecasted.
Under changing climate, water supply for agricultural production may be impacted where 
50% - 80% of water supply for human activities and agricultural production rely on snow melt 
water (Wand and Au, 2009) in the northern high latitudes. Specifically, the period of no 
precipitation, for example during summer would increase water stress and reduce agricultural 
production (Shratt, 1994) in subarctic region. However, a significantly longer growing season 
with increased soil temperature would have a positive impact on agriculture. In the meantime, it 
may require more water to successfully conduct farming activities. Therefore, water becomes 
one of the most concerning and limiting factors in agriculture.
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Evapotranspiration (ET) plays a crucial role in landscapes, surface characteristics and 
micrometeorological factors (Drexler et al., 2004) impacting water loss from land to atmosphere 
in agriculture and other terrestrial ecosystems. The rate of ET depends on the water availability 
at the surface and the existing vegetation. The measurement of ET is essential for many 
applications in agriculture, hydrology and meteorology and some aspects of its role remains to be 
understood or has not yet been fully investigated. Because of, the large potential area for 
agriculture in Interior region across the area of Tanana River, there is a need for a better 
understanding of the hydrologic cycle and the substantial changes in ET, thermal, and moisture 
regime response to climate change. Therefore, the Fairbanks Experiment Farm (FEF) at the 
University of Alaska Fairbanks (UAF), Agricultural and Forestry Experiment Station (AFES) 
was selected to measure ET and other parameters over the growing seasons. A previous study 
has reported an average rate of 2.4 mm day-1 and 3.01 mm day-1 ET in non-irrigated and 
irrigated crop fields respectively in this area (Braley, 1980).
The Fairbanks Experiment Farm (FEF) at the University of Alaska Fairbanks was 
established by the United States Department of Agriculture (USDA) as an Agricultural 
Experiment Station to conduct research and promote agriculture in Interior Alaska. This site has 
a long history of research from a variety of disciplines. The following aspects of the FEF site 
make it similar to a farmland among other existing sites in the Interior of Alaska region and can 
be used as a baseline data for agriculture development according to: (1) geographical 
characteristics: FEF lies on a flat topography in the Tanana Valley, which is a large, and open 
basin where the main agriculture land is present; (2) the area is representative of a long history of 
agricultural land that has been conventionally farmed (3) Replicated experimental plots 
containing different land surface types were selected for studying the soil and air conditions; (4)
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Existing site instrumentation through collaborations from faculties of School of Natural 
Resources and Extension (SNRE), College of Natural Science and Mathematics (CNSM) and 
Institute of Northern Engineering (INE) available on the study site included an automated 
meteorological station, soil temperature, soil moisture, pan evaporation, Large Aperture 
Scintilolometer (LAS), and an eddy covariance tower.
The aim of this chapter is to provide an overview of methodologies and field experiment, 
data collection, laboratory techniques that have been used to study the ET in an agroecosystem. 
A detailed field experiment installation as well as the description for estimating and/or 
measuring evapotranspiration and other related variables are presented, and the assumptions and 
limitations are highlighted. The meteorological and hydrological measurements during the 
summer growing season are also illustrated here.
2.2 Site descriptions
2.2.1 Location
The Fairbanks Experiment Farm (FEF) site is located on West Tanana Drive of the
University of Alaska Fairbanks (UAF) Agricultural and Forestry Experiment Station (AFES)
Fairbanks Alaska, USA (64° 51' 16.6 "N, 147° 51' 36.4" W, 150 m above sea level). It includes
approximately 1.05 km2 of cropland and 0.2 km2 of forest land for research and demonstration
projects. Figure 2-1 shows the deployment site of this study. A summer aerial photo is shown of
the experiment site is located in an open, south facing plain at the base of foothills (Figure 2-1).
The central field covers about 700 m in the north-south direction, and more than 1 km in the
west-east direction (Fochesatto et al., 2013). This site provides physiographical and
geomorphological similarity to other lowland farms in Interior Alaska but the soil characteristics
do not precisely represent each farming location in the Tanana Valley in terms of aspect, slope,
26
soil type and management. The growing degree-days which is the heat accumulation used to 
estimate plant development range from 1930 to 1950 (Swenson, 2013). Figure 2-1 also illustrates 
the locations of the instruments used to monitor the growing condition as well as soil parameter 
across the croplands. The instrumentation used as well as the installation process is shown in 
Figure 2-2. More information about the study site can be found in (Ruairuen et al., 2015)
2.2.2 History
The research site was part of the Alaskan Boreal forest comprised mainly of black spruce 
[Picea mariana (Mill.) B.S.P.] species and cleared to be cultivated before 1952 (Sharratt, 1990). 
The site has a long history of agricultural management and research conducted for more than 100 
years. In the past, large quantities of manure have been used as a supplement nutrient (Van 
Veldhuizen and Knight, 2004); as well the land had long term tillage and crop residue 
management practices (Sharratt, 1998).
2.2.3 Climate
The research area experiences a continental subarctic climate, with long, cold winters and 
short, warm summers. The climate is characterized by large daily and annual temperature ranges, 
low humidity, and relatively low precipitation. Thirty-year (1981-2010) meteorological data 
recorded at nearby station indicated that the long-term mean air temperature was -0.5°C during 
spring (March, April, and May), 15°C during summer (June, July, and August), -4.5°C during 
fall (September, October, and November), -18°C during winter (December, January, and 
February), and -2.4°C during the full year. The coldest month is January having -25°C average 
of temperature, while the warmest month is July having an average temperature of 22 °C. Mean 
precipitation was 10 mm month-1 during spring, 46 mm month-1 during summer, 22 mm month-1 
during fall, 14 mm month-1 during winter, with about 1,651 mm year-1 of snow fall (The Alaska
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Climate Research Center; http://climate.gi.alaska.edu/Climate/Normals). Snow covers the area 
continuously from mid- or late October to mid-April or early May. Daylight hours vary from 
under 4 hours in the winter to approximately 22 hours in the midsummer (Shulski and Wendler, 
2007). Break up for the area rivers is around the end of April or first week of May, with green-up 
for vegetation coming during the second week of May. The growing season is about 115 days 
long and the abundance of daylight allows for vegetables that can grow to impressive sizes. The 
end of the growing season is around early September (Shulski and Wendler, 2007). Winds are 
generally quite light in this area but high winds can be found in the summer months however 
surface winds average less than 2±0.5 m s-1 (Calculated from a 3 year data in this study). The 
prevailing wind is from northwest over the summer month.
2.2.4 Soil
The soils were cleared of black spruce vegetation in the 1940s at Fairbanks (Sharatt 
1994). According to soil surveys, the soil in the farmland is classified as a Tanana silt loam 
(loamy, mixed, nonacid Pergelic Cryaquept) and contains alluvial soil in the flood plains of the 
Tanana River (Mulligan, 2004). This soil has a water storage capacity of 0.25 m3 m-3 for the 0 to 
10 cm depth and 0.2 m3 m-3 below 10 cm (Sharatt, 1994). The value of field measured of thermal 
conductivity at field capacity (-0.3 bars) was 0.9 W m-1 °K and at wilting (-15 bars) was 0.6 W 
m-1 °K with an estimated saturated hydraulic conductivity was approximately 0.002 cm s-1 at 2-8 
cm depth (Sharratt, 1990). In addition, soils contain a relatively high concentration of calcium 
carbonate and calcium sulfate at the surface (Van Veldhuizen and Knight, 2004). High organic 
matter content is found at the plow layer (at 0-15 cm depth) and decreases rapidly below this 
depth (Mulligan, 2004). A perched water table above the permafrost is about 8 m deep while 
the main water table is located about 20 m deep (Van Veldhuizen and Knight, 2004). The
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existing soil moisture comes from the snow melt or residual moisture from the previous year that 
is need for successful seed germination and seeding establishment in the experiment site (Van 
Veldhuizen and Knight, 2004).
2.2.5 Vegetation
The farm field has three main vegetation types: woodland, grassland and crops, combined 
with fallow (bare land). Crops were planted into soil that had been summer fallowed the previous 
season. Some vegetables crops are usually grown under irrigation to improve and control crop 
growth allowing better use of the available plant nutrients (Van Veldhuizen and Knight, 2004). 
Most of the vegetation in the farm is uniformly spaced according to established crop 
management practices and planted on the same day. For example, barley (Hordeum vulgare) is 
planted in a 1 m wide swath of 6 rows about 15 cm apart, resulting in a closed canopy (Swenson, 
2013). Smooth bromegrass (Bromus inermis Leyss.) is an important perennial forage grass and 
dominant in the farmland under no till management. The young black spruce trees are around the 
corner of the field at the northern-east and southern-east direction and represent a very small 
fraction of the total farm area.
2.3 Field instrumentations and environmental measurements
2.3.1 Calibration
Calibration of a given instrument can be obtained by collocating the instrument against 
another of known accuracy under the same environmental conditions or by measuring a physical 
process in which all his properties are perfectly know for example at all times. In addition basic 
checks can be carried out to detect any major failure of sensors, such as a visual check 
anemometer/wind vane, rain collector, and cleaning the instrument before installing in the field. 
Calibration temperature sensor was done by comparing the value recorded from the sensor with
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the reading from a calibrated thermometer. The nominal accuracy in such sensor must be known 
and this must be greater than the sensor being calibrated. The thermometer the sensor can be 
calibrated in an isolated chamber together with the sensor from which the calibration is known. 
Starting the processes of acquiring data to produce the calibration curve has obtained after the 
sensor thermalization. Other sensors from the meteorological station can be done the same 
approach or by comparing the recorded data with standard weather station nearby. In addition, 
the sonic anemometer was calibrated by the manufacture before using in the field.
2.3.2 Meteorological data collection
The main meteorological station in this study is located in the central part of the FEF, 
which is shown in Figure 2-1. The automatic meteorological stations used to measure the 
atmospheric parameters is the Davis Instrument Vantage Pro2 weather station 
(http://www.davisnet.com). It includes display console/receiver, Integrated Sensor Suite (ISS), 
and mounting hardware. The ISS combines a rain collector, temperature and humidity sensors, 
and anemometer all into one package (Davis Hayward, CA). Data measurement are given in 
Table 2-1. Details about the setting can be found in Ruairuen et al. (2015).
Additionally, three micrometeorological stations over barley field, smooth bromegrass, 
and fallow field have been equipped with three replicate stations to provide air temperature 
above the ground 1.5 m, surface temperature, and soil temperature at 5, and 15 cm depths. 
Monitoring the soil temperature at these two depths are related to the requirement of germination 
and root growth for crops (Gilessman, 2007).
A standard weather bureau Class A evaporation pan (122 cm diameter by 25 cm height) 
located approximately 5 m away from agro-meteorological station was used to measure manually 
(hook gage) and determine daily time series of potential evaporation (Ep). The water level in the
30
pan was maintained within 7.5-12.5 cm of the lip. The evaporation pan is made of aluminum and 
rests on a wooden platform 12 cm above the ground over non-irrigated grass around the area. 
Daily Ep measurements were collected at 0800 (Alaska Standard Time (AKST)) systematically 
every-day from 20 June to 5 September 2013 and corrected by wind observations atop the pan 
evaporation in which the anemometer has integrated counter.
2.3.3 Eddy covariance installation
An eddy covariance (EC) is considered the most reliable and advanced method of 
measuring local scale surface energy fluxes. In this study, EC instrument is installed at the 
research site (Figure 2-1). The EC instrument was installed at 3 m above ground with a three­
dimensional (3D) sonic anemometer (RMYoung 81000) mounted at 3.5 m above the ground to 
measure turbulence, the three components of the wind flow vector (u, w, v) and temperature. The 
EC tower was installed in the middle of LAS path approximately 500 m away from the LAS- 
receiver. Data was sampled at 20 Hz frequency and fluxes were calculated for a 30-min eddy- 
covariance average period. In addition, two temperature probes (PT 107 Campbell Scientific) 
also mounted to EC tower at 1 m and 3 m above the ground to determine air temperature (Table 
2-1). Micrometeorological variables such as net radiation (Rnet) was measured by a net 
radiometer (NRLite net radiometer) mounted at 3 m above the soil surface and oriented to the 
south to avoid shade at all times. A barometer (CS106, Campbell Scientific) was placed 30 cm 
above the ground surface for measuring the air pressure. A CR1000 logger (Campbell Scientific, 
Inc, Logan, UT) data logger was used to recorded data from EC system. Micrometeorological 
variables were sampled on a data logger every 1 minute and then averaged every 30 minutes. 
Additionally, two soil temperature probes were used to record every minute soil temperature at 
15 and 30 cm depths in summer 2012 while four probes were buried at 5, 10, 20, and 30 cm
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depths in summer 2013 and summer 2014 at EC station (Table 2-1). The soil temperature is used 
to estimate the ground heat flux at the EC station.
2.3.4 Large aperture scintillometer installation
The Scintec BLS-900 LAS was deployed at the FEF in summer 2012 and 2013 (Figure 2­
1). This instrument uses a combination of a pulsed eye-safe near-infrared diodes system emitting 
at 880 nm wavelength and a refractive telescope receiver located 1 km distance. The LAS beam 
was placed in the orientation east-west across the farmland. The LAS receiver collects temporal 
variations of the optical pulses as they travels through the turbulent medium. The presence of 
gradient temperature in the surface layer introduces changes in the refractive index of the air at 
the emission wavelength causing space and time fluctuations of the optical intensity known as
scintillations. These scintillations are measured in the mean and standard deviation to then be
_ 2
converted into turbulent refractive index structure (Gruber and Fochesatto, 2013;
Fochesatto et al., 2013). This integrated value across spatial scales allows calculating the area- 
averaged H in the atmosphere by using the equation defined by the Monin-Obukhov Similarity 
Hypothesis (Sorbjan 1989). The heights of the LAS emitter and receiver were set to 1.8 m over a 
flat grass-covered surface.
2.3.5 Doppler acoustic sounder
A doppler sodar, Remtech model PA2 was used to determine the vertical structure and 
flows in the surface boundary layer (SBL) during some periods of this present study. The sodar 
works at the central frequency of 2 kHz and consists of a monostatic antenna of 196 speakers 
over ~1.7 m2 of effective collection area. The acoustic backscattering is measured continuously 
at a 10-m resolution, with a 10- to 15-min integration period above 20 m height. The sound wave 
time-of-flight back to the antenna indicates the height at which the backscatter occurred. This
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intensity depends on the turbulent structure of the atmospheric boundary layer (ABL) and, due to 
the instrument’s monostatic configuration, is only sensitive to the thermal structure of turbulence 
(Cj ) depicting the ABL structure in great detail (Holmgren et al., 1975; Neff, 1975; Brown and 
Hall, 1978). The top height of the stable inversion layers and other elevated inversion layers 
(Mayfield and Fochesatto, 2013) can be retrieved by processing the sodar backscatter profiles 
(C | ) and searching for the 50 % decay of the backscatter pulse intensity above the maximum of 
thermal turbulence intensity according to Beyrich and Weill (1993) and Emeis and Turk (2004).
2.3.6 Lysimetry installation
The lysimeter approach is widely used for field work, especially for agronomic research 
(Verstraeten et al., 2008). The lysimeters are used to measure ET from vegetated surfaces and 
bare soil during summer 2012 and 2013 at the FEF. The lysimeters were constructed and 
installed since 2009 at the farmland adjacent to grass fields. Each lysimeter was built of a 62 cm 
length, 62 cm width, and a depth of 62 cm. The bottom of these lysimeters were perforated with 
0.5 cm diameter holes to allow for drainage of any exceed moisture. A geofabric was placed over 
these holes to prevent the loss of soil particles. The base layers 15 cm of stones, gravel and 
mixture of sand-silt is then placed with layer of geofabric above to separate the soil from the 
filter layer. The base layer kept the soil from spilling into the drainage, helped to drain water 
during heavy rains or irrigation events, and reduced bias resulting from capillary effects in the 
drainage system. A pipe collected the drainage from the lysimeter bottom. Twelve of these 
lysimeters were filled with the lawn mix soils (sandy loam; 66% of sand, 29% of silt, and 5 % of 
clay) were filled and tamped for each 10 cm of soil profile in the lysimeters in the summer 2012 . 
To bring the soil moisture status at field capacity (FC), drip irrigation was then applied to all 
lysimeters until continuous drainage occurred.
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2.3.6.1 Lysimeter studies in summer 2012
A total of two 10HS soil moisture sensor (S-SMD-M005, Decagon Devices Inc., 
Pullman, WA) were deployed at 15 and 30 cm in six lysimeters to measure the soil volumetric 
moisture content (9ly). The lysimeter profiles in summer 2012 are depicted in Figure 2-3a. The 
10HS has two 14.5 cm long prongs, spaced 3.3 cm, while ECH2O EC-5 has two 8.9 cm long 
prongs, spaced 1.8 cm. The soil moisture sensor is capable of measuring volumetric saturations 
between 0% - 57% of 9 with an accuracy of ± 0.033 m3 m -3 (± 3 %) (Decagon Devices, 2012). 
Data were then recorded by a HOBO U30 station data-logger (Onset Computer Corporation, 
Bourne, MA) with a sample rate of 1 second and record interval of 15 minutes. Data were 
averaged to 1 hour for the analysis. The soil water potential called watermarks 200ss sensor 
(Irrometer Co., Inc., Riverside, CA) was also installed parallel with soil moisture sensor in each 
lysimeter at 15 cm depth.
Only two lysimeters have been set with two watermark sensors at 15 and 30 cm depths. 
Data was recorded every 15-minutes by a Watermark monitor 900M data logger (Irrometer Co., 
Inc., Riverside, CA). The S-TMB-M006 soil temperature probes (Decagon Devices Inc., 
Pullman, WA) and HOBO 12-Bit Temp Smart Sensor (Onset Computer Corporation, Bourne, 
MA) were installed at 5 and 15 cm depths below the soil surface in lysimeter number four as 
well as at 15 cm and 30 cm depths in lysimeter number nine. The lysimeters were direct seeded 
with lettuce (Lactuca sativa) on 8 June 2012. Soil moisture content in each lysimeterr was 
maintained at or near field capacity throughout the growing season. This corresponded to a 
moisture content of 50% percent. This was accomplished by reading from watermark. The 
amount of drainage collected was measured from all lysimeter weekly or after heavy 
precipitation events. Drip irrigation was performed within all lysimeters throughout the 2012
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growing season. The change in soil moisture storage, the drainage and any precipitation and 
irrigation was determined to be the evapotranspiration loss from the lysimeter based on the 
energy balance approach.
Gravimetric soil moisture measurements by means of the oven drying method (Gardner, 
1986) was used as a standard calibration against the measurement by sensor at the 0-30 cm 
depths before planting and after harvesting in summer 2012. This method is widely used for 
directly determining soil moisture content (Schmugge et al., 1990). The gravimetric sample was 
collected with the gouge auger (diameter 0.19 cm, length 60 cm). A total of three soil samples 
were collected from lysimeter plot and placed in the metal cans with tight fitting lids. These 
samples were transferred to the laboratory for analysis. The samples were weighed immediately 
and then placed in a drying oven at 105 °C with the lid off, and dried for 24 hour, and re-weighed 
to determine the mass of water and mass of the soil solids. The water content is calculated by 
subtracting the oven dry weight from the initial field soil weight (Lunt et al., 2005). When 
multiplied by 100 and divided by the soil oven dry weight, this becomes the percentage of water 
in the sample on a dry-mass (dry weight) (Appendix A-1).
2.3.6.2 Lysimeter studies during summer 2013
During 2013 growing season, two treatments of lysimeter were used to determine the loss 
of evapotranspiration from irrigated lysimeter. Each treatment was replicated on three lysimeters. 
The use of three lysimeters allows obtaining replication of same observations in order to ensure 
the quality of data by reducing missing-data and instrumental malfunctioning errors. The plot 
treatments were: (i) vegetated lysimeter (VL) and (ii) unvegetated lysimeter (UVL). A total of 
three 10HS soil volumetric moisture sensors were installed at 5, 10, and 20 cm depths to measure 
the volumetric soil profile moisture in VL treatment (Figure 2-3b). Data were recorded by a
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HOBO U30 station data-logger (Onset Computer Corporation, Bourne, MA) with a sample rate 
of 1 minute and record interval of 30 minutes. While ECH2O EC-5 moisture sensor (S-SMC- 
M005; Decagon Devices Inc., Pullman, WA) were deployed at the same depth in UVL 
treatments with the data collected by a HOBO Micro Station H21-002 data logger (Onset 
Computer Corporation, Bourne, MA). This soil moisture sensor is capable of measuring 
volumetric saturations between 0-0.55 m3m-3 with an accuracy of ± 0.031 m3m-3 (± 3%) 
(Decagon Devices Inc., 2012). Soil temperatures (S-TMB-M006) probes were measured at 5 and 
10 cm depths within VL.
The soil water potential instruments were also placed parallel with soil moisture sensor in 
each treatment at 5 and 10 cm depths. Oak leaf lettuce (Lactuca sativa) was transplanted at the 
five to six-leaf stage within VL on 1 June, 2013. The UVL was maintained without any weed or 
plant in the lysimeter throughout the period of study. Weekly drainage was collected from each 
lysimeter. Drip irrigation was performed throughout the 2013 growing season in both treatments 
with the same water level in order to maintain the system in the same water condition. Irrigation 
amount ranged from 5.5 mm to 20 mm. Gravimetric soil moisture was also determined before 
planting and after harvesting this 2013. (Table 2-2).
2.3.7 Soil volumetric water content and temperature in the farmland
In the farm field, 10HS and ECH2O EC-5 (S-SMC-M005; Decagon Devices Inc., 
Pullman, WA) sensors were installed at soil depths 15 cm in summer 2011-2012 and at 5, 10, 
and 20 cm depths in summer 2014 in the barley, bromegrass, and fallow field (Table 2-1). The 
number of soil moisture sensors installed was 3 sensors per plot, giving a total of 9 sensors for 
the 3 plots in 2011-2012. The data were collected by HOBO U30 station and HOBO Micro 
Station H21-002 data logger (Onset Computer Corporation, Bourne, MA) with a record interval
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of 1 hour in summer 2011-2012 and 30 minute in summer 2014.The sensors had been calibrated 
for this soil by using a conventional method as described in section 2.3.1. The volumetric 
measurement was also validated with the gravimetric measurements. Soil moisture monitoring 
started in May and ended in September. In addition, biweekly soil gravimetric moisture across 
the farmland also obtained at 0- 30 cm in summer 2011 (Appendix A-2).
The soil temperature collected in each plot was used to investigate the ground heat flux 
from different surface types. The soil temperature sensors (S-TMB-M006, Onset Computer 
Corporation, Bourne, MA) were installed at surface and soil depths 5, 15, and 30 cm during 
summer 2011 - 2013. The number of soil temperature sensors installed was 9 sensors per plot, 
giving a total of 27 sensors for the 3 plots. Data loggers (HOBO U12-006 4-channel External 
data logger) were installed to record and store data automatically at 1- hour interval. On the other 
hand, the soil temperature sensors were installed at the surface and soil depths 5, 10, 20 cm with 
the data recording of 30-min intervals in summer 2014. Soil temperature monitoring commenced 
in May and ended in September, covering the summer periods in this region.
2.3.7 Determination of soil bulk density
Bulk densities (pb) is the ratio of the mass of dry soil to the bulk volume of the soil. It 
was determined through the use of soil core sampler method as described by Blake and Hartge 
(1986) with 17 cm in diameter and 14 cm deep (with a volume of about 3176 cm3). While 
lysimeter soil samples were collected using cores with a volume of about 154 cm3. In this 
method, a cylindrical metal sampler is pressed downward or driven into the soil to the desired 
depth. The sampler core is carefully removed to preserve a known volume of sample. A shovel, 
alongside and under the sampler are required to remove the sample without disturbance. The 
three replications at 0-30 cm were collected from three experimental plots in the farmland.
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Samples were kept in sealed plastic cases and transported to the laboratory for analysis. The soil 
cores were oven-dried at 105 °C for 48 h to determine the bulk density (Table 2-3), the ratio of 
the mass of dry soil and volume of the cylinder determined (Blake and Hartge, 1986). Soil 
sampling in all plots was done in August in summer 2012 growing season for the determination 
of soil bulk density.
2.3.8 Soil texture
Soil texture was determined using particle-size analysis with a hydrometer (Gee and 
Bauder, 1986). The method allows for nondestructive sampling of suspensions undergoing 
settling. The hydrometer method has multiple measurements on the same suspension. Therefore, 
the detailed distribution of particle-size can be obtained. The soil texture of three replicate 
samples at 0-15 cm from each plot were determined using a Bouyoucos hydrometer with 50g of 
suspended sediment in 990 mL of water and 10 mL of sodium- hexametaphosphate. . Details of 
the procedure can be found in Gee and Bauder (1986). Soil texture is one of the most stable soil 
characteristics and is expected to be similar throughout management types (Gliessman, 2007). 
The soil texture data from different sites are shown in Table 2-3.
2.3.9 Soil water characteristic analysis
2.3.9.1 The soil water characteristic at field capacity
The field capacity (FC) represents the upper limit of soil moisture used by plants in well- 
drained soils. It is approximately equal to the water retained by a soil at a soil moisture tension of 
0.3 bars or 1/3 atmosphere (0.03 MPa). Falcon 7013 filtration apparatus w/rubber gaskets and 
filter cups were used to determine the soil moisture at field capacity (0.3 bars). Air dried soil at a 
constant weight was used for this experiment. Soil samples are oven dried at a maximum of 60 
°C until constant weight is attained. Soil was sieved through a 2 mm screen to remove all large
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rocks, roots and other organic matter. The sieved soil sample is mixed to make as homogenous a 
sample as possible. Soil samples are brought to FC using a Falcon 7013 filtration apparatus with 
Millipore membrane filter paper (47 mm diameter) shinny side up. A representative 100 g 
sample of soil is added onto a filter apparatus, 75 mL of distilled water added bringing the soil 
to saturation, gently tapped to remove any air bubbles, and let sit for 1 hour. Hook up the 
vacuum line to the manifolds and turn on the pump set at 9.75 psi on the gauge (20 in Hg, 0.3 
bars), and let it run for 3 hours. Continually check for soil drying out and cracking. Remove any 
filter apparatus from the manifold when the soil stops dripping. Replace the filter with a plug in 
the Tygon tubing to maintain vacuum pressure on the remaining filters. Once the soil is at field 
capacity, let the filter with soil sit overnight. The gravimetric method is used to determine the 
soil moisture content at FC.
2.3.9.2 The soil water characteristic at 1, 5 and 15 bars
The pressure plate and pressure membrane apparatus methods (Cassel and Nielsen, 
1986; Klute, 1986) were used to determine the soil water characteristic. The pressure plate 
apparatus contains a pressure chamber enclosing a water saturated porous plate, which allows 
only water flow through its pores. The bottom of the porous plate is at atmospheric pressure 
condition, while the top surface is under condition the applied pressure of 1 bar, 5 bars, and 15 
bars (wilting point) to the chamber.
The ten soil samples from lysimeter plots were used to determine the SWC curve. First, 
air dry soil samples to a constant weight for a week, and oven dry at a maximum 60 °C until a 
constant weight is attained. Sieve all soil samples through 2 mm screen, place in retaining rings 
in contact with the porous plate and allow saturating by immersion in water. The porous plate 
with saturated soil samples is then placed in the chamber and a known air gas pressure is applied
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to force water out of the soil through the plate. Water flows out of the soil until equilibrium 
between the force exerted by the air pressure and the force by which soil water is being held by 
the soil- the matric potential is attained. The soil samples are removed from the apparatus after 
equilibrium between soil matric potential and the applied air pressure. Weigh the wet soil and 
dry in the oven at 105 °C for 24 hours and re-weigh the dried soil to determine the mass water 
content gravimetrically. These values were then converted to volume water contents through the 
bulk density. Then, two levels of nonlinear relationship (fit option: Levenberq-Marquardt) were 
applied to determine the SMC curve over the range 0.3 -15 bars.
2.3.11 Soil thermal properties
Soil thermal properties include thermal conductivity and resistivity, specific heat and 
thermal diffusivity are required to conduct analysis and modeling associated with numerous 
agricultural application. Thermal conductivity is one of the important thermal properties know to 
vary a function of soil moisture content. In this study, a Decagon Devices KD2 Thermal 
Properties Analyzer was used to record all thermal properties of the soil under different plots in 
the farmland. The KD2 Analyzer consists of a handheld controller and sensors that can be 
inserted into the soil medium. The handheld controller has a LCD display and key pad, which 
allows the user to test manually or automatic reading. This sensor is a 60-mm length with a 
diameter of 0.9 mm sensor. The single-needle sensor is capable of measuring thermal 
conductivity, thermal resistivity, and thermal diffusivity in the same time. Data of thermal 
properties is shown in Table 2-2.
2.3.12 Other Data
Amounts of organic carbon and nitrogen in the soil samples from lysimeters (Table 2-3) 
were determined by a TruSpec CN Carbon/Nitrogen Determinator (LECO Corporation, USA).
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The soil samples which were sieved through 2 mm size screen were dropped into a 950 °C hot 
furnace and flushed with oxygen for very rapid complete combustion. Oxygen was mixed with 
the combustion gases, and then purged through a CO2 infrared detector. When the gases 
equilibrated, carbon was measured as carbon dioxide by a CO2 detector. The gases were 
transferred to a helium carrier flow and swept through hot copper to remove oxygen, changed 
NOx  to N 2, and removed carbon dioxide and water. A thermal conductivity cell was used to 
determine the nitrogen content.
Furthermore, weekly leaf area index (LAI) data, which is an estimate of the ratio between 
the total leaf surface area and the surface area of the ground it overlays, were collected with the 
AccuPAR Par80 linear PAR/LAI ceptometer of Decagon Devices (Table 2-1). LAI 
measurements were acquired weekly once plant emergence had occurred. The AccuPAR Par80 
has 80 photosynthetic active radiation sensors along a 1m wand. Each week three consecutive 
measurements were collected and averaged across all 80 sensors. These measurements produced 
weekly average from 9 sample average for each plot (Appendix A-3).
2.4 Methods to measure and estimate evapotranspiration
ET is the water transferred from the land surface to the atmosphere by the combined 
processes of evaporation (E) from the bare soil and plant surface, surface water bodies, 
sublimation of snow and ice, etc. and transpiration from vegetation or any other moisture- 
containing living specie (Verstraeten et al., 2008). Consistently estimation of ET is important to 
determine the management of water resources efficiently, design irrigation systems and irrigation 
regimes, and calculate crop yield (Allen et al., 1998; Kool et al., 2014) in agriculture. Because 
of, water use for irrigation practices in agriculture land accounts for about 70% water use on the 
global basis (Bates et al., 2008).
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A number of methodologies have been developed to measure ET or components of ET. 
The ET can be measured directly using weighing lysimeter or by means of the eddy covariance 
technique (Ivans et al., 2006), or indirectly from change in soil moisture or via the surface energy 
balance such as Bowen ratio (Fritschen and Simpson, 1985; Angus and Watts, 1984), 
respectively. In addition, there are techniques to estimate either evaporation (E), such as soil 
heat pulse analysis and surface chamber systems (Denmead, 1984) or transpiration (T), including 
sap flow methods (Wilson et al., 2001; Wullschleger and King, 2000), plant chamber systems, 
and isotopic tracers (Denmead, 1984), etc.
ET can also be estimated indirectly using empirical models. Based on the working 
principle or driving meteorological variables, the current ET models are categorized into Monin- 
Obukhov similarity hypothesis (Wang and Dickinson, 2012), temperature based approaches 
(Hargreaves equation) (Hargreaves and Allen 2003), radiation based approaches (Priestley- 
Taylor) (Priestly and Taylor 1972), and combination equations including resistance type 
approaches (Penman_Monteith equation) (Bormann, 2011).
Furthermore, there has been significant interest in and progress towards deducing area- 
average values of surface fluxes for large scale areas. Large-scale flux measurement methods 
include scintillometry (e.g. De Bruin et al., 1995), thermography using remotely sensed 
radiometric surface temperature measurements, airborne eddy correlation (Shuttleworth, 1991; 
Savige et al,. 2005) ground and airborne lidar (light detection and ranging) (e.g., Eichinger and 
Cooper, 2007).
The following methods (direct and indirect measurements of ET) were applied to estimate the ET 
rate in this study.
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2.4.1 Drainage lysimeters (Hydrological approach)
A lysimeter is a method to determine ET directly. The lysimeter are tanks buried in the 
ground to measure the percolation of water through the soil layer. This method has been used 
extensively to provide baseline information for development, calibration, and validation of ET 
methods (Doorenbos and Pruitt, 1977; Wright, 1982; Allen et al., 1989; Jensen et al., 1990). 
However, lysimeter measurements of ET are sensitive to environmental factors, many of which 
are often poorly understood or have been ignored in practice. Lysimeter measurements are point 
measurements, representing measurements of ET from areas generally ranging from 0.05-40 m2 
and a common usage of it has been to characterize ET for large areas.
Drainage lysimeter (or non-weighting lysimeter) operate on the principle of conservation 
of mass in one dimension and on the principle that ET is equal to the amount of precipitation and 
irrigation water added to the system, minus percolation, runoff and soil moisture changes. To 
calculate the ET using lysimeter, the soil water balance equation is required to be applied:
where ET is evapotranspiration (or latent heat) that include canopy interception or wet canopy 
evaporation and plant transpiration (i.e. dry canopy transpiration), P is precipitation, / is 
irrigation, Cr is capillary raise (contribution from water table upward), D is the drainage, R is the 
runoff and, AS is the soil water storage in the soil layer. All terms are expressed in millimeter of 
water in the crop root zone per unit time (Cr and R were supposed to equal zero). Mass balance 
requires precipitation as the primary input and consequently the ET estimate can only be as 
accurate as the precipitation estimate. Soil water storage between two dates (i and f) is:
ET = P + I + Cr - D - R ±  AS Eq. (1)
AS = Sf -  Si Eq. (2)
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where Sf is the soil water content at day two and St the initial soil water content (day one).
This approach’s lack of precise ET measurements because it is difficult to accurately 
measure all the term of Eq. (1). However, this method is applicable to small plot or large basin 
and may cover from a week to a year (Rana and Katerji, 2000).
Beside precipitation, the irrigation term is another input in agricultural land which can be 
obtained from the measurement by the instrument while all other term in Eq. (1) need to be 
measured or estimated. Runoff term R can be neglected (e.g. Holmes, 1984) in arid and semi- 
arid region with a flat terrain, however, it depends on the occurrence and characteristics of 
precipitation (amount, duration, and intensity) and can only be neglected for a particular type of 
soil (Jensen et al., 1990), i.e. coarse (sand and loamy sand) and moderately coarse (sandy loam). 
On the other hand, drainage (D) is the most unknown term in Eq. (1) and it depends on the soil 
depth, slope, permeability and surface storage (Jensen et al., 1990; Parkes and Yuanhua, 1996), 
the climate and weather. A weekly or greater scale of D is suggested by Allen et al. (1991) to 
estimate ET. In general, this method strongly depends on time and scales of the soil moisture 
measurements (Burrough, 1989) and on the representativeness of the soil sampling (Leenhardt et 
al., 1994).
2.4.2 Evaporation pan
Evaporation pans (Ep) have been used to measure evaporation for over a century. The 
pan is regularly filled to a specified height, and the water loss (equal to evaporation) noted. The 
Class-A pan is considered to be the standard international pan. Daily evaporation pan is derived 
from a mass balance equation, Eq. (3)
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Ep=Dt-i-Dt+P-L±e Eq. (3)
where Dt is current day depth of water in the pan and Dt-1 is previous day depth of water, 
measured from the top; P  is precipitation over the pan; L is other losses such as animal 
consumption; and e is errors.
The rate of evaporation depends on the type of pan, type of pan environment, method of 
operating the pan, exchange of heat between pan and ground, solar radiation, air temperature, 
wind, and temperature (Jones, 1992). The Ep rates are different from evapotranspiration rates. 
Allen et al. (1998) relate the reference evapotranspiration to the Ep using an empirically derived 
pan coefficient (Kp).
This value depends on the type of pan as well as the environment that the pan is located. 
The pan coefficient for a US Class A pan is ~0.7 (Stanhill, 1976). Therefore this Kp value is 
applied to this study. The Ep values were used for the determination of potential of 
evapotranspiration for the study site.
2.4.3 Penman -M onteith equation
The most widely applied combination equation based ET model is the Penman-Monteith 
(PM) equation, which is based on meteorological data, aerodynamic resistance and canopy 
resistance. This methodology measures the latent heat flux using the vapor pressure deficit 
(VPD), the slope of the saturated vapor-pressure curve and aerodynamic resistance to heat, and 
canopy resistance, soil heat flux, and sensible heat flux. The measurements of air temperature, 
relative humidity, and wind speed are needed to determine these variables. However, obtaining 
reliable values of canopy resistance is complicated and therefore for certain situations limits 
application of the PM equation (Jarvis and McNaughton, 1986).
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According to Allen et al. (1998), Eq. (4) describes the Penman-Monteith (PM) method to 
estimate ET over a vegetation stand.
A(^net — + Pa^p(es — ea')/ra Eq. (4)AET =
A + Y ( 1 + h‘a
where ET is the latent heat flux of evapotranspiration (mm h-1 or mm day-1), A is latent heat of 
vaporization (kJ kg-1), A is the slope of saturation vapor pressure versus temperature curve (kPa 
°C-1), Rnet is net radiation flux (W m-2), G is ground heat flux (W m-2), pa is the air density (kg 
m-3), Cp is the air mass specific heat (kJ kg-1 °C-1) at constant pressure, es is the saturation vapor 
pressure at ambient air temperature (k Pa), ea is the actual vapor pressure of the air mass (k Pa), 
es — ea is the vapor pressure deficit (VPD) (kPa), y  is the psychometric constant (kPa °C-1), ra is 
the aerodynamic resistance (sm-1), and rs is the bulk surface resistance to vapor transport (sm-1).
A convenient, empirical equation for computing the saturation vapor pressure from 
temperature is given by,
l  17.27 T \  
es(X) = OMOSexp {¥ T 22m )
Eq. (5)
\ T + 237.3;
e = e ( T ) ^  Eq. (6)ea es (1 ) 100
where T is air temperature (°C) and RH is relative humidity in (%)
The slope of the saturation vapor pressure (A) curve is also a function of temperature and 
can be calculated based on Eq. (7).
4098 [0.610Qexp {^ 7 2 7 7 3 )] Eq. (7)
A =  (T + 2 3 7 3 ) 2
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The vapor pressure deficit is the difference in vapor pressure between saturated and ambient air,
VPD = es( T ) - e a = - ^  — ea Eq. (8)
The psychometric constant (7 ) in Eq. (4) is a function of atmospheric pressure (which varies 
slightly over time and altitude) and is given by Eq. (9):
CpP Eq. (9)
Y = eA
where Cp is the specific heat at constant pressure, equal to 1.013 (MJ kg-1 °C-1), A is the latent 
heat of vaporization 2.45 (MJ kg-1), e is the ratio of molecular weight of water vapor/dry air = 
0.622, and P is the ambient air pressure (kPa).
The difficulty in using Eq. (4) is related to the derivation of ra and rs which already emphasized.
The aerodynamic resistance (ra) is evaluated by the following formula Allen et al.(1998), 
assuming that ra is equal to the conductance for momentum, and the wind speed profile in the 
atmosphere is close to neutral,
ln (zm — d) (Zh — d) Eq. (10)
„  z om Z0h
a = k 2Uz
where ra is aerodynamic resistance (sm-1), zm (m) is height of the wind speed measurements, z h 
(m) is the height of temperature and humidity measurement, k  is von Karman constant (0.41), u z 
(m s-1) is wind speed measurement at zm, d (m) is zero plane displacement height of wind 
profile, z om (m) is roughness parameter for momentum, z oh (m) is roughness parameter for heat 
and water vapor. Reference values recommended in the literature are d = 2 /3 h c, where hc crop 
height in meters is; z omis 0.123hc, and z oh is 0.1 (Allen et al., 1998). The Eq. (4) is restricted
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for neutral stability conditions, i.e. where temperature, atmospheric pressure, and wind speed 
velocity distribution follow nearly adiabatic condition (no heat exchange). The equation of short 
time period (hourly or less) may require the correction for stability.
The bulk surface resistance (rs) describes the resistance of vapor flow through the 
transpiration of plant leaves and evaporation from the soil surface and it is one of the most 
diffuse methods of estimating. During the period of vegetation not completely covering the soil, 
the resistance factor will include the effects of soil evaporation and if the vegetation is not 
transpiring at the potential rate, the resistance depends also on water availability for vegetation, 
and in this case it is proposed the use of the following approximation:
where LAIactive is 0.5 times the measured leaf area index, rl is bulk stomatal resistance which is 
the average resistance of an individual leaf and can be measured using an instrument called a 
porometer.
Another way it can be estimated is through the inversion of the Penman-Monteith equation 
using:
Here, the notation are as described earlier. However, this method cannot be used for 
determination of ET.
The bulk surface resistance can also be calculated using the Bowen ratio incorporation 
with the inversion of the Penman-Monteith equation as follow:
Eq. (11)
I Alurli active
PaCp(es — ea) + ra(A(Rnet — G) — AA.ET — y  A.ET)
yAET
Eq. (12)
Eq. (13)
Accurate prediction of rs requires a good estimate of the Bowen ratio.
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To perform the evapotranspiration calculation using the Penman-Monteith equation, the 
following daily data are required: mean air temperature, the relative humidity or mean dew point 
(or dry and wet bulb temperature), measurement of net radiation or measurement of sunshine 
hours and cloud cover (from which net radiation can be modelled), aerodynamic and bulk 
surface resistance terms for the crop being analyzed, mean wind velocity at a standard height (if 
required for the aerodynamic resistance term), and ground heat flux. Unfortunately, it is not 
possible to directly measure the resistance terms, so use of the Penman-Monteith equation is 
mainly restricted to research studies in which the resistance terms are derived as functions of 
canopy characteristics and wind profile.
2.4.4 Priestley-Taylor model
Because of, the frequent unavailability of the meteorological variables needed for PM 
calculations. Priestley and Taylor (1972) proposed an empirical equation for calculating ET. This 
method is radiation-based model which neglects the aerodynamic which can be written as:
■. A Eq. (14)AET — a ^  ^  (Rnet
where a  is an empirical coefficient relating actual evaporation to equilibrium evaporation with an 
average value of 1.26 (Priestley and Taylor, 1972). The other notations are described earlier. The 
Priestley-Taylor (PT) approach neglects the influence of vapor deficit on the evapotranspiration, 
relying on the assumption that ET depends only on solar radiation and temperature. The PT data 
requirement does not include some hard to obtain meteorological variables as wind speed or 
relative humidity. Hence this ET can be computed in places where PM calculations cannot be 
performed due to data lacking.
To perform the evapotranspiration calculation using any of the Priestley-Taylor variations, 
the following data are required: mean air temperature, measurement of net radiation or
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measurement of sunshine hours and cloud cover (from which net radiation can be modeled), the 
ground heat flux, and ambient air pressure.
2.4.5 Crop evapotranspiration: The FAO approach
The FAO approach is a well-known method and very useful for the estimation of ET for 
single crop when the reference condition are available. Crop evapotranspiration (ETc), is known 
as a main component of the water consumption in agriculture fields, therefore estimating 
accurate value of ETc is important. ETc under standard conditions which refer to crops grown 
under condition of no limitations are placed on crop growth, disease-free, well-fertilized crops, 
grown in large fields, under optimum soil water conditions, and achieving full production under 
given climatic conditions (Allen et al., 1998). The crop evapotranspiration differs from reference 
evapotranspiration (ETo) and ET as the ground cover, canopy properties and aerodynamic 
resistance of crop from grass are integrated into the crop coefficient (Kc). The ETc can be 
calculated by multiplying ETo by the crop coefficient (Kc), as determined.
ETC — KC ETq Eq. (15)
where ETc is crop evapotranspiration (mm d-1), Kc is crop coefficient (dimensionless), and ETo 
is reference crop evapotranspiration (mm d-1).
The crop coefficient (Kc) varies predominately with the specific crop characteristic and 
only to a limited extent with climate and it can be expressed as a single coefficient, or it can be 
split into two factors, one describing the effect of evaporation and the other the effect of 
transpiration. The reference ET (ETo) is defined and calculated using the Penman-Monteith 
equation (previous section). The Kc is the ratio of the crop ETc to the ETo, and it represents an 
integration of the effects of four primary characteristics (crop height, albedo, canopy resistance, 
and evaporation from soil) that distinguish the crop from the reference grass (see FAO# 56 by
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Allen et al. 1998). In the single crop coefficient approach, the effect of crop transpiration and soil 
evaporation are combined into a single Kc coefficient.
Ks — Kcb + K e Eq. (16)
where Kcb is the basal crop coefficient, Ke is the soil evaporation.
Under soil water stress condition, the effects can be accounted for by a crop water stress 
coefficient (Ks) as follows:
ETC ad]— KsKcET0 Eq. (17)
Ks describes the effect of water stress on crop transpiration. For soil water limiting condition, 
Ks<1 and Ks = 1 when there is no soil water stress. Ks is given by:
T A W - D r Eq. (18)
5 — ( 1 - p )  TAW
where Ks is a dimensionless transpiration reduction factor dependent on available soil water (0­
1), Dr is root zone depletion (mm), TAW is total available soil water in root zone (mm), p is 
fraction of TAW that a crop can extract from the root zone without suffering water stress. More 
information about crop evapotranspiration can be found in FAO Irrigation and Drainage Paper 
No. 56 (Allen et al., 1998).
2.4.6 The energy balance and Bowen ratio method
Evapotranspiration can be considered as the energy employed for transferring water from 
leaves and plant organs to the atmosphere as vapor in agriculture lands. In this case it is called 
“latent heat” (AET, with A is latent heat of vaporization) and it is measured as energy flux density 
(W m-2). The latent heat flux can be calculated from the measurement of the energy budget over 
the land surface and it is the main used part of available energy due to the radiation balance. All 
the energy related in the evapotranspiration component must satisfy the closure of the energy
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balance. The surface energy balance equation with an exemption of neglected the residual term is 
generally expressed in the following form:
defined as the amount of energy required to convert 1 gram of liquid water to vapor at constant
since the vegetative canopy is very simple.
Sensible heat flux (H) can be obtained from the measurement using eddy covariance and 
a large scintillometer technique (more details can be found in Chapter 4)
Ground heat flux (G) was determined by integrating the gradient of soil temperature from 
soil temperature profiles.
where k  is soil thermal conductivity, t is time, zs is the soil depth that responds to temperature 
change and Ts is soil temperature.
pressure difference (Ae), with e (kPa) air vapor pressure, measured at the same two levels. With
AET = Rnet — G — H Eq. (19)
where AET = latent heat flux (energy consumed by ET) (W m-2), Rnet is the surface net radiation 
flux (W m-2), G is conductive heat flux into or out of the ground (W m-2), H is the sensible heat 
flux (W m-2), A is the latent heat of vaporization (kJ kg-1). The latent heat of vaporization is
temperature. AET is the latent heat flux (W m-2). In some cases no storage term is considered
Eq. (20)
The Bowen ratio is defined as — —  . Then, Eq. (19) can be rearranged to,A.E
Eq. (21)
can be obtained by the ratio of the air temperature at the two levels (AT) and the vapor
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assumptions of turbulent transfer coefficients for heat (Kh ) and water vapor (Kv) are identical 
and the two levels at which temperature and humidity are measured must be within the layer of 
the airflow that has adjusted to that surface so that there is an absence of horizontal gradients of 
temperature and humidity. will be defined as:
f i — y A L  Eq. (22)
H ’ Ae
Bowen ratio method has been proven as a standard method in semi-arid environments (Dugas et 
al. 1991) and is widely used in a variety of field conditions.
2.4.3.1 The aerodynamic method
The latent heat flux by aerodynamic approach can be determined by means of the 
dimensional scaling factors u * and q*, with q specific air humidity (kg kg-1).
AET — —Apu*q* Eq. (23)
where p  is density of air (kg m-3) and u * is friction velocity (m s-1) derived from the wind speed 
profile measurement:
ku  Eq. (24)
where k  =0.4 is the von Karman constant, d(m) is the zero plane displacement height, z 0 (m) is 
the roughness length of the surface and £  is the stability correction function for momentum 
transport. q* is determined similarly from the humidity profile measurement:
k(q  — q0 ) Eq. (25)
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where q0 is the air humidity extrapolated at z= d+z0 and £  is the correction function for non­
neutrality for the case of latent heat transport.
The major difficulty for this technique is the correct measurement of the vapor pressure at 
different heights above the vegetation. According to this reason AET can be derived indirectly by 
the energy balance Eq. (19) if  the sensible heat flux (H) is obtained by the flux-gradient relation:
H — —pcpu*d* Eq. (26)
where 6* is deduced from the air temperature profile:
k(9  — Qo) Eq. (27)
* — H ^ )  — £
where 0o is the temperature extrapolated at z= d+z0 and £h is the correction function for the heat 
transport. By using this form, the main advantage of the aerodynamic technique is avoiding the 
humidity measurements. The accuracy depends on the number of measurement levels of 
temperature and wind speed profiles. This techniques has good results when stability correction 
functions were applied (Pieri and Funchs, 1990). However, the aerodynamic approach does not 
work well on tall crops (Thom et al., 1975).
2.4.7 The eddy covariance
The transport of heat and vapor, CO2, and momentum in the low atmosphere in contact 
with the canopies is mostly governed by air turbulence. The fluxes from surface can be measured 
correlating the vertical wind fluctuations from the mean (w' )  with the fluctuations from the mean 
in concentration of the transported admixture. Therefore, the latent heat can be obtained 
following the covariance of vertical wind speed (m s-1) and vapor density (q'  in g m-3):
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AET — Aw'q' Eq. (28)
To measure ET directly by this method, vertical wind fluctuation has to be measured and 
acquired contemporary to the vapor density. The error in eddy covariance method can add to 
problems of the sensors configuration and meteorological characteristics (Foken et al. 2008)
To avoid some problems linked to the humidity fluctuations measurements, theoretical AET can 
be obtained indirectly as a residue of the energy balance Eq. (19) when the sensible heat flux is 
defined as:
H — —pcpw '6 '  Eq. (29)
2. 5 Meteorological and hydrological parameter measurements during the summer season
A number of methods to estimate and measure ET have been introduced in the previous
sections. It is useful to review input data from the experiment which include the meteorological 
and hydrological factors during the summer season, with the aim of identifying an appropriate 
framework for evapotranspiration calculations across this agroecosystem. All of the 
methodologies require suitable meteorological and hydrological data. Sufficient and high quality 
data from experiments are needed to estimate the ET. Data requirement as well as some 
examples of these data is included in this section.
2.5.1 Micrometeorological parameters
The micrometeorological parameters (net radiation, air temperature at 1 and 3 m height, 
ambient air pressure, soil temperature and ground heat flux at 15 and 30 cm depths) at the EC 
station were obtained for 42 days and 72 days in summer 2012 and 2013 respectively. These data 
ranged from 13 July to 7 September in summer 2012 and 6 July to 4 October in summer 2013 
with the resolution of 1 minute interval. Data are missing for 8 days (27 August to 3 September)
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in 2012 and for 10 days (17-26 September) in 2013. Net radiation (Rnet) and two levels of air 
temperature at EC site were represented by 69,276 points in summer 2012 and 114,157points in 
summer 2013 (Figure 2-4). Ambient air pressures record had 45,115 and 114,132 data points in 
summer 2012 and 2013, respectively. Soil temperature and calculated ground heat fluxes records 
were 103,102 and 113,855 data points in 2012 and 2013, respectively (Figure 2-5).
In general, average Rnet of 148 ±128 Wm-2 was found in both years. The air temperature 
ranged from -1.3 to 27.9 °C with average of 14°C in 2012, and ranged from -2.4 to 32.0 °C with 
an average of 15 °C in 2013 respectively. Mean soil temperature integrated from 15 -30 cm soil 
depth was 14°C in 2012 and an average soil temperature integrated from5 -30 cm was 13 °C in 
2013.
2.5.2 Meteorological parameters
The meteorological parameters included air temperature, relative humidity, air pressure, 
wind speed and direction, and precipitation at 2 m and 5 m above the ground were obtained at 1 
minute intervals. These data ranged from 31 May to 9 September in summer 2012 and 10 June to 
30 September in summer 2013. For a total of 79 days in 2012, 113,845 data points were 
recorded at 2 m height while only 98,169 points were recorded at 5 m height. On the other hand, 
for a total of 97 days with 136,900 data points at 2 m height and 140,442 at 5 m height were 
recorded in 2013. There were only three periods of missing data at 2 m height and two periods at 
5 m height detected which accounted to 20% of data capturing. Temporal variations of these 
meteorological factors are depicted in Figure 2-6. Wind speed and direction are also presented 
for summer 2012 to 2014 (Figure 2-7). The prevailing wind directions were from west to north 
sectors with an average wind speed of 2-3 m s-1 during the summer.
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The refractive index structure parameter (C^ ) was determined represented by 20,160 data 
points (14 days) in 2012 and 109,440 points (76 days) in 2013 (Figure 2-8). Class A pan 
evaporation data were collected from June 20 to September 8 in summer 2013 to determine the 
potential evapotranspiration (Ep) in the farm. In Figure 2-9 the Ep in summer 2013 is compared 
to ten years average of Ep from NOAA meteorological station which is located at the Fairbanks 
Agricultural Experiment station (about 1000 m away from the meteorological station of this 
study).
In Figure 2-10 the Doppler SODAR- measured wind speed, wind direction, boundary 
development and vertical velocity are shown under different conditions. Specific days were 
chosen to depict at this site, strong wind speed larger than 10 m s-1 at upper layer on 29 July 
2013 and average wind speed (2 m s-1) on 5 August 2013.
2.5.3 Hydrological parameters
2.5.3.1 The soil water characteristic curve
The soil moisture water characteristic curve (SMC) can be obtained by using the two 
levels of nonlinear relationship (fit option: Levenberq-Marquardt) over the air pressure range 0.3 
-15 bars. In Figure 2-11 the SMC curve (blue line) for sandy loam soil in lysimeter, the 
gravimetric soil moisture (green square color), volumetric moisture content measured by 10HS 
sensor (red color) from lysimeter, and the soil volumetric moisture at different air pressure (black 
dot) from the experiment were illustrated. The figure also showed the 10HS sensor- recorded 
moisture content was around field capacity (FC) while the gravimetric moisture ranged from 
below and above the FC. However, the SMC curve generated from nonlinear function 
underestimated the soil moisture during some periods.
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2.5.3.2 Soil moisture, soil water potential and soil temperature in the lysimter plot
The soil moisture and temperature (within two lysimeters) were measured at 15- minutes 
intervals for about 55 days (5,277 data points) with the water potential (WP) of 110 days 
(10,654 data points) during summer 2012. These data ranged from June 6 to July 27 for nine 
lysimeters, while more data were obtained within only three lysimeters during 5-19 September, 
2012. Sensor failure caused missing data. However, WP was measured from 6 June to 6 
September, 2012.
As for summer 2013, the soil moisture data for 30-min resolution at 5, 10 and 20 cm 
depths in vegetated and unvegetated lysimeter were collected for about 83 days (1,996 data 
points). On the other hand, WP was obtained for ~110 days with 2,632 data points for both 
treatments. These data were collected from 14 June to 16 September, 2013. However, missing 
data was detected in some periods during the field experiment. There was a noticeable increase 
in moisture content and decrease of WP after the precipitation and irrigation events. Sample 
temporal variations of these data in vegetated and unvegetated lysimeters are illustrated in Figure 
2-12.
2.5.3.3 Spatial variation of soil moisture and temperature under different surface cover
Soil temperature was measured and recorded hourly under annual barley (Hordeum 
vulgare), a perennial bromegrass (Bromus inermis), a bare (fallow) in summer 2011-2014, while 
the soil moisture was not collected in summer 2013. There were two types of data collected from 
each plot. Soil temperature and air temperature in each plots was measured for 137, 151, 114, 
and 100 days in summer 2011, 2012, 2013 and 2014 respectively. Generally, these data are 
collected over the growing season of each year. The hourly average of air temperature, soil
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temperature, and soil temperature in each site during 2011-2013 is shown in Table 2-4. Temporal 
and spatial variation of measured parameters is presented in Figure 2-13.
2.6 Summary
Understanding evapotranspiration particularly across the farmland in agroecosytems in 
high latitudes is a difficult task because it depends on the availability of input data and accurate 
measurements. Thus, it is essential to measure hydro-meteorological variables, such as radiation, 
precipitation, soil moisture, water vapor, wind speed, surface water and runoff, vegetation state, 
albedo and surface temperature, etc. Such measurements are required not only for the purposes 
of determining ET but also to improve knowledge of components of the water cycle and its 
variability, both spatially and temporally, as well as to characterize the coupling between the 
land and atmospheric interaction of the water cycle. Quantifying this interaction is of utmost 
importance because this coupling may influence and simultaneously be influenced by climate 
variability and predictability. In this study, field sampling has been extensively used to measure 
hydro-meteorological variables and estimate evapotranspiration during summer season. Parallel 
to these measurements were monitoring soil temperature and moisture to investigate the 
interconnection between surface and atmosphere in different land cover. However, if larger 
heterogeneities occur over vast land surface scaling to regional estimates from field observations 
may be limited.
Several important methods of measuring and modelling evapotranspiration were also 
explained. These techniques are mainly based on site (field)-measurements and many of those 
techniques are dependent on a variety of model parameters that is very difficult to know. 
Therefore, some methods are more suitable than others in terms of convenience, accuracy or cost 
for the measurement of ET at different space and time scale. Furthermore, field measurements of
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hydro-meteorological variables were also presented mainly from summer 2012 and 2013 which 
have large amounts of data available. Data collected for the purposes of carrying out this 
research may also be of use in other research applications in this region such as for a ground base 
calibration of the satellite data and modelling developing, monitoring of the changes and 
assessment of future changes as consequences of climate fluctuations and climate changes in the 
region; study of agrometeorological weather-crop model and weather-plant model, study of 
climate extremes and meteorological phenomena causing greatest damages in agriculture and 
their consequences (drought, extremely high and low air temperatures, storms with hail), etc.
Many techniques and field studies have been used to estimate ET in this site, and some 
issues can occur throughout the field experiment period which will affect the accuracy of ET 
estimation. Some problems mainly associated with instruments have been addressed. Some 
deployments based on inexpensive devices have required a lot of attention so at least one person 
needed to work on these; and commercially available instruments required a lot of experience for 
a person to install, set- up and maintain the instruments and a team effort was applied. The 
heterogeneity of equipment and data loggers from different manufacturers may introduce 
difficulties in compiling the entire information, so systems maintenance was important in the 
operation such as eddy covariance, LAS and SODAR. Some measurements required manual 
daily readings at the same time in the morning such as evaporation pan but that was done 
faithfully. Integrated data management from different field plots could be challenging to ensure 
data quality control for usability, detecting instrument failure from an unexpected factor in the 
environment such as presence of wild animals. Finally, and maybe the most relevant aspect, is 
ensuring high spatial and temporal resolution, not only within a single deployment, but also 
among different deployments both in the same and different sites.
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There is a real need for field measurements and modelling to investigate and predict in a 
reliable manner the variations in the ET cycle which is central in contributing to the 
improvement of water governance, the mitigation of water-related damage to crops and to 
sustainable agriculture development.
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Figures
Figure 2-1. Experimental site at the FEF during summer season. The location of the 
instrumentation is illustrated. The farm is more than 1 kilometer from East-West and about 
600 m North - South. This figure was obtained from Google Earth on 9 September 2012
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Figure 2-2. Micrometeorological and Soil Moisture sensing. EC, LAS, soil potential data logger 
including picture of the installation process in the lysimeter plots, pan evaporation, with two 
treatments of the lysimeter study shown.
(a) (b)
Figure 2-3. Instrumentation of the lysimeter plot; (a) summer 2012 and (b) summer 2013. (Tsoil 
= soil temperature sensor, SWP=soil water potential sensor, 9ly=soil moisture sensor)
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(a) 2012 (e) 2013
Figure 2-4. Micrometeorological conditions during the growing season; (a)- (h) represent the net 
radiation (at 3 m height), air temperature (at 1 and 3 m height), barometric air pressure, and static 
stability parameter for summer 2012 (left panel: a-d) and 2013 (right panel: e-h) respectively. 
Blank spaces in the graphs indicate missing data.
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(a) 2012 (c) 2013
Figure 2-5. Soil Temperature and ground heat flux at EC tower location in summer 20 12 (left 
panel) and 2013 (right panel). (a) soil temperature at surface (red), at 15 cm (blue), and 30 cm 
(green) soil depths; (b) Calculated ground heat flux (G) in 2012; (c) soil temperature at 5cm 
(red), 10 cm (black), 20 cm (blue), and 30 cm (green) soil depths; and (d) Calculated ground heat 
flux (G) in summer 2013.
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(a) 2012 (e) 2013
DOY
(c) (g)
Figure 2-6. Meteorological condition during summer 2012 (left panel) and 2013 (right panel). 
(a)-(d) and (e)-(h) are one- minute records of air temperature, relative humidity, pressure, and 
precipitation at 2 m height in summer 2012 and 2013 respectively. Blank spaces indicate missing 
or no data.
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(a) (b) (c)
Figure 2-7. Histograms of wind speed and direction from June to September over the three 
summer growing seasons; (a) 2012 wind speed ranges from 0.4-12.5 m s-1, prevailing wind 
direction is north-west, (b) 2013 wind speed ranges from 0.4-9.8 m s-1, prevailing wind direction 
is north-west sector, and (c) 2014 wind speed ranges from 0.4-13 m s-1, prevailing wind direction 
is west sector.
(a) (b)
Figure 2-8. Refractive index structure parameter (C^). (a) summer 2012 and (b) summer 2013 
Blank spaces in the graphs indicate missing data.
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Figure 2-9. Class A pan evaporation data in summer 2013. Evaporation pan (Ep) in the study 
site versus the evaporation pan at NOAA meteorological station located at the Fairbanks 
Agricultural Experiment station (1000 m away) from the study site.
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(a) (e)
b) (f)
(c) (g)
(d) (h)
Figure 2-10. Doppler SODAR measured wind speed (a, e), wind direction (b, f), boundary 
development (c, g), and velocity (d, h) during July 29, 2013 and 5 August 2013 respectively.
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Figure 2-11. Soil moisture characteristic curve from the lysimeter soil sample; blue line 
represent the SMC curve for the nonlinear relationship fitting, the black dot is the moisture 
content at different air pressures, the red triangle is the moisture content measuring by 10HS 
sensor, and the green square is the gravimetric moisture content.
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(b)
(c) Unvegetated
(d)
Figure 2-12. Sample data of soil moisture content and water potential within vegetated and 
unvegetated lysimeters in summer 2013; (a) soil moisture in vegetated lysimeter, (b) water 
potential in vegetated lysimeter, (c) soil moisture content in unvegetated lysimeter, and (d) water 
potential in unvegetated lysimeter. The arrows represent the precipitation and irrigation events.
71
(a) (d)
(e)
(f)
Figure 2-13. Sample data of soil temperature and soil moisture under different fields in the farm 
during summer 2012; (a) -(c) soil temperature at barley field, bromegrass, and fallow field, and 
(d) -  (f) soil moisture (SMC) at barley, bromegrass, and fallow field, and (d) -  (f) soil moisture 
(SMC) at barley , bromegrass, and fallow field respectively.
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Tables
Table 2-1 Summary of instrumentation installed at the FEF site
Parameter Sensor heights (m) M od el and Sensor maker Sensor location Growing
season
R esolution
Air temperature 2 and 5 Integrated Sensor Suite (ISS ) , D avis Hayward, C A M et station 2012-2014 1 m in
Air temperature 1 and 3 PT 107, Cam pbell Scientific E C  tow er 2012-2014 1 m in
Air temperature 1.5 ECT, D ecagon  D ev ices, Inc. Barley, brom e grass and bare fields 2012-2013 Hourly
Barom etric pressure 0.30 CS 106, Cam pbell Scientific. E C  tow er 2012-2013 1 m in
Barom etric Pressure 2 and 5 ISS , D avis Hayward C A M et station 2012-2014 1 m in
N et radiation 3 N R Lite, Cam pbell Scientific E C  tow er 2012-2013 1 m in
Shortwave dow n w ellin g 2 Piranom eter CM 3, H olland Bare fields 2013 30 min
W ind speed  and direction 2 and 5 A nem om eter, D avis Hayward C A M et station 2012-2014 1 m in
Three-dim ensional velocity 3 R M Y oung 8100 V RE E C  tow er 2012-2013 1 m in
Precipitation 2 and 5 ISS, D avis Hayward, C A M et station 2012-2014 1 m in
R elative hum idity 2 and 5 ISS, D avis Hayward, C A M et station 2012-2014 1 m in
S oil m oisture -0.15 ,-0 .30 10H S, D ecagon  D ev ices, Inc. Lysim eter plot 2012 15 min
S oil m oisture 0
<N©0,
©
5,
©©
10HS and ECH 2 O EC -5, D ecagon  D ev ices, Inc. Lysim eter plot 2013 30 min
S oil moisture -0 .05 , -0 .10 ,-0 .30 10HS and ECH 2O EC -5, D ecagon  D ev ices, Inc. Barley, fa llow , and brome grass 
fields
2014 30 min
Surface temperature 0 S -T M B -M 006., O nset Computer Corporation, Bourne, M A barley, fallow , and brom e grass 
fields
2011-2012 Hourly
S oil temperature -0 .01 ,-0 .15 ,-0 .30 S-T M B -M 006, Onset Computer Corporation, Bourne, M A Lysim eter plot 2012 15 min
S oil temperature -0 .05 ,-0 .10 ,-0 .20 ,-0 .30 S-T M B -M 006, Onset Computer Corporation, Bourne, M A E C  tow er 2013 1 m in
S oil temperature -0 .05 ,-0 .10 ,-0 .20 S-T M B -M 006, Onset Computer Corporation, Bourne, M A Lysim eter plot 2013 30 min
S oil temperature -0 .05 ,-0 .15 ,-0 .30 5TM , D ecagon  D ev ices, Inc. Barley, bare, brom e grass fields 2011-2013 Hourly
S oil temperature -0 .15 ,-0 .30 S-T M B -M 006, Onset Computer Corporation, Bourne, M A  , barley, fallow , and brom e grass 
fields
2014 30 min
A  D oppler sodar 20 R em tech m odel PA 2 SO D A R  site 2013 1 m in
S oil water potential -0 .15 ,-0 .30 200ss, Irrometer Co., Inc., C A Lysim eter plot 2012 15 min
S oil water potential -0 .05 ,-0 .10 200ss, Irrometer Co., Inc., C A Lysim eter plot 2013 30 min
S oil water potential -0 .05 ,-0 .10 ,-0 .20 200ss, Irrometer Co., Inc., C A B arley and bare fields 2014 30 min
Gravimetric so il moisture -0-0 .15 , -0 .15-0 .30 Core sam pling Lysim eter plot 2012-2013 3
sam ples/plot
S oil thermal properties -0.06 K D 2, D ecagon  D evice, Inc. barley, fallow , and brom e grass 
fields
2014 3 tim es/plot
Lysim eter 0.62 Drainage lysim eter Lysim eter plot 2012-2013 W eekly
R efractive index structure parameter
(Cn2)
1.8 B L S -900 , Scintec AG, Rottenburg, Germany A cross the farm 2012-2013 1 m in
Potential evapotranspiration Class A  evaporation Lysim eter plot 2013 D aily
L eaf area index A ccuPA R  Par80 linear PA R /LA I ceptom eter, D ecagon  D evice, 
Inc.
barley, brome grass 
Lysim eter plot,
2012
2012
W eekly  
3 times
Stomatal resistance Porometer, D ecagon  D ev ice , Inc. Lysim ter plot, barley, brom e grass 2013 3 times
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Table 2-2 The volumetric soil moisture content (convert from gravimetric moisture content by 
multiplying the bulk density) before and after harvesting with in lysimeter experiment.
Soil depth Before planting After harvesting
(mean±std) (mean±std)
Growing season 2012
Vegetated lysimeter (0-15 cm) 0.3600±0.0554a 0.3376±0.0452a
Vegetated lysimeter (15-40 cm) 0.3468±0.0817a 0.3471±0.0294a
Growing season 2013
Vegetated lysimeter (0-20 cm) 0.3634±0.0238b 0.3732±0.0243b
Unvegetated lysimeter (0-20 cm) 0.2584±0.0497b 0.2466±0.0318b
a Average from twelve lysimeter
bAverage from 3 lysimeters and integrated from 0-20 cm
Table 2-3 Properties of soil from different site in the farmland
Soil properties Lysimeter Barley Brome Bare
% clay 5 16 13 12
% Sand 66 14 17 16
%Silt 29 70 70 72
Bulk Density (g/cm3) 0.70 0.74 0.83 0.87
Saturated moisture content (9s) (m3 m-3) 0.61 0.56a NA NA
pH NA 6.91 6.86 6.86
% Carbon 5.41 3.04 3.50 3.60
% Nitrogen 0.17 0.26 0.28 0.31
Saturated hydraulic conductivity; Kgs (m s-1) 3.41 x10-5 7.20 x10-6 7.20 x10-6 7.20 x10-6
Thermal conductivity (Wm-1 C-1) 0.75d 0.78b 0.73c 0.48d
Thermal resistivity (mC W -1) 1.20 d 1.26b 1.36c 2.08d
Thermal diffusivity (ms2s-1) 0 .20d 0 .21b 0.19c 0.16d
a The Saturated hydraulic conductivity (Sharratt, 1990)
b soil temperature = 8.3 °C, c soil temperature = 9.5°C, d soil temperature =9.5°C, d soil 
temperature =8.0°C
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Table 2-4 Average air temperature, soil temperature, and soil moisture at different sites in the 
farm.
Site Soil Temperature (°C) Soil Moisture 
(m3 m-3)
2011 2012 2013 2011 2012
Barley 
> Air temp 14.37 ± 6.52 13.81 ± 7.06 16.38 ± 7.26
> Surface 14.54 ± 6.71 14.33 ± 7.19 17.98 ± 8.48 - -
> 5 cm 13.66 ± 4.23 13.41 ± 4.68 15.91 ± 6.29 - -
> 15 cm 13.25 ± 2.88 13.13 ± 2.86 16.34 ± 4.61 0.15 ± 0.03 0.18 ± 0.03
Brome grass 
> Air temp 14.21 ± 6.42 13.47 ± 6.74 16.26 ± 7.36
> Surface 15.98 ± 9.24 15.35 ± 8.09 20.92 ± 9.06 - -
> 5 cm 13.92 ± 4.13 12.75 ± 4.67 15.67 ± 4.58 - -
> 15 cm 13.67 ± 2.95 13.51 ± 3.95 14.41 ± 3.27 0.11 ± 0.02 0.13 ± 0.03
Bare
> Air temp 14.60 ± 6.28 13.42 ± 6.71 16.38 ± 7.47 - -
> Surface 16.15 ± 8.78 15.32 ± 8.84 17.31 ± 8.64 - -
> 5 cm 15.11 ± 5.67 14.05 ± 6.30 16.31 ± 6.18 - -
> 15 cm 14.37 ± 3.41 14.07 ± 5.00 15.51 ± 4.39 0.14 ± 0.01 0.18 ± 0.01
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CHAPTER 3
Evapotranspiration cycles in a high latitude agroecosystem: Potential warming role1
1 Ruairuen, W., Fochesatto, J., Sparrow, E.B., Zhang, M., Schanabel, W. and Kim, Y., 2015. 
Evapotranspiration Cycles in a High Latitude Agroecosystem: Potential Warming Role. 
In review PLOSONE. Submitted on 6 February 2015.
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Abstract
Climate change is expected to have a profound influence on agroecosystems in Alaska. 
Over time as the acreages of agricultural lands increase, unexpected changes in surface energetics 
and evapotranspiration (ET) rates may arise consequently affecting regional climate regimes. The 
objective of this study was to evaluate summertime ET dynamics and surface energy processes in 
a subarctic agricultural farm in Interior Alaska. The study includes micrometeorological and 
hydrological data. Results covering the period from June to September 2012 and 2013 indicated 
consistent energy fractions: LE/Rnet (64%), G/Rnet (5%), H/Rnet (27%) where LE is latent heat 
flux, Rnet is the surface net radiation, G is ground heat flux and H is the sensible heat flux. 
Additionally actual surface evapotranspiration fraction from potential evaporation was found to be 
in the range of 59 to 66 %. After comparing these rates with those of most prominent high latitude 
ecosystems it is argued here that if  agricultural lands and agroecosystem in high latitudes become 
an emerging feature, the regional surface energy balance may significantly shift in comparison to 
existing Arctic natural ecosystems.
Keywords: Evapotranspiration, agroecosystem, micrometeorology, surface energy, latent heat, 
sensible heat, subarctic
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3.1 Introduction
Recent warming in high-latitudes has significantly impacted Alaska’s ecosystems (Chapin 
et al., 2005a; Chapin et al., 2014). These impacts have affected a broad spectrum of ecological, 
physical and societal systems of the Arctic (Serreze and Hurst, 2000; Overland et al., 2004; Stow 
et al., 2004; Chapin et al., 2005a, 2005b; Hinzman et al., 2005; Euskirchen et al., 2006a; Serreze 
and Francis 2006). In this context agroecosystem and food related economic activities may be 
highly impacted by climate change over the next decades (Lobell et al., 2008; Battisti and Naylor
2009). Consequently, improvements in production efficiency and strategic utilization of 
agricultural and natural resources are important assets to cope with the increasing population, 
urbanization and therefore unprecedented demands for food (Foley et al., 2011).
Agroecosystem in Alaska currently represent only a small fraction of the entire landscape 
consisting mainly of boreal forests and tundra. Two current trends are supporting re-invigoration 
of Alaskan agriculture. First, desire for local food production and concerns about food security 
and second, lengthening of the growing season, higher surface temperatures and greater 
precipitation rates (Zhou et al., 2001; Chapin et al., 2005a; Bunn et al., 2007; Walsh et al., 2008; 
Wendler and Shulski, 2009; Euskirchen et al., 2012). To substantiate these current trends the 
expected changes at the end of the current century in mean surface temperature will range from
1.5 to 4.5 °C (Euskirchen et al., 2006b). Summer warming in the Alaskan Arctic has been observed 
to accelerate at rates from 0.3 °C to 0.4 °C per decade (Chapin et al., 2005a) peaking in the snow- 
free season (0.4 °C to 0.6 °C per decade) (Hammond and Yarie, 1996; Overpeck et al., 1997; 
Serreze and Hurst, 2000; Chapin et al., 2011). As a consequence of this warming trend, Arctic and 
Subarctic areas are experiencing longer growing seasons which in turn will favor the
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implementation of large scale agriculture, as indicated by Juday et al. (2005) and Hatch (2011), 
albeit not in all areas (Slingo et al., 2005).
According to future scenarios of growing degree days (Juday, 2005; Hatch, 2011) the 
increasingly favorable conditions for developing agricultural lands may also expand crop variety 
including cash crops such as corn or canola. However there are major environmental challenges in 
high latitude settings that may have a counteracting influence on sustainable agriculture and 
expansion. Some of such elements are strong seasonal variation, cold soils, unpredictable frosts 
(Holloway, 1993; Loring and Gerlach, 2009; Stevenson et al., 2014) and precipitation events and 
low amounts of accumulated heat energy throughout the growing season (Van Veldhuizen and 
Knight, 2004). Nevertheless, Interior of Alaska provides a unique growing region that combines 
atmospheric radiation, warm air temperatures, agricultural and natural resources and water 
availability over a short and intensive growing season.
Soil surveys in Alaska indicate that more than 16 million hectares are suitable for 
agriculture where the largest and more productive area is localized in the Interior along the Tanana 
River Valley (Juday et al., 2005; STATSGO, 2011). Hence, Alaska may become more attractive 
as agriculture in the contiguous US becomes threatened (e.g., increasing drought). However, if 
agricultural demands in Alaska were to increase then part of the boreal forest would be at risk of 
being cleared for agricultural production purposes. Such land use change would likely have an 
important effect on surface-energy balance as well as water cycling potentially leading to local 
and regional climate changes and feedback (Bolle, 1990; Chapin et al., 2000; Pielke et al., 2007; 
Randerson et al., 2011; Wolken et al., 2011). Specifically this conversion would alter the seasonal 
albedo, surface roughness, moisture fluxes, and leaf area index (Pielke et al., 2007). Similarly, 
agricultural production could be limited by water availability and therefore increase in production
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would increase the need for irrigation. This in turn would drive land surface-climate interactions 
by artificially modifying surface water and energy budget (Adegoke et al., 2003; Haddeland et al., 
2006; Evans and Zaitchik, 2008; Ozdogan et al., 2010). Several observational and modeling studies 
have shown these effects on both ET and other atmospheric variables. The effects of irrigation are 
not only restricted to increase of ET over irrigated land (Suyker and Verma, 2009; Lei and Yang,
2010), but also to increase cloud formation, surface cooling and precipitation in nearby non­
irrigated areas, and potentially induce changes in mesoscale circulation (Segal et al., 1998; 
Adegoke et al., 2007; Cook et al., 2011). In Alaska, however, the presence of agricultural land and 
its potential influence or feedback to regional climate is still unknown.
Evidence of changes in surface energy fluxes (Eugster et al., 2000) and water balance 
(Kane and Yang, 2004a) in Arctic ecosystem has been already documented. However, to the 
authors’ knowledge, the case of agroecosystem in high latitude has not yet been systematically 
assessed. Here we provide measurements of surface energy balance over two growing seasons in 
summer of 2012 and 2013 from an agricultural land in Interior Alaska. Previous estimates of 
potential ET and actual ET have been carried out by other researchers in the same site using various 
methods (Patric and Black, 1968; Tanana Valley Irrigation Study Team, 1972). They found annual 
values of potential ET to be 467 mm and between 360 to 460 mm for Fairbanks (Patric and Black, 
1968; Tanana Valley Irrigation Study Team, 1972). For the growing season (14 June to 31 August), 
the total ET of 223 mm for irrigated barley field, 113 mm for non-irrigated barley field, and 110 
mm for fallow field were reported from experiments in the same site of the present study (Braley, 
1980).
The objectives of this study are to determine the seasonal cycle of ET and to examine the 
energy fractioning in high latitude agroecosystem. A comparative assessment is then provided
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between agroecosystems and representative natural ecosystems to highlight the importance and 
potential influence in climate projections. This information may be important to understand future 
possibilities for sustainable agricultural, local and regional climate change and feedbacks in the 
regional climate.
3.2 Materials and methods
3.2.1 Experimental site
The field experiment was conducted at the Fairbanks Experiment Farm (FEF) on West 
Tanana Drive of the University of Alaska Fairbanks (UAF) Agricultural and Forestry Experiment 
Station (AFES), in Fairbanks, Alaska, USA (64° 51' 16.6" N, 147° 51' 36.4 " W, 150 m above sea 
level) (Figure 3-1). Experimental data were collected during the summer season from June to 
September of 2012 and 2013. The length of the growing season in the subarctic can be defined as 
the number of days between the last frost of spring and the first frost of fall. In this period of time 
the air temperature never drops below the freezing point (Sharatt, 1992). Based on meteorological 
data covering the period 1906-2006, the length of the growing season in Interior of Alaska, has 
increased over the last century by about 45% from 85 to 123 days (Shulski and Wendler, 2007).
The experimental site is characterized by an almost flat topography of the valley floor of 
the Chena and Tanana River basin. The area is sheltered on three sides from the northwest to the 
northeast by nearby hills rising to an elevation of 300-500 m, with another barrier about 250 km 
south the Alaska Range (Mayfield and Forchesatto, 2013; Fochesatto et al., 2013). The site has 
three main vegetation types: woodland, grassland and crops, combined with bare land. The 
research area has a continental subarctic climate with long, cold winters and short, warm summers. 
Summer comprises the months of June, July, and August where air temperature average 15°C. On 
the other hand, winter months of November through March have average air temperatures of
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-18°C. Considering the central months of the two major seasons, the thirty-year (1981-2010) 
average air temperature in Fairbanks for July was 22°C with extreme temperatures rising above 
32°C and decreasing down to -40°C in the month of December with continuous snow cover ground 
(Mulligan, 2004; ACRC, 2014). Precipitation is relatively low with the average annual 
accumulation for the period 1981-2010 about 263 mm, which mostly occurs during the summer 
months of July and August (ACRC, 2014). In general, daylength during the summer month rises 
up to 22 hours, which leads to a swing in temperature above 27°C for around 13 days. The range 
of frost free days, (i.e. air temperatures above 0°C) is approximately from 86 to 144 days with a 
median value of 115 days (ACRC, 2014).
Approximately one hundred years ago the research site was part of the Alaskan Boreal 
forest comprised mainly of Picea mariana specie and was cleared to be cultivated after 1906. In 
the past, large quantities of manure have been used as a supplement nutrient (Van Veldhuizen and 
Knight, 2014). The land had long term tillage and crop residue management practices (Sharratt, 
1998). The site contains alluvial soil in the flood plains of the Tanana River. It is classified as a 
Tanana silt loam (Mulligan, 2004) with an approximate composition of 70% of silt, 8% of clay, 
and 22% of sand that has been conventionally farmed for about 80 years. It also contains a 
relatively high concentration of calcium carbonate and calcium sulfate at the soil surface (Van 
Veldhuizen and Knight, 2014). A perched water table above the permafrost is about 8 m deep 
while the main water table is located about 20 m deep (Van Veldhuizen and Knight, 2014). Crops 
were planted into soil that had been summer fallowed the previous season. Some vegetables crops 
are usually grown under irrigation practice to improve and control crop growth allowing better use 
of the available plant nutrients (Mulligan, 2004). As mentioned earlier this site was utilized by
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Braley (1980) to estimate rates of ET from barley (Hordeum vulgare L) and rapeseed (Brassica 
rapa) fields during 1978 and 1979.
The research site for this study is considered a baseline for Interior Alaska agricultural 
research under the UAF AFES FEF research unit and considered to be representative of floodplain 
Interior Alaska growing condition.
3.2.2 Instrumentation
3.2.2.1 Lysimeter setup
The experiment deployed several drainage lysimeters (Figure 3-2a-b) during the two 
growing seasons in 2012 and 2013 (June to September). Each lysimeter was built 62 cm long, 62 
cm wide and 62 cm high. A lawn mix soil consisting mostly of sandy loam (66% sand, 29% silt, 
and 5 % clay) was added to each lysimeter up to 10 cm from the top of each lysimeter prior to the 
summer of 2012. The lysimeters were installed on a flat land area over a leveled horizontal plane. 
The bottom of each lysimeter had a 15 cm filter layer that consisted of stones, gravel and sand with 
a layer of geofabric above and beneath. The geofabric separates the soil from the filter layer. The 
filter layer kept the soil from spilling into the drainage and helped to drain water during heavy 
rains or irrigation events. A pipe collected the drainage from the lysimeter bottom.
In 2012, the experiment in lysimeter plots was conducted from 6 June to 16 September. A 
set of six drainage lysimeters were used to measure ET for lettuce (Lactuca sativa) after direct 
seeding on 8 June, 2012. Sensors for soil volumetric moisture content (9ly) in the root zone were 
deployed at 15 and 30 cm depth in the lysimeters with a sample rate of 1 minute and record interval 
of 1 hour (Table 3-1). Soil temperature at 15 and 30 cm depths was measured with sensors in the 
lysimeter (Figure 3-2a). The lysimeters were irrigated throughout the, 2012 growing season. The 
observations were complemented by a multilevel 1, 2, 3 and 5 m meteorological observations,
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along with measurements of net radiation (Rnet), turbulent velocities (u, v, w), and sonic 
temperature (Tsonic) operating from 16 July to 9 September, 2012. Additionally, soil volumetric 
moisture content under barley, bromegrass (Bromus inermis Leyss.j, bare field (9f e f ) and soil 
temperature (Tsoil) at 15 cm depth were measured from 1 June to 30 September at the experiment 
site.
The intensive period of measurements during summer, 2013 was from 14 June to 16 
September, with two treatments in which ET was measured. The plot treatments (three replicates) 
were: (i) vegetated lysimeter and (ii) unvegetated lysimeter. A total of three soil moisture sensors 
were installed at 5, 10 and 20 cm depths in the vegetated lysimeters (9 ly) and unvegetated 
lysimeters (9unly) treatments (Figure 3-2b). The soil temperature was measured at 5 and 10 cm 
depth in each lysimeter. Oak leaf lettuce (Lactuca sativa) at the five to six-leaf stage was 
transplanted into vegetated lysimeters on 1 June, 2013. Irrigation was done throughout the, 2013 
growing season in both treatments by adding the same amount of water to each lysimeter. Irrigation 
amount ranged from 5.5 mm to 20 mm. Data from measurements in both lysimeters treatments 
were used three weeks after set up to allow the soil to settle. Observations during summer, 2013 
incorporated turbulent flux measurements derived from 3 m high sonic anemometer tower 
(operating from 7 July to 11 September, 2013) and a large aperture scintillometer (LAS), which 
was operated from 7 July to 30 August. These observations were complemented by subsoil 
measurements (Tsoil) in barley, bromegrass and bare plots at 15 cm depth (operating from 1 June 
to 17 September) (Table 3-1). All soil moisture and subsoil temperature profiles were recorded on 
dedicated data loggers (Table 3-2).
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3.2.2.2 Micrometeorological instrumentation
An eddy covariance (EC) instrument and meteorological station (Met station) were 
installed at the research site (Figure 3-1 and Table 3-1). The EC instrument was installed at 3 m 
above ground with two temperature probes (Tair) mounted at 1 m and 3 m above the ground to 
determine air temperature. Data were collected at 20 Hz frequency and fluxes were calculated for 
a 30-min eddy-covariance average period. With the aim to foster further studies a LAS was also 
installed on site (Figure 3-1). Rnet sensor was mounted at 3 m oriented to the south to avoid shade 
at all times. A barometer (P) was placed at the surface to determine the ambient air pressure. All 
data sensors were centralized in a single data logger (Table 3-2). Similarly, two different levels of 
meteorological stations were mounted at 2 and 5 m above the ground surface to measure air 
temperature, relative humidity (RH), air pressure, wind speed (U), wind direction, and 
precipitation at 1-minute sampling rate. Data redundancy ensured a fairly continuous rate of data 
collection.
3.2.2.3 Pan evaporation
A standard weather bureau Class A evaporation pan (Ep ) (122 cm diameter by 25 cm 
height) located 5 m away from the lysimeter plots was used to measure manually (hook gage) and 
determine daily time series of potential evaporation (Ep). The water level in the pan was maintained 
within 7.5-12.5 cm of the lip. The evaporation pan is made of aluminum and rests on a wooden 
platform 12 cm above the ground over non-irrigated grass around the area. Daily Ep measurements 
were collected at 0800 AM systematically every-day from 20 June to 5 September, 2013 and 
corrected by wind observations atop the pan evaporation (Table 3-1).
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3.2.2.4 Surface energy balance
The surface energy balance is established based on Eq. (1). As described previously the 
FEF sits on an almost flat surface terrain with no aerodynamic obstacles on the central section of 
the farm covering 1 km East-West and approximately 700 m North-South direction.
Rnet — G = H + LE + Res Eq. (1)
where Rnet is the surface net radiation flux (W m -2), G is conductive ground heat flux (W m -2), H 
is the sensible heat flux (W m -2), LE is the latent heat flux (W m -2) and Res is the residual closure 
component. In this case no storage term is considered since the vegetative canopy is very simple.
In Eq. (1) the net radiation term Rnet, was measured directly. Ground heat flux (G) was 
calculated based on subsoil thermistors over different vegetation covers such as bromegrass field, 
barley field and fallow field. Sub-soil temperatures depths were 5 and 15 cm in summer 2012 
experiment and 5, 15, 20 and 30 cm for the summer, 2013. Eq. (2) for conductive heat on the 
ground was utilized to calculate fluxes.
c =  —k d- L  Eq. (2)
oz
where T (z ) is the soil temperature profile (°C) at specified depths z (cm) and k  is the soil thermal 
conductivity. The k  value in this study is treated as constant at 0.9 W (m°C)-1 (ACRC, 2014). The 
H component was measured based on meteorological data and compared to eddy covariance 
procedure. The latent heat term (LE) was estimated using ET method described in following 
subsections.
Energy balance partitioning is used to determine the total available energy at the surface 
among the energy balance components by calculating the ratios LE/Rnet, H/Rnet and G/Rnet.
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These ratios indicated the relative magnitudes of LE , H and G in the surface energy balance. The 
ratio of H/LE  flux is the Bowen ratio (P).
3.2.2.5 Energy balance closure
Based on independent measurements and determinations of Rnet, LE, H and G the surface 
energy balance was established. Since Eq. (1) combine radiative fluxes with turbulent fluxes 
averaged in space and time; still an energy closure was estimated characterizing the site in terms 
of the surface-atmosphere interactions. The closure fraction CF was therefore deduced based on 
Eq. (3).
=  LE + H Eq. (3)
F Rnet -  G
3.2.3 Estimation of evapotranspiration
3.2.3.1 Penman-Monteith
A number of approaches can be used to estimate ET based on energy balance measurements 
Penman-Monteith (Monteith, 1965, PM hereafter), Priestley-Taylor (Priestley and Taylor, 1972) 
and Bowen ratio energy balance method (Dugas et al., 1991; Dugus, 1993). Of these, the PM 
method is the more widely used in advanced ET models (Goyal and Harmsen, 2014). This method 
estimates ET on the basis of surface aerodynamic properties and physiological characteristics of 
vegetation. Variables used in the PM method are net radiation, soil heat flux, air temperature, 
relative humidity, wind speed, and environment-specific variables related to vegetation cover. The 
aerodynamic and physiological properties of the vegetation are the two main drivers in the PM 
model. The study from Lopez-Urrea et al. (2006) showed that the PM method verified the best 
performance approach to estimate ET using lysimeter observation in a semiarid climate among
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seven other methods under comparison in a region of Spain. In this present study, the PM method 
has been chosen.
The general form of the Penman-Monteith ET estimate is defined in Eq. (4).
A(^net — + Pa^pi^s — ^a) / '^a Eq. (4)AET =
A + K 1 + ? )‘a
where ET is the latent heat flux of evapotranspiration (mm h-1 or mm day-1), A is latent heat of 
vaporization (kJ kg-1), A is the slope of saturation vapor pressure versus temperature curve (kPa 
°C-1), Rnet is net radiation flux (W m-2), G is ground heat flux (W m-2), pa is the air density (kg 
m-3), Cp is the air mass specific heat (kJ kg-1 °C-1) at constant pressure, es is the saturation vapor 
pressure at ambient air temperature (k Pa), ea is the actual vapor pressure of the air mass (k Pa), 
es — ea is the vapor pressure deficit (VPD) (kPa), y  is the psychometric constant (kPa °C-1), ra is 
the aerodynamic resistance (sm-1), and rs is the bulk surface resistance to vapor transport (sm-1). 
The recommendation of rs equal 50 s m-1 is used for hourly time steps in this study (Allen et al., 
2006). As indicated in Eq. (4) the PM method requires information on net radiation, air 
temperature, air humidity, wind speed, and ground heat flux that can be obtained and deduced from 
meteorological and radiation observations. In this case the vapor pressure deficit (VPD; es — ea ) 
can be calculated as a function of measured air temperature and relative humidity using Eq. (5) 
and Eq. (6).
( 17.27 T \  
es(T) = OMOSexp { ^ + 2 3 7 3 )
e = e ( T ) —  Eq. (S)
6 s i l )  100
where T is air temperature (°C) and RH is relative humidity in (%)
^ Eq. (5)
KT + 2 3 7 .3
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The slope of the saturation vapor pressure (A) curve is also a function of temperature and can be 
calculated based on Eq. (7).
4098 [0.610Qexp {/ ^ ^ 7 3 )] Eq. (7)
A =  (T + 237.3)2
The psychometric constant (7 ) in Eq. (4) is a function of atmospheric pressure (which varies
slightly over time and altitude) and is given by Eq. (8).
CpP Eq. (8)
Y = eA
where Cp is the specific heat at constant pressure, equal to 1.013 (MJ kg-1 °C-1), A is the latent 
heat of vaporization 2.45 (MJ kg-1), £ is the ratio of molecular weight of water vapor/dry air = 
0.622, and P is the ambient air pressure (kPa).
The aerodynamic resistance (ra) under neutral conditions is calculated from Eq. (9) following 
Allen et al. (1998):
ln  (zm — d) ^  (Zh — d) Eq. (9)
„  z om z oh
a = k 2Uz
where ra is aerodynamic resistance (sm-1), zm (m) is height of the wind speed measurements, z h 
(m) is the height of temperature and humidity measurement, k  is von Karman constant (0.41), u z 
(m s-1) is wind speed measurement at zm, d (m) is zero plane displacement height of wind profile, 
z om (m) is roughness parameter for momentum, z oh (m) is roughness parameter for heat and water 
vapor. Reference values recommended in the literature are d = 2 /3 h c, where hc is crop height in 
meters; zomis 0.123hc, and z oh is 0.1 (Smith et al., 2004).
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3.2.3.2 Priestley-Taylor coefficient
Priestley and Taylor (1972) model (PT) calculates ET based on the measurements of 
equilibrium evapotranspiration via an empirical coefficient a. This coefficient varies according to 
the surface and vegetation type. A constant value of 1.26 is generally used in landscapes where 
vegetation cover is almost complete and for saturated surface conditions (Priestley and Taylor, 
1972; Engstrom et al., 2002). The PT equation can be applied for unsaturated water surfaces 
provided a  is adjusted to each conditions type (Flint and Childs, 1991). The PT model has been 
shown to provide acceptable accuracy for predicting daily evaporation in Arctic ecosystems if the 
value of a  is known (Kane et al., 1990). The equation Eq. (10) describes the PT approach.
AET Eq. (10)
a
'(Rnet — G)A + y
where a  is an empirical coefficient relating actual evaporation to equilibrium evaporation; A is the 
slope of the saturation vapor pressure and air temperature curve (kPa°C-1); y  is the psychrometric 
constant (kPa°C-1); Rnet is net radiation (W m-2); and G is ground heat flux (W m-2).
3.2.3.3 Mass balance approach
The ET estimated from lysimeters usually derives from applying the mass balance equation 
as a closed system including measurement of the soil water budget and some meteorological 
variables. The mass balance method is largely used in agriculture especially in crop productions 
that use irrigation input (Allen et al., 1998; Jalota and Arora, 2002; Allen et al., 2005; Sun et al., 
2006). The mass balance equation is indicated in Eq. (11) (Doorenbos and Kassam, 1986; Malek 
and Bingham, 1993).
P + l + Cr = E T  + D + R ±  AS Eq. (11)
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where P is precipitation, I is irrigation, Cr is capillary rise, ET  is evapotranspiration that includes 
canopy interception or wet canopy evaporation and plant transpiration (i.e. dry canopy 
transpiration), D is drainage, R is runoff and, AS is the change in water storage (all terms expressed 
in mm) in both the unsaturated and saturated soil zones.
In lysimeter systems, the runoff component R is not considered and the capillary rise Cr is assumed 
to be negligible. The mass balance for the study can thus be expressed according to Eq. (12):
P + I — D ±  AS = ET  Eq. (12)
To calculate the lysimeter water storage the devices were divided into different layers for which 
measurements are available by depth, assuming that each soil moisture sensor was installed in a 
sampling depth layer within the lysimeter. According to Lewan and Jansson (1996) on a similar 
setup measurements at 5 cm depth were considered to represent 0-7.5 cm layer; 10 cm depth 
representing 7.5-15 cm layer, and 20 cm corresponding to 15 cm down to the bottom of the soil 
profile. Then, the value of the soil water storage was obtained per layer after integrating the 
volumetric soil water content in the specific depth. The total soil water storage was determined by 
the sum of the storage in each layer Eq. (13).
Dr _  Eq. (13)
5 =  I 9dz  = ^ 6 A z =  9D
0
where S  represent the storage (mm), 6 the volumetric soil water content (m3 m-3), and D the 
considered soil depth (mm). The change in soil moisture can be obtained by the change in soil 
moisture content over depth and time as indicated in Eq. (14).
Z rt?r  r 2 Eq. (14)
AS = I I dd t dz  
Jo ^t1
101
where AS is the soil water storage, 6 is the volumetric soil moisture content (m3 m-3), t  is the 
time, and z  is depth (cm). Hence, the soil water storage variation profile was determined by the 
difference between the values of the soil moisture content obtained in the final and initial time of 
each considered period (daily or weekly), using Eq. (15).
AS = Sf —Si Eq. (15)
where AS is the soil water storage variation (mm), Sf  the final soil water storage (mm), and St the 
initial soil water storage (mm).
Two phases of crop developments (intermediate phase and maturity phase) were selected 
for the comparison between ET derived from mass balance and energy balance. The period of 5 
weeks after planting was identified as the intermediate phase, which started from 10 July to 23 
July, 2013. While the maturity phase is when the canopy is fully developed starting from 14 August 
to 27 August, 2013.
3.3 Results
3.3.1 Meteorological and hydrological conditions
During the growing season, the average 30-min net radiation (Rnet) in summer, 2013 was 
slightly higher than 2012 (Table 3-3), with the daytime average of 156±122 Wm-2 in 2013 and 
149±123 Wm-2 (Figure 3-3a) in 2012. Conductive ground heat fluxes (G) at the site were calculated 
according to Eq. (2) and found to be mostly proportional to Rnet and following a diurnal cycle. On 
average G in summer, 2013 resulted to be similar to 2012 (Figure 3-3b). The mean air temperature 
during the growing season was found to be on average 16.6°C in 2012 ranging from 0.2°C to 
31.0°C and 18.2°C in 2013 with a variability range from -4.3°C and 34.9°C (Table 3-4). The 
growing season 2013 included ~5 days (44 hours) of negative air temperatures. However, the mean
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air temperatures in both years were higher than the 30-year average. The maximum air temperature 
reached to 31.0°C and 34.9°C during the month of June, 2012 and 2013 respectively, while the 
normal (over 30 years) mean maximum was only 21.2°C (Table 3-4). This increase in maximum 
air temperature indicated a slightly warmer growing season in this high latitude agroecosystem. 
Conversely, the minimum air temperature occurred in September with the minimum value of - 
4.3°C recorded in 2013.
The relative humidity (RH) of the experimental site averaged 69±19 % for 2012 compared 
to 66±21 % for 2013. High values of RH were correlated to lower air temperatures (Figure 3-3d) 
as well as to increased precipitation events. Half-hourly mean vapor pressure deficit (VPD) varied 
during the growing season as depicted in Figure 3-3e. The mean midday VPD was 0.6±0.5 and 
1.2±0.9 kPa with the maximum VPD of 3.4 and 4.3 kPa in June 2012 and 2013, respectively (Table 
3-3).
The precipitation field was found to be very variable and significantly different from long 
term averages. Collected values at the experimental site for both years (Figure 3-3f) resulted in 
much lower amounts than those from 30-year average 165.3 mm (Table 3-4). On the other hand, 
comparing side-by-side both summers it was found that August 2013 (56.2 mm) verified larger 
amounts than August, 2012 (30.5 mm) while the normal monthly average precipitation is (47.7 
mm). Similarly, the driest period in the past 30 years was verified to be June of every year (mean 
precipitation of 34.8 mm); however, June 2013, showed in the study area, a precipitation of 4.4 
mm that was below the 30-year average. In contrast, the amount of precipitation in June 2012 (53 
mm) was higher than the normal average of June. In addition, precipitation decreased about 6% 
during the summer season of 2012 when compared to the long-term 30 years mean for this area 
(Wendler and Shulski, 2009). A decreasing rate of more than 28% was found in the summer 2013
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resulting in abnormally dry conditions. In terms of Tsoil, there has not been significant differences 
on average Tsoil measured at 15 cm depth at the experiment site when comparing the growing 
season of 2012 and 2013 (Figure 3-4; Table 3-3).
The soil volumetric water content (9ly) in the lysimeters in the layer 0-15 cm (2012) and in 
the 0-20 cm depth (2013) varied greatly over the growing season. The variability of 9 ly depended 
on irrigation practice (i.e., irrigation quota and timing) and precipitation events. An average 9 ly 
was 0.3851±0.0174 (6 June to 27 July 2012) and 0.3685±0.0245 m3 m -3 (1 June to 6 September 
2013) while an average 9f e f  in the farm field with no irrigation was 0.1700±0.0197 m3 m -3 average 
accounting for farm diversity of land surface type (e.g., crop land, grass land and bare land) (Table 
3-3).
The frequency distribution of surface wind direction and wind speed is shown during the 
period of study for the 2012 (Figure 3-5a) and 2013 (Figure 3-5b). Based on 30-min average 
temporal series wind data illustrated that the prevalent wind direction was from northwest sector 
variable from WNW to NNW and occurred about 30 % and 36 % of the time in 2012 and 2013 
respectively. Additionally the occurrence of surface winds from southwest was 22 % for both years 
and from the southeast was 18 % and 17 % in 2012 and 2013, respectively. Wind speed, on the 
other hand, showed relatively steady values with an average value of 1.9±1.2 m s-1 and 2.0 ± 1.0 
m s-1 with maximum at 6.7 m s-1 and 5.7 m s-1 in the 2012 and 2013 growing season, respectively.
In terms of the thermodynamic state of the surface atmospheric layer and soil conditions 
small differences were found in average air temperature, soil temperature, soil moisture, VPD, and 
wind speed during both years. However in terms of preseason difference it has to be noted that the 
snow melt in 2013 extended to the 18 May while it reached only up to mid-March and melted on 
22 April in 2012 (NOAA, 2012, 2013).
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3.3.2 Surface Energy Balance
3.3.2.1 Energy closure at half-hour time-scale
The energy balance closure is defined as the ratio between the resulting turbulent fluxes 
manifested at the surface and the total energy available (Twine et al., 2000; Farahani et al., 2007; 
Foken, 2008). In this study, the energy balance closure was evaluated for the entire dataset 1,540 
thirty-minute daytime intervals. There is a strong linear relationship between the sum of the 30- 
min average latent heat (LE) and sensible heat (H) plotted against the available energy (Rnet- G) 
for the summer 2013 growing season (Figure 3-6). A slope of 0.97 and an intercept of 10 W m -2 
was obtained. These values indicate that on average the turbulent heat fluxes are slightly 
underestimated (by ~ 3%) neglecting the storage term in the energy balance equation due to the 
short canopy across the farm landscape (i.e., less than 0.50 m on average; see Figure 3-1). Similar 
results were found in Li et al. (2008) over maize farmland in Northwestern region of China. While 
Parent and Anctil (2012) obtained 0.79 in a farmlands at Saint-Ubalde, South-Eastern Canada. 
Moreover in grasslands, energy balance closure values generally ranged from 0.70 to 0.80 (Twine 
et al., 2000), 0.70 in prairie (Ma et al., 2009), 0.74 in olive orchard field (Martinez-Cob and Faci, 
2010), 0.77 in switchgrass field (Wagle and Kakani, 2014), and 0.85 in an alfalfa field (Liu et al., 
2010). However in terrestrial ecosystems, particularly including forest (Vourlitis and Oechel, 
1999; Wilson et al., 2002; Grunwald and Bernhofer, 2007; Foken, 2008; Moderow et al., 2009; 
Sanchez et al., 2010) the energy balance closure was found to range from 0.50 to 0.96 due to the 
complexities of the canopy architecture.
Therefore it is concluded that giving the surface and atmospheric flow conditions of the 
experiment (Figure 3-1) the energy balance closure was established and being highly reliable to 
examine energy partitioning among all energy fluxes.
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3.3.2.2 Energy balance and energy partitioning
Diurnal patterns. An example of diurnal cycle of energy fluxes in the 2013 growing season is 
shown in Figure 3-7. In this case a clear sky day is shown in the central part of the growing stage 
(on 30 July, day of the year 211). The diurnal variation of LE flux was larger than the one for H 
flux. The values of LE gradually increased in the morning until it reached the peak value of 296 
W m-2 around midday, basically following the time-variation of Rnet. Then, LE rapidly decreased 
to zero at 2100 Alaska Standard Time (AKST) when transition in the atmospheric surface layer 
started. On the same day, H flux slowly rose from 0 to a value of 180 W m-2, when Rnet peaked 
at 385 W m-2, then H  declined steadily to zero at 1900 AKST indicating the changes in stability 
conditions in the atmospheric surface layer. The midday fraction of available energy (Rnet — G) 
into H was about 37 %. On the same day, the G flux was the smallest compared with the rest of 
fluxes and became positive at 1000 AKST. The peak magnitude of G was 38 W m-2 and occurred 
at roughly 1600 AKST. Later on G dropped below zero about 2200 AKST ~two hours after 
Rnetturned negative. The calculated Bowen ratio (P) around middday was 0.6.
Monthly Energy Balance. The monthly midday averages on the energy balance components 
(Rnet,LE, H, G) for two years were calculated, and these results are illustrated in Figure 3-8. The 
data were acquired in the period June to September of each growing season. The summer mean 
Rnet flux input for both years peaked in June (reaching ~ 244 W m-2 in 2012 and 264 W m-2 in 
2013) and dropped-off gradually in August below 31-35 % and September below 56-64 % from 
the seasonal maximum (Figure 3-8). The amounts of Rnet for both years were slightly different, 
with ~20 W m-2 in 2012 being lower than in 2013. When the midday means were considered over 
the period of the study, the mean LE was 114 W m-2 and 131 Wm-2, the mean H was 70 W m-2, 57 
W m-2, and the mean G was 18.8 W m-2 and 16.7 W m-2, respectively, for summer 2012 and 2013.
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On average, LE in 2013 was about 17 W m-2 greater than in 2012; the maximum difference 
between both years was 57 W m-2 in July. In this subarctic farm, from June to September, the 
monthly mean of LE was greater than H and G, with a declining trend illustraed in July of each 
year. On the other hand, the maximum monthly mean of H occurred in July for both years and was 
approximately 80 W m-2, or about one half of the seasonal peak of LE. G is the smallest term in 
the energy balance equation. G was the largest in June 2013 (number of times G positive was 582 
times from 698 times or ~ 83% positive) and July 2012 (number of G positive was 773 times from 
the total 1193 times or ~ 65% positive) and slowly decreased after July until it appraoched around 
zero or negative number in September.
Energy Partition. Summertime energy balance partitioning was calculated based on the obtained 
experimental values. The mean values per variable during each year and the overall average for 
the entire two-years experiment are shown in Column 2, 3 and 4 respectively in Table 3-5. The 
fraction of the incoming Rnet distributed across the variables in the energy balance components at 
the FEF during four months (June to September) of 2012 and 2013 growing seasons are shown in 
Figure 3-9. A similar pattern was observed in the time evolution of enegy fractions LE/Rnet and 
G/Rnet. However H/Rnet during 2012 exhibited some divergence when compared with LE/Rnet. 
The values of LE/Rnet ranged from 0.57 to 0.74 with an average of 0.64 for two growing seasons. 
The maximum of LE /Rnet illustrated in June 2012 (Figure 3-9a) and July 2013 when the 
vegetation was fully developed (Figure 3-9a-b) slightly decreased after this month in both years 
following vegetation senescence as well as gradually decreased VPD in August 2012. The 
variations of VPD directly relate to LE and show a decreasing pattern after the greening period 
(June).
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On the other hand, it was observed over the two years that the major portion of surface 
energy balance was attrributed to LE in the period June to September behaving similarly to that 
in tundra and wetlands in Arctic and Subarctic sites (Table 3-6). Nevertheless, LE/Rnet value is 
comparable to the lower range variability of that obtained from maize and soybean farmland, 
Nebraska, USA (0.6 to 0.9) (Suyker and Verma, 2008) and are close to the value of 0.68 obtained 
in commercial farms near Flora city, Florida USA (Sumner and Jacobs, 2005). In addition, the 
value of H/Rnet ranged from 0.28 to 0.37 (mean 0.33) and 0.20 to 0.30 (mean 0.25) of Rnet in
2012 and 2013, respectively. In comparison to other farmlands the ratio of H/Rnet in this study 
was found slightly higher than in soybean and maize (0.2 to -0 .2) according to experiments carried 
out in Nebraska (Suyker and Verma, 2008) considering only periods of fully-developed canopies.
At all instances the Bowen ratio (P) in the experiment site during the summer 2012 and
2013 was found to be systematically less than unity and ranging from 0.3 to 0.9 with an average 
of 0.56 in 2012 and 0.38 in 2013 (Table 3-5). On the other hand, G/Rnet ranged from 0.05 to 0.11 
in 2012 (mean 0.06) and 0.01 to 0. 08 (mean 0.07) in 2013 of Rnet. Large values of G are typically 
found in subarctic landscapes (Eaton et al., 2001) with the exception of boreal forests (Starkenburg 
et al., 2014). Nevertheless, the ratios of H/Rnet and G/Rnet were in the interval of observed values 
from wetlands and shrub tundra (H/Rnet near 28%, G/Rnet ranges from 6-12%) from the Western 
and Central Canadian Subarctic (Eaton et al., 2001).
In terms of evaluating the general trends on ET associated with changes in vegetation, soil 
moisture, and meteorological parameters (Engstrom et al., 2002) the Priestley-Taylor coefficient
(a) was calculated. High values of a  are associated with a high-energy partition of LE/Rnet, while 
low value represents the opposite. Stewart and Rouse (Stewart and Rouse, 1977) found that the 
theoretical value of a=1.26 is generally applied to saturated surfaces in high latitude. However, in
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the present study a=0.91 was the average from two years while a  ranging from 0.40 to 1.22 is 
reported for Arctic and boreal ecosystems (Eugster et al., 2000). The average value of 0.91 in this 
study is consistent with values reported by Eaton et al. (2001) in upland tundra. This variable range 
of a  depends on the specific ecosystems under consideration for example, Liljedahl et al. (2011) 
reported mean midday a=1.08 (offshore) and 0.95 (onshore) in Arctic coastal wetland.
3.3.4 Evapotranspiration from water balance equation
3.3.4.1 ET by mass balance from irrigated lysimeters versus ET by energy balance
ET based on energy balance was obtained using Penman-Monteith (ETp m ) approach. ETp m  
was computed based on available meteorological variables collected at the site (Figure 3-3), Eq. 
(4) according to Monteith (1973). The cumulative ET from mass balance obtained by Eq. (12) was 
applied to the irrigated vegetated (ETv l ) and unvegetated (ETu v l ) lysimeters. The measurements 
of precipitation (P),  irrigation (I), drainage (D),  and change in storage (AS) allowed estimating 
ET.
Comparing ET rates among different treatments on lysimeters, the results showed ETv l  
having from 5 to 25 % larger cumulative ET compared to ETu v l . When considering ETp m  as 
reference of a larger evaporative area, the ratios ETv l / ETp m  and ETu v l / ETp m  verified a lower 
fraction than 1 during the first week. While, for the rest of the experiment, it resulted in a ratio 
larger than or fairly close to 1 (Table 3-7). Similar results were obtained by Braley (1980) based 
upon their study within irrigated lysimeter and non-irrigated lysimeter in 1979. On the other hand, 
the ratio of ETv l / ETp m  was found to be slightly higher than ETu v l / ETp m  (Table 3-7). 
Nevertheless, on average ET mass balance was mostly higher than ET energy balance due to 
additional water input from irrigation. The average ratios of ETv l / ETp m  and ETu v l / ETp m  were
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found to be 1.12 and 0.97, respectively. However, the ratio of ET from mass balance to the 
measurement of pan evaporation averaged 0.59 and 0.66 for ETu v l  and ETv l , respectively.
Additionally, the ET estimate from water mass balance approach provided higher rates than 
from energy balance approaches, and this difference was accentuated as the vegetation fully 
developed (Table 3-7). However, ET from energy balance method can be used as a reference ET 
for an agroecosystem especially in the sparse vegetation landscape.
In order to compare and benchmark the hydrological rates in agricultural lands, Table 3-8 
shows the annual and summer hydrological balance characteristics among various ecosystems in 
Arctic and subarctic regions. Based on, the total precipitation of 65 mm and irrigation 41.2 mm 
during this study period, the ETv l  was almost 97% while the ETu v l  was approximately 88% of 
precipitation and irrigation. In contrast, lower percentages indicated in Imnavait Creek Basin in 
North Slope of Alaska reported that 50% of precipitation went through the ET process and only 
36% was found in the Upper Kuparuk Alaskan watershed (Kane et al., 2004b). In addition, 76% 
of precipitation was found to be evaporated from the permafrost in the boreal forest at Caribou- 
Poker Creek Watershed in Interior Alaska (Bolton et al., 2004). Nevertheless, other studies have 
also shown a lower ratio of precipitation being evaporated through ET process when compared to 
this present study (Ishii et al., 2004; Marsh et al., 2004; Quinton et al., 2004; Seuna and Linjama, 
2004; Thorne and Hawkins, 2004; Vasilenko, 2004; Zhuravin, 2004; Table 3-8).
3.3.4.2 Penman- Monteith evapotranspiration (ETpm ) and pan evaporation (Ep)
Potential ET was measured with a Class A evaporation pan (Ep). Daily pan evaporation 
determinations (Ep) were manually made at 0800 AKST and no later than 0815 AKST every day. 
The Ep  fraction is defined as the potential evaporation rate for a given location. Ep  in this study 
ranged from 0 to more than 8.57 mm per day under clear skies conditions with daily average of
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3.44±2.15 mm per day. Because manual Ep  measurements were made at one given time everyday 
the temporal series of ETp m  was then compiled for a similar time interval for daily estimates 
comparison. There were about 89 measured values of E p available and only 69 values were used 
for comparison with ETp m  because of sensor malfunctioning (Table 3-1). On the other hand, during 
the study period, relatively high rates of ETp m  were recorded in the month of July, while a declining 
trend was shown in September (Figure 3-10). Daily values of ETp m  ranged from less than 1 mm 
to more than 4 mm and the daily average was 2.27±1.40 mm day-1 . This average value is slightly 
higher than values obtained by Braley (1980) for the same site. The results showed that overall 
daily values of Ep  exceeded ETp m . Regression analysis was used to relate ETp m  to Ep and a 
correlation (R2 = 0.69) was found, while a very poor relation (R2 = 0.38) between those values 
was documented in other environments Florida, USA (Sumner and Jacobs, 2005).
3.4 Discussion
This study investigated the energy and water mass balance during 2012 and 2013 growing 
season at the UAF AFES FEF representative of high latitude agricultural lands in Interior Alaska. 
The summertime climatic characteristics at the site during both years were examined. An increase 
in the mean air temperature of +2.2°C and +3.7°C was observed in 2012 and 2013, respectively, 
when compared the temporal series to the 30-year average mean air temperature. Nevertheless, the 
mean air temperature regime during 2012 resulted within the normal range of variability for 30- 
year climatological data (Table 3-4). It is worth mentioning, that the mean values during 2013 
verified a temperature excursion larger than one standard deviation when compared with the 30- 
year climatological mean. This warmer mean air temperature observed in summer 2013 is 
consistent with recent results indicating an increase in air temperatures of 1.4°C for Interior Alaska 
during the last 100-year record (2009). On the other hand, summer precipitation for 2012 remained
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approximately within the range of the 30-year average (165.35 mm); while, precipitation for 2013 
was ~26 mm below the normal average. After statistical examination of time series of Rnet values 
it was concluded that no major differences were found (Table 3-3 and Figure 3-8).
In terms of turbulent flux regimes, the sensible heat verified no major variations with an 
average of ~ 80 W m-2. However latent heat fluxes increased by ~ 22 W m-2 during summer 2013. 
This slight positive trend could only be explained by the change in pre-season conditions that made 
the sub surface to be wetter through an extended snowmelt period than in the other year (2012), 
(NOAA, 2012; Twine et al., 2000).
The value of energy balance closure Cf  found in the field experiment reached levels of 
~0.97 (Figure 3-6). This value is considered to be representative of energy closure in agricultural 
fields because often the topography characterizing such systems is close to ideal conditions (i.e., 
flat terrain covered by short grass). In comparison we found this value in good agreement to closure 
levels 0.70 to 0.99 observed at Fluxnet sites including several agricultural lands (Grunwald and 
Bernhofer, 2007). Still, a small residual term was found ~3%. This term is generally attributed to 
systematic methodological errors, systematic instrument bias, neglected energy sinks, and 
unrepresentativeness of the G term (Culf et al., 1993; Stannard et al., 1994; Mahrt, 1998; Aubinet 
et al., 2000; Zhuravin, 2004; Farahani et al., 2007; Grunwald and Bernhofer, 2007; Sanchez et al., 
2010). After a careful revision of all terms intervening in the energy balance the residual term, can 
only arise from surface patches containing different crops (e.g., bare land, grass land and wooden 
trees). Therefore, an evaluation of G was conducted over the mentioned surface patches and it was 
observed to vary 3-6% (Table 3-3). This attribution is in agreement with other reports (Sanchez et 
al., 2010; Land et al., 2014) in which G was found to dominate the relative uncertainty on the
112
surface energy balance closure reaching up to 20% in agriculture sites (Heusinkveld et al., 2004; 
Meyers and Hollinger, 2004).
The energy partitioning of Rnet into H, LE and G is strongly influenced by changes in 
surface conditions such as dynamics of vegetation growth, changes in of soil moisture and surface 
temperature affected by precipitation (Blanken and Rouse, 1995; Baldocchi et al., 1997; Wever 
et al., 2002). In particular the relationship between LE and soil moisture is complex, variable in 
space and time and verifies nonlinear relationships with the energy balance terms. For example, 
LE/Rnet was found practically similar in dry and wet soils constrained in the case by VPD<0.30 
kPa in Arctic coastal wetland (Liljedahl et al., 2011).
In the present study, the energy ratio of LE/Rnet was found to be systematically larger than 
the same ratio for H/Rnet and G/Rnet consistently also with P < 1 (Table 3-5). Likewise, several 
ecosystems in Arctic and subarctic have larger LE /Rnet than H/Rnet (Harazono et al., 1998; 
McGuire et al., 1998, Eugster, 2000; Rouse, 2000; Eaton et al., 2001; Kane and Yang, 2004a; 
Beringer et al., 2005; Nakai et al., 2013; Table 3-6). Alternatively, we have found that in 
comparison to some Arctic ecosystems (Eugster, 2000; Eaton et al., 2001; Boike et al., 2008; 
Langer et al., 2011b; Liljedahl et al., 2011) this ratio LE /Rnet is largest amongst the other fractions. 
However, we have to point out that this ratio is still on the lower range interval when compared to 
mid-latitude agricultural fields (Lloyd et al., 2001).
The monthly trends of energy fractions accounting for their seasonal evolution were 
observed to maximize around the middle of the summer to then trend negatively to the end of the 
season (Figure 3-9). This behavior is verified in the case of G/Rnet and LE/Rnet. However, the 
energy ratio associated to H/Rnet is observed to fluctuate at the end of the season in 2012. These 
variations in H/Rnet are consistent to changes in the thermodynamics of the air mass as indicated
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in Figure 3-4. Similarly the energy fraction associated to LE /Rnet verifies a positive trend during 
the decaying phase of the season demonstrating an increasing response to monthly precipitation 
during August 2012 (Table 3-4).
With the aim to identify agricultural land energy fractions in the framework of natural 
ecosystems in high latitudes, Table 3-6, reports a comprehensive comparison among these systems 
across the panArctic. For Arctic and Subarctic wetlands, LE/Rnetwas reported to be larger than 
0.57 according to the studies of Moore et al. (1994), Harazono et al. (1998), and Rouse (2000). In 
contrast, a lower value of LE/Rnet in Arctic coastal wetlands was observed. In this case, a different 
environmental forcing due to the presence of onshore wind constantly offsets the energy 
partitioning (Liljedahl et al., 2011). While on the other hand, the reported values in literature of 
H/Rnet and G/Rnet are similar to the ones in the present study.
Furthermore the energy partitioning in tundra ecosystem verifies in comparison mostly a 
lower LE /R net ranging from 0.36 to 0.67 (Rouse et al., 1997; Harazono et al., 1998; Eugster et al., 
2000; Beringer et al., 2005; Grunwald and Bernhofer, 2007). On the other hand, H /R net in the 
present study compares well with the lower range reported from the mentioned studies in the range 
0.26 to 0.40. Finally the energy fractions obtained in this study correspond well with the results 
obtained in upland tundra ecosystems reported by Eugster et al. (2000) in which LE was the 
dominant component of surface energy balance. Conversely, energy balance studies in Alaskan 
coniferous boreal forest (i.e, composed mainly of white and black spruce trees) have found that H 
dominated the energy balance (Beringer et al., 2005; Lui et al., 2005; Starkenburg et al., 2014) 
with the exception of the study of Nakai et al. (2013) in the Poker Flat Research Range which 
indicated LE slightly dominant on a sparser canopy over discontinuous permafrost.
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In terms of evaluating the ET rates, this study produced two different approaches based on 
mass balance (i.e., lysimeters based) and energy balance (i.e., micrometeorological based). These 
two approaches have definitively different spatial and temporal scales in terms of their 
environmental interactions (Alfieri et al., 2012) and therefore their ET rates were slightly different 
owing to the vegetation development and the spatial scale representation. In order to evaluate the 
potential for environmental interaction of agricultural land the lysimeter experiment was 
conducted based on irrigation practices over two treatments: vegetated and unvegetated. Overall 
this study found that ETv l  was higher than ETu v l  while ETu v l  was similar across the season to 
ETp m  (Table 3-7). However, it is important to note that if  ETp m  is taken as the reference, the ratios 
ETv l /ETp m  and ETu v l /ETp m  verified a lower fraction in the first week due to the development 
phase of the vegetation. On the other hand, the fraction ETu v l /ETv l  represented the percentage of 
ET due to vegetation growth and interception ranging from 75 to 94% (Table 3-7).
To give a prospective of the impact of agricultural lands in the framework of high latitude 
environments, Table 3-8 brings similar data records from ten sites around the pan-Arctic and they 
are compared to the findings of this study. Establishing the ratio ET/P allows the evaluation of the 
percentage of precipitation input that is sent back to the atmosphere through ET. Based on the 
synthesis of Arctic basins hydrology study by Kane and Yang the ET/P ratio is well-correlated to 
latitude in Arctic natural ecosystems and basically accounts for 36-75% of the mass balance (Table 
3-8) (Bolton et al., 2004; Ishii et al., 2004; Kane et al., 2004; Marsh et al., 2004; Quinton et al., 
2004; Seuna and Linjama, 2004; Thorne and Hawkins, 2004; Vasilenko, 2004; Zhuravin, 2004). 
Whereas, in this study this fraction ranged much higher from 87% to 97%; only comparable to the 
ones obtained by Thorne and Hawkins (2004) calculating 80% return (Table 3-8). This differences 
in ET and ET/P ratios are due to availability of energy for fluxes at the surface (Lu et al., 2003;
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Stoy et al., 2006), precipitation distribution and rate as well as topography (Sun et al., 2002), forest 
canopy interception capacity associated to tree species and leaf area index (Swank and Douglass, 
1974). It is therefore concluded here that the fraction of ET returned to the atmosphere in 
agricultural lands represent a much larger fraction of what has been reported for boreal forest at 
approximately the same latitude (Starkenburg et al., 2014) and also larger than the fractions 
obtained in Arctic tundra.
3.5 Conclusions
We found that the ET cycles represent a large portion of surface energy balance partitioning 
accounting for approximately 64% of the net radiation. Additionally we found the ratio of ET 
obtained by water mass balance related to the measured potential ET ranging from 0.59 to 0.66 for 
evapotranspiration rates based on unvegetated and vegetated lysimeters respectively. Conversely, 
ET was responsible for removing 97% and 88% of the moisture added to the vegetated and non­
vegetated lysimeters, respectively.
Northern high latitudes are characterized by diverse ecosystems where wetlands and tundra 
dominate Arctic regions while subarctic locations are populated by boreal forest with coniferous 
and deciduous trees. This work puts in perspective and compares the surface energy fraction on 
agricultural land in the context of boreal forests, Arctic wetlands and tundra (Tables 3-6 and 3-8). 
The results indicated that the energy fluxing regime in terms of ET/Rnet of agroecosystem in the 
subarctic exhibits similar characteristics to the tundra ecosystem in the Arctic; however they were 
found to be in contrast to those in boreal forest with coniferous and deciduous trees. 
Agroecosystems are an important land surface process which impact ET/Rnet in the quantification 
of energy fluxes since subarctic regions are vastly populated by boreal forest and dotted by small- 
scale agricultural farms. Hence, differential fluxes manifested between these two clearly indicate
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that different land surface features can drive small-scale circulation creating an additional 
imbalance term in the energy budget. Therefore, this study indicates that the presence and further 
development of agroecosystems in northern high latitudes may lead to an uncontrolled 
intensification of the ET cycle during the growing season in comparison with natural existing 
ecosystems.
Consequently, replacing native ecosystems to promote agricultural development and 
economic activities may result in significant changes in surface energy regimes, balance and new 
interactions that will need to be considered further. Moreover, these changes can collectivelly 
upscale to shift seasonal magnitude and temporal partitioning of regional fluxes introducing a 
positive feedbak to regional climate; therefore altering temperature and precipitation patterns 
which in turn may affect larger atmospheric scales.
Finally, on the basis of a changing climate scenario manifested through increasing air 
temperatures, lengthening of growing season and changes in vegetation gradients in northern high 
latitudes conjugated with agricultural lands and other developments, may lead to an overturning 
of the ET cycles (water vapor return to the atmosphere) with unexpected and yet unpredicted 
consequences given the nature of the changes and the nonlinear interactions characterizing the 
surface-atmosphere system.
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Figures
Figure 3-1 Fairbanks Experiment Farm (FEF) site at the UAF AFES. The location of the 
instrumentation is illustrated. The farm dimensions are: more than 1 kilometer on East to West 
and about 600 m North to South. EC tower (A), lysimeter plot (B), Meteorological station (C), 
LAS system (D).
118
(a) (b)
0ly probe 15cm
0iy probe 30cm
Filter layer •
D raining bottom
Lysimeter layout 2012
Pit
■ Tst)i[ probe 15 cm
'  TSOii probe 30 cm 
Drain pipe
n Samplingbottle
Figure 3-2 Ensemble instrumentation during intensive observing periods. Panel (a) -  (b) 
represent the lysimeter setup including drainage system and installation probes layout for 
summer 2012 and 2013.
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Figure 3- 3 Half hourly meteorological time series during growing seasons in 2012 and 2013 
measured at the eddy-covariance tower. Panels: (a) net radiation Rnet (W m -2); (b) ground heat 
flux G (Wm -2), (c) air temperature Tair (oC); (c) relative humidity RH (%), (e) vapor pressure 
deficit VPD (kPa), and (f) precipitation (mm day-1). The horizontal axis represents fractional 
Julian day in local Alaska Standard Time (AKST: UTC - 8 hrs).
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Figure 3-4 Time-series of soil temperatures. Soil temperature at 15 cm depth at the experiment 
site 1 June to 17 September in 2012 (black trace) and 2013 (gray trace). The horizontal axis 
represents fractional Julian day in local AKST.
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Figure 3-5 Frequency distribution of the wind speed and direction during summer. Panel (a) 
2012 and (b) for 2013 at the experiment site during the period of study at 2 m height.
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Figure 3-6 Scatterplot of energy balance closure. Horizontal axis is the available energy for 
fluxes (Rnet - G) at the surface (W m -2) and vertical axis of the sum of turbulent fluxes of sensible 
(H) and latent heat (LE). Period of study (11 July to 31 August, summer 2013). Values were 
obtained after 30 minute average under stationary conditions (1540 of points). Correlation 
coefficient was 97 % with an offset of 10 W m -2 .
123
Time [Hours]
Figure 3-7 Diurnal cycle of radiative and turbulent fluxes during clear sky conditions. Case of 
July 30 (Day of Year 211) at the experiment site. Horizontal axis in AKST time in (hrs.) and 
vertical axis is in W m -2 . Rnet=net radiation, LE=latent heat flux, H= sensible heat flux, G= 
ground heat flux.
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Figure 3-8 Monthly means estimates for the four components of the surface energy balance 
(Rnet=net radiation, LE=latent heat flux, H= sensible heat flux, G= ground heat flux). The series 
covers from June to September of 2012 (panel-a) and 2013 (panel-b).
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Figure 3-9 Monthly means estimates of energy partitioning. G, H and LE are referred to Rnet. 
Panel-a represents 2012 and panel-b 2013 during the growing season. Statistical values to define 
the series are based on midday energy partitioning computed as a mean over 5 hours centered in 
solar noon.
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Figure 3-10 Daily means of evapotranspiration. Measured by pan evaporation (Ep) and estimated 
based on Penman Monteith (ETp m ) from 10 July to 16 September 2013. Some data gaps were 
caused by power interruptions and instrument failure and repair.
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Table 3-1 Instrumentation utilized in the UAF AFES Fairbanks Experiment Farm in summers of 
2012 and 2013.
Instruments Growing season - 2012 Growing season - 2013
& symbol
Jun | Jul | Aug |
1 1 1
----------------------------1--------------------------- 1----------------------------1------
1 1 1 
1 1 1 
1 1 1
Sep | Jun | Jul | Aug | Sep
i i i i
---------------------1----------------------------1----------------------------1----------------------------1----------------------------1
i i i i 
i i i i 
i i i i
T air
R H
P
01y,un
iy
0 F E F
Tsoil
Ui,T -
Rnet
LAS
P E
- - - - -
The observations were made during the growing season experiment (June-September). Timeline for 
involved instruments is indicated by shaded gray color in the table. Sensor description: Tair (ambient 
temperature sensors), RH (relative humidity probes 2 m and 5m), P (ambient pressure) probes, 0ly and 
Qunly (volumetric soil moisture sensor in lysimeter plot), 0f e f  (volumetric soil moisture sensor under 
barley, brome grass and bare field at FEF), Tsoil (soil temperature sensors), sonic anemometer (ui is u, v, w 
and T is sonic temperature), Rnet (net radiation sensor), LAS (large aperture scintillometer) and PE (class 
A pan evaporation).
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Table 3- 2 Instrumentation
Instrument & Symbol Model Variable Measured Mounting Height [m]
u i ,T RMYoung 81000 u, v, w and sonic temperature 3
RH Film capacitor element relative humidity 2, 5
Rnet NRLite Campbell 
Scientific
solar radiation 1
Ta ir PT 107 Campbell 
Scientific
air temperature 1, 3
Met station Vantage Pro2 weather 
station, Davis Instruments
air temperature, barometric 
pressure, dew point 
temperature, rainfall, wind 
speed, wind direction
2, 5
Lysimeter Drainage lysimeter storage, drainage, ET -0.62
0 ly & 0unly 10HS and ECH2O EC-5, 
S-SMD-M005, Decagon 
Devices Inc.
soil moisture content -0.15, -0.30 
-0.05, -0.10, -0.20
0F E F 10HS ,S-SMD-M005, 
Decagon Devices Inc.
soil moisture content -0.15
P CS106 Campbell 
Scientific
barometric pressure 1
Tsoil S-TMB-M006 Onset 
Computer Corporation, 
Bourne, MA
soil temperature -0.01, -0.15, -0.30 
-0.05, -0.1, -0.2
PE A standard weather 
bureau Class A 
evaporation pan
pan evaporation 0.12
LAS The Scintec BLS-900 
LAS
turbulent flux 1.8
CR1000 CR1000 Campbell 
Scientific
data logger for EC data -
HOBO U30 HOBO U30 station , 
Onset Computer 
Corporation, Bourne, MA
data logger for soil moisture
HOBO Micro HOBO Micro station, 
Onset Computer 
Corporation, Bourne, MA
data logger for soil moisture
HOBO 4 ext HOBO 4 ext channels , 
Onset Computer 
Corporation, Bourne, MA
data logger for soil 
temperature
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Table 3-3 Seasonal means of major microclimate variables at FEF during the growing seasons 
under study.
Parameters Growing season in 2012 Growing season in 2013
Rnet 149±123 156±122
Ge c 8.0±5.8 7.5±5.6
Gbare 21.1±18.8 13.1±8.7
Ggrass 18.2± 13.7 8.1±5.7
Gbar,ey 20.0±16.9 21.5± 18.8
VPD 0.6±0.5 1.15±0.92
0 ,ya 0.3851±0.0174b 0.3685±0.0245 c
A  a 0un,y - 0.2666±0.0659 d
0F E F a 0.1700±0.0197 -
Tsoi, (°C) 13.6±4.1 15.4±4.0
U (m s-1) 1.9± 1.15 2.0±1.0
Rnet: net radiation (W m-2), Ge c : ground heat flux (W m-2) at EC site, bare field (Gb a re), brome grass field 
(Gg rass), and barley field (Gb arley), LE: latent heat flux (W m-2), VPD: vapor pressure deficit (kPa), 0ly : 
volumetric soil moisture content (m3 m-3) in irrigated vegetated lysimeter at 15 cm depth average from 
three lysimeters in summer 2012 and averaged from 0-20 cm depths from three lysimeters in summer 
2013, 0u n ly: volumetric soil moisture content (m3 m-3) in unvegetated lysimeter in summer 2013, 0f e f : an 
average volumetric soil moisture content (m3 m-3) at 15 cm depth from brome grass, barley and bare 
field, Ts : an average soil temperature (°C) at 15 cm from brome grass, barley and bare field, and U: wind 
speed (m s-1) at 2 m height at meteorological station. First column represents the major variables 
measured, second and third column are mean ± standard error of each variable for the 2012 and 2013 
growing season.
a More than two significant digits are needed for volumetric soil moisture content 
b volumetric soil moisture content data were available from June -July 27, 2012 
c volumetric soil moisture content in a vegetated lysimeter for 2013 growing season 
d volumetric soil moisture content in an unvegetated lysimeter for 2013 growing season
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Table 3-4 Monthly mean meteorological parameters measured at the FEF.
Month Mean Temp. ± Std dev (°C) Max Temp (°C) Min Temp (°C) Precipitation (mm)
Hist. 2012 2013 Hist. 2012 2013 Hist. 2012 2013 Hist. 2012 2013
Jun 15.8±5.4 17.6±4.9 22.7±6.3 22.0 31.4 34.9 9.6 4.9 3.8 34.8 53.0 4.4
Jul 16.9±5.1 17.0±4.2 19.1±4.8 22.6 28.2 32.0 11.3 6.3 7.8 54.9 53.6 36.6
Aug 13.2±5.3 14.9±4.6 15.9±5.9 18.8 26.8 31.1 8.0 5.7 0.3 47.7 30.5 56.2
Sep 6.4±6.7 5.6±3.2 5.9±5.2 12.6 12.8 21.3 1.7 0.2 -4.3 27.9 18.2 21.0
Growing season0 14.4±2.9 16.6±4.9 18.2±6.4 21.2 24.8 29.8 7.6 4.3 1.9 165.3 155.3 118.2
Monthly means calculated between June to September during the 2012a and 2013a growing season in 
comparison with historical data of the climate normalb in the 30-year time period from 1981-2010 for 
Fairbanks, Alaska, USA, provided by the National Climatic Data Center. Hist. represents the historical 
data of climatological in the 30-year average. The second-four columns indicate the mean of air 
temperature with standard deviation (Std dev) during two summer season compare to the 30-year average. 
a Meteorological station at the study site
bThe climate normal (a 30-year mean) at the Fairbanks International Airport 
(http://climate.gi.alaska.edu/ Climate/Normals).
C Here the growing period is calculated from 1st June to 20th September
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Table 3-5 Seasonal means of surface energy partitions, Bowen ratio (P), vapor pressure deficit 
(VPD), Priestley Taylor alpha coefficient (a) and energy balance closure (CF) at the FEF.
Parameters Entire growing season 
2012
Entire growing season 
2013
Two years Average
LE /Rnet 0.58 0.65 0.64
H /Rnet 0.33 0.25 0.27
G /Rnet 0.06 0.07 0.06
P 0.56 0.38 0.45
a 1.03 0.77 0.91
CF 0.97 0.97 0.97
Values are calculated between 1 June to 15 September in 2012 and 2013 growing season. Average 
midday (1100 -1500 AKST) energy balance energy partitioning obtained from a total 352 and 364 
samples in 2012 and 2013 respectively. An average over two years period was calculated based on 716 
data-points indicated in fourth column.
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Table 3-6 Mean summer values of the energy balance partitioning for Arctic and subarctic
ecosystems calculated and/or collected from various published data sources.
Terrain type Location LE
/Rnet
H
/Rnet
G
/Rnet
VPD P Methods Source
Agricultural land Alaskan subarctic farm, 
Interior Alaska
0.64 0.27 0.06 1.54 0.44 EC Ruairuen et al. (this work)a
Wetland Schefferville, Quebec 0.63 0.25 0.10 - 0.50 EC Moore et al. (1994)
Wetland Happy Valley, Alaska 0.57 0.29 0.09 - 0.50 EC Harazono et al. (1998)
Wetland Churchill, Manitoba 0.65 0.20 0.11 1.06 0.31 BREB Rouse (2000)
Arctic coastal 
wetland
Barrow Alaska 0.28 0.35 0.15 0.12 1.25 EC Liljedahl et al. (2011)
Moist tussock 
Tundra
Happy Valley Alaska 0.43 0.37 0.14 - 0.9 EC Vourlitis and Oechel (1999)
Moist Tussock 
Tundra
Council on Seward 
Peninsula, Alaska
0.36 0.34 0.12 0.52 0.94 EC Beringer et al. (2005)
Upland Tundra Hudson Bay Coast, 
Ontario
0.57 0.29 0.09 - 0.51 BREB Rouse et al. (1997)
Upland Tundra Happy Valley, Alaska 0.49 0.40 0.16 0.81 0.82 EC Harazono et al. (1998)
Upland Tundra Ice Cut, Alaska 0.61 0.27 0.12 - 0.44 EC Eugster et al. (2000)
Tundra (non-shrub 
wet fen)
Imnavait Creek, Alaska 0.67 0.26 0.07 - 0.39 EC Eugster et al. (2000)
Tree line shrub 
tundra
Wiseman, Alaska 0.65 0.30 0.05 - 0.46 EC Eugster et al. (2000)
Black Spruce forest UAF 0.20 0.39 0.03 - 2.03 EC Starkenburg et al. (2014)
White spruce forest Council on Seward 
Peninsula, Alaska
0.37 0.44 0.05 0.39 1.22 EC Beringer et al. (2005)
Black spruce forest Delta Junction, Interior 
Alaska
0.24 0.58 0.03 - 2.42 EC Lui et al. (2005)
Black spruce forest Poker Flat, Interior 
Alaska
0.37 0.35 0.26 0.5 0.95 EC Nakai et al. (2013)
First column represents the ecosystem types, second column is the location of measuring site, third to fifth columns are energy 
partitioning values for LE /Rnet, H  /Rnet, G /Rnet (derived from daily midday flux averages), sixth column is VPD (kPa) for each 
ecosystem type, seventh column is the Bowen ratio (P), eigth column is the measuring method used for energy budget 
components measured, and nineth column is the reference for data.
EC=Eddy covariance methods, BREB= Bowen ratio-energy balance methods
aAverage over two years growing season data in 2012 and 2013 from this present work during 1 June - 20 September.
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Table 3-7 A summary of weekly ET by water balance in comparison with the ET by energy 
balance during intermediate development phase (10 - 23 July, 2013) and maturity phase (20 -  27 
August, 2013) of crop under wet conditions.
Week-period ETv l
(mm)
ETu v l
(mm)
ETp m
(mm)
ETv l / ETp m ETu v l / ETp m
10 - 16 July, 2013 22.91 21.57 25.81 0.89 0.84
17 - 23 July, 2013 22.26 20.64 20.54 1.08 1.00
14 -  20 August, 2013 20.86 15.59 15.00 1.39 1.04
21 - 27 August , 2013 18.50 16.47 16.47 1.12 1.00
First column is time period covered by measurement (i.e., 10-16 July, 2013), second column is a weekly 
accumulated ET in the vegetated lysimeter (ETv l ), third column is a weekly accumulated ET in 
unvegetated lysimeter (ETu v l ), fourth column is a weekly accumulated ET by energy balance (ETp m ) 
derived using the Penman Monteith equation, fifth column is the ratio of ETv l / ETp m , and sixth column is 
the ratio of ETu v l  / ETp m .
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Table 3-8 The annual and summer hydrological balance characteristics for Arctic and subarctic
regions compiled from various published data sources.
Location/latitude, longitude P Runoff ET AS ET/P Source
1 VL at the UAF AFES FEF, 
Alaska, USA (64. 5°N 147. 5° W)
106.2a 0 103.18 -0.07 0.97 Ruairuen et al. 
[This work]b
2 UVL at the UAF AFES FEF, 
Alaska, USA (64. 5°N 147. 5° W)
106.2a 0 92.99 -0.93 0.87 Ruairuen et al. 
[This work]b
3 Imnavait Creek (kuparuk),
Alaska, USA (68. 6°N 149. 4° W)
359 181 179 - 0.50 Kane et al. 
(1990)
4 Upper Kuparuk, Alaska, USA 
(68. 6°N 149. 4° W)
376 237 140 - 0.37 Kane et al. 
(1973)
5 C2, Caribou-Poker Creek, 
Alaska,USA (65. 2°N 147. 5° W)
412 80 312 15 0.75 Bolton et al. 
(2004)
6 Tiksi, Russia (71. 7°N 128. 8° W) 98 144 54 -17 0.55 Ishii et al. 
(2004)b
7 Havikpak Creek, Canada 
(68. 3°N 133. 5° W)
283 110 134 - 0.47 Marsh et al. 
(2004)
8 Scotty Creek, Canada 
(61. 3°N 121. 3° W)
421 148 282 - 0.68 Quinton et al. 
(2004)
9 Dead Creek, Canada 
(50. 0°N 95. 0° W)
526 103 423 - 0.80 Thorne and 
Hawkins (2004)
10 Iittovuoma, Finland 
(68. 8°N 25. 4° E)
573 342 231 - 0.40 Seuna and 
Linjama (2004)
11 Filiper River (Mogot), Russia 
(56. 6°N 124. 9° E)
319 168 169 -8 0.53 Vailenko (2004)b
12 Kontakovy Creek, Russia 
(68.7. 3°N 133. 5° W)
405 296 137 0 0.34 Zhuravin (2004)
13 Trail Valley Creek, Canada 
(68.7. 3°N 133. 5° W)
231 118 110 4 0.48 Zhuravin (2004)
a Precipitation+Irrigation, b Summer hydrological balance
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CHAPTER 4
Scale dependence of evapotranspiration estimates in a high latitude Alaskan
agroecosystem1
M anuscript prepared for submission to the Agricultural and Forest Meteorology
154
Abstract
Quantification of evapotranspiration (ET) in agroecosystems is important for water 
management especially in regions where water deficiency limits agricultural development. 
However different methodologies and approximations to estimate ET can lead to different results. 
In particular, methodologies to estimate turbulent fluxes representative of local scales might not 
be representative at all times and under all conditions to larger spatial scales typical of many remote 
sensing observations. This is due to surface heterogeneities that can dominate the energy balance 
closure even under atmospheric flows over flat areas without major aerodynamic obstacles.
In this study, a multi-scale turbulent heat flux experiment was carried out in a farm area in
Fairbanks, Alaska during the summer of 2013. Area-average farm-scale sensible heat fluxes were 
found on average 34% larger than local scale estimates where this difference exceeded 45 W m -2 
more than 46% of the time. As a result, ET observations based on local closure of energy balance 
overestimate by 19 Wm-2 more than 39% of the time when compared to large-scale area-averaged 
estimates. Furthermore, based on two independent methodologies to estimate ET, Penman- 
Monteith and Priestley-Taylor, a comparative analysis was established in terms of energy balance 
closure at local and large scale. A comparative analysis of energy balance closure was established 
under variable surface fluxing regime, stability and dynamical conditions in the atmospheric 
surface layer. Our results suggest that Penman-Monteith brings higher closure at local and large 
scales when flux levels are below 50 Wm-2 under all unstable conditions. While depending on flow 
forcing and particularly when friction velocity is larger than 0.2 ms-1 Priestley-Taylor performs 
better in terms of energy balance closure.
Keywords: Evapotranspiration, sensible heat, surface heterogeneity, large aperture scintillometer, 
Eddy covariance, agroecosystem
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Evapotranspiration (ET) is a major process in the water and energy cycle of terrestrial 
ecosystems (Rivas and Caselles, 2004; Burba and Verma, 2005; Sobrino et al., 2007; Lei and 
Yang, 2010; Fang et al., 2012) particularly in agroecosystem in northern latitudes (Ruairuen et al., 
2015) because of extreme temperature and radiative fluxes regime and water availability. ET 
cycles are closely tied to water availability and energy exchange between surface and atmosphere 
at a given site, and thus it is one of the most critical factors affecting crop production during the 
growing season. ET is critically important since water resources in a region can become limited or 
difficult to estimate due to climate variability and change, seasonal shifts, population growth, 
drought, competition from other industrial water uses, and water quality degradation (Farahani et 
al., 2007; Suyker and Verma, 2009). The estimation of ET is also important in quantifying the 
responses and feedbacks of terrestrial ecosystem into dynamical changes at the regional and large 
scale climate (Churkina et al., 1999; Nemani et al., 2002). This central role of ET also applies to a 
wide range of problems in agriculture, hydrology, land management and water resources 
management (Samain et al., 2012). Moreover, knowledge of ET is imperative in developing 
mitigation strategies of water resources management for agriculture, monitoring and predicting 
drought periods (McVicar and Jupp, 1998; Mu et al., 2013) and in hydro-meteorological modelling 
(Evans et al., 2012).
The ET regime in high latitudes can be highly variable to an extent that, during the 
summers, it can exceed precipitation (Hinzman and Kane, 1992; Parka et al., 2008). This has been 
indeed reflected in specific studies carried out in agroecosystems where high latitude precipitation 
has been largely lost through ET (Sharratt, 1994; Ruairuen et al., 2015). Hence, due to this 
outstanding rate of ET against precipitation and soil moisture depletion water stress in crops is
4.1 Introduction
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often verified. However, measurements of ET in such ecosystems are still spatially limited to 
assess how changes in hydrological and energy balance impact agro-economic activities and 
climate system. Therefore, it is important to identify ET measurement techniques that are 
representative of a farm extension in scales ~1 km so that later on models and satellite remote 
sensing approaches can provide a more comprehensive assessment of regional trends in ET.
Several local-scale approaches have been used to estimate ET in large-scale field 
experiments such as lysimeters, Bowen ratio and eddy-covariance tower. In general, the eddy 
covariance (EC) method is often considered as a standard and advanced method for measuring the 
exchange of energy at the interface land surface-atmosphere. Despite the inevitable spatial 
heterogeneity of real landscapes, interpretation of results based on this technique needs to be 
carefully considered in particular when those observations are intended to be representatives of 
large areas composing farm lands (Pelgrum and Bastiaanssen, 1996; Su, 2002). Methodologies 
based on approximations to the surface fluxes notably Penman-Monteith evapotranspiration 
(ETp m ) method or pan evaporation (Ep ) with empirically derived correction factors (vegetation and 
pan coefficients) are used frequently to estimate ET. ETp m  (Allen et al., 1998; Walter et al., 2000) 
had been widely used in agricultural hydrology and other ecosystems research activities. In this 
case, ET is derived from a hypothetical, well-watered crop while Ep is the potential evaporation 
from evaporation pan. The Priestley and Taylor (PT) model is a simplification of the Penman 
equation (Priestley and Taylor, 1972; Agam et al., 2010; Ding et al., 2010). The ET derived from 
PT is a product of the equilibrium evaporation (ETeq) and PT coefficient (a), where ETeq can be 
obtained from a combination of meteorological and radiation data including net radiation, ground 
heat fluxes, and air temperature. However, highly heterogeneous land surface properties including 
topographic and vegetation cover and gradients, soil properties, availability of water and
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precipitation pattern, as well as climate variability challenge the use of the of mentioned ET fluxes 
estimation techniques (Friedl, 1996; Janowiak et al., 1998; Ruhoff et al., 2013).
Large Aperture Scintillometer (LAS) offers a useful perspective to overcome this problem 
for routine measurements of area-average sensible heat flux (H) under several terrain conditions 
(Chehbouni et al., 2000; Meijninger et al., 2002; Hemakumara et al., 2003; Meijninger et al., 2006; 
Ezzahar et al., 2009b). LAS instrumentation present considerable advantages compared to EC 
systems since it retrieves at all times the area-average integrated flux regime across an entire farm 
surface. Due to this instantaneous spatial scale integration LAS can be used to calculate fluxes at 
shorter time-scales (10-min) (Thiermann and Grassl, 1992) while maintaining the spatial footprint. 
This is a significant fundamental difference when compared to EC systems (Finnigan et al., 2003). 
Several studies reported the application of sensible heat flux measurement by LAS systems to 
estimate the ET rates (or latent heat). In all those studies, the latent heat flux (LE) was determined 
as the residual term of the energy balance Eq. (1).
LE = Rnet - G - H  Eq. (1)
In Eq. (1) Rnet is the net radiation, G is conductive heat on the ground and H  is the sensible heat 
flux. For example, Hemakumara et al. (2003) showed good agreement between LE  derived from 
scintillometer and net radiometer against estimates obtained from a remote sensing based on a 
mixed vegetation canopy. Savage (2009) used the measured sensible heat from LAS while the net 
radiation and ground heat fluxes were obtained from the point location along the scintillometer 
path. In this case results showed a good correlation between the LAS-derived latent heat fluxes 
and LE  obtained from Bowen ratio Energy Balance and EC along the path of LAS. The same 
approach have been used to estimate L E  derived as the residual term of the energy balance equation 
through the combination of LAS over the path lengths 500, 600, and 1050 m with an estimate of
158
available energy (Rnet — G) over three different vegetation types in agricultural fields. Results 
showed that combining LAS with an estimate of the available energy can provide reasonable large- 
scale ET estimates (Ezzahar et al., 2009a). Recently, Samain et al. (2012) compared the estimates 
of actual ET rate from the energy balance approach based on LAS measurements of sensible heat 
over 9.5 km path and point measurement of Rnet and G for a heterogeneous catchment in Belgium 
including remote sensing based ET data. From the ET rates calculated per 10-day period, results 
show a good correspondence between remote sensing based estimates and LAS-derived ET rates 
with average differences of 3.5%. Therefore, LAS can be considered as a good method to 
determine area-averaged turbulent heat fluxes and therefore to establish energy balance closure at 
large scales.
This study aims to (i) evaluate ET derived as the residual term of the energy balance 
approach when local and large scale area-averaged measurements of sensible heat flux by EC and 
LAS instruments are available and (ii) to evaluate the performance of independent determination 
of ET based on Penman-Monteith and Priestley-Taylor in combination to scale dependent sensible 
heat fluxes estimates. This comparison was established under different atmospheric surface layer 
conditions to improve understanding of the energy balance closure and the spatial scales 
dependences of ET retrievals.
159
4. 2 Field experiment and methodologies
4.2.1 Study site and meteorological regime
The field experiment was carried out in the Fairbanks Experiment Farm (FEF), the 
University of Alaska Fairbanks (UAF) Agricultural and Forestry Experiment Station (AFES) 
Fairbanks Alaska, USA (64° 51' 16.6 "N, 147° 51' 36.4" W, 150 m above sea level), over a flat 
topography (Figure4-1). The research site is characterized by a continental subarctic climate, with 
large temperature variability, low humidity and relatively low precipitation. The total annual 
precipitation averages approximately 254 mm per year, with half of this amount falling during 
summer (Shulski and Wendler, 2007). The mean annual temperature is a few degrees below 
freezing at around -3°C, where the average summer temperature (June-August) is above 15 °C. 
The length of growing season is approximately 115 days in this region (Shulski and Wendler,
2007). The soil texture is a silt loam (silt 70%, clay 8% and sand 22%). The site was covered with
1.05 km2 of cropland and 0.2 km2 of forest land (along some sections on the outside edges of the 
farm). These surface covers are uniformly spaced due to the crop management practices. The 
central farm surface where overlapping fluxing areas occur is shown in Figure 4-1. This figure 
displays different plot of land cover in the FEF during growing season and the location of 
instrument installation. During the growing season, the smooth bromegrass (Bromus inermis 
Leyss.) ranged in height from about 0.30 m to 0.50 m, and was then clipped to a height no lower 
than 0.05 m twice per growing season (Sparrow and Masiak, 2008). Barley (Hordeum vulgare L) 
ranged in height from about 0.6-1.20 m and was not cut during period of this experiment. Further 
details about the site, soil and climate may be found in Ruairuen et al. (2015).
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4.2.2. Experimental design
The experiment was established during summer 2013. Within the farm field, an automatic 
meteorological station (Met station) was wirelessly connected and mounted at 2 m and 5 m above 
the ground to measure air temperature, relative humidity, barometric pressure, precipitation, wind 
speed and direction (denoted “A”; Figure 4-1). The output data was stored at 1-min intervals. In 
addition, soil temperatures were monitored at the surface, 0.05, and 0.15 m depths over three parcel 
areas (Figure 4-1) to determine the area-weighted average of the ground heat fluxes 
(denoted Giarge) together with air temperature at 1.5 m height above the ground. The area inside 
the dashed rectangular zone (Figure 4-1) is about 300 m x 500 m, which included several plots 
where different crops were grown. It was found that the fallow (bare land) constituted more than 
55% of the surface area, barley 24%, the smooth bromegrass was about 10%, potatoes~3% forest 
~6%, and the farm building and roads constituted less than 2% of the area. The available of data 
is listed in Table 4-1.
The BLS-900 large aperture scintillometer (LAS) was deployed across the farm field 
(denoted “B”; Figure 4-1) in the direction east-west. This instrument uses a pulsed eye-safe near- 
infrared light emitting diode system at 880 nm wavelength and a refractive telescope receiver 
located 1 km distance. Both transmitter and receiver have been installed on a 1.8 m height tower 
over a flat grass-covered surface. The LAS was set up along a 1 km path length L  to derive a 1 
minute spatial average of the coefficient of refractive index structure (spanning barley field, 
smooth bromegrass field, and fallow fields). Analysis of the wind direction pattern during the study 
period showed that the dominant wind direction 34% of the time is originated within an interval 
ranging from south-west to north-west sectors (see Figure 4-2).
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In order to measure representative fluxes along the transect of the LAS, the EC system was 
installed in the center path of LAS, about 500 m away from the LAS receiver over the fallow field 
(denoted ‘‘C”) according to Figure. 4-1. The three-dimensional velocity (u, v, w) was measured 
using 3D ultrasonic anemometer (Table 4-1) mounted at 3 m above the surface. Air temperature 
fluctuations were obtained from the sonic anemometer and from two thermocouples at 1 m and 3 
m height from the ground surface. Net-radiation budget (Rnet) was also set at 3 m height at EC 
tower as well as ambient air pressure. The EC tower sits over a bare soil with spare grass. Raw 
data were sampled at a rate of 20 Hz with velocity threshold of 0.01 ms-1 and provide the three 
velocity components of the air flow (u, v, and w), as well as sonic temperature. Additionally, soil 
temperatures at 0.05 m, 0.10 m, 0.20 m, 0.30 m depths were collected at EC site for the ground 
heat fluxes estimation (denoted Giocai). Description of the instruments incorporated in the farm 
can be found in Table 4-1.
Period of interest
The LAS and EC measurements were initiated on 15 June and 7 July 2013 in FEF, 
respectively. The period of present study is focused on the middle of growing season spanning 
from 7 July to 13 August 2013. For the purposes of comparison the analysis was performed only 
in a limited part of the available LAS and EC measurements whenever the instruments collected 
simultaneously. During this period an amount of 69.34 mm of precipitation was observed. The 
average hourly short wave downwelling was about 225 Wm-2, air temperature was about 17.3 °C 
and soil temperature over the farm field was around 18.2 °C at 0.05 m (Table 4-2).
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4.3 Data processing and methods
4.3.1 Eddy covariance
Based on the measurements of temperature and three dimensional velocity field which 
operate at a frequency of 20-Hz, turbulent flux H was estimated for 30-min eddy-covariance 
averaging period. The sonic measured temperature was calibrated based on Vaisala HTM-333 
humicap sensor at 1 Hz and the barometric pressure in a laboratory chamber. The conversion was 
first applied to raw data of the sonic temperature and velocity. After that data was cleaned 
according to despiking procedure adapted from Vickers and Mahrt (1997). Anemometer signal 
dropouts were examined through the temporal series as proposed by Vickers and Mahrt (1997) 
that includes the formulation of the statistical distribution of data (i.e. means, standard deviation, 
minimum and maximum, and covariance) in a sliding window of 1 min (1200 points) to minimize 
errors in the computation of fluxes. An ultimate visual control is executed to ensure the turbulent 
time-series were free of spikes and dropouts.
Over an almost flat terrain the streamline coordinate rotation was applied in intervals of 30 
minutes (Kaimal and Finnigan, 1994). Then, data ware corrected for sensor displacement and 
frequency response attenuation (Massman, 2000; Massman and Lee, 2002). To compute the 
sensible heat flux, the turbulent component of temperature (T ') is calculated applying a mean by 
blocks (Lee et al., 2004), after converting sonic temperature into actual temperature and corrected 
for humidity effects according to Kaimai and Gaynor (1991). The sensible heat flux H (Hiocai) is 
then calculated based on Eq. (2) (Foken, 2008),
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Hlocal = pcpCOV(wr, T ')  Eq. (2)
where p  is the air density calculated overtime, cp is the heat capacity of the air mass as dependent 
on the ambient pressure, and cov is the covariance in time of the turbulent parts of w  and T.
4.3.2 Large aperture scintillometer
The area average large-scale turbulent sensible heat flux (Hiarge) was retrieved from LAS 
measurements installed across the field as indicated in Figure 4-1. Calculation of the sensible heat 
fluxes are based on the direct measurement of through optical intensity measurements of the 
optical beam scintillation as described in Eq. (3) (Tatarski, 1961), using local temperature and 
pressure measurements.
7 Eq. (3)
I
C2 = 0 .12D ~L - 3a 2( l n ( - ^ ) )
where L = 1000 m is the distance between emitter and receiver and D = 0.15 m is the laser disk 
separation in the laser emitter in this study, and a 2( \n (^ j- )) is the variance of the logarithmic ratio
between the optical signal variation and the time average optical signal intensity (Kleissl et al.,
2008). Then, the coefficient of thermal turbulence structure can be calculated C|  through the 
following system of equation.
, . 0 .7 8 x 10-6 . P Y 2 Eq. (4)
c t  = ( --------- T 2-----------' c 2
where P is the ambient pressure (Pa) and T is air temperature in °K.
Once C? is known, the sensible heat flux (Hiarge) across the farmland can be derived from 
the set of Monin-Obukhov similarity relationships that included the C|  coefficient,
164
C?(Zlas -  V 2/3 ,  Eq. (5)
Y 2 JT(h)
where d is the displacement height, ZLAS the effective height of LAS beam above the surface, T* 
is the temperature scale of turbulence defined as
_  —Hlarge Eq. (6)
* * -
pair^pU*
where u* is friction velocity (m s-1), p air is the air density, cp is the air heat capacity, and the 
Obukhov Stability length is given by:
L -
U* pair^pT Eq. (7)
kgHiarge
where g  is the gravitational acceleration and and k — 0.4 is the von Karman constant.
The right hand side of Eq. (5), f T(Q) are the universal stability functions as function of the 
Obukhov number Qto correct the set of Eq. (6, 7) for unstable C< 0 and stable Q > 0  conditions 
(De Bruin et al., 1995; Wyngaard et al., 1971). They are indicated in Eq. (8), where cx = 4.9, c2 =
6 .1, and c3 = 2 .2 , and Q — ZlA^  d where Qis the stability parameter.
f  r ~ _ ( c i ( i - c 2£)-2/3 Q < 0  Eq. (8)
fT(Q) — \ c 1( l  + c3Q2/ Q> 0
Given an independent measurement of the friction velocity from either an eddy covariance 
station or a wind speed from meteorological station (Fochesatto et al., 2013), the system of Eq. (5) 
- (8) can be solved analytically to obtain the value of sensible heat flux for the agriculture field 
(Gruber and Fochesatto, 2013; Gruber et al., 2014).
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4.4.1 The energy balance
The energy balance requires determination of the amount of net radiation at the surface 
(Rnet) and the ground heat fluxes as well estimation of turbulent heat fluxes. The observations of 
Rnet can be considered to have a large scale representation for most of the cases except those 
circumstances where localized cloudiness affects the energy balance. On the other hand, it has to 
be pointed out that generally ground heat is obtained by a series of observations distributed around 
the area where the turbulent fluxes are being measured. However in the presence of a landscape 
where surface and vegetative gradients may introduce soil moisture regimes will be reflected on 
surface heterogeneities that can significantly affect the development of turbulent heat fluxes. 
Therefore in this study G measurements representative of local scale, nearby the EC tower, and 
across the agricultural farm have been carried out based on local measurements on different plots 
(see Figure 4-1).
Therefore to calculate LE as the residual term of the energy balance equation two 
assumptions can be made according to the spatial scale being used: local and large scale closure 
according to Eq. (9) -  (10).
The energy balance budget at the local scale:
Rnet — Giocai = LEiocai + Hiocai Eq. (9)
and the energy balance budget at the area-average scale (or large scale) is defined as:
^net — Giarge = LEiarge + Hiarge Eq. (10)
where the Rnet (W m-2) is net radiation, Giocai (W m-2) is the ground heat fluxes nearby the EC 
site, and Giarge (W m-2) is the area-weighted average of the ground heat fluxes calculated from
4.4 ET methods
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Eq. (11), LE (Wm-2) is derived latent heat for the local and area averaged (large scale), Hiocai and 
Hiarge (Wm-2) are sensible heat fluxes density from EC tower and LAS, respectively.
Area-weighted averaged of ground heat flux was calculated based on Eq. (11).
Eq. (11)
where An is the area of each surface patch, A T is total area of patches which can be obtained from 
A t = %nAn, Gn is the ground heat fluxes from each patch, and n is number of patches.
Therefore based on these two scale dependent equations we can deduce two estimates for 
the LE  according to Eq. (12).
However, in the case that each component of energy balance equation has been estimated 
independently then, an analysis of the energy balance closure for local and large scale can be 
performed. In this case and based on the available meteorological and radiation observations two 
estimates are normally used based on the Penman-Monteith and Priestley-Taylor approximation. 
For the evaluation energy balance closure, the derivation of linear regression coefficients of 
available energy (Rnet -  Glocallarge) and the dependent flux (LEPM PT + Hlocallarge) are used 
according to Eq. (13).
(LEpM,pj + Hiocai,iarge) = a + b * (Rnet — Giocai,iarge) Eq. (13)
where LEPM PT is the estimation of LE based on Penman-Monteith and Priestley-Taylor described 
in more detail in the following section, a is constant value, and b is the closure fraction.
Eq. ( 12)
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4.4.2 Penman-Monteith (PM)
The Penman-Monteith (PM) method has long been extensively used in hydrological, 
atmospheric and environmental modeling for estimating latent heat flux (AET orLE). The PM 
method computes relatively accurate LE in different meteorological and surface conditions when 
the correct parameterizations are applied. The PM formulation describes the physical process of 
LE from a vegetative surface which include the aerodynamic (ra) and bulk surface resistance (rs). 
The PM equation can be written in terms of LE (W m 2) as:
.  „  A(^net — G') + PaCp(es — ea) /r a Eq. (14)Lb = --------------------------- —---------------
A + y (1  + ± )
'a
where A is the slope of saturation vapor pressure versus temperature curve (kPa °C-1), Rnet is net 
radiation flux (Wm-2), G is ground heat flux (Wm -2), pa is the air density (kg m -3), cp is the air 
mass specific heat (kJ kg-1 °C-1) at constant pressure, es is the saturation vapor pressure at ambient 
air temperature (k Pa), ea is the actual vapor pressure of the air mass (k Pa), es — ea is the vapor 
pressure deficit (VPD) (kPa), y  is the psychometric constant (kPa °C-1), ra is the aerodynamic 
resistance (sm-1), and rs is the bulk surface resistance to vapor transport (sm-1). The conversion 
from latent energy fluxes (LE , W m -2) to ET (mm s-1) is ET = LE /A, where A is latent heat of 
vaporization (kJ kg-1).
4.4.3 Priestley-Taylor (PT)
Priestley-Taylor approach to determine LE  was proposed based on an empirical equation 
for calculating the reference evapotranspiration (Priestley and Taylor, 1972), which can be 
expressed as:
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LE = a
A
A + y (Rnet — G)
Eq. (15)
where a is an empirical constant coefficient and is a variable according to different underlying
surfaces and the rest of variables have been previously defined. This method assumes that latent
heat flux depends upon the temperature and solar radiation (Utset et al., 2004). The coefficient a
is typically assumed to be equal to 1.26 (Priestley and Taylor, 1972; McAneney and Itier, 1996) 
for saturated surfaces or freely evaporating surface (Priestley and Taylor, 1972; Stewart and Rouse, 
1977). In this study we use the a  value to be 1.26.
4.5 Results and discussion
In this section, we first compare the ground heat fluxes at the local scale (Giocai) against 
the area-weighted averaged ground heat ( Giarge) (section 4.5.1). Second, we establish a 
comparison between sensible heat fluxes retrieved by EC systems and LAS (section 4.5.2). Then, 
based on these two different estimates of G and H we derive two scale-dependent estimates of LE. 
One of them will be representative of local scale and the other will be an estimate of LE  based on 
the use of large scale area-average observations (section 4.5.4). Moreover based on well-known 
methodologies for ET determination (PM and PT) an analysis of energy balance closure was 
performed. This analysis combined the scale dependent estimates of H and G to determine what 
combination of methodologies offers the best closure argument in agriculture fields that is of 
special application in northern regions. In this study, we will mostly be concerned with daytime 
observation rather than nighttime with half-hourly time scale to account for periods where soil 
moisture depletion occurs. In this case, the daytime period the agroecosystem will be considered 
from 0600 until 2100 Alaska Standard Time (AKST), which is UTC-8hrs. This analysis is further
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complemented by indicating conditions in the atmospheric flow, atmospheric surface layer 
stability and development of mechanical turbulence.
4.5.1 Comparison of the ground heat fluxes at the local and area-averaged scale
The ground heat flux is important, highly variable and very difficult to estimate when on­
site field observations are lacking. Nevertheless the ground heat flux comprises approximately 5­
11% of net radiation in the agriculture land (Ruairuen et al., 2015). Nonetheless, it could reach 
more than 40% of the net radiation in dry land areas (Heusinkveld et al., 2004) and more than 50% 
of the net radiation in a bare soil (Idso et al., 1975) in daytime periods.
In this study, the ground heat fluxes as calculated from the temperature gradient methods 
at the EC site ( Gioca{) and area-weighted averaged ( Giarge) (as showed in Figure 4-1) are 
compared. Figure 4-3 shows the composite of time-series of average half-hourly diurnal ground 
heat fluxes for the 13 days (624 points) from two different scales. Here it is evident that the Giarge 
resulted to be larger than Giocai during the day time and lower than Giocai during the nighttime. 
The onset of conductive heat on the ground for Giarge was approximately 7 hours earlier than 
Giocai, and the time-offset was delayed compared to Giocai by almost 3 hours. To examine the 
differences between Giarge and Giocai, all half-hourly periods for positive ground heat fluxes were 
isolated because these periods correspond with an onset of conductive heat on the ground. In total, 
363 and 148 half-hourly periods for Giarge and Giocai, respectively met this condition. Results 
show that Giarge has positive values about 58% (or ~42% for negative) of the time, while only 
23% (or ~77% of negative) of the time for Giocai that was positive. On average, the Giargehas the 
maximum of 11 Wm-2 whereas the maximum of 4 Wm-2 was found in Giocai during the daytime. 
The maximum difference between Giarge and Giocai was nearly 28 Wm-2 at 0630 (AKST) during
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the daytime and more than 30 Wm-2 at 0400 at nighttime. These results clearly show the effect of 
heterogeneous surfaces on an agricultural field that is almost flat across all directions.
Variations in soil physical properties can be caused by management practices on the farm 
land during the growing season. In this study site, the soil around the EC station was not tilled or 
processed for about two years, while the rest of the field has been tilled after harvesting the year 
before as well as before planting. Crop residue management and tillage can influence soil physical 
properties as a direct result of altering the soil physical matrix or indirectly by altering surface 
energy partitioning, microbial activity, and soil chemical composition. In subarctic, a silt loam soil 
was more stable and wetter at the time of sowing in spring with seven years of no tillage compared 
with intensive tillage (Sharratt, 1996). High moisture content and penetration resistance was found 
in no tillage soil than intensive tillage in a subarctic agriculture field (Sharratt et al., 2006). Thus, 
we conclude that the area-weighted averaged ground heat flux is important to be estimated because 
it provides a more representative value of the variability across landscape and therefore it 
configures a better representation of ground heat exchange over the heterogeneous surface in the 
agriculture field.
4.5.2 Com paring the sensible heat fluxes from EC-based and LAS-based
A comparison between LAS-based estimate of sensible heat flux and EC method was 
performed. In this comparison we only consider periods where the surface atmospheric layer is 
under unstable conditions (i.e. L < 0). The sensible heat flux from LAS was obtained according 
to Eq. (5) -  (8). In general, when studies of this nature are realized the sensible heat flux of EC 
result lower than the one derived based on LAS. This has been reported in several studies (Ezzahar 
et al., 2007; Hoedjes et al., 2007; Ezzahar et al., 2009a; Ezzahar et al., 2009b; Samain et al., 2011; 
Evans et al., 2012; Samain et al., 2012). The sensible heat fluxes obtained from EC (Hiocai) against
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LAS (Hiarge) for agricultural field in the northern high latitude are compared in this section. The 
statistical results are shown in Table 4-3 and display a correlation between Hiocai and Hiarge with 
R2 of 0.60, and RMSE of 36 Wm-2. The Hiarge shows systematically higher values than Hiocai by 
about 40% during the unstable condition. Similarly the fraction of large scale fluxes captured by 
Hiocai was about 58%. From this comparison, the Hiarge on average was higher than Hiocai with 
the maximum of 248 Wm-2 and the mean of 93 Wm-2, while HEC has the maximum of 201 Wm-2 
and 60 Wm-2 for the mean (Table 4-2). This comparison illustrate an important difference that can 
only be explained by the landscape heterogeneity, differences in vegetation types and cover, soil 
temperature and soil moisture regimes. These results suggest that even under practically ideal 
conditions respect to aerodynamic distortions and stationary conditions of the flow the Hiocai can 
only arrive to capture certain fraction of the agriculture land flux when we compare against the 
fluxes provided by the LAS.
Furthermore, time-series composite of half-hourly diurnal variation of sensible heat fluxes 
from both scales are illustrated for the period under study (Figure 4-4). Mean half-hourly of Hiarge 
developed between 0530 and 0600, about 1 hour in advance compared with respect to Hiocai, then 
it peaked between 1300 and 1500 with the maximum values of 145 W m-2. However, the Hiarge 
transitioned basically at the same pace as Hiocai at 2200. This time differences observed in the 
transitions of scale dependent fluxes has been observed in a similar experiment in boreal forest 
and has been demonstrated to occur due to highly heterogeneous canopies and complex surfaces 
(Starkenburg et al., 2013; Starkenburg et al., 2015). According to comparisons of sensor types and 
data quality showed accuracies of sensible heat flux values ranging from 10 W m-2 to 30 Wm-2 
(Mauder et al., 2006), therefore to determine the differences between Hiarge and Hiocai, all half- 
hourly periods when the heat flux at both instrument exceeded 10 W m -2 was applied. This resulted
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in a total of 288 half-hourly periods falling within this condition. Results show that the difference 
exceeded 34% of the measured fluxed about 46% of the time. The maximum difference of more 
than 46 Wm-2 occurred at 1330 AKST between Hiarge and Hiocai . On average Hiarge was larger 
than Hiocai about 30 W m-2 during the daytime periods. These differences are explained by the 
ground heat fluxes variance across the landscape in the LAS source area
These results agree well with several studies that have been reported differences in the 
sensible heat fluxes measured by LAS and EC. For example, Schuttemeyer et al. (2006) have 
reported the differences between the LAS and EC measurements caused from the heterogeneity of 
the underlying surface in a mixed vegetation area. Ezzahar et al. (2007) have proposed the 
differences between the two measurements could be explained by the closure failure of the energy 
balance of the EC and differences of the source areas of the LAS and EC. Su et al. (2009) have 
proposed that the difference between the two measurements may be attributed to the sensitivity of 
the Hiarge to the aerodynamic roughness length and different footprint in grass land and forest. 
While Liu et al. (2011) concluded the differences between the two fluxes caused by the energy 
balance closure of EC, the heterogeneity of the underlying surfaces and the difference between the 
source areas of the EC and LAS measurements.
4.5.3 Retrieval of ET based on energy balance equation
In this case we are interested in the determination of LE  fluxes based on energy balance 
closure at the corresponding spatial scales. This approach allowed estimating LE as the residual 
term when storage terms can be considered to be negligible since the canopy is short enough. In 
this case we consider Eq. (12) -  (13) and we use ground heat and H fluxes at different scale.
The estimation of LE at local scale (LEiocai) was calculated as the residual of the energy 
balance using Eq. (12). Similarity, an area-average of LE  in the larger scale (LEiarge) was obtained
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from Eq. (13). Then, the estimation of LE  from both scales estimates LEiocai and LEiarge was 
compared. A maximum of 334 W m-2 with an average of 150 W m-2 was found in LElocal while 
the maximum of 303 W m-2 with the mean of 103 W m-2 was indicated in LEiarge (Table 4-2). 
The mean half-hourly diurnal variation of LE  at both scales is depicted in Figure 4-5. The LEiarge 
developed at 0700 about 1 hour delay compared with LElocal, while it collapsed before LElocal 
approximately 1 hour in the evening. This corresponded with the cycle of Hiarge. The LEiarge is 
positive about 50% of the time while LElocal was approximately 65% of the time overestimating 
LEiarge about 30%.
The diurnal cycle of these two fluxes is significantly different during the onset and mid­
day steady-state regime while a minor difference can be verified at the decaying stage of the 
surface fluxes. At the onset of surface fluxes this difference is dominated by differential thermal 
heating on each parcel in the landscape ought to soil moisture and temperature regimes. This leads 
to the developing of localized internal boundary layers while the fluxing is still low. However, 
when the fluxing level increases, the ASL in general reaches a level of horizontal homogenization; 
but still not sufficient in this case to blend all parcels and therefore large-scale LE  resulted different 
from local-scale LE. At the decaying phase the surface fluxes are dominated by a temperature 
gradient that is horizontally homogenous on the air temperature as a result of the developed 
atmospheric boundary layer diurnal cycle.
To summarize, the differences of the 30-min average between LElocal and LEiarge are 
shown in Figure 4-6. This results illustrated that the differences over 10, 20, 30, and 40 Wm-2 
occurred more than 48%, 40%, 30%, and 25% respectively of the time with the maximum different 
171 Wm-2 was reported.
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Moreover, the statistical analysis of time series also shows that LEiarge agrees with 
LEiocai, with a regression slope of 0.83, R2 of 0.73, and RMSE of 38 Wm-2 (Table 4-3). This result 
is lower than the values of Samain et al. (2012) where R2 of 0.87 and RMSE values of 15.7 Wm-2 
was found between LE  derived from LAS versus the remote sensing in a heterogeneous catchment 
in Belgium and another results by the study of Teixeira et al. (2009) with R2 of 0.93, RMSE of 
33.8 Wm-2 between Surface Energy Balance Algorithm for Land estimates the field measurement 
in the semi-arid region of the Low-Middle Sao Francisco River basin, Brazil. We conclude that 
based on energy balance approach LEiocai becomes overestimated by 37 Wm-2 more than 27% of 
the diurnal cycle evapotranspiration compared with LEiarge with the ratio of LEiarge/LEiocai was 
0.66+0.27.
4.5.4 Energy balance closure at local and large scale using independent observations
According to the existing difference between Hiarge and Hiocai , illustrating the 
heterogeneous conditions of the agricultural farm which under the assumption of energy balance 
leads to an important overestimation in LE  as demonstrated in previous sections, in this section we 
provide an independent way to evaluate LE  and we analyze the scale dependent energy balance 
equation to determine the degree of closure on each of the formulations.
According to description of methodologies in section 4.4, PM method is widely used to 
estimate reference evapotranspiration by combining the surface energy balance with resistance- 
based approximation to model exchange processes and has been incorporated in many land surface 
and atmosphere models (Liang et al., 1994; Sellers et al., 1996). On the other hand, PT method 
requires less meteorological parameter than the PM method. Therefore, on the basis of the 
simplicity presented by these methodologies we have estimated LE  and then formulated the closure
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fraction under different scales condition to benchmark which combination of methodologies 
improves the closure fraction and under what conditions on the surface-atmospheric interaction.
The estimation of evapotranspiration based on Penman-Monteith (LEPM) and Priestley- 
Taylor (LEpt ) are now being used as independent measure of latent heat in Eq. (9) -  (10). After 
that, the performance and the energy balance closure fraction (CF) is analyzed by using the scale- 
dependent energy balance equation. For comparison purposes the algorithms are only applied to 
a limited section of the available data where all instruments have been working for the entire 
diurnal cycle basically from 7 July to 13 August 2013. In order to examine the CF we have 
considered an extra cluster upon the time-series to extract only the periods where the sensible heat 
flux at local and area-average are positive (Hiocai and Hiarge > 0). A regression analysis is then 
performed between the available energy (Rnet — Giocai,iarge) and the sum of estimated latent heat 
fluxes (LEpm and LEPT) and measured sensible heat fluxed (Hiocai and Hiarge) and combination 
thereof.
The results are illustrated in Figure 4-7. At the local scale, the higher CF value was found 
when the PM-based (CF=0.98) formulation is used than PT-based (CF=0.86), with a slight 
difference in R2. While, the RMSE from PT-based (44 Wm-2) was lower compared with the PM- 
based (53 Wm-2) for the local scale (Table 4-4). Thus, during the unstable periods of the 
atmospheric surface layer (ASL) diurnal cycle the PM-based tend to perform better when the local 
scale energy balance (EB) is considered than the PT-based indicating that local fluxes are well- 
represented and integrated in the overall unstable phase. Similar result was obtained when the EB 
equation was formulated at the large scale, where the higher CF from PM-based (1.00) was 
reported, with the same R2 and slightly higher value of RMSE compared with the PT-based. This
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result suggested that overall PM-based estimates help closing the EB at higher fractions than PT- 
based.
To conclude, under unstable conditions in the ASL an overall agreement was found in 
terms of using large area-averaged observations to improve the EB closure fraction. Similar results 
were obtained by Schuttemeyer et al. (2006) in terms of reaching a higher EB closure when LAS 
based measurements were used instead of EC during the daytime in semi-arid terrain in West 
Africa. Nevertheless, it seems worthwhile to point out that the unstable condition in the ASL 
includes surface patches of heterogeneous land surface that have no functional relationship to each 
other when the fluxing level is relatively low basically close to transitions in the atmospheric 
boundary layer (ABL). Therefore the integration of the turbulent fluxes from individual surface 
patches to the large scale area-averaged has to be treated separately. In other words, the fluxing 
level of a given patchy-heterogeneous surface below certain threshold compromises its large scale 
aggregation and large scale representation. This has been demonstrated recently in a parallel study 
on an area no far from the actual experimental farm ~2 km in a complex heterogeneous surface on 
boreal forest (Starkenburg et al., 2015).
It is worth noticing that based on statistical arguments the comparison of turbulent fluxes 
(section 4.5.2) returned robust correlation values given the fact that a large percentage of the 
population data contain large population of low level fluxes. This facts are also reflected in the R2 
and RMSE quantities because no significant different between local and large scale can be 
appreciated.
Generally, the turbulent fluxes under consideration H and LE fluxes relate to many 
variables in the surface soil and vegetative factors, environmental conditions and nature of fluxing 
vegetative patterns during the day. Then, clustering data is needed to firmly establish the scale
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behavior or scaling of LE and therefore establish which LE  formulation is more reliable for local 
and large scale LE. Therefore, the criteria used in this analysis as well as the results are described 
in the following section.
4.5.4.1 Determination the CF as function of sensible heat flux level
In this case we seek to evaluate the CF as function of the level of H  flux. Here H  is used as 
a measure of turbulent flux activity and of indication of “interconnectivity” of individual patches 
to aggregate to the large scale flux. Previous studies reported how sensible heat fluxes changes 
across landscape over highly heterogeneous surface on a nearby experiment we concluded that a 
fluxing level above 50 Wm-2 (Starkenburg et al., 2015). Based on this criterion, a low and high 
flux regime was applied to test the dataset. The low flux regimes is referred to the period that 
sensible heat lower than 50 Wm-2. According to this criterion, the total of 1,054 half-hourly 
periods met this condition. The results show that PM-based is more appropriate to determine the 
local scale LE than PT-based, with the higher value of CF (Table 4-4). Besides, the PM-based is 
also performing well for the large scale LE than PT-based.
Furthermore, when we consider the high fluxes regimes period based on the sensible heat 
flux larger than 50 Wm-2 this fluxing level correspond to unstable conditions in which case we can 
hypothesize that individual patch level flux becomes large enough to blend across space becoming 
more representative of the farmland scale. As a result of 233 half-hourly periods met this condition. 
Results clearly show that the CF, R2 improve for the PT-based with a lower RMSE at the local 
scale. Similarly, at the large scale closure PT-based provided a better result than the PM-based. 
Therefore, the PT-based is likely a better approach to estimate the local and large scale LE under 
high surface flux regime (Table 4-4).
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4.5.4.2 Determination of CF as function of the Obukhov Stability Length (L)
In this case the criterion was based on the one given by Barthlott et al. (2007) to identify 
the atmospheric stability classes and Obukhov stability length L (Table 4-4). The region defined 
to be unstable is -1000< L < -200 and the one for very unstable conditions is ranging -200< L < 0. 
The unstable condition usually occur during the initial and terminal periods phases of the ABL 
convective development daytime but the very unstable condition mostly occur around midday 
(solar noon) when the fluxes are very strong and higher than the unstable condition.
In the case of very unstable a total of 631 half-hourly periods were included in the analysis. 
Results for the local scale CF fraction improved when LE  is retrieved using PM-based while they 
verified the same R2 with slightly different RMSE (Table 4-4). Same results have been verified for 
the case of large scale closure; resulting also the same R2 and without significant difference in term 
of RMSE. This result suggested that the PM-based is more reliable for LE  at local and large scales 
during very unstable conditions.
Conversely, under unstable condition total 173 half-hourly periods. The result for the small 
scale indicated that the PT-based performed better than the PM-based with R2 of 0.80 and RMSE 
of 45 Wm-2. However, a small difference in the CF fraction was observed between the two 
approximations (Table 4-4). In contrast, the CF fraction and R2 seem to favor the PM-based than 
PT-based for the large scale formulation of the energy balance with RMSE difference about 10 W 
m-2 was found (Table 4-4). Therefore, it is concluded here that the PM-based formulation of LE  
retrieval is more suitable for large scale LE  retrieval.
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4.5.4.3 Determination of CF as function of the kinematic conditions of the flow
In order to establish this criterion the data was preselected based on the most prevalent 
wind direction (south-west and north-west sectors) over the site and for wind speeds (U) greater 
than 2 ms-1. This wind direction sector includes the prevailing wind direction during the study 
(Figure 4-2) and is free from all aerodynamic obstructions such as meteorological tower and the 
sonic anemometer themselves. According to this selection criterion, 289 cases containing 30-min 
data periods were included in this analysis. Table 4-4 on the section surface wind speed shows that 
the PM-based outperform the PT-based at both scales with small differences in the CF fraction. 
Moreover, within these datasets, two intervals of friction velocity were selected (u*) (Table 4-4) 
to determine which methodology work best in terms of development of mechanical turbulence. 
This study found that for cases where u* >0.2 m s-1 both methodologies reached approximately 
similar CF values while the RMSE from PT-based approach is lower at both scales. Conversely, 
for the cases in which u* <0.2 m s-1, the PM-based methodology shows higher CF values at both 
scales.
4.6 Conclusions
In this study experimental evidence of scale-dependence of turbulent heat fluxes and 
consequently in the fluxing rate of the estimated evapotranspiration was demonstrated. This 
difference in the integrated amount of evapotranspiration is important from many aspects of 
agricultural system, climate implications as well as for business sustainability and long term 
economic projections. The results have been obtained from the summer 2013 growing season but 
given the fundamental characteristics of the deduced variables they are also valid in general.
The study found an important difference in the conductive ground heat flux between local
and area-weighted averaged estimates that rises to approximately 30 Wm-2. This difference is
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important and is manifested in forcing of turbulent heat fluxes at local and large scales that has 
been verified to reach levels of 45 Wm-2 on average in the central part of the diurnal cycle.
Multiscale observations of diurnal cycle of sensible heat fluxes from EC measurements 
captured about 58% of sensible heat fluxes from LAS. This ratio rises to 0.80±0.68 under 
conditions of sensible heat flux >50Wm-2 at both scales. This means that despite introduction of a 
high fluxing level the local scale fluxes samples still average the 80% of the large scale fluxes. 
This scale ratio was calculated based in the ensemble mean times series and represent a 
considerable difference giving the fact that the terrain is almost flat and under stationary flows.
Based on energy balance approach, evapotranspiration derived from local scale 
measurements resulted an overestimation of 37 W m-2 more than 27% of the diurnal cycle when 
compared to determinations based on LAS. This difference may occur from different sources of 
latent heat associated to ground heat fluxes and soil moisture across the landscape that indicate the 
extent to which surface heterogeneities introduce changes in the surface layer fluxing regime. 
Nevertheless, under unstable conditions in the atmospheric surface layer, the use of large scale 
evapotranspiration observations clearly improve the energy balance closure fraction.
In addition, the study of the energy balance closure fraction in terms of scales and turbulent 
flux regimes, atmospheric surface layer stability and conditions for development of mechanical 
turbulence lead to conclude that: PM-based retrieval for evapotranspiration works best under low 
flux regime and low friction velocity while, PT-based methodology, works best under high fluxing 
regime and high friction velocity larger than 0.2 ms-1 and basically under all unstable conditions. 
It must be pointed out here that the majority of cases during the unstable phases were found to be 
on the very unstable phase L>-200 m.
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We conclude that spatial variation in soil thermal and moisture regimes greatly influence 
the sensible heat fluxes across scales within the agricultural land in northern latitude even though 
flat topographies and smooth surfaces were considered. We also conclude that this spatial 
variations of turbulent fluxes impose an ultimate limitation in the accuracy by which modeling and 
satellite remote sensing retrievals of surface fluxes can be obtained whenever the pixel size or 
model scale represent larger areas than the surface patches characterizing the landscape 
heterogeneities. Since the existence of different and localized thermodynamic regimes depends 
upon natural characteristics or agriculture management it becomes important to consider in the 
future extra information related to soil moisture for example through modeling of the coupled heat 
and water transport at the surface-atmosphere interface.
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Figures
Figure 4-1 Diagram of the field experimental site at the Fairbanks Experiment Farm (FEF), 
University of Alaska Fairbanks (UAF) Agricultural and Forestry Experiment Station (AFES) 
Fairbanks Alaska, USA. The experimental site display different surface cover and location of the 
instrument. The location of a two level of meteorological station (denoted A) at 2 and 5 m heights, 
the Large Aperture Scintillometer (LAS) (BLS-900) system (denoted B) at 1.8 m height, and the 
EC system (denoted C with the black star) at 3 m height are shown. The dashed line arrow (east- 
west) represents the beam of the scintillometer between the transmitter and receiver units. The 
number 1-5 represent the location of soil temperature measurements under different surface cover 
(1= barley, 2 and 4= fallow, 3= grass, 5=fallow field under EC station). The square dot line 
represent the central part of the LAS fluxing area.
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Figure 4-2 Statistics of wind speed and direction during 7 July to 13 August 2013 at the FEF site.
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Figure 4-3 Time-series composite of the 30-min average of local soil heat flux at the EC site 
(Giocai) and the area-weighted averaged across the farmland (Giarge). The samples size is 624 
points.
184
Figure 4-4 Time-series composite of sensible heat fluxes 30-min average for Hiocai and Hiarge.
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Figure 4-5 Time-series composite 30-min average diurnal cycles of Latent Heat at local and area 
average scales. LElocal and LEiarge
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Figure 4-6 Statistical distribution of the Latent Heat flux difference between local and area average 
closure. Time-series contain 624 number of points based 30-min average eddy-covariance and 
large-aperture scintillometry.
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Figure 4-7 Energy Balance Closure scatterplots. Top panels are based on local closure in sensible 
heat and latent heat estimation based on PM (a) and PT (b). Lower panel represents large scale 
closure in sensible heat and latent heat estimation based on PM (c) and PT (d) Hiarge + LEPT vs.
Rnet — Giarge.
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Table 4-1 Instruments during the Field Experiment
Instrument Variable Sensor Height/Depth
(m)
Period
EC Sonic anemometer R.M. Young 81000 3 7 July-13
Net radiation NRLite net radiometer 3
August
Air temperature PT 107, Campbell 
Scientific
1, 3
Air pressure CS106, Campbell 
Scientific
0.20
LAS C2Ln BLS, Scintec900 1.8 (path 
length 1000 
m)
7 July-13 
August
Met station Air temperature Integrated Sensor 
Suite, Davis Hayward, 
CA
2 , 5 5 June-20 
September
Wind speed Integrated Sensor 
Suite, Davis Hayward, 
CA
2 , 5
Relative humidity Integrated Sensor 
Suite, Davis Hayward, 
CA
2, 5
Short wave radiation CM3 Pyranometer, 
Holland
2
Barometric pressure Integrated Sensor 
Suite, Davis Hayward, 
CA
2, 5
Soil temperature S-TMB-M006, -0.05, -0.15
Precipitation
Decagon Devices Inc 
Tipping-bucket 2 , 5
Barley field Soil temperature 
Air temperature
S-TMB-M006, 
Decagon Devices Inc 
ECT, Decagon 
Devices Inc.
0, -0.05, -0.15 
1
1 June-20 
September
Smooth Soil temperature S-TMB-M006, 0, -0.05, -0.15 1 June-20
brome grass
Air temperature
Decagon Devices Inc 
ECT, Decagon 
Devices Inc.
1
September
Fallow field Soil temperature S-TMB-M006, 0, -0.05, -0.15 1 June-20
Air temperature
Decagon Devices Inc 
ECT, Decagon 
Devices Inc.
1
September
Vegetation
Height
Barley field: 1 m max 
Smooth brome grass: 0.2-0.4 max.
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Table 4-2 Half hourly mean of meteorological and hydrological condition during the period of 
study
Parameters Mean Median dS Maximum Minimum
Ta (°C) 17.3 16.6 5.4 31.0 4.5
Ts (°C) 18.2 17.6 4.3 29.2 7.6
VPD (kPa) 0.82 0.59 0.72 3.17 0.04
Rnet (W m-2) 163 138 129 487 0
cT - m 
(W
 
"5o 5.5 3.4 5.1 12.0 -44.2
Glarge (W m"2) 7.5 6.6 4.7 17.7 -7.3
SWdown (W m-2) 225 183 197 739 0
RH (%) 69 71 19 97 22
P (kPa) 103 103 9 105 101
Wind speed (m s-1) 1.18 1.71 1.2 5.7 0
u* (m s-1) 0.1 0.09 0.09 0.44 0
Rainfall (mm)(sum) 69.34 - - - -
Hlocal 59 49 48 201 -21
Hlarge 94 88 58 248 -33
LElocal 150 156 90 334 -32
LElarge 103 92 86 303 -50
Rnet — Glarge 175 164 117 435 -94
Ta air temperature 1 m height at EC station; Ts is soil temperature at 0.05 m depth; VPD is vapor 
pressure deficit; Rnet is net radiation; Giocai is the ground heat flux at the EC station (positive mean 
warming the surface and negative sign mean cooling the surface); Giarge is the area-weighted 
average soil heat flux; SWdown is shortwave down welling; RH is humidity; P is ambient air 
pressure; u* is friction velocity; Rainfall is the accumulation of rainfall during the period of the 
study, Hiocai is sensible heat from EC measurement, Hiarge is sensible heat from LAS 
measurement, LElocal is latent heat flux as a residual term of the energy balance equation derived 
from EC measurement, LEiarge is latent flux as a residual term of the energy balance equation 
derived from LAS measurement, and Rnet — Giarge is the available energy fluxes at large scale.
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Table 4-3 Statistical Analysis between measured and estimated surface fluxes at two scales local 
and area-averaged measurement (sensible heat, latent heat fluxes and available energy).
Parameter Slope R2 RMSE Npoint
Available energy (Rnet -  Glocal vs. Rnet -  Glarge) 0.99 0.99 11 432
Ground heat flux (Glocal vs. Glarge) 1.40 0.42 11 432
Sensible heat flux (Hlocal vs. Hiarge) 0.64 0.60 30 357
Latent heat flux (LEiarge vs. LElocal) 0.83 0.73 38 198
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Table 4-4 Agroecosystems energy balance closure, correlation, error and number of points at local 
and large scale and evapotranspiration fluxes approach.
Criteria Closure R2 RMSE Npoint
Surface Turbulent H > 0 W m-2 786
heat fluxes
Hiocal + LEpm vs. Rnet -  Giocai 0.98 0.86 53
Hiocal + LEpt vs. Rnet -  Giocal 0.86 0.88 44
Hioarge + L^PM vs. Rnet -  Glarge 1.00 0.86 54
Hlarge + LEpT vs. Rnet -  Glarge 0.89 0.86 48
H < 50 W m-2 433
Hlocal + LEpm vs. Rnet -  Glocal 0.64 0.76 24
Hlocal + LEpt vs. Rnet -  Glocal 0.52 0.86 14
Hioarge + L^PM vs. Rnet -  Glarge 0.68 0.81 22
Hlarge + LEpT vs. Rnet -  Glarge 0.54 0.85 15
H > 50 W m-2 233
Hlocal + LEpm vs. H-net -  Glocal 0.82 0.57 58
Hlocal + LEpt vs. Rnet -  Glocal 0.89 0.68 48
Hioarge + L^PM vs. Rnet -  Glarge 0.78 0.44 69
Hlarge + LEpT vs. Rnet -  Glarge 0.83 0.53 62
Atmosphere Very unstable condition
stability -200 < Lobv < 0 631
Hlocal + LEpM vs. Rnet -  Glocal 0.98 0.90 49
Hlocal + LEpt vs. Rnet -  Glocal 0.88 0.90 43
Hioarge + L^PM vs. Rnet -  Glarge 1.03 0.88 54
Hlarge + LEpT vs. Rnet -  Glarge 0.92 0.88 49
Unstable condition
-1000 < Lob v  < = - 2 0 0 172
Hlocal + LEpM vs. Rnet -  Glocal 0.87 0.76 61
Hlocal + LEpT vs. Rnet -  Glocal 0.72 0.80 45
Hioarge + L^PM vs. Rnet -  Glarge 0.88 0.62 86
Hlarge + LEpt vs. Rnet -  Glarge 0.72 0.60 73
Surface wind speed U > 2 & 200< Wind direction <340 289
Hlocal + LEpM vs. Rnet -  Glocal 1.04 0.91 45
Hlocal + LEpT vs. Rnet -  Glocal 0.92 0.94 34
Hioarge + L^PM vs. Rnet -  Glarge 1.22 0.92 52
Hlarge + LEpT vs. Rnet -  Glarge 1.09 0.94 39
u*> 0.2 m s-1 425
Hlocal + LEpM vs. Rnet -  Glocal 1.14 0.85 69
Hlocal + LEpT vs. Rnet -  Glocal 1.11 0.88 53
Hioarge + L^PM vs. Rnet -  Glarge 1.11 0.87 63
Hlarge + LEpT vs. Rnet -  Glarge 1.10 0.91 56
u*< 0.2 m s-1 134
Hlocal + LEpM vs. Rnet -  Glocal 1.03 0.90 31
Hlocal + LEpT vs. Rnet -  Glocal 0.96 0.93 23
Hioarge + L^PM vs. Rnet -  Glarge 1.10 0.85 25
Hlarge + LEpT vs. Rnet -  Glarge 0.64 0.90 15
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CHAPTER 5
Simulating the coupled transport equations to compute evapotranspiration1
*Manuscript prepared for submission to the Agricultural and Forest Meteorology
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Abstract
Soil evaporation and soil moisture dynamics near the surface are key players in the mass 
and energy balance equations ultimately regulating energy fluxes of exchange between the soil 
and the atmospheric surface layer. Essential to this determination is the computation of fluxes in 
liquid and gas phase of water movement in the soil medium. However in the implementation of 
such coupled numerical model, including the transport equation for liquid and vapor phases, still 
remain under discussion is how to consider the soil surface resistance and soil surface temperature. 
In this case a non-isothermal solution of the vapor flux equation that accounts for the thermally 
driven water vapor transport and phase changes was implemented. The objective of this work was 
to adapt and evaluate the numerical simulation outputs of the fully coupled fluxes model against 
field measurements of soil temperature, heat flux, water content, and evaporation in an 
agroecosystem in northern latitudes. Two well-defined hydrometeorological situations were 
selected: dry and wet periods to fully test the model’s ability to reproduce the soil medium 
dynamics and the resulting interface fluxes. Model forcing variables are incoming solar radiation 
and surface layer thermodynamic parameters (wind speed, ambient temperature, relative humidity, 
precipitation, soil temperature and moisture) while changing in depth and time soil parameters are 
considered dynamically adjusted boundary conditions for solving the set of coupled differential 
equations. Evaluation of simulation results according to the best found initialization and boundary 
conditions gives good agreement in the radiative fluxes and turbulent fluxes only for the dry period 
while, on the other hand, the wet periods perform poorly due to the lack of representation in the 
radiation field and differences in soil dynamics across the landscape.
Keywords: coupled fluxes, evaporation, soil dynamics, vapor transport, simulation
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Northern latitudes have been identified as a region where global climate change will have 
earlier and stronger impacts than in other regions of the world (Chapin et al., 2000; Serreze et al., 
2000; Hinzman et al., 2005; Intergovernmental Panel on Climate Change, 2007). Most of the entire 
region is underlain by permafrost, or perennially frozen ground in which temperatures remain 
below 0°C for at least two consecutive years and an active layer on top of the permafrost. Seasonal 
thaws of this active layer is the primary dominant subsurface component of the land-atmosphere 
system (Molders and Romanovsky, 2006). Under warming of climate much of this terrain would 
be vulnerable to subsidence, particularly in ice-rich areas of relatively warm, discontinuous 
permafrost, and shrinking ponds and lakes (Romanovsky et al., 2002; Yoshikawa and Hinzman, 
2003; Hinzman et al., 2005; Smith et al., 2005; Osterkamp, 2007; Jorgenson et al., 2010). All these 
changes could potentially alter the exchange of surface energy, water, and carbon cycles in high 
latitude ecosystems (Mack et al., 2004; Chapin et al., 2005).
Soil moisture plays a critical role in the surface energy balance and water cycle in these 
regions (Chapin et al., 2000; Clein et al., 2000; McGuire et al., 2000). It is widely recognized that 
the soil moisture confined in a thin layer underneath the land surface influences the partitioning of 
the surface energy balance by modifying surface thermal conductance and rates of evaporation 
(McFadden et al., 2003). An example of such an important role is the control of precipitation 
transfer and the partitioning of incoming solar radiation into latent, sensible heat and ground heat 
fluxes (Hinzman and Kane, 1992; McFadden et al., 1998). In addition, soil moisture and 
temperature status affect biological processes such as soil microbial activity, seed germination and 
plant growth. They also affect water and nutrition absorption and solute transport in soil.
5.1 Introduction
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High latitudes will experience increased summer dryness as the warming climate 
progresses, changing therefore atmospheric vapor pressure conditions and thereby enhancing 
evapotranspiration rate. In terms of seasonal effect inadequate snowmelt infiltration or rainfall 
during spring and early summer often causes crop water stress and reduction in yield of small 
grains (Sharratt, 1994, 1998) in the subarctic agriculture. Therefore evapotranspiration becomes 
of absolute importance for plant growth because it mainly controls the available soil water and 
therefore is a limiting factor in agriculture productivity and sustainability. As a result, continuous 
monitoring of soil water content and soil temperature is very important in the fields of agronomy 
and hydrology (Banimahd and Zand-Parsa, 2013).
Several modeling studies have focused on soil carbon reservoirs (e.g. Zhuang et al., 2003; 
Euskirchen et al., 2006; Balshi et al., 2007) and permafrost degradation in natural ecosystems 
across the circumpolar region (Euskirchen et al., 2006; Lawrence et al., 2008), nevertheless 
agroecosystem has not been taken into consideration until now. Despite the mentioned 
complexities in the soil medium, similarities between high latitude and mid-latitude agricultural 
soils can be found during the growing season. This allows for making use of models that are 
currently in use for mid-latitude agricultural settings. In this case a fully coupled differential 
equation system solving for soil temperature and vertical soil moisture regimes is utilized to bring 
emphasis on the sub medium transport in contrast to most large-scale ecosystem models where 
one or two soil layers are used to simulate soil moisture dynamics in ecosystem models (e.g., Sitch 
et al., 2003).
In this study, we apply a well-developed numerical model which fully couples heat and water 
transport to deduce the coupled water and heat transport across the soil medium forced by radiation 
and meteorological conditions. As demonstrated in Bittelli et al. (2008), this approach enables
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numerically stable, energy- and mass conservation equation solution in terms of the external 
forcing and boundary conditions. Such an approach requires a modeling framework that 
incorporates the interactions among meteorological variables (e.g. air temperature, relative 
humidity, precipitation, solar radiation) and soil properties (e.g. soil temperature, soil moisture, 
soil water potential) into the coupled numerical model. In section 5.2 the numerical model for 
computation of coupled heat, liquid water and vapor fluxes in the soil and at the soil-atmosphere 
interface in a real condition of agroecosystem is presented. Section 5.4 presents the comparison of 
model results through independent direct measurement of net radiation, sensible heat flux, soil 
moisture, and soil temperature as well as calculated evapotranspiration, and soil heat flux. Finally 
an assessment of scenarios modeling and future use of the model is provided.
5.2 Materials and Methods 
5.2.1. Field Experiment
A field study was conducted at the Fairbanks Experiment Farm (FEF) of the University of 
Alaska Fairbanks (UAF) Agricultural and Forestry Experiment Station (AFES) Fairbanks Alaska, 
USA (64° 51' 16.6 "N, 147° 51' 36.4" W, 150 m above sea level) during summer 2013 to observe 
interactions between the soil and the atmosphere. The soil within the lysimeter plots were used for 
this study because large amounts of data were available. The soil was a sandy loam with 66% sand, 
29% silt, and 5 % clay, with the available water holding capacity of about 0.18-0.36 m3 m-3 that 
was obtained from a soil moisture characteristic curve (Chapter 2). Table 5-1 shows the hydraulic 
properties used for the numerical solution.
Volumetric soil moisture content was measured using three soil moisture sensor (10HS; 
Decagon Devices Inc.) at 5, 10 and 20 cm. The sensor has 14.5 cm long prongs and 3.3 cm wide, 
so the 5 cm sensor spanned the depth 3.3-6.7 cm, the 10 cm sensor spanned the depth 8.3-11.3 cm,
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and the 20 cm sensor spanned the depth 18.3-21.3 cm. Gravimetric samples were also taken to 
calibrate the 10HS sensor (Chapter 2). Soil moisture was continuously measured with a record 
interval of 30 minutes. The bulk density was measured to be about 0.70 g cm-3 . The soil 
temperature (S-TMB-M006, Onset Computer Corporation, Bourne, MA) was measured at depths 
of 5, 10, and 20 cm below the soil surface, and. also used to obtain the ground heat flux in this 
study.
The observation-based meteorological parameters included air temperature (Tair), relative 
humidity (RH), air pressure, wind speed (u) and direction, and precipitation at 2 m height above 
the ground were obtained at 1 minute intervals at the experiment station. One minute recordings 
of these data were averaged to hourly for initial input to the simulation.
An independent measure of evapotranspiration was determined using Penman-Monteith 
methods and the more continuous series of data available on this period.Sensible heat flux was 
measured by using eddy covariance (EC) and large aperture scintillometer (LAS). The theory and 
techniques can be found in Chapter 4.
5.2.2 Model Implementation
5.2.2.1 Model modules in Python
The numerical model was coded in Python and is set in a time evolving one-dimensional
simulation of coupled flow of liquid water, heat and water vapor. The model description can be
found in APPENDIX-B. Figure 5-1 shows the scheme indicating the coupling of the driving terms
(temperature, liquid water and conductive terms) and the resistive and conductive terms. This
model also includes the computation of soil energy budget. Each component of the energy balance
is calculated and saved into an output file, to allow for the analysis of the rest of the magnitudes
and diurnal oscillations of the different terms. The model is called PSP_coupled and it is made of
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ten modules with two input data files. One data file contains the soil data and the other one contains 
the weather data.
1. main.py 8 . PSP_grid.py
2 . PSP_boundary.py 9. PSP_plot.py
3. PSP_public.py 10. PSP_plotEnergy.py
4. PSP_soil.py 11. PSP ThomasAlgorithm.py
5. PSP_couple1D.py 12. soil.txt
6 . PSP_readDataFile.py 13. weather.dat
7. P SP_longW aveRadiation.py
The main file is main.py which contains the calls to other embedded subroutines listed. 
The module PSP_boundary defines the initial and boundary conditions. The PSP_public contains 
all variables that are read by all modules such as latitude, longitude, altitude, albedo, atmospheric 
pressure and clay content, initial soil temperature, soil matric potential. The PSP_soil is written to 
define the soil properties. The PSP_couple1D is the module that implements the solver for the 
different flux equations. The PSP_longWaveRadiation is for computing the long wave radiation 
component of the radiation balance at the soil surface. The PSP_grid module is for building the 
computational grid and PSP_ThomasAlgorithm for solving the system of equations. The PSP_plot 
and PSP_plotEnergy are modules for visualizing the data input and output from the model.
5.2.2.2 The initial setting for model simulation
The initial conditions for dry and wet period were selected to test the model. To implement 
the scenarios two data files needed to be created “soil.txt” and “weather.dat” . The soil.txt file is 
required for data input of soil properties such as soil depth (the model set up from 0 to 1.5 m), the 
saturated soil moisture, residual water content, hydraulic properties of soil, and soil metric
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potential (Table 5-1). The soil file can be used for two periods according to the same soil properties 
in this study but additional setting for initial value need to be modified in the PSP_public module. 
The weather file is required at hourly weather parameters such as solar radiation, air temperature, 
precipitation, relative humidity (RH), and wind speed as an input to calculate other parameter. 
Time step is set to 300 sec and input data of one hour resolution. The PSP_public is the file that 
need to be adapted in all parameters that are read by all modules for the given area in which the 
simulation is carried out. In this case the site information for the FEF was input into this file which 
includes the latitude, longitude, altitude. Moreover, the initial condition of soil such as soil water 
potential, soil temperature, albedo for dry and wet need to be applied into this module (Table 5-2).
In this study the value of albedo for simulation was set as 0.2 for the dry period (Davin et 
al., 2 0 1 4 ), while a value of 0.15 was applied for the wet period in agriculture land in subarctic 
region Sharratt (1993).
5.3 Simulations scenarios
The model was applied to two selected periods (dry and wet) in an agricultural land during 
the summer 2013. Model performance was tested under two conditions: a dry and a wet period. 
The dry period (no precipitation event) spun from 26 -30 July (Julian day 207-211) and wet period 
from 25-30 August (Julian day 230-234).
5.3.1 Dry period
The experimental data is taken from the lysimeter plots that monitored soil moisture and 
temperature. The meteorological parameters measured about 10 m away from the plot for the dry 
period are given in Table 3 (Figure 5-2a). The hourly average of vapor pressure deficit (VPD) was 
1.18 kPa. Mean hourly air temperature was 21°C with maximum of 30.7 °C and minimum of 9.8
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°C also reported in this period. The average RH was approximately 58% and wind speed of 2.36 
m s-1 .
5.3.2 Wet period
The meteorological conditions in the wet period (Figure 5-2b) was cooler than the dry 
period in terms of an average hourly air temperature and soil temperature, while the solar radiation 
difference from the dry was small (Table 5-3). The RH was approximately 77% with low level of 
VPD (0.36 kPa) on average during the wet period (Table 5-3). A total precipitation of 37.60 mm 
was also reported in this period.
5.4 Results and discussion
5.4.1 Net radiation
Net radiation (Rnet) is the main energy balance component driving evapotranspiration 
process. In this regard, a comparison between the net radiation observed (Rnet obs) and modeled 
(Rnet mod) was performed. Figure 5-3a show simulated and measured hourly data of net radiation as 
a function of time for the dry period (26 July to 3 August 2013). Results show a good agreement 
between modeled and observed Rnet with the correlation coefficient (R2) of 0.92 and Root Mean 
Square Error (RMSE) of 45 Wm -2 (Figure 5-4a) during the dry period. There are about six days 
out of nine total days that the model performed remarkably well to simulate the Rnet in which the 
maximum difference did not exceed 157 Wm -2 which was found on 27 July (Julian day 208). 
Overall, the Rnet mod overestimated Rnet obs by about 16%. Similar results have been reported by 
Carrasco and Ortega-Farias (2007) in commercial vineyard where the Rnet simulation showed a 
good agreement with the measured Rnet (R2=0.92) with the RMSE less than 48 Wm -2 . On the other 
hand, a lower correlation between Rnet obs and Rnet mod was found during the wet period with the R 2 
of 0.72 and RMSE of 67 Wm -2 (Figure 5-4b). However, there were two days from 25-26 August
211
that the model simulated very well compared with the measured Rnet, while it underestimated the 
following two days (27-28 August) and overestimated the last two days for the wet period (Figure 
5-3b). The maximum underestimation for the entire time series was about 85 Wm -2 and the 
maximum overestimate was 199 Wm -2 .
The high and low correlation between measured and modeled Rnet in different periods can 
be related to the condition of cloud cover. This may be explained based on the variability of 
incoming solar radiation between those periods as we can see in Figure 5-5. An average of solar 
radiation of 215 Wm -2 with the maximum and minimum of 680 Wm -2, 150 Wm -2 respectively were 
reported in dry period, while a lower mean and maximum Rnet were found in wet period (Table 5­
3). Ortega-Farias et al. (2000) indicated that errors in the calculation of R net over a well-irrigated 
festuca grass were associated with the estimation of atmospheric radiation under cloudy sky 
conditions. Therefore, to summarize this point Rnet mod was able to estimate net radiation with a 
good degree of precision during the dry period than the wet period.
5.4.2 Latent heat
Figure 5-6 shows simulated and observed latent heat flux (LE) as a function of time during 
dry and wet periods. High rates of solar radiation heating the soil surface caused the soil to lose 
water vapor to evapotranspiration from the surface. During the nighttime there was negative 
conduction to cool the soil surface, and LE became negative due to condensation. The LE was 
better predicted by the numerical model during the dry period, with an R 2 of 0.70 and RMSE of 
53 Wm -2 than the wet period (R2=63 and RMSE=58 Wm -2). There were two days that the model 
overestimated but the times series followed each other, one day about the same, and three days of 
modeled LE not correlated with the observed LE. The maximum difference between observed and 
simulated LE was about 200 Wm -2 . Cumulative ET from the observed quantities reached 22 mm
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with an average of 2.44 mm d-1, while cumulative ET from the simulation was 15 mm with the 
mean of 1.67 mm d-1 for the dry period (Figure 5-7a). In contrast, during the wet period the 
cumulative ET from the observed was about 6 mm over six days, whereas only about 2 mm was 
found from the simulation ET (Figure 5-7b). An average precipitation for observed was 1.0 mm 
d-1 while only 0.3 mm d-1 was found for the simulation during the wet period.
5.4.3 Ground heat fluxes
The average daytime of ground heat flux (G) contribution to vapor flux was in the order of 
26 Wm-2 (ranging from 1 to 79 Wm-2) while the value from the simulation was 25 Wm-2 (ranging 
from 0.8 to 49 Wm-2) (Figure 5-8). In Figure 5-8a, the G from the model was an overestimate in 
the first two days, and then closely approached the G observed at day three, and underestimated G 
observed in the last two days of the dry period. The maximum difference of 44 Wm-2 was reported 
in the overestimating period, whereas the value of 32 Wm-2 was found in underestimating period. 
On the contrary, the simulation of G during the wet period was an over estimate all the days (Figure 
5-8b) with the maximum difference of more than 100 Wm-2 during the daytime.
5.4.4 Sensible heat
The sensible heat (H) fluxes obtained from measurements and from the simulation for 
agricultural field in the northern high latitude were compared during the dry period. The time- 
series composite of hourly diurnal variation during dry and wet was illustrated in Figure 5-9. In 
the dry period, results showed a good correlation between H measured by EC and simulated from 
models with R2=0.63 and RMSE = 32 Wm-2, whereas a lower correlation was found between H 
observed by LAS (R2 of 0.52 and RMSE of 40 Wm-2) (Figure 5-9a). The H simulated was 
compared with the H measured by LAS during the daytime period. However, overall simulated H 
overestimated H from EC except in the morning where they were closer in value. The ratio of H
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by EC and simulated was about 0.47, while ratio of H modeled versus H by LAS was 0.82. The 
maximum of H from model, EC, and LAS were 139, 110 and 169 Wm-2 respectively during 
midday.
Concerning the wet period, very poor correlation was found between H measured by LAS 
and simulated H (R2 =0.15, RMSE =13 Wm-2). It should be noted that H by EC was not illustrated 
during this period because of insufficient data for the analysis. The time-series composite of hourly 
diurnal variation of H from both methods are illustrated in Figure 5-9b. Mean hourly of H observed 
was 30 Wm-2 while only 15 Wm-2 was reported from modeled H. In general, H observed showed 
higher values than H simulated by about 51% with the maximum difference of 36 Wm-2 during 
the wet period.
We can conclude here that the model simulation for H may be applicable for use as a minimum 
level of H flux for this ecosystem for the dry period than the wet period.
5.4.5 Soil moisture and soil temperature
The soil moisture was measured in the lysimeter plot at three depths. From the 
measurement we found that the high moisture content was found in the lower depth than in the 
surface layer. The initial soil moisture during the dry period above the soil surface was about 0.28 
m3m-3 (5 cm depth). The numerical model gave a good prediction of soil moisture around the same 
depth with a difference of 0.02 m3 m-3. (Figure 5-10). The low agreement was found during the 
wet period where the measurement of soil moisture from the plot was about 0.30 m3 m-3 for the 
first day of wet period, however the simulation gave a higher value of soil moisture with a 
difference larger than 0.02 m3 m-3. The large difference of soil moisture in the wet period could be 
due to the hydraulic properties. Because hydraulic conductivity versus the soil moisture potential 
curve is highly non-linear and, therefore, the flow of soil moisture from the upper layer to the
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lower layer in the wet period leads to a large decrease in hydraulic conductivity and liquid water 
distribution (Bittleli et al., 2008), while during the dry period the soil moisture was more constant 
along the depths (Figure 5-10) with less dependence on the liquid fraction. The soil moisture 
content fluctuated during the day according to the vapor flux as was reported by several other 
authors (Jackson, 1973; Cahill and Parlange, 1998; Parlange, 1998). From the simulation, the water 
potential in the wet period has the same pattern like soil moisture content and has more variation 
over the soil layer than the dry period.
Soil temperature was measured at the same depth as soil moisture. Figure 5-10 shows the 
soil temperature as a function of depths predicted by the numerical model. The value of soil 
temperature from experiment (18 °C) was lower than the simulated (23 °C) at 20 cm depth. This 
large difference can cause differences in the temperature gradient which affect the ground heat 
flux as described in the previous section. Therefore, the model still predicted soil temperature for 
this environment.
5.5 Conclusions
This model solves the coupled vapor and liquid water phase exchange between soil and 
atmosphere. The model uses meteorological data, radiation and precipitation, and introduces a 
variable boundary condition which includes the soil temperature, soil moisture, and hydraulic 
properties of soil. Overall, dry period parameters seemed to be reproduced fairly well than those 
in wet periods by using this model in a high latitude farmland. In general Rnet has a good agreement 
between modeled and observed data for both periods with RMSE of 45 Wm -2 in dry period and 48 
Wm -2 during wet period. The LE also was well predicted by the model with RMSE not exceed 53 
Wm -2 . On the other hand, G was overestimated with the maximum difference of more than 100 
Wm -2 in wet period and 44 Wm -2 in dry period. In addition, the measured H by EC and LAS
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correlated well with the model with the RMSE being in the range of 32-40 Wm-2, and the modeled 
EC seemed to agree well with the measured H by EC. The soil moisture also correlated better 
during the dry period than the wet period, while the soil temperature was overestimated compared 
to the observed values. The low correlation in the wet period might be due to significant influences 
of the synoptic variability introducing large changes in cloud coverage and precipitation which are 
difficult to reproduce by a single point one-dimensional model formulation. Nevertheless, dry 
conditions which by far the most stringent conditions for agriculture sustainability reproduces well.
There are still several parameters that need to be investigated more in depth and the most 
important factor is the hydraulic properties of soil. This variable is more complicated and there are 
many steps to reach the correct value. In the current study existing values were applied from 
previous work done around the same study site while some other values were obtained from field 
and laboratory experiments. The soil in agroecosystems tend to experience large changes in some 
of these properties, are difficult to capture. This factor needs to be taken into account when 
implementing this model over unnatural setting systems. Based on field intensive experiments the 
model can be calibrated so that with simple meteorological parameters can drive the models to 
initialize different agroecosystems across spatial scales.
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rv (aerodynamic resistance)
Figure 5-1 Scheme of the computational grid with the driving force terms (temperature, soil 
water potential and soil vapor concentration), the soil conductivities and the resistances involved 
at the soil-atmosphere interface (Adapted from Bitelli et al., 2008). The red dot is the mass 
balance for heat flow and water flux at a node.
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Figure 5-2 Global radiation, relative humidity, air temperature, and wind speed measured in the 
Atmospheric Surface Layer from top to bottom at the experimental plot during the dry period 
(left panel; 26 July-4 August 2013[Julian day 207-215]) and wet period (right panel; 18-31 
August 2013 [Julian 230-242]).
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Figure 5-3 Simulated and measured hourly data of net radiation during the dry and wet period as 
a function of time. (a) Dry period from 26 July to 3 August 2013 (Julian day 207-216), (b) wet 
period from 25-30 August 2013 (Julian day 237-242)
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Figure 5-4 Comparison between the hourly observation of net radiation (Rnet obs) and the 
simulation of net radiation (Rnet mod) during the dry and wet period. (a) Dry period from 31 
July to 3 August 2013 (Julian day 210-215) and during the wet period (b) from 25-30 August 
2013 (Julian day 237-242).
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Figure 5-5 Solar radiation as a function of time during dry and wet periods. (a) Dry period from 
26 July to 3 August 2013 (Julian day 207-215) and (b) Wet period from 25-30 August 2013 
(Julian day 237-242)
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Figure 5-6 Evapotranspiration time series observed and modeled. (a) Dry period from 26 July to 
3 August 2013 (Julian day 207-216), (b) wet period from 25-30 August 2013 (Julian day 237­
242).
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Figure 5-7 Simulated and observed cumulative evapotranspiration for the dry (a) and wet period
(b).
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Figure 5-8 Time series of simulated and estimated ground heat flux. (a) Dry period from 29 July 
to 2 August 2013 (Julian day 210-214), (b) wet period from 26 -30 August 2013 (Julian day 238­
242)
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Figure 5-9 Time-series composite of hourly diurnal variation of sensible heat flux during (a) dry 
and (b) wet period.
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Figure 5-10 Coupled model simulation output for soil water content, soil water potential, and 
soil temperature as function of depth (from top to bottom) during dry (left panel) and wet (right 
panel) periods.
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Tables
Table 5-1 Soil properties within lysimeter
Soil property Value
Bulk density (g cm -3) 0.7
Air entry potential (J kg-1) -1.5
Mass sand (kg kg-1) 0.66
Mass silt (kg kg-1) 0.29
Mass clay (kg kg-1) 0.05
Saturated moisture content; 9 s (m3 m -3) 0.56
b value (-) -3.1
K s (kg s m -3) 7.2x10-4
The mass of sand, silt, clay, and bulk density were obtained from in-situ measurements. The 
parameter for the hydraulic properties was obtained from Cambell and Shiozawa (1998), Ks is 
saturated hydraulic conductivity, 9s is the saturated soil moisture content, and b is constant value.
Table 5-2 Initial setting for model simulation
Parameters Dry period Wet period
Number of days 9 6
Soil temperature (°C) 18.3 15.0
Soil water potential (J kg-1) -30 -6
Albedo 0.20 0.15
Initial soil moisture (m3 m-3) 0.28 0.30
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Table 5-3 Main meteorological conditions, soil properties and surface characteristics during 
periods under study.
Parameters Dry Wet
Mean Tair (°C) 20.66±5.32 11.78±3.41
Mean Ts (°C) 18.96±3.2 16.64±1.51
Ts at the beginning period (°C) 18.3 15.2
Mean RH (%) 57.74±17.26 76.72±16.76
Mean VPD (kPa) 1.18±0.76 0.36±0.32
Mean u (m s-1) 2.36±1.07 1.68±0.82
Mean solar radiation (W m -2) 215.23±221.69 131.31±172.42
Mean soil moisture (m3 m -3) 0.2098±0.0015a 0.2097±0.0035a
Precipitation (mm) - 37.60
Soil temperate at 5 cm was considered in the study 
a soil moisture from 5 cm depth
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CHAPTER 6 
Summary and conclusion
Climate impacts on agriculture or how agriculture responds to climate in northern 
latitudes are not yet fully understood, but certainly it will introduce new challenges for Alaskan 
agriculturists. Since agroecosystems are intensively managed, as farming practices increase with 
increase in agricultural lands, the role of agriculture as a climate driver at regional scale will 
undoubtedly change from what we currently know. On the other hand, the major land-surface 
modification introduced by agricultural practices to the climate of a region is among others the 
change in the surface energy budget which also is reflected in overturning of some of the 
turbulent fluxes and soil medium regimes. Additionally, besides changes in surface energetics, it 
may also extend to changes in the water cycle. The water cycle is inexorably linked with the 
cycles of carbon, nitrogen and other nutrients, with agriculture and the sustainability of 
ecosystems and human society. Understanding of surface energetics especially turbulent sensible 
and latent (evapotranspiration) heat fluxes is of utmost importance since any assessment of 
climate impacts and economic development and sustainability in the near future need to be based 
on accurate estimates of these basic quantities that are the response of the surface interface to the 
atmospheric and radiative forcing. Therefore in this study we have concentrated our efforts in 
delineating a series of experiments in high latitude agroecosystems to bring a better 
understanding for this land-surface modification in terms of energetic changes and to provide a 
springboard to new strategies to overcome the differences in flux measurements at landscape 
scale and local scale that is pertinent to the long term monitoring, evaluation and assessment for 
agriculture development in the State of Alaska. More precisely this study included the 
descriptions of the methodologies for evaluation of evapotranspiration (ET), the strategic
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development of a field experiment to account for the facets needed to delineate future steps and 
the preparation of numerical simulations based on full account of physical processes involved in 
the transfer of moisture from the soil medium to the atmosphere. The research was conducted at 
the Fairbanks Experiment Farm in the UAF AFES which is representative of a large portion of 
the subarctic region and also considered to be representative of floodplain Interior Alaska 
growing conditions.
Specifically, results of this research showed that the ET cycles represent a large portion 
of surface energy balance accounting for approximately 64% of the net radiation. The ET ratio 
obtained by water mass balance related to the measured potential ET ranged from 0.59 to 0.66 
for ET rates based on unvegetated and vegetated lysimeters respectively. Additionally, it was 
found that ET was responsible for removing 97% and 88% of the moisture added to the 
vegetated and non-vegetated lysimeters, respectively. In order to put the land-surface 
modification due to agricultural developments in perspective regarding challenges due to 
climate change, a systematic comparison was carried out across the Pan-Arctic region among the 
existing ecosystems at high latitudes. Surface energy fractioning was compared in agricultural 
lands, boreal forests, Arctic wetlands and tundra. Results indicated that the energy fraction in 
terms of ET/Rnet of an agroecosystem exhibits similar characteristics to the tundra ecosystem in 
the Arctic and significantly contrasting to boreal forest ecosystems. In addition, the high ratio of 
ET/P in agroecosystem may indicate a major sensitivity to changes in soil moisture than other 
ecosystems across Pan-Arctic. When these results are placed in terms of land surface at the 
scales beyond the dimension of farms and including the interaction of the atmospheric flow with 
land patches defining specific ecosystem properties we found that agroecosystems can 
potentially drive small-scale circulation creating horizontal advective transport by landscape
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differential heating which in turn can introduce a new imbalance term in the energy budget. 
Therefore, as the acreages of agricultural lands increase, unexpected changes in surface 
energetics and particularly overturning of ET rates and changes in soil moisture regime, 
especially soil moisture depletion, will be the more likely scenario for the future.
When focusing on fluxes on heterogeneous surfaces an important difference in the 
conductive ground heat flux was found between different surface patches (local scales) in the 
farmland. These differences can reach approximately 30 Wm-2. This difference which is strictly 
at the soil level is manifested at the ground surface interface with the atmosphere forcing 
turbulent heat flux differences at local and large scales that has been verified to reach levels of 
45 Wm-2 on average in the central part of the diurnal cycle. Based on the strategic deployment of 
multiple scale flux retrievals it was found that during observations of diurnal cycles of sensible 
heat fluxes based on eddy-covariance, only about 58% of sensible heat fluxes were captured 
when compared to measurements of the same variable at the farm scale by means of large 
aperture scintillometer. Evaluation of upscaling factors necessary to understand large scale 
observations from mesoscale models and satellite remote sensing information able to produce 
large scale regional and global assessment of the impacts of this land-use change have given 
ratios of 0.80±0.68 under conditions of sensible heat flux >50Wm-2 at both local and large 
scales. This means that despite considering only high fluxing level periods, still the local scale 
fluxes only sample on average about 80% of the large scale fluxes. On the other hand, based on 
traditional approaches using energy balance to derive ET from local scale measurements resulted 
in an overestimation of 37 W m-2 more than 27% of the diurnal cycle when compared to 
determinations of energy balance established at the farm scale. After scrutinizing the time series 
of radiative fluxes and extracting only periods where the atmospheric surface layer flow are
238
stationary it is concluded that the difference between closure at local compared to large scale is 
due to differences in the thermodynamic regimes in the soil sources of latent heat across the 
landscape. This physical process indicates the extent to which surface and sub-surface 
heterogeneities can introduce changes in the surface layer fluxing regime. A further evaluation of 
traditional methodologies for determining evapotranspiration was performed at different scales 
(local and farm/large scales) with the constraint to optimize the energy balance closure fraction. 
This study concludes that the Penman-Monteith methodology for evapotranspiration perform 
best under low turbulent flux regime and low mechanical turbulent intensity development 
reflected in low friction velocity, while; the Priestley-Taylor methodology was verified to 
increase the energy balance closure fraction under high fluxing regime and high friction velocity 
larger than 0.2 ms-1 and basically under all unstable conditions in the atmospheric surface layer. 
Finally this study also found that spatial variations of turbulent heat fluxes and ground heat 
fluxes impose an ultimate limitation in the accuracy by which modeling and satellite remote 
sensing retrievals of large scale area-average surface fluxes can be obtained under pure simple 
energy balance considerations whenever the pixel size or model scale represent larger areas than 
the surface patches characterizing the landscape heterogeneities. This knowledge will contribute 
to more sustainable crop and water management, and land use.
As a step forward in this thesis work, a fully coupled model to simulate the transport of 
liquid and vapor fluxes from the sub-medium to the land-surface interface was adapted to 
agricultural fields in high latitudes. The model was initialized with meteorological and radiation 
inputs and boundary conditions calculated based on introducing estimated soil properties and 
observed thermodynamic parameters. The evaluation of the model adaptation was strategized 
based on considering two specific well-differentiated scenarios: dry period where no
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precipitation occurred and in which the meteorology was dominated by an anticyclone situation 
and a wet-period where precipitation did occur and cyclonic meteorological processes was the 
dominating case. The model reported fairly good agreement on radiation levels between 
observed and simulated time series while divergence in ET was found to be 0.7 mm d-1. On the 
other hand the model poorly performed during the wet period since the model did not account for 
the scale of the meteorological forcing and also because some radiative properties of the surface 
might not be fully reproduced by the model as a function of precipitation (emissivity and 
albedo). Nevertheless, the period without precipitation is the more interesting because it is the 
period that the soil tends to lose water that directly affects plant development. There is a need for 
agriculturists or farm managers to know and address this problem of maintaining agroecosytem 
resilience or coping with these conditions for the goal of agriculture production.
The adaptation of this model to agroecosystems in high latitudes is considered a natural 
step as an application of the data-synthesis of the field experiments and also to prepare for future 
development in which data-fusion combining meteorological mesoscale models and satellite 
remote sensing information that would allow application of this model to larger areas and 
evaluate more in depth the impact of climate change and the possible feedbacks that can be 
expected by the changes in land-use.
Because only a few studies particularly onsite experimentation for the determination of 
ET in agroecosystems, have been done in Alaska, this study utilized multi-approaches to 
determine ET not only small scale measurement but also in the large scale of farmlands. 
Numerous techniques including manually-controlled instruments as well as automatic and 
complicated instruments were used to measure all parameters related to ET with a high quantity 
of data collection. This is a complete set of experimentation that has never happened in this
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region before. Therefore, these results are significantly important to improve our knowledge 
about what we have known from the past as well as to gain better understanding of the ET’s role 
in agroecosystems. Based on results from this study an hypothetical scenario can be formulated 
in terms of the changes in land use from natural state and its consequences in future climate 
scenarios. If boreal forests were to be transformed to agricultural lands in high latitudes 
significant changes in the energetics of the surface-atmosphere interface may instigate the 
overturning of ET against the rest of the fluxes. This change will increase the severity of 
droughts and the need for more water to sustain agricultural fields. Due to the significant rates 
and changes on the surface energy regime that have been demonstrated in this research it is 
suggested that this new scenario be considered and incorporated in future assessments of climate 
change and impacts as one of the potential drivers at the surface-atmospheric interface in terms 
of anthropogenic climate interactions. These findings also raise potentially serious consequences 
for agriculture sustainability if  potential consequences of land-surface changes are not 
adequately considered by policy makers for planning and strategizing the future.
A limitation in the present study is represented by the lack of inclusion of specific crop- 
water requirement which is an important piece of information to optimize water resources 
management and planning and therefore improve water-use efficiency in agroecosystems. This is 
a further step that would help improving water supply and demand for productivity and 
sustainability in any further irrigation scheme, ecosystem management for mitigation as well as 
adaption to global hydrological change.
Warming of climate will likely be positive for agriculture yields in high latitudes but may 
also bring an increase in risk and unpredictability for farmers -  from shifts in rainfall patterns, 
and from the growing incidence of extreme weather events since Alaska is highly susceptible and
241
sensitive to these changes. The positive effect of climate warming in terms of lengthening 
growing season for crops will mean better food security, however, at the same time will require 
more water and need for more nutrients to sustain agriculture activities. Water stress may 
become an important factor in many areas, and irrigation may be necessary to produce good 
yields. Then, building resilience by reducing exposure and sensitivity of the system and 
increasing adaptive capacity are necessary steps for farmers to address and cope with these 
changes. For example, selecting crops that require less water (drought-resistance crops), cover 
cropping, proper tillage methods, and use of appropriate irrigation techniques that save more 
water, need to be considered. Clear cutting boreal forests for agricultural development in Alaska 
might be another issue as we can see from the results of energy partitioning in agroecosystems in 
this study compared to that in boreal forests. There are huge uncertainties in the way climate 
change will directly and indirectly impact agricultural and food systems, and related 
vulnerabilities including the sustainability of agriculture.
This research has initiated an international collaboration to adapt the coupled model to 
estimate soil dynamics and surface atmospheric fluxes based on meteorological, radiation and 
soil properties. This will help understand more about how this modeling work can be applied to 
different environmental conditions and what main parameters need to be included for landscape 
extension. This will improve our capabilities to predict ET at regional scales and therefore 
account for future climate regimes.
As a final perspective, this study supported by several institutions at the University of 
Alaska Fairbanks (International Arctic Research Center, Geophysical Institute, Institute of 
Northern Engineering and the School of Natural Resources and Extension) as well as Suratthani 
Rajabhat University in Thailand, has provided training and expertise in agriculture,
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micrometeorology and hydrology research in an international university with a long standing 
tradition to form and prepare researchers for future faculty positions on agroecosystems, 
agricultural meteorology and/or other fields of research in their home countries.
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APPENDIX-A
Appendix A-1. Gravimetric soil moisture content in the lysimeter before growing and after 
harvesting the lettuce during summer 2012
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Appendix A-2. Gravimetric soil moisture content at different location in the farmland summer 
2011
Study site Date Mean of (%) Soil 
moisture
Standard Error
Barley 06/26/11 24.06 1.31
07/13/11 18.91 1.75
07/28/11 17.75 1.99
08/08/11 19.71 1.97
08/18/11 21.01 1.41
Bromegrass 06/26/11 28.90 1.29
07/13/11 20.27 1.96
07/28/11 21.12 2.63
08/08/11 23.04 2.45
08/18/11 21.99 2.28
Fallow (Bare) 06/26/11 22.44 0.59
07/13/11 19.27 1.02
07/28/11 20.94 0.55
08/08/11 22.75 0.59
08/18/11 19.99 0.66
Slope area 06/26/11 28.85 2.63
07/13/11 19.38 2.61
07/28/11 18.16 3.05
08/08/11 20.40 2.77
08/18/11 18.12 4.09
Wet landa 06/26/11 40.95 10.73
07/13/11 37.13 8.46
07/28/11 41.62 12.73
08/08/11 43.01 12.37
08/18/11 35.91 7.81
a Soil wet almost throughout the summer season
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Appendix A-3. Leaf area index (LAI) over bromegrass and barley field during the summer 2011 
and 2012
Date Brome Barley
LAI summer 2011
6/7/2011 0.6 0.9
6/14/2011 0.8 1.65
6/21/2011 0.8 1.9
6/28/2011 0.5 2.55
7/5/2011 0.55 3.25
7/12/2011 0.8 3.55
19-Jul NA NA
7/26/2011 1.8 1.9
8/2/2011 1.6 1.6
8/9/2011 1.7 1.7
8/16/2011 0.25 0.35
LAI 2012
6/15/2012 1.45 1.4
6/22/2012 0.1 2.6
6/29/2012 0.5 3.1
7/6/2012 0.4 4.25
7/13/2012 0.75 2.9
7/20/2012 NA NA
7/27/2012 0.75 2.25
8/3/2012 1.6 2.75
8/ 10/2012 1.2 2
8/17/2012 NA NA
8/24/2012 0.35 0.2
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Coupled numerical model overview
The model description follows mainly Bittelli et al. (2008) where a one dimensional 
model of coupled heat, water and vapor flow has been introduced and validated with an 
evaporation experiment from bare soil under real weather conditions in California.
Transport equations
Heat transport
Thermal energy in the soil can be partitioned into sensible heat, latent heat and the 
convective part by flowing liquid water (Kroener et al. 2014). Sensible heat flow is driven by a 
vertical gradient (considered here) in temperature and is proportional to the soil thermal 
conductivity. Latent heat flow is the thermal energy carried by water vapor which is proportional 
to the sum of latent heat of vaporization and thermal energy of liquid water. Thermal energy 
carried by liquid water is proportional to water flow and thermal energy of water. Therefore the 
total soil heat flux density qh is described as
qh = —AVT + (L + TCw)qv + TCwqw Eq. (1)
where qh is the heat flux density (W m-2), A is the thermal conductivity (W m-1 K"1), T is soil 
temperature (K), L is the latent heat of vaporization (^2.45 x 106 J kg-1), Cw is volumetric heat 
capacity of water (J m-3 K"1), qv is vapor flow (kg m-2 s-1) and qw is water flow.
Water transport
Water transport in the soil surface zone can be described using Richards' equation (Philip 
and de Vries 1957; de Vries 1963), where water flow qw is driven by a gradient in water
APPENDIX-B
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potential (sum of matric potential y  and gravitational potential gz) and is proportional to the 
hydraulic conductivity K :
d9 Eq. (2)
—  = qw = - K V (y  + gz)
where 6 (m3 m -3) is the volumetric moisture content, y  (J kg-1) is the matric potential, K (kg s m ­
3) is hydraulic conductivity, t  is the time (s), g is the acceleration due to gravity, z is vertical 
distances (positive upwards). K depends highly non-linear way on y.
Vapor transport
According to Fick’s law, the isothermal vertical water vapor flow (qv i ) is driven by a 
gradient in water vapor concentration as follows:
_  n dcv Eq. (3)
Rv,i = ^
where qv i is the vapor flux density (kg m -2 s-1), Dv is vapor diffusivity in soil (m2 m -1), cv is the
soil vapor concentration (g m -3). Vapor concentration is obtained by:
cv = hCy Eq. (4)
where h is fractional relative humidity and c'v saturated vapor concentration. If the soil is in 
isothermal condition, the variation of vapor concentration with depth can be defined as:
dcv ' dh  Eq. (5)
dz Cv dz
The h was calculated from the pressure head using thermodynamics relationship between 
liquid water and water vapor in soil pores as:
(Mw y \  Eq. (6), (  \
h = exp { - W )
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where Mw is the molecular weight of water (0.018 kg mol-1), y  is soil water potential (J kg-1), R 
is the gas constant (8.31 J mol-1 K-1) and T is temperature (Kelvin). Substituting these expression 
into Eq. (3), vapor flow can be written as:
_  _  d y  Eq. (7)
Qv,i iaz
and
_  Dvc^hrMw Eq. (8)
v =  RT
where k v is the water vapor conductivity. This description only accounts for matric potential 
gradients. The vapor concentration gradient is the driving force and it can be separated into 
thermal and water potential driven flow. A more general analysis of soil evaporation must 
include the effect of temperature gradients on water transport. Therefore, the total water vapor 
flow (qv) is described as sum of an isothermal flux component (qv i), and a temperature driven 
flux com p o n en t^ ,r ) as described by Bittelli et al. (2008).
qv = qvi + qvT = —Dvd^,Vh — DvhsVT  Eq. (9)
where qv is non-isothermal vapor flow, qv i is isothermal vapor flow (equivalent to Eq.(3)) and 
qv T is the temperature driven vapor flow, which can be given as:
^  = —D , h s ^  Eq. (10)
az
where s is the slope of saturation vapor concentration function is given by:
s = AMwVm/P  Eq. (11)
where A is the slope of the saturation vapor pressure curve at temperature T , Vm is the molar 
volume of air (41.4 mol m3, at sea level and 20 °C), and P (kPa) is the barometric pressure.
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Multiplication by MwVm is necessary to convert (mol/mol) to (kg m-3). For the vapor pressure 
curve, the equation of Buck (1981) has been applied at temperature T ,
Saturation vapor concentration is: c'v = esMw/(R T).
Soil parameters 
Thermal properties
Soil thermal conductivity A in Eq. (1) is a function of the geometrical arrangement of the
well as water content and on the soil temperature. Therefore an estimation of the thermal 
conductivity of soils with varying moisture content and temperature is necessary to account for 
soil moisture changes. Model incorporates the parameterization proposed by Campbell et al. 
(1988) which is based on the theory of de Vries (1963). They fitted the model to thermal 
conductivity measurements of soil samples differing in texture, bulk density, water content and 
temperature. In their model, the soil is considered as a mixture of water, gas and solid material 
and each element has a thermal conductivity, Aw (water), Aa (air), Am (mineral), and kw, k a, km 
are the weighted factors. Computation of the weighting factors is described in Campbell et al.
Eq. ( 12)
where T is temperature in (°C). The slope of the saturation vapor pressure (kPa K-1) over liquid
water at temperature T is given by:
A (T + 237.3)2
4098es Eq. (13)
phases (air, water and mineral) of the soil material which strongly depends on both mineral as
(1988).
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This relationship is:
Eq. (14)
where 6, x a and xm are volumetric fraction of water, air, and solid material, respectively. More 
information about how to calculate weighting factors is described by de Vries (1963).
Soil hydraulic properties
Campbell’s model (Campbell and Shiozawa, 1992) was used to predict the soil hydraulic 
properties and water potential:
volumetric moisture content, 6S is the saturated volumetric moisture content, b is shape 
parameter related to pore size distribution of the porous medium. The hydraulic conductivity 
function is written as:
conductivity. Saturated water content 6S is equal to the porosity (O) and is related to bulk density 
(pb) and average density of soil minerals(pm):
Eq. (15)
where y  (J kg-1) is the matric potential, y  (J kg-1) is the air entry potential, 6 (m3 m-3) is the
Eq. (16)
where K (kg s m-3) unsaturated hydraulic conductivity and Ks (kg s m-3) is saturated hydraulic
Eq. (17)
Pm
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Direct measurement of the soil moisture characteristics can be obtained from the 
laboratory and field measurement but the hydraulic conductivity was derived using pedotransfer 
functions (Cambell and Shiozawa, 1992) and measurement soil texture (% of sand, silt and clay) 
and bulk density.
Vapor parameters
The vapor diffusivity Dv in soil depends on the air filled volume fraction and is expressed
as:
where e is a soil parameter that depends on the air filled volume fraction x a on soil geometrical 
properties. Under saturated soil condition, e(xa) goes to zero and no vapor flows. The air filled 
porosity is computed by the difference between moisture content at saturation (6S) and actual 
moisture content. The parameter e (xa) is given by,
where p  and m  are empirical parameters that depends on the shape of the soil particles. With p  = 
0.9 and m  =2.3 were used in this simulation (Penman 1940).
The binary diffusion coefficient for water vapor in the air which depend on pressure and 
temperature, is given as:
where standard conditions D0(T273.15K, 101.3 kPa) = 2.12 X 10 5 (m2 m-1) for water vapor
and the air exchange in the soils without a continuous gas phase is negligible (Campbell 1985).
Dv = D0(T ,P ) e (x a) Eq. (18)
£(^a) = P (Xa)m Eq. (19)
Eq. (20)
in the air phase. The diffusivity of air in liquid water is much smaller (about 2 X 10 9 m2 m-1)
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Boundary conditions for water vapor transport
The flow of energy and water across the interface between ground surface and 
atmosphere in the model were determined by using the meteorological (air temperature, relative 
humidity, precipitation, wind speed, wind direction, and global radiation) and soil data (e.g. 
saturated moisture content, thermal conductivity, saturated conductivity).
Water
Water flow in the upper surface is given by precipitation but if  the system has the 
irrigation it has to be added to the precipitation.
Vapor
Vapor flow is given by evaporation (E) with the rate of E is based on the vapor transport 
formula, driven by the vapor concentration gradient between the air and the soil surface:
where E is the evaporation rate, rv is aerodynamic resistance for water vapor transfer (s m-1), rs is
where 6min = 15% is an empirical parameter and 6top [%] is the water content in the top 1 cm 
layer.
Eq. (21)
the soil surface resisitance for water vapor transfer (s m-1), cva is the atmosphere vapor
concentration at height zref  (mol mol-1), cvs is the vapor concentration of the soil surface (z0)
(mol mol-1). The surface is at height z 0= 0 m.
The soil surface resistance can be calculated as follow (Griend and Owe, 1994):
vs 10sw, exp (0 .3S63(6min 6 o^p)) Eq. (22)
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Aerodynamic resistance rv depends on wind speed, level of turbulence, soil surface 
roughness and thermal stratification of the boundary layer. For the calculation of rv we will 
follow the description of Campbell (1985).
1 , ( z ref — do + ZH\  
l n {  %  )  + * "
Eq. (23)
" u*k
where u* is friction velocity, k  von Karman's constant, z ref  the height where air temperature is 
measured, d 0 is the zero plane displacement for the surface, zH is called surface roughness 
parameter for heat and &H is a stability correction factor for heat.
Friction velocity can be given by:
u* = uk
, ( z ref do + Zfrf\
In I --------------------- I + <PM
V ZM )
Eq. (24)
where zM is called surface roughness parameter for momentum and is a stability correction 
factor for momentum. A typical value of soil surface roughness is 0.01 m, which was used here 
to calculating rv (Campbell and Norman, 1998). In addition, the parameters for typical crop 
surfaces are:
d 0 = 0.77hc Eq. (25)
zM = 0.13hc Eq. (26)
zH = 0.2zm Eq. (27)
where hc is the height of the surface elements, in the simulations of bare soil this is around: hc = 
0.01 m.
The atmospheric stability correction factor depends on the difference between air and soil 
temperature: When soil temperature is colder than air, the atmosphere is stable. But when soil is
i
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warmer, warmed-up air moves upwards and leads to turbulence. Therefore the stability 
correction factor depends on a stability parameter in this case the Obukhov number C was 
consider to parameterize the non-neutral condition:
_  - k z refgH  Eq. (28)
chTku*3
where H is the sensible heat flux in the boundary layer. H < 0 means that sensible heat flux is 
negative, hence soil temperature is lower than air temperature and the atmosphere is in stable 
conditions. The stability correction factor can now be calculated:
4.7C i f  H < 0  Eq. (29)
cpH = '
1 (1  + [ 1 - 1 6 C 2) i fH  > 0| —2ln
And
_  } <PH i f  H < 0 Eq. (30)
= —0.6<Ph i fH  > 0
The stability parameter C depends on the sensible heat flow H at the upper boundary, H, 
however, depends in turn on C. Therefore there is no way to know a priori in what stability 
condition the atmosphere is if  fluxes cannot be calculated. Therefore C and the corresponding 
heat flow H have been calculated in three numerical loops: 1) we consider <PH = 0 and = 0 
ad from there fluxes an momentum can be calculated; 2) using those values of heat and 
momentum a value of C can be calculated which then enters in the set of non-neutral corrections 
Eq.(29, 30) which then allow for actualization of heat and momentum; 3) last loop is just to 
confirm that a new value of C is calculated and therefore new values &H, , C and H are
therefore updated.
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Energy
Thermal energy flow at the surface boundary consists of sensible heat, latent heat, a 
convective part transported by liquid water during precipitation and radiative energy flow:
where positive qh means that net thermal energy is moving from the soil surface upwards. H is 
sensible heat flow, E evaporation rate, L latent heat of vaporization, T air temperature, Pr 
precipitation rate and Rnet is net radiation from the soil surface upwards, that means radiation 
from sun and atmosphere contribute negatively and radiation from the soil is positive.
Sensible heat flow can be given as:
where rh — rv is aerodynamic resistance for heat which is equal to aerodynamic resistance for 
vapor. Ta is temperature of the air at reference height zref  and Ts the soil surface temperature.
The radiative energy exchange at the soil surface is composed of the absorbed short wave 
radiation from the sun (Rsun), the long wave radiation from the atmosphere (Ratm) and the long 
wave radiation emitted by the soil surface (Rson).
The energy emitted from the soil is given by Stephan Boltzmann’s law:
Rh = H + LE + TCwp r  + Rnet Eq. (31)
„  _  Cn(Ts — Ta)n  — ----------------
Eq. (32)
Eq. (33)
where es is the soil emissivity, a  Stephan Boltzmann’s constant, and Tx:Soilthe soil surface 
temperature in [K].
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The absorbed short wave radiation is measured incoming short wave radiation Rmeas 
weighted by the absorptivity (1-albedo):
Rsun (1  albedo) Rmeas Eq. (34)
An average albedo value for agriculture field was about 0.15 during growing season (Sharrat 
1993).
Long-wave radiation from the atmosphere is:
Ratm — £ac°T lair Eq. (35)
where T x air is the temperature of the air and eac is the atmospheric emissivity, that depends on 
vapor concentration of the air cva, and fractional cloud cover c1:
1 Eq. (36)
^ac — ( 1 -  0 m c i)0 .5 Q c 7va + 0.Q4C1
The fractional cloud cover is related to the transmissivity Tt of the atmosphere: c1 = 2.33
- 3.33Tt (valid for 0 < c1 < 1). The transmissivity of the air is a daily value calculated by
comparing the measured daily incoming short-wave radiation Rmeas,day to the potential
incoming short wave radiationRp0tday:
rj, _  ^meas,day Eq. (37)
l t  = ~Rlypot,day
The potential incoming short wave radiation during one day depends on latitude f, solar 
declination d and half daylength hs (in rad):
Rpot.day — 117.5 MJ m - 2 [hs s in0  sinS + cos0 cosS sin  hs] /n  Eq. (38)
where half day length is given by cosShs — —ta n 0 / ta n 8  and the solar declination 8 depends
on the day of the year, d:
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sinS = 0.399 sin[4.87 +  0.0172d + 0.0335sin(6.22 +  0.0172d)] Eq. (39)
The total radiative energy flux is written as:
R-sun = Rsoil — R-sun — Ratm Eq. (40)
Soil surface temperature
A reliable value of soil surface temperature (Ts) is needed to compute the soil surface 
relative humidity (h) from soil surface water potential (Eq. (6)) when using Eq. (21). In the Eq. 
(6) shows that for the same value of soil water potential, at a higher soil surface temperature 
there will be a higher soil surface relative humidity (the water potential has a negative value in 
the Eq. (6)), while at the same atmospheric vapor pressure, there will be a smaller vapor pressure 
gradient between the atmosphere and the soil surface, affecting evaporation rates. For instance, 
under the same soil water potential conditions, if  soil surface temperature is underestimated, 
evaporation rates are overestimated. Soil surface temperature has also been used as a proxy to 
compute soil evaporation by using the temperature differential between the soil surface 
temperature under a dry and a wet soil conditions, instead of the sensible heat flux (Guo Yu et 
al., 1999). Using this method the author proposed an evaporation transfer coefficient that 
replaced the aerodynamic resistance term. However, in their work the soil surface resistance term 
is not considered and evaporation is overestimated. Using a numerical solution of heat flow 
allow to obtain reliable values of soil surface temperature, by using thin (1 mm) computational 
layers at the top. In this work hourly values of air temperature were available, which were used 
as upper boundary condition for soil temperature, when daily maximum and minimum 
temperature only are available, it is possible to use trigonometric functions with a period of 24 h 
(Campbell, 1985).
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The scheme indicating the coupling of driving terms (temperature, liquid water and vapor 
concentration) and the resistive and conductive terms was depicted in Figure 1. In the model, 
surface boundary conditions were set using the measured atmospheric boundary conditions (i.e., 
air temperature, vapor pressure and radiant energy). For the computation of liquid water flow, 
specified soil water potential boundary conditions were set during an irrigation period, by setting 
the upper computational layer at a water potential ym = y e , as specified in Eq. (15). After the 
end of the irrigation the upper boundary condition was variable water potential. The computed 
water potentials and temperatures of the soil surface layers were used to calculate the relative 
humidity (therefore the vapor pressure) used for vapor flow calculations (Eq. (6)). Free drainage 
(unit gradient) boundary conditions were set at the lower boundary, since the water table was far 
below the 1 m depth, set at lower boundary for the numerical experiment. The simulation was 
performed for 216 h (9 days) corresponding to the experiment duration. A time step of 1 h was 
used both for the simulation and the experimental data collection. After implementation of the 
initial and boundary conditions, the program simultaneously solved for the liquid water, water 
vapor, and heat fluxes.
The flow region is one-dimensional with total length z = 100 cm divided into 100 
elements. To improve the precision of the numerical solution in the surface layers (relevant for 
computation of evaporation) the first two centimeters of soil were discretized into 10 layers of 
0.2 cm depth, therefore using a finer grid near the surface. A Crank-Nicholson scheme was used 
(Ames, 1992). The mass balance equation for heat flow at a node is (Campbell, 1985).
Numerical implementation
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(A T , — A - iT ,-x )  (A,+1T,+1 — AT,) _  C„(T’+  — T ’)(Z, — z M ) Eq. (40
Z i —Zi- 1 Z i+1—Zi 2At
where A is the element thermal conductivity, T is the node temperature and Ch is the node heat 
capacity. The subscript i identifies the node, and the superscript j  indicates time. Similarly, the 
mass balance equation for water flux at a node is
(Kl V l ~ K , - i Vl- 1) (K,+ 1VI+1 ~ K , V :) ...................  P(el+1 — e 1l )(z ,+ 1 — z , - i )  Eq (42)
^++— 1 , 9 (K ‘-1 — Kd = 2m
where K ( y )  is the element hydraulic conductivity, y is the node water potential, 6 is the node 
water content, g  is the gravitational constant and p  is water density (1000 kg m-3 at 4 °C). Eq. 
(41) and (42) are mass balance equations where the right side is the change in heat or water 
content at position x t xi over the time period At, and the left side is the difference between influx 
and outflux to and from the computational element, which depends on the temperature and water 
potential gradient. Mass balance equations similar to Eq. (41) and (42) were written to solve for 
vapor flux (Campbell, 1985).
Numerical solutions of Eq. (41) and (42) were obtained by using a Newton-Raphson (NR) 
algorithm for the nonlinear difference equations for heat, liquid water and vapor flow. The NR 
algorithm is a robust numerical solution (Paniconi and Putti, 1994), where the jacobian matrix is 
tri-diagonal, and consequently the Thomas algorithm can be used (Press et al., 1992). The 
advantage from using the NR algorithm are the numerical robustness and the non-dependence of 
the algorithm to the time-step choice that can be much larger without any stability restriction on 
At  (Morton and Mayers, 1994). The NR algorithm requires that iterations find new values for A y  
and At, thereby reducing the mass balance error for that node. This feature allows a full coupling 
of the different flow phenomena at each time step because the solver simultaneously computes
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new values of node temperature, water content, and vapor concentrations. Iteration continues 
until the mass and heat balance are within a specified limit. In this work, the maximum allowable 
limit was 10-6 kg m-2 s-1 for liquid and vapor water fluxes, and 10-8W m-2 for heat fluxes.
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