In this paper we consider a model of hyperbolic balance laws with damping on the quarter plane (x, t) e R+ x R+. By means of a suitable shift function, which will play a key role to overcome the difficulty of large boundary perturbations, we show that the IBVP solutions converge time-asymptotically to the shifted nonlinear diffusion wave solutions of the Cauchy problem to the nonlinear parabolic equation given by the related Darcy's law. We obtain also the time decay rates, which are the optimal ones in the L2-sense. Our proof is based on the use of the classical energy method.
Abstract.
In this paper we consider a model of hyperbolic balance laws with damping on the quarter plane (x, t) e R+ x R+. By means of a suitable shift function, which will play a key role to overcome the difficulty of large boundary perturbations, we show that the IBVP solutions converge time-asymptotically to the shifted nonlinear diffusion wave solutions of the Cauchy problem to the nonlinear parabolic equation given by the related Darcy's law. We obtain also the time decay rates, which are the optimal ones in the L2-sense. Our proof is based on the use of the classical energy method.
Introduction.
Let us consider the following model of hyperbolic equations with damping, on the quarter plane R+ x R.+ (R+ = (0, +00)) given by {Vt -Ut = 0, * (x,t)eR+xR+, (l.l) ut + p(f)* = -au, which models a compressible flow with dissipative external force field in Lagrangian coordinates.
The external force term -au appears in the momentum equation. Here, v > 0 is the specific volume, u is the velocity, the pressure p{v) is a smooth function of v such that p(v) > 0, p'{v) < 0, and a > 0 is the damping constant.
It has been proved in Marcati and Milani [13] in the case of weak solutions and in Hsiao and Liu [7] , Nishihara [19] in the case of smooth solutions that the solutions (v,u) (x,t) to the corresponding Cauchy problem of (1.1) tend time-asymptotically to the nonlinear self-similar diffusion wave solutions (v,u) (x,t) (v(x,t) = <fi(x/\/l +1)) of the porous The convergence theory on the nonlinear diffusion waves for the Cauchy problem can be found, for instance, in [14, 3, 1, 8, 2, 9, 5, 4, 15] , and in the references quoted in those papers.
Denote by v(x,t) any solution of (1.2) with the end states iJ(±oo, t) = v±, v+^v_.
(1-4)
Due to the Darcy law u(x,t) = --^p(v)x, we have u(±oo, t) = 0.
(1.5)
Suppose that the initial data for (1.1) satisfy the following limiting conditions:
(v,u)\t=o = (vo,uo){x) -» (v+,u+) as x -> +oo.
(1.6) Moreover, we assume that the following boundary condition for (1.1) holds: v\x=o = g{t), tE R+, (1.7)
where g(t) takes a value on [i>+,u_] (or say [u_,t;+] , if < v+). This kind of boundary condition arises in several physical problems and, in particular, it has been considered, in a different setting, to model the isentropic hydrodynamic flow of electrons in a semiconductor device, where the Ohmic contact is described by using a boundary condition on the electron density. This problem will be considered in a forthcoming paper by the authors.
The main purpose of this paper is to show that the solutions of (1.1) with the initial data (1.6) and the boundary condition (1.7) converge to the nonlinear diffusion wave solutions of (1.2) when v+ ^ V-and the initial-boundary perturbations are small. This will be given in the following Sections 2 and 3. In the special case v+ = i>_, the convergence of the IBVP solutions (v,u)(x,t) to the constant solutions (v,u)(x,t) = (f+,0) will be discussed in the last part of this paper. Therein, instead of the boundary condition (1.7), we will consider a boundary condition on u. Now, let us assume for the moment that v+ ^ V-. In general, we will consider the situation in which g(t) converges as t -> +oo. As a prototype of this situation we will investigate the case where g(t) -> v+ as t -> +oo. To overcome the difficulty of large boundary perturbations,
we will introduce a suitable time-dependent shift function on the time t. Such a technique was used to treat the convergence to travelling waves in [12, 11, 17, 18] for some examples of conservation laws with the boundary conditions. To be consistent with the known decay estimates for the corresponding Cauchy problem given in [7, 19] , we assume that \d(t) -f+| = 0(l)|u+ -u_|(l -R) ~71, 7i >3/4, (1.8) and the compatibility condition ff(0)=«o(0).
(1-9)
Since the nonlinear diffusion wave v(x,t) = <j>(x/y/t+T) of (1.2) satisfies (see [7, 19]) |u+ -v(x,t)\ < C\v+ -t;_|e~CoQ? , £ = x/y/t + 1, for x > 0 (1-10)
for some constants C > 0 and Co > 0, let us choose the shift function d(t) in C3(R+) such that d{t) > 0 for all t > 0,
(1.13)
Here, we denote d(0) = do-The function d(t) satisfying (1.11)-(1.13) includes many examples. Two kinds of important examples are d(t) = y/l + t ■ \/clog(2 +1) with c > 72/(qco) and d(t) = (1 + t)i+c with any c > 0. Note that the choice d(t) = y/T+t ■ a/ci log(2 +1) with c\ = 72/(000) is the weakest one in the sense of optimal decay rates.
Because of the second equation of (1.1), we have u(x, t) -> e~~atu+ as x -» +00 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) and the implicit relation
Let us denote (v,u) = (v,u)(x + d(t),t): the shifted nonlinear diffusion waves of (1.2).
By (1.3) we get 
(1-24)
by integrating it over [x, +oo) and by using that (v-v-■0)|I=+oo = 0, (u-u-u)\x=+oc = 0 and (1.15), (1.22) we have
Jo
Since vx(0,t) can be controlled automatically by the equations (1.1), we conjecture that the right-hand side of (1.25) is integrable and the integration tends to zero as t goes to infinity, namely,
(1.27)
In the next sections, we will prove that this ansatz is true. Due to the previous analysis, let us define the new variables 
The corresponding initial data are given by 35) and the boundary value is given by (1.7) and (1.22):
Plugging the first equation of (1.31) into the second equation of (1.31), we have the following Neumann type IB VP:
where F := fi + f2 and
Prom the compatibility condition (1.9), we may easily check the other compatibility condition G(0) = Vo,x(0) for the IBVP (1.37).
In the following two sections, we will prove that the IBVP (1.37) has a unique global solution with some algebraic decay rates in the L2-sense by the elementary energy method.
Notation. Here and after here, we denote several generic constants by c or C, or Ci,Ci. 2. Nonlinear diffusion waves and main theorem. In this section, we firstly recall the properties of the nonlinear diffusion waves. Then we are going to state our main result on the convergence to the suitable diffusion waves.
As shown in [6], [7] , and [19] , since the nonlinear diffusion equation 
and the following decay estimates:
To avoid the singularity at t = 0, we prefer to set v(x,t) := T*(x,t+ 1) = (j){x/y/1 + f). (2.7)
Our main theorem can be stated as follows. 
Since we intend to apply the classical continuation method, we will give a proof of Theorem 2.1 based on a local existence result together with higherorder a priori estimates, which are the core argument.
Since the local existence can be proved by a standard method, see, for instance, Matsumura
[16] and Nishida [20] , our main effort, in this section, will be to prove the a priori estimates.
The outline of the proof is quite similar to that one in the paper of Nishihara [19] .
Let us define
for any T £ [0, +oo]. We will prove our estimates in five steps. Our estimates will provide both the a priori bounds and the decay rate at the same moment.
Step 1. The decay rate for Vx and Vt. We begin with the first-order energy estimate. Since -p'(v) > 0, \p"{v)\ < C, 0 < d'{t) = 0(1)(1 + t)_1/2(log(2 + t))1^2 < C, and |^t| < C\v+ -v_|, |ux| < C\v+ -v_|, letting |w+ -v_| < 5 •C A, we obtain for some
Now we deduce the boundary estimate. By using (1.8), (2.3), and (1.12), one has and by u|x=o = 0 (see (1.19) ), Vx\x=o = G(t), we have another boundary decay as follows: exp (~C0Q fe)) dvhi
On the other hand, the boundary integration I2 can easily be controlled from (3.15) and 71 >3/4. Then 12 < C5N(t) f (1 + t)"(27i + ^ < CSN{t). Similarly, thanks to (1.11)-(1.13), (1.18), (1.19), (1.23), and (2.3)-(2.5), by using the Taylor expansions (3.13) and (3.14), we show + CS J j(l + r)"^72+1)(log(2 + r))2 + (1 + t)"(72+2) j ||Vx(t)||2dr
< CS + CS f \\Vx(t)\\2 dr, 72 >3/4. In order to estimate the second part /a, of the nonlinear term F, we notice that the terms d"(t) [v+ -v(x + d(t) 
, t)], d'(t)2vx(x + d(t),t), and d'(t)vt(x + d(t),t) have a faster timedecay with respect to the last term ad'(t)[v+ -v(x + d(t),t)]\ then we restrict ourselves
to analyze this last term. Since of d(t) > 0, (1 +t)5^4|Vt|, one has (1 + t)1^4|V| < CN (t) and (1.13), then it follows that t pOC noo ad!(t) [v+ -v(x + d(r) and [ (1-+t) 
Since \vt{x + d(t),t)\ = 0(l)(l + t)_^+72^ and \d'(t)vx\ = 0(1)(1-K)~(1+72)(log(2 + t))5 for all x 6 M+, 72 > 3/4, see (2.3), (2.4) and (1.11)-(1.13), by using the energy estimate (3.2), we get
By using the estimate (3.29) for the slowest decay term for 72 > 3/4, one has
Jo (3.36) = aCSN(t) f (1 + r)~^72+^(log(2 + t))1/2 dr Jo < CSN(t). Thus, integrating (3.32) over [0, <] and using (3.33)-(3.37) and the basic estimate (3.2), we prove (3.31) provided that N(t) + S -C 1. □
Step 2. The decay rate for Vxx and Vxt. Let us differentiate (1.37) in x and multiply the resulting equation by Vxt. Then by integrating it over [0, +00) with respect to x, we get 1 ri r°° rv r00
2 dt Jo (3.38) r r°° r°°+ C(N(t) + 5) (1 + t)~2 / V2 dx + { 1 + t)-1 / dx Jo Jo + C<5(l + £)"(f+73)(log(2 + *))5.
Here we used (1.8), (1.11)-(1.13), and the decay estimates (2.6) for the diffusion waves. Note that | + 73 > 3, since 73 = min{7x,72} > 3/4. From (3.9) and (2.3), (2.4), and the inequality (1 + t)5^4\Vxx(x, £)| < CN(t), the boundary decay can be estimated as follows:
where | + 71 > 3, since 71 > |.
On the other hand, by differentiating (1.37) in x, by multiplying the resulting equation Step 3. The decay rate for Vxxx and Vxxt■ First, we are going to prove the boundary estimate in the higher-order case. From (1.37), that is, (3.47) then (3.47) and Vx\x=o = G(t), v\x=o = 0 gives us
By making use of (3.48), (3.9), (2.3)-(2.5), (1.12), and (1.13), as well as 71,72 > 3/4, and by integrating by parts with respect to t, thanks to the inequality (1 + t)3/4\Vx(0,t)\ + (1 + t)5/4\Vxx(0,t)\ + (1 + t)7'A\Vxt{0,t)\ < CN(t), FIERANGELO MARCATI and MING MEI we estimate the boundary integral as follows:
I t 3 / ( rrJ (TT (1 + t) ((P (v)Vx)xxVxxt) dr x=0 <CS + CSN(t){ 1 + i)-(73-i)(log(2 + t))i + C8N{tf( 1 + <)~73(log(2 + t))a + CSN{t)3{ 1 + t)~l + C5N(t) f (1 + r) ^73+4^(log(2 + r))2 dr Jo + C6N(t)2 f (1 + r)_l-73+1'(log(2 + r))5 dr + C5N(t)3 f (1 + r)_(73+^ dr Jo J o <C6, 73 = min{7i,72} > 3/4, (3.49) provided N(t) <C 1.
Differentiating (1.37) twice in x and multiplying it by (1 + t)3Vxxt, by procedures similar to Step 2 and by using the estimate (3.49), we prove Lemma 3.6. It follows that Step 4 
Thanks to the inequality (l + t)5/4\Vt(0,t)\<CN(t), and (2.3), (2.4), (3.9), and (1.12), by integrating by parts in t, we estimate the boundary integral as follows: A combination of the Lemmas 3.7 and 3.8 yields the optimal decay rates, namely, Lemma 3.9. Under the previous hypotheses, one has
(1 + i)2||Vt(t)||2 + (1 + t)3\\{Vtt, Vxt)(t)\\2
+ A(1 + r)2\\Vxt{T)\\2 + (1 + r)3||ytt(r)||2] dr (3.59) Jo <C(\\Vo\\22 +11^111 +6), provided N(T) + S -C 1.
Step 5. The decay rate for Vxxt and VxU ■ By similar procedures as in Steps 2-4, since the boundary integration for the higher-order case can also be treated like Step 3, we can prove Combining Lemmas 3.2, 3.5, 3.9, and 3.10, we prove our estimate (2.8).
4. Concluding remarks. In this section, as concluding remarks, we are going to discuss two situations. One is the convergence in the special case v+ = f_. Another one is the case of boundary layer on u.
In the case of v+ = V-, we know that the equations (1.2) have the constant solutions (v,u)(x,t) = (n+,0). As shown in the Introduction, let The above decay rates are almost optimal in the L°°-sense, comparing with the corre- Finally, we deal with the situation of boundary layer.
Remark 4.2. If we put the boundary condition u\x=0 = b(t) (4-8)
for equations (1.1), instead of the boundary condition (1.7), the corresponding convergence result is similar to Theorem 2.1 and Remark 4.1, under the natural restrictions on b(t).
