Abstract. In this paper there are estimated the derivatives of the solution of an initial boundary value problem for a nonlinear uniformly parabolic equation in the interior with the total variation of the boundary data and the L ∞ −norm of the initial condition.
Introduction
In this paper we are interested to estimate the L 1 −norms of the derivatives of the solution of a nonlinear parabolic equation. More precisely, we estimate the derivatives of the solution of an initial boundary value problem in the interior with respect to the total variation of the boundary data and the L ∞ −norm of the initial datum. We split the solution in three parts, one depending only on the initial datum and the other two depending only on the boundary data. Moreover 
where a ∈ C 3 (R 2 ), 0 < a * ≤ a(·, ·) ≤ a * < +∞,
and ϕ ∈ C 2 ([0, 1]), g 0 , g 1 ∈ C 1 (R + ) ∩ BV (R + ), g 0 (0) = ϕ(0), g 1 (0) = ϕ(1).
The main results of this paper are the following ones.
Theorem 1. Let W = W (t, x) be the classical solution of (1), with a = a(x, y) satisfying (2), ϕ = ϕ(x), g 0 = g 0 (t), g 1 = g 1 (t) satisfying (3) and c 1 > 0. There
for all 0 ≤ x ≤ 1 and T ≥ c 1 .
Theorem 2. Let W = W (x, t) be the classical solution of (1), with a = a(x, y) satisfying (2), ϕ = ϕ(x), g 0 = g 0 (t), g 1 = g 1 (t) satisfying (3), c 1 > 0 and
for all T ≥ c 1 .
In the literature there are well-known interior estimates on the L ∞ −norm of the derivatives of the solution of (1), called Schauder estimates (e.g. see [2] ) and the ones on the L 2 −norm (e.g. see [4] ).
As a motivation and application of this results we can see [1] . There the authors prove the convergence of the vanishing viscosity solutions for a particular 2 × 2 system of conservation laws. They show the compactness of that family of solutions via uniform estimates on the total variation and Helly's Theorem. A basic ingredient of these estimates (see [1, Lemma 3] ) is proved here as Theorem 2.
and consider the solution u = u(t, x) of the problem
By uniqueness, W ≡ u (see [3, Theorem VI 5.2] ). Now fix c 1 > 0 and 0 < ε < 1 2 , by Schauder estimates (see [2, Chapter 3, Section8] ), there exists
and so, by the definition ofā and (2),
To simplify some technical aspects of the proofs, we shall assume also that (see (3))
be the solutions of the linear equation
satisfying the initial and boundary conditions
respectively. By (6) and the linearity of (7),
is the solution of (1).
In Section 2 we prove the estimates (4) and (5) for u 2 and u 3 , namely we consider the case of (1) with the null initial condition. On the other side, in Section 3 we prove the same ones for u 1 , namely we consider (1) with the null boundary data. In Section 4 we give the proofs of Theorems 1 and 2. Finally in the last Section (the Appendix) we prove two lemmas, the first one is a simply measure theory result, the second one consists of two Poincare type inequalities.
The proofs of these two lemmas are needed for the sake of the best-constants.
The Case with Null Initial Condition and General Boundary Data
In this section we want to prove some estimates on the derivatives of the maps u 2 and u 3 , defined in the previous section.
Lemma 3. There results
Proof. Define
Let v 2 and ω 2 be the solutions of (7) such that
Since (7) is linear, by (9),
Moreover, v 2,xx and ω 2,xx are solutions of the equation
and, by the definition of h 0 and k 0 ,
by the Maximum Principle (see [3, Theorem I 2.1]), v 2,xx and ω 2,xx are positive.
So v 2 (t, ·) and ω 2 (t, ·) are convex in [0, 1], for each t ≥ 0. By (2) and (7), we have
Fix T ≥ 0 and 0 ≤ x ≤ 1, by the Maximum Principle and the monotonicity of h 0 , there results
So, by (12) and since h 0 (0) = 0, we have
and analogously
then, by (9), (10), (13) and (14),
So the proof is concluded.
In the same way we can prove the following.
Lemma 4. There results
Lemma 5. There exist two constants C 1 , δ 1 > 0 depending only on a * , a * , k,
for i = 2, 3 and all T ≥ c 1 .
Proof. Fix i ∈ {2, 3} and 0 ≤ t ≤ T, by (7), there results d dt
By formulas (A.2) and (A.3) of the Appendix, we have
respectively and then
Moreover, there exists δ 1 > 0 such that, if x 2 − x 1 < δ 1 , there results
and then, by (15),
Since
and
we have, by (16), (17) and (18),
where
By Lemma A-1 of the Appendix, there results
The Case with Homogeneous Dirichlet Boundary Conditions
In this section we want to prove some estimates on the derivatives of u 1 , defined in Section 1.
Lemma 6. There exists a constants C 2 > 0 depending only on a * , a * , k, c 1 ,
Proof. Let v 1 = v 1 (t, x) and ω 1 = ω 1 (t, x) be the solutions of (7) satisfying the following conditions
for 0 ≤ x ≤ 1 and
for t ≥ c 1 . By the linearity of (7), (19) and (20) there results
Moreover v 1 (c 1 , ·) and ω 1 (c 1 , ·) are convex. Since v 1,xx and ω 1,xx are solutions of (11) and
by the Maximum Principle, v 1,xx and ω 1,xx are positive. So v 1 (t, ·) and ω 1 (t, ·) are convex in [0, 1], for each t ≥ c 1 . By (2), (7), (19) and (20), we have
Fix T ≥ c 1 and 0 ≤ x ≤ 1, there results
By the Maximum Principle and the definition of u 1 , v 1 , ω 1 there results
By the Maximum Principle and the definition of u 1 , there results
there exists 0 <x < 1, depending on c 1 , such that
Let be 0 <ε < 1 2 such thatε ≤x ≤ 1 −ε, there results
Moreover, by the Schauder Estimates, there exists a constant K 2 > 0 such that
Finally, by (21), (22), (23) and (24) we can conclude
Since K 2 depends onε that depends on c 1 , the proof is done.
Lemma 7. There exist two constants C 3 , δ 2 > 0 depending only on a * , a * , k,
Proof. Call
fix ε ≤ x 1 < x 2 ≤ 1 − ε and consider the restriction of u 1 to the the strip
There results
whereū,ũ are the solutions of (7) such that
By Lemmas 5 and 6, there results
Finally, denoteû
Clearlyû is solution of (7) and there resultŝ
Moreover, by the definition ofû, we obtain d dt
By (A.3) and (30), we have
and then, by (25), if
Hence, by Schauder estimates and (30), there exists a constant K 3 > 0 such that
and integrating on [
By (26), we have
then, by (29), (32) and (33), the thesis is done.
Proofs of Theorems 1 and 2
In this section we give the proofs of the main results of the paper.
Proof of Theorem 1. The thesis is direct consequence of (8) and Lemmas 3, 4 and 6.
Proof of Theorem 2. Fix 0 < c 1 ≤ T, 0 < ε < 1 2 and observe that
where W = W (t, x) and u = u(t, x) are the solutions of (1) and (6), respectively. 
Since h, C 1 and C 3 depend only on a * , a * , k, ε, c 1 ,
thesis is direct consequence of (34) and (35).
Appendix: Two Technical Lemmas
In these section we prove two lemmas. The proofs of these two lemmas are more or less well-known. We insert here one of these ones for the sake of completeness and the best-constants.
Lemma A-1. Let f, h ∈ C(R) be positive functions and fix a constant λ > 0. 
