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This research examines the time-series geography of voter
registrations, presidential elections, senatorial elections, and
gubernatorial elections within Kentucky during the period from 1974 to
2020 to explore the dimensions of a changing geography of political party
support. During this time Kentucky realigned from strong election
support for the Democratic Party to consistent election support for the
Republican Party. Using graphs, Dissimilarity Indices, cartographic
analysis, and factor analysis, this study confirms aspects of intra-state
sectionalism and periodization in election results identified in previous
research but finds different characteristics of section and period in voter
registrations. In effect this study finds support for separate
considerations of ‘voter landscape’ and ‘vote landscape,’ thus providing
an important extension of the body of research begun by Archer and
Taylor (1981). This study provides additional information on the nature
of time lags that exist between different statewide offices in when party
support realignment occurs, and thus also extends the work of Webster
(1996), as well as providing examples that offer insight into realignment

models developed by Key (1955; 1959) and Sundquist (1983). Lastly,
this study offers evidence that demographic changes are likely less
influential than changes in electoral behavior to Kentucky’s recent
realignment.
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CHAPTER 1: INTRODUCTION
Identifying and understanding “enduring geographic patterns of
partisan support and volatility” (Archer et al. 1988, p. 44) has been a
prominent research endeavor in the field of electoral geography,
contributing to an understanding of electoral cleavages expressed
geographically as sectional regions as well as temporal stability and
realignment trends for party support within those sections. To date this
research has focused exclusively on patterns that exist in election results
as the indicator of partisanship, which has successfully elucidated the
geographic nature of stability and dynamics in support for political party
candidates and issues over time and space at a variety of scales. The
starting point for the present study is that party support is multifaceted
(Green et al. 2002; Flanigan et al. 2015) and there have been no
comparable studies of other facets of party support, which may or may
not exhibit the same patterns as those of voting results. The present
study contributes to the existing body of knowledge by performing
geographic sectional and realignment analyses of political party
identification within an electorate and comparing the results to identical
analyses of election results to provide a more complete understanding of
the geographic patterns of partisan support and volatility.
An investigation into geographic patterns and temporal trends in
party identification requires 1) a meaningful measure of party
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identification plus 2) data, 3) methodology, and 4) a study area that are
appropriate and meaningful for the intended research. The remainder of
this chapter introduces each of these requirements to lay out the basics
of the intended research, with further elaboration in subsequent
chapters.
Party identification is typically measured in electoral research via
surveys that ask voters if they think of themselves as Democrat,
Republican, or Independent as well as assessing the strength of
association to a party (Stokes 1966; Flanigan et al. 2015). However,
recent research supports the idea that:
party registration acts as an anchor to a person’s party
identification, tying a person to a political party even when
their underlying preferences may align them to the other
party. (Thornburg 2014, p. 137)
Because of that anchoring role of party registration in party
identification, along with methodological issues (covered below)
associated with incorporating survey-based party-identification data in
geographical research, the present study uses party affiliation with voter
registration to represent party identification.
Surveys such as polling are a prominent source of data in electoral
research, particularly in political science, because they can be used to tie
responses to respondent characteristics of interest regardless of the
geographic distribution of those characteristics (Converse 1966).
However, electoral geography has rarely drawn upon survey data (Forest
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2018). Surveys that are initiated without a robust geographical analysis
in mind can have, at best, limited utility in geographical research
(Sheskin 1985). Surveys generally contain too small a sample size that is
irregularly spread out too thinly across space, if they identify locations of
the respondents at all. Attempting a survey that would provide
geographically meaningful data can be cost prohibitive, particularly as
the size of the study area increases. Due to such methodological and
implementation considerations, Sheskin (1985, p. 10) cautions that
“survey research should be used only when no other techniques could
yield similar results” even when it is geographers considering developing
such data. Likewise, surveying voters about their past voting behavior
for historical analysis can be problematic because individual recall of
past behavior can be unreliable (Converse 1966).
Geographically based data sets provided by government agencies
have become the standard for electoral geography research in the United
States, primarily because they cover large areas and lengthy time frames
while being referenced to meaningful geographic units such as counties
or states. These data also have the benefit of representing a complete
population, everyone who voted in an election for example, rather than a
survey-generated sample. Unlike election results data, voter registration
data do not exist nationwide but do for certain states. The present study
utilizes state-provided voter registration and election data.

4
Methodologically, analysis of temporal trends in election results
has primarily focused on the percentage of voters supporting a particular
party during each election, either using the percentages directly or
examining a correlation matrix of each election’s percentages (Pomper
1967). The most fruitful means to date has implemented time-series
factor analysis to statistically analyze patterns in such a correlation
matrix (Archer and Taylor 1981; Archer and Shelley 1986; Archer et al.
1988; Shelley and Archer 1989). The result is a periodization of temporal
sequences of elections that follows Pomper’s (1967) classification of
elections with a focus on identifying “maintaining” periods separated by
“realigning” critical elections as well as shorter term “deviating” elections.
Similarly, Archer and Taylor (1981) employ factor analysis on a
correlation matrix of each state’s percentages to identify national-level
regions of party support, building on Turner’s (1908; 1914; 1922; 1925;
1926; 1932; 1935) and Key’s (1949; 1956) sectional analyses of U.S.
elections. Factor-analytic techniques performed on correlation matrices
also form the basis for this present study’s attempt at identifying
electoral epochs and sections in voter registration and election data.
These techniques are supplemented by graphs and the Dissimilarity
Index to illustrate aggregate temporal trends as well as cartographic
analysis to illustrate geographic patterns in the phenomena being
investigated.

5
Lastly, we turn to the fourth requirement listed above, study area.
Unfortunately, voter registration data do not exist for the entire United
States, so an analysis of the 48 conterminous states comparable to
Archer and Taylor (1981) is not possible. One state, North Dakota, does
not require voter registration for federal or state-level elections. A further
18 states do not allow indication of party affiliation with voter
registration. That leaves 31 states plus the District of Columbia that at
least allow party affiliation to be indicated with voter registration, and, of
those, only 21 states1 take the additional necessary step of requiring
party affiliation (or declared independent/nonpartisan status) with voter
registration and have compiled such data for a sufficient time period to
be useful in temporal election analyses (McGhee and Krimm 2009).
Rather than analyze all 21 in a patchwork fashion, the present study
draws on Turner (1914, p. 591) concept of intrastate “political areas” as
well as following the precedent of previous research that has focused on
individual states (Webster 1992a; 1996; Watrel 2001; Gimpel and
Schuknecht 2002a; 2002b; 2003; Duda and Shelley 2009; Quinton and
Webster 2011). The goal here is not to be all-encompassing but to
demonstrate the utility of analyzing voter registration data, and in turn

These 21 states are, listing from west coast to east coast, Oregon, California, Nevada,
Arizona, Wyoming, New Mexico, South Dakota, Nebraska, Kansas, Oklahoma, Iowa,
Louisiana, Kentucky, West Virginia, Massachusetts, New York, Pennsylvania, Maryland,
Delaware, North Carolina, and Florida (McGhee and Grimm 2009).
1
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demonstrate how party registration can inform the broader scope of party
support research in electoral geography.
The data utilized in the current study is county-level voter
registrations by party from 1976 to 2019 within the Commonwealth of
Kentucky, along with corresponding election data for major state-wide
races from 1974 to 2020. What makes Kentucky ideal is this data set
begins shortly after the end of an extended period of intra-party
competition within the long-dominant Democratic Party in the state and
shortly before the corresponding beginning of a current period of
interparty competition, while also encompassing a period of realignment
to a more dominant Republican Party (Turner and Lasley 2013).
In summary, the current study uses graphs, Dissimilarity Indices,
cartographic analysis, and factor analysis to examine the time-series
geography of both voter registration data and election results data within
Kentucky during the period from 1974 to 2020, to further an
understanding of stability and change in the geography of political party
support. This study is a continuation and extension of the ‘section and
period’ school of research that examines electoral phenomena within
broader political-geographic contexts of power, public spending, and
political economy (Johnston 1979; 1980; Taylor and Johnston 1979;
Archer and Taylor 1981; Johnston and Pattie 2016; Johnston et al.
2017). The specific goals of the present study are to:
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1) identify and analyze any trends and patterns that have
occurred in voter registrations, presidential elections,
senatorial elections, and gubernatorial elections within
Kentucky during the current period of interparty
competition;
2) identify and analyze any sectional divisions that have
existed within Kentucky during the current period of
interparty competition as expressed individually in voter
registrations, presidential elections, senatorial elections,
and gubernatorial elections;
3) identify and analyze any periods of electoral stability and
volatility that have existed within Kentucky during the
current period of interparty competition as expressed
individually in voter registrations, presidential elections,
senatorial elections, and gubernatorial elections;
4) understand the implications of the current study on the
dynamics of party support over time;
5) understand the implications of the current study on the
dynamics of party support over space.
The remainder of this dissertation is divided into four chapters.
The next chapter provides context for the current study with a review of
literature relevant to research into a geographic time-series analysis of
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party support as well as relevant information about Kentucky as a study
area. Looking further ahead, Chapter 3 elucidates the data and research
methodology utilized in this study while Chapter 4 describes the results
obtained. Lastly, the final chapter discusses this study’s findings, draws
conclusions, and suggests some next steps. To improve the readability of
the body of this report the relevant statistical output tables are included
as Appendices following the References.
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CHAPTER 2: LITERATURE REVIEW
The foundation for the body of research in which the present study
is placed is J. Clark Archer and Peter J. Taylor’s (1981) monograph
Section and Party in which they examine relationships between temporal
trends and geographic patterns in U.S. presidential election results for
the 48 conterminous states as indicators of influences on these results.
The bulk of this chapter addresses the various influences, studies, and
themes that relate to this body of research. The goal is a relatively
narrowly tailored review of literature relevant to the present study rather
than an exhaustive review of the entire field of electoral geography. This
chapter concludes with some relevant background information about the
Kentucky study area.
2.1: Votes and Voters
Political parties are in constant competition for support from voters
with the voters themselves basing their support decisions on
comparisons of the parties’ abilities to benefit them (Downs 1957),
comparisons that are influenced by assessments of the parties’ past
performances (Fiorina 1981). A social, economic, or cultural issue-based
cleavage creates a line of division that places different groups of voters on
opposite sides of a conflict (Berelson et al. 1954; Lipset and Rokkan
1967). Political parties attempt to control where that cleavage occurs to
gain a majority of voters on their side of the line, thus maximizing power
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(Schattschneider 1960/1975). An election thus becomes collective
choice-making of support for candidates by individual voters (Buchanan
and Tullock 1962) who are assessing issues that the candidates and
their parties are attempting to manage to their advantage.2
Different parts of a country often adopt different majority
perspectives regarding an issue-based conflict (Lipset and Rokkan 1967).
A section is an identifiable region that can result from this geographic
expression of a cleavage, with a cleavage-based group constituting the
majority of the electorate in that region which distinguishes it from other
regions (sections) dominated by opposing cleavage-based groups
(Johnston 2000). The potential impact of sections on state cohesiveness
is stressed by Bensel (1984, p. 3):
Of all internal threats to national integration, sectional
stress is the most serious. By dividing a nation into two or
more cohesive regions with incompatible goals, sectional
stress carries with it the possibility of secession.
Geographically the line of division created by the cleavage is thus
expressed as the boundary line between adjacent sections.

Research has also indicated numerous other factors that can influence an individual’s
voting behavior, including an extensive literature on the roles of family, friends, and
other social and contextual exposures as well as sources of information about parties,
candidates, and issues and the degree to which information is sought (e.g., Lazarsfeld et
al. 1948; Berelson et al. 1954; Campbell et al. 1960/1976; Nie et al. 1976; Agnew 1996;
Miller and Shanks 1996; Lupia and McCubbins 1998; Pattie and Johnston 2000; Cho
2003; Johnston and Pattie 2005; Lewis-Beck et al. 2008). Genetics has also been
shown to play a role (Hibbing et al. 2014), although relevant to the current study
genetics appears to influence political ideology more than it does party identification
(Alford et al. 2005).
2
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Identifying geographically-structured cleavages that group voters
in the United States into sections primarily derives from analysis of
spatial3 patterns in election results, research that has capitalized on the
wealth of geographic-area-based election data available to geographers
and spatially minded historians and political scientists (e.g., Turner
1932; 1935; Wright 1932a; 1932b; Key 1949; 1956; 1964; Archer and
Taylor 1981; Elazar 1984; 1994; Archer and Shelley 1986; Archer et al.
1988; Gimpel and Schuknecht 2002a; 2002b; 2003; Hopkins 2017).
Alternatives have included examining sectionalism using congressional
roll-call votes (Bensel 1984; Martis 1988) and data on issues such as
trade areas (Bensel 1984).4
However, elections are not just about issues, voters can also
consider their attitudes towards the candidates themselves (Lazarsfeld et
al. 1948). Any given election can be thought of as a survey;5 ignoring
write-in options, voters are asked to select a preference from a pre-

Unless otherwise stated, in this dissertation “spatial” refers to geographical space and
not to the concept of ideological space that the term often holds in political science.
4 Some of the authors referenced in this paragraph have largely ignored their
predecessors. Bensel (1984) combines Key, Turner, and Wallerstein to examine
sectionalism in the U.S. yet seems to be unaware that this path has already been paved
by Archer and Taylor (1981). Hopkins’ (2017) analysis relies heavily on concepts of
political regions as well as the historic interplay between sections and realignments but
omits any reference to the work of Turner, Elazar, or any geographer (Key receives only
three mentions throughout the book while Gimpel only four). Webster’s (2020) review
politely points out a couple geography publications that Hopkins could have used,
including Archer and Taylor (1981). Elazar’s lack of inclusion of any relevant work by
political geographers is discussed by Newman (1999), who calls on more political
geographers to publish in political science journals as a result.
5 Thanks to statistician Dr. Paul Illich, President of Southeast Community College in
Nebraska, for bringing this fundamental characteristic of elections to my attention.
3
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specified list of options. This condition can lead to certain
inconsistencies, for example a given voter may vote for a candidate in one
election but against that same candidate the next due to becoming
displeased with that candidate or simply liking another candidate better.
Likewise, a given candidate may lose a geographic area (voting precinct,
county, or state) one election and win it by a landslide the next.
Short-term factors such as these can briefly override long-term
trends in the electorate. As Stokes (1966, p. 126) observes:
…there have been few presidential elections in the last
hundred years that we could not imagine having gone to the
loser, had the right combination of short-term factors
appeared in time.
Berelson et al. (1954, pp. 14-15) bring into focus how the timing of an
election relative to changing public perception about candidates, issues,
and events can make the difference in who wins:
…American political campaigns are arbitrarily designated
“slices” of time out of a historical process, and election day is
the terminal point for the wavering of voters. History can
hang not only on a candidate’s timing…but also on the
timing of issues and events during the period.
They support this argument by noting that a shift in the timing of the
1948 presidential election of just a couple months would likely have
altered the outcome, with Thomas Dewey’s support peaking in the
summer due to certain national and international concerns but Harry
Truman able to regain lost support by November and win the election.
Extrapolating from responses obtained in their study locale of Elmira, NY
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they speculate that the election being held as little as two weeks sooner
or later could have resulted in a national win for Dewey.
Also of note is that ‘partisan voting,’ only voting for candidates of a
single party, has been inconsistent over time (Bartels 2000). Meanwhile
the number and percentage of voters who register as independent or
non-partisan has been increasing, particularly in younger age groups
(McGhee and Krimm 2009; Pew Research Center 2018). For the January
4-15, 2021, period 45%6 of respondents in a regular nationwide Gallup
poll identified as independent when asked if they consider themselves
“Republican, Democrat, or Independent,” compared to 24% Republican
and 30% Democrat (Gallup 2021).
Election results therefore can potentially reflect relative preferences
for candidates without addressing party support or underlying structural
components of a multi-party system that exercises competition for power
through the election process. Likewise, spatial patterns in election
results directly reflect a geography of candidate support that may or may
not indirectly reflect a geography of party support.
Research in political science has emphasized this duality that
exists in support for political parties and candidates. In a review of the
nature of partisanship, Green et al. (2002) argue that there are
attachments to parties that transcend issues, candidates, and elections,
Throughout this dissertation, all percentages are rounded to the nearest whole
number unless there is a specific need to be more precise.
6
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a perspective echoing a conclusion made by Campbell et al. (1960/1976)
in one of the earliest studies of the role of party identification7 in U.S.
politics. As Green et al. (2002, p. 8) state:
Evaluations of party capabilities are distinct from partisan
identities, both conceptually and empirically. People may
assimilate new information about the parties without
changing the team for which they cheer. We find, for
example, that when a Democratic administration presides
over a long period of economic prosperity, Republicans may
become more impressed with Democratic economic
management, but they tend not to reconsider whether they
think of themselves as Republicans. It is also telling in this
regard that electoral landslides do little to alter the balance
of partisan attachments. Indeed, this is the central insight
that the authors of The American Voter derived from their
observation of the Eisenhower era. One may vote for a
Republican candidate and yet feel part of a Democratic team.
Party identification becomes a lifelong attachment on par with religious,
alma mater, or sports-team affiliation (Green et al. 2002). Rarely does
support for a candidate contribute to a voter’s sense of identity to this

Regarding terminology, Miller and Shanks (1996) argue that there are fundamental
differences between ‘party identification’ and ‘political partisanship’ important to
methodological considerations in electoral research, with party identification reflecting a
psychological state of belonging to a party while partisanship reflects the consequential
acts of voting for a party’s candidates or supporting a party’s stand on issues.
Alternatively, Green et al. (2002, pp. 24-25, emphasis in original) characterize this
difference as two uses of party identification, the former being “identification as” and
the latter being “identification with.” Flanigan et al. (2015, p. 100, emphasis in original)
take the middle ground of recognizing a difference but also recognizing that, in
reference to commonly used survey questions, “[b]ecause this self-identification
measure of party loyalty is the best indicator of partisanship, political analysts
commonly refer to partisanship and party identification interchangeably.” Debating
these points is outside the scope of the present study, here party identification is used
in the narrow context of ‘identification as’ such as through party registration while
partisanship is used more generally in the broader context of multifaceted party
support.
7
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extent.8 Thornburg (2014) finds that voter defection to another party’s
candidate is more likely the longer a person has been registered with a
party. More importantly for the present study, defection is also more
likely the further ‘up-ballot’ the election is, such as with presidential
elections, with party loyalty among registrants being more strongly felt in
‘down-ballot’ elections.
This does not mean that individual and aggregate changes in party
identification cannot occur. Individuals may decide that they no longer
identify with their current party, due to their changing preferences or
changes within the party that alienate them, resulting in seeking
identification with a different party or as independent. For example, in
the aftermath of tensions following the 2020 presidential election that
culminated in a deadly riot at the U.S. Capitol Building on January 6,
2021, over 30,000 registered Republicans changed their voter
registrations to independent, Democratic, or a third party between
January 1 and January 25 in a hand-full of states reporting partyregistration changes for this period (Wilson 2021). These numbers far

Not without exception as exemplified by the idolizing identity nature of some
supporters of both the first U.S. president, George Washington, and 45th President
Donald Trump (Payne 2019; Wasserman 2020). Within Kentucky, A.B. “Happy”
Chandler held that level of popularity, with Turner and Lasley (2013, p. 169) noting that
“[p]eople were drawn to Chandler because of his infectious personality, which allowed
him to have broad popular appeal.” Triggering emotions about a particular candidate
can become prominent in campaign messages by opposing parties; as Lazarsfeld et al.
(1948, p. 119) note regarding Franklin Roosevelt running for an unprecedented third
term in 1940, the campaign messaging by both sides suggested that simultaneously
“the president was more ‘loved’ and ‘hated’ than his opponent.”
8
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exceed what is usual for that time of year (most changes occur in
advance of a primary election) as well as the number for other changes
during the same period; for example, almost 10,000 Pennsylvania
Republicans changed their registration to something else while only
somewhat over 3,000 Pennsylvanian Democrats did the same (Wilson
2021). In some areas the difference was greater; in two Miami area
counties around 1,000 registered Republicans changed their registration
during the first two days following the riot while only 96 Democrats did
likewise (Wilson 2021).9 Relatedly, in a nationwide poll asking those who
identify as independent whether they lean more toward Republican or
Democratic, the percentage reporting a Republican lean decreased from
45% in mid-November 2020 to 39% by mid-January 2021 (Gallup 2021).
If enough individuals make such changes in a geographic area, it
can alter which party identification dominates that area (Green et al.
2002). Change can also occur in an area over time due to generational
differences in party identification (Pew Research Center 2015), party
recruitment of recent migrants into an area (Grant 2014), or a large
enough influx of supporters of one party moving into an area to replace
another party as the majority (Robinson and Noriega 2010; Frey 2018).

These changes have the potential to impact future Republican primary elections in
closed-primary states, as those leaving are more likely to support moderate candidates
and their absence from primaries may hurt the chances of more moderate Republican
candidates against more extreme ones (Lang and Sullivan 2021).
9
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The net result of all these possibilities is that the strength of party
support can change over time and space.
But do spatial patterns in voter registrations generate the same
inferences about party support that have been made from spatial
patterns in candidate support as expressed in election results? This
question is by no means new or novel. McGhee and Krimm (2009, p.
345) make the case against focusing solely on election results:
Are voters in the United States sorting into geographic
“enclaves” of determined commitment to one party or the
other, or do voting and public opinion patterns hide a
fundamentally ambivalent electorate? The most common
geographic measure of partisanship – the presidential vote –
cannot identify strength of commitment to the parties
because voters have no viable alternative to the major-party
candidates.
while Gimpel et al. (2008, p. 240) mention voter registrations as an
alternative to election results with:
[c]ertainly the balance of partisan registration would perhaps
best measure the construct of local political allegiance.
Abrams and Fiorina (2012, p. 204) tie these points together more
forcefully:
In contrast to presidential election returns that are highly
dependent on the identities of the contending candidates and
the conditions under which they occur, a more general and
undoubtedly more stable measure of partisan preference is
the standard attitudinal measure of party identification.
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Relatedly, Bishop (2008, p. 23), drawing upon Green et al. (2002), makes
the case that selecting a political party forms a part of a person’s
identity:
Party attachments are uniquely strong in the United States.
People rarely change their affiliation once they decide they
are Democrats or Republicans. No wonder. Parties
represent ways of life. How do you know which party to
join? Well, Green says, it feels right. The party is filled with
your kind of people.
These statements indicate that a geographical analysis of voter
registration data is worth pursuing.
The lack of complete or long-term voter registration data,
discussed in Chapter 1, has complicated following through on these
declarations of support. Both Gimpel et al. (2008) and Bishop (2008),
while touting voter registrations in the quotes above, ultimately choose to
utilize election-results data in their respective research in order to
perform a nationwide analysis. Some studies (McGhee and Grimm 2009;
Abrams and Fiorina 2012; Sussell 2013) have explored voter registration
data within the context of the spatial political polarization (“big sort”)
debate, but their methodologies rely solely on aspatial approaches such
as simple comparisons of percentages, standard regression analysis, and
the Dissimilarity Index. The outcome has been that facets of party
support other than election results have to date not been explored in
geographic research using robust spatial-analytic tools, a condition
addressed by the present study.
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2.2: Time and Space
The resulting picture [about Mediterranean life during the
age of Philip II] is one in which all of the evidence combines
across time and space, to give us a history in slow motion
from which permanent values can be detected. Geography
in this context is not an end in itself but a means to an end.
It helps us to rediscover the slow unfolding of structural
realities, to see things in the perspective of the very long
term. (Braudel 1966/1972, p. 23)
Time and space can be taken as inseparable. Temporal
phenomena have a spatial setting, spatial phenomena have a temporal
setting. This relationship provides the raison d’être for the field of
historical geography, albeit at times this basis has been more implicit
than explicit (Sauer 1974; Baker 2003; Dodgshon 2008). Specific
examples in which an intimate relationship between time and space has
figured prominently include the French Annales School of history (Burke
1990; Baker 2003) and its influence on geography (Taylor 1999),
Immanuel Wallerstein’s world-systems analysis (discussed later), Torsten
Hägerstrand’s (1970) time geography and space-time cube, and historical
geographic information systems or HGIS (e.g., Knowles 2002). Similarly,
there is a relatedness to the classification of time into periods and space
into regions, with periodization and regionalization being comparable
modes of representation (Wishart 2004). This conceptual inseparability
is sometimes taken to extreme with a portmanteau: “Time and space are
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irremediably locked together and constitute a single dimension,
TimeSpace” (Wallerstein 1998, p. 71).10
A relationship between time and space is central to the model and
methodology developed by Archer and Taylor (1981). When Section and
Party was published in 1981 electoral studies in both political science
and political geography were largely dominated by an individualbehavioral approach. Political scientists were heavily influenced by
Campbell et al. (1960/1976) and a wealth of available survey data, while
Cox (1969) initiated a focus on contextual and neighborhood effects on
voter behavior in geography. Archer and Taylor argue, however, for a
return to an aggregate, group-oriented approach to electoral geography
that considers the materialist11 causes and consequences of voting,
drawing upon the works of historian Frederick Jackson Turner and
political scientist V.O. Key, Jr, that consider a broad expanse of time and
space. This contrasting position becomes the starting point for their
study (Archer and Taylor 1981, pp. 21-22):
The conflict between individual- and group-oriented research
reflects very general differences in assumptions to be found
in most areas of social studies. The behavioralist approach
concentrates on the individual and attempts to build
‘upwards’ to produce social theory. From our comments in
the previous discussion, it will be clear that we reject this
approach for our electoral studies. Quite simply, we do not
interpret the act of voting as an end in itself. Elections are
Borrowing from physics, “space-time” has also been used (e.g., Hägerstrand 1970;
Massey 1999; Peuquet 2002). Another term that has gained traction, particularly in
geographic information systems and science, is “spatiotemporal” (e.g., Peuquet 2002).
11 This concept is discussed as part of “Political Economy" beginning on page 34.
10
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not just about voting; they have as their purpose the
selection of government. As such we must add political
variables as a context within which the act of voting takes
place. This is the essence of Key’s criticism of the social
surveyors, and it has been neatly summarized by Giovanni
Sartori when he equates the neglect of political variables in
voting studies to being “like explaining an economic system
as if there could be buyers without sellers” (Sartori, 1969, p.
90). However we would go one stage further and argue that
the political system itself can only be adequately understood
within a materialist framework. Political variables do not
exist in an economic vacuum, but derive from and feed back
into the broader realm of society and its economy. This
position pervades the work of Turner, and it is in this sense
that we are more closely following his tradition of research
than more modern studies.
To operationalize their study, Archer and Taylor perform two
analyses on U.S. presidential election results that highlight the
relatedness of time and space. S-mode factor analysis is used to
examine spatial patterns as influenced by temporal trends. When
performed on presidential election results from 1872 to 1980, this
analysis indicates that states can be grouped into three sections,
northern, southern, and western, with the three factors responsible for
this grouping explaining 93% of the common variation in the election
data.
The other analysis, T-mode factor analysis, is used to examine
temporal trends as influenced by spatial patterns. Using presidential
election results from 1832 and 1980, this analysis indicates that U.S.
presidential elections can be grouped into three major periods, or epochs:
1) Sectional competition from 1832 to 1860 followed by a realignment era
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associated with the Civil War; 2) sectional dominance to 1944 followed by
a realignment initiated by a critical election in 1948, an election that had
not been indicated as such in previous research; and 3) sectional
volatility through the 1980 election. Meanwhile previously indicated
critical realignment periods, e.g., elections in 1896 and 1928-1932, were
not highlighted (Archer and Taylor 1981; Taylor 1985a; Archer et al.
2006, Introduction). Likewise, because of the focus on patterns of voting
rather than levels of voting, alternating party victories were not
highlighted by the analysis if underlying patterns did not change, e.g.,
elections from 1836 to 1852 and 1960 to 1972. The next four sub-parts
of this chapter focus in on specific elements of this body of research.
2.2.1: Sectionalism
Sectionalism treats location as an independent variable in
the explanation of social processes (Shelley 1988, p. 153).
Archer and Taylor (1981, pp. 22-23) turn to Turner to help build
the case that the spatial character exhibited in aggregate election results
take on a regional pattern as a result of different regional material
interests:
The real lesson of Turner’s work is that on such a large
geographical scale as the United States, the territory being
ruled will exhibit different regional material interests which
invariably leads to sectional conflict. In the 1860’s this
conflict was fought in the battlefield; but at all other times
the major arena has been elections, especially presidential
contests. In this sense, sectional voting patterns…reflect
material interests organized as geographical competition over
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control of the state…material interests are based upon a
spatial division of labour due to regional economic
specialization.
Turner’s work is a common starting point when considering the concept
of American sectionalism. Influenced by indications of sectionalism in
his Frontier Hypothesis research (Turner 1894; 1920), Turner also
developed an interest in the regional studies of the time (Billington 1973).
Billington argues that contemporary geographers such as Friedrich
Ratzel (Germany), Vidal de la Blanche (France), A.J. Herbertson
(England), and William Morris Davis (United States) created an
intellectual atmosphere in which Turner could comfortably develop his
conceptualization of American sectionalism, assisted by developments in
statistical cartography to which he was also exposed.
That concept was one of the United States as a “continental
federation of sections” (Turner 1925, p. 280), albeit caste as a “faint
image of a European nation” (p. 279) which Archer and Taylor (1981)
explicitly reject. Turner primarily focused on sections as regions within
the country as a whole, delineating broad divisions such as “North,
South, East, and West as well as finer-scale divisions based largely on
Census geographic divisions of his time such as Northeast, South
Atlantic, South Central, North Central, and so forth. This latter
classification particularly permeates his posthumously published
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magnum opus on sectionalism, The United States, 1830-1850: The Nation
and Its Sections (Turner 1935).
Elections also held Turner’s interest, ‘party sectionalism’ displayed
on presidential election results maps were utilized to help provide a
visual representation of sectional cleavages for his readers (Turner 1908;
1935). The materialist influences on party sectionalism are emphasized
with “underneath the party sectionalism there is, of course, a
sectionalism of material interests – of business, manufacturing, mining,
agriculture, transportation” (Turner 1922, p. 12), but Turner does not
explore this in depth. As noted previously, Turner recognizes that
political sectionalism can exhibit itself not just in groupings of states or
other interstate regions but also in intrastate groupings of counties
(Turner 1914), setting the stage for the present study.
Turner’s very regional-geographic concept of sections found a
receptive audience among geographers of the time (Billington 1973;
Holtgrieve 1974; Block 1980), resulting in his joining the Association of
American Geographers (AAG) in 1914, subsequent election as a fellow of
the American Geographical Society (AGS), and reading papers at annual
meetings of both societies (Turner 1914; 1926). His passing was
accorded an obituary published in the Geographical Review, with the
remarks that Turner’s:
interpretation of sections and sectionalism was built upon a
firm geographical foundation…In Professor Turner was the
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rare combination of historical originality with geographical
insight…His death is a loss no less severe to American
geography than to the study of American history” (AGS 1932,
p. 499).
Schulten (2001, 2012) envisions the existence of a two-way relationship
between the development of Turner’s ideas and the development of both
professional academic geography in and the ‘geographical imagination’ of
the early Twentieth Century United States.
This relationship did not persist long. After Turner’s
passing, there was a brief attempt by geographer John K. Wright to
continue Turner’s work on sectionalism, including electoral
sectionalism (Wright 1932a; 1932b). Additionally, discussions and
maps of sections appeared in geographical writings for a time (e.g.,
Semple and Jones 1933, p. 93, p. 143; Whittlesey 1939, pp. 537548, Figure 80 on p. 533). But by and large both history and
geography quickly moved on past Turner and sectionalism
(Billington 1973; Block 1980). To some extent this was a ‘rejection
by association’ after influential members of the next generation of
academic historians and geographers became critical of Turner’s
‘frontier hypothesis,’ the latter exemplified by Isaiah Bowman,
Andrew Clark, and Carl Sauer (Block 1980).
Various political scientists on the other hand turned to Turner’s
ideas as a perceived needed complement to the individual-oriented
behavioralist approach reliant on survey data that began dominating
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political science in the middle of the Twentieth Century. Most prominent
has been V.O. Key, Jr, whose landmark book Southern Politics: In State
and Nation (Key 1949) places states in the South in political-economic
context within the region and the country, and to a lesser extent the
world. Key (1949, p. 15) early on sets a sectionalist stage for the work:
Rulers have always found foreign wars useful to blot up
discontent, to repress opposition, and to promote “unity” at
home. In domestic politics sectionalism represents a sort of
sublimated foreign war in which one part of the country acts
as a unit against the rest of the nation…Normally a political
party has its foundation in sectional, class, or group
interests.
Key then details a faction of the Democratic Party with foundations in the
South that by that time had achieved a measure of success in building
unity in that region through sectional conflict with the rest of the
country.12 Key (1949, pp. 41-42) conceptualizes sectionalism as
emerging from localism, which itself develops from ‘friends and
neighbors’ influences:
It is not a long step from localism to a sectionalism based on
a genuine diversity of interest. Sectionalism amounts to
localism on a larger scale, but divisions of voters along
sectional lines may represent a rational sort of grouping of
voters bound together by common interest and common
policy objectives rather than neighborhood loyalty.

One lasting effect of Key’s work has been a persistent methodology in political science
of operationalizing a South/non-South dichotomy in analyses, either by specifically
omitting one of the two (for example to examine the geographical polarization of political
parties in non-southern states in McGhee and Krimm 2009) or separate modeling of the
two (for example to examine the influences on voter turnout in the South and the nonSouth separately in Leighly and Nagler 1992 and Shelley and Archer 1995).
12
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As with Turner, Key’s sectionalism is a multiscale phenomenon
expressed not only interstate but also intrastate, in Southern Politics he
documents examples of sectionalism within most of the 11 states
included in his study.
While Turner’s model has party sectionalism reflecting underlying
materialist sectionalism, Key sees sectionalism as emerging from diverse
regions due to the organizational activities of political parties and other
interest groups. On this Schattschneider (1960/1975, p. 83) disagrees
with Key, arguing instead that sectionalism depresses party organization
“because elections in one-party areas are won not by competing with the
opposition party but by eliminating it.”
Key continued to incorporate elements of sectionalism in
subsequent works such as his sequel to Southern Politics that focused on
states outside of the South (Key 1956) and his popular political science
textbook (Key 1964, particularly Chapter 9). Subsequent political
scientists have followed Key’s lead in considering sectionalism, for
example political economist Richard Bensel (1984), who takes a broad
time and space view of sectionalism, and political historian Ira
Katznelson (2013; Bateman, Katznelson, and Lapinski 2015), who has
primarily focused on expressions of sectionalism during the New Deal
and World War II periods. Daniel Elazar (1966; 1970; 1984; 1994) has
more fully revived elements of Turner’s Frontier Hypothesis as well as
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Turner and Key’s sectionalism to develop a political culture model that
has influenced subsequent political geographers (Brunn 1974; Archer
and Shelley 1986; Shelley et al. 1996). Elazar identifies three sectionally
based political cultures that arose in the New England (“Moralistic”
political culture), Mid-Atlantic (“Individualistic”), and South
(“Traditionalistic”) regions of the country and then spread more-or-less
latitudinally westward via migration. Elazar’s research also identifies
intrastate variation with some individual states exhibiting regional
concentrations of all three political cultures. James Gimpel and Jason
Schuknecht (2002a; 2002b; 2003) draw upon Turner, Key, and Elazar to
explore the geography of local political behavior, particularly presidential
voting, within selected states.13
Running throughout all this work on sectionalism is either an
implicit or explicit consideration of some degree of influence by the
federalist character of the United States. As Dikshit (1997b. p. 277)
elaborates, federalism both:
is based on the existence of regional differences or a ‘sense of
locality’ [as well as itself permits a] substantial degree of
regional autonomy, the constituent regions under federalism
remain highly articulate, so that…regional identities
continue to be fostered.
While, as noted above, Elazar does not cite any political geography literature, Gimpel
and Schuknecht reference the research of several political (and other) geographers
relevant to their work. James Gimpel is a political scientist who has been prominent in
using spatial analysis and geographic information systems in electoral geography
research from a political science perspective, and in addition to incorporating the work
of geographers has also published in geography outlets (see for example Gimpel et al.
2008; Karnes and Gimpel 2011; Cho and Gimpel 2012; Cho et al. 2013).
13
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The underpinning for this body of research is thus that sectional forces
interact with the hierarchical framework of federalism. Schattschneider
(1960/1975) argues that sectionalism becomes weaker as politics
becomes more nationalized, specifically when a sectional political
alignment is replaced by a national political alignment.
2.2.2: Periodization
Key was also one of the first researchers to examine the existence
of historical periods within U.S. election outcomes. Key’s (1955) oft-cited
paper highlighting the role of critical elections in bringing about electoral
realignment, along with Converse’s (1966) concept of the normal vote and
Pomper’s (1967) subsequent classification of presidential elections using
these and related concepts, had a particular influence on Archer and
Taylor’s (1981) examination of the geography of temporal trends in
presidential elections and their development of the concept of a
“geographical normal vote” or “sectional normal vote” (Archer and Taylor
1981; Archer et al. 1988; Taylor 1988; Johnston et al. 2017).
Although elements existed prior (Mayhew 2002), the starting point
for this body of research is typically taken as Key’s (1955) paper on
elections that bring about a sudden and lasting change in the
characteristics of voter preferences and thus party success, which he
termed “critical elections” resulting in “realignments” of the electorate.
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Key subsequently modified his theory with the recognition that while
realignments can occur suddenly with a critical election they can also
occur gradually, what he termed as “secular realignments,” as:
the rise and fall of parties may to some degree be the
consequence of trends that perhaps persist over decades and
elections may mark only steps in a more or less continuous
creation of new loyalties and decay of old. The slow rate at
which that process may occur suggests the potency of the
frictions to change built into the electorate by its attachment
to old symbols, old leaders, old parties. (Key 1959, p. 198)
Whether quick or gradual, Key’s idea of dramatic, long-lasting shifts in
party success, sometimes termed the “strong version of realignment
theory” (Merrill et al. 2008, p. 16) has sparked considerable interest.
Shortly after Key’s (1955) paper, which utilized data on towns in
New England, Schattschneider (1956; 1960/1975) also turns his
attention to sequences of elections as part of his interest in a
nationalization of politics in the U.S. Schattschneider sees 1896 as a
critical election nationally just as Key did for New England. However,
whereas Key has difficulty identifying whether a regional realignment
occurred in 1928 or 1932 Schattschneider sees a clear indication
nationally for a 1932 realignment, albeit initiating a gradual process
more in line with Key’s (1959) secular realignment concept.
Burnham (1967; 1970) and Sundquist (1983) provide added
dimensions to the realignment concept, the former by extending it
further into the past to identify additional realignments and the latter by
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advocating that realignments occur over a series of elections rather than
just a single election event yet faster than Key’s gradual secular
realignment. Burnham also introduces the notion that there is a regular
periodicity to realignments of approximately 30-38 years. Merrill et al.
(2008) find a regular pattern of oscillations over the preceding 160 years
but at a slightly shorter period of 25-30 years for both party seat share in
Congress and vote share for president, with each of the two major parties
enjoying majority status in Congress for 12-15 years before majority
switches to the other party.
Realignment theory is not without its detractors. Mayhew (2002)
argues that while electoral change can occur the concepts of critical
elections and realignment, secular or otherwise, are a dead end that
ultimately add nothing to the analysis of such change. These detractors
favor a more critical examination of election influences without what they
see as the distraction of classification and the constant wondering if a
current election is one of realignment. Despite such objections the
realignment perspective is still very much a part of the electoral analysis
landscape (see for example Murray 2021). Merrill et al. (2008) support
Mayhew’s (2002) critique of the realignment literature but conclude that
there is too much evidence in support of realignments to throw the idea
away completely. Instead, Merrill et al. (2008, p. 15) see the realignment
process as being multifaceted:
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Our evidence suggests that realignments should not be
viewed only as phenomena of punctuated equilibrium.
Instead, we emphasize the long-term and incremental ebb
and fall of national party support patterns. 14
In this they see value in both Key’s 1955 concept of critical, realigning
elections and his 1959 concept of secular realignment.
Merrill et al. (2008) also advocate for a realignment concept that
includes instances of reduced dominance by the controlling party in
addition to full swings in party control, to focus realignment theory more
fully on the ebb and flow of party power rather than just on wins and
losses. Converse (1966, p. 9) summarizes the importance of this by
noting that:
…a minority party may lose an election but show “strong
gains” in the popular vote. In many contexts, such gains are
taken to define the flavor of the election more clearly than
the identity of the winning party.
By performing factor analysis on correlations between percentage data,
the present study and its predecessors are able to incorporate this
dimension of realignment. Converse (1966, p. 11) also draws attention to
what he calls the “normal vote,” defined as a “baseline vote division to be

Offered as an alternative to the neo-Darwinian standard model of biological
evolutionary change being a gradual, continual process, punctuated equilibrium models
evolutionary history as consisting of stable periods that end when destabilizing
conditions produce rapid evolutionary change until a new stability (or extinction) is
reached (Eldredge and Gould 1972). While evolutionary biology started with gradualism
and added punctuated equilibrium later, here realignment theory is moving in the
opposite direction.
14

33
expected of a group, other things being equal,” which can be used to
identify elections in which the vote division deviates from this norm.
One outgrowth of these concepts about the relative effects of one
election when compared to others has been formulation of classification
systems for U.S. presidential elections. Campbell et al. (1960/1976, p.
531; see also Campbell 1966) add “maintaining” and “deviating” to Key’s
(1955) concept of “realigning” elections to develop a three-type
classification. A maintaining election continues prevailing partisan
attachments while a deviating election reflects a short-term deviation
that returns to normal in subsequent elections, and as already discussed
a realigning election triggers a long-term shift in partisan attachments.
Pomper (1967) adds a fourth type, “converting” elections for when the
majority party stays in power but experiences considerable change in its
voter base. Pomper (1967, p. 538) then organizes the four types based
on interaction along two dimensions, success of the majority party and
whether there is continuity of or change in electorate support for the
majority party based on an electoral cleavage. The majority party
maintaining continuity in voter support during a victory is a maintaining
election while continuity during a defeat identifies a deviating election;
meanwhile the majority party experiencing change in voter support
during a victory is a converting election while change with a defeat is
considered a realigning election.

34
2.2.3: Political Economy
While part of the oldest tradition within electoral geography, that of
mapping voters and votes (Warf and Lieb 2011; Shin 2015; Forest 2018),
Archer and Taylor’s (1981) work on the geography of critical elections
and sectional patterns of voting in American presidential elections is
considered a major development in electoral geography because it “placed
long-term trends in U.S. Presidential voting on a firm political economy
theoretical foundation” (Johnston and Pattie 2016, p. 26). In the
process, Archer and Taylor make political parties a central focus of
electoral geography (Taylor 1985a).
Elections are a contest for power and geography is intrinsic to
these contests, as opposed to geographical patterns being merely an
epiphenomenal product of other factors (Cox 1969; Reynolds and Archer
1969; Johnston and Pattie 2016). Archer and Taylor (1981, p. 36) hold
that their three-part periodization of American politics “relate to different
uses made of sections and of sectional conflicts by parties.” Here they
rely on the conceptualization of politics advanced by Schattschneider
(1960/1975) in which parties each attempt to manage conflict to
maximize its power. Power and conflict are, among other things,
elements of political economy. In this part of the literature review the
political economic theoretical frameworks of materialism, public choice,
and the modern world-system are explored.
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As noted previously, in Section and Party Archer and Taylor argue
for a return to a materialist approach to electoral geography with a
political-economic focus on the role of economic factors in influencing
electoral outcomes. While reactions against materialist approaches of
the 1800s resulted in an increasing influence of idealist approaches in
many disciplines by the mid-1900s, revised forms of materialism were
experiencing a revival by the 1970s. Neo-Marxism is one example with
Marxist schools of thought developing broadly within the social sciences
including human geography (Anderson 1980; Peet and Lyons 1981; Peet
1985). Archer and Taylor (1981, p. 12) note that Turner and his
contemporaries in the materialist school of history were influenced by
Karl Marx’s emphasis on economic motivation and a similar influence
runs through the materialist framework they advocate, in both cases
without a full adoption of Marxist theory. In this respect Archer and
Taylor share an association with their own contemporaries who saw
value in a materialist perspective but not necessarily in the Marxist
emphasis on social conflict and class struggle with a transformation of
modes of production from feudalism through capitalism to socialism as
an inevitable outcome. Igor Kopytoff’s assessment (quoted by Carneiro in
White 1969/2005, p. xii) of the historical, but not dialectical, materialism
of anthropologist Leslie White is applicable here:
White’s historical materialism was too simplistic (or robust,
or schematic – choose your term) to be assimilated in the
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mainstream Marxism of the time. This reinforces one’s
feeling that the roots of White’s intellectual outlook must be
sought in American frontier materialism and not in
European Hegelianism.
That same perspective of American frontier materialism permeates
Turner’s, and as a result Archer and Taylor’s, materialist framework. 15
Two additional approaches inform the analyses in Section and
Party: Public choice theory and world-systems analysis.16 The public
choice approach, drawing primarily on work originating out of the
“Virginia school” of political economy (Buchanan and Tollison 1972),
“applies the behavioral assumptions of neoclassical microeconomics
directly to non-market, collective decision contexts” (Archer and Shelley
1985, p. 24).17 Buchanan and Tullock’s Calculus of Consent (1962, p. 8)

“Materialists vs. mentalists [idealists]” (Wolf 1982) and Marxist materialism vs. nonMarxist materialism have been common oppositions in the social sciences. It should be
noted that ‘materialism’ is not a singular concept in that it does not always equate with
a strictly economic drive. For example, ‘materialist’ for White (1943; 1959/2007) refers
to the use of energy and technology to utilize the natural environment. This is in turn
incorporated into the popular “cultural materialism” of anthropologist Marvin Harris
(1968; 1979) in his formulation of ‘infrastructure’ as culture being produced from the
material realities of human-environment interactions influencing production and
reproduction, which then provide the basis for the higher levels of ‘structure’ (including
economic and political organization) and ‘superstructure’ (ideology and symbolism).
Margolis (in Harris 1968/2001, p. x, emphasis in original) summarizes Harris’
relationship to Marxism by stating that Harris acknowledges a debt to Marxism but
“emphatically separates his own model from dialectical materialism as well as from the
program for political action that is so closely associated with Marxist materialism.” (See
also Murphy and Margolis (1995) and Kuznar and Sanderson (2007) for appraisals of
the nature and legacy of these debates.)
16 Combining materialist and public (rational, see following footnote) choice approaches
has also been recently advocated in sociology (Sanderson 2001) and anthropology
(Sandstrom 2007), with Sanderson (1999; 2001; 2007) also drawing upon worldsystems analysis. All of these listed here have developed more or less as extensions of
Harris’ cultural materialism and focus on questions different from those of Archer and
Taylor (1981) but highlight the compatibility of these approaches to each other.
17 Friedman (1996b, p. 2) argues that this general conceptualization of applying
economics to nonmarket realms, including private family life, is properly under the label
15
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provide Archer and Taylor with “a model of collective choice-making that
is…analogous to the theory of private choice embodied in the theory of
markets” including a collective economic-behavioral model of voting by
voters. Equally important to Archer and Taylor is Downs’ (1957)
conceptualization of political parties competing for voters along the leftright spectrum of political ideology. Downs is inspired by Schumpeter’s
(1950) conceptualization of democratic politics as existing primarily as a
competitive struggle for power and office that only incidentally results in
legislation and administrative measures, which Downs combines with
Hotelling’s (1929) linear model of spatial competition among sellers.18
Archer and Taylor (1981) combine elements of Schattschneider’s party
conflict-management model, Buchanan and Tullock’s collective
economic-behavioral model of voters, and Downs’ model of party
competition for voters to conceptualize a public choice economic model of
party competition for voters across geographical space via the
management of sectional conflict.
“rational choice theory” while “public choice theory” more specifically “applies economic
analysis to political (i.e., ‘public’) decision making.” In spite of such attempts to clarify
“two terms that are often used imprecisely or synonymously” (Friedman 1996b, pp. 12), rational choice has tended to be the label of choice among political scientists (e.g.,
Friedman 1996a; Balaam and Veseth 2001, and Snidal 2013), anthropologists (e.g.,
Sandstrom 2007), and sociologists (e.g., Sanderson 2001) while public choice has been
the more commonly used of the two in economics (e.g., the journal Public Choice 1968present; Buchanan and Tollison 1972; McKenzie and Tullock 1978; Mueller 1979) and
geography (e.g., Archer and Reynolds 1976; Archer 1980; 1981; 1983; 1984; Archer and
Taylor 1981; Reynolds 1981; Shelley 1984; Johnston 1997).
18 In addition to Hotelling, Downs draws upon some of the same ‘location theory’
literature that influence geographers in the late 1950s into the 1960s, namely Smithies
(1941) refinement of Hotelling’s model and Lösch’s (1941/1954) expansion of
Christaller’s (1933/1966) work on central places.
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The other political-economy approach incorporated into Section
and Party by Archer and Taylor, world-systems analysis, is a structural
model developed by historical sociologist Immanuel Wallerstein (1974a;
1974b; 1980; 1989; 2004; 2011) with some foundations in both Marxist
materialism and the French Annales School of history, particularly
Fernand Braudel (Sanderson 2005). Wallerstein (2011, p. xi) attempts a
comprehensive and thorough “analysis of the historical and structural
development of the modern world-system” as a geographically organized
outcome of the capitalist world economy. This model divides the world
into three ‘structural positions’ within the modern world-system:
Dominant ‘core’ regions that exhibit considerable political, economic, and
socio-cultural influence globally; ‘peripheral’ regions that are largely
exploited for resources needed within the modern world-system; and
‘semi-peripheral’ regions that lack the influence of the core but are able
to exploit the periphery. In this model a location’s structural position
determines its economic roles and power relations more than does its
geographical position, although like U.S. sections the modern worldsystem is geographically organized. 19

World-systems analysis has figured prominently in the work of several geographers
(e.g., Taylor 1981b; 1982; 1985a; 1985b; 1986; 1999; Archer and Shelley 1985; Hugill
1993; 1999; 2018; Knox and Taylor 1995; Dikshit 1997a; Johnston 1997; Taylor and
Derudder 2003; Flint and Taylor 2011). World-systems analysis also helped introduce
a Kondratieff (1926/1979) inspired long cycle conceptualization of the world economy
into geography (e.g., Berry 1991; Shelley and Archer 1997).
19
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Archer and Taylor specifically draw upon the world-systems
analysis work of Christopher Chase-Dunn (1980) to identify that a
characteristic of early sections in the U.S. is that each had different roles
and relations within the world economy. New England is identified as
being in a semi-peripheral position, exploited by the international core of
the time but itself able to exploit a local periphery (Archer and Taylor
1981). By the 1890s these relationships had transformed with the
growth of the country into the North as a core and the West and South
as separate, disunited peripheries (Archer and Taylor 1981; Agnew
1987). Arguably the picture has become more complex by the 21st
Century, although the sectional patterns persist (Archer 2015).
2.2.4: Synthesis and Impact
[Section and Party is] a study clearly placed within a realist20
theory derived from Wallerstein (Archer and Taylor, 1981;
see also Taylor, 1988). The claim for this analysis was a
modest one: a presentation of “a relatively simple
measurement exercise in which the major structural
constraints on American elections have been delineated.
This is a job that factor analysis does well and we can ask
little more of any tool than that it does its job well” (Taylor,
1981, p. 265). (Taylor and Johnston 1995, p. 62)

Archer and Taylor make no reference to realist theory in Section and Party but
arguably the label is appropriate. Realist philosophy, as a counter to positivism, holds
that “the empirical world is the result of the actions of mechanisms that cannot be
directly observed in particular contingent circumstances” with these causal
mechanisms being underlying “real structures that exist independently of any
knowledge of them” (Johnston 1986, pp. 112-113). That concept is at the heart of the
focus on political-economic structural constraints on elections using factor analysis
(Taylor and Johnston 1995).
20
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Through this synthesis of ideas and a novel methodology applied to
a narrowly focused phenomenon in U.S. history, presidential elections,
Section and Party accomplishes a “geographical history” along the lines
championed by Carville Earle and others, in which geography is an active
object rather than a passive, benign stage on which history unfolds
(Mosher 2009). This approach has been successful in combining timeseries spatial analysis and political economy to elucidate the mutual
influences the different identified sections of the United States and the
country’s political and economic history have on each other (Agnew
1987; van der Wusten and Mamadoah 2014). The factor-analytic
methodology allowing the ready analysis of medium- to long-term trends
in party success and underlying structures without being distracted by
the short-term events of who wins a given election is also conceptually
reminiscent of the three ‘concepts of time’ utilized by the Annales School
of history (Braudel 1958/1980; Wallerstein 1988; Burke 1990; Baker
2003; Cunliffe 2008).
Since its publication, the findings in Section and Party have
prompted numerous studies that have explored other dimensions of
sectionalism and periodization in American electoral geography (see
Table 1 below). Not all of the themes explored by Archer and Taylor
(1981) have been included in all of these studies, for example
consideration of international political economy, and political economy in
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general, tends to be greatly diminished in studies focused on one or a
couple of states where emphasis tends to be placed more on political
party organization, state parties’ relationships to their national
counterparts, party loyalty, race, and specific state issues (e.g., Shelley
and Archer 1984; 1989; 1995; Shelley et al. 1986; 2007; Webster 1988;
1989; 1992a; 1996; Watrel and Fouberg 2000; Watrel 2001; Duda and
Shelley 2009; Balentine and Webster 2018).
In general, as noted by Reynolds (1990, pp. 27-28) a result of this
research has been documentation of “a persistence of sectionalism in
voting patterns…Sectional alignments, where they existed, were
changing, not disappearing.” To borrow from the title of a statement on
the longevity of cultural materialism by Marvin Harris (1994), the Section
and Party approach to electoral geography “is alive and well and won’t go
away until something better comes along.”
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2.3: Kentucky Study Area
This part of the chapter begins by placing Kentucky in sectional
context with the rest of the country, followed by a discussion of
regionalization characteristics within the state itself. It concludes with
an overview of Kentucky politics.
2.3.1: Kentucky in Sections and Sections in Kentucky
Kentucky has long had a border state status between the sectional
North and South (Whittlesey 1939, p. 543, Figure 80 on p. 533, Figure
82 on p. 542), with one of Louisville’s nicknames, “Gateway to the
South,” referring as much to it being in many ways a northern island in a
southern state as to it providing a hub of economic and transportation
connections between the two (K’Meyer 2009). Harrison and Klotter
(1997) document multiple events in which this status led to Kentucky
becoming caught in the middle of sectional disputes, including
sectionalism contributing to the eight-year process it took for Kentucky
to obtain statehood, sectional struggles over the issue of slavery leading
up to the U.S. Civil War, and Kentucky’s failed attempts at neutrality
early in that conflict.
This border state status has resulted in inconsistencies in how
Kentucky is treated in sectional studies. Key did not include Kentucky
in his study of Southern Politics (1949). Archer and Taylor’s (1981)
analysis includes it with their South section, although the factor loadings
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table (pp. 104-105) and political regionalism map (p. 106) give
“southerness” only a slight edge over “northerness.” Whittlesey (1939,
Figure 80 on p. 533) divides Kentucky between the South (central and
western areas of the state) and Northwest (eastern mountains) sections
for the early 1800s, largely following Turner. This division of Kentucky
by sectional forces is reflected in Bensel’s (1984) analysis based on trade
areas and congressional voting, the latter reflection also apparent in
Martis’ (1988) analysis. Elazar (1984, p. 136) includes Kentucky in his
Upper South section along with another border state (West Virginia) and
three southern states (Virginia, North Carolina, and Tennessee), implying
more southerness for Kentucky. Elazar includes Kentucky in his “TI”
political-culture class, indicating Traditionalistic culture is dominant but
with a strong strain of Individualistic (Elazar 1984). Somewhat relatedly
to these, albeit from a strictly political economy perspective, Kentucky
classifies as ‘periphery’ for all eight decennial study years between 1929
and 2000 included in Heppen’s (2009) world-system influenced study of
core-periphery regionalization of the United States using income data.
Harrison and Klotter (1997, p. 242) are more specific about
sectional forces within the state, identifying “western, central, northern,
and eastern” sections as defining post-Civil War factional contests for
control of the dominant Democratic Party in Kentucky. Unfortunately,

45
no map or other attempt at a more formal definition for these regions is
provided.
In the 1920s the Kentucky Geological Survey published a series of
geography monographs that divide the state into six formal regions,
based primarily on key physiographic differences around the state but
also reflecting differences in population, cultural, and economic histories.
These regions encompassed specific sets of counties and were named
using existing vernacular labels: Jackson Purchase (Davis 1923),
Eastern Mountains (Davis 1924), Western Coal Field (Burroughs 1925),
Knobs (Burroughs 1926), Bluegrass (Davis 1927), and Pennyroyal (Sauer
1927).21 This regionalization informs various subsequent geographic
publications covering all or part of the state (Karan 1973;22

In 1919 Carl Sauer established the Mills Springs Field Station in an unused lumber
mill next to the Cumberland River in south-central Kentucky, to which he brought a
group of University of Michigan geography faculty and students for a six-week summer
field course that included trips to several parts of the state (Sauer ran the station from
1920 to 1923, after which he left Michigan for Berkeley; the Michigan department
continued to operate the camp until 1935). During one of the summer courses the
director of the Kentucky Geological Survey, Willard Jillson, proposed the idea for the
monographs to the Michigan geographers. Jillson had, like Sauer, studied at the
University of Chicago including courses under Roland Salisbury and Harlan Barrows
and believed regional monographs would be useful. Ultimately Sauer, geographer
Darrell Davis (at that time at Michigan before moving to the University of Minnesota),
and Berea College (KY) geology professor Wilbur Burroughs were commissioned to
produce the six volumes in the series. (Jillson 1937; James 1983; Williams 2014). This
work in turn influenced the development of the regional approach in American
academic geography (Karan 1983).
22 This edited volume omits the Knobs as a separate region, instead it is only mentioned
as a border between the Bluegrass and Pennyroyal regions by the authors of those
chapters (Raitz (1973) and Mather (1973), respectively) without specifically including it
in either. Additionally, this volume separates out an urban- and economic-influenced
“Ohio [River] Corridor” (Phillips 1973) running from Ashland in the east to Henderson in
the west, thus consisting of land usually included in the Eastern Mountains, Bluegrass,
Knobs, and Western Coal Field regions.
21
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Schwendeman 1979; Alvey 1992; Ulack, Raitz, and Pauer 1998),
although often with differing views about where the exact boundaries are
located. Map 1 below provides the present author’s interpretation that
divides Kentucky’s 120 counties into five of these regions23 derived from
a synthesis of these sources combined with the Kentucky Geological
Survey’s interactive geological map.24

Map 1: Counties included in the five primary regions of Kentucky25

26

These sources also enable a synthesis of dominant characteristics
for these regions. Both the Eastern Mountains and Western Coal Field
are underlain by coal-bearing Pennsylvanian epoch rocks and coal

The Knobs region proves difficult to include in the present analysis due to its
narrowness, mainly existing on the margin of counties that primarily consist of land
that could be included in the Bluegrass region. For this reason, the present study
follows the lead of Alvey (1992) in including these counties in the Bluegrass region and
not using these counties to identify a separate Knobs region as Burroughs (1926) did.
24 https://kgs.uky.edu/kygeode/geomap/
25 A reference map of county names is provided in Appendix J on page 219.
26 All maps included in this dissertation have been made by the author using ArcMap
10.7.1 incorporating a county outline vector layer provided by Dr. J. Clark Archer,
unless otherwise noted.
23
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mining has traditionally dominated both regions. The Eastern
Mountains region is also noted for timber extraction and being part of
the distinctive Appalachian culture, plus tourism has played an
increasing role in the region in recent decades. The Pennyroyal and
Jackson Purchase regions are predominantly rural, agricultural regions
characterized by low, rolling hills. The western half of the Pennyroyal
region is famous for its karst features, particularly Mammoth Cave which
is a major tourist attraction in the region. The Pennyroyal is also home
to two large military installations, Fort Knox in Hardin County and Fort
Campbell in Christian County, with several surrounding communities
dependent on the economic impacts of these bases. The Bluegrass
region contains the largest cities in the state, Louisville with around
618,000 people and Lexington with around 321,000, making Jefferson
County and Fayette County, respectively, its two most populous counties
(Map 2 below). Relatedly, this region also contains the most populous
metropolitan statistical areas (MSAs) in the state. There are MSA
counties in all regions of the state except the Jackson Purchase, however
there is an expansive absence of them running from the southeastern
through southcentral portions of the state (Map 3 below). The Bluegrass
region is where most of the state’s industrial and tourism activity has
traditionally been located, as well as various status-symbol activities
such as thoroughbred horse farms and racing.
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Map 2: Total population by county, 201927

28

Map 3: Metropolitan statistical areas in Kentucky, February 201329
Data source: https://www.census.gov/data/tables/time-series/demo/popest/2010scounties-detail.html. Classes created using Jenks natural breaks classification.
28 In this era of easily producible color cartography, some readers may be curious about
my decision to use a gray-scale gradient with the quantitative choropleth maps included
in this dissertation. This is simply personal preference to accommodate my own colorvision deficiencies, aka “color blindness,” that affect my ability to distinguish between
certain colors and particularly along the shading gradient of certain color scales. I have
followed the ‘cartography for color-impaired map users’ literature starting with the
seminal paper by Olson and Brewer (1997) and I am aware of the “colorblind safe”
recommendations such as are included with Cynthia Brewer’s wonderful ColorBrewer
site (https://colorbrewer2.org), however I still find that a gray-scale gradient works best
for my perception. Shades of blue are another option, but I opt not to use since in the
context of this dissertation’s topic blue can be seen as making a political statement.
29 Based on https://www2.census.gov/geo/maps/metroarea/stcbsa_pg/Feb2013/
cbsa2013_KY.pdf.
27
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Regional patterns are exhibited in other state demographic
characteristics besides total population and MSAs. In Map 4 below,
rural counties in the eastern third of the state stand out for extremely
low minority populations while higher proportions in the western twothirds of the state reflect primarily the historic relationship between
slavery and location of tobacco agriculture in the state (Harrison and
Klotter 1997). This factor is particularly evident in the large minority
proportions in the mostly rural western third of the state and the central
Bluegrass region. A comparison of Map 4 with the Kentucky portion of
the census-based slave population distribution map produced in 1861
(Map 5 below) highlights the relationship between past and present
minority populations, particularly since the Black population accounts
for over half of the minority population in the state.30 Slavery is not the
only factor; other more recent influences are reflected in Map 4 as well.
For example, Christian County, the easternmost of the two highest
proportion counties in southwestern Kentucky, exhibits the largest
minority proportion in the state due to the added impact of the Fort
Campbell army base population on the county’s relatively small total
population. This is less a factor for Hardin County with the Fort Knox

Minorities currently account for an estimated 15.45% of the state’s total population,
with Black accounting for 7.96% of the state’s total population, Hispanic 3.67%, and
‘other’ 3.82% (https://data.census.gov/cedsci/table?g=0100000US.04000.001&tid=
ACSDT5Y2019.B03002). Note that in Map 4 below the top two classes include counties
with equal to or greater than the statewide percentage while those in the bottom three
classes have less than the statewide percentage.
30
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army base due to that county’s larger total population. Minority
populations have also become more concentrated in recent history due to
migration, particularly the impact of rural-to-urban migration on the
Black population in the state. According to current census estimates,
45% of the state’s Black population lives in just one county, Jefferson,
although some analysts believe it is closer to or over 50% (Lee 2020).
Map 6 below illustrates the current county-level median age patterns,
which not surprisingly show inverse similarities to recent net-migration31
patterns (Map 7 below). These predominantly highlight differences
between urban and rural areas, although there is more of a regional
pattern as well to net-migration.

Net-migration rate is calculated as a quotient of the number of net-migrants (inmigrants minus outmigrants) to the total number of a base population. When this rate
is calculated for a given area such as a county, the population of that area is commonly
used as the denominator. Use of net-migration rates to illustrate the relative
demographic impact of migration on different areas, as it is used here, is generally
accepted (Plane and Rogerson, 1994), however there are some caveats. As Plane and
Rogerson (1994) emphasize, the population of an area is not at risk of being in-migrants
into that same area therefore calculating net-migration (and in-migration) rates with
such a denominator violates a key principle for calculating demographic rates which
can have significant impacts on migration modeling and population projections (Rogers,
1990), although these are not performed here. Additionally, the influences on inmigration can differ from those on out-migration, therefore analyzing in-migration and
out-migration separately tends to be more methodologically sound and yield more
meaningful results when understanding such influences is the goal (see for example
Humphress 1993). Lastly, while the terms “in-migrant” and “out-migrant” represent
real entities, i.e., real people, the term “net-migrant” is an artificial construct that does
not represent any real entity, making a phrase such as “number of net-migrants” above
rather specious. Such concerns may be overblown as comparisons of net-migration to
other migration measures such as efficiency ratio and effectiveness ratio indicate that
all three yield comparable results and interpretations (Humphress 2013).
31
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Map 4: Minority population as a percentage of total county population,
201932

Map 5: Slave populations in southern states, 1860 (Hergesheimer 1861)
Data source: https://www.census.gov/data/tables/time-series/demo/popest/2010scounties-detail.html. Classes created using Jenks natural breaks classification.
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Map 6: Median age by county, 201933

Map 7: Net-migration rate by county, 2010-201934
Regional patterns are also reflected in statistical maps included
with the Atlas of Kentucky (Ulack, Raitz, and Pauer 1998). For example,
in the map of voter turnout during the 1992 general election (p. 239), the

Data source: https://www.census.gov/data/tables/time-series/demo/popest/2010scounties-detail.html. Classes created using Jenks natural breaks classification.
34 Data source: https://www.prb.org/usdata/indicator/migration/table/Kentucky/
counties. Classes created using Jenks natural breaks classification.
33
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Bluegrass and Jackson Purchase regions stand out due to several
counties with relatively high percent voter turnout while portions of the
Eastern Mountains and Pennyroyal regions are highlighted by groupings
of counties with relatively low percent turnout. This map is included in
the chapter on Kentucky’s political landscape by Brunn (1998), who
notes that political cultures played a prominent role in the development
of regionalism within the state in the 19th Century. Geographer Stan
Brunn aptly summarizes all of these regional differences by describing
that Kentucky “is really several states within its borders.”35
2.3.2: Kentucky Politics
The landscape is the grandest –
And politics – the damnedest
In Kentucky.36
A defining characteristic of Kentucky politics has been a historical
dominance of the Democratic Party. Only nine of the 41 Governors who
have held office since the end of the Civil War have been Republican
(Clinger and Hail 2013, Appendix A; updated to present).37 Democratic
Party dominance was strongest 1860s-1890s and 1930s-1970s with both

Stanley D. Brunn, personal communication, June 17, 2020.
The closing lines of the 1902 poem “In Kentucky” by Judge James H. Mulligan
(quoted in Hall 2005, pp. 203-205).
37 One of those nine Republican victories, that of William S. Taylor in 1899, was
disputed and reversed by the Democratic controlled state General Assembly, resulting
in violence in which the Democratic candidate was murdered. Taylor fled the state to
Indiana the next year after losing the court battle to retain his governorship and being
indicted in the death of his rival, and the Democratic Lieutenant Governor candidate
became governor (Tapp and Klotter 1977). These events occurred less than three years
before Mulligan’s poetic commentary on Kentucky politics.
35
36
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periods marked by a general absence of interparty competition statewide
(Jewell and Cunningham 1968; Turner and Lasley 2013).38 In its place,
particularly during the latter period, was a strong intra-party
factionalism within the Democratic Party, with the Democratic primary
usually being the main contest in statewide races. That second period of
Democratic factionalism ended in 1971 when Wendall Ford was elected
governor without the support of a faction, to be followed by a period of
increasing interparty competition culminating in more reliability in
Republican statewide victories by the mid-2000s (Turner and Lasley
2013). Arguably the state has realigned to a Republican Party
dominance, particularly in presidential and senatorial races but less so
in gubernatorial ones (Wymer 2020). The transition from Democratic
Party dominance through interparty competition to Republican
dominance is the focus of the present study to examine what the
different statewide datasets indicate about the geography of this
realignment during this period.
This transition can be seen anecdotally by perusing and comparing
the county-level popular vote presidential election results’ maps found in
a recent series of election atlases (Archer et al. 2006; Brunn et al. 2011;
Archer et al. 2014a; and Watrel et al. 2018). In these maps, there is a

This dominance has not automatically extended down-ballot to minor statewide
offices, with Key (1956) using Kentucky as one of his examples for what he described as
a border-state phenomenon in which one party commands the governorship while
minor state offices are often filled with elected members of the other party.
38
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clear pattern between 1868 and 1996 of most counties in Kentucky
having a majority of voters support the Democratic candidate with the
notable exception of a pocket of majority Republican support in the “Old
Fifth” region39 in the south-central into southeastern parts of the state
(Map 8). The only times this pattern was broken during that period were
Nixon’s landslide re-election victory in 1972, Reagan’s landslide reelection victory in 1984, and former Vice-President George H.W. Bush’s
election in 1988.

Map 8: Counties included in the Golden Triangle and Old Fifth regions40
Since 2000 however the number of counties in which the majority
of voters support a Republican candidate has steadily increased. Even

The Old Fifth consists of counties that in whole or in part constituted Kentucky’s 5 th
House of Representatives District in the mid-20th Century. The continued identity of
this area as the Old Fifth after a redistricting divided it between the 1 st and 5th House
Districts is due to the concentration of the state’s Republican-majority counties within
it during the time of Democratic Party dominance in the state. (Turner and Lasley 2013;
Scott Lasley, personal communication, July 16, 2019)
40 Based on Scott Lasley, personal communication, July 16, 2019.
39
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the eight counties of the Jackson Purchase region, once exhibiting
among the strongest support for Democratic candidates in the state,
have tended to favor Republican candidates since 2004 (Turner and
Lasley 2013). Remaining Democratic support became confined to the
“Golden Triangle”41 in north-central Kentucky (see generalized location
on Map 8 above). By the 2016 presidential election the majority of voters
in only two counties, Jefferson and Fayette which contain the largest
cities in Kentucky, supported the Democratic candidate. For Jefferson
County this is a reversal, with presidential elections favoring the
Republican candidates from 1968 to 1988 but favoring Democratic
candidates since then (Turner and Lasley 2013).
The transformation in election results appears to have reached
completion in the mid-to-late 2010s. The 2015 general election was
noted for Republican candidates winning the majority of statewide offices
(Brown 2015). Then in the 2016 general election the majority of voters in
Elliot County, Kentucky voted in support of a Republican Party candidate
(presidential candidate Donald Trump) for the first time since the
county’s founding 144 years earlier in 1869 (Simon 2016). The margin
was not narrow either; according to official election results,42 candidate
Trump received 70% of the votes cast in Elliot County. Donald Trump

Golden Triangle refers to a portion of the Bluegrass region with its ‘corners’
demarcated by Louisville, Lexington, and the northern Kentucky suburbs of Cincinnati,
Ohio (Scott Lasley, personal communication, July 16. 2019).
42 https://elect.ky.gov/results/Pages/default.aspx (Last accessed November 26, 2020).
41
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winning in this county reportedly ended the longest streak of support for
the Democratic Party of any county in the U.S. (Simon 2016), and
supposedly completed the realignment of rural white southern voters to
the Republican Party, as Elliot County was the only majority-white rural
southern county to support Democratic presidential candidate Barack
Obama in 2012 (Nelson 2013). Based on statewide election results, the
voters of Kentucky appear to have abandoned the Democratic Party.
Other measures paint a more complex picture of voters in
Kentucky. In the same election in which they overwhelmingly supported
Donald Trump, a majority of Elliot County voters supported their longtime Kentucky state House of Representatives Democratic incumbent
Rocky Adkins, a native of the county. Adkins successfully won his 12th
two-year term to the state House in 2016 by receiving 66% of the votes
cast in his district, which includes all of Elliot and Lawrence Counties
and portions of Boyd and Rowan Counties, each a county that Donald
Trump won with at least 58% of the vote (80% in Lawrence County).
Likewise, voter registrations in Elliot County overwhelmingly favor the
Democratic Party. According to the Kentucky Board of Elections,43 88%
of the 5,213 registered voters in Elliot County were registered Democrats
at the time of the 2016 General Election, and Simon (2016) poignantly

https://elect.ky.gov/Resources/Pages/Turnout.aspx (Last accessed November 26,
2020).
43
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highlights through interviews the importance of their registeredDemocratic heritage to many voters in the county.
The unprecedented victory in the county for a Republican
candidate in 2016 cannot be chalked up to a partisan difference in voter
turnout (Converse 1966), the similar turnout of 56% for registered
Democrats and 57% for registered Republicans effectively negates any
voter turnout differential between those parties. Official results provided
by the Kentucky Board of Elections show that Donald Trump received
2000 votes in Elliot County; considering there were only 244 registered
Republicans who voted in the 2016 General Election that means at least
1,756 voters from other parties also voted for him, and there were only
85 voters not registered as either Democratic or Republican. Any way
you look at it, registered Democrats in Elliot County broke partisan
tradition and overwhelmingly supported the Republican presidential
candidate.
However, Simon’s (2016) Democratic interviewees made it clear
that in voting for Donald Trump they selected the candidate in
comparison to his opponents, they did not select his party. This
sentiment is noted by political scientist Stephen Voss who comments (in
Autry 2019) that:
A lot of people remain registered Democrat, in part, because
even though they’ve been voting Republican, they don’t really
identify emotionally with the GOP. They indicate they’d like
to vote for Democrats if they felt the Kentucky Democratic
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Party was offering them someone more acceptable, someone
not as much as like the national Democratic Party, but more
like a more traditional Democrat that used to be dominate
[sic] in the state.
This is exemplified in the Eastern Mountains region where labels such as
“Kentucky Democrats” and “Washington Democrats” are used to separate
their positions from those of the national party, and for them Donald
Trump was a “conservative Democrat they could support” even though
he ran on the Republican ticket44 (Hinckley 2019). They have
demonstrated their willingness to continue voting for Democratic
candidates as many state offices have continued to be held by
Democrats, albeit the number has been diminishing.
Meanwhile despite consistent recent success in presidential and
senatorial elections, the state Republican Party has only won the
majority of state offices in one election cycle so far, 2015, then lost that
majority including the governorship again in 2019. Republicans may be
gaining but “they haven’t really grown deep roots” (Voss in Audrey 2019).
That may change, however. On June 15, 2018, the percentage of
registered voters in Kentucky who were registered with the Democratic
Party dipped to 49.9%, still the plurality but not the majority for the first
time since the Civil War (Barton 2018). The trend is continuing with

It may be worth noting that Donald Trump himself was a registered Democrat
throughout most of the 2000s until switching to the Republican Party in 2009,
although he has switched several times including registering as a Republican in 1987
and with the Reform Party in 1999 before registering with the Democratic Party in 2001
(Gillin 2015).
44
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Republican and Independent voter registrations outpacing Democratic
(Autry 2019). Voss (in Autry 2019) attributes this trend more to the
election of Barack Obama combined with activities of the state
Republican Party than to an effect by Donald Trump, adding that:
Before [Donald Trump] really appeared on the political scene,
the shift in registration to Republican was already going
strong. I think the building of the Kentucky Republican Party
has been a very long process, over a couple of decades.
Greater attachment to the Republican Party may grow from this.
Voss (in Craig 2018) sees what is occurring in Kentucky as a
delayed repeat of the process that has already occurred in many whitemajority rural areas in the South since the late 1960s. According to Voss
these areas have progressed through three stages: 1) Conservative
Democratic territory that was loyal to Democrats at the national and
local levels, 2) conservative Democratic territory that became loyal to
Republicans nationally but remained loyal to Democrats down-ballot,
and 3) realignment to conservative Republican territory loyal to
Republicans at national and local levels.
Is sectionalism important to the changing landscape of political
party support in Kentucky? Key’s (1949) view that sectionalism arises
due to the organizational activities of parties would seem to indicate that
it is, based on Voss’ statements. Likewise, based on the preceding
discussion Schattschneider’s (1960/1975) view that sectional forces are
weaker in one-party states and when state politics aligns more closely
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with national politics leads to the conclusion that sectionalism may have
increased in Kentucky during this period of increasing party competition
and distancing from national political parties.
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CHAPTER 3: DATA AND METHODS
3.1: Data
All raw data utilized in this study were provided by the
Commonwealth of Kentucky State Board of Elections. Certified countylevel general election data were obtained online45 for all elections from
1974 through 2020, from which were extracted election results for
statewide senatorial (1974-2020), gubernatorial (1975-2019), and
presidential races (1976-2020).
County-level voter registration data by party were obtained online46
for the period from 1982 through 2020. These registration data are
released as part of a voter turnout report that is published two to four
months following an election and include any changes to registration
numbers that occur during that time. While the voter turnout statistics
are considered unofficial as a result of the registration data used in the
turnout calculations not being from the same time as the election, and
thus not used in this study, the party registration numbers do reflect
accurate annual points-in-time data.47 A search through the paper
archive collection of election files during a visit to the Kentucky State
Board of Elections office in Frankfort, Kentucky on June 29, 2018 added

https://elect.ky.gov/results/Pages/default.aspx (Last accessed November 26, 2020).
https://elect.ky.gov/Resources/Pages/Turnout.aspx (Last accessed February 21,
2020).
47 Sandy Milburn at the Kentucky State Board of Elections office, personal
communication, June 29, 2018.
45
46
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county-level voter registration data for 1976 and 1980. There are other
sources48 for county-level election data prior to 1974, but county-level
party registration data prior to 1976 are not available49. The full list of
data years for each race or registration category is:
Senatorial:
Gubernatorial:
Presidential:
Registration50:

1974,
1998,
1975,
2007,
1976,
2008,
1976,
1988,
1996,
2007,
2018,

1978,
2002,
1979,
2011,
1980,
2012,
1980,
1989,
1998,
2008,
2019,

1980,
2004,
1983,
2015,
1984,
2016,
1982,
1990,
1999,
2010,
2020

1984,
2008,
1987,
2019
1988,
2020
1983,
1991,
2000,
2011,

1986, 1990, 1992, 1996,
2010, 2014, 2016, 2020
1991, 1995, 1999, 2003,
1992, 1996, 2000, 2004,
1984,
1992,
2002,
2012,

1985,
1993,
2003,
2014,

1986,
1994,
2004,
2015,

1987,
1995,
2006,
2016,

Each of these categories include more than six election or registration
years, which according to Taylor (1988, p. 3) is the minimum needed to
produce acceptable factor analysis results.
While it might be desirable to be able to extend the beginning of
this study’s time frame back even further, that is ultimately not

Additional data sources obtained but not utilized are 1) Shannon and McQuown
(1950), providing Kentucky county-level election results for all presidential elections
between 1824 and 1948, and 2) an open records request made to the Kentucky State
Board of Elections on June 8, 2018, resulted in receiving a DVD containing scans of the
state summary registers with county-level results for all elections from 1919 to 1999.
Neither of these are used in this study because there are no corresponding voter
registration data for the additional time periods covered by these two sources.
49 Sandy Milburn at the Kentucky State Board of Elections office, personal
communication, June 29, 2018.
50 After 1996 the Kentucky state election schedule was changed to hold all elections in
three out of every four years instead of every year, resulting in a non-election year in
1997 and every fourth year thereafter. The years eliminated have not altered the
election schedules for any of the statewide races utilized in this study, but the Kentucky
State Board of Elections has also eliminated reporting of voter registrations for each
non-election year, which are reported every year from 1982-1996 and three out of four
years starting in 1998.
48
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necessary as the data that are available encompass the period of
interparty competition and realignment focused on in this study. Taylor
(1988) illustrates that choice of start and end dates can significantly
influence the results obtained with factor analysis, with elections
occurring close to the beginning or end of the study period often having
an exaggerated degree of influence on the results. Extending the present
study’s time frame back further would incorporate at least part of the
previous period of strong intra-party competition within the Democratic
Party, which could create difficulty in interpreting results about the
realignment period of interest. However, Taylor’s (1988) experimentation
demonstrates that interpretation of results reflects the view obtained
from the time in which the analysis is performed rather than any
inherent trend that manifest itself in the results regardless of start and
end dates, an issue that will have to be taken into consideration when
interpreting the results.
Likewise, it might be desirable in some cases to work with
precinct-level data instead of county-level data, and there is a general
tendency to work with the smallest geographic unit possible (Converse
1966), however in this case more would be lost than gained. Precinctlevel data is available for Kentucky but only from 2000 forward, which
would reduce the time frame for the study by 55% and eliminate much of
the realignment period of interest.
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3.2: Methods
Analyses of change and trends in the state- and county-level
electoral data are accomplished using a mixture of graphical and
cartographic analyses. These techniques are also used to compare the
electoral variables with certain demographic variables. Trends in the
Democratic and Republican parties’ relative county-level success in each
of the three statewide races and registrations are assessed by graphing
values obtained from the Dissimilarity Index over the course of the study
period. Processing of raw numbers, calculations such as percentages
and the Dissimilarity Index, and any other basic quantitative operations
are performed with Microsoft Excel from Microsoft 365 (Excel versions
19-21 have been used). Spatial and temporal analyses are accomplished
using factor analysis in Statistical Product and Service Solutions
(SPSS)51 version 26. The remainder of this chapter describes the
Dissimilarity Index and factor analysis in more detail.
3.2.1: Dissimilarity Index
The Dissimilarity Index provides a summary measure representing
the degree to which the distributions of two distinct groups co-occur
among the areal subunits of a region (Duncan and Duncan 1955;
Duncan et al. 1961; Shryock and Siegel 1973). Using a presidential

51

Originally named Statistical Package for the Social Sciences.
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election as an example, in this study the Dissimilarity Index compares
the relative distributions of votes for the Democratic and Republican
presidential candidates across Kentucky’s 120 counties52.
Included in the “evenness” category of segregation indices (Massey
and Denton 1988), the Dissimilarity Index produces a value that in its
form used here ranges from 0, no dissimilarity equating to the two
groups having identical distributions, to 100, complete dissimilarity
equating to full segregation from each other. This numeric value also
represents the proportion by which one of the groups would have to be
redistributed among the counties to achieve an even distribution between
the two groups in all of the counties (Plane and Rogerson 1994; Siegel
and Swanson 2008). For example, if there are two groups and their
relative distributions produce a Dissimilarity Index value of 35, then 35%
of one of the groups would have to be redistributed to achieve two
identical distributions which would result in a new Index value of 0.
A limitation of the Dissimilarity Index from a geographer’s
standpoint is that it is an inherently aspatial measure. While it
compares geographic distributions, it only provides a single global value
representing that comparison without contributing to any understanding
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Note that if the two components are not converted to percentages then the value of D
would range from 0 to 1, as in the examples provided in Plane and Rogerson (1994).
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of the underlying spatial variation in the distributions that generate this
global value, plus multiple possible variations in distributions can result
in the same index value (Morrill 1991). However, it does serve as a
useful, easily interpretable starting point for assessing comparative
changes in the geography of party support over time.
3.2.2: Factor Analysis
For a more robust analysis of geographic distributions, this study
turns to factor analysis. This statistical tool was developed by Spearman
(1904) to analyze theoretical constructs of underlying, unmeasurable
factors influencing the visible phenomena under investigation. As Cattell
(1965, p. 191) summarizes, factor analysis has a:
…primary aim and logical nature, namely, the isolation and
development of hypothetical constructs out of observed
phenomena…[factor analysis provides] a generalized method
for making invisible influences visible.
Factor analysis is applicable in electoral geography because spatial
patterns of electoral phenomena such as party registration and voting
results are influenced by an underlying geography of political-economic
factors arising from party structure and competition for governmental
power (Archer and Taylor 1981; Taylor 1981a).
Factor analysis is also relevant here for its ability to classify spatial
and temporal phenomena,53 such as counties and elections respectively,
The use of factor analysis to classify geographic regions stretches back over 80 years
and examples are too numerous to cover in detail here. For early examples see Kendall
53
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based on the results of the analysis. Classification of regional sections
and temporal epochs can be an instructive and illustrative outcome of
the use of factor analysis in electoral geography (Archer and Taylor 1981;
Taylor 1981a).
The foundation for linear statistical analysis is the geometric
modeling of a data variable as a vector in linear vector space (Gould
1970), with the various multivariate statistical techniques each analyzing
some characteristic of the relative arrangement of multiple such
variables simultaneously in multi-dimensional vector space (Mulaik
2010). Factor analysis specifically analyzes the correlations or
covariances between variables to examine the degree of association
between those variables in vector space, with a close cluster of variables
being identified as a single set of related variables:
By clustering a large number of variables into a smaller
number of homogeneous sets and creating a new variable – a
factor – representing each of these sets, we have simplified
our data and consequently are more likely to gain insight
into our subject matter. (Kachigan 1991, p. 238)
Simplifying data to gain insight has been the goal for using factor
analysis in electoral geography. This technique is also appropriate here

(1939) and Hagood (1941; 1943). A series of papers by Berry (1958; 1960; 1961) as well
as Gould’s (1967) paper on eigenvalues resulted in greater attention by geographers to
this method of regional classification. Since then, factor analysis has been implemented
in a wide range of geographical research and has been covered in a variety of technical
resources available to geographers (King 1969; Goddard and Kirby 1976; Taylor 1977;
Johnston 1978; Shaw and Wheeler 1985; Plane and Rogerson 1994; Griffith and
Amrhein 1997; Rogerson 2010). See Taylor (1981a) for a discussion of what had been
learned during the then previous 20 years regarding successful use as well as misuse of
factor analysis in geographic research.

69
since it is being applied to an entire population of interest, county-level
registration or voting results data, and not based on a sample with an
intent to extrapolate to a larger population (Field 2005).
There are numerous applications of factor analysis, often with a
different specific method ideal for each. The present study utilizes two
factor extraction methods available in SPSS. For temporal analysis of
electoral periods the present study utilizes the ‘principal axis factoring’
based on the ‘principal axis common factor analysis’ technique first
developed by Thurstone (1932; 1947). This extraction method, also
known simply as ‘common factor analysis,’ identifies the fewest number
of factors that can account for the most amount of common variance in a
set of variables and has been the more commonly used in electoral
geography, including Archer and Taylor (1981).
This method is not suitable for the sectional analysis in the
present study, however, due to it generating a “matrix is not positive
definite”54 error message that ends the process before any factors are
extracted, regardless of using a correlation or covariance matrix (more
about those in Step 2 below). The solution is to select the ‘principal

This error occurs when at least one of the eigenvalues calculated (discussed in Step 4
below) is not a positive number, i.e., is either negative or zero (Wothke 1993).
Eigenvalues of zero are possible with principal axis factoring when the number of
variables exceeds the number of objects due to the way the variance is handled by this
method, therefore the principal components extraction method is a viable alternative.
The characteristics of principal components analysis enable extraction of factors even
when there are eigenvalues of zero, but neither principal components nor principal axis
factoring can extract factors when any eigenvalues are negative.
54
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components’ extraction method in SPSS to perform a “principal
components factor analysis” (Kachigan 1991, p. 245). Common factor
analysis and principal components analysis55 are technically separate
albeit closely related techniques that are commonly grouped together as
in SPSS. Among other characteristics, principal components analysis
assumes all variance to be common between variables and works best
when there is a large number of variables; common factor analysis
assumes the existence of both common variance shared between
variables and unique variance specific to each variable, and can handle a
smaller variable matrix (Shaw and Wheeler 1985, Table 15.4 on p. 279;
Field 2005). The main technical outcome of the difference in
assumptions about variance occurs in the ‘principal diagonal’ of the
correlation matrix (in which each variable is correlated with itself), with
the values of all cells in the principal diagonal equaling ‘1’ (unity) in
principal components analysis while in factor analysis each principal
diagonal cell value is an estimated proportion of common variance
(communality) present in each variable56 (Rummel 1970; Field 2005).

Principal components analysis was developed by Pearson (1901) and first applied to
correlation matrices by Hotelling (1933). Like factor analysis, it has been used to
classify geographic regions (e.g., Willmott 1978). Examples of the use of principal
components analysis in sectional research in electoral geography include Johnston
(1982; 1987), Archer (1988), and Webster (1989).
56 ‘1’ minus the variable’s unique variance. See Taylor (1977, pp. 240-242 including
Figure 6.8 on p. 241) for a discussion and comparative graphic representation of the
apportioning of a variable’s variance using common factor analysis and principal
components analysis, and how that relates to the principal diagonal.
55
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It should be noted that when using the principal components
extraction method and then selecting and rotating only interpretable
factors the analysis is no longer working with the totality of variance,
instead it operates comparably to principal axis factoring with rotation,
with the two methods frequently giving nearly identical results (Rummel
1970; Kachigan 1991; Archer and Taylor 1981). As Kachigan (1991, p.
246) concludes:
…factors represent abstractions of the input variables,
whether derived by the principal components approach or
the mainstream factor analytic models. Though
mathematically different, they produce highly similar results.
For these reasons, ‘factor analysis’ is used here to represent this
research methodology regardless of which extraction method is used.
Factor analysis commonly involves six primary steps: 1)
Development of the input data matrix, 2) calculation of the similarity
matrix, 3) calculation of the factor matrix, 4) determination of the
number of factors to be extracted, 5) rotation of factors, and 6)
interpretation of factors (Kachigan 1991). The remainder of this chapter
details each of these steps in turn.
Step 1: Input data matrix. Since the variables are modeled as
vectors, multivariate techniques are commonly based on matrix algebra
(Thurstone 1947; Cattell 1952; Gould 1967; Rummel 1970; Draper and
Smith 1981; Stevens 1986; Mulaik 2010). The advantages of matrix
algebra over elementary algebra in multivariate analysis include utility
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and simplicity (Rawlings 1988); as Pedhazur (1982, p. 68) notes, “[t]he
powerful and elegant techniques of matrix algebra are eminently suited
for the solution of multivariate problems.” The starting point for factor
analysis is therefore the development of an input data matrix consisting
of rows of objects (also called cases or observations) and columns of
variables (Kachigan 1991). Table 2 below provides an example from the
present research in which the objects are the counties of Kentucky and
the variables are the election events. The intersection of a specific
county row and a specific election column in this example is a cell
containing a measure of an election result, in this case the percentage of
the total votes that were cast for the Democratic presidential candidate.
Table 2: An example of part of an input data matrix

The dimensions of the input data matrices vary depending on the
analysis, but as an example the data matrix for voter registrations
consists of an array of the 32 voter registration years by the 120 counties
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of Kentucky for a total of 3,840 cell values. The minimum array is 12 by
120, for a total of 1,440 values, each for the gubernatorial and
presidential election analyses. There are no missing values.
Each datum value occupying a cell is a percentage calculated from
the raw data obtained from the Kentucky State Board of Elections. The
percentages used in this study are the percentages of the total vote that
went for the Democratic Party candidate in each major statewide race
and the percentage of total registered voters who registered with the
Democratic Party each reporting year. Democratic Party percentage of
the vote has been the standard unit of measure in matrix-based electoral
studies analyzing electoral periods and regional sections (e.g., Pomper
1967; Archer and Taylor 1981). For the present study, an additional
justification comes from the statewide electoral shift generally resulting
in gains for both Republican and third-party candidates and losses for
the Democratic Party candidates. Likewise, percentage of total registered
voters who registered with the Democratic Party each year is also a
measure that encapsulates the changing fortunes of the Democratic
Party in Kentucky in recent decades.
The concept of a three-dimensional data cube provides six different
two-dimensional ‘slices’ that can form the input data matrix. The three
dimensions of the data cube are entities (often places or some other
geographic unit in geographic research), characteristics, and occasions
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or times (Cattell 1952; Berry 1964; Rummel 1970). The six ‘slices’ result
in six different ‘modes’ of factor analysis (Cattell 1952; Rummel 1970).
What crucially varies in these six modes is which dimension provides the
variables (columns) and which provides the objects (rows) in the input
data matrix. Using the geographically relevant example dimensions of
places, characteristics, and times, the six modes are:
R-mode: variables = characteristics
objects = places
(single occasion or time)
Q-mode: variables = places
objects = characteristics
(single occasion or time)
O-mode: variables = times
objects = characteristics
(single place)
P-mode: variables = characteristics
objects = times
(single place)
S-mode: variables = places
objects = times
(single characteristic)
T-mode: variables = times
objects = places
(single characteristic)
These are in fact three pairs of modes – R-mode and Q-mode, O-mode
and P-mode, S-Mode and T-mode – with each pair consisting of input
data matrixes that are transposes of each other (Cattell 1952; Rummel
1970). For example, R-mode and Q-mode can be generated by the same
input matrix by switching the rows and columns with each other.
Q-Mode can be used to develop a regional classification for a single
time and O-mode can be used to develop a temporal classification for a
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single place, however neither of those are satisfactory for the goals of the
present study.
S-mode and T-mode analyses are likewise transposes of each
other. S-mode can be used to examine correlations among places
relative to different moments in time, allowing for a time-series based
regional classification which is not possible with Q-mode. T-mode can be
used to examine correlations among moments in time relative to the
places, allowing for a classification of time periods. Table 2 above is an
example of an input data matrix for a T-mode analysis while Table 3
below is an example of a corresponding input data matrix for a S-mode
analysis. As noted previously, this relatedness in statistical techniques
for classification of both regions and time periods highlights the
relatedness of regionalization and periodization as modes of
representation (Wishart 2004).
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Table 3: An example of part of a S-mode input data matrix

The present study relies on S-mode and T-mode factor analyses as
they have been applied in previous electoral geography research (e.g.,
Archer and Taylor 1981; see also Table 1 above). S-mode is used to
classify counties into sections based on election results or party
registration within the counties across a time-series of elections. T-mode
is used to classify a time-series of elections or registration years into
electoral epochs based on the election results or party registration across
the counties. There are a total of four S-mode and four T-mode analyses,
one of each for the presidential election results, the gubernatorial
election results, the senatorial election results, and the voter
registrations.
Note that with the S-mode analyses there are more variables (120)
than objects (12 to 35). Having more variables than objects is a likely
occurrence with S-mode analysis when the variables are geographic units
and the objects are years. This means the rank of the matrix, which
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limits the maximum number of factors that can be extracted, is
restricted by the number of objects rather than the number of variables.
Such a situation is not preferred but unavoidable here, and allowable
when the goal is simply to describe variability in the data under
investigation without generalizing beyond that (Rummel 1970; Johnston
1978; Archer and Taylor 1981) as is the goal here. An indication that
this condition is not a concern is when the number of interpretable
factors is lower than the number of objects, indicating that having an
ability to generate further factors beyond the maximum limit set by the
number of objects is not likely to improve the results (Archer and Taylor
1981). In the present study the maximum number of interpretable
factors is four extracted in the gubernatorial S-mode analysis, well below
the 12 objects used indicating that the results are not likely to improve
with the addition of more factors.
Step 2: Similarity matrix. The values in the input data matrix are
used to compute either correlation coefficients between pairs of variables
(a correlation matrix) or measures of how similarly the values of two
variables change relative to each other (a covariance matrix) (Field 2005).
Correlation and covariance are related in that correlation is simply
covariance divided by the product of the standard deviations for the two
variables, thus correlation is a standardization of covariance. Factor
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analysis of election results has exclusively utilized correlation matrices
and that is also the similarity matrix of choice here.57
Step 3: Factor matrix. After the relevant matrix algebra
operations are performed on the correlation matrix, the initial output is a
factor matrix in which the columns are the derived variables (factors) and
the rows are the input data variables (Kachigan 1991). Each factor is a
construct that contributes to the variance exhibited in the input
variables included in the analysis, based on the assumption that the
factor represents some interpretable influence on the phenomenon under
investigation (Cattell 1952; Rummel 1970). As Harman (1976, p. 4)
states:
A satisfactory solution will yield factors which convey all the
essential information of the original set of variables. Thus,
the chief aim is to attain scientific parsimony or economy of
description.
Since they are variables, these factors are also vectors occupying vector
space.
Each cell in the factor matrix contains a factor loading, ranging in
value from -1 to 1, which is a measure of the correlation between a factor
and an original input variable (Kachigan 1991). These loadings “measure
which variables are involved in what factor and to what degree” (Rummel
1970, p. 137), and examining the loadings aids in interpreting the factors

57

Use of correlation or covariance matrices is re-addressed in the Conclusion chapter.
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(Step 6 below). The factor loadings used for analysis are the ones
obtained after rotation of factors (Step 5 below).
The cut-off for significant factor loadings in the S-mode analyses is
0.6 (Archer and Taylor 1981). Counties with positive or negative factor
loadings of 0.6 or greater with a particular factor provide the most
influential information for the purpose of interpreting that factor.
In the T-mode analyses the factor loadings will be used to create
pattern profiles for interpretation (Archer and Taylor 1981). As
commonly used in electoral geography (Johnston et al. 2017), a series of
elections loading on a single factor indicates a maintaining sequence of
elections. If a maintaining sequence is interrupted by an election
strongly loading on a different factor, that election represents a deviating
election. A switch from a series of elections loading on one factor to a
series of elections loading on a different factor indicates a realignment
that occurs suddenly with a single critical election or gradually through a
realigning sequence of elections.
Step 4: Number of factors extracted. The initial number of factors
produced can equal the number of input variables, but having the same
number of derived output variables as input variables is hardly a
simplification and even if fewer are derived the later factors extracted in
the analysis are often both trivial and uninterpretable (Kachigan 1991).
Two common rules-of-thumb for determining how many factors to retain
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for interpretation are the incremental percentage of total variance
accounted for by each factor and the incremental eigenvalue.
For the first of these, each factor accounts for a certain percentage
of the total variance in the input data with the cumulative for all factors
equaling 100%. The rule of thumb is to retain factors that account for a
greater than average amount of variance (Kachigan 1991). For example,
if there are 20 input variables the average percentage of the total
variance expected for each is 100%/20 = 5%. The factors to focus on are
therefore any that individually account for greater than 5% of the total
variance.
Directly related to percentage of total variance is the eigenvalue
associated with each factor. An eigenvalue corresponds to the number of
input variables that each factor represents, with the sum of all
eigenvalues equaling the total number of input variables (Kachigan
1991). A factor with an eigenvalue less than 1 accounts for less variance
than a single input variable and thus theoretically offers less benefit, for
this reason a common rule of thumb is to retain only the factors with
eigenvalues greater than 1 (based on Kaiser 1960). A factor’s percentage
of total variance can be calculated from its eigenvalue, and vice versa,
meaning that factors with eigenvalues greater than 1 will also account for
a greater than average amount of variance, therefore both methods
should identify the same factors to retain (Kachigan 1991).
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The present study utilizes the eigenvalue rule while keeping in
mind that exceptions can be made depending on the interpretability of
factors. Cattell’s (1966) scree plot of eigenvalues is also examined as a
supplemental visual aid.
Step 5: Rotation of factors. The initial factors are constructed to
maximize the variance accounted for rather than for interpretability
(Stevens (1986), as a result they tend to have a high number of midrange factor loadings with the original variables and few that approach
+/-1.0 or 0 (Kachigan 1991; Plane and Rogerson 1994). The next step
then is to produce linear transformations of the initial factors with the
goal of achieving better alignment with the original variables in vector
space, which results in more meaningful factor loadings that (hopefully)
aid interpretation of the factors (Rummel 1970; Kachigan 1991).
The rotation method commonly used for regionalization exercises
such as with S-mode factor analysis is orthogonal rotation, which
produces factors uncorrelated with each other. Temporal analysis on the
other hand assumes some correlation between time periods; as Archer
and Taylor (1981, p. 230) note, voter attachment to political parties in a
duopolistic competition system is likely to have a level of persistence
from one election to the next. The rotation method used with the T-mode
analyses is therefore oblique rotation, which enables the identification of
a maintaining sequence of elections and geographical normal-vote
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periods. Within SPSS version 26 these rotations are accomplished with
‘varimax orthogonal rotation’ and ‘direct oblimin oblique rotation’ (with a
conservative delta of zero following Archer and Taylor (1981)),
respectively.
Due to the advantages gained from rotating factors, the factor
loadings (discussed in Step 3 above) resulting from factor rotation are the
ones used in the analyses instead of the unrotated loadings.58 With Smode analysis the orthogonal rotation produces a ‘rotated factor matrix’
containing the factor loadings, which are measures of the correlation
between each rotated factor and each of the original input variables and
thus range in value from -1 to 1. The oblique rotation used with T-mode
analysis produces two different matrices of loadings, a ‘structure matrix’
and a ‘pattern matrix.’ The structure matrix is similar to the rotated
factor matrix produced by orthogonal rotation in that it contains
correlations between factors and variables, however in this case these
correlations can be influenced by correlations between the obliquely
rotated factors and thus are not considered the best choice for use in
interpretation (Archer and Taylor 1981). The pattern matrix consists of
regression coefficients as factor loadings and is considered a better
representation of the relationship between factors and variables in the
case of obliquely rotated factors (Rummel 1970). For these reasons, the

58

There is one exception that is discussed in the Results chapter.
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pattern matrix is used here instead of the structure matrix. Since they
are not correlation coefficients, the values for pattern loadings can be
greater than 1.0 or less than -1.0.
Step 6: Interpretation of factors. Interpretation is accomplished
utilizing the results obtained after factor rotation. Interpretation is
addressed in the following Results and Discussion chapter.
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CHAPTER 4: RESULTS
4.1: Voter Registration Results
Figure 1 displays trends in the raw registered voter data for
Kentucky during the study period. Statewide, the total number of
registered voters almost doubled from 1,712,405 in 1976 to 3,319,307 in
2020 (an increase of 94%59). During that same time the number
registered for the Democratic Party increased from 1,153,205 to
1,555,418 (35%), registered Republican increased from 497,929 to
1,470,722 (195%), and the number registered as independent or for a
third party (“Other”) increased from 61,271 to 293,167 (379%). This
graph demonstrates that growth in registration with the Republican
Party has driven growth in overall registration from 1991 to 2020.

Figure 1: Kentucky voter registration, 1976-2020

All percentages are rounded to nearest whole number to enhance readability, unless
there is a specific need to be more precise.
59
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Figure 2 displays trends in the percentage share of total registered
voters for each of the Democratic, Republican, and Other categories
during the study period. Percent registered Democratic60 decreased from
67% to 47% while percent registered Republican and percent registered
Other both increased, from 29% to 44% for the former and from 4% to
9% for the latter.

Figure 2: Kentucky voter registration percentages, 1976-2020
Both graphs illustrate that while the two major parties have
experienced increases in voter registrations, the Republican Party has
seen the most significant gains and has closed to just three percentage
points under the Democratic Party by 2020. Based on these trends it

For conciseness and readability, shorthand phrases such as “percent registered
Democratic” will be commonly used in this chapter in place of full phrases such as
“registered Democrats as a percentage of total registered voters” or “percentage of voters
registered with the Democratic Party.” Likewise, “percent Republican presidential vote”
and similar phrasing will be used to label election percentages.
60
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seems likely that the Republican Party will by-pass the Democratic Party
in voter registrations, possibly as soon as when the next update to voter
registration data, for 2022, are released in early 2023.
The Independent and third-party registrations that make up the
“Other” category have collectively also experienced increases during this
time, however most of that occurred as a sudden jump during the Ross
Perot presidential candidacies in the mid-1990s with only a very slight
increase since. The limited nature of this growth is likely influenced by
both the Kentucky Democratic Party and the Kentucky Republican Party
having closed primaries,61 meaning that only registered Democrats can
vote in the Democratic Party primaries and likewise for registered
Republicans and the Republican Party primaries. By comparison to
Kentucky’s 9% combined Independent and third-party registrations, over
half of registered voters are registered as Independent in each of two
states, Alaska (55%) and Massachusetts (54%) as of 2018 (Mikalaski
2018). Party history and political culture may influence registration as
Independent as well, as Maine has closed primaries yet 35% of registered
voters are registered as Independent, a higher percentage than both the
Republican Party’s 26% and Democratic Party’s 14% in that state
(Mikalaski 2018).

61

https://www.openprimaries.org/states_kentucky
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Note from Figure 2 that the Perot effect had a greater impact on
Democratic registrations than on Republican ones. Outside of that
effect, the changes are rather gradual until after 2008 when a steeper
decline begins for percent registered Democratic and concurrent steeper
increase in the Republican trend. This would seem to support the claim
by Voss (in Audrey 2019) that the main impetus for the increased rate of
gains by the Republican Party compared to the Democratic Party was the
election of Barack Obama as president in 2008.
Figure 3 below displays the trend in the calculated values for the
statewide Dissimilarity Index comparing the distribution of registered
Democrats and registered Republicans across all 120 counties during the
study period.62 Overall, dissimilarity decreases from 35 in 1976 to 23 in
2020, with a peak value of 38 in 1989, denoting an increasing similarity
in the county-level distribution of registered Democrats and Republicans.
This trend indicates that the growth the Republican Party has been
experiencing has included exceeding Democratic Party growth in
counties the latter has traditionally dominated, resulting in less
difference between the two parties in those counties. One way to
conceptualize this implication is to note that the peak value in 1989 can
be interpreted as meaning that 38% of one of these two parties would

Recall that a value of 0 indicates no dissimilarity, in this case equating to registered
Democrats and registered Republicans having identical distributions, while a value of
100 indicates complete dissimilarity equating to complete segregation from each other.
62
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have to have been redistributed around the state’s counties to achieve
identical distributions, while in 2020 only 23% would have to be
similarly redistributed to have that same effect. In other words, as
Republican Party registration catches up to Democratic Party registration
Kentucky’s counties are becoming increasingly more uniform in
registration for these two parties. In effect, the traditionally Democratic
Party dominated counties are becoming more like the traditionally
Republican Party dominated counties in this respect.

Figure 3: Kentucky voter registration Dissimilarity Indices, 1976-2020
That last inference is also supported by the following series of three
maps illustrating county patterns in percent registered Democratic for
1976 and 2020 as well as the change in this percentage between those
two years. In 1976 (Map 9 below), 82 counties had registrations for the
Democratic Party exceeding 60% of the total (black shading), indicating
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solid support for the Democratic Party that extends across most areas of
the state. Solidly Republican counties, as indicated by Democratic Party
registrations of less than 40%63 (white shading), number only 20 with a
notable large cluster associated with the Old Fifth traditional Republican
stronghold shown in Map 8 (page 55 above) and some smaller clusters
associated with the Western Coal Field and Eastern Mountains regions.
The remaining 18 counties (gray shading) can be thought of as relatively
competitive ones with percentages for the two parties closer to parity.
These are primarily located on the periphery of the Old Fifth as well as in
the Western Coal Field and Eastern Mountain regions.

Map 9: Percent Democratic voter registration, 1976
By 2020 (Map 10 below) the geographical dimensions of the
transition in voter registrations are clear. Solidly Republican counties
now number 42, with all but four of the 1976 competitive counties

63

The very low percent registered ”Other” category does not impact this labeling.
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having become solidly Republican as did seven counties that were solidly
Democratic in 1976. Meanwhile only 22 counties still maintain a solid
Democratic majority with regards to voter registrations. There are some
urban and some rural but the overall pattern of these 22 defies
explanation, particularly the narrow band stretching from the Ohio River
in the north, through the Bluegrass and Eastern Mountain regions, to
the border with Virginia in the southeast. This has the appearance of a
transportation corridor effect but the only such corridor that coincides
with many but not all of these counties is the Licking River, which is not
large enough for any commercial transportation. The majority of
counties, 66, now fall into the ‘relatively competitive’ middle category, 62
of which were solidly Democratic in 1976 while the remaining four were
in the competitive category in both years.

Map 10: Percent Democratic voter registration, 2020
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Most telling is Map 11 below, which illustrates the differences
between the percent values used in the 1976 and 2020 maps64. Only
two counties experienced increases in their Democratic percentages,
Martin County (1%) and Owsley County (9%), both in the Eastern
Mountains region. Interestingly, Owsley is also located in the Old Fifth.
In general, the counties with the lowest declines are in the Eastern
Mountains, Western Coal Field, and Pennyroyal regions, where ‘coal field
Democrats’ (in the first two regions) and ‘Southern Democrats’ (in the
latter region) have been prominent traditions. Note however that
included here is the Old Fifth region that already had lower percent
Democratic registration and thus less room for decreases.
Meanwhile 61 of the state’s 120 counties experienced declines in
the Democratic Party’s percentage of voter registration of over 20
percentage points, located primarily in the north-central and western
portions of the state, while 15 of these experienced declines of over 40%.
Most of the counties experiencing these largest decreases are part of the
Louisville, Lexington, or Cincinnati metropolitan statistical areas (MSA;
see Map 2 on page 48), although this does not include the two Kentucky
core counties of Jefferson (home county for Louisville) and Fayette
(Lexington) which saw more modest declines. Spencer County, part of
the Louisville MSA, leads counties experiencing declines in percent

64

The 2020 percent value minus the 1976 percent value.
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Democratic voter registration with a decrease of 53 percentage points.
Recent migration trends within metropolitan areas likely play a role,
particularly around Louisville where a court-mandated implementation of
busing of public-school students beginning in 1975 combined with a
merger of Louisville and Jefferson County public school systems that
same year resulted in a “white flight” from Jefferson County to
surrounding counties (K’Meyer 2009).

Map 11: Change in percent Democratic voter registration, 1976-2020
The preceding cartographic analysis only compares the start and
end dates of the study period, for a geographical analysis of the entirety
of the time frame we turn to the S-mode factor analysis of the complete
matrix of percent registered Democratic for all years of this study. This
technique results in three interpretable factors that, combined,
statistically explain 97% of the variance exhibited in the data.
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Maps 12, 13, and 14 below illustrate the loadings65 for these three
factors and indicate a sectional structure to voter registrations in
Kentucky during the study time frame. The map class for the strongest
positive loading values, 0.6 and above, associated with Factor 1 (Map 12)
primarily highlights the Bluegrass, Pennyroyal, and Jackson Purchase
regions as a section, collectively the traditional urban, industrial, and
agrarian Democratic strongholds that have also experienced the most
relative change in voter registrations by party. The county with the
highest positive loading for Factor 1, Oldham County which is part of the
Louisville MSA, is used to illustrate the nature of this change in Figure 4
below, which displays that county’s trends in percent Democratic and
Republican registrations during the study period. This figure highlights
the steady transition of the county’s registered voters from Republican to
Democratic over an almost 45-year period. Note also that a border
between the Bluegrass and Pennyroyal regions to the west and the
Eastern Mountains to the east is particularly apparent on Map 12, with
the latter also being home to counties with the strongest negative
loadings, including Martin and Owsley discussed above, that have not
seen this trend.

See Appendix A on page 197 for individual and cumulative percentages of variance
explained by the rotated factors and complete rotated factor loadings.
65
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Map 12: Percent Democratic voter registration S-Mode loadings:
Factor 166

Figure 4: Oldham County voter registration percentages, 1976-2020

Following Archer and Taylor (1981), counties with strong positive factor loadings of
0.600 and above are included in one cartographic class while moderate positive
loadings of 0.300 to 0.599 are grouped together in another class, and likewise for
negative loadings. The remaining weak loadings from -0.299 to 0.299 are grouped
together into a single intermediate class. These class definitions are used for all Smode factor loading maps.
66
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Factor 2 (Map 13) denotes a coal producing section, primarily
highlighting the coal producing areas in the east and west of the state,
collectively Democratic strongholds that have seen less change. Figure 5
illustrates the percent party registration trends for the county with the
strongest positive loading to Factor 2, Harlan County in southeastern
Kentucky along the border with Virginia. During the study period,
Harlan County initially experienced increases in percent Democratic
registrations and corresponding decreases in percent Republican
registrations until these both leveled off in the late 1990s. After 2008 the
trend reverses as the gap narrows between the two parties’ registrations,
particularly after 2015. Figure 5 indicates that while the county loading
most strongly with Factor 2 has seen less change in relative party
registrations that is only because the start of this change came later
compared to the county loading most strongly with Factor 1.
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Map 13: Percent Democratic voter registration S-mode loadings:
Factor 267

Figure 5: Harlan County voter registration percentages, 1976-2020
Factor 3 (Map 14) primarily highlights the Old Fifth along with
some other isolated long-time Republican strongholds as a section. As
Figure 6 illustrates for Whitley County, located in the Old Fifth along the

Note that not all factor loading maps include all five possible classes, for example in
Map 13 there are no moderate or strong negative loadings to classify,
67
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border with Tennessee and having the strongest loading with Factor 3,
the Republican Party has enjoyed a consistently sizable advantage in
registrations over the Democratic Party throughout the study period.

Map 14: Percent Democratic voter registration S-mode loadings: Factor 3

Figure 6: Whitley County voter registration percentages, 1976-2020
Based on these factor loading maps and the graphs of the
strongest loading county to each, it is clear that the section indicated by
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Factor 1 has been driving the long-term transition illustrated in Figures
1 and 2 above. There are more counties loading strongly with this factor
than the other two combined and as the Oldham County graph
illustrates the registration realignment occurred in these counties
around the middle of the study period. Note that based on the Harlan
County graph it appears that the counties loading strongest with Factor
2 have been contributing to the increased rate of transition that began in
2010 as seen in Figure 2 above. This indicates that these counties were
most affected by the anti-Obama reaction Voss (in Audrey 2019)
describes.
The T-mode factor analysis produces two factors that statistically
explain 99.5% of the total variance exhibited in the data, but only one is
interpretable. Figure 7 below illustrates the pattern loadings68 for this
factor, which exhibit only a narrow range from 0.939 (2020) to 0.998
(1995 and 1996). On the surface these T-mode results appear to not be
informative but are indeed rather telling. When analyzing correlations
between years with reference to counties, the geographic pattern that
exists in the change in the percentage of voters registered with the
Democratic Party has been largely consistent over the time frame of this
study. In a sense, there has been the registration equivalent of a single

See Appendix B on page 201 for complete rotated factor pattern loadings and
correlations between rotated factors. Note that Factor 2 has been excluded from the
analysis due to not having any strong loadings.
68
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‘normal vote’ period, a ‘normal registration’ period if you will. There has
not been a registration equivalent to a critical or deviating election, just a
continuous sequence of maintaining years due to the gradualness of the
change occurring.

Figure 7: Percent Democratic voter registration T-mode pattern
loadings: Factor 1
Taking all the preceding results together, it becomes clear that
relative changes in voter registrations across counties have a large
measure of spatiotemporal uniformity about them. That does not mean
that every part of Kentucky is changing at the same rate, the
cartographic analysis demonstrates otherwise. Instead, it indicates that
pattern of change across all counties has been largely consistent during
this time. How do these results compare to those for major statewide
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elections that are traditionally examined in this type of analysis? The
remaining parts of this chapter address the latter.
4.2: Presidential Election Results
Figure 8 below displays trends in the raw presidential election data
for Kentucky during the study period. Statewide, the total number of
votes cast for presidential candidates increased from 1,165,542 in 1976
to 2,136,768 in 2020 (an increase of 83%). During that same period, the
number of votes cast for the Democratic Party candidate increased from
614,117 to 722,474 (18%), the number cast for the Republican Party
candidate increased from 531,852 to 1,326,646 (149%), and the number
cast for other candidates increased from 19,573 to 37,648 (92%) with a
peak of 210,618 in 1992. Note that growth in votes for Democratic Party
and “Other” candidates has been largely flat overall, with growth once
again being driven by growing success by the Republican Party.

Figure 8: Kentucky presidential election votes, 1976-2020
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Figure 9 below displays trends in the percentage share of total
votes cast that went for the Democratic, Republican, and other
candidates during the study period, and similarly illustrates the growing
success of Republican candidates. The Democratic candidate vote share
decreased from 53% to 36%, with a low of 33% in 2016. The vote share
for Republican candidates increased from 46% to 62%, with a high of
63% in 2016. The “Other” category was virtually unchanged from start
to end of the study period, from 1.7% in 1976 to 1.8% in 2020, but with
a high of 14% in 1992 and a low of 0.8% in 2004. The victories by Bill
Clinton in 1992 and 1996 appear directly linked to a syphoning of
Republican votes by Ross Perot, which is the opposite effect seen with
voter registration where the Perot candidacy appears to have impacted
Democratic voter registrations more than Republican (Figure 2 above).

Figure 9: Kentucky presidential election percentages, 1976-2020
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Figure 10 below displays the Dissimilarity Index trend comparing
county-level Democratic and Republican presidential election results. In
general, dissimilarity increases from 18 in 1976 to 29 in 2020, with a low
of 14 in 1980. Most of that increase has occurred during the last two
elections, while from 1980 to 2000 the trend is relatively flat.

Figure 10: Kentucky presidential election Dissimilarity Indices,
1976-2020
This overall trend of increasing Dissimilarity Index values is best
explained by comparing the following three maps illustrating the percent
Democratic presidential vote for 1976 and 2020 as well as the change in
this percentage between those two years. In 1976 (Map 15 below), there
were 51 counties in which the Democratic candidate enjoyed a
comfortable vote lead, 54 that are more competitive, and 15 with a
comfortable vote lead for the Republican candidate. This large number of
relatively competitive counties translates into a low level of dissimilarity,
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with the 1976 election value of 18 being just slightly over half the value
of 35 for voter registration the same year. In other words, in 1976 the
relative geographical distribution of presidential votes for major party
candidates was more similar than for major party voter registrations at
the county level.

Map 15: Percent Democratic presidential vote, 1976
By 2020 (Map 16 below) however, the Republican presidential
candidate enjoyed a comfortable vote lead in all but five counties while
there were no counties in which the Democratic candidate enjoyed a
comfortable vote lead. All five of the relatively more competitive counties
are part of metropolitan statistical areas with three of them being the
home counties to the three largest cities in the state, Louisville,
Lexington, and Bowling Green. As can be seen in Map 17 below,
comparing the differences between the values used in Maps 15 and 16,
the only counties that experienced increases in the percent Democratic
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presidential vote between 1976 and 2020 are the core metropolitan
counties of Jefferson (Louisville) and Fayette (Lexington). The increasing
concentration of the Democratic vote in these urban areas combined with
the significant decrease in Democratic vote throughout much of the rest
of the state is reflected in the increasing value of the Dissimilarity Index.

Map 16: Percent Democratic presidential vote, 2020

Map 17: Change in percent Democratic presidential vote, 1976-2020
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As noted above, for 1976 the voter registration index value is
almost twice as high as that of the presidential election. However, by
2020 the presidential election index value of 29 is now six points higher
than the value of 23 for voter registration. This indicates a reversal in
which, at the county level, the relative geographical distribution for major
party voter registrations is now more similar than are votes for major
party presidential candidates.
The S-mode factor analysis produces three interpretable factors
that, combined, statistically explain 95% of the variance exhibited in the
data. Maps 18, 19, and 20 below illustrate the loadings69 for these three
factors. These maps indicate a sectional structure to presidential
elections in Kentucky during the study time frame. The strongest
loadings with Factor 1 (Map 18) highlight in particular the Eastern
Mountains region as well areas of the Pennyroyal, Western Coal Field,
and Jackson Purchase regions. This is a non-metropolitan section.
Visually it also appears to be non-Bluegrass except for a ring of the
peripheral counties in the east and south of the Bluegrass region,
however these peripheral counties are also non-metropolitan indicating
that non-metropolitan is the primary driver. The weak positive as well as
strong negative loadings for counties in the Bluegrass is likely an artifact
of their higher levels of urbanization rather than indicating a particular
See Appendix C on page 203 for individual and cumulative percentages of variance
explained by the rotated factors and complete rotated factor loadings.
69
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influence of the Bluegrass region itself. Figure 11 below illustrates the
percent presidential vote trends for the county with the strongest positive
loading to Factor 1, Martin County in the Eastern Mountains along the
border with West Virginia. Most of the voter support has consistently
been for Republican presidential candidates, except for the two Perot
candidacy years, indicating a section with strong conservative leanings.

Map 18: Percent Democratic presidential vote S-Mode loadings: Factor 1

Figure 11: Martin County presidential vote percentages, 1976-2020
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The counties with the highest loadings with Factor 2 (Map 19)
correspond to counties that have experienced the most significant
declines in the percentage of votes for the Democratic candidate, as
illustrated by comparing Map 19 with Map 17 above. The strong
negative loadings for Jefferson and Fayette Counties with Factor 2 are
due to those being the only counties to experience increases. This
interpretation is supported by the percent presidential vote trends for the
county with the strongest positive loading to Factor 2, Owen County
(Figure 12 below) which is part of the Bluegrass and Golden Triangle
regions and located adjacent to the Louisville, Lexington, and Cincinnati
MSAs. Owen County has experienced a steady transition from strong
support for Democratic presidential candidates in 1976, with Ronald
Reagan’s re-election being the only Republican win prior to 1996, to
strong Republican support by 2020. The counties associated with Factor
2 appear to be important drivers for presidential realignment in the state.

Map 19: Percent Democratic presidential vote S-Mode loadings: Factor 2
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Figure 12: Owen County presidential vote percentages, 1976-2020
The strong positive loadings with Factor 3 (Map 20) correspond to
metropolitan counties making it a counterpart to Factor 1. Most of these
are peripheral MSA counties, although the central counties for the
Elizabethtown and Bowling Green MSAs are also included. Kenton
County, part of the Cincinnati MSA, has the strongest loading with
Factor 3 and its percent presidential vote trends (Figure 13 below)
highlight a consistent support for Republican candidates that has not
experienced the changes displayed in the highest loading counties for
Factors 1 and 2 (Figures 11 and 12 above).
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Map 20: Percent Democratic presidential vote S-Mode loadings: Factor 3

Figure 13: Kenton County presidential vote percentages, 1976-2020
The T-mode factor analysis produces two interpretable factors that,
combined, statistically explain 92% of the total variance exhibited in the
data. Figures 14 and 15 illustrate the pattern loadings70 for these
factors. Taken together, they indicate a sharp realignment with the 2008

See Appendix D on page 207 for complete rotated factor pattern loadings and
correlations between rotated factors.
70
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election.71 The strong positive loadings with Factor 1 (Figure 14 below)
correspond to a period of alternating party success yet their trend
appears as a sequence of maintaining elections with no deviating
elections, indicating that the relative strengths of the major parties were
broadly consistent during that time. In 2008, reaction against the
Barack Obama presidential campaign began a dramatic shift in party
relative strength that has been further energized by reactions against his
re-election campaign and for the two Donald Trump campaigns. Factor 2
(Figure 15 below) thus appears to be signaling that the state is now in a
Republican Normal Vote period for national presidential elections.

To check against any adverse effects of the shorter time frame compared to Archer
and Taylor’s (1981) analysis, an identical T-mode factor analysis was conducted on
1916-2016 percent Democratic presidential vote data for Kentucky provided by Dr. J.
Clark Archer. This analysis confirmed the 2008 realignment but indicated it was a
second one, the first occurring with the 1968 election.
71
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Figure 14: Percent Democratic presidential vote T-mode pattern loadings:
Factor 1 (shaded area includes each year’s strongest positive
or negative loading)

Figure 15: Percent Democratic presidential vote T-mode pattern loadings:
Factor 2 (shaded area includes each year’s strongest positive
or negative loading)
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4.3: Senatorial Election Results
Figures 16, 17, and 18 below display trends in the raw election data,
percentage share of total votes cast, and Dissimilarity Index, respectively,
for senatorial elections in Kentucky during the study period. Due to an
increased volatility in the trends and patterns we will forgo discussing
specific raw numbers, percentages, and percent changes as those are
less informative here. In Figure 16, if we ignore the fact that vote
numbers are higher for senate elections that occur the same year as
presidential elections than for those that do not, we see that the number
of votes in Senatorial elections has generally trended upward between
1974 and 2020. Also note that there is a fair amount of competitiveness
between the major parties through to the 2004 election, after which the
pattern has stabilized considerably in favor of the Republican candidates.

Figure 16: Kentucky senatorial election votes, 1974-2020
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The alternating level of party support apparent in Figure 17 below
from 1980 to 2004 result from two separate six-year election cycles, one
for each Senate seat. The comfortable Democratic wins in 1980, 1986,
and 1992 were re-elections of Wendall Ford, who had also served as
Lieutenant Governor and Governor before becoming senator. After Ford
retired from the Senate in 1999, the seat was narrowly won by
Republican Jim Bunning in 1998 and 2004 followed by more comfortable
wins by Republican Rand Paul in 2010 and 2016. In the other Senate
seat, then new-comer Republican Mitch McConnell upset two-term
Democratic senator Walter Huddleston to win his first election in 1984
and has been re-elected six times, most recently in 2020, with varying
degrees of support that have consistently increased over the past three
election cycles. Candidates that fall into the “Other” category have had
no apparent impact on the outcome of any of these senate races.

Figure 17: Kentucky senatorial election percentages, 1974-2020
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The graph of Dissimilarity Index values for senatorial elections in
Figure 18 reflects this back-and-forth between election results for the
two different seats, with more similarity during competitive elections and
less during the non-competitive ones indicating some level of nonrandomness to where the votes are changing. Note that if the back-andforth zigzags are ignored the overall trend is almost identical to the
Dissimilarity Index trend for presidential elections (Figure 10 above),
including the starting values (17.62 for presidential and 17.79 for
senatorial) and ending values (28.19 and 25.32 respectively).

Figure 18: Kentucky senatorial election Dissimilarity Indices, 1974-2020
The three maps illustrating the percent Democratic senatorial vote
for 1974 and 2020 (Maps 21, 22, and 23 below) are likewise almost
identical to their presidential counterparts (Maps 15, 16, and 17 above).
In short, when comparing county patterns in support for the Democratic
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Party candidates in senatorial elections using the starting and ending
dates for the study period, the changes virtually mirror what has
occurred with presidential elections over a similar period that was
discussed above.

Map 21: Percent Democratic senatorial vote, 1974

Map 22: Percent Democratic senatorial vote, 2020
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Map 23: Change in percent Democratic senatorial vote, 1974-2020
The S-mode factor analysis of the senatorial election data produces
three interpretable factors that, combined, statistically explain 94% of
the variance exhibited in the data. Maps 24, 25, and 26 below illustrate
the loadings72 for these three factors. These maps have some similarities
and some differences to the corresponding presidential maps. For
example, the senatorial Factor 1 (Map 24) loads highest primarily with
non-metropolitan counties as does the presidential Factor 1 (Map 18
above), yet neither the positive loadings in the Pennyroyal nor the
negative loadings for the metropolitan counties are generally as strong in
the senatorial results compared to the presidential ones. Factor 2 is
quite different between the presidential and senatorial analyses.
Whereas the presidential Factor 2 (Map 19 above) represented counties

See Appendix E on page 208 for individual and cumulative percentages of variance
explained by the rotated factors and complete rotated factor loadings.
72
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with the greatest decline in support for Democratic presidential
candidates, the senatorial Factor 2 (Map 25) primarily represents a
combination of the Bluegrass and Pennyroyal regions. On the other
hand, the senatorial Factor 3 (Map 26) loads highest with metropolitan
counties as does the presidential Factor 3 (Map 20 above) but this time
with only the two most populous counties, Jefferson and Fayette. In
short, a similar sectional structure exists between presidential and
senatorial elections, but with subtle differences in the details.

Map 24: Percent Democratic senatorial vote S-Mode loadings: Factor 1
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Map 25: Percent Democratic senatorial vote S-Mode loadings: Factor 2

Map 26: Percent Democratic senatorial vote S-Mode loadings: Factor 3
Figures 19, 20, and 21 below display the percent senatorial vote
trends for the strongest loading counties for senatorial Factors 1, 2, and
3, respectively. The alternating pattern seen in Figure 17 above
reflecting two separate six-year election cycles, one for each Senate seat,
is apparent in these graphs as well. The counties associated with Factor
2 appear to be the primary driver for Republican candidate success from
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1998 on as illustrated in Figure 17 above, with counties associated with
Factor 1 contributing significantly to the more recent steadily expanding
vote gap between Democratic and Republican candidates.
Interesting comparisons can be made between the strongest
loading counties for the presidential and senatorial factors. The spatial
patterns for presidential Factor 1 and senatorial Factor 1 may look
similar as discussed above but the temporal patterns for the county that
loads strongest with each factor, Martin County (Figure 11 above) and
Pike County (Figure 19), respectively, are not. These two counties are
adjacent to each other on the eastern edge of the Eastern Mountains,
however whereas voters in Martin County supported Republican
candidates in all but two presidential elections during the study period
Pike County experienced a realignment from majority support for
Democratic senatorial candidates to majority support for Republican
ones. On the other hand, the spatial patterns for presidential Factor 2
and senatorial Factor 2 are different yet the county that loads strongest
with each factor, Owen County (Figure 12 above) and Kenton County
(Figure 20 below), respectively, display similar temporal patterns. Only
one county separates these two, with Kenton being part of the Cincinnati
MSA while Owen is adjacent to both the Cincinnati and Louisville MSAs.
Factor 3 is similar to Factor 1 in that the spatial patterns for presidential
Factor 3 and senatorial Factor 3 look similar but the temporal patterns
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for the county that loads strongest with each factor, Kenton County
(Figure 13 above) and Jefferson County (Figure 21), respectively, are not.
Kenton County, again, is part of the Cincinnati MSA while Jefferson
County contains that most populous city in Kentucky, Louisville.

Figure 19: Pike County senatorial vote percentages, 1974-2020

Figure 20: Kenton County senatorial vote percentages, 1974-2020
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Figure 21: Jefferson County senatorial vote percentages, 1974-2020
These are of course examples drawn from a larger data set,
however it is important to note that S-Mode factor analysis does not just
analyze spatial patterns but rather how any changes in spatial patterns
play out over time. Certain factors may exhibit similarities in either
spatial patterns or temporal trends between two different data sets, as in
presidential and senatorial election results, but that does not
automatically translate into complete similarity in all respects.
Ultimately, identified sections can react differently to elections for
different offices.
That there are differences in how Kentucky counties have reacted
to senatorial elections over time compared to presidential ones is also
reflected in the T-mode factor analyses. The T-mode factor analysis of
the senatorial percent Democratic vote data produces two interpretable
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factors that, combined, statistically explain 81% of the total variance
exhibited in the data. Figures 22 and 23 below illustrate the pattern
loadings73 for these factors. While 2004/2008 once again stands out for
dividing the highest loadings into separate factors, the general pattern
indicates a gradual transition beginning with the 1996 election rather
than a sharp one as with the presidential election data. Arguably there
is a maintaining sequence through 1992 followed by a realigning
sequence from 1996 on.

Figure 22: Percent Democratic senatorial vote T-mode pattern loadings:
Factor 1 (shaded area includes each year’s strongest positive
or negative loading)

See Appendix F on page 212 for complete rotated factor pattern loadings and
correlations between rotated factors.
73
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Figure 23: Percent Democratic senatorial vote T-mode pattern loadings:
Factor 2 (shaded area includes each year’s strongest positive
or negative loading)
The presidential and senatorial factor analysis results indicate that
similarity in sectionalism can occur without similarity in periodization.
Two series of events can play out similarly over the same space yet
exhibit different temporal realities, even if the starting and ending
characteristics are almost identical for those two series.
4.4: Gubernatorial Election Results
Democratic Party candidates for governor have had more success
in Kentucky over the last 44 years compared to their presidential and
senatorial counterparts, possibly a reflection of Thornburg’s (2014)
finding about greater party loyalty in down-ballot contests. Another

124
possibility, per Voss’ comments in Autry (2019) quoted in Chapter 2, is
that Democratic candidates for state office of governor are not being
perceived as ‘national’ democrats while their counterparts running for
the national offices of senate or president are. Whatever the cause,
Democratic Party candidates won 10 out of the 12 contests from 1975
through 2019 while Republican Party candidates won only two, as
illustrated in Figures 24 and 25 below. Three of the Republican losses
were by relatively narrow margins, particularly the 2019 election where
the Democratic margin of victory was only 0.35%, yet as recently as 2011
the Republican candidate lost by over 10%. The 1999 and 2011
elections show a syphoning off of Republican votes by Reform Party
candidates but adding those to the Republican count would still not have
resulted in wins.

Figure 24: Kentucky gubernatorial election votes, 1975-2019
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Figure 25: Kentucky gubernatorial election percentages, 1975-2019
The Dissimilarity Index trend (Figure 26 below) displays some
variability but little overall change from 1979 to 2011, and even the 2019
Index value is not far above previous maximums. The current increasing
trend, from 2003 to 2019, is longer yet more gradual than similar trends
in the other election data, indicating that a transition is underway but
not as quickly as it has occurred with presidential and senatorial
elections.
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Figure 26: Kentucky gubernatorial election Dissimilarity Indices,
1975-2019
The 1975 and 2019 maps below of the percent Democratic
gubernatorial vote paint a familiar picture similar to what has been seen
so far. Map 27 (1975) highlights the then dominance of the Democratic
Party statewide except primarily for the Old Fifth. By 2019 (Map 28)
most counties are solidly Republican, although there are more counties
that can be considered competitive compared to the most recent
presidential and senatorial elections (Maps 16 and 22 above,
respectively). Current Democratic governor Andy Beshear only carried
23 of the state’s 120 counties when he won the 2019 election.

127

Map 27: Percent Democratic gubernatorial vote, 1975

Map 28: Percent Democratic gubernatorial vote, 2019
Map 29 below, illustrates the change in the percent Democratic
gubernatorial vote between 1975 and 2019. The two most populous
counties, Jefferson and Fayette, along oddly enough with McCreary
County in the Old Fifth, were the only ones to experience an increase in
this percentage. This map also highlights a more complete realignment
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toward solidly Republican voting in western Kentucky compared to the
presidential or senatorial elections (Maps 17 and 23 above).74

Map 29: Change in percent Democratic gubernatorial vote, 1975-2019
The S-mode factor analysis produces four interpretable factors
that, combined, statistically explain 91% of the variance exhibited in the
data. Maps 30, 31, 32, and 33 below illustrate the loadings75 for these
four factors. Factor 1 (Map 30) has the highest loadings with counties in
the south-central and western parts of the state, encompassing the
Pennyroyal, Western Coal Field, and Jackson Purchase regions. Figure
27, displaying the percent gubernatorial vote trends for the county with
the strongest loading with this factor, Grayson County which is at the

This transformation of western Kentucky, once known as Kentucky’s “Democratic
Gibraltar” (Craig 2018), includes some of the greatest percent changes away from solid
Democratic support and is the subject of a forthcoming book by George G. Humphreys,
The Fall of Kentucky’s Rock: Western Kentucky Democratic Politics Since the New Deal,
scheduled to be published by the University of Kentucky Press in 2022.
75 See Appendix G on page 213 for individual and cumulative percentages of variance
explained by the rotated factors and complete rotated factor loadings.
74
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eastern edge of the Western Coal Field region, indicates a predominant
support for Republican gubernatorial candidates during the study period
but voters could get behind certain Democratic candidates such as
Wallace Wilkerson (1987), Brereton Jones (1991), the re-election of Paul
Patton (199976), and the re-election of Steve Beshear (2011).

Map 30: Percent Democratic gubernatorial vote S-Mode loadings:
Factor 1

The 1999 gubernatorial election was the first in which the incumbent could run for
re-election, after the General Assembly in 1992 extended the term limits to allow two
consecutive terms.
76
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Figure 27: Grayson County gubernatorial vote percentages, 1975-2019
Factor 2 (Map 31) highlights the Bluegrass region and a strip of
counties along the western border with Tennessee, although almost all of
the latter have higher loading values with Factor 1. Factor 3 (Map 32)
highlights the central and southern portions of the Eastern Mountains
region. Figures 28 and 29 illustrate that the strongest loading counties
for these two factors have been trending from Democratic to Republican
gubernatorial candidate support. Scott County (Figure 28), part of the
Lexington MSA in the Bluegrass region, loads strongest with Factor 2
and has been trending toward increased support for Republican
candidates, exceptions occurring with elections in which third-party
candidate Gatewood Galbraith had a strong showing in the county (1999
and 2011). Letcher County (Figure 29), in the southern Eastern
Mountains on the border with Virginia, loads strongest with Factor 3 and
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has experienced a more gradual trending toward Republican support
with consecutive win for that party only occurring in the two most recent
elections. Counties associated with Factors 2 and 3 are influencing the
apparent realignment that appears to be occurring in gubernatorial
elections.

Map 31: Percent Democratic gubernatorial vote S-Mode loadings:
Factor 2

Figure 28: Scott County gubernatorial vote percentages, 1975-2019

132

Map 32: Percent Democratic gubernatorial vote S-Mode loadings:
Factor 3

Figure 29: Letcher County gubernatorial vote percentages, 1975-2019
Factor 4 (Map 33 below) loads strongly with only two counties,
Jefferson and Oldham, both in the Louisville MSA. Figure 30 below
displays the percent gubernatorial vote trends for the strongest loading
county for this factor, Jefferson County which is the core county for the
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Louisville MSA. Jefferson County has demonstrated consistent, if not
always strong, support for Democratic gubernatorial candidates during
the study period.

Map 33: Percent Democratic gubernatorial vote S-Mode loadings:
Factor 4

Figure 30: Jefferson County gubernatorial vote percentages, 1975-2019
The T-mode factor analysis produces two factors that, combined,
statistically explain 74% of the total variance exhibited in the data.
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Figures 31 and 32 below illustrate the pattern loadings77 for these
factors. Factor 1 (Figure 31) seems straight-forward and indicates a
possible realignment is underway despite continued Democratic victories,
however Factor 2 (Figure 32) is largely uninterpretable with all but one
loading being negative and a trend pattern that, with two exceptions in
1999 and 2011 that possibly reflect some influence by the Reform Party’s
relatively strong showing those elections, looks almost identical to that of
Factor 1 except with lower values.

Figure 31: Percent Democratic gubernatorial vote T-mode pattern
loadings: Factor 1 (shaded area includes each year’s strongest
positive or negative loading)

See Appendix H on page 217 for complete rotated factor pattern loadings and
correlations between rotated factors.
77
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Figure 32: Percent Democratic gubernatorial vote T-mode pattern
loadings: Factor 2 (shaded area includes each year’s strongest
positive or negative loading)
As discussed in Chapter 3, factor analysis results can be
influenced by selection of start and end dates (Taylor 1988). To test if
that may be the case here, the gubernatorial T-mode analysis was
performed again but this time excluding the extremely close 2019 race.
The results are illustrated in Figure 33 below.78 SPSS generates one
interpretable factor that it is not able to rotate so the percent variance
explained (68%) and loadings are based on that single un-rotated factor.
This result is more logical, indicating a single sectional normal vote
during this time frame with a deviating election in 1999 but no

78

See Appendix I on page 218 for a table of the un-rotated T-mode factor loadings.
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realignments, however the un-rotated results are not fully comparable to
previous rotated results. Only time will tell if 2019 truly indicates a
change as is implied when it is included.

Figure 33: Percent Democratic gubernatorial vote T-mode loadings
without 2019: Factor 1
To be on the safe side a gubernatorial S-mode analysis was also
performed with the exclusion of 2019, however there is no significant
change in the results compared to when 2019 is included. The same
four interpretable factors are produced with the same variance
explanation (91%). The values of the loadings change minutely but each
county has its strongest loading with the same factor that it did in the
original analysis. In short, the S-mode results are more stable than the
T-mode results with regards to the gubernatorial data set.
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CHAPTER 5: DISCUSSION AND CONCLUSSIONS
5.1: Votes and Voters in Time and Space
Geographer Carl Sauer (1974) viewed time as a necessary “fourth
dimension of geography,” a Kantian view in which “there is but one space
and one time; all so-called spaces are only parts of that one space, and
different times are periods of that one time” (Peuquet 2002, p. 22).
However other researchers conceptualize time as having multiple
varieties that can be taken as analogous to the multiple dimensions of
space. Historian Fernand Braudel (1958/1980) perceived different
temporal phenomena as having different ‘wavelengths’ of time (Figure 34
below). The longest wavelength is geographical time, which he labeled
the longue durée (literally ‘long duration’), a long-term consistency or

Figure 34: Braudel’s wavelengths of time79

79

Redrawn from Cunliffe 2008, Figure 1.10 on p. 18.
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cycle that provides a “deep rhythm of underlying forces influencing all
human society” (Cunliffe 2008, p. 17). Conjonctures are medium-term
cycles that represent trends or trajectories in demographic, economic,
and political systems. L’histoire événementielle are the short-term,
human-interest events, or moments, of news cycles and popular histories
which Braudel dismissed as merely shallow disturbances that are more
affected by the medium- and long-term processes than having any
lasting effects themselves. Cunliffe (2008, p. 18) provides an illustrative
analogy using the sea:
At the surface are the transient flecks of surf, whipped up
and gone in a minute. These are carried on water enjoying a
more gentle motion, that of the tide and of the swell; but
further down, in the deep, are the sluggish, almost
imperceptible, movements of the mass of water that bears
everything.
To Immanuel Wallerstein (1988, p. 289), “[t]ime and space are less
external realities than socially-constructed geohistorical phenomena.”
He expands Braudel’s times and explicitly adds space to formulate five
types of TimeSpaces: Episodic, cyclical, structural, eternal, and
transformational.
A fundamental characteristic of Braudel’s and Wallerstein’s
conceptualizations is that different phenomena can have different scales
of time and space, which is exemplified by the phenomena under
consideration in the present study. Aggregate changes in voter
registrations have a longer-term trajectory that is distinct from the
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medium-term trends in party success in a series of elections or the
short-term events of who wins a given election.
Ultimately, the end result of these transformations appears to be
the same, assuming voter registrations fully transform to majority
Republican. In Kentucky, most aspects of party support were heavily
lop-sided in favor of the Democratic Party during the 1970s, the time
frame in which this study begins. Statewide elections for governor and
U.S. senators were largely decided in the Democratic Party’s primaries.80
Since then a realignment transformation has occurred that is broadly
universal across the state. But the details have not been identical in
either time or space characteristics.
First, recall from Chapter 2 that political scientist Stephen Voss
(quoted in Craig 2018) views Kentucky’s partisan transformation as a
continuation of a process that has occurred in many white-majority rural
areas in the South since the late 1960s and suggests a model in which
these areas have progressed through three stages: 1) Conservative
Democratic territory that was loyal to Democrats at the national and
local levels, 2) conservative Democratic territory that became loyal to
Republicans nationally but remained loyal to Democrats down-ballot,

According to anecdotal hearsay, for this reason some Kentuckians who favored the
Republican Party registered with the Democratic Party during that time just so they
could vote in the Democratic primaries. I can find no documented evidence of this. If
true it can imply some level of artificial inflation of the number of Democratic party
registrants, however clearly ‘loyal’ registered Democrats outnumbered ‘disloyal’ ones
otherwise such counter-registration would not have been necessary.
80
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and 3) realignment to conservative Republican territory loyal to
Republicans at national and local levels. Also recall that Thornburg
(2014) states that defection to another party’s candidate is more likely
with up-ballot elections. The present study finds support for both of
these processes.
Turning first to elections, the Democratic Party dominated
presidential elections in Kentucky from the end of the Civil War until
Eisenhower’s re-election in 1956, with Republican candidates winning
Kentucky’s Electoral College votes only three times during an 88-year
stretch that included few close races. The 1956 contest begins a 40-year
more competitive period in which three Democrats and four Republicans
win Kentucky’s Electoral College votes, becoming particularly volatile
from 1976 until the end of the competitive period in 1996 with a string of
close elections that saw several reversals of party fortunes in the contest
for the state’s Electoral College votes. Republican victories have occurred
consistently since 2000, with the closest margin being 15 percentage
points (2000) and the widest 30 percentage points (2016). This trend is
also reflected in that of Owen County (Figure 12 on page 108), the county
that loads the strongest with presidential Factor 2 representing the
section with the most influence on this realignment. However, as the Tmode analysis indicates, there is a measure of stability in the countylevel percent Democratic presidential vote from 1976 through 2004
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followed by a rapid realignment denoting a critical election in 2008
(Figures 14 and 15 above). The period before the realignment is
consistent with Pomper’s (1967) “converting” type of election in which a
majority party, in this case the Democratic Party, stays in power while
the party-support characteristics of the electorate transforms. Victory
that was once essentially guaranteed over a large a portion of the state
becomes concentrated in fewer counties with each passing election
through 2004 until a large-scale geographic transformation occurs with
the 2008 critical election. In other words, while there were several
Republican Party victories prior, its dominance of the presidential
elections in Kentucky is not solidified until 2008.
There is an eight-year lag between the start of the volatile period in
presidential elections in 1976 and the start of a similar period in the
state’s senate elections in 1984. The senatorial election volatility lasts
until 2004, 20 years as occurred in presidential elections. However,
there is no indication of a critical election here (Figures 22 and 23 above),
instead there is a longer-term converting-elections period resulting in a
more gradual realignment transformation of the senatorial electoral
landscape. This condition is reflected by the realignment that occurred
in Pike County (Figure 19 on page 120), the county that has the
strongest loading with senatorial Factor 1, not occurring at the same
time as that of Kenton County (Figure 20 on page 120) which loads
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strongest with senatorial Factor 2, 2010 and 1998, respectively. The
result is the same as what occurred with presidential elections however,
an apparent realignment from consistently large wins by Democratic
candidates to Republican candidates winning the last three senate
elections by over 15 percentage points each.
The lag before the start of volatility in Kentucky governors’ contests
is delayed another 11 years until 1995. Based on the trends in the other
two offices, this period should have ended in 2015 after which a
Republican dominance becomes solidified. Interestingly, 2015 is the year
of realignment for Letcher County (Figure 29 on page 132), which loads
strongest to gubernatorial Factor 3 that is influencing the apparent
realignment in that race. As noted previously, the T-mode factor analysis
results are messy here, this analysis does better when its ending time is
not in the middle of a transformative period (Taylor 1988). As with the
other races, winning margins, when victory does occur, has become
concentrated in fewer counties. Andy Beshear won the 2019 election by
slightly over 5,000 votes and carried only 23 counties scattered around
the state (Map 34 below). Ten of these are MSA counties of which the
most influential to his win were Jefferson and Fayette, the two most
populous counties in the state. The only other discernible pattern is that
most of the counties along the I-64 corridor, running between Jefferson
County in the west to Boyd County in the east, are included.
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Could this win be indicating a reversal of Democratic Party
declining success, due to changing demographics and population
concentration in the state? Based on U.S. Census data, the proportion of
Kentucky’s population accounted for by Fayette and Jefferson combined
was 24.3% in 1980 and 24.4% in 2019. The proportion accounted for by
all 10 MSA counties only increased from 36.2% to 37.3% during that
same time. These slight changes in the populations of MSA counties still
showing some support for Democratic gubernatorial candidates is
unlikely to offset the increases in percent Republican registration and
candidate support in the long run. At best this indicates that
Democratic gubernatorial candidates cannot rely solely on these urban
counties to win elections, but there is every indication that the 2019
Democratic win was a converting election, one of those ‘transient flecks’
on the surface of a swell that is not flowing that party’s way.

Map 34: Counties won by Andy Beshear in 2019
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Putting these three together, it appears that the more down-ballot
the contest the more delayed the realignment. If we interpret this in the
context of the model Voss suggests, Kentucky appears to be in the latter
part of the second stage and on its way to the third stage. An intriguing
conclusion from comparing these three offices is that the process of
transformation from strong Democratic support to strong Republican
support is largely consistent in form and timing even though the start
and end dates may differ between the three. Aspects of this kind of
consistency also appear in Webster’s (1996) study of presidential and
gubernatorial elections in Alabama, however the timing of that study did
not make them apparent at the time. Webster investigates a 22-year lag
between the start of volatility in presidential elections and that in
gubernatorial elections in Alabama, a lag similar to the 19 years between
those two events in Kentucky (1976 versus 1995). The transition from
Democratic dominance to Republican dominance in presidential elections
took 16 years in Alabama; the gubernatorial transition was just
underway in Alabama at the time of the study but also ended up lasting
16 years. So, for two different states there are elements of consistency
both within them and between them in characteristics of realignment in
which party is supported the most. Webster attributes the lag in
Alabama to the influence of George Wallace, there does not appear to be
a similar influence in Kentucky.
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Not only are there similar temporal patterns, but similar spatial
ones as well. The companion sets of ‘percent’ maps above bear striking
similarities. Maps 15, 21, and 27, depicting the earliest election for each
office, illustrate similar starting patterns while Maps 16, 22, and 28,
depicting the most recent election for each office, illustrate similar ending
patterns for presidential and senatorial elections with gubernatorial not
quite there yet. Not surprisingly, the change maps, 17, 23, and 29, thus
have similarities as well. Regarding the S-mode analyses, the strongest
similarities occur between presidential and senatorial elections. Factor 1
for both presidential (Map 18) and senatorial (Map 24) exhibit similar
patterns, as do Factor 2 (Maps 19 and 25 respectively) and Factor 3
(Maps 20 and 26 respectively). The factors resulting from the
gubernatorial analyses are less relatable.
All of this data indicates similar underlying influences on the
changing landscape of election results in Kentucky, but with interesting
delays in the timing the further down-ballot the office is. Something to
keep in mind is that voter knowledge about candidates is inconsistent in
a given election. There are cognitive limitations on voting behavior that
become overwhelmed the more races there are in an election, resulting in
knowledge generally being lower about down-ballot candidates compared
to up-ballot candidates (Anderson 2010; 2011). Such limitations on
rational voting may impact which races and candidates a given voter
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focuses on during an election cycle. As a population of voters over time
become more set in their ideas about the candidates for certain races,
they may shift attention to other races. However, a more likely scenario
is obtained by adding a temporal element to Thornburg’s (2014) finding
that defection to another party’s candidate is more likely in up-ballot
races than it is in down-ballot ones. As voters become use to voting for
another party’s candidates in up-ballot races over time, they may
eventually become less hesitant to do so in the next race down-ballot,
and then later in the next race below that and so forth. It would be
interesting to compare the Alabama and Kentucky results to other states
that have gone through such transitions, or the reverse from Republican
to Democratic, as well as to the way similar transitions have played out
in further down-ballot offices.
Conceptually the lowest level of down-ballot is voter registration,
the choice of a party that forms a base against which to make choices
about candidates, and this is the characteristic examined here with
which Kentucky is still Democratic territory for the moment. But this too
is changing, what started out as a 34-percentage point lead statewide in
Democratic registrations in 1976 has narrowed to only a three-point lead
by 2020. There are distinct differences between the nature of changes in
voter registrations and those in election results discussed above,
however. Change in registration has been relatively slow, gradual, and
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steady. So far it has not experienced the volatility that characterizes the
elections. Maybe that is still to come, after Republicans presumably take
the lead in a couple years, but such a back-and-forth transition
sequence seems unlikely given how the trend has played out so far over
the past 45 years. Far more likely is that once Republican registrations
take the lead, that lead will simply continue to grow and support for the
Republican Party and its candidates will further solidify at all ballot
levels until such a time in the future when another realignment may
occur. Spatially, the S-mode factors do not bear close similarities to any
of the election-results factors.
These results imply a different process of change for registrations
compared to election results. One possibility is that individuals are
changing their registrations, but due to tradition not with the same sense
of urgency that they may feel when it comes to choosing a candidate at
election time. Or maybe registration change is simply an epiphenomenal
result of demographic processes of migration and generational change,
which occur more slowly than existing individuals changing their voting
preferences. Or some combination of both. These possibilities lead to
different implications for party support.
As discussed previously, evidence exists of voters changing their
registrations in large numbers in certain places due to dissatisfaction
with their current party, for example Democrats switching to Republican
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in the third quarter of the 20th Century, particularly in the South, as well
as Republicans switching to Democratic or Independent following the
January 6, 2021, U.S. Capitol Building riot. It seems reasonable to
assume that there is a measure of this type of change occurring in
Kentucky during the study period, but such an assumption comes with
the specter of ecological fallacy81 hanging over it. We cannot simply
assume that individuals are actively changing their voter registrations
just because the voter registration make-up of a county’s population is
changing, particularly if there are other possible explanations such as
demographic changes.
While the impacts of political policy on demographic phenomena
have been studied for decades (e.g., Petersen 1964; 2003), more recent
research occurring under the label of “political demography” has turned
this relationship around to explore how demographic changes can
influence national and international politics (e.g., Goldstone et al. 2012)
including elections (e.g., Frey 2012; 2018). To assess this for Kentucky,
the county-level electoral changes already discussed are graphed to some
example relevant county-level demographic changes for comparable time
periods. Turning first to population change, Map 35 below illustrates the
county-level population change from 1980 to 2019 and highlights both

That is, making assumptions about the characteristics of individuals based on
characteristics of a population to which those individuals belong (Robinson 1950;
Duncan et al. 1961; Taylor 1977; Plane and Rogerson 1994; Agresti and Franklin 2007;
Linke and O’Loughlin 2015)
81
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the metropolitan population growth, particularly in the Bluegrass region,
and the declines in the eastern and western rural areas of the state.
However, as Figures 35, 36, 37, and 38 below illustrate, there is not
much relationship between county-level population change during that
time period and changes in the electoral variables during a comparable
period. The strongest relationship is between population change and
Democratic registration and that has an R2 of only 0.3,82 although the
relationship of higher levels of population growth contributing to greater
decreases in percent Democratic registration is as expected.

Map 35: Percent population change, 1980-201983

Values for R2 range from 0.0 to 1.0 and can be interpreted as indicating the
proportion of variance in the dependent variable (Y-axis) explained by the independent
variable (X-axis) (Draper and Smith 1981). The value of 0.3 thus indicates that the
variance in the population change data accounts for 30% of the variance in Democratic
registration data.
83 1980 population data source: U.S. Bureau of the Census. 1982. 1980 Census of the
Population, Volume 1: Characteristics of the Population, Chapter A: Number of
Inhabitants, Part 19: Kentucky. https://www2.census.gov/prod2/decennial/
documents/1980a_kyABC-01.pdf. 2019 population data source: https://www.census.
gov/data/tables/time-series/demo/popest/2010s-counties-detail.html. Classes
created using Jenks natural breaks classification.
82
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Figure 35: Comparison of county-level population change with change in
percent Democratic registration

Figure 36: Comparison of county-level population change with change in
percent Democratic presidential vote
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Figure 37: Comparison of county-level population change with change in
percent Democratic senatorial vote

Figure 38: Comparison of county-level population change with change in
percent Democratic gubernatorial vote
As noted in Chapter 2, migration is one component of population
change that can alter the electoral characteristics of a population

152
including bringing about realignment (Grant 2014). Map 7 on page 52
illustrates county-level net-migration patterns for the 2010 to 2019 time
period84 and Figures 39, 40, 41, and 42 below compare the relationship
between this net-migration and comparable changes in the electoral
variables. The strongest relationship for net-migration is with
Democratic presidential vote with an R2 of only 0.21, although there are
also a small relationship with senatorial vote (R2 = 0.18). This
comparison only covers one decade but it appears migration’s impact on
changes in electoral activity and results is minimal.

Figure 39: Comparison of county-level net-migration with change in
percent Democratic registration

Data source: https://www.prb.org/usdata/indicator/
migration/table/Kentucky/counties.
84
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Figure 40: Comparison of county-level net-migration with change in
percent Democratic presidential vote

Figure 41: Comparison of county-level net-migration with change in
percent Democratic senatorial vote
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Figure 42: Comparison of county-level net-migration with change in
percent Democratic gubernatorial vote
Also noted in Chapter 2 is the relationship between migration and
median age. Map 36 below illustrates the change in median age from
1980 to 2019. All counties exhibit some level of increase during that
time period, however eastern Kentucky stands out in particular. Figures
43, 44, 45, and 46 below illustrate that change in median age has even
less impact on changes in electoral characteristics than does population
change or net-migration. The strongest relationship is again with
Democratic registration but with an R2 of only 0.1.
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Map 36: Change in median age, 1980-201985

Figure 43: Comparison of county-level change in median age with change
in percent Democratic registration

1980 median age data source: U.S. Bureau of the Census. 1982. 1980 Census of the
Population, Volume 1: Characteristics of the Population, Chapter B: General Population
Characteristics, Part 19: Kentucky https://www2.census.gov/prod2/decennial/
documents/1980a_kyABC-04.pdf. 2019 median age data source: https://www.census.
gov/data/tables/time-series/demo/popest/2010s-counties-detail.html. Classes
created using Jenks natural breaks classification.
85
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Figure 44: Comparison of county-level change in median age with change
in percent Democratic presidential vote

Figure 45: Comparison of county-level change in median age with change
in percent Democratic senatorial vote
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Figure 46: Comparison of county-level change in median age with change
in percent Democratic gubernatorial vote
The last example comparison is change in percent minority,
illustrated in Map 37 below. The earliest census providing this data for
Kentucky counties is 1990 so change is calculated from 1990 to 2019.
The largest increases occurred in the counties containing the three
largest cities in Kentucky while decreases and smallest increases
occurred primarily in rural counties located in eastern and southern
Kentucky. Figures 47, 48, 49, and 50 below again illustrate a weak
relationship between a change in a demographic characteristic and
changes in electoral characteristics. The strongest relationship is once
again with Democratic presidential vote with an R2 of only 0.22, although
there is also a small relationship with senatorial vote (R2 = 0.18).
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Map 37: Change in percent minority, 1990-201986

Figure 47: Comparison of county-level change in percent minority with
change in percent Democratic registration

1990 % minority data source: U.S. Bureau of the Census. 1992. 1990 Census of the
Population, General Population Characteristics, Kentucky. https://www2.census.gov/
prod2/cen1990/cp1/cp-1-19.pdf. 2019 % minority data source: https://www.census.
gov/data/tables/time-series/demo/popest/2010s-counties-detail.html. Classes
created using Jenks natural breaks classification.
86
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Figure 48: Comparison of county-level change in percent minority with
change in percent Democratic presidential vote

Figure 49: Comparison of county-level change in percent minority with
change in percent Democratic senatorial vote
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Figure 50: Comparison of county-level change in percent minority with
change in percent Democratic gubernatorial vote
Direct evidence of large-scale aggregate changes in voter
registrations or voting behavior by individuals is not possible. There is
anecdotal evidence and survey data that indicate such changes do
indeed occur among individuals but extrapolating such evidence to
county (or higher level) populations is tenuous at best. However, the
results of the preceding analysis do not support the alternative
possibility that demographic change is driving realignment in Kentucky.
While demographic change may be contributing to electoral change,
particularly in certain areas, the assumption that a primary role in
county-level electoral change in Kentucky has been played by aggregate
changes in voting behavior and party registration is strengthened by this
analysis.
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Sectionalism also appears to have played a role in Kentucky’s
realignment, with different areas of the state transitioning in different
ways and at different rates. On the one hand, regional differences
become expressed through the electorate and regional variability exists in
voter interests and concerns; but also, the Republican Party has likely
needed to tailor its organizational activities to individual regions in order
to manage cleavages in ways that both negate these differences and are
favorable to that party to improve its success (Key 1949; Schattschneider
1960/1975). However there currently appears to be greater emphasis on
an urban-rural division, which may indicate a weakening influence of
traditional sectionalism, particularly, as Schattschneider (1960/1975)
proposed, as the state develops a new one-party status with the
Republican Party and potentially develops greater alignment with
national politics.
What is clear from this study is that there are differences between
the changes occurring in election results and those in voter registrations.
This implies differences in underlying influences. Elections and election
trends come packaged with perceptions of immediate concerns
influenced by materialist necessities and other cleavages emphasized in
party campaigning. Registration has less immediacy unless there is
concern over voting in a particular party’s primaries. As elections have
trended toward Republican success it is possible that voters have been
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increasingly changing their registrations over time to have a say in the
Republican primary, a slowness in doing so possibly stemming from
wanting to participate in Democratic Party primaries for local offices.
But inclinations to change one’s registration can come up against
tradition. Voting is private, unless one chooses to make it public in some
format, while voter registration is less so as in many states anyone can
request a copy of voter lists.87 In an anecdotal example regarding one
Eastern Kentucky voter (in Hinckley 2019):
Mike Reynolds..., who voted for President Obama before
voting for President Trump in 2016, says he’s a registered
Democrat because of local tradition. “If I said I was a
Republican I’d get shot by my dad,” he says with a laugh.
This one quote sums up the findings of the present study. Voters can
generate quite different TimeSpace landscapes for the different partysupport dimensions of registration, election trends, and candidate
support.
This study also provides some interesting implications for
realignment theory in general. As noted in Chapter 2, Key (1959)
proposes the concept of gradual, or secular as he called it, realignment
while Sundquist (1983) advocates that realignment occurs over a series
The National Conference of State Legislatures (NCSL) maintains a listing of state
statutes regarding access to and use of voter lists at https://www.ncsl.org/research/
elections-and-campaigns/access-to-and-use-of-voter-registration-lists.aspx. The entry
for Kentucky states: “County election officials must permit any citizen to inspect or
make copies of any registration record without a fee, and any citizen may request a copy
of the registration records (which costs per page). The State Board of Elections must
furnish (at a reasonable cost) any and all precinct lists to candidates, political party
committees or public question committees.”
87
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of elections instead of a single critical election. There is support for both
of these conceptualizations in this study. The realignment that appears
to be occurring with voter registrations in Kentucky is about as gradual
as it gets, a transition stretched out over decades, providing an excellent
example of a secular realignment in progress. The quote on page 30
above is worth repeating:
the rise and fall of parties may to some degree be the
consequence of trends that perhaps persist over decades and
elections may mark only steps in a more or less continuous
creation of new loyalties and decay of old. The slow rate at
which that process may occur suggests the potency of the
frictions to change built into the electorate by its attachment
to old symbols, old leaders, old parties. (Key 1959, p. 198)
Voter registration in Kentucky exemplifies such a process.
Meanwhile the process of transition volatility in a sequence of
elections speaks to Sundquist’s (1983) conceptualization of realignment
as not being a single election event but also not occurring as gradually as
Key’s (1959) secular realignment. Critical elections indicated by T-mode
factor analysis in this study followed a period of volatility, often ending
that period. Realignment appears to involve the entire sequence of
volatile and critical elections rather than just the latter, with the critical
election cementing change rather than triggering it.
Realignment studies have tended to focus on elections, particularly
presidential elections, for the development and exemplars of models. The
present study illustrates that the inclusion of multiple election races as
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well as other dimensions of party support such as party registrations can
help inform theory development.
5.2: Conclusions
The purpose of this study has been to explore stability and change
in the geography of additional dimensions of political party support
beyond presidential elections. The results generally confirm aspects of
intra-state sectionalism and periodization in election results identified in
previous research but finds different considerations of section and period
in voter registrations, thus providing an important extension of that body
of research. This study provides additional information on the nature of
time lags that exist between different statewide offices in when party
support realignment occurs, and thus also extends the work of Webster
(1996), as well as providing examples that offer insight into realignment
models developed by Key (1955; 1959) and Sundquist (1983). Lastly,
this study offers evidence that demographic changes are likely less
influential than changes in electoral behavior to Kentucky’s recent
realignment.
The resulting picture is of a ‘vote landscape’ that has very firmly
realigned from dominate Democratic Party support to consistent
Republican Party support across the major statewide offices, but a ‘voter
landscape’ that has been more resistant to change. Historically these
two landscapes were more identical, and Kentucky Democrats were most
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comfortable voting for Democratic Party candidates. Currently however
many Kentucky Democrats have developed an acceptance of identifying
with one party while voting for the candidates of another party.
Theoretically this situation could, within a continually diminishing
opportunity timeframe, generate a reversal of the vote landscape if the
‘right’ Democratic Party candidates present themselves. More than likely
however voter registration is currently in an earlier stage of realignment
that the major statewide offices have already experienced. What is clear
is that the geography of party support is multidimensional and complex.
A single dimension, such as the results of presidential elections, is a
useful indicator but ultimately does not represent the totality of
partisanship in time and space.
As noted in the preceding chapter, there are avenues for
continuing the lines of investigation explored in the present study by
examining other states or examining trends in other offices. These could
be done in relation to voter registration, where such data exist, or just to
further investigate the lag in the timing of transitions of party success
between various offices.
Another avenue for future research applies to this body of research
in general. As noted in Chapter 3, in factor analysis the values in the
input data matrix are used to compute either correlation coefficients
between pairs of variables (a correlation matrix) or measures of how
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similarly the values of two variables change relative to each other (a
covariance matrix) (Field 2005). Correlation and covariance are related
in that correlation is simply covariance divided by the product of the
standard deviations for the two variables, thus correlation is a
standardization of covariance. This standardization is important if all
included variables are not measured on the same scale with the same
variances, it prevents undue influence by any variable that inherently
has a relatively large magnitude of change compared to other variables;
on the other hand, if a weighting has been performed on certain
variables, then the standardization that comes with calculating
correlation coefficients is unwanted because it negates that weighting.
Given that the use of factor analysis tends to involve incorporating
multiple variables with different scales or variances, calculating a
correlation matrix has become the almost unquestioned default (Willmott
1978; Balling 1984) and is almost exclusively recommended in the
technical and ‘how to’ literature (e.g., Rummel 1970; Field 2005).
However, this situation has not gone without criticism. Willmott (1978)
argues that when dealing with problems in which univariate data is
treated in a multivariate way, covariance is a better measure of similarity
between geographic locations. Willmott’s example focuses on
precipitation regionalization as the problem, but the stated critique is
generalizable:

167
Although r [the correlation coefficient] possesses a number of
desirable qualities for comparing precipitation records, it
does not reflect the “true relationships” between station
records because the actual magnitudes of covariance have
been lost in the standardization process…it is suggested that
c [the covariance coefficient] is a better measure of similarity
in univariate work because it contains virtually all of r’s
climatologically advantageous properties and, in addition, it
preserves the metric resulting in a smaller loss of
information. (Willmott 1978, p. 279)
Specifically regarding geographic problems, in preserving the actual
magnitude of the covariance the covariance coefficient “more accurately
reflects the true spatial deviation in the data” (Balling 1984, p. 86).
Election data also provide an opportunity to compare results
generated by using correlation and covariance. The election data
incorporated in each analysis, here and in other studies, are univariate
in nature (percent Democratic registration or vote) and thus of the same
scale (ratio) with identical variance. Such a comparison could be
methodologically informative.
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APPENDICES
Appendix A: Voter Registration S-Mode Factor Results
Percent of variance explained (individual, cumulative):
Factor 1: 59.688%, 59.688%
Factor 2: 29.766%, 89.454%
Factor 3: 7.291%, 96.745%
Rotated factor loadings (each county’s highest absolute value loading is
bolded):

County
Oldham
Boone
Hardin
Jessamine
Warren
Woodford
Kenton
Scott
Shelby
Campbell
Christian
Fayette
Martin
Nelson
Bullitt
Spencer
Meade
Grant
McCracken
Boyle
Calloway
Owsley
Madison

1
0.962
0.956
0.952
0.952
0.951
0.951
0.949
0.947
0.946
0.944
0.942
0.941
-0.938
0.936
0.931
0.930
0.928
0.927
0.924
0.924
0.920
-0.916
0.915

Factor
2
0.080
0.055
0.210
0.243
0.206
0.207
0.052
0.278
0.300
0.133
0.305
-0.047
0.074
0.317
0.267
0.348
0.319
0.290
0.352
0.331
0.327
-0.197
0.355

3
0.246
0.278
0.206
0.172
0.209
0.218
0.300
0.158
0.118
0.274
0.128
0.280
0.276
0.141
0.244
0.097
0.185
0.215
0.144
0.187
0.210
-0.138
0.148
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Cumberland
Daviess
Russell
Simpson
Henry
Franklin
Pulaski
Harrison
Clark
Jefferson
Larue
Logan
Trigg
Fulton
Pendleton
Gallatin
Adair
Trimble
Henderson
Bourbon
Marshall
Todd
Anderson
Lee
Owen
Mason
Montgomery
Marion
Barren
Hopkins
Monroe
Carroll
Bracken
Graves
Lyon
Green

0.915
0.914
0.914
0.913
0.911
0.908
0.906
0.903
0.902
0.901
0.900
0.899
0.896
0.895
0.891
0.890
0.890
0.886
0.886
0.883
0.879
0.877
0.876
0.872
0.871
0.854
0.854
0.852
0.849
0.849
0.846
0.845
0.843
0.840
0.838
0.837

0.203
0.340
0.253
0.381
0.398
0.374
0.251
0.403
0.392
0.101
0.415
0.388
0.418
0.434
0.444
0.426
0.252
0.426
0.425
0.448
0.442
0.445
0.467
0.407
0.469
0.490
0.497
0.505
0.503
0.452
0.147
0.477
0.510
0.509
0.507
0.518

0.303
0.214
0.267
0.146
0.107
0.185
0.330
0.140
0.172
0.146
0.116
0.201
0.137
0.085
0.067
0.140
0.366
0.160
0.172
0.137
0.169
0.176
0.110
0.223
0.130
0.079
0.148
0.130
0.152
0.255
0.360
0.231
0.140
0.169
0.188
0.077
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Mercer
Taylor
Clay
Grayson
Carlisle
Breathitt
Butler
Ballard
Union
Webster
Hickman
Nicholas
Livingston
Menifee
Garrard
Breckinridge
McLean
Lewis
Knox
Robertson
Leslie
Wayne
Allen
Washington
Casey
Harlan
Carter
Perry
Letcher
Pike
McCreary
Johnson
Crittenden
Lincoln
Ohio
Boyd

0.835
0.831
0.814
0.808
0.806
0.805
0.805
0.805
0.800
0.794
0.794
0.785
0.783
0.775
0.761
0.757
0.753
0.730
0.722
0.721
0.719
0.715
0.708
0.701
0.684
0.072
-0.045
-0.242
0.263
0.361
0.099
-0.338
0.411
0.403
-0.354
0.465

0.532
0.490
-0.128
0.388
0.565
0.549
-0.115
0.566
0.574
0.578
0.563
0.604
0.606
0.604
0.382
0.585
0.648
0.013
0.389
0.644
-0.185
0.611
0.355
0.705
0.433
0.991
0.955
0.949
0.949
0.921
0.919
0.892
0.888
0.882
0.882
0.879

0.122
0.233
0.501
0.417
0.136
0.089
0.459
0.148
0.166
0.182
0.213
0.127
0.130
0.168
0.451
0.258
0.034
0.644
0.416
0.157
0.632
0.196
0.584
0.009
0.008
-0.018
-0.018
-0.140
-0.048
0.094
0.247
0.237
0.017
0.176
-0.076
0.023
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Hart
Hancock
Rowan
Wolfe
Greenup
Powell
Muhlenberg
Elliott
Caldwell
Bell
Floyd
Fleming
Lawrence
Morgan
Metcalfe
Magoffin
Clinton
Knott
Bath
Estill
Whitley
Laurel
Edmonson
Rockcastle
Jackson

0.476
0.493
0.463
0.565
0.595
0.576
0.589
0.579
0.630
0.614
0.605
0.632
0.612
0.634
0.632
-0.646
0.354
0.622
0.673
0.563
0.322
0.513
-0.037
0.559
0.346

0.850
0.850
0.845
0.807
0.793
0.791
0.791
0.776
0.774
0.769
0.768
0.765
0.755
0.747
0.740
0.732
0.730
0.729
0.726
0.704
0.391
-0.063
0.350
-0.033
-0.251

-0.157
0.024
0.066
-0.039
0.098
0.025
0.052
0.239
0.028
-0.064
0.191
0.068
0.221
0.179
-0.053
0.118
0.213
0.233
0.123
0.310
0.831
0.807
0.804
0.800
0.774
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Appendix B: Voter Registration T-Mode Factor Results
Cumulative percent of variance explained: 99.522%
Rotated factor pattern loadings (each election’s highest absolute value
loading is bolded):
Factor
Year
1976
1980
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995
1996
1998
1999
2000
2002
2003
2004
2006
2007
2008
2010
2011
2012

1
0.959
0.972
0.975
0.977
0.983
0.985
0.985
0.987
0.991
0.990
0.991
0.992
0.995
0.995
0.996
0.998
0.998
0.997
0.996
0.996
0.993
0.991
0.989
0.984
0.982
0.980
0.976
0.973
0.971

2
-0.278
-0.247
-0.241
-0.232
-0.206
-0.197
-0.196
-0.187
-0.163
-0.167
-0.158
-0.150
-0.116
-0.112
-0.104
-0.063
-0.023
0.013
0.026
0.039
0.070
0.088
0.111
0.144
0.157
0.166
0.190
0.202
0.212

202
2014
2015
2016
2018
2019
2020

0.964
0.962
0.957
0.948
0.945
0.939

0.238
0.247
0.262
0.279
0.278
0.268

Rotated factor correlations:
Factor
Factor
1
2

1
1.000
0.027

2
0.027
1.000
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Appendix C: Presidential S-Mode Factor Results
Percent of variance explained (individual, cumulative):
Factor 1: 43.880%, 43.880%
Factor 2: 29.518%, 73.398%
Factor 3: 22.045%, 95.443%
Rotated factor loadings (each county’s highest absolute value loading is
bolded):

County
Martin
Leslie
McCreary
Johnson
Clinton
Muhlenberg
Pike
Knox
Whitley
Boyd
Carter
Edmonson
Wayne
Clay
Ohio
Magoffin
Floyd
Letcher
Lawrence
Crittenden
Perry
Greenup
Bell
Jackson
Knott

1
0.937
0.923
0.915
0.905
0.885
0.879
0.876
0.875
0.873
0.868
0.859
0.855
0.853
0.849
0.848
0.844
0.844
0.841
0.839
0.838
0.832
0.827
0.824
0.822
0.819

Factor
2
0.265
0.244
0.336
0.388
0.266
0.428
0.451
0.428
0.407
0.410
0.404
0.208
0.436
0.432
0.396
0.505
0.506
0.482
0.508
0.486
0.456
0.492
0.496
0.150
0.529

3
0.050
0.062
0.133
0.046
0.289
0.169
0.002
0.176
0.210
0.207
0.131
0.343
0.272
0.193
0.217
0.024
0.068
0.033
0.170
0.197
0.081
0.179
0.125
0.476
0.063
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Cumberland
Lee
Breathitt
Owsley
Elliott
Harlan
Fulton
Powell
Livingston
Montgomery
Estill
Wolfe
Monroe
Union
Rowan
Laurel
Lyon
McLean
Bath
Webster
Lewis
Hickman
Ballard
Menifee
Caldwell
Graves
Casey
Grayson
Butler
Carlisle
Allen
Breckinridge
Hopkins
Fleming
Henderson
Hancock

0.819
0.815
0.810
0.799
0.787
0.783
0.769
0.768
0.753
0.752
0.752
0.743
0.742
0.729
0.725
0.722
0.722
0.720
0.717
0.717
0.715
0.712
0.712
0.707
0.707
0.700
0.692
0.681
0.675
0.675
0.671
0.662
0.658
0.654
0.634
0.623

0.323
0.451
0.496
0.048
0.549
0.559
0.432
0.464
0.584
0.457
0.479
0.562
0.254
0.618
0.217
0.557
0.637
0.623
0.516
0.640
0.513
0.533
0.636
0.604
0.608
0.609
0.536
0.436
0.393
0.629
0.589
0.572
0.628
0.577
0.535
0.369

0.419
0.311
0.255
0.161
0.058
0.082
0.445
0.402
0.276
0.460
0.432
0.289
0.447
0.222
0.557
0.363
0.245
0.276
0.385
0.253
0.369
0.435
0.265
0.309
0.335
0.326
0.404
0.540
0.540
0.366
0.426
0.444
0.369
0.422
0.522
0.525
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Simpson
Meade
Pulaski
Daviess
Owen
Green
Jefferson
Mason
Washington
Fayette
Taylor
Spencer
Henry
Adair
Morgan
Robertson
Bracken
Shelby
Trimble
McCracken
Marshall
Garrard
Gallatin
Lincoln
Hart
Trigg
Calloway
Metcalfe
Harrison
Russell
Marion
Carroll
Nelson
Larue
Grant
Logan

0.609
0.609
0.606
0.578
0.445
0.507
-0.497
0.540
0.482
-0.567
0.490
0.503
0.512
0.552
0.676
0.534
0.481
0.324
0.553
0.569
0.660
0.603
0.620
0.650
0.639
0.542
0.458
0.646
0.547
0.602
0.600
0.605
0.501
0.587
0.528
0.594

0.540
0.584
0.561
0.562
0.795
0.782
-0.765
0.743
0.728
-0.726
0.724
0.724
0.721
0.709
0.693
0.692
0.688
0.688
0.687
0.684
0.678
0.677
0.675
0.668
0.668
0.667
0.662
0.653
0.653
0.631
0.624
0.622
0.621
0.619
0.614
0.613

0.557
0.510
0.543
0.506
0.402
0.324
0.288
0.310
0.467
0.353
0.458
0.458
0.448
0.420
0.202
0.416
0.497
0.612
0.452
0.395
0.300
0.394
0.363
0.349
0.346
0.490
0.576
0.330
0.512
0.457
0.432
0.469
0.545
0.506
0.569
0.505
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Todd
Nicholas
Mercer
Barren
Pendleton
Bullitt
Kenton
Campbell
Warren
Woodford
Hardin
Oldham
Jessamine
Franklin
Boone
Christian
Scott
Madison
Boyle
Clark
Rockcastle
Bourbon
Anderson

0.537
0.568
0.560
0.587
0.532
0.561
-0.150
-0.110
0.077
0.039
0.155
-0.098
0.239
0.241
0.112
0.310
0.377
0.517
0.408
0.517
0.615
0.481
0.517

0.613
0.608
0.608
0.597
0.595
0.583
-0.019
-0.219
0.224
0.062
0.282
0.101
0.259
0.241
0.423
0.442
0.540
0.483
0.587
0.568
0.450
0.574
0.578

0.557
0.521
0.541
0.510
0.576
0.579
0.964
0.958
0.956
0.948
0.934
0.926
0.912
0.896
0.874
0.810
0.715
0.687
0.656
0.619
0.618
0.618
0.605
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Appendix D: Presidential T-Mode Factor Results
Cumulative percent of variance explained: 91.553%
Rotated factor pattern loadings (each election’s highest absolute value
loading is bolded):
Factor
Election
1976
1980
1984
1988
1992
1996
2000
2004
2008
2012
2016
2020

1
0.882
0.910
1.019
1.012
1.028
0.960
0.904
0.843
0.551
0.213
-0.029
-0.135

2
0.023
0.069
-0.113
-0.060
-0.122
-0.005
0.090
0.190
0.590
0.837
1.000
1.016

Rotated factor correlations:
Factor
Factor
1
2

1
1.000
0.401

2
0.401
1.000
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Appendix E: Senatorial S-Mode Factor Results
Percent of variance explained (individual, cumulative):
Factor 1: 41.138%, 41.138%
Factor 2: 38.280%, 79.418%
Factor 3: 14.124%, 93.542%
Rotated factor loadings (each county’s highest absolute value loading is
bolded):

County
Pike
Wolfe
Floyd
Elliott
Harlan
Knott
Muhlenberg
Lawrence
Letcher
Menifee
Morgan
Breathitt
Crittenden
Estill
Powell
Graves
Perry
Webster
Ohio
Livingston
Carter
Lee
Greenup
Lyon
Hickman

1
0.917
0.873
0.865
0.863
0.858
0.857
0.856
0.847
0.845
0.844
0.805
0.805
0.802
0.798
0.787
0.785
0.783
0.773
0.770
0.768
0.767
0.762
0.759
0.758
0.756

Factor
2
0.342
0.405
0.457
0.420
0.383
0.432
0.364
0.363
0.409
0.290
0.534
0.553
0.428
0.306
0.533
0.482
0.372
0.590
0.369
0.608
0.412
0.428
0.530
0.598
0.591

3
0.104
0.208
0.108
0.143
0.174
-0.018
0.335
0.287
0.191
0.367
0.206
0.058
0.376
0.482
0.179
0.277
0.217
0.152
0.485
0.150
0.392
0.461
0.285
0.208
0.234
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Bell
Ballard
McLean
Magoffin
Boyd
Marshall
Union
Carlisle
Knox
Wayne
Bath
Johnson
Caldwell
Whitley
Garrard
Montgomery
Lincoln
Hancock
Trimble
Robertson
Martin
Hopkins
Fulton
Fleming
Grayson
Nicholas
Breckinridge
Mercer
Rockcastle
McCreary
Casey
Rowan
Edmonson
Leslie
Owsley
Daviess

0.749
0.746
0.742
0.739
0.732
0.730
0.726
0.724
0.722
0.722
0.718
0.706
0.706
0.698
0.695
0.695
0.694
0.692
0.689
0.685
0.681
0.677
0.677
0.671
0.666
0.657
0.653
0.649
0.639
0.635
0.630
0.624
0.618
0.580
0.580
0.570

0.544
0.633
0.498
0.285
0.450
0.579
0.642
0.656
0.556
0.388
0.553
0.623
0.612
0.603
0.513
0.520
0.581
0.449
0.655
0.668
0.628
0.646
0.624
0.580
0.473
0.562
0.592
0.619
0.589
0.184
0.477
0.437
0.392
0.563
0.450
0.554

0.249
0.120
0.357
0.124
0.427
0.306
0.200
0.176
0.390
0.509
0.311
0.301
0.333
0.352
0.467
0.467
0.390
0.480
0.266
0.242
0.256
0.270
0.341
0.406
0.532
0.459
0.437
0.410
0.441
0.265
0.538
0.574
0.576
0.176
0.578
0.448
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Kenton
Boone
Campbell
Christian
Simpson
Shelby
Monroe
Grant
Todd
Pendleton
Logan
Trigg
Calloway
Adair
Bracken
Cumberland
Owen
Gallatin
McCracken
Clinton
Barren
Warren
Henderson
Metcalfe
Mason
Henry
Spencer
Franklin
Clay
Scott
Hardin
Anderson
Boyle
Nelson
Bullitt
Taylor

0.173
0.290
0.220
0.389
0.503
0.473
0.395
0.557
0.555
0.558
0.559
0.600
0.541
0.490
0.527
0.440
0.614
0.614
0.522
0.509
0.512
0.313
0.582
0.538
0.561
0.618
0.597
0.464
0.504
0.506
0.441
0.595
0.478
0.553
0.595
0.548

0.907
0.885
0.859
0.836
0.806
0.790
0.789
0.789
0.786
0.777
0.776
0.774
0.771
0.767
0.765
0.763
0.760
0.755
0.750
0.747
0.745
0.744
0.738
0.731
0.722
0.720
0.719
0.715
0.714
0.713
0.712
0.710
0.706
0.705
0.700
0.695

0.329
0.307
0.404
0.308
0.252
0.364
0.339
0.213
0.159
0.172
0.216
0.143
0.300
0.276
0.299
0.356
0.171
0.052
0.298
0.277
0.382
0.546
0.313
0.284
0.296
0.290
0.292
0.449
0.232
0.465
0.521
0.340
0.488
0.372
0.362
0.409
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Oldham
Allen
Jessamine
Russell
Harrison
Clark
Carroll
Larue
Pulaski
Lewis
Green
Woodford
Meade
Hart
Laurel
Washington
Bourbon
Jackson
Madison
Marion
Jefferson
Fayette
Butler

0.304
0.592
0.400
0.559
0.634
0.563
0.642
0.640
0.570
0.608
0.592
0.403
0.638
0.649
0.587
0.546
0.561
0.470
0.599
0.580
0.037
-0.052
0.580

0.691
0.691
0.690
0.687
0.685
0.685
0.682
0.675
0.673
0.666
0.662
0.652
0.650
0.649
0.637
0.635
0.629
0.614
0.613
0.590
0.154
0.304
0.478

0.587
0.350
0.551
0.421
0.323
0.415
0.287
0.322
0.418
0.359
0.395
0.577
0.390
0.344
0.480
0.485
0.508
0.511
0.358
0.357
0.947
0.877
0.592
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Appendix F: Senatorial T-Mode Factor Results
Cumulative percent of variance explained: 81.286%
Rotated factor pattern loadings (each election’s highest absolute value
loading is bolded):
Factor
Election
1974
1978
1980
1984
1986
1990
1992
1996
1998
2002
2004
2008
2010
2014
2016
2020

1
0.964
0.867
0.884
0.959
0.937
0.742
0.931
0.720
0.672
0.565
0.497
0.426
0.404
0.127
-0.032
-0.079

2
-0.108
-0.142
0.077
-0.009
-0.052
0.274
0.029
0.245
0.319
0.419
0.460
0.636
0.629
0.849
0.954
0.728

Rotated factor correlations:
Factor
Factor
1
2

1
1.000
0.635

2
0.635
1.000
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Appendix G: Gubernatorial S-Mode Factor Results
Percent of variance explained (individual, cumulative):
Factor
Factor
Factor
Factor

1: 37.264%, 37.264%
2: 31.210%, 68.473%
3: 18.184%, 86.657%
4: 4.410%, 91.067%

Rotated factor loadings (each county’s highest absolute value loading is
bolded):
Factor
County
Grayson
Edmonson
Adair
Butler
Metcalfe
Crittenden
Taylor
Barren
Lewis
Hancock
Breckinridge
Clinton
Jackson
Green
Cumberland
Carter
Ohio
Daviess
Russell
Monroe
Owsley
Casey
Allen
Wayne
Hart

1
0.886
0.885
0.874
0.872
0.871
0.857
0.847
0.847
0.844
0.835
0.830
0.829
0.826
0.812
0.809
0.808
0.801
0.800
0.799
0.795
0.772
0.763
0.760
0.757
0.756

2
0.316
0.030
0.382
0.271
0.402
0.388
0.469
0.395
0.302
0.413
0.392
0.255
0.439
0.457
0.311
-0.106
0.279
0.491
0.382
0.476
0.097
0.240
0.563
0.245
0.411

3
0.186
-0.049
-0.008
0.057
0.166
0.300
0.160
0.171
0.249
0.169
0.312
0.173
0.183
0.225
0.026
0.433
0.434
0.181
0.255
-0.102
0.436
0.270
0.202
0.397
0.378

4
0.187
0.310
-0.100
0.277
-0.130
-0.047
0.046
-0.140
0.117
0.159
0.132
-0.182
-0.162
0.151
-0.265
0.236
0.293
0.131
-0.020
-0.208
-0.221
-0.066
-0.071
0.330
-0.130
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Fulton
Lincoln
Lawrence
Meade
Whitley
Larue
Caldwell
Boyd
Union
Hardin
Simpson
Graves
Hickman
Carlisle
Garrard
Washington
Greenup
Muhlenberg
Henderson
McCreary
Elliott
Logan
Campbell
Pulaski
Livingston
Rockcastle
Nelson
Hopkins
Kenton
Carroll
Laurel
McLean
Estill
Webster
Rowan
Scott

0.744
0.739
0.738
0.736
0.736
0.733
0.722
0.720
0.719
0.716
0.716
0.716
0.715
0.703
0.701
0.700
0.700
0.685
0.680
0.674
0.667
0.667
0.663
0.654
0.647
0.645
0.645
0.643
0.643
0.641
0.629
0.621
0.612
0.585
0.495
0.184

0.601
0.479
-0.005
0.559
0.450
0.500
0.540
0.252
0.481
0.595
0.619
0.600
0.580
0.571
0.547
0.591
0.175
0.331
0.640
0.056
0.087
0.635
0.526
0.460
0.599
0.519
0.577
0.583
0.590
0.611
0.623
0.570
0.362
0.512
0.488
0.938

0.219
0.423
0.519
0.320
0.399
0.348
0.343
0.412
0.405
0.122
0.200
0.260
0.183
0.302
0.380
0.321
0.372
0.528
0.216
0.392
0.604
0.137
0.019
0.460
0.396
0.372
0.310
0.373
0.032
0.399
0.378
0.464
0.547
0.546
0.377
0.249

-0.165
0.011
0.010
0.116
0.276
0.021
0.026
0.363
0.081
0.281
-0.129
-0.107
-0.266
-0.213
0.137
0.158
0.362
0.291
0.196
0.228
-0.162
-0.063
0.325
0.186
-0.094
0.282
0.323
0.187
0.269
0.123
0.187
0.114
0.167
0.100
0.421
0.107
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Bourbon
Jessamine
Harrison
Clark
Madison
Robertson
Nicholas
Franklin
Woodford
Boyle
Shelby
Calloway
McCracken
Owen
Mason
Anderson
Bracken
Grant
Trigg
Henry
Boone
Christian
Pendleton
Warren
Mercer
Montgomery
Oldham
Marshall
Gallatin
Spencer
Todd
Lyon
Bath
Trimble
Ballard
Marion

0.073
0.207
0.328
0.340
0.309
0.259
0.140
0.277
0.011
0.554
0.450
0.574
0.554
0.400
0.526
0.501
0.520
0.560
0.569
0.462
0.595
0.652
0.645
0.633
0.537
0.503
0.290
0.620
0.566
0.572
0.636
0.636
0.275
0.608
0.619
0.354

0.899
0.884
0.867
0.863
0.849
0.827
0.819
0.813
0.787
0.786
0.785
0.784
0.784
0.783
0.775
0.752
0.745
0.744
0.740
0.735
0.731
0.718
0.706
0.706
0.699
0.697
0.691
0.685
0.682
0.681
0.677
0.669
0.664
0.655
0.647
0.634

0.304
0.342
0.340
0.294
0.169
0.469
0.334
0.248
0.465
0.004
0.226
0.008
0.185
0.444
0.256
0.399
0.224
0.344
0.258
0.463
0.141
0.085
0.258
0.023
0.394
0.488
0.063
0.307
0.433
0.334
0.266
0.350
0.624
0.373
0.333
0.180

0.034
0.067
0.015
0.133
0.334
-0.057
-0.187
0.132
0.083
0.206
0.006
0.068
-0.022
-0.041
0.168
0.018
-0.007
0.038
-0.129
0.034
0.188
-0.035
0.092
0.236
-0.007
0.022
0.626
-0.007
0.035
-0.037
-0.099
-0.085
0.025
-0.072
-0.092
0.429
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Fleming
Letcher
Perry
Floyd
Pike
Martin
Harlan
Knott
Magoffin
Breathitt
Bell
Johnson
Morgan
Wolfe
Menifee
Powell
Knox
Clay
Leslie
Lee
Jefferson
Fayette
Bullitt

0.529
-0.009
0.080
-0.048
0.199
0.192
0.134
0.032
0.472
0.182
0.379
0.632
0.433
0.465
0.394
0.559
0.544
0.475
0.182
0.543
0.014
-0.373
0.160

0.630
0.264
0.230
0.281
0.186
0.200
0.462
0.488
-0.092
0.569
0.403
0.152
0.512
0.242
0.629
0.342
0.475
0.471
0.054
0.513
-0.180
0.470
0.531

0.530
0.954
0.948
0.940
0.929
0.851
0.842
0.830
0.810
0.762
0.758
0.706
0.670
0.669
0.664
0.634
0.628
0.623
0.591
0.579
-0.186
-0.205
0.127

0.035
-0.024
-0.053
0.003
0.005
0.045
-0.068
-0.137
0.041
-0.159
0.074
0.064
-0.163
-0.303
-0.009
0.206
0.140
-0.202
0.224
0.029
0.938
0.583
0.533
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Appendix H: Gubernatorial T-Mode Factor Results
Cumulative percent of variance explained: 74.376%
Rotated factor pattern loadings (each election’s highest absolute value
loading is bolded):
Factor
Election
1975
1979
1983
1987
1991
1995
1999
2003
2007
2011
2015
2019

1
0.919
0.498
0.815
0.950
0.636
0.569
0.514
0.481
0.460
0.363
0.176
-0.166

2
-0.014
-0.427
-0.132
0.203
-0.383
-0.407
-0.016
-0.544
-0.576
-0.500
-0.815
-0.993

Rotated factor correlations:
Factor
Factor
1
2

1
1.000
-0.595

2
-0.595
1.000
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Appendix I: Gubernatorial T-Mode Factor Results without 2019
Cumulative percent of variance explained: 67.961%
Unrotated factor loadings

Election
1975
1979
1983
1987
1991
1995
1999
2003
2007
2011
2015

Factor
1
0.863
0.822
0.874
0.712
0.923
0.884
0.494
0.908
0.917
0.759
0.817

219
Appendix J: County Map of Kentucky

