The aim of this paper is to study the normal forms of nonautonomous differential systems. For doing so, we first investigate the nonuniform dichotomy spectrum of the linear evolution operators that admit a nonuniform exponential dichotomy, where the linear evolution operators are defined by nonautonomous differential equationsẋ = A(t)x in R n . Using the nonuniform dichotomy spectrum we obtain the normal forms of the nonautonomous linear differential equations. Finally we establish the finite jet normal forms of the nonlinear differential systemsẋ = A(t)x + f (t, x) in R n , which is based on the nonuniform dichotomy spectrum and the normal forms of the nonautonomous linear systems.
Introduction and statement of the main results
The normal form theory in dynamical systems is to simplify ordinary differential equations through the change of variables. This theory can be traced back to Poincaré [21] . Some classical results in this direction for autonomous differential systems are the Poincare-Dulac normal form theorem [22] , the Siegel's theorem [23] , the Hartman-Grobman's theorem [11, 12] , the Sternberg's theorem [27, 28] , the Chen's theorem [7] , the Takens' theorem [31] and so on. See also [6, 8, 13, 14, 33] and the recent survey paper [29] and the references therein. For nonautonomous systems, Barreira and Valls had established several results on the topological conjugacy between nonuniformly hyperbolic dynamical systems (see e.g. [2] , [3] - [5] ). Using the resonance of the dichotomy spectrum to study the normal forms of nonautonomous system, Siegmund [26] obtained a finite order normal form, and Wu and Li [32] got analytic normal forms of a class of analytic nonautonomous differential systems. As our knowledge, these last two papers are the only ones in which the normal forms of nonautonomous systems via the dichotomy spectrums were studied. Recently Li, Llibre and Wu [15] and [17] also had studied the normal forms of almost periodic differential and difference equations, respectively. For random differential systems there also appeared some results on normal forms [18, 19, 20] , in which they extended the Poincaré's, the Sternberg's and the Siegel's normal form theorems for autonomous differential systems to random dynamical systems.
As well-known, the normal form theory has played important roles in the study of bifurcation and some related topics of dynamical systems. Recently this theory has been successfully applied to study the embedding flow problem of diffeomorphims, see for instance [16, 34, 35, 36] .
In this paper we will study the normal forms of nonautonomous differential systems with their linear parts admitting a nonuniform exponential dichotomy. For this aim we first consider the nonautonomous linear differential systems in R ṅ x = A(t)x, (1.1)
In our definition of the nonuniform exponential dichotomy there appear the extra conditions α + µ < 0, β − ν > 0 and max{µ, ν} ≤ min{−α, β}, which did not appear explicitly in the definition of [2, 3, 5] . In fact, in their results on the conjugacy between two nonautonomous dynamical systems they always assume that the nonuniform constants µ and ν are sufficiently small, and consequently the extra conditions hold implicitly.
The nonuniform dichotomy spectrum of system (1.1) is the set Σ(A) = {γ ∈ R;ẋ = (A(t) − γI)x admits no nonuniform exponential dichotomy}.
Its complement ρ(A) = R \ Σ(A) is called the resolvent set of system (1.1).
A linear integral manifold of system (1.1) is a nonempty set W of R × R n satisfying {(t, Φ(t, τ )ξ); t ∈ R} ⊂ W for each (τ, ξ) ∈ W , and for any given τ ∈ R the fiber W (τ ) = {ξ ∈ R n ; (τ, ξ) ∈ W } is a linear subspace of R n . In the following we also call W invariant by (1.1). We note that all the fibers W (τ ) have the same dimension, denoted by dim W , and they form a vector bundle over R. A linear integral manifold is a topological manifold in R × R n .
Let W 1 and W 2 be two linear integral manifolds of (1.1). Their intersection and sum are defined respectively as
W 1 + W 2 = {(τ, ξ) ∈ R × R n ; ξ ∈ W 1 (τ ) + W 2 (τ )}.
They are also linear integral manifolds. A sum of linear integral manifolds W 1 , . . . , W k is called Whitney-sum, denoted by W 1 ⊕ . . . ⊕ W k , if W i ∩ W j = R × {0} for 1 ≤ i = j ≤ k.
For a γ ∈ R we define two subsets of R × R n :
U γ = (τ, ξ) ∈ R × R n ; sup t≥0 Φ(t, τ )ξ e −γt < ∞ , V γ = (τ, ξ) ∈ R × R n ; sup t≤0 Φ(t, τ )ξ e −γt < ∞ .
(1.2)
In this paper the notations U γ and V γ always denote the sets defined in (1.2), respectively.
Our first result is on the structure of the nonuniform dichotomy spectrum of system (1.1). It is the generalization of the spectral theorem of [24] for the dichotomy spectrum to the nonuniform dichotomy spectrum of system (1.1). Theorem 1.1. For system (1.1), the following statements hold.
(a) The nonuniform dichotomy spectrum Σ(A) of system (1.1) is the union of m disjoint closed intervals in R (called spectral intervals) with 0 ≤ m ≤ n. Precisely, if m = 0 
, we choose γ m > a m and set U γm = R × R n and V γm = R × {0}. Define
Then dim W i ≥ 1 for i = 1, . . . , m and
The linear integral manifold W i is called a spectral manifold for i = 0, . . . , m + 1. We shall see from Proposition 2.3 below that the spectral manifold W i is independent of the choice of γ i .
Next we present a sufficient condition for a nonuniform dichotomy spectrum to be nonempty and bounded.
The evolution operator Φ(t, s) ofẋ = A(t)x has a nonuniformly bounded growth if there exist K ≥ 1, a ≥ 0 and ε ≥ 0 such that
If ε = 0 the evolution operator has the so-called bounded growth (see [24] ) Theorem 1.2. Assume that the evolution operator of system (1.1) has a nonuniformly bounded growth. The following statements hold.
(a) The nonuniform dichotomy spectrum Σ(A) of system (1.1) is nonempty and bounded,
where W i 's are the spectral manifolds defined in Theorem 1.1.
For autonomous linear systems in R n it is well known that they can be transformed into normal forms with their coefficient matrices in the Jordan type through some nondegenerate linear changes of variables. Using the dichotomy spectrum Siegmund [25] provided a method to study the normal forms of nonautonomous linear systems. Here we extend his method to study the normal form of nonautonomous linear differential system using the nonuniform dichotomy spectrum.
As first defined in [10] , we say that system (1.1) and the systeṁ y = B(t)y, (1.4) are nonuniformly kinematically similar if there exists a differentiable matrix function S : 5) with M ε > 0 a constant, such that x(t) = S(t)y(t) transforms (1.1) into (1.4). Correspondingly, the S(t) satisfying (1.5) is called a nonuniform Lyapunov matrix, and the change of variables x(t) = S(t)y(t) is a nonuniform Lyapunov transformation.
The following result characterizes the normal forms of nonautonomous linear differential systems via their nonuniform dichotomy spectrums. Theorem 1.3. Assume that A(t) is differentiable, and that the evolution operator of system (1.1) has a nonuniformly bounded growth. Let
is nonuniformly kinematically similar tȯ
. . .
where
Now we use the nonuniform dichotomy spectrums and the normal forms for nonautonomous linear differential systems to study the normal forms of nonautonomous nonlinear differential systems.
Consider the nonautonomous nonlinear differential systeṁ
where f (t, x) = O(|x| 2 ) is an analytic function.
Assume that the evolution operator of the linear systemẋ = A(t)x has a nonuniformly bounded growth. Then its nonuniform dichotomy spectrum is 8) where A i is an n i ×n i matrix with n 1 +. . .+n m = n and Σ(
, and µ i , ν i ≥ 0 with α i + µ i < 0 and β i − ν i > 0 such that
In what follows we study only system (1.8). Expanding f i (t, x) in the Taylor series
where l = (l 1 , . . . , l n ) ∈ Z n + are multiple indices with
where the sum and the multiplication of intervals are defined as
and τ = (τ 1 , . . . , τ m ) is the image of l = (l 1 , . . . , l n ) ∈ Z n + under the mapping
The notion nonresonance for nonautonomous differential systems is an extension of the one for autonomous systemẋ = Ax + f (x), where the nonresonant condition is
with λ = (λ 1 , . . . , λ n ) the eigenvalues of the constant matrix A.
We say that system (1.8) is in the normal form if its nonlinear terms are all resonant. The transformation sending (1.8) to its normal form is called a normalization. Usually the normalization is not unique. If the normalization contains only nonresonant terms, then it is called a distinguished normalization. The corresponding normal form system is called in the distinguished normal form. We note that for a given differential system the Taylor expansion of its distinguished normalization is unique. Of course, if the distinguished normalization is analytic, then itself is unique.
where f js is a vector-valued homogeneous polynomial of degree s in x with its coefficients being the functions of t. Theorem 1.4. Assume that system (1.8) is analytic or C ∞ and that the evolution operator of the linear system associated with (1.8) has a nonuniformly bounded growth. Let
nonuniform dichotomy spectrum, and let α i , β i , µ i and ν i be the data defined in (1.9). Set ̺ = max{µ i , ν i ; i = 1, . . . , m}, and σ = min{−α j , β j , j = 1, . . . , m}. If σ/̺ > 4 and there exists a positive number k ∈ (3, σ/̺) such that the coefficient vectors of f s = ( f 1s , . . . , f ms ) according to the base {x τ e j : τ ∈ Z n + , |τ | = s, j = 1, . . . , n}, denoted by p s (t), satisfy
then there exists a near identity polynomial map of degree 2k − 5 under which system (1.8)
where g(t, y) consists of the resonant homogeneous polynomials in y of degrees from 2 to 2k − 5 with coefficients being the functions of t, which are uniformly convergent to zero when |t| → ∞, and h(t, y) = O(|y| 2k−4 ).
In the last theorem we have several restricted conditions. We should say that except the one on the modulus p s (t) , the others are natural. For instance σ/̺ > 4 holds provided that the nonuniform exponents µ i , ν i are sufficiently small. The condition on the modulus p s (t) is also natural in some sense, because if p s (t) increases too fast as |t| increases, any orbit starting in a small neighborhood of the origin will rapidly leave the neighborhood, and so the theorem will not be correct. If ̺ = 0 we are in the case of the uniform dichotomy spectrum.
We mention that if an analytic or a C ∞ system (1.8) has its linear part satisfying a nonuniform exponential dichotomy, it is nearly impossible to get an analytic or a C ∞ normalization which transforms system (1.8) to its normal form (of course, if system (1.8) is a polynomial one, the normalization may exist). Also Theorem 1.4 holds for C 2k−4 differential systems. These can be seen from the proof of Theorem 1.4.
We also mention that even for a C k (2 < k < ∞) smooth autonomous differential system of form (1.8), if n > 2 there is no satisfactory results on the regularity of the normalization which transforms system (1.8) to a polynomial normal form. For n = 2 this problem was solved by Stowe [30] . This paper is organized as follows. In the next section we shall prove Theorems 1.1 and 1.2. The proof of Theorems 1.3 and 1.4 will be given in Sections 3 and 4, respectively.
Proof of Theorems 1.1 and 1.2
For proving Theorems 1.1 and 1.2 we need some basic results which characterize the nonuniform dichotomy spectrum. The ideas of the proofs partially follow from [24] .
The basic results
This subsection is a preparation for proving Theorems 1.1 and 1.2.
Proposition 2.1. Let U γ , V γ be the subsets of R × R n defined in (1.2). The following statements hold.
(i) U γ and V γ are linear integral manifolds of system (1.1)
Proof. (i) For any (τ, ξ) ∈ U γ , by definition we only need to prove (s, Φ(s, τ )ξ) ∈ U γ for all s ∈ R. In fact, it follows from the fact that
The proof for V γ follows from the same arguments as those for U γ .
(ii) The claim U γ 1 ⊆ U γ 2 follows easily from −γ 1 t ≥ −γ 2 t for t ≥ 0. A similar argument works with V γ .
admits a nonuniform exponential dichotomy with an invariant projection P , then we have
where ImP and KerP denote the image and kernel of the projection P , respectively.
Proof. Let Φ(t, s) be the evolution operator ofẋ = A(t)x. Some easy calculations show that Φ γ (t, s) = e −γ(t−s) Φ(t, s) is an evolution operator of (2.1), and that P (t) is an invariant projection of Φ(t, τ ) if and only if it is an invariant projection of Φ γ (t, τ ). By the assumption there exist K γ ≥ 1, α γ < 0, β γ > 0 and µ γ , ν γ ≥ 0 with α + µ γ < 0 and β − ν γ > 0 such that
First we prove U γ ⊂ ImP . For any (τ, ξ) ∈ U γ , by definition there exists a constant c γ such that Φ(t, τ )ξ ≤ c γ e γt for all t ≥ 0.
It follows that
These yield that for t ≥ max{0, τ }
Hence we have ξ 2 = 0 because β γ − ν γ > 0, and consequently ξ = ξ 1 ∈ ImP (τ ). This proves that U γ ⊂ ImP .
For proving ImP ⊂ U γ , we assume that
This implies that (τ, ξ) ∈ U γ because α γ < 0, and so ImP ⊂ U γ . This proves that ImP = U γ .
Similarly using the assumption α γ + µ γ < 0 we can prove that V γ = KerP . Finally the equality U γ ⊕ V γ = R × R n follows from U γ = ImP and V γ = KerP .
The next results characterize the resolvent set and the linear integral manifolds.
Proof. For γ ∈ ρ(A), by definitionẋ = (A(t) − γI)x admits a nonuniform exponential dichotomy with an invariant projection P (t). So there exist K ≥ 1, α < 0, β > 0 and µ, ν ≥ 0 with α + µ < 0 and β − ν > 0 such that
, it is easy to see that P (t) is an invariant projection of the evolution operator Φ η (t, s) = e −η(t−s) Φ(t, s) of systeṁ x = (A(t) − ηI)x. Moreover we have
It follows from the choice of σ and η that α * = γ − η + α ≤ α * + µ < 0 and β * = γ − η + β ≥ β * − ν > 0. This proves thatẋ = (A(t) − ηI)x admits a nonuniform exponential dichotomy for all η ∈ (γ − σ, γ + σ), and consequently (γ − σ, γ + σ) ⊂ ρ(A). This proves that ρ(A) is an open set.
For η ∈ (γ − σ, γ + σ), the above proof shows that systemsẋ = (A(t) − ηI)x anḋ x = (A(t)−γI)x both admit the nonuniform exponential dichotomy with the same invariant projection P (t). By Proposition 2.2 it holds that U η = U γ = ImP and V η = V γ = KerP .
For any given γ * ∈ J, without loss of generality we assume that
Since this kind of intervals cover [γ * , γ], we get that U γ = U γ * and V γ = V γ * . By the arbitrariness of γ * ∈ J we can finish the proof of the proposition.
Let γ 1 , γ 2 ∈ ρ(A). By Proposition 2.1 U γ 2 and V γ 1 are both linear integral manifolds. The following result characterizes their intersection.
Proof. The equivalence between (c) and (d) follows easily from Proposition 2.2.
The condition (a) implies (b). By contradiction we have [γ 1 , γ 2 ] ⊂ ρ(A). So, it follows from Propositions 2.3 and 2.2 that
This is in contradiction with (a), and consequently (b) follows.
But U γ 1 (τ ) and U γ 2 (τ ) are linear subspaces of R n , we must have U γ 1 (τ ) = U γ 2 (τ ), and consequently U γ 1 = U γ 2 . By the equivalence of (c) and (d) we also have V γ 1 = V γ 2 . This implies via Proposition 2.2 that the nonuniform exponential dichotomies ofẋ = (A(t) − γ 1 I)x andẋ = (A(t) − γ 2 I)x involve the same invariant projection P (t). So there exist K i ≥ 1, α i < 0, β i > 0 and µ i , ν i ≥ 0 with α i + µ i < 0 and β i − ν i > 0 for i = 1, 2 such that
This proves that γ ∈ ρ(A) and consequently [γ 1 , γ 2 ] ⊂ ρ(A), a contradiction with the assumption (b). Hence (c) holds. We complete the proof of the proposition.
Proof of Theorem 1.1
(a) By Proposition 2.3 Σ(A) is closed. We now prove that the number of spectral intervals is no more than n.
Since Σ(A) ⊂ R is closed, it is either empty or consists of m closed intervals with vanishing intersection. By contradiction we assume that m > n. From Proposition 2.4 we get that
So we must have either dim U γ 1 = 0 or dim U γn = n.
If dim U γ 1 = 0, i.e. U γ 1 = R × {0}, it follows from Proposition 2.2 that V γ 1 = R × R n , and the invariant projection P (t) = 0. By the definition of the nonuniform exponential dichotomy we can prove easily thatẋ = (A(t) − γI)x for all γ < γ 1 admits a nonuniform exponential dichotomy with the invariant projection P (t). This verifies that (−∞, γ 1 ] ⊂ ρ(A). We are in contradiction with the choice of γ 1 .
If dim U γn = n, i.e. U γn = R × R n , Proposition 2.2 shows that the invariant projection is P (t) = I. Then working in a similar way to the proof of the case dim U γ 1 = 0, we can prove that (γ n , ∞) ⊂ ρ(A), a contradiction with the choice of γ n . Hence we must have m ≤ n. This proves statement (a).
(b) First we claim that dim W i ≥ 1 for i = 1, . . . , m.
We now prove this claim. For i = 1, if
If
By contradiction we assume that dim W 1 = 0, i.e. W 1 = R × {0}. Then P (t) = 0 is the invariant projection associated with the nonuniform exponential dichotomy ofẋ = (A(t) − γ 1 I)x. From the proof of (a) we get that (−∞
This proves the claim.
Next we claim that V γ i = W i+1 + V γ i+1 for i = 0, 1, . . . , m − 1. In fact, it follows from the fact that
Applying the last claim we have
We complete the proof of the theorem.
Proof of Theorem 1.2
By the assumption the evolution operator Φ(t, s) of system (1.1) has a nonuniformly bounded growth, i.e. there exist K ≥ 1, a ≥ 0 and ε ≥ 0 such that
First we claim that Σ(A) ⊂ [−a − 2ε, a + 2ε], and so it is bounded.
For γ > a + 2ε, we get from (2.2) that
Since −γ + a + ε < −ε ≤ 0, systemẋ = (A(t) − γI)x admits a nonuniform exponential dichotomy with the invariant projection P (t) = I. This shows that γ ∈ ρ(A) and consequently (a + 2ε, ∞) ⊂ ρ(A).
For γ < −a − 2ε, we have
Since −γ − a − ε > ε ≥ 0, systemẋ = (A(t) − γI)x admits a nonuniform exponential dichotomy with the invariant projection P (t) = 0. Hence we have (−∞, −a − 2ε) ⊂ ρ(A). Consequently Σ(A) ⊂ [−a − 2ε, a + 2ε]. The claim follows.
Next we prove that Σ(A) = ∅. The above proof implies that for γ > a + 2ε, U γ = ImP = R × R n and V γ = KerP = R × {0} because P (t) = I, and that for γ < −a − 2ε, U γ = ImP = R × {0} and V γ = KerP = R × R n because P (t) = 0. Set
Then γ * ∈ [−a − 2ε, a + 2ε]. Moreover we have γ * ∈ Σ(A). Otherwise, by Proposition 2.3 there exists a neighborhood J of γ * such that J ⊂ ρ(A) and for any γ ∈ J we have V γ = V γ * . This is in contradiction with the definition of γ * . So Σ(A) = ∅. This proves statement (a).
Proof of Theorem 1.3
For proving Theorem 1.3 we need some preliminary results, which will be presented in the next subsection.
Preparation to the proof of Theorem 1.3
Lemma 3.1. The following statements are equivalent. 
c) S(t) is a solution ofṠ = A(t)S − SB(t).
Proof. See Lemma 2.1 of [25] , [9] and [10] .
Lemma 3.2. If systems (1.1) and (1.4) are nonuniformly kinematically similar, then they have the same nonuniform dichotomy spectrum.
Proof. It follows from statement (b) of Lemma 3.1 and the fact that S(t) is a nonuniformly Lyapunov matrix. For more details, see e.g. Lemma 3.6 of [10] .
Lemma 3.3. Let P 0 ∈ R n×n be a symmetric projection and X(t) ∈ GL n (R) the group of invertible matrix functions in t ∈ R. Set Q(t) = P 0 X(t) T X(t)P 0 + (I − P 0 )X(t) T X(t)(I − P 0 ). Then (a) Q(t) is positively definite and symmetric.
(b) There exists a unique positively definite and symmetric matrix function R(t) such that R(t) 2 = Q(t) and P 0 R(t) = R(t)P 0 .
(c) S(t) = X(t)R(t) −1 is invertible and satisfies S(t)P 0 S(t) −1 = X(t)P 0 X(t) −1 and
Proof. See Lemma A.5 of [25] and Lemma 3.2 of [10] .
Lemma 3.4. Assume that system (1.1) has an invariant projection P : R → R n×n with P (t) = 0, I. Then there exists a differentiable nonuniform Lyapunov matrix function S :
Proof. Since P (t) is an invariant projection associated with the evolution operator Φ(t, s) of system (1.1), i.e. P (t)Φ(t, s) = Φ(t, s)P (s) for t, s ∈ R, it forces that P (t) and P (s) for any t, s ∈ R are similar and so have the same rank. The fact that P (t) is a projection implies that for any given s ∈ R there exists a T (s) ∈ GL n (R) such that
where n 1 = dim ImP and n 2 = dim KerP . Applying Lemma 3.3 to X(t) = Φ(t, s)T (s) −1 and P 0 we get a R(t) satisfying P 0 R(t) = R(t)P 0 for t ∈ R. Set S(t) = Φ(t, s)T (s) −1 R(t) −1 , we have
S(t) −1 P (t)S(t) = R(t)T (s)P (s)T (s)
where we have used the fact that Φ(t, s)Φ(s, t) = I and the invariance of P (t) with respect to Φ(t, s).
Finally, the fact that S(t) is a nonuniform Lyapunov matrix function follows from the expression of P 0 and statement (c) of Lemma 3.3. For more details, see the proof of Theorem 3.8 of [10] . We complete the proof of the lemma.
Proof of Theorem 1.3
By the assumptions and Theorem 1.2, we have m ≥ 1, a 1 > −∞, a m < ∞ and
Moreover it follows from Theorem 1.1 that
In what follows we call the open intervals (b 0 , a 1 ), (b 1 , a 2 ), . . . , (b m−1 , a m ) and (b m , a m+1 ) the spectral gaps, where b 0 = −∞ and a m+1 = ∞. Choose γ i ∈ (b i , a i+1 ) for i = 0, 1, . . . , m. By Theorem 1.1 we have W 0 = U γ 0 and W m+1 = V γm . The following proof combines the origin version of this paper and that of Theorem 3.9 of [10] .
For any given γ 0 ∈ (−∞, a 1 ), since (−∞, γ 0 ] ⊂ ρ(A), the systeṁ
admits a nonuniform exponential dichotomy with an invariant projection P 0 . Then we have Now we prove this claim. By Lemma 3.4 there exists a differentiable nonuniform Lyapunov matrix function S 0 : R → GL n (R) such that
Lemma 3.1 means that system (1.1) is nonuniformly kinematically similar tȯ
via the transformation x(t) = S 0 (t)y(t), and that S 0 (t) −1 Φ(t, s)S 0 (s) is a fundamental matrix solution of (3.4).
Set R(t) = S 0 (t) −1 Φ(t, s)T −1 . From the proof of Lemma 3.4 we have P 0 R(t) = R(t)P 0 . This implies that R(t) −1 andṘ(t) both commute with P 0 . Using the fact that S 0 (t) −1 Φ(t, s)S 0 (s) is a fundamental matrix solution of (3.4), we can prove easily that
B(t) =Ṙ(t)R(t)
−1 and P 0 B(t) = B(t)P 0 . (3.5)
Write B(t) in the block form, i.e.
where B 0 : R → R n 0 ×n 0 , B 11 : R → R m 1 ×m 1 , C 0 : R → R n 0 ×m 1 and C 11 : R → R m 1 ×n 0 . From the expression of P 0 and the second equation of (3.5) we get that C 0 (t) = 0 and C 11 (t) = 0.
By Lemma 3.2 systems (1.1) and (3.3) have the same nonuniform dichotomy spectrum. Moreover the evolution operator of system (3.3) has the invariant projection P 0 given in (3.1). So we get from (3.1) and (3.2) that Σ(B 0 ) ⊂ (−∞, a 1 ). This implies that Σ(B 0 ) = ∅. The claim follows.
For λ ∈ (b 1 , a 2 ), systemẏ = (B(t) − λI)y admits a nonuniform exponential dichotomy with an invariant projection P 1 . So there exist K 1 , α < 0, β > 0, µ, ν ≥ 0 with α + µ < 0 and β − ν > 0 such that
where Φ 1 (t, s) is the evolution operator of systemẏ = B(t)y.
Since Σ(B 11 ) = Σ(A), it follows from the last claim that systeṁ
via a nonuniformly Lyapunov transformation y 1 = S 11 (t)z 1 . Take
Then system (1.1) is nonuniformly kinematically similar tȯ
via the nonuniformly Lyapunov transformation x(t) = S 1 (t)z(t). Since the first inequality of (3.6) also holds for all γ ≥ a 2 , taking into account equation (3.7) we get that
Similarly from the second inequality of (3.6) we have Σ(
According to the above process, we get a nonuniform Lyapunov transformation x(t) = S(t)w(t), which send system (1.1) tȯ Finally, we prove that the order n i of the matrix B i (t) in (1.6) is equal to dim W i . Since
In addition, the order n 0 of B 0 (t) is equal to dim Im P 0 . These verify that n 0 = dim W 0 . Note that γ 0 ∈ (−∞, a 1 ) and γ 1 ∈ (b 1 , a 2 ), we get from Propositions 2.2 and 2.4 that dim Im
where we have used the facts that U γ 0 ⊂ U γ 1 and W 1 = U γ 1 ∩ V γ 0 . This implies that n 1 = dim W 1 because n 0 + n 1 = dim Im P 1 . Similarly n 2 = dim W 2 follows from the facts that
where γ 2 ∈ (b 2 , a 2 ). By induction we can prove that n i = dim W i for i = 1, . . . , m. For γ m ∈ (b m , ∞) we get from Proposition 2.2 again that
Proof of Theorem 1.4
To simplify the proof, in the next subsection we first introduce some basic knowledge on the tensor product and then present some necessary preliminary results on the linear operators defined in the space of the vector-valued homogeneous polynomials.
The tensor product and its applications
Let V i for i = 1, . . . , k be n i dimensional real vector spaces and let V = V 1 ⊗ . . . ⊗ V k be their tensor product. Then V is an n 1 . . . n k dimensional real vector space. The following properties on the tensor product can be found in Lemma 5.4.1 of [1] , which will be used later on.
Proposition 4.1. On the tensor product the following statements hold.
induce the splitting
. . , 4 be linear operators defined in the vector spaces V i of dimension n i . Then
Moreover we have
if T 1 and T 1 are invertible,
where T i + T j makes sense if they are defined in the same vector space.
(iii) If A = (a ij ) and B = (b ij ) are the matrix representations of T 1 and T 2 respectively, then T 1 ⊗ T 2 has the matrix representation
which is called the Kronecker product of A and B.
Proposition 4.2. If Φ 1 (t, s) and Φ 2 (t, s) are the evolution operators ofż 1 = A(t)z 1 anḋ z 2 = B(t)z 2 respectively, then Φ 1 (t, s) ⊗ Φ 2 (t, s) is the evolution operator oḟ
Now we recall some results related to the linear operators defined in the space of the vector-valued homogeneous polynomials, part of them can be found in Chapter 8 of [1] .
be the vector space of homogeneous polynomials in n variables of degree k with their values in
For any n × n matrix A(t) we define a D × D matrix
Usually the entries of N (A) k are nonlinear functions of the entries of A.
Proposition 4.3. Let A, B be n × n matrices, and k ≥ 2. The following statements hold.
of A, and I 2 and I 1 are respectively the n × n and D × D unit matrices.
exists a D × D permutation matrix P independent of t under which N (A) k is similar to a block diagonal matrix
where c is independent of A(t).
Proof. Statements (i) and (ii) can be found in Lemma 8.1.2 of [1] . The proof of statement (iii) is given in Proposition 5 of [32] .
For k ≥ 2 we define a linear operator
Proposition 8.3.4 of [1] and Proposition 6 of [32] established a relation between the evolution operators Φ −T (A) k (t) and Φ A (t).
Proposition 4.4. Let Φ A (t, s) be the evolution operator ofẋ = A(t)x. Then
k .
Now we define the linear operator
where I 1 and I 2 are the unit matrices on H n,k (R 1 ) and R n , respectively.
By Propositions 4.3 and 4.4, we get from Proposition 8.3.4 of [1] and Proposition 6 of [32] a relation between the evolution operators Φ L k (t) and Φ A (t).
Proposition 4.5. Let Φ A (t, s) be the evolution operator ofẋ = A(t)x. Then the following statements hold.
where c depends only on n, k and the norm.
Proof of Theorem 1.4
To simplify notations we write system (1.8) iṅ
with A(t) = diag(A 1 (t), . . . , A m (t)) and f (t, x) = (f 1 (t, x), . . . , f m (t, x)) T , where T denotes the transpose of a matrix. Assume that there exists a near identity formal transformation x = y + h(t, y) under which system (4.2) is transformed intȯ
where g(t, y) is a formal series in y. Then h(t, y) should satisfy the following equation
w i (t, y) with w ∈ {h, f, g}, and w i (t, y) a homogeneous polynomial of degree i in y. Equation (4.4) can be written in
where F k (t, y) is a homogeneous polynomial in y of degree k which is a function of h 2 , . . . , h k−1 obtained from the expansion of f (t, y + h(t, y)) − ∂h ∂y g(t, y). We note that F k (t, y) are successively known. Recall that L k (t) is the linear operator defined in (4.1).
In the base {x τ u i ; τ ∈ Z p + , |τ | = k, i = 1, . . . , n} of H n,k (R n ) each homogeneous polynomial w k (t, y) with w ∈ {h, F, g} is uniquely determined by its coefficients. Let w k (t) with w ∈ {h, F, g} be a vector-valued function of dimension Dn which is formed by the coefficients of w k (t, y) in the given base. Then we get from (4.5) that 6) where for simplicity to notations we still use L k (t) to denote the linear operator acting on h k (t).
Since A(t) is a block diagonal matrix, by Proposition 4.5 the evolution operator
is also a block diagonal matrix. According to the block diagonal form of Φ L k (t, s) given in Proposition 4.5 we separate the vector space R Dn in the direct sum of the subspaces R qτ n j for j = 1, . . . , m, τ ∈ Z m + , |τ | = k, where n j is the order of the matrix A j and q τ is defined in statement (iii) of Proposition 4.3. Correspondingly we have
So system (4.6) can be written in
with τ ∈ Z m + , |τ | = k and j = 1, . . . , m, where L (τ,j) k (t) is the diagonal entry of the block diagonal matrix L k (t).
Furthermore we separate p
k2 (t) with p ∈ {F, g} in such a way that the former is corresponding to those (τ,
where c k depends only on k, n and the norm.
Under the nonresonant conditions we define
, we can check that
, and µ i , ν i ≥ 0 with α i + µ i < 0 and
(4.14)
Combining (4.13) and (4.14) we obtain that 15) where
To simplify the notation, for b j < τ 1 a 1 + . . . + τ m a m we set
Statement (a). We prove this statement by induction. For r = 2, by the assumptions of the theorem we have
Recall that p 2 (t) is the coefficient vector of the vector-valued homogeneous polynomial f 2 (t, y) in the Taylor expansion of f (t, y). Then it follows from (4.10) and (4.15) that for
where |τ | = 2.
If t ≤ 0, we have
where we have used the facts that |τ | = 2, ̺ = max{µ i , ν i ; i = 1, . . . , m} and k̺−ω τ,j −µ j >
If t > 0, we have
We should mention that in the third inequality we have used the facts that |τ | = 2, k̺+α j ≤ k̺ − σ < 0 and ω τ,j − µ j + k̺ ≤ − 1 2 D jτ < 0. In the second inequality we have used the fact 1/(k̺ − ω τ,j − µ j ) + 1/(ω τ,j − µ j + k̺) = 2(k̺ − µ j )/(k̺ − ω τ,j − µ j )(ω τ,j − µ j + k̺) < 0, because k̺ − µ j > ̺ − µ j ≥ 0. This proves statement (a) for r = 2.
In order for using induction we assume that statement (a) holds for r < 2k−5. Consider the case r + 1. By the assumptions of the theorem and the construction of F (τ,j) r+1 (t) there exists a constant b r+1,τ,j such that where [A(t, y)] l denotes the homogeneous part of degree l of a polynomial function A(t, y) in y. The expression of F l (t, y) follows from the construction of the transformation x = y + h(t, y) which sent system (4.2) to its normal form (4.3) . Recall that f r , h r and g r are the vector-valued homogeneous polynomials of degree r in y of the Taylor expansions of f, h and g, respectively. Since g r (t, y) = F r (t, y) = F r2 (t, y) and h r (t, y) = h r1 (t, y), so the estimation (4.16) can be obtained from (4.17) using the induction through the estimations on the coefficients of h s , g s for s = 2, . . . , r and (1.10) (i.e. the estimation on the coefficients of f s ) for s = 2, . . . , r + 1. where |τ | = r + 1 and d r+1,τ,j = K r+1,τ,j b r+1,τ,j .
If t ≤ 0, working in a similar way to the proof of the case r = 2 and by direct integrating we get that Then h(t, y) is a polynomial of degree 2k − 5 with the coefficients all bounded functions in t ∈ R. Hence, by the previous constructions we get that system (1.8) is transformed into (1.11) via the time dependent change of variables x = y + h(t, y).
We complete the proof the theorem.
