Abstract. This paper presents a system of data decomposition and spatial mixture modeling for part based models. Recently, many enhanced part based models (with e.g., multiple features, more components or parts) have been proposed. Nevertheless, those enhanced models bring high computation cost together with the risk of over-fitting. To tackle this problem, we propose a data decomposition method for part based models which not only accelerates training and testing process but also improves the performance on average. Besides, the original part based model uses a strict rigid structural model to describe the distribution of each part location. It is not "deformable" enough, especially for those instances with different viewpoints or poses in the same aspect ratio. To address this problem, we present a novel spatial mixture modeling method. The spatial mixture embedded model is then integrated into the proposed data decomposition framework. We evaluate our system on the challenging PASCAL VOC2007 and PASCAL VOC2010 datasets, demonstrating the state-of-the-art performance compared with other related methods in terms of accuracy and efficiency.
Introduction
Part based models have been a successful method for representing object categories [1] [2] [3] [4] [5] [6] . It was firstly proposed by Fischler and Elschlager [7] in 1973. Later in [8] Marr and Nishihara introduced articulated limb model. In the past several years, Felzenszwalb et al 's work [1, 9] significantly advances the original pictorial structure model [7] . Part based models have been widely used in several important computer vision problems such as object detection [1-4, 6, 10, 11] , pose estimation [5], action recognition [12] and scene understanding [13] .
Part based models consider that an object can be modeled as a collection of local part templates, together with structural constraints. In the past decade, constellation model proposed by Fergus et al [11] and pictorial structure model presented by Felzenszwalb et al [1, 9] obtained great success. The latter deformable part based model (DPBM) [1] stands out for its outstanding performance on VOC challenges [14] . The use of moving parts can well adapt the learnt model to target image structure. For detection task, this kind of configuration has good property of robustness to deformation and partial occlusion which provides superior performance than rigid template model [15] . However, to our understanding, part based models have two basic limits: 1) the computational complexity is high. 2) The original DPBM is not "deformable" enough.
Recently, there surge many enhanced models through multiple features [3] such as combining Histogram of Oriented Gradients (HOG) and Local Binary Patterns (LBP), more components and parts [5, 16] . These methods obtained very promising results on either detection task or pose estimation. Nevertheless, these models suffer from large computational complexity. Besides, when the length of models becomes longer, they face a higher risk of over-fitting.
The original DPBM [1] uses one unique reference anchor point for each part. This results in that the layout of structural constraints or penalty for each part is all the same and rigid when applying the same component model. We think that each anchor associates a layout of structural constraints. As discussed in [1], the size of each component model is initialized by objects' aspect ratio to avoid bad local minimas. But in practice, two objects with the same aspect ratio may have different viewpoints or poses. As seen from Figure 1 , the two aeroplanes share the same aspect ratio but have apparently different viewpoints. In this case, it is inappropriate if we encourage the same layout of structural penalty to both of them.
Motivated by those challenges, this paper tries to address these two limits. Firstly, we propose a method of data decomposition for part based model which not only significantly reduces memory usage and computational cost but also outperforms other related systems. Secondly, we propose a spatial mixture modeling method in which part location is described as mixture distribution learnt from weakly labeled data. Thirdly, we integrate the spatial mixture model into the proposed data decomposition framework and to the best of our knowledge, the presented system achieves the state-of-the-art performance compared with all other related methods from both competition and literature.
The rest of this paper is organized as follows. Section 2 reviews the related work. Section 3 introduces the proposed method. Section 4 gives the experimental results. Section 5 concludes this paper.
Related Work
As mentioned previously, many enhanced models with multiple features [3, 17] , more components or parts [5, 16] are proposed recently. The drawback or limit of
