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Abstract
In this work, we present a new dataset for
conversational recommendation over knowl-
edge graphs in e-commerce platforms called
COOKIE. The dataset is constructed from
an Amazon review corpus by integrating both
user–agent dialogue and custom knowledge
graphs for recommendation. Specifically,
we first construct a unified knowledge graph
and extract key entities between user–product
pairs, which serve as the skeleton of a conver-
sation. Then we simulate conversations mirror-
ing the human coarse-to-fine process of choos-
ing preferred items. The proposed baselines
and experiments demonstrate that our dataset
is able to provide innovative opportunities for
conversational recommendation.
1 Introduction
The rapid development of conversational systems
has had substantial impact in industry, but remains
under-explored in e-commerce settings. When
choosing products or services, customers may eas-
ily feel overwhelmed or confused by the various
technical specs and product details (Bettman et al.,
1998). Recently, conversational recommender sys-
tems have been proposed to interactively and dy-
namically solicit information about user require-
ments so as to provide better recommendations
(Jannach et al., 2020). At the same time, knowl-
edge graphs have recently come to prominence
to endow recommender systems with explainabil-
ity and transparency (Zhang and Chen, 2018), as
their graph structure makes it easy to trace connec-
tions from users to specific recommendations, and
the discovered paths can be presented to the cus-
tomer. However, previous work neglects user-side
information as a part of the graph, only enriching
product information with external knowledge bases
such as Freebase (Zhao et al., 2019). Thus, it is
promising to integrate user activities as well as his-
User
System
Can you recommend 
some Beverages?
Do you prefer 
Coca Cola?
User
Yes
System
How about 
regular type?
User
No
System
Do you like 
healthy ones?
User
Yes
System
What about 
Diet Coke?
User
Great! I like this one!
healthy
User
purchase belongs_to-1
produced_by-1
regular
Diet Coke
1
2
3
4
5
produced_by-1
User
Beverage
Sprite
purchase belongs_to
-1
Coca 
Cola
produced_by-1comment
healthy
User Beverage
Sprite
purchase
belongs_to-1
Coca 
Cola
produced_by-1
comment
has_aspect
Beverage
User Beverage
Sprite
Coca 
Cola
User
Beverage
Coca 
Cola
Sprite
belongs_to-1purchase
has_aspect
belongs_to-1
produced_by-1
Figure 1: A knowledge-enhanced conversational recom-
mender system aims to interact with the user to predict user
preferences and make recommendations.
torical user preferences into the knowledge graph
such that the conversational system can better assist
users to effortlessly find the best-suited products.
In practice, humans often proceed in a coarse-to-
fine manner to gradually make their decisions. For
example, people answer questions by first skim-
ming the text, identifying key ideas, and then
carefully reading specific parts to obtain an an-
swer (Masson, 1983). Similarly, customers often
initiate queries to an e-commerce conversational
engine that describe the sought products in broader
terms, e.g., categories or brand names. During
the interaction with the system, the latter gradu-
ally gains a better understanding of specific user
requirements and preferences pertaining to the rel-
evant products to be chosen. Hence, the success of
such a conversation hinges on the richness of the ac-
quired knowledge by the system. In order to make
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the user–agent conversations more reasonable and
transparent, we draw on a unified knowledge graph
based on the Amazon review corpus by Ni et al.
(2019). Specifically, for every user, we determine
the set of reachable entities connected with pur-
chased products as essential sequential knowledge
within the KG, aiming to follow natural coarse-to-
fine conceptual resolution to gradually propagate
the user interests.
To this end, we present a novel corpus called
COOKIE: COnversational recommendation Over
Knowledge graphs In E-commerce platforms. The
key contributions of this paper can be summarized
as follows. 1) We highlight the importance of in-
jecting unified knowledge graphs into conversa-
tional recommendation, and induce a correspond-
ing dataset to encourage further research. 2) We
propose a simple yet effective pipeline to construct
a knowledge graph based on the Amazon review
dataset and identify key entities that can be in-
voked to generate conversations. 3) We provide
several baseline results for recommendation and
next-question prediction.
2 Related Work
We review several essential features of state-of-
art conversational recommendation. Zhang et al.
(2018) design a multi-memory network architec-
ture, which can ask aspect-based questions to grad-
ually understand the user preferences. However,
it fails to consider human-readable utterances as a
fluent response for semantic understanding, which
is replaced by either extracting the facets from the
utterance or crawling the raw review contexts. In
contrast, Li et al. (2018) encode a dialogue via an
RNN-based neural network to extract the dialogue
state. Greco et al. (2017) propose a framework
based on hierarchical RL for dialogue management.
These works focus on dialogue generation and rec-
ommendation. However, retrieval-based conversa-
tional engines such as AliMe (Li et al., 2017) as
e-commerce assistants have proven more popular
in practice. Compared to generation-based meth-
ods (Liu et al., 2019; Chen et al., 2019a), retrieval-
based methods are often able to provide more flu-
ent and informative responses (Yang et al., 2018;
Yuan et al., 2019). Recently, the integration of
knowledge graphs (KGs) has enabled recommen-
dation grounded in reasoning in conjunction with
conversational knowledge. Moon et al. (2019) pro-
pose an attention-based graph decoder that seeks
optimal paths within a KG, and a zero-shot learn-
ing model that leverages previous sentences, dia-
logue, and KG contexts to re-rank candidates from
the pruned decoder graph output. In Chen et al.
(2019b), item-related knowledge bases with entity-
linked text lead to better performance than either of
them alone in dialogue generation and recommen-
dation. Comparing to these methods, we provide
an open dataset for conversational recommendation
that integrates knowledge graphs so that prominent
knowledge with semantics can be used to provide
both personalized and explainable recommenda-
tion.
3 Dataset Construction and Task
In this section, we describe the pipeline to construct
COOKIEand the corresponding task definition. Be-
fore that, we first describe the key desiderata. Man-
ually verified: Most commercial conversational
engines principally rely on template-based utter-
ance generation (e.g., Alexa Skills, DialogueFlow,
etc.). This requires substantial development effort,
which however is tied to a particular model. Man-
ually verified data has the advantage of allowing
the data construction to be completed separately
from model development and learning. Reliabil-
ity: Although conversations may be simulated, the
generated questions and user responses should be
reasonable. Personalization: One of the corner-
stones of recommendation is that the results are
personalized, accounting for the specific histori-
cal records available for each user. Thus, even
for two otherwise identical conversations, we ex-
pect diverse recommendation results based on the
user’s past activities. Goal-Oriented: Users of
e-commerce platforms tend to be impatient and
hence the conversation should not be lengthy, as
opposed to open-domain chatbot-style dialogue.
Rather than getting the user involved in a long con-
versation spanning many rounds, a key objective is
to satisfy the user’s needs as efficiently as possible
and quickly identify personalized target items.
Existing methods for conversational recom-
mender systems are either based on dialogue state
tracking (Sun and Zhang, 2018; Lei et al., 2020),
which typically represents the dialogue state by
facet attributes of items, or on dialogue semantic
modeling (Zhang et al., 2018), which focuses on
understanding the semantics of the dialogue via lan-
guage models. We draw on the KG structure and on
the dialogue and try to unify these two philosophies.
Cellphones &
Accessories
Grocery &
Gourmet
Toys &
Games
Automo-
tive
#Entities 278,198 271,855 437,897 444,545
#Relations 45 45 71 73
#Triples 3,724,724 4,452,234 6,705,842 5,703,094
#Interactions 607,673 709,280 1,178,943 1,122,776
#Utterances 2,043,988 2,424,103 3,339,771 3,830,556
Table 1: Dataset statistics. #Entities include total number of
users, products and all other KG entities. #Relations represents
the number of unique relation types. #Triples is the number of
triples except for user–product iterations, which is denoted as
#Interactions and #Utterances represents the total number of
utterances.
The goal is to predict the next utterance while si-
multaneously addressing next-question prediction
as well as the final recommendation task.
The four domains of our dataset are Cellphones
& Accessories, Grocery & Gourmet, Toys &
Games, and Automotive (see Table 1). Each cate-
gory is a separate domain of the e-commerce plat-
form and is hence considered as an independent
sub-dataset. The pipeline involves first construct-
ing a knowledge graph, followed by the process
of key entity extraction and finally conversation
synthesis.
Unified Knowledge Graph Construction. We
start from a recent collection of Amazon reviews
(Ni et al., 2019). The extracted facts can mainly
be categorized into two groups: user activities and
product meta-data. For user activity related facts,
we extract user review keywords and liked styles
of products following Zhang et al. (2014, 2018).
This yields multiple categories of user records (pur-
chases, comments, etc.) and abundant product in-
formation (price, aspects, category, brand, etc.).
The unified knowledge graphs in this work not only
capture user activities towards products but also
incorporate rich product meta-information.
Key Entity Extraction. Once the KG is con-
structed, the next step is to consider each ground
truth user–product interaction and extract relevant
key entities from the knowledge graph that moti-
vate the purchase decision. In Fig. 1, for instance,
the key entities highlighted in red include product
categories, attributes such as healthy, etc. Each
sequence of key entities later serves as a skeleton
for the respective dialogue, guiding a coarse-to-fine
selection process in which the entities determine
which feature is considered in each conversational
turn. Therefore, we sort the entities by node degree,
and then select the KG entities that are reachable
from the given user and product within one or two
hops. The underlying intuition is that since the con-
versational system aims to help users to gradually
figure out their preferences, the system starts from
larger degree entities, as these are more prominent,
well-known, and often more generic. As the con-
versation proceeds, the latent needs of users are
progressively clarified such that it becomes easier
to consider key entities with a smaller degree, i.e.,
more particular fine-grained ones.
Conversation Synthesis. The next step is to gen-
erate dialogue for the recommendation interactions.
For each ground truth user–product pair, we com-
pose the corresponding conversations based on the
skeleton formed by the respective sequence of key
entities. In particular, we transform the key entities
into questions via human-specified templates Q(.)
generated from Wiseman et al. (2018), which are
manually verified and require simple Yes/No-style
answers from the user. Apart from simplifying the
dataset creation and subsequent prediction, it also
makes sense to assume that those users seeking as-
sistance rather than directly selecting an item tend
to be unfamiliar with the product details and are un-
able to provide detailed requirements. In this case,
Yes/No questions are a natural way of narrowing
down the search space.
We simulate a conversation procedure in a
coarse-to-fine manner to construct the dataset. For-
mally, we define a T -turn knowledge-enhanced con-
versation as
C(T ) = (q0, (q1, a1, e1), . . . , (qT , aT , eT )),
where q0 is the query initiated by the user, qt (t =
1, . . . , T ) is the t-th question given by the agent,
and at (t = 1, . . . , T ) is the t-th answer given by
the user. Assume that each question qt is associ-
ated with an entity et ∈ E , where E denotes the
entity set of an knowledge graph G. Given C(T ),
we will expect the model to make two kinds of
predictions at step T + 1: next-question prediction
and recommendation. For these, we need the set of
candidate questions Q(T+1), candidate key entities
E(T+1), and candidate items V . The details for
constructing these for our dataset are as follows.
For each user ui and item vj purchased by that
user, we take as input a sequence of T + 1 key
entities {e0, . . . , eT }, as obtained in the previous
section, along with a sequence of corresponding
answers {a1, . . . , aT }. Here, e0 is a key entity
identified from the user query, so there is no cor-
responding answer for it. We first construct the
Cellphones&
Accessories
Grocery&
Gourmet
Toys&
Games
Automotive
BPR 0.540 0.521 0.498 0.487
KGAT 0.593 0.622 0.637 0.581
OpenDialKG 0.480 0.502 0.446 0.498
KBRD 0.424 0.475 0.366 0.409
Table 2: F1@10 results of next-question prediction. Evalua-
tion based on samples of 100 negative products as candidates.
Cellphones&
Accessories
Grocery&
Gourmet
Toys&
Games
Automotive
DMN 0.414 0.429 0.392 0.388
DAM 0.448 0.501 0.462 0.490
MSN 0.584 0.617 0.595 0.587
OpenDialKG 0.670 0.710 0.535 0.707
KBRD 0.666 0.792 0.703 0.713
Table 3: Recall@2 results on next-question prediction. Eval-
uation using samples of 100 negative products as candidates.
T -turn conversation C(T )ij for user ui and item vj
via question templates Q(·) and obtain: C(T )ij =
(q0, (Q(e1), a1, e1), . . . , (Q(eT ), aT , eT )). Then,
we build the three candidate sets via negative
sampling. For item set Vij of user ui and item
vj , we randomly sample a subset of |V | − 1
items that the user has not purchased, denoted by
v−1 , . . . , v
−
|V |−1, and derive the candidate item set
V = {vj , v−1 , . . . , v−|V |−1}. To construct the candi-
date entity set E(T+1)ij for the T +1-th turn, we first
sample a set of paths from the user ui to item vj and
randomly retrieve N nodes from these paths, de-
noted by e−1 , . . . , e
−
N . Thus, the candidate entity set
can be formed as E(T+1)ij = {eT+1, e−1 , . . . , e−N},
where eT+1 is the ground-truth key entity previ-
ously obtained. Accordingly, the candidate ques-
tion set Q(T+1)ij can be generated from templates
and candidate entities, i.e., Q(T+1)ij = {Q(e)|e ∈
E
(T+1)
ij }. Since we know the ground-truth of the
next question qT+1 = Q(eT+1), the next entity
eT+1, and the purchased item vj , binary labels can
be also provided indicating whether or not a model
makes a correct prediction.
Task Formulation. The problem of knowledge
graph enhanced conversational recommendation
is formulated as follows. Given a T -turn knowl-
edge enhanced conversation C(T ) and three candi-
date sets of questions Q(T+1), entities E(t+1), and
items V , the goal is to predict (i) the next question
qT+1 ∈ Q(T+1) in turn T + 1, (ii) the correspond-
ing key entity eT+1 ∈ E(T+1), and (iii) top k items
for recommendation {v(1), . . . , v(k)} ⊆ V .
4 Baselines and Experiments
In this section, we evaluate the recommendation
and next-question prediction tasks over our con-
structed conversation dataset, where each sub-
dataset is divided into training (60%), validation
(20%), and test portions (20%). In terms of
methods, for the recommendation task, we com-
pare Bayesian personalized ranking BPR (Rendle
et al., 2009), the knowledge graph attention net-
work KGAT (Wang et al., 2019), an adaptation
of the OpenDialKG (Moon et al., 2019) DialKG
Walker model, and an adaptation of KBRD (Chen
et al., 2019b). For next-question prediction, we
compare the popular response ranking methods
DMN (Yang et al., 2018), DAM (Zhou et al., 2018),
and MSN (Zhou et al., 2018). We also invoked the
adapted versions of OpenDialKG and KBRD on
this task, where both of them exploit the knowl-
edge graphs to better leverage sentence, dialogue,
and KG structural features. We adopt pre-trained
TransE (Bordes et al., 2013) as the encoding for
each entity within the KG and word embeddings
are trained using the word2vec (Mikolov et al.,
2013) skip-gram model.
4.1 Recommendation
The recommendation quality results of different
models are given in Table 2. Among the meth-
ods, BPR optimizes a pairwise ranking only con-
sidering user–product pairs, while KGAT integrates
the knowledge graph reasoning for recommenda-
tion. The best results are obtained by our modified
KBRD baseline.
4.2 Next-Question Prediction
At the same time, learning to ask an appropriate
question is another important indicator of evaluat-
ing whether the model successfully identifies the
user needs. Compared to generation-based meth-
ods (Liu et al., 2019; Chen et al., 2019a), retrieval-
based methods are able to provide more fluent and
informative responses (Yang et al., 2018; Yuan
et al., 2019). The question prediction in conver-
sational recommendation seeks to better narrow
down the user’s needs and effectively retrieve the
best-matching products. The experimental results
are given in Table 3. OpenDialKG and KBRD ob-
tain the best results here. It should be noted that,
due to computational resource constraints, how to
fully utilize the unified KG structure to avoid com-
prehensive reasoning either based on semantic fea-
tures of historical dialogue or the overall structure
of the KG are key challenges.
5 Conclusion
We introduce the new COOKIE dataset for conversa-
tional knowledge-enhanced recommendation. Our
work is the first exploration of creating a conversa-
tional dataset for recommendation that simulates
user feedback with regard to a knowledge graph.
Compared to previous work, it enables more re-
alistic conversational recommendation as well as
explainability.
In this work, we assume customers are rational
and patient in their interactions with the intelligent
agent. In future work, we hope to introduce more
challenging tasks, where the user is able to provide
more diverse responses with richer semantics and
varying sentiment towards product attributes, or
present product-specific requests.
We make our data available at https://github.
com/zuohuif/COOKIE with further updates and
maintenance. Besides, we will also provide the re-
sults of baseline methods in order to support and en-
courage further research on conversational agents
for e-commerce settings.
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