A continuous-time differential equation inspired by the Rayleigh quotient iteration for a symmetric matrix A is studied. The set of all continuous solutions, termed the Rayleigh quotient flow, is shown to be a time-scaled version of the Newton flow for Rayleigh quotient cost functional. The scaling factor ensures that the rate of variation of the Rayleigh quotient is constant and positive along solutions. This interpretation leads to a precise phase portrait for the Rayleigh quotient flow. It is shown that a complete (non-degenerate) solution of the Rayleigh quotient flow visits each of the eigenvectors of A in ascending order.
Introduction
One of the 'classical' numerical methods used to compute a single eigenvalue, eigenvector pair for a symmetric matrix A is the Rayleigh quotient iteration. The Rayleigh quotient iteration emerged from a more general shifted inverse iteration [37] (cf. [18] for a historical overview). In the early fifties a number of authors [9, 33] proposed using the Rayleigh quotient (first introduced by Lord Rayleigh in his study of vibrating systems [27] ) as an adaptive shift for the inverse iteration. In the late fifties Ostrowski [24] made a rigourous study of its numerical properties and the iteration quickly became a fundamental part of the working toolbox of numerical mathematicians. The Rayleigh quotient iteration is important since it is closely related to the shifted QR-algorithm, an important tool in most numerical routines used to compute eigen-decompositions of symmetric matrices (cf. [35] for an excellent review of the QR-algorithm). Since the early eighties there has been considerable interest in studying continuous-time flows related to algebraic iterations. World-wide interest in such flows was ignited when iterates of the unshifted QR-algorithm were shown to be unit time samples of a particular Lax-pair equation [10, 13, 22, 32] . This work sparked extensive research on using dynamical systems to solve linear algebraic problems [5, 7, 8, 17, 36] . Despite a strong understanding of the QR-algorithm and power method in terms of continuous-time flows [2, 6, 30] an analogous interpretation of the shifted QR-algorithm and the Rayleigh quotient iteration has proved elusive. Chu [6] studied flows on the sphere that compute spectral components of a symmetric matrix. As a remark at the end of his paper, Chu proposed a flow based on the projected Rayleigh quotient direction and showed that the rate of increase of the Rayleigh quotient along solutions was constant. More recently, Smith [30] observed that Newton tangent vector field of the Rayleigh quotient cost (computed with respect to the natural geometry on S n−1 ) was co-linear with the projected Rayleigh quotient direction and indeed equal to the stereographic projection of the Rayleigh quotient update. The connection between the Rayleigh quotient iteration and the Newton method has been studied by a number of authors since the sixties [23, 26, 28, 31] . To the authors knowledge no prior work has provided a detailed analysis of the Rayleigh quotient flow generated by the projection of the Rayleigh quotient direction on the sphere.
In this paper the continuous-time flow generated by projecting the Rayleigh quotient update direction onto the tangent space of the sphere is analysed. The major contribution of the paper is to provide a comprehensive study of the topology and singularities of this flow, termed the Rayleigh quotient flow. To do this the relationship between the Rayleigh quotient vector field and the Newton vector field is exploited. A number of prior works have noted the existence of a strong link between the Rayleigh quotient vector field and the Newton vector [23, 26, 28, 30, 31] . The two vector fields differ only by a scaling factor. In this paper we link the scaling factor to the property of constant increase in the Rayleigh quotient along solutions to the Rayleigh quotient flow first noted by Chu [6] . The Rayleigh quotient flow is shown to be a singular flow with singularities occurring at eigenvectors. A simple method to continue solutions of the flow at singularities is proposed and leads to complete solutions of the flow on S n−1 . A full phase portrait of the Rayleigh quotient flow is derived for general symmetric n × n matrices. Graphical illustrations of the phase portrait are given for the 2 × 2 and 3 × 3 cases.
The paper is divided into five sections including the introduction. In Section 2, a brief review of the power method, its associated flow and the Rayleigh quotient iteration is given before the singular differential equation whose solution we term the Rayleigh quotient flow is defined. Section 3 proves two lemmas that make the link between the Newton and the Rayleigh quotient flows precise. In Section 4 these results are used to derive the full phase portrait of the Rayleigh quotient flow for a general n × n matrix. The simple cases of 2 × 2 and 3 × 3 matrices are briefly discussed and figures displaying the relevant phase portraits are given to provide insight into the general case. Some conclusions are given in Section 5.
The power method flow and the Rayleigh quotient flow
In this section the well-known power method algorithm along with its associated continuous-time flow is reviewed. Using this as a template the Rayleigh quotient iteration is considered and an associated continuous-time flow is proposed.
Let A = A T be a symmetric matrix in R n×n . The Rayleigh quotient is a function
The Rayleigh quotient provides an estimate of the eigenvalue of A most closely corresponding to the vector direction given by x ∈ R n . Indeed, if Ax = λx then r A (x) = λ. Moreover, if A = A T and x ∈ R n are fixed then λ = r A (x) minimises the cost functional |(A − λI )x|, where | · | denotes the 2-norm in R n [15, p. 440] . The Rayleigh quotient is invariant with respect to scaling, r A (sx) = r A (x) for any scalar s ∈ R. Consequently, any information about the matrix A 'encoded' in the Rayleigh quotient may be obtained by studying the Rayleigh quotient constrained to the sphere S n−1 := {x ∈ R n | x T x = 1}. In this case the Rayleigh quotient may be written r A (x) = x T Ax.
The power method is the most geometrically natural of the classical eigenvector/eigenvalue methods and (almost) always converges to the maximal (in absolute value) eigenvalue, eigenvector pair of A without any numerical modification. The iterative power method is given by
Definition 2.1. Let π x : R n → R n be the projection of R n onto the tangent space T x S n−1 of S n−1 at a point x ∈ S n−1 . Explicitly,
where x, Z = x T Z. It is easily verified that x T π x (Z) = x, π x (Z) = 0. The normal space T ⊥ x S n−1 at x ∈ S n−1 is the span of x. Define the normal projection to be
The continuous-time flow associated with the power method iṡ
for x(0) = x 0 ∈ S n−1 . This flow may be interpreted as a gradient ascent flow for the Rayleigh quotient cosṫ
where the gradient is taken with respect to the natural Riemannian metric on S n−1 induced by its embedding in R n [16, Theorem 2.2]. The Rayleigh quotient iteration comes from a class of algorithms known as shifted inverse iterations. For a given estimate x k ∈ S n−1 the Rayleigh quotient iterate is generated by solving a linear system for Z k+1 ∈ R n ,
Since the linear systems obtained in this manner tend to be numerically ill-conditioned it is necessary to renormalise after each iteration,
If x k is close to an eigenvectorv with eigenvalueλ then r A (x k ) is close toλ and the column space solution to Eq. (5) will be dominated by the component of Z k+1 lying in the eigendirectionv. After normalisation x k+1 will be a better approximation ofv than x k and r A (x k+1 ) will be a better estimate ofλ. The Rayleigh quotient scheme exhibits local cubic convergence to an eigenvector of A [25] . The fast convergence rate is a consequence of the shift of origin (A − r A (x k )I n ) and is linked directly to the ill-conditioning of the linear system Eq. (5) [26] . The boundaries of the attractive domains have quite complicated shapes [3] . The continuous-time flow that is the topic of this paper is generated by the singular vector field obtained by projecting the solution of Eq. (5) onto the tangent space of the sphere S n−1
The flow is defined on all S n−1 except those vectors such that r A (x) is an eigenvalue of A. The flow generated by integrating the singular ODE Eq. (7) is termed the Rayleigh quotient flow. Although Eq. (7) is derived in an analogous manner to the power method flow (cf. Eq. (3)) it does not admit an interpretation as a gradient flow.
Rather than work with the inverse matrix operation it is preferable to rewrite Eq. (7) as a differential/algebraic systeṁ
The differential/algebraic structure emphasises the connection to the classical form (Eqs. (5) and (6)) of the Rayleigh quotient iteration.
Connections between the Rayleigh quotient flow and the Newton flow
In this section we give an alternative derivation of Eqs. (8) and (9) as a scaled version of the Newton flow for the Rayleigh quotient cost. The scaling factor ensures that the Rayleigh quotient along solutions is monotonically increasing with constant rate.
Let f : R n → R be a cost function on R n and denote the Euclidean gradient as Df (ξ ) and the Hessian as Hf := D 2 f (ξ). The Newton flow is defined to bė
Locally around any non-degenerate critical point the limiting behaviour of the flow is that of homogeneous linear systeṁ
A number of authors have proposed generalisations of the Newton algorithm to a Riemannian manifold [14; 34, p. 279] , the theses of Smith [30] and Mahony [20] and related papers [21, 29] , and the recent paper [12] . The usual definition of the Hessian on a Riemannian manifold is Hess f = ∇ grad f [11, p. 141] . The Newton vector field is defined as
and corresponds to minimising a local quadratic model of the cost f using normal coordinates on the Riemannian manifold as local coordinates [19] . The continuoustime Newton flow on an arbitrary Riemannian manifold is given bẏ
where N is the Newton vector field. It is straightforward to show that the linearisation of generalised continuous-time Newton flow around non-degenerate critical point has the form Eq. (10). Let ∇ denote the Levi-Civita connection on the sphere S n−1 induced by the natural Riemannian structure inherited from the embedding of S n−1 in R n . Thus, if X, Z are smooth vector fields on S n−1 then [4, pp. 307-317]
where DZ[X] denotes the Euclidean vector derivative on R n (computed by multiplying the vector X by the Jacobian matrix derived from the vector mapping Z). 
Let Z = Z T + Z N be decomposed into tangential and normal components
where
Proof. Substitute the decomposition of
Recalling Eq. (4) note that
it is possible to consider the covariant derivative in the direction of Z T of the smooth tangent vector field grad
since the projection operator annihilates the vector x. Substituting and cancelling the factor of a half completes the proof.
Remark 3.2.
An important aspect of the proof of Lemma 3.1 is that only the tangential component of Eq. (11) is used. The normal component is used in the sequel to obtain information on the scaling factor µ.
Lemma 3.1 shows that the flow associated with Eqs. (8) and (9) is equivalent to solving a differential equatioṅ
where for the moment the scaling factor µ = Z, x depends on knowing Z ∈ R n (cf. Eq. (11)). Let N be the Newton vector for the Rayleigh quotient cost functional r A with respect to the natural geometry on S n−1 induced by its embedding in
Using the properties of the covariant derivative, the Rayleigh quotient flow Eqs. (8) and (9) may be writteṅ
Thus, the solutions of Eqs. (8) and (9) correspond to a scaled version of the Newton flow. Although the scaling factor µ ∈ R is a simple scalar value it need not be positive and may well change sign depending on the value of x ∈ S n−1 . As a consequence, the topology of the flow induced by Eq. (13) may be quite different to that of the Newton flow. It is desirable to obtain an intrinsic interpretation of the scaling factor µ = Z, x that does not depend on solving the linear system (A − r A (x)I n )Z = x. Chu [6] studied Eq. (7) and noted thatṙ A (x(t)) is constant along solutions of the flow. The following lemma revisits this result.
Lemma 3.3. With the hypotheses and notations of Lemma 3.1, the Rayleigh quotient flow verifies
whenever Z is well defined by Eq. (11) . Furthermore, the scaling factor µ = Z, x may be written
where N is the Newton vector, solution of Eq. (14) .
Proof. From the normal component of Eq. (12) one obtains
Multiplying by x T and observing that x T π ⊥ x (v) = x T v for any vector v and x T Z T = 0 since Z T ∈ T x S n−1 , one obtains
Thus
Phase portrait of Rayleigh quotient and Newton flows
The phase portrait of the Rayleigh quotient flow and the Newton flow may now be deduced from the information available. In Section 4.1 the special cases n = 2, n = 3 are briefly discussed and the phase portrait sketched. Section 4.2 presents a full analysis of the phase portrait of the general case.
Cases n = 2 and n = 3
Consider the case of a 2 × 2 matrix A = A T with eigenvalues λ 1 < λ 2 . The Hessian of the Rayleigh quotient is a scalar since the tangent space of S 1 is one-dimensional. At the maximal eigenvector the Hessian is negative while at the minimal eigenvector it is positive. Thus, at some intermediary point the Hessian is zero and, since the gradient of the Rayleigh quotient is zero only at eigenvectors, the Newton vector field is infinite. By continuity, it follows that this point is the boundary of the basins of attraction for the maximal and minimal eigenvectors. In contrast the Rayleigh quotient vector field is well defined as long as r A (x) is not an eigenvalue of A. It follows that the scaling factor µ must converge to zero at the singular point and that Eqs. (14) and (15) are not valid at this point. From Eq. (16) the scaling factor must be negative in the domain of attraction for the minimal eigenvector and positive in the domain of attraction for the maximal eigenvector. The qualitative phase portrait of this case is shown in Fig. 1 .
The qualitative phase portrait of the 3 × 3 case A = A T is shown in Figs. 2 and 3 for the case λ 2 = 1 2 (λ 1 + λ 3 ) with λ 1 < λ 3 . The Hessian is singular (and the Newton vector field unbounded) along two surfaces that separate the eigenvectors of A and form the boundaries of basins of attraction of the Newton flow. The Rayleigh quotient vector field is unbounded along the set r A (x) = λ 2 , the intermediary eigenvalue of A.
General case
In this subsection the full phase portrait of the Rayleigh quotient flow is derived. 
where r A 
(y) = (y T Ay)(y T y). Let y(t) be a solution of Eq. (19) and set x(t) = y(t)/|y(t)|. It is easily verified thatẋ = π x ((A − r A (x)) −1 x) and hence x(t) is
where y i denotes the ith component of the vector y. Recall thatṙ A (y(t)) = 2 (Lemma 3.3). Let
= 0 is bounded away from zero on [0, t 1 ) and the solution y i (t) exists and is unique. By inspection y i∈I (t) = 0 and it follows that the solution resides in S. The kth element of y(t) satisfieṡ
Thus y k (t) converges to infinity as t tends to t 1 , while the other components remain bounded. Consequently, y/|y| converges to sgn(y k (0))e k . That is, the solution x of the Rayleigh quotient flow Eqs. (8) and (9) ∈ I and the first case applies, or the second case applies again and the solution may be continued to a second time T 1 + T 2 + at which λ m+1 < r A (y(T 1 + T 2 + )) < λ m+2 . Since the Rayleigh quotient is increasing constantly along the solution it follows that S must contain an eigenvector v k of A with λ k > r A (y(t)). Repeating the second case until the first case applies completes the proof.
The next lemma concerns the case where the matrix A has repeated eigenvalues. The above results lead to the conclusion that the solutions of the Rayleigh quotient flow Eqs. (8) and (9) converge in finite time t 1 to an eigenvector v k of A where the flow becomes singular. The following lemma shows how the solution of Eqs. (8) and (9) can be extended beyond t 1 . Proof. Point (i) is direct, a possible choice is Z k = v n where v n is an eigenvector associated to the maximal eigenvalue of A. To prove point (ii) the local structure of the Rayleigh quotient flow at an eigenvector v k is considered. Recall that the linearisation of the Newton flow is a homogeneous exponentially stable linear system around each critical point (cf. Eq. (10)). Using the relationships Eqs. (10) and (15) for r A (x) / = λ k it follows that the Rayleigh quotient flow must have a local representation of the forṁ
Lemma 4.2 (Repeated eigenvalues). Suppose that the eigenvalues of
In a neighbourhood of v k the Rayleigh quotient may be approximated by
Recalling Lemma 3.3 and using Eq. (22) it follows that
Choosing Z k as above and choosing ξ 0 = τ Z k for τ > 0 sufficiently small it is clear that µ < 0. Solving the approximation Eq. (22) in reverse time proves point (ii) for the approximate system. By continuity of solutions this result extends to solutions of the full system.
Using Lemma 4.3, it is a simple matter to continue a solution of Eqs. (8) and (9) beyond a critical point by choosing a suitable direction Z k .
Definition 4.4 (Complete solution)
. Let A be a symmetric n × n matrix. Let x(t), t ∈ [0, t 1 ), be a solution of Eqs. (8) and (9) The following theorem describes the phase space of all complete solutions of Eqs. (8) and (9). The authors have verified the results summarised in Theorem 4.5 numerically using a simple fixed step Euler integration scheme. Convergence to a neighbourhood of the next highest eigenvector occurs in a finite number of steps. Continuing the iteration leads to instability due to the growth of the vector field close to an eigenvector. Significant numerical ill-conditioning also occurs at the intermediate level sets where r A (x) = λ k . An effective numerical algorithm based on the Rayleigh quotient flow would need to be tailored to deal with these difficulties in an efficient manner. Since the Rayleigh quotient iteration is itself cubically convergent and well understood it is not clear that an algorithm based on the Rayleigh quotient flow would contribute to the toolbox of methods for computing single eigenvector-eigenvalue pairs of symmetric matrices. However, the conceptual framework developed has already helped in the analysis of generalised subspace iterations [1] and the authors believe that the perspective provided by studying continuous-time flows associated with discrete iterations has the potential to contribute significantly to work in this field.
Conclusions
This paper has derived the full phase portrait of the Rayleigh quotient flow. Connections between the Rayleigh quotient iteration and the Newton method have been known for a long time. The significant difference between the topological structures of the Rayleigh quotient flow and the Newton flow highlights the importance of the role of the scaling factor. The presence of the scaling factor in the Rayleigh quotient flow is directly due to its derivation from an inverse shift algorithm. Understanding the structure of inverse shift algorithms provides a key motivation for the results presented in this paper. An important application would be to understand the global behaviour of the shifted QR-algorithm, a problem which classical linear algebra analysis techniques have not as yet resolved [35] . The present paper is part of an ongoing investigation into understanding the geometry of shifted inverse iterations. In further work, the generalised case of a Rayleigh quotient flow evolving on the Grassmann manifold will be considered.
