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EL PRINCIPAL OBJETIVO DE este proyecto es encontrar una posible solucio´n a losataques de confabulacio´n puesto que estos constituyen el principal problema
del fingerprinting digital. Con este fin se ha estudiado el rendimiento del algoritmo
MLLA en determinados esquemas de fingerprinting.
Primero se ha implementado el algoritmo Max-Log-MAP y se ha comprobado su
correcta implementacio´n con diversas simulaciones. Se ha modificado la relacio´n
sen˜al/ruido introducida por el canal AWGN hasta obtener el umbral a partir del cual
la decodificacio´n era correcta. Se ha calculado su tiempo de ejecucio´n obteniendo
una clara mejora respecto al tiempo del algoritmo MAP. Por u´ltimo, se ha probado su
funcionamento en esquemas de fingerprinting donde dos usuarios realizan un ataque
por confabulacio´n, y el decodificador siempre retornaba una lista cuyas dos primeras
palabras correspond´ıan a los dos usuarios que formaban parte de la coalicio´n.
Despue´s se ha implementado el algoritmo MLLA. Se ha verificado su correcto
funcionamiento usando un codificador/decodificador convolucional y un canal
AWGN, comprobando que la primera palabra de la lista retornada por el algoritmo
MLLA siempre es la palabra enviada. Se ha buscado el rendimiento del algoritmo
MLLA en entornos de fingerprinting donde dos usuarios realizan un ataque por
confabulacio´n, en diferentes escenarios. Segu´n el taman˜o de la lista de posibles
secuencias de informacio´n enviada que retorna el decodificador. Segu´n la longitud
de la palabrada enviada a traves del turbo codificador. Segu´n la longitud del
trellis utilizado en turbo codificacio´n. Y finalmente, introduciendo el me´todo de
verificacio´n de redundancia c´ıclica.
A grandes rasgos, las probabilidades de encontrar a alguno de los usuarios que
participan en una coalicio´n no han tenido los altos valores que se deseaban. Sin
embargo, tras el ana´lisis de los resultados obtenidos, e´sta puede ser una primera
aproximacio´n que nos acerque a la solucio´n del problema inicialmente planteado a
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EN ESTE CAPI´TULO SE EXPONE LA PROBLEMA´TICA QUE DA
LUGAR AL ORIGEN DE ESTE PROYECTO Y SE INTRODUCEN LOS
CONCEPTOS BA´SICOS QUE EN CAPI´TULOS POSTERIORES SERA´N
DESARROLLADOS. FINALMENTE SE DEFINE LA ESTRUCTURA DE
ESTE DOCUMENTO DETALLANDO LOS CONTENIDOS PROPIOS
DE CADA CAPI´TULO.
1.1 MOTIVACIO´N
EN LOS U´LTIMOS AN˜OS la utilizacio´n de soportes digitales (DVD, CD, ficheros,...) ha aumentado vertiginosamente. De la misma manera han proliferado
diferentes formas de que un usuario se haga con una copia ilegal de un determinado
material. Por un lado, los dispositivos usados para crear duplicados de contenidos
digitales se han extendido hasta el punto de que cualquier persona puede duplicar
en su casa un DVD o un CD de manera sencilla. Adema´s, el uso de Internet,
sobretodo mediante programas P2P, ha permitido que millones de usuarios usen la
red para compartir material audiovisual.
Hay dos posibilidades de evitar que esto suceda: la proteccio´n a priori y la
proteccio´n a posteriori. La primera consiste en intentar impedir que el cliente
pueda realizar una copia del material, mientras que la segunda consiste en detectar
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dichas copias. Durante varios an˜os se penso´ que la mejor manera de protegerlo era
mediante te´cnicas de proteccio´n a priori. Con el tiempo se ha demostrado que este
tipo de protecciones no son todo lo robustas que se cre´ıa en un principio, ya que
se puede dar con el algoritmo de proteccio´n y, por tanto, anularlo. As´ı pues, en los
u´ltimos an˜os se esta´ trabajando en la proteccio´n a posteriori como una herramienta
eficiente para combatir la pirater´ıa. E´sta consiste en insertar un conjunto de bits
(mediante algoritmos de watermarking) en los contenidos del producto de soporte
electro´nico que se quiere proteger sin que esto se note en el resultado final. Si
dichas marcas contienen informacio´n del comprador, esto nos permite identificarlo
y, por tanto, detectar el responsable de la copia ilegal. Cuando nos encontramos en
este caso hablamos de huella digital (fingerprinting).
El problema aparece cuando dos usuarios (lo que se llama coalicio´n) generan una
nueva copia a partir de las suyas. Esta nueva copia tiene un fingerprint diferente al
de ambos usuarios. Esto provoca que ninguno de ellos resulte identificado o que sea
dif´ıcil de rastrear. Es decir, que ninguno de los usuarios que participan en la coalicio´n
resulte incriminado y puedan distribuir la nueva copia de forma il´ıcita. A este tipo
de ataques se les llama ataques de confabulacio´n y son el principal problema del
fingerprinting digital. En la actualidad, la u´nica forma de detectar usuarios que
forman parte de una confabulacio´n es realizando una decodificacio´n por fuerza
bruta. Este tipo de decodificaciones, dado que utilizan el me´todo de prueba y
error, son muy costosas en tiempo computacional. Por tanto, surge la necesidad de
intentar buscar co´digos fingerprinting que puedan resistir coaliciones entre usuarios.
En este proyecto se pretende encontrar una posible solucio´n a este tipo de
ataques. Para ello se ha estudiado la posibilidad de usar el algoritmo de decodi-
ficacio´n MLLA para ser usado en este contexto. Una vez implementado dicho algo-
ritmo, se ha hallado su rendimiento en entornos fingerprinting donde dos usuarios
realizan ataques de confabulacio´n bajo distintas condiciones.
1.2 CONOCIMIENTOS PREVIOS
PARA LA REALIZACIO´N de este proyecto ha hecho falta un importante trabajo dedocumentacio´n previo sobre diversos temas para poder proceder a la posterior
implementacio´n del mismo. Los temas en los que se ha tenido que ahondar han sido:
∙ Turbo Co´digos: su estudio a fondo es imprescindible puesto que son el tipo de
co´digos usados como base del sistema a implementar.
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∙ Algoritmo de decodificacio´n Max-Log-MAP: es un algoritmo clave, usado
para decodificar turbo co´digos, puesto que ha servido como enlace para pasar
de un turbo decodificador implementado con el algoritmo MAP al implemen-
tado con el algoritmo de decodificacio´n MLLA.
∙ Algoritmo de decodificacio´n MLLA (Max-Log List Algorithm): el estudio y
comprensio´n de este algoritmo ha constituido la parte del proyecto que mayor
nu´mero de horas ha conllevado. Se dispon´ıa de una u´nica fuente de infor-
macio´n sobre su funcionamiento lo que ha supuesto que se hayan tenido que
desarrollar mu´ltiples interpretaciones hasta llegar a la correcta.
∙ Programacio´n en MATLAB: para la simulacio´n de los modelos implementa-
dos en este proyecto se necesita interactuar con MATLAB. Para trabajar con
MATLAB ha sido necesaria una familiarizacio´n previa con este programa, su
lenguaje de programacio´n y sus librer´ıas.
1.3 OBJETIVOS
LOS OBJETIVOS QUE SE PRETENDEN alcanzar mediante la realizacio´n de esteproyecto son los expuestos a continuacio´n:
∙ Realizar la implementacio´n del algoritmo de decodificacio´n Max-Log-MAP,
que es la base del algoritmo MLLA, usando un canal AWGN (Additive White
Gaussian Noise). Buscar el mı´nimo umbral de la relacio´n sen˜al/ruido (SNR) a
partir del cual dicha implementacio´n decodifica sin ningu´n error.
∙ Hallar el rendimiento del algoritmo Max-Log-MAP en entornos de fingerprin-
ting donde haya dos usuarios que se al´ıen para realizar un ataque de confabu-
lacio´n.
∙ Realizar la implementacio´n del algoritmo de decodificacio´n MLLA. Compro-
bar el correcto funcionamiento de e´ste utilizando un codificador/decodificador
convolucional y un canal AWGN.
∙ Estudiar el rendimiento del algoritmo de decodificacio´n MLLA, en entornos
de fingerprinting donde dos usuarios realizan un ataque por confabulacio´n,
en funcio´n del taman˜o de la lista de posibles secuencias de informacio´n
enviada que es retornada por el mismo. Para ello se usara´ un turbo
codificador/decodificador y un canal AWGN.
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∙ Estudiar el rendimiento del algoritmo de decodificacio´n MLLA, en entornos
de fingerprinting donde dos usuarios realizan un ataque por confabulacio´n,
en funcio´n del tipo de trellis utilizado para la codificacio´n y del taman˜o de
las palabras codificadas. Para este tipo de simulaciones se utilizara´ un turbo
codificador/decodificador y un canal AWGN. Buscar la probabilidad de culpar
a usuarios inocentes, que no han participado en la coalicio´n, introduciendo el
me´todo de verificacio´n de redundancia c´ıclica.
1.4 ESTRUCTURA DE LA MEMORIA
EN EL CAP´ITULO 2 se explica el marco en el que se situ´a este proyecto, es decir, losmotivos por los que surge la necesidad de su implementacio´n. En el cap´ıtulo 3
se definen los turbo co´digos que son el tipo de co´digos utilizados para la realizacio´n
de este proyecto. En el cap´ıtulo 4 se hace un estudio detallado del funcionamiento
del algoritmo de decodificacio´n MLLA que incluye un ejemplo de este tipo de
decodificacio´n. En el cap´ıtulo 5 se explica el co´digo realizado para obtener la
implementacio´n y se muestran aquellas partes del mismo que ma´s dificultad han
representado. En el cap´ıtulo 6 se ensen˜an las simulaciones hechas para verificar
el correcto simultado de la implementacio´n y los resultados obtenidos aplicando el
algoritmo MLLA en determinados escenarios de fingerprinting. Las conclusiones y





EN ESTE CAPI´TULO SE PRESENTAN LOS 3 CONCEPTOS BA´SICOS
QUE ENMARCAN EL CONTEXTO DE ESTE PROYECTO: EL WA-
TERMARKING (CO´MO INCRUSTAR MARCAS DENTRO DE UN
DOCUMENTO DIGITAL), EL FINGERPRINTING (CO´MO GENERAR
LAS MARCAS PARA QUE TENGAN UNA DETERMINADA SERIE
DE PROPIEDADES) Y LOS CO´DIGOS CORRECTORES DE ERRORES
(CO´MO PROTEGER LA INTEGRIDAD DE LA INFORMACIO´N).
2.1 DIGITAL WATERMARKING
LA DEFINICIO´N DE watermark es simple. El watermark o marca de agua es unmensaje que se introduce en un documento y que aporta informacio´n sobre el
autor o la obra. Esta definicio´n tan ambigua agrupa una cantidad importante de
campos y matices. Desde el soporte (audio, v´ıdeo, texto, ...) hasta la tipolog´ıa de la
marca hay un amplio abanico de posibilidades.
No debe confudirse la criptograf´ıa con el watermarking. Cuando se cifra un con-
tenido se esta´ forzando a que el usuario o cliente disponga de una determinada clave
espec´ıfica para ese contenido (el te´rmino clave no debe entenderse u´nicamente en
el entorno criptogra´fico, se entiende clave como un software espec´ıfico, un co´digo,
...). En el watermarking no, es decir, no se intenta privar a ningu´n usuario de la uti-
lizacio´n de un contenido, lo que se pretende es impedir que un usuario deshonesto
elimine una informacio´n determinada (de propiedad o de autor´ıa, por ejemplo) del
documento.
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En otras palabras, tomando como ejemplo un correo electro´nico, cifrarlo evitar´ıa
que cualquiera pudiera leer el correo, en cambio, el watermarking permitir´ıa
evitar que un usuario deshonesto borrara la firma del final del correo y realizara
un reenv´ıo del mismo atribuye´ndose la autor´ıa. Este ejemplo no pretende tener
sentido pra´ctico, pero s´ı clarificar la diferencia entre proteccio´n criptogra´fica y
watermarking.
El objetivo te´cnico principal de los esquemas de digital watermarking es construir
un buen watermark. Para conseguirlo se tienen que fijar los requerimientos ba´sicos
que hacen que un watermark se considere bueno. Estos requerimientos son:
1. Fidelidad: Un watermark tiene que ser perceptiblemente invisible, es decir,
tendr´ıa que causar una degradacio´n nula del contenido original.
2. Robustez: Un watermark tiene que ser dif´ıcil de eliminar. Particularmente,
tiene que ser resistente a las distorsiones provocadas por los t´ıpicos procesados
de sen˜ales (como conversiones de digital-analo´gico y analo´gico-digital, recuan-
tificacio´n, recompresio´n, ...) y a las distorsiones geome´tricas habituales (como
rotaciones, traslaciones, escalados, ...).
3. Capacidad: Un sistema de watermarking tiene que ser capaz de incrustar can-
tidades relativamente grandes de informacio´n ya que cuanta ma´s capacidad se
tenga, ma´s flexibilidad y usos se le podra´ dar al esquema.
Algunos de estos requerimientos entran en conflicto entre ellos. Por ejemplo,
un sistema de watermarking disen˜ado para presentar una robustez muy elevada
provocara´ de forma inevitable una distorsio´n elevada del documento marcado.
En cambio, un watermark invisible y robusto dif´ıcilmente podra´ ofrecer una
capacidad elevada. Como resultado, el disen˜o de un esquema de watermarking es
un compromiso entre estos requerimientos y, a la vez, estos requerimientos sera´n
ma´s o menos flexibles en funcio´n de la aplicacio´n a la que se destine el watermark.
Un ejemplo es el llamado watermarking fra´gil disen˜ado para detectar cualquier
manipulacio´n producida en un documento. En este caso, la robustez esta´ claro que
es una propiedad no deseada ya que lo que se pretende es precisamente que el
watermarking sea fa´cilmente eliminable o, en este caso, alterable.
Adema´s existen otros requerimientos complementarios y que var´ıan mucho en
funcio´n de la aplicacio´n. Los ma´s relevantes son los siguientes:
1. Indetectable: es la imposibilidad de probar la presencia de un mensaje oculto
o de una marca. Este concepto esta´ fuertemente ligado al modelo estad´ıstico
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del documento original. Se debe remarcar que la capacidad de detectar la
presencia de una marca no implica directamente la habilidad de eliminarla,
pero en muchos casos la aplicabilidad de un esquema en un determinado en-
torno puede depender de este requerimiento. Muchas veces se confunde esta
propiedad con la de fidelidad. La fidelidad so´lo responde a requerimientos
perceptuales, en cambio, esta propiedad contempla el ana´lisis estad´ıstico de
un sistema.
2. Complejidad: el proceso de generacio´n de una marca no puede ser trivial ya
que esto podr´ıa comportar que un atacante pudiera llegar al extremo de falsi-
ficar una marca y que el sistema no fuera capaz de diferenciar la falsificacio´n
de la marca original.
3. Clave de acceso: la informacio´n incrustada no puede ser extra´ıda ni siquiera
con ataques disen˜ados conociendo el algoritmo de incrustacio´n y de extraccio´n
(excepto una clave secreta) y el conocimiento de, como mı´nimo, un documento
marcado y su marca. Esta propiedad es la misma que se pide habitualmente a
los sistemas criptogra´ficos, en los que el algoritmo depende de una informacio´n
secreta de la que so´lo disponen los usuarios autorizados.
4. Baja probabilidad de error: un factor importante es minimizar la probabi-
lidad de que una marca se pueda detectar de forma incorrecta. Se tiene que
entender que este hecho es diferente a no detectar la marca. Es decir, no detec-
tar la marca significa que el algoritmo de recuperacio´n es incapaz de encontrar
una marca va´lida. Como contraposicio´n, detectar una marca de manera inco-
rrecta quiere decir que se recupera una marca va´lida pero diferente a la marca
que se hab´ıa incrustado originariamente. Este factor puede provocar la incul-
pacio´n de un usuario honesto. Este tema es muy delicado y es el motivo por el
cual muchos algoritmos han sido descartados.
5. Coste computacional en la insercio´n y en la extraccio´n: A pesar de que
normalmente los ficheros de entrada tienen medidas considerables, se tiene
que intentar que los algoritmos tengan un coste computacional razonable. Este
factor puede ser el que actualmente recibe menos atenciones dado el aumento
de la potencia de proceso que hoy en d´ıa se esta´ produciendo (teniendo en
cuenta que cada an˜o se dobla). A pesar de todo, tambie´n es importante tenerlo
en cuenta de cara al futuro.
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2.2 DIGITAL FINGERPRINTING
EL OBJETIVO BA´SICO DEL FINGERPRINTING es proteger contenido con copyrightcontra distribuciones il´ıcitas. En realidad la forma de uso es parecida a la
empleada en el campo de la investigacio´n forense con las huellas digitales. En
este caso, el hecho de no poder identificar a un individuo mediante sus huellas no
evita que este individuo cometa su acto delictivo. A pesar de todo, lo disuade de
que lo haga ya que sabe que la autoridad dispone de te´cnicas para obtener pruebas
irrefutables de que ha sido e´l. De la misma manera, el fingerprinting digital per se
no evita que se produzcan distribuciones ilegales, pero busca disuadir que se hagan
proporcionando herramientas para identificar sin dudas razonables a quien lo haga.
El funcionamiento es sencillo, un distribuidor adquiere un determinado con-
tenido y los derechos de distribucio´n del mismo. Este distribuidor tiene una serie de
clientes interesados en este contenido y llegan a un acuerdo comercial para adquirir
copias de este contenido. Cada copia se identifica con una marca (o fingerprint)
formada por un conjunto de d´ıgitos redundantes que son incrustados dentro de esta
copia mediante alguna te´cnica de watermarking. La localizacio´n de estos d´ıgitos so´lo
es conocida por el distribuidor y, por tanto, se mantiene oculta a los clientes (ser´ıa
equivalente a la clave privada si se hiciera una analog´ıa con el paradigma de la crip-
tograf´ıa de clave pu´blica). Las posiciones de estos d´ıgitos son las mismas para todos
los clientes variando so´lo el valor. De esta manera, si un cliente decide redistribuir
su copia, e´ste podra´ ser identificado fa´cilmente.
El problema aparece cuando no es un u´nico usuario sino que son varios (lo que
se llama coalicio´n 1) los que intentan generar una nueva copia que no identifique a
ninguno de ellos o que sea dif´ıcil de rastrear. Por tanto, cuando se investiga sobre
fingerprinting digital se pretende dar solucio´n a los ataques de confabulacio´n o, en
otras palabras, se buscan co´digos fingerprinting capaces de resistir coaliciones de
un determinado nu´mero de usuarios.
Con el fin de realizar implementaciones efectivas de te´cnicas de fingerprinting
digital se tienen que contemplar dos puntos muy importantes: incrustar el co´digo
fingerprinting de forma fiable y escoger el co´digo fingerprinting apropiado.
1 Coalicio´n: grupo de usuarios cuyos miembros intentan atenuar o eliminar los fingerprints de
sus copias para generar una nueva copia con un fingerprint diferente a los suyos y que no les pueda
incriminar. Las acciones pueden ir desde la media entre copias y distribuirse el resultado, hasta
te´cnicas mucho ma´s sofisticadas.
12
2.2. DIGITAL FINGERPRINTING
2.2.1 PROPIEDADES DE LOS CO´DIGOS FINGERPRINTING
Con tal de comparar el rendimiento de los co´digos fingerprinting se necesitan al-
gunos criterios de medida, ma´s o menos objetivos, y para definir criterios de medida
hay que definir las propiedades a medir. Por tanto, lo primero que se debe hacer es
definir las propiedades ba´sicas que se desean para un buen co´digo fingerprinting:
1. Elevada cardinalidad del codebook: el co´digo tiene que poder tener un gran
nu´mero de usuarios. A pesar de que en algunas aplicaciones un codebook
pequen˜o puede ser adecuado (como es el caso de los jurados de los Oscar
que u´nicamente necesitan algunos miles de copias para los miembros de la
Academia), en general, se desea que la medida del codebook pueda ser grande.
Por ejemplo, el nu´mero de copias de una pel´ıcula que son distribuidas a los
usuarios finales puede ser del orden de magnitud de millones.
2. Palabras co´digo cortas: los sistemas de incrustacio´n imponen una limitacio´n
en la capacidad de informacio´n que pueden incrustar a un determinado docu-
mento. Si las palabras co´digo son cortas, el co´digo fingerprinting sera´ adapta-
ble a un mayor nu´mero de aplicaciones que en el caso de que sean largas, ya
que no siempre se dispone de un documento con una capacidad muy grande.
3. Facilidad de rastreo: cuanto ma´s eficiente sea el algoritmo de rastreo, mejor
sera´ el esquema de un determinado co´digo fingerprinting. En el caso ma´s opti-
mista en el que el detector so´lo tenga limitada la capacidad computacional, el
algoritmo de rastreo debe ser lo suficiente eficiente como para dar la decodifi-
cacio´n en un tiempo razonable.
4. Baja probabilidad de error: es obvio que una propiedad importante es que el
algoritmo de rastreo falle en una probabilidad muy baja y, a poder ser, en caso
de fallar que de´ signos evidentes de haberse producido un error en lugar de
producir falsos positivos, es decir, de inculpar inocentes.
A simple vista se puede observar que algunas propiedades entran en conflicto
entre ellas ra´pidamente. Por ejemplo, la longitud de las palabras co´digo y la me-
dida del codebook, ya que normalmente, cuanto ma´s cortas son las palabras co´digo,
menor es la cardinalidad. Otro ejemplo es la relacio´n entre la medida de las palabras
co´digo y la probabilidad de error, ya que para reducir la probabilidad de error a un
determinado nivel, la longitud de las palabras co´digo tendra´ que aumentar para
an˜adir redundancia de algu´n tipo. En todo caso, habitualmente, estas condiciones
comportan un aumento del coste computacional de los algoritmos de rastreo. Por
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tanto, en muchos casos, cuando se disen˜a un co´digo fingerprinting se hace necesario
tener muy presente la aplicacio´n a la que se destinara´.
2.3 CO´DIGOS CORRECTORES DE ERRORES
ALA HORA DE TRANSMITIR UN MENSAJE en co´digo binario pueden aparecer inter-ferencias que eviten que e´ste sea recibido exactamente tal y como fue enviado:
un cero podr´ıa ser recibido como un uno, y un uno podr´ıa ser recibido como un cero.
Cuando se detecta un error, una posible solucio´n es que el receptor solicite al
emisor la repeticio´n del bloque de datos transmitido. Esta te´cnica se denomina ARQ,
Automatic Repeat Request.
Sin embargo, existen algunas aplicaciones en las que no es posible pedir la
retransmisio´n de los datos (resulta poco eficiente o incluso supone un alto gasto
econo´mico), por lo que el mensaje debe ser corregido de alguna forma en el destino.
Es en estas situaciones cuando se utilizan los denominados Co´digos Correctores de
Errores (ECC, Error Correcting Code). Esta te´cnica de correccio´n de errores es de-
nominada FEC, Forward Error Correction.
2.3.1 MODELO GENERAL DE UN SISTEMA DE COMUNICACIO´N
El modelo general de un sistema de comunicacio´n se muestra en la figura 2.1.
En e´l se pueden distinguir los siguientes elementos:
∙ Una fuente de informacio´n que genera una cadena o palabra de longitud 푘 con
s´ımbolos o letras en un alfabeto.
∙ Un proceso de codificacio´n que transforma un´ıvocamente el mensaje anterior
en otro de longitud 푛 > 푘, sobre el mismo alfabeto u otro diferente, y al que
se ha an˜adido informacio´n redundante suficiente como para poder detectar y
corregir un nu´mero razonable de errores que pudieran producirse durante el
proceso de almacenamiento o de transmisio´n.
∙ Un canal a trave´s del cual se transmite el mensaje anteriormente codificado o
en el cual se almacena dicha informacio´n, la cual puede sufrir algunos errores
debidos al ruido existente en dicho canal.
∙ Un proceso de decodificacio´n que asigna al mensaje distorsionado por el canal
otro mensaje que, en caso de haberse producido como ma´ximo un nu´mero
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determinado de errores, es el mensaje introducido inicialmente en el canal,















FIGURA 2.1: Modelo general de un sistema de comunicacio´n.
2.3.2 TE´CNICAS DE TRATAMIENTO DE ERRORES
Los errores en la transmisio´n de informacio´n a trave´s de un canal pueden pro-
ducirse debido a diferentes tipos de ruido:
1. Aleatorio (ruido blanco o gaussiano): errores que se producen y presentan
aislados.
2. Ra´fagas: consiste en un gran nu´mero de errores consecutivos.
3. Desvanecimiento.
Cada tipo de error requiere un tipo de co´digo espec´ıfico para ser detectado o
corregido. De esta manera, podemos clasificar los co´digos correctores de error en:
1. Co´digos de bloque: Estos co´digos utilizan series de 푛 s´ımbolos que se de-
signan con el nombre de palabras o codewords. Los 푛 bits que forman una
palabra son exclusivamente funcio´n de los bits del mensaje actual, y no de los
anteriores mensajes. Este tipo de co´digos se utilizan en canales con ruido a
ra´fagas o desvanecimiento.
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FIGURA 2.2: Co´digos de bloque.
Algunos ejemplos son los co´digos de Hamming, Reed-Solomon y BCH. A su vez,
e´stos se pueden clasificar en:
(a) Co´digos lineales: Un co´digo es lineal si cada combinacio´n lineal de pala-
bras va´lidas del co´digo produce otra palabra va´lida (la suma mo´dulo 2 de
dos palabras co´digo es tambie´n una palabra co´digo).
(b) Co´digos c´ıclicos: Un co´digo es c´ıclico si es lineal y adema´s, cada rotacio´n
c´ıclica de un co´digo va´lido es tambie´n otro co´digo va´lido.
2. Co´digos convolucionales: Son aquellos en los que las palabras co´digo
(normalmente de longitud constante) dependen del mensaje actual y de un
nu´mero determinado de los anteriores. Los co´digos convolucionales son
co´digos lineales. El ana´lisis de estos co´digos es mucho ma´s complejo que el de
los co´digos de bloque y se utilizan en canales con ruido blanco o gaussiano.
Existen varios me´todos de codificacio´n de co´digos convolucionales, aunque
uno de los ma´s usuales es el basado en registros de desplazamiento conectados
con sumadores base 2 en los que se realiza la codificacio´n. Por cada bit que
entra en el codificador se obtienen n bits. El diagrama de bloques de uno de
estos posibles codificadores convolucionales es el mostrado en la figura 2.3.
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FIGURA 2.3: Codificador convolucional de Razo´n=푘/푛 = 1/2.
La decodificacio´n de un co´digo convolucional consiste en escoger la secuencia
ma´s probable entre todas las posibles. Existen diversos algoritmos que per-
miten la decodificacio´n de este tipo de co´digos y la decodificacio´n o´ptima se
consigue mediante el algoritmo de Viterbi. El algoritmo de Viterbi realiza una
decodificacio´n de ma´xima verosimilitud encontrando la trayectoria a trave´s
del trellis con la mayor me´trica (correlacio´n ma´xima o distancia mı´nima) de la
siguiente manera:
∙ Procesa la salida del demodulador de manera iterativa.
∙ En cada etapa en el trellis, compara la me´trica de todas las trayectorias
que ingresan a cada estado, conservando so´lo aquellas trayectorias de
mayor me´trica, llamadas sobrevivientes, junto con su me´trica.
∙ Procede por el trellis eliminando las trayectorias menos veros´ımiles.
3. Turbo Co´digos: Te´cnicamente son unos co´digos de bloque, pero funcionan
como una combinacio´n de un co´digo de bloque y uno convolucional. Este tipo
de co´digos sera´n ampliamente explicados en el cap´ıtulo 3.
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EN ESTE CAP´ITULO SE PRESENTAN UN TIPO DE CO´DIGOS CORREC-
TORES DE ERRORES, LOS TURBO CO´DIGOS. ESTOS POSEEN UN GRAN
INTERE´S POR SU ALTO RENDIMIENTO YA QUE PERMITEN TRANSMI-
TIR A TASAS CERCANAS A LA CAPACIDAD DE SHANNON. AQUI´ SE EX-
PLICAN EN DETALLE SUS RESPECTIVOS ESQUEMAS DE TURBO CODI-
FICACIO´N Y DE TURBO DECODIFICACIO´N.
3.1 INTRODUCCIO´N A LOS TURBO CO´DIGOS
LOS TURBO CO´DIGOS son una clase de co´digos propuestos en 1993 por Berrou,Glavieux y Thitimajashima que obtienen un excelente rendimiento en cuanto a
tasa de error de bit (BER), proporcionando as´ı comunicaciones fiables muy cerca del
l´ımite de Shannon (a 0.5 dB del l´ımite).
La te´cnica de codificacio´n de los turbo co´digos se basa en la concatenacio´n en
paralelo de dos codificadores relativamente sencillos separados por un entrelazado.
El conjunto es equivalente a un u´nico codificador de memoria tan grande como la
profundidad de entrelazado pero con un proceso de decodificacio´n que en ningu´n
caso alcanzara´ la complejidad del convolucional equivalente.
3.2 ESQUEMA DE TURBO CODIFICACIO´N
EL TURBO CODIFICADOR ma´s comu´n consiste en la concatenacio´n en paralelo de
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dos codificadores convolucionales sistema´ticos1 y recursivos2 (RSC) separados
por un entrelazado pseudoaleatorio y unidos por un multiplexor y un bloque de
















FIGURA 3.1: Turbo codificador.
El entrelazador permuta la informacio´n de entrada antes de ser codificada por el
segundo codificador (C2) para obtener a la salida de cada codificador una versio´n
incorrelada de la informacio´n. Esto significa que los bits de paridad a la salida de
cada codificador son independientes y cuanto mejor sea el entrelazador utilizado,
mayor sera´ la independencia.
Un ejemplo de turbo codificador se puede ver en la figura 3.1. Los m bits de
entrada esta´n agrupados en secuencias de longitud igual al taman˜o del entrelazador.
La secuencia m’ es el resultado del proceso de entrelazado. Los codificadores tienen
una razo´n de r=1
2
(que es el caso habitual, pero existen otras combinaciones), por
tanto, las longitudes de las secuencias de informacio´n (m y m’) sera´n las mismas que
las de paridad (c1 y c2). La secuencia obtenida a la salida del multiplexor sera´ c=(m,
c1, c2) (ya que el decodificador sabra´ calcular m’ a partir de m), as´ı que la razo´n
del turbo codificador es de r=1
3
. Se pueden obtener razones superiores aplicando
te´cnicas de perforacio´n, es decir, eliminando bits de paridad despue´s de codificar y
en decodificacio´n suponer que se ha enviado un determinado valor pero darle una
fiabilidad muy baja (por ejemplo, si usamos una BPSK y, por tanto, se env´ıa -1 o 1,
en decodificacio´n suponer que el valor recibido en el sitio perforado es un 0). De
esta manera se consigue una razo´n r=1
2
.
1 Co´digo sistema´tico: cuando a la salida del codificador los datos codificados se mantienen inal-
terados y se an˜ade la informacio´n referente a la paridad al final.
2 Co´digo recursivo: aquel que realimenta la entrada con la salida del instante anterior.
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Los elementos que condicionan el rendimiento del turbo co´digo son:
∙ El entrelazador, especialmente su longitud y estructura.
∙ El nu´mero de elementos de memoria de cada uno de los co´digos consti-
tuyentes.
∙ Los polinomios de los codificadores.
∙ Si los co´digos esta´n acabados o no (si el codificador acaba en un determinado
estado o no).
∙ El patro´n de perforacio´n.
∙ La recursividad de los co´digos constituyentes.
3.3 ESQUEMA DE TURBO DECODIFICACIO´N
LA TURBO CODIFICACIO´N toma su nombre de la realimentacio´n que utiliza en ladecodificacio´n, como los motores turbo.
FIGURA 3.2: Esquema de un motor turbo.
Los turbo co´digos emplean un proceso de decodificacio´n iterativa soft en el que
se usan diferentes versiones de la misma informacio´n (ba´sicamente permuta´ndola)
21
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codificada con co´digos relativamente sencillos con tal de obtener un co´digo resul-
tante con unas caracter´ısticas muy cercanas al l´ımite teo´rico de Shannon.







bits de paridad de C1
bits de paridad de C2
FIGURA 3.3: Turbo decodificador.
La decodificacio´n iterativa empieza decodificando los co´digos constituyentes in-
dividualmente, simulta´neamente o no, a partir de la entrada recuperada del canal
y de una determinada informacio´n 푎 푝푟푖표푟푖 que se calcula como la informacio´n
extr´ınseca de la iteracio´n previa (en el primer paso se supone que los bits pueden
tomar los valores 0 o 1 de manera equiprobable, por tanto, esta informacio´n valdra´
1
2
). La informacio´n obtenida sobre los s´ımbolos de la primera decodificacio´n se com-
parte con los otros decodificadores y as´ı repetidamente hasta que ya no hay mejora
sobre el resultado (como media, por razones de complejidad, normalmente se usan
entre 6 y 20 iteraciones). Es decir, la informacio´n obtenida del canal y la aportada
por los otros decodificadores se utiliza para mejorar con cada iteracio´n la decodifi-
cacio´n de un determinado co´digo constituyente y, por tanto, se mejora la decodifi-
cacio´n conjunta.
Otro responsable del aumento de rendimiento que tiene este tipo de co´digo es
el uso de la denominada informacio´n ’soft’ en lugar de las decisiones ’hard’. En
otras palabras, el uso del valor de la estimacio´n de un s´ımbolo en lugar de usar
los s´ımbolos ’0’ y ’1’. La informacio´n soft se evalu´a de forma logar´ıtimica usando
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la razo´n de verosimilitud logar´ıtmica (LLR, por sus siglas en ingle´s Log-Likelihood
Ratios). La LLR para un bit 푏푖 se define como el logaritmo del cociente entre las
probabilidades de que el bit decodificado sea ’0’ o ’1’.
퐿(푏푖) = ln
(
푃 (푏푖 = +1)
푃 (푏푖 = −1)
)
(3.1)
Esta medida es muy adecuada porque su resultado es un nu´mero con signo. Su
signo indica directamente si el bit estimado es un ’0’ (signo negativo) o un ’1’ (signo
positivo), mientras que su magnitud da una medida cuantitativa de la probabilidad
de que el bit decodificado sea un ’0’ o un ’1’. Por este motivo es ma´s conveniente
definir la LLR como la probabilidad de que el bit recibido sea -1 o +1, usando el
alfabeto polar en vez del binario {0, 1}.
Por tanto, el decodificador no so´lo aporta informacio´n sobre el valor de cada bit,
sino que adema´s informa de la veracidad de e´ste.
Los algoritmos ma´s usados para optimizar la probabilidad de error de bit de cada
co´digo constituyente son el algoritmo de Viterbi con salida soft (SOVA) o el criterio
de ma´xima probabilidad a posteriori (MAP).
El algoritmo MAP es o´ptimo en cuanto a la minimizacio´n de la BER decodificada
cuando se usa para decodificar co´digos convolucionales. El algoritmo de Viterbi,
tambie´n usado para decodificar estos co´digos, minimiza la probabilidad de que un
camino incorrecto a trave´s del trellis sea seleccionado por el decodificador. Es decir,
a diferencia del algoritmo MAP, el algoritmo de Viterbi permite hacer de manera
o´ptima la bu´squeda del camino en el trellis ma´s parecido a la secuencia recibida sin
evaluar todas las posibles distancias.
3.4 EL ALGORITMO MAP
EL ALGORITMO DE MA´XIMA PROBABILIDAD a posteriori (MAP), conocido tambie´ncomo algoritmo BCJR por las iniciales de sus autores (Bahl Cocke, Jelinek y Ra-
viv), fue formalmente presentado en 1974 por Bahl et a´l. (2) como una alternativa
para la decodificacio´n de co´digos convolucionales. La decodificacio´n con algoritmos
MAP ha tenido un resurgimiento desde el descubrimiento de los codificadores turbo
en 1993. Los decodificadores MAP realizan una decisio´n s´ımbolo a s´ımbolo o´ptima,
y adema´s proveen salidas soft, que consisten en una versio´n cuantificada de la de-
cisio´n del decodificador que puede ser vista como la probabilidad de dicha decisio´n,
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caracter´ısticas necesarias en sistemas de decodificacio´n concatenada como los turbo
co´digos.
El rendimiento del algoritmo MAP, en muchos sistemas, es similar al del algo-
ritmo de Viterbi. Sin embargo, la complejidad del algoritmo MAP es mayor, por eso
no fue ampliamente usado hasta el descubrimiento de los turbo co´digos.
3.4.1 INTRODUCCIO´N MATEMA´TICA
El problema en la decodificacio´n de turbo co´digos es esencialmente determinar
las estimaciones MAP o decisiones soft de los estados y las transiciones del codifica-
dor trellis, visto e´ste como un modelo oculto de Markov3 cuya secuencia de salida
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FIGURA 3.4: Escenario para el algoritmo MAP.
El modelo oculto de Markov representa el codificador trellis con un nu´mero
finito de estados 푢=0, 1, 2...U-1. El estado a su entrada en el momento 푖, cuya
notacio´n es 푆푖, tiene como salida 푋푖. La secuencia de estados desde el instante
푖 hasta el 푗 푆푗푖 = {푆푖, 푆푖+1...푆푗} tendra´ como correspondiente salida la secuencia
푋푗푖 = {푋푖, 푋푖+1...푋푗}. Las transiciones de estado esta´n determinadas por las proba-
bilidades de transicio´n
푝푖(푢/푢
′) = 푃 (푆푖 = 푢/푆푖−1 = 푢′) (3.2)
y las correspondientes probabilidades a la salida
푞푖(푋/{푢′, 푢}) = 푃 (푋푖 = 푥/{푆푖−1 = 푢′, 푆푖 = 푢}) (3.3)
El modelo oculto de Markov genera una secuencia 푋푛1 que empieza en el estado
푆0 y acaba en el mismo estado 푆0. La salida 푋푛1 es la entrada de un canal discreto
3 Modelo oculto de Markov: Un modelo oculto de Markov puede considerarse como un caja negra
donde la secuencia de s´ımbolos de salida generados a lo largo del tiempo es visible, pero la secuencia
de estados por los que se ha pasado para generar la anterior serie se desconoce.
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ruidoso y sin memoria que genera la secuencia distorsionada 푌 푛1 = {푌1, 푌2...푌푛}.
Las probabilidades de transicio´n en este tipo de canal se definen para cada instante







El te´rmino 푅(푌푗/푋푗) determina la probabilidad de que en el instante j, el s´ımbolo
푌푗 sea la salida del canal si el s´ımbolo 푋푗 ha sido la entrada al canal.
Un decodificador para este proceso de Markov tiene que estimar la probabilidad
MAP de los estados y salidas del modelo oculto de Markov observando la secuencia
de salida 푌 푛1 = Y = {푌1, 푌2...푌푛}.
3.4.2 CA´LCULO DE LA LLR
El algoritmo MAP da, para cada bit decodificado (푏푖), la probabilidad de que el
bit sea +1 o -1, dada la secuencia recibida Y. Esto es equivalente a encontrar la LLR
a posteriori 퐿(푏푖 ∣ Y), donde
퐿(푏푖 ∣ Y) = ln
(
푃 (푏푖 = +1 ∣ Y)
푃 (푏푖 = −1 ∣ Y)
)
(3.5)
En un trellis, si el estado anterior 푆푖−1 = 푢′ y el presente 푆푖 = 푢 son conocidos,
el bit de entrada 푏푖 que ha causado la transicio´n entre estados sera´ conocido. El
hecho de que las transiciones entre el anterior estado 푆푖−1 = 푢′ y el presente 푆푖 = 푢
en un trellis sean exclusivas (es decir, so´lo una de ellas puede haber ocurrido en el
codificador), nos permite escribir (3.5) como
퐿(푏푖 ∣ Y) = 퐿(푏푖 ∣ 푌 푛1 ) = ln
(
Σ{푢′,푢}⇒푏푖=+1 푃 (푆푖−1 = 푢
′, 푆푖 = 푢, 푌 푛1 )





donde {푢′, 푢} ⇒ 푏푖 = +1 es el conjunto de transiciones que van desde el estado
previo 푆푖−1 = 푢′ hasta el presente 푆푖 = 푢 y que pueden ocurrir cuando el bit de
entrada sea 푏푖 = +1. Lo mismo ocurre con {푢′, 푢} ⇒ 푏푖 = −1 para el bit de entrada
푏푖 = −1.
Ahora vamos a considerar las probabilidades individuales del numerador y de-
nominador de (3.6). La secuencia recibida 푌 푛1 puede dividirse en tres partes:
∙ 푌 푖−11 : la secuencia recibida antes de la presente transicio´n.
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∙ 푌푖 : el s´ımbolo asociado a la presente transicio´n.
∙ 푌 푛푖+1 : la secuencia recibida despue´s de la presente transicio´n.
Podemos definir la probabilidad 푃 (푆푖−1 = 푢′, 푆푖 = 푢, 푌 푛1 ) como
휎푖(푢
′, 푢) = 푃 (푆푖−1 = 푢′, 푆푖 = 푢, 푌 푛1 ) = 푃 (푆푖−1 = 푢
′, 푆푖 = 푢, 푌 푖−11 , 푌푖, 푌
푛
푖+1) (3.7)
Teniendo en cuenta que en un canal sin memoria la futura secuencia recibida
푌 푛푖+1 dependera´ u´nicamente del estado presente 푆푖 y no del estado anterior 푆푖−1 o de
la presente 푌푖 y pasada 푌 푖−11 secuencia, y el teorema de Bayes:
푃 (퐴,퐵) = 푃 (퐴 ∣ 퐵)푃 (퐵) = 푃 (퐵 ∣ 퐴)푃 (퐴)
휎푖(푢
′, 푢) puede reescribirse como
휎푖(푢
′, 푢) = 푃 (푌 푛푖+1 ∣ 푆푖−1 = 푢′, 푆푖 = 푢, 푌 푖−11 , 푌푖)푃 (푆푖−1 = 푢′, 푆푖 = 푢, 푌 푖−11 , 푌푖)
= 푃 (푌 푛푖+1 ∣ 푆푖 = 푢)푃 (푆푖−1 = 푢′, 푆푖 = 푢, 푌 푖−11 , 푌푖)
= 푃 (푌 푛푖+1 ∣ 푆푖 = 푢)푃 (푆푖 = 푢, 푌푖 ∣ 푆푖−1 = 푢′, 푌 푖−11 )푃 (푆푖−1 = 푢′, 푌 푖−11 )
= 푃 (푌 푛푖+1 ∣ 푆푖 = 푢)푃 (푆푖 = 푢, 푌푖 ∣ 푆푖−1 = 푢′)푃 (푆푖−1 = 푢′, 푌 푖−11 ) (3.8)
Por tanto
휎푖(푢
′, 푢) = 푃 (푆푖−1 = 푢′, 푌 푖−11 )푃 (푆푖 = 푢, 푌푖 ∣ 푆푖−1 = 푢′)푃 (푌 푛푖+1 ∣ 푆푖 = 푢)
= 훼푖−1(푢′)훾푖(푢′, 푢)훽푖(푢) (3.9)
donde
훼푖−1(푢′) = 푃 (푆푖−1 = 푢′, 푌 푖−11 ) (3.10)
es la probalidad de que el trellis este´ en el estado 푢′ en el momento 푖−1 y de que
la secuencia recibida hasta este momento sea 푌 푖−11 (probabilidad asociada al pasado
de la secuencia Y)
훽푖(푢) = 푃 (푌
푛
푖+1 ∣ 푆푖 = 푢) (3.11)
es la probalidad de que la secuencia recibida sea 푌 푛푖+1 si el trellis esta´ en el estado
푢 en el momento 푖 (probabilidad asociada al futuro de la secuencia Y). Y finalmente
훾푖(푢
′, 푢) = 푃 (푆푖 = 푢, 푌푖 ∣ 푆푖−1 = 푢′) (3.12)
es la probalidad de que el trellis estuviera en el estado 푢′ en el momento 푖 − 1,
haya una transicio´n hacia el estado 푢 y la secuencia recibida para dicha transicio´n sea
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푌푖 (probabilidad asociada al presente de la secuencia Y). Ahora podemos escribir la
LLR condicional de 푏푖 dada la secuencia 푌 푛1 como
퐿(푏푖 ∣ 푌 푛1 ) = ln
(∑
{푢′,푢}⇒푏푖=+1 푃 (푆푖−1 = 푢
′, 푆푖 = 푢, 푌 푛1 )∑
{푢′,푢}⇒푏푖=−1 푃 (푆푖−1 = 푢










El algoritmo MAP encuentra 훼푖(푢) y 훽푖(푢) para todos los 푢 estados posibles a
trave´s del trellis (es decir, para 푢=0, 1...U-1) y 훾푖(푢′, 푢) para todas las posibles tran-
siciones desde el estado 푆푖−1 = 푢′ hasta el estado 푆푖 = 푢 para todos los posibles
estados (es decir, para 푢=0, 1,...U-1). Estos valores se usan en la expresio´n (3.13)
para calcular la LLR condicional 퐿(푏푖 ∣ 푌 푛1 ) que entrega el decodificador MAP.
A continuacio´n describimos co´mo pueden ser calculados los valores de 훼푖(푢),
훽푖(푢) y 훾푖(푢′, 푢).
3.4.3 CA´LCULO RECURSIVO DE LOS VALORES 훼푖(푢)
Partiendo de la expresio´n (3.10), usando el teorema de Bayes y asumiendo que
el canal no tiene memoria, podemos definir 훼푖(푢) como
훼푖(푢) = 푃 (푆푖 = 푢, 푌
푖




















Asumiendo que el trellis tiene el estado inicial 푆0 = 0, las condiciones iniciales que
usa el decodificador son
훼0(푆0 = 0) = 1
훼0(푆0 = 푢) = 0 푠푖 푢 ∕= 0 (3.15)
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Y ocurre lo mismo para 푖=1, 2...,n-1.
Por tanto, una vez conocidos los valores 훾푖(푢′, 푢), los valores de 훼푖(푢) pueden
ser calculados de forma recursiva desde el inicio del trellis hasta el final (sentido
푓표푟푤푎푟푑).
3.4.4 CA´LCULO RECURSIVO DE LOS VALORES 훽푖(푢)
Los valores de 훽푖(푢) tambie´n se calculan de manera recursiva. Utilizando una
derivacio´n similar a la usada en (3.14) se pueden obtener dichos valores
훽푖(푢) = 푃 (푌
푛














Cuando se trabaja con un trellis acabado, es decir, que empieza y acaba
en el estado cero 푆0, las condiciones iniciales que usa el decodificador
son
훽푛(푆0 = 0) = 1
훽푛(푆0 = 푢) = 0 푠푖 푢 ∕= 0 (3.17)
Si no es el caso, entonces 훽푛(푆0 = 푢) = 1 para todo valor de 푢.
Por tanto, una vez conocidos los valores 훾푖(푢, 푢′), los valores de 훽푖(푢) pueden
ser calculados de forma recursiva desde el final del trellis hasta el inicio (sentido
푏푎푐푘푤푎푟푑).
3.4.5 CA´LCULO DE LOS VALORES 훾푖(푢′, 푢)
Los coeficientes 훼푖−1(푢′) y 훽푖(푢) se calculan de manera recursiva en funcio´n de los
coeficientes 훾푖(푢′, 푢), por tanto dichos coeficientes deben ser calculados previamente
para poder obtener todos los valores necesarios en el algoritmo MAP. Haciendo uso
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훾푖(푢
′, 푢) = 푃 (푆푖 = 푢, 푌푖/푆푖−1 = 푢′)
= 푃 (푌푖/{푢′, 푢})푃 (푢′, 푢)
= 푃 (푌푖/{푢′, 푢})푃 (푏푖) (3.18)
La probabilidad de bit en el instante 푖 puede ser calculada en funcio´n de la LLR
haciendo las siguientes operaciones
퐿(푏푖) = ln
(
푃 (푏푖 = +1)
푃 (푏푖 = −1)
)
푒퐿(푏푖) =
푃 (푏푖 = +1)
푃 (푏푖 = −1) =
푃 (푏푖 = +1)
1− 푃 (푏푖 = +1)




















Por otro lado, el ca´lculo del te´rmino 푃 (푌푖/{푢′, 푢}) es equivalente a calcular la pro-
babilidad 푃 (푌푖 ∣ 푋푖), donde 푋푖 es el vector asociado a la transicio´n desde 푆푖−1 = 푢′
hasta 푆푖 = 푢, que es en general un vector de 푛 bits. Si el canal es un canal sin
memoria, entonces esta probabilidad es




donde 푦푖푘 y 푥푖푘 son los bits de los vectores recibidos y transmitidos (푌푖 y 푋푖).
Si la transmisio´n se hace en formato polar a trave´s de un canal AWGN, los bits
transmitidos 푥푖푘 adquieren los valores +1 y -1, y
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푘=1(푦푖푘푥푖푘) es significante porque el resto de los








푘=1(푦푖푘푥푖푘) 푑표푛푑푒 퐶 = 퐶1퐶2 (3.22)
Estos coeficientes pueden ser calculados teniendo en cuenta la informacio´n
푎 푝푟푖표푟푖 de cada decodificador constituyente 퐿(푏푖) (que es la informacio´n extr´ınseca
obtenida del otro decodificador, es decir, es la informacio´n obtenida en la iteracio´n
previa) y la informacio´n de canal 퐿푐. Para obtener la relacio´n entre la informacio´n
de canal y algunos de los valores de la expresio´n (3.22) se usa la LLR condicional
para un canal AWGN cuando se recibe la sen˜al 푦푖
















푃 (푦푖/푥푖 = +1)






















푦푖 = 퐿푐푦푖 (3.23)
Ahora puede reescribirse la ecuacio´n (3.22) para los coeficientes 훾푖(푢′, 푢) en
funcio´n de la constante de proporcio´n 퐿푐 = 2퐸푏휎2 , que es una medida de la relacio´n
sen˜al/ruido del canal.
Si adema´s se tiene en cuenta que las estructuras de turbo co´digos ma´s comunes
esta´n formadas por codificadores RSC de razo´n r=1
2
(es decir, que la asignacio´n para
la entrada de las transiciones trellis es hecha para un u´nico bit), se puede distinguir
entre la informacio´n del mensaje (푏푖) y la informacio´n redundante y se obtiene
훾푖(푢
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3.4.6 RESUMEN DEL ALGORITMO MAP
Resumiendo, la decodificacio´n MAP de una secuencia recibida 푌 푛1 para dar una
LLR 푎 푝표푠푡푒푟푖표푟푖 퐿(푏푖 ∣ 푌 푛1 ) se calcula de la siguiente manera:
1. Se establecen las condiciones iniciales 훼0(0) = 1 y 훼0(푢) = 0, 푢 ∕= 0, y las
condiciones de contorno 훽푛(0) = 1 y 훽푛(푢) = 1, 푢 ∕= 0 para 푢 = 0, 1, 2...푈 − 1.
2. Despue´s de recibir 푌푖, el decodificador calcula 훾푖(푢′, 푢) con la ecuacio´n (3.24)
y determina 훼푖(푢) con la ecuacio´n (3.14). Los valores son almacenados para
cada 푖 y cada 푢.
3. Despue´s de recibir la secuencia 푌 푛푖 entera, el decodificador calcula de manera
recursiva los valores de 훽푖(푢) usando la expresio´n (3.16).
4. Una vez obtenidos los valores de 훾푖(푢′, 푢), 훼푖(푢) y 훽푖(푢) ya se puede obtener
el valor de la LLR, 퐿(푏푖 ∣ 푌 푛1 ). Teniendo en cuenta que en la definicio´n de
la LLR, vista en (3.13), el numerador esta´ compuesto por te´rminos asociados
con 푏푖 = +1, mientras que el denominador lo esta´ por te´rminos asociados con
푏푖 = −1, 퐿(푏푖 ∣ 푌 푛1 ) puede escribirse como
























es la llamada LLR extr´ınseca, que es la estimacio´n o la decisio´n soft que cada
decodificador comunica al otro con respecto al bit de mensaje 푏푖. Reagrupando
los te´rminos de la expresio´n (3.25) dicho valor puede reescribirse como
퐿푒(푏푖) = 퐿(푏푖 ∣ 푌 푛1 )− 퐿(푏푖)− 퐿푐푦푖1 (3.27)
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3.5 TURBO DECODIFICACIO´N
EL ALGORITMO DE DECODIFICACIO´N MAP es un algoritmo de decodificacio´n itera-tivo donde cada decodificador constituyente genera decisiones soft o estima-
ciones de los bits del mensaje transmitido. Dichas estimaciones son calculadas
usando la informacio´n de canal de la secuencia recibida y la informacio´n 푎 푝푟푖표푟푖
suministrada por el otro decodificador en la iteracio´n previa. Esta informacio´n trans-
mitida entre los decodificadores es la LLR extr´ınseca que cada uno de ellos determina
en la iteracio´n previa y que se convierte en la informacio´n 푎 푝푟푖표푟푖 del otro decodifi-
cador en la iteracio´n presente.
Este proceso iterativo de intercambio de informacio´n es tal que, bajo ciertas
condiciones, las estimaciones de los bits del mensaje transmitido son ma´s cercanas
a los verdaderos valores cuando el nu´mero de iteraciones incrementa.
La informacio´n 푎 푝푟푖표푟푖 de un bit es informacio´n conocida antes del comienzo
de la decodificacio´n que no tiene relacio´n con la secuencia recibida, ni con la infor-
macio´n de codificacio´n (aquella proporcionada por la estructura trellis del co´digo).
En la primera iteracio´n, el primer decodificador no tiene informacio´n 푎 푝푟푖표푟푖 de los
bits, por tanto, todos los bits que forman el mensaje son equiprobables. Esto significa




1 (푏푖) = ln
(
푃 (푏푖 = +1)








El primer decodificador tiene en cuenta esta informacio´n 푎 푝푟푖표푟푖 y la infor-
macio´n de canal, que esta´ proporcionada por los valores de la secuencia recibida
afectados por el factor de canal 퐿푐. Esta secuencia 퐿푐Y
(1)
1 consiste en la informacio´n
sistema´tica y en los bits de paridad creados por el codificador C1.
El primer decodificador utiliza su informacio´n 푎 푝푟푖표푟푖 y su informacio´n de canal
para determinar la primera estimacio´n de la LLR 퐿(1)1 (푏푖/Y). El sub´ındice identifica
el decodificador que ha generado la LLR, y el super´ındice identifica el nu´mero de
la iteracio´n. Para este ca´lculo el decodificador necesita determinar los coeficientes
훾푖(푢
′, 푢) y despue´s obtener los valores de 훼푖−1(푢′) y 훽푖(푢) para as´ı, finalmente,
poder determinar la LLR 퐿(1)1 (푏푖/Y). Una vez obtenidas estas estimaciones, el
decodificador debe comunicar al otro decodificador la informacio´n extr´ınseca. La
informacio´n extr´ınseca es aquella que no incluye ni la informacio´n 푎 푝푟푖표푟푖 utilizada
en el ca´lculo actual de 퐿(1)1 (푏푖/Y), ni la informacio´n de canal de los bits del mensaje
para el que se calcula la informacio´n extr´ınseca. La informacio´n extr´ınseca 퐿(1)푒1 (푏푖)
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se calcula mediante la expresio´n (3.27).
El segundo decodificador es entonces capaz de realizar sus estimaciones con la
informacio´n disponible. Este decodificador usa la secuencia recibida 퐿푐Y
(1)
2 que con-
tiene las muestras de los bits de informacio´n sistema´tica entrelazadas, y las muestras
de los correspondientes bits de paridad generados por el codificador 퐶2 sobre la se-
cuencia entrelazada de los bits de informacio´n sistema´tica. El segundo decodificador
toma como su informacio´n 푎 푝푟푖표푟푖 la informacio´n extr´ınseca 퐿(1)푒1 (푏푖) de cada bit de
mensaje 푏푖, generada en la iteracio´n actual por el primer decodificador. Sin embargo,
tal y como se ha aplicado el entrelazado a los bits del mensaje, esta informacio´n
extr´ınseca tambie´n debe ser reordenada de acuerdo con las normas de entrelazado
antes de ser procesada por el segundo decodificador. Si se define la operacio´n re-
alizada por el entrelazador como 퐼{⋅}, entonces 퐿(1)2 (푏푖) = 퐼{퐿(1)푒1 (푏푖)}. El segundo
decodificador toma 퐿(1)2 (푏푖) como su informacio´n 푎 푝푟푖표푟푖 y, junto a la informacio´n
de canal 퐿푐Y
(1)
2 , es capaz de determinar la LLR 퐿
(1)
2 (푏푖/Y). Finalmente, usando la
ecuacio´n (3.27) se calcula la informacio´n extr´ınseca 퐿(1)푒2 (푏푖) que sera´ comunicada al
primer decodificador.
Como la informacio´n extr´ınseca 퐿(1)푒2 (푏푖) correspondiente al bit de mensaje 푏푖
esta´ afectada por el entrelazador, ya que el segundo decodificador recibe la versio´n
entrelazada, se lleva a cabo el de-entrelazado para reordenar esta informacio´n antes
de ser transmitida al primer decodificador. La operacio´n de de-entrelazado se define
con el operador 퐼−1{⋅}. La informacio´n extr´ınseca proporcionada por el segundo
decodificador se reordena para ser convertida en informacio´n 푎 푝푟푖표푟푖 del primer
decodificador, por tanto 퐿(2)1 (푏푖) = 퐼
−1{퐿(1)푒2 (푏푖)}. En esta segunda iteracio´n el primer
decodificador utiliza de nuevo la misma informacio´n de canal disponible 퐿푐Y
(1)
1 ,
pero ahora la informacio´n 푎 푝푟푖표푟푖 es diferente de cero, porque esta informacio´n
esta´ actualizada gracias a la informacio´n extr´ınseca proporcionada por el segundo
decodificador en la primera iteracio´n. De esta manera el primer decodificador
produce estimaciones mejoradas o LLRs de los bits de mensaje 퐿(2)1 (푏푖/Y).
Este proceso iterativo continu´a, y con cada iteracio´n la media de la BER de los
bits decodificados disminuye. Sin embargo, la mejora del rendimiento por cada
iteracio´n llevada a cabo disminuye cuando el nu´mero de iteraciones aumenta. Por lo
tanto, normalmente so´lo se realizan entre 6 y 20 iteraciones ya que, normalmente,
a partir de 8 iteraciones no hay una mejora importante en el rendimiento obtenido.
La figura 3.5 describe este procedimiento de decodificacio´n iterativa de los turbo
co´digos.
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FIGURA 3.5: Decodificacio´n iterativa de los turbo co´digos.
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3.6 MODIFICACIONES DEL ALGORITMO MAP
EL ALGORITMO MAP TIENE UNA GRAN COMPLEJIDAD ya que debe efectuar unaenorme cantidad de multiplicaciones y sumas por cada estimacio´n que pro-
duce de la probabilidad 푎 푝표푠푡푒푟푖표푟푖 de cada bit de informacio´n decodificado. Este
problema se puede aminorar si el algoritmo entero se lleva a cabo en el dominio
logar´ıtmico, en vez de esperar hasta el u´ltimo paso para tomar el logaritmo de la
LLR. El principal beneficio de ejecutar el algoritmo en el dominio logar´ıtmico con-
siste en que la multiplicacio´n se convierte en suma. Esta es la idea principal en la
que se basan los algoritmos Max-Log-MAP (propuesto por W. Koch y A. Baier (5) y
Erfanian et a´l. (3)) y Log-MAP (propuesto por P. Robertson et a´l. en 1995 (14)) para
reducir la complejidad del algoritmo MAP.
La diferencia entre los algoritmos Max-Log-MAP y Log-MAP radica principalmente
en la forma en que efectu´an una operacio´n de suma en el dominio logar´ıtmico. El
desempen˜o del algoritmo Max-Log-MAP en comparacio´n con el del algoritmo MAP
es subo´ptimo debido a que utiliza una aproximacio´n para efectuar las operaciones de
suma en el dominio logar´ıtmico. El algoritmo Log-MAP fue propuesto para corregir
dicha aproximacio´n y su desempen˜o es ide´ntico al del algoritmo MAP. Sin embargo,
tanto el algoritmo Log-MAP como el Max-Log-MAP reducen en buena medida la
complejidad del algoritmo MAP.
3.6.1 EL ALGORITMO MAX-LOG-MAP
El algoritmo MAP calcula las LLRs 푎 푝표푠푡푒푟푖표푟푖 퐿(푏푖 ∣ 푌 푛1 ) usando (3.13). Para
realizar dicho ca´lculo se deben obtener los valores de 훼푖(푢), 훽푖(푢) y 훾푖(푢′, 푢) usando
las expresiones (3.14), (3.16) y (3.24) respectivamente.
El algoritmo Max-Log-MAP simplifica estas ecuaciones en el dominio del logaritmo







donde max푗(푎푗) significa el ma´ximo valor de 푎푗. Definiendo 퐴푖(푢), 퐵푖(푢) y
Γ푖(푢
′, 푢) de la siguiente manera:
퐴푖(푢) ≜ ln(훼푖(푢)) (3.29)
퐵푖(푢) ≜ ln(훽푖(푢)) (3.30)
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Γ푖(푢
′, 푢) ≜ ln(훾푖(푢′, 푢)) (3.31)













(ln[훼푖−1(푢′)] + ln[훾푖(푢′, 푢)])
= max
푢′
(퐴푖−1(푢′) + Γ푖(푢′, 푢)) (3.32)
Debido al uso de la aproximacio´n (3.28), el valor de 퐴푖(푢) en el algoritmo Max-
Log-MAP da la probabilidad del camino ma´s probable a trave´s del trellis que va
hacia el estado 푢 en lugar de la probabilidad de todos los caminos a trave´s del trellis
que alcanzan el estado 푢. Esta aproximacio´n es una de las razones por las que el
algoritmo Max-log-MAP tiene un rendimiento subo´ptimo comparado al algoritmo
MAP. Se debe tener en cuenta que para trellis binarios la suma y la maximizacio´n
sobre los previos estados 푢′ que llegan al estado 푢 llevada a cabo en (3.32) sera´n
u´nicamente aplicadas a dos, ya que so´lo habra´ dos estados previos 푢′ con camino
hacia al estado presente 푢. Para todos los otros valores de 푢′ se tendra´ 훾푖(푢′, 푢) = 0.







Finalmente, se reescribe la expresio´n de la LLR 푎 푝표푠푡푒푟푖표푟푖 퐿(푏푖 ∣ 푌 푛1 ) calculada
en (3.13) para el algoritmo Max-Log-MAP como
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(퐴푖−1(푢′) + Γ푖(푢′, 푢) +퐵푖(푢))
− max
{푢′,푢}⇒푏푖=−1








El ca´lculo de la LLR se hace considerando cada transicio´n del trellis desde el
estado 푢′ hasta el estado 푢, agrupando estas transiciones en las que ocurren cuando
푏푖 = +1, y en las que ocurren cuando 푏푖 = −1. Para ambos grupos de transiciones,
se busca aquella que da el ma´ximo valor de 퐴푖−1(푢′) + Γ푖(푢′, 푢) +퐵푖(푢). Por tanto, la
LLR 푎 푝표푠푡푒푟푖표푟푖 퐿(푏푖 ∣ 푌 푛1 ) se calcula basa´ndose u´nicamente en estas dos ”mejores”
transiciones.
3.6.2 EL ALGORITMO LOG-MAP
El algoritmo Log-MAP fue propuesto para corregir la aproximacio´n (3.28) usada
en el algoritmo Max-Log-MAP. Para que dicha aproximacio´n sea exacta debe consi-
derarse el logaritmo Jacobiano
ln(푒푥 + 푒푦) = max(푥, 푦) + ln(1 + 푒−∣푦−푥∣)
= max(푥, 푦) + 푓푐(∣푦 − 푥∣) (3.35)
donde 푓푐(∣푦−푥∣) es el te´rmino de correccio´n. De manera similar a la del algoritmo
Max-Log-MAP, los valores para 퐴푖(푢) ≜ ln(훼푖(푢)) y 퐵푖(푢) ≜ ln(훽푖(푢)) se calculan con
la recursio´n 푓표푟푤푎푟푑 y 푏푎푐푘푤푎푟푑. Sin embargo, la maximizacio´n usada en (3.32)
y (3.33) se complementa con el te´rmino de correcio´n de (3.35). El te´rmino de
correcio´n 푓푐(훿) no tiene que ser calculado para cada valor de 훿. Robertson 푒푡 푎푙.
encontro´ que so´lo es necesaria una tabla que contenga ocho valores para 훿, con
rango entre 0 y 5.
Esto significa que el algoritmo Log-MAP es so´lo un poco ma´s complejo que el
algoritmo Max-Log-MAP, pero tiene exactamente el mismo rendimiento que el algo-
ritmo MAP.
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—4—
EL ALGORITMO MAX-LOG LIST
(MLLA)
—————————
EN ESTE CAPI´TULO SE ESTUDIA EL FUNCIONAMIENTO DEL AL-
GORITMO MAX-LOG LIST (MLLA). DICHO ALGORITMO OBTIENE
PARA CO´DIGOS CONVOLUCIONALES UNA LISTA DE LAS POSI-
BLES SECUENCIAS DE INFORMACIO´N ENVIADA (LS) ADEMA´S
DE LA DECODIFICACIO´N 푆푂퐹푇 DEL SI´MBOLO DE SALIDA. AL
FINAL DEL CAPI´TULO SE MUESTRA EL FUNCIONAMIENTO DEL
ALGORITMO MLLA MEDIANTE LA REALIZACIO´N DE UN EJEMPLO
PRA´CTICO.
4.1 INTRODUCCIO´N
SE DEMUESTRA que el algoritmo MLLA, publicado en 2005 por Carl Fredrik Le-anderson y Carl-Erik W. Sundberg (10), puede ser utilizado para obtener la
combinacio´n de la secuencia y el s´ımbolo 푠표푓푡 de salida con una complejidad menor
que algoritmos publicados previamente.
Hay dos tipos de MLLA: o´ptimo y subo´ptimo. Este u´ltimo es muy adecuado para
utilizar en un turbo decodificador ya que es obtenido con modificaciones del ya
conocido algoritmo Max-Log MAP, algoritmo usado frecuentemente en turbo codi-
ficacio´n. Este documento se centra en el MLLA subo´ptimo, pues adema´s de ser el
adecuado para turbo co´digos, tiene menos complejidad que el o´ptimo y la LS de
decodificacio´n es cercana a la o´ptima.
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El MLLA produce un s´ımbolo 푠표푓푡 casi o´ptimo de salida igual al del algoritmo
Max-Log MAP. Simulta´neamente, el algoritmo produce una lista ordenada que con-
tiene la LS-MAP estimada. Cabe sen˜alar que u´nicamente se produce una secuencia
con valores de s´ımbolo 푠표푓푡, mientras que varias estimaciones de secuencias son
entregadas por el algoritmo.
4.2 EL ALGORITMO MAX-LOG LIST (MLLA)
EL MLLA existe en dos versiones: el MLLA o´ptimo y el MLLA subo´ptimo.El MLLA o´ptimo produce exactamente la misma lista de decodificacio´n de la
secuencia que la lista de serie del algoritmo de Viterbi (SLVA). Sin embargo, es
necesario especificar el nu´mero de elementos de la lista ℒ con anterioridad.
El MLLA subo´ptimo reduce complejidad pero so´lo garantiza decodificacio´n o´ptima
LS-MAP para listas con tres o menos elementos. Sin embargo, para moderadas ℒ, la
salida es cercana a la o´ptima.
Las operaciones del MLLA o´ptimo/subo´ptimo esta´n muy relacionadas con el algo-
ritmo Max-Log-MAP. La estructura del o´ptimo/subo´ptimo MLLA es tal que los valores
de las sigmas 흈풊(푢′, 푢) calculadas por el algoritmo Max-Log-MAP son reutilizadas en
los ca´lculos de la decodificacio´n LS.
En este documento el planteamiento sera´ hecho, por simplicidad, u´nicamente para
co´digos convolucionales binarios, con trellis donde so´lo hay dos posibles caminos
parciales entrando en cada estado, tanto para el sentido 푓표푟푤푎푟푑 como para el sen-
tido 푏푎푐푘푤푎푟푑.
4.2.1 OPERACIONES DEL MLLA
En cada paso de la recursio´n 푏푎푐푘푤푎푟푑 que tiene lugar en el algoritmo Max-Log-
MAP, la transicio´n ma´s probable correspondiente a 푏푖 = 1 y 푏푖 = 0 es identificada y el
s´ımbolo 푠표푓푡 obtenido a la salida es la diferencia entre los correspondientes valores
de 흈풊(푢′, 푢) tal y como se expresa en (3.34). Esto implica el ca´lculo de 흈풊(푢′, 푢) para
todos los estados 푢 y 푢′ en cada paso 푖.
En la expresio´n (3.34) se observa que los valores de 흈풊(푢′, 푢) son la suma de tres
componentes:
1. la me´trica 퐴푖−1(푢′) del mejor camino parcial hacia el estado u’ en la direccio´n
푓표푟푤푎푟푑.
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2. la me´trica 퐵푖(푢) del mejor camino parcial hacia el estado u en la direccio´n
푏푎푐푘푤푎푟푑.
3. la me´trica Γ푖(푢′, 푢) de la transicio´n entre u’ y u.
Por tanto, 흈풊(푢′, 푢) es la me´trica del mejor camino global en el trellis que atraviesa
la transicio´n (푢′, 푢). Intuitivamente, parece posible identificar los caminos trellis
completos con las mejores me´tricas de camino si se almacenan los valores de 흈풊(푢′, 푢)
calculados en cada paso 푖 del trellis durante la recursio´n 푏푎푐푘푤푎푟푑 en una lista orde-
nada.
Una observacio´n importante es que el algoritmo Max-Log-MAP u´nicamente
guarda las me´tricas 퐵푖(푢) del mejor camino 푏푎푐푘푤푎푟푑 parcial que entra al estado
u (1.33). Por tanto, la me´trica del camino de un camino trellis completo que entra
al estado u’ como segundo mejor camino 푓표푟푤푎푟푑 parcial (퐴푖−1(푢′)) y que entra al
estado u como segundo mejor camino 푏푎푐푘푤푎푟푑 parcial (퐵푖(푢)) no sera´ contemplado
en el conjunto de posibles me´tricas de caminos 흈풊(푢′, 푢) proporcionados por el algo-
ritmo Max-Log-MAP. Estos caminos son denominados 푐푎푚푖푛표푠 푑푒 푏푎푗푎 푝푟푖표푟푖푑푎푑.
La diferencia entre el MLLA o´ptimo y el subo´ptimo es que el MLLA subo´ptimo
ignora los 푐푎푚푖푛표푠 푑푒 푏푎푗푎 푝푟푖표푟푖푑푎푑. As´ı que el MLLA subo´ptimo proporciona una
LS de decodificacio´n subo´ptima si hay un 푐푎푚푖푛표 푑푒 푏푎푗푎 푝푟푖표푟푖푑푎푑 entre los ℒ
caminos ma´s probables durante la decodificacio´n.
La u´nica diferencia entre la recursio´n 푏푎푐푘푤푎푟푑 del algoritmo Max-Log-MAP y el
MLLA subo´ptimo es el mantenimiento de una lista ordenada y actualizada en cada
paso. Adema´s de las operaciones realizadas en el algoritmo Max-Log-MAP, el MLLA
subo´ptimo ordena las me´tricas 흈풊(푢′, 푢) del segundo mejor camino que entra en
cualquier estado 푢 en el paso 푖.
La figura 4.1 muestra el diagrama de flujo de la recursividad 푏푎푐푘푤푎푟푑 del al-
goritmo MLLA subo´ptimo. En e´l se muestra la manera de almacenar los valores de
흈풊(푢
′, 푢) retornados por el algoritmo Max-Log-MAP.
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FOR  i=N hasta 1























n)= max{u,u’}bi=+1[σi(u’,u)] -max{u,u’}bi=-1[ σi(u’,u)]
FIGURA 4.1: Diagrama de flujo de la recursividad 푏푎푐푘푤푎푟푑 del algoritmo MLLA subo´ptimo.
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En cada uno de los pasos 푖 se tienen 2푚− 1 estados 푢 posibles y se deben guardar
los valores de 흈풊(푢′, 푢) para todos ellos. Como se trata de un caso binario, tan so´lo
puede haber dos estados anteriores 푢′ para cada estado 푢, cuando se ha recibido en
la entrada un bit de valor 0 y cuando se ha recibido un bit de valor 1.
La me´trica de transicio´n correspondiente al mejor camino global se inserta en
la lista en el primer paso i=N de la recursio´n 푏푎푐푘푤푎푟푑. Por tanto, en cada paso
푖 < 푁 de la recursio´n 푏푎푐푘푤푎푟푑 es suficiente con calcular y almacenar las me´tricas de
transicio´n correspondientes al segundo mejor camino 푓표푟푤푎푟푑 parcial con el resto
de las ℒ − 1 transiciones de la lista. Esto es debido a que la 흈풊(푢′, 푢) del mejor
camino ya ha sido calculada en el anterior paso 푖 + 1 en la direccio´n 푏푎푐푘푤푎푟푑. El
almacenamiento de las 흈풊(푢′, 푢) se hace dentro de una matriz A cuyas columnas
contienen la informacio´n del valor de 흈풊(푢′, 푢), del anterior estado, del posterior
















Algunos registros de 흈풊(푢′, 푢) almacenados en la matriz A pueden tener un valor
igual a −∞. Esto significa que representan transiciones con una probabilidad nula
y, por tanto, se eliminan de la matriz.
Una vez obtenida la matriz A se reordenan sus columnas en una nueva matriz lla-
mada R cuyas columnas cumplen la siguiente condicio´n para todo 푙 = 1, 2, 3, ...,ℒ−1:
푅[푙].푆퐼퐺푀퐴 ≥ 푅[푙 + 1].푆퐼퐺푀퐴
Despue´s de la recursio´n 푓표푟푤푎푟푑 y 푏푎푐푘푤푎푟푑 del MLLA subo´ptimo, se tiene
una matriz que contiene los registros de las transiciones correspondientes a las ℒ
mejores secuencias de informacio´n identificadas por el algoritmo.
A continuacio´n se determina el s´ımbolo 푠표푓푡 de salida para cada paso del trellis
como en el algoritmo Max-Log-MAP:





De manera que se obtiene una estimacio´n de cada bit de la palabra enviada a
trave´s del canal.
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Por u´ltimo se ejecuta la subrutina 푡푟푎푐푒푏푎푐푘. El anterior y posterior estado
de cada registro son usados para recuperar la correspondiente secuencia de infor-
macio´n. Las operaciones empiezan en el paso de trellis donde el registro de la tran-






















FIGURA 4.2: Diagrama de flujo de la subrutina ’TRACEBACK’ usada para recuperar las secuencias
de informacio´n decodificada en el algoritmo MLLA.
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Tal y como se muestra en la figura 4.2, las direcciones de los caminos locales de
ma´xima verosimilitud pueden ser recuperadas de los valores 흈풊(푢′, 푢) ya que estos
han sido guardados para cada estado y paso durante la recursio´n 푏푎푐푘푤푎푟푑.
Para obtener la primera secuencia de informacio´n que devuelve el algoritmo
MLLA se debe recuperar el registro de mayor valor guardado en la matriz R. Es
decir, la transicio´n ma´s probable (que es la transicio´n producida con el valor ma´s
grande de 흈풊(푢′, 푢)) que estara´ guardada en la posicio´n 푙 = 1 (푅[푙 = 1].푆퐼퐺푀퐴).
De este registro, adema´s del valor de la sigma asociada, tambie´n se dispone del an-
terior estado (푢′), del posterior estado (푢) y del paso de trellis en el que se produce
la transicio´n (푖). En un trellis, sabiendo el estado anterior y el posterior, queda de-




















a un bit de entrada=0
Transición correspondiente
a un bit de entrada=1
FIGURA 4.3: Posibles transiciones de un trellis de 4 estados en cualquier paso j en respuesta a los
bits de entrada 0 o 1.
Por tanto, el algoritmo retorna un determinado valor (0 o 1) para la transicio´n
guardada en el primer registro de R (푏푖푡푙=1(푖) = 0 o 푏푖푡푙=1(푖) = 1).
Despue´s debe ejecutarse el Bucle I para todos los pasos del trellis mayores al
almacenado en la matriz R (푗 = 푖 + 1, ..., 푁). En dicho bucle el estado futuro
almacenado en el paso anterior del trellis (푢) pasa a ser el estado pasado del
presente paso del trellis (푢′). Para elegir el estado futuro de la presente transicio´n
se elige aquel cuya probabilidad (es decir, cuyo valor de 흈풊(푢′, 푢)) sea mayor. Una
vez elegido el estado futuro adecuado (푢), de nuevo tenemos definido el trellis
que ha producido la transicio´n del estado 푢′ al estado 푢 (푏푖푡푙=1(푗) = 0 o 푏푖푡푙=1(푗) = 1).
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Tras el desarrollo del Bucle I, se ejecuta el Bucle II, esta vez para todos los pasos
del trellis menores al almacenado en la matriz R (푗 = 푖 − 1, ..., 1). Justo antes
de iniciar el Bucle II, se recupera el estado anterior (푢′) del paso 푖, ya que e´ste
sera´ justamente el estado futuro (푢) del paso 푖 − 1. Para elegir el estado pasado
de la presente transicio´n se elige aquel cuya probabilidad (es decir, cuyo valor de
흈풊(푢
′, 푢)) sea mayor. Una vez elegido el estado pasado adecuado (푢′), de nuevo
tenemos definido el trellis que ha producido la transicio´n 푢′ al 푢(푏푖푡푙=1(푗) = 0 o
푏푖푡푙=1(푗) = 1). Para seguir ejecutando el Bucle II, hay que ir determinando el valor
del futuro estado (푢) del siguiente paso trellis, que se correspondera´ con el anterior
estado (푢′) del trellis actual. Por ejemplo, el siguiente paso de trellis para el que se
deber´ıa buscar el valor del bit de transicio´n ser´ıa 푖− 2. El futuro estado (푢) del paso
푖− 2 sera´ el estado anterior (푢′) del paso de trellis 푖− 1.
Estas operaciones se realizan de manera sucesiva hasta llegar a j=1.
Hasta aqu´ı el algoritmo devuelve la primera secuencia ℎ푎푟푑 estimada por el al-
goritmo MLLA de longitud N.
Para obtener la segunda secuencia debe repetirse lo anteriormente explicado
utilizando el segundo registro guardado en la matriz R (en la posicio´n 푙 = 2), y as´ı
sucesivamente hasta un ma´ximo de ℒ posibles secuencias estimadas.
Por tanto, ejecutando el algoritmo MLLA, se acaba obteniendo una lista de ℒ
posibles secuencias de informacio´n recibidas y una secuencia con valores de s´ımbolo
푠표푓푡 (que ser´ıa la misma que devolver´ıa el algoritmo Max-Log-MAP).
4.3 EJEMPLO DE DECODIFICACIO´N MLLA
EL ALGORITMO MLLA se aplica para recuperar la palabra enviada (푥퐶 = [110111])mediante la decodificacio´n MLLA de la palabra recibida tras atravesar el canal
(푦푅). El esquema de codificacio´n y decodificacio´n de la palabra 푥퐶 es el mostrado a
continuacio´n:
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FIGURA 4.4: Esquema del ejemplo de decodificacio´n MLLA.
Cada uno de los bloques se explica en los siguientes apartados.
4.3.1 CODIFICADOR TRELLIS
Este primer bloque es un codificador convolucional sistema´tico y recursivo (RSC)
de razo´n r=1
2

























FIGURA 4.5: Transiciones y bits de salida de un trellis de 4 estados.
La palabra enviada, 푥퐶 = [110111], se codifica mediante el trellis dibujado en la
figura 4.6.
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i=0 i=2i=1 i=5i=3 i=4 i=7i=6 i=8
00
11
00 0000 0000 0000
11 11 11 11 11
11 11 11 11 11 11
01 01 01 01 01 01
10 10 10 10 10
10 10 10 10 10
01 01 01 01
00 00 00 00
Transición 
correspondiente 




a un bit de 
entrada=1
FIGURA 4.6: Diagrama de trellis de 4 estados.
Para poder decodificar una palabra con el algoritmo MLLA, la palabra codificada
debe empezar y acabar en el estado inicial. En este caso, la palabra debera´ empezar
y acabar en el estado 푢 = 1. Para ello se an˜aden dos bits de cola que sera´n, segu´n
indica el trellis, los bits ’01’.
Por tanto, como muestra la figura 4.7, la palabra a codificar es finalmente
푥 = [11011101] y la palabra obtenida a la salida del codificador convolucional sera´
푦 = [1110011011110111].
En un u´ltimo paso, el codificador env´ıa la palabra resultante por el canal usando
el alfabeto polar en lugar del binario. As´ı que la palabra a la salida del codificador





i=0 i=2i=1 i=5i=3 i=4 i=7i=6 i=8
00
11
00 0000 0000 0000
11 11 11 11 11
11 11 11 11 11 11
01 01 01 01 01 01
10 10 10 10 10
10 10 10 10 10
01 01 01 01
00 00 00 00
FIGURA 4.7: Codificacio´n de la palabra 110111.
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4.3.2 CANAL AWGN
El ejemplo se realiza utilizando un canal AWGN (Additive White Gaussian Noise)
que presenta un ruido blanco, aditivo y gaussiano.
La relacio´n entre la potencia media de la sen˜al de informacio´n y la potencia




(16 bits) (16 bits)
FIGURA 4.8: Canal AWGN.
La palabra 푦 = [1 1 1−1−1 1 1−1 1 1 1 1−1 1 1 1] es introducida en el canal y a
la salida se recibe la palabra 푦푅 = [ 0, 838 1, 079 1, 117 -0, 943 -1, 012
0, 493 1, 107 -1, 041 1, 153 1, 189 0, 973 1, 103 -1, 106 0, 898
0, 879 0, 699].
4.3.3 DECODIFICADOR MLLA
Para realizar la decodificacio´n MLLA se deben seguir los pasos indicados en el
diagrama de la figura 4.1 visto en el cap´ıtulo 4.2.1.
Tal y como se indica en el diagrama, lo primero que debe calcularse son los
valores de 흈풊(푢′, 푢) retornados por el algoritmo Max-Log-MAP para los 4 estados y
los 8 pasos del trellis.
Segu´n la expresio´n (3.34) el valor de 흈풊(푢′, 푢) cuando se recibe un bit de valor
푏푖 = 1 o 푏푖 = −1 es:
휎 푖(푢
′, 푢) = 퐴푖−1(푢′) + Γ푖(푢′, 푢) +퐵푖(푢)
(4.2)
Para encontrar estos valores se calculan primero todos los valores de Γ푖(푢′, 푢),
despue´s todos los de 퐴푖−1(푢′) y finalmente todos los valores de 퐵푖(푢).
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1. CA´CULO DE LOS VALORES DE Γ푖(푢′, 푢).
Los valores de 훾푖(푢′, 푢) se calculan como muestra la expresio´n (3.24) que
pertenece al cap´ıtulo 3.4.5.
훾푖(푢









El valor de la constante de canal se fija en este ejemplo con valor 퐿푐 = 2 y
la informacio´n a priori (como no hay dos decodificadores -como los habr´ıa en
el caso del turbo decodificador- no hay iteraciones con transmisio´n de infor-
macio´n) es 퐿(푏푖) = 0.
Por otro lado, como el codificador es de razo´n r=1
2
, cada bit de entrada tendra´
a la salida un bit sistema´tico ma´s un bit de paridad (푛 = 2).
Los valores de 푥푖푘, donde 푘 = (1, 2), son los valores teo´ricos que se deber´ıan
recibir a la salida en cada paso 푖 del trellis, 푖 = (1, ..., 8). Estos valores se
calculan, fijando el estado pasado 푢′ y el bit que provoca la transicio´n (1 o −1),
mediante el diagrama de transicio´n del trellis de la figura(4.5). El valor 푥푖1
corresponde al bit sistema´tico, 푥푖푠, y 푥푖2 corresponde al bit de paridad, 푥푖푝.
Los valores de 푦푖푘, , donde 푘 = (1, 2), corresponden a la palabra recibida a
trave´s del canal en cada paso 푖 del trellis, 푖 = (1, ..., 8). El valor 푦푖1 corresponde
al bit sistema´tico, 푦푖푠, y 푦푖2 corresponde al bit de paridad, 푦푖푝.
En este ejemplo se ha recibido:
푦푅 = [ 0, 838 1, 079 1, 117 -0, 943 -1, 012 0, 493 1, 107 -1, 041
1, 153 1, 189 0, 973 1, 103 -1, 106 0, 898 0, 879 0, 699]
as´ı que los valores definidos con anterioridad sera´n:
푦1푠 = 0, 838 푦2푠 = 1, 117 푦3푠 =-1, 012 푦4푠 = 1, 107 푦5푠 = 1, 153 푦6푠 = 0, 973 푦7푠 =-1, 106 푦8푠 = 0, 879
푦1푝 = 1, 079 푦2푝 =-0, 943 푦3푝 = 0, 493 푦4푝 =-1, 041 푦5푝 = 1, 189 푦6푝 = 1, 103 푦7푝 = 0, 898 푦8푝 = 0, 699
Con estos datos se puede reescribir 훾푖(푢′, 푢) de la siguiente manera:
훾푖(푢
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Finalmente se puede hallar el valor de Γ푖(푢′, 푢) mediante la relacio´n hallada en
la expresio´n (3.31)
Γ푖(푢
′, 푢) ≜ ln(훾푖(푢′, 푢)) = 푙푛(퐶푒푦푖푠푥푖푠+푦푖푝푥푖푝) = 퐾(푦푖푠푥푖푠 + 푦푖푝푥푖푝) (4.5)
donde K=ln(C) es una constante cuyo valor no tendra´ importancia al realizar
las comparaciones, as´ı que sera´ obviado para la realizacio´n de los ca´lculos.
(a) VALORES DE Γ푖(푢′, 푢) CUANDO SE HA RECIBIDO 푏푖 = −1.
푖 푦푖푠 푦푖푝 푢
′ 푢 푥푖푠 푥푖푝 Γ푖0(푢
′, 푢) = 푦푖푠푥푖푠 + 푦푖푝푥푖푝
1 0,838 1,079 1 1 -1 -1 -1,917
2 3 -1 -1 -1,917
3 2 -1 1 0,241
4 4 -1 1 0,241
푖 푦푖푠 푦푖푝 푢
′ 푢 푥푖푠 푥푖푝 Γ푖0(푢
′, 푢) = 푦푖푠푥푖푠 + 푦푖푝푥푖푝
2 1,117 -0,943 1 1 -1 -1 -0,174
2 3 -1 -1 -0,174
3 2 -1 1 -2,060
4 4 -1 1 -2,060
푖 푦푖푠 푦푖푝 푢
′ 푢 푥푖푠 푥푖푝 Γ푖0(푢
′, 푢) = 푦푖푠푥푖푠 + 푦푖푝푥푖푝
3 -1,012 0,493 1 1 -1 -1 0,519
2 3 -1 -1 0,519
3 2 -1 1 1,505
4 4 -1 1 1,505
푖 푦푖푠 푦푖푝 푢
′ 푢 푥푖푠 푥푖푝 Γ푖0(푢
′, 푢) = 푦푖푠푥푖푠 + 푦푖푝푥푖푝
4 1,107 -1,041 1 1 -1 -1 -0,066
2 3 -1 -1 -0,066
3 2 -1 1 -2,148
4 4 -1 1 -2,148
푖 푦푖푠 푦푖푝 푢
′ 푢 푥푖푠 푥푖푝 Γ푖0(푢
′, 푢) = 푦푖푠푥푖푠 + 푦푖푝푥푖푝
5 1,153 1,189 1 1 -1 -1 -2,342
2 3 -1 -1 -2,342
3 2 -1 1 0,036
4 4 -1 1 0,036
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푖 푦푖푠 푦푖푝 푢
′ 푢 푥푖푠 푥푖푝 Γ푖0(푢
′, 푢) = 푦푖푠푥푖푠 + 푦푖푝푥푖푝
6 0,973 1,103 1 1 -1 -1 -2,076
2 3 -1 -1 -2,076
3 2 -1 1 0,130
4 4 -1 1 0,130
푖 푦푖푠 푦푖푝 푢
′ 푢 푥푖푠 푥푖푝 Γ푖0(푢
′, 푢) = 푦푖푠푥푖푠 + 푦푖푝푥푖푝
7 -1,106 0,898 1 1 -1 -1 0,208
2 3 -1 -1 0,208
3 2 -1 1 2,004
4 4 -1 1 2,004
푖 푦푖푠 푦푖푝 푢
′ 푢 푥푖푠 푥푖푝 Γ푖0(푢
′, 푢) = 푦푖푠푥푖푠 + 푦푖푝푥푖푝
8 0,879 0,699 1 1 -1 -1 -1,578
2 3 -1 -1 -1,578
3 2 -1 1 -0,180
4 4 -1 1 -0,180
TABLA 4.1: Tablas de valores de Γ푖0 para cada paso del trellis
(b) VALORES DE Γ푖(푢′, 푢) CUANDO SE HA RECIBIDO 푏푖 = +1.
푖 푦푖푠 푦푖푝 푢
′ 푢 푥푖푠 푥푖푝 Γ푖0(푢
′, 푢) = 푦푖푠푥푖푠 + 푦푖푝푥푖푝
1 0,838 1,079 1 3 1 1 1,917
2 1 1 1 1,917
3 4 1 -1 -0,241
4 2 1 -1 -0,241
푖 푦푖푠 푦푖푝 푢
′ 푢 푥푖푠 푥푖푝 Γ푖0(푢
′, 푢) = 푦푖푠푥푖푠 + 푦푖푝푥푖푝
2 1,117 -0,943 1 3 1 1 0,174
2 1 1 1 0,174
3 4 1 -1 2,060
4 2 1 -1 2,060
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푖 푦푖푠 푦푖푝 푢
′ 푢 푥푖푠 푥푖푝 Γ푖0(푢
′, 푢) = 푦푖푠푥푖푠 + 푦푖푝푥푖푝
3 -1,012 0,493 1 3 1 1 -0,519
2 1 1 1 -0,519
3 4 1 -1 -1,505
4 2 1 -1 -1,505
푖 푦푖푠 푦푖푝 푢
′ 푢 푥푖푠 푥푖푝 Γ푖0(푢
′, 푢) = 푦푖푠푥푖푠 + 푦푖푝푥푖푝
4 1,107 -1,041 1 3 1 1 0,066
2 1 1 1 0,066
3 4 1 -1 2,148
4 2 1 -1 2,148
푖 푦푖푠 푦푖푝 푢
′ 푢 푥푖푠 푥푖푝 Γ푖0(푢
′, 푢) = 푦푖푠푥푖푠 + 푦푖푝푥푖푝
5 1,153 1,189 1 3 1 1 2,342
2 1 1 1 2,342
3 4 1 -1 -0,036
4 2 1 -1 -0,036
푖 푦푖푠 푦푖푝 푢
′ 푢 푥푖푠 푥푖푝 Γ푖0(푢
′, 푢) = 푦푖푠푥푖푠 + 푦푖푝푥푖푝
6 0,973 1,103 1 3 1 1 2,076
2 1 1 1 2,076
3 4 1 -1 -0,130
4 2 1 -1 -0,130
푖 푦푖푠 푦푖푝 푢
′ 푢 푥푖푠 푥푖푝 Γ푖0(푢
′, 푢) = 푦푖푠푥푖푠 + 푦푖푝푥푖푝
7 -1,106 0,898 1 3 1 1 -0,208
2 1 1 1 -0,208
3 4 1 -1 -2,004
4 2 1 -1 -2,004
푖 푦푖푠 푦푖푝 푢
′ 푢 푥푖푠 푥푖푝 Γ푖0(푢
′, 푢) = 푦푖푠푥푖푠 + 푦푖푝푥푖푝
8 0,879 0,699 1 3 1 1 1,578
2 1 1 1 1,578
3 4 1 -1 0,180
4 2 1 -1 0,180
TABLA 4.2: Tablas de valores de Γ푖1 para cada paso del trellis
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Resumiendo, los valores de Γ푖0(푢
′, 푢) y Γ푖1(푢
′, 푢) obtenidos son:
Γ푖0(푢
′, 푢) 푖 = 1 푖 = 2 푖 = 3 푖 = 4 푖 = 5 푖 = 6 푖 = 7 푖 = 8
푢′ = 1 -1,917 -0,174 0,519 -0,066 -2,342 -2,076 0,208 -1,578
푢′ = 2 -1,917 -0,174 0,519 -0,066 -2,342 -2,076 0,208 -1,578
푢′ = 3 0,241 -2,060 1,505 -2,148 0,036 0,130 2,004 -0,180
푢′ = 4 0,241 -2,060 1,505 -2,148 0,036 0,130 2,004 -0,180
TABLA 4.3: Tabla resumen de los valores de Γ푖0
Γ푖1(푢
′, 푢) 푖 = 1 푖 = 2 푖 = 3 푖 = 4 푖 = 5 푖 = 6 푖 = 7 푖 = 8
푢′ = 1 1,197 0,174 -0,519 0,066 2,342 2,076 -0,208 1,578
푢′ = 2 1,197 0,174 -0,519 0,066 2,342 2,076 -0,208 1,578
푢′ = 3 -0,241 2,060 -1,505 2,148 -0,036 -0,130 -2,004 0,180
푢′ = 4 -0,241 2,060 -1,505 2,148 -0,036 -0,130 -2,004 0,180
TABLA 4.4: Tabla resumen de los valores de Γ푖1
2. CA´CULO DE LOS VALORES DE 퐴푖−1(푢′).
Los valores de 퐴푖(푢) se calculan como muestra la expresio´n (3.32) que
pertenece al cap´ıtulo 3
퐴푖(푢) = max
푢′
(퐴푖−1(푢′) + Γ푖(푢′, 푢)) (4.6)
teniendo en cuenta que las condiciones iniciales son:
퐴푖=0(푢 = 1) = 0
퐴푖=0(푢) = −∞ 푠푖 푢 ∕= 1 (4.7)
Para realizar los ca´lculos, se fija el paso del trellis 푖 y el estado futuro 푢. En-
tonces, segu´n el bit que se haya recibido a la entrada, se tiene un determinado
estado pasado 푢′ y se obtienen los valores de 퐴푖(푢).
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푏푖푡(푖) = 0 푏푖푡(푖) = 1
푖 푢 푢′ 퐴푖−1(푢′) Γ푖0(푢
′, 푢) 퐴푖−1 + Γ푖0 푢
′ 퐴푖−1(푢′) Γ푖1(푢
′, 푢) 퐴푖−1 + Γ푖1 퐴푖(푢)
1 1 1 0 -1,917 -1,917 2 -∞ 1,917 -∞ -1,917
2 3 -∞ 0,241 -∞ 4 -∞ -0,241 -∞ -∞
3 2 -∞ -1,917 -∞ 1 0 1,917 1,917 1,917
4 4 -∞ 0,241 -∞ 3 -∞ -0,241 -∞ -∞
푏푖푡(푖) = 0 푏푖푡(푖) = 1
푖 푢 푢′ 퐴푖−1(푢′) Γ푖0(푢
′, 푢) 퐴푖−1 + Γ푖0 푢
′ 퐴푖−1(푢′) Γ푖1(푢
′, 푢) 퐴푖−1 + Γ푖1 퐴푖(푢)
2 1 1 -1,917 -0,174 -2,091 2 -∞ 0,174 -∞ -2,091
2 3 1,917 -2,060 -0,143 4 -∞ 2,060 -∞ -0,143
3 2 -∞ -0,174 -∞ 1 -1,917 0,174 -1,743 -1,743
4 4 -∞ -2,060 -∞ 3 1,917 2,060 3,977 3,977
푏푖푡(푖) = 0 푏푖푡(푖) = 1
푖 푢 푢′ 퐴푖−1(푢′) Γ푖0(푢
′, 푢) 퐴푖−1 + Γ푖0 푢
′ 퐴푖−1(푢′) Γ푖1(푢
′, 푢) 퐴푖−1 + Γ푖1 퐴푖(푢)
3 1 1 -2,091 0,519 -1,572 2 -0,143 -0,519 -0,662 -0,662
2 3 -1,743 1,505 -0,238 4 3,977 -1,505 2,472 2,472
3 2 -0,143 0,519 0,376 1 -2,091 -0,519 -2,610 0,376
4 4 3,977 1,505 5,482 3 -1,743 -1,505 -3,248 5,482
푏푖푡(푖) = 0 푏푖푡(푖) = 1
푖 푢 푢′ 퐴푖−1(푢′) Γ푖0(푢
′, 푢) 퐴푖−1 + Γ푖0 푢
′ 퐴푖−1(푢′) Γ푖1(푢
′, 푢) 퐴푖−1 + Γ푖1 퐴푖(푢)
4 1 1 -0,662 -0,066 -0,728 2 2,472 0,066 2,538 2,538
2 3 0,376 -2,148 -1,772 4 5,482 2,148 7,630 7,630
3 2 2,472 -0,066 2,406 1 -0,662 0,066 -0,596 2,406
4 4 5,482 -2,148 3,334 3 0,376 2,148 2,524 3,334
푏푖푡(푖) = 0 푏푖푡(푖) = 1
푖 푢 푢′ 퐴푖−1(푢′) Γ푖0(푢
′, 푢) 퐴푖−1 + Γ푖0 푢
′ 퐴푖−1(푢′) Γ푖1(푢
′, 푢) 퐴푖−1 + Γ푖1 퐴푖(푢)
5 1 1 2,538 -2,342 0,196 2 7,630 2,342 9,972 9,972
2 3 2,406 0,036 2,442 4 3,334 -0,036 3,298 3,298
3 2 7,630 -2,342 5,288 1 2,538 2,342 4,880 5,288
4 4 3,334 0,036 3,370 3 2,406 -0,036 2,370 3,370
푏푖푡(푖) = 0 푏푖푡(푖) = 1
푖 푢 푢′ 퐴푖−1(푢′) Γ푖0(푢
′, 푢) 퐴푖−1 + Γ푖0 푢
′ 퐴푖−1(푢′) Γ푖1(푢
′, 푢) 퐴푖−1 + Γ푖1 퐴푖(푢)
6 1 1 9,972 -2,076 7,896 2 3,298 2,076 5,374 7,896
2 3 5,288 0,130 5,418 4 3,370 -0,130 3,240 5,418
3 2 3,298 -2,076 1,222 1 9,972 2,076 12,048 12,048
4 4 3,370 0,130 3,500 3 5,288 -0,130 5,158 5,158
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푏푖푡(푖) = 0 푏푖푡(푖) = 1
푖 푢 푢′ 퐴푖−1(푢′) Γ푖0(푢
′, 푢) 퐴푖−1 + Γ푖0 푢
′ 퐴푖−1(푢′) Γ푖1(푢
′, 푢) 퐴푖−1 + Γ푖1 퐴푖(푢)
7 1 1 7,896 0,208 8,104 2 5,418 -0,208 5,210 8,104
2 3 12,048 2,004 14,052 4 5,158 -2,004 3,154 14,052
3 2 5,418 0,208 5,626 1 7,896 -0,208 7,688 7,688
4 4 5,158 2,004 7,162 3 12,048 -2,004 10,044 10,044
푏푖푡(푖) = 0 푏푖푡(푖) = 1
푖 푢 푢′ 퐴푖−1(푢′) Γ푖0(푢
′, 푢) 퐴푖−1 + Γ푖0 푢
′ 퐴푖−1(푢′) Γ푖1(푢
′, 푢) 퐴푖−1 + Γ푖1 퐴푖(푢)
8 1 1 8,104 -1,578 6,526 2 14,052 1,578 15,630 15,630
2 3 7,688 -0,180 7,508 4 10,044 0,180 10,224 10,224
3 2 14,052 -1,578 12,474 1 8,104 1,578 9,682 12,474
4 4 10,044 -0,180 9,864 3 7,688 0,180 7,868 9,864
TABLA 4.5: Tablas de valores de 퐴푖 para cada paso del trellis
Resumiendo, los valores de 퐴푖(푢) obtenidos son:
퐴푖(푢) 푖 = 0 푖 = 1 푖 = 2 푖 = 3 푖 = 4 푖 = 5 푖 = 6 푖 = 7 푖 = 8
푢 = 1 0 -1,917 -2,091 -0,662 2,538 9,972 7,896 8,104 15,630
푢 = 2 -∞ -∞ -0,143 2,472 7,630 3,298 5,418 14,052 10,224
푢 = 3 -∞ 1,917 -1,743 0,376 2,406 5,288 12,048 7,688 12,474
푢 = 4 -∞ -∞ 3,977 5,482 3,334 3,370 5,158 10,044 9,864
TABLA 4.6: Tabla resumen de los valores de 퐴푖
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3. CA´CULO DE LOS VALORES DE 퐵푖(푢).
Los valores de 퐵푖(푢) se calculan como muestra la expresio´n (3.33) que










teniendo en cuenta que las condiciones iniciales son:
퐵푖=8(푢 = 1) = 0
퐵푖=8(푢) = −∞ 푠푖 푢 ∕= 1 (4.9)
Para realizar los ca´lculos, se fija el paso del trellis 푖 y el estado pasado 푢′. En-
tonces, segu´n el bit que se haya recibido a la entrada, se tiene un determinado
estado futuro 푢 y se obtienen los valores de 퐵푖(푢).
푏푖푡(푖) = 0 푏푖푡(푖) = 1
푖 푢′ 푢 퐵푖+1(푢) Γ(푖+1)0(푢
′, 푢) 퐵 + Γ 푢 퐵푖+1(푢) Γ(푖+1)1(푢
′, 푢) 퐵 + Γ 퐵푖(푢′)
7 1 1 0 -1,578 -1,578 3 -∞ 1,578 -∞ -1,578
2 3 -∞ -1,578 -∞ 1 0 1,578 1,578 1,578
3 2 -∞ -0,180 -∞ 4 -∞ 0,180 -∞ -∞
4 4 -∞ -0,180 -∞ 2 -∞ 0,180 -∞ -∞
푏푖푡(푖) = 0 푏푖푡(푖) = 1
푖 푢′ 푢 퐵푖+1(푢) Γ(푖+1)0(푢
′, 푢) 퐵 + Γ 푢 퐵푖+1(푢) Γ(푖+1)1(푢
′, 푢) 퐵 + Γ 퐵푖(푢′)
6 1 1 -1,578 0,208 -1,370 3 -∞ - 0,208 -∞ -1,370
2 3 -∞ 0,208 -∞ 1 -1,578 -0,208 -1,786 -1,786
3 2 1,578 2,004 3,582 4 -∞ -2,004 -∞ 3,582
4 4 -∞ 2,004 -∞ 2 1,578 -2,004 -0,426 -0,426
푏푖푡(푖) = 0 푏푖푡(푖) = 1
푖 푢′ 푢 퐵푖+1(푢) Γ(푖+1)0(푢
′, 푢) 퐵 + Γ 푢 퐵푖+1(푢) Γ(푖+1)1(푢
′, 푢) 퐵 + Γ 퐵푖(푢′)
5 1 1 -1,370 -2,076 -3,446 3 3,582 2,076 5,658 5,658
2 3 3,582 -2,076 1,506 1 -1,370 2,076 0,706 1,506
3 2 -1,786 0,130 -1,656 4 -0,426 -0,130 -0,556 -0,556
4 4 -0,426 0,130 -0,296 2 -1,786 -0,130 -1,916 -0,296
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푏푖푡(푖) = 0 푏푖푡(푖) = 1
푖 푢′ 푢 퐵푖+1(푢) Γ(푖+1)0(푢
′, 푢) 퐵 + Γ 푢 퐵푖+1(푢) Γ(푖+1)1(푢
′, 푢) 퐵 + Γ 퐵푖(푢′)
4 1 1 5,658 -2,342 3,316 3 -0,556 2,342 1,786 3,316
2 3 -0,556 -2,342 -2,898 1 5,658 2,342 8,000 8,000
3 2 1,506 0,036 1,542 4 -0,296 -0,036 -0,332 1,542
4 4 -0,296 0,036 -0,260 2 1,506 -0,036 1,470 1,470
푏푖푡(푖) = 0 푏푖푡(푖) = 1
푖 푢′ 푢 퐵푖+1(푢) Γ(푖+1)0(푢
′, 푢) 퐵 + Γ 푢 퐵푖+1(푢) Γ(푖+1)1(푢
′, 푢) 퐵 + Γ 퐵푖(푢′)
3 1 1 3,316 -0,066 3,250 3 1,542 0,066 1,608 3,250
2 3 1,542 -0,066 1,476 1 3,316 0,066 3,382 3,382
3 2 8,000 -2,148 5,852 4 1,470 2,148 3,618 5,852
4 4 1,470 -2,148 -0,678 2 8,000 2,148 10,148 10,148
푏푖푡(푖) = 0 푏푖푡(푖) = 1
푖 푢′ 푢 퐵푖+1(푢) Γ(푖+1)0(푢
′, 푢) 퐵 + Γ 푢 퐵푖+1(푢) Γ(푖+1)1(푢
′, 푢) 퐵 + Γ 퐵푖(푢′)
2 1 1 3,250 0,519 3,769 3 5,852 -0,519 5,333 5,333
2 3 5,852 0,519 6,371 1 3,250 -0,519 2,731 6,371
3 2 3,382 1,505 4,887 4 10,148 -1,505 8,643 8,643
4 4 10,148 1,505 11,653 2 3,382 -1,505 1,877 11,653
푏푖푡(푖) = 0 푏푖푡(푖) = 1
푖 푢′ 푢 퐵푖+1(푢) Γ(푖+1)0(푢
′, 푢) 퐵 + Γ 푢 퐵푖+1(푢) Γ(푖+1)1(푢
′, 푢) 퐵 + Γ 퐵푖(푢′)
1 1 1 5,333 -0,174 5,159 3 8,643 0,174 8,817 8,817
2 3 8,643 -0,174 8,469 1 5,333 0,174 5,507 8,469
3 2 6,371 -2,060 4,311 4 11,653 2,060 13,713 13,713
4 4 11,653 -2,060 9,593 2 6,371 2,060 8,431 9,593
TABLA 4.7: Tablas de valores de 퐵푖 para cada paso del trellis
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Resumiendo, los valores de 퐵푖(푢′) obtenidos son:
퐵푖(푢
′) 푖 = 1 푖 = 2 푖 = 3 푖 = 4 푖 = 5 푖 = 6 푖 = 7 푖 = 8
푢′ = 1 8,817 5,333 3,250 3,316 5,658 -1,370 -1,578 0
푢′ = 2 8,469 6,371 3,382 8,000 1,506 -1,786 1,578 -∞
푢′ = 3 13,713 8,643 5,852 1,542 -0,556 3,582 -∞ -∞
푢′ = 4 9,593 11,653 10,148 1,470 -0,296 -0,426 -∞ -∞
TABLA 4.8: Tabla resumen de los valores de 퐵푖
4. CA´CULO DE LOS VALORES DE 흈풊(푢′, 푢).
Los valores de 흈풊(푢′, 푢) se calculan como muestra la expresio´n (3.34) que
pertenece al cap´ıtulo 3. A continuacio´n se reorganiza dicha fo´rmula con la
nomenclatura usada en este ejemplo.
퐿(푏푖 ∣ 푌 푛1 ) = max{푢′,푢}⇒푏푖=+1(퐴푖−1(푢
′) + Γ푖(푢′, 푢) +퐵푖(푢))
− max
{푢′,푢}⇒푏푖=−1
























Para realizar los ca´lculos, se fija el paso del trellis 푖 y el estado pasado 푢′. En-
tonces, segu´n el bit que se haya recibido a la entrada, se tiene un determinado
estado futuro 푢 y se obtienen los valores de 흈풊(푢′, 푢).
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(a) VALORES DE 흈풊(푢′, 푢) CUANDO SE HA RECIBIDO 푏푖 = −1.
Los valores de 흈풊(푢′, 푢) cuando se ha recibido 푏푖 = −1 se calculan me-
diante la expresio´n:
흈풊0(푢
′, 푢) = 퐴푖−1(푢′) + Γ푖0(푢
′, 푢) +퐵푖(푢) (4.11)
para cada paso 푖 del trellis y cada posible estado anterior 푢′.
푖 푢′ 푢 퐴푖−1(푢′) Γ푖0(푢
′, 푢) 퐵푖(푢) 흈풊0(푢
′, 푢)
1 1 1 0 -1,917 8,817 6,9
2 3 -∞ -1,917 13,713 -∞
3 2 -∞ 0,241 8,469 -∞
4 4 -∞ 0,241 9,593 -∞
푖 푢′ 푢 퐴푖−1(푢′) Γ푖0(푢
′, 푢) 퐵푖(푢) 흈풊0(푢
′, 푢)
2 1 1 -1,917 -0,174 5,333 3,242
2 3 -∞ -0,174 8,643 -∞
3 2 1,917 -2,060 6,371 6,228
4 4 -∞ -2,060 11,653 -∞
푖 푢′ 푢 퐴푖−1(푢′) Γ푖0(푢
′, 푢) 퐵푖(푢) 흈풊0(푢
′, 푢)
3 1 1 -2,091 0,519 3,250 1,678
2 3 -0,143 0,519 5,852 6,228
3 2 -1,743 1,505 3,382 3,144
4 4 3,977 1,505 10,148 15,630
푖 푢′ 푢 퐴푖−1(푢′) Γ푖0(푢
′, 푢) 퐵푖(푢) 흈풊0(푢
′, 푢)
4 1 1 -0,662 -0,066 3,316 2,588
2 3 2,472 -0,066 1,542 3,948
3 2 0,376 -2,148 8,000 6,228
4 4 5,482 -2,148 1,470 4,804
푖 푢′ 푢 퐴푖−1(푢′) Γ푖0(푢
′, 푢) 퐵푖(푢) 흈풊0(푢
′, 푢)
5 1 1 2,538 -2,342 5,658 5,854
2 3 7,630 -2,342 -0,556 4,732
3 2 2,406 0,036 1,506 3,948
4 4 3,334 0,036 -0,296 3,074
푖 푢′ 푢 퐴푖−1(푢′) Γ푖0(푢
′, 푢) 퐵푖(푢) 흈풊0(푢
′, 푢)
6 1 1 9,972 -2,076 -1,370 6,526
2 3 3,298 -2,076 3,582 4,804
3 2 5,288 0,130 -1,786 3,632
4 4 3,370 0,130 -0,426 3,074
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푖 푢′ 푢 퐴푖−1(푢′) Γ푖0(푢
′, 푢) 퐵푖(푢) 흈풊0(푢
′, 푢)
7 1 1 7,896 0,208 -1,578 6,526
2 3 5,418 0,208 -∞ -∞
3 2 12,048 2,004 1,578 15,630
4 4 5,158 2,004 -∞ -∞
푖 푢′ 푢 퐴푖−1(푢′) Γ푖0(푢
′, 푢) 퐵푖(푢) 흈풊0(푢
′, 푢)
8 1 1 8,104 -1,578 0 6,526
2 3 14,052 -1,578 -∞ -∞
3 2 7,688 -0,180 -∞ -∞
4 4 10,044 -0,180 -∞ -∞
TABLA 4.9: Tablas de valores de 흈풊0(푢′, 푢) para cada paso del trellis
(b) VALORES DE 흈풊(푢′, 푢) CUANDO SE HA RECIBIDO 푏푖 = +1.
Los valores de 흈풊(푢′, 푢) cuando se ha recibido 푏푖 = +1 se calculan me-
diante la expresio´n:
흈풊1(푢
′, 푢) = 퐴푖−1(푢′) + Γ푖1(푢
′, 푢) +퐵푖(푢) (4.12)
para cada paso 푖 del trellis y cada posible estado anterior 푢′.
푖 푢′ 푢 퐴푖−1(푢′) Γ푖1(푢
′, 푢) 퐵푖(푢) 흈풊1(푢
′, 푢)
1 1 3 0 1,917 13,713 15,630
2 1 -∞ 1,917 8,817 -∞
3 4 -∞ -0,241 9,593 -∞
4 2 -∞ -0,241 8,469 -∞
푖 푢′ 푢 퐴푖−1(푢′) Γ푖1(푢
′, 푢) 퐵푖(푢) 흈풊1(푢
′, 푢)
2 1 3 -1,917 0,174 8,643 6,900
2 1 -∞ 0,174 5,333 -∞
3 4 1,917 2,060 11,653 15,630
4 2 -∞ 2,060 6,371 -∞
61
CAPI´TULO 4. EL ALGORITMO MAX-LOG LIST (MLLA)
푖 푢′ 푢 퐴푖−1(푢′) Γ푖1(푢
′, 푢) 퐵푖(푢) 흈풊1(푢
′, 푢)
3 1 3 -2,091 -0,519 5,852 3,242
2 1 -0,143 -0,519 3,250 2,588
3 4 -1,743 -1,505 10,148 6,900
4 2 3,977 -1,505 3,382 5,854
푖 푢′ 푢 퐴푖−1(푢′) Γ푖1(푢
′, 푢) 퐵푖(푢) 흈풊1(푢
′, 푢)
4 1 3 -0,662 0,066 1,542 0,946
2 1 2,472 0,066 3,316 5,854
3 4 0,376 2,148 1,470 3,994
4 2 5,482 2,148 8,000 15,630
푖 푢′ 푢 퐴푖−1(푢′) Γ푖1(푢
′, 푢) 퐵푖(푢) 흈풊1(푢
′, 푢)
5 1 3 2,538 2,342 -0,556 4,324
2 1 7,630 2,342 5,658 15,63
3 4 2,406 -0,036 -0,296 2,074
4 2 3,334 -0,036 1,506 4,804
푖 푢′ 푢 퐴푖−1(푢′) Γ푖1(푢
′, 푢) 퐵푖(푢) 흈풊1(푢
′, 푢)
6 1 3 9,972 2,076 3,582 15,630
2 1 3,298 2,076 -1,370 4,004
3 4 5,288 -0,130 -0,426 4,732
4 2 3,370 -0,130 -1,786 1,454
푖 푢′ 푢 퐴푖−1(푢′) Γ푖1(푢
′, 푢) 퐵푖(푢) 흈풊1(푢
′, 푢)
7 1 3 7,896 -0,208 -∞ -∞
2 1 5,418 -0,208 -1,578 3,632
3 4 12,048 -2,004 -∞ -∞
4 2 5,158 -2,004 1,578 4,732
푖 푢′ 푢 퐴푖−1(푢′) Γ푖1(푢
′, 푢) 퐵푖(푢) 흈풊1(푢
′, 푢)
8 1 3 8,104 1,578 -∞ -∞
2 1 14,052 1,578 0 15,63
3 4 7,688 0,180 -∞ -∞
4 2 10,044 0,180 -∞ -∞
TABLA 4.10: Tablas de valores de 흈풊1(푢′, 푢) para cada paso del trellis
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Resumiendo, los valores de 흈풊0(푢′, 푢) y 흈풊1(푢′, 푢) obtenidos son:
흈풊0(푢
′, 푢) 푖 = 1 푖 = 2 푖 = 3 푖 = 4 푖 = 5 푖 = 6 푖 = 7 푖 = 8
푢′ = 1 6,900 3,242 1,678 2,588 5,854 6,526 6,526 6,526
푢′ = 2 -∞ -∞ 6,228 3,948 4,732 4,804 -∞ -∞
푢′ = 3 -∞ 6,228 3,144 6,228 3,948 3,632 15,630 -∞
푢′ = 4 -∞ -∞ 15,630 4,804 3,074 3,074 -∞ -∞
TABLA 4.11: Tabla resumen de los valores de 흈풊0(푢′, 푢)
흈풊1(푢
′, 푢) 푖 = 1 푖 = 2 푖 = 3 푖 = 4 푖 = 5 푖 = 6 푖 = 7 푖 = 8
푢′ = 1 15,630 6,900 3,242 0,946 4,324 15,630 -∞ -∞
푢′ = 2 -∞ -∞ 2,588 5,854 15,630 4,004 3,632 15,630
푢′ = 3 -∞ 15,630 6,900 3,994 2,074 4,732 -∞ -∞
푢′ = 4 -∞ -∞ 5,854 15,630 4,804 1,454 4,732 -∞
TABLA 4.12: Tabla resumen de los valores de 흈풊1(푢′, 푢)
Aqu´ı finaliza la obtencio´n de las me´tricas entregadas por el algoritmo Max-
Log-MAP. A continuacio´n, el MLLA guarda las me´tricas 흈풊(푢′, 푢) del segundo mejor
camino que entra en cualquier estado 푢 en el paso 푖 en una matriz llamada 퐴.
El almacenamiento de valores en la matriz 퐴 se realiza como indica la figura 4.1.
Es decir, desde los pasos del trellis 푖 = 8 hasta 푖 = 1, para cada estado 푢 = 1, 푢 = 2,
푢 = 3 y 푢 = 4, se deben mirar los posibles estados anteriores 푢′ (dependiendo de si
el bit que provoca la transicio´n es 푏(푖) = 0 o 푏(푖) = 1) que correspondan segu´n el
trellis, y se elige el de menor valor de 흈풊(푢′, 푢) para almacenar en la matriz 퐴.
En el caso del paso i=8, se guardan tanto el valor ma´ximo como el mı´nimo de
흈풊(푢
′, 푢).
A continuacio´n se muestran las comparaciones hechas para obtener los valores
de las me´tricas que formara´n la matriz 퐴.
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푖 = 8 푖 = 7 푖 = 6 푖 = 5
푢 = 1 푏(푖) = 0 푢′ = 1 흈풊0(푢
′, 푢) 6,526 6,526 6,526 5,854
푏(푖) = 1 푢′ = 2 흈풊1(푢
′, 푢) 15,630 3,632 4,004 15,630
퐴 = 푚푖푛(흈풊0(푢
′, 푢),흈풊1(푢




푖 = 4 푖 = 3 푖 = 2 푖 = 1
푢 = 1 푏(푖) = 0 푢′ = 1 흈풊0(푢
′, 푢) 2,588 1,678 3,242 6,900
푏(푖) = 1 푢′ = 2 흈풊1(푢
′, 푢) 5,854 2,588 -∞ -∞
퐴 = 푚푖푛(흈풊0(푢
′, 푢),흈풊1(푢
′, 푢)) 2,588 1,678 -∞ -∞
푖 = 8 푖 = 7 푖 = 6 푖 = 5
푢 = 2 푏(푖) = 0 푢′ = 3 흈풊0(푢
′, 푢) -∞ 15,630 3,632 3,948
푏(푖) = 1 푢′ = 4 흈풊1(푢
′, 푢) -∞ 4,732 1,454 4,804
퐴 = 푚푖푛(흈풊0(푢
′, 푢),흈풊1(푢




푖 = 4 푖 = 3 푖 = 2 푖 = 1
푢 = 2 푏(푖) = 0 푢′ = 3 흈풊0(푢
′, 푢) 6,228 3,144 6,228 -∞
푏(푖) = 1 푢′ = 4 흈풊1(푢
′, 푢) 15,630 5,854 -∞ -∞
퐴 = 푚푖푛(흈풊0(푢
′, 푢),흈풊1(푢
′, 푢)) 6,228 3,144 -∞ -∞
푖 = 8 푖 = 7 푖 = 6 푖 = 5
푢 = 3 푏(푖) = 0 푢′ = 2 흈풊0(푢
′, 푢) -∞ -∞ 4,803 4,732
푏(푖) = 1 푢′ = 1 흈풊1(푢
′, 푢) -∞ -∞ 15,630 4,324
퐴 = 푚푖푛(흈풊0(푢
′, 푢),흈풊1(푢




푖 = 4 푖 = 3 푖 = 2 푖 = 1
푢 = 3 푏(푖) = 0 푢′ = 2 흈풊0(푢
′, 푢) 3,948 6,228 -∞ -∞
푏(푖) = 1 푢′ = 1 흈풊1(푢
′, 푢) 0,946 3,242 6,900 15,630
퐴 = 푚푖푛(흈풊0(푢
′, 푢),흈풊1(푢
′, 푢)) 0,946 3,242 -∞ -∞
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푖 = 8 푖 = 7 푖 = 6 푖 = 5
푢 = 4 푏(푖) = 0 푢′ = 4 흈풊0(푢
′, 푢) -∞ -∞ 3,074 3,074
푏(푖) = 1 푢′ = 3 흈풊1(푢
′, 푢) -∞ -∞ 4,732 2,074
퐴 = 푚푖푛(흈풊0(푢
′, 푢),흈풊1(푢




푖 = 4 푖 = 3 푖 = 2 푖 = 1
푢 = 4 푏(푖) = 0 푢′ = 4 흈풊0(푢
′, 푢) 4,804 15,630 -∞ -∞
푏(푖) = 1 푢′ = 3 흈풊1(푢
′, 푢) 3,994 6,900 15,630 -∞
퐴 = 푚푖푛(흈풊0(푢
′, 푢),흈풊1(푢
′, 푢)) 3,994 6,900 -∞ -∞
TABLA 4.13: Comparacio´n de las me´tricas para obtener la matriz A
Algunos de los valores de las me´tricas obtenidas son -∞, es decir, son transiciones
sin probabilidad de ser producidas. As´ı que estas me´tricas no se registran en la matriz
퐴 y e´sta tiene un total de ℒ = 20 valores de me´tricas diferentes.















Por tanto, para cada me´trica debe guardarse tambie´n el estado 푢, el estado 푢′, y
el paso del trellis 푖 en que se produce la transicio´n.
Teniendo en cuenta todo esto, la matriz 퐴 queda de la siguiente manera:
푙 = 1 푙 = 2 푙 = 3 푙 = 4 푙 = 5 푙 = 6 푙 = 7
퐴[푙].흈풊(푢
′, 푢) 15,630 6,526 3,632 4,732 4,004 1,454 4,804
퐴[푙].푢 1 1 1 2 1 2 3
퐴[푙].푢′ 2 1 2 4 2 4 2
퐴[푙].푖 8 8 7 7 6 6 6
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푙 = 8 푙 = 9 푙 = 10 푙 = 11 푙 = 12 푙 = 13 푙 = 14
퐴[푙].흈풊(푢
′, 푢) 3,074 5,854 3,948 4,324 2,074 2,588 6,228
퐴[푙].푢 4 1 2 3 4 1 2
퐴[푙].푢′ 4 1 3 1 3 1 3
퐴[푙].푖 6 5 5 5 5 4 4
푙 = 15 푙 = 16 푙 = 17 푙 = 18 푙 = 19 푙 = 20
퐴[푙].흈풊(푢
′, 푢) 0,946 3,994 1,678 3,144 3,242 6,900
퐴[푙].푢 3 4 1 2 3 4
퐴[푙].푢′ 1 3 1 3 1 3
퐴[푙].푖 4 4 3 3 3 3
TABLA 4.14: Matriz 퐴
Una vez obtenida la matriz A se reordenan sus columnas en una nueva matriz lla-
mada 푅 cuyas columnas cumplen la siguiente condicio´n para todo 푙 = 1, 2, 3, ..., 20:
푅[푙].흈풊(푢
′, 푢)≥ 푅[푙 + 1].흈풊(푢′, 푢)
푙 = 1 푙 = 2 푙 = 3 푙 = 4 푙 = 5 푙 = 6 푙 = 7
푅[푙].흈풊(푢
′, 푢) 15,630 6,900 6,526 6,228 5,854 4,804 4,732
푅[푙].푢 1 4 1 2 1 3 2
푅[푙].푢′ 2 3 1 3 1 2 4
푅[푙].푖 8 3 8 4 5 6 7
푙 = 8 푙 = 9 푙 = 10 푙 = 11 푙 = 12 푙 = 13 푙 = 14
푅[푙].흈풊(푢
′, 푢) 4,324 4,004 3,994 3,948 3,632 3,242 3,144
푅[푙].푢 3 1 4 2 1 3 2
푅[푙].푢′ 1 2 3 3 2 1 3
푅[푙].푖 5 6 4 5 7 3 3
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푙 = 15 푙 = 16 푙 = 17 푙 = 18 푙 = 19 푙 = 20
푅[푙].흈풊(푢
′, 푢) 3,074 2,588 2,074 1,678 1,454 0,946
푅[푙].푢 4 1 4 1 2 3
푅[푙].푢′ 4 1 3 1 4 1
푅[푙].푖 6 4 5 3 6 4
TABLA 4.15: Matriz 푅
A continuacio´n se obtiene la estimacio´n soft de la palabra a la entrada del co-
dificador convolucional ma´s los dos bits de cola (푥′푅푠표푓푡). Es decir, la estimacio´n de
푥 = [11011101]. Dicha estimacio´n se obtiene como en el algoritmo Max-Log-MAP:












Para cada paso del trellis se determina el s´ımbolo 푠표푓푡 de salida restando al valor
ma´ximo de 흈풊1(푢′, 푢) el valor ma´ximo de 흈풊0(푢′, 푢). Los valores ma´ximos de 흈풊0(푢′, 푢)
para cada paso del trellis se muestran en la tabla 4.16. Los valores ma´ximos de
흈풊1(푢
′, 푢) para cada paso del trellis se muestran en la tabla 4.17.
흈풊0(푢
′, 푢) 푖 = 1 푖 = 2 푖 = 3 푖 = 4 푖 = 5 푖 = 6 푖 = 7 푖 = 8
푢′ = 1 6,900 3,242 1,678 2,588 5,854 6,526 6,526 6,526
푢′ = 2 -∞ -∞ 6,228 3,948 4,732 4,804 -∞ -∞
푢′ = 3 -∞ 6,228 3,144 6,228 3,948 3,632 15,630 -∞
푢′ = 4 -∞ -∞ 15,630 4,804 3,074 3,074 -∞ -∞
max흈풊0 6,900 6,228 15,630 6,228 5,854 6,526 15,630 6,526
TABLA 4.16: Tabla de los valores ma´ximos de 흈풊0(푢′, 푢)
67
CAPI´TULO 4. EL ALGORITMO MAX-LOG LIST (MLLA)
흈풊1(푢
′, 푢) 푖 = 1 푖 = 2 푖 = 3 푖 = 4 푖 = 5 푖 = 6 푖 = 7 푖 = 8
푢′ = 1 15,630 6,900 3,242 0,946 4,324 15,630 -∞ -∞
푢′ = 2 -∞ -∞ 2,588 5,854 15,630 4,004 3,632 15,630
푢′ = 3 -∞ 15,630 6,900 3,994 2,074 4,732 -∞ -∞
푢′ = 4 -∞ -∞ 5,854 15,630 4,804 1,454 4,732 -∞
max흈풊1 15,630 15,630 6,900 15,630 15,630 15,630 4,732 15,630
TABLA 4.17: Tabla de los valores ma´ximos de 흈풊1(푢′, 푢)
As´ı que la obtencio´n de la secuencia 푥′푅푠표푓푡 es:
푖 = 1 푖 = 2 푖 = 3 푖 = 4 푖 = 5 푖 = 6 푖 = 7 푖 = 8
max흈풊1 15,630 15,630 6,900 15,630 15,630 15,630 4,732 15,630
max흈풊0 6,900 6,228 15,630 6,228 5,854 6,526 15,630 6,526
푥′푅푠표푓푡(푖) 8,730 9,402 -8,730 9,402 9,776 9,104 -10,898 9,104
TABLA 4.18: Secuencia con valores de s´ımbolo soft (푥′푅푠표푓푡)
La estimacio´n 푠표푓푡 de la secuencia de entrada 푥퐶 = [110111], es la de la palabra
푥′푅푠표푓푡 sin los u´ltimos dos bits, que han sido an˜adidos a la entrada del codificador
convolucional para que el estado inicial y final del trellis fueran el mismo :
푖 = 1 푖 = 2 푖 = 3 푖 = 4 푖 = 5 푖 = 6
푥푅푠표푓푡(푖) 8,730 9,402 -8,730 9,402 9,776 9,104
TABLA 4.19: Estimacio´n 푠표푓푡 de la secuencia de entrada 푥퐶
Por u´ltimo se ejecuta la subrutina traceback. El anterior (푢′) y posterior (푢)
estado de cada registro son usados para recuperar la correspondiente secuencia de
informacio´n de la manera que muestra la figura 4.2. Las operaciones empiezan en
el paso de trellis donde el registro de la transicio´n ha sido originalmente insertado
en la lista.
La primera secuencia recuperada es la correspondiente a la me´trica almacenada
en 푅(푙 = 1).
1. Secuencia correspondiente a la me´trica almacenada en 푅(푙 = 1)
Los valores guardados en la posicio´n 푙 = 1 de la matriz 푅 son:
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푙 = 1
푅[푙 = 1].푖 = 8
푅[푙 = 1].흈풊(푢
′, 푢)= 15, 630
푅[푙 = 1].푢′ = 2 / 푅[푙 = 1].푢 = 1
풃1(8) = 1
(a) Bucle I.
Este bucle no se ejecuta porque 푗 = 푖 + 1 = 8 + 1 = 9 es mayor que 푁
(푁 = 8).
(b) Bucle II.
푢 = 푅[푙 = 1].푢′ = 2
푗 = 푅[푙 = 1].푖− 1 = 8− 1 = 7
i. Iteracio´n j=7.
푢′ = max푢′(흈풋(푢′, 푢 = 2))
푢′ =
⎧⎨⎩
si 푏1(7) = 0 ⇒ 푢′ = 3 ⇒ 흈70(3, 2) = 15, 630
si 푏1(7) = 1 ⇒ 푢′ = 4 ⇒ 흈71(4, 2) = 4, 732
⎫⎬⎭ = 3
풃1(7)= 푏푖푡(푢
′ = 3, 푢 = 2) =0
푢 = 푢′ = 3
ii. Iteracio´n j=6.
푗 = 7− 1 = 6
푢′ = max푢′(흈풋(푢′, 푢 = 3))
푢′ =
⎧⎨⎩
si 푏1(6) = 0 ⇒ 푢′ = 2 ⇒ 흈60(2, 3) = 4, 804
si 푏1(6) = 1 ⇒ 푢′ = 1 ⇒ 흈61(1, 3) = 15, 630
⎫⎬⎭ = 1
풃1(6)= 푏푖푡(푢
′ = 1, 푢 = 1) =1
푢 = 푢′ = 1
iii. Iteracio´n j=5.
푗 = 6− 1 = 5
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푢′ = max푢′(흈풋(푢′, 푢 = 1))
푢′ =
⎧⎨⎩
si 푏1(5) = 0 ⇒ 푢′ = 1 ⇒ 흈50(1, 1) = 5, 854
si 푏1(5) = 1 ⇒ 푢′ = 2 ⇒ 흈51(2, 1) = 15, 630
⎫⎬⎭ = 2
풃1(5)= 푏푖푡(푢
′ = 2, 푢 = 1) =1
푢 = 푢′ = 2
iv. Iteracio´n j=4.
푗 = 5− 1 = 4
푢′ = max푢′(흈풋(푢′, 푢 = 2))
푢′ =
⎧⎨⎩
si 푏1(4) = 0 ⇒ 푢′ = 3 ⇒ 흈40(3, 2) = 6, 228
si 푏1(4) = 1 ⇒ 푢′ = 4 ⇒ 흈41(4, 2) = 15, 630
⎫⎬⎭ = 4
풃1(4)= 푏푖푡(푢
′ = 4, 푢 = 2) =1
푢 = 푢′ = 4
v. Iteracio´n j=3.
푗 = 4− 1 = 3
푢′ = max푢′(흈풋(푢′, 푢 = 4))
푢′ =
⎧⎨⎩
si 푏1(3) = 0 ⇒ 푢′ = 4 ⇒ 흈30(4, 4) = 15, 630
si 푏1(3) = 1 ⇒ 푢′ = 3 ⇒ 흈31(3, 4) = 6, 900
⎫⎬⎭ = 4
풃1(3)= 푏푖푡(푢
′ = 4, 푢 = 4) =0
푢 = 푢′ = 4
vi. Iteracio´n j=2.
푗 = 3− 1 = 2
푢′ = max푢′(흈풋(푢′, 푢 = 4))
푢′ =
⎧⎨⎩
si 푏1(2) = 0 ⇒ 푢′ = 4 ⇒ 흈20(4, 4) = −∞
si 푏1(2) = 1 ⇒ 푢′ = 3 ⇒ 흈21(3, 4) = 15, 630
⎫⎬⎭ = 3
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풃1(2)= 푏푖푡(푢
′ = 3, 푢 = 4) =1
푢 = 푢′ = 3
vii. Iteracio´n j=1.
푗 = 2− 1 = 1
푢′ = max푢′(흈풋(푢′, 푢 = 3))
푢′ =
⎧⎨⎩
si 푏1(1) = 0 ⇒ 푢′ = 2 ⇒ 흈10(2, 3) = −∞
si 푏1(1) = 1 ⇒ 푢′ = 1 ⇒ 흈11(1, 3) = 15, 630
⎫⎬⎭ = 1
풃1(1)= 푏푖푡(푢
′ = 1, 푢 = 3) =1
푢 = 푢′ = 1
Por tanto, la posible palabra recibida correspondiente a la me´trica almacenada
en 푅(푙 = 1) es:
푏푙(푖) 푖 = 1 푖 = 2 푖 = 3 푖 = 4 푖 = 5 푖 = 6 푖 = 7 푖 = 8
푙 = 1 1 1 0 1 1 1 0 1
TABLA 4.20: Secuencia correspondiente a la me´trica almacenada en 푅(푙 = 1)
La segunda secuencia recuperada es la correspondiente a la me´trica almace-
nada en 푅(푙 = 2).
2. Secuencia correspondiente a la me´trica almacenada en 푅(푙 = 2)
Los valores guardados en la posicio´n 푙 = 2 de la matriz 푅 son:
푙 = 2
푅[푙 = 2].푖 = 3
푅[푙 = 2].흈풊(푢
′, 푢)= 6, 900
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i. Iteracio´n j=4.
푗 = 3 + 1 = 4
푢′ = 푢 = 4
푢 = max푢(흈풋(푢
′ = 4, 푢))
푢 =
⎧⎨⎩
si 푏2(4) = 0 ⇒ 푢 = 4 ⇒ 흈40(4, 4) = 4, 804
si 푏2(4) = 1 ⇒ 푢 = 2 ⇒ 흈41(4, 2) = 15, 630
⎫⎬⎭ = 2
풃2(4)= 푏푖푡(푢
′ = 4, 푢 = 2) =1
ii. Iteracio´n j=5.
푗 = 4 + 1 = 5
푢′ = 푢 = 2
푢 = max푢(흈풋(푢
′ = 2, 푢))
푢 =
⎧⎨⎩
si 푏2(5) = 0 ⇒ 푢 = 3 ⇒ 흈50(2, 3) = 4, 732
si 푏2(5) = 1 ⇒ 푢 = 1 ⇒ 흈51(2, 1) = 15, 630
⎫⎬⎭ = 1
풃2(5)= 푏푖푡(푢
′ = 2, 푢 = 1) =1
iii. Iteracio´n j=6.
푗 = 5 + 1 = 6
푢′ = 푢 = 1
푢 = max푢(흈풋(푢
′ = 1, 푢))
푢 =
⎧⎨⎩
si 푏2(6) = 0 ⇒ 푢 = 1 ⇒ 흈60(1, 1) = 6, 526
si 푏2(6) = 1 ⇒ 푢 = 3 ⇒ 흈61(1, 3) = 15, 630
⎫⎬⎭ = 3
풃2(6)= 푏푖푡(푢
′ = 1, 푢 = 3) =1
iv. Iteracio´n j=7.
푗 = 6 + 1 = 7
푢′ = 푢 = 3
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푢 = max푢(흈풋(푢
′ = 3, 푢))
푢 =
⎧⎨⎩
si 푏2(7) = 0 ⇒ 푢 = 2 ⇒ 흈70(3, 2) = 15, 630
si 푏2(7) = 1 ⇒ 푢 = 4 ⇒ 흈71(3, 4) = −∞
⎫⎬⎭ = 2
풃2(7)= 푏푖푡(푢
′ = 3, 푢 = 2) =0
v. Iteracio´n j=8.
푗 = 7 + 1 = 8
푢′ = 푢 = 2
푢 = max푢(흈풋(푢
′ = 2, 푢))
푢 =
⎧⎨⎩
si 푏2(8) = 0 ⇒ 푢 = 3 ⇒ 흈80(2, 3) = −∞
si 푏2(8) = 1 ⇒ 푢 = 1 ⇒ 흈81(2, 1) = 15, 630
⎫⎬⎭ = 3
풃2(8)= 푏푖푡(푢
′ = 2, 푢 = 3) =1
(b) Bucle II.
푢 = 푅[푙 = 2].푢′ = 3
푗 = 푅[푙 = 2].푖− 1 = 3− 1 = 2
i. Iteracio´n j=2.
푢′ = max푢′(흈풋(푢′, 푢 = 3))
푢′ =
⎧⎨⎩
si 푏2(2) = 0 ⇒ 푢′ = 2 ⇒ 흈20(2, 3) = −∞
si 푏2(2) = 1 ⇒ 푢′ = 1 ⇒ 흈21(1, 3) = 6, 900
⎫⎬⎭ = 1
풃2(2)= 푏푖푡(푢
′ = 1, 푢 = 3) =1
푢 = 푢′ = 1
ii. Iteracio´n j=1.
푗 = 2− 1 = 1
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푢′ = max푢′(흈풋(푢′, 푢 = 1))
푢′ =
⎧⎨⎩
si 푏2(1) = 0 ⇒ 푢′ = 1 ⇒ 흈10(1, 1) = 6, 900
si 푏2(1) = 1 ⇒ 푢′ = 2 ⇒ 흈11(2, 1) = −∞
⎫⎬⎭ = 1
풃2(1)= 푏푖푡(푢
′ = 1, 푢 = 1) =0
푢 = 푢′ = 1
Por tanto, la posible palabra recibida correspondiente a la me´trica almacenada
en 푅(푙 = 2) es:
푏푙(푖) 푖 = 1 푖 = 2 푖 = 3 푖 = 4 푖 = 5 푖 = 6 푖 = 7 푖 = 8
푙 = 2 0 1 1 1 1 1 0 1
TABLA 4.21: Secuencia correspondiente a la me´trica almacenada en 푅(푙 = 2)
La tercera secuencia recuperada es la correspondiente a la me´trica almacenada
en 푅(푙 = 3).
3. Secuencia correspondiente a la me´trica almacenada en 푅(푙 = 3)
Los valores guardados en la posicio´n 푙 = 3 de la matriz 푅 son:
푙 = 3
푅[푙 = 3].푖 = 8
푅[푙 = 3].흈풊(푢
′, 푢)= 6, 526
푅[푙 = 3].푢′ = 1 / 푅[푙 = 3].푢 = 1
풃3(8) = 0
(a) Bucle I.
Este bucle no se ejecuta porque 푗 = 푖 + 1 = 8 + 1 = 9 es mayor que 푁
(푁 = 8).
(b) Bucle II.
푢 = 푅[푙 = 3].푢′ = 1
푗 = 푅[푙 = 3].푖− 1 = 8− 1 = 7
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i. Iteracio´n j=7.
푢′ = max푢′(흈풋(푢′, 푢 = 1))
푢′ =
⎧⎨⎩
si 푏3(7) = 0 ⇒ 푢′ = 1 ⇒ 흈70(1, 1) = 6, 526
si 푏3(7) = 1 ⇒ 푢′ = 2 ⇒ 흈71(2, 1) = 3, 632
⎫⎬⎭ = 1
풃3(7)= 푏푖푡(푢
′ = 1, 푢 = 1) =0
푢 = 푢′ = 1
ii. Iteracio´n j=6.
푗 = 7− 1 = 6
푢′ = max푢′(흈풋(푢′, 푢 = 1))
푢′ =
⎧⎨⎩
si 푏3(6) = 0 ⇒ 푢′ = 1 ⇒ 흈60(1, 1) = 6, 526
si 푏3(6) = 1 ⇒ 푢′ = 2 ⇒ 흈61(2, 1) = 4, 004
⎫⎬⎭ = 1
풃3(6)= 푏푖푡(푢
′ = 1, 푢 = 1) =0
푢 = 푢′ = 1
iii. Iteracio´n j=5.
푗 = 6− 1 = 5
푢′ = max푢′(흈풋(푢′, 푢 = 1))
푢′ =
⎧⎨⎩
si 푏3(5) = 0 ⇒ 푢′ = 1 ⇒ 흈50(1, 1) = 5, 854
si 푏3(5) = 1 ⇒ 푢′ = 2 ⇒ 흈51(2, 1) = 15, 630
⎫⎬⎭ = 2
풃3(5)= 푏푖푡(푢
′ = 2, 푢 = 1) =1
푢 = 푢′ = 2
iv. Iteracio´n j=4.
푗 = 5− 1 = 4
푢′ = max푢′(흈풋(푢′, 푢 = 2))
푢′ =
⎧⎨⎩
si 푏3(4) = 0 ⇒ 푢′ = 3 ⇒ 흈40(3, 2) = 6, 228
si 푏3(4) = 1 ⇒ 푢′ = 4 ⇒ 흈41(4, 2) = 15, 630
⎫⎬⎭ = 4
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풃3(4)= 푏푖푡(푢
′ = 4, 푢 = 2) =1
푢 = 푢′ = 4
v. Iteracio´n j=3.
푗 = 4− 1 = 3
푢′ = max푢′(흈풋(푢′, 푢 = 4))
푢′ =
⎧⎨⎩
si 푏3(3) = 0 ⇒ 푢′ = 4 ⇒ 흈30(4, 4) = 15, 630
si 푏3(3) = 1 ⇒ 푢′ = 3 ⇒ 흈31(3, 4) = 6, 900
⎫⎬⎭ = 4
풃3(3)= 푏푖푡(푢
′ = 4, 푢 = 4) =0
푢 = 푢′ = 4
vi. Iteracio´n j=2.
푗 = 3− 1 = 2
푢′ = max푢′(흈풋(푢′, 푢 = 4))
푢′ =
⎧⎨⎩
si 푏3(2) = 0 ⇒ 푢′ = 4 ⇒ 흈20(4, 4) = −∞
si 푏3(2) = 1 ⇒ 푢′ = 3 ⇒ 흈21(3, 4) = 15, 630
⎫⎬⎭ = 3
풃3(2)= 푏푖푡(푢
′ = 3, 푢 = 4) =1
푢 = 푢′ = 3
vii. Iteracio´n j=1.
푗 = 2− 1 = 1
푢′ = max푢′(흈풋(푢′, 푢 = 3))
푢′ =
⎧⎨⎩
si 푏3(1) = 0 ⇒ 푢′ = 2 ⇒ 흈10(2, 3) = −∞
si 푏3(1) = 1 ⇒ 푢′ = 1 ⇒ 흈11(1, 3) = 15, 630
⎫⎬⎭ = 1
풃3(1)= 푏푖푡(푢
′ = 1, 푢 = 3) =1
푢 = 푢′ = 1
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Por tanto, la posible palabra recibida correspondiente a la me´trica almacenada
en 푅(푙 = 3) es:
푏푙(푖) 푖 = 1 푖 = 2 푖 = 3 푖 = 4 푖 = 5 푖 = 6 푖 = 7 푖 = 8
푙 = 3 1 1 0 1 1 0 0 0
TABLA 4.22: Secuencia correspondiente a la me´trica almacenada en 푅(푙 = 3)
El resto de las secuencias que se recuperan mediante su correspondiente me´trica
almacenada en 푅(푙) se calculan de la misma manera. Al final se acaba obteniendo
la siguiente lista de secuencias:
푏푙(푖) 푖 = 1 푖 = 2 푖 = 3 푖 = 4 푖 = 5 푖 = 6 푖 = 7 푖 = 8
푥′푅1 푙 = 1 1 1 0 1 1 1 0 1
푥′푅2 푙 = 2 0 1 1 1 1 1 0 1
푥′푅3 푙 = 3 1 1 0 1 1 0 0 0
푥′푅4 푙 = 4 1 0 0 0 1 1 0 1
푥′푅5 푙 = 5 1 1 1 1 0 1 0 1
푥′푅6 푙 = 6 1 1 0 0 1 0 0 1
푥′푅7 푙 = 7 1 1 0 1 0 1 1 1
푥′푅8 푙 = 8 1 1 1 1 1 1 1 1
푥′푅9 푙 = 9 1 1 0 0 1 1 0 0
푥′푅10 푙 = 10 1 0 0 1 1 0 0 1
푥′푅11 푙 = 11 1 1 1 0 0 0 0 1
푥′푅12 푙 = 12 1 1 0 1 0 0 1 0
푥′푅13 푙 = 13 0 0 1 0 1 1 0 1
푥′푅14 푙 = 14 0 1 0 1 0 1 0 1
푥′푅15 푙 = 15 1 1 0 0 0 0 1 1
푥′푅16 푙 = 16 1 0 1 0 0 1 0 1
푥′푅17 푙 = 17 1 1 1 0 1 0 1 1
푥′푅18 푙 = 18 0 0 0 0 0 1 0 1
푥′푅19 푙 = 19 1 1 0 0 0 1 1 0
푥′푅20 푙 = 20 1 0 1 1 0 0 0 1
TABLA 4.23: Secuencias correspondientes a las me´tricas almacenadas en 푅
Las 20 secuencias retornadas por el algoritmo MLLA son las mismas que las 푥′푅 푙
anteriores sin los u´ltimos dos bits, que han sido an˜adidos a la entrada del codificador
convolucional para que el estado inicial y final del trellis fueran el mismo:
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푏푙(푖) 푖 = 1 푖 = 2 푖 = 3 푖 = 4 푖 = 5 푖 = 6
푥푅1 푙 = 1 1 1 0 1 1 1
푥푅2 푙 = 2 0 1 1 1 1 1
푥푅3 푙 = 3 1 1 0 1 1 0
푥푅4 푙 = 4 1 0 0 0 1 1
푥푅5 푙 = 5 1 1 1 1 0 1
푥푅6 푙 = 6 1 1 0 0 1 0
푥푅7 푙 = 7 1 1 0 1 0 1
푥푅8 푙 = 8 1 1 1 1 1 1
푥푅9 푙 = 9 1 1 0 0 1 1
푥푅10 푙 = 10 1 0 0 1 1 0
푥푅11 푙 = 11 1 1 1 0 0 0
푥푅12 푙 = 12 1 1 0 1 0 0
푥푅13 푙 = 13 0 0 1 0 1 1
푥푅14 푙 = 14 0 1 0 1 0 1
푥푅15 푙 = 15 1 1 0 0 0 0
푥푅16 푙 = 16 1 0 1 0 0 1
푥푅17 푙 = 17 1 1 1 0 1 0
푥푅18 푙 = 18 0 0 0 0 0 1
푥푅19 푙 = 19 1 1 0 0 0 1
푥푅20 푙 = 20 1 0 1 1 0 0
TABLA 4.24: Lista de secuencias obtenidas mediante el algoritmo MLLA
Como puede observarse, la primera palabra de la lista de secuencias retornadas
por el algoritmo MLLA, 푥푅1 = [110111], es justamente la palabra situada en la
entrada del codificador 푥퐶 = [110111].
Por tanto, el algoritmo MLLA acota el espacio total de posibles palabras enviadas






EN ESTE CAPI´TULO SE EXPLICA LA IMPLEMENTACIO´N QUE SE
HA REALIZADO DEL ALGORITMO DE DECODIFICACIO´N MLLA,
DESARROLLADO MEDIANTE MATLAB, CON EL FIN DE SER APLI-
CADO A ESQUEMAS DE FINGERPRINTING.
5.1 ESCENARIO A IMPLEMENTAR
EL PRINCIPAL OBJETIVO de este proyecto es aplicar el algoritmo de decodificacio´nMLLA a un esquema de fingerprinting donde haya una coalicio´n entre dos
usuarios que generan una nueva copia con un fingerprint diferente a los suyos para
que ninguno de los dos pueda ser incriminado.
El esquema del escenario a implementar es el mostrado en la figura 5.1 donde
dos usuarios tienen diferentes copias de un contenido identificado con una marca
(o fingerprint). Dichas copias son 푚1 y 푚2. Estas copias son codificadas mediante
un turbo codificador obtenie´ndose las respectivas palabras co´digo 푦1 y 푦2. Una vez
obtenidas 푦1 y 푦2, los dos usuarios realizan un ataque por confabulacio´n mediante
la media entre 푦1 y 푦2. Como resultado se obtiene una palabra con un fingerprint
distinto al de cualquiera de los dos atacantes, 푦푐표푛푓 , que es la palabra que se transmite
finalmente a trave´s del canal con ruido AWGN. A la salida del canal se obtiene
dicha palabra con errores producidos por el ruido existente en el canal, 푦푟푢푖푑표푠푎.




Lo que se espera es que dentro de esta lista se encuentre la palabra correspon-
diente a la copia de alguno de los dos usuarios que ha participado en la coalicio´n
























FIGURA 5.1: Esquema del escenario a implementar.
En los siguientes apartados se explica el proceso de implementacio´n, en el orden
en que ha sido realizado, que se ha llevado a cabo para ir perfilando cada uno de los
bloques que forman parte de dicho esquema.
Cabe sen˜alar que para la realizacio´n de este proyecto se ha partido de un co´digo










FIGURA 5.2: Esquema del escenario del co´digo de partida.
As´ı que partiendo de este esquema se ha llegado hasta el de la figura 5.1 reali-
zando todas las modificaciones y adherencias necesarias. A continuacio´n se explican
las modificaciones ma´s significativas.
5.2 IMPLEMENTACIO´N DEL ALGORITMO MAX-LOG-MAP
LA PRIMERA MODIFICACIO´N realizada ha sido sobre el co´digo del turbo decodifica-dor (decturbo cond.m), concretamente en la parte referente al algoritmo usado
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para realizar la decodificacio´n. Dicho co´digo implementaba el turbo decodificador
con el algoritmo MAP y para la realizacio´n del decodificador MLLA es necesaria
la decodificacio´n mediante el algoritmo Max-Log-MAP, tal y como se indica en el
diagrama de la figura 4.1.
Un turbo decodificador, como se muestra en la figura 3.3, esta´ formado por dos
decodificadores que intercambian informacio´n entre ellos de manera iterativa. El
nu´mero total de iteraciones que se realizan en esta implementacio´n es 12. Por tanto,
el primer y el segundo decodificador intercambiara´n informacio´n 12 veces. Cada
uno de estos decodificadores se implementa dentro del archivo decturbo cond.m
mediante una funcio´n llamada maplog.m.
La cabecera de la funcio´n maplog.m es la siguiente:
func t ion [ Le Lu sigma 0 sigma 1]=maplog (y , t r e l l i s , Lc , La )
Los para´metros que se deben pasar a dicha funcio´n son:
∙ y: palabra recibida a trave´s del canal (푦푟푢푖푑표푠푎).
∙ trellis: tipo de trellis utilizado para la codificacio´n.
∙ Lc: constante de canal.
∙ La: informacio´n a priori intercambiada en cada iteracio´n entre los decodifi-
cadores.
Los para´metros retornados por la funcio´n son:
∙ Le: estimacio´n soft de la palabra 푚.
∙ Lu: estimacio´n hard de la palabra 푚.
∙ sigma 0: los valores de 흈풊0(푢′, 푢) calculados por el algoritmo Max-Log-MAP.
∙ sigma 1: los valores de 흈풊1(푢′, 푢) calculados por el algoritmo Max-Log-MAP.
Las diferencias entre el algoritmo MAP y el Max-Log-MAP son las expresadas en
las ecuaciones que hacen referencia a los valores de 훾푖(푢′, 푢), 훼푖(푢) y 훽푖(푢) (3.31,
3.32 y 3.33, respectivamente) y a la obtencio´n del LLR a posteriori (3.34).
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El ca´lculo de 휸풊(풖′, 풖) en el co´digo original de maplog.m estaba realizado en
funcio´n de 훾푖 푒푥푡푟(푢′, 푢) y la estimacio´n soft y hard de la palabra tambie´n, as´ı que se
puede obtener Γ푖(푢′, 푢) haciendo las siguientes aproximaciones:
Γ푖(푢









Entonces el co´digo relativo a esta variable queda de la siguiente manera:
% Ca´ l cu l o de gamma
f o r i =1: long
fo r j =1: t r e l l i s . numStates
f a c t o r 0=exp (0 .5∗ ( La ( i )∗ x 0 ( j ,1)+ Lc∗ y s ( i )∗ x 0 ( j , 1 ) ) ) ;
f a c t o r 1=exp (0 .5∗ ( La ( i )∗ x 1 ( j ,1)+ Lc∗ y s ( i )∗ x 1 ( j , 1 ) ) ) ;
% para e l c a´ l c u l o de la gamma e x t r ı´ n s e c a
% s o´ l o s e usan l o s b i t s de par idad .
gammae 0( j , i )=exp (0.5∗ Lc ∗( y p ( i )∗ x 0 ( j , 2 ) ) ) ;
gammae 1( j , i )=exp (0.5∗ Lc ∗( y p ( i )∗ x 1 ( j , 2 ) ) ) ;
mae 0( j , i )=log (gammae 0( j , i ) ) ;
mae 1( j , i )=log (gammae 1( j , i ) ) ;
gamma 0( j , i )=f a c t o r 0 ∗gammae 0( j , i ) ;
gamma 1( j , i )=f a c t o r 1 ∗gammae 1( j , i ) ;
ma 0( j , i )=log (gamma 0( j , i ) ) ;
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Este co´digo crea dos tipos de errores:
∙ Para valores elevados de La (la informacio´n a priori), MATLAB no puede calcu-
lar el valor de factor 0 ni factor 1 puesto que el resultado ser´ıa un nu´mero de
un gran orden.
∙ Al realizar el ca´lculo exponencial y luego el logaritmo neperiano, MATLAB
realiza aproximaciones que causan errores a la hora del ca´lculo de 흈풊0(푢′, 푢)
y 흈풊1(푢′, 푢) y los consecuentes errores a la hora de implementar el algoritmo
MLLA cuando se realizan comparaciones entre los valores obtenidos de dichas
variables.
As´ı que para evitar este tipo de errores se ha aplicado la bien conocida relacio´n
푦 = 푙푛(푒푥) =⇒ 푦 = 푥 (5.2)
a la expresio´n 5.1 y, obviando la constante 퐶, se obtiene
Γ푖(푢
















que de esta manera permite reescribir el co´digo correspondiente al ca´lculo de
Γ푖(푢
′, 푢) as´ı:
% Ca´ l cu l o de gamma
f o r i =1: long
f o r j =1: t r e l l i s . numStates
f a c t o r 0 =0.5∗(La ( i )∗ x 0 ( j ,1)+ Lc∗ y s ( i )∗ x 0 ( j , 1 ) ) ;%
f a c t o r 1 =0.5∗(La ( i )∗ x 1 ( j ,1)+ Lc∗ y s ( i )∗ x 1 ( j , 1 ) ) ;%
% para e l c a´ l c u l o de la gamma e x t r ı´ n s e c a
% s o´ l o s e usan l o s b i t s de par idad .
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mae 0( j , i )=0.5∗Lc ∗( y p ( i )∗ x 0 ( j , 2 ) ) ;
mae 1( j , i )=0.5∗Lc ∗( y p ( i )∗ x 1 ( j , 2 ) ) ;
ma 0( j , i )=f a c t o r 0+mae 0( j , i ) ;
ma 1( j , i )=f a c t o r 1+mae 1( j , i ) ;
end
end
El ca´lculo de la 휶풊(풖) utilizada en el algoritmo Max-Log-MAP se hace a partir
de la expresio´n
퐴푖(푢) ≜ ln(훼푖(푢)) = max
푢′
(퐴푖−1(푢′) + Γ푖(푢′, 푢)) (5.4)
y es importante que esta aproximacio´n se aplique tambie´n a las condiciones ini-
ciales de 퐴푖(푢)
퐴푖=0(푢 = 0) = 푙푛(1) = 0 (5.5)
퐴푖=0(푢) = 푙푛(0) = −∞ 푠푖 푢 ∕= 0
Teniendo en cuenta estas expresiones, el valor de 훼푖(푢) en el algoritmo Max-Log-
MAP (퐴푖(푢)) se implementa de la siguiente manera:
% c a´ l c u l o de l a s a l f a s
% i n i c i a l i z a c i o´ n de a l f a
a l f a=zeros ( t r e l l i s . numStates , long +1);
a l f a (1 ,1)=1;
a l f a=log ( a l f a ) ;
f o r i =1: long
fo r s t a t e =1: t r e l l i s . numStates
p r e v s t a t e 0=f ind ( proxState (1 ,:)== s t a t e ) ;
% bu´squeda de l o s 2 p o s i b l e s e s t a d o s que pre c eden
% a l e s tado a c t u a l cuando e l b i t de entrada e s 0
p r e v s t a t e 1=f ind ( proxState (2 ,:)== s t a t e ) ;
% bu´squeda de l o s 2 p o s i b l e s e s t a d o s que pre c eden
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% al e s tado a c t u a l cuando e l b i t de entrada e s 1
a l f a ( s t a t e , i+1)=max(
ma 0( prevs ta te 0 , i )+ a l f a ( p revs ta te 0 , i ) ,




Y, finalmente, el ca´lculo de la 휷풊(풖) utilizada en el algoritmo Max-Log-MAP se
hace a partir de la expresio´n




y, de nuevo, deben aproximarse tambie´n las condiciones iniciales de 퐵푖(푢)
퐵푖=푛(푢 = 0) = 푙푛(1) = 0 (5.7)
퐵푖=푛(푢) = 푙푛(0) = −∞ 푠푖 푢 ∕= 0
Teniendo en cuenta estas expresiones, la implementacio´n de 퐵푖(푢) es:
% Ca´ l cu l o de l a s b e t a s
% i n i c i a l i z a c i o´ n de be ta
beta=zeros ( t r e l l i s . numStates , long ) ;
beta (1 , long )=1;
beta=log ( beta ) ;
f o r i=long :−1:2
f o r s t a t e =1: t r e l l i s . numStates
p r e v s t a t e 0=proxState (1 , s t a t e ) ;
% bu´squeda d e l e s tado que suc ede a l e s tado
% a c t u a l cuando e l b i t de entrada e s 0
p r e v s t a t e 1=proxState (2 , s t a t e ) ;
% bu´squeda d e l e s tado que suc ede a l e s tado
% a c t u a l cuando e l b i t de entrada e s 1
beta ( s t a t e , i−1)=max(
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ma 0( s ta t e , i )+beta ( prevs ta te 0 , i ) ,




Una vez obtenidas Γ푖(푢′, 푢), 퐴푖(푢) y 퐵푖(푢), el ca´lculo de 흈풊(푢′, 푢), cuando el bit
de entrada es 1 o 0, es:
흈풊(푢
′, 푢) = 퐴푖−1(푢′) + Γ푖(푢′, 푢) +퐵푖(푢) (5.8)
As´ı que la parte del co´digo donde se han implementado los ca´lculos de los
valores de 흈풊0(푢′, 푢) y 흈풊1(푢′, 푢) es el siguiente:
% Ca´ l cu l o de l a s s igmas
sigma 0=zeros ( t r e l l i s . numStates , long ) ;
sigma 0=log ( sigma 0 ) ;
sigma 1=sigma 0 ;
tam a l f=s i z e ( a l f a ) ;
c o l a l f=tam a l f (1 ,2) ;
a l fanova=a l f a ( : , 1 : c o l a l f −1);
% a l f a (u ’)+gamma(u ’ , u)+betan (u)
% Ahora s e debe encon t ra r e l orden en e l t r e l l i s :
% v a l o r e s de prox s t a t e son l o s s i g u i e n t e s e s t a d o s
% l a s columnas son l o s a c t u a l e s e s t a d o s
f o r i =1: t r e l l i s . numStates
sigma 0 ( i , :)= al fanova ( i , :)+ma 0( i , :)+ beta ( proxState (1 , i ) , : ) ;
sigma 1 ( i , :)= al fanova ( i , :)+ma 1( i , :)+ beta ( proxState (2 , i ) , : ) ;
end
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Finalmente, la obtencio´n de la LLR es:





% Ca´ l cu l o de l a LLR
f o r i =1: long
max 0=max( sigma 0 ( : , i ) ) ;
max 1=max( sigma 1 ( : , i ) ) ;
L ( i )=max 1−max 0 ;
i f (max 0==0)
L( i )= i n f ;
end
i f (max 1==0)
L( i)=− i n f ;
end
end
% es t imac i o´ n ’ s o f t ’
Le=L ;
% es t imac i o´ n ’ hard ’
Lu=s ign ( Le ) ;
5.3 IMPLEMENTACIO´N DE LA MATRIZ R
EN LA U´LTIMA ITERACIO´N REALIZADA por el turbo decodificador (iteracio´n 12) y ala salida del decodificador 2, se llama a una nueva funcio´n, maplog matriz.m.
Esta funcio´n es la encargada de crear la matriz donde se guardan las probabilidades
de transicio´n a partir de las cuales se crea la lista devuelta por el algoritmo MLLA.
Es decir, la funcio´n encargada de crear la matriz R.
En dicha funcio´n, adema´s de realizarse el ca´lculo de los valores retornados por
el algoritmo Max-Log-MAP de la misma forma que se explica en 5.2, se deben hacer
todas las operaciones indicadas en el diagrama 4.1.
Primero se ha implementado el co´digo necesario para obtener la matriz A. Esta
matriz es la que contiene el valor de las 흈풊(푢′, 푢) que hay que guardar, el estado
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anterior 푢′, el posterior 푢 y el paso del trellis 푖 en el que se ha realizado la transicio´n
correspondiente.
Para la realizacio´n de esta parte del co´digo hay que tener en cuenta que cuando
푘 = 푁 hay que guardar tanto el valor ma´ximo como el mı´nimo de 흈풊(푢′, 푢) para
un determinado estado 푢 y paso 푖. A veces estos valores son iguales pero su
estado anterior 푢′ es diferente. Para que no se eliminen registros que deben ser




f o r i=long :−1:1; % c o n t r o l d e l paso i d e l t r e l l i s
f o r j =1: t r e l l i s . numStates % c o n t r o l d e l e s tado u
% se busca a cada e s tado u su e s tado u ’ a n t e r i o r
% ( dependiendo de s i ha r e c i b i d o un 1 o 0)
f o r m=1: t r e l l i s . numStates
i f t r e l l i s . nex tS ta t e s (m,1)== j ;
p a s t s t 0=m;
end
i f t r e l l i s . nex tS ta t e s (m,2)== j ;




% caso e s p e c i a l en con t ra r sigma ma´xima cuando k=N
i f i==long ;
sigma min (1 , m i)=max( sigma 0 ( p a s t s t 0 , i ) ,
sigma 1 ( p a s t s t 1 , i ) ) ;
i f sigma min (1 , m i)==sigma 0 ( p a s t s t 0 , i ) ;
f u t e s t a t (1 , m i)=proxSta te (1 , p a s t s t 0 ) ;
p r e s e s t a t (1 , m i)= p a s t s t 0 ;
s tep (1 , m i)= i ;
% se almacenan : sigma / e s tado u / e s tado u ’ / s t e p
% REPETICIO´N TIPO A: s i s igma 0 y sigma 1 son
% i g u a l e s cuando k=N hay que guardar e l ma´ximo y e l
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% mı´nimo s i n e l im ina r v a l o r e s de sigma
i f sigma min (1 , m i)==sigma 1 ( p a s t s t 1 , i ) ;
sigma min (1 , m i)=sigma 0 ( p a s t s t 0 , i ) ;
f u t e s t a t (1 , m i)=proxSta te (1 , p a s t s t 0 ) ;
p r e s e s t a t (1 , m i)= p a s t s t 0 ;
s tep (1 , m i)= i ;
m i=m i+1;
sigma min (1 , m i)=sigma 1 ( p a s t s t 1 , i ) ;
f u t e s t a t (1 , m i)=proxSta te (2 , p a s t s t 1 ) ;
p r e s e s t a t (1 , m i)= p a s t s t 1 ;
s tep (1 , m i)= i ;
out=1;
end
e l s e sigma min (1 , m i)==sigma 1 ( p a s t s t 1 , i ) ;
f u t e s t a t (1 , m i)=proxSta te (2 , p a s t s t 1 ) ;
p r e s e s t a t (1 , m i)= p a s t s t 1 ;





% s i s e e j e c u t a una REPETICIO´N TIPO A , e s t a par t e d e l
% c o´d i go no e s n e c e s a r i a
sigma min (1 , m i)=min( sigma 0 ( p a s t s t 0 , i ) ,
sigma 1 ( p a s t s t 1 , i ) ) ;
% REPETICIO´N TIPO B ( e x p l i c a d o de spu e´ s d e l c o´ d i go )
i f sigma min (1 , m i)==sigma 0 ( p a s t s t 0 , i ) ;
f u t e s t a t (1 , m i)=proxSta te (1 , p a s t s t 0 ) ;
p r e s e s t a t (1 , m i)= p a s t s t 0 ;
s tep (1 , m i)= i ;
e l s e sigma min (1 , m i)==sigma 1 ( p a s t s t 1 , i ) ;
f u t e s t a t (1 , m i)=proxSta te (2 , p a s t s t 1 ) ;
p r e s e s t a t (1 , m i)= p a s t s t 1 ;








Para la realizacio´n del co´digo se considero´ la posiblidad de que dos valores de
흈풊(푢
′, 푢) fueran iguales cuando 푘 ∕= 푁 (en el co´digo sen˜alado como REPETICIO´N
TIPO B). Como posible solucio´n a dicho problema se opto´ por implementar un co´digo
que an˜adiera la opcio´n de elegir la transicio´n que tuviera un valor de 퐴푖(푢) ma´s
grande.
Finalmente, despue´s de implementar esta nueva parte de co´digo, se contemplo´
que sobre un canal AWGN esta situacio´n so´lo ocurre cuando dos 흈풊(푢′, 푢) compara-
das tienen valor -∞. En este caso espec´ıfico no importa cual de los dos valores se
almacene en la matriz puesto que el camino devuelto por cualquiera de ellos sera´
eliminado posteriormente de la lista por ser un camino con probabilidad nula. As´ı
que el trozo de co´digo an˜adido se desestimo´.
Una vez obtenida la matriz A u´nicamente hay que ordenar sus columnas, desde
el valor mayor de 흈풊(푢′, 푢) hasta el menor, para obtener la matriz R.
nou long=t r e l l i s . numStates ∗( long +1);
% matriu s igma min e s l a matr iz A
matriu sigma min=[sigma min ; f u t e s t a t ; p r e s e s t a t ; s tep ] ;
% ordenar l a matr iz A de s igmas mayores a menores
ceros nou=zeros (1 , nou long ) ;
a=[matriu sigma min ; ceros nou ] ;
b = f l i p l r ( s o r t ( a ( 1 , : ) ) ) ; % ordena sigmas de mayor a menor
f o r k = 1: nou long
fo r i= 1: nou long
i f (b(k)==a (1 , i ) ) && (a (5 , i )==0);
c (k)=a (2 , i ) ; % c o l o c a r e s tado u( fu tu ro ) en su sigma
% c o r r e s p o n d i e n t e
d(k)=a (3 , i ) ; % es tado u ’ ( pasado )
e (k)=a (4 , i ) ; % s t e p
a (5 , i )=1; % para c o n t r o l a r s i hay v a l o r e s r e p e t i d o s
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% matr iu s igma min ordenada e s l a matr iz R
matriu sigma min ordenada=[b ; c ; d ; e ] ;
5.4 IMPLEMENTACIO´N DE LA FUNCIO´N traceback
A CONTINUACIO´N, DESPUE´S DE llamar a la funcio´n maplog matriz.m, dentro delco´digo de decturbo cond.m, se llama a la funcio´n traceback.m tal y como indica
la figura 4.1. Dicha funcio´n es la encargada de encontrar los caminos ma´s probables
a trave´s del trellis a partir de los registros guardados en la matriz R y estos formara´n
la lista de palabras buscadas.
La cabecera de la funcio´n traceback.m es:
func t ion [ b i t ]=traceback ( matriu sigma min ordenada , sigma 0 ,
sigma 1 , t r e l l i s , max l i s t , long )
Los para´metros que se deben pasar a dicha funcio´n son:
∙ matriu sigma min ordenada: matriz R.
∙ sigma 0: todos los valores de 흈풊0(푢′, 푢) calculados por el algoritmo Max-Log-
MAP.
∙ sigma 1: todos los valores de 흈풊1(푢′, 푢) calculados por el algoritmo Max-Log-
MAP.
∙ trellis: tipo de trellis usado para la codificacio´n.
∙ max list: ma´ximo nu´mero de palabras que pueden formar la lista retornada
por el algoritmo MLLA.
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∙ long: nu´mero de palabras que se desee que formen la lista retornada por el
algoritmo MLLA (como ma´ximo puede tener el mismo valor que max list).
El para´metro retornado por la funcio´n, bit, es una matriz que contiene la lista de
palabras retornadas por el algoritmo MLLA.
Las operaciones que debe realizar la funcio´n traceback.m se muestran en la
figura 4.2. Su implementacio´n global es la mostrada a continuacio´n. Las imple-
mentaciones del BUCLE I y del BUCLE II se explican en los subapartados 5.4.1 y
5.4.2 respectivamente.
f o r l =1: m a x l i s t
f u t s t=matriu sigma min ordenada (2 , l ) ; % u
p a s t s t=matriu sigma min ordenada (3 , l ) ; % u ’
s tep=matriu sigma min ordenada (4 , l ) ; % i
i f t r e l l i s . nex tS ta t e s ( p a s t s t ,1)== f u t s t ;
b i t ( l , s tep )=0;
e l s e i f t r e l l i s . nex tS ta t e s ( p a s t s t ,2)== f u t s t ;
b i t ( l , s tep )=1;
end
% BUCLE I ( aqu ı´ s e e j e c u t a e l c o´ d i go e x p l i c a d o en e l pro´ximo
% apartado )
% BUCLE I I ( aqu ı´ s e e j e c u t a e l c o´ d i go e x p l i c a d o ma´s ade l an t e )
end
Primero se recupera el registro guardado en la matriz R (y su correspondiente estado
futuro, estado pasado y paso del trellis) y se decide si en este paso del trellis el bit
enviado ha sido un ’0’ o un ’1’. Despue´s mediante BUCLE I y BUCLE II se determinada
la palabra que se devolvera´ en la posicio´n 푙 de la lista.
Tras ejecutar toda esta funcio´n hasta un nu´mero de max list veces, se obtiene
una lista de max list posibles palabras.
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5.4.1 IMPLEMENTACIO´N DEL BUCLE I
Este bucle se ejecuta para todos los pasos del trellis mayores al almacenado en
la matriz R (푗 > 푖). El estado futuro almacenado en el anterior paso del trellis (푢)
pasa a ser el estado pasado (푢’) del presente paso del trellis (푗). Para elegir el estado
futuro de la transicio´n presente, se elige el de mayor probabilidad. Es decir, el de
mayor valor de 흈풊(푢′, 푢). Una vez determinados 푢’ y 푢, se guarda el bit que haya
provocado dicha transicio´n (’0’ o ’1’) del presente paso del trellis (푗).
f o r j=s tep +1: long ;
p a s t s t=f u t s t ; % u’=u
i f sigma 0 ( p a s t s t , j )>sigma 1 ( p a s t s t , j )
b i t ( l , j )=0;
f u t s t=t r e l l i s . nex tS ta t e s ( p a s t s t , 1 ) ;
e l s e i f sigma 0 ( p a s t s t , j )<sigma 1 ( p a s t s t , j )
b i t ( l , j )=1;
f u t s t=t r e l l i s . nex tS ta t e s ( p a s t s t , 2 ) ;
end
end
5.4.2 IMPLEMENTACIO´N DEL BUCLE II
Antes de iniciar el bucle se recupera el estado anterior (푢’) del paso guardado en
la matriz R (푖), y e´ste es el estado futuro del paso 푖− 1.
Despue´s se inicia el bucle para todos los pasos del trellis menores al almacenado
en la matriz R (푗 < 푖). Para elegir el estado pasado de la transicio´n presente (푗), se
elige el de mayor probabilidad (mayor 흈풊(푢′, 푢) ). Una vez determinados 푢’ y 푢, se
guarda el bit que haya provocado dicha transicio´n (’0’ o ’1’) del presente paso del
trellis (푗).
p a s t s t=matriu sigma min ordenada (3 , l ) ;
f u t s t=p a s t s t ; % u=u ’
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f o r j=step −1:−1:1;
f o r m=1: t r e l l i s . numStates
i f t r e l l i s . nex tS ta t e s (m,1)== f u t s t ;
p a s t s t 0=m;
end
i f t r e l l i s . nex tS ta t e s (m,2)== f u t s t ;
p a s t s t 1=m;
end
end
i f sigma 0 ( p a s t s t 0 , j )>sigma 1 ( p a s t s t 1 , j ) ;
b i t ( l , j )=0;
f u t s t=p a s t s t 0 ;
e l s e i f sigma 0 ( p a s t s t 0 , j )<sigma 1 ( p a s t s t 1 , j ) ;
b i t ( l , j )=1;
f u t s t=p a s t s t 1 ;
end
end
5.5 IMPLEMENTACIO´N DE LA OBTENCIO´N DE LISTA FINAL-
MENTE RETORNADA POR EL MLLA
A LA LISTA RETORNADA por la funcio´n decturbo cond.m se le deben aplicar 3 mo-dificaciones muy importantes para recibir la lista de palabras definitiva que se
desea obtener del algoritmo MLLA. Estas modificaciones son las siguientes:
1. Los bits de cola an˜adidos por el codificador para que la palabra codificada
acabe y empiece en el estado inicial deben ser eliminados.
2. Los registros almacenados en la matriz R que tienen un valor de 흈풊(푢′, 푢) =-∞,
son transiciones con una probabilidad nula de producirse, as´ı que deben ser
eliminados.
3. Es muy importante tener en cuenta que, en la iteracio´n 12, donde se hace
aplica el algoritmo MLLA es en el decodificador 2 y sus bits han pasado por
el entrelazador. Por lo tanto, hay que pasar la lista devuelta por el algoritmo
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por el de-entrelazador para recibir los bits de cada palabra de la lista en la
posicio´n correcta.
Teniendo en cuenta estas modificaciones, el co´digo que se ha implementado
despue´s de la llamada a la funcio´n decturbo cond.m es el mostrado a continuacio´n.
[ l l r xe s t sigma 0 sigma 1 b i t long matriu sigma min ordenada]=
decturbo cond ( y ru idosa ,2 , t r e l l i s , i n t e r ,10 , max col ) ;
b i t=b i t ( : , 1 : length ( xe s t ) ) ; % se e l iminan l o s b i t s de c o l a
% se guardan l a s pa labra s v a´ l i d a s de l a l i s t a d e v u e l t a por e l MLLA
% l a s pa labra s de sigma=−INF son caminos i m p o s i b l e s en e l t r e l l i s
tam mat=s i z e ( matriu sigma min ordenada ) ;
long mat=tam mat (1 ,2) ;
mal cami=0;
f o r i =1: long mat




tam=s i z e ( b i t ) ;
l o n g b i t=tam (1 ,1) ;
m a x f i l b i t=long b i t−mal cami ;
b i t=b i t (1 : m a x f i l b i t , : ) ;
% r e a l i z a c i o´ n de la l i s t a d e f i n i t i v a en func i o´ n d e l nu´mero de
% pa labra s de seadas de l a l i s t a y de l o s caminos e x i s t e n t e s
i f max l i s t<m a x f i l b i t+1
b i t=b i t (1 : max l i s t , : ) ;
e l s e i f max l i s t>m a x f i l b i t
b i t=b i t (1 : m a x f i l b i t , : ) ;
end
tam=s i z e ( b i t ) ;
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m a x l i s t d e f=tam (1 ,1) ;
% en la i t e r a c i o´ n 12 ( que e s l a u´ l t ima d e l d e c o f i c a d o r ) s e
% devue l v en l o s b i t s en t r e l a zado s , a s ı´ que hay que d e s e n t r e l a z a r
% para r e cupe ra r e l orden o r i g i n a l .
f o r i =1: m a x l i s t d e f
b i t 2=b i t ( i , : ) ;






EN ESTE CAPI´TULO SE MUESTRAN LAS SIMULACIONES RE-
ALIZADAS PARA LA COMPROBACIO´N DE LA CORRECTA IM-
PLEMENTACIO´N DEL CO´DIGO DEL ALGORITMO DE DECODIFI-
CACIO´N MAX-LOG-MAP Y DEL MLLA. DESPUE´S SE BUSCAN LOS
RESULTADOS OBTENIDOS AL USAR DICHOS ALGORITMOS EN
ESQUEMAS DE FINGERPRINTING.
6.1 SIMULACIONES DEL ALGORITMO MAX-LOG-MAP
EN LOS APARTADOS 6.1.1, 6.1.2 y 6.1.3 se explican las simulaciones, y sus corres-pondientes resultados, relacionadas con la implementacio´n del algoritmo de
decodificacio´n Max-Log-MAP.
Los co´digos de los bloques que forman parte de estas pruebas no esta´n transcritos,
pero se explica el funcionamento de cada uno de ellos y las variables recibidas a su
entrada y retornadas a su salida.
6.1.1 FUNCIONAMIENTO DEL ALGORITMO MAX-LOG-MAP
La primera simulacio´n realizada tiene como fin comprobar la correcta imple-
mentacio´n del algoritmo Max-Log-MAP y determinar el mı´nimo umbral de SNR
para que no se produzca ningu´n error en la decodificacio´n.
Esta simulacio´n consiste en turbo codificar un mensaje aleatorio de 128 bits
(푚). El mensaje turbo codificado (푦) es enviado trave´s de un canal AWGN con un
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determinado valor de SNR. El mensaje recibidido a la salida del canal (푦푟푢푖푑표푠푎) se
turbo decodifica obtenie´ndose una estimacio´n soft y una estimacio´n hard (푚푅) de
la secuencia de entrada. Los bloques utilizados para llevar a cabo dicha simulacio´n










FIGURA 6.1: Simulacio´n del funcionamiento del algoritmo MAx-Log-MAP.
En las primeras pruebas no se ha introducido ningu´n error de canal y de esta
forma se ha comprobado que el turbo decodificador funciona correctamente en
ausencia de ruido y devuelve la palabra 푚 a la salida (푚푅 = 푚).
Tras verificar esto, se ha procedido a introducir el ruido gaussiano. Para ir per-
filando el valor de SNR a partir del cual se empiezan a producir errores de decodi-
ficacio´n se han realizado simulaciones de 100 iteraciones con SNR=10 dB, SNR=9
dB, SNR=8 dB, ... , SNR=2 dB y SNR=1 dB. Los resultados mostraban que para va-
lores de SNR≤3 dB la introduccio´n de ruido en el canal produc´ıa errores a la salida
de la turbo decodificacio´n.
Despue´s se han hecho simulaciones de 1000 iteraciones con SNR=3,5 dB,
SNR=3,6 dB, SNR=3,7 dB ... SNR=5,9 dB y SNR=6 dB y se ha comprobado que
con un valor de SNR igual a 5,2 dB, ya no se produce ningu´n error al obtener
la estimacio´n de la palabra 푚. Para ratificar esto se ha simulado 3000 veces el
esquema de la figura 6.1 para SNR= 5,2 dB obteniendo resultados positivos. Se ha
hecho lo mismo con SNR= 5,1 dB y se ha obtenido una probabilidad de error de bit
del 1,3%.
Por tanto, para valores de SNR mayores o iguales a 5,2 dB el turbo decodifica-
dor implementado mediante el algoritmo Max-Log-MAP devuelve correctamente la
palabra turbo codificada a la entrada.
6.1.2 TIEMPO DE EJECUCIO´N
El coste computacional al realizar la turbo decodificacio´n mediante el algoritmo
Max-Log-MAP se reduce de manera consiberable respecto a la implementacio´n
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hecha mediante el algoritmo MAP. Esto es debido a que los sumatorios se convierten
en eleccio´n de un valor ma´ximo y las multiplicaciones pasan a ser sumas y estas
operaciones reducen el tiempo de ejecucio´n.
Para cuantificar esta mejora de tiempo se han realizado 2 tipos de simulaciones:
∙ La primera simulacio´n es la mostrada en la figura 6.2, donde una palabra
aleatoria de 128 bits (푚) se turbo codifica, se env´ıa a trave´s de un canal
AWGN con una relacio´n sen˜al/ruido de 10 dB (se elige este valor porque, como
se ha comprobado en 6.1.1, si SNR≥5,2 dB no se produce ningu´n error en la
turbo codificacio´n) y, finalmente, se decodifica mediante un turbo decodifica-
dor implementado con el algoritmo MAP.
A la palabra obtenida a la salida del turbo decodificador (푚푅) se le realiza
la correlacio´n con la palabra enviada inicialmente (푚) para comprobar que el
resultado de dicha correlacio´n es R=1. Es decir, para comprobar que la palabra













FIGURA 6.2: Esquema de decodificacio´n mediante el algoritmo MAP.
Esta simulacio´n se ha llevado a cabo para 10 palabras distintas y se ha calcu-
lado, de manera aproximada, el tiempo de ejecucio´n. Despue´s se ha hecho una
media con estos datos del tiempo que tarda este esquema en ser ejecutado.
푡1 (seg) 푡2 (seg) 푡3 (seg) 푡4 (seg) 푡5 (seg) 푡6 (seg) 푡7 (seg) 푡8 (seg) 푡9 (seg) 푡10 (seg) 푡푚 (seg)
102,58 112,13 117,27 111,56 121,60 122,38 122,60 118,11 110,01 109,18 114,74
TABLA 6.1: Tiempos de ejecucio´n del algoritmo MAP
Tal y como puede observarse en la tabla 6.1 el tiempo medio de ejecucio´n de
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este esquema mediante el algoritmo MAP es, aproximadamente, 푡푚 = 114, 74
segundos.
∙ La segunda simulacio´n se muestra en la figura 6.3. Los bloques que forman el
esquema de la simulacio´n son los mismos que los de la simulacio´n anterior, con














FIGURA 6.3: Esquema de decodificacio´n mediante el algoritmo Max-Log-MAP.
De nuevo, se ha hecho esta simulacio´n para 10 palabras distintas y se ha cal-
culado el tiempo de ejecucio´n de cada una de ellas y el tiempo medio.
푡1 (seg) 푡2 (seg) 푡3 (seg) 푡4 (seg) 푡5 (seg) 푡6 (seg) 푡7 (seg) 푡8 (seg) 푡9 (seg) 푡10 (seg) 푡푚 (seg)
17,47 18,03 17,51 18,19 18,16 18,14 18,55 18,35 18,50 18,29 18,12
TABLA 6.2: Tiempos de ejecucio´n del algoritmo Max-Log-MAP
En esta ocasio´n, el tiempo medio de ejecucio´n del esquema mediante el algo-
ritmo Max-Log-MAP es, aproximadamente, 푡푚 = 18, 12 segundos.
Por tanto, teniendo en cuenta los dos tipos de simulaciones realizadas, se observa
que un turbo decodificador implementado mediante el algoritmo de decodificacio´n
Max-Log-MAP es unas 6 veces ma´s ra´pido que uno implementado mediante el algo-
ritmo de decodificacio´n MAP.
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6.1.3 RESISTENCIA A ATAQUES DE CONFABULACIO´N
Las u´ltimas simulaciones relacionadas con el funcionamiento de un turbo
decodificador implementado mediante el algoritmo Max-Log-MAP se han realizado
para ver el comportamiento de e´ste cuando dos usuarios realizan una confabulacio´n.
Para la primera de ellas se ha implementado un co´digo que realiza lo que














































FIGURA 6.4: Simulacio´n del ataque de confabulacio´n I.
Primero se ha hecho un programa que corresponde al generador de T palabras
(T=2퐿) de L bits. Este programa es el encargado de generar una matriz aleatoria
de T (filas) x L (columnas) que contiene todas las posibles palabras de L bits, ya que
T=2퐿.
Despue´s se eligen las dos primeras filas de dicha matriz, 푚1 y 푚2, y se intro-
ducen en el turbo codificador obteniendo 푦1 y 푦2 a su salida. Las palabras 푦1 y 푦2
sera´n las correspondientes a dos usuarios que pretenden atenuar los fingerprints de
sus copias generando una nueva copia que no inculpe a ninguno de ellos. Los dos
usuarios realizan un ataque de confabulacio´n, simulado mediante el bloque llamado
confabulacio´n, que en esta ocasio´n consiste en la media entre las palabras 푦1 y 푦2.
Como resultado de la confabulacio´n se obtiene la palabra 푦푐표푛푓 , que es enviada a
trave´s de un canal AWGN con una relacio´n SNR=10 dB. A la salida del canal se
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recibe la palabra 푦푟푢푖푑표푠푎 y se turbo decodifica. El turbo decodificador devuelve la
estimacio´n hard de la palabra recibida, 푚푅 ′ℎ푎푟푑′.
Luego se compara 푚푅 ′ℎ푎푟푑′ con todas las palabras de la matriz (푚1,푚2, ...,푚푇 )
mediante correlaciones. La correspondiente salida de cada una de estas correla-
ciones es 푅1, 푅2, ..., 푅푇 ,. Finalmente se ordenan estas correlaciones de mayor a
menor para saber cua´les son las dos palabras de la matriz que ma´s se parecen a la
estimacio´n retornada por el turbo decodificador.
Este tipo de simulacio´n se ha realizado con 1000 iteraciones para distintas
longitudes de palabra (desde L=6 bits hasta L=128 bits) y siempre han sido 푅1 y
푅2 las correlaciones de mayor valor. Por tanto, el resultado de dichas simulaciones
es que la palabra 푚푅 ′ℎ푎푟푑′ siempre tiene la mayor correlacio´n con las palabras de
los usuarios que participan en la confabulacio´n.
En algunas de estas simulaciones la diferencia entre la segunda (푅푠푒푔푢푛푑푎) y
la tercera (푅푡푒푟푐푒푟푎) correlaciones ma´s grandes obtenidas a la salida del bloque
correlacio´n no es muy grande (como media, del orden de 푅푠푒푔푢푛푑푎 ≈ 푅푡푒푟푐푒푟푎 + 0, 2).
Por este motivo se ha hecho esta misma simulacio´n pero esta vez usando la
estimacio´n soft obtenida a la salida del turbo decodificador (푚푅 ′푠표푓푡′). Es decir, se












































FIGURA 6.5: Simulacio´n del ataque de confabulacio´n II.
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Para llevar a cabo dicha simulacio´n se han hecho las correlaciones cruzadas
entre 푚푅 ′푠표푓푡′ y todas las palabras de la matriz (푚1,푚2, ...,푚푇 ) de la misma forma
que se ha explicado anteriormente. En esta ocasio´n, 푅1 y 푅2 siguen siendo las
correlaciones de mayor valor. En cambio, la diferencia entre la segunda (푅푠푒푔푢푛푑푎)
y la tercera (푅푡푒푟푐푒푟푎) correlaciones ma´s grandes obtenidas a la salida del bloque
correlacio´n es mayor (como media, del orden de 푅푠푒푔푢푛푑푎 ≈ 푅푡푒푟푐푒푟푎 + 20).
En definitiva, las simulaciones realizadas en este apartado muestran que las dos
palabras ma´s cercanas a la palabra retornada por el turbo decodificador siempre son
las palabras de los dos usuarios que forman parte de la coalicio´n.
6.2 SIMULACIONES DEL ALGORITMO MLLA
EN LOS APARTADOS 6.2.1, 6.2.2, 6.2.3 y 6.2.4 se explican las simulaciones, y suscorrespondientes resultados, relacionadas con la implementacio´n del algoritmo
de decodificacio´n MLLA.
6.2.1 FUNCIONAMIENTO DEL ALGORITMO MLLA
Mediante la simulacio´n del esquema mostrado en la figura 6.6 se ha probado el
correcto funcionamento del algoritmo de decodificacio´n MLLA.
El generador de 64 palabras de 6 bits (64 = 26) crea una matriz aleatoria de 64
(filas) x 6 (columnas). Cada una de las filas de la matriz corresponde a una palabra
de 6 bits (푚1,푚2, ...,푚64). Estas palabras se codifican mediante el codificador con-
volucional cuyo trellis an˜ade 2 bits de cola adicionales (para que la palabra empiece
y acabe en el estado inicial).
A la salida del codificador se obtienen las palabras (푦1, 푦2, ..., 푦64) que tienen una
longitud de 16 bits (16 bits= 8 bits de informacio´n sistema´tica + 8 bits de paridad).
Estas palabras se guardan dentro de una matriz llamada matriz C.
La primera palabra de la matriz C, 푦1, es la elegida para ser transmitida a trave´s
del canal AWGN (cuya relacio´n sen˜al/ruido es SNR=10 dB). La palabra recibida a
la salida del canal, 푦푟푢푖푑표푠푎, se introduce en el decodificador MLLA. El decodificador
retorna la estimacio´n soft de la palabra recibida (푚푠표푓푡) y una lista de 20 estimaciones
hard (푚푅1,푚푅2, ...,푚푅20,).
La lista de palabras retornadas por el decodificador MLLA se codifica mediante
un codificador convolucional ide´ntico al primero. A la salida se obtiene la matriz
C푅 que contiene las 20 palabras codificadas (푦푅1, 푦푅2, ..., 푦푅20,).
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FIGURA 6.6: Funcionamiento del algoritmo MLLA.
Por otro lado, la matriz C se ordena desde las palabras ma´s cercanas a 푦푟푢푖푑표푠푎
hasta las ma´s lejanas en una nueva matriz llamada C표푟푑푒푛푎푑푎.
Se han obtenido dos resultados de esta simulacio´n que validan la implementacio´n
del algoritmo MLLA:
∙ la primera de las palabras de la lista retornada por el decodificador MLLA
(푚푅1) siempre es la palabra enviada a trave´s del canal. Es decir, siempre coin-
cide con la palabra enviada (푚푅1 = 푚1).
∙ entre 8 y 19 palabras de la matriz C푅 coinciden, en el mismo orden, con la lista
de las 20 primeras palabras de la matriz C표푟푑푒푛푎푑푎.
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6.2.2 LONGITUD DE LA LISTA RETORNADA POR EL DECODIFICADOR
MLLA
La simulacio´n explicada en este apartado ha sido realizada para ver co´mo afecta
la longitud de la lista retornada por el decodificador MLLA a las probabilidades de
encontrar a cualquiera de los 2 usuarios que forman parte de una coalicio´n. Con
este fin se ha implementado un co´digo que realiza lo que muestra el esquema de la
figura 6.7.
Primero se han generado dos palabras aleatorias de 128 bits (푚1 y 푚2). Estas
palabras se codifican a trave´s de dos turbo codificadores que esta´n implementados
con un trellis que an˜ade 2 bits de cola. A la salida de los turbo codificadores se
obtienen las palabras 푦1 y 푦2 cuya longitud es 390 bits (ya que los turbo codificadores
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FIGURA 6.7: Rendimiento segu´n el taman˜o de la lista.
Las palabras 푦1 y 푦2 son las correspondientes a dos usuarios que realizan un
ataque de confabulacio´n. Dicho ataque se simula mediante el bloque llamado con-
fabulacio´n, que en esta ocasio´n consiste en la media entre las palabras 푦1 y 푦2. Como
resultado de la confabulacio´n se obtiene la palabra 푦푐표푛푓 que se env´ıa a trave´s de un
canal AWGN con una relacio´n SNR=10 dB. A la salida del canal se recibe la pala-
bra 푦푟푢푖푑표푠푎 que se decodifica mediante un turbo decodificador implementado con el
algoritmo MLLA.
El decodificador MLLA devuelve la estimacio´n soft de la palabra recibida (푚푠표푓푡)
y una lista de L estimaciones hard (푚푅1,푚푅2, ...,푚푅퐿,). Esta simulacio´n se ha hecho
10000 veces y para distintas longitudes (L) de la lista retornada por el decodificador
MLLA.
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Las probabilidades de encontrar al confabulador 1, al confabulador 2 o a
cualquiera de los dos son las mostradas a continuacio´n:
Longitud Longitud Longitud Nu´mero de P encontrar P encontrar P encontrar
de lista palabra (bits) trellis iteraciones confab 1 confab 2 ∀ confab
10 128 2 10000 17,69 % 18,18 % 35,87 %
20 128 2 10000 18,36 % 18,10 % 36,46 %
25 128 2 10000 18,03 % 17,86 % 35,89 %
50 128 2 10000 17,58 % 18,67 % 36,25 %
150 128 2 10000 18,24 % 18,82 % 37,06 %
450 128 2 10000 18,35 % 19,01 % 37,36 %
TABLA 6.3: Confabulacio´n con distintas longitudes de lista
Analizando los resultados obtenidos se puede observar que no hay una mejor´ıa
considerable, en cuanto a la probabilidad de encontrar a alguno de los usuarios que
forman parte de la confabulacio´n, cuando se aumenta la longitud del taman˜o de la
lista. Para una lista de 10 palabras esta probabilidad es de un 35,87%, y para una
lista de 450 esta probabilidad so´lo aumenta a un 37,36%. Por tanto, con una lista
para el decodificador MLLA de longitud L=10 se tiene, aproximadamente, el mismo
rendimiento que para listas de taman˜os mayores.
6.2.3 APLICACIO´N DE CRC-16
En este apartado, y en el 6.2.4, se realizan simulaciones para ver co´mo afectan
diferentes taman˜os de trellis (con ma´s estados y ma´s bits de cola) a la probabilidad
de encontrar a cualquiera de los 2 usuarios que forman parte de una coalicio´n.
Adema´s, se an˜ade una verificacio´n de redundancia c´ıclica para averiguar la
probabilidad de culpar a un usuario inocente. A continuacio´n se explica en que´
consiste este me´todo y la forma en que ha sido implementado:
∙ Verificacio´n de redundancia c´ıclica (CRC)
La verificacio´n de redundancia c´ıclica (abreviado, CRC ) es un me´todo de con-
trol de integridad de datos de fa´cil implementacio´n que consiste en la pro-
teccio´n de los datos en bloques, denominados tramas. A cada trama se le
asigna un segmento de datos denominado co´digo de control. El co´digo CRC
contiene datos redundantes con la trama, de manera que los errores no so´lo se
pueden detectar sino que adema´s se pueden solucionar.
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FIGURA 6.8: Funcionamiento del co´digo CRC.
En este proceso de deteccio´n de errores, un polinomio predeterminado (de-
nominado polinomio generador y abreviado G(x)) es conocido tanto por el
remitente como por el destinatario. El remitente, para comenzar el mecanismo
de deteccio´n de errores, ejecuta un algoritmo en los bits de la trama, de forma
que se genere un CRC, y luego transmite estos dos elementos al destinatario.
El destinatario realiza el mismo ca´lculo a fin de verificar la validez del CRC.
Para el ca´lculo del CRC se supone que M es el mensaje que corresponde a los
bits de la trama que se env´ıa, y que M(x) es el polinomio relacionado. Entonces
si M’ es el mensaje transmitido (el mensaje inicial al que se concatena un CRC
de n bits), el CRC es el siguiente: M’(x)/G(x)=0. Por lo tanto, el co´digo CRC es
igual al remanente de la divisio´n polinomial de M(x) (al que se le ha anexado
los n bits nulos que corresponden a la longitud del CRC) entre G(x).
∙ Implementacio´n del CRC-16
En este apartado se llevara´ a cabo la simulacio´n con el CRC-16. E´ste tiene
como polinomio generador esta´ndar 퐺(푥) = 푋16 + 푋15 + 푋2 + 1. Se ha
implementado el siguiente co´digo que es el encargado de generar la palabra
resultande de la suma del mensaje incial y el CRC generado:
func t ion [ t ransmi t ida r e s t o ] = crc16 (h)
% El pol inomio Gx e s un e s t a´ndar = Xˆ16+Xˆ15+Xˆ2+1
gx = [1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 1] ;
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% Se i gua la PX
px = h ;
% Se c a l c u l a P( x ) xˆ r
pxr=[px zeros (1 , length ( gx )−1)];
% Se d i v i d e pxr e n t r e gx
% Se o b t i e n e e l c o c i e n t e ( c ) y e l r e s i t u d o ( r )
[ c r]=deconv ( pxr , gx ) ;
% A v e c e s e s t a d i v i s i o n r e s u l t a en v a l o r e s n e g a t i v o s (−1) ,
% a s ı´ que v e r i f i c a m o s que sea 1 o 0
r=mod( abs ( r ) , 2 ) ;
% Se o b t i e n e e l c r c−16
r e s t o=r ( length ( px)+1:end ) ;
r e s t =[zeros (1 , length (h−1)) r e s t o ] ;
t r ansmi t ida=pxr+r e s t ;
% Cuando e l r e c e p t o r r e c i b a la trama (T( x )) deber a´
% r e a l i z a r l a d i v i s i o´ n T( x )/G( x ) . S i e l r e s t o da 0 la
% transmi s i o´ n e s c o r r e c t a . Es d e c i r , debe hacer
% [ t ran smi t i da r e s t o ]= crc16 (T) y r e s t o debe s e r 0
% ( r e s t o =0).
end
































FIGURA 6.9: Resistencia a ataques de confabulacio´n con CRC-16.
108
6.2. SIMULACIONES DEL ALGORITMO MLLA
Se generan 2 palabras aleatorias de 112 bits (푚′1 y 푚
′
2) a las que se les an˜aden
16 bits informacio´n redundante mediante el CRC-16. As´ı que se obtiene a la salida
de cada uno de estos bloques dos palabras de 128 bits (푚1 y 푚2). Estas dos palabras
son turbo codificadas y tras ello se realiza la confabulacio´n (mediante su media).
La palabra 푦푐표푛푓 se env´ıa a traves de un canal AWGN y se obtiene la palabra 푦푟푢푖푑표푠푎.
La palabra recibida a la salida del canal se decodifica mediante el decodificador
MLLA. En esta simulacio´n la longitud de la lista retornada por el decodificador ha
sido fijada en 10 palabras (tras analizar los resultados obtenidos en 6.2.2).
Esta simulacio´n se ha realizado para trellis de 4, 8, 16, 32 y 64 estados (en
la tabla se muestran los bits de cola que an˜ade cada trellis para que la palabra
codificada empiece y acabe en el estado inicial). Cada uno de estos tipos de trellis
ha sido simulado un total de 10000 veces. Esta vez, adema´s de hallar la probabilidad
de encontrar a alguno de los 2 confabuladores, se busca la probabilidad de que haya
palabras de la lista retornada por el MLLA que tengan un valor de CRC va´lido.
Longitud Longitud Longitud Longitud Nu´mero de P encontrar P encontrar P encontrar P inocentes
trellis de lista palabras (bits) CRC (bits) iteraciones confab 1 confab 2 ∀ confab CRC va´lido
2 10 112 16 10000 18,50 % 18,59 % 37,09 % 0,011 %
3 10 112 16 10000 13,66 % 13,73 % 27,39 % 0,009 %
4 10 112 16 10000 12,39 % 12,43 % 24,82 % 0,009 %
5 10 112 16 10000 9,15 % 8,99 % 18,14 % 0,007 %
6 10 112 16 10000 6,57 % 7,31 % 13,88 % 0,005 %
TABLA 6.4: Simulacio´n con CRC-16
Tal y como se puede observar en los resultados obtenidos, cuanto mayor es la
longitud del trellis usado menor es la probabilidad de encontrar a alguno de los
usuarios que forman parte de la coalicio´n atacante. Sin embargo, cuanto mayor es
el trellis, menor es la probabilidad de encontrar palabras con CRC va´lido dentro la
lista devuelta por el MLLA que no sean la de alguno de los 2 confabuladores. Es
decir, menor es la probabilidad de culpar a usuarios inocentes.
6.2.4 APLICACIO´N DE CRC-64
El u´ltimo tipo de simulacio´n que se ha hecho ha sido como la implemen-
tada en el apartado 6.2.3, pero para taman˜os de palabras mayores. En concreto,
se ha realizado para palabras de 448 bits a las que se les han an˜adido 64 bits de CRC.
La implementacio´n del CRC-64 (teniendo en cuenta que su polimonio genera-
dor es 퐺(푥) = 푋64 +푋4 +푋3 +푋 + 1) ha sido:
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func t ion [ t ransmi t ida r e s t o ] = crc64 (h)
%El pol inomio Gx e s un e s t a´ndar = Xˆ64 + Xˆ4 + Xˆ3 + X + 1
gx = [1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 0 1 1] ;
px = h ;
pxr=[px zeros (1 , length ( gx )−1)];
[ c r]=deconv ( pxr , gx ) ;
r=mod( abs ( r ) , 2 ) ;
% Se o b t i e n e e l c r c−64
r e s t o=r ( length ( px)+1:end ) ;
r e s t =[zeros (1 , length (h−1)) r e s t o ] ;
t r ansmi t ida=pxr+r e s t ;
end
El esquema correspondiente a la turbo codificacio´n de dos palabras de 512 bits
(de los cuales, 64 son de redundancia c´ıclica), 푚1 y 푚2, y posterior confabulacio´n y
































FIGURA 6.10: Resistencia a ataques de confabulacio´n con CRC-64.
Esta simulacio´n se ha realizado para trellis de 4, 8, 16 y 32 estados (en la tabla
se muestran los bits de cola que an˜ade cada trellis para que la palabra codificada
empiece y acabe en el estado inicial). Cada uno de estos tipos de trellis ha sido
simulado un total de 1000 veces (se ha descendido el nu´mero de iteraciones porque
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para trellis elevados y palabras de 512 bits el tiempo de ejecucio´n de la simulacio´n
es muy elevado).
Longitud Longitud Longitud Longitud Nu´mero de P encontrar P encontrar P encontrar P inocentes
trellis de lista palabras (bits) CRC (bits) iteraciones confab 1 confab 2 ∀ confab CRC va´lido
2 10 448 64 1000 4,2 % 6,4 % 10,6 % 0 %
3 10 448 64 1000 2,8 % 3,5 % 6,3 % 0 %
4 10 448 64 1000 1,7 % 2,1 % 3,8 % 0 %
5 10 448 64 1000 0,6 % 0,9 % 1,5 % 0 %
TABLA 6.5: Simulacio´n con CRC-64
Como se hab´ıa analizado anteriormente, cuanto mayor es la longitud del trellis
usado menor es la probabilidad de encontrar a alguno de los usuarios que forman
parte de la coalicio´n atacante. Adema´s, en estas simulaciones se observa que al
aumentar el taman˜o de la palabra dicha probabilidad tambie´n disminuye de forma
considerable. Pero esta vez, aumentando el taman˜o de la palabra enviada y el del
CRC, se consigue que la probabilidad de encontrar palabras con CRC va´lido dentro
la lista devuelta por el MLLA que no sean la de alguno de los 2 confabuladores sea
nula para cualquier longitud del trellis. Es decir, no existe ningu´n riesgo de culpar a
usuarios inocentes.
Por u´ltimo, en los siguientes gra´ficos se recogen los datos de las tablas 6.4 y
6.5. A la izquierda se muestran las probabilidades de encontrar a uno o dos de los
usuarios que participan en la coalicio´n dentro de la lista de palabras retornadas por
el decodificador MLLA. A la derecha se presentan las probabilidades de encontrar a
usuarios inocentes con un CRC va´lido dentro de dicha lista.





















































FIGURA 6.11: Gra´ficos de probabilidades en funcio´n del trellis y del CRC usados.
Como se observa en el primer tipo de gra´fica, los valores de las probabilidades
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de encontrar a alguno de los confabuladores dentro de la lista retornada por el
decodificador MLLA no son tan elevados como, a priori, se esperaba. Sin embargo,
utilizando este algoritmo de decodificacio´n, habra´ un determinado porcentaje de
veces (equivalente al valor de P푐푢푙푝푎푏푙푒) en el que podremos encontrar a alguno de
los confabuladores sin tener que realizar una decodificacio´n por fuerza bruta.
Adema´s, como se ve en el segundo tipo de gra´fica, los valores de las probabili-
dades de encontrar inocentes en la lista retornada por el MLLA son muy bajos. E´ste
es un resultado muy importante ya que es imprescindible que usuarios inocentes no
resulten inculpados. Como se hab´ıa fijado desde el inicio, es preferible no encontrar





EN ESTE CAPI´TULO SE EXPLICAN LAS CONCLUSIONES
OBTENIDAS AL ESTUDIAR LA POSIBILIDAD DE APLICAR EL
ALGORITMO MLLA EN ENTORNOS DE FINGERPRINTING. FINAL-
MENTE, SE APUNTAN LAS LI´NEAS FUTURAS A TRAVE´S DE LAS
QUE SE PODRI´A SEGUIR ESTUDIANDO EN ESTE DETERMINADO
TIPO DE ENTORNOS.
7.1 CONCLUSIONES Y L I´NEAS FUTURAS
EL PRINCIPAL OBJETIVO DE este proyecto era encontrar una posible solucio´n a losataques de confabulacio´n que constituyen el principal problema del fingerprin-
ting digital. Para ello se ha optado por la implementacio´n del algoritmo MLLA para
ser utilizado en determinados esquemas de fingerprinting.
En una primera etapa, se ha implementado el algoritmo Max-Log-MAP que
compone la base del algoritmo MLLA. Para comprobar su correcta implementacio´n
se han realizado diversas pruebas. Se ha modificado la relacio´n sen˜al/ruido intro-
ducida por el canal AWGN hasta obtener el umbral a partir del cual la decodificacio´n
es correcta. El valor de dicho umbral se ha detectado en SNR=5,2 dB. Se ha
calculado su tiempo de ejecucio´n comprobando que e´ste es 6 veces ma´s ra´pido que
el del algoritmo MAP. La u´ltima de las simulaciones referentes a este algoritmo
se ha realizado para comprobar su funcionamento en esquemas de fingerprinting
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donde dos usuarios realizan un ataque por confabulacio´n. Como resultado, el
decodificador implementado con el algoritmo Max-Log-MAP siempre retornaba una
lista cuyas dos primeras palabras correspond´ıan a los dos usuarios que formaban
parte de la coalicio´n.
En la segunda etapa, despue´s de constatar el correcto funcionamiento del
algoritmo Max-Log-MAP, se ha implementado el algoritmo MLLA. Se ha verificado
su correcto funcionamiento utilizando un codificador/decodificador convolucional
y un canal AWGN. Al realizar la correspondiente simulacio´n, la primera palabra
de la lista retornada por el algoritmo MLLA, tal y como se deseaba, siempre es
la palabra enviada. Tras esto, se ha averiguado que el rendimiento del algoritmo
MLLA, en entornos de fingerprinting donde dos usuarios realizan un ataque por
confabulacio´n, no ten´ıa una gran mejora si el taman˜o de la lista de posibles secuen-
cias de informacio´n enviada que es retornada por el mismo aumentaba. Es decir,
que con listas de un taman˜o pequen˜o (aproximadamente listas de 10 palabras) se
detectaba, con una probabilidad muy parecida a listas de taman˜o mayor, a alguno
de los confabuladores. Con este mismo esquema de simulacio´n, se ha comprobado
que cuanto mayor es el trellis utilizado en turbo codificacio´n y la longitud de la
palabra, menor es la probabilidad de encontrar a alguno de los confabuladores
dentro de la lista retornada por el algoritmo MLLA. Finalmente se ha encontrado
que la probabilidad de culpar a usuarios inocentes, que no han participado en la
coalicio´n, introduciendo el me´todo de verificacio´n de redundancia c´ıclica disminuye
cuanto mayor es la longitud del trellis y la longitud de la palabra.
En te´rminos generales, las probabilidades de encontrar a alguno de los usuarios
que participan en la coalicio´n no han resultado tener los altos valores que se espe-
raban (se esperaba una probabilidad mayor del 90% ). As´ı pues, e´sta puede ser una
primera aproximacio´n que nos acerque a la solucio´n al tipo de problema planteado
inicialmente, pero se deben introducir mejoras para tener un mayor rendimiento.
Para ello, en un futuro podr´ıa concatenarse este tipo de co´digos con otro tipo de
co´digos correctores de errores que lograran una mayor robustez del esquema de
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