Plasticity is central to the ability of a neural system to learn and also to its ability to develop spontaneous seizures. What is the connection between the two? Learning itself is known to be a destabilizing process at the algorithmic level. We have investigated necessary constraints on a spontaneously active Hebbian learning system and find that the ability to learn appears to confer an intrinsic vulnerability to epileptogenesis on that system. We hypothesize that epilepsy arises as an abnormal learned response of such a system to certain repeated provocations. This response is a network-level effect. If epilepsy really is a learned response, then it should be possible to reverse it, that is, to unlearn epilepsy. Unlearning epilepsy may then provide a new approach to its treatment.
Introduction
The primary functions of the brain are to transmit, process, and store information about the body and the environment. Higher-order functions such as problem solving and adaptation also exist in some animals. We refer to all these functions loosely as components of the learning process. Plasticity of neurons and of the connections between neurons is central to these capabilities. Plasticity is also central to epileptogenesis [1] . Is this simply an unhappy coincidence? Or is there a deeper reason why plasticity plays a role in both learning and epileptogenesis?
How pathological plasticity leads to epileptogenesis is a subject of intense interest. There are an enormous number of ways in which plasticity can go wrong at all levels of description [2] [3] [4] [5] [6] [7] [8] [9] . Particularly at the genetic level, the process of epileptogenesis is a bewildering complex with many contributory factors. Indeed, so intricately is normal brain function dependent on the proper mix of receptors, channels, chemical environment, and other factors that it may appear a miracle that so many animals are able to function at all, and that more of us are not subject to epilepsy.
In principle, any abnormality in gene expression or molecular environment associated with clinical or electrophysiological evidence of epileptogenesis may represent one of three possibilities: each abnormality may be a causative factor, a response to epileptogenesis, or a noncontributory, incidental finding. It is often difficult to classify each abnormality in one of these three classes. Prinz et al. have cautioned that a great variety of combinations of receptor and ion channel types can result in the same electrophysiological behavior [10] . Thus, it may be necessary to understand how all the constitutive parts come together to understand the behavior of the whole, at least at the whole neuron level and likely also at the network level.
It would be useful to have organizing principles for the functional behavior of biological neural systems. In this article, we review some of the recent advances in this regard. As a consequence of some of these organizing principles, the ability of a neural system to learn appears to confer an intrinsic vulnerability to epileptogenesis on that system. We hypothesize that epilepsy arises as an abnormal learned response of such a system to certain repeated provocations. This response is a network-level effect. If, as we hypothesize, epilepsy really is a learned response, then it should be possible to reverse it, that is, to unlearn epilepsy. Unlearning epilepsy may then provide a new approach to its treatment.
We also propose that there must be at least three conditions for the development of spontaneous seizures, or epilepsy. These are: (1) neuronal hyperexcitability resulting from an imbalance between excitatory and inhibitory influences, (2) overconnectivity in space leading to abnormally wide spatial spread of neuronal activity, and (3) overconnectivity in time leading to abnormally persistent activity. All three conditions must exist for spontaneous seizures to occur, although all three conditions do not have to be present continuously in an epileptic brain. These three conditions are distinct, and each is a potential target for treatment.
Background: Hebbian learning, neuronal avalanches, and critical connectivity
Here we review the recent literature that bears on learning and the self-organizing properties of biological neural systems. The key points are: (1) learning destabilizes both the activity and connectivity of a neural system; (2) there is a certain level of connectivity, called critical connectivity, that optimizes brain performance; and (3) there are homeostatic mechanisms that maintain stable levels of activity and critical connectivity in the face of the destabilizing effects of learning.
Neural systems are thought to obey Hebbian learning rules [11] , summarized by the phrase ''cells that fire together, wire together." In the simplest formulation, if two neurons consistently fire consecutively, then the connection from the first-firing neuron to the second-firing neuron is strengthened by a small factor. Such a learning rule represents long-term potentiation (LTP). Conversely, if firing of one neuron is not followed by firing of a second neuron, then the connection of the first-firing neuron to that of the second neuron is weakened. Such a learning rule represents long-term depression (LTD). A third learning rule combines both LTP and LTD and is known as spike-timing dependent plasticity (STDP). These learning rules are all competitive associative rules.
Hebbian rules are destabilizing
Computational models using simple Hebbian learning rules eventually result in either runaway excitation or global silence, however [12] [13] [14] [15] . At the same time, connectivity tends either to rise to an overconnected state, such that excitation at one neuron is immediately followed by global or near-global activation, or to decrease to a severely underconnected state, such that activation of one neuron is not followed by activation of any other neuron. Connectivity at either extreme is not useful for information processing. The most useful level of connectivity lies somewhere between these two extremes, allowing for a wide variety of spatial patterns, from the smallest possible clusters of a few neurons discharging simultaneously to the largest possible macroscopic portions of the brain. Is there a level of connectivity that yields the widest possible repertory of spatial activation patterns? The answer appears to be yes. The clearest results have come from the study of acute cortical slices and slice cultures on microelectrode arrays. We review these results next.
Network activity
With the advent of microelectrode arrays, it has become common to record activity from acute cortical slices and cortical slice cultures on tens of channels [16, 17] . Fig. 1 is a representative recording of population spikes on many electrodes recorded simultaneously from a slice of rat parietal cortex. Activity in such slices is typically characterized by brief bursts of population spikes lasting tens of milliseconds, separated by periods of quiescence lasting several seconds [18] [19] [20] . Each population spike represents the near-simultaneous discharge of a group of local principal neurons. The exact number of neurons contributing to a given population spike is not known and is not essential to our discussion, but based on length scale and neuronal density estimates, this may be as high as 1000 [21] . In practice, population spikes are identified as excursions of electrode potentials that are more than 3SD above or below the mean.
How does activity propagate in these networks? Fig. 1 illustrates that multielectrode data can be broken down into frames where there is no activity and frames where there is at least one active electrode. If a sequence is taken to mean a series of consecutively active frames bracketed by inactive frames, and the size of a sequence is the total number of electrodes activated in that sequence [18, 19] , then the example sequence in Fig. 1 is 3 frames long and it has a size of 10. Fig. 2 shows that cortical slice networks produce cascades of activity such that the distribution of sizes follows a power law [18] . Because avalanches in critical sand pile models also follow a power law [22, 23] , the term neuronal avalanche was chosen to describe these cascades of neural activity [18, 19] . Although first discovered in cortical slice networks, power law distributions of sequence sizes have now been reported in awake, behaving monkeys [24, 25] , in the isolated leech ganglion [26] , and in dissociated cultures of neurons [26] . These findings suggest that neuronal ava- lanches are a general phenomenon, reflecting a fundamental property of neuronal networks.
Neuronal avalanches
It has also been shown that specific sequences of network activation patterns can persist in a given tissue culture for many hours at a time [19, 27] . This finding suggests that these tissue cultures are capable of storing information as spatiotemporal patterns of activation, and that such storage, even in tissue cultures, is stable on a time scale of hours.
The power law behavior is not sensitive to the occasional malfunctioning electrode. In our microelectrode arrays, there are 60 microelectrodes arranged on an 8 Â 8 grid with the four corner electrodes removed. If avalanches are analyzed by restricting attention to any combination of 8, 15, or 30 microelectrodes out of the total of 60 microelectrodes, the same power law behavior is observed with the same exponent [18] . Such insensitivity to scale is seen in other scale-free systems with power law behaviors.
The critical point
The power law distribution of avalanche sizes suggests that these networks are operating near a ''critical point," so named because the power laws are reminiscent of the critical point of phase transitions of matter [21, [27] [28] [29] . Although not identical to the critical point of phase transitions, because it lacks the property of universality, the critical point of neural systems has attracted increasing theoretical and computational interest because of its importance to neural system function [21, [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] . A critical neural system is balanced between a phase in which activity is damped and a phase in which activity is expanding. Such a state can be characterized by a simple branching ratio, here denoted by r, which gives the average number of ''descendant" neurons that would be activated by a single ''ancestor" neuron in the previous time step:
Essentially, the branching ratio r tells us that if one neuron fires an action potential, it will cause, on average, r other neurons to fire in response.
A key experimental finding is that the branching ratio as defined in Eq. (1) tends to hover very near r = 1 [18] . This finding has also attracted increasing theoretical and computational interest. Simple computational models have demonstrated that a branching ratio of r = 1 indeed gives a power law size distribution, and it has the correct power of -1.5 [21, 30, 31] . Thus, we refer to systems with r = 1 as being at the critical point, whereas systems with r < 1 are subcritical and systems with r > 1are supercritical. We speak of systems at criticality as having critical connectivity. As shown in Fig. 3 , activity in subcritical systems quickly dies out (in fact, exponentially fast); in supercritical systems, when r > 1, activity escalates (also exponentially); and when r % 1, activity propagates on average in a stable way without expanding or contracting. A power law of avalanche sizes has now been reported in vitro [18, 19] and in vivo [41] , in organisms from leeches [26] , to rats [18] , to primates [24, 25] , suggesting that criticality may be a fundamental state of neuronal networks that is maintained in the face of perturbations. Indeed, when the branching ratio is tracked over time, it hovers around a mean value near criticality, similar to fluctuations observed in blood pressure or body temperature, parameters that are known to be homeostatically regulated. In addition, the power law distribution of avalanche sizes is maintained in cortical cultures over a period of 4 weeks during in vitro development [42] , indicating that synaptogenesis and axonal sprouting do not disrupt criticality. The question now arises, why? What function is so important to biological neural systems that criticality is maintained over such diverse environments?
Criticality optimizes information processing
Computational modeling studies suggest that networks operating at the critical point can simultaneously optimize information transmission [18, 37, 43] , information storage [30] , computational power [43] , and stability [30, 43] . When the network deviates from the critical point, information processing and stability will be compromised [21, 27] . A neural network whose job it is to process information, to learn and to adapt, must therefore maintain itself near the critical point, even when synaptic weights change strengths during the process of learning. This then is the reason why biological neural systems try to maintain criticality: in the face of the destabilizing effects of learning, maintaining criticality restabilizes the system and allows the system to continue to learn.
This principle is so important to learning systems that we believe it must exist in biological neural systems [21] . We have suggested that the branching ratio may fluctuate away from criticality for periods, but that it must not remain too far from criticality for too long; we have also suggested that components of a neural system may be tuned away from criticality for specific purposes, but that at a large enough length scale, the system as a whole must be tuned to be near-critical. Failure to maintain criticality negates the usefulness of a neural system, and should, from an evolutionary perspective, be strongly selected against.
Homeostatic mechanisms
If critical homeostasis is so important and if it does exist, then what is its mechanism? Turrigiano and colleagues [44] [45] [46] have shown that homeostasis of activity (or firing rate) is maintained at a target firing rate in neuronal networks even when they are perturbed by agents that block excitatory or inhibitory transmission. Synaptic strengths are homeostatically scaled by up-or downregulation of postsynaptic AMPA receptors to either strengthen or weaken connections when a network is perturbed. This scaling mechanism, furthermore, is multiplicative, meaning that all incoming connections arriving at a given neuron are scaled up or down by the same factor, so that the overall excitability of the neuron can be regulated without erasing information stored in individual synaptic weights. Multiplicative scaling does not erase what Hebbian learning has written.
In addition, Royer and Pare [47] have demonstrated conservation of synaptic weights after the induction of either long-term potentiation or depression. If, by electrical stimulation, a synapse is made either stronger or weaker, the other synapses onto the same cell are concomitantly made weaker or stronger, so that the total incoming connectivity to a neuron is maintained constant. This mechanism appears to depend on intracellular calcium currents. In this manner, learning can occur without altering the overall level of connectivity of a system. Other candidate mechanisms may exist, including local interneuronal circuitry and, possibly, backpropagation of axonal activity into the dendritic tree of the same cell.
Algorithmic consequences of criticality: connectivity in space
In this section, we explain why computational models that incorporate learning and maintain stable levels of activity and connectivity have a tendency to enter the overconnected or supercritical state in response to certain provocations. These provocations include status epilepticus and acute deafferentation, the latter being a model of posttraumatic brain injury. We argue that supercritical connectivity should be epileptogenic.
Recent theoretical and computational work on homeostasis of criticality and activity has been done both in the absence of Hebbian learning [31] [32] [33] and in its presence [21] . Perhaps as expected, critical homeostasis is more difficult to achieve in the presence of Hebbian learning, because as we have discussed, learning is a destabilizing force. Fig. 4 illustrates our simplest computational model. In this model, a local grouping of neurons is represented by a ''node" that can either fire a population spike spontaneously, with no input from any other node, or it can fire in response to activity at one or more other nodes. The latter is referred to as stimulated activity. Most of our simulations were performed with a total of N = 64 nodes, because our experimental system consists of an 8 Â 8 microelectrode array with the four corner electrodes removed (thus, 60 electrodes). At any given time t, the probability that node i fires spontaneously within the next time window of 4 ms is given by S(i;t), which can be different for each node and which can also vary in time. At any given time t, the conditional probability that a prior population spike at node j causes a population spike at node i, within the next time window of 4 ms, is given by P(i,j;t). This conditional probability can be different between every pair of nodes and it can also vary in time. The branching ratio of each node can then be defined as the sum of outputs to all other nodes:
Pðj; i; tÞ
A corresponding measure of excitatory input into a given node i is given by the input ratio, defined as
Pði; j; tÞ
The branching ratio is a presynaptic attribute, whereas the input ratio is a postsynaptic attribute; they are equivalent measures of connectivity. Critical connectivity occurs when the branching and input ratios are 1. To achieve critical and firing rate homeostasis, the current firing rate and input ratio for each node i are compared against the preset target firing rate and the critical input ratio of 1. The values of S(i;t) and all the P(i,j;t) values associated with that node i are scaled by small constant factors either up or down so as to approach the target firing rate and critical connectivity. A different factor is used for S(i;t) and the P(i,j;t) values. For example, if the current firing rate at node i is too low compared with the target rate, then S(i;t) and all the P(i,j;t) values associated with node i are scaled up by their respective scaling factors at every time step of the simulation, until the target firing rate is reached or exceeded. If the target firing rate is exceeded, then S(i;t) and all the P(i,j;t) values associated with node i are scaled down. Similar scaling is also performed for the connectivity, with two different scaling factors, for a total of four different scaling factors [21] .
In the presence of Hebbian learning, we found that critical homeostasis and firing rate homeostasis are independent principles, and both must exist for a neural system to be algorithmically stable. For instance, scaling the S(i;t) values and P(i,j;t) values so as to achieve firing rate homeostasis alone will not guarantee that critical homeostasis is maintained. In addition, there are certain other constraints that must be satisfied for the system to be stable [21] . One important constraint is that the rate of scaling of the P(i,j;t) values must be fast enough to keep up with changes due to Hebbian learning. Another important constraint is that scaling of the P(i,j;t) values must operate more quickly than scaling of the S(i;t) values. The faster that scaling of the P(i, j;t) values takes place, relative to scaling of the S(i;t) values, the more stable the system. This constraint has important consequences for how networks respond to provocations.
It is important to distinguish spontaneous from stimulated or connectivity-related activity, that is, activity due to the S(i;t) values versus the P(i,j;t) values. The importance arises because these two types of activity often do not change in parallel, and in fact, they often change so as to counterbalance each other. Here we give two examples: Fig. 4 . Our computational model. Represented are nodes i and j with respective spontaneous firing probabilities S(i) and S(j). The connection strengths are represented by the conditional firing probabilities P(i,j) and P(j,i).
Example 1: Status epilepticus
Fig . 5 shows that forced increased activity of a subset of neurons during a simulated seizure triggers homeostatic mechanisms to scale down all the S(i;t) and P(i, j;t) values to very small values. When the simulated seizure stops, homeostasis causes the S(i;t) and P(i, j;t) values to be scaled back up; they recover to baseline values. However, as scaling of the P(i, j;t) values must operate more quickly than scaling of the S(i;t) values, in fact the total connectivity as measured by either the branching or the input ratio can overshoot steady-state values for a time until the spontaneous firing probabilities, the S(i;t) values, return to steady-state values. Therefore, in the postictal state, the overall activity is decreased compared with baseline, but the level of connectivity is supercritical. As a result, if and when a population spike occurs, in the postictal period, there is an increased chance of abnormally wide spatial spread of this excitation. The significance of activating spatially hyperextended states in a learning system is that if one such hyperextended state occurs frequently enough, the system will ''learn" it and ''burn" it into memory. If such a state is burned into memory, then there is an increased likelihood that that state will be reactivated again at some random time in the future. The reactivation of a spatially hyperextended state is a necessary condition for epilepsy, as seizures in epilepsy tend to start from the same focus in a stereotypic way, and each seizure focus must involve a macroscopic number of neurons to generate clinical symptomatology. Thus, we claim that prolonged postictal states are epileptogenic, whereas shorter seizures with no postictal state are not as epileptogenic.
Example 2: Acute deafferenation
When a small section of cortex is suddenly deprived of inputs from the rest of the network, epilepsy can gradually develop [48] [49] [50] [51] [52] [53] [54] [55] . This kind of acute deafferentation is an experimental [52, 53] and computational model [54, 55] for posttraumatic epilepsy. In posttraumatic epilepsy in humans, the appearance of epilepsy can be delayed for as long as 10-20 years. What is the mechanism of epileptogenesis and why does it take so long?
We simulated acute deafferentation by allowing 100 nodes to come into equilibrium with each other, and then we suddenly disconnected 10 of these nodes from the others. We then focused attention on the smaller subset of 10 nodes (see Fig. 6 ). Our computational model predicts that acute deafferentation causes an immediate drop in firing rate and connectivity in the smaller subset of 10 nodes, because of a loss of excitatory drive from the other 90 nodes. Homeostasis will then cause both connectivity and spontaneous firing probabilities to increase. Connectivity will again adjust more quickly, and indeed it may overshoot. This situation is similar to what happens after prolonged status epilepticus; both status epilepticus and acute deafferentation provoke a hypoactive, hypersynchronous state that can result in the burning into memory of an epileptogenic spatially hyperextended pattern of activation.
In our simulation, the supercritical state is maintained for 9 hours. The time to recovery is longer if the relative magnitude of deafferentation is larger, for instance, by cutting off 20 nodes from a network of 1 million nodes. In addition, it may be that in real systems, the capacity for increasing the spontaneous activity The spontaneous firing probability declines with seizure onset at arrow, and gradually recovers after seizure stops. (B) Connectivity recovers faster than the spontaneous firing probability, and overshoots for 50 million time steps (or 55 hours) in this example. Reprinted, with permission, from Hsu et al. [21] . Fig. 6 . Simulated acute deafferentation. A system of 100 nodes is suddenly reduced (arrow) to 10 nodes. (A) Steady-state spontaneous firing probability is higher for the smaller system. (B) Acute deafferentation is accompanied by an immediate drop in the relative firing rate, which slowly recovers as the spontaneous firing probability attains its new steady-state value. In the meantime, connectivity rises to supercritical levels and remains there for 8 million time steps (9 hours) in this example. Reprinted, with permission, from Hsu et al. [21] .
is limited, such that there is a ceiling above which the spontaneous activity cannot rise. If this ceiling is below what is needed to return connectivity to the critical level, then the deafferentated nodes will remain supercritical indefinitely. Thus, it may be that the reason epileptogenesis takes so long is that it is a learned process. It takes time for accidental repetitions of a hyperextended state to burn it into memory.
Our computational result also offers a potential explanation for the results of Graber and Prince [52, 53] , who found that total blockade of all activity by focal application of tetrodotoxin for a period of 3 days, if applied within 3 days after acute deafferentation, can prevent epileptogenesis in rats. Based on our simulations, we suggest that if there is absolutely no activity for an extended period after acute deafferentation, then no hyperextended states can actually be activated and, thus, no hyperextended states will be burned into memory, even though connectivity is at supercritical levels. As the spontaneous firing probability gradually approaches or exceeds the new steady-state value, if activity is allowed to return to the system at that time, then the connectivity will relax back to critical levels. Once the spontaneous firing probability is near or above its new steady-state value, the danger for epileptogenesis has passed.
Therefore, in the prevention of epileptogenesis after acute deafferentation, if one chooses to suppress activity prophylactically, it may be important to suppress activity to a profound degree, because in this period the connectivity rises to supercritical levels and any activity at all is likely to produce a transient spatially hyperextended state. If one allows these hyperextended states to occur too frequently, by insufficient suppression of activity, then one may actually promote epileptogenesis by teaching the system to burn these hyperextended states into memory. Such a situation would be counterproductive. It would also be important that the method chosen to block activity does not suppress the drive toward higher spontaneous activity. If one suppresses the homeostatic drive to ramp up spontaneous activity, then one may again promote epileptogenesis, in this case by prolonging the epileptogenic period. Such a situation would also be counterproductive.
On the other hand, if the spontaneous firing probabilities can be artificially and more rapidly boosted to near-steady-state values, then the connectivity should decline more rapidly to its steadystate value, because the drive toward higher levels of connectivity has been relieved. That is, boosting spontaneous activity should be protective against epileptogenesis. This counterintuitive idea arises from analysis of our computational model, and would not have been apparent without such analysis. We have conjectured that this may be one possible mechanism by which electrical brain stimulation works in the treatment of refractory epilepsy. Electrical brain stimulation may work by boosting spontaneous activity and suppressing the supercritical state [21] .
To return to the question of homeostatic mechanisms and their relevant time scales, the synaptic scaling mechanism discussed by Turrigiano and colleagues is a slow process, with a time scale of hours to days [44] [45] [46] . Because critical homeostasis must occur on the same time scale as Hebbian learning, to prevent Hebbian learning from destabilizing the system, we must look elsewhere for a fast biomolecular mechanism for critical homeostasis. In addition to being fast, such a mechanism must also be nonlocal, that is, not restricted to the level of individual synapses, because the input and branching ratios are nonlocal properties requiring simultaneous knowledge of total input and output weights across an entire node. There exist at least three candidate fast, nonlocal mechanisms: (1) When homosynaptic LTP (or LTD) is induced in the intercalated neurons of the amygdala, compensatory heterosynaptic depression (or facilitation) is observed such that the total synaptic weight of a given neuron remains constant [47] . The counterbalancing heterosynaptic response is suggestive of critical homeostasis. This mechanism depends on the release of intracellular calcium stores and has a time scale of minutes. (2) The phenomenon of backpropagation of action potentials into the dendritic tree [56] [57] [58] allows widely distributed numbers of synapses to receive nearly simultaneous information about neuronal output. This information is conjectured to play a role in LTP, LTD, and STDP, but might conceivably also be used for critical homeostasis. (3) A third mechanism may involve the interaction of principal output neurons with local interneurons. It may be that a certain subset of local interneurons can sense both the total input into and total output out of a local community of output neurons. This information might then be used to modulate either the input or branching ratio of that group of output neurons. In support of this possibility, blocking interneurons with bicuculline can produce a dramatic increase in the branching ratio within minutes (Beggs, unpublished) .
In summary for this section, the study of the normal function of the brain can provide useful testable hypotheses regarding epileptogenesis. Epileptogenesis is usually discussed in terms of neuronal hyperexcitability, caused by an imbalance between excitatory and inhibitory drives within a neural system or subsystem, although excessive synchronization is also known to play a role [6] . Within our framework, synchronization is a normal part of brain function, wherein distinct spatial patterns of neuronal activation are activated simultaneously or near-simultaneously to represent an item of stored information. The ability of the brain to maintain a wide repertory of spatial patterns of activation requires an active homeostatic mechanism to maintain neuronal connectivity at the optimal, critical level. Excessive synchronization can arise when the homeostatic mechanism is provoked in certain ways so as to drive connectivity to supercritical levels. In a learning system, such provocations are epileptogenic because they can lead to the learning and burning into memory of hyperextended spatial patterns of neuronal activation. Thus, the role of plasticity in epileptogenesis is not just an unhappy coincidence, a misapplication of the tools of plasticity; rather, the algorithmic requirements of a stable learning system build in an intrinsic functional vulnerability to epileptogenesis that can be unmasked with repeated provocations.
After neuronal hyperexcitability, the formation of spatially hyperextended states represents the second necessary condition for epileptogenesis. This condition is neither more important nor less important than the condition of neuronal hyperexcitability, but it suggests new ways of thinking about and treating epileptogenic states. For instance, one may wish to maintain connectivity in people at risk for epilepsy more closely about criticality by testing and designing electrical brain stimulation protocols that boost spontaneous activity whenever the brain enters a supercritical state. Suppressing the supercritical state in this way would not only help prevent epileptogenesis but it should also improve brain performance. In contrast, brain stimulation protocols that do not monitor connectivity may not improve brain performance and may not suppress the supercritical state. Similarly, pharmacological suppression of neuronal hyperexcitability also does not guarantee improved brain performance; rather, it more often degrades it.
3. Non-Markovian connectivity: connectivity in time
Are there other necessary conditions for epileptogenesis?
This question arose because even though we provoked our computational model by subjecting it to prolonged postictal states, we failed to detect spontaneous seizurelike events in the computational model. The system was too stable. In our original definition of the conditional probability P(i, j;t), we took P(i, j;t) to mean the probability that node i will fire if node j fired in the immediately preceding time step, 4 ms earlier. Inputs from times earlier than one time step back are ''forgotten." Such connectivity is referred to as Markovian; we chose this type of connectivity for the sake of simplicity. Although we did detect an increased activation of spatially hyperextended states, such activations did not result in what we expect to see in a seizure, namely, a rhythmic, hyperactive, and repetitive activation of a spatially hyperextended state. We reasoned that there must be at least one other condition for the occurrence of spontaneous seizures, namely, that the system is able to enter an abnormally prolonged, temporally recurrent sequence of activations. Thus, we have proposed that there are at least three necessary conditions for epileptogenesis [21] :
1. Neuronal hyperexcitability: neuronal discharges occur above baseline levels. 2. Overconnectivity in space: spatially hyperextended states are learned and burned into memory. 3. Overconnectivity in time: neuronal activations enter a recurrent temporal loop and persist for an abnormally long period.
There are examples of brain states that satisfy one or two of the conditions of epileptogenesis, but not all three; these states do not represent true seizures. For example, the well-known phenomenon of isolated interictal spikes seen on clinical scalp EEGs represents a state of local supercritical connectivity, spanning brain areas from millimeter to centimeter length scales. These isolated spikes do not represent seizures because they do not persist, and patients exhibit minimal to no clinical manifestations during them. Similarly, the recent observation of persistent, oscillatory discharges recorded from intracranial microwire electrodes in human epileptic brain [59, 60] is evidence of abnormal temporal recurrence of patterns of activity that fail to spread spatially. These ''microseizures," or, more appropriately, micro-oscillations, do not represent true seizures in that electrical activity remains confined to the submillimeter length scale, and patients show no clinical manifestation during these events. Both interictal spikes and these subclinical micro-oscillations are important markers of epileptic risk, as brain tissue in which such spikes and micro-oscillations are found is also tissue that exhibits potentiality for spontaneous seizures. But a true seizure must combine all three conditions above.
Markovian versus non-Markovian connectivity
What is necessary for a neural system to enter a prolonged temporally recurrent state? One way to do this is to relax the condition of Markovian connectivity, and to allow P(i, j;t) to depend on activity at node j from more than one time step back. This kind of connectivity is known as non-Markovian connectivity. Markovian connectivity is adequate for coding static memory, but is not reliable for coding temporal sequences. The reason is that the temporal links induced by Markovian connectivity are fragile. To see this, let A, B, C, D, and E represent five distinct spatial patterns of nodal activation, and consider trying to learn the temporal sequence A ? B ? C ? D ? E. A Markovian brain would learn this sequence as four separate links: A ? B, B ? C, C ? D, and D ? E. If any one link is disrupted by chance, then the rest of the sequence is lost. If pattern C misfires, there is no way to look further back in time, to see that pattern B was the pattern one time step back, pattern A the pattern two time steps back, and therefore the current pattern is probably pattern C and the next pattern should be pattern D. To be able to look further back than the immediately preceding time step requires non-Markovian connectivity. In a non-Markovian brain where P(i, j;t) is allowed to remember what happened four time steps back, the temporal sequence A ? B ? C ? D ? E can then be learned in its entirety. In this case, if patterns A and B fire correctly in sequence but pattern C misfires, it may yet be possible that the correct firing of patterns A and B contains enough information to ''skip over" pattern C and to cause pattern D to fire and then E next.
It is possible to generate fairly reliable temporal sequences in a purely Markovian system by the use of many Markovian recurrent feedback loops to reinforce each temporal link [61] , but such a network bears the cost of maintaining the many connections and neurons making up these feedback loops. That we did not observe this in our simulations may be that we did not incorporate enough nodes; we used only 64, because our experimental system was of approximately this size. A non-Markovian mechanism provides for reliable temporal sequencing even for small numbers of nodes and, as such, is much more energy efficient.
Is there experimental evidence for non-Markovian connectivity?
Non-Markovian connectivity can best be detected by studying the cross-correlogram in the time domain. In a purely Markovian network, the cross-correlogram will fall off quickly and monotonically in time-in fact, exponentially. In networks with both Markovian and non-Markovian connectivity, however, the crosscorrelogram is expected to extend beyond this period of quick, exponential decay, and may have a long-time shoulder beyond the exponential delay or even distinct bumps that occur at more substantial delays. We have observed all three types of correlograms in data from cortical slice networks. Out of 60 such slices, 3 showed distinct bumps with maxima at about 120 ms, and the remainder either showed a rapid exponential decay, a hint of a shoulder, or more clear evidence of a shoulder. In Fig. 7 , we show one example demonstrating a non-Markovian shoulder and an- other example with a distinct non-Markovian peak at about 120 ms. All samples were prepared in the same way (see Methods).
The distinct bump with maximum at about 120 ms is strong evidence of non-Markovian connectivity. The only way that a purely Markovian system can produce such a peak is if neuronal excitation migrates to a region that is not being monitored by the experimental electrodes, so that the apparent interval of relative neuronal silence in the correlogram (between approximately 50 and 80 ms) is one during which neuronal activity is localized in the unmonitored region. However, because of our experimental setup, there is no such neural tissue that is not within range of one or more recording microelectrodes at any time.
Is the non-Markovian bump plastic?
That the non-Markovian bump appeared in only 3 of 60 slices suggests that it was acquired through some vagary in preparation. That is, the non-Markovian bump may have been learned. Is the bump plastic? We stimulated 2 of 60 electrodes at 10 Hz for 5 minutes and compared recordings consisting of two 10 minute samples chosen before stimulation and one 20 minute sample after stimulation. Fig. 8 shows that a new peak appears at about -90 ms, indicating that the neurons underlying most of the 60 electrodes have become followers behind certain other neurons with a time delay of firing of 90 ms. Similar results were obtained on three of three trials. That we were able to change the non-Markovian bump by electrical stimulation suggests (although it does not prove) that this bump may be plastic. The time delay is far outside of the usual LTP, LTD, and STDP time delays, which are on the order of 20 ms or less. Potter and co-workers have obtained analogous results [62, 63] .
The new peak in the cross-correlogram, induced by electrical stimulation, is evidence of plasticity. Experiments are underway in our lab and other labs aimed at improving control over this non-Markovian plasticity. The ultimate goal is to be able to ''write" arbitrary spatiotemporal patterns onto the neural network. For instance, if all the keys of a computer keyboard are assigned an arbitrary but distinct spatial pattern of neuronal activation, then we wish to be able to write any ''sentence" onto the neural network of our choosing. If there are 60 active electrodes, then there are 2 60 % 10 18 different possible spatial patterns, so there are more than enough spatial patterns to choose from.
What is the functional significance of non-Markovian connectivity?
The significance is that many higher cognitive skills require reliable and efficient temporal linking and sequencing [21] . That is, if A, B, C, D, and E each represent a particular spatial pattern of nodal activation, then each may represent a basic unit of information. These bits of information may be linked together in a temporal sequence, to form a more complex unit of information. With more temporal links, more and more complex information can be coded, processed, and stored [64] [65] [66] [67] [68] . In particular, the temporal dimension frees the brain from spatial limitations. The complexity of a thought can be successively extended in the temporal domain by increasing the number of temporal links in that thought, which, in principle, can extend to the lifetime of the animal.
To appreciate the value of non-Markovian connectivity, consider two animals, one capable only of Markovian connectivity and the other capable of non-Markovian connectivity as well. The animal capable of strictly Markovian connectivity may learn the spatial features of a particular scene, as in a photographic still, Fig. 8 . Plasticity induced by electrical stimulation at 10 Hz. Each plot shows cross-correlograms for all electrodes with respect to one reference electrode. All correlograms are superimposed to give a summary of temporal relationships in the entire network. Plots A and B were taken from the first and second 10 minutes of the baseline period. Note minor differences in correlograms, suggesting relative stability. Plot C is the overall correlogram for the 20 minute prestimulation period. Plot D is the correlogram for the 20 minute period that began 10 minutes after stimulation. Note the appearance of a new bump (at arrow) near -100 ms. This bump is probably not the result of drift, as there was no evidence of it in the prestimulation baseline plot A or B. Evidence for long-term plasticity of this sort has been seen in three of three experiments so far. but a non-Markovian animal would, in addition, be able to link these photographic stills together into a temporal sequence, in essence, into a movie. A Markovian animal may be trained to recognize the letters of the alphabet, but a non-Markovian animal can, in addition, link these letters together into words, sentences, paragraphs, even a novel. An external stimulus presented to a Markovian animal will appear the same each time it is presented, and the animal will then respond in the same way, no matter how many times the stimulus has been presented. A non-Markovian animal, however, will be aware that it has seen the same stimulus before, and its response may be modified accordingly. That is, a non-Markovian animal is capable of historical context. These ideas are summarized in Table 1 .
Gamma and theta-alpha frequency time scales
It is also worth remarking on the time scales of Markovian versus non-Markovian connectivity that appear spontaneously in our samples. Fig. 7 suggests that Markovian connectivity operates on a time scale of 20 ms, whereas non-Markovian connectivity operates on a time scale of 80 to 160 ms. These time scales correspond to 50 Hz Markovian and 6-to 12 Hz non-Markovian frequencies, that is, gamma and theta-alpha band frequencies. Gamma and thetaalpha band frequencies are widespread in the intact brain [65] , and often appear to be phase-locked such that gamma oscillations appear on the crests of theta oscillations. Lisman has interpreted this type of coupling in terms of temporal linkage and delimitation, with each gamma crest representing a ''letter" of a ''word" and with each theta-alpha crest delimiting the beginning and end of a word [64] . This coding scheme is attractive in that it implies plasticity at both gamma and theta-alpha frequencies, to allow the coding and linkage of different letters and different words.
Another area of research in which theta-alpha frequencies figure prominently is that of the design of stimulation protocols that optimize traditional LTP. This field has recently been reviewed [69] . In short, LTP is most strongly induced when electrical stimulation is given in bursts of gamma frequency pulses with an interburst interval at theta-alpha frequencies. Workers in this field test for LTP at the traditional gamma frequency time scales, but we suspect LTP is also occurring at theta-alpha frequencies in these experiments.
In summary, non-Markovian connectivity may not only improve temporal sequencing of neuronal spatial activation patterns, but there may also be an interplay between non-Markovian and Markovian connectivity in the construction of more complex spatiotemporal patterns. Future experiments should test for LTP not only at gamma frequencies, but also at longer time scales.
The discussion above on non-Markovian connectivity may be of interest to the basic cognitive neuroscientist. Now we turn to the key question of interest for the clinician caring for patients with epilepsy.
What is the relationship to epileptogenesis?
If non-Markovian connectivity exists and if it is plastic, what happens if a temporal sequence is created (or accidentally learned) that comes back on itself, and an endlessly recurring sequence is created, for example, A ? B ? C ? A ? B ? C ? etc.? If such a recurring sequence were to persist for an abnormally long time, then it would represent the micro-oscillations that have been observed in epileptic brain [59, 60] . Such an endlessly recurrent loop would constitute the third condition for epileptogenesis, related to overconnectivity in time. When combined with the other two conditions of epileptogenesis, an electrographic seizure should result ( Table 2) . Of the three conditions we have proposed as necessary for epileptogenesis, the third condition is the most intriguing. If a given seizure circuit (e.g., A ? B ? C ? A ? B ? C ? etc.) is learned, then it should also be possible to unlearn it. If we can learn how to write onto a neural network using specific spatiotemporal patterns of electrical stimulation, then we should be able to rewrite or to erase seizure circuits.
A great deal of work remains to be done before we will know if such rewriting or erasing is possible. We can imagine at least three electrical stimulation protocols to try. Protocol 1 consists of regular high-frequency stimulation of a subset of neighboring electrodes at regular intervals, to mimic standard brain stimulation protocols [70] [71] [72] [73] [74] [75] [76] [77] . If a given seizure circuit is given by A ? B ? C, then Protocol 2 consists of repetitively presenting the sequence B ? A at random intervals. Protocol 3 consists of repetitively activating the sequence A ? B ? C ? X, where X is a random pattern, different for each presentation.
Our predictions are: Protocol 1 will result in suppression of seizures by lowering connectivity to subcritical levels, but the seizure circuit will not be erased and there will still be occasional activations of the seizure circuit; Protocol 2 will disrupt the seizure circuit and result in the learning of the sequence B ? A, erasing not only the full seizure circuit but also the sequence B ? C; however, if applied too frequently, Protocol 2 may create a new, shorter seizure circuit consisting of A ? B ? A ? B ? etc; Protocol 3 will disrupt repetition of the seizure circuit but it will not lead to the learning of a new seizure circuit. If our predictions are verified, in slices and in animal models, then it would be of interest to apply these protocols to the treatment of human epilepsy.
Summary and future directions
We have proposed that there are at least three necessary conditions for epileptogenesis. The first one, neuronal hyperexcitability, is the textbook standard. Treatments aimed at suppressing neuronal hyperexcitability typically involve pharmacological suppression of excitatory drive within a circuit or boosting of inhibitory drive. Such interventions do not ''cure" epilepsy in that the seizure circuit remains intact and can still resurface at unpredictable times. Future interventions may involve genetic manipulations to control more precisely the component parts of the neural network. Such an undertaking would be incredibly complex, as the behavior of the whole system almost certainly cannot be predicted from control of a few component parts. We would also suggest that any intervention that targets neuronal hyperexcitability also take into account interictal baseline activity and network connectivity, as our computer simulations predict that suppression of neuronal firing rates to levels that are below set point levels may result in compensatory supercritical connectivity, which may then promote further epileptogenesis and result in the generation of new seizure circuits. In addition, perturbation of connectivity away from critical connectivity in either direction will degrade brain performance. The second condition for epileptogenesis, overconnectivity in space, states that supercritical states are epileptogenic and that boosting spontaneous activity should relieve the drive toward supercritical connectivity. If connectivity can be restored to critical levels, then not only will seizures be suppressed but the brain may be returned to optimal performance. The third condition for epileptogenesis, overconnectivity in time, requires the greatest further theoretical and experimental development before it can be useful, but it also holds out the greatest hope for a possible cure of epilepsy. This hope rests on the supposition that what has been learned can be unlearned.
The second and third conditions for epileptogenesis are both built-in vulnerabilities of a system designed to learn, and both require network connectivity. As such, they are independent conditions distinct from neuronal hyperexcitability, because hyperexcitable neurons that are not connected to each other are not capable of generating seizures, no matter how hyperexcitable they are.
We emphasize that we have not proven that epilepsy involves the learning of seizure circuits, nor that epileptogenesis requires a period of supercritical connectivity. However, in exploring the constraints of stable Hebbian learning systems, we have found that there are intrinsic vulnerabilities of such systems to the development of epilepsy. Our goal in writing this article was to encourage consideration of these vulnerabilities as candidate mechanisms of epileptogenesis. The mechanisms we have discussed are particularly relevant to the design of interventions for suppressing and possibly reversing epileptogenesis.
Future issues
There are many future issues to be resolved. First and foremost, it would be highly desirable to obtain branching ratio estimates from multiple parts of the brain under multiple conditions including the awake and asleep states, in disease and in health. However, in the presence of non-Markovian connectivity, how does one extract the branching ratio from experiment? The influence of one neuron on another can be delayed for 120 ms in our experiments, and there are hints that there may be even longer time scales (Beggs, unpublished) . The simple formulas of Eqs. (1) and (2) are still valid, but a direct causal relationship between events separated by long times can be difficult to discern. In particular, one can no longer assume that causation between neuronal firing events is restricted to the duration of an avalanche. Each avalanche likely represents only the Markovian part of the total connectivity, and misses the nonMarkovian contribution. The firing of neurons in one avalanche may contribute to firing of neurons in a different avalanche, and indeed, neuronal discharges in live animals may be more complex and may not even occur in the form of avalanches.
The presence of neuronal avalanches in our experimental system helped lead us to the idea of critical connectivity, but critical connectivity itself may not depend on the presence of identifiable neuronal avalanches. Indeed, there have been in vivo experiments that have failed to detect power law avalanche behavior in unit neuronal activity in the live cat, observing instead an exponential dependence more typical of subcritical systems [78] . Because of the importance of critical connectivity to brain performance, we believe that it must exist even in systems where neuronal avalanches are absent. If one estimates connectivity assuming only Markovian connectivity, then one is bound to underestimate true connectivity, and consequently, one easily may mistake a critical system for a subcritical one. A reliable method for estimating the branching ratio in systems with non-Markovian connectivity, however, is still lacking. This problem promises to be challenging.
The pairwise cross-correlogram can be used to suggest when there is a causal relationship between unit potentials or population spikes occurring at two different electrodes, but it cannot be used directly to calculate a branching ratio, because besides the direct correlation, it also implicitly contains cross-correlations between many intermediate interactions. That is, the cross-correlogram C(i, j;t) contains interactions not just from the interaction j ? i (by which is meant that a population spike at node j directly later causes a spike at node i), but it also contains interactions from ''chain diagrams" such as j ? k 1 ? i, j ? k 1 ? k 2 ? i, plus all higher-order chain diagrams, as well as all possible ''branching" diagrams. Fig. 9 shows examples of a simple chain and branching diagram.
How can the direct correlation function be extracted from the total correlogram? A similar diagrammatic expansion occurs in the theory of the radial distribution function in condensed matter physics [79] . An exact solution, whereby the exact direct correlation function is extracted from the total cross-correlogram, is not generally possible, but an approximate solution is possible, for instance, through use of the Ornstein-Zernicke equation [79] . If we let D OZ (i, j;t) be the Ornstein-Zernicke estimate of the direct correlation function, then it is related to the total correlogram by 
Here T is a time beyond which one does not expect any direct correlations; in practice, we find that beyond 2-3 seconds, Eq. (5) is not sensitive to its choice (Hsu and Hsu, unpublished) . More experience using Eq. (5) is required.
Once we have an estimate of the branching ratio, we will wish to know not only the mean value of the branching ratio, averaged over time, but also how widely it fluctuates over time. Are there wider fluctuations in brains that are more susceptible to epilepsy? How about the mean firing rate? How wide are those fluctuations? It may turn out that in epileptic foci, the mean firing rate is normal but the interictal baseline rate is subnormal, to compensate for the higher firing rates during seizures. In such brain tissue, it may be counterproductive to further suppress neuronal activity in the interictal period.
What are the time scales for LTP?
A second issue is, at what time scales is LTP possible? The traditional time window extends to 20 ms, but we believe there is also a time window centered near 120 ms. It would be of great interest to determine the full range of time scales at which LTP can be induced. A similar interest also holds for the LTD and STDP time windows.
Reading the brain
Third, in spontaneously active neural tissue, how do we recognize and classify spatiotemporal patterns into a unique set of fundamental elements? This problem arises because the activation of one neuron or one set of neurons does not always result in exactly the same response from the other neurons. How do we recognize the ''intended" pattern? Many solutions to this ''clustering" problem have been proposed [80, 81] . As the number of possible patterns that the brain makes is enormous, this problem is likely to be challenging as well.
Writing on the brain
Finally, how do we ''write" onto neural tissue through electrical stimulation? How do we selectively strengthen or weaken individual connections? The most obvious approach is to apply high-frequency bursts consecutively first at one electrode and then at another, with interburst intervals within a known LTP time window. More complex spatiotemporal patterns may be written onto a neural network by the simultaneous application of electrical stimulation, in the spatial pattern desired, followed by a second spatial pattern delivered within a known LTP time window. Once we learn how to write onto a neural system, then we can try to create a ''seizure circuit" by writing a recurrent loop; next we would try to suppress or erase this seizure circuit by the protocols discussed above. If we can, one day, do all of this, then we will have learned how to unlearn epilepsy.
Methods
Acute slices were prepared from Sprague-Dawley rats 14-35 days old (Harlan). Rats were deeply anesthetized with Halothane and then decapitated. Brains were removed and immediately placed for 3 minutes in ice-cold artificial cerebrospinal fluid (ACSF) containing (in mM): sucrose 125, KCl 3, NaH 2 PO 4 ÁH 2 O 1.25, NaH-CO 3 26, MgSO 4 Á7H 2 O 2, CaCl 2 Á2H 2 O 2, D-glucose 10, saturated with 95% O 2 /5% CO 2 . After cooling, brains were blocked into $5 mm 3 sections containing somatosensory cortex, striatum, and thalamus. Blocks were then sliced into coronal sections with a thickness of 250 lm using the tissue slicer. After cutting, slices were incubated for $1 hour at room temperature in ACSF with the same ingredients as listed above, but with 125 mM NaCl substituted for 125 mM sucrose to restore Na + and allow cells to fire action potentials again. After incubation, slices were adhered to microelectrode arrays with a solution of 0.1% polyethylenamine that had been previously applied and left to dry for 2 hours [16] . We attempted to place the tissue so that neocortical layers I-V covered the array. Slices were maintained thermostatically at 37°C and were perfused at 1.0 ml/min with ACSF solution containing 5 mM KCl and 0 mM Mg 2+ during recording, which typically lasted 5 hours. These external ionic concentrations are known to produce local field potential activity in cortical brain slices (e.g., [82, 83] ). Stimulation was applied through the electrodes of a 60-channel microelectrode array. We used arrays purchased from Multichannel Systems, Reutlingen, Germany. Voltage pulses of 500 lV in amplitude and 50 ls in duration were delivered in a 20-Hz train for 1 second through four selected electrodes.
