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Abstract
After elimination of the redundant variables, gauge theories may still exhibit
symmetries associated with the gauge fields. The role of these residual gauge
symmetries is discussed within the Abelian Higgs model and the Georgi-Glashow
model. In the different phases of these models, these symmetries are realized dif
ferently. The characteristics of emergence and disappearance of the symmetries
are studied in detail and the implications for the dynamics in Coulomb, Higgs,
and confining phases are discussed.
1 Introduction
An appreciation of the deep and pervasive role of symmetries in quantum mechanics and
field theory has been one of the great triumphs of twentieth-century theoretical physics.
Indeed, the connection between symmetries and massless particles is so compelling that
one’s understanding of the symmetries of a system must be fundamentally incomplete
if it cannot account for the massless excitations and particles arising in all the phases of
that system. By this criterion, there are still gaps in the understanding of symmetries
in gauge theories.
The goal of this work is to clarify the role of residual gauge symmetries and their
relation to the phases of gauge theories, thereby filling some of these gaps. By resid
ual gauge symmetries we mean symmetries associated with gauge fields that remain
present after a complete gauge fixing. In particular, these residual symmetries can
not be generated by the Gauss law operator for one of two reasons. either because of
some geometrical property or because of some dynamical obstruction. These residual
symmetries will be studied in both the Abelian Higgs model [1, 2, 3] and in the non
Abelian Georgi-Glashow model [4]. These models exhibit a rich variety of phases and
realizations of residual gauge symmetries, and provide examples of residual symmetries
that arise from geometrical properties and from obstructions.
Quite generally, electrodynamics, after elimination of redundant variables, must
exhibit a continuous symmetry that by its spontaneous breakdown produces massless
particles. Otherwise, the zero value of the photon mass would become accidental af
ter elimination of the redundant variables. Indeed, the photons can be interpreted as
Goldstone bosons associated with a shift (“displacement”) symmetry (cf. [5, 6, 7, 8, 9]).
In our discussion of the Abelian Riggs model, we discuss the peculiar properties of this
symmetry and investigate its fate in the Higgs phase. As is well known (for example,
see [10]), the Riggs phase, when formulated in terms of the physical degrees of freedom
of the unitary gauge, does not exhibit any continuous gauge-like symmetry nor is it a
signature of the original global phase symmetry present; on the other hand, the system
does not contain massless particles either. In the Abelian Riggs model, the unitary
gauge condition is optimal for describing the Riggs phase; its choice, however, is not
mandatory, For the discussion of the symmetry we will implement the Coulomb gauge.
This is technically more involved and the formalism is less transparent: however, the
gauge choice is not restricted to the description of the Riggs phase and is obviously
quite appropriate in the Coulomb phase. In this description we shall be able to trace
the disappearance of the two continuous symmetries of the Abelian Riggs model and
to understand why this disappearance is not accompanied by the appearance of Gold-
stone bosons. In this discussion it will prove useful to assume one of the space-time
coordinates to be compact; in this way the subtle infrared properties of the model asso
ciated with the displacements can be controlled and simple topological interpretations
of some of our results can be obtained. It will allow us to discuss the realization of the
displacement symmetry at finite temperature and to clarify its possible violation by
Debye screening. We will demonstrate that the requirement of invariance under dis
placements imposes severe constraints on the structure of finite-temperature effective
Lagrangians. Finally, for our discussion of the non-Abelian center symmetry [11, 12, 13]
the introduction of a compact space-time coordinate is indispensable.
The non-Abelian Riggs model, the Georgi-Glashow model [4], exhibits complemen
tary symmetry properties. In the confining phase, the phase with heavy adjoint Riggs
scalars, the system does not exhibit any residual symmetry nor does it contain massless
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particles. We argue it is even not quite correct to count the center symmetry which is
realized in the confining phase as a proper symmetry; rather we have to consider it as a
discrete leftover of the redundancy expressed by the non-Abelian gauge symmetry and
to take it as an indication of an incomplete gauge fixing. In the Riggs phase, on the
other hand, the physical degrees of freedom of the unitary gauge contain photons and
therefore in the transition from the confining to the Riggs phase a displacement-like
symmetry is expected to be present in the Hamiltonian or Lagrangian describing the
Riggs phase. Also, the rather mysterious center symmetry has to be broken by the
Riggs vacuum. Otherwise static fundamental charges should have a confining interac
tion, which is certainly not expected in the presence of physical massive and massless
vector particles. Within the unitary gauge we will describe the mechanisms by which a
symmetry absent in the confining phase can emerge and specify how the center symme
try, a discrete part of the gauge symmetry, is spontaneously broken. As in the Abelian
case, a representation of the dynamics in the confining and Riggs phase within one
common gauge choice can be attained provided the gauge condition does not involve
the Riggs field. Unlike the Coulomb phase of the Abelian Riggs model, the confining
phase of Yang-Mills theories, as well as its relation to the Riggs phase, is understood
only poorly. We will attempt to shed some light on the connection between the Riggs
and confining phases. To this end, we will derive an effective Coulomb-gauge La
grangian for the description of the Riggs phase and with the help of “gauge-invariant”
variables extend this discussion to other gauge conditions. This will allow us to study
qualitatively the fading of possible mechanisms of confinement in the transition to the
Riggs phase.
2 Abelian Higgs Model
2.1 Residual Gauge Symmetries
In this section we will discuss residual gauge symmetries and their realization in the
two phases of the Abelian Riggs model. In standard notation, the Lagrangian is given
by
£ [A, ] = —FF + (8 + ieA(8 — ieA* — V(). (2.1)
The Riggs potential V(I) and the coupling constant c determine the phases of this
model. As emphasized in the Introduction, we also assume the system to be of finite
extent L in at least one of the spatial directions (the 3-direction). In conventional
treatments, one normally derives the properties of these phases by choosing gauges that
simplify the dynamics in the relevant regime. In the weak coupling limit (e << 1 — see
below) of the Abelian Riggs model, any gauge choice that constrains the gauge field such
as the Lorentz or Coulomb gauge is appropriate. On the other hand, the description
of the strong coupling limit, i.e., of the Riggs phase, simplifies in the “unitary” gauge,
which constrains the Riggs field and thereby displays directly the particle content of
this phase. In this work, however, we shall perform an analysis within a single gauge
choice. Although this necessarily will complicate matters technically, it will enable us
to investigate the fate of the symmetries in the two phases and will lead to a unified
dynamical description.
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In the definition of the generating functional
Z[J, k]
= f d[A, ] S[f(A. )]eiS ieZ fd4x(JA+k) (2.2)
we assume the gauge condition
f(A, ) = 0 (2.3)
does not affect the time component of A. In a large part of this section we will choose
the Coulomb gauge. We also will use in part of our discussion the polar representation
for the Riggs field
= pe°.
After implementation of the Coulomb gauge, residual symmetries are still present.
Clearly the system described by the above gauge fixed functional is invariant under
two global, continuous symmetries, the global (rigid,) phase changes
(x) e(x) ((x) (x) + a) (2.4)
and displacements [9]
A(x) A(x) + d (x) e(x) ((x) (x) + d x). (2.5)
These transformations do not change the action nor do they change the gauge condition.
Strictly speaking, displacements are not continuous transformations, since periodicity
in the 3-direction enforces quantization of the 3-component of the displacement vector
2rn
It is obvious that a gauge choice that constrains the gauge fields does not affect the
global phase symmetry of the theory. The displacement symmetry is a direct conse
quence of the equations of motion. With the help of current conservation, Maxwell’s
equations can be written as
—
ejx”) = 0. (2.6)
In this way, the components of Maxwell’s displacement vector
D=fd3x (E+exj°)
are identified as the generators of displacements. We note that along a compact direc
tion
fd3xE _fd3xxdivE
and thus displacements cannot he generated by the Gauss law operator G = div E — ej°.
Therefore, after gauge fixing, displacements are present as residual symmetries and the
zero modes, fd3xA(x), are gauge invariant. In a gauge-fixed formulation, the inter
pretation of displacements as residual symmetry transformations becomes manifest. In
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the Coulomb gauge, with the transverse fields as dynamical degrees of freedom, the
symmetry transformation can be softly modulated
A(x) A(x) + rot [d(x) x x] (x) e2d(x). (2.7)
This transformation is clearly not a gauge transformation; the gauge condition is re
spected by construction and it reduces in the infinite wavelength limit to the symmetry
transformation (2.5). Thus for large wavelength modulations the restoring forces gen
erated when applying this transformation to the ground state will be weak and the
excited states therefore of low energy. Unlike other symmetry transformations, the
displacement symmetry has the peculiar property that in a certain sense, it always
gives rise to gapless excitations (or if the 3-space is compact, excitations with energies
1/L.) The existence of an operator whose commutator with D has a nonvanishing
expectation value is guaranteed kinematically by the canonical commutation relation
[Dkfd3xAl] =Zkl. (2.8)
Thus Goldstone bosons associated with this symmetry must exist. The connection
to a possibly nontrivial structure of the vacuum is more subtle. In Appendix I the
physical content and some general issues concerning spontaneous symmetry breakdown
are discussed. We will address the issue of the structure of the vacuum in the context
of the Georgi-Glashow model. Related to the kinematical nature of the appearance of
the photons as Goldstone bosons is the fact that the Ward identities associated with
the displacements and the rigid phase transformations actually imply the Maxwell
equations (2.6) (cf. Appendix II).
The presence of two continuous global symmetries has to be expected. The dynam
ics has not yet been specified and therefore the above gauge-fixed generating functional
could, for example, describe decoupled radiation and matter. In this case, the theory
would contain massless photons enforced by the displacement symmetry and scalars
that as well may be massless as a result of the spontaneous breakdown of the rigid
phase symmetry. On the other hand, as is well known, there are no massless excita
tions in the Riggs phase, nor does the Riggs phase exhibit any symmetries [10, 14]. The
disappearance of the residual gauge symmetries in the Riggs phase without emergence
of massless particles is the main subject of the following two sections.
2.2 The Higgs Phase
In this section we derive in Coulomb-like gauges the effective Lagrangian describing
the dynamics in the Riggs phase. On the basis of this development we will give a
complete account of the symmetries present in the original form of the Lagrangian.
To this end we have to integrate out the constrained variables contained in the gauge
fixed Lagrangian, the time component of the gauge field. The action is quadratic in
the field A0. The integration can be carried out exactly resulting in an expression for
the generating functional which neither contains integration over redundant nor over
constrained variables. A straightforward calculation yields for general gauge conditions
of the form (2.3) and with vanishing time component of the source J
Z[J, k]
= f d[A, ] 6[f(A. fd4 x(-J.A+k) (2.9)
0
with
Seff fd4x (kin+pot) tr{lnf}
£pot = _FzJF + (ü + ieA)(8 — ieA* — T() (2.10)
£kin = (ep28o — (ep8o — 880A) +p2(8o) + (8op)2 + (8oA)2
and
(2.11)
In Coulomb gauge,
f(A,) = divA
the expression for Lk simplifies
£kin = 8o + (8op)2 + (80A)2. (2.12)
Up to this point, we have not yet used any property that is specific to the Riggs phase.
As in the standard treatment, we now assume that the Riggs phase emerges if the
self-interaction V generates a large expectation value o of the Riggs field and that it
becomes meaningful to use the polar representation. We decompose the modulus of
the Riggs field into this vacuum expectation value and a fluctuating piece
p(x) = Po +
and keep only terms quadratic in the fields u, , and A. In the resulting expression
(cf. Eq. (2.11))
£pot R — (Vo)2 — p(Vp + cA)2
we single out the zero modes of the fields V and A
V + eA = (V + cA)o + (V + cA)’, with fd3xA’ = fd3xV’ = 0, (2.13)
and note that A’ and ‘ are invariant under displacements. We obtain
Seff f d Xeff
with
Leff = —A’(L1 + m2)A’
—
(L1 + m2)— aLJu
—
V”(po)cr2+ Lo. (2.14)
The mass of the vector mesons is
= 2ep
and their longitudinal component is given by
I -2
X=Po+2). (2.lo)
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The zero-mode dynamics is described by
L0 = (A0)2 — p(V + eA). (2.16)
No time derivative of (V)0 appears so it is not a dynamical variable. As far as the
3-component of this vector is concerned, this time independence is a consequence of
the periodicity of the scalar field, which obviously requires
= 2n
and therefore does not permit continuous changes of the 3-component of (V)0. Since
(V)0 is essentially an irrelevant constant we may absorb it in A0 and write
A0 + (V)0 A0. (2.17)
Thus £i provides the zero modes for the massive photon field.
It is interesting how, in Coulomb gauge, the standard properties of the Riggs phase
emerge. Like in the unitary gauge, the mass of the transverse gauge fields is generated
by their coupling to the Riggs condensate. The massive longitudinal degrees of freedom
appear due to a dynamically modified kinetic energy of the phase of the Riggs field
(cf. Eq. (2.12)). Rewriting the kinetic energy in canonical form, Eq. (2.15) makes the
transformation of the massless compact variables into the massive noncompact fields
x manifest. In the Coulomb gauge, the crucial quantity that distinguishes Coulomb
and Riggs phase is the operator F of Eq. (2.11). In the Riggs phase, the relevant field
configurations must generate a gap in the spectrum of F. In this case, the fluctuations of
p2 around a nonvanishing expectation value may be neglected. In turn, the transition
from the Riggs to the Coulomb phase has to be accompanied by appearance and
possible condensation of zero modes of F. This is the mechanism of formation of a
condensate of vortices [15, 16]in the unitary gauge. In unitary gauge, the appearance
of a vortex signifies a failure of the gauge condition — the gauge transformation that
eliminates the phase of the Riggs field is ill defined at those points where the Riggs
field vanishes. The association of singularities with the zeroes of the Riggs field is thus
a gauge artifact and has no physical significance.
We now resume our discussion of the residual symmetries in the Abelian Riggs
model. Our construction shows that in the space of redefined fields (cf. Eqs. (2.15),
(2.13) and (2.17)) global phase changes (Eq. (2.4)) and displacements (Eq. (2.5))
x(x) (x) A’(x) A’(x) (2.18)
are reduced to identity transformations. Thus, in the Riggs phase the Lagrangian does
not exhibit any symmetries, as one might have expected.
The mechanism that makes the rigid phase symmetry disappear is displayed by
Eq. (2.12). In the Riggs phase, it is not that is a dynamical variable, rather it is
1/Z. Thus the global phase of the Riggs field is not dynamical. The physics behind
the redefinition of the phase variable is easily understood in the Coulomb gauge. The
Coulomb interaction of the charged scalar field in the Riggs phase
e2 I d3x e2p4 I d3xd3x’ 8o(x)8o’(x’)
J of x—x’j
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gives rise to a nonlocal renormalization of the kinetic energy which is accounted for by
the field redefinition in Eq. (2.15) and, by its long-range nature, prevents the emergence
of Goldstone bosons. We also observe that in the transition from Coulomb to Riggs
phase, the compact p degree of freedom changes into a noncompact one.
The disappearance of the displacement symmetry in the Riggs phase is most eas
ily understood by enclosing the system in a finite volume and imposing boundary
conditions. Otherwise, due to the linear x-dependence of the displacements, certain
integrations by parts necessary for deriving the effective Lagrangian are ill defined.
With compact space. the absence of displacements in the Riggs phase has a simple
topological interpretation. Whenever the gauge field is coupled to matter, the shift in
the gauge field is accompanied by a change in the winding number associated with the
phase of the matter field. As in the case of the 0-vacuum, in order to form a state
that is symmetric under displacements, states with different winding numbers have to
be superimposed. Similarly, to generate Goldstone bosons in the broken phase, the
possibility for space-dependent long wavelength displacements accompanied by corre
sponding changes in the winding number must exist. This is not the case in the Riggs
phase. Under continuous changes, a field configuration with a certain winding number
can only be connected to a field configuration with different winding number i, if
these fields vanish somewhere in space. This is effectively ruled out by the assumption
of a condensate large enough to make the effect of fluctuations negligible to leading
order. Thus in the Riggs phase, the winding number is frozen, i.e., the quantity (V)0
is not a dynamical variable and therefore the displacement symmetry is not present. In
other words, sectors with different winding numbers are separated by barriers of infinite
energy, associated with the discontinuous changes in the field configurations. The same
topological property that freezes the winding number also prevents the emergence of
Goldstone bosons in this symmetry breakdown. The system therefore does not offer in
the Riggs phase the possibility for displacements. When the strength of the condensate
is continually decreasing, the density of strings of zeroes in 3-space increases and makes
it progressively easier for the system to change winding numbers. Eventually, in the
perturbative phase, we assume implicitly that the topological constraint is absent as
in the free Maxwell theory and quantum fluctuations of the Riggs field around zero
field no longer provide any obstacle for change in winding number. More formally,
in the perturbative limit the relevant mapping is x3 E S’ —+ C rather than the
topologically nontrivial x3 S’ —÷ p E S’ relevant for the Riggs limit.
In the Riggs phase, the constant gauge field absorbs part of the phase of the Riggs
field (cf. Eq. (2.17)) and thereby turns into the displacement invariant variable A.
Thus, emergence of Goldstone bosons is avoided because in the Riggs phase the sys
tem contains only dynamical variables that are invariant under displacements. In a
description where we introduce from the beginning the phase of the Riggs field as a
dynamical variable, this resolution of the symmetry issues is easily seen. In the Riggs
phase, the transformation to the gauge-invariant variables
B = A + p
is well defined; in terms of these variables, the generating functional (2.2) is given by
Z
= f d{B] II p(x) dp(x) f d{] 6[f(B — 8 , pez)jeufd4 (2.19)
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with the Lagrangian
£ {B,p] = —F{B]F,[B] +e2pBB + 8pff’p — V(p). (2.20)
The integration over , which also includes a summation over the winding number,
can be used to satisfy the gauge condition. The remaining integration over the zero
mode of factorizes in Z. Thus the generating functional is completely determined by
the fields B and p. These variables are invariant under both global phase changes and
displacements. Thus, we find once more that in the Riggs phase these two symmetry
transformations become the identity; in other words, the corresponding symmetries are
implemented trivially. We note that in this way a conflict between the “realization” of
the displacement symmetry and its breakdown enforced by the canonical commutation
relation (2.8) is avoided.
2.3 Scalar QED at Finite Temperature
In this concluding section on the Abelian Riggs model, we briefly discuss the possible
effects of thermal fluctuations on the realization of the displacement symmetry. To
this end, we consider the Abelian Riggs model in the Coulomb phase and assume the
Riggs potential in Eq.(2.1) to be given by a mass term
V() =
At sufficiently high temperatures, the photon is coupled to a finite density of charged
particles and may thereby acquire a mass. Such a mechanism is apparently operative
leading to Debye screening. Rowever, in perturbation theory no “magnetic” mass is
generated. The presence of the Debye mass is not compatible with the displacement
symmetry. We study this issue by integrating out the scalar field in the generating
functional (2.2), and drop its source term
Z{J]
= f d[Aj 3[f(A)]e_ A]ezf d4 xJA (2.21)
The gauge condition has been assumed to be independent of the scalar field. The gen
erating functional is written in Euclidean space and, following the usual convention, the
compact direction is denoted in this section as the 0-direction. The effective action i
s
Seff = d4xFF +trln [—DD + m2]. (2.22)
To lowest order in a perturbative expansion, the determinant is given by tadpole
and
virtual pair diagrams, which for vanishing photon momentum cancel for “spacel
ike”
gauge fields and yield at high temperatures (T = 1/L) the well-known Debye mass
([18],[19])
2 1 2
= eT
associated with A0. Inclusion of this lowest order result leads to an effective
Lagrangian
that is not invariant under displacements. On the other hand, the ‘tr log’—
contribution
to the action is invariant. For an eigenfunction y
[_DD + rn2] x =
9
the transformed eigenfunction
=
satisfies
[_+m2]
with the displacement-transformed covariant derivatives
= D —ida.
Thus the spectrum {\} is invariant under displacements. This invariance indeed ex
cludes, for ,u = 1,2,3, any dependence of the effective action on the zero modes of the
gauge fields
a
=
d4xA(x)
vv
and therefore no magnetic mass can be generated. The invariance under the discrete
displacements in 0-direction
2irn
do=T
also rules out a purely quadratic mass term for a0. However, it is compatible with a
periodic dependence of Seff
2ir
Seff[ao] = Seff{ao +
—1
eL
which as we will show below can also be locally quadratic for a0 near a multiple of
27r/eL. Since displacements contain the inverse of the electric charge, a perturba
tive evaluation violates the displacement symmetry. Therefore we will evaluate the
determinant in the effective potential approximation; i.e., we take into account only
zero-momentum photons
trln [—DD + m2] trln [—(8 + iea)2 + m2j = 4ff(a).
To calculate we add terms that are independent of the gauge-field zero modes and
obtain
1 °° d3k
ff(a) = const. + I (2)3 [in ((k + ca)2 + (ao)) — in (k2 + (0))]n= —
1 /(ao) d3k 1 1
= const. + f dM f (2) k2 + =
—
vith
(ao)
= ( + eao) + m2.
The momentum integral has been evaluated in dimensional regularization. The de
pendence on the spacelike components of the gauge field has disappeared in the shift
of the integration variables. The final sum is calculated with C-function regulariza
tion (cf. [17])
2001
Veff(a)
=
—cos(neLao)K(nm .
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The displacement symmetry is explicitly preserved in the evaluation of the effe
ctive po
tential. Formally we may define a Debye mass by adding and subtracting the quadr
atic
term of the expansion of the cosine
2 2°°
m= ZK2(nm
The displacement symmetry makes, however, self-interactions of a0 beyond the mass
term necessary. In the high-temperature limit, the n-sum can be performed and, up
to a constant. the effective potential is given by
92
Veff(a) (a2—2c3+a4) 0 <c <1, mL<< 1
where eLa0
2ir
We observe both that the effective potential is periodic, preserving displacement sym
metry at finite temperature, and that it is locally quadratic for a0 in the vicinity of zero
with curvature corresponding to the standard value of m0. Thus, while invariance of
the finite-temperature effective action under displacements rules out a magnetic mass
of the photons. the presence of a mass in the time component of the gauge field as
part of a periodic self-interaction is compatible with the displacement symmetry. In
addition, if we relabel the axes and reinterpret the system as being at zero temperature
with x3 periodic, in the limit of large L we expect displacement symmetry to manifest
itself by excitations with energies 1/L.
At sufficiently high temperature we expect the preceding arguments to apply to
the Abelian Higgs model. Therefore, in addition to the restoration of the rigid-phase
symmetry in the phase transition from the Riggs to the Coulomb phase at finite tem
perature, we also expect that the displacement symmetry will reappear accompanied
by gapless excitations.
3 Georgi-Glashow Model
3.1 Symmetries
In this section we present a general discussion of the symmetries of the Georgi-Clashow
model [4] with emphasis on the center symmetry [11, 12, 13]. The Georgi-Glashow
Lagrangian describes the SU(2) Yang-Mills theory coupled to an adjoint scalar
£ [A, ] = + — V() (3.1)
with the covariant derivative of the Riggs field
D =8—gA. x .
We have written the Riggs field and the field strength tensor as vectors in color space.
For the following discussion, it is convenient to represent both gauge and Riggs fields
in a spherical color basis and we will refer to those objects pointing in the color 3
direction as neutral, those perpendicular as charged. At this point this definition is
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formal. Only later in the process of gauge fixing will the meaning of the color directions
be specified. The charged components of gauge and Riggs fields are defined as
4± _(41 .42
bL
= + i2) (3.3)
The neutral component of the field strength is
=
— 8A
— ig(A:A — A:A) (3.4)
and the charged ones are
F, = (ö,, + igAjA — (ã + igA)A. (3.5)
The kinetic part of the Riggs field can be similarly rewritten and the following form of
the Lagrangian of the Georgi-Glashow model is obtained
with
LYM = —F3F— (3.6)
= [3 + ig(A — A)] + ig(A — A”)] (3.7)
+ DtD + ig3 [A — ADt] +g2AA(3— V()
where
= ã + igA.
Center Symmetry As above, we assume that one of the space-time directions, the
3-direction, is compact. In a non-Abelian gauge theory we can associate a loop integral
of gauge fields with this compact direction, the Polyakov loop,
P3(x)= Pexp{igfdzA3( )}. (3.8)
The trace of P3 can serve as order parameter for the phases of Yang-Mills theories
[12, 20. 21]. The expectation value and correlation functions of this variable are related
to the self-energy of a single static quark and the interaction energy of two static quarks
respectively and therefore distinguish the high-temperature gluon plasma from the low
temperature confining phase. Under gauge transformations U(x), P3 (xjj transforms
as
P3(x) U (xi, L)P3(x±)Ut (xi, 0) . (3.9)
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The coordinates x = (xL, 0) and x = (x±, L) describe identical points, and we require
the periodicity properties imposed on the field strengths not to change under gauge
transformation. This is achieved if U satisfies
U (xi, L) = Cu U (x1, 0) (3.10)
with CL being an element of the center of the group. Thus gauge transformations
can be classified according to the value of cU (+1 in STJ(2)). Therefore under gauge
transformations
tr(Ps(x±)) tr(cuP3(xj)) Su(2) +(P()) (3.11)
A simple example of a class of SU(2) gauge transformations u? with c = ±1 is
u(x) = e(T3, c = (—1) (3.12)
with the arbitrary and, in general, space-time dependent unit vector in color space.
The transformed gauge and Riggs fields are
—
(3.13)
= j — cos(2
3))
x — sin(22x3)8i— jL3]
These symmetry transformations are reminiscent of the displacements of the U(1)
theory. There are, however, important differences related to the different topological
properties of Abelian and non-Abelian theories in the presence of a compact direction.
Unlike displacements that cannot be gauged away, since 11(U( )) = Z, the symme
try transformations in Eq. (3.13) can be continuously connected to the identity for
even ii, since 11(SU(2)) = Z2. An example of such a continuous deformation of these
transformations into the identity has been given in [22]
U2(X, t) = •r (it7r/2){Xl r cos 2nir3/L+2
r sin 2nirx3/L}
u2(x,0) = 1, u2(x,1) =u2(x), u2(0,t) =u2(L,t) = 1 (3.14)
where the unit-vectors , form a right-handed, orthogonal basis. In order to single
out the topologically nontrivial piece of the above transformation, we define center
reflections by
Zk = ic n/2e1(21Tx3 with . = 0 (3.15)
where k is some fixed integer. These transformations are reflections and change the
sign of the Polyakov loop
= 1, CZk = —1. (3.16)
Center reflections can be used to generate any other gauge transformation changing
the sign of tr(P3) by multiplication with a strictly periodic (c = 1) but otherwise
arbitrary gauge transformation. The decomposition of SU(2) gauge transformations
into two classes according to c = +1 implies a decomposition of each gauge orbit 0,
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into suborbits 0, which are characterized by the sign of the Polyakov loop at some
fixed x
A(x) E O, if + tr(P3(4)) 0. (3.17)
Thus, strictly speaking, the trace of the Polyakov loop is not a gauge-invariant quantity.
Only tr(F3(x±) is invariant under all of the gauge transformations. Furthermore, the
spontaneous breakdown of the center symmetry in Yang-Mills theory as it supposedly
happens at small extension or high temperature is a breakdown of the underlying gauge
symmetry. It implies that the wave functional describing such a state is different for
gauge field configurations that belong to 0 and 0_ respectively, and that therefore
are connected by gauge transformations such as u21 in Eq. (3.12). These symme
try considerations apply equally well for the Georgi-Glashow model. Coupling of the
Yang-Mills field to matter in the adjoint representation does not affect the center sym
metry unlike coupling to fundamental fermions. In the latter case, center symmetry
transformations change the boundary condition of fields carrying fundamental charges.
Thus realization of the center symmetry should be equally relevant for the phases of
the Georgi-Glashow model.
These considerations are also of relevance for understanding the structure of gauge
theories after (partially) fixing the gauge. Whenever gauge fixing is carried out exactly
and with the help of strictly periodic gauge-fixing transformations (Q, cç = 1) the
resulting formalism must contain the center symmetry
tr(P3(x±)) — tr(P3(x±)) (3.18)
as residual gauge symmetry, in other words, each gauge orbit is represented by two
gauge-field configurations.
3.2 Residual Gauge Symmetries in Unitary Gauge
We now consider the role of the residual symmetries of the Georgi-Glashow model in
the unitary gauge. The unitary gauge condition is
= (x) = p(x). (3.19)
The gauge condition does not affect the gauge fields. Therefore the Yang-Mills piece
of the Lagrangian remains unchanged and the contribution of the Riggs field simplifies
to
= 8p8p +g2pAA — V(p). (3.20)
By this gauge fixing, the color 3-direction is identified with the direction of the Riggs
field. The symmetry transformations U?. after gauge fixing are obtained using Eq. (3.12)
with
With this choice, the unit-vector ‘,b becomes space-time independent after transforming
to the unitary gauge and
—
in7rx3r/L
n_
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We thus consider the following transformations
Un = U2: A (x) A (x) — A (x) (x)
F (x) F (x) F (x) (x)
p (x) p (x). (3.21)
With an appropriate choice of b, center reflections Zk (Eq. (3.16)) become
Zk = ieTh/2e2k+1)ST3
and transform the relevant variables as
Zk: A (x) —A (x) — 2L+ 1)63 A (x) e2i(2k+13/LA (x)
(x)
—F (x) F (x) e2i(2k+1 3/LF_ (x)
p(x) —p(x). (3.22)
With the above choice of the ‘bj..-dependent term, we actually have included in Z a
charge conjugation’
=
C: A(x)-+-A(x) A(x)-A(x)
F(x)—+ -F(x) F(x)-+ F(x)
p (x)
-÷ —p (x). (3.23)
We note that these three classes of transformations leave the gauge-fixed Lagrangian
invariant
U, Zk, C: YM + H LYM + H
However, they cannot be simultaneously implemented, since
[U,Zk] 0 [U,C] 0 [Zk,Cj 0.
In our analysis of the symmetries we first address the displacements. As argued above,
unlike displacements in the Abelian theory, there is no topological obstruction to a
change in winding number. This is also true after gauge fixing. However, after gauge
fixing, the deformations of the fields in Eq. (3.14) are no longer occurring along equipo
tential lines. Rather, the necessary rotation of the gauge field in color space introduces
terms of the following form:
g2pAA g2pAA +2gpAA3sin2t sin2 +
By construction, along this path the winding of the phase of the charged gauge-field
component changes with identical values of the potential energy at initial and final
‘For a proper definition of C in the Higgs phase one should include a reflection of p at the origin,
which leaves £H invariant; the following discussion will not be affected by such a redefinition.
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points t = 0, 1. However, although the values of the action corresponding to these
initial and final field configurations are the same, they are separated by potential bar
riers whose height increases with the condensate. Hence, ultimately changes in A3 /L
and therefore in the winding number, by such deformations involving all of the color
components of the gauge field are prevented dynamically. This mechanism effectively
prevents the displacements from being generated by the Gauss law operator and is an
example of the second form of residual gauge symmetry mentioned in the Introduc
tion. In the Higgs limit, the system behaves like an Abelian model and like the Abelian
model in the weak coupling limit, it possesses the possibility of changing the winding
in the phase of the charged gauge fields at their zeroes. Thus, for a sufficiently large
condensate and concomitantly large masses of the vector particles, a physical displace
ment symmetry appears that, as in weakly coupled QED, in turn requires the existence
of Goldstone bosons.
We now discuss the discrete symmetries, the center reflection, and the charge con
jugation. With the displacement symmetry broken by the mechanism described in the
first section the variable
2gfAdz =
assumes a fixed value, which by a suitable redefinition of the gauge fields can be shifted
to the interval
0 < < 2ir.
In general, both discrete symmetries are broken. The vacuum is invariant under charge
conjugation only if = 0, and it is center symmetric only if x = rr. The classical field
configurations of lowest potential energy (cf. Eqs. (3.5,3.20))
P = Pmin, A = 0, A = const.
do not single out a particular value of A.
Since classical considerations cannot determine A, we consider the quantum me
chanical ground state energy, which is affected by the presence of “Aharonov-Bohm”
fluxes as described by a nonvanishing constant gauge field. To calculate this quantity,
we formally eliminate x by redefining the phase of the charged vector-particles
—e3’A±
at the expense of introducing modified boundary conditions
A(x3 = L) = eA(x3= 0).
The ground state energy density corresponding to these boundary conditions has been
calculated in [23] with the result that the contribution of the charged vector-particles
of mass M is given by
64±
= 2L4 [( + — + ln(/M)) (ML/2)4
+ (ML)2 cos(n)K2(nML)] (3.24)
with the standard parameters , i appearing in dimensional regularization. Thus, the
vacuum state that is even under charge conjugation (x = 0) is favored energetically
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at high temperatures where K2(nML) is nonnegligible. However, the suppression of
nonvanishing values of is exponentially small for M L >> 1 and therefore irrelevant
at temperatures much smaller than the vector particle mass.
To explore the low-temperature regime, we take the approach commonly used in
studying symmetry breaking of investigating the response of the system to an arbi
trarily weak external perturbation and determining the value of x that leads to the
lowest energy. In the present case, we consider the response to a pair of color charges,
which can be expressed in terms of Polyakov loops and will therefore be directly related
to center symmetry. For massive charged vector-particles, the correlation function of
two Polyakov loops at large distances is dominated by the contribution of the massless
neutral fields and we therefore can write
(01 T(trP3(x±) trP3(y) 0) (01 T(tr eigLa(xi)r3/2tr ez (Y1)T3/2 10)
with
a(xj)
=
In the Fock-space decomposition of the ground state we treat the zero-momentum state
separately. Here we assume a spontaneous breakdown of the displacement symmetry
with the vacuum in a field eigenstate Ix)
(if d2xgLa(x))Ix) = xIx)vJ_ V1
This choice is suggested by the vanishing of the kinetic energy of these zero-modes
in the thermodynamic limit (cf. Appendix I).The Fock-states corresponding to finite
momentum photons are particle number eigenstates and their contribution can be
treated in the standard way. We first calculate the expectation value
(0’I tr(e ±)r3/2) I0) = 2S(x’ — x) cos (0I iLa’(xi)/2 0)
= 28(x’ — cos (3.25)
where the matrix-elements of
/ x
a (xj) = a(x±) —
are those of the corresponding Maxwell theory and have been calculated by replacing
the sum over (transverse) momenta by integrals. The divergence in this integral has
been regulated with heat kernel regularization (regulator A). Obviously, the s-function
in the above expression can be avoided by using a superposition of field eigenstates
centered around a specific value. In the evaluation of the correlation function we
perform a Euclidean rotation (x —* r) and obtain for the interaction energy of two
static charges
_LV(r)
= (o,l tr(e La(xl)r3/2 tr(e gLa.(yjjT3/2) Io)
= 26(x’ — x) 0) + cos (0Ie 1)/2ei9’(Y1)/2 0)]
/ ---LA 2
= 2(x — )e 16r el6ir r + cosxe 16 r (3.26)
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Thus, for all distances, r, the minimum potential V(r) occurs for the maximum of
cos y, favoring x = 0. Although the strength of the “condensate” of Aharonov-Bohin
flux, a(x±), is of the order L’. this constant gauge field has a nonnegligible effect
when integrating j3A over anx3-independent current. For large separation (r >> L).
the interaction energy of static charges behaves as 1/r unless x assumes the center
symmetric value ir or the charge conjugation symmetric value ‘ = 0. In the center
symmetric case, the interaction energy increases logarithmically with distance, provid
ing a hint of confinement. For the charge-conjugation symmetric case, the potential
decreases like r2. We note that the modification of the ground state energy by the
static charges is not suppressed exponentially like the Casimir energy (Eq. (3.24)).
Our calculations thus suggest that there should be no change in the realization of the
center symmetry and therefore no discontinuity in the Polyakov loop as a function of
temperature throughout the Riggs phase for sufficiently large values of the condensate.
With increasing temperature, i.e., decreasing L, the Casimir energy increasingly favors,
independent of an external disturbance, the charge symmetric point (cf. Eq. (3.24)) that
was already preferred at low temperature.
3.3 Coulomb-gauge Effective Lagrangian
In this section we derive in Coulomb gauge the effective Lagrangian for the Georgi
Glashow model. We proceed as in the Abelian Riggs model and first integrate out
the nondynamical A0 variables. In this first step the gauge condition only has to be
assumed to be independent of A0 but can remain unspecified otherwise. We represent
the Riggs field by its modulus p and the unit vector 1 defining its orientation. The
resulting effective action, including the Faddeev-Popov operator is given by
Seff = fd4x (skin +tr{lnFp} — tr{lnF}.
with the two contributions to the effective Lagrangian
Lpot = + 1o
—
V(p) —
= —(D80A+ gp23 x )(D80A+ gp28o X
+ p2(8o) + (8op)2 + (80A)2
with
= fab
+g2p(S — ab)
and the gauge covariant Laplacian
= _ab + gc c(Azca + öA) g2(abAAic — AA).
We simplify these expressions by assuming that the Riggs field develops a large expec
tation value. We decompose the modulus of the Riggs field
p(x) = Po + (x),
and keep only terms quadratic in the fields A, 8, and u. Because of the constraint
= 1, at this point we cannot disregard terms involving higher powers of . Rowever,
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we note that terms involving derivatives of may be truncated at quadratic order, with
the result
kin —(a0aA + gpDo x
—
+g2p(1 — 0 ) (a0aA3+ gpão
X
+ p(8o)2 + 1(3)2 + (O0A)2
Lpot —(8A — 8A)(8A1— 83A) + czu — V”(po)u2
+ + 2g(8 x ) A - g2 (Ai - A))]. (3.27)
This representation in terms of the unit vectors is well defined in the Riggs phase
with its large expectation value of . Generation of a mass for the components of the
transverse vector fields orthogonal to the Riggs field is explicit in the last term of £pot.
The appearance of the massive longitudinal components is more subtle. The above
expression displays the special roles of the unitary gauge and the Coulomb gauge. In
these gauges, the longitudinal components of the gauge fields and the orientation of the
Riggs field do not mix to leading order. In unitary gauge the 2 massive longitudinal
components are described by the fields
1
( 1 2.
= x = gPO(_
+ g2pg)}
divA, a = 1,2
and no time derivative of divA3 is present, reflecting the incompleteness of the unitary
gauge condition. In Coulomb gauge
divAa=O, a=1,2,3
we have to separate massive from massless excitations. To this end we introduce two
vector-fields, an isoscalar () and a constrained isovector (C”1), by representing the
gauge fields as
At = c + Ct x = 0. (3.28)
In making the harmonic approximation, we aain drop terms that are generated when
differential operators act on the unit vectors . Rence. we write
(8oc’)2 + (8C)2
and correspondingly simplify the Coulomb gauge condition
S(82A) — cI x 82C).
We replace the functional integral over the 3 constrained vector-fields C by two “Carte
sian” vector fields. With interactions neglected, the Faddeev-Popov determinant be
comes trivial. Finally to achieve a canonical form for the kinetic terms of the Riggs
field unit vectors we define
X=PO(_g2p) (3.29)
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and with gp —* cc the constraint on yields for sufficiently small momenta two
Cartesian fields
D[1,23]S() D[yi,2,3] jxj+g2p)
z=1,3
This series of small amplitude approximations results in the final expression for the
generating functional
Z[J]
= f D{c, 01,02 1 2 j (8c) II (DCza)&1d4x+Jcc+ (3 30)a1,2
with the Coulomb-gauge Lagrangian
Leff = —ci c — [0 (J +g2p) C +Xa (ci +g2p)a]
a=1,2
— ci a — V”(po)a. (3.31)
As in the Abelian case, the small amplitude approximation is essential for the deriva
tion of the Coulomb-gauge fixed Lagrangian and is justified a posteriori by the mass
generation. In both cases the massive vector-particles receive their longitudinal corn
ponents from the compact variables specifying the orientation of the Higgs fields in
the internal space (U(1) and SU(2) respectively). This can only happen since in the
presence of the mass gap the kinetic energy is modified and thereby the compact 1 are
transformed into noncompact variables.
3.4 Gauge-conditions in Higgs and Confining Phases
An efficient description of the Riggs phase can be obtained with the help of gauge
invariant variables. The starting point is the partition function
Z[J, k]
= f d[A. J[f(A, )]FP[A,]e5efd4x(JA+k) (3.32)
with a general gauge condition
f(A, ) = 0 (3.33)
and S is the action of the Georgi-Glashow Lagrangian (3.1). We assume that the
modulus of the Riggs field has a large expectation value and parametrize the Riggs
field as
= p U’?-3 Ut (334)
The unitary matrix U diagonalizes the Riggs field and can be parametrized, e.g., by
U(x) = e_TS/2e_T2/2. (3.35)
This diagonalization is determined only up to a rotation around the direction of ,
i.e a right multiplication of U with exp[iw(x)T3]. In analogy with the Abelian case
(cf. Eq. (2.20)), we introduce the variables
B = ([t(A + D)U. (3.36)
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Under a gauge transformation , the new set of variables transforms as
[B,p,U] [B,p,U].
In terms of these variables, the Georgi-Glashow Lagrangian is written as
L [B, p] = —F[B]F’[B] + (ü,p0p —g2p(BB’ + BB2j) — V(p) (3.37)
and the generating functional is given by
Z[J,k] = f d[B,p,U] [f(UB pUT3Ut)] FP[ UBpUr3t]
exp {iS [B, p] + i f dx (UJB + Uk pr3 — JU8DTt) } (3.38)
with
uB = U(B + )Ut, Uj = UtJU, Uk = UkU.
zg
Gauge transformations affect the variable U appearing in the measure of the generating
functional; they do not transform the variables appearing in the action. On the other
hand, the Lagrangian still exhibits a local U(1) symmetry
B e(T3(B + (339)
reflecting the ambiguity in the definition of U. However if the gauge condition f(A, )
specifies the gauge completely, the measure will not be invariant.
This formulation also exhibits the particular role of the unitary gauge for describing
the physics in the Higgs phase. A complete gauge fixing to the unitary gauge is achieved
with the following gauge conditions:
— pVo3= 0, f[tr(A)] = 0.
The x-independent unitary matrix V0 eliminates the functional integration over the
angular fields specifying U and f can be chosen to fix the local U(1) symmetry
(Eq. (3.39)). Under the change of variables to B (and using the x-independence of
V0)
J[tr(A)] J[B].
In generalizing our studies of the previous paragraph we discuss in this section the
dynamics in the Riggs phase using a “radiation gauge”
f[A]=0.
Whenever the gauge condition is of this form, i.e., independent of the Riggs field, all the
ambiguities ([24, 25]) and obstructions ([26]) which are encountered when eliminating
gauge degrees of freedom in pure Yang-Mills theories, and which have been invoked as
possible sources for confinement must also be present in the Georgi-Glashow model.
Unlike the global gauge fixing of the unitary gauge, radiation gauges cannot be ex
pected to be globally implemented. Horizons associated with the gauge conditions and
corresponding restrictions to fundamental domains must be present when implement
ing the Lorentz or Coulomb gauge and Abelian monopoles must exist also in the Riggs
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phase when a diagonalization gauge is used [25). On the other hand, our calculation
indicates that such obstructions in implementing the Coulomb gauge should not be
relevant for the dynamics in the Riggs phase. In the representation (3.38) of Z in
terms of gauge invariant variables, the essential argument can be made quite easily. To
this end we treat the gauge condition, for instance the Lorentz-gauge condition
f( U p Ur3Ut) = a [u + 8)Ut]
approximately and neglect in f the contributions from the charged gauge fields B’2.
In the “gauge invariant” formulation (3.37) these two components are massive and on
scales significantly larger than i/gpo fluctuations of these fields should be negligible as
compared to the contributions from B. The approximate gauge condition
O [U(r3 + a)Ut] = 0
is satisfied (cf. Eq. (3.35)) by
= 0, p = const., 0 = const.,
and therefore
f d[U]{8[U(B + 8)Ut]}
The damping of the quantum fluctuations in the Riggs phase by the mass converts
the gauge condition effectively into an Abelian one. The Gribov horizon cannot be
reached when the charged components acquire a sufficiently large mass. In terms
of Gribov’s approximate description ([24]), the zero-point fluctuations which reach
the Gribov horizon get increasingly damped with increasing vector boson mass and
effectively the horizon disappears when
gp0 2Ae_3/29
with A regularizing the gauge field fluctuations. This suppression of particular nonper
turbative field configurations in the generating functional as a consequence of the mass
term is operative also in other gauges. In the Weyl gauge, for instance, A0 = 0, which
can be treated in similar approximate way as the Lorentz gauge, the topologically
nontrivial pure gauges
A=ht8h, h=exp(in x _) (3.40)
zg Vx2+2
are important for the dynamics of Yang-Mills theories. Their degeneracy with A = 0 is
lifted when coupled to the Riggs field. For a spatially constant Riggs field, for instance.
the mass term in the gauge fields gives rise to an increase in the energy
94
SE= po(6+ iF2(1;2,4;—n2))
which in turn prevents the associated nonperturbative phenomenon of vacuum tunnel
ing to occur. Thus in these gauges, the Riggs phase can be reached perturbatively and
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nonperturbative dynamics possibly related to confinement gets suppressed by coupling
gauge and Riggs fields.
A different class of gauges which has been proposed ([25, 27]) to be of relevance
for the description of confinement are the diagonalization gauges in which the gauge
condition is of the form
f = E(x) — e(x)r
where E(x) is the adjoint quantity to be diagonalized with e(x) its modulus. The gauge
condition becomes ill defined whenever E vanishes resulting in a monopole singularity
of the gauge field. Formally this gauge condition can be explicitly implemented in the
representation (3.38) of the generating functional
Z[J, k]
= f d[e] f d [B, p, U] S [U E Ut — e r3] IIe2(x)
exp{iS[B,p] + ifd4x (uJB + UkpT3— JU8Ut)}. (3.41)
Unless E vanishes the two angular fields in the U integration can be identified with
the angular fields characterizing the orientation of E(x). Examples which have been
discussed are
E(x) = F12(x)
or the Polyakov gauge (cf. [27, 28, 29]) with (cf. Eq. (3.8))
E(x) = (P3x±) - P(x)).
Both of these choices have the property that the gauge condition fails in the perturba
tive regime. Both gauges are singular for A = 0 and therefore gauge fields fluctuating
with small amplitude around zero generate a large number of monopoles. In such a
situation, a small amplitude expansion of the action will in general not be justified.
While also after gauge fixing the field strength for such configurations remains finite
and actually small, this small value is obtained by a cancellation of the singular Abelian
and the singular commutator term in the field strength. In these gauges, dropping the
commutator term (and possibly neglecting all but the diagonal gauge field compo
nents in a subsequent “Abelian projection” [30]) explicitly suppresses these weak field
configurations exponentially beyond the geometric suppression by the Faddeev-Popov
determinant (the e2(x) in the integrand (3.41)) by assigning large values of the ac
tion to these field configurations. If such a description is indeed appropriate for the
confining phase of the Yang-Mills theory, the Riggs phase appears in such gauges to
be separated by nonperturbative dynamics such as the annihilation of the “Abelian
projected” monopoles.
4 Conclusion
When characterizing phases of systems that contain gauge degrees of freedom, one
is invariably confronted with the difficulty of disentangling symmetry properties of
physical degrees of freedom from consequences of the redundancy in the set of variables
in a locally gauge invariant description. At first glance, the standard procedure of
representing each gauge orbit by exactly one representative gauge field appears to
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resolve the issue. However, this resolution is incomplete and in some instances incorrect.
It is incomplete, since this procedure does not address the existence of symmetries
associated with the gauge degrees of freedom after elimination of the redundancy. It is
incorrect for systems like pure Yang-Mills theories with their ability to spontaneously
break a discrete part of the gauge symmetry, the center symmetry.
We have addressed these issues in the framework of the Ahelian and non-Abelian
Riggs models and it is useful to briefly compare and contrast the two cases. In the
Abelian Riggs model, a state that is symmetric under displacements requires super
position of states of different matter field winding number. In the Coulomb phase,
the copious zeros in allow the winding number to change so that the displacement
symmetry is present and gives rise to a massless photon. In the Riggs phase, however,
the large magnitude of freezes the winding nllmber, prevents displacement symme
try, and thus prevents massless particles. Formally, the degrees of freedom relevant to
displacement symmetry disappear in the Riggs phase, and when expressed in terms of
gauge invariant variables, the action displays no residual symmetries. In the absence of
residual symmetries, there was no need to further consider the structure of the ground
state.
Unlike the Abelian case, in the Georgi-Glashow model the apparent displacement
symmetry can be continuously connected to unity. In the confining phase, the co
pious zeros in 1 allow would-be displacements to be connected to unity by gauge
fields which do not accumulate large contributions to the action. Thus, unlike in the
Coulomb phase of the Abelian model, where the zeros in P facilitated displacement
symmetry by allowing winding number change, in the non-Abelian case, the zeros pre
vent displacement symmetry by allowing the displacements to be generated by true
gauge transformations. In the Riggs phase, however, the finite value of c1 prevents dis
placements from being connected to unity by gauge fields with low actions, producing
a residual displacement symmetry and thus a massless particle. When one transforms
to gauge invariant variables in the Riggs phase, the residual symmetries are explicit.
Given the presence of residual symmetries, we also determined the structure of the
ground states. In the confined phase. confinement requires center symmetry so that
is symmetrically distributed around r and charge conjugation symmetry is broken. In
the Riggs phase, we determined that the ground state is charge conjugation symmetric
and breaks center symmetry. We have not studied the ground state of the deconfined
phase where center symmetry must be broken. and thus do not know its behavior under
charge conjugation.
Ultimately, one would like to understand what happens to aspects of confinement
and other nonperturbative behavior as one goes from the confined phase to the Riggs
phase in the non-Abelian Riggs model. As a starting point, our formal developments
have highlighted a number of similarities between the Abelian transition from the
Coulomb to the Riggs phase and the non-Abelian transition from the confining to the
Riggs phase. In the Abelian Riggs model, the transition from the Riggs to the Coulomb
phase is accompanied by a “condensation” of 2-dimensional manifolds of zeroes of
the Riggs field which in the unitary gauge can be interpreted as a condensation of
vortices. We similarly expect the corresponding Riggs to confining phase transition to
be accompanied by condensation of the world-lines of the zeroes of the Riggs field. In
both the Abelian and non-Abelian cases, a differential operator appears whose inverse
has to develop a gap in the Riggs phase and the transition to the Riggs phase is
accompanied by a transition from compact to noncompact variables. However, in the
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transition to the confining phase additional mechanisms must be also operative, and
we have several hints from this work. An effective field theory description based on
“radiation” type gauges indicates that when decreasing the mass of the vector-particles,
Gribov horizons appear and the density of vacuum-like states increases near the ground
state energy. Thus, below some sufficiently low value of the Higgs field, one expects
both confinement and nonperturbative phenomena like instantons.
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Appendix I: Spontaneous Symmetry Breakdown
In this appendix, we collect some facts about spontaneous symmetry breaking in non-
gauged Riggs models which are useful for better understanding the bulk of this paper.
Our main focus will be on the global phases of the scalar fields, their canonical treat
ment, the role of boundary conditions, and a comparison with the standard interpre
tation of spontaneous symmetry breaking.
For simplicity let us suppose that the Riggs field tha() is real and in the fundamental
(vector) representation of S0(N), so that there is only one fundamental group-invariant,
namely p = /55 0. The generalization to other cases is straightforward. The
Riggs Lagrangian is
L
= f 1()2 - V(p). (1.1)
Since, apart from p, the potential contains only constant parameters, the point po
where it reaches its minimum must be a constant. In general po = 0 and p0 0
correspond to different phases. Let us suppose that we are in the phase Po 0. Then
we are permitted to use the polar decomposition = p(8) with 2 = 1, where the 8’s
are polar angles, and the Lagrangian density may be written as
L = L + L6,p,
= f (0p) — V(p), L0, = f (1.2)
where g is the appropriate positive metric. The minimal configuration for the La
grangian is then evidently
PPo°, 88a0.
This shows that the fields p and 8 are on a very different footing. The field p has its
minimal value, which is sharp, dictated by the potential and is massive, with mass
V”(po) > 0. But, although the minimal values of the 8’s are constant, their actual
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values are left completely undetermined and need not even he sharp, and they are
evidently massless Goldstone fields. We see also that since for p the situation would be
the same even if there were no 6 variables, p is related to phase-transitions rather than
symmetry breaking. Indeed we shall see that even for Po 0, with the concomitant
existence of massless Goldstone modes, the rigid symmetry is not necessarily broken.
The symmetry is carried by the 6’s and to investigate the situation with respect to
these we note that the 6-momenta, and the 6 phase-space are
= p2gb [a(),0b()] = ig(x
—
y)
while the 6-Hamiltonian and the group generators are
He,p = fg(p_27rb +p2V6a VOb) and Q
= f (1.3)
respectively. We now extract the zero-modes of 6 and 7re with respect to the spacial
coordinates according to
6a(xt)
= 6(t) + ãa(x,t), = 0, 6 = foa (14)
and
a(,t) (t)+a(X,t) fa 0, fa(xt). (1.5)
Then the phase-space decomposes into
[a(X), b(y)] = Sab (ö(x
—
)
—
, [, 8bj = 6] = 0,
(1.6)
The normalization has been chosen so that 6o and 7r° satisfy the conventional quantum
mechanical relation with no factor !2.
The Hamiltonian. The group generators decompose into
Q Qo+, Qo Q
and the Hamiltonian becomes
H6
= () + fp2ga + (1.7)
where Q
= fp and
H
= f : p 2gabb +p2VOa V06 : = f(p-2za + — jOb).(1.8)
The tilde-vacuum is defined by
— job))
= 0.
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Both of the tilded variables 0 and appear quadratically in the Hamiltonian and hence
we can normal order and define a vacuum in the usual way. Taking the tilded vacuum
expectation value of the Hamiltonian and using (p) = we obtain
(H9) H0 = , (G) = = (1.9)
Since the number of zero-mode variables is finite. H0 is just an ordinary quantum
Hamiltonian. However, since the 00 do not appear, it is not possible to normal order
or define a normalized ground state (H0 has an infimum but no minimum). If we allow
infinite norm states then for finite volume the minimization of H0 requires that irg = 0,
in which case Qo = 0 and the system is in the broken but symmetric phase. However,
in the infinite volume limit H0 becomes zero and if the system were isolated it would
make no statement about the ground state 8 configuration. Any state compatible with
the group relation [Q, 6] = i58 would be permissible, in particular the symmetric
and nonsymmetric extremes Qo = 0 and Oo sharp. What determines the choice of
configuration is not the system itself but the boundary conditions. For example, with
an interaction of the form c(0. )2 where represents an external heath-bath and e
is the coupling constant (trigger), the result depends on the order in which the limits
Q —+ and c —+ 0 are taken. If c —+ 0 first, then we reach the broken but symmetric
phase Qo = 0 but if ! —+ oc first then we reach the broken unsymmetric phase, 0o
sharp. where the value is dictated by & This dependence on the boundary conditions
corresponds to the usual situation for ferromagnets and is supposed to correspond to
what happens in the early universe.
Although the choice Oo sharp looks fairly innocuous from the mathematical, or even
quantum mechanical, point of view, it makes a profound physical difference in field
theory because of the factor 1. To see this consider either the quantum mechanical
amplitude A or the average energy zE needed for a change 8 —+ Oo + M0 in time T,
namely
[jj .2(8
2T and
respectively. The critical parameter in both cases is Q/T. It is clear that when /T
becomes infinite the probability of changing to another value of 8o, or of changing to a
symmetric configuration, is zero, and that the reason for this is that it would require
an infinite energy-input. Thus, once the system has been forced into a configuration
where 0 is sharp by the boundary conditions, it is forced to stay in that configuration.
The only question is when the limit /T —+ oo occurs. It is usually assumed to occur
in two and three space dimensions on the dimensional grounds that = Td where d
is the space dimension. For one space dimension (two-dimensional space-time), on the
other hand, = T so the ratio is not automatically infinite for infinite . In this case,
whether the symmetry is spontaneously broken or not depends on the model.
For the path integral, the nonsymmetric case corresponds to inserting a delta func
tion 6(0 — Eo) in the measure dO0 for the variable 0. This corresponds to taking a
single point in the group-orbit of og but this is natural because the 0 themselves and,
in the infinite volume limit, their conjugates r0, do not appear in the Hamiltonian.
Furthermore, the different sectors correspond to the same physics and are separated by
infinite energy barriers. In particular, the group transformations that link the different
sectors are forbidden.
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Comparison with Standard Group Statements. Let us digress for a moment to consider
the conventional spontaneous symmetry breaking statements about the generators in
the spontaneously broken case, namely
[Q, (x)] = iS(x) () 0 (Q2) 0 (1.10)
which links spontaneous breakdown with noninvariance of the vacuum, and
(Q2)
= f dx dy (j(x)j(y)) = f dx (j(x)j(0)) (1.11)
where j(x) is the time-component of a local current. which purports to show that Q
becomes infinite when Q — oc. -
The generator for the fluctuating part Q of Q is quadratic and can be normal-
ordered in the usual way. It is therefore zero on the vacuum, and we then see that these
conventional statements are actually statements about the zero mode parts. namely
0 —+ [Q0,Og] = iS 0
—+ Qo 0 (1.12)
and
(Q2) = = (.Oa)2 (1.13)
From these equations we see that the conventional conclusion that the generators be
come infinite is not correct. What happens in (1.11) is that the j’s are of order ‘ and
thus the whole expression is of order 1. The correct statement seems to be that the
generators operate in the usual manner on the phase-space {ir°, 6}, but, as we have
seen, because of the factor 1 the dynamics of this phase-space becomes trivial in the
infinite limit.
Appendix II: Ward Identities of the Displacement
Symmetry
Quantum mechanically one identifies the massless photons as Goldstone bosons asso
ciated with the symmetry breakdown of the displacement symmetry with the help of
the associated Ward-Identities. For their derivation we consider soft modulations of
the rigid displacements (2.5)
(x) e)(x), A(x) A(x) + d(x). (11.1)
This is not a gauge transformation; we can restrict the arbitrary d[(x) to not change
at all the chosen gauge. In Coulomb gauge, the following choice
do(x) = 0, divd(x) = 0 (11.2)
guarantees that only physical variables — the transverse gauge fields -are affected by
the transformation. These transformations are transverse to the gauge orbits. They
change the value of the action and for infinitesimal transformations
= fd4xd(x) 8 [F — xvj] (11.3)
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where the current of the charged matter field is given by
j = i* 3 _2eA*.
Accounting also for the corresponding changes in the external source terms we obtain
the fundamental functional identity
o = fd[A ] fd4xdv(x)
(a [F — xvj] + — ixv(k* k*)) (11.4)
which is the quantum mechanical version of Eq. (2.6). This identifies the four conserved
Noether currents associated with the displacement symmetry
=
— exvjI
or, in the case of Coulomb gauge the two components after transverse projection.
Conservation of the Noether currents C has been derived independently of the
conservation of the charge current j. In order to account for the latter we proceed as
usual. Under the transformation
(x) -÷ e((x), A(x) —+ A(x)
the action changes for infinitesimal o
SS
= f dx (x)8j (11.5)
and yields
o
= f d[A. ] S[divA]eiS jeifd4 **) f dx a(x) (8j + ik —
This equation can be used to eliminate the explicit x-dependence in Eq. (11.4) by choos
ing c = dx, with the transverse but otherwise arbitrary vector field d (cf. Eq. (11.2))
with the result
o
= f d[A, j S[divA]eijeuId4 +k*+*) (A(x) — ejtr(x) + Jtr()) (11.6)
where Er denotes the transverse component of the corresponding vectors. This is the
quantum mechanical equation of motion from which the standard Schwinger-Dyson
equation may be obtained by functional differentiation with respect to the source J(y)
evaluated at J = 0
flx(0T(Ar(X)Ar(Y))0) + +
-
ViVi)s(
-
y) =0.
Ward identities always follow from properties of the equations of motion; they are
obtained by applying a particular subset of variable transformations which yield the
equations of motion. In the case of displacements, this particular subset happens to
coincide with the most general transformations.
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