Horizontal coordinate information is referenced to North American Datum of 1983 (NAD 83).
Altitude, as used in this report, refers to distance above the vertical datum.
Specific conductance is given in microsiemens per centimeter at 25 degrees Celsius (µS/cm at 25 °C).
Concentrations of chemical constituents in water are given either in milligrams per liter (mg/L) or micrograms per liter (µg/L).

Introduction
This report provides summarized physical, chemical, and biological stream data collected at 30 stream sites along an urban gradient in central North Carolina during [2002] [2003] . These data were collected as part of the U.S. Geological Survey's (USGS) National Water-Quality Assessment (NAWQA) Program study on the effects of urbanization on stream ecosystems (EUSE), which examines the magnitude and pattern of response in stream biological communities, hydrology, habitat, and water chemistry as basins are urbanized near 10 metropolitan areas throughout the United States ( fig. 1 ). The presented data are from one of these metropolitan areas; namely, the Raleigh-Durham and associated metropolitan areas in North Carolina. Understanding the interrelationships of urban land use and physical, chemical, and biological stream responses may contribute to informed decisions that result in practical and effective water-resource management and strategies to protect and restore stream ecosystems. 
Purpose and Scope
This report documents data-collection and processing methods used in the North Carolina EUSE study (2002) (2003) and presents summaries of the data. Data presented here have been processed and summarized in preparation for analytical use. Unprocessed (raw) data are accessible through the NAWQA data warehouse at http://water.usgs.gov/nawqa/ data. This report describes the study area, data collection and summarization methods, and provides summary data tables of hydrologic and temperature summary statistics, water chemistry, instream habitat, fish, macroinvertebrate, algal assemblages and metrics, and basin characteristics. The data tables can be downloaded as Microsoft Excel files.
Description of Study Area
The study area in North Carolina is in the southeastern United States, and includes the five metropolitan statistical areas ( The study area is in the Piedmont ecoregion (Omernik, 1987) , specifically in three subecoregions: Northern Outer Piedmont, Southern Outer Piedmont, and Carolina Slate Belt. Landforms in the Piedmont ecoregion are irregular plains with some hills (Griffith and others, 2002) . Altitude in the study area ranges from about 50 to 315 meters (m; 164 to 1,033 feet; U.S. Geological Survey, 2005a) . Land use in the study area has undergone major transformations from oak-hickory-pine forest to agricultural lands to urban and suburban lands. At one time, the region was heavily farmed in cotton, tobacco, corn, and wheat, and in many areas, the silty-clay soils that are characteristic of the region were moderately to severely eroded (Trimble, 1974) .
The climate is warm and humid, with a mean annual temperature of 15 degrees Celsius (59 degrees Fahrenheit) and a mean annual rainfall of 118 centimeters (46 inches; Daymet, 2005) . Rainfall is evenly distributed throughout the year; slightly more rainfall occurs in July and August, and slightly less rainfall occurs during October through December. The year prior to sampling (October 2001 -September 2002 was a period of low rainfall and drought conditions in the area, although normal rainfall resumed in October 2002 after sampling was initiated in September 2002. Streams in the area typically have low to moderate gradients and gravel to cobble substrates and support warm-water biological communities. Streamflow generally is highest in the winter months and lowest in late summer.
Thirty sites, which covered a range of urban conditions but had similar natural environmental conditions, were selected for study (table 1) . The site basins ranged from 5 to 82 square kilometers in size and land use ranged from 3 to 98 percent urban. Sites were selected from a pool of candidate basins based on urban conditions in the basin, minimum required habitat characteristics at the site, and access and accessibility. The method of site selection was the same as that described by Tate and others (2005) . Measures of instream habitat conditions and samples of the macroinvertebrate, algal, and fish communities were collected once. Basin characteristics were detailed using a geographic information system (GIS).
Streamflow Variability and Stream Temperature
Continuous stream temperature and stage were collected using a submersible pressure transducer with an internal data
Data Collection and Processing Methods
At each study site, a wide range of data was collected from September 2002 through November 2003. Continuous stream stage and stream temperature were collected for the entire study period. Instream chemical conditions were measured synoptically 2 to 6 times, and passive samplers were deployed to detect hydrophobic organic contaminants. logger and temperature sensor (Greenspan Technology Pty Ltd, 2002) . Standard USGS streamgaging techniques for collection of streamflow data were not used because of the short term of data collection at the sites and limited resources for the project. However, the precision of the stage measurement methods used were suitable for the study analysis. The pressure transducer had a range of zero to 30 m and an accuracy of plus or minus (+) 0.036 m (0.12 foot). This level of accuracy does not meet the USGS standard for accuracy of stage data, which is + 0.003 m (0.01 foot; Sauer, 2002) ; therefore, the unit values are not published here. A submersible pressure transducer records the pressure of water above the transducer membrane. This value is then converted to water depth from field measurements. The transducer model used in this study recorded changes in stream stage as a result of both waterlevel changes and atmospheric-pressure changes. As a result, the data were corrected for fluctuations in atmospheric pressure by using barometric pressure data from nearby airports and adjusting for differences in altitude.
Stream-stage values collected at 15-minute intervals were converted subsequently to cross-sectional area and estimated discharge values. A relation between stream stage and crosssectional area was established by surveying the cross section at the location of the transducer installation. A relation between stream stage and discharge was estimated using a combination of collected discharge measurements and a one-dimensional steady-flow hydraulic model (HEC-RAS). One to six discharge measurements were taken at each of the 30 sites during low flow. These measurements were used to establish a stage-discharge relation at low flow. At medium to high flows, standard USGS methods for establishing a stage-discharge rating curve were not used due to limited resources for collecting streamflow measurements under these conditions. Instead, the stage-discharge relation was estimated by the HEC-RAS model using measured channel slope and geometry (at 1 to 12 channel cross-sections), estimated channel roughness (Manning's N), and where appropriate, downstream surveys of constrictions, such as bridges or culverts. The model calculates flow depth and velocity using conservation of mass and energy and a boundary friction formulation for an open-channel, turbulent flow (U.S. Army Corps of Engineers, 1995; Hoggan, 1997) . The full-stage estimated discharge rating curve and the stage cross-sectional area rating curve then were applied to the continuous stage data to achieve a record of continuous estimated discharge and continuous cross-sectional area values. Discharge values were compared further with records from nearby standard USGS streamgages to correct the records for obvious errors. Corrections also were applied to the crosssectional area record.
Stream stage, cross-sectional area, and estimated discharge values were summarized using hydrologic variability metrics. An hourly dataset was created using the data point collected at the beginning of each hour, and this dataset was used in further analysis to reduce necessary computing resources. Metrics were calculated to summarize overall hydrologic variability; the rate of change-of-flow levels (or flashiness); and the magnitude, frequency, and duration of high and low flows, using SAS statistical software (version 9.1 for Windows). Calculations were based on a 1-year time period, from November 16, 2002 , through November 15, 2003 . Missing values were not estimated, and the amount of missing data is given as a percentage for each site.
Daily mean, maximum, and minimum temperatures were computed from measurements made every 15-minutes. In addition, the daily mean and daily maximum temperature changes in a 1-hour time period were computed. Temperature accuracy for the sensor is specified by the manufacturer to be + 1 o C, although a test of 20 percent of the transducers used in a parallel study indicated better accuracy for temperature than the manufacturer stated (Lori Sprague, USGS Colorado Water Science Center, written commun., December 2005).
Stream Chemistry
Stream chemistry conditions were measured from samples collected at each of the 30 study sites during the spring ( (02087580), was sampled monthly. Water temperature, air temperature, pH, specific conductance, and dissolved oxygen were measured in the field at the time of sampling. Water samples were collected at equal-width increments across the stream channel and processed on site in accordance with standard USGS protocols (Wilde and others, 1999; Wilde and others, 2002) . Water samples were analyzed at the USGS National Water-Quality Laboratory (NWQL) in Denver, Colorado, for concentrations of chloride and sulfate (Fishman and Friedman, 1989) , nutrients (Fishman, 1993) , dissolved and suspended carbon (Brenton and Arnett, 1993; Zimmermann and others, 1997) , and pesticides (Sandstrom and others, 2001 ). Samples were analyzed for suspended-sediment concentration at the USGS Kentucky Sediment Laboratory (Guy, 1969) .
The NWQL has established two detection limit values-a lower method detection limit, which is set to avoid a false negative reading (not detecting a compound when it actually is present), and a higher reporting limit to avoid a false positive reading (detecting a compound when it actually is not present). If a compound is identified at a concentration between these two limits, the result is noted with an "e" to indicate that the concentration has been estimated (Childress and others, 1999) . The estimated values are greater than zero but are known with less confidence than values above the reporting limit. Values also may be noted as estimated when the detected concentration is outside of the calibration range for the instrument, when the average recovery for the analyte in quality-assurance samples is less than 60 percent, or when the analyte is regu-larly detected in laboratory blank samples. Estimated concentrations must be interpreted with caution. Values reported with a less than symbol (<) were not detected at the lower methoddetection limit, and are presented as less than the (higher) reporting limit (Childress and others, 1999) .
Pesticide data were summarized using several methods. The number of detections and total concentrations of different pesticide groups, such as insecticides and herbicides, were compiled. In addition, a pesticide toxicity index (PTI) was developed. The PTI combines information on exposure of aquatic biota to pesticides with toxicity estimates for multiple pesticides in each sample and produces a relative index value for a sample or stream (Munn and others, 2006) . The PTI value is computed for each sample of streamwater by summing the toxicity quotients for all pesticides detected in the sample. The toxicity quotient is the measured concentration of a pesticide in a stream sample divided by its median toxicity concentration from bioassays, such as LC 50 or EC 50 . Separate PTI values were computed for fish, cladocerans, and benthic invertebrates in this report by using median toxicity concentrations from Munn and others (2006) .
Semipermeable Membrane Devices
To examine concentrations of hydrophobic organic compounds over time, semipermeable membrane devices (SPMDs) were placed at each site for a period of approximately 6 weeks during April and May 2003. SPMDs are passive samplers that concentrate trace levels of hydrophobic organic compounds in the water column. They are designed to mimic the bioaccumulation of organic compounds in the fatty tissues of aquatic organisms. Among the organic compounds that can be sequestered by the SPMDs are polychlorinated dioxins and furans, polycyclic aromatic hydrocarbons (PAHs), polychlorinated biphenyls (PCBs), organochlorine insecticides, and pyrethroid insecticides.
At the end of the 6-week deployment period, compound residues concentrated in the SPMDs were recovered and separated from the lipid by dialysis in an organic solvent by using methods described in Huckins and others (1990) . Three assays were run on the dialysates from each site -an ultraviolet (UV) fluorescence scan (Johnson and others, 2004) , a Microtox ® bioassay (Johnson, 1998) , and a P450RGS test (Ang and others, 2000) . The UV fluorescence scan provided a semiquantitative screen for PAHs, which fluoresce under UV light. SPMD extracts were exposed to UV light at 280 nanometers, and a fluorometer was used to measure the fluorescence of the extract from each site compared with a standard curve for pyrene. The resulting estimated PAH concentration for each site is reported as the equivalent number of micrograms of pyrene in 1 milliliter of SPMD extract that would produce the same fluorescence as the sample. The Microtox ® bioassay measured the light production of photo-luminescent bacteria when exposed to the SPMD residues; the biochemical pathway for light production is lowered by a wide range of compounds sequestered by the SPMDs. Results are reported as the effective concentration, in milligram per milliliter, of SPMD extract that reduces light output by 50 percent (EC50), which means the lower the number, the more toxic the extract. The P450RGS test, provides a rapid screen for aryl hydrocarbon receptor (AhR) compounds that include PCBs, PAHs, dioxins, and furans. All vertebrates produce detoxifying enzymes upon exposure to AhR compounds; the amount of enzymes produced is directly proportional to the concentration of the compounds. Quantifying one of these enzymes (the gene CYP1A1) serves as a measure of dioxin activity. The concentration of AhR compounds in the SPMD extract that induces CYP1A1 production is expressed as the amount of dioxin, in toxic equivalents (TEQs), which would induce the same response. Samples for the fluoroscan test were run in duplicate, and the Microtox ® and P45ORGS assays were run in triplicate. Results are reported as mean values.
A portion of each SPMD dialysate also was sent to the NWQL for identification and quantification of the target compounds (Tom Leiker, U.S. Geological Survey, written commun., 2005). Internal standards and injection internal standards were added to the dialysates just prior to gas chromatography/mass spectrometry analysis to test for quality assurance. The dialysates were analyzed by capillary gas chromatography under two different ionization conditions. Electron-capture negative ionization was used to measure compounds like pesticides, PCBs, and brominated diphenyl ethers in the SPMD extracts. Electron ionization, the conventional method for analyzing dialysates by mass spectrometry, was used to measure compounds like alkyl phenols, polycyclic musks, and plant and fecal steroids. Mass spectra for individual target compounds and retention times from sample extracts were compared with authentic standards from the standard curve for identification. A 6-point linear calibration curve was used for quantification.
Results of the toxicity tests and chemical analyses were normalized for time of exposure, because the time of exposure has a direct effect on the concentrations in the SPMD. Values were divided by time of exposure and multiplied by 45 days. Therefore, the values reported have the appropriate units described in the respected analytical methods per 45 days of exposure. This allows values for all endpoints to be comparable between all sites.
Instream Habitat
Stream physical habitat characteristics were quantified during late-summer low flows (September 2003) using standard NAWQA protocols (Fitzpatrick and others, 1998) . A 150-m long reach was established at all sites except Tar River and Deep Creek ( fig. 2) , where a 250-m long reach was used. These lengths were at least 20 times the average stream width, a stream length that should encompass at least one full meander bend in natural stream systems (Leopold and others, 1964) . The Tar River and Deep Creek are wider than the other sampled streams, so a longer reach was necessary to meet the minimum length. Data were collected at 11 equally spaced transects along the sampling reach. At each transect, measurements were taken of wetted and bankfull channel width, bankfull channel depth, bank morphology and conditions, and riparian canopy cover. At each transect, water velocity and depth were measured at three instream points. At these same instream points and at water's edge, observations were made of the bed substrate and presence or absence of six different types of habitat cover (macrophytes, woody debris, overhanging vegetation, boulders, manmade structures, or undercut banks). The dominant bed material at each measurement point was assigned to 1 of 10 particle-size classes, ranging from the smallest for clay and silt (class 1) to the largest for boulders greater than 500 millimeters (mm) in average diameter (class 10). For substrates larger than 16 mm in diameter (large gravel), the percentage of the large particle that was embedded in sand or silt (embeddedness) was recorded. The gradient of each stream reach was recorded using a level and rod, and the length and types of geomorphic units (riffle, run, pool) in each reach were recorded.
Instream habitat measurements were summarized for each reach to include minimum, maximum, and mean values, and coefficients of variation for wetted channel width, depth, velocity, and canopy cover. Minimum, maximum, and mean values were calculated for bankfull width, bankfull depth, width-to-depth ratios, bank vegetative cover and shading, and embeddedness. Measurements taken at points were summarized for bank erosion, substrate classes, silt covering of substrate, and habitat cover types. To assess riffle and run geomorphic units, the wetted width, depth, velocity, bankfull width, bankfull depth, and width-to-depth ratios were averaged for transects within a reach marked as riffles or runs. To facilitate comparisons of habitat characteristics among sites, average bankfull width, depth, and channel area of riffle and run transects within a reach were standardized by dividing by basin drainage area.
To summarize channel characteristics in the sampling reach, several habitat metrics were calculated. Wetted cross sectional area, wetted perimeter, and channel shape were calculated at each transect and summarized for the reach using mean, minimum, and maximum values (equations 1, 2, and 3). Hydraulic conditions were summarized by calculating the mean Froude number, mean Manning's roughness, and flow stability (equations 4, 5, and 6). Hydraulic radius (mean cross sectional area / mean wetted perimeter) was calculated for each reach, and overall channel habitat was summarized from two gross measures-reach area (reach length × mean wetted channel width) and reach volume (reach length × mean width of wetted channel × mean depth).
(1) (2) 
where WetWidth is the wetted width at the transect; MeanDepth is the average depth at the transect; MaxDepth is the maximum depth at the transect; MeanVelocity is the average velocity at the transect; g is the gravitational acceleration constant = 9.807 meters per second; HydRad is the average hydraulic radius for the reach; WatSurfGrad is the water surface gradient for the reach; and BankfullDepth is the depth during bankfull conditions at the transect.
Biological Communities
Data Collection
Biological data were collected from the 150-or 250 m long stream reaches established for characterizing instream habitat. Standard NAWQA sampling protocols were used to collect benthic macroinvertebrates and algae (Moulton and others, 2002) during late May to mid-June 2003. For both organism types, a quantitative sample was composed of five subsamples from riffles with cobble/gravel substrates. This sample was called the richest targeted habitat (RTH) sample because, in these streams, riffles were presumed to contain the richest assemblage of algae and macroinvertebrates. RTH macroinvertebrate subsamples consisted of Slack samples (each 0.25 square meters, 500-micron mesh net) from five separate riffle areas in the sampling reach and combined to form a single composite sample of 1.25 square meter area. RTH algal subsamples were collected by scraping the upper surface of cobbles collected from five riffle areas (3 to 5 cobbles from each area) in conjunction with the macroinvertebrate RTH samples. A foil template of each rock surface was collected and later digitized to determine the area sampled.
In addition, for macroinvertebrates, a qualitative multihabitat (QMH) sample was collected, which consisted of macroinvertebrates collected from as many habitats in the stream reach as were accessible. The QMH sample was collected using a 500-micron mesh dip net supplemented with hand picking of substrates. Sampling effort (measured as time) was apportioned as equally as possible among accessible habitats in the sampling reach. For algae, an additional quantitative sample was collected from a composite of five samples from depositional targeted habitats (DTH). DTH samples were collected by inverting a 47-mm diameter plastic petri dish and gently pressing it into the sediment surface, and then sliding a spatula under the petri dish to trap the sediment and removing the petri dish full of sediment. Fish communities at each site were sampled during early summer low flows (mid-to late June 2003) using published protocols (Moulton and others, 2002) . Two-pass electrofishing was used at each site. A backpack electrofisher was used to sample all sites except the Tar River (02081190) and Deep Creek (02085430) where a tote barge, equipped with a 2.5 generator powered pulsator (GPP) and two anode poles, was used. Fish were identified, examined for abnormalities, weighed, and measured in the field by Dr. Wayne Starnes and Gabriella Hogue of the North Carolina State Museum of Natural Science (NCSMNS). Voucher specimens and specimens that could not be definitely identified in the field were returned to the NCSMNS for processing and incorporation into the NCSMNS permanent collections.
Laboratory Analysis
Macroinvertebrate samples were preserved in 10-percent buffered formalin and sent to the USGS National Water Quality Laboratory (NWQL) in Denver, Colorado, for taxa identification and enumeration. Invertebrate samples were processed using standard NAWQA protocols (Moulton and others, 2000) for RTH samples using the randomized 300-organism count and for QMH samples using the method of fixed processing time designed to maximize the number of taxa enumerated samples.
Aliquots of the algal RTH samples were taken to assess assemblage composition and biomass as chlorophyll a (Chl a) and ash-free dry mass (AFDM). For DTH samples, only assemblage data were assessed. The assemblage aliquots were preserved in 5-percent buffered formalin and sent to the Philadelphia Academy of Natural Sciences for identification and enumeration (Charles and others, 2002) . The biomass aliquots were filtered on 45-micron glass-fiber filters, packed in dry ice, and sent to the NWQL for analysis.
Data Processing
Prior to analysis, biological datasets were examined for errors and corrected for taxonomic ambiguities. Taxonomic ambiguities arise when organisms from a particular sample or group of samples are not identified to the same taxonomic level. For example, an ambiguity exists in a sample if some organisms are identified to Genus (for example, Hydropsyche sp.) and some organisms are identified to species within that Genus (for example, H. sparna, H. betteni). In this case, sparna and betteni are children of the ambiguous parent Hydropsyche. The presence of taxonomic ambiguities is a problem in determining taxa richness (for example, is taxa richness in the above example 1, 2, or 3?) or when comparing the taxonomic composition of one or more samples by using techniques such as ordinations, cluster analysis, similarity indices, or diversity indices.
Ambiguities in the invertebrate and algal data were resolved using software specifically developed for use in the NAWQA Program-Invertebrate Data Analysis System (IDAS, version 3.9.5; Cuffney, 2003) and the Algal Data Analysis System (ADAS, version 2.4.5). The ADAS program is a modification of IDAS for use with algae. Ambiguities in the RTH invertebrate and algal samples, and in the DTH algal sample data were resolved by applying an option in these programs that processes samples separately by site and then distributes the abundance of an ambiguous parent among children in proportion to the relative abundance of each child. This procedure maximizes taxa richness without affecting taxa abundance.
To create a comprehensive list of taxa present at each site, a qualitative richness dataset (QQ) was created for invertebrates. This dataset consisted of a combination of all taxa found in the RTH and QMH samples. Ambiguities in the QMH and QQ samples were handled by deleting the ambiguous parents, since the taxonomic information carried by ambiguous parents already resides in the children. Fish were almost entirely identified to species level. Consequently, there was very little ambiguity in those data. A small number of individual fish were identified to a higher taxonomic level. These fish were eliminated from the analysis.
Biological metrics were calculated for fish, invertebrates, and algae. Metrics are individual variables or combinations of variables that emphasize specific data characteristics. They commonly are used in bioassessments to reduce the complex site-by-species matrix to a few variables that are thought to have significance ecologically and(or) are indicative of water-quality changes (Barbour and others, 1999) . Metrics calculated from the invertebrate and algal data were based on measures of abundance, richness, functional groups (for invertebrates), biomass (for algae), tolerance, and indices of diversity. Invertebrate traits used in the calculation of metrics are from Barbour and others (1999) and Cummins (1973) . Algal classifications were compiled from Lowe (1974) , Bahls (1993) , and Van Dam and others (1994) (Attributes file version 8, S.D. Porter, USGS Colorado Water Science Center, written commun., 2006). Metrics calculated from the fish data were based on richness, abundance, biomass, total length, tolerance, trophic guild (for example, herbivore, insectivore), and traits (for example, reproductive strategy, substrate preference). Fish tolerance classifications and trophic guilds were from the North Carolina Department of Environment and Natural Resources (2001) , and trait classifications were from Goldstein and Meador (2004) .
Ancillary Data
Geographic information system (GIS) analysis was used to characterize the natural and anthropogenic basin characteristics for each site. Basin boundaries were derived from USGS 30-m national elevation data (U.S. Geological Survey, 2005a). The boundaries then were overlain with mapped data representing natural features and human activities and values. Most variables were derived based on characteristics for the entire basin; however, several categories of variables were calculated on finer scales, such as within riparian zones or stream segments. Streams were mapped from the USGS National Hydrography Dataset (NHD) at the 1:100,000 scale (U.S. Geological Survey 2005b). GIS-derived variables are presented in the broad categories of natural environmental setting (ecoregions, soils, topography, climate), land cover, landscape pattern, population and housing, infrastructure, and stream segment.
The natural setting of each basin was characterized by using U.S. Environmental Protection Agency (USEPA) level IV ecoregions (Griffith and others, 2002) and USGS hydrologic landscape regions (U.S. Geological Survey, 2003) . Soil properties, such as texture and drainage, were derived from the Natural Resources Conservation Service State Soil Geographic (STATSGO) database (U.S. Department of Agriculture, 1994) , and topographic characteristics, such as basin relief and mean basin slope, were derived from USGS 30-m national elevation data (U.S. Geological Survey, 2005a). Basin-level mean air temperature and precipitation statistics were derived from 1-kilometer resolution Daymet model data (Daymet, 2005) , which represented 18 years (1980-97) of mean temperature and precipitation data obtained from terrain-adjusted daily climatological observations. Land-cover data were derived from the National Land Cover 1992 (NLCD92) and 2001 (NLCD01) datasets (U.S. Geological Survey, 2005c). The NLCD01 is a 16-class, 30-m resolution dataset based primarily on Landsat-7 enhanced thematic mapper data for the period 1999-2002, which represents a composite for the approximate 2001 timeframe. In addition to the 16-class dataset, land-cover data were aggregated to eight Level I classes (for example, deciduous forest, evergreen forest, and mixed forest were aggregated to "forest;" Anderson and others, 1976) . The NLCD01 also contains a subpixel percent impervious-surface data layer. An internal accuracy assessment found a general underestimation of impervious surface (mean difference from ground truth = -13.4 percent) using the NLCD01 data (James Falcone, USGS, written commun., February 2006). Land-cover variables were calculated for each study basin and stream riparian zone, based on NHD stream lines for the entire basin. The riparian zone was defined as the area extending approximately 100 m on each side of the stream centerline.
Landscape pattern metrics characterizing the shape, size, and spatial configuration of land-cover patches were derived by using the FRAGSTATS software package (McGarigal and Marks, 1995) . Basin land-cover data were reclassified to Level I classifications (water, urban, forest) , and then FRAGSTATS metrics were calculated for patches of each class type. An additional metric (Basin Shape Index) was calculated based on the entire basin boundary.
Basin population and population density were calculated based on 2000 Census block-level data (GeoLytics, Inc., 2004) . All other census variables (demographic, labor, income, and housing characteristics) were calculated based on 2000 Census block-group data. Four socioeconomic indexes (SEI) were additionally derived based on principal component ordination of 65 census variables, as described in McMahon and Cuffney (2000) . The ordination extracts the primary sources of variability among census block groups, such that the first axis of the ordination (represented by SEI-1) describes the principal ways that the block groups can be distinguished. Subsequent axes describe the next most important ways that the data are structured. Area weighting was used to apportion values for these indices and the associated 65 variables from the block groups to each of the study basins. To examine stream conditions close to the sampled reach, stream segments were identified. These segment lengths were defined as a function of drainage area (log 10 × drainage area × 1,000) and were located starting at the study site and proceeding upstream. NLCD01 land-cover statistics were derived for the riparian zone (~100 m each side of the stream centerline) of the stream segment. Stream-segment statistics were calculated for physical characteristics that were not related to land cover: sinuosity, gradient (based primarily on 30-m National Elevation Dataset (NED) data), mean distance to the nearest road, and density of road/stream intersections on the length of the segment. 
