is the Dickson polynomial of degree d, dl (q'-1) and a is a 2kth power in K,> where d= 2kr, r is odd.
The result is obtained by noticing the connection between the size of the value set of a polynomial f(x) and the factorization of the associated substitution polynomial f *(x, y) = f(x) --f(y) 1 . INTRODUCTION Let K,= GF(q) = GF(p") denote the finite field with q elements and characteristic p. Let f(x) be a manic polynomial of degree d with coeficients in K,. The value set of f(x) is the image of the induced map f: K, + K, ; thus the value set is V(f(x)) = {f'(a): a~ K,).
We will denote the order of this set by C(f(x)). Since no polynomial can assume a given value more than d times over any field, we easily see that (**I where [I I] denotes the greatest integer function. Equality in (**) is achieved when f(x) has the form f(x) = (x + a)"+ c' where d divides q -1.
A polynomial for which equality in (**) occurs is called a minimum value set polynomial.
L. Carlitz, D. J. Lewis, W. H. Mills, and E. Straus [ 1 J showed that, when p = q and d < p, all minimum value set polynomials with C(,j(x)) 2 3 have the form f(x) = (x + u)~+ h with d dividing q -1. Later W. H. Mills gave a complete characterization of minimum value set polynomials over arbitrary finite field with d < &. The two conditions in these results, namely, C(f(x)) > 3 and d< &, are to be expected because any mapping of K, into itself can be realized as a polynomial of degree less than q. Consequently polynomial mappings of large degree can behave quite arbitrarily. Also, certain polynomials like 2 -x can exhibit odd properties as mappings. A weakened form of Mill's result can be stated elegantly by avoiding these degenerate mappings. We can state THEOREM (Mills) .
If K, is a finite field with q elements, and ,f(x) is u manic polvnomial over K, of degree d prime to q, then implies dl (4 -1) and f(x)=(X+h)d+C.
One can assume from the remark at the end of L. J. Mordell's paper [S] that he knew there was a constant c > 1 depending on d and q so that C(f(.u))< y +c II II implies j(x) is of the form given by Mills. K. Williams has also noted this in [6] . One of the present authors, Javier Gomez-Calderon, has shown in his 1986 University of Arizona dissertation [2] that for d < q = p,
This leads to the natural question of what comes next. Minimum value set polynomials have value sets of size approximately q/d. Roughly, any polynomial of degree d with value set size close to q/d is a minimum value set polynomial. These polynomials have a particular form, and the actual size of their value sets can be determined explicitly.
In this paper we are interested in polynomials which have value sets of size less than 2q/d, twice the minimum possible. In Table I , we give a complete list of these polynomials with d4 <q. Here the exact size of the value set of one of these polynomials will depend not only on its form but also the value of parameters; as a result any one could possibly be the polynomial of degree d over a specific K, with smallest value set other than the minimum value possible. The main result is THEOREM 1.
Let f(x) be a manic polynomial of degree d over the finite field K,. Suppose that q and dare relatively prime, that d4 -C q, and that f(x) takes on fewer than 2qld distinct values as x ranges over the entire field K,.
Then f(x) is one of the polynomials in Table I.   TABLE  I (i) The result is obtained by noticing, as K. Williams has, the connection between the size of the value set of a polynomialf (.u) and the factorization of the associated substitution polynomialf*(s, y) =f(x)-f(y) in the ring &[x, ~11. Essentually, we show that C(f(x)) < 2q/d implies that f'*(.u, J) has at least d/2 factors in K,[x, ~1. In Section 2, we determine all polynomialsf(x) for whichf*(x, ,t,) have at least d/2 factors; this forms the major part of the paper. In Section 3 we state and prove the main result filling in the details of the outline given above. Next we have f(x) =f(ax) =f(a(ax)) =f(a'x), which implies x -~'y divides f*(x, y) for i= 1,2, . . . . n. Since these are all distinct linear polynomials, we must have x" -y" = fi (x -u'JJ) divides f*(x, y). I=1
This proves (ii) up to our translation of the variables, Now write
with deg Jj(x) < n. This decomposition is clearly unique. But f(x) =f(ax) requires that f;(x) =fJax) for all i = 1, 2, . . . . m. Using parts (i) and (ii), we see that the only such polynomials of degree less than n are constant. Thus f;(x) = c, and f(x) = Cy="=, c,xni= g(x"). This concludes the proof.
Our next lemma is simply an observation that allows easy identification of the factors off*(x, y). Both the result itself and the notation used are referred to often enough that we state it as a separate result for easy reference. Since xd-yd is square free by assumption, the result is obvious. We point out that this also shows that each f;(x, y) has the same degree in x and in y.
GOMEZ-CALDERON AND MADDEN LEMMA 3. Let f(x) be a manic polynomial over K, of degree d prime to q. Let N denote the number of linear factors off *(x, y) over K,. Any irreducible factor off *(x, y) of degree less than N factors into linear factors over R,.
Proof In light of the two previous lemmas, we may assume that the factorization associated with f(x) (after suitable translation of the roots) is of the form f *(x2 y) = (x"-y") fi fi(x, y). i=l We assume that each fi(x, y) is irreducible and manic in x. We will write each f;(x, y) as a sum of its homogenous components and use the notation of Lemma 2. Suppose n, < N for some i. Let a be a primitive Nth root of unity in KY; we know there is one by Lemma 1. Consider fi(ax, ay); this must divide
Again, we use Lemma 1. By the uniqueness of factorization, we have is a quadratic polynomial. Since we always work under the assumption that d and q are relatively prime, we know the characteristic is odd, and we can complete the square. Thus f(x) must have the form ((x + b)"" + c)' + e where d/2 divides q -1. It is easy to see that any polynomial of this form does have a factorization of f *(x, y) with N = d/2. We summarize this for later reference, and begin recording the results in Table I . In cases (C )-( g ), all factors are absolutely irreducible.
Proof Let Q denote the number of quadratic factors and C, the number of higher degree factors off *(x, +v) over K,. Then If d is odd, the inequalities above imply that C< N + 1. If C= 2, the two factors must be cubits. If C = 1, that factor must be quartic. This accounts for cases (g), (e), and (a).
In cases (c)-(g), the number of factors is exactly [ I(d/2)1], so they must all be absolutely irreducible.
As it turns out, only cases (a) and (b) lead to large classes of polynomials. The remaining cases involve only special polynomials of small degree. We deal with these cases one at a time; however, we begin with two useful lemmas. Consider the expressions as rational functions in x over the algebraic closure of the rational function field K(y). This way we know partial fraction decomposition exist and are unique. For the first we write
Xdyd = ;;, (x -$y).
We can solve for the Ai in the usual way:
The other identity is proved in the same way. (1) x-y Simply by multiplying, we can interpret the first two terms as SE 'fi' hi, n,(X, J'), i= 1
Xd-
The first equality shows that the hi,.,(x, y) are pairwise prime, are square free, and factor into linear factors (x -{'y) over R,. We have used this before.
Dividing (3) by (2), we find This is a partial fraction decomposition and is therefore unique. Thus ad-, = 0 implies h, n, ~, (x, y) = 0 for all i. This sort of continued fractions argument is the main tool used in dealing with the cases of Lemma 5. It will be applied to the terms of degree d-2 under the assumption that ad-, = 0. We write f(x)=x"+adp,xdm2+
... +a,x+a,, j-*(X, y) = (x'-y') n fit-5 Y), i= I with r = 1 or 2. Thus (using Lemma 1 when t = 2)
is an identity involving polynomials in two variables. Considering the ratio of the highest two homogeneous components, we find (4) Just as before, ad-2 = 0 would imply all third highest homogeneous components of the factors off*(x, y) are zero. Now suppose f*(x, y) has a quadratic factor. Then we may write this factor as x2 + bxy + cy2 + e.
If a,_ 2 = 0, the above shows e = 0. In this case the quadratic factor is not absolutely irreducible, a case we are not interested in. Now write x2+bxy+cy2=(x-w,y)(x-w2y) and consider x2+b~y+Cy2=(X-W,y;(X-w2y) e e =~v~w*-w,~~x--w,Y~+Y~w2--,~~x--w2Y~~
There must be components of the continued fraction expansion (4). Since continued fraction expansions are unique, we can use the second part of Lemma 6 to conclude e a,_,(w,-' -WI) y(w, -w2) = where (x -w, y)(x -w2 y) = x2 + bxy + cy'.
We are now ready for a case by case analysis of the possibilities listed in Lemma 5. However, one could just as well use its factorization over @, D&,(x)=x fi (x2 -(ii-ig2 a), ,=I (6) where id is a primitive d = 2n + 1 root of unity in C. Williams [7] does exactly this in order to study these polynomials modulo the prime p. He shows that the proper analog to (6) is D,, Jx) = xp' fi (x2 -(ii, -id I)2 a), i= 1 where id now denotes a primitive d = p'(2n + I) root of unity in the algebraic closure of K, with (p, 2n + 1) = 1. In our case, we already have assumed that (d, p) = 1, so we do not need Williams's elegant generalization. Our primary interest is in his factorization, D$.Jx, y)=(-ryy fi cx2-(i:,+ia')x),+y2+(i;-ia')'a).
i=l Since this provides the final step in our analysis of case A, we summarize this analysis below. If b;#O for some i, then ci= 1. Thus the two roots of unity associated with the ith factor are inverses of each other. Since d is even, the negative of these roots must also occur in the factorization; they must be paired in the same factor. The formula for ei in the case b # 0 is unaffected by negating the two roots of unity. Thus we see that if bi#O, we actually have the pair of factors (x f b,xy + ciy2 + e,).
The product of these two is actually a quadratic function in x2 and y2. If 6, = 0, then the ith factor is linear in x2 and y2. The factorization of f*(x, y) leads directly to the factorization of g*(x, y). In the factorization of g*(x, y) there are at most quadratic factors. This means g(x) is a polynomial such that g*(x, ~1) has at least If g*(x, y) has two linear factors, then it is exactly the type we are now trying to classify. We will consider this further.
Suppose f(x) = g(x2), that f*(x, y) has two linear factors and all other factors quadratic, and that g*(x, y) has at most two linear factors. Using the notation above, our assumption implies at most one b,=O. One easily sees that we must have f*(x,y)=(x2-y2)ir'(x2-(['+i-')xy+y'-y(i'i-')'), 
Setting y = 0 in (8), we obtain
This is a generalization of the multiplicative form of the Dickson polynomials to polynomials of even degree.
Dickson did not include the possibility of polynomials of even degree in his original work, no doubt because they were not permutation polynomials, the main object of his paper. Others have generalized the Dickson polynomials to include polynomials of even degree [3] ; the model used, however, is equality (5) 
then one also has the analogous multiplicative form n ~1 D,,,,(x)=x' n (X2-a(['-[-'y). r=l
As we complete our analysis of case B, we will see that the second definition of Dickson polynomials also provides an analog to Williams's identity (7). Throughout we will take (10) as our definition of even degree Dickson polynomials; we will call then "generalized" to alert the reader. However, because the two definitions differ only by a constant, this distinction makes no difference in the final results. Now the generalized Dickson polynomials satisfy the recursive relation
We can use Williams's factorization (7) and induction to show that the generalized Dickson polynomials have the factorization given by (8).
We summarize
If f(x) is a manic polynomial, then f(x) is of the type described in Thus this product divides 20*(x, y). Now all the roots of 1 that occur in these factors should be the dth roots of unity but at the same time the (deg O(x))th roots. In particular all the primitive dth roots of unity must occur in the cubic factor. There are at most 3 primitive dth roots and so only d = 6 is possible. Further partial fraction analysis shows that when d = 6, we must have f(x) =x(x3 + ex + u)(x* + e).
Also such a polynomial is always of form C in Lemma 5. We summarize Case D. In this case, we have f(x) = g(x') and f *(x, y) has one quartic factor. This quartic factor must be invariant under both the transfor-641/28/2-5 mations x + fx, y + -y. This means it must be a quadratic polynomial in x' and y*. Now, the quadratic factors have no linear terms and appear in pairs such that the product of these pairs is a quadratic polynomial in (x', y'). Thus, the only non-linear factors of g*(x, y) are quadratic. We have already considered the case where f(x) = g(x*) and g*(x, -)I) involves only quadratic factors but have not found any cases wheref*(x, y) has a quartic irreducible factor. We summarize There are no polynomials of the type described in Lemma 5, case (d).
Case E. Except for a few special cases, polynomials of the type described in Lemma 5, case (e), do not exist; eliminating them, however, is an involved process. Just as before we write ,f(x)=Xd+ad~7.~d-2+
... +a,x+a,,;
fi(x, y) = x3 + b,x2y + c,xy2 + e, y3 + s,x + t,y + ui = (x -Wj) y)(x -U';2)')(X -w,j y) +s,x + t;y + a, for i=l and2;
f;(x, y) =x2 + bixy + c, y' + e, =(x-w,,y)(?s-wi2y)+e, for i > 3. We may apply the arguments used in the proof of Lemma 8 to the cubic factors and, after some algebraic simplifications, find c, = b,e, a,P,(3-bf+2ci)=sid (11) ad-,(2b, + 3e,-e,bf) = ti d.
i=l and 2.
If d > 7, there are absolutely irreducible quadratic factors off*(x, y). By Lemma 8, we have a,-2 # 0. Further, because d is odd, we also have hi # 0, ci = 1 for i> 3. Since this requires the roots of unity involved in the quadratic factors to be paired with their inverses, the roots involved in the cubits must consist of three distinct roots and their distinct inverses. Therefore e2el = 1. This is also true for d = 7. Now f(x) is not the Dickson polynomial of degree d, D(x), since f*(x, y) has the wrong factorization.
Consider the polynomial g(x) =f(x)-D(x). This is a polynomial of degree d, cd, and g*(x, y)=f*(x, y)-D*(x, y). We have seen that the quadratic factors of f*(x, y) have the form But these are also factors of D*(x, y). Thus every quadratic factor of f*(x, y) is also a factor of g*(x, y). By Lemma 1, the roots of unity involved in these quadratic factors must be d, th roots of unity. In particular, this means that all the primitive dth roots of 1 occur in the cubic factors off*(x, y). Thus 4(d) 6 6 or d= 7, 8,9, 10, or 14.
Using Lemma 1, we can show e I = 1. Next we can use the transformations x --f y, y + x and argue that the roots of unity in the cubic factors can be ordered so that w2j = w,~ I. The first condition in (11) requires that WI1 + WI2 + WI3 = U'lL -' + w;' -t WE'. For each d in the list above, and for possible combinations of three roots of unity, we look for characteristics for which the above identity holds. We do this by finding the norm of cyclotomic integers of the form where [ is a primitive dth root of unity in @. It turns out that only when d = 9 and a = 1, b = 2, c = 4 is there a prime not dividing d that divides the norm; the prime is 2. Thus there is but one specific case left; namely, d = 9; q = 2". Here g(x) =f(x) -D(x) must be the Dickson polynomial of degree 3, and so f(x) =x9 + ax' + a2x5 +x3 + (a" + a) x. This does not have the proper factorization off(x, y).
We summarize:
There are no polynomials of the form described in Lemma 5, case (e).
Case F. Since N = 2, we writef(x) = g(x2). Arguing as in cases B and D we deduce that g*(x, y) has one cubic factor and all others are linear and quadratic. Thus g*(x, y) must be of the type described in case (c). One then checks that neither of the polynomials found in that case lead to polynomials of this type. Thus
There are no polynomials of the type described in Lemma 5, case (f). This completes the construction of Table I and thus the proof of: Table I. As a final remark, we point out that Theorem 2 holds equally well in characteristic zero. The divisibility conditions are simply translated into statements involving roots of unity. This is all that we need to prove the main result, Theorem 1. Suppose f(x) is a manic polynomial of degree d prime to q such that C(f(x)) < 2q/d. Then we have #U-*(-T ~1) > 442. Let 
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