Abstract. The 'degree of k-step nilpotence' of a finite group G is the proportion of the tuples (x1, . . . , x k+1 ) ∈ G k+1 for which the simple commutator [x1, . . . , x k+1 ] is equal to the identity. In this paper we study versions of this for an infinite group G, with the degree of nilpotence defined by sampling G in various natural ways, such as with a random walk, or with a Følner sequence if G is amenable. In our first main result we show that if G is finitely generated then the degree of k-step nilpotence is positive if and only if G is virtually k-step nilpotent (Theorem 1.8). This generalises both an earlier result of the second author treating the case k = 1 and a result of Shalev for finite groups, and uses techniques from both of these earlier results. We also show, using the notion of polynomial mappings of groups developed by Leibman and others, that to a large extent the degree of nilpotence does not depend on the method of sampling (Theorem 1.15). As part of our argument we generalise a result of Leibman by showing that if ϕ is a polynomial mapping into a torsion-free nilpotent group then the set of roots of ϕ is sparse in a certain sense (Theorem 1.28). In our second main result we consider the case where G is residually finite but not necessarily finitely generated. Here we show that if the degree of k-step nilpotence of the finite quotients of G is uniformly bounded from below then G is virtually k-step nilpotent (Theorem 1.30), answering a question of Shalev. As part of our proof we show that degree of nilpotence of finite groups is sub-multiplicative with respect to quotients (Theorem 1.31), generalising a result of Gallagher.
of G, and denote it by dc(G). Peter Neumann proved the following structure theorem for groups with a high degree of commutativity. Theorem 1.1 (P. M. Neumann [19, Theorem 1] ). Let G be a finite group such that dc(G) ≥ α > 0. Then G has a normal subgroup Γ of index at most α −1 + 1 and a normal subgroup H of cardinality at most exp(O(α −O(1) )) such that H ⊂ Γ and Γ/H is abelian.
There are many natural ways in which one might seek to generalise this result. Here we seek to generalise it in two ways. The first is to higher-degree commutators. Given elements x i in a group G, we define the simple commutators [x 1 , . . . , If G is finite, we define dc k (G) to be the probability that [x 1 , . . . , x k+1 ] = 1 if x 1 , . . . x k+1 are chosen independently uniformly at random from G.
Shalev [20] recently considered higher-order commutators in residually finite groups, proving the following results. . Let G be a finite group of rank at most r, and let k ∈ N. Suppose that dc k (G) ≥ α > 0. Then G has a k-step nilpotent subgroup of index at most O r,k,α (1).
Corollary 1.3 (Shalev [20, Theorem 1.1])
. Let G be a finitely generated residually finite group of rank at most r, and let k ∈ N. Suppose that dc k (G/H) ≥ α > 0 for every finite-index normal subgroup H of G. Then G has a k-step nilpotent subgroup of index at most O r,k,α (1).
The second way in which we seek to generalise results of this type is by considering groups that are not necessarily finite or even residually finite. The first question in this setting is how to define the probability that two group elements commute. In [1] Antolín and the first and fourth authors approach this issue by considering sequences of finitely supported probability measures whose supports converge to the whole of G. Given a probability measure µ on G, define the degree of commutativity dc µ (G) of G with respect to µ via dc µ (G) = µ({(x, y) ∈ G × G : xy = yx}) (here, and throughout, we abuse notation slightly by writing µ(X) for (µ × · · · × µ)(X) when X ⊂ G k ). Then, given a sequence M = (µ n ) ∞ n=1 of probability measures on G, define the degree of commutativity dc M (G) of G with respect to M via dc M (G) = lim sup n→∞ dc µn (G).
Here we extend this notion to more general equations. For each k ∈ N, write F k for the free group on k generators, denoted x 1 , . . . , x k . Definition 1.4. Let G be a group.
(i) An equation in k variables over G is a word ϕ ∈ F k * G. Abusing notation slightly, we may view ϕ as a function G k → G by defining ϕ(g 1 , . . . , g k ) to be the element of G resulting from replacing each instance of x i in the word ϕ by g i . (ii) Given a probability measure µ on G and an equation ϕ in k variables over G, define the degree of satisfiability dϕ µ (G) of ϕ in G with respect to µ via dϕ µ (G) = µ({(g 1 , . . . , g k ) ∈ G k | ϕ(g 1 , . . . , g k ) = 1}).
Then, given a sequence M = (µ n ) ∞ n=1 of probability measures on G, define the degree of satisfiability dϕ M (G) of ϕ in G with respect to M via dϕ M (G) = lim sup n→∞ dϕ µn (G).
When G is finite and µ is the uniform probability measure on G we write simply dϕ(G) = dϕ µ (G).
In particular, if c = [x 1 , x 2 ] ∈ F 2 is a commutator, then we obtain the usual definitions of dc µ (G) and dc M (G), as above. More generally, here and throughout we denote by c (k) the (k+1)-fold simple commutator, c (k) = [x 1 , . . . , x k+1 ] ∈ F k+1 , so that c = c (1) . We call the resulting number dc k µ (G) (respectively dc k M (G)) the degree of k-nilpotence of G with respect to µ (respectively M ). For notational convenience in the inductive proof of Theorem 1.8, below, we also define c (0) = x 1 ∈ F 1 , so that dc 0 M (G) = lim sup n→∞ µ n ({1}). In [1] Antolín and the first and fourth authors suggest that for any 'reasonable' sequence M = (µ n ) ∞ n=1 of probability measures on G we should have dc k M (G) > 0 if and only if G is virtually k-step nilpotent. They further suggest that 'reasonable' might mean that the measures µ n cover G with 'enough homogeneity' as n → ∞. A specific example they give of what should be a 'reasonable' sequence is where µ is some finite probability measure on G, and µ n = µ * n is defined by letting µ * n (x) be the probability that a random walk of length n on G with respect to µ ends at x. If G is amenable, another natural sequence of measures to consider is the sequence of uniform probability measures on a Følner sequence, or more generally an almost-invariant sequence of measures, which is to say a sequence (µ n ) ∞ n=1 of probability measures satisfying x · µ n − µ n 1 → 0 for every x ∈ G (here x · µ is defined by setting x · µ(A) = µ(x −1 A)).
In [21] the second author gave some fairly general conditions on a sequence (µ n ) ∞ n=1 of measures under which such a theorem holds in the case k = 1. Two specific cases of this are as follows. . Let G be a finitely generated group. Suppose that either (i) µ is a symmetric, finitely supported generating probability measure on G with µ({1}) > 0, and M = (µ * n ) ∞ n=1 is the sequence of measures corresponding to the steps of the random walk on G with respect to µ; or (ii) G is amenable and M = (µ n ) ∞ n=1 is an almost-invariant sequence of probability measures on G. Suppose that dc M (G) ≥ α > 0. Then G has a normal subgroup Γ of index at most ⌈α −1 ⌉ and a normal subgroup H of cardinality at most exp(O(α −O(1) )) such that H ⊂ Γ and Γ/H is abelian. In particular, if the rank of G is at most r then G has an abelian subgroup of index at most O r,α (1).
One of the main aims of [21] was to provide a concrete but more-general set of hypotheses on M under which Theorem 1.5 holds. This led to the following definitions. Definition 1.6 (uniform detection of index). Let π : (0, 1] → (0, 1] be a non-decreasing function such that π(γ) → 0 as γ → 0. We say that a sequence M = (µ n ) ∞ n=1 of probability measures on a group G detects index uniformly at rate π if for every ε > 0 there exists N = N (ε) ∈ N such that for every m ∈ N if [G : H] ≥ m then µ n (H) ≤ π( 1 m ) + ε for every n ≥ N . We also say simply that M detects index uniformly to mean that there exists some π such that M detects index uniformly at rate π.
The word 'uniform' in Definition 1.6 refers to the requirement that the definition be satisfied by the same N (ε) for all subgroups H. Definition 1.7 (uniform measurement of index). We say that a sequence M = (µ n ) ∞ n=1 of probability measures on a group G measures index uniformly if µ n (xH) → 1/[G : H] uniformly over all x ∈ G and all subgroups H of G (here we define 1/[G :
Note that if a sequence of probability measures on a group measures index uniformly then it also detects index uniformly with rate ι : (0, 1] → (0, 1] defined by ι(x) = x.
The second author shows in [21, Theorems 1.13 & 1.14] that on a finitely generated group every sequence of measures corresponding to the steps of a random walk measures index uniformly, as does every almost-invariant sequence of measures. This is a key ingredient in the proof of Theorem 1.5.
In the present paper we combine Shalev's techniques with those of [21] to generalise Theorem 1.2 similarly to arbitrary finitely generated groups, as follows. Theorem 1.8. Let G be a finitely generated group of rank at most r, and let M = (µ n ) ∞ n=1 be a sequence of measures that detects index uniformly at rate π. Suppose that dc
The following specific cases of interest of Theorem 1.8 then follow from [21, Theorems 1.13 & 1.14]. Theorem 1.9. Let G be a finitely generated group of rank at most r, and let k ∈ N. Suppose that either (i) µ is a symmetric, finitely supported generating probability measure on G with µ({1}) > 0, and M = (µ * n ) ∞ n=1 is the sequence of measures corresponding to the steps of the random walk on G with respect to µ; or (ii) G is amenable and M = (µ n ) ∞ n=1 is an almost-invariant sequence of probability measures on G.
Then G has a k-step nilpotent subgroup of index at most O r,k,α (1). We prove Theorem 1.8 in Section 3.
Shalev actually proves a slightly more general result than Theorem 1.2. Given a finite group G and an element g ∈ G, write
. What Shalev shows is that Theorem 1.2 remains true if the assumption that dc k (G) ≥ α > 0 is replaced by the weaker assumption that
We can adapt the statement of Theorem 1.8 similarly. First, given a probability measure µ on a group G, define
Then, given a sequence M = (µ n ) ∞ n=1 of probability measures on G, define P
Proposition 1.10. Let G be a group, and let M = (µ n ) ∞ n=1 be a sequence of probability measures on G that measures index uniformly.
Combined with Theorem 1.8 this immediately gives the following.
Corollary 1.11. Let G be a finitely generated group of rank at most r, and let M = (µ n ) ∞ n=1 be a sequence of measures that measures index uniformly on G. Let g ∈ G, and suppose that
Then G has a k-step nilpotent subgroup of index at most O r,k,α (1). We prove Proposition 1.10 in Section 3.
It is easy to see that if a finitely generated group G has a nilpotent subgroup of finite index then dc k M (G) > 0 for every sequence M of measures measuring index uniformly on G. The conclusion of Theorem 1.8 is therefore qualitatively optimal. Note, however, that Theorem 1.5 shows that in the case k = 1 Theorem 1.8 can be improved quantitatively-in the sense that the bounds can be made independent of the rank of G-at the expense of concluding that G is bounded-by-abelianby-bounded as in Theorem 1.1, rather than virtually abelian.
The following result suggests that a quantitatively optimal result for dc k M (G) might also allow for bounded-by-nilpotent-by-bounded groups in its conclusion. Proposition 1.12. Let m, d, k ∈ N. Let G be a finitely generated group, let Γ be a subgroup of G of index at most m, and let H be a subgroup of cardinality at most d such that Γ/H is k-step nilpotent. Let M = (µ n ) ∞ n=1 be a sequence of measures that measures index uniformly on G.
We prove Proposition 1.12 in Section 3. Question 1.13. Can one make the bounds in Theorem 1.8 independent of the rank of G at the expense of broadening the qualitative conclusion?
In Section 7 we give examples for all k ≥ 1 to show that the dependence of the bound on the rank is necessary in Theorem 1.8 as stated.
Note that Theorem 1.8 and Proposition 1.12 combine to give a new proof of the following folklore result, which we have been unable to find in the literature (although after the statement we reference two published arguments that give results in a similar direction). Corollary 1.14 (finite-by-(k-step nilpotent) groups are virtually k-step nilpotent). Let r, d, k ∈ N. Let G be a finitely generated group of rank at most r, and let H be a subgroup of cardinality at most d such that G/H is k-step nilpotent. Then G contains a k-step nilpotent subgroup of index at most
It is shown in the proof of [3, Corollary 11.7] that the group G contains a (k + 1)-step nilpotent subgroup of index at most O d (1) . The proof of [5, Proposition 3.4] shows how to pass to a k-step nilpotent subgroup of finite index as in Corollary 1.14, but without any obvious control over the index.
Equations over virtually nilpotent groups. The second author shows in [21, Theorem 1.19] that if G is a finitely generated group and M = (µ n ) ∞ n=1 is a sequence of measures that measures index uniformly on G then the lim sup in the definition of dc M is actually a limit, and that this limit does not depend on the choice of M . In the present work we extend this to dc k M for k ≥ 2, as follows. Theorem 1.15. Let G be a finitely generated group. Then dc k M (G) takes the same value for all sequences M of measures that measure index uniformly on G, and for every such sequence M the lim sup in the definition of dc k M (G) actually a limit.
In view of Theorem 1.8, in proving Theorem 1.15 it is enough to consider virtually nilpotent groups, and in that context we actually prove something more general: we show that for any equation ϕ over a finitely generated virtually nilpotent group G the numbers dϕ M (G) are well behaved in the sense of Theorem 1.15.
To do this we use a notion of sparsity that is independent of any particular sequence of measures, as follows. Definition 1.16. Given a group G, a set V ⊂ G is said to be negligible by finite quotients of G if for every ε > 0 there exists a finite-index normal subgroup N ⊳ G such that |V N/N | ≤ ε|G/N |.
The utility of this definition lies in the following proposition, which we prove in Section 2.
n=1 be a sequence of measures that measure index uniformly on a group G, and suppose that V ⊂ G k is negligible by finite quotients of G k . Then µ n (V ) → 0 as n → ∞. Remark 1.18. To see that being negligible by finite quotients is strictly stronger than having zero density with respect to a sequence of measures measuring index uniformly, consider the example in which µ n is the uniform probability measure on the Følner set {−n, . . . , n} ⊂ Z, and the set A is defined as
Then A satisfies µ n (A) → 0 as n → ∞, but is not negligible by finite quotients of Z.
Theorem 1.19. Let G be a finitely generated virtually nilpotent group, and let N be a torsion-free nilpotent normal subgroup of finite index in G. Let ϕ be an equation in k variables over G. Then the set
of solutions to ϕ is the union of a set of cosets of N k and a set that is negligible by finite quotients of G k .
Recall that virtually nilpotent groups are always virtually torsion-free, so by defining the subgroup N in Theorem 1.19 we are merely fixing notation, rather than imposing an additional hypothesis. In particular, Proposition 1.17 and Theorem 1.19 immediately imply the following result. Corollary 1.20. Let G be a finitely generated virtually nilpotent group, and let ϕ be an equation over G. Then dϕ M (G) is the same for all sequences M of measures that measure index uniformly on G, and for every such sequence M the lim sup in Definition 1.4 is actually a limit.
In particular, combined with Theorem 1.8 this implies Theorem 1.15. Indeed, in the case of a residually finite group Theorems 1.8 and 1.19 even give the value of dc k M (G) in terms of dc k of the finite quotients of G, as follows. Corollary 1.21. Let G be a residually finite group and let M be a sequence of measures on G that measures index uniformly. Let H 1 > H 2 > · · · be a sequence of finite-index normal subgroups of G such that
Note also that if G is assumed a priori to be virtually nilpotent then Theorem 1.19 similarly gives the value of dϕ M (G) in Corollary 1.20. Corollary 1.22. Let G be a finitely generated virtually nilpotent group, and let ϕ be an equation over G. Let H 1 > H 2 > · · · be a sequence of finite-index normal subgroups of G such that ] is a coset identity in a finitely generated residually finite group G then G is virtually k-step nilpotent. The following is immediate from Theorem 1.19. Corollary 1.24. Let G be a finitely generated virtually nilpotent group, and let M be a sequence of measures on G that measures index uniformly. Then an equation ϕ in G is a probabilistic identity with respect to M if and only if it is a coset identity.
We prove Theorem 1.19 in Section 4. An important tool in the proof is the notion of a polynomial mapping of a group. These have been studied extensively by Leibman [15] , and have found applications to finding prime solutions to linear systems of equations [13] and to the study of harmonic functions on groups [17] .
A polynomial mapping of a group is defined as follows.
Definition 1.25 (derivatives and polynomial mappings). Let G, H be groups and let ϕ :
Remark. Leibman actually defines the more refined notion of being polynomial relative to a generating set S for G; Definition 1.25 corresponds to being polynomial relative to G. Nonetheless, in the present paper the range of every mapping we consider will be nilpotent, and Leibman shows that a mapping of G into a nilpotent group is polynomial relative to some generating set for G if and only if it is polynomial relative to G [15, Proposition 3.5], so we lose no generality by using Definition 1.25.
The basic scheme of the proof of Theorem 1.19 is to show that equations over virtually nilpotent groups are polynomial mappings, so that the set of solutions to an arbitrary equation can be viewed as the set of roots of some polynomial. The idea is then to use the familiar notion that the set of roots of a polynomial is 'sparse' in some sense.
Leibman has already shown that the set of roots of a polynomial mapping into a torsion-free nilpotent group is sparse with respect to Følner sequences, as follows. Definition 1.26 (closed subgroup). A subgroup Γ of a group G is said to be closed in G if for every x ∈ G and n ∈ Z we have x n ∈ Γ if and only if x ∈ Γ. Theorem 1.27 (Leibman [15, Proposition 4.3] ). Let G be a countable amenable group, and let (µ n ) ∞ n=1 be the sequence of uniform probability measures on some Følner sequence on G. Let N be a nilpotent group, let Γ be a closed subgroup of N , and let ϕ : G → N be polynomial. Then for every x ∈ N such that ϕ(G) ⊂ xΓ we have µ n (ϕ −1 (xΓ)) → 0 as n → ∞.
In Section 5 we strengthen this theorem in the finitely generated case to show that set of roots of a polynomial mapping into a torsion-free nilpotent groups is sparse in the stronger sense of Definition 1.16, as follows. Theorem 1.28. Let G be a finitely generated group, let N be a nilpotent group with a closed subgroup Γ, and let ϕ : G → N be polynomial. Then for every x ∈ N such that ϕ(G) ⊂ xΓ the set ϕ −1 (xΓ) is negligible by finite quotients of G. This is a strengthening of Theorem 1.27 thanks to Proposition 1.17 and Remark 1.18; indeed, it implies the following result, which by [21, Theorem 1.13] directly implies Theorem 1.27 in the case where G is finitely generated. Corollary 1.29. Let G be a finitely generated group, and let (µ n ) ∞ n=1 be a sequence of measures that measures index uniformly on G. Let N be a nilpotent group with a closed subgroup Γ, and let
It is also worth noting that, unlike Theorem 1.27, Theorem 1.28 and Corollary 1.29 are valid when G is not amenable. That said, we should emphasise that it follows from [15, Proposition 3.21] that every polynomial mapping of G into a nilpotent group factors through some amenable quotient of G. Theorem 1.27 therefore has some implicit content even when G is not amenable. Theorem 1.30. Let G be a residually finite group, and let N be a family of finite-index normal subgroups of G that is closed under finite intersections and such that N ∈N N = {1}. Let k ∈ N, and suppose that there exists a constant α > 0 such that dc k (G/N ) ≥ α for every N ∈ N . Then G has a k-step nilpotent subgroup of finite index.
This generalises a result of Lévai and Pyber [16, Theorem 1.1 (iii)], who prove it in the case k = 1. They also note that the finite index of the abelian subgroup in that case need not be bounded in terms of α, citing the examples of direct products of abelian groups and extra-special groups [16, §1] . In Section 7 we generalise these examples to show that, for any k ≥ 1, the index of the k-step nilpotent subgroup coming from Theorem 1.30 need not be bounded in terms of k and α.
The key ingredient in the proof of Theorem 1.30 is the following result of independent interest on finite groups. Theorem 1.31. Let G be a finite group and let N G. Then dc
Theorem 1.31 generalises the main result of Gallagher [11] , who proves it for k = 1. It also generalises a theorem by Moghaddam, Salemkar and Chiti [18, Theorem A], who prove Theorem 1.31 when the centraliser of every element of G is normal. As is noted in [10, Section 2], the centraliser of every element of G being normal implies that G is 3-step nilpotent; this is an extremely strong hypothesis for Theorem 1.31, rendering it trivial for k ≥ 3, for example.
We prove Theorems 1.30 and 1.31 in Section 6.
Degree of nilpotence with respect to uniform measures on balls. If G is generated by a finite set X, one may naturally define the degree of nilpotence of G using the sequence of measures (µ n ) ∞ n=1 defined by taking µ n to be the uniform probability measure on the ball of radius n in G with respect to X. The main problem with adapting our results to this setting is that, in general, the sequence µ n does not measure index uniformly (see the remark immediately after Theorem 1.13 of [21] ). Question 1.32. Let G be a group with a finite generating set X, let µ n be the uniform probability measure on the ball of radius n in G with respect to X, and write M = (µ n ) ∞ n=1 . Suppose that G is not virtually k-step nilpotent. Do we have dc
If M is defined using the uniform probability measures on the balls with respect to a finite generating set as in Question 1.32, and if G is virtually nilpotent, then it is well known and easy to check that M is an almost-invariant sequence of probability measures on G. It therefore follows from [21, Theorem 1.13] that M measures index uniformly. In light of Theorem 1.8, a positive answer to Question 1.32 would therefore extend both Theorems 1.8 and 1.15 to the sequence of uniform probability measures on the balls with respect to a finite generating set. Question 1.32 seems to be difficult in general, although the answer is positive in some cases. For example, in Appendix B we present an argument that was communicated to us by Yago Antolín answering Question 1.32 for hyperbolic groups (see Corollary B.2).
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Products of measures that measure index uniformly
In this short section we prove the following result and use it to deduce Proposition 1.17.
Lemma 2.1. Let G 1 , . . . , G k be groups, and for each i let (µ
n=1 be a sequence of measures such that for every x i ∈ G i and every finite-index subgroup H i < G i we have µ
Proof. Note first that µ 3. The algebraic structure of probabilistically nilpotent groups
In this section we study the relation between dc k M (G) and the existence of finite-index k-step nilpotent subgroups of G, proving Theorem 1.8, Proposition 1.10 and Proposition 1.12. We start our proof of Theorem 1.8 with the following version of [21, Proposition 2.1], which was itself based on an argument of Neumann [19] .
Proposition 3.1. Let k ∈ N. Let G be a group and let M = (µ n ) ∞ n=1 be a sequence of measures on G that detects index uniformly at rate π. Let α ∈ (0, 1], and suppose that dc k M (G) ≥ α. Let γ ∈ (0, 1) be such that π(γ) < α, and write
Proof. By definition of dc M there exists a sequence n 1 < n 2 < · · · such that dc
Writing E (n) for expectation with respect to µ n , this means precisely that
Following Neumann [19] , we note that therefore
and hence, by uniform detection of index,
The result follows. 
Write Γ for the intersection of all subgroups of G of index at most 1 γ , noting that Γ is normal and has index O r,π,α (1) by Lemma 3.2. It follows from (3.1) that lim sup
or equivalently that dc
Writing N for the pullback of N 0 to G, the intersection N ∩ Γ is k-step nilpotent and has index at most O r,π,k,α (1) in G, and so the theorem is proved. Proposition 1.10 is essentially based on the following lemma.
Lemma 3.3. Let G be a group, and u, g ∈ G. Then {x ∈ G : [u, x] = g} is either empty or a coset of C G (u).
The point of the following lemma is that sequences of measures that measure index uniformly give the same measure to right-cosets of a subgroup that they give to left-cosets of that subgroup.
n=1 be a sequence of measures that measures index uniformly. Then µ n (Hx) → 1/[G : H] uniformly over all x ∈ G and all subgroups H of G.
Proof. This is because Hx = x(H x ) and H x has the same index as H.
Proof of Proposition 1.10. Lemmas 3.3 and 3.4 and the definition of uniform measurement of index imply that for every x 1 , . . . , x k ∈ G we have either
and that this convergence is uniform over all x 1 , . . . , x k . Writing E (n) for expectation with respect to µ n , it follows that lim sup
We close this section by proving Proposition 1.12.
Proof of Proposition 1.12. We use a similar argument to that of [21, Proposition 1.17] . Fix elements
. . , x k ] y takes at most d distinct values as y ranges over Γ, and hence that the conjugacy class of [x 1 , . . . , x k ] has size at most d. The orbit-stabiliser theorem therefore implies that C Γ ([x 1 , . . . , x k ]) has index at most d in Γ, and hence at most dm in G. Since this holds for every x 1 , . . . , x k ∈ Γ, the result follows by uniform measurement of index.
Equations over virtually nilpotent groups in terms of polynomial mappings
In this section we prove Theorem 1.19. The rough idea for is to express an equation over the group G in terms of polynomial mapping, and then apply Theorem 1.28. Recall that, given a group G and an equation ϕ ∈ F k * G over G, we denote the set of solutions to ϕ in G k by
The proof of Theorem 1.19 is particularly straightforward in the case where G itself is torsionfree nilpotent, thanks to the following two results of Leibman, the first of which shows that if ϕ, ψ : H → N are two polynomial mappings into a nilpotent group N then the pointwise product ϕψ : H → N defined by setting (ϕψ)(h) = ϕ(h)ψ(h), and the pointwise inverse ϕ (−1) : H → N defined by setting ϕ (−1) (h) = ϕ(h) −1 , are also polynomial. . If H is a group and N is a nilpotent group then the polynomial mappings H → N form a group under the operations of taking pointwise products and pointwise inverses.
Since constant maps G k → G are trivially polynomial of degree 0, and the maps G k → G sending (x 1 , . . . , x k ) to x i are trivially polynomial of degree 1, it follows immediately from Theorem 4.1 that an equation over a nilpotent group G is a polynomial G k → G. Thus, if G itself is torsionfree nilpotent then Theorem 1.19 follows from Theorem 1.28. We spend the rest of this section explaining how to generalise this argument to the case in which G is merely virtually nilpotent.
Let G be a group, let H ⊳ G be a normal subgroup, let ϕ ∈ F k * G be an equation over G and let g ∈ G k . Given h ∈ H k , note that ϕ(hg) ∈ Hϕ(g), so that we may define a mapping ϕ H,g :
We may then describe the set of solutions to ϕ = 1 in the coset H k g as
Lemma 4.2. Let G be a group, let H ⊳ G be a finite-index normal subgroup, and let g ∈ G. Let V ⊂ H be negligible by finite quotients in H. Then V g is negligible by finite quotients in G.
Proof. Let ε > 0. Then there exists a normal subgroup K ⊳ H of finite index such that |V K/K| ≤ ε|G/K|. Since K has finite index in G, there exists a finite-index subgroup L < K such that L ⊳ G, and then we have |V gL/L| = |V L/L| ≤ |V K/K||K/L| ≤ ε|G/K||K/L| = ε|G/L|. Lemma 4.3. Let G be a group, let N ⊳ G be a nilpotent normal subgroup, let ϕ ∈ F k * G be an equation over G, and let g ∈ G k . Then the map ϕ N,g : N k → N is polynomial.
Proof. We can view the equation ϕ as a concatenation of variables x ±1 i ∈ F k and constants c ∈ G. Write g = (g 1 , . . . , g k ), and let h = (h 1 , . . . , h k ) ∈ N k . Moving the elements g ±1 i ∈ G and constants c ∈ G one by one to the right of the word ϕ (h 1 g 1 , . . . , h k g k ), conjugating the elements h ±1 i as we go, we see that ϕ N,g (h) is a product of elements of the form (h ±1 i ) x , with x ∈ G depending only on
are polynomial of degree 1, and so Theorem 4.1 implies that ϕ N,g is polynomial, as required.
Proof of Theorem 1.19. Since N k has finite index in G k , the theorem may be restated as saying that for every g ∈ G k with G ϕ ∩ N k g = N k g we have G ϕ ∩ N k g negligible by finite quotients of G k . This follows readily from (4.1), Theorem 1.28 and Lemmas 4.2 and 4.3.
Sparsity of roots of polynomial mappings
In this section we prove Theorem 1.28. We divide the proof into two parts. The first part reduces to the case where N = Z, as follows.
Proposition 5.1. Let G be a finitely generated group, let N be a nilpotent group with a closed subgroup Γ, let ϕ : G → N be polynomial, and let x ∈ N be such that ϕ(G) ⊂ xΓ. Then there is a non-constant polynomial mapping ψ :
The second part proves the theorem in this case, as follows.
Proposition 5.2. Let G be a finitely generated group and let ϕ : G → Z be a non-constant polynomial mapping. Then ϕ −1 (0) is negligible by finite quotients.
In
We also use the following trivial lemma. 
Proof of Proposition 5.1. Since identity map is polynomial of degree 1, it follows from Theorem 4.1 that x −1 ϕ is polynomial. Since (x −1 ϕ)(g) ∈ Γ precisely when ϕ(g) ∈ xΓ, upon replacing ϕ by x −1 ϕ we may therefore assume that x = 1. In fact, although Lemma 5.5 is sufficient for our purposes in the present paper, in Appendix A we take the opportunity to deduce from it a similar result for polynomial mappings into arbitrary torsion-free nilpotent groups.
An important benefit of Lemma 5.5 is that it allows us in the proof of Proposition 5.2 to exploit the existence of certain coordinate systems on torsion-free nilpotent groups. We give a basic description of coordinate systems here; see [15, 3.8-3.19 ] for a more detailed description of coordinate systems and their relationship to polynomial mappings, and [17, §4.2] for details on a particularly natural coordinate system to use when studying polynomial mappings to nilpotent groups.
Given a finitely generated torsion-free nilpotent group G, there exists a central series
Picking e i ∈ G i for each i in such a way that G i−1 e i is a generator for G i /G i−1 , every element g ∈ G then has a unique expression Leibman [15, Proposition 3.12] ). Let G and N be finitely generated torsion-free nilpotent groups with bases (e 1 , . . . , e m ) and (f 1 , . . . , f n ) [15, 1.8] , that these polynomials can have non-integer rational coefficients: the polynomial 1 2 n 2 + 1 2 n maps Z → Z, for example. Leibman [15, Corollary 3.7] shows that in a nilpotent group G the operations of multiplication G × G → G defined by (g 1 , g 2 ) → g 1 g 2 , and raising to a power G × Z → G defined by (g, n) → g n , are polynomial mappings. Given a finitely generated torsion-free nilpotent group G with basis (e 1 , . . . , e m ), it therefore follows from Proposition 5.6 that there exist polynomials µ 1 , . . . , µ m : Proposition 5.7. Let G be a torsion-free nilpotent group with basis (e 1 , . . . , e m ), and let α : G → Z m be the corresponding coordinate mapping. Let p : Z m → Z be a non-zero polynomial, and let
Then N p is negligible in G by finite quotients.
The first step in the proof of Proposition 5.7 is to construct the quotients that we will use to show that N p is negligible by finite quotients. Given a group G we write G (n) is the subgroup generated by all n th powers of elements of G, and G(n) for the quotient G/G (n) . If G is finitely generated and torsion-free nilpotent with basis (e 1 , . . . , e m ) then we write G i (n) for the image of G i under the quotient map G → G(n). The precise statement that we prove in order to deduce Proposition 5.7 is then as follows.
Proposition 5.8. Let G be a torsion-free nilpotent group with basis (e 1 , . . . , e m ), and let α : G → Z m be the corresponding coordinate mapping. Let p : Z m → Z be a non-zero polynomial, and let
as n → ∞ through the primes.
Remark 5.9. An inspection of the argument shows that there exists an integer n 0 = n 0 (G, e 1 , . . . , e m ) such that (5.4) holds as n → ∞ through those positive integers coprime to n 0 .
Lemma 5.10. Let G be a finitely generated torsion-free nilpotent group with basis (e 1 , . . . , e m ).
Then there exists an integer n 0 = n 0 (G, e 1 , . . . , e m ) such that for every positive integer n coprime to n 0 and every i = 1, . . . , m we have
Proof. Pick n 0 so that the coefficients of the polynomials µ i , ǫ i given in (5.2) and (5.3) all lie in 1 n 0 Z. Fix n coprime to n 0 , and write Φ n : G → G(n) for the quotient homomorphism. Note that ǫ i (v, 0) = 0 for each i and each v ∈ Z m , so that the polynomials ǫ i (v, −) : Z → Z have no constant term. By the definition of n 0 , for each i and each v ∈ Z m we have ǫ i (v, n) = c i,v,n n/n 0 ∈ Z for some c i,v,n ∈ Z. As n is coprime to n 0 , it follows that n divides ǫ i (v, n), and so By (5.5) and successive applications of (5.6), it therefore follows that
It is clear that
and is a quotient of C n , so it is enough to show that Φ n (e r i ) / ∈ G i−1 (n) for r = 1, . . . , n − 1. If, on the contrary, Φ n (e r i ) ∈ G i−1 (n) for some such r, then if would follow from (5.7) that Since v i n − r = 0 whenever 1 ≤ r ≤ n − 1, this would contradict the uniqueness of coordinates, and so we indeed have Φ n (e r i ) / ∈ G i−1 (n), as required.
Remark 5.11. Note that the conclusion of Lemma 5.10 does not necessarily hold for an arbitrary n ∈ N. For instance, if G =
is the integral Heisenberg group then m = 3 and
Proof of Proposition 5.8. Throughout this proof n is a prime. Write d for the degree of p, and for each prime n write Φ n : G → G(n) for the quotient homomorphism. By Lemma 5.10 the desired conclusion (5.4) is equivalent to the statement that
as n → ∞ through the primes. If m = 1 then |N p | ≤ d, and so for every n we also have |Φ n (N p )| ≤ d, which certainly implies (5.8). We may therefore assume that m ≥ 2 and proceed by induction on m.
We can view p as an element of Q[X 1 , . . . , X m ]. If p ∈ Q[X 2 , . . . , X m ] then it follows by applying the induction hypothesis to G/G 1 that
as n → ∞, which implies (5.8) by Lemma 5.10. We may therefore assume that
for some p 0 , . . . , p d ∈ Q[X 2 , . . . , X m ] with p j = 0 for some j ≥ 1. Writing
we have
as n → ∞ by induction, and hence (5.9) |Φ n (P)| n m → 0. For g ∈ N p \ P, on the other hand, α 1 (g) is a root of the non-zero polynomial
of degree at most d, and so |(N p \ P) ∩ G 1 x| ≤ d for all x ∈ G. By taking images in G(n) this implies that |Φ n (N p \ P) ∩ G 1 (n)x| ≤ d for all x ∈ G(n), and so
for every large enough prime n. Combined with (5.9), this implies (5.8), as required.
Proof of Proposition 5.2. Let G ′ , π andφ be as given by Lemma 5.5. It follows from Propositions 5.6 and 5.8 thatφ −1 (0) is negligible by finite quotients of G ′ , and hence that ϕ −1 (0) = π −1 (φ −1 (0)) is negligible by finite quotients of G, as required.
Finite quotients
In this section we prove Theorem 1.31 and deduce Theorem 1.30 from it. We fix k ∈ N throughout. In Sections 6.1 to 6.4 we also fix a finite group G and a normal subgroup N ⊳ G, and define
Note that Theorem 1.31 is equivalent to the following result.
We prove Theorem 6.1 in Sections 6.1 to 6.4. In Section 6.5 we prove Theorem 1.30.
6.1. Submultiplicativity of degree of nilpotence. Here we sketch the proof of Theorem 6.1, omitting the proof of a technical result-Proposition 6.3-that we give in Sections 6.2 to 6.4.
If A i = {a i } is a singleton for some i, for simplicity of notation we will write f k (. . . , {a i }, . . .) as f k (. . . , a i , . . .).
Given cosets x 1 N, . . . , x k+1 N ∈ G/N , it is clear that if f k (x 1 N, . . . , x k+1 N ) = 0 then the element [x 1 N, . . . , x k+1 N ] is trivial in G/N . Thus the number of elements (x 1 N, . . . , x k+1 N ) ∈ (G/N ) k+1 with f k (x 1 N, . . . , x k+1 N ) = 0 is at most |N k (G/N )|, and we obtain
Since f k (N, . . . , N ) = |N k (N )|, Theorem 6.1 therefore follows from the following Lemma.
The proof of Lemma 6.2 uses the following proposition, to be proved in Sections 6.2 to 6.4.
Proposition 6.3. For any g ∈ G and xN ∈ G/N , we have f k (xN, g, N, N, . . . , N ) ≤ f k (N, g, N, N, . . . , N ) .
Proof of Lemma 6.2. We will show that for each i ∈ {0, . . . , k}, we have
which will imply the result. Note that for i = 0, this follows immediately from Proposition 6.3 (by summing over g ∈ N ), hence we can without loss of generality assume that i ≥ 1.
we have an identity
As N is normal in G, this induces a bijection
and so we have
for all g ∈ G and xN ∈ G/N . Thus Proposition 6.3 implies that
Now fix i ∈ {1, . . . , k}. Then this last inequality implies
as required.
6.2. Sketch of the proof of Proposition 6.3. Here we give a proof of Proposition 6.3, omitting proofs of two equalities to be proved in Section 6.4. Throughout this section, fix g ∈ G and xN ∈ G/N . We aim to show that f k (xN, g, N, . . . , N ) ≤ f k (N, g, N, . . . , N ), or in other words, (N, g, n 3 , . . . , n k+1 ).
The idea of the proof is to split this up into smaller parts: that is, to find a partition N 1 ⊔ · · · ⊔ N p of N k−1 such that (6.1) (n 3 ,...,n k+1 )∈Nq f k (xN, g, n 3 , . . . , n k+1 ) ≤ (n 3 ,...,n k+1 )∈Nq f k (N, g, n 3 , . . . , n k+1 ) for each q ∈ {1, . . . , p}. The proof relies on periodic behaviour (in a certain sense) of the numbers f k (x i N, g, n 3 , . . . , n k+1 ) where i ∈ Z and (n 3 , . . . , n k+1 ) ∈ N q . In particular, each part N q will be subdivided further: in Section 6.3 we will define a function L : N q → Z/dZ for some d = d(q) ∈ N, with the property that, for any i ∈ Z and (n 3 , . . . , n k+1 ) ∈ N q , the number f k (x i N, g, n 3 , . . . , n k+1 ) depends only on the value of L(n 3 , . . . , n k+1 ) + i in Z/dZ. That is, given any (n 3 , . . . , n k+1 ), (ñ 3 , . . . ,ñ k+1 ) ∈ N q and i,ĩ ∈ Z, we have xĩN, g,ñ 3 , . . . ,ñ k+1 );
we will prove (6.2) in Section 6.4. This implies that there exist some integers h j (where j ∈ Z/dZ) such that
for all i ∈ Z and (n 3 , . . . , n k+1 ) ∈ N q . Thus
and so (6.1) becomes
Moreover, in Section 6.4 we will show that (6.3) |L −1 (j)|h j+1 = |L −1 (j + 1)|h j for each j ∈ Z/dZ. Proposition 6.3 then follows from the following Lemma:
Lemma 6.4. Let d ∈ N and for each j ∈ Z/dZ, let r j and h j be non-negative integers such that r j h j+1 = r j+1 h j for each j. Then
Proof. For a fixed j ∈ Z/dZ, since r j h j+1 = r j+1 h j , we have either r j ≤ r j+1 and h j ≤ h j+1 , or r j ≥ r j+1 and h j ≥ h j+1 . This implies that
6.3. Combinatorial structure of N k (G). Here we clarify the notation used in Section 6.2. In particular, we define the subsets N q ∈ N k−1 , and for a given q ∈ {1, . . . , p}, the number d ∈ N and the function L : N q → Z/dZ used in Section 6.2. A key fact used in the argument is the following commutator identity:
Lemma 6.5. For any z, y ∈ G and n 3 , . . . , n k+1 ∈ N ,
[zy, g, n 3 , . . . , n k+1 ] = z, g, n Proof. We proceed by induction on k. We make repeated use of the commutator identity
For the base case k = 1, we use (6.4) with a = z, b = y and c = g, by noting that α 3 = y. For k ≥ 2, the inductive hypothesis gives
Since α k+2 = α k+1 b k+1 , the result follows by applying (6.4) with a = a k+1 , b = b k+1 and c = n k+1 .
This Lemma motivates the following construction. Let Γ be a directed labelled multigraph (that is, a directed labelled graph in which loops and multiple edges are allowed) with vertex set
and edge set n 3 ) , . . . , α k+1 = α k+1 (y, n 3 , . . . , n k−2 ) ∈ G are as in Lemma 6.5. Now write Γ as a union of its connected components,
and write N q for V (Γ q ), where 1 ≤ q ≤ p. This defines a partition
as above. Fix q ∈ {1, . . . , p}. In what follows, a walk in Γ q is not required to follow directions of the edges, but does have a choice of orientation associated with it.
Definition 6.6.
(i) For a walk γ of length s + + s − from v ∈ N q to w ∈ N q , define the directed length ℓ(γ) of γ to be s + − s − , where s + (respectively s − ) is the number of edges in γ with directions coincident with (respectively opposite to) the direction of γ. Note that given any walk γ in Γ q we have ℓ(γ −1 ) = −ℓ(γ).
(ii) Define the period of Γ q to be
where o is the order of xN in G/N . (iii) Choose a base vertex v q of Γ q . For any vertex v ∈ Γ q , define the level of v to be
Remark. The set W(Γ q ) of walks in Γ q forms a group under concatenation, with inverses given by changing orientation, and in this setting ℓ : W(Γ q ) → Z is a homomorphism.
6.4.
Completing the proof of Proposition 6.3. We now prove (6.2) and (6.3) from Section 6.2, which will complete the proof of Proposition 6.3.
The last part of the following Lemma shows (6.2) is true:
Lemma 6.7.
(i) For any walk γ from (n 3 , . . . , n k+1 ) ∈ N q to (ñ 3 , . . . ,ñ k+1 ) ∈ N q and any i ∈ Z, we have
(ii) For any (n 3 , . . . , n k+1 ) ∈ N q and i ∈ Z, we have
(iii) For any (n 3 , . . . , n k+1 ), (ñ 3 , . . . ,ñ k+1 ) ∈ N q and i,ĩ ∈ Z, if ,ñ 3 , . . . ,ñ k+1 ).
Proof. (i)
We proceed by induction on the length of γ. For the base case (when γ is an edge), note that by Lemma 6.5, an edge (n 3 , . . . , n k+1 ) y − → (ñ 3 , . . . ,ñ k+1 ) in Γ q defines a bijection between elements zy ∈ x i N with [zy, g, n 3 , . . . , n k+1 ] = 1 and elements z ∈ x i−1 N with [z, g,ñ 3 , . . . ,ñ k+1 ] = 1, and hence
For the inductive step (when the length of γ is at least 2), note that we can write γ =γe ε for some e ∈ E(Γ q ), ε ∈ {±1}, and a walkγ that is strictly shorter than γ. Thus, applying the inductive hypothesis toγ and (6.5) to e yields the result. (ii) Fix a vertex v = (n 3 , . . . , n k+1 ) ∈ N q and i ∈ Z. By definition of d, there exist closed walks c 1 , . . . , c r and integers m, m 1 , . . . , m r ∈ Z such that
Note that we may transform the closed walks c j to ones that start and end at v: indeed, if γ j is a walk from v to the starting (and ending) vertex of c j , thenc j = γ j c j γ Substituting γ =c to part (i) yields N, g, n 3 , . . . , n k+1 ).
But since o is the order of xN in G/N , we get
which gives the result. (iii) Let γ (respectivelyγ) be a walk in Γ q from the base vertex v q to (n 3 , . . . , n k+1 ) (respectively (ñ 3 , . . . ,ñ k+1 )). By definition of level, we have
and so ℓ(γ −1γ ) = i −ĩ + md for some m ∈ Z. By part (i), we have
and so |m| applications of part (ii) to the right hand side gives the result.
Finally, we prove (6.3):
Proof. We will give a bijection between the set
and the set
Since A is a disjoint union of |L −1 (j)| sets, each of cardinality h j+1 , and B is a disjoint union of |L −1 (j + 1)| sets, each of cardinality h j , this will imply the result. Now consider n 3 ) , . . . , α k+1 = α k+1 (y, n 3 , . . . , n k−1 ) are as in Lemma 6.5. First, we claim that θ is a bijection. Indeed, for each i, the element α i does not depend on n i , . . . , n k+1 , and so it follows (by induction on k − i) that the restriction of θ given by
is a bijection for each y ∈ xN and (n 3 , . . . , n i+1 ) ∈ N i−1 . In particular,
is a bijection for each y ∈ xN , and hence θ is a bijection as well. 
Furthermore, for an arbitrary edge (n 3 , . . . , n k+1 )
in this case), its endpoints are in the same connected component of Γ, that is, (n 3 , . . . , n k+1 ) ∈ N q if and only if (ñ 3 , . . . ,ñ k+1 ) ∈ N q . Moreover, if it is the case that (n 3 , . . . , n k+1 ) , (ñ 3 , . . . ,ñ k+1 ) ∈ N q then by definition of level we have
Hence θ(A) = B, as required. . Let G be a finite group that is not k-step nilpotent. Then
Proof of Theorem 1.30. We describe a recursive process outputting a (possibly finite) sequence
. . of members of N as follows. We may assume without loss of generality that G ∈ N and set G 0 = G. Once G i−1 is defined, if it is k-step nilpotent we terminate the process. If not, there exist
noting that G i ∈ N by the finite-intersection property, and that G i−1 /G i is not k-step nilpotent.
Writing γ k = (2 k+2 − 3)/2 k+2 , it follows from Theorem 6.9 that dc k (G i−1 /G i ) ≤ γ k for every i, and hence from Theorem 1.31 that for every n with G n defined we have
The process must therefore terminate for some n ≤ log α/ log γ k , meaning that G n is a k-step nilpotent subgroup of finite index in G.
Dependence on rank
Here we give an example, for any odd prime p and any k ∈ N, of a family
of finite p-groups that are (k + 1)-step nilpotent but not k-step nilpotent, and such that the centre Z G (n) of G (n) has order p. Moreover, we will show that any k-step nilpotent subgroup K (n) of G (n) has index at least p n . As G (n) /Z G (n) is k-step nilpotent, this will show that the bound on the index of a k-step nilpotent subgroup of G in Corollary 1.14 has to depend on the rank of G. By Proposition 1.12, the same can be said about the bound in Theorem 1.8.
Furthermore, note that this example will show that the index of a k-step nilpotent subgroup in Theorem 1.30 cannot be bounded in terms of k and α. To see this, it is enough to apply Proposition 1.12 and to note that if dc
Throughout this section, we fix an odd prime p, and denote the finite field of cardinality p by F p . For r, s ∈ N, we denote by Mat r×s (F p ) the F p -vector space of r × s matrices with entries in F p .
7.1. The group G k (n, r, s). Let k ∈ Z ≥0 and let n, r, s ∈ N. We consider the following subgroup of GL r+kn+s (F p ) consisting of block upper unitriangular matrices:
For a matrix X ∈ G k (n, r, s), we will write A j (X), B i (X), C(X) and D i,j (X) for the corresponding blocks of X. For a subset U ⊆ G k (n, r, s) we will similarly write
Note that for k = 0, the group G 0 (n, r, s) = I r C 0 I s C ∈ Mat r×s (F p ) is just the elementary abelian group of order p rs . For k = r = s = 1, the group G 1 (n, 1, 1) is the extraspecial group of exponent p. It is well-known that such a group is 2-step nilpotent, has centre of order p, but no abelian subgroups of index < p n (see, for instance, Lemma 7.1 and [22, Theorem 1.8]). We aim to generalise this example; in particular, for the sequence G (n) of groups described above we will take G (n) = G k (n, 1, 1). We thus need to show that G k (n, 1, 1) is (k + 1)-step nilpotent, has centre of order p and has no k-step nilpotent subgroups of index < p n . The first two of these statements follow from the following Lemma, whose proof is easy and left as an exercise for the reader.
Lemma 7.1. Let k ∈ Z ≥0 and n, r, s ∈ N. Let G = G k (n, r, s), and let G = γ 1 (G) ≥ γ 2 (G) ≥ · · · and {1} = Z 0 (G) ≤ Z 1 (G) ≤ · · · be the lower and upper central series of G, respectively. Then
for all ℓ ∈ {0, . . . , k}.
We are therefore left to show that G k (n, 1, 1) has no k-step nilpotent subgroups of index < p n . In Section 7.2 we will prove the following proposition, which is slightly more general. Proposition 7.2. Let k, n, r, s ∈ N. If a subgroup K ≤ G k (n, r, s) has index < p n , then K is not k-step nilpotent.
Remark 7.3. Note that in the case r = s = 1, the bound in Proposition 7.2 is sharp: indeed, {X ∈ G k (n, 1, 1) | A 0 (X) = 0} is a subgroup of G k (n, 1, 1) of index p n , and it is not hard to verify that it is k-step nilpotent.
7.2. Non-existence of large k-step nilpotent subgroups. Let G = G k (n, r, s). By Lemma 7.1, the abelianisation map ρ : G → G ab is given by mapping a matrix in G to the set of its superdiagonal blocks:
for k ≥ 1, and ρ : G → Mat r×s (F p ), X → C(X) for k = 0. For a subgroup K ≤ G, we define the quasi-rank (respectively quasi-corank ) of K in G to be the dimension (respectively codimension) of ρ(K) in the F p -vector space G ab . Note that if K has quasi-corank q then we have [G : Kγ 2 (G)] = p q . We thus aim to show that the quasi-corank of a k-step nilpotent subgroup of G k (n, r, s) will be at least n.
The inductive proof of Proposition 7.2 is based on the surjective homomorphism π = π k,n,r,s , obtained by taking the bottom-right (kn + s) × (kn + s) submatrix:
Note that if K ≤ G k (n, r, s) has quasi-corank q, then π(K) ≤ G k−1 (n, n, s) will have quasi-corank at most q. For any X ∈ γ k (G k (n, r, s)) we have B 2 (X) = · · · = B k (X) = 0 by Lemma 7.1, and for any Y ∈ ker π k,n,r,s we have B 1 (Y ) = · · · = B k (Y ) = 0 by the definition of π k,n,r,s . Therefore,
for all X ∈ γ k (G k (n, r, s)) and Y ∈ ker π k,n,r,s .
Thus, in order to prove Proposition 7.2, given a subgroup K ≤ G k (n, r, s) of quasi-corank < n we need to find matrices X ∈ γ k (K) and Y ∈ K ∩ ker π such that A 0 (X)B 1 (Y ) = 0. We first prove a slightly stronger version of Proposition 7.2 under the additional assumption that r = n. Lemma 7.4. Let k ∈ Z ≥0 and n, s ∈ N. Let K be a subgroup of G k (n, n, s) of quasi-corank q < n. Then the subspace
has codimension at most q.
Proof. By induction on k. For k = 0, we have G 0 (n, n, s) ∼ = Mat n×s (F p ) and C(γ 1 (K)) = C(K) ∼ = K, hence the result is clear. Now suppose k ≥ 1, and let π = π k,n,n,s . As K has quasi-corank q in G k (n, n, s), the subgroup π(K) ≤ G k−1 (n, n, s) will have quasi-corank at most q. Therefore, by induction hypothesis, the
will have codimension at most q. Moreover, it is clear by the definition of the quasi-corank that the subspace
will have codimension at most q, so in particular
It follows by [8, Corollary 13 ] that A 0 (K ∩ ker π) is generated by matrices of rank n, so in particular there exists a matrix
Proof of Proposition 7.2. Let q be the quasi-corank of K in G = G k (n, r, s). Then we have
and so q < n. Consider again the map π = π k,n,r,s , and let q 1 be the quasi-corank of π(K) in G k−1 (n, n, s). By Lemma 7.4, the subspace B 1 (γ k (K)) = C(γ k (π(K))) will have codimension at most q 1 in Mat n×s (F p ). By the rank-nullity theorem, the subspace A 0 (K ∩ ker π) ≤ Mat r×n (F p ) will have codimension q − q 1 =: q 2 . Now consider the projections τ 1 : Mat r×n (F p ) → F n p and τ 2 : Mat n×s (F p ) → F n p of matrices to the top row and to the right column, respectively. By (7.1), for any X ∈ γ k (K) and Y ∈ K ∩ ker π, the top right entry of [X, Y ] will be − τ 1 (A 0 (Y )), τ 2 (B 1 (X)) , where −, − is the standard bilinear form on F n p . Furthermore, it is clear that T 1 := τ 1 (A 0 (K ∩ ker π)) and T 2 := τ 2 (B 1 (γ k (K))) will have codimensions (in F n p ) at most q 1 and at most q 2 , respectively. Thus, as q < n, we have dim
and so, as −, − is non-degenerate,
, that is, T 1 , T 2 = 0. Therefore, there exist matrices X ∈ γ k (K) and Y ∈ K ∩ ker π such that the top right entry of [X, Y ] is non-zero, so K is not k-step nilpotent.
Appendix A. Polynomial mappings into torsion-free nilpotent groups
In this appendix we prove the following extension of Lemma 5.5, using a similar argument to the one that Leibman uses to reduce [15, Proposition 3.21] Proposition A.1. Let G be a group, let N be a finitely generated torsion-free s-step nilpotent group, and let ϕ : G → N be a polynomial mapping of degree d. Then there is a torsion-free ds-step nilpotent quotient G ′ of G and a polynomial mappingφ : G ′ → N of degree d such that, writing π : G → G ′ for the quotient homomorphism, we have ϕ =φ • π.
Given a group G we write
for the lower central series of G. Following [17] , we define the generalised commutator subgroups
Lemma A.2. Let G be a group and let x ∈ γ i (G). Then there exists a finitely generated subgroup
Proof. To start with we assume that x ∈ γ i (G). In the case i = 1 the lemma is satisfied by taking Γ(x, 1) = x , so we may assume that i ≥ 2. If x ∈ γ i (G) this implies that there exist elements
, and so by induction on i we may take
If instead x ∈ γ i (G) then by definition there exists n ∈ N such that x n ∈ γ i (G), and so we may take
Proof of Proposition A.1. It is sufficient to show that for every x ∈ G and c ∈ γ ds+1 (G) we have 
Appendix B. Hyperbolic groups
The following argument was communicated by Yago Antolín, and shows that generic subgroups of hyperbolic groups are free, with respect to the uniform probability measure on the balls given by a finite generating set. In particular, the degree of nilpotence with respect to such a measure is zero for any non-elementary hyperbolic group.
These techniques and the result are well known to experts, and we include it here for completeness.
As previously, let F r denote the free group of rank r. For a group, G, generated by a (finite) set X, we let B X (n) denote the ball of radius n, and for an element g ∈ G, we denote by |g| X the word length of g. Let µ n be the uniform probability measure on the ball of radius n in G with respect to X.
Theorem B.1. Let G be a non-elementary hyperbolic group with finite generating set X. For every r ∈ N lim n→∞ |{(g 1 , . . . , g r ) ∈ B X (n) r | g 1 , . . . , g r ∼ = F r }| |B X (n)| r = 1, and the limit converges exponentially fast.
We note that the analogous theorem with respect to sequences of measures (µ * n ) ∞ n=1 corresponding to the steps of the random walk on G was proved in [12] .
The following Corollary is immediate:
Corollary B.2. Let G be a non-elementary hyperbolic group with finite generating set, X, and write M = (µ n ) ∞ n=1 for the sequence of uniform measures on the balls B X (n). Then dc k M (G) = 0. Throughout, G is a non-elementary hyperbolic group (i.e. a hyperbolic group that is not virtually cyclic) and X a finite generating set of G. We assume that Γ(G, X) is δ-hyperbolic. There are many equivalent definitions of Gromov hyperbolicity, (see for example [4, Chapter III.H.1.17]), for convenience we will use the one that says that geodesic triangles are δ-thin. In particular, if x, y, z ∈ G, and α is a geodesic with endpoints in x and y, β a geodesic with endpoints in x, z and γ a geodesics with endpoints y, z then we have that for points v ∈ α and u ∈ β with d(x, u) = d(x, v) ≤ (y · z) x := 1 2 (d(x, y) + d(x, z) − d(y, z)) one has that d(u, v) ≤ δ. Since G has exponential growth, lim n |B X (n)| = λ > 1. A result of Coornaert [6] states that there are positive constants A, B and n 0 such that (B.1) Aλ n ≤ |B X (n)| ≤ Bλ n for all n ≥ n 0 .
Remark B.3. From the submultiplicativity of the function |B X (n)| it follows that lim n |B X (n)| exists and hence for every ε > 0 there exists n ε , A and B such that for all n > n ε ,
One can prove Theorem B.1 using this weaker fact. However, for simplicity of exposition, we have preferred to use (B.1). . . , g n is a free subgroup with basis {g 1 , . . . , g n }.
Proof. Take D 0 ≥ 2δ + 1. Let w be any reduced word on Z = {g 1 , . . . , g r } ±1 and denote by w i the prefix of length i (as a word in Z). Then d(w i , w i+2 ) = d(1, w −1 i w i+1 ) = |ab| X for some a, b ∈ Z with a = b −1 (since w is reduced). Thus, it follows from Lemma B.4 that |w| X ≥ ℓ Z (w), where ℓ Z (w) denotes the length of w as a word in Z.
We will find bounds on the number of elements in B X (n) not satisfying (B.2). There are two different cases to be considered: a = b and a = b.
Lemma B.6. There is D 1 = D 1 (δ, D 0 ) ≥ 0 such that the cardinality of the set AA(n) = {g ∈ B X (n) | |g 2 | X < |g| X + D 0 } is bounded above by |B X ( n 2 + D 1 )|. Proof. Let g ∈ B X (n) with |g 2 | X < |g| X + D 0 . Then (1 · g 2 ) g > |g| X /2 − D 0 /2. Let w be a geodesic word over X representing g. Suppose that w = w ι w ′ w τ , where w ι and w τ are the prefix and suffix of w of length (1, g 2 ) g , respectively. Then, there exists t ∈ B X (δ) such that w τ w ι = G t. Thus w −1 ι gw ι = w ′ t, and therefore g is conjugated to an element of length at most D 0 + δ by an element of length at most n/2 − D 0 /2. Hence, the cardinality of AA(n) is bounded above by |B X (n/2 − D 0 /2)||B X (D 0 + δ)| ≤ |B X ( n 2 + D 1 )| for some D 1 .
Remark B.7. Note that by Lemma B.5, if g / ∈ AA(n) then g has infinite order. Thus, in particular, the above Lemma implies that the number of finite order elements in the ball of radius n is at most |B X ( n 2 + D 1 )|. This appears in [7] .
Lemma B.8. Let ε ∈ (3/4, 1), n ∈ N and g ∈ G. Suppose that |g| X > εn. Then there exists D 2 = D 2 (δ, D 0 , ε) ≥ 0 such that the cardinality of the set AB(g, n) = {h ∈ B X (n) | |h| X > εn, |gh| X < n + D 0 } is bounded above by |B X ( 3n 4 + D 2 )|.
Proof. Let h ∈ B X (n) with |h| X > εn and |gh| X < n + D 0 . Then Let u and v be geodesic words over X representing g and h respectively. Suppose that u = u 1 u 2 and v = v 1 v 2 , where u 2 and v 1 have length (1, gh) h . Note that |v 2 | X ≤ 3n/4 + D 0 /2. Then there exists t ∈ B X (δ) such that u 2 v 1 = G t. Thus, u 2 h = tv 2 , and so AB(g, n) is contained in u Proof of Theorem B.1. Fix ε ∈ (3/4, 1). Let P 0 (n) = |{(g 1 , . . . , g r ) ∈ (B X (n) − B X (εn)) r | g i / ∈ AA(n)}| |B X (n)| r .
For n ≫ 0, we have from Lemma B.6 and (B.1)
where C 1 is some constant depending on A, B and r.
For j = 1, . . . , r, let P j (n) = |{(g 1 , . . . , g r ) ∈ (B X (n) − B X (εn)) r | g j / ∈ AB(g ±1 i , n) for i = j}| |B X (n)| r .
