ABSTRACT. This paper contains sharp estimates for the small-time behaviour of a natural class of one-parameter semigroups in free probability theory. We prove that the free Ornstein-Uhlenbeck semigroup Ut, when restricted to the free Segal-Bargmann (holomorphic) space H0 introduced in [K] and [Bi1], is ultracontractive with optimal bound Ut :
INTRODUCTION
Spaces of holomorphic functions often exhibit interesting functional analytic properties, particularly with regard to L p norms of invariant operators defined on larger spaces. The clearest example is afforded by Nelson's hypercontractivity theorem for Gaussian spaces, and its surprisingly stronger form in the Segal-Bargmann space. Let us take a moment to describe these results.
Let γ n denote Gaussian measure on R n , γ n (dx) = (2π) −n/2 e −|x| 2 /2 dx.
(1.1)
It is equivalent to Lebesgue measure, but its decay at infinity is such that all polynomials are in L p (γ n ) for all p < ∞. Indeed, L 2 (γ n ) has an orthogonal basis consisting of tensor-products of Hermite polynomials H k . In this context, there is a natural semigroup of operators associated to the measure: the Ornstein-Uhlenbeck semigroup H t , which is the semigroup naturally associated to the Dirichlet (divergence) form of the measure γ n . It can be described neatly in terms of the basis polynomials: for n = 1, we have H t (H k ) = e −kt H k . The generator of H t is −∆ + x · ∇, which is (up to a factor of 2) the generator of the Ornstein-Uhlenbeck process in probability theory; through this connection and others, this semigroup has important applications in many parts of analysis. One extremely important theorem in this context is Nelson's hypercontractivity theorem, [N] .
Theorem 1.1 (Nelson, 1973) . Let 1 < p ≤ q < ∞, and let t ≥ 0. Then
That is, the O-U semigroup H t is bounded (in fact contractive) from L p to L q after sufficient time (the optimal time is called the Nelson time t N (p, q) = 1 2 log q−1 p−1 ); before this time, the semigroup's range on L p is not contained in L q . Two salient features worth noting in the theorem are as follows: first, note that there is no dependence on n in the Nelson time; the theorem is indeed dimension-independent, and has a relatively straightforward infinite-dimensional analogue. Second, as q tends to ∞ (while p stays fixed), the Nelson time tends to ∞ as well, which means that the semigroup never maps any L p space into L ∞ . We will discuss this fact more in what follows.
One can similarly define HL p (γ 2n ) (the L p -version of the Segal-Bargmann space); since all holomorphic polynomials are in L 2 (γ 2n ) these spaces are non-trivial. The Segal-Bargmann map does not have a bounded extension to L p for p = 2. This fact turns out to have an interesting consequence for Nelson's hypercontractivity theorem (indeed, if the map could be extended in a bounded fashion to each L p then Theorem 1.1 would necessarily hold in an analogous form in the HL p spaces). One can verify from the orthogonality of the holomorphic monomials in L 2 (γ 2n ) that the semigroup H t on all of L 2 (γ 2n ) leaves the space HL 2 (γ 2n ) invariant, and has the simple action H t (z k ) = k z k (in the case n = 1); in other words, for holomorphic f , H t f (z) = f (e −t z) is a dilation semigroup. As dilated holomorphic functions are holomorphic, Theorem 1.1 must therefore hold for H t restricted to the HL p spaces; what Janson discovered is that a better version of the theorem holds. Theorem 1.2 (Janson, 1983) . Let 0 < p ≤ q < ∞, and let t ≥ 0. Then
In this case, the critical time to contraction (called the Janson time t J (p, q)) is smaller, t J (p, q) = 1 2 log q p < t N (p, q) for q > p > 1. Theorem 1.2 demonstrates another interesting norm-estimate property for the holomorphic spaces HL p : note that the regime for the theorem now extends to all p > 0. The spaces L p (γ 2n ) are non-locally-convex metric spaces with p < 1, and the semigroup H t has no meaningful extension there; while the topology of HL p (γ 2n ) is no better for γ 2n , the semigroup H t (now simply a dilation semigroup) does make sense, and indeed has the same contractive behaviour, in the regime 0 < p < 1. Theorem 1.2 has been proved in at least five distinct ways ([Ja1] , [C] , [Z] , [Ja2] , [G3] ), the latter proof by L. Gross extending the theorem tremendously to the general context of holomorphic Dirichlet forms on complex manifolds, again showing an equivalence between Janson's strong hypercontractivity and his logarithmic Sobolev inequality. One proof which does not appear in the literature, and for good reason, goes as follows: establish the strong hypercontractive bound for p = 2 and q varying through some discrete set (for example the even integers or powers of 2), and then use the Stein interpolation theorem to derive the full result for p ≥ 2; the case with p ≥ 1 should then follow by duality. This proof technique was attempted in some early work on Theorem 1.1, but due to the non-linearity in (p, q) → q−1 p−1 , the resulting interpolated contractiontimes are not optimal. On the other hand, the form of Janson's time, involving only (p, q) → q p , is amenable to an interpolation approach, and would yield optimal results! The reason the above-described approach is untenable is the topic of the paper [JPR] . First, the dual space to HL p (γ 2n ) is not equal, or even equivalent, to HL p ′ (γ 2n ) (it can by identified, up to a constant, with HL p ′ (µ) where µ is a rescaled Gaussian measure on C n ); this invalidates the duality argument. Despite this failure of reflexivity, the Banach spaces [HL p 0 (γ 2n ), HL p 2 (γ 2n )] (for 1 < p 0 < p 1 < ∞) do form a complex interpolation scale; however, this holds up to a constant which may be as large as 2 n . Thus, in the regime 2 ≤ p ≤ q < ∞, an interpolation argument can be carried out, but the resulting theorem could only conclude that, past the Janson time, the semigroup is bounded with norm ≤ 2 n ; this falls far short of the optimal bound, and moreover becomes meaningless as n grows to ∞ while the true theorem is dimension-independent. Nevertheless, while questions of interpolation scale for the Segal-Bargmann space are not overly helpful in proving Theorem 1.2, they are inherently interesting and important in understanding the geometry of the Banach spaces HL p .
Both Theorems 1.1 and 1.2 have spawned analogous work in several non-commutative contexts. The initial work on non-commutative hypercontractivity was undertaken by L. Gross in [G2] , motivated by the quantum field theory of Fermions (while Nelson's theorem was applied to Bosons). This work was followed by many others; the most relevant for our purposes is [Bi2] . To describe his work, let us interpret Theorem 1.1 in more probabilistic terms. The coordinate functions x → x j , 1 ≤ j ≤ n on R n are independent, standard normal random variables with respect to the measure γ n . Polynomials are dense in the spaces L p (γ n ) for 1 ≤ p < ∞, and so we may as well restrict our attention to the space of polynomials in the n independent normal random variables. The O-U semigroup H t may then be described by H t (H k 1 (x 1 ) · · · H kn (x n )) = e −(k 1 +···+kn)t H k 1 (x 1 ) · · · H kn (x n ).
In free probability, the central limit measure is no longer the normal distribution γ 1 , but rather semicircular measure σ σ(dx) = 1 2π
4 − x 2 ½ [−2,2] (x) dx.
(1.4)
A random variable is standard semicircular if it has this distribution. As the Hermite polynomials are associated to γ 1 , so the Tchebyshev polynomials of the second kind, U k , are the orthogonal polynomials associated to σ. For the moment restricting to the one-dimensional setting, it is therefore natural to define the free O-U semigroup U t on L p (σ) by its action on the common dense family of polynomials in a single standard semicircular random variable s; the definition is U t (U k (s)) = e −kt U k (s). In this simplified context, P. Biane's main theorem in [Bi2] is a precise analogue of Theorem 1.1 for U t . Theorem 1.3 . Let 1 < p ≤ q < ∞, and let t ≥ 0. Then
The statement does not include the unboundedness condition, since the support of σ is compact; indeed, U t maps L p into L q continuously for every t > 0; it only does so contractively after the same Nelson time that features in the commutative theorem. (The theorem holds in a much more general context, with any countable family of free semicircular generators; we discuss this more in Section 2.) What's more, Biane discovered (using older work of Bożejko [Bo1] ) that, for this non-commutative O-U semigroup, L p does get mapped continuously into L ∞ , in fact for all t > 0. This is known as ultracontractivity (although it should more properly be called something like ultraboundedness); it can be seen, in this one-dimensional commutative case, as a simple consequence of the compact support of the (otherwise smooth) measure σ. Nevertheless, it represents a significant departure from Theorem 1.1. Theorem 1.4 (Biane, Bożejko, 1997) 
As to Theorem 1.2, the author's paper [K] addresses a family of non-commutative generalizations. In this case, we must go beyond the realm of classical probability theory even in the one-dimensional setting. To wit, Janson's context can be discussed in similar probabilistic terms. The functions x → x j on R 2n are independent standard normals, and identifying R 2n ∼ = C n via (x j , x j+n ) → x j + i x j+n = z j , 1 ≤ j ≤ n, we see that the variables z j are complex symmetric standard normals. In the free probabilistic case, then, we should take n free standard semicirculars s 1 , . . . , s n , and free copies of them s ′ 1 , . . . , s ′ n , then form c j = s j + i s ′ j ; these are circular operators. Holomorphic elements should then be (limits of) polynomials in the variables c 1 , . . . , c n ; this approach is consistent with the Free Segal Bargmann space introduced in [Bi1] . Note that c * 1 = s 1 − i s ′ 1 and it is easy to check that [c 1 , c
Since two (non-constant) free random variables cannot commute, it follows that the c j are not normal, and hence cannot be conjugated to ordinary random variables (i.e. functions) even one at a time. (Note, this non-commutativity does not show up when taking holomorphic polynomials of a single variable c 1 -i.e. polynomials in c 1 and not c * 1 -but it rears its head in the calculation of norms, where the quantity |c 1 | p = (c 1 c * 1 ) p/2 is involved.) Nevertheless, a version of Janson's theorem does hold in the context of the holomorphic spaces H 0 generated by circular operators, stated as follows (a brief explanation of the norms will follow in Section 2). Since each c j is a (non-commutative) polynomial in s j , s ′ j , there is a natural action of the free O-U semigroup U t on H 0 ; Proposition 2.7 in [K] shows that it is, again, a dilation semigroup: U t (c k 1 ) = e −kt c k 1 . Theorem 1.5 (Kemp, 2004) . Let q ≥ 2 be an even integer, and let t ≥ 0. Then
(It is worth noting that both Theorems 1.3 and 1.5 are proved in the more general context of the deformed Gaussian spaces of Bożejko and Speicher [BKS] .) Thus far, the theorem has not been extended beyond the discrete exponents L 2 → L q for q ∈ 2N, as the non-normality of circular operators renders most analytic techniques inapplicable to H 0 . It is primarily for this reason that the author wondered wether the spaces H p 0 might have better complex interpolation properties than their commutative cousins HL p . The definitive answer to this question is Theorem 1.8 below.
Given the ultracontractivity theorem (Theorem 1.4) which holds for the O-U semigroup, and the strong hypercontractivity theorem (Theorem 1.5) for its action on the holomorphic subspace, the author and R. Speicher wondered if a strong form of ultracontractivity holds for the O-U semigroup restricted to H 0 . Indeed, one of the main results of [KS] is as follows. Theorem 1.6 (Kemp, Speicher, 2007) 
The authors in fact introduced a wide new class of non-commutative holomorphic spaces in [KS] . The space H 0 is generated by free circular operators, which are examples of R-diagonal operators (as will be explained in Section 2). One can similarly construct a holomorphic space from any family of free R-diagonal operators, which comes equipped with a natural dilation semigroup. The result of Theorem 1.6 then actually holds in this general context, as we show in Proposition 4.2.
The main object of this paper is to address the optimality of the ultracontractive bound in Theorem 1.6 (and the same bound in more general R-diagonal holomorphic spaces). To that end, the main theorem (stated here in terms of H 0 alone) is as follows. Theorem 1.7. Let H 0 be the circular holomorphic spaces with at least one generator. For each ǫ > 0, there is a constant C ǫ > 0 such that
Theorem 1.7 falls slightly short of showing that the ultracontractive bound is optimally t −1 . The method of proof involves estimating the norm in H 0 by the norms H p 0 for large p; the optimal bound, corresponding to Equation 1.7, does hold for even integer p (see Theorem 4.4 and Corollary 4.5), but the constant is p-dependent and tends to 0 as p → ∞, resulting in the slightly weaker form of the main theorem. In fact, the same theorem holds in the much more general R-diagonal context, as we shall see in what follows.
It is worth pointing out that, in global analysis, if P t is the heat semigroup on a (complete) Riemannian manifold with uniform geometry, the small-time ultracontractive bound
, where d is the dimension of the manifold. One can import this idea to any Markov semigroup, and use the ultracontractive bound to define a kind of dimension for the associated Markov process. In our context, Theorem 1.7 would say that the free Ornstein-Uhlenbeck process, restricted to the holomorphic space H 0 , has dimension 4 (for any number of generators). One reason the results of this paper are interesting to the author is the hope that ideas in this direction (with a more appropriate substitute for a heat kernel) may one day prove useful in constructing new invariants to distinguish between free group factors.
As promised, Theorem 1.7 has the following surprising corollary. Hence, not only do the non-commutative spaces H 0 fail to have better complex interpolation constants than their commutative counterparts, they are not complex interpolation scale at all, even with finitely-many generators! While this renders little hope of filling in the gaps between the exponents in Theorem 1.5, it demonstrates that the spaces H 0 have very interesting Banach space geometry; they are somehow "inherently infinite-dimensional" even in the finitely-generated setting. Again, the very same theorem holds for the more general R-diagonal holomorphic spaces to be discussed below. This paper is organized as follows. Section 2 briefly summarizes the main ideas and results from non-commutative probability theory we use throughout the paper, including non-commutative L p -spaces, free independence, the lattice of non-crossing partitions and free cumulants, and Rdiagonal operators. In Section 3, we give a general definition of non-commutative holomorphic spaces (generalizing the space H 0 in the direction of R-diagonal operators), and we proceed to prove several basic theorems about the associated non-commutative H p -spaces, including the simple yet important Lemma 3.1, giving general orthogonality relations for R-diagonal operators which really make the theory of this paper work. We also define the general R-diagonal dilation semigroup associated to any R-diagonal holomorphic space, which generalizes the action of the free Ornstein-Uhlenbeck semigroup on H 0 .
Beginning with Section 3.2, we discuss the combinatorial structure which underlies all calculations in this paper, and controls the * -moments of R-diagonal operators. The set N C * (S) (respectively N C * 2 (S)) of non-crossing partitions (respectively pairings) associated to a given bit-string S is introduced, and several important estimates on its size are then proved. In Section 4, we use these estimates to prove a strong Haagerup inequality in the spaces H(A), and a strong ultracontractive estimate. We finally show the latter estimate to be optimal in considerable generality, and deduce the Main Theorem 1.7 as a consequence. We conclude by discussing the interesting application Theorem 1.8, and its consequences for hypercontractive bounds in these holomorphic spaces.
BACKGROUND
Here we briefly present some of the terminology and main technology used in the following (and foregoing). A thorough treatment of most of this material can be found in [NS3] .
2.1. Non-commutative probability spaces. Abstracting classical probability theory, all one really needs to discuss the basic constructions is an algebra A (analogous to the algebra of random variables) and a state (normalized linear functional) ϕ (corresponding to the expectation state of a probability measure). In order to handle some more detailed analytic estimates from probability theory, these two objects must interact in a sufficiently rich topological setting. A W * -probability space is a von Neumann algebra A equipped with a state ϕ : A → C which is normal (weak * continuous), faithful (the bilinear form (a, b) → ϕ(ab) is non-degenerate), and positive (ϕ(a * a) ≥ 0 and = 0 iff a = 0). The canonical example, of course, is given by A = L ∞ (Ω, F , P) for some probability space (Ω, F , P), with state ϕ = Ω · dP. Hence we are really dealing with a generalization of the probability theory of bounded random variables.
The state ϕ in a W * -probability space may be used to construct both analytic and probabilistic information about the operators a ∈ A . If a is normal, then it has a spectral resolution (projectionvalued Borel measure) E a ; the composition µ a = ϕ • E a is a compactly-supported Borel measure on the complex plane, and is called the distribution or spectral measure of a. In the case a ∈ L ∞ (Ω, F , P), construed as a multiplication operator on L 2 (Ω, F , P), this measure µ a corresponds to the usual probability distribution of the random variable a. The measure µ a may also be defined by its moments; that is, it is the unique compactly-supported probability measure on C satisfying
In the case that a is self-adjoint, µ a is supported on R, and the moment condition simply becomes R t n dµ a (t) = ϕ(a n ) for all n ∈ N.
If a ∈ A is not normal, then moments of the form a n a * m constitute only a small subset of the collection of all moments. In this case, there is no probability measure which can be called the distribution of a; instead, we simply refer to the collection of all moments in a, a * as the distribution of a. (Some authors prefer to encode this data in the form of a linear functional on the space of all non-commutative polynomials in two variables.) Since the moments determine µ a when the measure exists, this is a general definition. We say that two elements a, b ∈ A are identically distributed if they have the same distribution -i.e. if they have the same moments.
In the special case that A is a II 1 -factor, and ϕ is tracial (ϕ(ab) = ϕ(ba), ∀ a, b ∈ A ), there is a substitute for the spectral measure of a non-normal a, called the Brown measure. Introduced in [Br] , it is an analogue of the measure which places a point mass at each eigenvalue of a non-normal matrix. In the case a is normal, the Brown measure corresponds to the spectral measure, and so the symbol µ a is also used for the Brown measure of a. While it does not, in general, respect the moments of a as in Equation 2.1, it does respect holomorphic functional calculus. We will only refer to Brown measure tangentially in what follows.
The setup (A , ϕ) is a common arena for non-commutative L p -spaces. Mirroring the classical construction, for 1 ≤ p < ∞ we define the p-norm · p associated to (A , ϕ) to be the function
where (aa * ) p/2 is given meaning through the spectral theorem when p is not an even integer. In this setting (where ϕ is a normalized linear functional) · p is a norm on all of A . The completion , ϕ) . As p → ∞, the p-norm tends to the operator norm in A , and so we generally identify L ∞ (A , ϕ) with A . The space L 2 (A , ϕ) is a Hilbert space, with inner product a, b ϕ = ϕ(ab * ). (Note: if we let a ′ p be the pth root of ϕ (a * a) p/2 , then in general a p = a ′ p . Some authors prefer to take · ′ p as the p-norm, including the present author. However, to maintain consistent notation with [KS] , we use the former convention throughout.)
The spaces L p (A , ϕ), 1 ≤ p ≤ ∞ generally form a complex interpolation scale (isometrically). Indeed, for 1 ≤ p < ∞, and p ′ the conjugate exponent
(It is for this reason that it is important for A to be a von Neumann algebra -since L 1 (A , ϕ) is the predual of A .) 2.2. Free probability. The notion of independence for bounded random variables in L ∞ (Ω, F , P) can be captured in algebraic terms: a, b are independent if ϕ(a n b m ) = Ω a n b m dP = ϕ(a n )ϕ(b m ) for all m, n ∈ N. When a, b do not commute, this notion is not useful. A more appropriate notion of independence in highly non-commutative contexts is freeness.
. . , b n are called free (or more precisely * -free) if the * -subalgebras they generate are free.
Freeness can also be thought of as a collection of moment-factorization conditions. For example, if a, b are free, then since a − ϕ(a) and
In general, if a, b are free then ϕ(a n b m ) = ϕ(a n )ϕ(b m ); but more complicated joint moments factor in more complicated ways -for example,
Freeness was introduced by D. Voiculescu in [Vo] in a (still continuing) effort to import tools from probability theory into operator algebras to resolve questions about the structure of free group factors. It has since developed into a rich, beautiful theory with deep connections to operator algebras, random matrices, and combinatorics. The combinatorial side of free probability theory was largely invented by R. Speicher. The main tool there is the theory of free cumulants he developed. Let us first outline the theory of classical cumulants.
A partition π of of a finite set I is a collection π = {V 1 , . . . , V k } of disjoint non-empty subsets of I whose union V 1 ∪ · · · ∪ V k is all of I. The sets V j are called the blocks of π. Denote by P(I) the set of all partitions of I; if I = {1, . . . , n}, P(I) = P(n). The set P(n) is partially-ordered under reverse-refinement: say that π ≤ η if each block of π is completely contained in a block of η. Under this order, the minimal element 0 n and maximal element 1 n are pictured in Figure 1 .
0 6 σ FIGURE 1. Four examples of partitions in P(6), including the minimal and maximal elements 0 6 and 1 6 .
Partitions are used in the definition of classical cumulants or semi-invariants of random variables. Here we present them as multilinear functionals, rather than just statistics. Let a 1 , . . . , a n be random variables (in A = L ∞ (Ω, F , P)). For each π ∈ P(n), we define a linear functional c π : A n → C in the following recursive manner. They are declared to be multiplicative over the blocks of π in the following sense:
This defines the c π in terms of the block cumulants c 1r ; for notational convenience we relabel these as c 1r = c r . For example, the partition π = {{1, 3, 5}, {2, 4}, {6}} in Figure 1 yields
It remains, then, to define the c r ; this is done through the recurrence
, the mean of a. P(2) contains only the two partitions 0 2 and 1 2 , and so
, the covariance of a, b. In general, the numbers c n [a, . . . , a] are geometrically interesting statistics associated to the random variable a (the first three are the mean, variance, and skewness).
To give one important example, consider a standard normal random variable x (which is not in L ∞ , but does have finite moments and so has finite cumulants as well). A nice calculus exercise shows that ϕ(x n ) = (n − 1)(n − 3) · · · (3)(1) if n is even, and 0 if n is odd. It is easy to check that this formula is the same as the number of partitions in P(n) each of whose blocks has precisely two elements -that is, the set P 2 (n) of pairings. We can write this as
On the other hand, the recurrence relation 2.3 states that ϕ(
.3 determines all the c π , it then follows that c π [x, . . . , x] = 0 unless π ∈ P 2 (n), in which case c π [x, . . . , x] = 1. As the c π are multiplicative over the blocks of π, this can be summarized as the statement c n [x, . . . , x] = δ n2 .
While it is quite easy to characterize independence of random variables in terms of their joint moments, as mentioned at the beginning of this section, cumulants allow a more invariant description of independence. That is, if a 1 , . . . , a n are random variables (all of whose moments are finite), then they are independent if and only if all their mixed cumulants vanish: for all m ≥ 2 and
Turning now to the free theory, the requisite modification is to restrict the kind of partitions allowed. A partition π ∈ P(n) is called crossing if there are p 1 < q 1 < p 2 < q 2 in {1, . . . , n} such that p 1 ∼ π p 2 and q 1 ∼ π q 2 , while q 1 ≁ π p 2 . The partition π in Figure 1 is crossing, while the others are not. The set of all partitions that are non-crossing is denoted N C(n) ⊆ P(n). (Note, for n = 1, 2, 3 the two sets are the same; afterward N C(n) is a proper subset, and in fact is a vanishingly small subset in the limit as n grows.) N C(n) is also partially-ordered under reverserefinement, and has 0 n , 1 n as minimal and maximal elements. It forms a lattice, which is in many ways better than the lattice P(n).
Following the construction of classical cumulants, we define free cumulants analogously over the N C-lattices rather than the full P-lattices. To wit, given a non-commutative probability space (A , ϕ) we define multilinear functionals κ π : A n → C for each π ∈ N C(n) as follows: κ π is multiplicative over the blocks of π as explained above Equation 2.3, and satisfy the recurrence
Since N C(n) = P(n) for n ≤ 3, this means that the first three free cumulants are the same as the classical ones; thereafter, they differ. An important example illustrating the difference is achieved by mimicking the calculation of the cumulants of normal random variables. Let s be an operator in
, the set of non-crossing pairings. This set is easily enumerated: it is empty if n is odd, while |N C 2 (2n)| = C n = 1 n+1 2n n , the Catalan number. These (again following a nice calculus exercise) are precisely the moments of the semicircular law σ of Equation 1.4. It is, in a sense, for this reason that the semicircular law plays the role in free probability that is reserved for the normal law in classical probability.
The free cumulants κ n , interpreted as statistics, merely form another way to reorganize the information contained in the moments of a random variable. The reason they are well-suited to free probability is the following theorem, which is typically the best way to verify freeness of random variables.
Theorem 2.2 (Theorem 11.20 in [NS3] ). Let (A , ϕ) be a non-commutative probability space. A collection a 1 , . . . , a n ∈ A is free if and only if the mixed free cumulants of its members all vanish; that is, for all m ≥ 2 and
2.3. R-diagonal operators. As we saw above, a standard semicircular random variable s satisfies κ n [s, . . . , s] = δ n2 . An important, related, operator is Voiculescu's circular operator c, which can be constructed as c = (s 1 + is 2 )/ √ 2, where s 1 , s 2 are two free standard semicircular operators. As described in the Introduction, c is not normal. Its cumulants can be calculated relatively easily; indeed, ϕ(c n ) = 0 for all n > 0 and so too κ n [c, . . . , c] = 0 for n > 0. A more interesting observation is that the cumulants of c, c * are close to those of s: given ǫ 1 , . . . , ǫ n ∈ {1, * }, it is again true that κ n [c ǫ 1 , . . . , c ǫn ] = 0 for n = 2; when n = 2, only two of the four mixed cumulants survive: This result motivates much of the combinatorial analysis to follow in Section 3.
Another important non-self-adjoint operator is a Haar unitary u: a unitary operator in (A , ϕ) whose spectral measure is Haar measure on the unit circle in C. Thus, the moments of u are ϕ(u n ) = δ n0 . This time, it is not so easy to calculate the free cumulants of u and u * = u −1 ; the calculation is done in [NS3] , where Proposition 15.1 states the following. Let ǫ 1 , . . . , ǫ n {1, * }. If n is odd then κ n [u ǫ 1 , . . . , u ǫn ] = 0; when n = 2m is even, then among all 2 n strings ǫ 1 , . . . , ǫ n , only the two 1, * , . . . , 1, * and * , 1, . . . , * , 1 yield non-zero free cumulants, and
(Here C m−1 is a Catalan number, once again.) While this is rather more complicated than the statement for circular operators, there is common structure: only those mixed cumulants that alternate between 1 and * can survive. It is possible to give a description of the joint moments of u, u * in terms of this condition, but since the moments of a unitary and its inverse are extremely simple, this is not useful. Nevertheless, this common structure does put severe restrictions on the joint moments, which we will discuss in Section 3. To that end, let us record the definition (as per [NS1] ) of this alternating structure. Both circular and Haar unitary operators are examples of R-diagonal operators, but there are many more. Indeed, the class of R-diagonal operators is closed under powers (if a is R-diagonal, so is a n for n > 0), free sum and product. Essentially all R-diagonal operators are non-normal (the only exceptions are scalar multiples of Haar unitaries). This motivated P.Śniady and R. Speicher, in [ŚS] , to contemplate the invariant subspace problem in their context, where they proved that any R-diagonal operator has a continuous family of invariant-subspaces. (This result was subsumed later by [H2] .)
The terminology "R-diagonal" relates to the multi-dimensional R-transform in [NS3] ; the joint R-transform of a, a * , for R-diagonal a, has the form (z, w) → n≥0 α n (zw) n + β n (wz) n , and so is supported "on the diagonal".
In [HL] , the authors gave a precise description of the Brown measure of any R-diagonal operator. In particular, with the exception of Haar unitaries, the Brown measure is radially symmetric, with a density whose cross-section is analytic and strictly positive everywhere on the support of the measure. In this sense, R-diagonal operators are non-normal analogues of smooth, rotationally-invariant (compactly-supported) measures on C. We will take this point of view throughout this paper.
R-DIAGONAL HOLOMORPHIC SPACES
In this section, we introduce the Banach spaces constructed from R-diagonal operators which bear holomorphic structure, and discuss the associated H p spaces. In particular, we discuss orthogonality relations between monomials. More general * -moments in such spaces are difficult to compute exactly, and so the remainder of the section is devoted to a number of combinatorial estimates that will be used in calculations involving moments in Section 4.
The spaces H(A).
As explained in the Introduction, a circular operator is the natural analogue in free probability of a symmetric complex normal random variable. In [K] , the author introduced the space H 0 ; more precisely, for any separable Hilbert space H , the space H 0 (H ) is the Banach algebra generated by dim H free circular operators. (The author introduced a family of such spaces, H q (H ) for −1 ≤ q ≤ 1, defined in a more invariant manner involving the Hilbert space H directly; in the q = 0 case, the space may be described more simply as above.) This space was also studied by P. Biane in [Bi1] , from a different perspective (that is, his free Segal Bargmann space is isomorphic to H 0 , via a * -automorphism of the full operator algebra in which they both live). It is fair to call H 0 a holomorphic space because it is generated by non-normal generators without their adjoints, and so forms a kind of triangular algebra (mirroring some structure in the classical Hardy spaces). In the case of H 0 , both the author and Biane spelled out a much more precise description of the holomorphic structure. Let c 1 , c 2 , . . . be circular generators for H 0 in the W * -probability space (C , ϕ), where we assume that C = W * (c 1 , c 2 , . . .). Let H 2 0 denote the Hilbert subspace of L 2 (C , ϕ) generated by H 0 (this is the precise analogue of the classical SegalBargmann space HL 2 of Gaussian measure). Set s j = 1 2 (c j + c * j ) -free semicircular operators in C , and let A = W * (s 1 , s 2 , . . .) ⊂ C . Then there is an isometric isomorphism S 0 : L 2 (A , ϕ) → H 2 0 , the free Segal-Bargmann transform. Like its commutative cousin, it is nicely expressed in terms of the orthogonal polynomials of the invariant measure; in this case, the "real" variables s j are semicircular, and so the invariant measure is σ with orthogonal polynomials U k , the Tchebyshev II polynomials. The action of S 0 is then given by (C , ϕ) , Theorem 1.5 is an exact analogue of Janson's strong hypercontractivity theorem for the Segal-Bargmann space, lending more evidence to the holomorphic structure of H 0 .
One very simple property of the space H 2 0 is the orthogonality of monomials: surely (c j ) n and (c k ) m are orthogonal if j = k and n, m are not both 0 (this follows immediately from freeness), but it is also true that (c j ) n and (c j ) m are orthogonal for n = m; this reflects the structure of the holomorphic L 2 space of Gaussian measure, and in fact of any rotationally-invariant measure. Since the Brown measure of an R-diagonal element is rotationally-invariant, one may reasonably expect this property to hold true with c replaced by a more general R-diagonal operator, and this is so.
Lemma 3.1. Let a 1 , a 2 , . . . be free R-diagonal operators in a non-commutative probability space (A , ϕ) .
Proof. As above, the case j = k is an elementary consequence of freeness and does not require the R-diagonality of the a j . For the second statement, fix j and let a = a j . Then a n , a m ϕ = ϕ(a n a * m ). From Equation 2.4, we have
Each κ π breaks up as a product over the blocks of π. Now, since a is R-diagonal, only alternating cumulants between a, a * are non-zero; since the string here is 1, . . . , 1, * , . . . , * , the only alternating substring is 1, * , and so the only contributing block cumulants in the factorization of κ π [a, . . . , a, a * , . . . , a * ] are of the form κ 2 [a, a * ]. In other words, only pairings between the initial n and final m positions contribute. But since n = m, π must have a block which is not a pairing of this form, and therefore κ π [a, . . . , a, a * , . . . , a * ] = 0 for all π.
This basic property allows much of the analysis that went into Theorem 1.5 to transfer to the more general context of R-diagonal generators. In [KS] , the authors generalized H 0 to the case where all the generators are free copies of a single R-diagonal operator a. In fact, there is no reason to place this restriction, and so we introduce the following general R-diagonal holomorphic spaces.
Definition 3.2. Let A = {a 1 , a 2 , . . .} be a countable family of free R-diagonal operators in a W * -probability space (A , ϕ) . (To be clear: we mean that the sets {a 1 , a * 1 }, {a 2 , a * 2 }, . . . are free.) Define H(A) to be the Banach subalgebra of A generated by A. H(A) is the R-diagonal holomorphic space generated by A.
The special case that the generators a 1 , a 2 , . . . are free circular operators yields H(A) = H 0 . Following that model, we have holomorphic L p spaces.
Of course H(A) ⊆ H p (A) for each p < ∞, and the p-norm tends to the operator norm in H(A). Naturally, the most important of these spaces is H 2 (A), which is a Hilbert space. The orthogonality relations of Lemma 3.1 give a particularly nice orthogonal decomposition of the space H 2 (A), and we record it here.
Definition 3.4. Let n ≥ 0 be an integer. Denote H n (A) ⊂ H(A) the subspace generated by all monomials of the form a i 1 · · · a in , for any a i 1 , . . . , a in ∈ A. We refer to H n (A) as the n-particle space in H (A) 
is an orthogonal decomposition of the holomorphic L 2 -space. The terminology n-particle space comes from the circular case (where A consists of a countable family of circular operators), where the space H 2 (A) is naturally isomorphic to the full (Boltzman) Fock space, and the isomorphism carries the space H 2 n (A) onto the usual n-particle space in that context. One of the main object of study in this paper is a one-parameter semigroup associated to H(A) through its decomposition into n-particle spaces (0 ≤ n < ∞). 
D A t is self-adjoint and contractive on H 2 (A), and has bounded extension to H p (A) for 1 ≤ p ≤ ∞. It was introduced (in the slightly simpler context when all generators in A are identicallydistributed) in [KS] , where proofs of these properties may be found. In the circular case, this semigroup is precisely the restriction of the free Ornstein-Uhlenbeck semigroup [Bi2] to the holomorphic space H 0 , and (through its connection to the Fermionic and Bosonic counterparts) played an important role in constructive quantum field theory. In the case that all the generators in A are Haar unitary, the semigroup is, of course, the (negative) exponential of word-length, which is a conditionally negative-definite function that plays a very important role in [H1] and, [JLX] and [JX] . One as yet unanswered question about the semigroups D A t is whether they are, in general, completely positive. In the two cases just discussed (circular and Haar unitary) they are well-known to be, but for wildly different reasons that do not give a clue as to the status of the semigroups in general. Section 4 deals largely with contraction properties of D A t .
General moments in H(A).
Since (most) R-diagonal elements are non-normal, joint moments between them come in arbitrarily complicated varieties. The structure of their non-zero cumulants allows a more compact description of general moments; here we begin to describe the structure involved.
Let a be an R-diagonal operator, and consider the word a 2 a * 3 aa * 2 . Equation 2.4 yields
Since a is R-diagonal, we can immediately reduce the sum to be indexed by those non-crossing partitions all of whose blocks are of even (non-zero) size; this set is often denoted N CE(8). What's more, from Definition 2.4, if κ π is non-zero, the blocks of π must index positions which are occupied by alternating as and a * s. In particular, this means that each block of π contains equal numbers of as and a * s. We can then easily conclude that ϕ(a 2 a * 3 aa * 2 ) = 0, since there is an over-all imbalance in the number of as versus a * s. In fact, even if the 8 terms in the word a 2 a * 3 aa * 2 had different indices (where a i , a j are free if i = j), then the same result follows: if any block of π contains terms with different indices it is 0 by Theorem 2.2. We record this as a lemma.
Lemma 3.6. Let A = {a 1 , a 2 , . . .} be a countable collection of free R-diagonal elements. For any indices i 1 , . . . , i n ∈ N and exponents ǫ 1 , . . . , ǫ n ∈ {1, * }, ϕ(a
in ) = 0 unless n is even and the number of ǫ j equal to 1 equals the number equal to * -i.e. unless the string ǫ 1 , . . . , ǫ n is balanced.
It turns out that this balancing condition is necessary and sufficient for a moment to be non-zero, following the above discussion. Given an arbitrary word a n 1 a * m 1 · · · a nr a * mr (where n j , m j > 0 except at most one of n 1 and m r ), the string of exponents is balanced if and only if n 1 + · · · + n r = m 1 + · · · + m r ; call this common value n. Then we have
where commas in the exponents denote a string separated by commas: a ,3 ≡ a, a, a. We can reduce this sum considerably as described above: the only π ∈ N CE(n) that contribute have blocks that alternate between as and a * s.
Definition 3.7. Let S = (ǫ 1 , . . . , ǫ 2n ) be a string of exponents ǫ j ∈ {1, * }. Given π ∈ N CE(2n), say π ∈ N C * (S) if each block of π alternates between 1 and * in the string S.
For example, given the word a 3 a * 2 aa * 2 with corresponding exponent string S = (1, 1, 1, * , * , 1, * , * ), N C * (S) consists of the three partitions given in Figure 2. 1 1 1 * * 1 * * 1 1 1 * * 1 * * 1 1 1 * * 1 * * FIGURE 2. The three partitions in N C * (1, 1, 1, * , * , 1, * , * ).
Definition 2.4 can then be paraphrased as follows.
Lemma 3.8. Let a be R-diagonal. Given any exponent string S = (ǫ 1 , . . . , ǫ n ) ∈ {1, * } n ,
Given an arbitrary balanced word a n 1 a * m 1 · · · a nr a * mr , the corresponding exponent string S is (1 ,n 1 , * ,m 1 , . . . , 1 ,nr , * ,mr ). The number r corresponding to this string (the number of times S switches from 1 to * and back) is a statistic we will use over and over, and so let us give it a name. Definition 3.9. Let S = (1 ,n 1 , * ,m 1 , . . . , 1 ,nr , * ,mr ) (where n j , m j ≥ 1). We say that S has r runs.
Given a string S with r runs, the blocks in any π ∈ N C * (S) must have maximum size 2r. This fact already came into play in the proof of Lemma 3.1, where the exponent string was of the form (1, . . . , 1, * , . . . , * ) with only one run: r = 1. When there are more runs, partitions with blocks of size 2, 4, . . . , 2r can all come into play. In fact, a dominant role is played by those partitions with blocks of size two only. Definition 3.10. Let S = (ǫ 1 , . . . , ǫ 2n ) be a string of exponents ǫ j ∈ {1, * }. Given π ∈ N CE(2n), say π ∈ N C * 2 (S) if π is a pairing π ∈ N C 2 (2n), and each block of π contains both a 1 and a * . The top two partitions in Figure 2 are in fact in N C * 2 (1, 1, 1, * , * , 1, * , * ). Recall that a circular operator c has κ 2 [c, c * ] = κ 2 [c * , c] = 1 and all higher block cumulants 0; we may restate Proposition 2.3 as ϕ(c S ) = |N C * 2 (S)| (where, if S = (ǫ 1 , . . . , ǫ n ), c S ≡ c ǫ 1 · · · c ǫn ). In this context, a certain class of very symmetric * -moments of a circular operator played a central role in the analysis of [KS] . The operator norm c n can be approximated as the limit as r → ∞ of c n 2r , where r ranges through N. Of course,
and this is ϕ(c S n r ) = |N C * 2 (S n r )| where S n r = (1 ,n , * ,n , . . . , 1 ,n , * ,n ) (repeated r times). The enumeration of the set N C * 2 (S n r ) was accomplished in Section 3.1 of [KS] ; here we present a much simpler proof of the same result.
Proposition 3.11. Given the string S n r = (1 ,n , * ,n , . . . , 1 ,n , * ,n ) (repeated r times), the set N C * 2 (S n r ) of S n r -pairings contains C Proof. The string S n r has length 2nr; give each point in S n r an address (k ǫ , ℓ) where ǫ ∈ {1, * }, 1 ≤ k ≤ r and 1 ≤ ℓ ≤ n. For example, the address (2 * , 1) refers to the 1st element in the second block of * s, which corresponds to element number 3n + 1 in the list. Let π ∈ N C * 2 (S n r ). The initial block of 1s, with addresses (1 1 , m), 1 ≤ m ≤ n must pair with * s later in the word; say that (1 1 , m) pairs to (k * m , ℓ m ). Suppose that (k * 1 , ℓ 1 ) appears earlier than (k * 2 , ℓ 2 ); in terms of positions in the list, this means that (2k 1 − 1)n + ℓ 1 < (2k 2 − 1)n + ℓ 2 . Since the terms are ordered
, and since (1 1 , 1) ∼ π (k * 1 , ℓ 1 ) and (1 1 , 2) ∼ π (k * 2 , ℓ 2 ), this means π has a crossing, which is a contradiction. Repeating this argument, we see that we must have
. Now consider the interval between (k * 2 , ℓ 2 ) and (k * 1 , ℓ 1 ). Since these two endpoints pair to adjacent 1s, all points in between must pair among themselves -any pairings outside the interval would produce crossings. This means that the interval in between must contain equal numbers of 1s and * s. For example, if k 1 = k 2 then (since the interval would only contain * s) we must have ℓ 2 = ℓ 1 − 1 (giving an empty, therefore balanced, interval). It is easy to count that the number of 1s in the interval is (k 1 − k 2 )n, while the number of * s is (k 1 − k 2 − 1)n + (ℓ 1 − 1) + (n − ℓ 2 ) = (k 1 − k 2 )n + (ℓ 1 − ℓ 2 − 1), and hence the condition for balancing is always simply that ℓ 1 − ℓ 2 = 1. Continuing this argument, we see that there must be n distinct ℓ-labels for the pairs of the first n 1s, and since they must increment (decreasing) through each of the n possibilities, we must have ℓ 1 = n, ℓ 2 = n − 1, and so forth through ℓ n = 1. Figure 3 demonstrates one possible configuration.
1 1 1 * * * 1 1 1 * * * 1 1 1 * * * 1 1 1 * * * 1 1 1 * * *
(1 1 , 2) (2 * , 1) (2 * , 2) (4 * , 3) FIGURE 3. One configuration of possible parings of the first block of 1s. In this example, k 1 = 4 while k 2 = k 3 = 2.
We must now count the number of possible configurations. Note that the interval between (k * 2 , n − 1) and (k * 1 , n) contains k 1 − k 2 full 1 blocks, k 1 − k 2 − 1 full * blocks, and two partial * -blocks at the ends which have a full complement of n * s between them (a result of the local balancing condition). By virtue of the fact that cyclic permutations of the indices induce automorphisms of the lattice of non-crossing partitions, we can rotate this internal string (for the purpose of enumeration) to be of the form S n k 1 −k 2 . All pairings must remain within this interval, and so we are poised for a recursion. Applying this argument to each interval (from (k * m+1 , n − m + 1) up to (k * m , n − m)), each internal interval can be paired in |N C * 2 (S n km−k m+1 )| ways, and as none of the pairings run between intervals, all are independent. Hence, for each allowed choice of the 14 positions k 1 , . . . , k r the number of allowed pairings is the product
(The product begins at m = 0 and ends at m = r, with the conventions that k 0 = r and k r+1 = 1; these are to take into account any part of the string S n r which remains to the right of the pair to the first 1, and any part which is saddled between the first block of 1s and the left-most * paired in this block. Following the above argument, these two substrings must also be paired locally, independently of the other intervals.)
Now, the only conditions on the k m are that r ≥ k m ≥ k m+1 ≥ 1 for 1 ≤ m ≤ r. Set i m = k m − k m+1 for 0 ≤ m ≤ r; then the conditions on the i m are that i 0 + · · · + i r = (r − k 1 ) + (k 1 − k 2 ) + · · · + (k r−1 − k r ) + (k r − 1) = r − 1, and i m = k m − k m+1 ≥ 0. This yields the recurrence relation
This is precisely the recurrence for the Fuss-Catalan numbers given in Equation 10.31 in [NS3] ; it requires only the initial condition |N C * 2 (S n 0 )| = 1 for each n, which holds since S n 0 is the empty string.
The result of Proposition 3.11 was used in [KS] , upon taking 2rth roots and letting r → ∞, to give a derivation of the fact (proved in [Lar] ) that the norms of powers of a circular element are given by c n 2 = (n + 1) n+1 /n n ; it was used to greater effect to prove the more general strong Haagerup inequality which is the main result of that paper. We can already see the relevant orderof-magnitude calculation appearing as a result of the previous proposition. Proof. Calculating from the definition of the Fuss-Catalan number C
and this is ≤ (nr + r) r−1 /r! = r r−1 /r! · (n + 1) r−1 . Since ( c n 2r ) 2r = C (n) r , we take 2rth roots; from Stirling's formula r r−1 /r! ≤ e r , and so the result is proved where α r = (r r−1 /r!) 1/2r .
The p-norm of c n grows like n 1/2−1/p (at least for even integer p). This simple calculation can actually be parlayed into a generalization and improvement over the classical Haagerup inequality in [H1] (in the limit as p → ∞), as we will explain in Section 4.
3.3. Bounds on |N C * 2 (S)|. The analysis of Section 4 will require an understanding of more general moments of R-diagonal elements than the regular patterns (a n a * n ) r in Section 3.2. To that end we require a lower-bound on the size of |N C * 2 (S)| (which also provides a lower bound on |N C * (S)|). Indeed, up to this point, it has not been made clear that the set N C * 2 (S) is always non-empty, provided the string S is balanced. The following important lower-bound establishes this fact; moreover, the size of the set grows exponentially with the number of runs.
Lemma 3.13. Let S = (1 ,n 1 , * ,m 1 , . . . , 1 ,nr , * ,mr ) be a balanced string, and let i be the minimum block size, i = min{n 1 , m 1 , . . . , n r , m r } ≥ 1. Then
Proof. The case r = 1 is trivial: this means that S has the form (1 ,n 1 , * ,m 1 ), and since S is balanced, this means n 1 = m 1 ; the string is therefore of the form S Proceeding by induction on r ≥ 2, suppose that for any string S with precisely r−1 runs, it holds that |N C * 2 ( S)| ≥ (1+ĩ) r−2 , whereĩ is the minimal block size in S. Let S = (1 ,n 1 , * ,m 1 , . . . , 1 ,nr , * ,mr ) be any balanced string with r runs, and minimum block size i. As in the proof of Proposition 3.11, we may cyclically permute the entire string without affecting the size of |N C * 2 (S)|, and so without loss of generality we may assume that n 1 = i. (Note: if the minimum occurs on a * block, we can rotate and then reverse the roles of 1 and * .) Now, since n 1 = i is the minimum, m r ≥ i, and so one possible way to pair each of the initial 1s in S is with the last i * s in the final block; the resulting leftover string S is * ,m 1 , 1 ,n 2 , . . . , * ,m r−1 , 1 ,nr , 0 ,mr−i , which can be rotated to the string 1 ,n 2 , * ,m 2 , . . . , 1 ,nr , * ,m 1 +mr−i which is, by construction, still balanced, and has r−1 runs. Therefore, by the induction hypothesis, there are at least (1 +ĩ) r−2 pairings of this internal string, and since it is a substring of S,ĩ ≥ i; hence, with the initial block of 1s all paired at the end, there are at least (1 + i) r−2 pairings in N C * 2 (S). More generally, let 1 ≤ ℓ ≤ i = n 1 . Since m 1 ≥ i ≥ ℓ, the last ℓ 1s in this first block can be paired to the first ℓ * s, with the remaining i − ℓ 1s pairing to the final i − ℓ ≤ m r * s in the final block, as above. The remaining internal string is then 1 ,m 1 −ℓ , 1 ,n 2 , . . . , * ,m r−1 , 1 ,nr , * ,mr−(i−ℓ) which can be rotated to 1 ,n 2 , * ,m 2 , . . . , 1 ,nr , * ,m 1 +mr−i once again.
1 1 1 * * * * 1 1 1 1 1 * * * 1 1 1 1 * * * * * S = S FIGURE 4. One of the i + 1 configurations for the first block of 1s, yielding all the pairings ofS; in this example, i = 3, and ℓ = 2. Thus, as above, for each choice of ℓ between 1 and i, we have at least (1 + i) r−2 distinct pairings of S, and the different pairings for different ℓ are distinct. Adding these i(1 + i) r−2 pairings to the (1 + i) r−2 in the case above, we see that N C * 2 (S) indeed contains at least (1 + i) r−1 pairings.
This proof actually yields a somewhat larger lower-bound, given as a product of iterated minima (1 + i 1 )(1 + i 2 ) · · · (1 + i r−1 ) where i 1 = i is the global minimum and each i k+1 is the minimum of the leftover string after the inductive step has been applied at stage k (i.e. i 2 =ĩ from the proof). It is possible to construct examples where this iterated minimum product is much larger than the stated lower bound; it is also easy to construct strings with arbitrary length that achieve the bound. Regardless, the result of Lemma 3.13 is sufficient for our purposes in Section 4.
To prove the upper-bound half of Theorem 1.7, it is not necessary to have an upper bound |N C 2 (S)| here, as the result of Proposition 3.11 can actually be used in a clever way to avoid it (and achieve sharper bounds). However, information about the comparison of the norms in H 2 and H p for p ≥ 2 (under the action of the dilation semigroup) is useful for hypercontractive estimates and will be needed in a future publication on the subject. For this reason, and for completeness, we therefore devote the remainder of this section to a rough upper bound for |N C * 2 (S)|. First we must have a few general results about restrictions on pairings of strings.
Let S be a balanced 1- * string. Given any 1 in S, any non-crossing pairing in N C * 2 (S) is severely restricted on where it can pair said 1. Consider the string (1, 1, 1, 1, * , * , 1, 1, * , * , * , * , * , 1, 1, * ) for example; if the second 1 were paired to the second * , the substring so-contained would be (1, 1, * ), which is not balanced and therefore has no internal pairings. Therefore, in order for the whole string to be paired off, it is not possible for the second 1 to pair to the second * . To understand which pairings may be made, associate to any string S a lattice path P(S): start at the origin in R 2 , and for each 1 in the string, draw a line segment of direction vector (1, 1) ; for each * draw a line segment of direction vector (1, −1) . If the balanced string S has length 2n (n 1s and n * s), then the associated lattice path P(S) is a ±1-slope piecewise-linear curve joining (0, 0) to (2n, 0) (and each such curve, with slope-breaks at integer points, corresponds to a balanced 1- * string). Figure  5 shows the lattice path corresponding to the string S considered above. FIGURE 5. The lattice path P(1, 1, 1, 1, * , * , 1, 1, * , * , * , * , * , 1, 1, * ).
The lattice path P(S) gives an easy geometric condition on allowed non-crossing pairings of S. Any 1 must be paired with a * in such a way that the substring between them is balanced; since the line-segments in P(S) slope up for 1 and down for * , this means that any pairing must be from an up slope to a down slope at the same vertical level. In Figure 5 , these levels are marked with dotted lines, and labeled along the vertical axis.
The statistic of a string which is important for the upper bound is the lattice path height h(S), which is simply the total height (total number of vertical increments) in P(S); that is, h(S) is the number of distinct labels needed on the vertical axis of the lattice path. In Figure 5 , h = 5. Lemma 3.14. Let S be a balanced 1- * string with lattice path height h = h(S) and r runs. Then
Proof. This is a purely combinatorial fact, owing to a nice inclusion N C * 2 (S) ⊆ N C * 2 (S h r ), as follows. In the lattice path P(S h r ), locally pair those peaks and troughs whose height-labels do not occur at the corresponding levels in the lattice path P(S). (If the lattice path dips below the horizontal axis, "locally" may mean matching the first block to the last one; one could take care of this by first rotating the string so its minimal block is first.) The remaining unpaired entries in S h r form a copy of S, and since the labels correspond, there is a bijection between pairings of S and pairings of this inclusion of substrings. This gives the inclusion, and the result follows from Proposition 3.11 and the proof of Corollary 3.12. Figure 6 demonstrates the inclusion.
Note that the lattice path height is the smallest h which can be used in the proof of Lemma 3.14, since all labels appearing in P(S) must be present in P(S h r ). Unfortunately, h(S) can be quite large in comparison to the average (or even maximum) block size in S: consider the string (1 ,k , * ) ,ℓ , (1, * ,k ) ,ℓ . The maximum block size is k, while the lattice path height is (k −1)ℓ+1. Indeed, this string has length 2(k + 1)ℓ, and so the height is about half the total length. In general, this is about the best that can be said, and so the only generally useful corollary is the following. FIGURE 6. S is injected into S h r , with extraneous labels (dark lines) paired locally.
Corollary 3.15. Let S be a balanced string of length 2n (n 1s and n * s), with r runs. Then
Proof. From Lemma 3.14, it suffices to show that if S has n 1s then h(S) ≤ n. Let us rotate S so that its minimum block is first. This means that the lattice path P(S) never drops below the horizontal axis, and so each vertical label corresponds to at least one up-slope (the first one where it appears, for example). This means that the lattice path height h(S) is bounded above by the number of up slopes, which is n. This bound is achieved only when r = 1.
The bound in Corollary 3.15 is quite large and essentially never achieved. A better bound replaces the h in Equation 3.3 with the maximum block size in S. The proof of this fact would require more technology than we wish to introduce here, but is relatively easy to derive. A more natural upper bound, replacing h with the average block size, is discussed at length in [KMRS] . In either case, replacing Equation 3.4 with the requisite expression would result in sharper hypercontractive bounds, but bears no significant impact on the ultracontractive bounds that follow (thanks to the strong Haagerup inequality, to which we now turn).
CONTRACTIVE BOUNDS
In this section, we begin (Section 4.1) by reviewing the strong Haagerup inequality proved in [KS] , and extending it to the slightly more general case presented here. In Section 4.2, we prove the strong ultracontractive bounds which follow from the Haagerup inequality, and comment in H pversions of it. Finally, in Section 4.3, we show that these H p -ultracontractive bounds are optimal, and use this to prove the Main Theorem 1.7. We then conclude with the important corollary Theorem 1.8.
Strong Haagerup inequalities.
The calculation of Corollary 3.12 can, in fact, be expanded quite a bit. That corollary bounds the p-norms of the powers of a circular element; note, if the generating family A = {c} consists of a single circular element, then H n (A) is precisely the span of c n . Letting p → ∞, we see that c n grows like √ n. The same O(n 1 2 )-behaviour holds in the general spaces H n (A), leading to a strong version of the classical Haagerup inequality [H1] in this general context. This was essentially done in [KS] in the case that all the generators in A are identically-distributed, and a similar proof works here with the proviso that there is a uniform upper bound on the norms of the elements in A.
Theorem 4.1. Let n ∈ N, and let A be a countable family of free R-diagonal operators such that a 2 = 1 for each a ∈ A and sup a∈A a = β < ∞. If h n ∈ H 2 n (A), then in fact h n ∈ H n (A), and there is a constant α(A) ≤ 850 β 2 such that
for p ≥ 2 as well. One would expect the inclusion to have norm on the order of n 1 2 − 1 p as in the calculation of Corollary 3.12; this cannot be shown to hold from the following proof, which uses, in a key step (the application of Lemma 4.4 from [KS] ), an inequality from [Lar] relating only to the operator norm. However, the main use of this theorem for us is the ultracontractive bound in section 4.2, and there we have an H p -version with the appropriate constant, achieved by different means, at least in the circular case H 0 . Moreover, we will show in Section 4.3 that the relevant ultracontractive bound is the best possible, whenever the cumulants of the generators are non-negative (or more generally if there are infinitely many generators).
Proof. Let h n ∈ H 2 n (A). Then there are complex coefficients λ i so that
where, with i = (i 1 , . . . , i n ), the term a i denotes the product a i 1 · · · a in . Then the product (h n h * n ) r can be expanded as
Now, from Lemma 3.8 gives
where, to be clear, each a ,i(k) denotes the n-term list a i(k) 1 , . . . , a i(k)n , and each a * , j(k) denotes the n-term list a * j(k)n , . . . , a * j(k) 1 , for 1 ≤ k ≤ r. Since the a j are free from one another, any partition π which has a block that connects two generators with different indices yields a vanishing mixed cumulant: κ π [a ,i(1) , a * , j(1) , . . . , a ,i(r) a * , j(r) ] = 0. We can keep track of this with a {0, 1}-valued function δ(π, i(1), j(1), . . . , i(r), j(r)) which equals 1 if and only if each block of π connects only like-indices.
. . , i(r), j(r)).
(4.1) This term can be difficult to handle if any of the generators in A have negative cumulants. We therefore bound the norm by taking absolute values, which forces us to work with the quantity |κ π [a ,i(1) , a * , j(1) , . . . , a ,i(r) a * , j(r) ]|. In order to make use of the resulting quantity, we replace the generators by a single generator b which has positive cumulants, and is well-controlled in terms of the L p -norms of the original generators (it is at this point that we require the hypotheses of the theorem on L 2 -normalization and a uniform upper bound on operator norms). By Lemma 4.4 in [KS] , there is an R-diagonal operator b such that b n ≤ 515 √ e √ n β 2 ≤ 850 β 2 √ n for each n,
Now, given any π ∈ N C * (S n r ), there is an associated pairing π (2) ∈ N C * 2 (S n r ) which refines it: for each block V = {k 1 < k 2 < · · · < k 2ℓ } in π, the pairings k 1 ∼ k 2 , . . . , k 2ℓ−1 ∼ k 2ℓ are in π (2) .
1 1 * * 1 1 * * 1 1 * * π = 1 1 * * 1 1 * * 1 1 * *
3 ), and the corresponding pairing π (2) ∈ N C * 2 (S 2 3 ).
Since π (2) is a refinement of π, if π only connects like-indexed generators then π (2) does as well, and so δ(π, i(1), j(2), . . . , i(r), j(r)) ≤ δ(π (2) , i(1), j(2), . . . , i(r), j(r)). Therefore,
Now, fix π and consider the internal sum. We may view the pairing π (2) as a permutation on the full 2nr symbols in the list (b ,n , b * ,n ) ,r . We therefore re-index this sum, denoting {i(1) 1 , . . . , i(r) n } as p 1 , . . . , p nr , and let λ(p 1 , . . . , p nr ) = |λ i(1) · · · λ i(r) |. The presence of the term δ(π (2) , i(1), . . . , j(r)) dictates that the summation over all i and j indices is really a sum over the i only, for the j are determined by the permutation π (2) ; in other words, the internal sum is equal to
Applying the Cauchy-Schwarz inequality, and using the fact that π (2) is a bijection from {1, . . . , nr} to itself, we bound this internal sum by
Returning to the original labels and combining with Equation 4.3, we have
The first term in this product of sums is, by Lemma 3.8 and the fact that b is R-diagonal, equal to ϕ[(b n b * n ) r ] = b n 2r 2r . As to the second term, note, since the generators are free, we have ϕ(a i a
2 · · · a in 2 2 = 1 due to the normalization. Therefore, by Lemma 3.1 we have
Since i (1) Taking rth roots and letting r → ∞, we have h n ≤ b n h n 2 . The theorem then follows from the condition b n ≤ 850 β 2 √ n. A) , and for 0 < t < 1, In order to prove this proposition, we need the following well-known estimate.
Lemma 4.3. Let 0 ≤ p < ∞, and let ζ denote the Riemann zeta function. Then for 0 < t < 1,
Proof. For the lower bound, for any integer k ≥ 1 look at just those terms n that lie strictly between
The largest such term is achieved with k = 1, but we can add them up; since e −1/k ≥ e −1 , this yields that the sum over all n ≥ 0 is at least e −1 k≥1 1 (k+1) p+2 t −p−1 , which yields the results.
As to the upper bound, note that the function x → x p e −x/2 is bounded for x ≥ 0, with maximum value (2p) p e −p achieved at x = 2p. Therefore x p e −x ≤ (2p) p e −p e −x/2 , and plugging in x = nt we have
The function t/(1 − e −t/2 ) is bounded near 0 and increasing on (0, 1); at 1 its value is < 3, and so (1 − e −t/2 ) −1 ≤ 3/t on the interval (0, 1), yielding the result.
It should be noted that the constants here are non-optimal; as a consequence, Equation 4.5 actually holds with an additional factor of 1/2 on the right-hand-side.
Proof. Rescale the generators a ∈ A so that a 2 = 1 for each a ∈ A; the condition that the supremum sup a∈A a / a 2 is finite then guarantees the conditions of Theorem 4.1. Let h ∈ H 2 (A); using the orthogonal decomposition into n-particle space, we have h = n≥0 h n where h n ∈ H 2 n (A). Then applying Theorem 4.1 we have
We now apply Cauchy-Schwarz as follows.
Appealing to Lemma 4.3, we have that the summation inside the square root is bounded above by 3(2e −1 ) (2t) −2 ≤ t −2 , yielding the result.
In the circular case H 0 , the algebra sits inside the free group factor with twice as many generators, and the dilation semigroup above is the restriction of the free Ornstein-Uhlenbeck semigroup. In that larger context, it was shown in [Bo1] (and generalized in [Bo2] ) that the semigroup is ultracontractive with an L 2 → L ∞ bound of order t −3/2 for small t. In this sense, the holomorphic spaces H(A) exhibit stronger norm bounds than their real counterparts, as one may expect.
4.3. Lower Bounds. In [KS] we showed that, at least in the circular and Haar unitary setting, the H p -Haagerup inequalities h n p ≤ √ e n 1/2−1/p h n 2 hold for h n in the n-particle space and p an even integer. We do not know if this H p -Haagerup inequality holds in the more general H p (A) spaces; if it did, however, then the proof of Proposition 4.2 (together with Lemma 4.3) would yield the H 2 → H p ultracontractive bound D A t h p ≤ α p (A) t −1+1/p h 2 for 0 < t < 1, where α p (A) is bounded as p → ∞. While we do not know if this holds in general (except in the limit as p → ∞, which is the domain of Proposition 4.2), the reverse inequality does hold. That is: t −1+1/p is the best ultracontractive bound possible, in reasonable generality. We explore this in the next two theorems.
Theorem 4.4. Let r ≥ 2 be an integer. There exists a constant δ r > 0 such that the following holds. Let A be a countable family of free R-diagonal operators, and suppose that at least one a ∈ A has non-negative free cumulants. Suppose further that ϕ is tracial on the * -algebra generated by a. Then for 0 < t < 1,
Moreover, this bound is achieved on the subspace
Proof. We will show that t −1+1/2r · D t : H 2 ({a}) → H 2r ({a}) is bounded above 0 for small t. In fact, we will show that for each small t > 0, there is an element ψ t ∈ H 2 ({a}) so that t −2r+1 ψ t 2r 2r / ψ t 2r 2 ≥ δ r for a t-independent constant δ r > 0. Indeed, for fixed t > 0 define
where we rescale a so that a 2 = 1. (Formally ψ t is D t ψ where ψ = n≥0 a n = (1 − a) −1 if 1 − a is invertible in H 2 (A).) Thus D t ψ t = ψ 2t , and so we wish to consider the ratio ψ 2t 2r 2r / ψ t 2r 2 . We begin by expanding the numerator. Referring back to Lemma 3.6, the only non-zero terms in Equation 4.7 are those for which the word a n 1 a * m 1 · · · a nr a * mr is balanced: there must be as many as as a * s, and so we must have n 1 + · · · + n r = m 1 + · · · + m r ; i.e. n = m. By assumption, all cumulants in a, a * are ≥ 0, and so we may restrict the summation in Equation 4.9 to those π that are pairings.
Now, for each pairing π ∈ N C * 2 (S n 1 ,...,nr m 1 ,...,mr ), each block π matches an a with an a * ; there are n such blocks in total, and each is κ 2 [a, We will now throw away all of the terms where any index n j or m j is 0; in this case, since each of the r indices n j (or m j ) is at least 1, their sum n must be at least r, and so we have Now, fix n and let us reorganize the internal summation. As the indices n 1 , . . . , n r and m 1 , . . . , n r range over their summation sets, the string S 
r . Combining this with Equations 4.13 and 4.12, and reordering the sum, this yields
Now employing the main estimate of Section 3.3 (Lemma 3.13), we have that for each S ∈ Ω n,i r ,
For fixed i, n it is relatively straightforward to enumerate the set Ω n,i r . Let S ∈ Ω n,i r ; then S can be written as S n 1 ,...,nr m 1 ,...,mr for indices n j , m j satisfying n 1 + · · · + n r = m 1 + · · · + m r = n and n j , m j ≥ i. Let n ′ j = n j −i and m ′ j = m j −i; then we can rewrite S as the string 1 ,n ′ 1 +i , * ,m ′ 1 +i , . . . , 1 ,n ′ r +i , * ,m ′ r +i , where the n ′ j , m ′ j are ≥ 0 and sum to n − ri. That is, there is a bijection Ω
The set on the right-hand-side of Equation 4.16 is a Cartesian product of the integer partition set
This latter set is the set of (ordered) integer partitions of length r of the number n − ir, and has size n−ir+r−1 r−1
. Thus, Equation 4.15 becomes
We can lower bound the binomial coefficient as follows.
Combining with Equation 4.17 this yields (4.18) Reindexing the internal sum, we have
Appealing to Lemma 4.3, the sum n≥0 n 2(r−1) e −4nt ≥ [e −1 (ζ(2r) − 1)] (4t) −2(r−1)−1 for small t. e −2nt a n 2 2 , and a n 2 2 = ϕ(a n a * n ) = π∈N C * (S n 1 ) κ π [a, . . . , a, a * , . . . , a * ]. All blocks in any such π are of size 2, and the set N C * 2 (S n 1 ) contains only a single element (by Proposition 3.11). Since each block of π connects an a to an a * , we have ϕ(a n a * n ) is a product of n κ 2 -cumulants, each of which is either ϕ(aa * ) = a 2 2 = 1 or ϕ(a * a) = ϕ(a * a) = a 2 2 = 1. thus, ψ t The function t → (1 − e −2t )/t is bounded and decreasing on (0, 1), and so is ≥ (1 − e −2 ) on this interval. We therefore have that t 2r−1 · ψ 2t 2r 2r / ψ t 2r 2 ≥ (1 − e −2 ) r δ r for 0 < t < 1. Letting δ r = (1 − e 2 ) 1/2 η 1/2r r , since ψ t ∈ H 2 ({a}) for each t > 0, this proves the theorem.
Since circular operators are tracial and have non-negative cumulants, Theorem 4.4 (together with Proposition 4.2) yield the Main Theorem 1.7 (as stated in the special case H 0 ) almost immediately, as we describe below. In fact, the Main Theorem holds much more generally, as indicated by the above-referenced results. The traciality condition is quite natural (most of the time, Rdiagonal operators are studied in the context of a II 1 -factor). The condition on positive cumulants is somewhat restrictive, however. For example, it excludes the important case of Haar unitary generators, since Haar unitaries have negative cumulants of even orders (Equation 2.5).
In fact, the conclusions of Theorem 4.4 do not hold in the case of a single Haar unitary generator. Indeed, let h ∈ H 2 ({u}) where u is Haar unitary. Decomposing h = n≥0 h n into n-particle spaces, we then simply have h n = λ n u n for some coefficient λ n . Since u is unitary, so is u n for each n, and so u n p = 1 for 1 ≤ p ≤ ∞. Following the proof of 4.2, we then have The first summation is equal to (1 − e −2t ) −1/2 ∼ t −1/2 , while the second is equal to h 2 . Thus, the H p ({u})-ultracontractive bound is, at worst, t −1/2 for any p ∈ [1, ∞]. As p → ∞, this bound is also optimal in this simple case, following a proof similar to the proof of Theorem 4.4; the result is D t : H 2 ({u}) → H 2r ({u}) ≥ δ r t −1/2+1/2r . (In short, the order of magnitude is t −1/2 rather than t −1 since the term ϕ(u n 1 u * m 1 · · · u nr u * mr ) need not be estimated using free cumulants; it simply equals 1 or 0, depending whether the exponent string is balanced. Hence, the binomial terms of Equation 4.17 do not enter into the calculation.)
With more than 1 free Haar unitary generator, the lower bound of the above paragraph still holds; the best upper bound known is still the larger t −1+1/2r , as shown in Section 3.3 of [KS] . However, as long as there are infinitely-many generators (with no cumulant restrictions), the larger lower-bound does hold. Proof. This is an application of the free central limit theorem due to R. Speicher, [S] . Let A = {a 1 , a 2 , . . .}, where the generators are renormalized so that a j 2 = 1 for all j. Since a j is Rdiagonal, we then have ϕ(a j ) = ϕ(a * j ) = 0, and ϕ(a * j a j ) = ϕ(a j a * j ) = a j 2 2 = 1 for each j, while ϕ(a 2 j ) = ϕ(a * 2 j ) = 0 (thanks to Lemma 3.6). Hence, by Theorem 3 (and more specifically the remark following Theorem 6) in [S] , the sequence of elements
converges in * -distribution to a standard circular element c. Then Define, for each t > 0,
Following the proof of Theorem 4.4, we have ψ (N ) t 2 = (1 − e −2t ) 1/2 (since a (N ) 2 = 1 for each N ). Since a (N ) is in the 1-particle space H 2 n (A), we have
2t . We also have that ψ and ψ t , using the above limit-in-distribution, and then using the normality of ϕ.) Appealing to Theorem 4.4, since ψ t ∈ H 2 ({c}) for each t > 0 and c is R-diagonal with non-negative cumulants, as N → ∞ we have ψ Since ψ (N ) t ∈ H 2 (A) for each N and each t > 0, the result now follows.
So, in the tracial setting at least, as long as there are infinitely-many free generators in A, the t −1+1/p H p (A)-ultracontractive bound is the best possible; if, in addition, sup a∈A a / a 2 < ∞, then Proposition 4.2 actually verifies this bound, and we have proved its optimality. In particular, if A consists of infinitely-many free Haar unitaries, then this bound is achieved and is optimal. (The question remains, of course, if this bound is optimal for, say, two generators.)
We must note that the constant δ r , while independent of the generating set A, behaves badly; δ r → 0 (exponentially fast) as r → ∞. This means that we cannot quite conclude that the H 2 → H bound has precisely the correct optimal order. Nevertheless, we can get arbitrarily close, as in the statement of Main Theorem 1.7. We include a more general statement and proof of the theorem here. Theorem 1.7. Let A be a countable family of free R-diagonal operators, such that sup a∈A a / a 2 < ∞. Suppose that A contains a tracial element a 0 with non-negative free cumulants; or alternatively suppose that A is infinite, and consists of tracial elements. Then there is a constant α(A) < ∞, and for each ǫ > 0 there is a constant C ǫ > 0, so that
If there is a tracial a 0 ∈ A with non-negative cumulants, then the lower-bound holds in the space H 2 ({a 0 }).
26
