We propose a θ-linear scheme for the numerical solution of the quasi-static Maxwell-Landau-Lifshitz-Gilbert (MLLG) equations. Despite the strong nonlinearity of the Landau-Lifshitz-Gilbert equation, the proposed method results in a linear system at each time step. We prove that as the time and space steps tend to zero (with no further conditions when θ ∈ ( 1 2 , 1]), the finite element solutions converge weakly to a weak solution of the MLLG equations. Numerical results are presented to show the applicability of the method.
Introduction
The Maxwell-Landau-Lifshitz-Gilbert (MLLG) equations describe the electromagnetic behavior of a ferromagnetic material. In this paper, for simplicity, we suppose that there is a bounded cavity D ⊂ R 3 (with perfectly conducting outer surface ∂ D) into which a ferromagnet D is embedded. We assume further that D\D is a vacuum. We will consider the quasi-static case of the MLLG system. Letting The equation (1.1) is the first dynamical model for the precessional motion of a magnetization, suggested by Landau and Lifshitz [12] . The existence and uniqueness of a local strong solution of (1.1)-(1.4) is shown by Cimrák [8] . He also proposes [7] a finite element method to approximate this local solution and provides error estimation.
Gilbert introduces a different approach for description of damped precession in [9] : 5) in which µ = λ . A proof of the equivalence between (1.5) and (1.1) can be found in [13] . It is easier to numerically solve (1.5) than (1.1) because the latter has a double cross term, namely m × (m × H eff ).
Instead of solving (1.1)-(1.4), Baňas, Bartels and Prohl [2] propose an implicit nonlinear scheme to solve problem (1.2)-(1.5), and prove that the finite element solution converges to a weak global solution of the problem. Their method requires a condition on the time step k and space step h (namely k = O(h 2 )) for the convergence of the nonlinear system of equations resulting from the discretization.
Following the idea developed by Alouges and Jaison [1] for the Landau-LifshitzGilbert (LLG) equation (1.5), we propose a θ-linear finite element scheme to find a weak global solution to (1.2)-(1.5). We prove that the numerical solutions converge to a weak solution of the problem with no condition imposed on time step and space step as θ ∈ (
), and
. The implementation aspect of the algorithm is reported in [13] where no convergence analysis is carried out.
The paper is organized as follows. Weak solutions of the MLLG equations are defined in Section 2. We also introduce in this section the θ-linear finite element scheme. Some technical lemmas are presented in Section 3. In Section 4, we prove that the finite element solutions converge to a weak solution of the MLLG equations. Numerical experiments are presented in the last section.
Weak solutions and finite element schemes
Before presenting the definition of a weak solution to the MLLG equations, it is necessary to introduce some function spaces and to assume some conditions on the initial functions m 0 and H 0 .
The function spaces H 1 (D, R 3 ) and H(curl; D) are defined as follows:
is the usual space of Lebesgue squared integrable functions defined on Ω and taking values in R 3 . Throughout this paper, we denote
In order to define a weak solution of MLLG equations, we assume that the given functions m 0 and H 0 satisfy
For physical reasons (see [10] ), these initial fields must satisfy
Since equations (1.1) and (1.5) are equivalent (a proof of which can be found in [13] ), instead of solving (1.1)-(1.4) we solve (1.2)-(1.5). A weak solution of the problem is defined in the following definition. Definition 2.1. Let the initial data (m 0 , H 0 ) satisfy (2.1) and (2.2). Then (m, H) is call a weak solution to (1.2)-(1.5) if, for all T > 0, there hold
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where µ = λ 5. for almost all T ′ ∈ (0, T ),
where
We next introduce the θ-linear finite element scheme which approximates a weak solution (m, H) defined in Definition 2.1.
Let T h be a regular tetrahedrization of the domain D into tetrahedra of maximal mesh-size h, and let T h | D be its restriction to D ⊂ D. We denote by N h := {x 1 , . . . , x N } the set of vertices and by M h := {e 1 , . . . , e M } the set of edges.
To discretize the LLG equation (2.3), we introduce the finite element space
which is the space of all continuous piecewise linear functions on T h | D . A basis for V h can be chosen to be (φ n ) 1≤n≤N , where φ n (x m ) = δ n,m . Here δ n,m stands for the Kronecker symbol. The interpolation operator from
To discretize Maxwell's equation (2.4), we use the space Y h of lowest order edge elements of Nedelec's first family [14] . It is known [14] that Y h is a subspace of H(curl; D) and that the set {ψ 1 , . . . , ψ M } is a basis for Y h if it satisfies
where τ p is the unit vector in the direction of edge e p . We also define the following interpolation operator
where u q = eq u · τ q ds.
Fixing a positive integer J, we choose the time step k to be k = T /J and define t j = jk, j = 0, · · · , J. For j = 1, 2, . . . , J, the functions m(t j , ·) and H(t j , ·) are approximated by m
and denote
Algorithm 2.1.
Step 1:
Step 2:
Step 3: Define
Step 4: Set j = j + 1, and return to Step 2.
The parameter θ in (2.8) can be chosen arbitrarily in [0, 1]. The method is explicit when θ = 0 and fully implicit when θ = 1. By the Lax-Milgram Theorem, for each j > 0 there exists a unique solution (v
Therefore, the algorithm is well defined. There also holds m
Some technical lemmas
In this section we present some lemmas which will be used in the rest of the paper. We start by recalling the following lemma proved in [3] .
Condition (3.1) holds if all dihedral angles of the tetrahedra in T h | D are less than or equal to π/2; see [3] . In the sequel we assume that (3.1) holds.
The next lemma defines a discrete L p -norm in V h which is equivalent to the usual L p -norm.
Lemma 3.2.
There exist h-independent positive constants C 1 and C 2 such that for all p ∈ [1, ∞] and u ∈ V h there holds
A proof of this lemma for p = 2 and d = 2 can be found in [11, Lemma 7.3] or [6, Lemma 1.12]. The result for general values of p and d can be obtained in the same manner.
The following lemma can be proved by using the technique in [11, Lemma 7.3] .
Lemma 3.3. There exists an h-independent positive constant C such that for each tetrahedron K ∈ T h and v ∈ V h there holds
where {x i } i=1,2,3 are the vertices of K.
Finally the following lemma is elementary; the proof of which is included for completeness.
Proof. By using the definition of m
Using the fact that
proving the lemma.
In the following section, we show that our numerical solution converges to a weak solution of the problem (1.2)-(1.5).
Existence of weak solutions
The next lemma provides a bound in the L 2 -norm for the discrete solutions.
produced by Algorithm 2.1 satisfies
, 1]
in which C 1 is a positive constant which is independent with j, k and h.
Proof. Choosing w
in (2.9), we obtain
Multiplying µµ
0 to both sides of (4.3) and adding the resulting equation to (4.2), we deduce
Since m
it follows from (2.10) and Lemma 3.1 that
Equivalently, we have
Hence,
, we obtain
can be estimated by
Therefore, we deduce
Multiplying λ 2 µ −1 µ
to both sides of (4.7) and adding the resulting equation to (4.6), we obtain
Replacing j by i in the above inequality and summing over i from 0 to j − 1 yield
, 1], the term k 2 (2θ −1)
D is nonnegative. Hence, from inequality (4.8) we obtain (4.1) where C = λ 2 µ −1 . When θ ∈ [0, 1 2 ), using the inverse estimate we obtain
where, C 1 is a positive constant which is independent with j, k and h. Hence, from inequality (4.8) we obtain (4.1) where C = λ 2 µ −1 − C 1 kh −2 (1 − 2θ). This completes the proof of the lemma. 
The following lemma shows that {m h,k }, {m ) and no condition otherwise. There exist m ∈ H 1 (D T , R 3 ) and
14)
Proof.
Proof of (4.10) and (4.11):
Our goal is to prove that {m h,k } is bounded in H 1 (D T , R 3 ) and then use the Banach-Alaoglu Theorem. We note from Definition 4.3 that it suffices to prove that
where the generic constant c is independent of j, h, and k. Indeed, it follows from Definition 4.3 and the Cauchy-Schwarz inequality that
In order to prove (4.18) we note that for every x ∈ D there are at most 4 basis functions φ n 1 , φ n 2 , φ n 3 and φ n 4 being nonzero at x. This together with |m
This implies (4.18) with a constant c = |D| 1/2 where |D| is the measure of the domain D.
Inequality (4.19) is proved in Lemma 4.1. In order to prove inequality (4.20), we note that Lemma 3.4 and Lemma 3.2 imply
By using this inequality, Lemma 4.1 and Remark 4.2 we deduce
The Banach-Alaoglu Theorem implies the existence of a subsequence of {m h,k } which converges weakly to a function m ∈ H 1 (D T ) as k and h tend to zero. This implies (4.10) and (4.11).
Proof of (4.12):
From (4.1) and and Remark 4.2, it is straightforward to show that
Hence, there exists a subsequence of {v h,k } which converges weakly to a function v ∈ L 2 (D T ). The problem reduces to proving that m t equals v in L 2 (D T ). In order to show this we choose for each ψ ∈ L 2 (D T ) a sequence
as i tends to infinity. We then have 
It easily follows from m
The above inequality and (4.23) yield
By using Lemma 3.2 we deduce
Integrating both sides of this inequality with respect to t over an interval [t j , t j+1 ) and summing over j from 0 to J − 1 yield, noting the boundedness of
Thus T 3 → 0 as h, k → 0 and i → ∞. It follows from (4.22) that
This proves (4.12).
Proof of (4.13): It is clear from the definition of m − h,k and m h,k that for t ∈ [t j , t j+1 ) there holds
Integrating both sides of this inequality with respect to t over an interval [t j , t j+1 ) and summing over j from 0 to (J − 1) yield
The above result and (4.10) imply (4.13).
Proof of (4.14):
Using Lemma 3.3 and noting that |m
for all x ∈ D.
Integrating both sides of the above inequality on [t j , t j+1 ) × D, using Lemma 4.1 and noting Remark 4.2, we obtain
We infer from (4.13) that |m| = 1 a.e. in D T .
Proof of (4.15), (4.16) and (4.17): By using the same arguments as above, we obtain these results, completing the proof of the lemma.
We are now able to prove the main result of this paper. 
when θ = 1/2, no condition when 1/2 < θ ≤ 1. 
Proof. For any
, and t ∈ [t j , t j+1 ), we define
In equations (2.8) and (2.9), replacing w
h and ζ h by w h,k (t) and ζ h (t), respectively, and using Definition 4.3, we rewrite (2.8)-(2.9) as
Integrating both sides of these equations with respect to t over an interval [t j , t j+1 ) and summing over j from 0 to J − 1 yield
In order to prove that m and H satisfy (2.3) and (2.4), respectively, we prove that as h and k tend to 0 there hold
and
We now prove (4.27) and (4.30); the others can be obtained in the same manner. Using the triangular inequality and Holder's inequality, we estimate
as follows:
where we have used (4.21) and Lemma 4.1, noting Remark 4.2. The interpolation operators I V h and I Y h have the following properties (see e.g., [5] and [14] )
This implies lim k,h→0
I h,k = 0, proving (4.27). In order to prove (4.30) we first note that
where we have used (4.35) and the boundedness of m , 1]. Hence, taking the limit as k and h tend to 0 in (4.36) yields (4.30) for these values of θ.
When θ ∈ [0, 1 2 ], using the inverse estimate we obtain
Hence under the assumption (4.24), the inequality (4.36) becomes Finally, applying weak lower semicontinuity of norms in inequality (4.1) we obtain the energy inequality (2.6), which completes the proof.
Numerical experiments
In order to carry out physically relevant experiments, the initial fields m 0 , H 0 must satisfy condition (2.2). This can be achieved by taking 
