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Rate  of  Penetration  (ROP)  is  one  of  the most  important  indicators  of  drilling 
efficiency available  to drillers and engineers. Optimizing  the ROP on a well allows  the 
operator  to  decrease  the  amount  of  time  spent  drilling, which  reduces  cost.  Further 
reductions  in  cost  can  come  from  utilizing  and  accurate  performance  model  to 
understand whether a trip to the surface for a new bit is necessary, or if a bit trip would 
just  increase Non Productive Time (NPT) without significantly benefitting performance. 





bit  to  a  calculated  value  of  ROP.  Further  work  has  continued  in  ROP  modeling  by 
Bourgoyne and Young (1974), who created a much more detailed ROP model  including 
eight  input  parameters,  Hareland  and  Rampersad  (1994), who  developed  a  drag‐bit 
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average  of  the  drilling  performance  over  the  horizontal  region.  Then,  the  empirical 
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This project came about based on  the other  similar  research within  the Wider 
Windows IAP on drilling performance and ROP modeling. There were already studies in 



















compared  and evaluated  for which  are  the best options.  Finally,  the Wider Windows 
Statistical  Learning Model will  be  tested  on  this  same  dataset,  and  demonstrated  as 
another tool for evaluating drilling data.  
1.2 ‐ Thesis Organization 

















drilling  performance  since  the  academic  study  of  drilling  began.  These models  have 
advanced over  the decades, adding more  input variables and  taking advantage of  the 
increase of drilling data which has become available.  
One thing that is consistent with all of the traditional ROP models is their reliance 
on  empirical  coefficients.  These  empirical  coefficients  are  used  to modify  the  input 
parameters  (or sub‐functions which are made  from  the  input parameters) based on a 
weighting. The models vary in their reliance on these empirical coefficients, with between 
three and eight of them utilized in the models considered by this project. With some of 
the models  there  is  information  on  the  upper  and  lower  bounds  of  these  empirical 
























to  the  industry.  These  jet  bits  had  shown  increased  performance,  but  without  an 
understanding of what was occurring down‐hole,  the performance  increases were  an 
anomaly.  Bingham’s  interest  and  continued  work  on  this  project  caused  him  to  be 
assigned to the Shell Development Company in Houston in 1957, where he continued his 






In  the  introduction of his  journal  series,  the editors of  the  journal  stated  that 
“Rotary drilling . . . stands as the last remaining art in an industry where virtually all other 
operations  have  been  reduced  to  science.  A  single  link  remains  to  be  forged  before 
drilling,  too,  can  elevate  itself  to  scientific  status.  That  vital  link  is  a  thorough 
understanding of what happens on the bottom of the hole as the bit rolls over it.” The 
editors  define  the  challenge  of  understanding  downhole  bit  dynamics  so  succinctly, 
although this is a problem that has continued to try engineers and researchers ever since 
these first models proposed by Bingham. Even in the modern drilling world, drilling a well 
still has a  form of art  to  it, as so many of  the decisions  in  real  time are based on  the 
experience,  feel,  and  knack of  the driller. Bingham  recognized  that his models would 
probably not be the end‐all of drilling performance evaluation, stating in his article “We 
are unlikely to find soon an exact and all‐encompassing definition of the problem. Drilling 
is  too  complex.”  Bingham  goes  on  to  state  that  “more  than  26  variables  are  said  to 
influence drilling” although  far  fewer variables are captured by  the equations  that he 
developed.  
Bingham’s  first  task  was  to  establish  that  drilling  performance  was  even  a 














8,000  ft. “Contractor B” drilled a well  in the same  field, which took over 400 hours to 











the  slope of  the  given  line  represents  the ROP of  the well.  This data was plotted by 
Bingham as shown below in Figure 2. It can be seen that the slope changes at each of the 
formation boundaries, and continues to be representative of a lower and lower ROP as 

















Penetration  ROP  R  ft/sec 
Rotary Speed  RPM  N  rev/sec 
Bit Diameter  ‐‐‐  D  ft 
































defines  these as “a” and “b” and describes  that  they are different  for each  formation 
encountered along the wellbore. He places them in the equation as shown below: 
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ܴ ൌ ܽ	ܰ௖ ቀௐ஽ቁ
௕          (2) 
ܴܱܲ ൌ ܽ	ሺܴܲܯሻ௖ ቀௐை஻஽್೔೟ ቁ









N  L  Industries  in  Houston.  In  the  abstract  of  their  paper,  Bourgoyne  and  Young 
acknowledge  that  a  number  of  previous  models  for  drilling  performance  had  been 
created, but that the limited data which was used to develop these previous models made 








the  time  were  using  different  models  for  optimizing  bit  weight  and  rotary  speed, 
optimizing jet bit hydraulics, and detecting abnormal pore pressure. It was Bourgoyne and 
Young’s goal to combine all of these facets of the drilling procedure into a unifying model.  
The  Bourgoyne  and  Young  model  is  very  comprehensive  for  its  time,  and 
incorporates  eight  different  input  variables.  These  variables  are  combined  in  an 
















Parameter Name  Abbreviation  Bourgoyne and Young Variable  Units 
Rate of Penetration  ROP  ݀ܦ݀ݐ   ft/hr 
Depth  TVD  D  ft 
Pore Pressure  ‐‐‐  gp  lb/gal 
Equivalent Circulating 
Density  ECD  ρc  lb/gal 
Weight on Bit  WOB  W  k‐lb 
Bit Diameter  ‐‐‐  db  in 
Threshold Bit Weight  ‐‐‐  ൬ܹ݀௕൰௧
  k‐lb/in 
Rotary Speed  RPM  N  rpm 
Fractional Bit Wear  ‐‐‐  h  percent 
Jet Impact Force  ‐‐‐  Fj  lbf 
Mud Density  ‐‐‐  ρ  lb/gal 
Flow Rate  ‐‐‐  q  gal/min 
Apparent Viscosity  ‐‐‐  µ  cp 
Nozzle Diameter  ‐‐‐  dn  in 
Formation Strength Factor  ‐‐‐  a1  ‐‐‐ 
Compaction Factor  ‐‐‐  a2  ‐‐‐ 
Undercompaction Factor  ‐‐‐  a3  ‐‐‐ 
Pressure Differential 
Factor  ‐‐‐  a4  ‐‐‐ 
Bit Weight Factor  ‐‐‐  a5  ‐‐‐ 
Rotary Speed Factor  ‐‐‐  a6  ‐‐‐ 
Tooth Wear Factor  ‐‐‐  a7  ‐‐‐ 













that  this was  not  verified  experimentally  yet. Also,  the  second  and  third  terms were 
normalized  to equal 1.0  for a normally  compacted  formation at 10,000  ft depth. The 
equations for x2 and x3 are shown below: 
ݔଶ ൌ 10,000 െ ܦ																																																													ሺ5ሻ 




ݔସ ൌ ܦ൫݃௣ െ ߩ௖൯																																																																ሺ7ሻ 
The fifth term models the effect of weight on bit and bit diameter on penetration 
rate,  and  does  so  by  assuming  that  the  penetration  rate  is  directly  proportional 









ݔହ ൌ ln ൦
ቀܹ݀ ቁ െ ቀ
ܹ
݀ ቁ௧
4 െ ቀܹ݀ ቁ௧
൪																																																								ሺ8ሻ 




ݔ଺ ൌ ln ൬ ܰ100൰																																																													ሺ9ሻ 
The seventh term  includes the effects of bit wear on the penetration rate, and 
does  so by  introducing  the variable  “h” which  represents  the percentage of bit  tooth 
height which has been worn away. The equation for x7 is very simple:  
ݔ଻ ൌ െ݄																																																																						ሺ10ሻ 
The  final  and  eighth  term  represents  the  effects  of  bit  hydraulics  on  the 
penetration rate. This equation is based on microbit experiments which were performed 
by Eckel, who discovered  that  the  rate of penetration was proportional  to a Reynolds 
number group raised to the 0.5 power. This method has been included in the Bourgoyne 
and Young model with the following equation: 
ݔ଼ ൌ ߩ	ݍ350	ߤ	݀௡ 																																																														ሺ11ሻ 
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Bourgoyne  and  Young’s model  can  then  be  combined  into  a  giant  expression 
which combines each of  the variables, which  is shown below  in Equation 12. This  is a 






ۇܽଵ ൅ ܽଶሺܦ െ 10,000ሻ ൅ ܽଷሺܦሻ଴.଺ଽሺ݃௣ െ 9.0ሻ ൅ ܽସሺܦሻሺ݃௣ െ ߩ௖ሻ
൅ ln ൦
ቀܹ݀ ቁ െ ቀ
ܹ
݀ ቁ௧
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Bourgoyne and Young also conducted a  sensitivity analysis and  found  that at  least 30 
depth points are needed to perform this regression with accuracy  for all of the above 
parameters.  It should be noted  though  that  the data  in Bourgoyne and Young’s paper 
which they fit all of their data to (from an onshore Louisiana Shale field) involves a very 
generalized set of results. The depth  intervals for each entry of data are between 100‐





drilling  data,  from  analyzing  their  paper,  it  appears  that  they  followed  similar 








at  the  time  of  this  research.  This model  concentrated  on  bit  cutter  geometry  as  the 
dominant factor which influenced rate of penetration. It also addressed specifically drag 
bits (including Natural Diamond Bits (NDB), Polycrystalline Diamond Compact Bits (PDC), 
as well as Geoset Bits), as  they had gained significant popularity due  to  the  increased 
usage of downhole motors as well as their ability to resist wear. Hareland and Rampersad 
state that while drag bits are easy to describe geometrically, the wide variety of drag bit 
designs  available  as well  as  the  sensitivity  of  drag  bits  to  formation  properties  and 
operating conditions make them have a wide range of drilling performance.  
As  this  model  is  so  focused  on  the  cutter  geometry,  it  also  deals  with 
approximating the mechanism by which the cutters are actually breaking the rock in their 
path.  In  previous  research  there  were  differing  theories,  with  Weavind  and  Dyer 
19 
 
presenting  cases  for both  tensile and brittle  failure as well as  shearing plastic  failure. 
Additionally,  Appl  and  Rowley  showed  failure  criteria  to  be  plastic when  under  high 


















due  to  this  penetration  depth,  and  finally  the  rock  volume  which  is  removed  per 
revolution of the bit. From this, Hareland and Rampersad are able to solve for the rate of 









Number of Cutters  ‐‐‐  Nc  ‐‐‐ 
Bit Rotational Speed  RPM  RPM  rev/min 
Bit Diameter  ‐‐‐  Db  in 
Cutter Diameter  ‐‐‐  dc  in 
Weight on Bit per Cutter  ‐‐‐  Wmech  lbs 
Uniaxial Compressive Rock 
Strength  ‐‐‐  σc  psi 
Lithology Correction Factor  ‐‐‐  a  ‐‐‐ 
RPM Correction Factor  ‐‐‐  b  ‐‐‐ 
WOB Correction Factor  ‐‐‐  c  ‐‐‐ 
 





















ܥܱܴ ൌ 	 ܽሺሺܴܲܯ௕ሻሺܹܱܤ௖ሻሻ																																																	ሺ14ሻ 
Including the correction factor, the final Hareland and Rampersad ROP equation 
is shown below: 
ܴܱܲ ൌ 		 ൬ ܽሺሺܴܲܯ௕ሻሺܹܱܤ௖ሻሻ൰ ቆ
14.14	 ௖ܰ	ܴܲܯ



























drilling  optimization  were  not  designed  for  PDM  motors,  which  had  become  very 
prevalent  due  to  the  increase  of  directional  and  horizontal  drilling  operations.    PDM 
motors convert hydraulic energy from the drilling mud to rotational energy by using an 






Hareland  and Rampersad’s 1994 work which made  it more  suitable  for working with 




Parameter Name  Abbreviation  Motahhari et al. Variable  Units 
Bit Wear Function  ‐‐‐  Wf  percent 
Total Bit Rotational Speed  RPM  RPMt  rpm 
Weight on Bit  WOB  WOB  lbs 
Bit Diameter  ‐‐‐  DB  in 
Confined Compressive Strength  CCS  S  psi 
Bit Design Coefficient  ‐‐‐  G  ‐‐‐ 
RPM Correction Factor  ‐‐‐  γ  ‐‐‐ 



























These  four models  described  above  are  the  traditional models which will  be 
examined in this study. There is quite a range of theories for how to best model rate of 
penetration, and also quite a long time spanned within the development of these models. 
Only  the most  recent model by Motahhari et al.  is  specifically designed  to work with 
positive displacement motors and PDC bits, which all of the horizontal shale wells in the 












Bourgoyne and Young model are over/underbalance, depth, and  jet  impact  force. The 





















































































Bingham  3                     
Bourgoyne and 
Young  8                     
Hareland and 
Rampersad  3                     
Motahhari et 











on  applying  supervised  learning  techniques  to  the  challenge  of  ROP  prediction.  The 
development of the Wider Windows Statistical Learning Model (WWSLM) as detailed in 
Hegde, Wallace, and Gray (2015) is not the focus of this project, however since the model 
is  available  and  has  been  created  within  the Wider Windows  IAP,  it  will  be  tested 
































one was at a second  location. This made them an  ideal set of data to be used  for this 









in  the  vertical  section  of  the well. Additionally,  trips  to  the  surface  and  back  can  be 












between  each  well  dependent  on  which  particular  MWD/LWD  or  data  recording 
equipment was being  run at  the  time. Each  file contains  the standard sources of data 
however,  including parameters such as Measured Depth, Bit Position, Bit Weight, Flow 
Weight, and recorded ROP, among others. Extra columns of data which were available in 


















result,  these  methods  were  abandoned  for  this  project  and  a  better  solution  was 
developed.  
The first step of this data compression effort was to discard the rows where the 
drill bit was not on bottom. For a  study  that  is only concerned with drilling ROP,  it  is 
unimportant to show the progress of the bit up and down the hole during a trip, or when 
it  is picked up  to circulate off bottom. These pieces of  the drilling process can still be 
identified  in the compressed data by gaps  in the time records, or by  incrementation of 
the BHA number, however they are not important points for the calculation of ROP, so 











relative  time,  the  cumulative  amount  of  time  spent  drilling  in  seconds.  These 














log.  It also determines how many total rows will exist  in the compressed  log after the 
process is completed. These values for the above example are shown below in Figure 10. 














which  fall  within  the  desired  compression  range.  With  this  range  determined,  the 
program  then  evaluates  each  column  and  averages  the  values  for  the uncompressed 
range into the final compressed value. It should be noted that the program can also be 
told  to  ignore  certain  values when  calculating  this  average,  for  example  some of  the 
datasets report “‐999.25” when they do not have a current reading, and the program can 




next  step  of  resolution,  and  again  identifies  the  rows  in  the  original  dataset  which 






manageable  to work with  on  a  personal  computer, while  still  capturing  a  sufficient 




of  the  full  resolution  data,  as  it  is  not  considering  any  of  the  data  points which  are 
dropped.  
3.2 ‐ Properties of the Wells 





Well  #1  was  inspected  both  in  the  drilling  data  and  in  the  associated 




most modern  system  of  drilling  horizontal  sections,  and will  represent  the  currently 
available technology well. The well was drilled with a total of 3 bottom‐hole assemblies 
(BHAs), with only one BHA necessary to drill the  lateral. This  is the  indicator of a good 












compression  program  detailed  above.  The  data  compression  program  intelligently 
reduces  the  number  of  rows  from  one  row  per  second  to  one  row  per  half  foot  of 





















between 15 k‐ft and 18 k‐ft, although of these  input parameters this  is by far the  least 
noisy of the bunch. With the exception of the ROP dip at 14.5 k‐ft, none of these input 








































The  final well considered  in  this project was well #3.  It was drilled  in a  similar 
fashion to wells #1 and #2, but with a slightly different profile, which is shown below in 
Figure  15.  This well  kicks  off  at  12,200  ft,  and  builds with BUR  of  5°/100ft  and  then 














BHA  MD In (ft)  MD Out (ft)  Range (ft) 
2  11,989.7  13,651.3  1,661.6 
3  13,651.3  14,585.4  934.1 
4  14,585.4  17,937.0  3,351.6 
 
The data for Well #3 was not recorded in the same one‐second resolution as the 



























































types  of  input  parameters:  constants,  empirical  coefficients,  depth‐based  data,  and 
special parameters (which will be addressed later). The constants are terms such as the 





Parameter Name  Abbreviation  Bingham Variable  Units  Data Type 
Rate of 
Penetration  ROP  R  ft/sec  Depth‐Based 
Rotary Speed  RPM  N  rev/sec  Depth‐Based 
Bit Diameter  ‐‐‐  D  ft  Constant 
Bit Load  WOB  W  lb  Depth‐Based 
Formation Factor  ‐‐‐  a  ‐‐‐  Empirical Coef. 
Drillability Factor  ‐‐‐  b  ‐‐‐  Empirical Coef. 













The ROP equation  for  the model  itself was  then entered  into a  column of  the 
worksheet next  to  the depth‐based data.  Its  references were  locked  to  the  tables of 
constants and empirical coefficients for those values, and allowed to vary with depth for 
the input parameters which were depth based. This column of “Calculated ROP” was filled 




Mean‐Square  Error  (MSqE) was  chosen  as  the  error  equation  to  use  for  this 
purpose. Mean‐Square  Error  is  a  good  choice  for  this  error  property  because  as  the 












for each model  fit  that will be used  to compare  the accuracy of each of  the different 
models.  











lower bounds  for  the empirical coefficients were also  included  in  the  rules  for  solver, 





After  the model  fitting  iteration was completed,  the  full‐range Bingham model 
produced the fit shown in Figure 17 for the calculated ROP values. This fit is rather decent 










































































in  the  table below. The value  for  the pore pressure was  found  from  the  included well 




Weight  was  taken  as  a  constant  of  0.1  k‐lb/in,  which  was  found  in  literature  as  a 
reasonable value. The fractional bit wear was estimated based on the  length of the bit 
run, assuming that the bit had entered the hole with 0% wear, and wear occurred linearly 
















Rate of Penetration  ROP  ݀ܦ݀ݐ   ft/hr  Depth‐Based 
Depth  TVD  D  ft  Depth‐Based 
Pore Pressure  ‐‐‐  gp  lb/gal  Special 
Equivalent 
Circulating Density  ECD  ρc  lb/gal  Special 
Weight on Bit  WOB  W  k‐lb  Depth‐Based 
Bit Diameter  ‐‐‐  db  in  Constant 
Threshold Bit Weight  ‐‐‐  ൬ܹ݀௕൰௧
  k‐lb/in  Special 
Rotary Speed  RPM  N  rpm  Depth‐Based 
Fractional Bit Wear  ‐‐‐  h  percent  Special 
Jet Impact Force  ‐‐‐  Fj  Lbf  Special 
Mud Density  ‐‐‐  ρ  lb/gal  Constant 
Flow Rate  ‐‐‐  q  gal/min  Depth‐Based 
Apparent Viscosity  ‐‐‐  µ  cp  Constant 
Nozzle Diameter  ‐‐‐  dn  in  Constant 
Formation Strength 
Factor  ‐‐‐  a1  ‐‐‐  Empirical Coef. 
Compaction Factor  ‐‐‐  a2  ‐‐‐  Empirical Coef. 
Undercompaction 
Factor  ‐‐‐  a3  ‐‐‐  Empirical Coef. 
Pressure Differential 
Factor  ‐‐‐  a4  ‐‐‐  Empirical Coef. 
Bit Weight Factor  ‐‐‐  a5  ‐‐‐  Empirical Coef. 
Rotary Speed Factor  ‐‐‐  a6  ‐‐‐  Empirical Coef. 
Tooth Wear Factor  ‐‐‐  a7  ‐‐‐  Empirical Coef. 
Hydraulic Factor  ‐‐‐  a8  ‐‐‐  Empirical Coef. 
 
There are 8 empirical coefficients for the Bourgoyne and Young model, with a1‐a8 




now  determined,  the  same  procedure  as  was  detailed  on  the  Bingham model  was 
followed  to  create  a depth‐based  “calculated ROP”  value  from  the  constants,  special 
variables, empirical coefficients, and depth‐based parameters. The same procedure for 





























ROP’s  trend, although  the noise of  the  calculated ROP  increases. However, when  the 
RMSE is calculated, a value of 34.7 ft/hr error is determined, which is rather lackluster. 


































bit, and  the Uniaxial Compressive Rock Strength being assumed as a constant  for  this 










Number of Cutters  ‐‐‐  Nc  ‐‐‐  Constant 
Bit Rotational Speed  RPM  RPM  rev/min Depth‐Based 
Bit Diameter  ‐‐‐  Db  in  Constant 
Cutter Diameter  ‐‐‐  dc  in  Constant 
Weight on Bit per 
Cutter  ‐‐‐  Wmech  lbs  Special 
Uniaxial Compressive 
Rock Strength  ‐‐‐  σc  psi  Special 
Lithology Correction 
Factor  ‐‐‐  a  ‐‐‐  Empirical Coef. 
RPM Correction 
Factor  ‐‐‐  b  ‐‐‐  Empirical Coef. 
WOB Correction 










The  drilling  data  from  Well  #1  was  the  first  dataset  that  the  Hareland  and 
Rampersad model was tested on. The resulting plot of calculated over actual ROP is shown 
below  in Figure 23.   For  this well,  the Hareland and Rampersad model produces ROP 




the  actual  ROP  data.  Despite  this,  the model  fails  to  respond  to many  of  the  ROP 
excursions above from this central tendency, such as the increase in actual ROP at 16.6 k‐
ft, or the increase at 17.5 k‐ft. It does follow some of the decreases in ROP more closely, 




























































Parameter Name  Abbreviation Motahhari et al. Variable  Units  Data Type 
Bit Wear Function  ‐‐‐  Wf  percent Special 
Total Bit Rotational 
Speed  RPM  RPMt  rpm  Depth‐Based 
Weight on Bit  WOB  WOB  lbs  Depth‐Based 
Bit Diameter  ‐‐‐  DB  in  Constant 
Confined Compressive 
Strength  CCS  S  psi  Special 
Bit Design Coefficient  ‐‐‐  G  ‐‐‐  Empirical Coef. 
RPM Correction Factor  ‐‐‐  γ  ‐‐‐  Empirical Coef. 
WOB Correction 









































below  in Figure 28. Well #3  is again  the  smoothest of  the wells,  since  it was a 1.0  ft 
resolution, and had pre‐smoothed data. As with  the other Motahhari et al. models, a 


















provided with  the  full  range of  the  lateral  for  fitting,  they  tend  to perform as moving 









Well #1  Well #2  Well #3  Averages 
Bingham Full Range  23.3  30.2  14.8  22.8 
Bourgoyne and Young Full Range  31.9  34.7  16.9  27.8 
Hareland and Rampersad Full 
Range  23.2  29.4  14.8  22.5 
Motahhari et al. Full Range  24  27.5  15.5  22.3 





















































start of each 50  ft  section were  found with  the  “MATCH”  function,  so  that  this  same 
program could be used on each well and each model. This 50‐ft  resolution  table  then 




















coefficients  in  the  per‐section  table  so  that  the  segment  sum  error‐squared  for  that 











increased resolution  is obvious –  there  is much greater  tracing of  the actual ROP. The 
model no  longer  is behaving  like a moving average with a forced upper  limit.  It  is now 
following deviations of the ROP above the average as well as below, and is capturing more 



























an  increased empirical coefficient  resolution of 50  ft. The same  input parameters and 





































the Hareland  and Rampersad model. As before,  there were no  changes made  to  the 








coefficient  resolution  fit  line was almost  straight and  in  the middle of  the actual ROP 
range,  this  Hareland  and  Rampersad  fit  shows more  variation  in  those  regions.  An 
example of this trend can be seen between 15.5 k‐ft and 15.7 k‐ft in both the Bingham 
and Hareland and Rampersad  increased coefficient resolution plots. The RMSE  for the 























Finally,  this method was also applied  to  the Motahhari et al. model with 50  ft 











































full‐range model  fits  for  comparison  purposes.  The  best  fit  for  each  well  has  been 

























Averages  25.6  30.45  15.5  23.85 
Bingham Increased Coef. 
Resolution  16.6  19.8  10.3  15.6 
Bourgoyne and Young 
Increased Coef. Resolution  23.6  28.8  15.0  22.5 
Hareland and Rampersad 
Increased Coef. Resolution  16.7  23.3  10.8  16.9 
Motahhari et al. Increased 
Coef. Resolution  16.7  18.3  10.4  15.1 
Increased Coef. Resolution 
Model Fit Averages  18.4  22.55  11.625  17.5 
 
However,  these model  fits  still  present  a  large  issue, which  is  overfitting.  By 
allowing  the empirical coefficients  to be  reset every 50  ft,  the error  is certainly being 

























13500  13550 2772.0  0.00010 0.90007
13550  13600 6977.7  0.00010 1.24196
13600  13650 14620.0 0.00012 1.47964
13650  13700 973.1  0.00016 0.72839
13700  13750 1437.7  0.00010 0.86877
13750  13800 11196.4 0.00010 1.47503
13800  13850 222.5  0.00010 0.28983
13850  13900 18847.3 0.00010 1.61546
13900  13950 227.2  0.12765 0.00010
13950  14000 3082.8  0.00010 0.98665
 




































































   Well #1  Well #2  Well #3  Averages 
Bingham Full Range  23.3  30.2  14.8  22.8 
Bourgoyne and Young Full 
Range  31.9  34.7  16.9  27.8 
Hareland and Rampersad 
Full Range  23.2  29.4  14.8  22.5 
Motahhari et al. Full Range  24  27.5  15.5  22.3 
Full Range Model Fit 
Averages  25.6  30.45  15.5  23.85 
Bingham Increased Coef. 
Resolution  16.6  19.8  10.3  15.6 
Bourgoyne and Young 
Increased Coef. Resolution  23.6  28.8  15.0  22.5 
Hareland and Rampersad 
Increased Coef. Resolution  16.7  23.3  10.8  16.9 
Motahhari et al. Increased 








models  can be  increased,  although  it  comes  as  a  result of overfitting  the model  to  a 
smaller range of points. The empirical coefficients which were solved for in this method 
are not  at  all  representative of  the entire  lateral,  and  as  the  coefficient  resolution  is 
























The  WWSLM  has  been  developed  specifically  to  address  the  challenge  of 
predicting  and  optimizing  drilling  performance.  The model  includes  on  a  number  of 
supervised techniques, including least squares regression, random forests and ensemble 





























The data which was provided  to  the WWSLM was  first  run  through  the  same 
compression program which was utilized for the traditional models. For Well #1 (which 
will be used for this comparison) this resulted  in data between 13,500 ft and 19,000 ft 












Parameter Name  Abbreviation Units  Data Type 
Measured Depth  MD  ft  Depth‐Based 
Weight on Bit  WOB  k‐lbf  Depth‐Based 
Block Height  ‐‐‐  ft  Depth‐Based 
Differential 
Pressure  ‐‐‐  psi  Depth‐Based 
Bit RPM  RPM  RPM  Depth‐Based 
Flow Rate  ‐‐‐  gal/min  Depth‐Based 
Hook Load  ‐‐‐  k‐lbf  Depth‐Based 
Pump Pressure  ‐‐‐  psi  Depth‐Based 











































































































the  Wider  Windows  group’s  understanding  of  the  phenomena  that  affect  drilling 
performance in the downhole environment.  
Work is continuing on ROPPlotter, which so far has been designed to create plots 
based on  the  traditional ROP models  and  serves  as  a  good evaluator of depth‐based 
records.  ROPPlotter’s capabilities will be expanded to include Torque & Drag as well as 
Mechanical Specific Energy (MSE).   
Based  on  the  success  of  the  Wider  Windows  Statistical  Learning  Model  in 





The paper by Wallace, Hegde, and Gray  (2015)  titled  “A System  for Real‐Time 






















coefficients  so  that  the  total  root mean  square  error  (RMSE)  between  the model’s 
calculated ROP and the actual ROP was minimized. In order to accomplish this, another 
Excel program was written to handle the optimization task. This produced 12 model fits. 






Each model had  its own peculiarities, but when viewed as a group,  they were  largely 
representative of a moving average. The overall average RMSE value for this phase of the 
































of  a  horizontal  shale  well.  The  case  studies  presented  here  have  established  that 
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