Abstract: This paper deals with random motion at non-constant speed with uniformly distributed directions where the direction alternations occur according to renewal epochs of general distribution. We derive the renewal equation for the characteristic function of the transition density of the multidimensional motion. By using the renewal equation, we study the behavior of the transition density near the sphere of its singularity for the two-and four-dimensional cases and variable velocity, and the three-dimensional case for constant velocity. As examples, we have derived the distribution for one-, two-and three-dimensional random motion.
Introduction
Most of the papers on random motion with uniformly distributed directions on the multidimensional space are devoted to the analysis of models in which motions are driven by a homogeneous Poisson process, so their processes are Markov and so on, see [3, 7] . In [2, [8] [9] [10] , a non-Markov generalization of one-dimensional random evolutions of the telegrapher random process, where motion is driven by an alternating semi-Markov process with Erlang distributed inter-renewal times, was considered. Random flights in ℝ n with K-Erlang distributed displacements and uniformly distributed directions have been studied in [11] . A planar random motion performed by a particle, which, at even-valued Poisson events, changes direction, is studied in [1] . In [5, 6] , a random walk with steps of uniform orientation and Dirichlet distributed lengths was considered. The transition density, which has simple analytical form for the two-and four-dimensional Markov random motion, has been derived by Orsingher, De Gregorio and Kolesnik in [3, 7] . In this work, we consider multidimensional random motions with uniformly distributed directions with general distributed steps and nonconstant velocity, and we have extended some results of [9] [10] [11] . We show some interesting solvable cases, which were not reported before.
Let us consider the renewal process ν(t) = max{m ≥ : τ m ≤ t}, t ≥ , where τ m = ∑ m k= θ k , τ = and θ k ≥ , k = , , . . . , are i.i.d. with a distribution function G(t) and the probability density function
We assume that a particle starting from the origin ( , , . . . , ) of the space R n , at time t = , continues its motion with a velocity v(s) > , ≤ s < θ , along the direction of η (n) , where η (n) = (x , x , . . . , x n ) is a random n-dimensional vector uniformly distributed on the unit sphere
At instant τ the particle changes its direction to η (n) , where η (n) and η (n) are independent and identically distributed on Ω n− , and continues its motion with the velocity v(s), ≤ s < θ , along the direction of η (n) . Then, at instant τ , the particle changes its direction to η (n) , where η (n) is also uniformly distributed on Ω n− and independent of η (n) and η (n) , and continues its motion with the velocity v(s), ≤ s < θ , along the direction of η (n) , and so on.
We denote by x (n) (t), t ≥ , the particle position at time t. We have that
where we assume that ∑ j= η
Basically, equation (1.1) determines the random evolution in the semi-Markov medium ν(t). The counting process {ν(t)} gives the number of velocity alternations that have occurred in the interval ( , t).
The probabilistic properties of a random vector x (n) (t) are completely determined by those of its projection
on a fixed line, where η
where ‖α‖ = α + α + ⋅ ⋅ ⋅ + α n . Let us denote by f η (n) (x) the probability density function (pdf) of the projection η
j onto a fixed line. In [8] , we proved that
Let us define
where α = ‖α‖. It is not hard to verify that
Renewal equation for the characteristic function Theorem 2.1. The characteristic function H(t)
is a solution of the following Volterra integral equation:
Proof. From equation (1.1), it follows that
To complete the proof, observe that
We denote by f n (t, x) the pdf of the particle position at time t. It is easily seen that f n (t, x) = F − (H(t), ⋅ ). Our purpose is to study f n (t, x). It is not hard to verify that f n (t, x) is a radial function, i.e., f n (t, x) = f n (t, y) for ‖x‖ = ‖y‖, and we will also use the denotation f n (t, x), where x = ‖x‖.
Two-dimensional case
In the two-dimensional case,
Let us consider the case where
, and we have
We define h(t) = e λt H(t).
Then we obtain
We denote byĥ It is well known (see [3] ) that
where F − is the two-dimensional Fourier inverse transform and δ( ⋅ ) is the Dirac delta function.
To calculate the two-dimensional inverse Fourier transform of H(t), we use the Hankel transform as follows:
It is well known (see [2] [3] [4] [5] [6] [7] ) that
where s (t, x) is the singular part and c (t, x) is the continuous part of the pdf f (t, x). It is not hard to verify that
Hence, for c t ≥ x , we have
It is easily seen that the series c (t, x) converges uniformly for |x| ≤ c t, and there is no explosion effect as |x| → c t, i.e.,
Therefore, c (t, x) does not goes to infinity as |x| goes to the circle of singularity
of f (t, x), which takes place for the movement of a particle with a constant velocity on a plane [3, 7] . The absence of the explosion effect can be explained with the consideration that the particle velocity v(s) = c s is very large just after the renewal epoch, therefore, the particle leaves very quickly the layer closest to the singularity area.
Three-dimensional case
It was proved, in [4] , that in the case where g(t) = λe −λt I{t ≥ } and v(s) = v = const, the n-dimensional random evolutions (n ≥ ) are driven by the hyperparabolic operators composed of telegraph operators and their integer powers. However, it is not easy to find closed-form solutions in this case. We consider the case where g(t) is Erlang-2 pdf and v(s) = v = const. We will show that these threedimensional random evolutions are driven by the three-dimensional telegraph equation.
Considering the case where g(t) = λ te −λt I{t ≥ } and v(s) = v = const, we have
Therefore,
The pdf f (t, x) = F − (H(t), α), where F − is the three-dimensional inverse Fourier transform with respect to α, is a radial function (i.e., depends only on x = x + x + x ), having the following form:
where s (t, x) is the singular part and c (t, x) is the continuous part of the pdf f (t, x).
It is well known that the function πR 
It is easily seen that H(t) = H s (t) + H c (t).
Since
Let us consider
where h(t) = e λt H c (t).
Differentiating equation (4.2) with respect to t two times, we obtain
Combining equations (4.2) and (4.3), we obtain
Denote by g(t, x) = F − (h(t), α) (recall that h(t) depends on α) the inverse three-dimensional Fourier transform. Here we use the denotation g(t, x) although g is a radial function and g(t, x) = g(t, y) for all x, y ∈ ℝ such that |x| = |y|.
After obtaining the three-dimensional inverse Fourier transform of equation (4.4), for ≤ x ≤ vt, we have
Since e λt c (t, 6) with the initial conditions c (t, x) = and ∂c (t,x) ∂t | t= = , which can be obtained directly from equation (4.2). Since
by solving equation (4.6), we obtain the pdf f (t, x). It was the subject of discussion among researchers on whether the multidimensional random flights could be described by the telegraph equation, similarly to the one-dimensional case [4] . We think that for the three-dimensional case, equation (4.6) answers this question. Then it results naturally to call equation (4.6) the generalized Goldstein-Kac equation in three dimensions.
Four-dimensional case
In this case
where J is the Bessel function of order 1. Let us consider the case for a 2-Erlang pdf, i.e., g(t) = λ te −λt I{t ≥ }, and velocity v(s) = s . Therefore,
It is easily verified that the series c (t, x) converges uniformly for |x| ≤ t, and there is no explosion effect as |x| → t, i.e., Therefore, c (t, x) does not goes to infinity as |x| goes to the circus of singularity C( , c t) = x = (x , x , x , x ) | x + x + x + x = c t of f (t, x).
