Motivated by, but not limited to, association analyses of multiple genetic variants, we propose here 10 a summary statistics-based regression framework. The proposed method requires only variant-11 specific summary statistics, and it unifies earlier methods based on individual-level data as spe-12 cial cases. The resulting score test statistic, derived from a linear mixed-effect regression model, 13 inherently transforms the variant-specific statistics using the precision matrix to improve power 14 for detecting sparse alternatives. Furthermore, the proposed method can incorporate additional 15 variant-specific information with ease, facilitating omic-data integration. We study the asymptotic 16 properties of the proposed tests under the null and alternatives, and we investigate efficient p-value 17 calculation in finite samples. Finally, we provide supporting empirical evidence from extensive 18 simulation studies and two applications. 19
1 Existing association tests for jointly analyzing a set of rare 71 genetic variants 72 1.1 Regression set-up using individual-level data 73 Consider a sample of n independent individuals and a set of J genetic variants of interest, let y y y = (y 1 , · · · , y n ) T denote the phenotype variable and G G G be a n × J matrix for the corresponding genotypes with elements G i j , i = 1, · · · , n and j = 1, · · · , J, G G G i = (G i1 , G i2 , · · · , G iJ ) T and G G G j = (G 1 j , G 2 j , · · · , G n j ) T . Assume that y i given G G G i follows an exponential family distribution with mean µ i and consider using the canonical link function g(·) and
to model the phenotype-genotype association, where β j is the regression coefficient for genetic 74 variant j. Individual-level covariates information such as age and sex, if available, should be 75 added to the model but are omitted for the moment for notation simplicity. 76 We are interested in testing the hypothesis that 77 H 0 : β β β = (β 1 , . . . , β J ) T = 0 0 0 v.s. H 1 : β j ̸ = 0, for any j, j = 1, . . . , J.
The corresponding score vector is 78 s s s = (s 1 , . . . , s J ) T = G G G T (y y y −μ y 1 1 1 n n n ), where 1 1 1 n n n is a n × 1 unit vector,μ y = 1 n ∑ n i=1 y i and s j = ∑ n i=1 (y i −μ y )G i j capturing the linear relationship between phenotype y y y and genotype G G G j . The variance-covariance matrix of s s s is Σ Σ Σ 0 0 0 = g −1 1 (μ y )G G G T (I n − 1 1 1 n n n 1 1 1 T n n n /n)G G G,
where g 1 (·) denotes the first derivative of the link function g(·), and I n is a identity matrix of size 79 n. 80 1. 'super-allele', G * = ∑ J j=1 w j G i j , where w w w = (w 1 , w 2 , · · · , w J ) T are pre-specified weights often as-84 sociated with the minor allele frequency (MAF) of the variants. The burden test then considers 85 regression model, g(µ i ) = β * 0 + β * G * and test H 0 : β * = 0, v.s. H 1 : β * ̸ = 0. However, it is not 86 difficult to show that the score test statistic derived from the regression using G * is proportional to
where under the null of no association (w w w ′ Σ Σ Σ 0 0 0 w w w) − (s 1 , · · · , s J ) T to joint analyze the J variants of interest, provided Σ Σ Σ 0 0 0 can be accurately estimated.
124
Further, the fact that T Minp and T skato having similar performance suggests that a grid search for 125 ρ may not be necessary, and an easy-to-compute yet theoretically justified 'optimal' ρ may ex-126 ist. Lastly, when additional variant-specific information z j (e.g. variant j being non-synonymous 127 or not) is available, we can improve power by incorporating z z z = (z 1 , · · · , z J ) T . Intuitively we can assume that Σ Σ Σ 0 0 0 is known or estimated accurately from a reference panel (Cheng et al., 2019; Fan, We first consider a fixed-effect (FE) model that models the common effect µ present among s j , j = 1, · · · , J,
where w w w = (w 1 , · · · , w J ) T , ε ε ε = (ε 1 , · · · , ε J ) T and ε ε ε ∼ N(0 0 0, Σ Σ Σ 0 0 0 ). Based on this model, we test
and the corresponding score test statistic is
If we let w in T FE to be Σ Σ Σ 0 0 0 w w w, the analytical equivalence between T FE and T 1 in Section 1 is easy to Table 1) .
141
Alternatively, we can consider the following random-effect (RE) model,
where η η η ∼ N(0 0 0, τ 2 R R R), R R R is a J × J pre-defined positive or semi-definite symmetric matrix, and ε ε ε as defined above. If we test
the corresponding score test statistic is is also apparent because T RE ∝ Q(s s s) ( Table 1 ). In addition, if we let 
where w w w, η η η and ε ε ε are defined as before. If we test
the corresponding score vector is
where c 1 = tr(Σ Σ Σ −1 0 0 0 R R R) and c 2 = 2tr(Σ Σ Σ −1 0 0 0 R R R) 2 , the same as for T RE .
Note that T ME uses Σ Σ Σ −1 0 0 0 s s s to account for the correlation between the tested variants. Trans-149 forming s s s by the precision matrix has been considered previously in other settings. For example, 150 Cai, Liu & Xia (2014) showed that the transformation can improve power of a two-sample high-
151
dimensional means test for detecting sparse alternatives in the presence of high correlation.
152
Following the construction of T ME , intuitively we can also consider the following weighted average of T 1 = (w w w T s s s) 2 and T 2 = s s s T A A As s s (and A A A = R R R),
are respectively the mean and variance of T 2 under the 153 H 0 of (10). The connection between T 12 with T skato is also immediate. However, there are two key 154 differences. First, given a ρ, T skato relies on
In contrast, T 12 combines T 1 155 and the square of centralized T 2 (not T 2 itself). Secondly, T skato searches for the 'optimal' ρ that 156 minimizes the p-value associated with Q ρ and then adjusts for selection bias. In contrast, T 12 uses
where w w w, η η η and ε ε ε are defined as before. If we are interested in testing, the corresponding score test statistic is
where u u u = (w w w, z z z), and c 1 and c 2 are defined as before. 
T ME,cov (14) H 0 : µ = 0, θ = 0, τ 2 = 0 2.4 Asymptotic distributions of the proposed test statistics 166 The asymptotic distributions of the existing tests, T 1 , T 2 , T skato , T Fisher , and T Minp , have been previ-167 ously established. Here, we establish the asymptotic distribution of T ME and T 12 when J → ∞. In 168 the next section, we will study finite sample behaviour of the tests. We begin with some notations 169 and mild conditions needed for Theorem 1. Let C C C be a matrix such that C C CΣ Σ Σ 0 0 0 C C C T = I I I J J J , and let 170 λ min (·) and λ max (·) be the minimum and maximum eigenvalues of a matrix, respectively. For two
Under the null hypothesis of (10) and assume Conditions 1-3 hold,
See the Supplementary Material for the proofs of Theorem 1 and all other theorems. When J is 176 small, significance evaluation based on the asymptotic distributions may not be adequate. Theorem 177 2 provides an approximation for the finite-sample distribution of T ME ; the result for T 12 is similar.
178
Theorem 2. Theorem 2.Let λ j be the jth eigenvalue of C C CR R RC C C T , j = 1, · · · , J, then
where u 1 and v j , j = 1, · · · , r, are independent N(0, 1) random variables, and D = denotes equality 180 in distribution. 181 We note that the above finite and asymptotic results are with respect to J. 
, as J → ∞,
To compare the asymptotic power between T ME and T 12 , first let us consider the simple case 196 of no random effect, i.e. τ 2 1 = 0. In that case, π 0 =π 0 = π 1 =π 1 = 1, and we can show that T ME We next consider a local alternative assuming
based on Conditions 1-2. As a result, T ME is at least as powerful as T 12 , provided that φ 2 
218
We consider n = 500 and J = 10, 50, 100, 500, and 1000, and we draw p j randomly from 219 Unif (0.005, 0.02), j = 1, · · · , J. For diag{σ −1 j j }Σ Σ Σ 0 0 0 diag{σ −1 j j }, we consider an AR(1) pattern with To examine the validity of the proposed tests, T ME and T 12 , we generate s s s from N(0 0 0, Σ Σ Σ 0 0 0 ), inde-225 pendently, 10 6 times for each J andρ combination. The results in Table 2 show that for small J, in combination with stringent α level, the asymptotic p-values are not adequate. In that case, the 227 approximate solution in Theorem 2 should be used.
228
For the existing methods, T skato , T Minp and T Fisher , we observe in our simulation studies that 229 T skato is slightly conservative for the α levels considered regardless of the size of J. T Minp is also We consider two different simulation designs to evaluate power. For both designs, P c , the propor- proposed T ME is enhanced. In this case, power of T ME is considerably higher than the other tests 265 even whenρ = 0.2 (Figures 1(d) ). We now briefly study the effect of incorporating variant-specific additional information z z z = (z 1 , · · · , z J ) T .
268
As discussed before, although one may revise w j to be proportional to z j in additional to MAF, 269 it is not immediately clear how to choose an 'optimal' weighting function. Thus, we only study 270 the proposed T ME,cov , derived directly from the regression model (13), and we consider simulation 271 design two only.
272
Without loss of generality, we assume z j to be an indicator variable, for example indicating if 273 the variant is non-synonymous (z j = 1) or synonymous (z j = 0). For causal variants we let Pr(z j = 274 1) = 0.5, and for non-causal variants Pr(z j = 1) = 0. We consider both the case of informative z z z 275 (θ ̸ = 0 in model (13) and θ ∼ Unif (1, 4) ) and the case of uninformative z z z (θ = 0). Because of the 276 additional information available from z z z, we draw β from Unif (0.1, 1) and choose τ 2 = 0. We also 277 assumed P c = 0.1 and P d ∼ Unif (0.5, 1) for this set of simulations.
278 Figure 2 show that, as expected, there can be substantial power gain when incorporating in- In this section, we examine eight test statistics including T ME,cov , T ME and T 12 , and the existing 283 methods, T skato , T Minp , T Fisher , as well as T 1 and T 2 for completeness through two data applica-284 tions. In the implementation of T ME,cov , we use variants being non-synonymous or synonymous, 285 annotated using the UCSC genome browser at https://genome.ucsc.edu/, as the variant-specific 286 information.
287
The first application highlights the advantage of the proposed T ME in the presence of high or 288 moderately high correlation between variants, and it also demonstrates that the method is not lim- replicates.
306
Results in Table 3 show that only some of the genes appear to be truly associated with CF 307 lung function. For SLC9A3, all tests have suggestive evidence with T 1 having p-value < 0.05.
308
For SLC9A3R1, benefiting from the correlation structure (Supplementary Material) the proposed 309 T ME and T ME,cov , which use Σ Σ Σ −1 0 0 0 s s s instead of s s s, are significant. When jointly analyzing all four 310 genes in the SLC9A3 complex set, none of the tests is statistically significant but T ME has the 311 smallest p-value. A larger sample is needed to make a definitive conclusion of true association.
312
The covariate information (non-synonymous vs. synonymous) appear not to be informative here, 313 but the performance of T ME,cov is similar to that of T ME . 
314

Empirical Power Gene
J C J N T 1 T 2 T skato T Minp T Fisher T 12 T ME T ME,cov 7 genes for which the maximum power is 10% or more 
