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The spontaneous emergence of collective motion patterns is usually associated with the presence
of a velocity alignment mechanism that mediates the interactions among the moving individuals.
Despite of this widespread view, it has been shown recently that several flocking behaviors can
emerge in the absence of velocity alignment and as a result of short-range, position-based, attractive
forces that act inside a vision cone. Here, we derive the corresponding hydrodynamic equations of
a microscopic position-based flocking model, reviewing and extending previously reported results.
In particular, we show that three distinct macroscopic collective behaviors can be observed: i)
the coarsening of aggregates with no orientational order, ii) the emergence of static, elongated
nematic bands, and iii) the formation of moving, locally polar structures, which we call worms.
The derived hydrodynamic equations indicate that active particles interacting via position-based
interactions belong to a distinct class of active systems fundamentally different from other active
systems, including velocity-alignment-based flocking systems.
INTRODUCTION
The emergence of self-organized patterns of actively
moving entities, from bacteria to sheep [1–7] and in-
cluding human-made active systems [8–11], are system-
atically explained invoking the presence of some veloc-
ity alignment mechanism that mediates the interactions
among the moving individuals. This widespread view
on collective motion patterns finds its roots in the so-
called Vicsek-like models [12] extensively used to study
flocking patterns [1, 2]. The popularity of these models
may be related to the fact that they represent a very
appealing playground for theoretical physicists given the
Vicsek model’s direct connection to one of the corner-
stone models of equilibrium statistical physics: the XY
model [13]. While some nonequilibrium extensions of the
XY model, including the diffusive XY spin model [14, 15],
are susceptible of being mapped to their equilibrium
counterpart, flocking models with velocity alignment,
such as the original time-discrete Vicsek model [12] and
its continuum time version [16], are fundamentally dif-
ferent. In idealized homogeneous media, these systems
exhibit long-range orientational order in two dimen-
sions [12, 17, 18] and the presence of anomalous density
fluctuations [19, 20]. Although it has been recently shown
that the introduction of a few spatial heterogeneities re-
stores a seemingly equilibrium-like behavior with quasi-
long-range order and normal fluctuations in two dimen-
sions [21, 22], important differences (in two dimensions)
remain in both homogeneous and heterogeneous media:
the convective transport dictated by the orientation of
the spin seems to prevent the emergence of topological
defects.
While the relevance of flocking models based on veloc-
ity alignment is undisputed in the realm of active matter
and nonequilibrium statistical physics, their systematic
applicability to explain real-world collective motion pat-
FIG. 1. (Color online) Active particles interacting by short-
range, attractive force acting inside a vision cone self-organize
into three distinct macroscopic patterns: (a) aggregates with
no orientational order [β = 2.5,
√
2Dθ = 0.12], (b) nematic
bands [β = 1.85,
√
2Dθ = 0.84], and (c) moving, locally polar,
structures called worms [β = 1.0,
√
2Dθ = 0.12]. The double
arrow in (b) indicates that inside a nematic band particles
move in both directions. The single arrow in (c) indicates
the moving direction of the “head” of the worm. Panels (a),
(b) and (c) corresponds to simulations snapshots of the model
defined by Eqs. (3) with N = 10000 particles in a box of linear
size L = 100 with periodic boundary conditions with v0 = 1
and γ = 5.
terns, as well as the assumption of the existence of a
velocity-alignment mechanism behind all active systems
displaying collective effects, has been called into ques-
tion by a series of pioneering works [23–31]. In particu-
lar, it has been recently shown in [32] that active parti-
cles that interact only by a short-range, position-based,
attractive force that acts inside a vision cone (VC) dis-
play various large-scale self-organized patterns: aggre-
gates, nematic bands, and moving, locally polar struc-
tures referred to as worms (see Fig. 1). The resemblance
of these emerging patterns to some self-organized behav-
iors found in nature [7, 26, 33], together with the sim-
plicity of the model, making it amenable to analytical
treatments, places position-based flocking models as se-
rious candidates to both describe real-world active sys-
2tems and address fundamental theoretical questions of
nonequilibrium (active) systems. Here, we review and ex-
tend the derivation of the hydrodynamic equations first
outlined in [32]. We start by providing a definition of the
microscopic model, formulated in terms of a Langevin
equation (Sect. ) to later search for a coarse-grained de-
scription of the model by deriving the corresponding non-
linear Fokker–Planck equation and performing a moment
expansion (Sect. ). The most subtle step in the derivation
of the hydrodynamic equations is the use of local ansa¨tze
to close the infinite hierarchy of equations for the ob-
tained fields (Sect. ). The procedure allows us to unveil
the three distinct nontrivial macroscopic behaviors of the
system: a) aggregate formation in the absence of orien-
tation order, b) the emergence of nematic bands, and c)
the appearance of locally polar structures called worms
(Fig. 1). We find that (a) can be described by only one
macroscopic field, the density, while (b) and (c) require
at least two fields: density and local nematic order for
(b), and density and local polar order for (c). The analy-
sis indicates that position-based flocking models are fun-
damentally different from other active systems, including
velocity-alignment-based flocking systems [12, 16–19, 34–
44].
MICROSCOPIC MODEL
Equations of motion
We consider particles moving at a constant speed,
which means that any acceleration experienced by a par-
ticle occurs in the direction perpendicular to its instan-
taneous velocity. Given the constraint imposed on the
particles, i.e., moving at constant speed, the equation of
motion of the ith particle in any dimension is given by
x¨i = Pi (Fi +Ni) = −C0 x˙i × x˙i × (Fi +Ni) , (1)
where we have introduced the projector operator Pi =
−C0 x˙i× x˙i×, with C0 =
[
miv
2
0
]−1
to ensure that the
speed remains constant and equal to ||x˙i(t = 0)|| = v0i.
In Eq. (1) Ni denotes a random force and Fi an interac-
tion force. Here, we focus on particles that interact via
an attractive force that acts inside a vision cone (VC)
and thus define the force on particle i as:
Fi = γ˜
∑
j∈Ωi
xj − xi
||xj − xi|| , (2)
where Ωi denotes the set of neighbors inside the
VC of particle i and γ˜ is a constant. Particles in
the VC are those that satisfy ||xj − xi|| ≤ R0 and
xj−xi
||xj−xi||
. (x˙i/||x˙i||) > cos(β), with β the size of the cone.
This means that, by definition, the cone is oriented in the
direction given by x˙i; for a sketch of the model see Fig. 2.
FIG. 2. (Color online) Sketch illustrating the model defined
by Eq. (1), whose dynamics in two dimensions reduces to that
given by Eq. (3). Particle positions are indicated by circles
and their velocities by arrows. Particles interact with particles
inside the VC. In the figure, the VC of particle i is displayed.
Notice that the orientation of the VC is given by particle
i’s velocity (red arrow). In the sketch, particle i interacts
exclusively with particles j and k, and only the positions of j
and k, and not their velocities, are relevant for the evolution
of i. The state of particle i is given by its position xi and
its velocity, which is parametrized in two dimensions by only
the angle θi since the dynamics keeps the speed constant. For
more details on the model, see the text.
Notice that in Eq. (2) we do not divide by the number
of neighbors in contrast to the model analyzed in [32].
In the following, we assume for simplicity that particles
are identical and start with the same speed, such that
mi = m0 and v0i = v0 for all i.
Dynamics in two dimensions
In order to simplify the derivation of hydrodynamic
equations, in the following we restrict the motion of
particles to the two-dimensional plane eˆ1-eˆ2 by assum-
ing that at t = 0 the velocity of all particles lies on
this plane. To ensure two-dimensional motion, we ad-
ditionally require that Ni(t) lies on the plane eˆ1-eˆ2 such
that −C0 x˙i ×Ni =
√
2Dθξi(t)eˆ3, with 〈ξi(t)〉 = 0 and
〈ξi(t)ξj(t′)〉 = δi,jδ(t − t′). Since we are on a plane
and the speed is conserved, we can write x˙i = v0V(θi)
with V(.) ≡ (cos(.), sin(.))T and thus x¨i = θ˙i v0 V⊥(θi),
where V⊥(.) ≡ (− sin(.), cos(.))T . Using these defini-
tions, Eq. (1) can be rewritten as
x˙i = v0V(θi) (3a)
θ˙i = γ
∑
j∈Ωi
Tij +
√
2Dθξi(t) , (3b)
where the angle θi represents the moving direction of
the particle on the plane eˆ1-eˆ2 and Tij is defined as
Tij = [V(θi)×V(αij)] .eˆ3 = sin(αij − θi) with V(αij) =
xj−xi
||xj−xi||
, and γ = γ˜/(v0m0).
3DERIVATION OF HYDRODYNAMIC
EQUATIONS
Since the microscopic model given by Eq. (3) has been
formulated in terms of Langevin equations, it is natural
to attempt a hydrodynamic description of the system dy-
namics by deriving the corresponding nonlinear Fokker–
Planck equation for p(x, θ, t) = 〈∑Ni=1 δ(x−xi)δ(θ−θi)〉,
which reads
∂tp+∇ [v0V(θ)p] = Dθ∂θθp− ∂θ [Ip] , (4)
where I represents the (average) interaction experienced
by a particle located at position x and with moving di-
rection θ at time t. The term I is simply defined as
I = γ
∫
Ω(x,θ)
dx′
∫ 2pi
0
dθ′ sin(α(x′−x)− θ)p(x′, θ′, t)
= γ
∫
Ω(x,θ)
dx′ sin(α(x′−x)− θ)ρ(x′, t) (5)
where Ω(x, θ) corresponds to the VC for a particle lo-
cated at x moving in direction θ, α(x′−x) corresponds to
the angle in polar coordinates of the vector (x′−x)/||x′−
x|| = V(α), and where we have introduced the definition
ρ(x, t) =
∫ 2pi
0
dθ p(x, θ, t). Notice that in Eq. (4) we have
assumed that p2(x, θ,x
′, θ′, t) ≃ p(x, θ, t)p(x′, θ′, t). We
can simplify the calculations by explicitly using x′−x =
RV(α), which lets us rewrite the integral over Ω(x, θ) as
I = γ
∫ R0
0
dR
∫ θ+β
θ−β
dαR sin(α− θ)ρ(x +RV(α), t).(6)
Our next step is to approximate ρ(x + RV(α), t) ≃∑
0<n+k≤N
∂n+kρ
∂nx ∂
k
y
Rn+k cos(α)
n
n!
sin(α)k
k! and insert it into
Eq. (6) to express I up to order R2 as
I = γ[g(β,R0) (−∂xρ sin(θ) + ∂yρ cos(θ)) (7)
+f(β,R0)(∂xyρ cos(2θ) + (∂yyρ− ∂xxρ) sin(2θ)
2
)] ,
where g(β) = (R30/3) (β − sin(2β)/2) and f(β) =
(R40/6) sin
3(β). Our goal now is to obtain a description
of the system in terms of fields that depend on x and
t, eliminating the dependence on θ. In order to do this,
we multiply the left- and right-hand sides of Eq. (4) by
V(kθ), with k ∈ N, after replacing I with Eq. (7), and
integrate over θ. For a compact notation, we introduce
the following fields:
P(x, t) =
[
Px
Py
]
=
∫ 2pi
0
dθV(θ) p(x, θ, t), (8a)
Q(x, t) =
[
Qc
Qs
]
=
∫ 2pi
0
dθV(2θ) p(x, θ, t), (8b)
Mq(x, t) =
[
Mqc
Mqs
]
=
∫ 2pi
0
dθV(qθ) p(x, θ, t), (8c)
with q a natural number greater than 2. The procedure
leads to the following temporal evolution of the fields:
∂tρ+ v0∇ ·P = 0 (9a)
∂tP+
v0
2
(
∇ρ+
[
∇TMQ
]T)
= −DθP− γg(β)
2
[
MQ − ρ1
]
∇ρ− γf(β)
2
Mρ1 [P−M3] (9b)
∂tQ+
v0
2
[
∇T
(
M3 +MP
)]T
= −4DθQ− γg(β)
[
M3 −M
T
P
]
∇ρ− γf(β)
(
Mρ2M4 + ρ
[
Φρ
−∂xyρ
])
, (9c)
where the symbols MA denote matrices defined using
the auxiliary matrices E1 =
[
1 0
0 −1
]
, E2 =
[
0 1
1 0
]
,
E3 =
[
0 1
−1 0
]
, and the unity matrix 1 as MQ =
QcE1+QsE2,M3 =M3cE1+M3sE2,MP = PxE2+PyE3,
Mρ1 = Φρ/2E1 − ∂xyρ1, and Mρ2 = ∂xyρE2 − Φρ/2E1.
In addition, we have defined Φρ as Φρ = ∂yyρ− ∂xxρ.
FROM LOCAL SOLUTIONS TO CLOSURE
ASSUMPTIONS
The system of Eq. (9), owing to the presence of higher-
order fields, specifically M3 and M4, does not represent
a closed system of equations. If we derive equations for
∂tM3 and ∂tM4, we will quickly find that they depend
onM5 and M6. In short, we have an infinite hierarchy of
equations. In order to work with Eq. (9), we are forced
to find suitable closure assumptions. We will make use
of local solution ansa¨tze to express higher-order fields
in terms of ρ, P, and Q and obtain a closed system of
equations.
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FIG. 3. (Color online) Emergence of local (orientational) or-
der from a given configuration of particles in space: (a) Local
polar order (β = 0.8,
√
2Dθ = 0.18) and (b) local nematic
order (β = 1.5,
√
2Dθ = 0.75). The positions of particles are
indicated by dots and their velocities by arrows. Only the VC
of particle i is shown. Particles a and b are the nearest neigh-
bors, in distance, of particle i. By reorienting the VC, particle
i can interact with either particle a or b. Notice that the ideal-
ized arrangement of particles analyzed here, a straight line of
particles, is used only as an illustration. Any long-lived, elon-
gated distribution of particles in space will lead to either polar
or nematic (local) orientational order. (c) [(d)] Angular dis-
tribution obtained from simulations of the scenario depicted
in (a) [(b)] (solid black curve), which is compared with pF (θ)
[pN (θ)] (dashed red curve), Eq. (27) [Eq. (15)].
When no local (orientational) order is possible
We start with a trivial limit. For β = 0 it is evident
that f = g = 0 and no local orientational order is pos-
sible, i.e., P = Q = 0. We are left then with a simple
system of non-interacting active particles characterized
by a diffusion coefficient DNAP = v
2
0/(2Dθ). Our next
step is to study the opposite situation, i.e., β = π, which
corresponds to isotropic attractive interactions. In this
limit, f = 0 but g > 0, which implies that particles in-
teract among themselves via a standard short-range at-
tractive force. Such interactions cannot lead to polar or
nematic local orientational order. The only relevant field
in this scenario is ρ(x, t) and our goal is to find an effec-
tive equation for ∂tρ. Given the absence of orientational
order, and using the faster relaxation of Q with respect
to P, we ignore Eq. (9c) by assuming that Q = ∂tQ = 0.
If we have to obtain a nontrivial dynamics, we cannot
simply discard Eq. (9b), but assume only that ∂tP = 0.
By substituting this assumption into Eq. (9b), we find
that P has to satisfy
v0
2
∇ρ = −DθP+ γg
2
ρ∇ρ , (10)
from which we obtain an expression for P that we insert
into Eq. (9a) to arrive at
∂tρ = − v0
2Dθ
∇ [−v0∇ρ+ γgρ∇ρ] . (11)
From Eq. (11) we learn that a homogeneous spatial
distribution of particles becomes linearly unstable when
c1 = DNAP − v0γgρ0/(2Dθ) < 0. This result is obtained
by substituting ρ = ρ0 + ǫ δρ[x, t] into Eq. (11), with
ρ0 a constant, ǫ ≪ 1, δρ the perturbation function, and
keeping terms linear in ǫ. If we use as a perturbation
δρ = eλteik.x, we can easily understand that the disper-
sion relation of the linearized system is not well behaved.
This problem is fixed by going one order further in
the Taylor expansion of Eq. (6), which adds the term
γ
piR50
40 [cos(θ)(∂xxyρ+ ∂yyyρ)− sin(θ)(∂xxxρ+ ∂yyxρ)] to
Eq. (7). By incorporating third order derivatives, it is
easy to show that the dispersion relation is of the form
λ = −c1k2 − c2k4, where c2 = v0γπR50ρ0/80 > 0, which
indicates that the dispersion relation (of the linearized
system) is qualitatively similar to that of a Cahn-Hilliard
equation. In summary, for β ∼ π we expect the sys-
tem to undergo phase separation following standard
coarsening for sufficiently large systems. In simulations,
deviations from this behavior are expected as long as
the characteristic distance between aggregation centers
is smaller or comparable to v0D
−1
θ .
In the presence of local nematic order
For β < π we can conceive the existence of particle
configurations leading to some kind of orientational or-
der. Logically, only stable configurations are relevant
here. Given the proposed microscopic equations, there
are two relevant particle configurations to be considered:
i) an elongated “band” with particles moving along it
in both directions and ii) a line of particles where all
particles move in the same direction, i.e., where parti-
cles follow each other. These two configurations emerge
spontaneously in simulations of the microscopic model
(see Fig. 1).
Our first step is to understand that if we fix particles
in space on an elongated high-density structure and ap-
ply Eq. (3b), we obtain an asymptotic local distribution
p(θ) displaying nematic symmetry. It is important to
stress that the idealized configurations shown in Fig. 3
serve as an illustration of a generic mechanism leading
to orientation order. The arguments put forward below
hold true for any long-lived spatial distribution of par-
ticles that displays high accumulation of particles along
a given direction, and where each particle may interact
with multiple particles simultaneously. Thus, for sim-
plicity and without loss of generality we focus on the
idealized situation depicted in Fig. 3(b). Let us start by
simulating the dynamics of θ˙i as given by Eq. (3b). In
5this configuration, particle i interacts for some time with
particle a, some time with particle b, and some time with
neither of them, depending on the orientation of its VC.
The dynamics of θi is then given by
θ˙i = γ
∑
j={a,b}
sin(αi j − θi)hj(θ) +
√
2Dθξi(t) , (12)
where αi a = π denotes the polar angle of the vector
(xa − xi)/||xa − xi|| = V(αi a). Similarly, αi b = 0 is
associated with the vector (xb−xi)/||xb−xi|| = V(αi b),
and the VC of particle i is described via the two
auxiliary functions ha(θi) and hb(θi), which are defined
in such a way that ha(θi) = 1 when particle a lies
within the VC of i, and 0 otherwise, while hb(θi) = 1
when particle b is located inside the VC of i, and 0
otherwise. It is easy to verify that the asymptotic
distribution of θi can be approximated by pa1(θ) ∼
N
[∑
j e
γ
Dθ
cos(αa j−θ)hj(θ) + e
γ
Dθ
cos(β)
Πj(1− hj(θ))
]
,
with N a normalization constant. For simplicity, in
the following we focus on large values of β and Dθ and
approximate the dynamics of θi by
θ˙i = γ sin (2(α− θi)) +
√
2Dθξi(t) , (13)
with α either 0 or π to apply the equation to the config-
uration sketched in Fig. 3(b). The advantage of Eq. (13)
is that we ignore the difficulties associated with the VC.
Its associated Fokker–Planck equation reads
∂tp = γ∂θ [sin (2(α− θ)) p] +Dθ∂θθp , (14)
whose steady-state solution is the von Mises distribution
pN (θ) = N e
γ
2Dθ
cos(2(α−θ))
= N e γ2Dθ V(2θ)·V(2α) , (15)
where N is again a normalization constant. It is evident
that pa1(θ) and pN(θ) share the same symmetry. Given
the many approximations performed to arrive at pN(θ),
it is far from evident that Eq. (15) provides a reasonable
description of the dynamics defined by Eq. (12). Fig-
ure 3(b) shows that pN (θ) is a reasonable approximation
of the distribution p(θ) obtained from direct simulations
using Eq. (12).
From the previous arguments we have learned that if
particles are arranged in an elongated, high-density spa-
tial configuration, we can expect local nematic order Q
to emerge. Notice that Eq. (15) allows us to establish
that Q ∝ V(2α). We use this knowledge to conceive the
closure of the derived field equations, i.e., Eq. (9). As-
suming that the dynamics of θ is faster than the spatial
dynamics, we expect that locally the distribution of θ will
follow the functional form suggested by Eq. (15), which
we write generically as
p(x, θ, t) = N ewV(2θ)·Q , (16)
where N as well as w may depend on ρ. Notice that to
simplify the notation we have not written the dependence
of ρ and Q on x and t. Expressions for N and w can be
obtained by self-consistency since, by definition, p(x, θ, t)
has to obey
∫ 2pi
0
dθ p(x, θ, t) ∼ N2π = ρ , (17)
and thus N = ρ2pi , while from the definition of Q we find∫ 2pi
0
dθV(2θ)p(x, θ, t) = (18)
∫ 2pi
0
dθV(2θ)N ewV(2θ)·Q ∼ Q ,
which leads to w = 2ρ . All this means that our local
ansatz reads
p(x, θ, t) =
ρ(x, t)
2π
e
2
ρ(x,t)
Q(x,t)·V(2θ) . (19)
This approximation is valid close to the onset of local
order, i.e., when ||Q/ρ|| is small. With p(x, θ, t) at hand,
we can compute all the remaining fields: M3 andM4. By
symmetry, it is easy to verify that M3(x, t) ∼ 0. Strictly
speaking, we can show that M3 is of order higher than
O(Q4). The only remaining field to analyze is M4(x, t).
By subsituting the local ansatz into its definition, we find
M4(x, t) =
∫ 2pi
0
dθV(4θ)
ρ(x, t)
2π
e
2
ρ(x,t)
Q(x,t)·V(2θ)
=
1
ρ(x, t)
[
1
2 (Qc(x, t)
2 −Qs(x, t)2)
Qc(x, t)Qs(x, t)
]
. (20)
By neglecting M3 and using Eq. (20), Eq. (9) becomes
a closed system. Furthermore, the system dynamics can
be reduced to the evolution of only two fields: ρ and
Q. In order to do this, we require ∂tP = 0 at all times,
which allows the fusing of Eqs. (9a) and (9b), and keep
the leading-order terms in Eq. (9c). This procedure leads
to:
∂tρ = (21a)
v0∇ ·
[
−MI
(
v0
2
(
∇ρ+
[
∇TMQ
]T)
+
γg
2
[
MQ − ρ1
]
∇ρ
)]
∂tQ+ 4DθQ = (21b)
− γf
(
Mρ2 1
ρ
[
1
2
(
Q2c −Q2s
)
QcQs
]
+ ρ
[
Φρ
−∂xyρ
])
,
where MI is the inverse of Dθ1+ γf2 Mρ1.
Since our goal is to look for static self-organized ne-
matic patterns, we do not need to consider the tem-
poral evolution of the fields. Moreover, we search for
steady-state solutions and thus set all partial tempo-
ral derivatives equal to zero. We apply this condition
to Eq. (9). Given that all directions are equivalent,
without loss of generality we assume that nematic or-
der occurs along the xˆ-axis, i.e., Qs = 0. This implies
6that the pattern is invariant along the xˆ-axis, an as-
sumption consistent with the nematic bands found in
agent-based simulations [Fig. 1(b)]. As a consequence
of such invariance, all derivatives with respect to x van-
ish and fields cannot depend on x, which, together with
the assumption of nematic order along the xˆ-axis, yields
p(x, θ) = ρ(y)2pi e
2Qc(y) cos(2θ)/ρ(y). We have already pointed
out that the presence of local nematic order implies that
M3 ∼ 0, and from Eq. (20) we learn that M4c = Qc(y)
2
2ρ(y)
and M4s = 0. Under these assumptions, it is easy to
verify that Eq. (9a) is automatically satisfied as it occurs
for the equations for Px and Qs [see Eqs. (9b) and (9c),
respectively]. We are left with the equation for Py and
Qc, which reads
v0
2
∂y [ρ−Qc] = γ g(β)∂yρ ρ+Qc
2
(22a)
0 = −4DθQc − γ
2
f(β)∂yyρ
(
ρ− Q
2
c
2ρ
)
. (22b)
These equations can be expressed as the following first-
order ordinary differential equation (ODE) system:
∂yz = −Qc
[
b
(
ρ− Q
2
c
2ρ
)]−1
(23a)
∂yρ = z (23b)
∂yQc = (1− a(ρ+Qc)) z , (23c)
where we have introduced the auxiliary field z, given by
Eq. (23b), and the constants a = γgv0 and b =
γf
8Dθ
. Our
next step is to linearize either Eq. (22) or Eq. (23) using
ρ(y) = ρ0 + ǫδρ(y) and Qc = ǫδQc(y), with ρ0 a con-
stant that represents a linear density and ǫ a perturba-
tion parameter such that ǫ ≪ 1, with δρ(y) and δQc(y)
the perturbation functions to be determined. Keeping
the linear-order terms with respect to ǫ, it is possible to
show that the linear system reduces to
∂yy z˜ =
aρ0 − 1
bρ0
z˜ , (24)
where z˜ = ∂yδρ. This reduction is possible because
δQc = −bρ0∂yyδρ in the linearized system. It is evident
that Eq. (24) admits trigonometric functions as solutions
when aρ0 − 1 < 0. This implies that we expect the pres-
ence of multiple nematic parallel bands, where density
and nematic order are closely related: Qc(y) ∝ ρ(y).
In summary, by assuming the presence of local nematic
order, we obtained a closed system of field equations and
showed that this system of equations has steady-state so-
lutions. Furthermore, we indicated that these solutions
are consistent with the presence of multiple parallel ne-
matic bands observed in agent-based simulations.
In the presence of local polar order
Particles arranged in elongated spatial configurations
can also exhibit (transient [45]) local polar order. In
agent-based simulations it becomes evident that elon-
gated particle configurations with polar order exhibit
long-lived, dynamical structures that we refer to as
worms. Our first goal is to understand how an elongated
configuration of particles can induce a local distribution
of θ displaying polar symmetry. We start by looking at
the configuration shown in Fig. 3(a). We stress that the
idealized configuration depicted in Fig. 3(a) only serves
as an illustration of a generic orientational order mecha-
nism. To further simplify the argument we ignore particle
a and express the dynamics of θi as
θ˙i = γ sin(αi b − θi)hb(θ) +
√
2Dθξi(t) . (25)
The associated Fokker–Planck equation of Eq. (25) – for
hb(θ) = 1 for all θ – reads:
∂tp(θ, t) = −∂θ [γ sin(αi b − θ)p−Dθ∂θp] . (26)
The steady-state solution of Eq. (26), denoted by p(θ),
takes the form
pF (θ) = N e
γ
Dθ
cos(θ)
= N e γDθ V(θ)·V(αi b) , (27)
where N is again a normalization constant. Now,
we observe that in the idealized image depicted in
Fig. 3(a), the nearest neighbors of i share the same
orientation (see arrows) and so the local polar order
P is parallel to V(αi b). The previous assumption al-
lows us to express the solution given by Eq. (27) as
p(θ, t) = N ewV(θ)·P; see comment below on the esti-
mation of N and w. If we analyze the problem with
the original definition of hb(θ), we find that p(θ, t) ≃
N
[
e
γ
Dθ
V(θ)·P
hb(θ) + e
γ
Dθ
V(β)·P
(1− hb(θ))
]
. Figure 3(a)
shows that Eq. (27) is a good approximation of this ex-
pression. Thus, we adopt the functional form given by
Eq. (27) as the local ansatz for the distribution of θ. Af-
ter fixing N and w by requiring ∫ dθp(θ, t) = ρ(x, θ, t)
and
∫
dθV(θ) p(θ, t) = P(x, θ, t), we find
p(x, θ, t) =
ρ(x, t)
2π
e
2
ρ(x,t)
P(x,t)·V(θ) . (28)
It is important to understand that in this argument we
have not considered the motion of particles. We know
that for a static, elongated spatial configuration of parti-
cles, polar order can only be observed during a transient.
However, here the spatial configuration of particles is also
evolving. In particular, the temporal evolution of the
spatial configuration of particles may be such that polar
order is maintained. Thus, adopting as the local ansatz
7Eq. (28), we compute Q and M3 as
Q(x, t) =
1
ρ
[
1
2 (P
2
x − P 2y )
PyPx
]
(29a)
M3(x, t) =
1
6ρ2
[
P 3x − 3PxP 2y
3PyP
2
x − P 3y
]
, (29b)
where we have not explicitly written the dependence on
x and t for the field ρ, Px, and Py . Equation (29), to-
gether with Eq. (9), allows us to obtain a closed system
of equations for ρ and P, where we have to use the defi-
nition of M3 given above, the definition ofMρ1 provided
below Eq. (9), and the following definition of MQ:
MQ = 1
ρ
[
1
2 (P
2
x − P 2y ) PxPy
PxPy − 12 (P 2x − P 2y )
]
.
Let us now investigate the possibility of having static,
straight, percolating polar bands. Since all directions
should be equivalent, for simplicity and without loss of
generality, we assume that the polar order is along the
x-axis and the pattern is invariant along x. This implies
that all derivatives with respect to x and time vanish; the
latter is due to the fact that we look for static patterns.
All this together means that Py = 0, Px = Px(y), and
ρ = ρ(y). By inserting this into Eq. (9), we find that
Eq. (9a) is automatically satisfied, while from Eq. (9b)
we obtain
0 = −DθPx − γf
4
[
1− 1
6ρ2
P 2x
]
∂yyρPx (31a)
∂yρ− 1
2
∂y
(
P 2x
ρ
)
=
γg
v0
∂yρ
(
1
2
P 2x
ρ
− ρ
)
. (31b)
From Eq. (31a) we express
P 2x
ρ as a function of ρ and
derivatives of ρ. The next step is to insert the resulting
expression into Eq. (31b). After performing an expansion
in ρ, we find that Eq. (31) has no solution. This proves
that percolating, static polar patterns are not a solution
of Eq. (9). We stress that this result does not preclude
the existence of dynamic locally polar structures such as
the dynamic worms observed in agent-based simulations.
In summary, from the hydrodynamic equations we learn
that while dynamical, locally polar structures can exist,
percolating, static polar bands leading to global polar
order – i.e., structures similar to the obtained nematic
bands discussed above but polar – cannot emerge.
CONCLUSIONS
The derived hydrodynamic equations reveal that active
particles interacting only by short-range, position-based,
attractive interactions can exhibit various complex col-
lective motion patterns if Newton’s third law is broken
by using a vision cone. For isotropic, and thus recip-
rocal interactions, i.e., β = π, we have shown that for
sufficiently small Dθ values, the system undergoes phase
separation with a classical, equilibrium-like, coarsening
dynamics. It is during this phase that we observe the
formation of aggregates with no orientation order. This
behavior is expected to be representative of what hap-
pens in the vicinity of isotropic interactions. For β < π,
interactions are nonreciprocal, and for small Dθ and β
values, the absence of Newton’s third law leads to inter-
esting effects. In particular, we have seen that the accu-
mulation of particles along a given direction in space (
i.e., the formation of a high-density stripe), can induce ei-
ther polar or nematic local orientational order. We made
use of the proposed local distributions of orientations for
the polar and nematic cases to obtain suitable closures of
the derived hydrodynamic equations. We learned that for
locally polar structures – worms – there is no static, per-
colating polar band, which indicates the absence of global
polar order. For locally nematic structures, on the other
hand, we managed to find static patterns, which corre-
spond to elongated structures leading to global nematic
order: nematic bands. All these observations are (qual-
itatively) consistent with observations with agent-based
simulations.
One important message from the derived hydrody-
namic equations is that position-based flocking models
belong to a distinct active class and are fundamentally
different from velocity-alignment-based flocking models,
including the so-called polar fluids [17, 18, 34, 46], active
nematics [19, 36, 37], and self-propelled rods [16, 38–
40, 42–44, 47]. For instance, in position-based flocking
models such as the one analyzed here, the orientational
order that emerges is always associated with density in-
stabilities, and polar or nematic spatially homogeneous
ordered phases cannot exist. This is in sharp contrast
with the spatially homogeneous Toner–Tu polar phase
in (velocity-alignment-based) polar fluids [17, 18, 34, 46]
and the spatially homogeneous nematic phases reported
in [16, 19, 39, 40, 47].
Several fundamental questions remain open for
position-based flocking models. The nature of the
transitions between the different macroscopic phases has
not been explored, the effect of macroscopic fluctuations
has not been addressed, a systematic study of the char-
acteristic width of the emerging patterns (worms and
nematic bands) is missing, and the impact of boundary
conditions has not been analyzed, to name a few of
the relevant issues to be clarified. In short, very little
is known about position-based flocking models, despite
the fact that navigation strategies based on positional
information may prove key to understanding several
biological collective motion patterns [6, 7, 23, 24, 26–28]
and in the design of flocking robots [48]. We expect
these active systems to receive considerable attention in
the near future.
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