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Abstract
A method for measuring the real part of the weak (local) value of spin is presented using a
variant on the original Stern-Gerlach apparatus. The experiment utilises metastable helium
in the 23S1 state. A full simulation using the impulsive approximation has been carried out
and it predicts a displacement of the beam by ∆w = 17− 33µm. This is on the limit of our
detector resolution and we will discuss ways of increasing ∆w. The simulation also indicates
how we might observe the imaginary part of the weak value.
1 Introduction
Weak (local) values were first considered by Landau [1] and London [2] in connection with
superfluids. As these values were not eigenvalues of the system and could not be measured in the
usual way, they were not pursued. However Hirschfelder [3] subsequently realised the importance
of local values, discussing them in terms of what he called “subobservables”. Moreover, Dirac
[4] had anticipated local values in his paper discussing non-commutative geometry in quantum
mechanics.
The idea of a weak measurement has a long history [5] and was brought to prominence by
Aharonov, Albert and Vaidman (AAV) [6, 7] when they suggested a procedure to measure the
weak value of spin for a particle experimentally. While “local” was the original name for these
variables and is still used by some authors [8], “weak” has become popular in this context.
Although we believe “weak” is misleading and can cause confusion with the electroweak force,
we will continue to use it in the rest of this paper.
Weak values are complex, in contrast to eigenvalues that are only real. It must be clearly stated
that the real part of the weak value is not to be identified as an eigenvalue. The experiment
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described here will show how both the real and imaginary parts of the weak value of spin may
be observed. Weak measurement can therefore reveal the more subtle details of quantum pro-
cesses.
Measuring an eigenvalue uses a von Neumann (strong) measurement [9]. This is a single stage pro-
cess whereby the wave function is said to “collapse”. In contrast, the weak measurement process
has three stages; pre-selection, the weak stage and finally a strong stage (post-selection).
The real parts of the weak values for the polarisation and momentum of photons [10, 11, 12]
have been observed and measured. It should be noted that the theory of weak measurement
was originally cast in the non-relativistic regime using Schro¨dinger’s equation (Schro¨dinger par-
ticles), whereas photons obey Maxwell’s equations and are relativistic. In contrast to the photon
case, the real and imaginary parts of the weak value of spin for non-relativistic neutrons have
also been measured [13]; we intend to do the same for non-relativistic helium atoms. We are
following a scheme outlined in AAV and by Duck, Stevenson and Sudarshan [14] which is a
variant on the original Stern-Gerlach (S-G) apparatus [15]. A simulation has been carried out
giving firm predictions of what should be observed within the scope of the parameters set by our
experiment.
2 Method for the weak measurement of spin for atomic
systems
2.1 Weak measurement of spin overview
The weak measurement process allows for the detection of very small phase shifts. By preparing
the system in a particular pre- and post-selected quantum state, it is possible to amplify these
phase shifts so that they are more easily measurable. From this amplified signal, it is possible
to abstract the desired observable of interest. As a consequence of this effect, the phrase “weak
value amplification” is commonly used in the literature. This amplification is constrained by
certain conditions and owing to the limits imposed, these amplified shifts are still relatively
small.
The three stages of the weak measurement regime for spin are as follows. Atoms are first pre-
selected in a desired spin state. In our case, we chose spin up at an angle θ in the x-z plane (see
Fig.1). The atoms then propagate through the weak stage, comprising an S-G magnet with an
inhomogeneous magnetic field in the z-axis. Here the field gradient is small, producing a small
rotation of the spin vector.
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Figure 1: Schematic of the experimental technique. Helium atoms in the m = +1 spin-up state
enter from the left, with spin vector angle θ. The atoms pass through the weak and strong S-G
magnets before eventually being incident on the detector. The displacement due to the weak
measurement process is ∆w. For simplicity the azimuthal angle φ in the x-y plane is not shown.
.
The strong stage consists of a second S-G magnet, with its inhomogeneous magnetic field aligned
along the x-axis (see Fig.1). This field is large enough to separate the spin eigenstates on this
axis. It is this separation that enables us to detect the small phase shift, proportional to ∆w,
induced by the weak stage as shown in the figure. The size of ∆w depends on various features
of the apparatus. Furthermore, since this new shift is still relatively small, we must maximise it
by suitably adjusting the experimental parameters as will be investigated below.
2.2 Experimental realisation
We have chosen to work with helium, excited into a metastable 23S1 triplet state. This form
of helium has several advantages. 1. Its magnetic dipole moment has a magnitude of two Bohr
magnetons [16, 17]. This maximises the displacements produced by the S-G magnets. 2. It
has a lifetime of approximately 8000 s [18], being unable to decay via electric dipole transitions
and the Pauli exclusion principle (i.e., its decay is doubly forbidden). This half-life provides
sufficient time for the atoms to pass through all the stages of the apparatus before decaying. 3.
Metastable helium atoms have an internal energy of 19.6 eV, the highest of any metastable noble
gas species. Upon collision with any surface, it will ionise with ease, allowing for detection with
charged particle detectors. All of these characteristics will enhance the overall signal strength
and sensitivity of the experiment.
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Figure 2: The pulsed helium gas enters from the left. Preparation of the metastable atoms occurs
on the first bench and the weak measuring process on the second. HM = hexapole magnet, HC =
Helmholtz coils, WS = weak stage magnet, SS = strong stage magnet and MCP = micro-channel
plate detector.
Our experimental arrangement is shown in Fig. 2. Helium gas at high pressure enters the
apparatus from the left and is pulsed using an electromagnetic valve producing a supersonic
beam. The atomic beam is excited via an electron seeded discharge, where the atoms collide
with a stream of energetic electrons in a 300 V/cm electric field [17]. The excited gas then passes
through a 2 mm diameter skimmer and travels between two electrically charged plates to remove
residual ionised atoms and free electrons. A hexapole magnet focuses the m = +1 state to a point
along the axis of propagation, defocusing the m = −1 state. The m = 0 state is left untouched.
The m = +1 spin state is focused onto a second skimmer, producing an atomic beam with width
0.5− 1µm.
From this point onwards the apparatus is enclosed in a mu-metal shield to nullify the effects
of the Earth’s magnetic field. Using Helmholtz coils, the magnetic spin axis of the atoms is
set at the angle θ before entering the weak stage; the homogeneous magnetic field is aligned
perpendicular to the atoms’ direction of travel. Upon exiting of the strong stage, the atomic
beam propagates freely onto a detector that consists of two micro-channel plates in a chevron
configuration, coupled to a phosphor screen and CCD camera. The measured deflection ∆w will
be proportional to the weak value of the atomic spin.
Since the displacement ∆w is very small, it is important to reduce vibrations in the final stages
of the apparatus. To this end, two optical benches are used which are isolated by edge welded
bellows; the first bench utilises turbo pumps in order to maintain adequate vacuum in the source
chamber. The second, containing the preparation and detection chambers, employs zero vibration
ion pumps.
3 Simulation using the impulsive approximation
3.1 Simulation
The simulation is divided into three parts; the initial conditions, the application of the interaction
Hamiltonian using the impulsive approximation [19], and the free evolution of the post-selected
spin state. This approximation neglects the free evolution of the atoms in the weak magnet, only
the interaction Hamiltonian is considered. It is also important to note that the inhomogeneous
magnetic field produced by the S-G magnet in the weak stage is maximal along the z-axis, but
negligible along the other two axes. The analysis follows the scheme outlined in [14], but in our
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case we are using the spin-1, 23S1, metastable form of helium. The helium atoms contain the
m = 0 spin state, but this is unaffected by inhomogeneous magnetic fields, passing through the
experiment unhindered.
3.2 Initial conditions
The helium gas is initially prepared as a pulsed beam and is described by the normalised Gaussian
wave packet at time t = 0
ψ(z, 0) =
1
(2piσ2)
1
4
exp
(
− z
2
4σ2
)
, (1)
where σ is the width in position space.
Recall, before the atomic beam is sent through the weak stage, it is spin selected via a hexapole
magnet. Shortly after, a pair of Helmholtz coils are used to set the pre-selected angle of spin θ
within the x-z plane. We describe the resulting spinor in terms of polar angles θ, and φ, in the
following form [20]
ξi(θ, φ, 0) =
 12 (1 + sin(θ))e−iφ1√2 cos(θ)
1
2 (1− sin(θ))eiφ
 =
 c+c0
c−
 . (2)
The initial orientation of the spin vector angle θ can be seen in Fig.1, where the azimuthal angle
φ (not shown), is the corresponding angle in the x-y plane. Angles θ and φ can be changed
by rotating the Helmholtz coils about the y and x-axes respectively. Therefore the initial wave
function prior to entering the weak stage is
Ψi(z, 0) = ψ(z, 0)ξi(θ, φ, 0). (3)
The width of the atomic beam is set by passing it through an orifice/skimmer at the entrance of
the weak stage.
3.3 Simulation of the weak stage process
The atoms then traverse the weak stage magnet, where the wave function evolves under the inter-
action Hamiltonian, weakly coupling the spin and centre-of-mass wave functions. The interaction
Hamiltonian is given by
HI = µ(sˆ.B), (4)
where sˆ are the spin-1 matrices sˆ = [sˆx, sˆy, sˆz], and the magnetic field B = [Bx, By, Bz]. The
inhomogeneous field in the z-direction is maximal Bz = B0 +
∂B
∂z z, where B0 is the homogeneous
component of the magnetic field, and the fields in the other two directions can be neglected.
Explicitly the interaction Hamiltonian is then
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HI = µ
 Bz 0 00 0 0
0 0 −Bz
 . (5)
At this point Schro¨dinger’s equation is used to calculate the state of the system at a later time
∆t, which is the time that the atom spends in the weak field. The resultant wave function is
now given by
Ψw(z,∆t) = exp
(
− i
~
ˆ ∆t
0
HIdt
)
ψ(z, 0)ξi(θ, φ, 0). (6)
Following the process of the weak measurement regime as described in [21], the pre-selected wave
function is then post-selected via the strong stage into the spin-up, m = +1 state in the x-basis
ξ†f (pi, 0,∆t) =
[
1
2
1√
2
1
2
]
. Giving the final wave function
Ψf(z,∆t) = ξ
†
f (pi, 0,∆t) exp
(
−iµ∆tBz sˆz
~
)
ψ(z, 0)ξi(θ, φ, 0), (7)
explicitly this is
Ψf(z,∆t) = ψ(z, 0)
[
1
2
exp
(
− iµ∆tBz
~
)
c+ +
1√
2
c0 +
1
2
exp
(
i
µ∆tBz
~
)
c−
]
. (8)
3.4 Obtaining the weak value of spin
The exponential (phase shift) in Eq. 7 can be Taylor expanded
Ψf(z,∆t) = 〈Sf |
[
1− iµ∆tBz sˆz
~
− 1
2
(
µ∆tBz sˆz
~
)2
+ ...
]
|Si〉ψ(z, 0), (9)
where for convenience we have written |Si〉 for ξi and 〈Sf | for ξ†f . Hence
Ψf(z,∆t) =
[
〈Sf |Si〉 − iµ∆tBz~ 〈Sf |sˆz|Si〉 −
1
2
(
µ∆tBz
~
)2
〈Sf |sˆ2z|Si〉+ ...
]
ψ(z, 0). (10)
If the phase shift in Eq. 7 is sufficiently small such that the inequalities
∣∣∣∣∣
(
µ∆tBz
~
)n
〈Sf |sˆnz |Si〉
∣∣∣∣∣ << ∣∣〈Sf |Si〉∣∣ (11)
and
∣∣∣∣∣
(
µ∆tBz
~
)n
〈Sf |sˆnz |Si〉
∣∣∣∣∣ <<
∣∣∣∣∣
(
µ∆tBz
~
)
〈Sf |sˆz|Si〉
∣∣∣∣∣ (12)
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hold true for n ≥ 2 [14, 21], then Eq. 10 can be expanded to first order
Ψf(z,∆t) =
(
〈Sf |Si〉 − iµ∆tBz~ 〈Sf |sˆz|Si〉
)
ψ(z, 0), (13)
and the transition probability amplitude 〈Sf |Si〉 factored out
Ψf(z,∆t) = 〈Sf |Si〉
(
1− iµ∆tBz
~
〈Sf |sˆz|Si〉
〈Sf |Si〉
)
ψ(z, 0). (14)
If the inequality
L =
∣∣∣∣∣
(
µ∆tBz
~
) 〈Sf |sˆz|Si〉
〈Sf | Si〉
∣∣∣∣∣ << 1 (15)
is also true [14, 21], where L is a limit to be determined, then Eq. 14 can be cast back into
exponential form
Ψf(z,∆t) = 〈Sf | Si〉ψ(z, 0) exp
(
−iµ∆tBz
~
W
)
, (16)
where the weak value is W = 〈Sf |sˆz|Si〉〈Sf |Si〉 .
Using the defined pre- and post-selected states, the transition probability amplitude 〈Sf |Si〉 =
cos(φ)+cos(θ)−i sin(φ) sin(θ) and therefore the final post-selected wave function becomes
Ψf(z,∆t) = 〈Sf | Si〉ψ(z, 0) exp
[
−iµ∆tBz
~
(
sin(θ) cos(φ)− i sin(φ)
cos(φ) + cos(θ)− i sin(φ) sin(θ)
)]
. (17)
It can be seen by comparing Eq. 17 and Eq. 7 that the phase shift is now proportional to the
weak value of spin, and this phase shift can be varied by changing the spin vector angles θ and
φ. Note W is a complex number whose real and imaginary parts are
WRe =
sin(θ)
1 + cos(φ) cos(θ)
, (18)
and
WIm = − sin(φ) cos(θ)
1 + cos(φ) cos(θ)
. (19)
It should also be noted that if φ = 0, then the real part reduces to tan
(
θ
2
)
and the imaginary
part is zero. In this experiment, the real part of the weak value of spin will be measured by
setting φ = 0 and varying the angle θ between 0 and 2pi. The imaginary part can then be
observed by fixing the angle θ and allowing the angle φ to vary. Plots of the two functions are
shown in Fig. 3 for a fixed angle θ = 2.9 rad.
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Figure 3: Plot showing the real (red) and the imaginary (blue) components of the weak value of
spin for a fixed angle θ = 2.9 rad while varying the azimuthal angle φ.
3.5 Free evolution of the Gaussian wave packet at the detector
After the strong stage, the problem is treated as the free evolution of a Gaussian wave packet
by solving the Pauli equation using well-known methods [19, 22]. Polar decomposing the wave
function
Ψ(z, t) = R(z, t) exp
(
i
Φ(z, t)
~
)
, (20)
we find
R(z, t) = 〈Sf | Si〉
2piσ2(1 + ~2t2
4m2σ4
)− 14 exp
 − (z + utWRe)2
4σ2
(
1 + ~
2t2
4m2σ4
) +WImµ∆t~ Bz
 (21)
Φ(z, t)
~
= −µ∆t
~
[
B0WRe +
∂B
∂z
(
WRez +
1
2
utW 2Re
)]
− 1
2
arctan
(
~t
2mσ2
)
+
~t
(
z + utW 2Re
)
8mσ4
(
1 + ~
2t2
4m2σ4
) . (22)
It can be seen that if φ = 0, then WIm = 0 and the mean of the post-selected wave function
shifts by the value ∆w =
(
µ
m
∂B
∂z ∆t
)
t tan
(
θ
2
)
= utWRe, where u is the transverse velocity of
the helium atoms. This is in contrast to the standard S-G experiment where the shift is only
ut.
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The probability density can now be computed, giving the form of the wave function as seen by
the detector
|ΨD(z, t)|2 = |〈Sf | Si〉 |2
2piσ2(1 + ~2t2
4m2σ4
)− 12 exp
 − (z + utWRe)2
2σ2
(
1 + ~
2t2
4m2σ4
) + 2WImµ∆t~ Bz
 .
(23)
As the pre- and post-selected spin states approach orthogonality, θ tends to pi, ∆w increases but
the transition probability decreases. This reduces the number of post-selected events of interest,
leading to the need for longer experimental runs.
Again it is important to understand that this effect only arises when the phase shift acquired at
the first stage is sufficiently small (see Eq. 15). The centre-of-mass wave function is displaced
but its overall shape is maintained after exiting the weak stage.
3.6 The limit and its validity for the real part of the weak value of
spin, φ = 0
The definition of the real part of the weak value used in the literature, tan( θ2 ), only considers
the first order Taylor expansion of the phase shift acquired at the weak stage, when φ = 0. This
approximation is sufficient when describing an ideal experiment, but in reality L (given by Eq.
15) is constrained by the apparatus variables, such as the beam width, σ, before the atoms enter
the weak stage and the time that the atoms are in the weak stage, ∆t. If L exceeds a certain
threshold, then the approximation breaks down as the higher order terms dominate. The new
limit is
L =
µ∆t
(
B0 +
∂B
∂z σ
)
~
tan
(
θ
2
)
<< 1, (24)
where z is now directly related to the spread of the beam, σ, in the inhomogeneous magnetic
field [14, 21].
In order to describe the experimental data effectively (in terms of the first order approximation),
it is important to analyse the limit at the point that the approximation breaks down in detail.
This maximum limit can be determined by analysing the weak measurement process for two
Gaussian wave packets, one describing the first order approximation (Eq. 23), and the other,
an exact case where no approximation is considered, is calculated via the time evolution of Eq.
7.
The first order approximation cut-off is calculated by finding the last point at which the two
simulations coincide; past this point, the simulations begin to deviate from one another due
to the higher order effects. Fig. 4 shows both simulations for a selection of limits; the limits
are calculated by increasing the inhomogeneous magnetic field in the weak stage only, all other
variables are held constant. The beam width is set to 1 µm before the weak stage, and the weak
stage itself is 10 mm in length. The distance from the weak magnet’s exit to the detector is 2.5
m, and the expected atomic velocity of 1750 m/s was used.
From the statistics, the desired limit is 0.37. Past this, the two Gaussian wave packets devi-
ate dramatically. The mean of the first order approximation, red curve, continues to increase,
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while the blue curve, no approximation, comes to a halt and slowly reverts to that of a standard
S-G measurement. The limit of 0.37 and Eq. 24 allow for the optimisation of the experiment
and permit the experimental parameters to be set in order to attain the largest possible devi-
ation. This also enables the experiment to be described in terms of the well-known first order
approximation.
Figure 4: A series of plots showing how the displacement, ∆w, of the Gaussian wave packet is
constrained by various limits. The red curve is the first order approximation which is dominated
by tan( θ2 ). The blue curve is the exact treatment of the system taking into account the higher
order terms. The red and blue curves coincide when L = 0.37; this is the maximum limit for
which the first order approximation holds.
With the maximum limit calculated, it is possible to analyse the system in a way that does not
involve individual variables, such as the inhomogeneous field strength of the weak stage, or the
time that the atom spends in this field. By setting Eq. 24 to the desired limit and neglecting
the homogeneous component of the magnetic field
L =
µ∆t∂B∂z σ
~
tan
(
θ
2
)
= 0.37. (25)
The displacement of the Gaussian wave packet can then be calculated in terms of L. This is
given by
∆w =
µ∂B∂z (∆t)t
m
tan
(
θ
2
)
=
~t
σm
L. (26)
In order to maximise the displacement, the flight time of the atoms after the weak stage, t, must
be as large as possible, while the width of the beam, σ, before the weak stage must be as small
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as possible. The correct combination of these two variables will ultimately enable this small
displacement to be more easily resolved.
From Eq. 26 it can be seen that by fixing σ and t, the displacement of the beam is determined
solely by the limit imposed from the previously discussed simulation. σ will be constrained by
the smallest orifice presently available, and t is limited by the size of the lab and the velocity of
the metastable helium atoms. By adjusting the spin vector angle θ, but maintaining L = 0.37
to produce maximum displacement, ∆w can be measured against varying θ. And from this, the
real part of the weak value for the first order approximation, tan
(
θ
2
)
, can be obtained. Note
that as long as L is kept constant, regardless of the change in θ, the displacement ∆w will also
always be constant if both t and σ are unchanged.
Substituting Eq. 26 into Eq. 23, we can see how the system behaves with this set limit
|ΨD(z, t)|2 = |〈Sf | Si〉 |2
2piσ2(1 + ~2t2
4m2σ4
)− 12 exp
 −
(
z + ~tσmL
)2
2σ2
(
1 + ~
2t2
4m2σ4
)
 . (27)
By again setting the orifice size to 1 µm, and the distance from the weak magnet exit to the
detector to 2.5 m, Eq. 27 can be plotted at a fixed limit of 0.37 for varying atomic velocities. It
can be shown by looking at Fig. 5, that the time taken for the atoms to reach the detector may
enhance ∆w without compromising the limit on the higher order terms.
Figure 5: Plot showing the displacement of the Gaussian wave packet due to the weak measure-
ment process for three different atomic velocities at the limit of L = 0.37.
In order to increase the shift ∆w further, the limit L can be increased. Note, this introduces
errors into the analysis as the first order approximation may no longer be valid. Fig. 6 illustrates
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how changing the limit marginally while decreasing the velocity, allows for larger measurable
shifts.
Figure 6: Plot showing the displacement, ∆w, as a function of the velocity of the atoms with
L = 0.37 highlighted.
Ideally one would want to stay as close to the calculated limit as possible, but reduce the atomic
beam velocity in order to attain shifts that are more easily measurable on the selected detection
device.
3.7 Expected deviation with updated experimental parameters
To obtain numerical predictions for the expected experimental deviation, updated parameters
from preliminary experiments need to be considered. An important factor is the velocity of the
atomic beam. This is obtained from time of flight (TOF) measurements (see Fig. 7). Fig. 7
shows two distinct peaks. The first measured peak is the photon signal arriving from the pulsed
discharge; this photon pulse is used to zero the timing signal as it arrives instantaneously as
the valve is open. Shortly after the photon peak, metastable helium atoms are detected. By
knowing the flight distance from the pulsed valve to the detector, in this case 1.35 m, and the
time from the rising edge of the photon peak to the atomic signal, the velocity of the atoms can
be calculated. From the measured data, the mean velocity of the metastable helium atoms is
found to be approximately 1717 m/s.
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Figure 7: TOF measurement from the MCP detector showing two visible peaks, the first due
to photons from the pulsed discharge, and the second, metastable helium atoms arriving shortly
after. From this data the mean velocity of the metastable helium atoms is calculated to be
1717 m/s.
A list of the variables that will influence the expected atomic deviation is given in Table 1. Note,
the beam width σ has been reduced to 0.5 µm in order to achieve the greatest possible shift,
while the distance from the weak stage exit to the detector is still 2.5 m as this is constrained
by the size of the laboratory.
Table 1: List of variables used in the final experiment in order to measure the real part of the
weak value of spin.
Magnitude units
Velocity of the metastable helium atoms 1717 m/s
First order approximation limit 0.37
Distance of free flight from the weak stage exit to the MCP detector 2.5 m
Azimuthal angle φ 0 rad
Beam width just before the weak stage σ 0.5 µm
Temperature of the pulsed gas 293 K
Looking at Eq. 26 and using the variables given in Table 1, it can be seen that the shift along
the z-axis due to this process is ∆w = 17µm. As pointed out previously, reducing the velocity
of the atomic beam increases the shift. By lowering the temperature of the nozzle by means
of a liquid nitrogen cryostat, it is possible to reduce the velocity of the beam to approximately
1200−900 m/s. This decrease in velocity, while maintaining the chosen limit, would increase the
shift to 24− 33µm.
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4 Conclusion
The experiment described in this paper is designed to measure the real part of the weak value
of spin. In order to achieve meaningful results, a full simulation of the process has been carried
out. This includes the optimisation of the experimental parameters in order to achieve maximum
resolution, which is necessary as the limits imposed by the theory cause the measured shift to
be relatively small.
Investigating this limit has determined the range over which the first order approximation holds.
We have analysed and chosen the experimental parameters to achieve the largest possible dis-
placement. A full simulation has been carried out predicting a shift ∆w, of between 17 and 33
µm. The predicted upper bound displacement (33 µm) is within the experimental resolution,
with scope to increase this further by additional cooling of the atomic beam. It has also been
shown how both the real and imaginary parts of the weak value can be observed by analysing
their distributions in θ and φ.
Our experiment is designed to confirm that the weak value of the spin measures the angle of
polarisation of the original spin system. This will provide us with a tool for measuring the
polarisation angles of spin systems in general. For example, the spin orientation calculations
of Dewdney et al. [23, 24] show that for an EPR-entangled pair, when one of the pair enters
a magnetic field, its spin polarisation angle becomes established. The other remote partner
simultaneously becomes polarised in the opposite direction even though it is in a field-free region.
By measuring the weak value of the spin of this distant partner, we would, in principle, be able
to demonstrate the non-local action of the quantum potential.
The authors would like to thank the Fetzer Franklin Fund of the John E. Fetzer Memorial Trust
for their continued generous support.
References
[1] Landau, L., 1941 J. Phys., USSR, 5 71-80.
[2] London, F., 1945 Rev. Mod. Phys., 17, 310-320.
[3] Hirschfelder, J. O., 1978 J. Chem. Phys., 68 (11), 5151-5162.
[4] Dirac, P. A. M., 1945 Rev. Mod. Phys., 17, 195-199.
[5] Holland, P. R., 1993 Physics Reports (Review Section of Physics Letters), 224, No. 3 95-150.
[6] Aharonov, Y., Albert, D. Z. and Vaidman, L., 1988 Phys. Rev. Lett., 60 1351-4.
[7] Aharonov, Y. and Vaidman, L., 1990 Phys. Rev., 41, 11-19.
[8] Berry, M. V., Five Momenta, 2013 Eur. J. Phys. 34 1337-1348.
[9] von Neumann, J., Mathematical Foundations of Quantum Mechanics, Princeton University
Press, Princeton, 1955.
[10] Ritchie, N. W., Story, J. G. and Hulet, R. G., 1991 Phys. Rev. Lett. 66 1107-10.
[11] Kocsis, S., Braverman, B., Ravets, S., Stevens, M. J., Mirin, R. P., Shalm, L. K., Steinberg,
A. M., 2011 Science, 332 1170-73.
14
[12] Kocsis, S., Braverman, B., Ravets, S., Stevens, M. J., Mirin, R. P., Shalm, L. K., Steinberg,
A. M. ibid, Supporting online material,
www.sciencemag.org/cgi/content/full/332/6034/1170/DC1.
[13] Sponar, S., Denkmayr, T., Geppert, H., Lemmel, H., Matzkin, A., Tollaksen, J., Hasegawa,
Y., 2015 Phys. Rev. A, 92 6 062121.
[14] Duck, I. M., Stevenson, P. M. and Sudarshan, E. C. G., 1989 Phys. Rev. A, 40 2112-17.
[15] Gerlach, W. and Stern, O., 1922 Zeits.Phys., 9, 349-355.
[16] Baldwin, K., March-April 2005 Contemporary Physics, 46, No. 2, 105-120.
[17] Halfmann, T., Koensgen, J. and Bergmann, K., 2000 Meas. Sci. Technol., 11 1510-1514.
[18] Hodgman, S. S., Dall, R. G., Byron, L. J., Baldwin, K. G. H., Buckman, S. J. and Truscott,
A. G., 2009, Phys. Rev. Lett., 103 053002.
[19] Bohm, D., Quantum Theory, New York; Prentice Hall, 1951.
[20] Ballentine, L. E., Quantum Mechanics: A Modern Development, World Scientific Publishing
Co. Pte. Ltd, 1998.
[21] Pan, A. K. and Matzkin, A., 2012, Phys. Rev. A, 85 022122.
[22] Dewdney, C., Holland, P. R. and Kyprianidis, A., 1986, Phys. Lett. A, 119 259-267.
[23] Dewdney, C., Holland, P. R., Kyprianidis, A. and Vigier, J-P., 1988 Nature, 336 536-44.
[24] Dewdney, C., Holland, P. R. and Kyprianidis, A., 1987, J. Phys. A: Math. Gen., 20 4717-32.
15
