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0. INTRODUCTION 
In this paper we are concerned with the existence of positive solutions of the 
nonlinear elliptic eigenvalue problem 
9u = ?f(u) in Q, 
u=o on a-2. 
(0.1) 
Here J2 denotes a bounded domain in RN (IV > 1) with smooth boundary aQ, 
and 9, 
with real, smooth coefficients azk , ai , a, aik = aLz , and a > 0 in 52, is a strongly 
uniformly elliptic linear differential expression. Further f: R+ + R is a con- 
tinuously differentiable function which is asymptotically linear in the sense that 
there exist m, > 0, a function g and a constant C such that 
f(s) = WCs + g(s), 
We suppose f(0) >, 0. 
Ig(s)l < c, VSE [Wt. (0.2) 
The existence of positive solutions of elliptic eigenvalue problems of the form 
(0.1) has been investigated extensively in recent years; we refer to the survey 
article of Amann [I] and the references to work by Keener and Keller, Laetsch, 
Dancer, and others therein. In these papers it is assumed thatfmaps Rf into R+ 
and, in general, the main tool in the proofs is the theory of positive operators 
in ordered Banach spaces. Clearly, this theory is no longer available if f is 
allowed to assume negative values also. We will be interested mainly in this case 
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in part by CNR, GNAFA. 
411 
0022-247X/80/020315-23$02.00/0 
Copyright Q 1980 by Academic Press, Inc. 
.AIl rights of reproduction in any form reserved. 
412 AMBROSETTI AND HESS 
here. Using a different approach based on topological degree and global bifurca- 
tion techniques, we obtain rather complete results which cover both the case 
f(s) > 0 for all s > 0, and the new one. 
The paper is organized as follows. Section 1 contains the statement of the 
results; Section 2 deals with the abstract framework; in Section 3 we discuss the 
bifurcation from infinity, particular interest being posed in the study of the 
asymptotic behavior of the bifurcating branch, showing how it closely depends 
on a classical condition given by Keener and Keller [7]; in Section 4 the case 
f(0) = 0 is studied (bifurcation from the trivial solution); Section 5 deals with 
the case f(0) > 0, and Section 6, finally, concerns the intertwining of the 
branches bifurcating from infinity and from the trivial solution, showing the 
essential role played by the fact whetherf admits nonpositive values on (0, + oo) 
or not. 
A problem similar to ours is discussed in the recent paper [5] by Brown and 
Budin; there the authors use the theory of sub- and supersolutions, but are able 
to give applications to ordinary differential equations only. 
A preliminary announcement of our results has been given in [6]. 
1. STATEMENT OF THE RESULTS 
We shall work essentially in the space E := C(G), the norm of which we 
denote by /j . Ij . By a positive solution of Problem (0.1) we mean a pair (h, u), 
where A > 0 and u is a (classical) solution of (0.1) with u > 0 (i.e., u 2 0, in Q 
and u # 0). Let ZC R+ x E be the closure of the set of positive solutions of 
(0.1). It is our aim to investigate the existence and global behavior of components 
of Z. According to the behavior of the function f near 0, we distinguish between 
three cases. In Theorems A-C below we collect the results for each case separa- 
tely. 
It is well known that the linear eigenvalue problem 
914 = Au in Q, 
u=o on an, 
has a principal (i.e., least) eigenvalue /\I > 0. Further, let f;(O) denote the right- 
sided derivative off at 0. We first discuss the case f (0) = 0. 
THEOREM A. Suppose f (0) = 0 and f+(O) > 0. 
(i) Set A, := (m&l A, . Then A, is a bifurcation point from infinity for 
positive solutions, and it is the only one. More precisely, there exists a component zb, 
of positive solutions which meets (A, , co). If 
lnm>zf g(s) > 0 (1:1) 
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or 
(1.1’) 
respectively, then Z= bifurcates to the left (right) of A, . 
(ii) Set A, : = (f;(O))-1 A, . Then A, is a bifurcation point from the trivial 
solution, and it is the only one for positive solutions. From (A, , 0) there emanates an 
unbounded component Z,, of positizre solutions. 
(iii) If f(s) > 0 f or all s > 0, there is a number A* > 0 such that problem 
(0.1) admits no positive solution with h > A*. In this case .Z,, = Z, . 
(iv) Iff(slJ G Of or some s,, > 0, there exists no positive solution (A, u) with 
II u II = so. Hence the two components L’,, and Z,,, are disjoint, and Problem (0.1) 
admits at least two positive solutions for all h > max(X, , A,,). 
THEOREM B. Suppose still f(0) = 0, but f;(O) < 0. Then 
(i) Assertion (i) of Theorem A holds. 
(ii) There is no bifurcation of positive solutions from the line of trivial solu- 
tions [w-j- X (0). 
In case f (0) > 0, our results are given by 
THEOREM c. Suppose f (0) > 0. Then 
(i) Assertion (i) of Theorem A holds. 
(ii) There exists an unbounded component Z,, of positive solutions meeting 
(0,O). If f (s) > 0 for all s > 0, then LYO = Z., . 
(iii) If f (so) .< 0 for some s0 > 0, there exists no positive solution (A, u) with 
II u II = so. Hence the two components Z. and .Z, are disjoint, and problem (0.1) 
has at least two positive solutions for X > A, . 
Our main tools in the proof of Theorems A-C are topological degree argu- 
ments and a variant of the global bifurcation theorem of Rabinowitz [8]. We 
extend the function f to a continuous functionj defined on [w in such a way that 
j(s) > 0 for all s < 0 (note that if f (0) = 0 and f:(O) > 0, then j can not be 
differentiable at 0). For h > 0 we then look at (arbitrary) solutions u of the 
eigenvalue problem 
5% = AL(u) in Q, 
(1.2) 
u=o on a.0. 
By the maximum principle, such solutions are nonnegative and hence solutions 
of our given problem (0.1). Therefore, the closure of the set of nontrivial solu- 
tions (X, u) of (1.2) in [Wf x E is exactly Z. 
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All our results hold, without modification, also for homogeneous Neumann 
or regular oblique derivative boundary conditions. 
Remarks. (a) It will be clear from the proofs below that 
11 u ;I 3 max{s:f(s) < 0} for all (A, U) E .Zm. 
(b) In order to render prominent the simplicity of our method, we have 
restricted attention to functions f not depending explicitly on .T E .Q. It is an 
easy exercise to extend the present results to functions f defined on 0 x iw k 
and satisfying suitable variants of our hypotheses, provided one assumes that the 
function m, is then positive on 0 and, in casef( ., 0) = 0, distmguishes between 
the cases a,,+f(., 0) > 0 and a,,+f(., 0) < 0 on 0 (where i?.,.f denotes the 
right-sided partial derivative off with respect to the second variable). The case 
where m, or ii,,+f(., 0) changes sign in R poses new difficulties and will be 
treated in a later paper. 
(c) Concerning the precise number of positive solutions of problem 
(O.l), we refer to the paper [4] by one of the authors where upper bounds are 
given without any assumption on the positiveness off. These results, together 
with the present existence theorems, allow us to improve results of Amann [2] 
and Amann and Laetsch [3]. 
2. NOTATIONS AND PRELIMINARY RESULTS 
Let H :=L2(Q), with inner product (., .) and norm 11 $.J , and set E := 
C(D) C H. Further let L, be the linear operator induced by 9 in H, with domain 
D&s) = H,,l(Q) n Hz(Q). Then&, is a closed operator with compact resolvent, 
and 0 E p&J. It is known that L, has a principal eigenvalue h, > 0; the cor- 
responding eigenspace is one dimensional and spanned by a function F E E 
which can be chosen to be positive in Q. We normalize v by 1: v INLz : I. The 
adjoint operator Lz has also the eigenvalue A1 , and by the Krein-Rutman 
theorem, the corresponding eigenspace is again one dimensional and spanned by 
the positive eigenfunction # E E. Let # be normalized by (/ $ I’LL = I, The space 
H admits the topological direct decomposition 
H = HI + iwq, (2.1) 
where HI is the orthogonal complement (in H) of rW$. Note that Hr and Iwp, 
are invariant under L, . Since y E E and E C H, the space E is also decomposed in 
E = El + l&p, (2.2), 
where El = HI n E. 
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By the regularity theory for linear elliptic boundary value problems, the 
restriction L$/E maps E into itself and is compact (as an operator in E). Let L 
be the restriction ofL, to E, defined by 
D(L) = {u E E: u E D(L,), L,,u E E}, 
Lu =L,u, u E D(L). 
Then L is a closed operator in E with compact inverse. 
Let f be an extension of the functionf to R as described in Section 1, and let F 
denote the Nemytskii operator associated with f : F(U) (x) =~(u(x)) for any 
function u defined on D. Then F is a bounded and continuous operator of E into 
itself. Since f(s) > 0 for s < 0, the following result is an immediate conse- 
quence of the maximum principle. 
LEMMA 2.1. Let the function u E D(L) be such that Lu > S(u) in Q, A > 0. 
Then u r> 0 in R. 
Problem (0. I), with h > 0, is now equivalent to the functional equation 
u = XL-IF(u) 
in the Banach space E. In the following we shall apply the Leray-Schauder 
degree theory, mainly to the mapping a,: E + E, 
QA(u) = u - AL-lF(u). 
For R > 0, let B, = (u E E: 11 u /I < R}, let deg(@, , B, , 0) denote the degree of 
CD,, on B, with respect to 0, and let i(@, , uO, 0) be the index of the solution 
u,, of the equation @,h(u) = 0 (provided they are defined). 
3. BIFURCATION FROM INFINITY 
It is assumed that (0.2) holds. In order to investigate the bifurcation from 
infinity, we follow the standard pattern (e.g., [l, 91) and perform the change of 
variable u” := !I u lip’ u (u # 0). We thus consider the mapping YA: E + E 
defined by 
Then A is a bifurcation point from the trivial solution for Y,,(z) = 0 if and only if 
h is a bifurcation point from infinity for aA = 0. 
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LEMMA 3.1. Let A C [Wf be a compact interval with A, 6 A. Then there exists 
a number R > 0 such that Vu E E with Jj u 11 3 R, VA E A, 
CD,,(u) i 0. 
Proof. Suppose to the contrary that there exist u, E E with 11 u, jl + CO 
(n - co) and A, E /I such that DA (uJ = 0. We may assume A,, ---,A E A. By 
Lemma 2.1, u, > 0 in Q. Set el, :r lj U, i1-l U, . Then 
Since 11 U, ii-lF(lc,) is bounded in E, (v,JntN is a relatively compact set in E by 
the compactness of L-l. Suppose pn + +J in E. Then j] @/I = I and v i> 0 in 52. 
Further 
Lv,, = Xnm,vn + A,, (1 u, 11-l G(u,) -+ &n,c 
in E (G denotes the Nemytskii operator associated with g). Since L is closed in 
E, it follows that z’~ D(L) and L6 = Am&?. Hence T? is a positive eigenfunction 
of L to the eigenvalue Am, . But the only eigenvalue with a positive eigen- 
function is A, . Thus x = A, q! A, a contradiction. 1 
COROLLARY 3.2. For X E (0, A,), i(lu, , 0 0) = 1. 
Proof. Lemma 3.1, applied to the interval A = [0, A], guarantees the exist- 
ence of R i 0 such that 
u - thL-‘F(u) # 0 
Vu E E with u 11 2~: R, Vt E [0, I]. Thus, performing the transformation 
2 = ;/ u !1--2 u (24 F 0), we get 
z - th 11 z ii”L-lF (A) # 0 
VZ E E with 0 < 11 z I] < R-l, Vt E [0, I]. Hence for any E E (0, R-l], 
deg(yA , B, , 0) = @(A B, , 0) = 1, 
which implies the assertion. I 
On the other hand we have 
LEMMA 3.3. Suppose h > Aa. . Then there exists R > 0 with the property that 
Vu E E with 11 u !I > R, VT 3 0, 
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Proof. Let us assume that for some sequence (u,),,~ in E with 11 u, /I+ CC, 
and numbers 7, 3 0, c&(u,) = rnv. Then 
Lu, = @p,) + T?Jl% (3.1) 
and since r&p, > 0 in 9, it follows by Lemma 2.1 that u, >, 0 in .Q. Let 
u - w, + s,p, be decomposed according to the decomposition (2.2). Then 
~:&,$)(p),#)-~>0, V~EN. 
We first prove that s, + +cc as n + co. Suppose that the sequence (s,),~~ 
is bounded. Then 11 w, II+ co. Set v, := 11 w, /j-l w, . Let P: E-+ E be the 
(continuous) projection of E onto Er parallel to IF+. Applying P to Eq. (3.1) we 
obtain 
Lv, = h 11 w,~ 11-l PF(u,) = Am,v, + X /I w, 11-l PG(u,,). 
Since G(u,) is bounded in E, we infer as in the proof of Lemma 3.1 that (for a 
subsequence) V~ + or in E, /I B /I = 1, and (g, #) = 0. Thus c has to change sign 
in Q. On the other hand, u, 3 0 in Q implies that V, >, -s, 11 w, 11-l CJI and in the 
limit v >, 0, a contradiction. 
Taking the inner product of (3.1) with 4, we get 
Hence 
4(% #) = wn ,4J) 
= hm,(u, , ~4 + YG(u,), #) + TA(v, $1 
;> Xm,s,(y, 4~) + h(G(u,), 4). 
4 b Am, + (sn(w 4~))~’ h(G(u,), 4) - Am, 
(n + CD), a contradiction to the assumption h > h, . i 
COROLLARY 3.4. For X > A, , i(YA , 0,O) = 0. 
Proof. By Lemma 3.3, there exists R > 0 such that Q,,(u) + t // u Ijs p, 
Vu E E with /I u 11 >, R, V’t E [0, I]. Then 
YAM f 4 VZ/~E:O<~I~~~<R-~, tJt~[O,l]. 
We conclude that 
deg(YA , B, , 0) = d&Y,, - w B, , 0) = 0 
for all E E (0, R-l]. The assertion follows. 1 
We are now ready to prove 
PROPOSITION 3.5. A, is a bifurcation point from infinity for positive solutions, 
and the on<v one. There exists an unbounded component 2I& of positive solutions 
which meets (A, , ~0). 
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Proof. That h, is a bifurcation point from the trivial solution for the equation 
Y,,(z) = 0, and that there bifurcates an unbounded continuum of (positive) 
solutions from (h, , 0), follows from a simple modification of the global bifurca- 
tion theorem of Rabinowitz [8, Theorem 1.31: The assumptions about the 
differentiability at z = 0 of the mappings involved and the oddness of the 
multiplicity of the eigenvalue X, of the “linearized” problem at z -= 0 are 
replaced here by the assertions of Corollaries 3.2 and 3.4, which have to be 
compared with Relation (1.11) in [8]. Bv the transformation u = 11 u” I]-* z we 
then obtain the continuum & . 
The uniqueness of /\, as a bifurcation point from infinity for positive solutions 
of GA(u) = 0 follows with the same arguments as in the proof of Lemma 3.1. 
I 
We now turn to the more detailed study of the nature of the bifurcation at 
(A, , co). For that purpose we suppose that g satisfies either (1.1) or (1.1’). 
LEMMA 3.6. (i) .&sume (1.1) holds. Then the assertion of Lemma 3.1 holds 
with 11 = [A, , /3], where /3 > A,. 
(ii) -4ssume (1.1’). Then we can take rl = [0, X,] in Lemma 3.1. 
The important point in this sharpening of Lemma 3.1 is the fact that A, is 
now included in the set /l. 
Proof. We prove statement (i); (ii) f 11 o ows similarly. By Lemma 3.1 the 
assertion holds for any interval /l, = [h, + E, /3], E > 0. Suppose now there 
exist sequences (u,),,~ in E and (h,JnsN in Rf with /I u, 11 ---f CO, h, 1 X, , such 
that @,In(uJ = 0 Vn. As in the proof of Lemma 3.1, we have u, 3 0 and, setting 
Z’n = !j u, II-1 24, ) we conclude that z’, + zi in E, 11 @ll = 1 and @ > 0 in J2. 
Further LF = X,m,@, which implies that ?Y = CY~ for some 01 > 0. Hence F > 0 
in Q and u,(x) = 11 u, /I V,(X) + fco, Vs E Q. In the decomposition 
u, = w, + s,g, according to (2.2), we have s, = (u, , 4) (v, (cI)-’ > 0. Moreover 
As h,m, > h, , we conclude that lng(u,) 4 ds < 0 Vn E N. By the Fatou 
lemma, it follows that 
(c : = lim inf,,,, g(s) > 0), a contradiction. 1 
Assertion (i) of Theorems A-C follows now directly. 
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4. BIFURCATION FROM THE TRIVIAL SOLUTION 
We suppose now f(0) = 0 and investigate first the case f;(O) > 0. The 
assumptions imply that there is a constant c : 1 s-If(s)1 < c Vs > 0. Set h, := 
(fxw 4 . 
LEMMA 4.1. Let A C IF!+ be a compact interval such that A, 6 A. Then there 
exists 6 > 0 with the property that an(u) f 0 Vu E E with 0 < 11 u 11 < 6, VA E A. 
Proof. We suppose, to the contrary, that there exist sequences (h,JnEN in A 
and (u,),,~ in E: A, -+A E A, u, ---f 0 in E, such that DA n (uJ = 0 Vn. By Lemma 
2.1, u, > 0 in Q. 
Set v, := 11 un 11-l 24, . Then Lv, = A, /I u, II-‘F(u,). Since jj u, II-‘F(u,) is 
bounded in E, we infer that (v,JnPN is relatively compact in E; hence (for a 
subsequence) vu, -+ B in E with 5 3 0 in Q, II B// = 1. Further 
II un II-‘ WrJ -fJO) -2 in E. - 
We conclude that LV = xfi(O) 7 z,an since~~~~~=l,~>OinQ,that~fJO)=h,, d 
i.e., 1 = A,. But by assumption, &, 6 A. 1 
COROLLARY 4.2. For X E [0, A,,), i(@, , 0,O) = 1. 
We now turn to h > A, . 
LEMMA 4.3. Let h > A,. Then there exists 6 > 0 such that Vu E E with 
0 < II u I/ d 6, VT 3 0, @A(U) # Tp). 
Proof. We assume again to the contrary that there exist 7, > 0 and a 
sequence U, -+ 0 in E such that QA(u,) = TOP) Vn. AS Lu, = AF(u,) i- T,&I 
and 7,J1v > 0 in 52, we conclude by Lemma 2.1 that u, > 0 in Q. Employing the 
decomposition u, = w, + s,p, according to (2.2), with s, > 0, we obtain 
Choose u > 0 such that (T <f;(O) - A-IA, . For all sufficiently large it, 
Thus 
a contradiction. I 
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COROLLARY 4.4. For h > AO, i(@, , 0,O) = 0. 
P~ooj. Let 0 < E < S, where 6 is the number asserted in Lemma 4.3. As @A 
is bounded on B, , there exists a > 0 such that Q,,(U) # UT, VU E B, . By Lemma 
4.3, O,,(u) # tap, Vu E aB, , Vt E [0, I]. Hence 
de&4 , 4 , 0) = deg($ - a~, B, , 0) = o. 1 
In the same way as before Proposition 3.5, we now obtain 
PROPOSITION 4.5. A,, is a bijurcation point from the trivial solution, and it is 
the only one for positive solutions. There exists an unbounded component L’,, of 
positive solutions emanating from (A0 , 0). 
This is exactly Assertion (ii) of Theorem A. 
We conclude this section by considering the case j(0) = 0, j;(O) < 0. 
Assertion (ii) of Theorem B follows readily by the arguments used in the proof 
of Lemma 4.1: 
LEMMA 4.6. In case f(0) = 0, j:(O) < 0, there is no bzyurcation of positive 
solutions from the trivial solution. 
5. CONTINUA WITHOUT BIFURCATION 
We briefly look at the situation where j(0) > 0. 
LEMMA 5.1. There exists an unbounded component .Z,, of positive solutions of 
problem (0.1) meeting (0,O). 
Proof. By Theorem 3.2 of Rabinowitz [8] there exists an unbounded conti- 
nuum .Z,, of solutions (h, u) of the equation DA(u) = 0 in [Wf x E, meeting 
(0,O). Note that (0, U) is a solution only for II = 0, while (A, 0) is a solution only 
for X = 0. Thus (h, u) E .&,\{(O, 0)) is a positive solution, by Lemma 2.1. u 
The first part of Theorem C(ii) follows from Lemma 5.1. 
6. GLOBAL BEHAVIOR OF THE COMPONENTS OF POSITIVE SOLUTIONS 
We start with 
LEMMA 6.1. Suppose j(s) > 0~s Vs > 0, with a > 0. Then there exists a 
number A* > 0 such that there is no positive solution (A, u) of GA(u) = 0 with 
h > x*. 
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Proof. Let (h, U) be a positive solution of DA(u) = 0. Then Lu = W(u) > Xolu 
and hence 
h(u, $4 = (Lu, #) 3 wu, 4). 
Since (u, I/J) > 0, it follows that h < or-9, =: h*. I 
Note that (i) if f (0) = 0, f;(O) > 0, and f (s) > 0 Vs > 0, or (ii) if f (0) > 0 
and f(s) > 0 Vs 2 0, the hypothesis of Lemma 6.1 is satisfied (of course (0.2) 
is assumed). 
The assertion that Z,, = ZW in both Theorem A(iii) and Theorem C(ii) now 
follows easily. For, in both cases Z,, and &, are contained in the strip [0, h*] x E, 
and X, is the only bifurcation point from infinity. In Theorem A(iii), the 
unbounded component Z,, has to meet (h, , co), since (h, , 0) is the only bifurca- 
tion point from the trivial solution for positive solutions. A similar argument 
. . 
apphes m Theorem C(ii). 
Finally, we suppose f (s,,) ,< 0 for some s,, > 0. 
LEMMA 6.2. If f (s,J < 0 for some s,, > 0, then an(u) f 0 Vu E E with 
I/u11 =so, VA>O. 
Proof. Suppose a,,(u) = 0 for some A > 0 and 11 u /I = s,, . By Lemma 2.1, 
u > 0 in Q and thus 0 < u(x) < sO, Vx E Q. There exists m 2 0 such that 
f(s) + ms is monotone increasing in s for s E [0, s,]. Then 
(L + Am) u = X(F(u) + mu) 
and, since Ls, = 0 3 F(s,), 
(L + Am) so 2 W(s,) + ms,). 
Subtracting, we get 
(L + Am) (so - 24) 2 0 in Q, (so - 24) > 0 on 352. 
The maximum principle implies that so - u > 0 in Q and hence /I u !I < so, 
a contradiction. I 
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