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In the sequel, A will always denote a subset of the real line having at 
least n t-2 elements (n >O), I, =inf(A), I2 = sup(A), and 1((A) will denote 
the convex hull of A (thus for example, if A = [2,3) u (4, co), then Z(A) = 
6% a))); z, = {zo, .-., z,} will be a set of real valued functions define 
on A; by S(Z,) we shall denote the linear span of Z,. We shall cali Z, a 
weak CebySev system (Cebydev system), provided that Z, be linear1 
independent on A, and for every choice of n + 1 points t, of A, wit 
t,<t,< ... <t,, det[zi(ti); i,j=O, . . . . n] 20 (>O). If Zk is a (wea 
CebyHev system for k = 0, . . . . ~2, then Z, will be called a (weak) Markov 
system. A normalized-or normed-(weak) Markov system is a 
Markov system Z, for which z0 E 1. Markov systems are also calle 
plete CebyHev systems (cf. Karlin and Studden [2]). We shall say that 
u, = (uo, . . . . u,} has been obtained from Z, by a triangular linear transfor- 
mation if u,, = zO, and 
~/c-zk~w-l), k = 1, 2, . ..y n. 
Note that if Z, is linearly independent hen, for k = 0, I, . . . . ~1, U, is a basis 
of S(Z,). We shall adopt the convention that if b G a, then [a, b) = 
(4 bl= $23. 
In [6, Theorem l] we gave an integral representation of Markov 
systems. Recently Zielke [ll] gave a counterexample and a corrected 
version of this result, and generalized it to a class of normalized weak 
Markov systems. The purpose of our paper is to extend the results of [ II], 
using a refinement of a new embedding property of normalized weak 
Markov systems developed in [7]. 
A system Z, will be called nondegenerate if for every c in A, Z, is 
linearly independent both on (- co, c) n A and on (c, co) n A, and it will 
be called weakly nondegenerate provided that the following conditions are 
satisfied: 
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Condition I. For every real number c, Z, is linearly independent on at 
least one of the sets (c, co) n A and (-co, c) n A. 
Condition E. For every point c in I(A) we have: 
(a) If Z, is linearly independent on [c, 03) n A, then there exists a set 
U,,, obtained from Z, by a triangular linear transformation, such that for 
any sequence {k(r); r = 0, . . . . m} with k(0) > 0 and k(m) d IZ that is either 
strictly increasing or contains exactly one element, the set (u,+); 
r = 0, . . . . m} is a weak Markov system on [c, co) n A. 
(b) If Z, is linearly independent on (-co, c] n A, then there exists a 
set I’,, obtained from Z, by a triangular linear transformation, such that 
for every sequence {k(r); r = 0, . . . . m) with k(O) > 0 and k(m) <n that is 
either strictly increasing or contains exactly one element, { (- l)‘-k(‘)u,(,,; 
r = 0, ..,, m} is a weak Markov system on (-co, c] n A. 
Finally Z, will be called “representable” if for any point c in A there exist 
a set U, = {uO , . . . . un}, obtained from Z, by a triangular linear transforma- 
tion; a strictly increasing and bounded real function h(t), defined on A and 
such that h(c) = c; and continuous, increasing, and nonconstant real 
functions w,(t), defined on 1(/z(A)), such that for all x in A 
240-l 
u,(x) = j;“’ dw,(t,) 
(1) 
u,(n)=~ncx’~z’...~~n-‘dw,(t,)...dw~(t,). 
c c c 
In [ 111, Zielke essentially proved that a nondegenerate normalized weak 
Markov system is representable. Our main result is: 
THEOREM 1. Every weakly nondegenerate normalized weak Markov 
system is representable. 
Remarks. (i) In the statement of [ll, Theorem 31, Zielke asserts that 
the representation (1) is valid for some point c, but in the proof of the 
theorem he actually shows that a representation exists for any point c in A. 
The distinction is, however, immaterial: If (1) is satisfied for some point c 
in A it is easy to see that for any other point c’ in A there is a basis UL 
of S(Z,), obtained from U, by a triangular linear transformation, having a 
representation of the form (1) with c replaced by c’. 
(ii) It can be shown that every nondegenerate normalized weak Markov 
system satisfies Condition E (this has essentially been done in the proof of 
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[S, Theorem 23). Thus, every nondegenerate normalized weak Markov 
system is weakly nondegenerate. The converse, however, is false: Let u0 s I, 
u,(x) =x on (0, 11, z+(x) = 1 on [l, 2), and uz(x) = [Us]” on (0,2). 
Then U, = {u,,, ur, u2} is a weakly nondegenerate normalized weak 
Markov system on (0,2). However Uz is not nondegenerate there. 
(iii) The converse of Theorem 1 is false: let h(t) = t, wl(t) = 1 on (- 1, O), 
wr(t) = t + 1 on [0, l), w*(t) = t on (-1, 0), and w*(t)=0 on CO, 2). If 
u2 = bo, u1 , u2} has a representation of the form (l), it is readily seen that 
u,zO on (-1,l). 
We shall call Z, strongly representable if it is representable and all the 
functions w,(t) are strictly increasing on h(A). We shall say that A has 
property (B), if for any two elements of A there is a third element of r3i 
between them. As a consequence of Theorem 1 we shall prove: 
THEOREM 2. Let A have property (B) and assume that Z, is weakly non- 
degenerate. Then Z, is a normalized Markov system l&$ and only if it is 
strongly representable. 
COROLLARY. Let A have property (B) and assume that Z, is weakly non- 
degenerate. Then if Z, is a normalized Markov system on A there is a func- 
tion z,+ i such that also Z, v (z,+ 1 > is a normalized Markov system on A. 
If Z, is a Markov system, it is obvious that Condition Ii is satisfied. If, 
moreover, A satisfies property (B), it is easy to see that Condition E is 
satisfied for any point in (II, Z2) A A, making the assumption of weak non- 
degeneracy redundant if neither I, nor I2 are in A; thus this corollary 
generalizes the main result of [9]. Since it is not known as yet under what 
circumstances Condition E will be satisfied at an endpoint, it is at present 
unclear whether the corollary also generalizes the main result of [5]. 
intend to study this problem in a later paper. 
A system 2, is called C-bounded if every element of Z, is bounded on 
the intersection of A with any compact subset of I(A); if A is an interval 
and every element of Z, is absolutely continuous in any closed subintervai 
of A, we shall say that Z, is C-absolutely continuous. IIf V, = (Q,, . . . . v,> 
is a set of real functions defined on a real set B we say that Z, can be 
embedded in V,, if there is a strictly increasing function h: A + B such that 
v, [h(t)] = z,(t) for every t E A and i= 0, 1, . . . . n. The function h is called a 
embedding function. 
In the proof of Theorem 1 we shall need the following refinement of the 
theorem of [7]: 
THEOREM 3. Let c be an element of A. If Z,, is a weakly nondegenerat~ 
normalized weak Markov system on A, then Z, can be embedded in a weakly 
nondegenerate normalized weak Markov system V, of C-absolutely COB- 
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tinuous functions defined on an open bounded interval, and V,, and the embed- 
ding function h(t) can be chosen so that h(c) = c. Moreover if A satisfies 
property (B), the converse statement is also true. 
The proof of Theorem 3 is based on the following auxiliary propositions: 
LEMMA 1. Let Z, be a weakly nondegenerate weak Markov system on a 
set A, let p: A -+ R be a strictly increasing function, and let ,v,(t) = 
z,(p-‘(t)), r=O, . . . . n. Then V,, is a weakly nondegenerate weak Markov 
system on p(A). 
The proof of Lemma 1 is straightforward and will be omitted. 
LEMMA 2. Let [a, b] be a closed bounded interval. Assume that f is a 
continuous function of bounded variation and that g is a strictly increasing 
continuous function, both defined on [a, b]. For a ,< CI </I Gb, let V(f, CI, p) 
denote the total variation off on [a, /I]. Let c E [a, b] be arbitrary but fixed, 
and define v(f, t) to equal V(f, c, t) on [c, b] and - V(f; t, c) on [a, c). 
Finally, let q(t) = g(t) + v(f, t) and h(t) = f[q-l(t)]. Then h(t) is absolutezy 
continuous on [q(a), q(b)]. 
Proof of Lemma 2. The hypotheses imply that q(t) is strictly increasing 
and continuous; thus q-‘(t) is strictly increasing on [q(a), q(b)]. If 
a < s1 -= s2 < b, then Ifbd -f(sI)l 6 V(fi Sl, sq) = v(f, s*) - v(f, s1) < 
4.A x2) - v(J; 4 + &d - gh) = q(sJ - dsd- Thus, if (aI, Pd, 
(a2, p2), . . . . (a,, /I,) are disjoint subintervals of [q(a), q(b)] we have 
,cl Ih(Pi) -h(az)l= igl If IIS-’ -f CC’(~i)ll 
d jl (4C4-1(Bi)I -4t4-1(ai)l)= i (Bi-01,)2 
i=l 
and the conclusion follows. Q.E.D. 
The following lemma implies that every weakly nondegenerate nor- 
malized weak Markov system is C-bounded: 
LEMMA 3. Let U,= (uO, . . . . un> be a weakly nondegenerate normalized 
weak Markov system on a set A, let I, = inf(A), I2 = sup(A), c E I(A), and let 
u be any function in S(U,). 
(a) If c> I, and c is a point of accumulation of (i1, c) n A, then 
lim *-+c- u(t) exists and is finite. 
(b) If C-C I, and c is a point of accumulation of (c, Z,)n A, then 
lim f-C+ u(t) exists and is finite. 
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ProoJ We only prove (a); the proof of (b) is similar and will be 
omitted. 
We proceed by induction. The assertion is trivially true for n = 0. To 
prove the inductive step, assume that for any function w in S(U,- r) (where 
u,-, = (u,, .-., u,-J), limrec- w(t) exists and is finite. If U, is li~ea~~~ 
independent on ( - 00, c) n A there is a number d E A such that d z c. 
Indeed, this is obvious if c < I,, whereas if c = I, we can take d = I,. Since 
clearly U, is linearly independent on ( - co, d] n A, by Condition 
conclude that there is a function u = U, + w, with w E: S( U,, _ 1), such that u 
is monotonic on (-co, d] n A, whence the conclusion readily f~hrsws. 
Assume now that U, is linearly dependent on (- UJ, c) n Al. Condition I 
then implies that U, is inearly independent on (c, a) A A, and therefore on 
any set of the form (d’, co) n A, d’ < c. Another application of Con 
readily yields the conclusion for this case as well. 
The proof of the next proposition was sketched in [7]. 
LEMMA 4. Let Z, be a normalized weak Markov system of bounder 
functions defined on a closed interval I= [a, b]. Then all the elements of 
S(Z,) are of bounded variation on I. 
Proof: Let z be a function in S(Z,), arbitrary but fixed, let y be any real 
number, and let v(y) denote the number of sign changes of z(t) - y. Since 
[lo, p. 12, Lemma 4.11 implies that v(y) <n, and the boundedness of z(t) 
implies that v(y) has bounded support, the conclusion follows from, e.g., 
[4, p. 257, Theorem 61. Q.E.D. 
LEMMA 5. Let Z, be a weakly nondegenerate normalized weak Markov 
system defined on an interval I (open, closed, or semiopen), and let c E I. 1s 
z1 is continuous at c, then all the elements of S(Z,) are continuous at c. 
ProoJ: We shall only prove that if c>inf(l), then all the elements of 
S(Z,) are left-continuous at c. The proof of the other case is similar an 
will be omitted. 
We proceed by induction on n. For n = 1 the assertion is true by 
hypothesis; assume therefore that n > 1. 
If Z, is linearly independent on S, = (- co, c] n I, then from Condi: 
tion E we readily conclude that there is a set V,,, obtained from Z, by a 
triangular linear transformation, such that both (1, (-l)n-l~,) and 
(1, Ul, (- l)%,) are weak Markov systems on S,. The first assertion is 
equivalent to saying that ( - l)n-l~, is increasing on S1, from which we 
conclude that (- l)“-‘u,(c-) < (-l)“-&(c). The linear independence 
implies that there is a point t, in (-co, c)nZ such that u,(b) <Us. 
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Assume that t, < t < c; then, subtracting the second column from the third, 
we have 
1 1 1 
O< u1(to) u1(t) Ul(C) 
(-l)%z(t,) (-lPGz(t) (-1)%(c) 
1 1 0 
= (- 1)” %(kJ %(I) %(C)- u1(t) . 
hAto) u,(t) %2(c) - u,(t) 
Since ul(t) is continuous at c, passing to the limit we have 
1 1 0 
o<(-ly u1(to) Ul(C) 0 
u,(h) &- ) u,(c) - %A- ) 
= (- lYCUl(C) - ~1(~o)lC%z(c) - un(c- )I> 
whence we conclude that (- l)“-‘u,(c) < (- l)“-‘u,(c-). We have there- 
fore shown that u,(t) is left-continuous at c. Since u, = z, + w, with 
w E S(Z, _ 1), applying the inductive hypothesis we conclude that also z, is 
left-continuous at c. 
If Z, is linearly dependent on ( - co, c] n 1, from Condition I we con- 
clude that Z, must be linearly independent on (c, a) n I. Thus, if d is an 
arbitrary but fixed point in ( - co, c) n 1, it is clear that Z, is linearly inde- 
pendent on J, = [d, co) n 1, whence by Condition E there is a set V,, 
obtained from Z, by a triangular linear transformation, such that both 
(1, u,} and (1, u,, un} are normalized weak Markov systems on J2. The 
first assertion is equivalent to saying that V, is increasing on J2, from 
which we conclude that v,(c-) 6 u,(c). The linear independence implies 
that there is a point t, in (c, co)n I such that z)~(c) <u,(t,). Choosing 
t < c and proceeding as in the preceding paragraph, we deduce that 
Cdc- I- Qc)lL-u,(t,) - vl(c)la 0, w h ence u,(c) < u,(c- ), and the conclu- 
sion readily follows. Q.E.D. 
Proof of Theorem 3. Assume that Z,, is a weakly nondegenerate 
normalized weak Markov system. 
From [7] we know that Z, can be embedded in a normalized weak 
Markov system U, = (u,,, . . . . u,} of continuous functions defined on an 
open interval (a,, b,), and such that if h is the embedding function then 
h(c) = c. 
Assuming now that Z, is weakly nondegenerate, we shall adapt the 
procedure outlined in the proof of the theorem of [7] to show that u,, is 
also weakly nondegenerate. 
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Let S= {si} denote the set of points of accumulation of A at which zi(r) 
has jump discontinuities. If si E S n (II ) 12), let di = 2 -‘; on the other han 
if s E A let a, = 22”+ ‘) if zi(s+ ) - zl(si) # 0, and 0 otherwise. If si = I, and 
1, ;A, iet d, = ai = Iz,(s’ ) - zi(sJ, whereas if s, = Z2 and &E A, we define 
ai=Iz,(~,)-zl(~,)I. Let q(t)=t+&<rdj if teA but t&S, whereas for 
t, E A n S we define q(ti) = ti + (&< f, d,) + a,. It is clear that q(t) is strictly 
increasing. (Note that there is a typographical error in the definitions of 01, 
and 8, in [7]. They should be defined in a manner similar to that of LZ, 
above.) 
Setting zp’(t) = zk [4 ~ l(t)], we infer from Lemma 1 that 2;‘) is weakly 
nondegenerate on A (‘) = q(A). Moreover, it has the property that z’p’ is 
either continuous or has a removable discontinuity at every point of 
accumulation of A(O). 
Let I{“‘= inf(A(‘)), 1$“)= sup(A(‘)). If I{“) belongs to A(‘), define zi’) to 
equal z(‘)(ll) on (-co, I{“))* if I$“’ belongs to A(‘) define .z(“) to equal 
zi”)(Z.j”); on (I$“), co); moreover, let zl’)= z:” on i(O). Cleariy ZLi) ’ 1s a 
weakly nondegenerate normalized weak Markov system defined on a set 
A(“) that has no first nor last element. Let Ii”)=inf(A(‘)), Z~‘“=sup(A”‘), 
and let J(‘) denote the closure of A(‘) in the relative topology sf 
I= (I{“, ZJ”). If x is in K(i) but not in A(‘), define zL2’(x) =limt+X- z:“(t), 
r = 0, *~., n, if x is a point accumulation of (-co, x) n AEi), or z!‘)(x) = 
lim t4x+ z* (l)(t), r = 0, . ..) n, if it is not (this can be done because of 
Lemma 3), whereas for x in A(‘), let z!~)(.x) = ztl)(x). Clearly Zi2) is a 
normalized weak Markov system on A(‘). 
It is readily seen that Zp) is weakly nondegenerate on A(‘“: To prove 
Condition I for Zp), assume, e.g., that Zp” is linearly dependent on 
Cc, co) n A(l). From Condition I for Z,$” we readily infer that ZL” is 
linearly independent on (-co, c] n A(“), which clearly implies that Zp) is 
linearly independent on (-co, c] n A . -(l) To prove Condition E, assume, 
for example, that Z, (2) is linearly independent on [c, co) n A(“). Let de A(“), 
d< c be arbitrary but fixed. Since Zi” is clearly linearly independent on 
[d, 00) n A(‘), applying Condition E to ZF) on [d, 00) n A(r) and passin 
to the limit, Condition E for Zp’ on [c, 00) n A(‘) readily follows. 
Clearly the complementary set of A(‘) in (I,“‘), lp’), if not empty, i
joint union of open intervals Vj; moreover if cJ = inf( Vj, and 4 = s 
then both c and dj are in A(‘). Let W, be defined on I as follows: If 
then w,(t) 1 zS2’(t). On the other hand, if t 4 A(“), then c, < t < di for some 
i. In this case, define w,(t) = [(dj- t) z!*)(cj) + (t-c,) zL2’(di)]/ 
(Note that t= [(di-t)c,+(t-cc,)di]/(dj-ci).) It is readily se 
wn = (wo, .~.) w,> is a normalized weakly nondegenerate weak Mark~v 
system, defined on the open interval I. Since z$*) is clearly continuous in 
kc’), and w1 is obtained from it by linear interpolation, we readily dedu 
that w1 is continuous on I. Applying Lemma 5, we thus conchade that a 
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the elements of W,, are continuous on Z. We have therefore shown that Z, 
can be embedded in a weakly nondegenerate normalized weak Markov 
system W, of continuous functions defined on an open interval I. 
Moreover, from Lemma 4 we know that the elements of S( W,) are of 
bounded variation on every closed subinterval of I. Thus, if the functions 
u(wk, t) are defined as in Lemma 2, p(t) = t +CgEl u(wk, t), I, = p(Z), 
w!‘)(t)=w.[p-l(t)], i=O, 1, 2, . . . . IZ, and WC’)= (w!j), w(,l), .. . . wi’)>, it is 
readily seen from Lemmas 1 and 2 that W$ is a weakly nondegenerate 
normalized weak Markov system of C-absolutely continuous functions on 
Z,. Thus, there is a strictly increasing function h(l) that embeds Z, into 
Wf). Setting pl(t)=c-h(c)+ t, h,(t)=p,[h(t)], wi2)(t)= wj”[p;‘(t)], 
and WL,” = { wh2’, . .. . wL2)}, it is easy to see that h,(t) embeds Z, into WL2), 
and that h,(c) = c. Making if necessary a change of variable of the form 
c + arctan( t - c) to ensure the boundedness of the domain of the elements 
of Wi2’, the conclusion readily follows. 
The proof of the converse is trivial and will be omitted. 
To prove Theorem 1 we also need the following: 
Q.E.D. 
LEMMA 6. Let Un= (u,,, . . . . u,> be a weakly nondegenerate weak 
Markov system on an interval (a, b). Iffor some c in (a, b), uO(c) = 0, then 
uk(c) = 0, k = 1, 2, . . . . n. 
ProoJ We proceed by induction on ~1. For n = 0 the assertion is true by 
hypothesis. To prove the inductive step, assume first that U,, is linearly 
independent on (a, c). Then from Conditon E we readily conclude that 
there is a set V,, obtained from U, by a triangular linear transformation, 
such that both (( - l)“~,} and (uO, ( - l)n+lun} are weak Markov systems 
on (a, c]. From the first condition we conclude that (-l)%,(c) 20. The 
linear independence implies that there is a point t, E (a, c), such that 
u,,( to) # 0. Applying the second condition we readily deduce that vO( to) > 0 
and that uO( to)( - 1)” + 1 V,(C) > 0. Thus ( - 1 )“u,(c) < 0, and the assertion 
readily follows. 
If U,, is linearly dependent on (a, c), from Condition I we deduce that it 
must be linearly independent on (c, b), and the assertion is proved by a 
similar procedure. Q.E.D. 
Proof of Theorem 1. Let Z, be a weakly nondegenerate normalized 
weak Markov system. Without loss of generality we can assume that 
zi(c) = 0, i = 1, . . . . n. From Theorem 3 we know that there is a strictly 
increasing function p: A + (a,, b,) and a weakly nondegenerate normalized 
weak Markov system (qO, . . . . q,,} of C-absolutely continuous functions 
defined on (al, b,), such that zi= qiop, i=O, . . . . n, and p(c) = c. Clearly 
ql(c) = 0, i = 1, . . . . n; moreover, if D is the set of points on which the func- 
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tions qi are differentiable, then the measure of D equals b, -a,. Let Z be a 
subinterval of (a,, b,), and let (k(r); r =O, . . . . m) be a strictly increasing 
sequence with k(0) = 0, k(1) > 1, and k(m) dn. Since the functions q,(t) are 
C-absolutely continuous, it is readily seen that {q&,; r = 1, . . . . 112) is 
linearly dependent on Z A D if and only if (qkcrj; r = 0, ..,, m } is linearly 
dependent on I. Thus, proceeding as in [ 10, Theorem 11.3(b)] we readily 
infer that QL _ 1 = (q; , . . . . qk} is a weakly nondegenerate weak Markov 
system on D; thus if S is the subset of D on which q’, # 0, and mi= qi]q;, 
from Lemma 6 we readily deduce that M,-, = (m,, . ..) m,> is a weakly 
nondegenerate normalized weak Markov system on S. 
Let a2 =inf(S), b, = sup(S), and assume for instance that a2 >a, a 
b, < bl. This implies that q;(t) = 0 on (a,, a2) n D and on (b2, b,) n D. Tn 
particular, Condition I implies that Q;- r is linearly independent 
(a,, b,] n D. Thus Condition E implies that there is a system R,- I = 
fr , , . . . . rn}, obtained from QA _ I by a triangular linear transformation, sue 
that {( - l)‘-‘rz} and jrl, (-l)?,}, i= 2, . . . . n, are weak Markov 
on D. Since r1 G q; > 0 on S, this means that (- l)“ri/r, is both in 
and nonpositive (and therefore bounded from above) on S. Setting 
ui=ri/yl on S and uj(t)=lim,,,; r,(t)/r,(t) on [b2, b,), it is clear 
u, =Ip (ZQ) . ..) u,} is a weakly nondegenerate weak Markov system 
S u [b,, b,). This means that there is a weakly nondegenerate normal 
weak Markov system M!,‘l I = (m(,O), ... . rnr’} on S u [b2, b,) that coincides 
with M,_, on S, and such that the functions rnh”) are constant on [b,, b,). 
Applying Condition E again and using a similar procedure, it is easy to see 
that MfJP1, can be extended to the left; i.e., there exists a weakly 
degenerate normalized weak Markov system My’ 1 = (my’, ..-1( rni’)> 
coincides with A4, _ I on S, and such that the functions rnpj are constant 
on (al, a?] and on [b2, b,). Proceeding as in the proof of Theorem 3 we 
readily see that there is a weakly nondegenerate normalized weak Markov 
system V,- I = {a1 , . . . . v,} on (a,, b,) that coincides with M+, on S. Since 
Lemma 6 implies that all the functions q: vanish on D - S, we condu 
that q:(t) = q;(r) vi(t) for every t in D and i= 1, . . . . ~1. It is therefore clear 
that for every x in (a,, b,), 
Caitx) = 
s 
x q;tz) ui(t) dts i = 1, . ..) n. 
c 
The proof is completed by induction. For n = 1 the assertion of the theorem 
follows from (2). We now proceed to the proof of the inductive step. 
By inductive hypothesis there is a basis (zjl, . . . . 6,) of the linear span of 
Iv 1, *.*> v, >, such that for i = 1, . . . . n and x E (a,, b,), iTi = p,[h(x)], where 
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h(x) is strictly increasing and bounded on (a,, b,), h(c) = c, and the func- 
tions wi are continuous and increasing on (h(a;t ), h(b,)). There is no loss 
of generality if we assume that V, = v,, i = 1, . . . . n. It is clear that the inverse 
function of h can be extended to an increasing (but not necessarily strictly 
increasing) function g, continuous on (h(a:), h(b,)); thus since the func- 
tions p,(x) are continuous, setting wi(x) = j$“‘q;(t) dt and applying [l, 
p. 182, Lemma 8(f); 3, p. 368, Theorem 11 we easily conclude that qi(x) = 
~~@’ pi(t) a%,(t), whence the assertion readily follows. Q.E.D. 
Proof of Theorem 2. From Theorem 1 we know that 2, is represen- 
table. Let ZJ, = {q,, . . . . u,} be a basis of S(Z,) having the representation 
(1). One easily sees (as in [S, Lemma 21) that U, is a normalized Markov 
system on A. 
Assume that for some k, wk(t) is constant on some subinterval Z of 
Z(h(A)) that contains two points of h(A). By an inductive procedure 
involving the number of integrations we see that z+[h-l(t)] can be 
expressed as a linear combination of u,(h-l(t)), . . . . uk-i(hpl(t)) on Z. Thus 
uk can be expressed as a linear combination of uO, . . . . uk- i on h-‘(Z). Since 
h is strictly increasing and A has property (B), h-l(Z) has an infinite 
number of points. Since U, is a Cebysev system we have obtained a 
contradiction. 
To prove the converse, let ZJ, be a basis having a representation of the 
form (l), where the functions h and wi satisfy the hypotheses of the 
theorem. For k = 0, . . . . n, let ok(x) = uk [h-‘(x)]; it suffices to prove that V, 
is a normalized Markov system on h(A). Since h is strictly increasing, it is 
clear h(A) has property (B). Thus, if {xi; i=O, . . . . n} is an arbitrary subset 
of h(A), with xO<xl< ... <x,, there is a subset {tl; i=l,...,Iz} of h(A) 
with xi- i < ti < xi. We now proceed by induction. The assertion is clearly 
trivial for IZ =0 and IZ = 1. To’ prove the inductive step, let a= inf(h(d)), 
b = sup(h(d)), and let f,(t) be defined as follows: fi = 1, f*(t) = Jrdw,(t,), 
and for r = 3, . . . . n, f,(t) =Ji Jz .--J:-’ dw,(t,) . ..dwZ(tZ). Clearly v,(x) = 
JZf,(t) dwl(t), r = 1, . . . . n. By inductive hypothesis {fi, . . . . fn} is a nor- 
malized Markov system on h(A). In particular, this implies that for every 
k, k = 1, . . . . rz, det[f,(t,); i, j= 1, . . . . k] > 0. By continuity we conclude that 
for each i there is a subinterval .Zi of (xi- 1, x,) such that if s, E J, for each 
i, then for each k, k = 1, . . . . n, det[fi(si); i, j = 1, . . . . k] > 0. Proceeding as in, 
e.g., the proof of [2, p. 382, Lemma 11, we see that for any k, k = 0, 1, . . . . n, 
det[vi(x,); i, j = 0, . . . . k] 
=fI sl:‘-l:M, det[fi(s,); i, j= 1, . . . . kl dw,bc) dw,(s,-,).-.dw,(s,). 
Since, moreover, {fi , . . . . 
conclusion readily follows.f”’ . 
is a weak Markov system on (a, b), the 
Q.E.D. 
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Proof of corollary. From Theorem 2 there is a basis W, of Z, having 
a representation of the form (l), where h(t) is strictly increasing, and the 
w,(t) are increasing on Z(h(A)), and strictly increasing on h(A). Settin 
w,+~(x)=x and 
we readily obtain the conclusion. 
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