We construct a functional model (direct integral expansion) and study the spectra of certain periodic block-operator Jacobi matrices, in particular, of general 2D partial difference operators of the second order. We obtain the upper bound, optimal in a sense, for the Lebesgue measure of their spectra. The examples of the operators for which the spectrum can be computed explicitly are given.
Introduction
Consider a block-operator Jacobi matrix on the Hilbert space G = ℓ 2 (Z, H) (0.1) (Ju) q := A q−1 u q−1 + B q u q + A * q u q+1 , q ∈ Z; u q ∈ H, where the blocks {A q , B q } are bounded linear operators on the Hilbert space H. Under the standard assumption sup q∈Z ( A q + B q ) < ∞ on the entries, the matrix J generates a bounded and self-adjoint operator J on G.
We are primarily interested in the case when H = ℓ 2 (Z), and the blocks B q , A q are themselves Hermitian (not necessarily real symmetric) 1D Jacobi matrices (0.2) (Ju) q := A q−1 u q−1 + B q u q + A q u q+1 , q ∈ Z; u q = (u q (l)) l ∈ ℓ 2 (Z).
So, (0.3)
A q = J {a qr } r∈Z , {α qr } r∈Z , B q = J {c qr } r∈Z , {b qr } r∈Z , with real entries {a qr } ({c qr }) along the main diagonal, and complex entries {α qr } ({b qr }) along the diagonal above the main one, respectively. Such block-operator model arises when we deal with 2D partial difference operators L of the second order of the form
on the Hilbert space ℓ 2 (Z 2 ). A natural isometry U 0 between ℓ 2 (Z 2 ) and G (0.5) u = (u ik ) → u = U 0 u = (u j ) j∈Z : u j = (. . . , u j,−1 , u j0 , u j1 , . . .) ′ transforms the operator L in (0.4) into J := U 0 LU −1 0 on G, where (Ju) j = A j−1 u j−1 + B j u j + A j u j+1 , j ∈ Z, A j := diag(a jk ) k∈Z , B j := J {c jk } k∈Z , {b jk } k∈Z , (0.6) see, e.g., [1, Section VII.3] . This is a special case of the model operator J (0.2) with α jk = 0. In particular, for 2D discrete Schrödinger operators H (a jk = b jk = 1) we have (0.7) (H u) ik := u i−1,k + u i+1,k + u i,k−1 + u i,k+1 + c ik u ik , so A j = I, B j = J {c jk } k∈Z , {1} , 1D discrete Schrödinger operators.
Let p j ∈ N, j = 1, 2. A sequence of complex numbers {w qr } q,r∈Z is called (p 1 , p 2 )-periodic if (0.8) w q+k 1 p 1 ,r+k 2 p 2 = w qr , ∀q, r, k 1 , k 2 ∈ Z.
The operator J in (0.2) is called (p 1 , p 2 )-periodic if {a qr }, {α qr }, {c qr }, and {b qr }, q, r ∈ Z, are (p 1 , p 2 )-periodic. Equivalently, (1) all the blocks A q , B q are p 2 -periodic 1D Jacobi matrices;
(2) J is block periodic with period p 1 : A q+p 1 = A q , B q+p 1 = B q . We say that the partial difference operator L (0.4) is (p 1 , p 2 )-periodic, if all the coefficients are (p 1 , p 2 )-periodic, or equivalently, J (0.6) is (p 1 , p 2 )periodic.
In Section 1 we construct a direct integral expansion (a functional model) for the (p 1 , p 2 )-periodic operator J in (0.2)-(0.3) and establish the banded structure of its spectrum σ(J). In Section 2 we estimate the Lebesgue measure of σ(J). (|b j,n | + 2|α j,n |) + 4
The sequence {R m,n } is (p 1 , p 2 )-periodic, so minimum in (0.9) is actually taken over the finite set of indices m = 1, . . . , p 1 , n = 1, . . . , p 2 .
Concerning the case min(p 1 , p 2 ) = 2, see Remark 2.1 below. Note that there is a simple general bound for |σ(J)| (which has nothing to do with periodicity) based on the fact that J is 3-diagonal block-matrix (0.10)
The point is that certain parameters, such as c n,m , which appear in (0.10), do not enter (0.9). So, once some values of c n,m are large enough, bound (0.9) is better that (0.10). On the other hand, (0.9) contains sums of the entries compared to (0.10), which does not.
For the 1D scalar, p-periodic Jacobi operator J the estimates for the spectrum |σ((J)| ≤ 4(a 1 a 2 . . . a p ) 1/p were obtained in [6, 8] . Here a n are the off-diagonal entries of J. Recently the second author [9] improved this result to |σ((J)| ≤ 4 min n a n .
We see that both bounds do not depend on the diagonal entries, so the lack of c m,n in (0.9) looks reasonable.
Corollary 0.2. For a 2D periodic, partial difference operators of the second order L in (0.4) the spectral estimate is
In particular, |σ(H)| ≤ 4(p 1 + p 2 ) for 2D periodic, discrete Schrödinger operators H (0.7).
The estimate |σ(H)| ≤ 4(p 1 + p 2 ) was previously obtained in [10] . We complete the paper with two examples, wherein the spectra are computed explicitly.
Direct integral expansion
We begin with auxiliary, Hermitian matrix-functions of the order p 2
α n,p 2 −2 a n,p 2 −1 α n,p 2 −1 e −ix 2 α n,p 2 α n,p 2 −1 a n,p 2
x 2 ∈ [0, 2π), and combine them in a single block matrix-function S of the order p := p 1 p 2 ,
, the main object under consideration, known as a symbol.
(1.4)
We have
There is a natural isometry U : L → G = ℓ 2 (Z, ℓ 2 (Z)) which acts by
(1.5) Assume that p 1 , p 2 ≥ 3. The above symbol S defines a multiplication operator M (S) on L by
The result below is known in the similar setting of continuous, periodic Schrödinger operators (see [11, Section XIII.16 ]), but we give a detailed computation in our case of study.
is unitarily equivalent to the multiplication operator M (S) (1.6) − (1.7)
Proof. Given u ∈ G, we have Ju = (JU )g,
and in view of p 1 -block periodicity,
1. Assume first that k = 2, . . . , p 1 − 1. With regard to the values of j the following three cases may occur.
1.1). Let j = 2, . . . , p 2 − 1, then
and so, by (1.5), u r+q (s + q) =ĝ k+q,j+q (m, n). Hence
We compare the latter expression with
For such k, j we have
,
and it remains to take the Fourier coefficients to obtain JU = U M (S). 1.2). Let j = 1, so u r+q (s − 1) =ĝ k+q,p 2 (m, n − 1),
On the other hand, as still k = 2, . . . , p 1 − 1, we see that
and it remains to compare (m, n)-Fourier coefficients. 1.3). Let j = p 2 , so u r+q (s + 1) =ĝ k+q,1 (m, n + 1), and the rest is the same.
2. Assume next k = 1.
On the other hand, for k = 1, j = 2, . . . , p 2 − 1,
and it remains to compare (m, n)-Fourier coefficients. 2.2). Let j = 1, so
On the other hand, for k = j = 1
On the other hand, for k = 1, j = p 2
as needed.
For k = p 1 the argument is identical. The proof is complete.
The calculation is the same in the case min(p 1 , p 2 ) = 2, but the symbol looks differently. Precisely, if p 1 ≥ 3, p 2 = 2, we have
Finally, if p 1 = p 2 = 2, then A n , B n , and S are of the form (1.8)-(1.9).
, the set of all eigenvalues of S, labeled in the non-increasing order. According to the general result on the spectrum of multiplication operators,
the k's band in the spectrum. So we come to the following Corollary 1.3. The spectrum of the (p 1 , p 2 )-periodic block-operator Jacobi matrix (0.2) has the banded structure
with the closed intervals Λ k (1.10). So, the number of the gaps in the spectrum does not exceed p − 1.
Note that for a (p 1 , p 2 )-periodic, 2D discrete Schrödinger operator the symbol S takes the form
.
(1.12)
Spectral estimates for periodic block-Jacobi operators
In this section we are aimed at proving Theorem 0.1. By Corollary 1.3,
are the closed intervals, swept by the k-th eigenvalue λ k (x 1 , x 2 ), arranged in the non-increasing order, as the pair (x 1 , x 2 ) runs over T 2 .
We are looking for two constant matrices S ± , not depending on (x 1 , x 2 ), so that
are eigenvalues of S ± , arranged in the nonincreasing order. Hence,
To this end put
, so A 1 n and A 2 n are Hermitian matrices, and A n = A 1 n + A 2 n . Similarly,
, so B 1 n and B 2 n are Hermitian matrices, and B n = B 1 n + B 2 n . It follows that
In such a decomposition of the symbol, S 1 is a constant matrix, and S 2 is sparse, i.e., it contains few nonzero entries. Next,
the matrices of the order p 2 , we have
As the next step toward (2.1), let us turn to the absolute value |A| = (A * A) 1/2 of a matrix A, which occurs in the polar representation A = V |A|. For an Hermitian matrix A, its absolute value can be defined as follows. Denote by P + (P − ) the projection onto the nonnegative (negative) eigenspace of A. Then
It is clear from this definition that
We apply (2.5) to decomposition (2.4) to obtain (2.1) with
and so, by (2.2),
It is not hard to realize that D is a block-diagonal matrix,
with D j being themselves diagonal matrices of order p 2 , so D is a pure diagonal matrix, which can be computed explicitly. Indeed, |S 21 | = diag(|B 2 1 |, . . . , |B 2 p 1 |), |B 2 j | = diag(|b j,p 2 |, 0, . . . , 0, |b j,p 2 |); |E j | = diag(0, . . . , 0, |A 2 j |, |A 2 j |, 0, . . . , 0), j = 1, 2, . . . , p 1 − 1, and so
Next, since
So we come to the following expressions for the diagonal blocks D n :
The rest of the blocks are given by D n = |B 2 n | + |A 2 n−1 | + |A 2 n | = diag(|α n−1,p 2 | + |α n,p 2 | + |b n,p 2 |, 0, . . . , 0, |α n−1,p 2 | + |α n,p 2 | + |b n,p 2 |) for n = 2, 3, . . . , p 1 − 1.
To compute the trace tr D, we sum up the diagonal entries tr D = tr D 1 + tr D p 1 +
and so
|α n,p 2 | + 2
Finally, in view of (2.6),
Let us note that there is nothing special in the choice of indices p 1 , p 2 in the latter inequality. Indeed, given (m, n) ∈ Z 2 , it is not hard to find a unitary operator (block-shift) W = W m,n on ℓ 2 (Z, ℓ 2 (Z)) so thatĴ := W JW * is again the block-Jacobi operator (0.2)
with the shifted entrieŝ Since σ(J) = σ(Ĵ), we have, in view of periodicity,
The proof of Theorem 0.1 is complete. Corollary 1.3 follows immediately as α ik = 0 for L, and a ik = b ik = 1 for H. 
The latter implies the bound for the length of the whole spectrum (2.7) |σ(H)| ≤ 4π(p 1 + p 2 ).
Compared to Corollary 1.3, an extra factor π is on the right side of (2.7).
We proceed with several examples which illustrate the optimal character of the bound in Theorem 0.1.
Example 2.3. Assume that
S is the standard shift in ℓ 2 (Z). In other words, we have and Theorem 0.1 provides an optimal result as well.
Our next example relies heavily on the regular perturbation theory of Kato, so we recall some rudiments of this theory, see [5, Sections II.6.1-2].
Let A = A * , B = B * , B k = B * k , k ≥ 2 be Hermitian p × p matrices. Consider an analytic perturbation of A
for small enough real t. The main result of Kato's theory concerns the behavior of the eigenvalues {λ j (t)} p 1 and the eigenvectors {x j (t)} p 1 . Theorem (T. Kato). (i). Let λ j0 = λ j (0) be the eigenvalues of the unperturbed matrix A, which can be multiple. Then for small enough t ∈ R (2.9) λ j (t) = λ j0 + λ j1 t + . . . , j = 1, 2, . . . , p.
(ii). There exists an orthonormal basis {x j (0)} p 1 of eigenvectors of A, which evolves in analytic manner (2.10)
x j (t) = x j0 + x j1 t + . . . , x j0 = x j (0), t ∈ R is small enough, and {x j (t)} p 1 is the orthonormal basis of eigenvectors of A(t).
If the spectrum σ(A) is simple, there is a unique (up to scalar unimodular factors) orthonormal basis {x j0 } p 1 of eigenvectors of A, and it occurs in Kato's theorem. The case of multiple eigenvalues is subtle. Now there are infinitely many (continuum) such bases (indeed, in any eigenspace of the dimension at least 2 one can take any orthonormal system of vectors). The result of Kato does not certainly claim that each such basis is subject to (2.10). It only guarantees the existence of such basis, which should be considered as unknown. Even in the simple case when A is a diagonal matrix, i.e., the standard vectors {e j } p 1 form the orthonormal basis, it is not known in advance that exactly this basis evolves in analytic manner.
Our next goal is to find the coefficients λ j1 in (2.9). To this end we plug into the equality A(t)x(t) = λ(t)x(t) their expansions from (2.8)-(2.10)
and compare the coefficients for t
We are interested in the case of the multiple eigenvalue (let it be the first one)
It follows now from (2.11) that
Ax j1 , x k0 + Bx j0 , x k0 = λ j0 x j1 , x k0 + λ j1 δ jk , j, k = 1, . . . , m, and hence (2.12) Bx j0 , x k0 = λ j1 δ jk , j, k = 1, . . . , m.
Define X := [x 10 , . . . , x m0 ], the p × m-matrix of eigenvectors, so the matrix form of (2.12) reads X * BX = Λ := diag(λ 11 , . . . , λ m1 ).
The problem, however, is that x j0 (and so X) are unknown.
We To check that W is a unitary matrix, we supplement the both bases to some bases on the whole C P , so that the matrices Going back to our problem, let H be the linear span of {x j0 } m 1 (the eigenspace for the eigenvalue λ 10 ), and {ϕ j } m 1 be any other, "known" basis in H. If Φ := [ϕ 1 , . . . , ϕ m ], the matrices Φ * BΦ and X * BX are unitarily equivalent, and so σ(Φ * BΦ) = {λ j1 } m j=1 . In the case when A is diagonal, we can take ϕ j = e j , j = 1, . . . , m, so B m := Φ * BΦ is the principle minor of order m of B.
Example 2.5. We consider here a periodic operator with "large" spectrum. Let H be a (p 1 , p 2 )-periodic discrete Schrödinger operator with the potential c jk = j ε , j = 1, . . . , p 1 , k = 1, . . . , p 2 , ε > 0 is a small parameter. The expression for the symbol is
We apply the regular perturbation theory to the family 
Examples of explicitly computed spectra
The discrete version of the famous Bethe-Sommerfeld conjecture concerns the structure of the spectrum of periodic, discrete Schrödinger operators H (0.7) (and their multidimensional analogues). It claims that for small enough potentials {c ik } such spectrum is a union of at most two closed intervals, with the gap open at the zero energy. Moreover, the spectrum is a single interval as long as at least one number p 1 , p 2 is odd. The result was proved for d = 2 in [2] , with a partial case for coprime periods in [7] , and for an arbitrary dimension d ≥ 2 in [4] . This result contrasts strongly with the one-dimensional case, wherein a generic p-periodic operator has the spectrum with p − 1 gaps open.
It turns out that Corollary 1.3 enables one to find the spectra for certain (2, 2)-periodic discrete Schrödinger operators H (0.7), with not necessarily small potentials. Indeed, by Remark 1.2, the symbol is now
The characteristic polynomial of the symbol is
To compute this determinant we apply the Schur formula, which reduces determinants of order 2n to ones of order n (see, e.g., [3, Section II.5]). Precisely, if A 1 , A 2 , A 3 , A 4 are n × n matrices, and A 1 A 3 = A 3 A 1 , then
Hence,
Example 3.1. Let
Then
and, by (3.2), Remark 3.2. The latter example is a key one in [7] , wherein it is shown that there is a gap in the spectrum for small enough c. As we see from (3.3) , the spectrum has the gap at the origin for all c > 0. Hence, 0 ≤ z − (x 1 , x 2 ) ≤ z + (x 1 , x 2 ) for each (x 1 , x 2 ) ∈ T 2 , and λ 1 (x 1 , x 2 ) = −λ 4 (x 1 , x 2 ) = z + (x 1 , x 2 ), λ 2 (x 1 , x 2 ) = −λ 3 (x 1 , x 2 ) = z − (x 1 , x 2 ).
Note that in the case 0 < c 1 c 2 ≤ 4 there is (y 1 , y 2 ) ∈ T 2 such that B(y 1 , y 2 ) = 0 ⇒ z − (y 1 , y 2 ) = 0 ⇒ Λ 2 = [0, r 2 ].
The latter means that the bands Λ 2 and Λ 3 = −Λ 2 touch each other at the origin, and therefore there is no gap there. Conversely, if c 1 c 2 > 4, we see that B > 0 on T 2 , so min z − (x 1 , x 2 ) > 0, l 2 > 0, and there is a gap in the spectrum at the origin. The further calculation shows the possibility for another two gaps to show up. For instance, if c 2 1 > c 2 2 + 16, then min
which means that Λ 1 and Λ 2 do not intersect, and there are two symmetric "exterior" gaps in the spectrum. At the same time, if c 1 c 2 ≤ 4, there is no gap at the origin, so we observe two gaps altogether. On the other hand, if max(c 1 , c 2 ) ≤ 1, we have min
and there are no exterior gaps. As a matter of fact, in this case the spectrum is a single interval. The case of the three gaps open can also be achieved in this example.
