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Overview of this thesis
This paper is concerned with smooth, discrete and semi-discrete surfaces with
certain special curvature conditions. In particular, we will primarily focus on dis-
cretized surfaces with singularities given byWeierstrass-type representations. Smooth
surfaces have been studied for many centuries, and in the last two decades or so,
discrete surfaces have been carefully studied. Only in the most recent half a decade
have semi-discrete surfaces been investigated, and they have the promise to be a
bridge between the theories of smooth and discrete surfaces, helping us to recognize
the similarities and dierences between smooth and discrete surfaces.
In the smooth case, when we study surfaces, we do not necessarily need to focus
on the aspect of integrable systems. For example, a surface is CMC if and only
if its Gauss map is harmonic, which is an aspect coming rather from variational
principals. This does not seem to have an immediate need for integrable systems
techniques, and we have other choices for how to study CMC surfaces. In fact,
Kenmotsu [43] gave aWeierstrass-type representation for CMC surfaces in Euclidean
3-space R3, Akutagawa, Nishikawa [6] gave a Weierstrass-type representation for
CMC surfaces in Minkowski 3-space R2;1, and Aiyama, Akutagawa [2], [3], [4], [5]
gave representation formulas for CMC surfaces in spherical 3-space S3, hyperbolic 3-
spaceH3, de Sitter 3-space S2;1 and anti de Sitter 3-spaceH2;1 in terms of harmonicity
of the Gauss maps.
However, in the realm of discrete dierential geometry, it is hard to realize dis-
cretizations that still maintain all the properties that smooth surfaces have. In fact,
two important ways to discretize surfaces are as follows: One way is to discrete
surfaces based on only variational principles, and the second is to discretize based
on only integrable systems techniques.
In the former approach, primarily discretizations of minimal and CMC surfaces
in R3 have been investigated, because they have typical variational characterizations
(in fact, they are critical for area amongst continuous piecewise linear variations).
In this direction, Pinkall, Polthier [59] and Polthier, Rossman [60] studied discrete
surfaces. Though this approach is interesting, as for other classes of surfaces, there
are few typical variational characterizations like the ones minimal and CMC surfaces
have.
On the other hand, in the latter approach, we can discretize so-called \integrable
surfaces". In the realm of discrete surface theory based on integrable systems tech-
niques, we can expect that, if smooth surfaces have some relations with the theory
of integrable systems, we will be able to discretize them. In fact, in this direction,
not only minimal and CMC surfaces but also constant negative Gaussian surfaces
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Figure 1. The same surface parametrized with dierent coordinate systems
were discretized. All of these discretizations are governed by some integrable equa-
tions, and the transformation theories of these surfaces are preserved. In order to
derive such integrable equations, we have to choose special coordinates for each class
of surfaces. For constant negative Gaussian curvature surfaces, we should consider
Chebyshev nets, as summarized in Bobenko [11]. This has a less direct relation to
the discretizations that we will consider, and we only mention that the discretization
of constant negative Gaussian curvature surfaces was done by Bobenko, Pinkall [12].
There are two important points when we discretize surfaces based on integrable
systems techniques, the rst being which coordinate we choose, and the second being
what the role of the transformations of surfaces is.
Like in Figure 1, even when we discretize the same surface, taking dierent
coordinates gives us dierent results (the left picture in Figure 1 is a combination of
rhombi, and the right picture in Figure 1 is a combination of isosceles trapezoids).
So we need to pay attention to the special choice of coordinate when discretizing
surfaces.
As isothermic surfaces have conformal curvature line coordinates, we can think of
isothermic surfaces as being divided into innitesimal squares. After dividing smooth
surfaces into innitesimal quadrilaterals, we can characterize smooth isothermic sur-
faces by use of quaternic cross ratios. Focusing on this point, Bobenko, Pinkall [13]
discretized isothermic surfaces and minimal surfaces in R3, and investigated ana-
lytic descriptions of discrete isothermic surfaces, and their work became a turning
point in the discretization of surfaces in terms of integrable systems techniques.
Subsequently Bobenko, Pinkall [14] discretized CMC surfaces using Lax representa-
tions, and Homann [35] described Weierstrass-type representations for them using
a discretized version of a matrix factorizing method called the DPW method.
Bobenko, Suris [18] showed that discrete isothermic surfaces in R3 have met-
ric functions, and showed that a discrete surface is discrete isothermic in the sense
of [13] if and only if it is a circular Koenigs net, that is, it possesses a Christof-
fel dual, which is another characterization of discrete isothermic surfaces. Then
Christoel duals were dened using the metric functions for the discrete isothermic
surfaces. Focusing on conformality of smooth isothermic surfaces, Mueller, Wallner
[54] described semi-discrete isothermic surfaces in R3. In the realm of semi-discrete
surface theory, we cannot consider cross ratios of semi-discrete surfaces directly, so
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the characterization above (that isothermicity of discrete surfaces is equivalent to
dualizability) is important. In fact, they showed that a semi-discrete surface is semi-
discrete isothermic if and only if it possesses a Christoel dual. Furthermore, they
described semi-discrete minimal surfaces in R3. After that, the author and Rossman
[64] gave a Weierstrass representation for semi-discrete minimal surfaces in R3, and
Mueller [52] described semi-discrete CMC surfaces in R3. In both [53] and [52], the
primary considerations were on theoretical aspects of semi-discrete surfaces, so there
were few explicit examples of semi-discrete minimal or semi-discrete CMC surfaces
included.
On the other hand, when we discretize surfaces based on integrable systems
techniques, obviously we cannot use derivatives, so in order to discretize integrable
surfaces, transformations theory becomes a very useful alternate tool. As already
mentioned, transformations characterize minimal and CMC surfaces, and what is
more, Weierstrass-type representations can be obtained from the transformation
theory of the surfaces. For example, the Weierstrass representation for isothermic
minimal surfaces can be obtained by considering when Christoel transforms of
isothermic surfaces lie in S2, and the Bryant representation for CMC 1 surfaces in
H3 can be obtained by considering when Darboux transforms of isothermic surfaces
are inscribed in the ideal boundary of H3. In both cases, permutability theorems
of transformations play important roles. In all of this, instead of dierentiating, we
are characterizing some integrable surfaces using transformation theory.
Hertrich-Jeromin, Homann, Pinkall [34] dened Darboux transformations for
discrete isothermic surfaces. They dened CMC surfaces as the discrete isother-
mic surfaces for which Christoel duals are also Darboux transforms. In [34], they
showed permutability of Darboux transformations and between Christoel and Dar-
boux transformations, like as hold for smooth isothermic surfaces. They gave nec-
essary and sucient conditions for determining discrete CMC surfaces - as discrete
isothermic surfaces with Christoel duals being parallel surfaces of distance the in-
verse of their mean curvatures, which is the same geometric property as smooth
isothermic CMC surfaces have. Hertrich-Jeromin [33] dened Calapso transforms
of discrete isothermic surfaces and gave the Weierstrass-type representation for dis-
crete CMC 1 surfaces in H3. Furthermore, Burstall, Hertrich-Jeromin, Rossmann,
Santos [23] described discrete CMC surfaces in all 3-dimensional Riemannian space
forms.
0.1. Weierstrass-type representations. It is well-known that any smooth
minimal surface can be described using a pair consisting of a meromorphic function
and a holomorphic 1-form, as follows:
Theorem 0. Let D be a domain in the complex plane C. Then any conformal
immersion f from D to R3 with mean curvature identically 0 can be described by
(1) f =
Z
(1  g2; i(1 + g2); 2g)!;
where (g; !) is a pair consisting of a meromorphic function g and a holomorphic
1-form !.
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Figure 2. Classical isothermic minimal surfaces in R3
Equation (1) is called the Weierstrass representation for minimal surfaces in R3.
There are several other kinds of Weierstrass-type representations as well, for sur-
faces in Riemannian and Lorentzian space forms: For example, there is a represen-
tation formula for spacelike conformal immersions with mean curvature identically
0 in R2;1, and those surfaces are called maximal surfaces (Kobayashi [47]). For
timelike conformal immersions with mean curvature identically 0, which are called
timelike minimal surfaces, in R2;1, there is also a Weierstrass-type representation
(Magid [51]). We have other such representations for conformal CMC 1 surfaces in
H3 (Bryant [16]), for conformal spacelike CMC 1 surfaces in S2;1 (Aiyama, Akuta-
gawa [1]), for intrinsically at surfaces in H3 (Galvez, Martinez, Mlan [29]), and for
surfaces with other special curvature conditions in H3 and S2;1 (Galvez, Martinez,
Mlan [28], Aledo, Espinar [7]) as well. Weierstrass-type representations are useful
for describing these surfaces and their elegant analytic behaviors.
0.2. Surfaces with singularities given by Weierstrass-type represen-
tations. Unlike the case of minimal surfaces, surfaces given by Weierstrass-type
representations generally have singularities, making it is natural and interesting to
investigate their singularities. Here we introduce some classes of surfaces with sin-
gularities given by Weierstrass-type representations.
Galvez, Martnez, Milan [29] described a Weierstrass-type representation for
intrinsic at surfaces in H3, and considered only immersed parts of the surfaces.
After [29], a work by Kokubu, Rossman, Saji, Umehara, Yamada [44] gave criteria
for a singular point on a front to be a cuspidal edge or a swallowtail. Applying
these criteria, [44] gave necessary and sucient conditions for a singular point on
a at front (surface) to be a cuspidal edge or a swallowtail, using the Weierstrass
data, and Umehara, Yamada [69] expanded upon this. Furthermore, Fujimori, Saji,
Umehara, Yamada [27] gave criteria for a singular point on a frontal to be a cuspidal
cross-cap, and applying this criteria, they gave a necessary and sucient condition
for a singular point on a maxface in R2;1 and a CMC 1 face in S2;1 to be a cuspidal
cross-cap, using the Weierstrass data.
In addition, Galvez, Martnez, Milan [28] described a Weierstrass-type represen-
tation for linear Weingarten surfaces with special curvature conditions, which are
called linear Weingarten surfaces of Bryant type, and which will be discussed in
Chapter 5 here. Applying criteria given in [44], we can recognize which singular
points will appear on a linear Weingarten front of Bryant type in H3.
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Figure 3. Isothermic maximal surfaces in R2;1. Unlike the case of
minimal surfaces, maximal surfaces generally have singularities. The
red curves and points in these gures are singular sets.
Linear Weingarten surfaces of Bryant type are linear Weingarten surfaces which
lie in a deformation family between at surfaces and CMC 1 surfaces and constant
harmonic mean curvature 1 surfaces in H3. There are various ways to choose those
deformations, but the essential point is that they all have Weierstrass-type repre-
sentations. Thus we have a unied description for at surfaces, CMC 1 surfaces and
constant harmonic mean curvature 1 surfaces. Furthermore, their normal vector
elds (normal surfaces, for short) are also linear Weingarten surfaces with special
curvature conditions in S2;1, which are then called linear Weingarten surfaces of
Bianchi type. Izumiya, Saji [41] showed that a surface in S2;1 is a linear Weingarten
surface of Bianchi type if and only if its normal surface in H3 is a linear Weingarten
surface of Bryant type. Thus we can investigate linear Weingarten surfaces of both
Bryant and Bianchi type simultaneously.
We should remark that Aledo, Espinar [7] described a Weierstrass-type repre-
sentation for linear Weingarten surfaces of Bianchi type. Like linear Weingarten
surfaces of Bryant type in H3, they lie in a deformation family between at surfaces,
CMC 1 surfaces and constant harmonic mean curvature 1 surfaces in S2;1.
0.3. Isothermic surfaces. In the classical dierential geometry of surfaces,
surfaces with conformal curvature line coordinates, which are called isothermic sur-
faces, have been studied. Isothermic surfaces include many important classes of
surfaces. For example, quadrics, minimal surfaces, constant mean curvature (CMC,
for short) surfaces lie in the class of isothermic surfaces. We will consider only
isothermic minimal and CMC surfaces. Here we assume that the coordinates are
isothermic, and then we can derive certain integrable equations for minimal and
CMC surfaces. So it is natural to think about how integrable systems techniques
can be applied to these surfaces. In fact, isothermic surfaces admit various trans-
formations, such as Christoel, Baecklund, Darboux and Calapso transformations.
Here we introduce several contributions of transformation theory for isothermic
surfaces: Christoel transforms of smooth isothermic minimal surfaces in R3 are
their own Gauss maps, Christoel transforms of smooth CMC surfaces in R3 are
parallel surfaces of constant distance equal to the inverse of the mean curvature.
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Baecklund transforms of smooth CMC surfaces in R3 become dierent CMC sur-
faces in R3 and are special cases of Darboux transforms. Calapso transforms of CMC
surfaces in R3 become CMC surfaces in H3, and in particular, the Calapso transfor-
mation for smooth CMC surfaces in R3 is the Lawson correspondence. When proving
these properties, \permutability theorems" of various transformations are the most
essential tools to describe isothermic surfaces in space forms. Transformation theory
plays an important role in the discretization of surfaces.
0.4. Singularities of discrete and semi-discrete surfaces. Homann, Ross-
man, Sasaki, Yoshida [38] described discrete at surfaces and discrete linear Wein-
garten surfaces of Bryant type using Weierstrass-type representations. Because
smooth counterparts generally have singularities, we can expect that, in the dis-
crete case, they have also have certain singularities. [38] dened (implicitly) certain
singularities of discrete at surfaces in H3 using discrete caustics. We call singulari-
ties of at surfaces the singular vertices. This comes from an idea based on the good
geometric properties which singularities of smooth at surfaces have. However, sin-
gularities of discrete linear Weingarten surfaces of Bryant type were not dened, and
also singularities of general discrete surfaces had not yet been considered, previous
to this thesis.
Independently of [38], this author [70] described discrete maximal surfaces in
R2;1, which will again be introduced in Section 2. In [70], we also described sin-
gularities of discrete maximal surfaces called singular faces. In the smooth case,
when singularities of smooth maximal surfaces appear, tangent planes at the images
of singular points are not spacelike. With awareness of this, we dened singular
faces of discrete maximal surfaces. It is a natural denition not only in the geomet-
ric sense, but also in the complex analytic sense, because we can recognize where
singular faces appear by only focusing on the position of faces in C given by the
holomorphic Gauss maps. In addition, with the same approach, the author [71] de-
scribed semi-discrete maximal surfaces with certain singularities in R2;1, which will
be introduced here again in Chapter 3. However, in [70] and [71], the singularities
of general discretized surfaces still had not yet been dened.
Because we cannot take derivatives in the realm of discrete dierential geometry,
describing singularities of general discrete surfaces becomes less direct. But for
several classes of smooth surfaces with Weierstrass-type representations, we can
recognize where singularities appear by focusing on the behavior of the principal
curvatures. When singularities appear, typically one of the principal curvatures
blows up and the other one is nite. (We should remark that, when we focus on
only cuspidal edges, Teramoto [66] showed that this fact holds for general surfaces
with cuspidal edges of type 3=2 in R3.) Casting a spotlight on this fact, the author
and Rossman [63] gave a tentative denition of singularities of general discrete
surfaces. In particular, we investigated the singular vertices and singular faces, and
the interrelation between them.
0.5. Contents of this thesis. Let us briey introduce the topics that are
treated in this paper: In Chapter 1, we give a Weierstrass type representation for
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semi-discrete minimal surfaces in R3. We then give explicit parametrizations of
various smooth, semi-discrete and fully-discrete catenoids, determined from either
variational or integrable systems principles. Finally, we state the shared proper-
ties that those various catenoids have. In Chapter 2, we describe discrete maximal
surfaces with singularities in R2;1 and give a Weierstrass type representation for
them. As already mentioned, in the smooth case, maximal surfaces in R2;1 gen-
erally have certain singularities. We give a criterion that naturally describes the
\singular set" for discrete maximal surfaces, including a classication of the various
types of singularities that are possible in the discrete case. In Chapter 3, we investi-
gate semi-discrete maximal surfaces with singularities. In this chapter, we describe
semi-discrete maximal surfaces with singularities in R3 and give a Weierstrass type
representation for them determined from integrable system principles. We also give
a criterion that naturally describes the \singular set" for these semi-discrete sur-
faces. Finally, we compare smooth, discrete and semi-discrete maximal surfaces of
revolution. In Chapter 4, we give explicit parametrizations for Bour type surfaces
in various 3-dimensional space forms, using Weierstrass-type representations. We
also determine classes and degrees of some Bour type zero mean curvature surfaces
in R2;1. In Chapter 5, we outline some preliminary recent work by the author on
singularities of linear Weingarten surfaces with Weierstrass-type representations in
Riemannian and Lorentzian space forms. We dene singularities of general discrete
Legendre immersions, and in particular, we analyze singularities of discrete linear
Weingarten surfaces of Bryant type in H3 and discrete linear Weingarten surfaces of
Bianchi type in S2;1. Finally in Appendix A, we introduce the discrete DPW method
for discrete CMC surfaces in any Riemannian space form. Homann had already
presented a matrix factorizing method for discrete CMC surfaces in R3. Our result
is an extension of this.

CHAPTER 1
Weierstrass representation for semi-discrete minimal
surfaces, and comparison of various discretized catenoids
1. Introduction
The well known minimal surface of revolution in R3 = f(x1; x2; x3)t j xj 2 Rg
called the catenoid, which we refer to as the smooth catenoid here and which can be
parametrized by
(2) x(u; v) =
0@coshu cos vcoshu sin v
u
1A ; v 2 [0; 2); u 2 R;
has a number of discretized versions. A fully discretized version can be found in [60]
by Polthier and the rst author, which is dened using a variational approach, that
is, those surfaces are triangulated meshes that are critical for area with respect to
smooth variations of the vertex set. A dierent approach for dening fully discrete
catenoids, using quadrilateral faces and based on integrable systems methods, was
found by Bobenko and Pinkall [13], [14]. Both approaches apply to much wider
classes of surfaces.
One can also consider semi-discrete catenoids, that is, catenoids that are dis-
cretized in only one of the two parameter directions corresponding to u and v in
(2). There are now four choices for how to proceed with this, by choosing either
the u direction or v direction to discretize, and by choosing to use either variational
principles or integrable systems principles to determine the discretizations. Again,
these approaches apply to much wider classes of surfaces.
Here we compare these various smooth, semi-discrete and fully-discrete catenoids
to see in what ways they do or do not coincide. For the smooth and fully-discrete
catenoids, the parametrizations have already been determined, making comparisons
between them elementary. However, for some of the semi-discrete cases, we will need
to rst establish those parametrizations here. In particular, we will provide a Weier-
strass representation for determining semi-discrete minimal surfaces as dened by
Mueller and Wallner [54], [72]. Construction of the semi-discrete catenoids in partic-
ular, via an integrable systems approach, can be done either with this Weierstrass
representation, or without it (instead using the results by Mueller and Wallner).
However, the usefulness of the Weierstrass representation comes when one wishes
to consider the full class of semi-discrete minimal surfaces based on an integrable
systems approach, as this representation gives a classication of such surfaces in
terms of semi-discrete holomorphic functions. This Weierstrass representation can
be regarded as a restatement of the denition of such surfaces (Denition 4), but in
13
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associated authors
smooth catenoid (classically known surface)
BP inpd;rd-catenoid Bobenko and Pinkall
PRvapd;rd-catenoid Polthier and Rossman
M vapd;rs-catenoid Machigashira
MW inpd;rs-catenoid Mueller and Wallner
MW inps;rd-catenoid Mueller and Wallner
M vaps;rd-catenoid (Machigashira analogue)
Table 1. Names of seven types of catenoids
a more explicit form that tells us how the surface is constructed from the given dual
surface inscribed in a sphere.
Once we have established this representation for semi-discrete minimal surfaces
(Theorem 2), we compare the various types of catenoids (Theorem 1).
To make semi-discrete catenoids based on variational principles, Machigashira
[50] chose to discretize them in the u direction. He then classied these surfaces
and studied their stability properties. The surfaces obtained by Machigashira will
be seen (Proposition 2) to be limiting cases of the discrete catenoids found in [60].
From the point of view of architectural structures in the shape of a semi-discrete
catenoid, Machigashira's catenoids would involve producing circular-shaped at
pieces that cannot be so eciently made as cut-outs from planar sheets, since there
would be a large amount of waste material. So from the architectural point of view,
a more ecient use of materials would be to discretize in the v direction instead.
Such semi-discrete catenoids are considered here as well.
To distinguish between various catenoids, we write the superscript va (resp.
in) when the catenoid is constructed by a variational (resp. integrable systems)
approach, and write the subscript pd (resp. ps) when the catenoid has a discrete
prole curve (resp. smooth prole curve) and the subscript rd (resp. rs) when the
catenoid is discrete (resp. smooth) in the rotational direction. Thus, in total, we
consider the seven types of catenoids in Table 1.
For catenoids with discrete prole curves, we will assume them to have a \neck
vertex". In other words, we assume there exists a plane of reective symmetry of the
catenoids that is perpendicular to the axis of rotation symmetry and also contains
one vertex of each prole curve. We note that there do exist discrete catenoids that
do not have this neck-vertex symmetry.
Theorem 1. After appropriate normalizations, we have the following:
(1) PRvapd;rd-catenoid prole curves and M
va
pd;rs-catenoid prole curves are never
the same, but PRvapd;rd-catenoid prole curves converge to M
va
pd;rs-catenoid
prole curves as the angle of rotation symmetry approaches 0.
(2) BP inpd;rd-catenoids and MW
in
pd;rs-catenoids have the same prole curves.
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(3) BP inpd;rd-catenoid (MW
in
pd;rs-catenoid) prole curves and PR
va
pd;rd-catenoid
prole curves are never the same, and BP inpd;rd-catenoid (MW
in
pd;rs-catenoid)
prole curves and M vapd;rs-catenoid prole curves are never the same.
(4) The smooth catenoid and MW inps;rd-catenoid have the same prole curve.
(5) M vaps;rd-catenoid prole curves and the smooth catenoid's prole curve are
never the same. M vaps;rd-catenoid prole curves converge to the smooth
catenoid (MW inps;rd-catenoid) prole curve as the angle of rotation symmetry
approaches 0.
(6) For all types of catenoids, the prole curves have vertices lying on anely
scaled graphs of the hyperbolic cosine function.
2. Notation for semi-discrete surfaces
To consider semi-discrete minimal surfaces from an integrable systems approach,
we set some notations in this section.
Let x = x(k; t) be a map from a domain in ZR to R3 (k 2 Z; t 2 R). We call
x a semi-discrete surface. Set
@x =
@x
@t
; x = x1   x; @x = @x1   @x;
where x1 = x(k + 1; t). The following denitions can be found in [54], and are all
naturally motivated by geometric properties found in previous works, such as [13],
[14], [15], [33], [34], [35], [53], [54], [72].
Definition 1. Let x be a semi-discrete surface.
 x is a semi-discrete conjugate net if @x, x and @x are linearly dependent.
 x is a semi-discrete circular net if there exists a circle C passing through x
and x1 that is tangent to @x, @x1 there (for all k; t).
Remark. If x lies in R2 = C, circularity is equivalent to the following condition:
there exists a non-zero-valued function s such that
(3) x = is

@x
k@xk +
@x1
k@x1k

;
which follows from
x = is
@x
k@xk  

 is @x1k@x1k

for some s 2 R, in the setting shown in Figure 1.

Definition 2. Suppose x, x are semi-discrete conjugate surfaces. Then x and
x are dual to each other if there exists a function  : Z R! R+ so that
@x =   1
2
@x; x =
1
1
x:
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Figure 1. Sketch of the proof of Remark 3
Definition 3. A semi-discrete circular surface x is isothermic if there exist
positive functions ; ;  such that
kxk2 = 1; k@xk2 = 2; with @ =  = 0:
Remark. For circular semi-discrete surfaces, dualizability and isothermicity are
equivalent, by Theorem 11 in [54]. In particular, the , 1 in Denitions 2 and 3
are the same. 
Definition 4. A semi-discrete isothermic surface x is minimal if its dual x is
inscribed in a sphere.
3. Semi-discrete catenoids with discrete prole curve
Take the following parametrization for MW inpd;rs-catenoids:
x(k; t) =
0@f(k)costf(k)sint
h  k
1A
where f = f(k) and h are positive. Then, with f1 = f(k + 1),
kxk2 = (f1   f)2 + h2;
k@xk2 = f 2:
One can check that x is isothermic by taking
 = f;  = 1 and  =
(f)2 + h2
f  f1 :
We compute x by solving
x =   1
2
Z
@xdt =   1
f
0@cos tsin t
0
1A+ !c k;
where  !c k depends on k but not t. We now have
x =
1
f  f1
0@f  costf  sint
0
1A+ !c k+1   !c k:
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Figure 2. a semi-discrete MW inpd;rs-catenoid with discretized prole curve
Therefore, x is dual to x if
 !c k+1   !c k = h
f  f1
0@00
1
1A :
Without loss of generality, we can take  !c k as (0; 0; c(k))t with
(4) c(k + 1) = c(k) +
h
f(k)f(k + 1)
:
For x to be minimal, we wish to have
kxk  constant
for some choice of c(0). Substituting Equation (4) into the equation kx1k = kxk,
we obtain
(5) f(k + 1) = hc(k)f(k) +
p
(hc(k)f(k))2 + f(k)2 + h2:
Then we can recursively solve the system of dierence equations (4)-(5).
In order to compare the other catenoids with MW inpd;rs-catenoids, we wish to
reduce the above system of dierence equations to one equation.
Lemma 1. We have
(6) f(k + 2) =
f(k + 1)2 + h2
f(k)
:
Proof. By Equation (5),
(7) c(k) =
f(k + 1)2   f(k)2   h2
2hf(k)f(k + 1)
:
Inserting (7) into (4), we have
(f(k + 2) + f(k))(f(k + 2)f(k)  f(k + 1)2   h2) = 0;
which implies (6). 
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Lemma 1 implies
f(1)f( 1) = f(0)2 + h2;
and then neck-vertex symmetry (in particular, f(1) = f( 1)) gives
f(1)2 = f(0)2 + h2:
Then Equation (7) implies c(0) = 0. Without loss of generality, we can take f(0) = 1,
and then the solution to Equation (6) is
f(k) = cosh(arcsinh(h)  k):
4. Semi-discrete catenoids foliated by discrete circles
Take the following parametrization for MW inps;rd-catenoids:
x(k; t) =
0@f(t)coskf(t)sink
t
1A ;
where f(t) and  are positive. We assume
(8) f(0) = 1 and f 0(0) = 0:
Then
kxk2 = 4f(t)2sin2
2
;
k@xk2 = (f 0(t))2 + 1:
One can conrm that x is isothermic by taking
 = f(t);  =
(f 0(t))2 + 1
(f(t))2
and  = 4 sin2

2
:
Now,
x =  
Z
1
2
@xdt =
0B@ cosk
R
f 0
f2
dt
 sink R f 0
f2
dt
  R 1
f2
dt
1CA
(9) =
0@ coskfsink
f
`(t)
1A+ !c k;
where  !c k depends on k but not t, and `(t) =  
R t
0
f(t) 2dt depends on t but not k.
We compute that
x =
1
f
0@cosksink
0
1A+ !c k+1   !c k:
Therefore, x is dual to x if  !c k is a constant vector. For x to be minimal, x must
be inscribed in a sphere and therefore we can choose  !c 0 = (0; 0; c0)t so that kxk is
constant. From (9) we have
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Figure 3. a semi-discrete MW inps;rd-catenoid discretized in the direc-
tion of rotation
1
f 2
+
Z t
0
1
(f(t))2
dt  c0
2
= constant:
Dierentiation gives that Z t
0
1
(f(t))2
dt =
f 0
f
+ c0
and
f 00f   (f 0)2 = 1:
We nd from (8) that
f(t) = cosh t.
Thus semi-discrete catenoids with smooth prole curves and xed  are unique
up to homotheties. The picture in Figure 3 is such a semi-discrete catenoid. In fact,
we have proven:
Proposition 1. The prole curve ofMW inps;rd-catenoids is independent of choice
of .
5. Weierstrass representation for semi-discrete minimal surfaces
We now give a Weierstrass representation for semi-discrete minimal surfaces.
First we dene semi-discrete holomorphic functions.
Definition 5. A semi-discrete isothermic surface g is a semi-discrete holomor-
phic function if the image of g lies in a plane.
Remark. Semi-discrete holomorphic maps have the following property: With  and
 as in Denition 3 (with x replaced by g),
(10)
kgk2
kg0k kg01k
=


;
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where g0 = @g. So we can think of  and  in the semi-discrete case as an analogy
to the (absolute values of the) cross-ratio factorizing functions in the fully discrete
case, see [13], [14], [33], [34], [35], [61]. 
We introduce the following recipe for constructing semi-discrete minimal sur-
faces.
Theorem 2 (Weierstrass representation). Let g be a semi-discrete holomorphic
function with data  , , and  as in Denition 3. Then we can construct a semi-
discrete minimal surface by solving
@x =  
2
Re
0@ 1
g0
0@ 1  g2i(1 + g2)
2g
1A1A ;
x =

2
Re
0@ 1
g
0@ 1  gg1i(1 + gg1)
g + g1
1A1A :
(11)
Conversely, any semi-discrete minimal surface is described in this way by some semi-
discrete holomorphic function g.
Proof. We start proving the rst half of Theorem 2. Let g be a semi-discrete
holomorphic function such that jgj2 = 1, jg0j = 2 for some positive functions
, ,  . Then
x :=
1
1 + kgk2

2g
 1 + kgk2

2 S2  C R = R3
is semi-discrete isothermic, because x is the image of g under the inverse of stere-
ographic projection. Then
@x =
2
(1 + kgk2)2

g0   g0g2
g0g + g0g

;
x =
2
(1 + kgk2)(1 + kg1k2)

g  ggg1
g g1 +gg

:
It follows that
k@xk2 = 4kg
0k2
(1 + kgk2)2 =
42
(1 + kgk2)2 ;
kxk2 = 4kgk
2
(1 + kgk2)(1 + kg1k2) =
41
(1 + kgk2)(1 + kg1k2) ;
so we can take the data  , ,  for the isothermic surface x to be
  = ;  = ;  =
2
1 + kgk2 :
Here  depends only on k, and   depends only on t. Then
 1
()2
@x =
 1
22

g0   g0g2
g0g + g0g

=
 
2kg0k2

g0   g0g2
g0g + g0g

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=  
2
0@Re1 g2g0 + iRe i(1+g2)g0 
Re

2g
g0
 1A = @x;
where we have identied C R and R3 in the nal equality. Similarly,
1
1
x =

2kgk2

g   gg1g
g1g + gg

=

2
0@Re1 gg1g + iRe i(1+gg1)g 
Re

g+g1
g
 1A = x:
Thus if x solving (11) exists, x and x are dual to each other. A direct computation
shows
kxk2 = 

1 + kgk2
2

1 + kg1k2
21

;
k@xk2 = 

1 + kgk2
2
2
;
so x will be isothermic if it is circular. Since x is inscribed in a sphere, x must
then be a semi-discrete minimal surface. Thus it remains to check existence and
circularity of x.
To show existence of x, we need to show compatibility of the two equations in
(11), and this amounts to showing that the two operators  and @ in (11) commute,
that is,
(12) @
0B@
2
Re
0B@
1 gg1
g
i(1+gg1)
g
g+g1
g
1CA
1CA = 
0B@ 
2
Re
0B@
1 g2
g0
i(1+g2)
g0
2g
g0
1CA
1CA :
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One can compute
Left-hand side of (12)
=

2
Re
0@ 1
(g)2
0@ g2g0   g01   g0g21 + g0i(g0g21 + g0   g2g01   g01)
2g0g1   2gg01
1A1A
=
kgk2
2kg0kkg01k
Re
0@ 1
(g)2
0@ g2g0   g01   g0g21 + g0i(g0g21 + g0   g2g01   g01)
2g0g1   2gg01
1A1A
=

2
Re
0@ g
kg0kkg01kg
0@ g2g0   g01   g0g21 + g0i(g0g21 + g0   g2g01   g01)
2g0g1   2gg01
1A1A
=  
2
Re
0@ 1
g0g01
0@ g2g0   g01   g0g21 + g0i(g0g21 + g0   g2g01   g01)
2g0g1   2gg01
1A1A :
= Right-hand side of (12).
The last task is to check that x is circular. By a rotation and translation, we can
assume that spanf@x; @x1;xg = C f0g for one edge xx1. We x (k; t) = (k0; t0)
arbitrarily, and write x(k0; t0) simply as x. It suces to show the existence of s 2 R
such that (3) holds. Now,
g
g0
;
g1
g01
;
g + g1
g
2 iR:
Expressing g as g = rei in polar form, we have
r0 = r01 = 0; r1e
i1 + rei = i(r1e
i1   rei)
for some  2 R. Taking the absolute value of
r1(i  1)ei1 = r(i+ 1)ei;
we nd that r = r1. The left and right hand sides of Equation (3) are real scalar
multiples of
g   gg1g = r(1 + r2)(ei1   ei) ;
i
 
g0   g0g2
jg0   g0g2j +
g01   g01g21
jg01   g01g21j
!
= i

i0r(1 + r2)ei
ji0r(1 + r2)eij +
i01r1(1 + r
2
1)e
i1
ji01r1(1 + r21)ei1 j

= (ei   ei1);
respectively, where we used the following lemma in the nal equality above. This
lemma follows from Lemma 6 and Theorem 11 in [54], because g is isothermic.
Lemma 2. We have the following property:
0  01 < 0:
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Therefore, we have
arg
 
g   gg1g

=
arg
 
i
 
g0   g0g2
jg0   g0g2j +
g01   g01g21
jg01   g01g21j
!!
;
which implies (3). Now we prove the nal sentence of Theorem 2. Let x be a semi-
discrete minimal surface and  be stereographic projection  : S2 ! C. Then by
denition, there exists a dual x that is semi-discrete isothermic and inscribed in
S2. Take
g :=   x;
then g is a semi-discrete holomorphic function (see Example 1 of [54]). Setting
x = (X1; X2; X3)t; x1 = (X1;1; X2;1; X3;1)
t;
we have
g =
X1 + iX2
1 X3 ; X
2
1 +X
2
2 +X
2
3 = X
2
1;1 +X
2
2;1 +X
2
3;1 = 1;
(X 01)
2 + (X 02)
2 + (X 03)
2 =

2
;
1  (X1X1;1 +X2X2;1 +X3X3;1) = 
21
:
Using the above equations and Denition 2, computations give
 
2
Re
0B@
1 g2
g0
i(1+g2)
g0
2g
g0
1CA =  2
0@X 01X 02
X 03
1A = @x;
(13)

2
Re
0B@
1 gg1
g
i(1+gg1)
g
g+g1
g
1CA = 1
0@X1;1  X1X2;1  X2
X3;1  X3
1A = x:
Thus g produces x via Equation (11), which completes the proof.
Because the computation of (13) in particular is rather laborious, we outline one
part of that computation here: Since

g
= 1[X1;1(1 X3) X1(1 X3;1)
 ifX2;1(1 X3) X2(1 X3;1)g];
we have

2
Re
1  gg1
g
=
1
2(1 X3)(1 X3;1)Re ([X1;1(1 X3)
 X1(1 X3;1)  ifX2;1(1 X3) X2(1 X3;1)g] 
[(1 X3)(1 X3;1)  (X1 + iX2)(X1;1 + iX2;1)])
=
1
2(1 X3)(1 X3;1) [fX1;1(1 X3) X1(1 X3;1)g
f(1 X3)(1 X3;1) X1X1;1 +X2X2;1g   fX2;1(1 X3)
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 X2(1 X3;1)g  (X1X2;1 +X1;1X2)]
=
1
2(1 X3)(1 X3;1)f(1 X3)(1 X3;1)(X1;1  X1
 X1;1X3 +X1X3;1) X1(1 X3)(X21;1 +X22;1)
+X1;1(1 X3;1)(X21 +X22 )g
=
1
2(1 X3)(1 X3;1)f(1 X3)(1 X3;1)(X1;1  X1
 X1;1X3 +X1X3;1)  (1 X3)(1 X3;1)(1 +X3;1)X1
+(1 X3)(1 X3;1)(1 +X3)X1;1g
= 1(X1;1  X1). 
Example 1. The semi-discrete minimal Enneper surface, has been given in [54].
We can also obtain that surface by taking g(k; t) = k + it in Theorem 2.
Example 2. The MW inpd;rs (resp. MW
in
ps;rd) catenoid can be constructed via
Theorem 2 with
g(k; t) = cek+it (resp: g(k; t) = cet+ik);
for the right choices of c; ;  2 R n f0g.
6. Fully-discrete catenoids of Bobenko-Pinkall
The fully discrete catenoids of Bobenko and Pinkall [13] can be given explicitly by
using the Weierstrass representation for discrete minimal surfaces (in the integrable
systems sense), that is, we can use
(14) x(q)  x(p) = Re
0@ apq
gq   gp
0@1  gqgpi + igqgp
gq + gp
1A1A
with the choice of g as gp = gn;m = ce
c1n+ic2m, where c, c1, c2 are nonzero real
constants, and p = (n;m) and q = (n + 1;m) or q = (n;m + 1), and apq is a cross
ratio factorizing function for g. This formulation can be found in [13], [14], [33],
[35], [61].
This choice of g has cross ratios
cr(gn;m; gn+1;m; gn+1;m+1; gn;m+1) =
  sinh2 c1
2
sin2 c2
2
:
So we can take apq =   sinh2 c12 (resp. apq =  sin2 c22 ), when q = (n+ 1;m) (resp.
q = (n;m+ 1)). The value  2 R n f0g can be chosen as we like.
Taking the axis of the surface to be8<:
0@00
t
1A t 2 R
9=; ;
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Figure 4. a (fully-discrete) BP inpd;rd-catenoid
and taking the vertex in the prole curve at the neck to be f(0; 0) = (1; 0; 0)t, we
can propagate to nd the discrete prole curve in the x1x3-plane. For this purpose,
 =  2 and c =  1 are suitable values. One can check that, for all m 2 Z,
x(0;m) =
0@cos(c2m)sin(c2m)
0
1A :
By (14), the discrete prole curve in the x1x3-plane is, for all n 2 Z,
x(n; 0) =
0@cosh(c1n)0
n  sinh c1
1A :
Again by (14), we obtain
x(n;m) =
0@cosh(c1n) cos(c2m)cosh(c1n) sin(c2m)
n  sinh c1
1A :
Setting ` = sinh c1, one prole curve of the BP
in
pd;rd-catenoid is as written in the
upcoming Section 9. Note that the prole curves do not depend on c2.
7. Fully-discrete catenoids of Polthier-Rossman
The catenoids described in [60] are fully discrete and have discrete rotational
symmetry, thus the symmetry group is a dihedral group. Taking the dihedral angle
to be  = 2K 1 for a constant K 2 N and K  3, the vertices of a prole curve
(when the x3-axis is the central axis of symmetry) in the x1x3-plane can be taken
to be points that are vertically equally spaced apart with height dierence between
adjacent vertices denoted as `, and the x1 coordinates of the vertices can be taken
as x(n) = r  cosh(r 1a`n), where a = r` 1arccosh(1+ r 2`2(1 + cos ) 1). Here r is
the waist radius of the interpolated hyperbolic cosine curve. Taking r = 1 without
loss of generality, we can take one prole curve to be
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Figure 5. a (fully-discrete) PRvapd;rd-catenoid
(15)
0@cosh(n  arccosh(1 + `2(1 + cos ) 1))0
n  `
1A ; n 2 Z;
so when we take the limit as  ! 0, we have0@cosh(n  arccosh(1 + 12`2))0
n  `
1A :
A direct computation, as in the proof of the next proposition, shows that this is
exactly what was obtained by Machigashira [50], although it was not described
in terms of the hyperbolic cosine function there, but rather by using Chebyshev
polynomials and Gauss hypergeometric functions.
Proposition 2. The M vapd;rs-catenoid equals the limiting case of the PR
va
pd;rd-
catenoids as  ! 0, and no PRvapd;rd-catenoid (with positive ) will ever have the
same prole curve as the M vapd;rs-catenoid.
Proof. The vertices of an M vapd;rs-catenoid prole curve can be written as
(16)
0@Tn(1 + 122)0
n  
1A ;
where Tk can be dened by the recursion
T0(z) = 1; T1(z) = z; Tn(z) = 2zTn 1(z)  Tn 2(z)
for n  2. The Tn are called Chebyshev polynomials of the rst kind, and are
described in [50]. Suppose, for the vertex on the prole curve where n = 1, we
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equate (15) and (16), i.e.
(17)
0@1 + 1220

1A =
0@1 + `2(1 + cos ) 10
`
1A :
The third coordinate in (17) implies  = `, and then the rst coordinate implies
 = 0. Then we would need to check that all other corresponding vertices in (15)
and (16) also become equal.
Letting x denote the rst coordinate of the prole curve, the M vapd;rs-catenoid
satises
x(n) = Tn(1 +
1
2
2) = 2(1 + 1
2
2)  Tn 1(1 + 122)
 Tn 2(1 + 122):
For the limiting PRvapd;rd-catenoid ( = 0), we would like to see the same recursion
for the rst coordinate of the prole curve. That is, we wish to have
cosh(n  arccosh(1 + 1
2
`2)) =
2(1 + 1
2
`2) cosh((n  1)  arccosh(1 + 1
2
`2))
  cosh((n  2)  arccosh(1 + 1
2
`2)) ;
and this is indeed true, which proves the proposition. 
8. Another type of semi-discrete catenoid
Consider the two discrete loops, for a constant K 2 N, K  3,0@cos(2K 1)sin(2K 1)
r
1A
in the horizontal planes at height r. We consider a semi-discrete catenoid (i.e. a
surface with rotational symmetry by angle 2K 1 about the x3-axis) with those two
loops as boundary. This catenoid is comprised of K congruent pieces, and each piece
is foliated by horizontal line segments. One such piece would have two boundary
curves parametrized by
(18) c1(t) =
0@x(t)0
t
1A and c2(t) =
0@x(t) cos(2K 1)x(t) sin(2K 1)
t
1A
in vertical planes, with t 2 [ r; r] and with
x(r) = x( r) = 1:
The area of this piece is
A =
Z r
 r
x 
p
2(1  cos(2K 1)) + (sin(2K 1))2(x0)2dt:
Then consider a variation x(t) ! x(t; ) with x(t; 0) = x(t) and x(r; ) = 1, so 
is the variation parameter. Note that we are only considering rotationally invariant
variations here, as was done by Machigashira [50]. An interesting question is whether
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we are also in eect considering variations that are not rotationally invariant as well,
by some semi-discrete version of the symmetric criticality principle, see [57]. Set
x0 :=
@x
@t
; x :=
@x
@
; (x0) :=
@2x
@@t
:
We wish to have that the following derivative with respect to  is zero, where
c := cos(2K 1) and s := sin(2K 1) and D := 2(1  c) + s2(x0)2:
d
d
A()

=0
=
Z r
 r
xD + xx
0(x0)s2p
D
dt

=0
=
Z r
 r

x^
p
D + s2x^0
1
2
((x(t))2)0p
D

dt ;
when x(t; ) = x(t) +   x^(t) +O(2). Then, using integration by parts, we wish to
have, with x = x(t),
0 =
Z r
 r
x^
 p
D   s22(1  c)((x
0)2 + xx00) + s2(x0)4p
D
3
!
dt
= 2
Z r
 r
x^
 
(1  c)22  (1 + c)(xx
00   (x0)2)p
D
3
!
dt
for all variations. This implies
xx00   (x0)2 = 2
1 + c
;
and hence we obtain that
x = c1e
 c3t + c2ec3t ; c1 =
1
2(1 + c)c2c23
;
where c2, c3 are free constants. The conditions x(r) = 1 imply c1 = c2 =
(2 cosh(c3r))
 1, so we obtain
(19) x(t) = 2c1 cosh(c3t) =
cosh(c3t)
cosh(c3r)
:
Then automatically x0(0) = 0. From the above relations amongst the cj, we obtain
that
(20) cosh2(c3r) =
c23(1 + c)
2
:
Thus c3 is determined by r. These catenoids have been determined by using a
variational property, like theM vapd;rs-catenoids were, so we call themM
va
ps;rd-catenoids.
For r that allow for solutions c3 to (20), a prole curve of an M
va
ps;rd-catenoid
is c1(t) as in (18) with x(t) as in (19). Rescaling this c1 by cosh(c3r) and appro-
priately rescaling the parameter t, we nd that this catenoid's prole curve can be
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Figure 6. a M vaps;rd-catenoid
parametrized as 0BB@cosh
 p
2tp
1+cos 2
K

0
t
1CCA :
9. Proof of Theorem 1
We list parametrizations of the prole curves of the various catenoids again here
in Table 2.
Comparing all prole curves, we obtain the following proof of Theorem 1:
Proof. The statements in items 1, 2, 4, 5 and 6 of Theorem 1 are obvious, so we
prove only item 3 here. By way of contradiction, suppose BP inpd;rd-catenoid prole
curves andM vapd;rs-catenoid prole curve can be the same. From the parametrizations
in Table 2,
(21) cosh(arc sinh `) = 1 +
1
2
`2:
Since cosh(arc sinh `) =
p
1 + `2, (21) implies ` = 0, which does not occur. Similarly,
suppose BP inpd;rd-catenoid prole curves and PR
va
pd;rd-catenoid prole curve can be the
same. Then we have
cosh(arc sinh `) = 1 +
1
1 + cos 2
K
`2;
namely,
(22) ,
  2
1 + cos 2
K
+ 1

`2 =

1
1 + cos 2
K
2
`4:
The left-hand-side of (22) is negative and the right-hand-side of (22) is positive,
which is impossible. 
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parametrizations of prole curves
smooth catenoid
0@cosh t0
t
1A (t 2 R)
PRvapd;rd-catenoid
0@cosh(n  arccosh(1 + `21+cos 2K ))0
n  `
1A
M vapd;rs-catenoid
0@cosh(n  arccosh(1 + 12`2))0
n  `
1A
BP inpd;rd-catenoid
0@cosh(n  arcsinh`)0
n  `
1A
MW inpd;rs-catenoid
0@cosh(n  arcsinh`)0
n  `
1A
MW inps;rd-catenoid
0@cosh t0
t
1A
M vaps;rd-catenoid
0BB@cosh
 p
2tp
1+cos 2
K

0
t
1CCA
Table 2. Parametrizations of seven types of catenoids
CHAPTER 2
Discrete maximal surfaces with singularities in Minkowski
space
1. Introduction and main results
Bobenko and Pinkall [13], [14] introduced discrete isothermic surfaces in Eu-
clidean 3-space R3 based on integrable systems methods, and Kinoshita and Ross-
man [46] introduced discrete spacelike isothermic surfaces in Minkowski 3-space
R2;1. Discrete spacelike isothermic surfaces (parametrized by m; n 2 Z) in R2;1 are
those for which every quadrilateral face has vertices lying on the Minkowski space
analog of a circle, i.e. the intersection of a translated light cone and a spacelike
plane, so that the cross ratio of those vertices is  m
n
, where m > 0 and n > 0
depend only on the discrete parameter m and n, respectively.
In this paper, we introduce special classes of discrete isothermic surfaces in R2;1
called discrete maximal surfaces, whose mean curvatures are identically 0 in the sense
of [19], [46]. We have a Weierstrass representation for discrete maximal surfaces, as
in our rst main result below, which is analogous to the Weierstrass representation
for discrete minimal surfaces in R3 [13]. In this theorem, discrete holomorphic
functions are dened the same way as discrete spacelike isothermic surfaces are
dened above, having cross ratios on the faces being  m
n
, but now the target of
the map is C rather than R2;1.
Theorem 3. Discrete maximal surfaces F , maps from a domain D  Z2 to R2;1,
can be constructed using discrete holomorphic functions g from D to the complex
plane C by solving
Figure 1. Discrete minimal surfaces in R3 via the Weierstrass rep-
resentation described in [13], coming from the discrete analogs (see
[10]) of the holomorphic functions z,  2 (0; 2).
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Figure 2. G inscribing a circle that intersects S1 (the case where a
singular face appears)
1F =
1
2
Re
0@ m
1g
0@ 1 + gm+1;ngm;ni(1  gm+1;ngm;n)
 (gm+1;n + gm;n)
1A1A
2F =  1
2
Re
0@ n
2g
0@ 1 + gm;n+1gm;ni(1  gm;n+1gm;n)
 (gm;n+1 + gm;n)
1A1A(23)
with m and n cross ratio factorizing functions for g, where
1F := Fm+1;n   Fm;n; 2F := Fm;n+1   Fm;n:
Conversely, any discrete maximal surface satises (23) for some discrete holomorphic
function g.
Non-spacelike faces do appear on discrete maximal surfaces F , and have vertices
lying on a hyperbola or parabola with their cross ratios being m
n
if they do not have
any lightlike edge. We refer to such faces as GVP (\G"eneric \V"ertex \P"lacement)
singular faces. We also see cases of non-spacelike faces with at least one lightlike
edge, and we refer to such faces as NVP (\N"on-generic \V"ertex \P"lacement)
singular faces. For the study of NVP singular faces, we introduce the notion of limit
cross ratios (see Section 7).
In the smooth case, maximal surfaces generally have certain singularities (for
example, see [69]). The discrete analogs of maximal surfaces generally have singular
faces, and these singular faces are the natural discretization of singularities of smooth
spacelike maximal surfaces. Our second main result is the following Theorem 4 (in
the statement, we replace Fm;n, Fm+1;n, Fm+1;n+1, Fm;n+1, with the simpler notations
F , F1, F12, F2, respectively), see Figure 2.
Theorem 4. Let g : D! C be a discrete holomorphic function and let F be a
discrete maximal surface determined from g. Then the face F = (F; F1; F12; F2) is a
singular face if and only if the circle passing through the vertices of the associated
face G = (g; g1; g12; g2) intersects the unit circle S1 = fz 2 C j jzj = 1g.
Our third theorem, a classication of the possible types of singular faces, is as
follows:
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Theorem 5. For the four vertices of a singular face F of a discrete maximal
surface F , which lie in a non-spacelike plane, we have the following:
 When F is GVP, the four vertices lie in a hyperbola or parabola, that is,
they either
(1) lie in the intersection of a translated light cone and a non-spacelike
plane, and the singular face is embedded unless exactly two vertices
lie in each component of a hyperbola, in which case the face is non-
embedded, or
(2) the four vertices lie in an exceptional hyperbola (as dened in Section
3).
 When F is NVP, only the following cases can occur:
(1) all four image points under g lie in S1, and then all four vertices of the
(degenerate) face are the same single point,
(2) exactly two image points under g lie in S1, and then the two cor-
responding vertices of the face are the same and the remaining two
vertices are distinct,
(3) exactly one image point under g lies in S1, and then all four of the
vertices of the face are distinct, but one vertex lies on a line determined
by two other vertices.
Moreover, all cases described in this theorem do actually occur.
The proofs of these theorems and some examples are found in Sections 6, 8, 9,
10.
2. Smooth maximal surfaces
Here we briey review smooth maximal surfaces. For more theory, see [47], [69]
for example. Let
R2;1 := (f(x1; x2; x0)tjxj 2 Rg; h; i)
be 3-dimensional Minkowski space with the Lorentz metric
h(x1; x2; x0)t; (y1; y2; y0)ti = x1y1 + x2y2   x0y0;
and squared norm k(x1; x2; x0)tk2 = h(x1; x2; x0)t; (x1; x2; x0)ti, which can be nega-
tive.
Note that, for xed d 2 R and vector n 2 R2;1 n f0g, a plane P = fx 2
R2;1 j hx; ni = dg is spacelike or timelike or lightlike when n is timelike or spacelike
or lightlike, respectively. Furthermore, a smooth surface in R2;1 is spacelike if its
tangent planes are spacelike. Let F : ! R2;1 be a conformal immersion, where  is
a simply-connected domain in C with complex coordinate z = u+iv, u; v 2 R. F is a
maximal surface if it is spacelike (which follows automatically from the conformality
condition) with mean curvature identically 0.
Dening
H2+ := fx = (x1; x2; x0)t 2 R2;1jkxk2 =  1; x0 > 0g;
H2  := fx = (x1; x2; x0)t 2 R2;1jkxk2 =  1; x0 < 0g;
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we have the following proposition, analogous to the case of smooth minimal surfaces
in R3 (and having a similar proof):
Proposition 3. Away from umbilic points, smooth maximal surfaces lie in the
class of isothermic surfaces. In addition, a spacelike immersion F = F (u; v) is a
maximal surface if and only if it has a dual surface F , which solves
F u =
Fu
kFuk2 ; F

v =  
Fv
kFvk2 ;
contained in H2+ [H2 . This dual surface is the Gauss map of the maximal surface.
Locally, we can construct any smooth maximal surface F with isothermic coor-
dinates u, v from a smooth holomorphic function g : ! C by solving
(24) F = Re
Z 
1 + g2
g0
;
i(1  g2)
g0
; 2g
g0
t
dz:
This function g is stereographic projection of the Gauss map F  (up to scaling and
translation). Conversely, any maximal surface F is described in this way by some
holomorphic function g. See [47].
Dierentiating (24) gives the following system of dierential equations:
Fu = Re

1 + g2
gu
;
i(1  g2)
gu
; 2g
gu
t
;
Fv =  Re

1 + g2
gv
;
i(1  g2)
gv
; 2g
gv
t
:
Our Theorem 3 gives a discrete analog of the above system of dierential equa-
tions.
Remark. Unlike the case of the Weierstrass representation for minimal surfaces in
R3, smooth maximal surfaces in R2;1 have singularities when jgj = 1, because the
metrics
(25)
(1  jgj2)2
jg0j2 dzdz
of the smooth maximal surfaces degenerate. Note that we have a minus sign in the
numerator in (25), unlike the plus sign we would have had for minimal surfaces in
R3. 
3. The cross ratio in Minkowski 3-space
In order to describe discrete isothermic surfaces in R2;1, we rst dene the cross
ratio of four points in R2;1. Identifying R2;1 with the Lie algebra su1;1 of the Lie
group SU1;1, by identifying
R2;1 3 (x1; x2; x0)t $

ix0 x1   ix2
x1 + ix2  ix0

2 su1;1;
we give an analogy of the cross ratio dened by Bobenko and Pinkall [13], [14].
3. THE CROSS RATIO IN MINKOWSKI 3-SPACE 35
Figure 3. Types of faces with vertices lying in the intersection of a
timelike plane with a translated light cone
Definition 6. LetX1, X2, X3, X4 be four distinct points in R2;1. The unordered
pair cr(X1; X2; X3; X4) := fq1; q2g of eigenvalues of the matrix
Q(X1; X2; X3; X4) = (X1  X2)(X2  X3) 1(X3  X4)(X4  X1) 1
is called the cross ratio of the quadrilateral (X1; X2; X3; X4).
Remark. The pair of numbers fq1; q2g will be either real or complex conjugate. If
q1 = q2 2 R, then we regard this single real number as the cross ratio. 
Lemma 3. The unordered pair fq1; q2g in Denition 6 is invariant under isome-
tries and homotheties of R2;1.
Proof. The pair fq1; q2g is obviously invariant under translations and homotheties
of R2;1. To see that fq1; q2g is invariant under rotation, consider the action X 7!
RXR 1 representating general rotations of R2;1, where
R =

1 + i2 1 + i2
1   i2 1   i2

2 SU1;1 (1; 2; 1; 2 2 R; 21 + 22   21   22 = 1):
Clearly,
cr(RX1R
 1; RX2R 1; RX3R 1; RX4R 1)
is invariant of choice of R 2 SU1;1. 
In Proposition 4 we treat the case that the four vertices of each quadrilateral lie
on a translated light cone L2p, where
L2p := fx 2 R2;1jkx  pk2 = 0g
for each p 2 R2;1. The following proposition is easily shown.
Proposition 4. Suppose X1, X2, X3, X4 2 L2p are co-planar in a plane that is
spacelike, and that none of X1 X2, X2 X3, X3 X4, X4 X1 are lightlike. Then
cr(X1; X2; X3; X4) 2 R has a single real value, and is the same as the standard cross
ratio for conic sections (see [46], [33]), and then X1, X2, X3, X4 form an embedded
quadrilateral if and only if cr(X1; X2; X3; X4) < 0.
Remark. (about Proposition 4)
36 2. DISCRETE MAXIMAL SURFACES
 When X1, X2, X3 and X4 are co-planar in a plane that is timelike, rather,
the conic section that X1, X2, X3 and X4 lie on is a hyperbola, and again
cr(X1; X2; X3; X4) 2 R. However, even when cr(X1; X2; X3; X4) is negative,
it is possible that (X1; X2; X3; X4) forms a non-embedded face. The rst
three gures in Figure 3 show the possible cases with negative cross ratios.
 When X1, X2, X3 and X4 are co-planar in a plane that is lightlike, rather,
the conic section that X1, X2, X3 and X4 lie on is a parabola, and here as
well cr(X1; X2; X3; X4) 2 R. Then, like in the case that (X1; X2; X3; X4) lie
in a spacelike plane, when cr(X1; X2; X3; X4) is negative, the face (X1; X2; X3; X4)
is embedded, and if cr(X1; X2; X3; X4) is positive, then (X1; X2; X3; X4) is
non-embedded.
 Thus the case of a hyperbolic conic section is more complicated than the
cases of parabolic and elliptic conic sections, because the hyperbolic conic
sections have two connected components, not just one. We list all the cases
of faces and the signature of their cross ratios in Table 1.
 When X1, X2, X3, X4 are not contained in any translated light cone, then
fq1; q2g will be complex conjugate if X1, X2, X3, X4 lie in a spacelike plane,
and will be real if X1, X2, X3, X4 lie in a timelike plane, and will be real
and equal if X1, X2, X3, X4 lie in a lightlike plane.

Also, the following Proposition 5 holds. In this proposition, any curve in R2;1
which is isometric to
H() := fx = (x1; 0; x0)t 2 R2;1 j kxk2 =  2g ( 2 R n f0g)
will be called an exceptional hyperbola. We use the word \exceptional" because this
curve does not lie in any translated light cone L2p.
Proposition 5. If X1, X2, X3, X4 2 L2p for some p, then cr(X1; X2; X3; X4)
is a single real value and Q(X1; X2; X3; X4) is scalar multiple of cr(X1; X2; X3; X4)
and identity matrix.
Conversely, suppose that the four non-collinear but co-planar points X1, X2, X3,
X4 2 R2;1 satisfy that none of X1   X2, X2   X3, X3   X4, X4   X1 is lightlike
and that cr(X1; X2; X3; X4) is a single real value, and that Q(X1; X2; X3; X4) equals
the scalar cr(X1; X2; X3; X4) times the identity matrix. Then the four vertices X1,
X2, X3, X4 lie in the intersection of a translated light cone and a plane, or in an
exceptional hyperbola.
Remark. (about Proposition 5)
 When four points lie in a straight line, their cross ratio is real. However,
we do not consider such a case.
 The case that some of X1  X2, X2  X3, X3  X4, X4  X1 are lightlike
will be considered in Section 7.
 When the plane containing X1, X2, X3, X4 2 L2p is timelike, it is possible
that this plane passes through the cone point p, and then if the quadrilateral
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shape of
quadrilat-
eral
signature
of plane
signature
of cross
ratio
spacelike positive
spacelike negative
timelike positive
timelike positive
timelike positive
timelike positive
shape of
quadrilat-
eral
signature
of plane
signature
of cross
ratio
timelike positive
timelike negative
timelike negative
timelike negative
lightlike positive
lightlike positive
lightlike negative
Table 1. A list of the types of faces with vertices lying on a conic
section and the signature of their cross ratios
(X1; X2; X3; X4) does not have any lightlike edge, its cross ratio will be
positive.

Let X1, X2, X3, X4 be points in L2p with p = 0. From direct computation (which
is considerably simplied by the fact that p = 0), we have
cr(X1; X2; X3; X4) =
hX1; X2ihX3; X4i   hX1; X3ihX2; X4i+ hX1; X4ihX2; X3i
2hX1; X4ihX2; X3i :
When X1, X2, X3, X4 are points in L2p for general choice of p,
(26) cr(X1; X2; X3; X4) = cr(X1   p;X2   p;X3   p;X4   p);
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and inserting kXi  Xjk2 = k(Xi   p)   (Xj   p)k2 =  2hXi   p;Xj   pi (i, j=1,
2, 3, 4) into Equation (26), we have:
Lemma 4.
cr(X1; X2; X3; X4) =
(27)
kX1  X2k2kX3  X4k2   kX1  X3k2kX2  X4k2 + kX1  X4k2kX2  X3k2
2kX1  X4k2kX2  X3k2 :
4. Discrete isothermic surfaces in Minkowski 3-space
In Denition 7 we dene discrete isothermic surfaces in R2;1, analogous to the
denition of discrete isothermic surfaces in R3 [13].
Definition 7. Let F : D ! R2;1 be a discrete surface parametrized by two
discrete parameters m, n. Then F is a discrete spacelike isothermic surface if the
faces (F ,F1,F12,F2) of F satisfy
(1) F , F1, F12, F2 2 L2p\P for some p 2 R2;1 and some spacelike plane P  R2;1
(p and P can be dierent for dierent faces of F ), and
(2) cr(F; F1; F12; F2) =  mn , where m, resp. n, is a positive scalar function
depending only on m, resp. n.
Analogous to discrete isothermic surfaces in R3 [13], we now dene the dual
surface of an isothermic surface. The F  dened just below exists, just like in the
case of R3 [13].
Definition 8. [and Lemma] Let F : D! R2;1 be a discrete isothermic surface
with cross ratios on the faces given by  m
n
. A surface F  given by the equations
F m+1;n   F m;n = m
Fm+1;n   Fm;n
kFm+1;n   Fm;nk2 ;
F m;n+1   F m;n =  n
Fm;n+1   Fm;n
kFm;n+1   Fm;nk2
(28)
exists, and is also a discrete isothermic surface with the same cross ratios as F . We
call F  the discrete dual surface of F .
Proposition 6. Let F : D ! R2;1 be an isothermic surface with dual surface
F . Then
F12   F k F 1   F 2 ; F1   F2 k F 12   F :
The proof of this opposite diagonal parallelity for discrete isothermic surfaces
in R3 can be found in [18]. In this paper, in preparation for showing that the
mean curvature of discrete maximal surfaces is identically 0 (Lemma 6), we prove
Proposition 6 here as well.
Proof. The condition cr(F; F1; F12; F2) =   gives
(F12   F1)(F1   F ) 1 =  (F12   F2)(F2   F ) 1
, (F12   F )(F1   F ) 1   I =  (F12   F )(F2   F ) 1 + I:(29)
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Multiplying Equation (29) on the left by (F12   F ) 1 and using the denition of
dual surfaces of discrete isothermic surfaces, one can check that the rst equation
in (31) holds.
Similarly, using the condition cr(F ; F 1 ; F

12; F

2 ) =   , one can check that
(30) F1   F2 = ( + )(F 12   F ) 1:
Multiplying Equation (30) on the left by (F 12 F ) and on the right by (F1 F2) 1,
we get the second equation below:
F 1   F 2 = ( + )
F12   F
kF12   Fk2 ;
F 12   F  = ( + )
F1   F2
kF1   F2k2 :
(31)
In particular, F12 F k F 1  F 2 and F1 F2 k F 12 F , proving the proposition. 
5. Mean curvature of discrete isothermic surfaces
Mean curvatures of discrete isothermic surfaces in R3 were dened in [15], [17],
[46], with geometric denitions of discrete minimal surfaces and discrete constant
mean curvature (CMC) surfaces given in [13], [14]. Initially, a denition of discrete
spacelike CMC surfaces in R2;1 was given in [46]. We will dene the mean curvature
of discrete surfaces in R2;1 in the same way as in [15], and then, like in [13] and
[14], we give geometric descriptions of discrete maximal surfaces and discrete CMC
surfaces. We will see that the mean curvatures in these two senses are equivalent
when they are constant. Furthermore, in the case of discrete maximal surfaces, we
will see that these denitions are also compatible with the denition using conserved
quantities in [19].
First, we introduce the denition of CMC surfaces given in [46]. For x =
(x1; x2; x0)
t, y = (y1; y2; y0)
t 2 R2;1 and e1 = (1; 0; 0)t, e2 = (0; 1; 0)t, e0 = (0; 0; 1)t,
x ^ y :=

e1 e2  e0
x1 x2 x0
y1 y2 y0

denotes the wedge product of x and y in R2;1, and x ^ y ? x and x ^ y ? y.
In [46], CMC surfaces were dened as follows in the case that F has spacelike
faces, and we extend this denition here to allow for non-spacelike faces:
Definition 9. Let F = Fm;n be a discrete isothermic surface in R2;1 as in
Denition 7. F is a discrete CMC surface if there exist constant values h 2 R n f0g,
H 2 R and vectors N = Nm;n such that (using N1 = Nm+1;n, N2 = Nm;n+1)
 hN;Ni =  1,
 iF ^Ni +N ^iF = 0,
 hiF;N +Nii = 0,
 iN +HiF = hiF .
The constant H is called the mean curvature of F .
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Remark. In [46], discrete CMC surfaces with quadrilaterals (F; F1; F12; F2) lying
in spacelike planes were considered. However, more generally, discrete spacelike
CMC surfaces can be considered which have some quadrilaterals (F; F1; F12; F2)
with vertices lying in the intersection of a plane (perhaps not spacelike) and some
L2p. Furthermore, the vertices F , F1, F12, F2 could lie on an exceptional hyperbola.
We will see here that discrete maximal surfaces, in particular, can and do have faces
in non-spacelike planes, i.e. singular faces. 
Like in [13], we give a geometric denition of discrete maximal surfaces in R2;1,
motivated by Proposition 3.
Definition 10. Let F : D ! R2;1 be a discrete isothermic surface. F is a
discrete maximal surface if its dual F  can be chosen to lie in H2+ [H2 .
We will give a denition for mean curvature of discrete isothermic surfaces in
R2;1, as in Denition 13. We rst make some preparations in Denitions 11 and 12,
and Lemma 5. For the case of R3, see [15], [17].
Definition 11. Let F : D ! R2;1 be a discrete isothermic surface, and let
l : D ! fstraight lines in R2;1g with Fm;m 2 lm;m. (F; l) is called a line congruence
net if every pair of neighbouring lines, either lm;n and lm+1;n, and also lm;n and
lm;n+1, intersect, for any edge (m;n)(m+1; n) or (m;n)(m;n+1), respectively, with
endpoints in D.
A line congruence has a 1-parameter family of parallel line congruences fFt j t 2
Rg that have parallel faces and share the same lines, i.e. F tm;n 2 lm;n, and this leads
to a denition of Gauss and mean curvatures for discrete surfaces (Denition 13), as
we will now explain. The oriented area of an n-gon P with vertices (p0; p1;    ; pn 1)
and lying in a spacelike plane with timelike unit normal N is
(32) A(P ) =
1
2
n 1X
i=0
det(pi; pi+1; N)
with p0 = pn. For any given planar polygon P , the set of all polygons with parallel
corresponding edges to those of P forms a vector space.
Definition 12. Let P = (p0; p1;    ; pn 1) and Q = (q0; q1;    ; qn 1) be poly-
gons (in planes with unit normal N) with parallel corresponding edges. Then
(33) A(P;Q) :=
1
4
n 1X
i=0
(det(pi; qi+1; N) + det(qi; pi+1; N))
is called the mixed area of P and Q.
We say that quadrilaterals P and Q (so n = 4) with parallel corresponding edges
are dual if A(P;Q) = 0.
Lemma 5. The mixed area has the following properties:
(1) A(P;Q) is a symmetric bilinear form on the vector space of polygons with
parallel corresponding edges.
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(2) A(P ) = A(P; P ).
(3) A(P + tQ) = A(P ) + 2t(P;Q) + t2A(Q).
(4) Quadrilaterals P = (p0; p1; p2; p3) and Q = (q0; q1; q2; q3) with parallel corre-
sponding edges are dual to each other if and only if their opposite diagonals
are parallel, like the property in Proposition 6.
For a given line congruence net (F; l), we dene a normal map N by choosing
a normal Nm;n at one vertex (m;n) such that Fm;n + Nm;n 2 lm;n and determine
the length of the normals at all other vertices so that F + N 2 l is a mesh with
edges parallel to the corresponding edges of F . Then F +N has quadrilateral faces
parallel to the corresponding faces of F , and N does as well, so we have
A(F + tN) = A(F ) + 2tA(F;N) + t2A(N):
Note that the choice of N is not unique.
Like in [15], [17], [37], where the Steiner formula for smooth surfaces was used
to motivate the denitions, we dene the mean and Gauss curvatures of discrete
surfaces as in Denition 13 below. We now include the additional assumption that
hN;Ni is constantly  1, like in the rst item of Denition 9.
Definition 13. Let (F; l) be a line congruence net with normal map N such
that hN;Ni   1. Then the mean curvature H^ and the Gauss curvature K are
dened as
H^ =  A(F;N)
A(F )
; K =
A(N)
A(F )
on each quadrilateral (F; F1; F12; F2).
The following proposition tells us that the mean curvatures in the two senses
above are equal when those mean curvatures are constant.
Proposition 7. When H^ in Denition 13 is constant, there exist h, H satisfying
the conditions in Denition 9, and H = H^. Conversely, when there exist h, H
satisfying the conditions in Denition 9, then H^ = H. Furthermore, H = H^ = 0 if
and only if Denition 10 is satised and we can take N = F .
Proof. For H^ 6= 0 in Denition 13, we have
(34) A(F;N) =  H^A(F ), A(F; F + H^ 1N) = 0, F  = (F + H^ 1N)
for some constant  2 R n f0g, by Proposition 6 and Lemma 5. On the other
hand, when there exist constants H 6= 0 and h 6= 0 as in Denition 9, we have
iF
 = h 1H(iF +H 1iN). Setting  = h 1H, we have
(35) iF
 = (iF +H 1iN):
One solution of (35) is F  as on the right-hand side of (34), and the second sentence
of the proposition follows when H 6= 0.
To see that the rst sentence holds as well when H^ 6= 0 is constant, we take 
as in (34), and Denition 9 holds with H = H^ and h =  1H.
When H^  0 in Denition 13, we have A(F;N) = 0. So we can take N = F 
and Denition 10 holds. Furthermore, Denition 9 holds with H = 0 and h = 1.
42 2. DISCRETE MAXIMAL SURFACES
When Denition 9 holds with H = 0, we have iN = hiF
, so we can again
take F  = N , and again Denition 10 holds. Furthermore, A(F;N) = 0, so H^ = 0
in Denition 13. 
In addition, discrete maximal surfaces as dened here also satisfy a separate
characterization found in [19]. This is the content of Lemma 6. The papers [23],
[22], [21] unify discrete surfaces in Riemannian and Lorentzian spaceforms by using a
Lie sphere geometric description. In particular, discrete CMC surfaces are described
via constant and linear conserved quantities.
Lemma 6. Discrete maximal surfaces as dened in Denition 10 satisfy that the
mean curvature in the sense of [19] is also zero.
Proof. (The Lie sphere geometry employed here does not appear elsewhere in this
paper.) Taking a Lie sphere geometric approach to discrete surfaces [19], we denote
the 6-dimensional Lorentz space with Lorentz metric by
R4;2 := fx = (x1; x2; x3; x4; x5; x6)t j xi 2 R (i = 1; 2; 3; 4; 5; 6)g;
(x; y) =  x1y1 + x2y2 + x3y3 + x4y4 + x5y5   x6y6:
Taking
p = (0; 0; 1; 0; 0; 0)t; q = (1; 1; 0; 0; 0; 0)t;
we can identify 3-dimensional Minkowski space R2;1 with
B := fy 2 R4;2 j (y; y) = 0; (y; q) = 0; (y; p) =  1g:
Let F be a discrete maximal surface with dual surface F  as in Denition 8. Taking
lifts
F 7! f :=  1
2
(1 + kFk2); 1
2
(1  kFk2); 0; F tt ; F  7! f :=  (F; F ); (F; F ); 1; (F )tt ;
we have
(36) f1   f =
 
1
2
(kF1k2   kFk2); 12(kF1k2   kFk2); 0; F t1   F t
t
:
F is also a dual surface of F , so, for some cross ratio factorizing function  > 0,
F1   F = F

1   F 
d
; d := kF 1   F k2; and
(37)
F1   F 1d
2 = F   F d
2 ) kF1k2   kFk2 = 2d (hF1; F 1 i   hF; F i);
because kF k2 =  1. Inserting (37) into (36), we have
f1   f = kF 1   F k2
(f1   f):
Similarly, for the cross ratio factorizing function  > 0,
f2   f =  kF 2   F k2
(f2   f):
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In particular, f1   f k f1   f and f2   f k f2   f. On the other hand, by (31) with
F and F  reversed, F12   ( + )kF 1   F 2 k 2F 1 = F   ( + )kF 1   F 2 k 2F 2 ,
implying
(38) kF12k2   kFk2 = 2(+ )kF 1   F 2 k2
(hF12; F 1 i   hF; F 2 i):
Similarly,
kF12k2   kFk2 = 2(+ )kF 1   F 2 k2
(hF; F 1 i   hF12; F 2 i); implying
(39) hF12; F 1 i   hF; F 2 i = hF; F 1 i   hF12; F 2 i:
Using Equation (38), one can check that f12   f equals
(40)
 + 
kF 1   F 2 k2
 hF12; F 1 i   hF; F 2 i; (hF12; F 1 i   hF; F 2 i); 0; (F 1 )t   (F 2 )tt :
Note that
 = hF12   F2; F 12   F 2 i = hF1   F; F 1   F i;(41)
  = hF12   F1; F 12   F 1 i = hF2   F; F 2   F i:(42)
Subtracting (42) from (41) and inserting (39) into the resulting equation, we have
 2(hF12; F 1 i+ hF2; F 2 i   hF1; F 1 i   hF; F 2 i)  hF1   F2; F 12 + F i = 0:
Again by Equation (31) with F and F  reversed,
hF1   F2; F 12 + F i =
 + 
kF 12   F k2
hF 12   F ; F 12 + F i = 0;
because kF k2 =  1. Thus we have
(43) hF12; F 1 i   hF; F 2 i = hF1; F 1 i   hF2; F 2 i:
Inserting (43) into (40), we have f12   f = ( + )kF 1   F 2 k 2(f1   f2). Similarly,
f1   f2 = ( + )kF 12   F k 2(f12   f). In particular, we have
f12   f k f1   f2; f1   f2 k f12   f:
In conclusion, the space form projection (f; f) is maximal, that is, H  0 in the
sense of [19], because f and f are Koenigs dual lifts in R4;2. (See Thm 2.6 in [19].)

Quadrilaterals of a discrete maximal surface do not always lie in a spacelike
plane, and we dene those that do not to be the \singularities" (singular faces) of
the surface, as in Denition 14 below. By Theorem 4, they appear precisely when
the corresponding discrete holomorphic function g lies near S1 (in the sense given
in that theorem). This is natural, because in the smooth case, a maximal sur-
face has singularities when its corresponding holomorphic function g (stereographic
projection of the Gauss map) satises jgj = 1.
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Definition 14. Let F be a discrete maximal surface. The face F = (F; F1; F12; F2)
is a singular face if F lies on a non-spacelike plane. In particular, F is a GVP sin-
gular face if F has no lightlike edges and is a NVP singular face if otherwise.
Remark. For a GVP singular face F , we can compute the cross ratio via Denition
6. However, if F is NVP, this will not work. In Section 7, we will use a dierent
method to dene the cross ratio of an NVP singular face. 
6. Proof of Theorem 3
We rst prove one direction of Theorem 3.
Let g be a discrete holomorphic function with cross ratio factorizing functions
m, n. Consider
g 7! F  :=
0B@
 2Re(g)
jgj2 1
 2Im(g)
jgj2 1
jgj2+1
jgj2 1
1CA 2 H2+ [H2   R2;1:
This discrete surface F  is the image of g under the inverse of a stereographic
projection. Using Equation (27), one can check that generically
(44) cr(g; g1; g12; g2) = cr(F
; F 1 ; F

12; F

2 ):
We can still establish Equation (44) in non-generic cases, and we will deal with
that at the end of this proof.
Still assuming genericity, we dene the surface F by (23). This F exists if and
only if the compatibility condition 1(2F ) = 2(1F ) holds. Note that, by the
second equation in (23),
(45) 1(2F ) =  n
4
0B@
1+g1g12
2g1
+ 1+ g1 g12
2g1
  1+gg2
2g
  1+g g2
2g
i(1 g1g12)
2g1
  i(1  g1 g12)
2g1
  i(1 gg2)
2g
+ i(1 g g2)
2g
 g1+g12
2g1
  g1+ g12
2g1
+ g+g2
2g
+ g+ g2
2g
1CA :
Using
n =  m2g
1g
2g1
1g2
=  m2g
1g
2g1
1g2
in Equation (45), we have
1(2F ) =
m
4
0BB@
2g(1+g1g12)
1g1g2
+ 2g(1+ g1 g12)
1g1g2
  2g1(1+gg2)
1g1g2
  2g1(1+g g2)
1g1g2
i2g(1 g1g12)
1g1g2
  i2g(1  g1 g12)
1g1g2
  i2g1(1 gg2)
1g1g2
+ i2g1(1 g g2)
1g1g2
 2g(g1+g12)
1g1g2
  2g( g1+ g12)
1g1g2
+ 2g1(g+g2)
1g1g2
+ 2g1(g+ g2)
1g1g2
1CCA
= 2
0B@m
2
Re
0B@
1+gg1
1g
i(1 gg1)
1g
 g+g1
1g
1CA
1CA = 2(1F ):(46)
Thus the compatibility condition for existence of F is satised.
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Next, we wish to establish that F and F  are dual. Still assuming genericity,
consider the equation
m
k1F k21F
 = m(jg1j
2   1)(jgj2   1)
4jg1   gj2
  (jgj2 1)(g1+ g1)+(jg1j2 1)(g+g)
(jg1j2 1)(jgj2 1)
 2(jg1j2 jgj2)
(jg1j2 1)(jgj2 1)
!
= 1
2
Re
0@ m
1g
0@ 1 + gm+1;ngm;ni  igm+1;ngm;n
 (gm+1;n + gm;n)
1A1A ;(47)
and similarly, the equation
(48)
 m
k2F k22F
 =  1
2
Re
0@ n
2g
0@ 1 + gm;n+1gm;ni  igm;n+1gm;n
 (gm;n+1 + gm;n)
1A1A :
Thus
1F = m
1F

k1F k2 ; 2F =  n
2F

k2F k2 :
A computation shows
(49) cr(F ; F 1 ; F

12; F

2 ) = cr(F; F1; F12; F2);
and so m and n are cross ratio factorizing functions for F as well.
Thus, by Proposition 7, F and F  are dual, and then, by Denition 10, F is
discrete maximal.
Finally, we show the converse direction in Theorem 3. Let F be a discrete max-
imal surface. Then by denition, there exists a dual F  that is discrete isothermic
and inscribed in H2+ [H2 . Take
g :=   F ;
where  is a stereographic projection  : H2+ [ H2  ! C. Then g is a discrete
holomorphic function. One can check that this g produces F via Equation (23),
completing the proof in the generic case.
In the case that F has an NVP singular face, at least one of the edge vectors
F   F1, F   F2, F2   F12 and F1   F12 is lightlike or zero, because at least one of
F , F 1 , F

12 and F

2 blows up. So, cr(F; F1; F12; F2) and cr(F
; F 1 ; F

12; F

2 ) blow up
when (F; F1; F12; F2) is an NVP singular face. However, we can treat the cross ratio
of NVP singular faces by a limiting process instead, as we do in Section 7. With
that treatment, we can establish Equations (44) and (49) in non-generic cases as
well, and thus will have also covered the non-generic cases in this proof of Theorem
3.
7. Cross ratios of NVP singular faces
In this section the cross ratio of NVP singular faces is discussed. NVP singular
faces occur when at least one of the four vertices of the corresponding discrete
holomorphic function lie in S1. This results in lightlike edges on the singular faces,
so we cannot compute the cross ratio of NVP singular faces in the usual ways
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as in Section 3. However, by applying some innitesimal variations using Mobius
transformations, we can treat the cross ratio of NVP singular faces in the limit, as
in Lemma 7 below.
Definition 15. We call a family of Mobius transformations M : C [ f1g !
C [ f1g,  2 ( 0; 0)  R, a Mobius transform variation of C [ f1g if M0 is the
identity map and the M change continuously with respect to .
Lemma 7 (and Denition). Let G = (g; g1; g12; g2) be a quadrilateral of some
discrete holomorphic function and let F = (F; F1; F12; F2) be a NVP singular face
determined from G . Let M be a Mobius transform variation such that
g =Mg; g1; =Mg1; g12; =Mg12; g2; =Mg2 62 S1 for  6= 0;
This variation preserves the cross ratio of (g; g1; g12; g2). Let G  := (g; g1;; g12;; g2;)
be the resulting quadrilateral in C and letF  be the well-dened quadrilateral given
by G  via Equation (23). Dening the limit-cross-ratio of the NVP singular face as
lcr(F ) := lim
!0
cr(F ) (= cr(F ) for all  2 ( 0; 0) n f0g);
we nd that lcr(F ) exists and is independent of choice of M, and furthermore
lcr(F ) = cr(g; g1; g12:g2) 2 R:
Proof. M is a family of Mobius transformations, so cr(g; g1; g12; g2) = cr(g; g1;; g12;; g2;)
for all  2 ( ;0). Let F be a discrete surface given by Mg via Equation (23).
By Equation (46), 12F = 21F, so F  is well-dened, and by Equations (44)
and (49) we have
cr(F; F1;; F12;; F2;) = cr(g; g1;; g12;; g2;) = cr(g; g1; g12; g2);
and F has no lightlike edges, because we chose g; g1;; g12;; g2; so that none
of g; g1;; g12;; g2; 62 S1 for  6= 0. Because F  is a part of a discrete maximal
surface, which is in particular a discrete isothermic surface with singular faces, F
is co-planar. This means that the cross ratio of F does not depend on the choice
of  6= 0. Thus we have
lim
!0
F = F ; lim
!0
cr(F) = cr(g; g1; g12; g2);
proving the lemma. 
8. Proof of Theorem 4
Let g be a discrete holomorphic function, and let F be the maximal surface
given by g as in Theorem 1. Let F be a face, for which the four values of g (at the
vertices) lie in a circle which may or may not intersect S1. Since the edges of F 
are parallel to the corresponding edges of F , to consider whether F is singular, it
suces to consider whether the corresponding face (F ; F 1 ; F

12; F

2 ) on F
 is in a
non-spacelike plane.
Let C  C be a circle passing through the vertices of (g; g1; g12; g2) with center
a + ib and radius r. The face (F ; F 1 ; F

12; F

2 ) is given by the image of the inverse
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of stereographic projection of (g; g1; g12; g2). Taking p 2 C n S1, the image of the
inverse stereographic projection map
C 3 p := x+ iy 7!

  2xjpj2   1 ; 
2y
jpj2   1 ;
jpj2 + 1
jpj2   1
t
2 H2+ [H2 
lies in the plane
P := f(x1; x2; x0)t 2 R2;1jh(x1; x2; x0)t; ni =  (a2 + b2   r2   1)g
with normal n = ( 2a; 2b; a2 + b2   r2 + 1)t. Thus F ; F 1 ; F 12; F 2 2 P and n is
normal to the face (F ; F 1 ; F

12; F

2 ). The plane P is not spacelike exactly when n is
not timelike. Because knk2 =  f(a2 + b2)   (r   1)2gf(a2 + b2)   (r + 1)2g, n not
being timelike is equivalent to
(50) jr   1j 
p
a2 + b2  r + 1:
On the other hand, also C intersects S1 if and only if (50) holds, proving the theorem.
9. Proof of Theorem 5
Now we give a classication of GVP and NVP singular faces by considering
separate cases that cover all possibilities. Throughout this section, by isometries
and scalings of R2;1, (F ; F 1 ; F 12; F 2 ) will be transformed to corresponding points
that we denote by (X1; X2; X3; X4).
Case 1: GVP singular faces for which the four vertices F , F 1 , F

12, F

2
lie in one connected component of a hyperbola. In this case, the plane pass-
ing through (F ; F 1 ; F

12; F

2 ) is timelike. By an isometry and appropriate scaling,
without loss of generality, we can transform the vertices (F ; F 1 ; F

12; F

2 ) to four
points (X1; X2; X3; X4) lying in
(51) f(x1; x2; x0)t 2 L2j x2 = 1g:
For example, like in Figure 4, setting
X1 = (sinh(1); 1; cosh(1))
t; X2 = (sinh(2); 1; cosh(2))
t;
X3 = (sinh(3); 1; 1 cosh(3))
t; X4 = (sinh(4); 1; 2 cosh(4))
t
(52)
for some j 2 R, and with 1 = 2 = 1, one can check that
cr(X1; X2; X3; X4) = cr(F
; F 1 ; F

12; F

2 ) = cr(F; F1; F12; F2) =  
sinh 1 2
2
sinh 3 4
2
sinh 2 3
2
sinh 1 4
2
:
Since cr(F; F1; F12; F2) < 0, (F; F1; F12; F2) is embedded and the vertices F , F1, F12,
F2 lies in one component of the intersection of a translated light cone and a timelike
plane.
Such GVP singular faces appear in Examples 3 and 5 in Section 10.
Case 2: GVP singular faces for which two vertices amongst F , F 1 , F

12,
F 2 lie in one connected component of a hyperbola and other two points
lie in the other component. Here, like in Case 1, we can assume the vertices X1,
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Figure 4. the Gauss map of Case 1
Figure 5. the Gauss map of Case 2
X2, X3, X4 lie in the set (51). For example, like in Figure 5, having X1, X2, X3, X4
as in (52) for some j 2 R, but now with 1 = 2 =  1, one can check that
cr(F; F1; F12; F2) =  
sinh 1 2
2
sinh 3 4
2
cosh 2+3
2
cosh 1+4
2
:
Since again cr(F; F1; F12; F2) < 0, (F; F1; F12; F2) is non-embedded like in the left-
hand picture in Figure 5 and (F; F1; F12; F2) lies on the intersection of a translated
light cone and a timelike plane.
Such GVP singular faces appear in Examples 3 and 5 in Section 10.
Case 3: GVP singular faces for which three vertices amongst F , F 1 ,
F 12, F

2 lie in one connected component of a hyperbola and the other lies
in the other component. Here again, like in Case 1, we can assume X1, X2, X3,
X4 lie in (51). Then, like in the left-hand picture in Figure 6, having X1, X2, X3,
X4 as in (52) for some j 2 R, but now with  1 = 2 = 1, one can check that
cr(F; F1; F12; F2) =
sinh 1 2
2
cosh 3+4
2
cosh 2+3
2
sinh 1 4
2
:
Alternately, like in the right-hand picture in Figure 6, if 1 =  2 = 1, one can
check that
cr(F; F1; F12; F2) =  
sinh 1 2
2
cosh 3+4
2
sinh 2 3
2
cosh 1+4
2
:
As cr(F; F1; F12; F2) < 0, (F; F1; F12; F2) is a face like in the left-hand picture of
Figure 6. Furthermore, we have the following proposition, which is the unique case
where the vertices of a singular face of F lie in an exceptional hyperbola:
Proposition 8. When F , F 1 , F

12, F

2 are placed as in the left-hand picture in
Figure 7, the quadrilateral (F; F1; F12; F2) lies in an exceptional hyperbola.
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Figure 6. the Gauss map of Case 3
Figure 7. a quadrilateral of a Gauss map on the left-hand side, and
its dual quadrilateral (a GVP singular face) on the right-hand side
Proof. By way of contradiction, assume that F  = X1, F 1 = X2, F

12 = X3 and
F 2 = X4 with  1 = 2 = 1 and 4 < 1 < 2 (or 4 < 1 < 2) in (52) (other cases
can be handled similarly), and that (F; F1; F12; F2) lies on the intersection H of a
translated light cone and a timelike plane. By Proposition 6, F 1  F 2 k F12 F . In
particular, F12 F is spacelike. So F12, F lie in one component of the hyperbola H.
Similarly, F 12   F  k F1   F2, and F1   F2 is timelike. So F1 lies in one component
of H and F2 lies in the other one. So exactly one of F1 and F2 lies in the same
component of H that F and F12 lie in. However, both F12   F1 and F12   F2 are
timelike. So both F1 and F2 do not lie in the component of H containing F and F12.
This contradiction proves the proposition. 
Such GVP singular faces appear in Examples 3 and 5 in Section 10.
Case 4: GVP singular faces for which three vertices amongst F , F 1 ,
F 12, F

2 lie in the intersection of a translated light cone and a lightlike
plane. Here, we can assume X1, X2, X3, X4 lie in the set
f(2t; t2   1; t2 + 1)t 2 L2jt 2 Rg:
Transforming F , F 1 , F

12, F

2 to
X1 = (2t1; t
2
1   1; t21 + 1)t; X2 = (2t2; t22   1; t22 + 1)t;
X3 = (2t3; t
2
3   1; t23 + 1)t; X4 = (2t4; t24   1; t24 + 1)t
for some tj 2 R, one can check that
cr(F; F1; F12; F2) =  (t1   t2)(t3   t4)
(t2   t3)(t4   t1) :
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Figure 8. two points lying in S1
Figure 9. NVP singular faces in F , as in Case 6
Using cr(F; F1; F12; F2) < 0, (F; F1; F12; F2) is embedded and (F; F1; F12; F2) lies
on the intersection of a translated light cone and a lightlike plane. For example,
such a GVP singular face appears when we choose the discrete holomorphic function
g = ( 1 + 6
5
m) + i( 4
5
+ 8
5
n). Then the face (F1;0; F2;0; F2;1; F1;1) is such a GVP
singular face.
In conclusion, the possible cases of GVP singular faces that appear in discrete
maximal surfaces are exhibited in the left-hand pictures in Figures 4 and 5, and in
the right-hand picture in Figure 7.
Next, we give a classication of NVP singular faces. For this, rst we consider
where the vertices of G = (g; g1; g12; g2) lie. In Figures 8 and 10, we use the label
S; I; O when a vertex lies on S1, in the region inside S1, in the region outside
S1, respectively.
Case 5: NVP singular faces when all vertices g; g1 ; g12 ; g2 lie on S1.
Note that all edge vectors given by g; g1 ; g12 ; g2 become zero, by (23). Thus the
corresponding face in F becomes just one point.
For example, such an NVP singular face (F0;0; F1;0; F1;1; F0;1) appears when we
choose the discrete holomorphic function g =
p
2f(m  1
2
) + i(n  1
2
)g.
Case 6: NVP singular faces when two of g; g1 ; g12 ; g2 lie on S1. The
vertices of G lie like in Figure 8. Then the faces in F corresponding to the rst
two left-hand pictures in Figure 8 become triangles, and the one corresponding to
the right-hand picture in Figure 8 becomes a 1-dimensional V-shape. The resulting
NVP singular faces are pictured in Figure 9, and appear in Examples 3 and 4 in
Section 10.
Case 7: NVP singular faces when one of g; g1 ; g12 ; g2 lies on S1. The
vertices of G are like in Figure 10. The corresponding faces in F become like in
Figure 11. Such NVP singular faces appear in Example 3 in Section 10.
This completes the proof of Theorem 5.
10. EXAMPLES 51
Figure 10. one point lying in S1
Figure 11. NVP singular faces as in Case 7
10. Examples
Example 3. The discrete maximal Enneper surfaces can be constructed via
Theorem 3 with
g(m;n) = c(m+ in);
for any choice of c 2 R n f0g. The picture in Figure 12 is such a maximal Enneper
surface, and some singular faces appear. For example, the face (F1;5; F2;5; F2;6; F1;6)
is a GVP singular face as in Case 1 in Section 9, the face (F1;4; F2;4; F2:5; F1;5) is a
GVP singular face as in Case 2, the face (F3;3; F4;3; F4;4; F3;4) is a NVP singular face
like in the right-hand picture of Figure 9, as in Case 6, and (F4;2; F5;2; F5;3; F4;3) and
(F4;3; F5;3; F5;4; F4;4) are NVP singular faces as in Case 7.
If we choose g = 1
6
(m+ in), the face (F4;4; F5;4; F5:5; F4;5) is a GVP singular face
as in Case 3.
Example 4. The discrete maximal catenoids can be constructed via Theorem
3 with
g(m;n) = exp(m+ in);
for any choices of ;  2 R n f0g. The picture in Figure 13 is such a catenoid, and
some singular faces appear. For example, the face (F0;0; F1;0; F1;1; F0;1) is a NVP
singular face like in the left-hand picture in Figure 9 (Case 6).
Example 5. A third example can be constructed via Theorem 3 with the discrete
holomorphic function gm;n called z
. (See [10].) The pictures in Figures 14, 15, 16
are such maximal surfaces, coming from cz for c 2 R n f0g. If  = 2n 2
n
for n  2
(n 2 N), we have higher order maximal Enneper surfaces.
Example 6. A fourth example can be constructed via Theorem 3 with
g(m;n) = tanh(m+ in);
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Figure 12. a discrete maximal Enneper surface with c = 1
5
and its
discrete holomorphic function
Figure 13. a discrete maximal catenoid and its discrete holomorphic function
Figure 14. a maximal surface made using 1
10
z
4
3 and its discrete holo-
morphic function
for any choices of ;  2 R n f0g.
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Figure 15. a maximal surface made using 1
10
z
3
2 and its discrete holo-
morphic function
Figure 16. a maximal surface made using 1
20
z
8
5 and its discrete holo-
morphic function
Figure 17. neighborhoods of central vertices of higher order Enneper
surfaces, that would be umbilic points for the corresponding smooth
surfaces.

CHAPTER 3
Semi-discrete maximal surfaces with singularities in
Minkowski space
1. Introduction
Bobenko and Pinkall [13], [14] introduced discrete isothermic surfaces based on
integrable systems methods in Euclidean 3-space R3, and they described the discrete
minimal surfaces and a Weierstrass representation for them. Mueller and Wallner
[53] introduced semi-discrete isothermic surfaces and semi-discrete minimal surfaces
based on integrable systems methods in R3, and Rossman and the author [64] gave
a Weierstrass representation for semi-discrete minimal surfaces in R3.
In this paper, we introduce a particular special class of semi-discrete isothermic
surfaces in Minkowski 3-space R2;1 called semi-discrete maximal surfaces. In the
smooth case, an isothermic surface is maximal if and only if its dual surface can be
inscribed in the two sheeted hyperbolic 2-plane H2+ [H2  (dened in Section 2 here)
and becomes its own Lorentz Gauss map, as mentioned in [70]. Using this property,
we will dene semi-discrete maximal surfaces in R2;1. Furthermore, in Proposition
11, we will show that semi-discrete maximal surfaces in this sense satisfy that the
mean curvature is identically 0.
On the other hand, in the smooth case, maximal surfaces generally have sin-
gularities (for example, see [69]). And also in the discrete case, the author [70]
described discrete maximal surfaces with singularities in R2;1. (In [70], singularities
of discrete maximal surfaces are called singular faces, as also dened in Subsection
2.2 here.) Therefore, unlike the case of semi-discrete minimal surfaces in R3, we
can expect that semi-discrete maximal surfaces in R2;1 also have singularities. In
fact, we dene singularities of semi-discrete maximal surfaces called singular edges,
which we will see are a natural description of singularities on semi-discrete maximal
surfaces (see Denition 23).
Let x : ZR (or some subdomain)! R2;1 be a semi-discrete surface parametrized
by k 2 Z, t 2 R. In this paper we abbreviate
x = x(k; t); x1 := x(k + 1; t); @x = x
0 :=
dx
dt
; x := x1   x;
and [x; x1] denotes the edge with the two endpoints x and x1.
In order to introduce our theorems, here we dene singularities of semi-discrete
maximal surfaces (these terminologies are explained in Section 3). Let x be a semi-
discrete maximal surface. Then we call [x; x1] a singular edge if the plane spanned
by f@x;x1; @xg is non-spacelike. We will see that a natural way to separate
singular edges into two kinds as follows: We call [x; x1] a GVP (\G"eneric \V"ertex
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Figure 1. An example for which the tangent circle C at g, g1 inter-
sects S1, and thus for which the singular edge [x; x1] appears.
\P"lacement) singular edge if the plane spanned by f@x;x1; @xg is not spacelike
but both @x and x are not lightlike. On the other hand, we call an edge [x; x1]
an NVP (\N"on-generic \V"ertex \P"lacement) singular edge if either @x or @x1 is
lightlike.
Admitting singular edges, we have a Weierstrass-type representation for semi-
discrete maximal surfaces. Our rst main result is as follows:
Theorem 6. Semi-discrete maximal surfaces x can be constructed using semi-
discrete holomorphic functions g (dened in Section 3 here, along with the associated
functions  , ) from Z  R (on the same domain as x) to the complex plane C by
solving
(53) @x =  
2
Re
0B@
1+g2
g0
i(1 g2)
g0 2g
g0
1CA ; x = 
2
Re
0B@
1+gg1
g
i(1 gg1)
g
 (g+g1)
g
1CA
with  and  determined from g. Conversely, any semi-discrete maximal surface
satises (53) for some semi-discrete holomorphic function g
Our second main result is the following. In Theorem 7, C denotes the tangent
circle at g, g1, which is the circle that passes through g and g1 and is tangent to g
0,
g01 there, as in Figure 1.
Theorem 7. Let g : Z  R ! C be a semi-discrete holomorphic function and
let x be a semi-discrete maximal surface determined from g. Then the edge [x; x1]
is a singular edge if and only if the tangent circle C at g, g1 intersects S1 = fz 2
C j jzj = 1g.
Our third theorem is as follows: In the next theorem, the phrase \tangent conic
section" refers to the 1-dimensional conic section (or simply a circle with respect to
the Minkowski metric) that lies in the plane P(x; x1) containing x, x1, @x and @x1
and is tangent to @x (resp. @x1) at x (resp. x1).
Theorem 8. The tangent conic section of a GVP singular edge [x; x1] is a
hyperbolic or parabolic conic section, and either case can occur for edges of either
GVP or NVP type. In particular, we have the following cases:
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 GVP case: In the GVP case, only the following cases can occur:
(1) If the tangent conic section is hyperbolic and x is spacelike, @x, @x1
lie to the same side of the straight line within P(x; x1) spanned by x.
(2) If the tangent conic section is parabolic and x is spacelike, @x, @x1
lie to the same side of the straight line within P(x; x1) spanned by x.
(3) If one image point under g lies inside S1, and the other one lies outside
S1, then the tangent conic section is a hyperbolic conic section, x
is timelike, and @x, @x1 lie to the opposite sides of the straight line
within P(x; x1) spanned by x.
 NVP case: In the NVP case, only the following cases can occur:
(1) Exactly one of the two image points under g lies in S1, and then that
corresponding vertex itself is a singular point of the curve it lies in, but
two endpoints of the edge are not the same,
(2) the two image points under g both lie in S1, and then the corresponding
edge in x collapses to a single point.
Moreover, all cases described here do occur.
Furthermore, as the simplest examples of smooth, discrete and semi-discrete
maximal surfaces, we will compare the prole curve of smooth, discrete and semi-
discrete maximal surfaces of revolution. In all three cases, by an isometry in R2;1,
there are three kinds of axes of revolution. The rst kind is that the axis is timelike
axis, the second one is spacelike, and the third is that the axis is lightlike. Then
we have our nal fourth theorem. In Theorem 9, we abbreviate smooth, discrete
and semi-discrete elliptic (resp. hyperbolic, parabolic) catenoids as \EC" (resp.
\HC", \PC"), that is, \EC" (resp. \HC", \PC") denotes a smooth, discrete or
semi-discrete maximal surface with timelike (spacelike, lightlike) axis. Furthermore,
the superscript pd (resp. ps) means that the prole curve is discrete (resp. smooth),
and rd (resp. rs) means that the rotational direction is discrete (resp. smooth):
Theorem 9. After appropriate normalizations, we have the following:
 ECpdrd -catenoids (resp. HCpdrd -catenoids, PCpdrd -catenoids) and ECpdrs -catenoids
(resp. HCpdrs -catenoids, PC
pd
rs -catenoids) have the same prole curves.
 Smooth elliptic (resp. hyperbolic, parabolic) catenoids and ECpsrd-catenoids
(resp. HCpsrd-catenoids, PC
ps
rd-catenoids) have the same prole curves.
 Smooth elliptic (resp. hyperbolic, parabolic) catenoid prole curves and
ECpdrd -catenoid (resp. HC
pd
rd -catenoids, PC
pd
rd -catenoids) prole curves are
never the same.
2. Preliminaries
Unless otherwise noted, throughout this paper f (resp. F , x) denotes a smooth
(resp. discrete, semi-discrete) surface.
2.1. Smooth maximal surfaces in R2;1. Here we briey review smooth max-
imal surfaces. For more theory, see [47], [69] for example. Let
R2;1 := (f(x1; x2; x0)tjxj 2 Rg; h; i)
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be 3-dimensional Minkowski space with the Lorentz metric
h(x1; x2; x0)t; (y1; y2; y0)ti = x1y1 + x2y2   x0y0;
and squared norm k(x1; x2; x0)tk2 = h(x1; x2; x0)t; (x1; x2; x0)ti, which can be nega-
tive or zero.
Note that, for xed d 2 R and vector n 2 R2;1 n f0g, a plane P = fx 2
R2;1 j hx; ni = dg is spacelike or timelike or lightlike when n is timelike or spacelike
or lightlike, respectively. Furthermore, a smooth surface in R2;1 is spacelike if its
tangent planes are spacelike. Let f : ! R2;1 be a conformal immersion, where  is
a simply-connected domain in C with complex coordinate z = u+iv, u; v 2 R. f is a
maximal surface if it is spacelike (which follows automatically from the conformality
condition) with mean curvature identically 0.
Dening
H2+ := fx = (x1; x2; x0)t 2 R2;1jkxk2 =  1; x0 > 0g;
H2  := fx = (x1; x2; x0)t 2 R2;1jkxk2 =  1; x0 < 0g;
we have the following proposition, analogous to the case of smooth minimal surfaces
in R3 (and having a similar proof):
Proposition 9. Away from umbilic points, smooth maximal surfaces lie in the
class of isothermic surfaces. In addition, a spacelike immersion f = f(u; v) is a
maximal surface if and only if it has a dual surface f , which solves
f u =
fu
kfuk2 ; f

v =  
fv
kfvk2 ;
contained in H2+ [H2 . This dual surface is the Gauss map of the maximal surface.
Locally, we can construct any smooth maximal surface f with isothermic coor-
dinates u, v from a smooth holomorphic function g : ! C by solving
(54) f = Re
Z 
1 + g2
g0
;
i(1  g2)
g0
; 2g
g0
t
dz:
This function g is stereographic projection of the Gauss map f  (up to scaling and
translation of f ). Conversely, any maximal surface f is described in this way by
some holomorphic function g. See [47].
Dierentiating Equation (54) gives the following system of dierential equations:
fu = Re

1 + g2
gu
;
i(1  g2)
gu
; 2g
gu
t
;
fv =  Re

1 + g2
gv
;
i(1  g2)
gv
; 2g
gv
t
:
Our Theorem 6 gives a semi-discrete analog of the above system of dierential
equations.
2. PRELIMINARIES 59
Remark. Unlike the case of the Weierstrass representation for minimal surfaces in
R3, smooth maximal surfaces in R2;1 have singularities when jgj = 1, because the
metrics
(55)
(1  jgj2)2
jg0j2 dzdz
of the smooth maximal surfaces degenerate. Note that we have a minus sign in the
numerator in Equation (55), unlike the plus sign we would have had for minimal
surfaces in R3. 
2.2. Fully-discrete maximal surfaces in R2;1. In order to compare smooth,
discrete and semi-discrete maximal surfaces of revolution, here we introduce discrete
maximal surfaces in R2;1 and their singularities, as described in [70].
Definition 16. For the second item below, the denition of cr(Fm;n; Fm+1;n; Fm+1;n+1;
Fm;n+1) can be found in [70].
 Let g be a map from D  Z2 to C parametrized by two discrete parameters
m, n. This map g is a discrete holomorphic function if it satises
(gm;n   gm+1;n)(gm+1;n+1   gm;n+1)
(gm+1;n   gm+1;n+1)(gm;n+1   gm;n) =  
m
n
;
where m (resp. n) is a positive scalar function depending only onm (resp.
n).
 F : D! R2;1 is a discrete isothermic surface if F satises
cr(Fm;n; Fm+1;n; Fm+1;n+1; Fm;n+1) =  m
n
:
 Let F be a discrete isothermic surface in R2;1 with cross ratios on the faces
given by  m
n
. Then F is a discrete maximal surface if the dual surface F 
of F satisfying
F m+1;n   F m;n = m
Fm+1;n   Fm;n
kFm+1;n   Fm;nk2 ;
F m;n+1   F m;n =  n
Fm;n+1   Fm;n
kFm;n+1   Fm;nk2
can be inscribed in H2+ [H2 .
 Let F : Z2 ! R2;1 be a discrete maximal surface. Then the face F =
(Fm;n; Fm+1;n;
Fm+1;n+1; Fm;n+1) (for some m, n) is a singular face if F lies on a non-
spacelike plane.
Any discrete maximal surface can be described via the Weierstrass-type repre-
sentation using discrete holomorphic functions (see [70]). Furthermore, we have
criteria for singular faces of discrete maximal surfaces:
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Figure 2. Part of a semi-discrete circular surface in R2;1
Proposition 10. Let g : Z2 ! C be a discrete holomorphic function and let F
be a discrete maximal surface determined from g. Then the face F = (F; F1; F12; F2)
is a singular face if and only if the circle passing through the vertices of the face
G = (g; g1; g12; g2) intersects the unit circle S1 = fz 2 C j jzj = 1g.
Our second main result describes the similar criteria for singularities of semi-
discrete maximal surfaces, analogous to Proposition 10.
3. Semi-discrete isothermic surfaces in R2;1
Here we dene semi-discrete conjugate and circular nets in R2;1. The notion of
semi-discrete surfaces here is almost the same as in R3 (see [53]). In Denition 17,
\circle" denotes the intersection of a translated light cone L2p and a plane, where
L2p := fx 2 R2;1jkx   pk2 = 0g for xed p 2 R2;1. The main goal of this paper is
to discretize spacelike isothermic immersions, so we will assume that the planes are
spacelike.
Definition 17. Let x : Z R! R2;1 be a semi-discrete surface.
 x is a semi-discrete conjugate net if @x, x and @x are linearly dependent.
 x is a semi-discrete circular net if there exists a circle C passing through x
and x1 that is tangent to @x, @x1 there (for all k, t).
In the smooth case, smooth isothermic surfaces contains many important classes
of surfaces. In particular, minimal surfaces and constant mean curvature (for short,
CMC) surfaces in R3 and maximal surfaces and CMC surfaces in R2;1 lie in the class
of isothermic surfaces. Furthermore, Christoel duals of smooth isothermic surfaces
play important roles. As mentioned in Subsection 2.1, a dual surface of a smooth
isothermic maximal surface is characterized as a surface inscribed in H2+ [H2 , and
the dual surface of a smooth isothermic CMC surface in R2;1 is characterized as the
parallel surface at distance 1=H. And also in the discrete case, discrete maximal
and CMC surfaces in R2;1 have the same properties (see [70]).
Mueller, Wallner [53] described semi-discrete dualizable surfaces in R3. For semi-
discrete circular surfaces, isothermity is equivalent to the existence of Christoel
duals. In particular, Rossman and the author [64] applied their theory to semi-
discrete minimal surfaces in R3 and Mueller [52] applied it to semi-discrete CMC
surfaces in R3. So it is natural to consider semi-discrete circular surfaces possessing
Christoel duals in R2;1.
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Definition 18. Suppose x, x are semi-discrete conjugate surfaces. Then x and
x are dual to each other if there exists a function  : Z R! R+ so that
@x =   1
2
@x; x =
1
1
x:
Like in R3, we have the following proposition. The proof of Lemma 8 is the same
as in [53], so here we state only the result.
Lemma 8. We have the following two facts:
 Let x be a conjugate semi-discrete surface. Then x has a dual surface x if
and only if there exists a positive scalar function  : ZR! R+ such that
(56) @x =
1

@x  
1
@x1 +
@  1 + @1  
1
x:
 If x has a dual surface x, the vectors @x, @x1 lie to the same side of the
straight line spanned by x within the plane through x and x1, and tangent
to @x, @x1.
The denition of semi-discrete isothermic surfaces in R2;1 is almost the same as
in R3, as dened in [53], but for the case in R2;1, we assume that the circles lie on
spacelike planes.
Definition 19. A semi-discrete circular surface x is semi-discrete isothermic if
there exist positive functions ; ;  such that
kxk2 = 1; k@xk2 = 2; with @ =  = 0:
As already mentioned in Section 1, motivated by Proposition 9, we dene semi-
discrete maximal surfaces as follows:
Definition 20. A semi-discrete isothermic surface x is semi-discrete maximal
if its dual x can be inscribed in H2+ [H2 .
Here we dene Gaussian and mean curvatures for semi-discrete circular surfaces.
In R3, they have already been dened in [42], [52]. In Denition 21, n plays the
role of the Lorentz Gauss map of the original semi-discrete circular surface x.
Definition 21. Let x : ZR! R2;1 be a semi-discrete circular surface, and let
n : ZR! H2+[H2  be a semi-discrete circular surface with @x k @n and x k n.
Then K and H dened by
K =
det(@n+ @n1;n;N)
det(@x+ @x1;x;N)
;
H =  det(@x+ @x1;n;N) + det(@n+ @n1;x;N)
2 det(@x+ @x1;x;N)
are called the Gaussian and mean curvatures of x, where N is a timelike unit vector
perpendicular to the plane spanned by f@x;x; @xg (see Figure 3).
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Figure 3. Part of a semi-discrete circular surface with timelike unit
normal vector N . N is perpendicular to the plane spanned by @x,
@x1, x if hX;Ni = 0, where X is any vector in the plane (in the
sense of R2;1).
Note that Gaussian and mean curvatures Kd and Hd of the parallel surface
xd := x+ d  n of x with distance d are
(57) Kd =
K
1  2d H + d2 K ; H
d =
H   d K
1  2d H + d2 K ;
which are the same conditions as in both the smooth and discrete cases in R3 (see
[15]).
Furthermore, for a semi-discrete circular surface x and its dual x, dualizability
is equivalent to the condition
det(@x+ @x1;x
; N) + det(@x + @x1;x;N) = 0;
which follows from Equation (56). In the case of R3, this fact had been mentioned
in [52].
This gives the following proposition:
Proposition 11. Let x be a semi-discrete isothermic surface, and let x be its
dual surface. Then
 H  0, we can choose x (up to translation and scaling) so that n = x,
 H = const. , we can choose x (up to translation and scaling) so that
x = x+ 1
H
n.
Proof. The condition H  0 is equivalent to
H  0, det(@x+ @x1;n;N) + det(@n+ @n1;x;N) = 0, n = x:
And the condition H  const. is equivalent to
det(@x+ @x1;n;N) + det(@n+ @n1;x;N)
=  2H det(@x+ @x1;x;N)
, det

@x+ @x1;

x+
1
H
n

; N

+det

@

x+
1
H
n

+ @

x1 +
1
H
n1

;x;N

= 0
, x = x+ 1
H
n;
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Figure 4. Parallel surfaces of a semi-discrete minimal Enneper sur-
face in R3, with mesh shown and without mesh shown. This surface
appears to have singularities.
proving the proposition. 
Remark. For a semi-discrete maximal surface x, by Equation (57), parallel surfaces
xd of x are new semi-discrete surfaces satisfying the condition
d Kd +Hd = 0:
This also holds for the fully-discrete case in R2;1, and also for both the discrete and
semi-discrete cases in R3. 
Semi-discrete holomorphic functions were rst dened in [64]. The following
denition is the semi-discrete analogue of discrete holomorphic functions in [13],
and as in Theorem 6, semi-discrete holomorphic functions are used to describe the
Weierstrass representation for semi-discrete maximal surfaces.
Definition 22. A semi-discrete isothermic surface g is a semi-discrete holomor-
phic function if the image of g lies in R2 = C.
Note that, as in Figure 4, even when we consider semi-discrete circular surfaces
in R3, they may have congurations that appear to have \singularities". Unlike
the case of discrete surfaces, semi-discrete surfaces can be considered as a discrete
one-parameter family of smooth curves, so each curve may have singularities. We
can also consider semi-discrete surfaces as a discrete one-parameter family of the
strips f(1   s)xk + s  xk+1js 2 [0; 1]g, and we can imagine nding singularities
of each strip in terms of the two smooth parameters t, s. In this sense, Mueller,
Wallner [53] showed that each strip of a semi-discrete isothermic surface does not
have singularities.
However, semi-discrete surfaces actually depend on only a discrete parameter
k and a smooth parameter t, so we wish to dene \singularities" of semi-discrete
surfaces in a way that depends on only k and t. From this viewpoint, it is suitable
to dene singularities of semi-discrete surfaces as we do in Denition 23 below. At
present, we do not have a general denition of singularities on semi-discrete surfaces,
but in the case of semi-discrete maximal surfaces, we can dene their singular edges
as below. In the smooth case, except at singularities, the tangent planes at all points
are spacelike, which leads to this natural description of singularities of semi-discrete
maximal surfaces:
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Definition 23. Let x be a semi-discrete maximal surface. Then the edge [x; x1]
for some k, t is a singular edge if the plane spanned by f@x;x; @xg is not spacelike.
In particular, [x; x1] is a GVP singular edge if neither of @x, @x1 is lightlike, and
[x; x1] is an NVP singular edge if at least one of @x, @x1 is lightlike.
4. Semi-discrete maximal surfaces of revolution
In this section we discuss semi-discrete maximal surfaces of revolution in R2;1.
Unlike the case in R3, there are three kinds of axes of revolution. Using isome-
tries of R2;1, we can think without loss of generality that the three types of axes
are spanf(0; 0; 1)tg, spanf(0; 1; 0)tg, spanf(1; 0; 1)tg. In the smooth case, there are
three kinds of maximal surfaces of revolution called elliptic, hyperbolic, parabolic
catenoids, where an elliptic (resp. hyperbolic, parabolic) catenoid is a surface of
revolution with axis in the direction (0; 0; 1)t (resp. (0; 1; 0)t, (1; 0; 1)t). We will use
EC-catenoid (resp. HC-catenoid, PC-catenoid) to denote an elliptic (resp. hyper-
bolic, parabolic) catenoid. Then we can give explicit parametrizations of six types
of semi-discrete ECpdrs , EC
ps
rd , HC
pd
rs , HC
ps
rd , PC
pd
rs , PC
ps
rd-catenoids, where pd (resp.
ps) means that the prole curve is discrete (resp. smooth), and rd (resp. rs) means
that the rotational direction is discrete (resp. smooth).
4.1. Semi-discrete elliptic catenoids with discrete prole curve. Take
the parametrization for ECpdrs -catenoids:
x(k; t) =
0@f(k)costf(k)sint
h  k
1A
where h is positive, and f(k) is a function of k. Then, with f1 = f(k + 1),
kxk2 = (f1   f)2   h2; k@xk2 = f 2:
One can check that x is isothermic by taking
 = f;  = 1 and  =
(f)2   h2
f  f1 :
We compute x by solving
x =   1
2
Z
@xdt =   1
f
0@cos tsin t
0
1A+ !ck ;
where  !ck depends on k but not t. We now have
x =
1
f  f1
0@f  costf  sint
0
1A+  !ck+1   !ck :
Therefore, x is dual to x if
  !ck+1   !ck = h
f  f1
0@00
1
1A :
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Without loss of generality, we can take  !ck as (0; 0; c(k))t with
(58) c(k + 1) = c(k) +
h
f(k)f(k + 1)
:
For x to be semi-discrete maximal, we wish to have kxk2  constant for some choice
of c(0). Then the condition kx1k2 = kxk2 gives
(59)
1
f 21
  c21 =
1
f 2
  c2:
Inserting (58) into (59), we have
(60) c(k) =  f(k + 1)
2   f(k)2   h2
2hf(k)f(k + 1)
:
Again inserting (60) into (58), we have
(f(k + 2) + f(k))(f(k + 2)f(k)  f(k + 1)2 + h2) = 0
) f(k + 2) = f(k + 1)
2   h2
f(k)
:(61)
Now we assume that f(1) =  f( 1). By Equation (61), we have
f(1)f( 1) = f(0)2   h2 ) f(1)2 =  f(0)2 + h2:
Taking f(0) = 0, the solution to Equation (61) is
f(k) = sinh(arcsinh(h)  k):
The left-hand picture in Figure 5 is such a semi-discrete elliptic catenoid.
4.2. Semi-discrete elliptic catenoids with smooth prole curve. Take
the following parametrization for ECpsrd-catenoids:
x(k; t) =
0@f(t) cos(h  k)f(t) sin(h  k)
t
1A ;
where the function f(t) and constant  are positive. We assume f(0) = 0 and f 0(0) =
1. Then
kxk2 = 4f(t)2 sin2 h
2
; k@xk2 = (f 0(t))2   1:
One can conrm that x is isothermic by taking
 = f(t);  =
(f 0(t))2   1
(f(t))2
and  = 4 sin2
h
2
:
Now,
x =
0B@  cos(h  k)
R
f 0
f2
dt
  sin(h  k) R f 0
f2
dt
  R 1
f2
dt
1CA =
0B@
cos(hk)
f
sin(hk)
f
`(t)
1CA+ !ck ;
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Figure 5. Two semi-discrete elliptic catenoids
where `(t) =   R t
0
f(t) 2dt depends on t but not k. We compute that
x =
1
f
0@(cos(h  k))(sin(h  k))
0
1A+  !ck+1   !ck :
Therefore, x is dual to x if  !ck is a constant vector. For x to be semi-discrete
maximal, x must be inscribed in a hyperbolic plane and therefore we can choose !c0 = (0; 0; c0)t so that kxk2 is constant. From this condition, we have
1
f 2
 
Z t
0
1
(f(t))2
dt  c0
2
= constant:
Dierentiation gives thatZ t
0
1
(f(t))2
dt =  f
0
f
+ c0 ) f 00f   (f 0)2 =  1:
We nd from the initial conditions of f and f 0 that f(t) = sinh t.
Thus semi-discrete elliptic catenoids with smooth prole curves and xed h are
unique up to homotheties. Furthermore, the shape of the smooth prole curve is
independent of h. The right-hand picture in Figure 5 is such a semi-discrete elliptic
catenoid.
4.3. Semi-discrete hyperbolic catenoids with discrete prole curve.
Take the following parametrization for HCpdrs -catenoids:
x(k; t) =
0@f(k) sinh th  k
f(k) cosh t
1A ;
where the function f = f(k) and constant h are positive. Then, with f1 = f(k+1),
kxk2 = (f1   f)2   h2; k@xk2 = f 2:
One can check that x is isothermic by taking
 = f;  = 1 and  =
 (f)2 + h2
f  f1 :
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We compute x by solving
x =   1
2
Z
@xdt =   1
f
0@sinh t0
cosh t
1A+ !ck :
We now have
x =
1
f  f1
0@f  sinh t0
f  cosh t
1A+  !ck+1   !ck :
Therefore, x is dual to x if
  !ck+1   !ck = h
f  f1
0@01
0
1A :
Without loss of generality, we can take  !ck as (0; b(k); 0)t with
(62) b(k + 1) = b(k) +
h
f(k)f(k + 1)
:
For x to be semi-discrete maximal, we wish to have kxk2  constant for some choice
of b(0). The condition kx1k2 = kxk2 gives
(63)   1
f 21
+ b21 =  
1
f 2
+ b2:
Inserting (62) into (63), we have
(64) b(k) =  f(k + 1)
2   f(k)2   h2
2hf(k)f(k + 1)
:
Again inserting Equation (64) into (62), we have
(f(k + 2) + f(k))(f(k + 2)f(k)  f(k + 1)2 + h2) = 0
) f(k + 2) = f(k + 1)
2   h2
f(k)
:(65)
We now assume that f(1) = f( 1). By Equation (65), we have
f(1)f( 1) = f(0)2   h2 ) f(1)2 =  f(0)2 + h2:
Taking f(0) = 1, the solution to Equation (65) is
f(k) = cos(arcsin(h)  k):
The left-hand picture in Figure 6 is such a HCpdrs -catenoid.
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4.4. Semi-discrete hyperbolic catenoids with smooth prole curve.
Take the following parametrization for HCpsrd-catenoids:
x(k; t) =
0@f(t) sinh(h  k)t
f(t) cosh(h  k)
1A :
We assume f(0) = 1 and f 0(0) = 0. Then
kxk2 = 4f(t)2 sinh2 h
2
; k@xk2 =  (f 0(t))2 + 1:
One can conrm that x is isothermic by taking
 = f(t);  =
 (f 0(t))2 + 1
(f(t))2
and  = 4 sin2
h
2
:
Now,
x =
0B@  sinh(hk)
R
f 0
f2
dt
  R 1
f2
dt
  cosh(hk) R f 0
f2
dt
1CA =
0B@
sinh(hk)
f
`(t)
cosh(hk)
f
1CA+ !ck ;
where `(t) =   R t
0
f(t) 2dt. We compute that
x =
1
f
0@sinh(hk)0
 cosh(hk)
1A+  !ck+1   !ck :
Therefore, x is dual to x if  !ck is a constant vector. For x to be semi-discrete
maximal, x must be inscribed in a hyperbolic plane and therefore we can choose !c0 = (0; b0; 0)t so that kxk2 is constant. This condition gives
  1
f 2
+
Z t
0
1
(f(t))2
dt  b0
2
= constant:
Dierentiation gives thatZ t
0
1
(f(t))2
dt =  f
0
f
+ b0 ) f 00f   (f 0)2 =  1:
We nd from the initial conditions of f and f 0 that f(t) = cos t.
Thus semi-discrete hyperbolic catenoids with smooth prole curves and xed h
are unique up to homotheties. Furthermore, the shape of the smooth prole curve
is independent of h. The right-hand picture in Figure 6 is such a semi-discrete
hyperbolic catenoid.
4.5. Semi-discrete parabolic catenoids with discrete prole curve. Take
the following parametrization for PCpdrs -catenoids:
x(k; t) =
0@f(k) + (1  t2)(h  k) 2t(h  k)
f(k)  (1 + t2)(h  k)
1A :
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Figure 6. Two semi-discrete hyperbolic catenoids
Then
kxk2 = 4h2  k2; k@xk2 = 4f  h = 4f  h
k(k + 1)
k(k + 1):
Then one can check that x is isothermic by taking
 = k;  = 4h2 and  =
4h f
k(k + 1)
:
We compute x by solving
x =   1
2
Z
@xdt = h
0@ t2k2t
k
t2
k
1A+ !ck :
We now have
x =   h
k(k + 1)
0@t22t
t2
1A+  !ck+1   !ck :
Therefore, x is dual to x if
  !ck+1   !ck = 1
k(k + 1)
0@f + h0
f   h
1A :
Setting  !ck = (a(k); b(k); c(k))t, then
(66) a =
1
k(k + 1)
(f + h); b = 0; c =
1
k(k + 1)
(f   h):
Without loss of generality, we can take b(k) = 0. Set x =

ht2
k
+ a; 2ht
k
; ht
2
k
+ c
t
,
then
kxk2 = 2h  t
2
k2
(k(a  c) + 2h) + (a+ c)(a  c):
If kxk2  constant, that is, kxk2 is independent of t and k,
k(a  c) + 2h = 0; (a+ c)(a  c)    ( : constant;  > 0):
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Then we have
(67) a  c =  2h
k
; a+ c =
k
2h
:
On the other hand, by Equation (66) and (67), we have
(68) (a+ c) =
2f
k(k + 1)
:
Inserting the right-hand equation in Equation (67) into Equation (66), we have
f =

12h
(k   1)k(k + 1):
The left-hand picture in Figure 7 is such a semi-discrete parabolic catenoid.
4.6. Semi-discrete parabolic catenoids with smooth prole curve. Take
the following parametrization for PCpsrd-catenoids:
x(k; t) =
0@f(t) + (1  (h  k)2)t 2(h  k)t
y(t)  (1 + (h  k)2)t
1A :
We assume f(0) = 0 and f 0(0) = 1. Then
kxk2 = 4h2  t2; k@xk2 = 4y0 = 4y
0
t2
t2:
One can conrm that x is isothermic by taking
 = t;  =
4y0
t2
and  = 4h2:
Now,
x =
0@ `(t) + 1 (hk)2t 2hk
t
 `(t)  1+(hk)2
t
1A+ !ck ;
where `(t) =   R t
0
t 2y0dt. We compute that
x =  1
t
0@h2(2k + 1)2h
h2(2k + 1)
1A+  !ck+1   !ck :
Therefore, x is dual to x if  !ck is a constant vector. For x to be semi-discrete
maximal, x must be inscribed in a hyperbolic plane and therefore we can choose !c0 = (0; 0; 0)t so that kxk2 is constant. From this condition, we have
 4
t
`(t) = constant:
Dierentiation gives that Z t
0
t0
t2
dt =
y0
t
) t  f 00   2f 0 = 0:
We nd from the initial conditions of f and f 0 that (t) = t3.
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Figure 7. Two semi-discrete parabolic catenoids
Thus semi-discrete parabolic catenoids with smooth prole curves and xed h
are unique up to homotheties. Furthermore, the shape of the smooth prole curve
is independent of h. The right-hand picture in Figure 7 is such a semi-discrete
parabolic catenoid.
5. Fully-discrete maximal surfaces of revolution
In this section we discuss fully discrete maximal surfaces of revolution in the
sense of [70]. Denitions of discrete holomorphic functions and discrete maximal
surfaces are as in Subsection 2.2.
In order to compare prole curves of smooth, discrete and semi-discrete maximal
surfaces of revolution, we give explicit parametrizations of discrete maximal surfaces
of revolution.
In Figure 8 we show graphics of aHCpdrd -catenoid and PC
pd
rd -catenoid and visually
note where the singular faces appear in these surfaces.
In R3, Bobenko, Suris [18] characterized discrete isothermic surfaces as circular
Koenigs nets. In particular, if F : Z2 ! Ri (i = 2; 3) is a discrete isothermic surface
parametrized by two discrete parameters m and n, there exists a scalar function
s : Z2 ! R+ such that
kFm+1;n   Fm;nk2 = m  sm;n  sm+1;n;
kFm;n+1   Fm;nk2 = n  sm;n  sm;n+1
(69)
hold, where m > 0, n > 0 are given by
cr(Fm;n; Fm+1;n; Fm+1;n+1; Fm;n+1) =  m
n
;
with cr(Fm;n; Fm+1;n; Fm+1;n+1; Fm;n+1) as dened in [13] (see Theorem 4.8 in [18]).
Furthermore, a dual surface F  of a discrete isothermic surface F is given by
F m+1;n   F m;n =
1
sm;n  sm+1;n (Fm+1;n   Fm;n) ;
F m;n+1   F m;n =  
1
sm;n  sm;n+1 (Fm;n+1   Fm;n) :
(70)
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Figure 8. Discrete hyperbolic and parabolic catenoids, and their
singular faces (the singular faces have been darkened)
Away from singular faces of discrete maximal surfaces, one can check that Equations
(69) and (70) still hold. In fact, for discrete maximal surfaces, setting
kgm+1;n   gm;nk2 = m  s^m;n  s^m+1;n;
kgm;n+1   gm;nk2 = n  s^m;n  s^m;n+1;
we can take sm;n := (kgm;nk2   1)s^ 1m;n.
In order to give explicit parametrizations of discrete maximal surfaces of revo-
lution, like in Subsections 4.1, 4.3, 4.5, we set parametrizations for three kinds of
discrete maximal surfaces of revolution as follows:
Fm;n =
0@f(m) cos(c  n)f(m) sin(c  n)
h m
1A ;
0@f(m) sinh(c  n)h m
f(m) cosh(c  n)
1A ;
0@f(m) + (1  (c  n)2)(h m) 2(c  n)  (h m)
f(m)  (1 + (c  n)2)(h m)
1A :
Using Equation (70), by similar computations as in Subsections 4.1, 4.3, 4.5 we can
explicitly compute the parametrizations of ECpdrd , HC
pd
rd , PC
pd
rd and derive
ECrdpd(m;n) =
0@sinh(arcsinh(h) m) cos(c  n)sinh(arcsinh(h) m) sin(c  n)
h m
1A ;
HCrdpd(m;n) =
0@cos(arcsin(h) m) sinh(c  n)h m
cos(arcsin(h) m) cosh(c  n)
1A ;
PCrdpd(m;n) =
0@ 12h(m  1)m(m+ 1) + (1  (c  n)2)h m 2(c  n)  (h m)

12h
(m  1)m(m+ 1)  (1 + (c  n)2)h m
1A :
6. Proof of Theorem 6
We start by proving the rst half of Theorem 6. Let g be a semi-discrete holo-
morphic function such that jgj2 = 1, jg0j = 2 for some positive functions ,
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,  . First we temporarily assume that jgj 6= 1, and then
x :=
1
jgj2   1
0@ 2Re(g) 2Im(g)
jgj2 + 1
1A 2 H2+ [H2   R2;1 = C R
is semi-discrete isothermic, because x is the image of g under the inverse of stereo-
graphic projection. (Here, the symbol \=" is used simply because we are identifying
R2;1 and C R.) Then
@x = 2
(jgj2   1)2

g0 + g0g2
 (g0g + g0g)

;
x = 2
(jgj2   1)(jg1j2   1)

g +ggg1
 (g g1 +gg)

:
It follows that
k@xk2 = 4jg
0j2
(jgj2   1)2 =
42
(jgj2   1)2 ;
kxk2 = 4jgj
2
(jgj2   1)(jg1j2   1) =
41
(jgj2   1)(jg1j2   1) ;
so we can take the data  , ,  for the isothermic surface x to be
  = ;  = ;  =
2
jgj2   1 :
Here,  depends only on k, and   depends only on t. Identifying C  R and R3,
we have
 1
()2
@x =  1
22

g0 + g0g2
g0g + g0g

=
 
2jg0j2

g0   g0g2
g0g + g0g

=  
2
0@Re1+g2g0 + iRe i(1 g2)g0 
 Re

2g
g0
 1A =  
2
Re
0B@
1+g2
g0
i(1 g2)
g0
 2g
g0
1CA = @x:
Similarly,
1
1
x = 
2jgj2

g + gg1g
 (g1g + gg)

=

2
0@Re1+gg1g + iRe i(1 gg1)g 
 Re

g+g1
g
 1A = 
2
Re
0B@
1+gg1
g
i(1 gg1)
g
 g+g1
g
1CA = x:
Thus if x solving (53) exists, x and x are dual to each other. A direct computation
shows
kxk2 = 
 jgj2   1
2
 jg1j2   1
21

; k@xk2 = 
 jgj2   1
2
2
;
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so x will be semi-discrete isothermic. Since x is inscribed in H2+ [H2 , x must then
be a semi-discrete maximal surface. Thus it remains to check existence of x.
To show existence of x, we need to show compatibility of the two equations in
(53), and this amounts to showing that the two operators  and @ in (53) commute,
that is,
(71) @
0B@
2
Re
0B@
1+gg1
g
i(1 gg1)
g
 g+g1
g
1CA
1CA = 
0B@ 
2
Re
0B@
1+g2
g0
i(1 g2)
g0
 2g
g0
1CA
1CA :
Remark. In the case of semi-discrete minimal surfaces in R3, any semi-discrete
minimal surface can be obtained by dualizing isothermic surfaces inscribed in S2 (see
[64]). It is already known from [53] that we can dualize any semi-discrete isothermic
surface in R3, and this implies the same statement for the special case of semi-
discrete minimal surfaces. (In spite of this, in [64], we did in fact computationally
show the compatibility condition for semi-discrete minimal surfaces.) Similarly,
semi-discrete maximal surfaces can be generally obtained by dualizing isothermic
surfaces inscribed in H2+ [ H2 . However, we cannot take a dual when the dual
surface would blow up, which can happen in this case because H2+ [ H2  is not
compact (unlike S2). In fact, when jgj = 1, x as dened in this section does indeed
blow up. In this case, x might not be semi-discrete isothermic. So unlike the case
of R3, we do have to show the compatibility condition for x to exist even when x
might have vertices in the ideal boundaries @H2+, @H2 . 
One can compute
Left-hand side of (71)
=

2
Re
0@ 1
(g)2
0@  g01 + g0 + g0g21   g2g01i( g01 + g0   g0g21 + g2g01)
 2g0g1 + 2gg01
1A1A
=
 jgj2
2jg0jjg01j
Re
0@ 1
(g)2
0@  g01 + g0 + g0g21   g2g01i( g01 + g0   g0g21 + g2g01)
 2g0g1 + 2gg01
1A1A
=

2
Re
0@ g
jg0jjg01jg
0@  g01 + g0 + g0g21   g2g01i( g01 + g0   g0g21 + g2g01)
 2g0g1 + 2gg01
1A1A
=  
2
Re
0@ 1
g0g01
0@ g0(1 + g21)  g01(1 + g2)ig0(1  g21)  ig01(1  g2)
 2g0g1 + 2gg01
1A1A :
= right-hand side of (71).
Now we prove the nal sentence of Theorem 6. Let x be a semi-discrete maximal
surface, and  be stereographic projection  : H2+ [ H2  ! C. Then by denition,
there exists a dual x that is semi-discrete isothermic and inscribed in H2+ [ H2 .
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Taking
g :=   x;
g is a semi-discrete holomorphic function. Then g produces x via Equation (53),
which completes the proof.
7. Proof of Theorem 7
Let g be a semi-discrete holomorphic function, and let x be the maximal surface
given by g. Let [x; x1] be an edge for which the two values of g lie in a corresponding
circle C which may or may not intersect S1. The dual surface x has tangent planes
along edges that are parallel to those of x, so it suces to consider whether the
conic section passing through x and x1 lies in a non-spacelike plane.
Let C  C be a circle tangent to g0, g01 at g, g1 with center a+ ib and radius r,
and let [x; x1] be the edge given by the image of the inverse of the stereographic
projection. Taking p 2 C , the image of the map
C 3 p := x+ iy 7!

  2xjpj2   1 ; 
2y
jpj2   1 ;
jpj2 + 1
jpj2   1

2 H2+ [H2 
lies in a plane
P := f(x1; x2; x0)t 2 R2;1jh(x1; x2; x0)t; Ni =  (a2 + b2   r2   1)g;
where N = ( 2a; 2b; a2 + b2   r2 + 1)t. P is not spacelike if and only if n is not
timelike. By using the circularity condition of g, one can check that x and x1 lies
in a plane
P := f(x1; x2; x0)t 2 R2;1jh(x1; x2; x0)t; Ni = 0g
One can compute that
kNk2 =  f(a2 + b2)  (r   1)2gf(a2 + b2)  (r + 1)2g:
So the condition that n is not timelike gives jr 1j  pa2 + b2  r+1. On the other
hand, considering the distance between the origin and a + ib, and the radii of S1
and C , one can check that C intersects S1 if and only if jr  1j  pa2 + b2  r+ 1,
proving the theorem.
8. Proof of Theorem 8
8.1. Case 1 of GVP singular edges. Let x be a semi-discrete maximal sur-
face and let g be a semi-discrete holomorphic function. We need to consider the case
that the tangent circle C has two intersection points with S1 but [g; g1] does not
intersects S1. In this case one can check that the functions , 1 determined by x
are not zero and  and 1 have the same sign, that is, x is spacelike. Furthermore,
the plane spanned by @x;x; @x is a timelike plane. So C is a hyperbolic conic
section, and from Lemma 8, @x and @x1 lie to the same side of the straight line
(within that plane) spanned by x. Such singular edges appear in Examples 7, 8.
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8.2. Case 2 of GVP singular edges. We need to consider the case that the
tangent circle C has one intersection point with S1 but [g; g1] does not intersect S1.
In this case one can check that the functions , 1 determined by x are not zero and
 and 1 have the same sign, that is, x is spacelike. And the plane spanned by
@x;x; @x is a lightlike plane. So C is a parabolic conic section, and from Lemma
8, @x and @x1 lie to the same side of the straight line spanned (within that plane)
by x. Such singular edges appear in Examples 7, 8.
8.3. Case 3 of GVP singular edges. We need to consider the case that the
tangent circle C has two intersection points with S1 and [g; g1] intersects S1. In
this case one can check that the functions , 1 determined by x are not zero and
 and 1 have the opposite sign, that is, x is timelike. And the plane spanned
by @x;x; @x is a timelike plane. So C is a hyperbolic conic section, and from
Lemma 8, @x and @x1 lie to the opposite side of the straight line (within that plane)
spanned by x. Such singular edges appear in Examples 7, 8.
8.4. Case 1 of NVP singular edges. We need to consider the case that g or
g1 lies in S1. In this case one can check that the function  (resp. 1) determined
by x is zero when g (resp. g1) lies in S1. Moreover, x (resp. x1) is a singularity of
the smooth curve it lies in. One can check that x is lightlike but is not zero. Such
singular edges appear in Example 7, but not in Example 8.
8.5. Case 2 of NVP singular edges. We need to consider the case that g or
g1 lies in S1. In this case one can check that the function  (resp. 1) determined
by x is zero when g (resp. g1) lies in S1. One can check that x is zero, that is,
x and x1 are the same point. Such singular edges appear in Example 8, but not in
Example 7.
9. Examples
Example 7. We can construct a semi-discrete maximal Enneper surface by
taking
g(k; t) = c(k + it) (resp: g(k; t) = c(k + it)) (c 2 R n f0g)
in Theorem 6.
Example 8. In Section 4, we gave the full class of all semi-discrete maximal
surfaces of revolution. Choosing suitable semi-discrete holomorphic functions, we
can construct all of those semi-discrete maximal surfaces of revolution.
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parametrizations of prole curves
smooth elliptic catenoid
0@sinh t0
t
1A (t 2 R)
smooth hyperbolic catenoid
0@ 0t
cos t
1A
smooth parabolic catenoid
0@t3 + t0
t3   t
1A
ECpdrd -catenoid
0@sinh(`  n)0
sinh `  n
1A (n 2 Z; ` 2 R n f0g)
ECpdrs -catenoid
0@sinh(`  n)0
sinh `  n
1A
ECpsrd-catenoid
0@sinh t0
t
1A
HCpdrd -catenoid
0@ 0sin `  n
cos(`  n)
1A (` 2 ( 1; 1) n f0g)
HCpdrs -catenoid
0@ 0sin `  n
cos(`  n)
1A
HCpsrd-catenoid
0@ 0t
cos t
1A
PCpdrd -catenoid
0@`3  n(n  1)(n+ 1) + `  n0
`3  n(n  1)(n+ 1)  `  n
1A (` 2 R n f0g)
PCpdrs -catenoid
0@`3  n(n  1)(n+ 1) + `  n0
`3  n(n  1)(n+ 1)  `  n
1A
PCpsrd-catenoid
0@t3 + t0
t3   t
1A
Table 1. Parametrizations of seven types of catenoids
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Figure 9. Two semi-discrete maximal Enneper surfaces
CHAPTER 4
Bour surface companions in non-Euclidean space forms
1. Introduction
Minimal surfaces in 3-dimensional Euclidean space R3 isometric to rotational
surfaces were rst introduced by Bour [8] in 1862. All such minimal surfaces are
given via the well-known Weierstrass representation for minimal surfaces by choos-
ing suitable data depending on a parameter m, as shown by Schwarz [65]. They
are called Bour's minimal surfaces Bm of value m. Furthermore, when m is an in-
teger greater than 1, Bm become algebraic, that is, there is an implicit polynomial
equation satised by the three coordinates of Bm, see also [30, 55, 73].
Kobayashi [47] gave an analogous Weierstrass-type representation for conformal
spacelike surfaces with mean curvature identically 0, called maximal surfaces, in
3-dimensional Minkowski space R2;1. However, unlike the case of minimal surfaces
in R3, maximal surfaces generally have singularities. Details about singularities
of maximal surfaces can be found in [27, 69]. We remark that Magid [51] gave a
Weierstrass-type representation for timelike surfaces with mean curvature identically
0, called timelike minimal surfaces, in R2;1, see also [40].
On the other hand, Lawson [48] showed that there is an isometric correspondence
between constant mean curvature (CMC for short) surfaces in Riemannian space
forms, and Palmer [58] showed that there is an analogous correspondence between
spacelike CMC surfaces in Lorentzian space forms. In particular, minimal surfaces
in R3 correspond to CMC 1 surfaces in 3-dimensional hyperbolic space H3, and
maximal surfaces in R2;1 correspond to CMC 1 surfaces in 3-dimensional de Sitter
space S2;1. Thus it is natural to expect existence of corresponding Weierstrass-type
representations in these cases. Bryant [16] gave such a representation formula for
CMC 1 surfaces in H3, and Umehara, Yamada [67] applied it. Similarly, Aiyama,
Akutagawa [1] gave a representation formula for CMC 1 surfaces in S2;1. However,
Figure 1. Bour's minimal surfaces of value 3 and 6 in R3. These
surfaces are isometric to rotational surfaces in R3.
79
80 4. BOUR SURFACE COMPANIONS
analogues of Bour's surfaces in other 3-dimensional space forms had not yet been
studied.
In Sections 2 and 3 of this paper, in order to show that several maximal and
timelike minimal Bour's surfaces of value m are algebraic, we review Weierstrass-
type representations for maximal surfaces and timelike minimal surfaces in R2;1, and
give explicit parametrizations for spacelike and timelike minimal Bour's surfaces of
value m. In Section 4, we introduce Bour type CMC 1 surfaces in H3 and S2;1, and
show several properties of those surfaces. Finally, in Section, 5 we calculate the
degrees, classes and implicit equations of the maximal and timelike minimal Bour's
surfaces of values 2, 3, 4 in R2;1 in terms of their coordinates. We remark that in the
cases of H3 and S2;1, all surfaces are algebraic in some sense, because the Lorentz
(R3;1) norm of all elements in H3  R3;1 or S2;1  R3;1 is constant. However, we
have the following two remaining problems:
Problem 1.  What is the class of maximal and timelike minimal Bour's
surfaces of general value m in R2;1?
 Are there any other implicit equations for CMC 1 Bour type surfaces?
If there exist implicit equations, what are the corresponding degrees and
classes?
2. Spacelike maximal Bour type surfaces in R2;1
Let
Rn;1 :=
 fx = (x1;    ; xn; x0)tjxi 2 Rg; h; i
be the (n + 1)-dimensional Lorentz-Minkowski (for short, Minkowski) space with
Lorentz metric hx; yi = x1y1+   +xnyn x0y0. Then the 3-dimensional hyperbolic
space H3 and 3-dimensional de Sitter space S2;1 are dened as follows:
H3 := fx 2 R3;1jhx; xi =  1; x0 > 0g =

F F tjF 2 SL2C
	
;
S2;1 := fx 2 R3;1jhx; xi = 1g =

F

1 0
0  1

F tjF 2 SL2C

:
A vector x 2 Rn;1 is called spacelike if hx; xi > 0, timelike if hx; xi < 0; and
lightlike if x 6= 0 and hx; xi = 0: A surface in Rn;1 is called spacelike (resp. timelike,
lightlike) if the induced metric on the tangent planes is a positive denite Riemann-
ian (resp. Lorentzian, degenerate) metric.
Kobayashi [47] found a Weierstrass-type representation for spacelike conformal
maximal surfaces in R2;1.
Theorem 10. Let g be a meromorphic function and let ! be a holomorphic
function dened on a simply connected open subset U  C such that ! does not
vanish on U . Then
f(z) = Re
Z 0@ (1 + g2)!i (1  g2)!
2g!
1A dz
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Figure 2. Left two pictures: spacelike B3 and B6 in R2;1, right two
pictures: timelike B3 and B6 in R2;1
is a spacelike conformal immersion with mean curvature identically 0 (i.e. spacelike
conformal maximal surface). Conversely, any spacelike conformal maximal surface
can be described in this manner.
Remark. A pair of a holomorphic function g and a holomorphic function ! (g; !)
is called Weierstrass data for a maximal surface. In Section 4 we also call (g; !) the
Weierstrass data for CMC 1 surfaces in H3 and S2;1. 
We call maximal surfaces Bm (m 2 Z2 := fn 2 Zjn  2g) given by (g; !) =
(z; zm 2) the spacelike Bour's maximal surfaces Bm of value m (spacelike Bm, for
short). Several properties of spacelike Bm can be found in the rst author's paper
[32]. The parametrization of spacelike Bm is
Bm(u; v) =
Re
0B@m 1X
k=0
0B@ 1m 1
 
m 1
k

um 1 k (iv)k + 1
m+1
 
m+1
k

um+1 k (iv)k
i
m 1
 
m 1
k

um 1 k (iv)k   i
m+1
 
m+1
k

um+1 k (iv)k
2
m
 
m
k

um k (iv)k
1CA
1CA(72)
with Gauss map
n =

2u
u2 + v2   1 ;
2v
u2 + v2   1 ;
u2 + v2 + 1
u2 + v2   1

;
where z = u + iv. The left two pictures in Figure 2 are two examples of spacelike
Bm.
3. Timelike minimal Bour type surfaces in R2;1
Next, we give the Weierstrass-type representation for timelike minimal surfaces
in R2;1, which was obtained by M. Magid [51] (see also [40]).
Theorem 11. Let g1(u), !1(u) (resp. g2(v), !2(v)) be smooth functions depend-
ing on only u (resp. v) on a connected orientable 2-manifold with local coordinates
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u, v. Then
f^(u; v) =
Z 0@ 2g1!1(1  g21)!1
  (1 + g21)!1
1A du+ Z
0@ 2g2!2(1  g22)!2
(1 + g22)!2
1A dv
is a timelike surface with mean curvature identically 0 (i.e. timelike minimal surface).
Conversely, any timelike minimal surface can be described in this manner.
The timelike minimal surfaces given by (g1(u); !1(u)) = (u; u
m 2), (g2(v); !2(v)) =
(v; vm 2) are called timelike Bour surfaces Bm of value m (timelike Bm, for short)
in R2;1, where m 2 Z2. The parametrization of timelike Bm is
(73) Bm(u; v) =
0@ 2m (um + vm)1
m 1 (u
m 1 + vm 1)  1
m+1
(um+1 + vm+1)
  1
m 1 (u
m 1   vm 1)  1
m+1
(um+1   vm+1)
1A ;
with Gauss map
n =

uv   1
1 + uv
;
u+ v
1 + uv
;
u  v
1 + uv

:
The right two pictures in Figure 2 are two examples of timelike Bm.
4. CMC 1 Bour type surfaces in H3 and S2;1
In this section we consider CMC 1 surfaces in H3 and S2;1. Here we identify
elements in H3 and S2;1 with SL2C matrix forms as in Section 2. In this setting
Bryant [16] showed the following representation formula for CMC 1 surfaces in H3:
Theorem 12. Let F 2 SL2C be a solution of the equation
(74) dF = F

g  g2
1  g

!; F jz=z0 2 SL2C
for some z0 in a given domain, where (g; !) is Weierstrass data. Then the surface
f = F F t is a conformal CMC 1 immersion into H3. Conversely, any conformal CMC
1 immersion in H3 can be described in this way. The metric of f is (1 + jgj2)2j!j2.
Similarly, Aiyama and Akutagawa [1] showed the following Bryant-type repre-
sentation formula for CMC 1 surfaces in S2;1:
Theorem 13. Let F^ 2 SL2C be a solution of Equation (74), where (g; !) is
Weierstrass data. Then the surface f = F

1 0
0  1

F t is a spacelike conformal
CMC 1 immersion into S2;1. Conversely, any spacelike conformal CMC 1 immersion
in S2;1 is described in this way. The metric of f is (1  jgj2)2j!j2.
Note that, unlike in H3, CMC 1 surfaces in S2;1 generally have singularities.
Their singularities have been investigated in [27, 69].
We call CMC 1 surfaces in H3 and S2;1 given by the Weierstrass data (g; !) =
(z; zm 2) the Bour type CMC 1 cousins Bm of value m (Bm cousin, for short). We
now describe F explicitly:
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Figure 3. Left two pictures: B3 cousin in H3, right two picures: its
dual cousin in H3 (in the Poincare ball model for H3)
Figure 4. Left two pictures: B6 cousin in H3, right two pictures: its
dual cousin in H3
Theorem 14. Let F (z) =

a(z) b(z)
c(z) d(z)

2 SL2C be a solution of Equation (74)
with (g; !) = (z; zm 2dz) and with initial condition F (0) =

1 0
0 1

. Then
a(z) = m
1
m 

m+ 1
m

z
m 1
2 Bessel I

 m  1
m
;
2
m
z
m
2

;
b(z) =  m 1m 

m+ 1
m

z
m+1
2 Bessel I

m+ 1
m
;
2
m
z
m
2

;
c(z) = m
 1
m  

m  1
m

z
m 1
2 Bessel I

m  1
m
;
2
m
z
m
2

;
d(z) =  m 1m  

m  1
m

z
m+1
2 Bessel I

 m+ 1
m
;
2
m
z
m
2

;
(75)
where   denotes the Gamma function and Bessel I represents the modied Bessel
function. The denition of Bessel I can be found in standard textbooks, for example,
see [39].
Proof. Equation (74) gives
X 00   !
0
!
X 0   g0!X = 0; (X = a(z); c(z));(76)
Y 00   (g
2!)0
g2!
Y 0   g0!Y = 0 (Y = b(z); d(z));(77)
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which are given in [67]. Here we solve Equation (76). Inserting (g; !) = (z; zm 2)
into Equation (76), we have
(78) X 00   m  2
z
X 0   zm 2X = 0: (m 2 Z2)
We give two independent power series solutions of the dierential equation (78) by
the Frobenius method. The indicial equation at z = 0 is (   1)   (m   2) = 0.
So we see that the characteristic exponents of the equation (78) are 0 and m   1.
Then we have a solution of the form
zm 1
1X
p=0
apz
p;
where the coecients ap are inductively given by
amk+l = 0 (l = 0;    ;m);
amk+m+1 =
am(k 1)+m 1
(m  2)k(mk +m  1) =
  (m 1
m
+ k)
m2  (m 1
m
+ k + 1)
am(k 1)+m 1
(l  m+ 1):
Therefore we obtain a solution of the dierential equation (78):
z
m 1
2
1X
k=0
( 1)k
k!  (m 1
m
+ k + 1)

z
m
2
m
2k+m 1
m
= z
m 1
2 Bessel I

m  1
m
;
2
m
z
m
2

:
Similarly, we obtain another independent solution as
z
m 1
2
1X
k=0
( 1)k
k!  ( m 1
m
+ k + 1)

z
m
2
m
2k m 1
m
= z
m 1
2 Bessel I

 m  1
m
;
2
m
z
m
2

:
So we have two independent solutions of Equation (76). Next, we nd two indepen-
dent solutions of Equation (77). Inserting (g; !) = (z; zm 2) into Equation (77), we
have
Y 00   m
z
Y 0   zm 2Y = 0: (m 2 Z2)
Similarly to the way we solved Equation (76), we have two independent solutions
z
m+1
2 Bessel I

m+ 1
m
;
2
m
z
m
2

; z
m+1
2 Bessel I

 m+ 1
m
;
2
m
z
m
2

:
Using the initial conditions, we have the solution F as in Equations (75). 
Remark. If F is a solution of Equation (74), the surface
f ] = (F 1)(F 1)
t

resp. f ] = (F 1)

1 0
0  1

(F 1)
t

is also a CMC 1 surface in H3 (resp. S2;1). This was proven in [68] (resp. [49]).
The surface f ] is called the CMC 1 dual of f . 
4. CMC 1 BOUR TYPE SURFACES IN H3 AND S2;1 85
Figure 5. Left two pictures: B3 cousin in S2;1, right two pictures:
its dual cousin in S2;1
Figure 6. Left two pictures: B6 cousin in S2;1, right two pictures:
its dual cousin in S2;1
Using the explicit parametrization of the Bm cousin, we can easily show the fol-
lowing corollary, which implies the rotational symmetric property of the Bm cousins
in H3, S2;1.
Corollary 1. Let F (z) 2 SL2C be the form as in Theorem 14 with complex
coordinate z. Then
F (ei
2
m  z) =

a(z) ei
2
m  b(z)
e i
2
m  c(z) d(z)

:
Writing Bm cousin in H3 or S2;1 as f(z) = (x1(z); x2(z); x3(z); x0(z))t, given by
Theorem 14, and setting f

ei
2
m  z

= (x^1(z); x^2(z); x^3(z); x^0(z))
t. By Corollary 1,
we have
x^1(z) = cos

2
m

x1(z)  sin

2
m

x2(z);
x^2(z) = sin

2
m

x1(z) + cos

2
m

x2(z);
x^3(z) = x3(z); x^0(z) = x0(z);
that is, by rotating z by angle 2
m
, the rst and second coordinates are also rotated
by the same angle. So like in R3 and R2;1,Bm has symmetry with respect to rotation
by angle 2
m
. Its dual (Bm)
] also has the same symmetry.
In order to see CMC 1 surfaces inH3, we use a stereographic projection. Consider
the map
H3 3 (x1; x2; x3; x0)t 7!

x1
1 + x0
;
x2
1 + x0
;
x3
1 + x0
t
2 B3;
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where B3 denotes the 3-dimensional unit ball. This is the Poincare ball model for
H3. The pictures in Figures 3, 4 are two examples of Bm cousins projected into B3.
In order to show graphics of CMC 1 surfaces in S2;1, the hollow ball model is
used, see [25] for example. Consider the map
S2;1 3 (x1; x2; x3; x0)t 7!
 
earctan(x0)  x1p
1 + x20
;
earctan(x0)  x2p
1 + x20
;
earctan(x0)  x3p
1 + x20
!t
2 B3( ;);
where B3( ;) := f(y1; y2; y3)t 2 R3 j e  < y21 + y22 + y23 < eg. Figures 5, 6 show
two examples of Bm projected into B3( ;).
5. Degree and class of Bour type surfaces in R2;1
For R2;1, the set of roots of a polynomial Q(x; y; z) = 0 gives an algebraic surface.
An algebraic surface f is said to be of degree (or order) n when n = deg(f):
The tangent plane at a point (u; v) on a surface f (u; v) = (x(u; v); y(u; v); z(u; v))
is given by
(79) Xx+ Y y   Zz + P = 0;
where the Gauss map is n = (X(u; v); Y (u; v); Z(u; v)) and P = P (u; v): We have
inhomogeneous tangential coordinates a = X=P; b = Y=P; and c = Z=P: When we
can obtain an implicit equation Q^(a; b; c) = 0 of f (u; v) in tangential coordinates,
the maximum degree of the equation gives the class of f (u; v) :
Next, using Groebner and other polynomial elimination methods (in Maple soft-
ware), we calculate the implicit equations, degrees and classes of spacelike and time-
like B2; B3 and B4.
5.1. Degree and class of spacelike B2, B3, B4 in R2;1. From (72), the
parametrization of B2 (maximal Enneper surface) is
B2 (u; v) =
0@13u3   uv2 + uu2v   1
3
v3   v
u2   v2
1A =
0@x(u; v)y(u; v)
z(u; v)
1A ;
where u; v 2 R. In this section, Qm(x; y; z) = 0 denotes the irreducible implicit
equation that spacelike or timelike Bm will satisfy. Then
Q2(x; y; z) =  64z9 + 432x2z6   432y2z6 + 1215x4z3 + 6318x2y2z3
 3888x2z5 + 1215y4z3   3888y2z5 + 1152z7 + 729x6   2187x4y2
 4374x4z2 + 2187x2y4 + 6480x2z4   729y6 + 4374y4z2   6480y2z4
 729x4z + 1458x2y2z + 3888x2z3   729y4z + 3888y2z3   5184z5;
and its degree is deg(B2) = 9. Therefore, B2 is an algebraic maximal surface. To
nd the class of the surface B2; we obtain
P2(u; v) =
(u2 + v2   3)(u  v)(u+ v)
3(u2 + v2   1) ;
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where Pm(u; v) denotes the function as in Equation (79) for spacelike or timelike
Bm. The inhomogeneous tangential coordinates are
a =
6u
(u; v)
; b =
6v
(u; v)
; c =
6(u2 + v2 + 1)
(u; v)
;
where (u; v) = (u2 + v2   3)(u  v)(u+ v). In the tangential coordinates a; b; c,
Q^2(a; b; c) = 4a
6 + 9a4 + 9b4 + 6a2b2c2 + 12b2c3   3b4c2   18b4c
 4a4b2 + 18a4c  12a2c3   4a2b4   3a4c2 + 18a2b2   4a2b4 + 4b6;
where Q^m(a; b; c) = 0 denotes the irreducible implicit equation for spacelike or time-
like Bm in terms of tangential coordinates. Therefore, the class of the spacelike B2
is cl(B2) = 6.
Similarly,
B3 (u; v) =
0@u44 + v44   32u2v2 + u22   v22u3v   uv3   uv
2
3
u3   2uv2
1A =
0@x(u; v)y(u; v)
z(u; v)
1A ;
B4 (u; v) =
0@ 13u3   uv2 + 15u5   2u3v2 + uv4 u2v + 1
3
v3 + u4v   2u2v3 + 1
5
v5
1
2
u4   3u2v2 + 1
2
v4
1A =
0@x(u; v)y(u; v)
z(u; v)
1A ;
and
Q3(x; y; z) =  43046721z16 + 272097792x3z12   816293376xy2z12
+3009871872x6z8 + 14834368512x4y2z8 + (69 other lower order terms);
Q4(x; y; z) =  1514571848868138319872z25 + 9244212944751820800000x4z20
 24192761655761718750000000x4y12z5   55465277668510924800000x2y2z20
 3065257232666015625000000x12y6z2 + (233 other lower order terms);
and their degrees are deg(B3) = 16, deg(B4) = 25. Therefore, B3 and B4 are
algebraic spacelike maximal surfaces. Furthermore,
P3(u; v) =
u(u2 + v2   2)(u2   3v2)
(u2 + v2   1) ;
P4(u; v) =
(3u2 + 3v2   5)(u2   2uv   v2)(u2 + 2uv   v2)
30(u2 + v2   1) ;
and the inhomogeneous tangential coordinates are
a =
12
(u; v)
; b =
12v
u(u; v)
; c =
6(u2 + v2 + 1)
u(u; v)
(m = 3);
a =
60u
(u; v)
; b =
60v
(u; v)
; c =
30(u2 + v2 + 1)
(u; v)
(m = 4);
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where (u; v) = (u2+v2 2)(u2 3v2), (u; v) = (3u2+3v2 5)(u2 2uv v2)(u2+
2uv   v2). Then
Q^3(a; b; c) = 9a
8 + 72a6b2   8a6c2 + 144a4b4   168a4b2c2
 96a2b4c2 + 96a2b2c4 + 64b6c2   48b4c4   72a7
 288a5b2 + 288a5c2 + 288a3b2c2   192a3c4 + 144a6;
Q^4(a; b; c) =  16a10   8640a2b2c5   9000a4b4c  3600a2b6c
+12000a2b4c3 + 570a4b4c2   180a2b6c2 + 15b8c2   900b8 + 1440a4c5
+1440b4c5   5400a4b4   3600a2b6 + 900b8c  2400b6c3   416a6b4
 416a4b6 + 176a2b8   16b10 + 12000a4b2c3   3600a6b2c  180a6b2c2
 3600a6b2 + 176a8b2   2400a6c3 + 900a8c+ 15a8c2   900a8:
Therefore, cl(B3) = 8 and cl(B4) = 10.
5.2. Degree and class of timelike B2, B3, B4 in R2;1. From (73), the
parametrization of B2 (timelike Enneper surface) is
B2 (u; v) =
0@ u2 + v2u+ v   1
3
(u3 + v3)
 u+ v   1
3
(u3   v3)
1A =
0@x(u; v)y(u; v)
z(u; v)
1A :
where u; v 2 R. Then
Q2(x; y; z) =  16z9   2916y4z + 4374x4y2   6318y2x2z3 + 4374x2y4
 2916x4z   5832x2y2z   20736z5 + 1152z7   8748x4z2 + 8748y4z2
+3888y2z5   3888x2z5 + 15552x2z3 + 1215x4z3 + 1458x6 + 216x2z6
+1458y6 + 1215y4z3 + 216y2z6 + 12960y2z4 + 12960x2z4   15552y2z3:
Its degree is deg(B2) = 9. Hence, B2 is an algebraic timelike minimal surface. To
nd the class of surface B2 we obtain
P2(u; v) =
(uv + 3)(u2 + v2)
3(uv + 1)
;
and the inhomogeneous tangential coordinates are
a =  (uv   1)(3uv + 3)
^(u; v)
; b =  (u+ v)(3uv + 3)
^(u; v)
; c =  (u  v)(3uv + 3)
^(u; v)
;
where ^(u; v) = (uv + 1)(uv + 3)(u2 + v2). Then
Q^2(a; b; c) = 16a
6 + 9a4 + 36b4c+ 24a2c3 + 24b2c3   24a2b2c2
 12a4c2   16a2b4   12b4c2   36a4c+ 16a4b2 + 9b4   16b6   18a2b2:
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Hence, cl(B2) = 6. Similarly,
B3 (u; v) =
0@ 23 (u3 + v3)1
2
(u2 + v2)  1
4
(u4 + v4)
 1
2
(u2   v2)  1
4
(u4   v4)
1A =
0@x(u; v)y(u; v)
z(u; v)
1A ;
B4 (u; v) =
0@ 12 (u4 + v4)1
3
(u3 + v3)  1
5
(u5 + v5)
 1
3
(u3   v3)  1
5
(u5   v5)
1A =
0@x(u; v)y(u; v)
z(u; v)
1A ;
and
Q3(x; y; z) = 43046721z
16   1836660096z14
+5435817984x6z4 + 602404356096x4z8
+165112971264x2z8 + (69 other lower order terms);
Q4(x; y; z) = 311836912602146628334544598941564928z
25
 3806602937037922709161921373798400000x4z20
 22839617622227536254971528242790400000x2y2z20
 3806602937037922709161921373798400000y4z20
 271833827901267673933071777792000000000x8z15
+(233 other lower order terms):
So deg(B3) = 16, deg(B4) = 25. In the tangential coordinates a; b; c,
Q^3(a; b; c) = 81a
6b2   27a4b4   72a4b2c2   45a2b6   48a2b4c2   9b8
 8b6c2   108a6b+ 180a4b3 + 432a4bc2   36a2b5   288a2b3c2   288a2bc4
 36b7   144b5c2   96b3c4 + 36a6   108a4b2 + 108a2b4   36b6;
Q^4(a; b; c) =  16a10 + 16b10   450a8c+ 15b8c2   225b8   720a4c5
 1350a4b4 + 900a2b6   450b8c  1200b6c3   416a6b4 + 416a4b6
+176a2b8   4320a2b2c5 + 4500a4b4c  1800a2b6c  6000a2b4c3
+570a4b4c2 + 180a2b6c2 + 6000a4b2c3   1800a6b2c+ 180a6b2c2
 225a8   720b4c5 + 900a6b2   176a8b2 + 1200a6c3 + 15a8c2:
Therefore, cl(B3) = 8, cl(B4) = 10.
Remark. It is clear that deg (x) = m; deg (y) = m+ 1; deg (z) = m+ 1 for Bour's
algebraic maximal and timelike Bm. 

CHAPTER 5
Discrete Linear Weingarten Surfaces and their Singularities
in Riemannian and Lorentzian Spaceforms
1. Introduction
This is a preliminary report on recent work by the author on discrete linear Wein-
garten surfaces and their singularities in Riemannian and Lorentzian spaceforms.
Smooth 2-dimensional Legendre immersions in Lie sphere geometry project to
surfaces in spaceforms that can have singularities. However, those surfaces consid-
ered together with their unit normal maps become immersions, and they are called
fronts. The most typical singularities on fronts are cuspidal edges of 3=2 type.
At such singularities, one of the principal curvatures will diverge (see [66]), and
equivalently, one of the principal curvature spheres will become a point sphere. In
this paper we use this behavior of the principal curvature spheres (the notion of
principal curvature spheres in Lie sphere geometry is independent of the choice of
projection to a 3-dimensional spaceform) to guide us in dening singular vertices on
discrete Legendre immersions, with an emphasis on examining those discrete linear
Weingarten surfaces that have Weierstrass type representations.
As just noted, typical singularities on smooth surfaces can be found by locating
the points where at least one principal curvature blows up to innity. However,
on discrete surfaces the principal curvatures are discrete functions from the set of
edges to the real numbers, and thus we can only identify the vertices at which a
principal curvature changes sign. As a result, distinguishing between the points
that are parabolic or at (a parabolic point is one at which exactly one principal
curvature becomes zero, and a at point is one at which both principal curvatures
become zero) and the points that are singular is not so immediate. This leads to
our rst goal below. Our goals are as follows:
(1) We will nd and examine cases where the distinction between singular and
parabolic or at points is possible. Such cases include constant Gaussian
curvature (CGC) which is nonzero, and some cases of discrete linear Wein-
garten surfaces for which Weierstrass type representations exist.
(2) We will conrm that the discrete Weierstrass type representations are com-
patible with other ways of dening discrete surfaces with specic curvature
properties. In particular, they are compatible with the denitions in [21].
(3) Singular faces on projections of Legendre immersions are those that lie in
non-spacelike planes, and we will nd relationships between singular vertices
and singular faces in particular cases.
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2. Discrete Legendre immersions
First we recall smooth Legendre immersions  of 2-manifolds M2 into the col-
lection of null planes in R4;2. By choosing two nonzero perpendicular vectors p; q
in R4;2 (p not null), we can project  to a surface f : M2 ! M3, where M3 is the
3-dimensional spaceform dened by p; q via
M3 = fX 2 R4;2 j (X;X) = (X; p) = 0; (X; q) =  1g ;
by taking f 2  such that (f; p) = 0 and (f; q) =  1. Let n denote the unit
normal to f in M3, i.e. n 2  and (n; q) = 0 and (n; p) =  1. The sections of
 = spanff; ng represent the sphere congruences of f , and then f , resp. n, is the
point sphere, resp. tangent geodesic plane, congruence. Let s for  = 1; 2 be
sections of  that represent the principal curvature sphere congruences, which can
be dened by s = f+n using the principle curvatures  of f , or equivalently by
the directional derivative conditions that D~vs 2  for some tangent vector elds
~v of f .
For a smooth map  to be a Legendre immersion, immersion and contact con-
ditions must be satised. For a discrete Legendre map  as in Denition 24 below,
discretized versions of immersion and contact conditions are again needed. We also
assume the existence of "discrete curvature line coordinates", that is, we require that
the four vertices of each quadrilateral be concircular, which is called a principal net.
In this way, the properties of smooth Legendre immersions motivate the following
denition of discrete Legendre immersions:
Definition 24. [21] A map
 : Z2 (or some subdomain of Z2) ! fnull planes in R4;2g
is a discrete Legendre immersion if, for any quadrilateral, with vertices i; j; k; ` or-
dered counterclockwise about the quadrilateral and with i in the lower left corner
in Z2,
(1) (principal net condition) dim(spanffi; fj; fk; f`g) = 3,
(2) (rst immersion condition) There exist p; q such that the dierence of any
two of fi; fj; fk; f` is non-null,
(3) (second immersion condition) For some p; q as in item (2) above, fk   fi
and f`   fj are not parallel,
(4) (contact condition) i \ j 6= f~0g, i \ ` 6= f~0g.
Remark. By item (1) in Denition 24, (f; q) =  1 implies that fi; fj; fk; f` all lie
in some 2-dimensional plane. By item (3), it follows that any two or three vertices
amongst fi; fj; fk; f` span a 2 or 3 dimensional subspace of R
4;2, respectively, with
nondegenerate induced metric (+; ) or (+;+; ). 
3. FPS vertices of projections of discrete Legendre immersions
Generically, a smooth surface (section) f 2  will have a singularity when one
of the principal curvature spheres s becomes a point sphere, i.e. when s ? p for
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 = 1 or 2. Also, where f does not have a singularity, it will have a parabolic or
at point if one of the s becomes a tangent geodesic plane, i.e. s ? q.
In the case of discrete Legendre immersions, the domain becomes Z2, or some
subdomain of Z2, rather than M2. We dene the curvature spheres as those spheres
represented by nonzero vectors
s1 2 i \ j 6= f~0g and s2 2 i \ ` 6= f~0g :
Thus we have spheres inM3, associated to edges, that lie in both of the sphere pencils
dened at the two endpoints of the edges. In particular the normal geodesics (i.e.
the geodesics through the vertices and perpendicular to the spheres in the sphere
pencils) emanating from the adjacent vertices, when they do intersect, will intersect
at equal distances from the two vertices.
Thus, s1 = s(m;n);(;m+1;n) will be dened on horizontal edges from vertex i =
(m;n) 2 Z2 to vertex j = (m + 1; n) 2 Z2 as the representative (for a sphere) that
is common to both the null planes (i) and (j), and s2 = s(m;n);(m;;n+1) is dened
analogously on vertical edges from i to ` = (m;n+1). We then dene the principal
curvatures by
(80) ij =
(s1; q)
(s1; p)
; i` =
(s2; q)
(s2; p)
:
As the principal curvature spheres s and principal curvatures  are dened
on edges, not vertices, we lose the ability to look for points in the domain where s is
exactly perpendicular to p or q. Thus we reformulate the conditions for singularities
and parabolic or at points by nding vertices in the domain at which the 
change sign in at least one direction:
Definition 25. For a  as in Denition 24, together with a choice of spaceform
determined by choosing p and q, we say that (m;n) is a at-or-parabolic-or-singular
(FPS) vertex if
(m 1;n);(m;n)  (m;n);(m+1;n)  0 or (m;n 1);(m;n)  (m;n);(m;n+1)  0 :
When both p and q are non-null, switching p and q will result in the projected
surface f changing to its Gauss map n. In the smooth case, generically, a parabolic
or at point on one of the two surfaces corresponds to a singular point on the other,
thus it is not surprising that these notions appear together in the above denition
of FPS vertices.
In certain special cases, we can distinguish the singular points from the parabolic
or at points, as we will see in upcoming sections.
As another approach for considering singularities on discrete surfaces, motivated
by the work [70], we dene singular faces as follows:
Definition 26. For a  as in Denition 24, together with a choice of spaceform
determined by choosing p and q, we say that a face with vertices fi; fj; fk; f` is
singular if those four vertices lie in a non-spacelike plane.
We will later examine criteria for singular faces, and also their relationships with
singular vertices in some special cases.
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4. Smooth linear Weingarten surfaces of Bryant and Bianchi type
We include this section to motivate the discretizations in the next section.
In R3;1 with metric ( ;+;+;+), with points (x0; x1; x2; x3) 2 R3;1 described in
matrix form as
X =

x0 + x3 x1   ix2
x1 + ix2 x0   x3

;
the metric is
hX;Y i =  1
2
 
X2Y
t2

; 2 :=

0  i
i 0

:
Solving
dE = E

0 g0
(g0) 1 0

dz
for E 2 SL2(C), where g is a holomorphic function with nonzero derivative g0 = @zg
on a Riemann surface with local coordinate z, we take, for any constant t 2 R,
(81) L =

0
p
1 + tgg
 1p
1+tgg
 tgp
1+tgg

; f^ = ELEL
t
; n^ = EL

1 0
0  1

EL
t
;
making the genericity assumption
T := 1 + tgg 6= 0 :
The choice of sign of
pT will not aect f^ , n^.
Then f^ is a linear Weingarten surface of Bryant type (following the notation
in [28] and [45], and we abbreviate this to "BrLW surface") in H3 with normal n^
in S2;1, since hdf^ ; n^i = 0, and n^ is called a linear Weingarten surface of Bianchi
type (following the notation in [7], abbreviated to "BiLW surface"). The surface f^
satises
(82) 2t(Hf^   1) + (1  t)(Kext;f^   1) = 0 ;
where H and Kext; are the mean curvature and extrinsic Gaussian curvature of
 = f^ or n^, respectively.
The three fundamental forms of f^ become, with h := jg0j 2T  2,
I = hdf^ ; df^i = h((1  t)jg0j2 + T 2)2dx2 + ((1  t)jg0j2   T 2)2dy2	 ;
II =  hdf^ ; dn^i =  h(jg0j4   (tjg0j2   T 2)2)dx2 + (jg0j4   (tjg0j2 + T 2)2)dy2	 ;
III = hdn^; dn^i = h((1 + t)jg0j2   T 2)2dx2 + ((1 + t)jg0j2 + T 2)2dy2	 :
The principal curvatures of f^ and n^ are then
k1;f^ =  
(1 + t)jg0j2   T 2
(1  t)jg0j2 + T 2 ; k2;f^ =  
(1 + t)jg0j2 + T 2
(1  t)jg0j2   T 2 ; k1;n^ =
1
k1;f^
; k2;n^ =
1
k2;f^
:
and
Hf^ =
Hn^
Kext;n^
and Kext;f^ =
1
Kext;n^
;
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and so n^ satises
(83) 2t(Hn^   1)  (1 + t)(Kext;n^   1) = 0 :
In fact, all BrLW and BiLW surfaces without umbilics (g0 would be zero at umbilics)
can be constructed this way, using holomorphic functions g.
Thus sucient conditions for f^ and n^, respectively, to have singularities are
T 4 = (1  t)2jg0j4 ; T 4 = (1 + t)2jg0j4 ;
respectively. For certain special values of t these conditions simplify:
f^ with t = 0 : jg0j = 1 ;
n^ with t = 0 : jg0j = 1 ;
f^ with t = 1 : null condition ;
n^ with t =  1 : jgj = 1 :
We can lift to Lie sphere geometry with (see [62], for example)
f = (f^ ; 1; 0)t ; n = (n^; 0; 1)t
determined by
p = (0; 0; 0; 0; 0; 1)t ; q = (0; 0; 0; 0; 1; 0)t :
For a BrLW surface f^ 2 H3 with BiLW normal n^ 2 S2;1, we can dene the Legendre
lift  = spanfs+; s g for
s = bf + n with b+ = 1 and b  =
t+ 1
t  1 ;
and then s have constant conserved quantities in the sense that (s; q) = 0,
equivalently (see [20], [62])
 q = 0 for q+ = (0; 0; 0; 0; 1; 1)t ; q  = (0; 0; 0; 0; t  1; t+ 1)t :
Furthermore, because b are constant and becausep
g11p
g22
=
1  2
1  1 =
 t  1 + (t  1)2
t+ 1  (t  1)1 ;
all of Equations (4.5) and (4.10) and (4.11) in [62] hold, and so s are isothermic
sphere congruences. Thus  is an 
 surface with a pair of constant conserved
quantities.
Conversely, if we start with an 
 surface with constant conserved quantities q
for isothermic sphere congruences s = bf + n respectively, we can reverse the
above arguments to see that we obtain a BrLW surface f^ with BiLW normal n^ in
the spaceforms created from p and q as above.
We conclude the following lemma, which as already understood in [20]:
Lemma 9. [20] All smooth BrLW and BiLW surfaces are projections of 
 sur-
faces with constant conserved quantities, at least one of which is lightlike. Con-
versely, for any smooth 
 surface with constant quantities q, at least one of which
is lightlike, its projections f and n given by choosing p; q 2 spanfqg are BrLW and
BiLW surfaces, respectively.
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The same result holds for general linear Weingarten f^ and n^, but without the
condition that at least one of the q is lightlike, again see [20]. However, it is only
the cases given in Lemma 9 that we will consider later.
5. Discrete BrLW and BiLW surfaces
First we give the representation for these surfaces using the more symmetric form
of the base equation as in Section 6 of [38]. Let g be a discrete holomorphic function
as dened in [17] (Chapter 8, called "circle pattern" there), [38], for example, with
cross ratio factorizing functions ij, i`. We assume the discrete version of g
0 6= 0,
i.e. dgij := gj   gi 6= 0 and dgi` 6= 0 for all quadrilaterals. We again make the
genericity assumption
1 + tgigi 6= 0
for all vertices i, for the chosen constant t 2 R. Take  2 R to be any non-zero
constant. Solving
E 1i Ej =
1p
1  ij
 
1 dgij
ij
dgij
1
!
and the similar equation with j replaced by `, for E 2 SL2C, and dening
Li =

0
p
1 + tgigi
 1p
1+tgigi
 tgip
1+tgigi

;
the surface f^ and its normal n^
f^i = EiLiEiLi
t
; n^i = EiLi

1 0
0  1

EiLi
t
are called discrete BrLW surfaces and BiLW surfaces in H3 and S2;1, respectively.
Direct computations conrm the following lemma:
Lemma 10. For any choice of t, we have the following:
 df^ijjjdn^ij, df^i`jjdn^i` in R3;1 for all edges ij, i`.
 1 + tjgij2 > 0, resp. 1 + tjgij2 < 0, if and only if f^i lies in the upper, resp.
lower, sheet of H3.
 f^i, f^j, f^k, f^` lie in a plane in R3;1, and thus are concircular in H3.
Corollary 2. For any choice of t, the parallel surfaces cosh   f^ +sinh   n^ are
concircular for all  2 R.
Proof. df^ijjdn^i and the fact that f and n lie in parallel planes imply that cosh  
f + sinh   n also lies in a parallel plane, proving the corollary. 
Like in the previous section, we can lift f^ and n^ to f; n 2 R4;2. This produce a
discrete Legendre immersion  = spanff; ng. We dene
A(f; f)ijk` := 12dfik ^ dfj` ;
and we can dene real-valued functions H = Hijk` and K = Kijk` on faces by
(84) A(f; n)ijk` := 14fdfik ^ dnj` + dnik ^ dfj`g =  H  A(f; f)ijk` ;
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(85) A(n; n)ijk` = 12dnik ^ dnj` = K  A(X;X)ijk` :
We have the following denition:
Definition 27. [21] We call K and H the Gauss and mean curvature of the
projection f^ of  to the spaceform given by p; q.
Proposition 12. [21] All discrete BLW surfaces are projections of discrete

 surfaces with constant conserved quantities, at least one of which is lightlike.
Conversely, for any discrete 
 surface with constant quantities q, at least one of
which is lightlike, its projections f and n given by choosing p; q 2 spanfqg are
discrete BrLW and BiLW surfaces, respectively. Furthermore, the mean and Gauss
curvatures Hf and Kf of f satisfy
2t(Hf   1) + (1  t)(Kf   1) = 0 ;
and the mean and Gauss curvatures Hn and Kn of n satisfy
2t(Hn   1)  (1 + t)(Kn   1) = 0 :
Lemma 11. The denition i = coth i as in [38] is compatible with dni =
 idfi, and also with (80) in the case of at surfaces in H3 (t=0), and furthermore
(86) i =
 jdgij2(1 + t) + (1 + tjgij2)(1 + tjgj2)i
 jdgij2( 1 + t) + (1 + tjgij2)(1 + tjgj2)i ;
for  = j; `.
Proven similarly to the corresponding result for R3 in [15], we have:
Lemma 12. For all choices of spaceforms, we have
H =
i`jk   ijk`
ij   i`   jk + k` ; K =
ij(jkk` + i`( jk + k`))  i`jkk`
ij   i`   jk + k` :
6. Singular vertices on discrete nonzero CGC surfaces in M3
When a smooth surface has CGC K = 12 6= 0, then when one of the 
passes through zero, the other passes through innity, and we can always call this
a singular point. This is precisely what allowed for the denition of singularities of
discrete at (i.e. K  1) surfaces in hyperbolic 3-space H3 as given in [38]. Here
we give that same denition without reliance on a Weierstrass type representation,
extending it to all discrete surfaces in H3 with nonzero constant Gauss curvature,
and also extending it to the same types of surfaces in de Sitter 3-space S2;1.
Definition 28. Consider  as in Denition 24, together with a choice of space-
form determined by choosing p and q, that has projection f^ with nonzero constant
discrete Gauss curvature Kf . We say that (m;n) is a singular vertex of f^ if
(m 1;n);(m;n)  (m;n);(m+1;n)  0 or (m;n 1);(m;n)  (m;n);(m;n+1)  0 :
Lemma 13. In the Bryant type case (in H3 with K  1), Denition 28 is equiv-
alent to the denition of singular vertices for discrete at surfaces in H3 as given in
[38].
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Proof. By Lemma 11, for t = 0 we have
i =
 jdgij2 + i
jdgij2 + i :
Let p , p and p+ be three consequtive vertices in one direction in the lattice domain.
We can dene singularities on discrete at surfaces in H3, now without referring to
caustics as in [38], by simply using the condition
 jdgp pj2 + p p
jdgp pj2 + p p
  jdgpp+j
2 + pp+
jdgpp+j2 + p+p
< 0 ;
as understood in [38]. 
7. Singular faces on discrete CMC 1 surfaces in S2;1
By Denition 26, we know that a quadrilateral of a discrete CMC 1 surface n^
in S2;1 is singular if it does not lie in a spacelike plane, and this mimics the notion
of singular faces of discrete CMC 0 surfaces (maximal surfaces) in R2;1 [70]. We
give a geometric condition for when a quadrilateral of n^ is singular, analogous to a
condition in the case of discrete CMC 0 surfaces in R2;1 (again see [70]). We then
prove a relation between FPS vertices and singular faces on discrete CMC 1 faces in
S2;1, a relation that helps indicate which of the FPS vertices are actually singular.
The condition for a singular face to occur is
(87) (df^ij; df^ij)(df^i`; df^i`)  (df^ij;df^i`)2  0 :
In the smooth CMC 1 case, when using the potential matrix
0 g0
(g0) 1 0

;
the singularities occur exactly where jgj = 1. However, by a change of coordinate
z ! pz that potential matrix becomes, analogous to the discrete case,
0 g0
(g0) 1 0

;
so again the singularities still occur exactly where jgj = 1. The next proposition and
theorem are the corresponding condition in the discrete case to jgj = 1, and can be
proven by computationally spelling out Equation (87). We dene
h1 = (1  jgjj2)jdgi`j2(1  ij) ;
h2 = (1  jg`j2)jdgijj2(1  i`) ;
h3 = (1  jgij2)jdgj`j2 :
Proposition 13. A face of a discrete CMC 1 surface n^ in S2;1 is singular if and
only if
h21 + h
2
2 + h
2
3   (h2   h1)2   (h3   h1)2   (h3   h2)2  0 :
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Theorem 15. A quadrilateral of n^ as in Proposition 13 is singular for all 
suciently close to zero if and only if the corresponding circumcircle of g intersects
S1 transversally.
Corollary 3. Let p , p and p+ be three consequtive vertices in one direction
in the lattice domain of a CMC 1 surface in S2;1, with corresponding values g , g
and g+ for the discrete holomorphic function in the Weierstrass type representation.
Then p p  pp+ < 0 for all  sucient close to zero if and only if exactly one of
jg j2 and jg+j2 has value less than 1 and the other has value greater than 1.
Proof. Because the surface is CMC 1 in S2;1, we have t =  1. Then Equation (86)
implies the result. 
This corollary tells us that we will nd FPS vertices roughly where g (discretely)
crosses S1. Because of Proposition 13, philosophically, we can now regard these
points as singular vertices and not at points. The following rigorous statement is
immediate:
Corollary 4. For all  suciently close to zero, the pair of faces adjacent to
the edge p p are singular, or the pair of faces adjacent to the edge pp+ are singular,
including the possibility that all four of those faces are singular.
The converse of this corollary does not hold, that is, it is possible to have two
edge-adjacent singular faces (for all  suciently close to 0) so that their two com-
mon vertices are non-singular for all  suciently close to 0.
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APPENDIX A
Discrete constant mean curvature surfaces in Riemannian
space forms
We apply the discrete analogue of the DPW method, which is a generalized
Weierstrass representation, to Riemannian spaceforms (i.e. the Euclidean 3-space
R3, spherical 3-space S3 and hyperbolic 3-space H3.) See [56].
Here we dene some notations related to the fundamental theory of discrete dif-
ferential geometry, as in [13], [14], [23], [33], [35], [36]. To dene discrete constant
mean curvature (CMC) surfaces, we need to use the cross-ratio of a quadrilateral.
Definition 29 ([23], [33]). Let X1, X2, X3 and X4 be in su2  R3 (SU2  S3
or

F F t jF 2 SL2(C)
	  H3). Then
cr(X1; X2; X3; X4) := (X1  X2)(X2  X3) 1(X3  X4)(X4  X1) 1
is called the cross-ratio of X1, X2, X3 and X4.
Remark. [[23], [33]] The cross-ratio cr(X1; X2; X3; X4) is a scalar function multiple
of the identity matrix if and only if the four points X1, X2, X3 and X4 lie in a circle.

Definition 30 ([23], [33]). A discrete isothermic surface is a map f : Z2  ! R3
(resp. S3 and H3) for which all elementary quadrilaterals satisfy
cr(fm;n; fm+1;n; fm+1;n+1; fm;n+1) =   
2
n
2m
I for all (m;n) 2 Z2;
where m, n 2 Rnf0g are functions depending only on m or n, respectively. Then
m, n are called the cross-ratio factorizing functions.
Definition 31 ([13], [14], [35], [36]). Z : Z2  ! C is a discrete holomorphic
map if
cr(Zm;n;Zm+1;n;Zm+1;n+1;Zm;n+1) =   
2
n
2m
for all (m;n) 2 Z2;
where m; n are like in Denition 30.
Definition 32 ([13], [14], [35], [36]). Let f : Z2  ! R3 (resp. S3 and H3) be a
discrete isothermic surface. Then the dual surface f  of f is given by the following
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equations:
f m+1;n   f m;n =
1
2m
fm+1;n   fm;n
kfm+1;n   fm;nk2 ;
f m;n+1   f m;n =  
1
2m
fm;n+1   fm;n
kfm;n+1   fm;nk2 ;
where k  k2 := h; i is the norm in R3 (resp. R4 and R3;1).
Remark. The dual surface f  of f is also a discrete isothermic surface, with the
same cross-ratios as f . 
Definition 33 ([23], [33]). A discrete isothermic surface f : Z2  ! R3 (resp.
S3 and H3) is called a discrete CMC surface with constant mean curvature H if
there is a dual surface f  at constant squared distance 1
H2
from f , i.e.
kfm;n   f m;nk2 =
1
H2
:
The discrete Lax pair. Here we introduce the concept of the moving frame
correponding to a discrete CMC surface: First we recall the twisted Lax pair for
smooth surfaces f :   ! R3 (resp. S3 and H3), and in order to discretize it,
we will change the conformal coordinates to isothermic ones. As is well known,
isothermic surfaces have real constant Hopf dierentials Q. (See [14].) Without
loss of generality, we can normalize the mean curvature H = 1
2
and Hopf dierential
Q = 1, and then the Lax pair becomes
Fz = FU; Fz = FV;
where
U =
1
2

uz   1eu
 1e u  uz

; V =
1
2
  uz  e u
eu uz

by using the metric function u in ds2f = 4e
2udzdz. Thus, as a natural choice, we can
dene the discrete Lax pair as follows:
Fm+1;n = Fm;nUm;n; Fm;n+1 = Fm;nVm;n;(88)
where
Um;n =
 
am;n bm;n +
1
bm;n
 bm;n   bm;n am;n
!
; Vm;n =
 
dm;n em;n +
1
em;n
  em;n   em;n dm;n
!
;(89)
where am;n; bm;n; dm;n; em;n 2 C. Our goal is to nd such Um;n and Vm;n to obtain a
discrete CMC surface.
As in [24], certain matrix splittings play an important role in the DPW method
for constructing CMC surfaces in the smooth case. Here we consider the discrete
version of Birkho splitting and SU2-Iwasawa splitting. However, we use the pro-
jectivization of loop groups, instead of ordinary loop goups. These groups are con-
sidered, as in [35], [36].
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Definition 34 ([35], [36]). For 0 2 Rnf1g and 1 2 iRnfig, the set
PSL2(C), the projectivization of SL2(C), is dened by the following conditions:
C() 2 PSL2(C) if
(1) C() is a Laurent polynomial in .
(2) C() is twisted: C( ) = 3C( )3.
(3) det(C( )) = (1  20
2
)i(1  21
2
)j(1 202)k(1 212)l for some i; j; k; l 2 N.
Remark. We can identify F 2 PSL2(C) with ~F 2 SL2(C) projectively up to some
scalar function  : S1  ! C, i.e. we can write ~F = ()F . 
We introduce the discrete Birkho splitting in the following proposition, as in
[35], [36].
Proposition 14 ([35], [36]). Let C 2 PSL2(C). Then there exist matrices
X, ~C 2 PSL2(C) such that8>><>>:
C = X ~C
X()
!1 ! I
det( ~C()) = det(C())
1 
2
l
2
;
where l = 0 or 1.
In Proposition 14, X lies in the set corresponding to what would be the minus
group, and ~C lies in the set corresponding to what would be the plus group, in the
smooth case. We denote these groups by P SL2(C) and P+SL2(C).
Next we introduce the discrete SU2-Iwasawa splitting as follows:
Proposition 15 (discrete SU2-Iwasawa splitting [35], [36]). Let L
 
l;m;n 2 P SL2(C)
be of the form
L l;m;n() =
 
1
pl;m;n

2l
pl;m;n
1
!
(l = 0; 1):
Then there exist a matrix Ll;m;n() of the form
Ll;m;n() =
 
al;m;n bl;m;n +
1
bl;m;n
 bl;m;n

  bl;m;n al;m;n
!
with
 
L l;m;n(l)
 1  Ll;m;n(l) = 0 and det(Ll;m;n()) = 1jlj2 1  2l2 (1  2l 2),
and this L l;m;n() is unique up to sign.
In Proposition 15, Ll;m;n() lies in the set corresponding to what would be SU2,
and (Ll;m;n)
 1 L l;m;n lies in the set corresponding to what would be the plus group,
in the smooth case. We denote these groups by PSU2 and P
+SL2(C).
First we introduce the discrete DPW method for discrete CMC H 6= 0 surfaces in
R3, studied in [35], [36]. After that, we give the main result here, which is a discrete
analogue of the DPW method for CMC surfaces in S3 with any constant mean
curvature H and CMC surfaces in H3 with jHj > 1, by using discrete holomorphic
potentials. (See Theorem 16.)
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Proposition 16 ([35], [36]). Any discrete CMC surface f : Z2  ! R3 can be
constructed by the following Steps 14:
 Step 1: Choose 0 2 Rnf1g and 1 2 iRnfig. Let Z : Z2  ! C be
a discrete holomorphic map with cr(Zm;n;Zm+1;n;Zm+1;n+1;Zm;n+1) = 
2
0
21
and set 8>>>><>>>>:
L m;n =
 
1 pm;n

20
pm;n
1
!
M m;n =
 
1 qm;n

21
qm;n
1
!(90)
for pm;n := Zm+1;n  Zm;n and qm;n := Zm;n+1  Zm;n.
 Step 2: Solve 
m+1;n = m;nL
 
m;n
m;n+1 = m;nM
 
m;n
(91)
with the initial condition 0;0 = I.
 Step 3: Split
m;n = Fm;nBm;n (Fm;n 2 PSU2; Bm;n 2 P+SL2(C)):(92)
 Step 4: Input Fm;n to the Sym-Bobenko formula
fm;n = SymR3(Fm;n)
= Im

1
2
 1
2
Fm;ni3F
 1
m;n   i(@Fm;n)F 1m;n
 
=1
;(93)
where
Im : H  ! Im(H)
2 2
a+ ib c+ id
 c+ id a  ib

7 !

ib c+ id
 c+ id  ib

:
Theorem 16. Any discrete CMC surface f : Z2  ! S3 (resp. H3) with any
mean curvature H (resp. jHj > 1) can be constructed by the same Steps 13 in
Proposition 16 and the following Step 4' or 4", respectively:
 Step 4': Set F 1m;n = Fm;nj=t1:=ei1 and F 2m;n = Fm;nj=t 11 for 1 2 R and
21 6= n (n 2 Z). We dene the following Sym-Bobenko type formula
fm;n = SymS3(Fm;n) = F
1
m;n

t1 0
0 t 11

(F 2m;n)
 1:(94)
Then, f is a discrete CMC H = cot(21) surface in S3.
 Step 4": Set F 0m;n = F j=t0:=e q2 for q 2 R, q 6= 0. We dene the following
Sym-Bobenko type formula
fm;n = SymH3(Fm;n) = 

F 0m;n

t0 0
0 t 10

F 0m;n
t

;(95)
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Figure 1. Cylinders in R3, S3 and H3 (left to right).
Figure 2. Smyth surfaces in R3, S3 and H3 (left to right).
where
 : PSL2(C)  ! SL2(C)
2 2
X 7 ! 1p
det(X)
X:
Then, f is a discrete CMC H = coth( q) surface in H3.
Finally, we introduce some examples of discrete CMC surfaces in R3, S3 and R3,
using the discrete DPW method.
Example 9 (Round cylinders). Let Zm;n = m+ in. Then we have the discrete
round cylinders, as in Figure 1.
Example 10 (Smyth surfaces). Let Zm;n be the discrete power function with
order 2
k+2
for k 2 N, as in [35], [36]. Then we have the discrete (k+2)-legged Smyth
surfaces, as in Figure 2.
