Integration of automated decision aids with a prototype air traffic control interface in support of time-based surface operations by Riddle, Kenyon
INTEGRATION OF AUTOMATED DECISION AIDS WITH A PROTOTYPE AIR TRAFFIC 
CONTROL INTERFACE IN SUPPORT OF TIME-BASED SURFACE OPERATIONS 
 
 
 
 
 
 
BY 
 
KENYON T. RIDDLE 
 
 
 
 
 
 
 
THESIS 
 
Submitted in partial fulfillment of the requirements 
for the degree of Master of Science in Human Factors 
in the Graduate College of the 
University of Illinois at Urbana-Champaign, 2012 
 
 
 
 
 
Urbana, Illinois 
 
 
 Adviser: 
 
  Professor Alex Kirlik
ii 
Abstract  
The implementation of the Next Generation Air Transportation System (NextGen) 
will necessarily require new types of air traffic control automation to support advanced 
procedures. In addition, existing forms of automation will need to be enhanced to reduce 
controller workload in support of these new procedures. It is critical that automated 
systems, often performing multiple functions, be appropriately designed to support high 
levels of operator situation awareness and maintain adequate failure performance. Three 
different versions of a prototype ground controller interface were tested in a simulation of 
Dallas/Forth-Worth International Airport for their effect on efficiency of surface 
operations. Two versions featured automated decision aids based on a near to mid-term 
NextGen equipage assumption and a third served as a baseline with no automated decision 
aid. The two automated decision aids filled fundamentally different functions within the 
overall system, with a Temporal Constraint Visualization (TCV) providing a graphical 
presentation of spatiotemporal constraints on the departure sequence and a Timeline 
display providing a graphical presentation of a scripted release sequence based on an 
optimization algorithm. Results indicate that aircraft controlled in the TCV display 
condition had significantly less taxi delay and stops in the departure queue than the 
Baseline and Timeline conditions. No significant differences were found between 
conditions for mean departure time deviation or response time to arrival aircraft. These 
results indicate that, by appropriately utilizing automation in decision aid design, task 
performance in complex domains can be improved while allowing the human operator to 
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retain full control of the decision making process. Additional research is warranted to 
investigate failure mode performance using these decision aids.  
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1. Introduction 
The Next Generation Air Transportation System (NextGen) seeks to dramatically 
increase both the volume and efficiency of air traffic in the national airspace (NAS), while 
maintaining or increasing the current level of safety (Erzberger, 2004; JPDO, 2010). 
NextGen will attempt to leverage technological advances to reduce aircraft separation and 
facilitate a shift from traditional, rules-based operations to performance-based operations 
(JPDO, 2010). 
In complex operational settings such as NextGen, automated decision aids are 
playing an ever increasing role (Wickens, Mavor, Parasuraman, & McGee, 1998; 
Erzberger, 2004). Optimization algorithms are often utilized to bring system efficiency to a 
level not achievable by humans alone or to perform tasks which humans simply do not 
have the cognitive resources to perform effectively. This is a seemingly prudent approach 
because, as Rasmussen (1986) describes, humans are more effective at skill and rule-based 
behavior than knowledge-based behavior, which is to be avoided in dynamic control tasks 
whenever possible. However, the use of such algorithms almost always necessitates 
automating the more advanced functions of decision selection or action implementation 
(Parasuraman, Sheridan, & Wickens, 2000), or otherwise reducing the level of human 
involvement in the decision process. The inappropriate implementation of advanced 
automation can result in declines in human performance (Norman, 1990; Sheridan, 2002; 
Parasuraman & Wickens, 2008), loss of situation awareness (Endsley, 1993; Wickens, 
2008), and other issues with human-automation interaction (Parasuraman, 1997). 
Additionally, algorithms can produce results ranging from sub-optimal to catastrophic if 
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certain assumptions are not met or some variables are unknown. In complex dynamic 
environments such as air traffic control, rare is the case in which all constraints are known 
and all assumptions are met. A human that is simply executing algorithm-derived 
instructions or acting in a passive monitoring role is ill-equipped to handle off-nominal 
situations for which the algorithm is not effective. 
An alternative to algorithm-based decision aids, which may not be robust to 
violations of assumptions, is a visualization of the constraints on effective human operator 
decision making. This is similar in concept to Ecological Interface Design, as described by 
Vicente and Rasmussen (1992) and Burns and Hajdukiewicz (2004). Kirlik, Walker, Fisk, 
and Nagel (1996) state that, due to time pressure and complexity, humans often opt for 
heuristic solutions to dynamic decision making tasks. Knowing that humans will naturally 
adopt perceptual heuristics, presenting key system constraints in a manner that can be 
easily processed allows the decision aid design to positively influence the development of 
these heuristics. Presenting information such that relevant system variables can be included 
in perceptual heuristics can leverage and amplify the natural processes of skilled dynamic 
decision making, rather than requiring the operator to turn over part or all of the decision 
making process to automation that may not be equipped to deal with all situations. 
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2. Automation 
With the ever-increasing role of automation in aviation operations (Wickens, 
Mavor, Parasuraman, & McGee, 1998; Erzberger, 2004), properly integrating both human 
and automated decision makers in the control loop becomes critical. Inappropriate 
implementation of automated systems can result in declines in human performance 
(Norman, 1990; Endsley & Kiris, 1995; Parasuraman, 1997; Sheridan, 2002; Parasuraman 
& Wickens, 2008). Parasuraman (1997) describes four aspects of human-automation 
interaction: use – voluntary utilization of automation, misuse – overreliance on automation, 
disuse – neglect or underutilization of automation, and abuse – automation of functions 
without regard for human performance issues.  
What is of most interest to this research and other complex dynamic environments 
is abuse. The initial design of all NextGen systems will require decisions pertaining to the 
level of human involvement in the decision-making process. While this is something that 
may seem trivial to some engineers, improper application of automation can have dire 
consequences on overall system performance. This chapter begins with a description of a 
formal method for classifying automated systems, which is then used to facilitate the 
discussion of automation-related issues in the proposed NextGen system. 
2.1 Classification of Automation 
When mentioning “automation”, one may be referring to something as simple as a 
basic alarm clock or something as complicated as the autopilot system on a commercial 
aircraft. While both are technically examples of automation, they are so functionally 
different that studying the implementation of one does little to inform the appropriate use 
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of the other. The ways in which automation can be utilized are nearly endless, leading to 
the need for a more detailed classification system. By understanding how these two 
examples of automation are functionally different, in addition to how they are similar, one 
can have a better understanding of the potential problems encountered with the use of each 
and what interventions can be taken to prevent these problems. 
Parasuraman, Sheridan, and Wickens (2000) propose a taxonomy of automation 
featuring varying types and levels, with type (also described as stage) referring to the 
automation’s intended function and level referring to the extent of human involvement in 
that function. These two factors combine to determine the degree of automation (Wickens, 
Li, Santamaria, Sebok, & Sarter, 2010), which can be used to describe how advanced the 
automation is. This notion of ‘advanced’ does not refer to the complexity of the system 
behind the automation, but instead refers to how advanced the automation’s (and, 
inversely, the operator’s) role in the decision making process is. 
2.1.1 Levels of automation. 
According to Parasurman et al. (2000), “...automation refers to the full or partial 
replacement of a function previously carried out by the human operator.” The level of 
automation refers to the extent with which the function has been replaced, previously 
described by Riley (1989) as points along the continuum from fully manual to fully 
automatic control. Table 2.1 provides examples of different automation levels for a 
decision and action selection system. While it is certainly possible to change the extent of 
human involvement in the control loop by manipulating the level of automation, perhaps a 
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more prudent approach is to first ensure that the automation is performing an appropriate 
function in the first place. 
2.1.2 Types of automation. 
Looking again at Parasuraman et al.’s definition of automation – the full or partial 
replacement of a function previously carried out by a human – the nature of the function 
being replaced is what defines the type of automation. They describe four different types of 
automation, based on the automation’s intended function, which are informed by a 
simplified model of human information processing. These four types include information 
acquisition, information analysis, decision selection, and action implementation. In the 
order listed, they can be thought of as moving from the most basic to the most advanced. 
Again, ‘advanced’ is referring to the automation’s level of involvement in the control loop, 
not the degree of complexity or technology associated with the automation. In more 
practical terms, the four types of automation can be thought of as collecting appropriate 
data, inferring the meaning of data, making recommendations, and performing actions, 
respectively. 
The simplified model of human information processing proposed by Parasuraman 
et al. (2000) includes four stages: sensory processing, perception/working memory, 
decision making, and response selection. These four stages correspond directly to the four 
types of automation (see Figure 2.1). A specific type of automation can be thought of as 
partially or fully replacing the human operator’s involvement in that stage of information 
processing, depending on the level of automation. This can have strong implications for 
operators’ situation awareness, discussed in more detail in chapter 3. 
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2.1.3 Degree of automation. 
Degree of automation, as described by Wickens et al. (2010), is simply a way of 
describing the combination of both level and type of automation. As shown in Figure 2.2, 
higher degrees of automation are associated with both higher levels and more advanced 
types (referred to here as “later stages”) of automation. Wickens et al. make the distinction 
between types of automation here because a high level of information acquisition 
automation certainly replaces operators’ cognitive processes in a much different way than a 
high level of decision selection automation. They also note the tradeoff between routine 
and failure performance typically associated with higher degrees of automation. While 
higher degrees of automation reduce workload, they also result in greater performance 
losses when automation fails. Wickens (2008) notes that in many systems, the curve 
representing this tradeoff is “flat” (i.e. increasing the degree of automation does not reduce 
failure performance) up to a certain point, after which it drops off sharply. System 
designers should therefore define this routine/failure performance tradeoff curve as closely 
as possible for their domain of interest, so as to maximize routine performance while 
incurring a minimal cost in the form of reduced failure performance. 
2.2 Design of Automated Systems 
While the above description of different types of automation might suggest that 
these types are mutually exclusive, in reality most complex systems utilize multiple types 
of automation operating at different levels (Parasuraman et al., 2000). Figure 2.3 provides 
an example of this concept for an ATC conflict detection and alerting system. Such a 
system performs all four functions of automation defined by Parasuraman et al., but can 
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take drastically different forms depending on the level of automation utilized for each 
function. For example, a version of the system described in Figure 2.3 might provide 
decision recommendations if the operator requests them and have the ability to send 
messages to aircraft at the operator’s discretion. Another version of the same system might 
make decisions and implement them autonomously without alerting the operator at all. 
Both of these hypothetical systems automate the same functions for the same task (decision 
selection and action implementation), but would have very different implications for 
overall system performance, especially when the human is forced to fully re-enter the loop 
in the event of automation failure (Wickens et al., 2010). 
In such systems, it is critical that the appropriate level of automation is utilized for 
each function, so that the human operator can be appropriately involved in those functions 
that support situation awareness (SA) (Endsley, 1993; Wickens et al., 2010). Norman 
(1990) provides a similar sentiment. He claims that automation at what he defines as an 
“intermediate level of intelligence” is entirely inappropriate because it is advanced enough 
to remove the human from the loop, but is not advanced enough to handle all off-nominal 
situations without human intervention, nor does it provide appropriate feedback. Norman 
proposes that if the automation is not intelligent enough to provide appropriate feedback to 
humans, the level of automation should be reduced so that humans are more involved in 
the control loop. 
2.2.1 Automated decision aids for ATC. 
The implementation of NextGen procedures will necessarily require a shift in the 
type of automation typically utilized by ATC (JPDO, 2010). Traditionally, most automated 
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ATC functions have been those of information acquisition and information analysis (e.g. 
primary and secondary radar displays, conflict alerting systems, etc.). To support more 
advanced procedures such as 4DTs, not only will additional automation need to be 
introduced to assist in decision-making and/or action implementation, but the level of 
automation for information acquisition and analysis will need to be increased to free up 
operator workload in support of the new procedures. It therefore becomes critical that 
automated systems be appropriately designed to support high levels of operator SA and 
maintain adequate failure performance. 
2.2.2 Examples of Decision and Action Automation in ATC Systems 
An early example of a successfully implemented automated decision aid is the 
Traffic Management Advisor (TMA) (Swenson, Hoang, Engelland, Vincent, Sanders, 
Sanford, & Heere, 1997). The TMA is a time-based planning tool to support the 
optimization of traffic flow at busy airports. Evaluations at the Fort Worth ARTCC 
indicated an average delay reduction of one to two minutes per aircraft and subjective 
evaluations revealed a reduction in perceived workload for en-route controllers. The Final 
Approach Spacing Tool (FAST), initially developed by Lee and Davis (1995), generates 
recommendations for heading and speed instructions with a goal of sequencing aircraft and 
deconflicting their trajectories (Robinson & Isaacson, 2000). FAST has been in operational 
use at the Fort Worth ARTCC since 1999.  
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Figures 
 
 
 
Figure 2.1.  Relationship between Parasuraman et al.’s simplified model of human information processing 
and type of automation. 
 
 
 
 
Figure 2.2.  Degrees of automation (diagonal line) defined by higher levels and later stages (types). Adapted 
from Wickens et al. (2010). 
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Figure 2.3.  An example of a single system performing all four types of automation functions. The level of 
automation for each of these functions can be manipulated as required to maintain appropriate levels of 
human involvement.  
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Tables 
 
 
Table 2.1.  Example levels of automation for decision selection (adapted from Parasuraman et al., 2000). 
HIGH 10. The computer decides everything, acts autonomously, ignoring the human. 
 9. informs the human only if it, the computer, decides to. 
 8. informs the human only if asked, or 
 7. executes automatically, then necessarily informs the human, and 
 6. allows the human a restricted time to veto before automatic execution, or 
 5. executes that suggestion if the human approves, or 
 4. suggests one alternative. 
 3. narrows the selection down to a few, or 
 2. The computer offers a complete set of decision/action alternatives, or 
LOW 1. The computer offers no assistance: humans must take all decisions and actions. 
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3. Situation Awareness 
As defined by Endsley (1988b), situation awareness (SA) is, “the perception of 
elements in the environment within a volume of time and space, the comprehension of 
their meaning, and the projection of their status in the near future.” SA has been shown to 
have strong ties to both decision making and performance. Evidence suggests that an 
operator’s decision making process is in part determined by how they characterize a given 
situation and that those with the expertise and/or knowledge to capitalize on their 
understanding of the environment show a significant improvement in performance as SA 
increases (Endsley, 1995a). While being influenced by factors such as working memory, 
attention, and stress, SA is necessarily a separate construct. Endsley (1995a) notes that 
limitations on working memory can be avoided when appropriate mental models and 
schemas exist in long term memory to provide comprehension of incomplete information. 
Attention is largely influenced by goals, which help determine what environmental 
elements are attended to by the operator. Endsley provides a system for classifying the 
extent of a person’s SA into distinct levels, which is detailed below. 
3.1 Levels of Situation Awareness 
Endsley classifies SA into three distinct levels, each building on the understanding 
acquired in the previous level. Level 1 SA is specifically the perception of the elements in 
the environment. This perception, however, does not guarantee a conscious processing of 
what is being perceived – a phenomenon known as perception without awareness or 
perception without attention (see Merikle & Joordens, 1997). Level 2 SA is the 
comprehension of the current situation. This is based on the coalescence of the individual 
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elements perceived in Level 1 SA. At this level, the operator perceives the various 
environmental elements and comprehends the meaning of what they perceive, however 
conscious processing alone does not guarantee that an operator has achieved Level 2 SA. 
An example of conscious processing without comprehension would be a novice pilot 
seeing an advanced navigation display for the first time. The pilot would perceive the icons 
and symbols of various colors, shapes, and sizes and would be able to verbalize what they 
are seeing; however, they would not comprehend the meaning of all of these elements 
without specific instruction, effectively remaining at Level 1 SA. Level 3 SA is the 
projection of future status. At this level an operator not only comprehends the meaning of 
elements in the environment, but they are able to utilize an advanced understanding of the 
situation to predict the future states of those elements and act accordingly. 
While Endsley repeatedly refers to elements in the environment when defining the 
levels of SA, these are domain specific and therefore cannot be defined in general terms 
applicable to all complex systems. A crucial step in designing systems and displays to 
appropriately support operator SA is the identification of these critical elements and the 
facilitation of operator perception, comprehension, and understanding of them. 
3.2 Effects of Automation on Situation Awareness 
A critical factor in the design of systems and displays for complex domains is the 
effect of level and type of automation on operator SA. Losses in SA can be influenced by 
shifts in the extent of operator control (Endsley & Kiris, 1995), something largely 
determined by the type and level of automation implemented in a system. Losses are 
associated with a decrease in vigilance when assuming a monitoring role by passively 
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receiving information rather than actively processing it, and a loss of feedback related to 
the state of the system – all typically occurring as automation levels increase. 
Higher degrees of automation tend to be associated with reduced workload, but at 
the risk of loss of SA (Endsley, 1993; Wickens, 2008; Wickens et al., 2010); this typically 
improves routine performance, but increases the cost of failure, as discussed in 2.1.3. This, 
combined with the fact that operators accustomed to automation typically have reduced 
skills when operating manually (Moray, 1986; Wickens & Hollands, 1999), can lead to 
dangerous consequences when automation fails. The curve representing the tradeoff 
between routine and failure performance described by Wickens et al. (2010) is largely a 
result of a tradeoff between workload and SA. While the reductions in workload are 
mainly responsible for the increases in routine performance with more advanced 
automation, the resultant losses in SA lead to the reduction in failure performance. In an 
experiment exploring the interaction between level of automation and adaptive automation 
(dynamically adjusting the level of system control between human and machine over time 
to manage operator workload), Kaber and Endsley (2004) found that level of automation 
was the primary factor for both primary task performance and SA. In an experiment using 
an ATC-related simulation, Kaber et al. (2006) found that information acquisition 
automation increased SA and action implementation automation decreased workload. 
Information analysis and decision selection automation were associated with higher 
workload, though the authors attributed this to increased visual demands of the display. 
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4. Displays and Interfaces 
An information display, as defined by Wickens, Lee, Liu and Gordon-Becker 
(2004), is a human made artifact “designed to support the perception of relevant system 
variables and facilitate the further processing of that information” (p. 185). In the realm of 
complex systems, displays are often more than just a one-way communication of system 
variables; they are contained within interfaces that allow operators to directly manipulate 
the system. As data communications and advanced automation are introduced to ATC 
operations, controllers will spend more time perceiving and directly interacting with 
displays and interfaces (JPDO, 2010). This chapter discusses relevant frameworks and 
theoretical models for the design of displays to enhance control of complex systems. Their 
specific application to ATC displays and interfaces will also be discussed. 
4.1 Skills, Rules, Knowledge 
Having strongly influenced much of the literature on information display design, 
the skills, rules, knowledge (SRK) framework (developed by Rasmussen, 1983) bears 
mentioning here. SRK divides operator behaviors into three categories based on the level 
of cognitive control – skill-based behavior, rule-based behavior, and knowledge-based 
behavior. Being the most basic, skill-based behavior is strictly sensory-motor performance 
below the level of consciousness. Information relevant to these behaviors is perceived as 
signals, which act as continuous indicators of the environment. An example of a skill-
based behavior is the application of the brakes by a driver approaching a stop sign. The 
many variables involved in this task (speed, type of car, visibility, road conditions, etc.) are 
dynamically processed by the driver and an appropriate pressure is applied on the brake 
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pedal, with adjustments made as necessary. This all happens subconsciously – the driver 
does not ask themselves, “How hard should I press the pedal?” Rule-based behavior is a 
learned response or procedure, either through training or prior experience, which is 
triggered by signs. An example of rule-based behavior is the decision by a driver to stop at 
a stop sign. All new drivers are taught that they must stop at stop signs and this behavior is 
reinforced through experience by the dangers and traffic tickets associated with running a 
stop sign. When a driver sees a stop sign, he/she recognizes the need to come to a stop and 
(usually) does so. Note the distinction between the rule-based behavior and the skill-based 
behavior: the rule-based behavior is the recognition of a stop sign and the decision to stop, 
while the skill-based behavior is the proper application of the brake pedal.  
Knowledge-based behavior usually occurs in unfamiliar situations for which 
inferences must be made. This type of behavior is associated with goal-oriented 
performance. Often an operator will have a well defined goal (keep the plant operating 
smoothly, maintain separation between aircraft, etc.), but certain conditions in the 
environment create an unfamiliar situation for which traditional rule-based behavior does 
not apply. In other situations, the operator may encounter conditions for which no clearly 
defined goal exists, and therefore must create their own. Knowledge-based behavior relies 
heavily on working memory and occupies vast mental resources, and so is to be avoided in 
dynamic control tasks whenever possible (Rasmussen, 1986). 
4.1.1 Ecological interface design. 
Developed by Rasmussen and Vicente (1989), ecological interface design (EID) 
builds directly on the SRK framework to inform the design of interfaces that minimize the 
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effects of human errors on the system and support operators during unanticipated events. 
According to Vicente and Rasmussen (1992), an EID interface should not force cognitive 
processing to operate at a level (i.e. SRK) higher than that required by the task and the 
interface should support all three levels of cognitive control. Put another way, the interface 
should not add complication to the task (if anything, it should simplify it) and it should 
support processing at the higher levels of control to support knowledge-based behavior in 
the event of some system failure or human error. Rasmussen and Vicente (1989) identify 
human errors related to the effects of learning and adaptation, interference among 
competing control structures, lack of resources, and stochastic variability for each of the 
three levels of cognitive control. They also provide overall guidelines for coping with these 
errors through system design (see Table 4.1). 
Vicente and Rasmussen (1992) highlight three general principles for EID, each 
corresponding to a specific level of control. For the support of skill-based behavior, the 
interface should feature direct manipulation (see 4.2) to prevent the addition of 
unnecessary levels of abstraction. To support rule-based behavior, there must be a direct 
mapping between interface features and abstract properties of the system, an idea known as 
semantic mapping. At this level, operators interpret signs as cues for action; if the cues do 
not directly match up with constraints on system processes, problems can occur when 
conventional procedures (reactions to the cues) are carried out for unconventional 
situations. The support of knowledge-based behavior requires an externalization of the 
user’s mental model. This allows the consequences of an action to be more easily predicted 
and interpreted among the many causal relationships within complex systems. These EID 
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principles seek to apply the benefits of direct manipulation interfaces, traditionally only 
employed in simple domains, to displays for the control of complex systems. 
4.2 Direct Manipulation Interfaces 
As previously mentioned, a key aspect of the recommendations behind EID is the 
use of direct manipulation interfaces (DMI), described initially by Shneiderman (1982; 
1983) and later by Hutchins, Hollan, and Norman (1985). Schneiderman (1982) defines 
DMIs as consisting of the following: 
1. Continuous representation of the object of interest. 
2. Physical actions or labeled button presses instead of complex syntax. 
3. Rapid incremental reversible operations whose impact on the object of 
interest in immediately visible. 
He goes on to state that systems designed with these three principles in mind will 
have the following benefits: 
1. Novices can learn basic functionality quickly, usually through a 
demonstration by a more experienced user. 
2. Experts can work extremely rapidly to carry out a wide range of tasks, even 
defining new functions and features. 
3. Knowledgeable intermittent users can retain operational concepts. 
4. Error messages are rarely needed. 
5. Users can immediately see if their actions are furthering their goals, and if 
not, the can simply change the direction of their activity. 
6. Users have reduced anxiety because the system is comprehensible and 
because actions are so easily reversible. 
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While Hutchins et al. (1985) acknowledge these benefits, they do point out that 
there are certainly associated costs to implementing DMIs. It is most likely a safe 
assumption that many computer users today would wonder if the plethora of ambiguous 
icons they face daily is truly reducing their anxiety. 
Schneiderman (1983) proposes a model for DMI interaction that is centered on a 
distinction between syntax and semantics, with the former representing an arbitrary 
convention (e.g. a language) and the latter representing the user’s domain knowledge. 
Schneiderman argues that since DMIs allow users to directly manipulate the object of 
interest, they reduce the amount of mental effort typically required in the decomposition of 
high-level intentions to interaction with the interface. Rasmussen & Vicente (1989) point 
out that Shneiderman’s model ignores input from the human’s perspective (i.e. human 
processing of the display) and does not make the necessary distinction between the user’s 
goals and knowledge when discussing the term semantics. This notion of information 
transfer from the display to the human is a very important one; as Hutchins et al. (1985) 
point out, it is the disconnect between how a user thinks of their goals and how the state of 
the system is expressed relative to those goals. 
This disconnect between user goals and system state is defined by the Gulf of 
Execution and Gulf of Evaluation (Norman, 1986). The Gulf of Execution is the gap 
between how a user intends to act on a goal and their means for executing that goal. Any 
additional steps or mental workload involved between the user’s goal formation and their 
execution of an action to achieve that goal constitute the Gulf of Execution. The Gulf of 
Evaluation refers to the gap between the manner in which a display provides information 
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about the system and how the user thinks about the system. The perception of relevant 
interface features and interpretation of their meaning constitute the Gulf of Evaluation. 
While these gulfs can be bridged by the user, cognitive demands are greatly increased 
when they must do so; the user experiences more of a direct engagement with the system 
as these gulfs are bridged by the interface. Doing this can be difficult in complex domains, 
however, because there is not always a direct mapping between the process being 
controlled, the system supporting the interface, and the user’s mental model (Rasmussen & 
Vicente, 1989). 
4.3 Supporting Tasks Through Display Design 
The rise in complexity of many dynamic systems poses very challenging problems 
for designers of information displays. Operators in these systems need displays that allow 
them to understand and react to large amounts of information quickly and accurately, all 
while working within the limitations of human cognition. Bennett and Flach (1992) 
identify two distinct types of tasks in complex domains – integrated tasks and focused 
tasks. Integrated tasks require a high-level understanding of the system and operators must 
consider the relationships between many variables. Focused tasks, on the other hand, 
require the operator to concentrate on and fully interpret individual variables. What is 
difficult for display designers is that displays supporting one type of task traditionally do 
not support the other type of task very well. Attempting to design displays that support 
tasks at different levels of cognition has not surprisingly been a major focus of display 
design research. 
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4.3.1 Display configurality. 
When discussing the interaction between display features, Bennett and Flach 
(1992) identify integral, separable, and configural relationships as three prototypical 
categories of relationships between stimulus dimensions. Separable relationships lack 
interaction, with the perception of each stimulus dimension being independent of changes 
in any other dimensions. Integral relationships contain strong interactions between 
stimulus dimensions; so much so that one dimension cannot be perceived without being 
influenced by any other dimension(s). Configural relationships allow each dimension to be 
perceived independently, but new emergent features are created by the interaction between 
dimensions, therefore adding additional information to the display. An example of 
emergent features stemming from configural relationships are emoticons used in modern 
electronic communication (e.g. “ :-) “ or “ :-( “). While these emoticons are essentially 
composed of the same individual parts (i.e. a colon, dash, and parenthesis), the emergent 
feature (an emotion) drastically changes when the relationships among the parts are 
changed. 
Human perception and pattern recognition (typically skill-based and rule-based 
behavior) is much more efficient and accurate than memory and inference (typically 
knowledge-based behavior); a fact that researchers have attempted to leverage through 
object and configural displays (Carswell & Wickens, 1987; Rasmussen & Vicente, 1989; 
Pomerantz & Pristach, 1989; Carswell & Wickens, 1990; Bennett & Flach, 1992). These 
types of displays typically map multiple variables onto the same form or display object, 
taking advantage of Gestalt principles (see Boring, 1942) to establish configural 
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relationships among display features, thereby conveying large amounts of information and 
allowing for quick change detection. Graphical displays that produce emergent features 
corresponding to domain attributes can increase performance and, if they are composed of 
individual parts containing specific information, are one way that interfaces can support 
both integrated and focused tasks (Bennett & Flach, 1992). The idea that such emergent 
features are hard to ignore in favor of individual parts, a concept known as perceptual glue, 
has been refuted by Pomerantz and Pristach (1989), who assert that emergent features 
simply add information to a display, rather than detracting from individual features. 
Perceptual glue stems from the assumption that operators’ ability to process information in 
individual stimulus dimensions is degraded when emergent features caused by interactions 
become too prominent. In practice, however, it appears that no truly integral or separable 
displays exist (Carswell & Wickens, 1990; Bennett & Flach, 1992). Bennett and Flach 
(1992, p.517) state that “…separable and integral dimensions may represent idealistic end 
points and a continuum of configurality exists.” 
With integral and separable displays (even if only theoretical) existing at two ends 
of a continuum of configurality, a display’s position on this continuum is referred to as its 
proximity (Carswell & Wickens, 1990; 1995; Bennett & Flach, 1992). Initial theories 
behind the proximity compatibility principle proposed that display proximity should match 
task proximity (i.e. integrated vs. focused tasks), ultimately requiring some compromise 
between integrated and focused attention. Bennett and Flach (1992) argue that this is not 
the case, with configural displays improving performance on integrated tasks and imposing 
minimal (if any) cost on focused tasks. They note that in experiments where a decline on 
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focused task performance was observed with configural displays, it is often due to an 
increased information access cost because of the relative salience between emergent and 
individual features (Pomerantz and Pristach, 1989). Additionally, a simple tradeoff 
between integrated and focused tasks does not appear to be practical in actual complex 
systems. Rasmussen (1986) points out that decisions in complex systems usually require a 
frequent shifting of attention from low-level to high-level ideas and vice versa. 
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Tables 
 
Table 4.1.  Guidelines provided by Rasmussen and Vicente (1989) for coping with human errors through 
system design. 
 Guidelines for Errors Related to Learning Processes  
 
Guideline 1 
 
Aim at making the limits of acceptable performance visible to the operators, 
while the effects are still observable and reversible. 
 
Guideline 2 Provide the actors with feedback on the effects of actions so as to allow them to 
cope with the time delay between the execution of an intention and the 
observation of its effect. Also, make the latent, conditional constraints on 
actions visible, especially if such constraints are prepared by another decision-
maker or designer. 
 
Guideline 3 There should be a consistent and unique mapping from the signs that define 
cues for action and the symbols that describe how the process functions. 
 
Guideline 4 The design of control strategies during unforeseen situations should be done 
through experiments and hypotheses, not in high risk situations 
 Guidelines for Errors Related to Interference Among Control Structures  
 
Guideline 5 
 
Make available overview displays by which “free-running” routines can be 
monitored by fringe consciousness 
 
Guideline 6 Make the cues for action integrated patterns based on defining attributes and 
serving, at the same time, a symbolic representation necessary for functional 
monitoring of performance 
 
Guideline 7 Support memory with externalization of effective mental models 
 Guidelines for Errors Related to Lack of Resources  
 
Guideline 8 
 
Use the available data to develop consistent information transformation 
concepts for data integration. 
 
Guideline 9 Present information imbedded in a structure that can serve as an externalized 
mental model, effective for the kind of reasoning required by the task. 
 Guidelines for Stochastic Errors  
 
Guideline 10 
 
Support of memory of items, acts, and data which are not part of an integrated 
gestalt can be useful. 
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5. Present Research 
One major research thrust in the NextGen effort is trajectory-based operations 
(TBO). TBO is based on each aircraft’s expected flight profile and time information, or 
“trajectory”, which can be managed to ensure efficient individual aircraft trajectories 
within an overall traffic flow (JPDO, 2010). This includes clearances supporting trajectory 
management – the process of “fine tuning” individual aircraft trajectories to maintain 
efficient traffic flow throughout the entire airspace. Trajectory management consists of 
strategic planning over several ATC sectors, rather than the short-term tactical conflict 
resolution methods of today. Trajectories in TBO ultimately take the form of required 
times of arrival (RTA) over one or more waypoints along the proposed flight route. With 
the addition of RTAs, flight trajectories become 4-dimensional, with time joining the other 
three dimensions of latitude, longitude, and altitude. These 4-dimensional trajectories 
(4DT) can theoretically define the entire path of an aircraft from gate to gate, with air 
traffic control (ATC) being able to accurately predict an aircraft’s location at any given 
time in the future. This longer-term approach promotes efficiency within the NAS by 
reducing the total number of tactical conflict resolutions performed by ATC (Prevot, 
Battiste, Palmer, & Sheldon, 2003). 
Ensuring that aircraft get in the air within a certain time window is therefore critical 
to realizing full 4DTs. While most TBO research focuses on the en-route phase of flight 
(JPDO, 2010), surface operations are also critical. With near to mid-term NextGen 
equipage assumptions, aircraft will not have the advanced onboard systems necessary to 
support RTAs on the surface (see Hooey, Foyle, & Andre, 2009; Foyle, Hooey, Kunkle, 
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Schwirzke, & Bakowski, 2009). The long time periods and associated difficulties with 
retrofitting existing aircraft fleets (JPDO, 2008) means that any significant near to mid-
term technological interventions in support of surface TBO must occur through the 
implementation of ATC-centric systems. 
5.1 Aviation Surface Operations 
In present day surface operations at many airports, the transfer of control for a 
standard commercial flight starts with a terminal dispatcher, transfers to a ground traffic 
controller, and ends with a tower traffic controller, who then clears the flight for takeoff. 
After completing preflight checklists and receiving instructions from the dispatcher, the 
flight pushes back and contacts the ground controller for taxi instructions. The ground 
controller, through one or more clearances, issues taxi instructions from the terminal area 
to the departure runway, where the flight contacts the tower controller. The tower 
controller then clears the flight for takeoff and typically transfers the flight to a 
departure/approach controller. While the ground controller’s role (guiding aircraft from the 
terminal to the runway) may not initially seem to have much influence on a flight, it in fact 
can significantly influence the flight’s overall fuel consumption and timing. 
5.1.1 Efficiency of surface operations. 
A major source of inefficiency in today’s surface operations is the often numerous 
starts and stops involved in taxiing on a busy airport surface. Large aircraft require large 
amounts of thrust to provide enough forward energy for their wheels to begin moving; this, 
in turn, requires huge amounts of fuel. Since on-time gate pushbacks are often a 
performance metric for airlines, the desire for an early pushback time usually overrides any 
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concern for its effect on efficiency during taxi (FAA, 2009). With these pushbacks usually 
being uncoordinated, surface controllers are given the task of sequencing the movement of 
departure aircraft to the runway (Malik, Gupta, & Jung, 2010). Excessive congestion on 
airport taxiways can result in large runway queues at the departure runway. The number of 
starts and stops for each aircraft, as well as their actual takeoff times, are strongly 
influenced by the order in which the aircraft enter the queue; this is largely determined by 
the order in which the ground controller sends each aircraft to the runway. 
When examining airport surface surveillance data, Brinton, Wood, and Engelland 
(2008) found that almost 90% of flights established on a major taxiway are handled in a 
first-come first-served fashion, while 50% of those turning onto the taxiway from the ramp 
area are handled in this fashion. This suggests that taxi instructions are often issued based 
on heuristics that have little to do with maximizing the efficiency of operations. With taxi 
instructions based in large part on when the aircraft first contacts the ground controller, the 
sequence of aircraft at the runway queue is usually not based on the scheduled departure 
time. With ample space available in the ramp area for aircraft to park, holding aircraft in 
this area until they are ready for takeoff allows for a more strategic sequencing at the 
departure queue. This helps to ensure that aircraft take off as close to their scheduled 
departure time as possible, regardless of when they contact the ground controller, and the 
motionless waiting period reduces the number of times thrust must be applied on the 
ground. This strategy, however, would necessarily increase workload for the ground 
controller, as sequencing the release of aircraft based on scheduled departure time would 
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be an additional task in present-day operations. This highlights the need for technological 
and/or procedural intervention in surface operations to increase efficiency. 
Malik, et al. (2010) tested a model for managing the release of departure aircraft 
from spots or gates over a long-term (one hour) time frame and a short-term (immediate) 
time frame. In high traffic scenarios using a simulated environment, the model increased 
throughput by 10% even with up to two minutes of uncertainty in spot arrival times. 
Additionally, Gunther, Hildebrandt, and Fricke (2010) compared taxi time estimation using 
static calculations via standard look-up tables and dynamic calculations based on the 
current traffic situation. They found that using static estimation, 42% of flights leaving the 
ramp had estimations within +/- 2 minutes, while 66% of flights had estimation within +/- 
2 minutes when using dynamic calculations. While these results are encouraging, the 
human performance implications with the use of such systems require further attention. 
5.2 Experiment Overview 
The goal of the present study is to identify how controllers could best benefit from 
different types of automated decision aids designed to improve the efficiency of surface 
operations at Dallas-Fort Worth International Airport (DFW). When compared with 
present-day operations, this increased focus on efficiency increases the complexity of a 
ground controller’s responsibility, indicating the need for additional tools to maintain (or 
improve) the current level of mental workload, while also supporting the resumption of full 
manual performance in the event of automation failure. A prototype ground controller 
interface will be used, featuring three different types of decision aids:  
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1. Baseline – no decision aid 
2. Temporal Constraint Visualization – graphical presentation of spatiotemporal 
constraints on the departure sequence 
3. Timeline display – graphical presentation of scripted release sequence based on 
an optimization algorithm 
 
These decision aids were motivated by the work of Jung, Hoang, Montoya, Gupta, 
Malik, Tobias, and Wang (2011), and their use of algorithms to aid the ground controller in 
sequencing the release of departure aircraft to the runway queue (also see Hoang, Jung, 
Holbrook, & Malik, 2011). Of particular interest to this study is determining the task 
performance costs and benefits associated with different types of decision aids. 
Conceptually, these aids (or lack thereof) can be thought of as utilizing three distinct types 
of automation, respectively – no automation, information analysis presented graphically, 
and decision selection presented graphically. Any command-based decision aid, such as 
the Timeline display in this study, will necessarily operate on some set of assumptions 
relating to the state of the system (in this case, the relative positions of aircraft in the 
simulation). When these assumptions are not met, the human must override the 
automation’s decision selection – a task that is especially difficult when the human is not 
privy to the logic behind the decision aid. A potential benefit for the temporal constraint 
visualization (TCV) display is that the presentation of relevant information in a manner 
comprehensible to humans eases the decision-making process, while still giving the human 
complete control. 
Though the present research is being conducted in an applied aviation setting, there 
are also more theoretical implications informing the appropriate use of automation in other 
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dynamic, safety-critical settings. Namely, defining an appropriate level of human 
involvement in the overall decision-making process of complex systems and identifying 
potential pitfalls when automation is over or under-utilized. 
5.3 Dallas-Fort Worth International Airport Surface Operations 
The present simulation will operate on a simplified model of south-flow surface 
operations on the east side of DFW. These assumptions include: runway 17R being used 
exclusively for departures with only one departure queue, runways 17C and 17L being 
used exclusively for arrivals, no traffic moving to or from the west side of the airport, and 
runway 13L not being utilized by the participant ground controller. 
The surface of the east side of DFW features three terminals, with hold spots placed 
in front of each terminal (see Figure 5.1). The concept of operations in this simulation is 
for participants to hold departure aircraft at these hold spots until they can taxi directly to 
the runway, rather than sending all departures immediately to the departure queue (see 
Figure 5.2). The release of aircraft from these hold spots will be controlled with the goal of 
departing aircraft on time, avoiding any unnecessary stops on the way to the runway, and 
maintaining maximal runway throughput when necessary. 
5.4 Hypotheses 
With the main focus of this study being the sequencing of departure aircraft, 
hypotheses were made regarding (1) the timeliness of departures (according to scheduled 
departure times) and (2) efficiency of departures (minimizing approximate fuel 
consumption). The handling of arrival aircraft in this simulation will be treated as a 
secondary task in which (3) participants’ response times will be recorded. 
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Hypothesis 1: The TCV condition will result in more efficient departure sequences 
than both the Timeline and Baseline conditions; the Timeline condition will result in more 
efficient sequences than the Baseline condition. This is because the algorithm behind the 
Timeline decision aid does not consider the position of arrival aircraft on the taxiway, 
therefore likely resulting in some instances where participants cannot follow the Timeline 
due to safety concerns. The Baseline condition will result in inferior performance because 
there is no form of decision support for efficiently sequencing departures. 
 
Hypothesis 2: The Timeline condition will result in better performance than both 
the TCV and Baseline conditions at departing aircraft according to their scheduled 
departure time. This is because the algorithm determining the suggested release sequence 
for the Timeline considers the scheduled departure times of all aircraft and seeks to release 
aircraft so that they depart as close to these times as possible without incurring any 
unnecessary taxi delay. The TCV and baseline conditions have no form of support for 
achieving on time departures other than the electronic flight strips being sorted by 
scheduled departure time. 
 
Hypothesis 3: The TCV condition will result in lower response times for issuing 
instructions to arrival aircraft than both the Timeline and Baseline conditions. This is 
because the Timeline decision aid will likely draw participants’ attention away from other 
aspects of the display containing information about arrival aircraft, resulting in slightly 
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increased response times to arrivals. The lack of automated support in the Baseline 
condition will also likely result in a higher level of mental workload, which could 
negatively impact participants’ response times to arrival aircraft. 
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Figures 
 
 
 
Figure 5.1.  The three terminals on the east side of DFW are A, C, and E. The orange dots in this image show 
the approximate positions of the hold spots utilized by aircraft in this simulation. 
 
 
 
 
Figure 5.2.  In these images taken directly from the training material for participants, the concept of holding 
aircraft at spots is demonstrated. In the image on the left, all aircraft would have been sent directly to the 
departure queue as soon as they pulled up to a hold spot, resulting in wasted fuel from the stop-and-go traffic 
and likely an inefficient sequencing of departures based on scheduled departure time. In the image on the 
right, the aircraft would have been held at a hold spot until they could be sent directly to the runway for 
takeoff, avoiding unnecessary taxi delay and increasing efficiency.  
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6. Method 
6.1 Participants 
Twenty-one instrument-rated pilots controlled simulated aircraft in a re-creation of 
surface operations at Dallas-Fort Worth International Airport. All participants were males 
between the ages of 19 and 25. Though none had prior experience controlling actual 
aircraft in the air or on the ground, limiting participation to only instrument-rated (or 
higher) pilots ensured that they had an adequate understanding of aviation terminology and 
a basic understanding of airport surface operations. 
All participants were students at the University of Illinois at Urbana-Champaign 
and were recruited via e-mail and flyers distributed around campus. Compensation was 
$20 per hour and participants completed three experimental sessions each. With most 
sessions lasting one hour and 45 minutes, total compensation was approximately $105 per 
participant and the top performer in each condition also received a $50 bonus. This bonus 
was used to motivate participants so that they were all trying to achieve the same goal. 
6.2 Equipment 
The experiment was conducted in the Beckman Institute Illinois Simulator 
Laboratory’s flight simulator, which was modified to support an air traffic control 
experiment (see Figure 6.1). 
6.2.1 Hardware. 
Three Hitachi ED-A100 projectors with 1280 x 1024 pixels of resolution projected 
a simulated out-the-window (OTW) view facing west from the DFW East Tower onto 
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three separate 120” x 90” screens. This OTW view was presented with a 150-degree lateral 
field of view in X-Plane 9.69, allowing the participants to see the entire area of airport 
surface under their control. The prototype interface was presented on a 70” LCD monitor 
positioned 83” in front of the center screen. Smart Eye XC-HR 50 eye tracking equipment 
was mounted on a metal frame approximately 24” in front of the LCD monitor, positioned 
such that it did not obstruct the participants’ view of the OTW screens or the LCD monitor 
(see Figure 6.2). 
Three eye-tracking cameras were positioned on the top of the frame with 12mm 
lenses approximately 41” away from the participant and two eye-tracking cameras were 
positioned on either side of the frame with 8mm lenses approximately 35” away from the 
participant. Participants were seated on an adjustable chair with their eyes 160” away from 
the center screen (77”away from LCD monitor and 53” away from the frame on which 
eye-tracking cameras were mounted). The chair height was adjusted for each participant so 
that their eyes were centered for the eye-tracking cameras at a height of 46.5”, with the 
added benefit of ensuring that each participant viewed all displays from the same viewing 
angle. This positioning meant that the center of the LCD screen was viewed at an angle 
12.5 degrees down, the center of the forward projector screen was 7.8 degrees up, and the 
center of the lateral projector screens were 7.5 degrees up and 41 degrees to either side. 
Participants interacted with the simulation via a standard computer mouse positioned on a 
surface to their right and a PI Engineering X-keys six-button keypad positioned on a 
surface to their left. All control inputs could be adequately performed with the mouse 
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alone, but the keypad allowed for more rapid control inputs once participants became 
familiar with it. 
The three projectors and LCD monitor were powered by four Prima XPC Shuttle 
computers with Intel Core 2 Duo E8500 processors @ 3.16GHz, 3.25GB RAM, and 
NVIDIA GeForce 9800 GT 1GB video cards. Three of these computers generated the 
projector images by running X-Plane 9.69 simultaneously and were synchronized by the 
fourth master computer, which also ran the simulation software. A Dell Inspiron 1420 
laptop computer was used to administer post-trial questionnaires. 
6.2.2 Software. 
All computers were running Windows XP. The master computer ran the simulation 
software, which was programmed using Python 2.7 with a PyQt library. The simulation 
software automatically controlled the movements of aircraft outside the participants’ area 
of control based on pre-defined scripts and controlled the movements of aircraft inside the 
participants’ area of control based on participant-issued instructions. This master computer 
communicated aircraft positions to the three other computers, each of which then 
communicated with an independent version of X-Plane 9.69 via a plug-in. This plug-in 
allowed X-Plane to depict real-time representations of aircraft positions in the OTW view 
based on the simulation software. Aircraft models represented in the OTW view included 
the Canadair Regional Jet 100, Boeing 737-800, McDonnell Douglas MD-90, Boeing 727-
200, and Boeing 757-200. 
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6.2.2.1 Simulation scenarios. 
Simulation scenarios were generated based on data collected for the SODAA Tool 
developed by Mosaic ATM (Brinton, Lindsey, & Graham, 2010). These SODAA data 
aggregate actual flight information such as callsign, aircraft type, scheduled 
departure/arrival times, departure/arrival airports, assigned gate, etc., and links them to 
positional data collected for each flight. This positional data includes latitude/longitude 
coordinates and altitude at one-second intervals based on radar returns and GPS locations 
generated by that flight. The collection of information contained in SODAA data allows 
for a dynamic re-creation of aircraft movements based on actual operational data. The 
scenarios in this simulation were each based directly on a one-hour period of SODAA data 
collected at DFW on August 17
th
-23
rd
, 2009 between the hours of 10:00am and 3:00pm 
Central Daylight Time. Basing the scenarios on aircraft data collected at DFW ensured an 
accurate representation of variables such as the frequency of aircraft types, departure to 
arrival ratio, terminals used, and runways used. Each of these scenarios had its traffic 
density increased by a factor of 1.3 to 1.5 to increase traffic volume. This was done for 
three reasons: 1) to approximate the increase in overall traffic volume that is expected in 
coming years (JPDO, 2010), 2) to create a sufficiently challenging task for participants, 
and 3) to reduce the variability in overall traffic volume between scenarios. Each 20 
minute scenario required participants to interact with 45 to 55 total aircraft, including both 
arrivals and departures. 
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6.2.2.2 Software control of departure queue. 
Departing aircraft in the runway queue were directly controlled by the simulation 
software. Take-offs were spaced by a minimum 72-second interval, meaning that any 
aircraft approaching the runway less than 72 seconds after the preceding aircraft had 
departed would have to wait at the runway hold short line. This known minimum interval, 
coupled with a constant taxi speed of 10.2 m/s for all aircraft in the simulation, was used as 
the basis for the decision aids utilized in this experiment. The number and positions of all 
aircraft in the departure sequence allowed for the precise calculation of when each aircraft 
would depart and how long they would have to wait at the hold short line, if at all. This 
information could either be presented directly to the participants via a graphical display or 
used by an algorithm to generate a timeline of the optimal release times for the aircraft still 
waiting at hold spots. Figure 6.3 illustrates how the positions of departures already in the 
sequence can be used to depict the earliest location a new aircraft can be inserted into the 
sequence without incurring any unnecessary taxi delay. 
6.2.2.3 Decision aid functionality. 
The TCV decision aid used the information described above to provide participants 
with a graphical depiction of the departure sequence. The 72 second interval was presented 
spatially (734.4 meters scaled to the overhead map display), allowing participants to 
visualize the minimum takeoff separation. In addition, overlaps (instances of aircraft 
spaced less than 72 seconds apart) and gaps (instances of aircraft spaced more than 72 
seconds apart) were depicted graphically to provide feedback to participants. This 
information was used to indicate to participants the earliest location in the departure 
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sequence that an aircraft could be released from its hold spot without incurring any 
unnecessary taxi delay (see Figure 6.3). 
The Timeline decision aid utilized an algorithm to present a suggested departure 
sequence to the participant. This algorithm functioned by considering the four aircraft with 
the earliest scheduled departure times currently waiting at hold spots. All permutations of 
release order and all possible release times within those orders were checked via an 
exhaustive search for the sequence that best minimized the sum of total departure time 
deviation and taxi delay. The output of this algorithm, which recalculated every 4 seconds, 
was a release time for each of those four aircraft presented graphically to the participants. 
6.3 Tasks 
Participants performed simplified versions of the tasks required of actual DFW 
controllers. They were responsible for releasing departure aircraft from hold spots to the 
departure runway queue and sending arrival aircraft to their assigned terminal. Only when 
an aircraft entered their area of control were participants required to take action. 
6.3.1  Departure aircraft. 
Participants’ primary task was to sequence the release of departure aircraft from 
hold spots so as to depart aircraft on time and minimize unnecessary taxi delay. At pre-
determined times based on SODAA data, aircraft parked at terminal gates would 
automatically push back and taxi to a hold spot, where they would then wait for participant 
instructions. Each departure aircraft had a scheduled departure time, which the participants 
were instructed to use for sequencing departures. The participants’ goal was to have each 
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aircraft depart as close to its scheduled departure time as possible, while minimizing the 
taxi time and number of stops during taxi for each aircraft. 
Once aircraft had been issued taxi instructions and reached the departure queue, 
they would automatically be handed-off to the simulation software. Figure 6.4 shows the 
path of departure aircraft while under the participants’ control and the point at which they 
were handed-off to the simulation software.  
6.3.2 Arrival aircraft. 
At pre-determined times based on SODAA data, arriving aircraft would land on 
one of the arrival runways and begin taxiing towards the east side terminals. Upon 
reaching the participant’s area of control, it would automatically be handed-off to the 
participant and wait for further taxi instructions. Each arrival aircraft had an assigned 
terminal and gate and it was the participants’ job to direct that aircraft to the appropriate 
terminal. Participants needed to keep up with incoming arrivals to prevent a backup of 
arrivals from potentially blocking a runway. Figure 6.5 shows the paths of arrival aircraft 
while being controlled by the simulation software up until the point they were handed-off 
to the participant ground controller. 
6.4 Displays 
Three different versions of the prototype interface were presented to participants in 
three different experimental conditions. The baseline interface did not include a decision 
aid for sequencing the release of departure aircraft from spots and served as a control. Two 
experimental conditions included decision aids along with the prototype interface, one 
utilizing a TCV decision aid and the other utilizing a Timeline decision aid. 
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6.4.1 Baseline display. 
The baseline interface (see Figure 6.6) included the following features – electronic 
flight strips, flight strip organization windows, an overhead map display, and preset taxi 
route buttons. 
6.4.1.1 Electronic flight strips. 
The electronic flight strips, inspired by those included in the Tower Flight Data 
Manager proposed by Nene, Morgan, Diffenderfer, and Colavito (2010), contained all of 
the information needed by participants to effectively control an aircraft. There were nine 
data fields in each flight strip – including callsign, aircraft type, ETD/ETA, arrival airport, 
assigned terminal and gate, updated departure time, assigned runway, assigned altitude, 
and the departure or arrival navigation fix. In addition, the left side of each flight strip 
included a window with a colored background and black symbol called the indication box, 
used to indicate the current taxi status of that aircraft. Examples of electronic flight strips 
containing each of the indication box symbols and colors are shown in Figure 6.7.  
When a specific aircraft had been selected by the participant for interaction, its 
flight strip data fields would appear in the enlarged flight strip (see Figure 6.8). The data 
fields were arranged in the same format as on the smaller flight strips, but were simply 
enlarged for clarity and to confirm which aircraft had been selected. 
6.4.1.2 Flight strip organization windows. 
The electronic flight strips were contained within four flight strip windows 
appearing on the interface. The two departure flight strip windows contained flight strips 
for aircraft waiting at hold spots and taxiing to the runway. The two arrival flight strip 
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windows contained flight strips for aircraft arriving on runways 17L and 17C. Participants 
could select a specific aircraft for interaction by clicking on any of the electronic flight 
strips contained in these flight strip windows. 
The first departure flight strip window contained flight strips for aircraft waiting at 
hold spots and was labeled At Spot. These flight strips were arranged in order by departure 
time, with the earliest times appearing on the bottom. Anytime a new aircraft pulled up to a 
hold spot, it was inserted into the window at the appropriate position based on its departure 
time. The second departure flight strip window contained flight strips for aircraft in the 
process of taxiing to the runway and was labeled Departures 17R. Once the participant 
released an aircraft from a hold spot, its flight strip automatically moved from the At Spot 
window down to the Departures 17R window. Both the movement of the flight strip and 
change in the indication box indicated to the participant that the aircraft had begun taxiing. 
Once an aircraft had departed, its flight strip was automatically deleted. Figure 6.9 shows a 
screenshot of both the At Spot and Departures 17R flight strip windows. 
 The first arrival flight strip window contained flight strips for aircraft landing on 
runway 17C and was labeled Arrivals 17C. Both the position of a flight strip in the window 
and the color/symbol in its indication box allowed the participant to determine that 
aircraft’s phase of flight and if it was currently their responsibility. The second flight strip 
window contained flight strips for aircraft landing on runway 17L and was labeled Arrivals 
17L. The flight strips in this window functioned the same as those in the Arrivals 17C 
window. Figure 6.10 shows a screenshot of both arrival flight strip windows. 
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6.4.1.3 Overhead map display. 
The overhead map display depicted the layout of the airport surface similar to 
current ASDE-X displays (see Gertz & Grappel, 2007; Smith, Evers, & Cassell, 1996). All 
aircraft were represented by a triangle icon showing their current position, heading, and 
movement. These icons were colored to match the indication box on that aircraft’s 
corresponding flight strip. In addition to selecting aircraft by clicking on the flight strip, 
participants could also select a specific aircraft by clicking on its map icon. When an 
aircraft was selected, its map icon was highlighted by a yellow circle, and when 
instructions had been issued, the taxi route was shown on the overhead map as a yellow 
line (see Figure 6.11). 
6.4.1.4 Preset taxi route buttons. 
Participants issued taxi instructions to aircraft by clicking on preset buttons 
available to them after an aircraft had been selected. For departures, only one button was 
available since all departures used runway 17R. For arrivals, three preset buttons were 
available – one for each terminal. The participants needed to locate the assigned terminal 
on the selected aircraft’s flight strip and send it to the appropriate terminal by selecting the 
correct preset button. Once a preset button had been selected, the instructions were sent by 
clicking “Submit”. 
The six-button keypad could also be used to issue taxi instructions. The buttons on 
the keypad were arranged in the same format as the buttons on the interface and pressing 
the corresponding button on the keypad was functionally the same as clicking on that 
interface button with the mouse. 
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6.4.2 Temporal constraint visualization display. 
The TCV display contained all the features of the baseline display, with the 
addition of the TCV automated decision aid. This decision aid (see Figure 6.12 and Figure 
6.13) took the form of colored lines and markers overlaid on the overhead map, which 
changed dynamically to represent the current departure sequence. The premise behind this 
decision aid was that with a known taxi speed, the minimum 72 second departure spacing 
was a spatiotemporal parameter that could be presented graphically on the overhead map 
display. This allowed the participants to visually see any overlaps or unnecessary gaps in 
the sequence and identify the earliest location a new departure could be inserted into the 
sequence without incurring any unnecessary taxi delay. 
6.4.3 Timeline display. 
The Timeline display contained all of the features of the baseline display, with the 
addition of the Timeline automated decision aid. This decision aid consisted of an 
algorithm to determine the optimal release sequence of all aircraft currently waiting at 
spots and the Timeline display to convey this information to the participant. The algorithm 
(described in 6.2.2.3) determined the release sequence that would depart aircraft as close to 
their scheduled departure time as possible, while also minimizing any unnecessary taxi 
delay for the aircraft waiting at the hold spots with the four earliest scheduled departure 
times. This release sequence was linked to the corresponding flight strips in the “At Spot” 
flight strip window (see Figure 6.14). For each of these flight strips, the point indicated on 
the Timeline represented how far into the future that aircraft should be released according 
to the optimal sequence. The algorithm did not, however, take into consideration the 
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location of any arrival aircraft that were already taxiing. If participants blindly followed the 
decision aid’s suggested release times, collisions could potentially occur between 
departures leaving hold spots and arrivals already on the taxiway. 
In some instances, the optimal sequence called for aircraft to be released in a 
different order than their flight strips were arranged in the “At Spot” window. This would 
result in yellow lines crossing on the timeline because the flight strips were still arranged 
by scheduled departure time (see Figure 6.15). 
6.5 Experimental Design 
A between-subjects manipulation of decision aid type was performed. Each of the 
twenty-one participants was randomly assigned to one of the three display conditions, for a 
total of seven participants in each condition. Eight data-collection trials were performed by 
each participant, for a total of 56 trials per condition. The scenarios for the data-collection 
trials, as well as the training trials, were presented to each participant in the same order. 
6.5.1 Off-nominal events. 
Two different types of off-nominal events were scripted to occur during the data-
collection trials, described as false radar returns and transmission errors. A false radar 
return featured a stationary icon appearing on the overhead map where there was no actual 
aircraft in the OTW view. A transmission error featured the icon of a pre-specified plane 
disappearing from the overhead map for a certain period of time, while the actual aircraft 
was still present in the OTW view. 
Each aircraft in a scenario was given a five percent chance of being flagged as an 
off-nominal aircraft. Of those flagged as off-nominal, the aircraft were randomly assigned 
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to be either a false radar return or a transmission error. The start and end times of the off-
nominal events were randomly generated, but always occurred inside the participants’ area 
of control. 
6.5.2 Overhead map inaccuracies. 
Random “noise” was programmed into the overhead map display so that the 
position of an icon on the overhead map was never perfectly correlated with the position of 
the corresponding plane in the OTW view. A small offset would shift each icon in a 
random direction and the movements of the icons were in saccades, rather than smooth. 
The size of these saccades was slightly different for each aircraft, resulting in some icons 
moving more smoothly than others. These slight inaccuracies in the overhead map were 
meant to simulate the imperfect technologies used for tracking the position of aircraft on 
the airport surface. 
6.5.3 Measures. 
Objective performance measures were collected from each trial to measure how 
well the participant sequenced timely and efficient departures, while also handling arriving 
aircraft. These measures consisted of three categories – efficiency of departure sequencing 
(see 7.1), timeliness of departures (see 0), and handling of arrival aircraft (see 7.3). 
6.6 Procedure 
All participants took part in three experimental sessions lasting between 90 and 120 
minutes each. The first session consisted of training and three practice trials, with the 
second and third sessions consisting of four data-collection trials each. Upon arrival to the 
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first session, participants were given a brief overview of the experiment, signed the consent 
form, and had the eye-tracking equipment calibrated for them before beginning the 
training.  
6.6.1 Training. 
Participant training consisted of a Microsoft PowerPoint presentation presented on 
the 70” LCD monitor, which was narrated by the experimenter. During the presentation, a 
paused OTW scene of DFW was shown on the projectors and was used by the 
experimenter as a reference to link certain aspects of the presentation to the OTW view. 
Participants were first given an overview of DFW surface operations and what role they 
would be playing in the simulation. They were then explained the benefits of time-based 
surface operations and how these could be implemented at DFW. 
Once a high-level overview of the concept of operations had been explained, 
participants were then provided in-depth details of how they would perform the tasks 
required of them using the prototype interface. Since the only difference between interface 
prototypes in the three conditions was the type (or lack) of decision aid, the basic features 
common to all three conditions and their functionalities were explained first. Finally, the 
decision aid (if any) and its functionality were described at the end of the training 
presentation. In absence of a decision aid, the baseline condition participants were 
instructed that they could use the distance between two terminals as a way to approximate 
the 72-second departure spacing in terms of distance. In the Timeline condition, given the 
fact that the decision aid could be perceived as issuing strict commands, participants were 
reminded that the algorithms behind the Timeline did not take into consideration the 
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position of arrival aircraft on the airport surface and that they were not required to follow 
the Timeline. 
At several points during the training, participants were reminded that the overhead 
map was not an exact representation of aircraft positions in the OTW view and that when 
in doubt about an aircraft’s position, the OTW view should be trusted. The prospects of the 
off-nominal events described in 6.5.1 were also mentioned, though the relative frequencies 
were not given, nor was it ever explicitly stated that the off-nominal events would occur at 
all. 
6.6.2 Practice trials. 
After the completion of the training presentation, participants performed one 10-
minute and two 20-minute practice trials. During the first trial, the experimenter assisted 
the participants and answered any questions. After that, participants received no more 
feedback and the two 20-minute trials were performed in the same conditions as data-
collection trials. 
6.6.3 Data-collection trials. 
During both the second and third experimental sessions, participants completed 
four 20-minute data-collection trials. After completing the last trial of the third 
experimental session, participants were debriefed and any questions about the experiment 
were answered.  
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Figures 
 
 
 
Figure 6.1.  Images of the Illinois Simulator Laboratory flight simulator as configured for this experiment. 
The Frasca Model 142 cockpit simulator was removed and replaced by a 70” LCD monitor, eye tracking 
equipment, and a participant control station. 
 
 
 
Figure 6.2.  Three images showing the simulator from the participants’ approximate head position. Note that 
the mounting frame for the eye-tracking cameras minimally obscures the OTW view. 
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Figure 6.3.  As shown in [A], if the 2nd aircraft is exactly 72 seconds behind the 1st, then the earliest a 3rd 
aircraft could be inserted would be 144 seconds behind the 1st (72 seconds behind the 2nd). [B] shows that 
spacing the 2nd aircraft closer than 72 seconds behind the 1st does not affect the optimal position of a 3rd 
aircraft, but incurs a taxi delay and forces the 2nd aircraft to stop at the runway hold short. [C] shows that 
spacing the 2nd aircraft more than 72 seconds behind the 1st does not incur any taxi delay, but does delay the 
earliest position of a 3rd aircraft. When several aircraft are in the departure sequence, this concept can be 
used to determine the earliest an additional aircraft can be inserted into the sequence without incurring any 
taxi delay. 
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Figure 6.4.  Screenshot of overhead map depicting the taxi routes of departure aircraft. All departures taxied 
from a terminal area (or “ramp”) onto the main taxiway and entered the departure queue at the point 
indicated by the arrow. Note that aircraft could join the main taxiway from any one of several hold spots in 
front of each terminal, not just one hold spot per terminal as this image might suggest. 
 
 
 
Figure 6.5.  Screenshot of overhead map depicting the possible taxi routes of arrival aircraft. Arrivals on 
runway 17C could cross runway 17R at one of two points based on the high speed exit used. Arrivals on 
runway 17L would taxi on the loop around runways 17C and 17R. Participants were responsible for directing 
arrivals to their assigned terminal from any one of the three hand-off points indicated by arrows. 
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Figure 6.6.  Diagram of the baseline interface. This interface included an overhead map display (1), 
electronic flight strips (2), flight strip organization windows (3), preset taxi route buttons (4), and an enlarged 
flight strip for the aircraft currently being interacted with (5). 
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Figure 6.7.  Examples of the indication boxes appearing on the left side of each flight strip. A blue 
background and square indicated that an aircraft was a departure waiting at a hold spot; a green background 
and triangle indicated the aircraft was a departure taxiing in the participant’s area of control; a red 
background and triangle indicated the aircraft was an arrival taxiing in the participant’s area of control; a 
yellow background and “pause” symbol indicated than an aircraft was stopped somewhere on the airport 
surface waiting for participant instructions; and an orange background and “X” indicated that an aircraft was 
being controlled by the simulation software (though participants were told that this meant it was being 
controlled by the “tower controller”). 
 
 
 
Figure 6.8.  Image of the enlarged flight strip. This contained the information of the currently selected 
aircraft. All information was arranged in the same manner as on the smaller electronic flight strips, but the 
strip was enlarged and placed in the center of the screen for easier viewing. 
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Figure 6.9.  Screenshot of the departure flight strip windows. These consisted of the “At Spot” window and 
the “Departures 17R” window. Flight strips in the “At Spot” window were arranged by scheduled departure 
time and a flight strip was automatically moved down to the “Departures 17R” window when its 
corresponding aircraft had been released. Upon entering the queue, the indication box changed to an orange 
“X” and upon takeoff the flight strip was deleted. 
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Figure 6.10.  Screenshot of the arrival flight strip windows. These consisted of the “Arrivals 17C” window 
and the “Arrivals 17L” window. Flight strips appeared in these windows once their corresponding aircrafts 
were on final approach. They remained above the black line while they were with the “tower controller” and 
moved below the line upon reaching the participant ground controller’s area. Once below the line, the flight 
strip’s indication box alerted the participant that instructions were required. 
 
 
 
Figure 6.11.  Screenshot of a portion of the overhead map display. Visible here are terminals A and C, 
runways 17R and 17C, and the departure queue. The currently selected aircraft is highlighted by a yellow 
circle and the current taxi instructions are depicted by a yellow line on the taxiways. Clicking anywhere on 
the map would select the nearest icon and the icons were colored to match each aircraft’s corresponding 
flight strip. 
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Figure 6.12.  Screenshot of the TCV decision aid. In this example, the second aircraft was released to the left 
of where the green marker was, resulting in a “gap” represented by the white line. The green marker is now 
positioned 734.4 meters to the left of the second aircraft. The gap in this image represents excessive spacing 
between the departures. 
 
 
 
Figure 6.13.  Screenshot of the TCV decision aid. In this example, the second aircraft was released to the 
right of where the green marker had previously been, resulting in an “overlap” represented by the red line. 
Because the second aircraft can take off no sooner than 72 seconds after the first, the green marker is 
positioned 734.4 meters to the left of where it had previously been (the end of the red line), not the actual 
position of the second aircraft. The overlap in this image represents taxi delay caused by departures being 
spaced too closely together. 
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Figure 6.14.  Screenshot of the Timeline decision aid. The aircraft with the next four scheduled departure 
times were given release times on the timeline according to an optimization algorithm. This algorithm 
recalculated every four seconds. 
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Figure 6.15.  Screenshot of the Timeline decision aid. In some instances, the optimal release sequence called 
for aircraft to be released in an order other than their scheduled departure time. In this example, the 
highlighted aircraft would be released first, even though it is second in the “At Spot” window.  
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Tables 
 
 
Table 6.1.  Queries and response options presented to participants in the SAGAT questionnaire. All 
participants answered each query, but the order was randomized for each trial. 
Query Response Options 
 
Which terminal has the highest spot congestion? 
 
 
A, C, E  
 
Where is the most recent arrival located on the 
airport surface? 
Occupying runway; Taxiing on taxiway 
between runways and/or below departure 
runway; Holding short of active runway;  
Moving down taxiway towards spot (includes 
loop above departure runway);  Turning into 
spot; In ramp area; Moving on taxiway to West 
side 
 
How many aircraft are at spots awaiting 
instruction? 
 
0-16 
 
How many spots are occupied by aircraft that 
are late relative to their departure times? 
 
0,1, 2, 3, 4, 5, 6 or more 
How many arrival aircraft have touched down 
but not yet reached their assigned spot  
 
0, 1, 2, 3, 4, 5, 6 or more 
How many departure aircraft have left their spot 
and are taxiing? 
 
0, 1, 2, 3, 4, 5, 6 or more 
What is the destination terminal of the last 
arrival you took control of?  
 
A, C, E, none of the above 
How many aircraft are waiting at the runway 
hold-short awaiting takeoff? 
 
0, 1, 2, 3, 4, 5, 6 or more 
Where is the last departure aircraft you released 
from its spot? 
In front of Terminal A; In front of Terminal C; 
In front of Terminal E; In or nearing departure 
queue(s) 
 
How many aircraft are scheduled to be released 
in the next 3 minutes had the session continued? 
 
0, 1, 2, 3, 4, 5, 6 or more 
 
Which departure queue is shortest? 
 
Inner, Outer, Middle 
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Table 6.1 (cont.) 
Query Response Options 
 
Where is the last departure aircraft you released 
from its spot? 
 
At spot; Turning out of spot; Moving down 
taxiway; In departure queue; Taxiway to West 
side; On runway; Departed 
 
Which spots have aircraft that are late relative to 
their departure time? 
9; 10; 11; 14; 15; 31; 32; 33; 34; 36; 37; 38; 39; 
45; 46; 47; All spots in front of Terminal A; All 
spots in front of Terminal C; All spots in front 
of Terminal E 
 
How many arrivals are awaiting instruction? 0, 1, 2, 3, 4, 5, 6 or more 
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7. Results 
7.1 Efficiency of Departure Sequencing 
Two measures were used to assess the efficiency of participants’ departure 
sequencing by approximating unnecessary fuel consumption. These measures included 
Taxi Delay and Queue Stops. Taxi Delay was defined as any additional taxi time (in 
seconds) above the minimum for an aircraft due to waiting in the departure queue. Queue 
Stops were defined as the number of times an aircraft came to a complete stop inside the 
departure queue. Without having to wait for an aircraft in front of it, any departing aircraft 
would taxi directly onto the runway without stopping or slowing down in the departure 
queue. Therefore, any observed Taxi Delay or Queue Stops were a direct result of 
inefficient departure spacing and “perfect” performance would be represented by values of 
zero on both measures. 
7.1.1 Taxi Delay. 
Figure 7.1 shows the mean Taxi Delay for each condition with standard error. 
Figure 7.2, Figure 7.3, and Figure 7.4 show the mean Taxi Delay learning curves for the 
Baseline, TCV, and Timeline conditions, respectively. Figure 7.5 shows the mean Taxi 
Delay learning curves for each condition, as well as the overall average for all participants. 
A Repeated Measures ANOVA was performed to test for differences in mean Taxi Delay 
between the Baseline (M = 36.10, SE = 0.78), TCV (M = 5.19, SE = 0.23), and Timeline 
(M =15.27, SE = 0.32) conditions (see Figure 5). A significant main effect was found for 
decision aid type, F(2, 18) = 4.87, p < .05. 
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7.1.1.1 Pairwise comparison between conditions. 
A pairwise comparison between display conditions was performed using Tukey’s 
HSD procedure to control family-wise Type I error. There was a significant difference 
between the Baseline and TCV conditions, p < .001, indicating that participants in the TCV 
condition were more effective at minimizing aircraft taxi time. No significant differences 
were found between the Baseline and Timeline conditions, p = .13, or between the TCV 
and Timeline conditions, p = .59. 
7.1.2 Queue Stops. 
Figure 7.6 shows the mean Queue Stops for each condition with standard error. 
Being closely related to Taxi Delay, participant performance on Queue Stops showed a 
similar pattern of performance across the different scenarios. Figure 7.7, Figure 7.8, and 
Figure 7.9 show the mean Queue Stops learning curves for the Baseline, TCV, and 
Timeline conditions, respectively. Figure 7.10 shows the mean Queue Stops learning 
curves for each condition, as well as the overall average for all participants. A Repeated 
Measures ANOVA was performed to test for differences in the mean number of Queue 
Stops for each aircraft between the Baseline (M = 0.87, SE = 0.012), TCV (M = 0.27, SE = 
0.004), and Timeline (M = 0.63, SE = 0.006) conditions (see Figure 6). A significant main 
effect was found for decision aid type, F(2, 18) = 6.52, p < .01. 
7.1.2.1 Pairwise comparison between conditions. 
A pairwise comparison between display conditions was performed using Tukey’s 
HSD procedure to control family-wise Type I error. There was a significant difference 
between the Baseline and TCV conditions, p < .01, and a marginally significant difference 
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between the TCV and Timeline conditions, p = .10. These results indicate that aircraft 
controlled by participants in the TCV condition had fewer stops in the departure queue 
than both the Baseline and Timeline conditions. No significant difference was found 
between the Baseline and Timeline conditions, p = .34. 
7.2 Timeliness of Departures 
Participants were assessed on their ability to depart aircraft as close to the 
scheduled departure times as possible. This was done by recording Departure Time 
Deviation. Departure Time Deviation was defined as the absolute value difference between 
an aircraft’s actual takeoff time and the scheduled departure time appearing on its flight 
strip. 
7.2.1 Departure Time Deviation. 
Figure 7.11 shows the mean Departure Time Deviation for each condition with 
standard error. Figure 7.12, Figure 7.13, and Figure 7.14 show the mean Departure Time 
Deviation learning curves for the Baseline, TCV, and Timeline conditions respectively. 
Figure 7.15 shows the Departure Time Deviation learning curves for each condition, as 
well as the overall average for all participants. A Repeated Measures ANOVA was 
performed to test for differences in mean Departure Time Deviation between the Baseline 
(M = 188.66, SE = 1.17), TCV (M = 183.66, SE = 1.23), and Timeline (M = 178.10, SE = 
1.21) conditions. No significant main effect was found for decision aid type, F(2, 18) = 
0.79, p = .47. 
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7.3 Handling of Arrival Aircraft 
Treated as a secondary task in this experiment, participants’ ability to issue 
instructions to arrival aircraft was measured by their response times. Arrival Reaction Time 
(RT) was defined as the length of time (in seconds) an arrival aircraft spent waiting for 
instructions after entering the participant’s area of control. 
7.3.1 Arrival reaction time. 
Figure 7.16 shows the mean Arrival RT for each condition with standard error. The 
Baseline condition showed a general learning curve with this variable, the TCV condition 
showed relatively stable performance, and the Timeline condition appears to have 
performed somewhat worse as they progressed to the later trials. Figure 7.17, Figure 7.18, 
and Figure 7.19 show the mean Arrival RT learning curves for the Baseline, TCV, and 
Timeline conditions respectively. Figure 7.20 shows the mean Queue Stops learning curves 
for each condition, as well as the overall average for all participants. A Repeated Measures 
ANOVA was performed to test for differences in the mean Arrival Reaction Time between 
the Baseline (M = 21.23, SE = 0.24), TCV (M = 22.35, SE = 0.29), and Timeline (M = 
28.74, SE = 0.36) conditions. No significant main effect was found for decision aid type, 
F(2, 18) = 0.53, p = .60. 
  
65 
Figures 
 
 
 
Figure 7.1.  Taxi Delay for each condition with error bars representing SE. 
 
 
 
Figure 7.2.  Taxi Delay learning curve for the Baseline condition with error bars representing SE. 
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Figure 7.3.  Taxi Delay learning curve for the TCV condition with error bars representing SE. 
 
 
 
Figure 7.4.  Taxi Delay learning curve for the Timeline condition with error bars representing SE. 
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Figure 7.5.  Taxi Delay learning curves for each condition, as well as the overall average for all subjects. The 
Baseline condition showed a noticeable improvement, while the TCV and Timeline conditions showed 
relatively stable performance. 
 
 
 
Figure 7.6.  Mean Queue Stops (per aircraft) for each condition with error bars representing SE. 
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Figure 7.7.  Queue Stops learning curve for the Baseline condition with error bars representing SE. 
 
 
 
Figure 7.8.  Queue Stops learning curve for the TCV condition with error bars representing SE. 
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Figure 7.9.  Queue Stops learning curve for the Timeline condition with error bars representing SE. 
 
 
 
Figure 7.10.  Queue Stops learning curves for each condition, as well as the overall average for all subjects. 
This chart shows the close relationship between Queue Stops and Taxi Delay (see Figure 7.5). 
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Figure 7.11.  Mean Departure Time Deviation for each condition with error bars representing SE. Note: the 
vertical axis begins at 100. 
 
 
 
Figure 7.12.  Departure Time Deviation learning curve for the Baseline condition. Error bars representing SE 
are present, though they are small enough to be mostly hidden behind the markers. 
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Figure 7.13.  Departure Time Deviation learning curve for the TCV condition. Error bars representing SE are 
present, though they are small enough to be mostly hidden behind the markers. 
 
 
 
Figure 7.14.  Departure Time Deviation learning curve for the Timeline condition. Error bars representing SE 
are present, though they are small enough to be mostly hidden behind the markers. 
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Figure 7.15.  Departure Time Deviation learning curves for each condition, as well as the overall average for 
all subjects. As shown by this figure, this variable was mostly determined by various aspects of the scenarios 
themselves, rather than participant performance. 
 
 
 
Figure 7.16.  Mean Arrival RT for each condition with error bars representing SE. 
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Figure 7.17.  Arrival RT learning curve for the Baseline condition with error bars representing SE. 
 
 
 
Figure 7.18.  Arrival RT learning curve for the TCV condition with error bars representing SE. 
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Figure 7.19.  Arrival RT learning curve for the Timeline condition with error bars representing SE. 
 
 
 
Figure 7.20.  Arrival RT learning curves for each condition, as well as the overall average for all subjects. 
The TCV condition showed relatively stable performance over time, while the Baseline condition improved 
slightly and the Timeline condition performed more poorly. 
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8. Discussion 
8.1 Efficiency of Departure Sequencing 
In partial support of Hypothesis 1, the TCV condition showed a significantly lower 
mean Taxi Delay and number of Queue Stops than the Baseline condition, as well as a 
marginally significant lower mean Taxi Delay and number of Queue Stops than the 
Timeline condition. This suggests that participants in the TCV condition were more 
effective at minimizing fuel consumption and excessive taxi time that participants in the 
other two conditions. Counter to Hypothesis 1, there were no significant differences 
between the Baseline and Timeline conditions on either measure of departure sequence 
efficiency. However, Jung et al. (2011) saw a similar non-significant difference between a 
baseline condition and similar timeline display. 
While the TCV and Timeline conditions showed relatively stable performance on 
these two variables, the Baseline condition had a noticeable learning curve, as evidenced 
by Figure 7.5 and Figure 7.10. This suggests that with sufficient experience to constitute 
“expert” performance, participants in the Baseline condition may be able to sequence 
departures as efficiently as participants in the two decision aid conditions. While this may 
hold true in a lab setting, it is unlikely that this would transfer to actual operations. The 
task for actual ground controllers is significantly more complex than the simplified version 
tested in this study. While participants in the Baseline condition appeared to have adequate 
mental resources to efficiently sequence departures after sufficient practice, it is unlikely 
that actual controllers would have the necessary mental resources available to add this task 
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to their already complex procedures without a procedural change or the addition of some 
form of automation. 
8.2 Timeliness of Departures 
While no significant results were observed for the Departure Time Deviation 
variable, the Timeline condition showed nominally better performance than both the TCV 
and Baseline conditions. While this nominal difference is not significant, it was expected 
because, as described in Hypothesis 2, the Timeline condition was the only one of the three 
that provided any automated support for departing aircraft on time. Perhaps the most 
striking observation when observing the data for mean Departure Time Deviation is the 
incredibly strong influence of the scenarios on this variable. This influence is exemplified 
in Figure 7.15 and is also apparent when looking at the data for individual participants (see 
Appendix B.3).  
It is important to remember at this point that these scenarios, including all 
associated times for scheduled departure and aircraft pushback, were derived from 
SODAA data for actual operations at DFW. While there will naturally be variation with 
regards to overall traffic volume and other variables, as discussed in 6.2.2.1 the traffic 
volume in these scenarios was adjusted by a factor 1.3 to 1.5 to reduce the variation 
between scenarios. The total number of departures pulling up to a hold spot in any given 
scenario ranged from a low of 21 to a high of 27. This relatively narrow range suggests 
that various temporal aspects of the scenario are primarily responsible for the observed 
Mean Departure Time Deviations, rather than simply the total traffic volume. An example 
of one such temporal aspect could be the relative “density” of departures in the scenarios. 
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A scenario with lower density might have all departure times dispersed relatively 
uniformly over the 20 minute scenario, while a scenario with higher density might have 
departure times arranged in “clumps”, resulting in periods of relatively low traffic volume 
followed by periods of drastically increased volume and vice versa. These “clumped” 
departure times may act to increase overall Departure Time Deviation in a non-linear 
fashion, so that the same total number of departures can yield different delay times 
depending on traffic density. 
Another fact that bears mentioning is the relatively short duration of these 
scenarios. The nature of the Departure Time Deviation measure leads a participant’s 
influence to become stronger over time. In other words, participant performance has very 
little to do with how early/late a departure aircraft is at the beginning of a scenario, but 
their performance level begins to exert a stronger influence on this variable as the scenario 
progresses. This leads to the assumption that experimental trials featuring longer scenarios 
would observe a stronger effect for decision aid type on the Departure Time Deviation 
variable. This, coupled with the nominal differences between display conditions, suggests 
that significant differences might have been observed if longer scenarios were used. 
8.3 Handling of Arrival Aircraft 
No significant differences were observed between display conditions for mean 
Arrival RT, though the Timeline condition did have nominally higher Arrival RTs when 
compared to the other two conditions. This seems to partially support Hypothesis 3, and is 
likely due to the allocation of attention for participants in that condition. The Timeline 
display, being directly integrated with the At Spot flight strip window, was positioned to 
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the far right of the display. This likely resulted in participants focusing a disproportionate 
amount of attention to that side of the display, consequently focusing less on the overhead 
map and the arrival flight strip windows positioned on the left side of the display. Further 
analysis of eye-tracking data could provide some answers for this nominal difference. 
8.4 Recommendations for Future Research 
Several interesting questions are raised by the results of this research, perhaps most 
notably the issue of expert performance. The improvement of the Baseline condition on 
Taxi Delay and Queue Stops as the scenarios progressed (even outperforming the Timeline 
condition on the last two scenarios) hints that with true expert performance, the Baseline 
condition would be comparable or better than conditions with decision aids. Longer studies 
which continue after the learning curve has flattened could shed light on this issue. Related 
to this is task performance under automation failure. With the Baseline condition, there 
was no automation for the participants to rely on, but with an automated decision aid there 
could be serious degradation of failure performance if the aid is relied on inappropriately. 
By taking an automated decision aid away from participants, unannounced, their 
performance in simulated failure modes could be examined. This type of study would 
highlight how the TCV and Timeline decision aids affect participants’ mental models of 
the task. If, for example, a participant in the Timeline condition has a significantly altered 
mental model of the system, this could cause problems in manual performance when that 
decision aid is taken away. Additionally, a follow-up study could examine exactly how 
participant performance affects Departure Time Deviation by varying the length of 
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experimental scenarios. As explained in 8.2, the relatively short duration of the scenarios 
used in this study likely limited how much participant performance affected this variable.  
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9. Conclusion 
As NextGen becomes a reality, the issue of designing appropriate automated 
systems becomes more critical. The human factors implications for specific types of 
automation and related failure performance must be fully understood for a truly robust 
NAS system. This research aims to further our understanding of how decision aid type 
affects task performance in a simulated NextGen environment and other complex dynamic 
domains. While this evaluation does not establish a standard for the types of automated 
decision aids that should be implemented for this or any other task, it does highlight the 
need for rigorous evaluations related to automation type. More advanced degrees of 
automation, often based on optimization algorithms with non-transparent logic, do not 
necessarily lead to increased task performance and have been shown previously to have a 
potentially negative effect on situation awareness. These factors indicate the need for 
determining the optimal degree of decision automation in specific domains.  
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Appendix A: Participant Training 
The participants were trained to control aircraft in this simulation using a 
PowerPoint presentation narrated by the experimenter. Participants were seated in the 
simulator in front of the LCD traffic display with a static projection of DFW East on the 
OTW screens. The experimenter went through the training presentation while reading a 
scripted caption for each slide, allowing the participant to ask questions at any point. The 
slides contained very little text and almost exclusively used graphics (e.g. arrows) to 
highlight relevant display items so that participants would focus on the display item being 
discussed. At certain points in the presentation, the experimenter would walk around the 
simulator pointing out relevant features and landmarks in the OTW view. The training was 
the same for all three conditions, except for a small number of slides at the end of the 
presentation detailing how to sequence the release of departure aircraft. These slides were 
specific to the decision aid the participant would be using and were presented last so that 
the overall presentation was very similar for all three conditions. 
Because the entire training presentation is prohibitively large for reproduction here, 
this appendix features a general overview of the topics discussed during the training 
presentation and a selection of the more notable slides as examples. For each condition, the 
section of the training presentation related to sequencing the release of departure aircraft is 
discussed in detail to highlight the differences between versions of the presentation.  
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A.1 General Task Training 
Here, the training presentation is divided into sections based on topic to aid the 
reader in understanding the training approach. In the actual presentation, however, there 
were no distinct sections and the presentation flowed directly from topic to topic. 
A.1.1 Familiarization with the DFW airport layout. 
Participants were first familiarized with DFW by showing an overhead map image 
of the airport and explaining that of the two airport sides, they would only be responsible 
for the east side. Graphics were presented on these slides to indicate where the east side 
tower is located and identify what the participant is seeing in the OTW view from the 
tower perspective. This information was then used to transition to the overhead map view 
of the interface and provide the participant with a reference of what the overhead map is 
showing. The approximate areas of control for ground and tower controllers are then 
overlaid on the map. A selection of slides pertaining to this topic is shown below. 
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A.1.2 Time-based surface operations. 
Participants were first shown an overview of the route departure aircraft take on the 
way to the departure queue. The current use of the departure queue – sending departure 
directly there, only to form a line waiting at the runway – was illustrated and the 
inefficiencies of this approach were highlighted. The concept of metering (i.e. spacing) 
departures so that they can taxi to the runway with minimal stops was then illustrated. 
Hold spots were identified on the overhead map and participants were introduced to the 
concept of holding aircraft at these spots until an appropriate release time. Participants 
were then told their overall goal for the experiment – to “maximize timely and efficient 
departures, while also handling arrival aircraft.” At this time they were told that, based on 
these criteria, the top performer in each group would be receiving a $50 bonus. A selection 
of slides pertaining to this topic is shown below. 
 
 
 
92 
 
 
 
 
 
 
93 
 
 
 
 
 
 
 
94 
A.1.3 DFW surface ops. 
The layout of the runways was illustrated and the functions of each were described: 
runway 17R for departures, runways 17C and 17L for arrivals, and runway 13L not in use 
for this simulation. The traffic flow for both departures and arrivals, along with tower 
controller handoff points were illustrated. This information was given with reference to the 
sequence in which it would occur. For example, departures would pushback from the gate, 
taxi to a hold spot, switch to ground control, await release from the hold spot, taxi to the 
departure queue, switch to tower control, wait for appropriate runway spacing (if 
necessary), then depart. Arrivals would start with tower control on final approach, land, 
taxi towards the terminals, reach a handoff point, switch to ground control, await final taxi 
instructions, taxi to the ramp, terminate ground control, and park at a gate. A selection of 
slides pertaining to this topic is shown below. 
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A.1.4 Introduction to the prototype interface. 
At this point, the full interface was shown for the first time. The experimenter 
briefly highlighted each of the features on the screen to give the participant a general idea 
of what information was being presented to them. These features included the overhead 
map, flight strips, departure flight strip windows, arrival flight strip windows, the enlarged 
flight strip, and preset taxi route buttons. A selection of slides pertaining to this topic is 
shown below. 
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A.1.5 Electronic flight strips. 
The first interface feature discussed in detail was the electronic flight strips. The 
various data fields contained within each, along with their relevance, were explained. The 
various indication boxes were then explained and example progressions between indication 
boxes for both departures and arrivals were given. After briefly describing the enlarged 
flight strip, the function of flight strips in the context of the entire interface was explained. 
This included showing the link between overhead map icons and flight strips as well as the 
link between the selected aircraft’s flight strip and the enlarged flight strip window. A 
selection of slides pertaining to this topic is shown below. 
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A.1.6 Overhead map. 
Discussion of the overhead map began with a relatively lengthy primer on the 
limitations of the map itself. These limitations included icons not being to exact scale, 
‘noise’ related to the location of the icons (e.g. random choppy movement and offset 
locations), as well as the potential for the two types of off-nominal events (transmission 
errors and false icons, see 6.5.1). While the potential for these off nominal events was 
described, it was not explicitly stated at what frequency they would occur or whether they 
would occur at all. During this discussion, the experimenter drew the participant’s 
attention away from the screen and made eye contact to ensure that the participant 
understood exactly what was being said with regards to these limitations. Attention was 
then returned to the screen and the link between flight strips and overhead map icons was 
briefly revisited to highlight the colors of indication boxes and icons. The items associated 
with selecting an aircraft (e.g. highlighted icons and indicated taxi routes) were then 
explained. A selection of slides pertaining to this topic is shown below. 
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A.1.7 Flight strip organization windows. 
Departure flight strip windows were discussed with regards to how the progression 
of a flight strip through the organization windows mirrored the progression of the aircraft’s 
phase of flight on the actual airport surface. A single aircraft was used as an example and 
taken through the entire progression from gate pushback to takeoff. This was followed up 
with a brief refresher on the meaning of the flight strip indication boxes related to 
departures.  
Arrival flight strip windows were also discussed with regards to how the 
progression of a flight strip through the organization windows mirrored the progression of 
the aircraft’s phase of flight. Again, a single aircraft was used as an example and was taken 
through the entire progression from final approach to parking at the gate. This was 
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followed up with a brief refresher on the meaning of the flight strip indication boxes 
related to arrivals. A selection of slides pertaining to this topic is shown below. 
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A.1.8 Issuing taxi instructions. 
Interaction with the preset taxi route buttons was fairly simple and was therefore 
described briefly. For departures, only one route option was available – taxiing from a hold 
spot to the departure queue. Participants were shown how selecting this route and 
clicking/pressing submit would submit the instructions to the aircraft. For arrivals, there 
were three taxi route options – current location to Terminal A, current location to Terminal 
C, and current location to Terminal E. These three options were illustrated and an example 
aircraft was used to demonstrate how the instructions would be issued. Participants were 
then reminded where to look on the enlarged flight strip to determine an arrival aircraft’s 
assigned terminal. A selection of slides pertaining to this topic is shown below. 
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A.1.9 Review of surface operation efficiency. 
Participants were reminded that their goal was to “maximize timely and efficient 
departures” and were given an explanation of how this goal would be achieved in practice. 
The 72 second spacing between takeoffs was then described and it was illustrated how the 
sequence of aircraft entering the departure queue could affect the participants’ 
performance. 
The concept of translating the 72 second takeoff spacing into a measure of distance 
was then illustrated. It was explained how the spatial arrangement of aircraft would 
consequently affect the chronological takeoff spacing. Participants were shown how this 
concept of sequencing aircraft spatially could be used to maintain an efficient departure 
sequence. Finally, it was explained that though arrival aircraft would be occupying the 
same taxiway, their positions did not affect the optimal spatial sequencing of departures. It 
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was mentioned, however, that their positioning could affect the participants’ ability to 
realize an optimal departure sequence because of separation concerns. A selection of slides 
pertaining to this topic is shown below. 
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A.1.10 Sequencing the release of departure aircraft. 
See A.2, A.3 , and A.4 for versions related to the Baseline, TCV, and Timeline 
conditions, respectively. 
A.1.11 Recap of participant goals and study objectives. 
The training presentation concluded with one more reminder of the experiment 
objectives, how performance would be measured, and how participants would be 
compensated. This included another mentioning of the $50 bonus for the top performer in 
each group to serve as extra motivation. 
A.2 Baseline Condition Departure Sequencing 
Since the Baseline condition did not feature a decision aid, the participants were 
completely responsible for sequencing departures and ensuring the proper spacing. To go 
along with the explanation of spatial separation as a function of time, participants were 
given an approximation of what a 72 second interval was in terms of distance. 
Coincidentally, the distance between two terminals was almost exactly equal to the 734.4 
meter distance, so participants were told use this as an approximation. A selection of slides 
pertaining to this topic is shown below. 
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A.3 TCV Condition Departure Sequencing 
At this point, participants in the TCV condition were first shown the TCV decision 
aid. The explanation of this decision aid was linked to the previous slides showing a spatial 
departure sequence as a function of time. Participants were told that the TCV decision aid 
indicated a 72 second departure spacing in terms of distance, provided feedback when 
spacing was too small or too large, and indicated the optimal position in the sequence for 
the next departure if maximum throughput was desired. In addition, tick marks indicated 
the optimal position for the next two departure aircraft in the sequence (if maximal 
throughput was desired), allowing participants to strategically issue instruction to arrival 
aircraft so as not to disrupt the departure sequence. A selection of slides pertaining to this 
topic is shown below. 
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A.4 Timeline Condition Departure Sequencing 
At this point, participants in the Timeline condition were first shown the Timeline 
decision aid. They were told that algorithms built into the program would determine the 
optimal departure sequence for the four aircraft with the earliest scheduled departure times. 
This sequence would be displayed on a timeline, which counted down to the release time 
for each aircraft. Participants were warned that the algorithms did not consider the 
positions of arrival aircraft on the taxiway and that blindly following the decision aid’s 
recommendations could result in collisions. A selection of slides pertaining to this topic is 
shown below. 
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Appendix B: Individual Results 
B.1 Taxi Delay 
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B.2 Queue Stops 
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B.3 Departure Time Deviation 
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B.4 Arrival RT 
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Appendix C: Informed Consent Form 
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Appendix D: Debriefing Script 
Thank you for participating in the study Automated Decision Aids in an Air Traffic 
Control Simulation. The purpose of this study was to assess the effects of level of 
automation on controller performance, workload, and situation awareness. This study is 
important because automated decision aids are currently being developed as part of the 
Next Generation Air Transportation System and it is critical that the level of automation is 
optimal for air traffic controllers’ tasks. If you are interested in learning more about this 
topic, I can provide you with some references. 
 
Your participation will remain confidential, and your identity will not be stored 
with your data. Your responses will be assigned a code number that is not linked to your 
name or other identifying information. 
 
Again, thank you for your participation. If you have any questions you can ask me 
now, or you can contact Dr. Alex Kirlik at kirlik@illinois.edu. If you would like to receive 
a copy of the results, we can email them to you after the completion of the study. 
