Abstract. This paper is devoted to the numerical approximation of Lyapunov and Sacker-Sell spectral intervals for linear differential-algebraic equations (DAEs). The spectral analysis for DAEs is improved and the concepts of leading directions and solution subspaces associated with spectral intervals are extended to DAEs. Numerical methods based on smooth singular value decompositions are introduced for computing all or only some spectral intervals and their associated leading directions. The numerical algorithms as well as implementation issues are discussed in detail and numerical examples are presented to illustrate the theoretical results.
1. Introduction. In this paper, we study the spectral analysis for linear differential-algebraic systems with variable coefficients (DAEs) E(t)ẋ = A(t)x + f (t), (1.1) on the half-line I = [0, ∞), together with an initial condition x(0) = x 0 . Here we assume that E, A ∈ C(I, R n×n ), and f ∈ C(I, R n ) are sufficiently smooth. We use the notation C(I, R n×n ) to denote the space of continuous functions from I to R n×n . Linear systems of the form (1.1) arise when one linearizes a general implicit nonlinear system of DAEs F (t, x,ẋ) = 0, t ∈ I, (1.2) along a particular solution [11] .
DAEs are an important and convenient modeling concept in many different application areas, see [8, 23, 26, 27, 37] and the references therein. However, many numerical difficulties arise due to the fact that the dynamics is constrained to a manifold, which often is only given implicitly, see [27, 36, 37] .
Similar to the situation of constant coefficient systems, where the spectral theory is based on eigenvalues and associated eigenvectors or invariant subspaces, in the variable coefficient case one is interested in the spectral intervals and associated leading directions, i.e., the initial vectors that lead to specific spectral intervals. We introduce these concepts for DAEs and develop numerical methods for computing this spectral information on the basis of smooth singular value decompositions associated with the homogenous version of (1.1).
The numerical approximation of Lyapunov exponents for ordinary differential equations (ODEs) has been investigated widely, see e.g. [3, 4, 6, 9, 12, 20, 21, 19, 25, 24] and the references therein. Recently, in [31, 33] , the classical spectral theory for ODEs such as Lyapunov, Bohl and Sacker-Sell intervals, see [1] and the references therein, was extended to DAEs. It was shown that there are substantial differences in the theory and that most results for ODEs hold for DAEs only under further restrictions. In [31, 33] also the numerical methods (based on QR factorization) for computing spectral quantities of ODEs of [20, 22] , were extended to DAEs.
In this paper, motivated by the results in [17, 18] for ODEs, we present a characterization for the leading directions and solution subspaces associated with the spectral intervals associated with (1.1). Using the approach of [33] , we also discuss the extension of recent methods introduced in [17, 18] to DAEs. These methods compute the spectral intervals of ODEs and their associated leading directions via smooth singular value decompositions (SVDs). Under an integral separation condition, we show that these SVD based methods apply directly to DAEs. Most of the theoretical results as well as the numerical methods are direct generalizations of [17] but, furthermore, we also prove that the limit (as t tends to infinity) of the V -component in the smooth SVD of any fundamental solution provides not only a normal basis, but also an integrally separated fundamental solution matrix, see Theorem 4.11. This significantly improves Theorem 5.14 and Corollary 5.15 in [17] .
The outline of the paper is as follows. In the following section, we revisit the spectral theory of differential-algebraic equations that was developed in [31] . In Section 3 we extend the concepts of leading directions and growth subspaces associated with spectral intervals to DAEs. In Section 4, we propose continuous SVD methods for approximating the spectral intervals and leading directions. Algorithmic details and comparisons of the methods are discussed as well. Finally, in Section 5 some numerical experiments are presented to illustrate the theoretical results as well as the efficiency of the SVD method.
2. Spectral theory for strangeness-free DAEs.
2.1. Strangeness-free DAEs. General linear DAEs with variable coefficients have been studied in detail in the last twenty years, see [27] and the references therein. In order to understand the solution behavior and to obtain numerical solutions, the necessary information about derivatives of equations has to be used. This has led to the concept of the strangeness index, which under very mild assumptions allows to use the DAE and (some of) its derivatives to be reformulated as a system with the same solution that is strangeness-free, i.e., for which the algebraic and differential part of the system are easily separated.
In this paper for the discussion of spectral intervals, we restrict ourselves to regular DAEs, i.e., we require that (1.1) (or (1.2) locally) has a unique solution for sufficiently smooth E, A, f (F ) and appropriately chosen (consistent) initial conditions, see again [27] for a discussion of existence and uniqueness of solution of more general nonregular DAEs.
With this theory and appropriate numerical methods available, then for regular DAEs we may assume that the homogeneous DAE in consideration is already strangeness-free and has the form E(t)ẋ = A(t)x, t ∈ I, (2.1) where E(t) = E 1 (t) 0 , A(t) = A 1 (t) A 2 (t) , with E 1 ∈ C(I, R d×n ) and A 2 ∈ C(I, R (n−d)×n ) are such that the matrix function
is invertible for all t. As a direct consequence, then E 1 (t) and A 2 (t) are of full row-rank. For the numerical analysis, the solutions of (2.1) (and the coefficients E, A) are supposed to be sufficiently smooth so that the convergence results for the numerical methods [27] applied to (2.1) hold. It is then easy to see that an initial vector x 0 ∈ R n is consistent for (2.1) if and only if A 2 (0)x 0 = 0, i.e., if x 0 satisfies the algebraic equation.
The following lemma, which can be viewed as a generalized Schur form for matrix functions, is the key to the theory and numerical methods for the computation of spectral intervals for DAEs. It is a slight modification of [31, Lemma 7] using also different notation to avoid confusion with later sections.
Lemma 2.1. Consider a strangeness-free DAE system of the form (2.1) with continuous coefficients E, A. LetÛ ∈ C 1 (I, R n×d ) be an arbitrary orthonormal basis of the solution subspace of (2.1). Then there exists a matrix functionP ∈ C(I, R n×d ) with pointwise orthonormal columns such that by the change of variables x =Û z and multiplication of both sides of (2.1) from the left byP T , one obtains the system
where E :=P T EÛ , A :=P T AÛ −P T EU and E is upper triangular. Proof. Considering an arbitrary solution x and substituting x =Û z into equation (2.1), we obtain
Since (2.1) is strangeness-free, and since A 2Û = 0, we have that the matrix EÛ must have full column-rank. Thus, see [16] , there exists a smooth QR-decomposition EÛ =P E, where the columns ofP form an orthonormal set and E is nonsingular and upper triangular. This decomposition is unique if the diagonal elements of E are chosen positive. Multiplying both sides of (2.4) byP T , we arrive at
Finally, setting A :=P T AÛ −P T EU completes the proof.
System (2.3) is an implicitly given ODE, since E is nonsingular. It is called essentially underlying implicit ODE system (EUODE) of (2.1) and it can be made explicit by multiplying with E −1 from the left, see also [2] for constructing EUODEs of so-called properly-stated DAEs. In our numerical methods we will need to construct the coefficients of the EUODE pointwise. Note, however, that in (2.4) for a fixed givenÛ , the matrix functionP is not unique. In fact, anyP for whichP T EÛ is invertible yields an implicit EUODE. However, obviously E −1 A is unique, i.e., with a given basis, the explicit EUODE provided by Lemma 2.1 is unique. In the numerical methods, however, we need to choose the matrix functionP appropriately.
For the theoretical analysis we will heavily use the fact that for a given basisÛ , the correspondence between the solutions of (2.1) and those of (2.3) is one-to-one, i.e., x is a solution of (2.1) if and only if z =Û T x is a solution of (2.3). Different special choices of the basisÛ will, however, lead to different methods for approximating Lyapunov exponents. Note thatÛÛ T is just a projection onto the solution subspace of (2.1), hence z =Û T x impliesÛ z =ÛÛ T x = x.
Lyapunov exponents and Lyapunov spectral intervals.
In the following we briefly recall the basic concepts of the spectral theory for DAEs, see [31] for details.
is called fundamental solution matrix of the strangeness-free DAE (2.1) if each of its columns is a solution to (2.1) and rank X(t) = d, for all t ≥ 0. A fundamental solution matrix is said to be minimal if k = d.
One may construct a minimal fundamental matrix solution by solving initial value problems for (2.1) with d linearly independent, consistent initial vectors. For example, let Q 0 ∈ R n×n be a nonsingular matrix such that A 2 (0)Q 0 = 0Ã 22 , whereÃ 22 
is a nonsingular matrix. Then, the d columns of the matrix
form a set of linearly independent and consistent initial vectors for (2.1), see [28] . Definition 2.3. Let f : [0, ∞) −→ R be a non-vanishing function. The quantities 
where equality holds if the maximal Lyapunov exponent is attained by only one function.
Definition 2.4. For a given fundamental solution matrix X of a strangeness-free DAE system of the form (2.1), and for 1 ≤ i ≤ d, we introduce Similar as in the case of ODEs, a normal basis for (2.1) exists and it can be constructed from any (minimal) fundamental matrix solution.
Definition 2.5. Suppose that P ∈ C(I, R n×n ) and Q ∈ C 1 (I, R n×n ) are nonsingular matrix functions such that Q and Q −1 are bounded. Then the transformed DAE system E(t)ẋ =Ã(t)x, withẼ = P EQ,Ã = P AQ − P EQ and x = Qx is called globally kinematically equivalent to (2.1) and the transformation is called a global kinematic equivalence transformation. If P ∈ C 1 (I, R n×n ) and, furthermore, also P and P −1 are bounded then we call this a strong global kinematic equivalence transformation.
The Lyapunov exponents of a DAE system as well as the normality of a basis formed by the columns of a fundamental solution matrix are preserved under global kinematic equivalence transformations.
Proposition 2.6. For any given minimal fundamental matrix X of (2.1), for which the Lyapunov exponents of the columns are ordered decreasingly, there exist a constant, nonsingular, and upper triangular matrix C ∈ R d×d such that the columns of XC form a normal basis for (2.1).
Proof. Since orthonormal changes of basis keep the Euclidean norm invariant, the spectral analysis of (2.1) can be done via its EUODE. Thus, let Z be the corresponding fundamental matrix of (2.3), X =Û Z. Due to the existence result of a normal basis for ODEs [34] (see also [1, 20] ), there exists a matrix C with the properties listed in the assertion such that ZC is a normal basis for (2.3). Thus XC =Û ZC is a normal basis for (2.1).
The fundamental solutions X and Z satisfy the following relation. Theorem 2.7.
[31] Let X be a normal basis for (2.1). Then the Lyapunov spectrum of the DAE (2.1) and that of the ODE (2.3) are the same. If E, A are as in (2.3) and if E −1 A is bounded, then all the Lyapunov exponents of (2.1) are finite. Furthermore, the spectrum of (2.3) does not depend on the choice of the basisÛ and the matrix functionP .
Similar to the regularity concept for DAEs introduced in [14] , we have the following definition. 
where Z(t) is a fundamental matrix solution of (2.3). The Lyapunov-regularity of a strangeness-free DAE system (2.1) is well-defined, since it does not depend on the construction of (2.3). Furthermore, the Lyapunov-regularity of (2.1) implies that for any nontrivial solution x, the limit lim t→∞ 1 t ln ||x(t)|| exists. Hence, we have λ l i = λ u i , i.e., the Lyapunov spectrum of (2.1) is a point spectrum.
We stress that unlike the approach in [14] , where certain inherent ODEs of the same size as the original DAE are used, our spectral analysis is based on the essentially underlying ODEs, which have reduced size and can be constructed numerically.
Lyapunov exponents may be very sensitive under small changes in the system. The stability analysis for the Lyapunov exponents is discussed in detail in [31] , see also [32] . As in the case of ODEs (but with some extra boundedness conditions) the stability can be characterized via the concept of integral separation and the stability can be checked via the computation of Steklov differences.
Definition 2.9. A minimal fundamental solution matrix X for (2.1) is called integrally separated if for i = 1, 2, ..., d − 1 there exist constants c 1 > 0 and c 2 > 0 such that
for all t, s with t ≥ s ≥ 0. If a DAE system has an integrally separated minimal fundamental solution matrix, then we say that it has the integral separation property. The integral separation property is invariant under strong global kinematic equivalence transformations. Furthermore, if a fundamental solution X of (2.1) is integrally separated, then so is the corresponding fundamental solution Z of (2.3) and vice versa.
2.3. Bohl exponents and Sacker-Sell spectrum. Further concepts that are important to describe the qualitative behavior of solutions to ordinary differential equations are the exponentialdichotomy or Sacker-Sell spectra [38] and the Bohl exponents [7] , see also [15] . The extension of these concepts to DAEs has been presented in [31] . 
Lyapunov exponents and Bohl exponents are related via
Bohl exponents characterize the uniform growth rate of solutions, while Lyapunov exponents simply characterize the growth rate of solutions departing from t = 0 and the formulas characterizing Bohl exponents for ODEs, see e.g. [15] , immediately extend to DAEs, i.e.
Moreover, unlike the Lyapunov exponents, the Bohl exponents are stable with respect to admissible perturbations without the integral separation assumption, see [13, 31] . Definition 2.11. The DAE (2.1) is said to have exponential dichotomy if for any minimal fundamental solution X there exist a projection Π ∈ R d×d and positive constants K and α such that
where X + denotes the generalized Moore-Penrose inverse of X. Let X be a fundamental solution matrix of 2.1) and let the columns ofÛ form an orthonormal basis of the solution subspace, then we have X =Û Z, where Z is the fundamental solution matrix of the corresponding EUODE (2.3) and hence invertible. Observing that X + = Z −1Û T , we have
Thus, the following statement is obvious. Proposition 2.12. The DAE (2.1) has exponential dichotomy if and only if its corresponding EUODE (2.3) has exponential dichotomy.
Furthermore, as it has been remarked in [17, 20] , the projector Π can be chosen to be orthogonal, i.e., Π = Π T . The projector Π projects to a subspace of the complete solution subspace in which all the solutions are uniformly exponentially decreasing, while the solutions belonging to the complementary subspace are uniformly exponentially increasing.
In order to extend the concept of exponential dichotomy spectrum to DAEs, we need shifted DAE systems
where λ ∈ R. By using the transformation as in Lemma 2.1, we obtain the corresponding shifted EUODE for (2.8)
Definition 2.13. The Sacker-Sell (or exponential dichotomy) spectrum of the DAE system (2.1) is defined by Σ S := {λ ∈ R, the shifted DAE (2.8) does not have an exponential dichotomy} .
The complement of Σ S is called the resolvent set for the DAE system (2.1), denoted by ρ(E, A). Then from Proposition 2.12 and the result for the ODE case [38] , we have the following result.
Theorem 2.14.
[31] The Sacker-Sell spectrum of (2.1) is exactly the Sacker-Sell spectrum of its EUODE (2.3). Furthermore, the Sacker-Sell spectrum of (2.1) consists of at most d closed intervals.
Using the same arguments as in [31, Section 3.4] , one can show that under some boundedness conditions, the Sacker-Sell spectrum of the DAE (2.1) is stable with respect to admissible perturbations. Theorem 50 in [31] also states that if X is an integrally separated fundamental matrix of (2.1), then the Sacker-Sell spectrum of the system is exactly given by the d (not necessarily disjoint) Bohl intervals associated with the columns of X. In the remainder of the paper, we assume that Σ S consists of p ≤ d pairwise disjoint spectral intervals, i.e.,
, and b i < a i+1 for all 1 ≤ i ≤ p. This assumption can be easily achieved by combining possibly overlapping spectral intervals to larger intervals.
3. Leading directions and subspaces. As we have noted before, initial vectors of (2.1) must be chosen consistent and they form a d-dimensional subspace in R n . Furthermore, the solutions of (2.1) also form a d-dimensional subspace of functions in C 1 (I, R n ). Let us denote these spaces by S 0 and S(t), respectively. Furthermore, for x 0 ∈ S 0 let us denote by x(t; x 0 ) the (unique) solution of (2.1) that satisfies x(0; x 0 ) = x 0 . In order to obtain geometrical information about the subspaces of solutions which have a specific growth, we extend the analysis for ODEs given in [17] to DAEs.
For j = 1, . . . d, define the set W j of all consistent initial conditions w such that the upper Lyapunov exponent of the solution x(t; w) of (2.1) satisfies χ u (x(·; w)) ≤ λ u j , i.e.,
Let the columns ofÛ (·) form a smoothly varying basis of the solution subspace S(·) of (2.1) and consider an associated EUODE (2.3). Then we can consider (2.3) and, instead of W j , the corresponding set of all initial conditions for (2.3) that lead to Lyapunov exponents not greater than λ u j . In this way it is obvious that all for ODEs in [17] (Propositions 2.8-2.10) apply to EUODEs of the form (2.3) and, as a consequence of Theorem 2.7, we obtain several analogous statements for (2.1). First, we state a result on the subspaces W j .
Proposition 3.1. Let d j be the largest number of linearly independent solutions x of (2.1) such that lim sup t→∞ 1 t ln ||x(t)|| = λ u j . Then W j is a d j dimensional linear subspace of S 0 . Furthermore, the spaces W j , j = 1, 2, . . ., form a filtration of S 0 , i.e., if p is the number of distinct upper Lyapunov exponents of the system, then we have
It follows that lim sup t→∞ If Y j is defined as the orthogonal complement of W j+1 in W j , i.e., 
It follows that if we have
In the next section, similar to [17, 18] , we will approximate the spaces Y j by using smooth singular value decompositions, see [10, 16] , of fundamental solutions. If the DAE system (2.1) is integrally separated, then it can be shown that the sets W j , Y j can be also used to characterize the set of initial solutions leading to lower Lyapunov exponents, see [17, Proposition 2.10] for details.
Consider now the resolvent set ρ(E, A). For µ ∈ ρ(E, A), let us first define the stable set associated with (2.1)
In the following we study the EUODE (2.3) associated with (2.1). For simplicity, we assume that Z is the principal matrix solution, i.e., Z(0) = I d . This can always achieved by an appropriate kinematic equivalence transformation. Following the construction for ODEs in [17] , we characterize the sets
associated with (2.3). Recalling that p is the number of disjoint spectral intervals, let us now choose a set of values µ 0 < µ 1 < . . . < µ p , such that µ j ∈ ρ(E, A) and Σ S ∩ (µ j−1 , µ j ) = [a j , b j ] for j = 1, . . . , p. In other words, we have
The following two theorems which are easily adopted from [17, 38] 
LetÛ be an orthonormal basis of the solution subspace for (2.1) and introduce the sets
then solutions of the DAE (2.1) with initial condition from N j can be characterized as follows. The next theorem characterizes the uniform exponential growth of the solutions of (2.1). Theorem 3.5. Consider the EUODE (2.3) associated with (2.1), and the sets N j defined in (3.4), j = 1, . . . , p. Then w ∈ N j \ {0} if and only if
and some positive constants
Proof. Due to the construction of the EUODE (2.3), see Lemma 2.1, we have x(t; w) = U (t)Z(t)v, where v =Û (0)
T w, and thus ||x(t; w)|| = ||Z(t)v||. Theorem 3.9 and Remark 3.10 of [17] state that v ∈ N d j if and only if
and some positive constants K j−1 , K j . Hence, the inequalities (3.5) follow immediately.
We can also characterize the relationship of the sets N j and the Bohl exponents. In this section we have adapted and extended several results on spectral intervals, leading directions and stability sets to strangeness-free DAEs. In the next section we present the main results of the paper, the extension of smooth singular value decomposition (SVD) based methods to DAEs.
4. SVD-based methods for DAEs. In this section we extend the approach in [17, 18] of using smooth SV D factorizations for the computation of spectral intervals of ODEs to DAEs. We assume again that the DAE system is given in the strangeness-free form (2.1), i.e., whenever the value of E(t), A(t) is needed, this has to be computed from the derivative array as described in [27] . This can be done for example with the FORTRAN code GELDA [29] or the corresponding MATLAB version [30] .
Let X be an (arbitrary) minimal fundamental matrix solution of (2.1), in particular, assume that X ∈ C 1 (I, R n×d ). Suppose that we are able to compute a smooth SVD
, and Σ(t) = diag(σ 1 (t), . . . , σ d (t)) is diagonal. We assume that U, Σ, and V possess the same smoothness as X. This holds, e.g., if X(t) is analytic, see [10] or if the singular values of X(t) are distinct for all t, see [16] . The explicit construction of smooth SVDs is rather computationally expensive, see [10] and the proof of [27, Theorem 3.9] .
Remark 4.1. Note that U in the smooth SVD of X andÛ as in the construction of the EUODE play the same role, they form orthonormal bases of the corresponding solution subspace S, so we are in fact in the special case of the analysis in Section 2. If we set Z = ΣV T , then this is a fundamental solution of the resulting EUODE of the form (2.3). Furthermore, the factorization Z = ΣV T is the SVD of the specially chosen fundamental solution Z. We will also demonstrate how to modify the methods of [17, 18] to approximate only a few (dominant) spectral intervals. For this we need to select ( < d) columns of a fundamental solution, i.e., linearly independent solutions of the DAE (2.1), and proceed to work with them.
There are essentially two approaches that can be extended from ODEs to DAEs, a discrete and a continuous approach. In the discrete SVD method, the fundamental matrix solution X is indirectly evaluated by solving (2.1) on subintervals and to reduce the accumulation of errors, the numerical integration is performed with a reorthogonalization. The discrete method is relatively easy to implement but suffers from the fact that very small stepsizes have to be used and that it needs a product SVD in each step which requires a lot of storage, see [18, 32] . Due to the described disadvantages we will only discuss the continuous SVD approach, see [32] for a more detailed description and comparison of the two approaches.
4.1. The continuous SVD method. In the continuous SVD method one derives differential-algebraic equations for the factors U, Σ, and V and solves the corresponding initial value problems via numerical integration. If we differentiate the expression for X in (4.1) with respect to t and substitute the result into (2.1), we obtain
or equivalently, using the orthogonality of V ,
Since the second block-row of E is zero and Σ is invertible, it follows that
because the columns of U form an orthonormal basis of a subspace of the solution subspace. If we then differentiate (4.2) and insert this, we obtain
We define the matrix functionĀ
and the skew-symmetric matrix functions
The latter two matrix functions are of size d × d (or × in the reduced case). We determine a matrix function P ∈ C(I, R n×d ) with orthonormal columns, i.e., P T P = I d , such that
where E is nonsingular and upper triangular with positive diagonal entries. Due to [33, Lemma 12] , this defines P, E uniquely. The numerical computation of this pair will be discussed later.
The following property of E is important in the proof of numerical stability for the SVD method.
Proposition 4.2. Consider the matrix function P defined via (4.4). Then
Proof. The estimate for ||E|| follows immediately from the identity P TĒ U = E. For the second inequality one observes that (4.4) is equivalent tō
and hence P T E −T U = E −T . Thus, the estimate for E −1 is obtained analogously.
Denoting by cond(M ) the normwise condition number of a matrix M with respect to inversion, as a consequence of Proposition 4.2, we have that the cond E ≤ condĒ, and thus the sensitivity of the implicit EUODE (2.3) that we are using to compute the spectral intervals is not larger than that of the original DAE.
Multiplying both sides of (4.3) with P T from the left, we obtain
we then arrive at
which is almost the same differential equation as in the ODE case, see [17, 18] , there is just a different formula for C = [c i,j ]. Using the skew-symmetry of
, we obtain the expressions
, for i > j, and h i,j = −h j,i for i < j;
, for i > j, and k i,j = −k j,i for i < j. It is easy to see that (4.9) is a strangeness-free (non-linear) matrix DAE, that is furthermore linear with respect to the derivative. Furthermore, the algebraic constraint is also linear and the same as that of (2.1). We will discuss the efficient integration of this particular matrix DAE (4.9) below.
To proceed further, we have to assume that the matrix function C in (4.5) is uniformly bounded on I. Furthermore, in order for the Lyapunov exponents to be stable we will assume that the functions σ i are integrally separated, i.e., there exist constants k 1 > 0 and k 2 , 0 < k 2 ≤ 1, such that
Condition (4.10) is equivalent to the integral separation of the diagonal of C.
The following results are then obtained as for ODEs in [17] . Proposition 4.3. Consider the differential equations (4.7) and (4.8) and suppose that the diagonal of C is integrally separated. Then, the following statements hold.
(a) There existst ∈ I, such that for all t ≥t, we have
(b) The skew-symmetric matrix function K(t) converges exponentially to 0 as t → ∞.
(c) The orthogonal matrix function V (t) converges exponentially to a constant orthogonal matrixV as t → ∞. Proof. The proofs of (a), (b), and the convergence of V are given in [17, 20] . Further, one can show that the convergence rate of K is not worse than −k 1 , where k 1 is the constant in (4.10), see [20, Lemma 7.3] . Then, invoking the argument of [15, Lemma 2.4], we obtain
||K(s)||ds − 1 V , whereV = lim t→∞ V (t). By elementary calculations, it is easy to show that the convergence rates for t → +∞ of V and K are the same. We can also characterize the relationship between the stability of Lyapunov exponents and integral separation of the singular values.
Theorem 4.5. System (2.1) has distinct and stable Lyapunov exponents if and only if for any fundamental matrix solution X, the singular values of X are integrally separated. Moreover, if X is a fundamental solution, then
Proof. For the proof, we apply [17, Theorem 4.2] to the EUODE (2.3) and consider the corresponding fundamental solution Z = U T X for a fundamental solution X, where U is a fixed orthonormal basis as in the previous section. Note that (2.1) is integrally separated if and only if the associated EUODE (2.3) is integrally separated. Invoking Theorem 2.7 and the fact that the singular values of X and those of Z are the same, we obtain the desired formulas in (4.11).
Remark 4.6. Theorem 4.5 has two computational consequences. By [17, Lemma 4.3] , it follows that we can work with any minimal fundamental solution X. This is an advantage compared to the QR methods [31, 33] which require the use of a normal basis. In order to compute the Lyapunov exponents numerically, they must be stable. For the ODE case, the stability of distinct Lyapunov exponents and the integral separation of the ODE are equivalent. For DAEs, however, we need further boundedness conditions, see [31, 32, 33] .
Theorem 4.7. Suppose that (2.1) has distinct and stable Lyapunov exponents. Then, the Sacker-Sell spectrum of (2.1) is the same as that of the diagonal systeṁ
Σ(t) = diag(C(t))Σ(t).
Furthermore, this Sacker-Sell spectrum is given by the union of the Bohl intervals associated with the scalar equationsσ i (t) = c i,i (t)σ i (t), i = 1, 2, . . . , d.
Proof. The proof follows in the same way as the proof of Theorem 4.5 and [17, Theorem 4.6].
Similarly to the ODE case, the limit matrixV provides a normal basis, that is, using the columns of X(0)V for initial conditions, we obtain a fundamental matrix solution whose columns have Lyapunov spectral intervals [λ j , λ 
(t) = U (t)Σ(t)V (t)
T be a smooth SVD of an arbitrary fundamental solution. LetV = [v 1 , . . . ,v d ] be the limit of the factor V (t) as t → ∞. Then
Proof. We apply [17, Theorem 5.8 ] to the EUODE (2.3) with the corresponding fundamental solution Z. Then observing that χ
, the assertion follows. 
Proof. We apply [17, Theorem 5.12 ] to obtain the characterization of the subspaces N 
In the following we show that the initial conditions given by X(0)V provide not only the directional information for a normal basis and for the subspaces associated with Sacker-Sell spectral intervals as stated in Theorem 4.8 and Theorem 4.9, but they also lead to an integrally separated fundamental solution. Since we do not need to assume that the DAE (2.1) has d disjoint SackerSell spectral intervals, the following theorem significantly improves the result of [17, Theorem 5.14, Corollary 5.15].
Theorem 4.11. Suppose that the DAE system (2.1) has distinct and stable Lyapunov exponents. Let X(t) = U (t)Σ(t)V (t)
T be a smooth SVD of an arbitrary fundamental solution and let V = [v 1 , . . .v d ] be the limit of V (t) as t → ∞. Then starting from X(0)V leads to an integral separated fundamental solution, i.e., X(t)V is integrally separated.
Proof. Let x i (t), i = 1, 2, . . . , d be the columns of X(t)V which is a fundamental solution for (2.1). By assumption, there exists an integrally separated fundamental solution which we denote byX(t) = [x 1 (t), . . . ,x d (t)]. Then there exist positive constants α 1 and α 2 such that
As a consequence, we obtain 
By Theorem 4.8 we have
. . , d and the Lyapunov exponents are distinct. Then using (2.6) and (2.7) it follows that
and, thus, we can estimate x i byx i . In fact, they are asymptotically equal for sufficiently large t and we have
and simultaneously
Due to (4.13), for a constant ε ∈ (0, 1), there exists a (sufficiently large)t i such that for t ≥t i For the implementation of the continuous SVD method several important issues have to be considered. First, we need the computation of P (t) in (4.4) for every used time point t. This can be done via the pencil arithmetic of [5] as presented in [33] . Let us briefly recall this process here. One first performs a QR factorization
which implies thatT
In general this factorization does not guarantee thatT 2,2 is invertible. To obtain this we compute the QR factorization of the augmented matrix
is upper triangular. Then we have that T T 2,2 = M 2,2 is nonsingular and upper triangular. In order to get the desired matrices P and E, we use an additional QR factorization
where P fulfills P T P = I d and L is lower triangular (the fact that T 1,2 is full column-rank is implied directly by the nonsingularity of T 2,2 ). Finally, we set E = −L −T T 2,2 . Next, we discuss how to avoid the risk of overflow in calculating σ i (t), since the singular values may grow exponentially fast. For this we use the same approach as suggested for the ODE case in [18] . We introduce auxiliary functions
Instead of integrating the diagonal elements σ i (t), we solve initial value problems for the ODEs
Then, we define 
To compute the Lyapunov exponents, we introduce
Then, we have
In practice, choosing τ ≥ 0 large and T τ , we may use the approximation
The computation of Sacker-Sell intervals (in fact we compute the Bohl exponents of σ j (t), see Theorem 4.7) can be carried out using the same auxiliary functions. Similar to [31] , forτ > 0, we define the Steklov averages
In practice, withτ > 0 large and T τ , we approximate the desired Bohl exponents by
Finally, we need to carefully integrate the the orthogonal factor U (and also V if we are interested in the growth directions). During the integration of the strangeness-free DAE (4.9), we have to guarantee that the computed factor U satisfies the algebraic constraint as well as the orthonormality at every mesh point t i . This can be achieved by using a projected DAE solver such as the projected backward difference formula BDF, see [8] . To solve the nonlinear matrix-valued equation that is arising in every time-step, we suggest to use several simple fixpoint iterations instead of the faster converging but much more expensive Newton iteration. To illustrate this, applying the implicit Euler method to (4.9) at the time t = t n yields
where U n denotes the approximation of U (t n ) and S = H − C is the nonlinear function of t and U given in (2.3) . Rearranging the terms, we obtain the fixpoint equation
or alternatively
To approximate U n , we may use the simple fixpoint iteration
with starting value U (0) n = U n−1 . The iteration based on (4.24) is similar. Due to the assumption that the system is strangeness-free, the solution of the linear system exists and if a direct solver is used then only one LU factorization is needed in each time-step. For sufficiently small step-size h, the iteration converges linearly and the approximate limit, denoted byŪ n , obtained in this way obviously satisfies the algebraic equation. The orthogonality can then be achieved by an additional QR factorization which yields the solution U n with orthogonal columns.
To avoid having to solve a linear system and having to evaluate the nonlinear term repeatedly in each iteration step, one may exploit the special structure and the quasi-linearity of (4.9) and use instead so-called half-explicit methods (HEMs) [26] . That is, we apply an appropriate explicit discretization scheme to the differential part of (4.9) and simply write A 2 (t n )U n = 0 for the algebraic part at the actual time t = t n . As integrator for (4.9), we then may use an explicit method such as the explicit Euler method. This then leads to linear system that has to be solved in every time-step given by
If we assume, in addition, that the functionȦ 2 is bounded, which is a natural condition in the sensitivity analysis of the exponents, as well as in the convergence analysis of the Euler method, then for sufficiently small stepsize h, the coefficient matrix of the linear system for U n is invertible and again only one linear system needs to be solved in each time step.
To start the continuous SVD algorithm, we first integrate the DAE (2.1) with an appropriate initial conditions X(0) = X 0 , see (2.5) until t = t 1 > 0. Then, we compute the SVD of the matrix solution at t = t 1
and proceed the continuous SVD method for computing Lyapunov and Sacker-Sell spectra from t = t 1 . Algorithm 1. (Continuous SVD algorithm for computing Lyapunov and SackerSell spectra)
Input: A pair of sufficiently matrix functions (E, A) in the form of the strangeness-free DAE (2.1) (if they are not available directly they must be obtained pointwise as output of a routine such as GELDA); the first derivative of A 2 (if it is not available directly, use a finite difference formula to approximate); the values T, τ,τ such that τ ∈ (0, T ) andτ ∈ (0, T − τ );
Output: Endpoints for spectral intervals {λ
2. Choose a stepsize h j and set t j = t j−1 + h j . 3. Evaluate U (and V , if it is desired) and ν k , k = 1, . . . , d by integrating (4.9), (4.8), and (4.16) using (4.5), (4.17) , and (4.18). 4. Compute P (t j ) as in (4.14). 5. Compute λ i (t j ) by (4.20) and ψτ ,i (t j ) by (4.21). 6. If desired, test integral separation via the Steklov difference. 7. Update min τ ≤t≤tj λ i (t) and max τ ≤t≤tj λ i (t). The corresponding algorithm for computing Sacker-Sell spectra is almost the same (except for the last step) where, applying (4.22) min τ ≤t≤T −τ ψτ ,i (t) and max τ ≤t≤T −τ ψτ ,i (t) are computed. For the computation of the Sacker-Sell spectra via the continuous SVD algorithm, the memory requirement is increased, since the values of the values λ i at the previous mesh points in [t j −τ , t j ] must be stored and updated as j changes.
A comparison of the continuous SVD and QR methods.
In this section we discuss a comparison of the continuous SVD algorithm with the continuous QR algorithm proposed and investigated in [33] . We should first note that if we do not need to integrate the V -component, then the complexity of the continuous SVD algorithm is only slightly higher than that of the continuous QR algorithm. However, in the SVD method, we do not need to work with a normal basis as it is required in the QR method. We can choose any fundamental solution and proceed with it. Furthermore, if we want to determine information on the leading directions, this is easily available by incorporating the evaluation of the V factor in the algorithm. Note that for integrally separated problems the factor V converges exponentially fast. A weak point of the continuous SVD method is that we have to assume the existence of a smooth SVD which can only be guaranteed if the coefficient functions are analytic or singular values are distinct for all time t, see (4.6). For integrally separated systems, this latter condition is ensured only from a sufficiently large timet on. In practice, the trick of integrating the system up to a (not necessarily large) time t 1 often helps. However, even if the singular values are different, but come very close to each other, then numerical instabilities may occur in the course of integration of U that need extra treatment as suggested in [10, 35] . As future work, a detailed comparison of these two methods via numerical experiments would be of interest.
Finally we comment on the extra difficulties that arise when the continuous SVD method is applied to DAEs instead of ODEs. First of all we need the derivative of the block A 2 . If it is not available explicitly, then a procedure based on automatic differentiation or finite differences can be used to evaluateȦ 2 . Second, the differential equation for the factor U is a strangeness-free DAE, as well. As we have already discussed then for the numerical integration a DAE solver must be used, which is able to preserve both the (linear) algebraic constraint and the orthonormality of the solution at the mesh points. Finally, there are some extra numerical linear algebra tasks to perform, such as the computation of the factor P in (4.4) via a QR factorizations and the calculation of C in (4.5) via the solution of linear systems, which however, are upper triangular and generally of smaller size than that of the original problem, in particular if only < d spectral intervals are needed. The conditioning of these two linear algebra problems is not worse than that of the original DAE (2.1) which is dominated by the condition number ofĒ.
Numerical results.
We have implemented the continuous SVD method described in Section 4 in MATLAB. The following results are obtained on an IBM computer with Intel CPU T2300 1.66 GHz. For the orthogonal integration, we have used both the implicit Euler scheme (4.23) combined with the fixpoint iteration (4.24) and the half-explicit scheme (4.25) discussed in the previous section.
To illustrate the properties of the procedures, we consider two examples, which are slightly modified from examples in [31, 33] . One of the examples presents a Lyapunov-regular DAE system and the second system is not Lyapunov-regular. In the second case, we calculate not only the Lyapunov spectral intervals, but also the Sacker-Sell intervals.
Example 5.1. Our first example is a Lyapunov-regular DAE system which is constructed similar to ODE examples in [20] . It presents a DAE system of the form (2.1) which is constructed by beginning with an upper triangular implicit ODE system,Ē 1,1 (t)ẋ 1 =Ā 1,1 (t)x 1 , wherē
where λ i , i = 1, 2, (λ 1 > λ 2 ) are given real parameters. By increasing the parameter ω one can make the problem of computing the spectral intervals increasingly ill-conditioned. We then performed a kinematic equivalence transformation to get the implicit ODE system E 1,1 (t)ẋ 1 =Ã 1,1 (t)x 1 with coefficients 
Using a 4 × 4 orthogonal matrix
with real values γ 3 , γ 4 we obtained a strangeness-free DAE system of the form (2.1) with coefficients E =ẼG T , A =ÃG T +ẼG TĠ G T . Because Lyapunov-regularity together as well Lyapunov exponents are invariant under orthogonal change of variables, this system is Lyapunov-regular with the Lyapunov exponents λ 1 , λ 2 .
For our first numerical test we have used the values
The results by the half-explicit Euler and the implicit Euler schemes are given in Tables 1 and  2 . Time-savings for the reduced case = 1 are noticeable. By comparing the two integrators, it is clearly seen that half-explicit methods promise to be competitive alternatives to fully implicit methods when solving the special class of matrix DAEs of the form (4.9).
Next, we investigate the dependence of the numerical results on the rotation parameters γ in this example. We set γ i = 10 for i = 1, 2, 3, 4 and recalculated the Lyapunov exponents. The results by the half-explicit Euler and the implicit Euler schemes are displayed in Table 3 . Clearly, smaller stepsizes are necessary. The * indicates that with some larger stepsizes, the implicit Euler method even failed because the simple fixpoint iteration did not converge. Furthermore, the CPU-time of the implicit Euler method is significantly increased, since more iterations are needed.
The dependence on ω, i.e., the magnitude of the upper triangular part inĀ 1,1 is presented in Tables 4 and 5 , which show the numerically computed Lyapunov exponents in the case when ω = 10 and ω = 100, respectively. The other parameters are as in (5.1). We see that for larger parameters ω the computation of the Lyapunov exponents is much harder. We have also tested the (exponential) convergence of the V -factor for different values of λ i . In Figure 1 , we plot the components V 11 and V 21 for λ 1 = −λ 2 = 1 and for λ 1 = −λ 2 = 0.3, respectively. Due to the larger difference between the exponents, the V -components of the first case (the highest and the lowest curves) converge very quickly to their constant limits, while those of the second case (the intermediate curves) oscillate at the beginning and only slowly converge. This illustrates the comments in Remark 4.4.
Example 5.2. (A DAE system which is not Lyapunov-regular) With the same transformations as in Example 5.1 we also constructed a DAE that is not Lyapunov-regular by changing the matrixĀ(t) in Example 5.1 tō A(t) = sin(ln(t + 1)) + cos(ln(t + 1)) + λ 1 ω sin t 0 sin(ln(t + 1)) − cos(ln(t + 1)) + λ 2 , t ∈ I. Table 6 and the calculated Sacker-Sell intervals are in Table 7. 6. Conclusion. In this paper we have improved the spectral analysis for linear DAEs introduced in [31] . Based on the construction of an essentially underlying implicit ordinary differential equation (EUODE) which has the same spectral properties as the original DAE we have presented new methods that are based on smooth singular value decompositions (SVD). This approach provides a unified insight into different kinds of computational techniques for approximating spectral intervals for DAEs. A characterization of the leading directions as well as the stable and unstable solution subspaces has been given. We have also developed SVD-based methods for just few spectral intervals and their associated leading directions. Unlike the QR-based methods proposed in [31] , the new SVD-methods are applied directly to DAEs of the form (2.1). It has been shown that, under the integral separation and some other boundedness assumptions, not only the spec- 
