Group communication services (GCSs) are becoming increasingly important as a wide field of promising applications has emerged to serve millions of users distributed across the world. However, it is challenging to make the service fault tolerance and scalable to fulfill the voluminous demand of users in a distributed network (DN). While many reliable group communication protocols have been dedicated to addressing such a challenge so as to accommodate the changes in the network, they are often costly or require complicated strategies to handle the service interruptions caused by node departures or link failures, which hinders the service practicability. In this paper, we present two schemes to address the challenges. The first one is a location-aware replication scheme called NS, which makes replicas in a dispersed fashion that enables the services on nodes to gain immunity of failures with different patterns (e.g., network partition and single point failure) while keeping replication overhead low. The second one is a novel failure recovery scheme that exploits the independence between service recovery and structure recovery in time domain to achieve quick failure recovery. Our simulation results indicate that the two proposed schemes outperform the existing schemes and simple alternative schemes in service success rate, recovery latency, and communication cost.
Introduction
The last two decades have witnessed an increasing demand for high reliable and scalable communication services in many emerging applications, such as emergency altering, E-commerce, location-based advertising, VoIP, traffic control, and stock quote dissemination. These applications have potentially thousands of users spanning wide area networks that require reliable support by applications even in a network of nodes with dynamic behaviors and heterogeneous properties; hence, the quality of the group communication services (GCSs) (i.e., reliability and scalability) is of great importance.
However, a major research challenge is how to make the service fault tolerance and scalable to fulfill the voluminous demand of users in a dynamic distributed network (DN). To solve this, a large number of studies have been preformed. Examples include ESM [1] , Scribe [2] , Scattercast [3] , Yoid [4] , NICE [5] , OMNI [6] , Overcast [7] , PeerCast [8] , Splitstream [9] , Bullet [10] , Coolstream [11] and ChainSaw [12] . By carefully examining these diverse research efforts, we observe two important facts.
First, the reliability of information dissemination path tends to dominate the quality of the services built on the top of that. It is common that the services are interrupted by the failures of nodes in the information dissemination paths. One intuitive approach to achieve fault tolerance is to construct and maintain a new structure or redundant information dissemination path such that the failures of node can be restored in a small region or the information can transmit through the redundant path to reach the users once the original path fails. However, this approach has a main drawback, that is, it is often costly or requires complicated management strategies, which hinders the service practicability and scalability.
Second, besides the overhead related to the reliability enhancement, the scalability of services greatly depends on the overhead caused by the service recovery. Given the fact that the resource limitation and unpredictable behaviors of the nodes in the network, the service recovery overhead should be small so as to avoid the system from a burst of messages sent for restoring the service interrupted by the node failures. Thus, it is essential to provide a quick and gracefully recovery strategy by taking the overhead into account. Surprisingly, we find most of the existing work to date [4] [5] 8, [13] [14] devote their attention to either the problem of minimizing the overhead caused by the reliability enhancement, or the problem of service recovery overhead minimization.
In this paper, we use the concept of replication and propose two schemes that can be employed as components to enhance the reliability and scalability of services provided by applications without changing the current infrastructures. In particular, our main contributions are: 1) a location-aware replication algorithm that makes replicas in a dispersed fashion, which enables the services on nodes to gain immunity of failures with different patterns (e.g., network partition and single point failure) while keeping replication overhead low. 2) a novel failure recovery scheme, which achieves fast failure recovery by utilizing the independence between service recovery and path recovery; and 3) an extensive evaluation that validates the effectiveness and efficiency of the proposed schemes. Specially, we apply them to GeoCast [15] , a geographically distributed overlay system, and the experimental results show that the proposed schemes greatly improve the system performance in terms of service success rate, recovery latency, and communication cost, compared with the existing neighbor-based replication scheme, random replication scheme, and the simple alternative schemes.
The rest of this paper is organized as follows. Section 2 discusses the existing studies related to our work. Section 3 presents the system model and defines the problems of service reliability enhancement. We describe the structure of GeoCast in Section 4, and present the details of replication and failure recovery scheme in Section 5. In Section 6, several important issues related to the design of the proposed schemes are discussed. Section 7 presents the extensive performance evaluations.
We conclude the paper with a summary and outline of our future work in Section 8.
Related Work
Application level Multicast (ALM) has emerged as an alternative paradigm to IP Multicast to provide group communication services for the end nodes that are widely distributed across the network. In ALM, the multicast related features, such as message routing, message propagation, and group membership management, are implemented at end nodes instead of routers, that overcome the limitations of IP multicast caused by the network infrastructure and business model. Over the last two decades, researchers have proposed many schemes in this literature. Based on the mechanism of multicast group construction, generally, they can be classified into two categories: gossip-based multicast scheme [11] [12] and tree-based multicast scheme [1] [2] [3] [5] [6] [7] [8] [9] [10] . With gossip-based multicast scheme, each node periodically chooses a number of random nodes to whom it relays the data that has received. Once the failure occurs, such data duplications at the random nodes are used to recover the data loss caused by the failure. ChainSaw develops an efficient gossip-based multicast protocol to eliminate the data duplication transited among the end nodes. Instead of disseminating the data to the random nodes, each node in [12] collects the information about the data stored on its adjacent nodes and uses such information to guide the data transmissions among the nodes with the similar interests. In Coolstream, the gossip-based multicast scheme is used for supporting live media streaming services. Based on data availability and demanding information on nodes, Coolstream enables the streaming contents to be adaptively delivered to the end nodes in a high reliability manner. Although this scheme achieves good load balancing and high reliability in the presence of network dynamics (e.g., message loss, traffic congestion and node failure), it imposes high load on both the end nodes and network as many duplicate/notification messages are propagated among the nodes.
With tree-based multicast scheme, the information dissemination trees are explicitly constructed for data dissemination. For instance, in Overcast [7] , a sourcerooted multicast tree is built using end-to-end measurements. In such a way, the bandwidth between the source node and the group members is optimized. ESM [1] constructs spanning trees on top of a mesh structure. In each tree, all group members know about each others, which limits the scalability of the ESM. To address that, Scribe [2] designed a scalable ALM infrastructure based on Pastry to support the services with large numbers of group members. It enables the nodes to maintain information of only a small subset of other nodes in the same group, which reduces the group management complexity and overhead. SplitStream [9] extends Scribe in which it requires the data to be divided into several disjoint sections and build a tree for each section. To receive the complete stream, a node must join every tree. Recent work, Wen et al. [16] provided a hybrid tree based explicit routed multicast mechanism for television content dissemination. It combines the advantages of two basic multicast trees (i.e., RP (rendezvous point) based shared tree (RPT) and source specific shortest-path tree (SPT)) to achieve required QoS guarantee and resource utilization efficiency.
The tree-based multicast scheme, though is efficient in multicast group management and resource utilization, has a major drawback, that is, it lacks robustness. With arrival and departure of the nodes, the tree structure is prone to fail, which may cause a burst of messages generated for tree management and reconstruction. To improve the resilience of multicast dissemination, Fei et al. [17] devised a dual-tree scheme. For each group, it constructs a secondary tree in addition to the primary tree normally used. Once the failure occurs, it activates the paths in the secondary tree. PRM [18] is a multicast data recovery scheme proposed to achieve high delivery ratio in the presence of node/link failures. In PRM, each node forwards data to both its child nodes and a constant number of random nodes during content dissemination. However, the volume of extra data duplications and traffic might be significant for the applications like on-demand news propagation and multi-party online game. By taking the replication creation and maintenance cost into consideration, Peercast [8] developed a neighbor-based replication scheme. However, this scheme has two drawbacks. First, it ignores the nodes heterogeneity in lifetime. Second, it subjects to a difficulty in determining how many replica nodes. To address those issues, [19] proposes a self-managing replication algorithm. But this scheme may appear inefficiency in dealing with service interruptions when network partitions happen. Overcast is motivated to provide service for bandwidthintensive content dissemination. In overcast, nodes perform content caching and failure recovery operations to alleviate the influence of node or link failures. The drawback of this technique is the increased latency of content distribution as the data has to traverse all those extra nodes before reaching the rest of overcast nodes. In Scattercast [3] , the multicast problems are partitioned into a set of smaller and simpler sub-problems that can be easily addressed with local knowledge of nodes in the same region. But such divide-and-conquer approach might be expensive, especially in a network with high link and node failure rate. A large number of additional messages may be generated for the service recovery and new region formation. In recent work, Hirokazu et al. [20] propose a distributed interval tree replication scheme for adaptively setting the replicated objects considering the scale of networks. The O(log N ) replicas are saved against the scale of networks by storing all intervals to the tree where the number of network nodes N is known. However, it is difficult for such a scheme to set the scale of the interval tree space if the number of network nodes cannot be assumed.
There are several work proposed to cope with node failure and keep high data availability by using the clustering-based replication technology [21] [22] [23] [24] [25] . The main idea of this strategy is to place multiple object replicas on the nodes (servers) in the same cluster to reduce the distances between accessing sites and data (file) and maximize the availability of the data (file) in the network. Compared to cluster-based replication approaches, our approach has two distinct characteristics. First, instead of keeping data copies at cluster data servers [21, [23] [24] or nodes in the same cluster [22, 25] , these data are replicated onto neighbor nodes and shortcut nodes, so that they become widely available and the impact of different network partitions on the service quality is reduced. Second, unlike the cluster-based replication method that replicates data on demand [21] or according to the popularity [22] [23] , the proposed approach enables each node to take into account nodes' location to improve the replication flexibility and reduce the cost caused by a large number of replicas' creation and maintenance.
Our work presented in this paper bears similarity to previous work [8, 19] . For example, we all use the concept of replication to achieve fault tolerance. However, two important features distinguish our approach from those proposed approaches. First, by taking the locations of and relationships between the replicas into account, we use the replication scheme to improve the resilience of the multicast dissemination while minimizing the cost of replication creation and maintenance. Second, by intelligently avoiding the delay of finding new nodes to restore the services from interruption and invoking the operations of service un-subscription and re-subscription, we greatly reduce the failure recovery overhead. The two schemes proposed in this paper are used as components to augment the performance of applications instead of changing the infrastructures of the current applications as well as systems.
Problem Definition
Since the service reliability and resource utilization demands of systems with group communication services may not be known in advance, in this section, we introduce a general model, which aims at capturing the typical characteristics of the service reliability. In our work, a distributed system with group communication services is modeled as an undirected, connected graph G = (V, E, L). V is the set of nodes, E = V × V is the set of edges, and L : E → R + is the set of propagation delay of the edges. Nodes represent users who participate in the system G, and edges represent links between the nodes. Weights represent communication cost of the links. Concretely, for each weight ω, it refers to the propagation delay l j,k required for a packet to transmit from node v j to node v k through the link e i = (j, k). In our model, the link between any pair of nodes is bidirectional, that is,
Each node E i that enters the system has associated capacity C i that is used to refer to the storage capacity of the node v i since the storage capacity is one main factor in the Internet applications like content searching and media streaming dissemination. In our work, we denote C i as the number of files can be stored on node E i . Clearly, this may be quite different for the applications in reality. We use this assumption to construct the system model such that we can formulate the problem of replication and study the efficiency of the replication scheme with the consideration of node capacity limitation. Let c i (t) denote the current stored file number at time t. If c i (t) C i , node E i drops c i (t) − C i files randomly and rejects all the replication requests issued from the other nodes in the system.
Given the dynamic nature of the network, we consider G as a system where the available capacities of the nodes may change as the nodes continuously join or leave the network. In such a dynamic network, the problem of fault tolerant is quite difficult to solve and, to the best of our knowledge, has not been addressed before. Formally, we define those problems respectively as follows:
Problem Statement. Given a system of n nodes with values of c i (t), i ∈ [1, n] at time t. The replication problem is to find a replica placement strategy RPS = {e 1 , e 2 , . . . , e r } for node E i that maximizes the reliability of service S i offered by node E i while minimizing the replication cost under node capacity limitations.
However, solving the above problem is challenging as it requires carefully handling of the unpredictable node/link failures and time-varying load of the nodes in a dynamic network with network partitions. The random replication schemes, though have advantage in dealing with the failures in different patterns as mentioned come at high cost of replica detection and maintenance. To avoid that, in our scheme, both the neighbor node and the remote node are used as replicas to improve the reliability of the services offered by the unreliable nodes while keeping the overhead low. The benefits are two-fold. First, it reduces the replication cost by employing the nodes in vicinity. Second, it alleviates the influence of network partitions on the service quality by deploying the data copies on shortcut nodes.
In the rest of this paper, we focus the discussion on the schemes described above and apply to an existing system, GeoCast, to illustrate their efficiency in supporting reliable and scalable group communication services in a geographical overlay network with network dynamics. We leave other problems such as parameter optimization as our future work.
Background
In this section, we describe architecture of GeoCast and introduce multicast mechanism on which the algorithm of this paper is based.
Architecture
GeoCast is a structured geographical proximityaware overlay network, consisting of nodes equipped with GeoCast middle-ware. In GeoCast, nodes are equivalent in functionalities, each of which can perform: message publishing, message subscribing, message routing or all of them. Each node keeps a set of information about other nodes in the network in its peernodelist that is a list containing two kinds of nodes: immediate neighbor node and shortcut node. Similar to CAN, two nodes are considered to be immediate neighbors when their intersection is a line segment. The term shortcut node refers to the node which is old neighbor node for a given node. As nodes arrive or depart, neighbor nodes may become old when they are not adjacent to the given node. Instead of removing old neighbors from the lists, GeoCast keeps those nodes in peernodelists and uses them to speed up the procedure of message delivery.
GeoCast network is constructed incrementally. It starts with one node who owns the entire GeoCast space. When a new node arrives, it first initiates a join request destined for its own unique identifier (x, y), and sends it to an existing end system node, which is randomly selected from the list obtained from a bootstrapping sever [26] [27] . Such a node acts as an entry node that helps new node find the region which covers its identifier (x, y). After identifying the region to which the new node belongs, the owner node of region checks its neighbors, selects the neighbor node with lowest unit capacity to partition its region in half and assigns it to the new node. unit capacity represents the workload of node per region unit, defined by: unit capacity = E.workload E.R.w×E.R.h . E.workload refers to the workload of node E (e.g., the number of link connections, the amount of space on disk used for file storage) and E.R.w (E.R.h) refers to the width (height) of region R owned by node E. Then, update messages are issued to the neighbors of the partitioned node for notifying this modification so that the new node can be included in the procedure of message routing afterwards.
As node departs from system, the remaining nodes are responsible to take over the region occupied by that node. Similar to [27] , its neighbor node with the smallest size is preferred to be selected as new responsible node for the region (named island ) owned by the departure node.
Multicast Service
In GeoCast, the multicast trees are explicitly created to provide multicast services for the nodes demanding the same contents (called subscriber s). Nodes can subscribe to any multicast service published in the network by initializing a subscription request. Such a request is continuously routed towards the content providing node (called publisher ) until it encounters a node that is in a same tree. In each tree, no node has global knowledge about the nodes in the same group, that is, each node is only aware of a fraction of tree information and stores in a multicast routing table. In GeoCast, the multicast trees are formed by the routes from the publisher nodes to the subscriber nodes. As the new data arrives, the publisher injects the data at the root of the multicast tree, which gets disseminated through the tree and reaches all the subscribers.
The multicast service in GeoCast is introduced as one component for supporting group communication between nodes. It has two benefits. First, it releases high link stress caused by message transitions among nodes in group communication session and consequently improves network resource utilization. Second, it reduces the delay of the message delivery from the publishers to the subscribers. Instead of transmitting the data from the publishers, the subscribers often can get it from their upward nodes within a short delay. For each session, there exists a spanning tree that is an acyclic overlay connecting all the participants of the session. It is used by the publisher node for content dissemination. Detailed algorithms and examples of the multicast service establishment and maintenance process with node arrivals and departures are presented in [15] .
Location-Aware Replication Scheme
In this section, we first introduce the pattern of failures and then present details of our replication scheme.
Failure Pattern
We consider a network consisting of a number of individual nodes that are inherently unreliable. In the network, any node can become unavailable for various reasons such as node departure, computer crash, improper program termination, like error, and traffic congestion. In the event of node departure, a number of messages are issued to the other nodes related to the departed node for notification. On receiving the message, the nodes actively cooperate together and restore the services that are interrupted by the node departure. However, due to the dynamic nature of the network and unpredictability of node behavior, node may leave the network without notification. In such an event, the failure recovery procedure of services related the failed node is booted in the absence of heartbeat or response message for a long time. For simplicity, we use the term failure to mean either departure or improper leave given the fact that the similar operations will be performed when they occur.
To provide the best quality of service, two patterns of failures are considered: distributed failure (i.e., random single node failure) and centralized failure (i.e., network partition). In the pattern of distributed failure, node failures are randomly scattered over network. There always exist surviving nodes around the failed node that can detect and repair its failure. In the centralized failure pattern, a fraction of nodes in the network appear to be reachable from the certain nodes but not others. Once it happens, the entire network might be partitioned into multiple, isolated overlay network parts. Though nodes within a network part can communicate with each other, there is no communication across the nodes in different network parts.
Note the difference between the failure patterns, it is essential to take them into account and design an efficient replication scheme to deal with them while keeping cost low. However, one intuitive problem is how to achieve that. In [28] , a random replication scheme is proposed, where a set of nodes is randomly selected and employed as the replica nodes. This scheme is resilient to the centralized failure, but its performance may be impaired by the increased replication creation and maintenance cost, especially when the majority of the nodes in the system are heavily loaded. Contrarily, the neighbor-based replication approach [8] replicates the nodes' data to the nodes with available capacities that locate in adjacent so as to reduce the replica creation and management cost. However, it suffers from the difficulty in handling the network partitions. Therefore, it is desirable for nodes to maintain both the neighbor replica node and the remote replica node to improve replication efficiency in terms of both reliability and scalability.
Replication Scheme
Two main components of the replication scheme design are present in this subsection. The first one is the parameter definition. In our design, a tunable parameter is introduced to adjust the importance of neighbor and shortcut replica nodes. Instead of randomly selecting remote nodes as replica nodes, in our scheme, we place some replica on shortcut nodes that are not located in the adjacent region of the replica placing node (called host node). The goal is to reduce the high cost of remote replica creation and maintenance while keeping the service reliability high. The second one is the replica placement that specifies how the replication scheme is performed in a distributed manner.
Parameter Definition
To leverage the benefits of neighbor and shortcut node, a tunable parameter α is introduced in our design. Its value ranges from 0 to 1. Consider a node p who has a replica placement task with replication degree r. When increasing α, node p reduces the number of neighbor replica nodes which causes the probability of service remaining available in the presence of network partitions to increase. However, larger α also leads to more shortcut replica nodes which in turn increases replica creation and maintenance cost. Based on those facts, we find the value of α cannot be too large or too small for the purpose of minimizing the replication cost and optimizing the reliability of service. Given an average of O(2d) immediate neighbors is kept on each node in GeoCast [15] , we have, for any node p,
where τ is the number of neighbor nodes in the peernodelist of node p. The motive behind that is to relatively reduce the importance of shortcut replica so as to minimize the link stress imposed by placing and maintaining shortcut replicas. Typically, for a given τ , as increasing r, the number of neighbor replica nodes also increases. After r reaches τ + 1, neighbor replica number reaches its upper bound τ , that is, no neighbor node is left in the peernodelist that can be selected as the replica node. In this case, more shortcut nodes tend to be involved in the replica placement.
Replica Placement
Replica placement performs by means of two-phase procedure: neighbor selection and shortcut selection. The neighbor selection is to select several nodes with available capacity in adjacent area as replica nodes. The shortcut selection is to place several replicas on the shortcut nodes. Nodes in the network may differ in the number of neighbor and shortcut replicas due to their states. Next, we will describe those phases in detail.
Neighbor Selection. Given the location relationship between nodes, a new notation of k-hop neighbor B k is introduced and defined as: Fig.1 gives a simple example of network to illustrate the relationship between nodes. In Fig.1 
Ei . This selection procedure is terminated when either αr shortcut replica nodes are fetched or k reaches its maximum K. Fig.2 gives an example to illustrate the shortcut selection with the setting of r = 8 and α = 0. 25 H extends its search region and E 3 resided at the second level is then included in the replicalist. Similarly, nodes E 6 , E 7 , E 9 , E 11 , E 12 , E 16 that have available capacities are selected and then added into the replicalist after neighbor selection.
Our algorithm makes two effects to ensure scalability of the applications. One is to reduce the replica creation cost by intelligently using the information of the other nodes stored on the nodes. Rather than broadcasting its query request to number of nodes in the network, each node in the proposed scheme first inquires the nodes in its peernodelist for replica placement, which can improve the resource utilization. The other is to avoid high cost caused by remote replica maintenance in message delay. In the procedure of replica placement, the nodes with available capacities residing in vicinity have high priority to be selected as the replica nodes. It enables either data updating or replicas' communication to be completed within a short delay.
Managing Replicas and Recovering Failure
Rather than introducing extra additional overhead, we append the maintenance information of replicas to existing heartbeat message in our scheme. We do not eagerly notify replicas to update theirs backup information if the relationship of multicast tree has been charged. In our scheme, multicast messages also serve as implicit heartbeat messages avoiding the need for the explicit heartbeat messages. Long-time absence of the heartbeat or response indicates that the node is gone and its corresponding region becomes an island, and thus boots the recovery process. According to the diversity of node functionalities in the group session, we divide the recover process into two phases: path recovery and region recovery. Path recovery is to restore service path from the interrupted multicast routing path when the node failure occurs. In the process of the path recovery, only the living nodes are considered. The node with high available capacity owns higher preference to be selected as new member node. Region recovery is to search one node to take over the island.
Path Recovery
After capturing the event of node failure, one of replicas is randomly elected to manage the service recovery. It is responsible to find a replacement node for taking over the forwarding functionalities of the failed node. Ideally, it is expected to use a node with the lowest load to replace the failed node while not sacrificing routing performance. Given that, two factors, namely load factor and distance factor, are considered in the process of path recovery. Load factor refers to the willingness of the replica node to accept more multicast workloads considering its current load. Distance factor refers to the distance between failed node and its parent nodes. Thus, we have:
where 1 − c i (t) denotes available capacity of the replica node, and n j=1 Gdist i→Pj denotes the sum of distances from E i to the failed node's parents at time t. The smaller it is, the closer they are. Given the GeoCast construction scheme ensures that a node can reside close to its physical network neighbors in GeoCast network with high probability, choosing a replica node located near tree nodes as replacement node should be a better choice to repair the broken path. It allows the new replacement node to directly subscribe to its physical network neighbors that are already in the multicast group.
By comparing SPF(t) among replica nodes, the node with maximum SPF is selected to take over all failed node's multicast functionalities. To notify such event, update messages are sent out to related nodes so that the new tree node can be included in the tree path and cancel messages are also delivered to other replicas to release the useless replications.
Region Recovery
In this step, we seek to find a living node to take over the service of the island. Rather than searching for the leaf node of the island, we try to merge the free region locally with the help of failed node's neighbors.
Firstly, let the immediate neighbor with smallest region (called agent) check if it can merge the island into its own region. If so, do it and advertise such event to all related nodes around (similar to [27] , in our scheme, only sibling nodes are allowed to be merged so as to keep the system consistency). Otherwise, merging request is initiated and broadcasted to all its neighbors. Those nodes then check theirs region to see if two of them can be merged. If so, merge them and form a new region. Such region inherits all services offered by those two original separated regions and is assigned to one of two owners by considering theirs capacity. It is intuitive that the node with higher available capacity should have a larger region. Correspondingly, the other owner takes over the island. It initializes itself to be a simple node. However, it is common that there is no sibling nodes among those 1-hop neighbors. In such a case, more neighbor nodes on the next hop are considered. This process is repeated until the new region owner is found. If more than one pair of siblings are around island region, the pair with highest unit capacity is elected to handle such failure.
We use Fig.3 to illustrate an example of region recovery in GeoCast consisting of 23 nodes. To get a better perspective, we depict the virtual space as a tree structure. Two leaves are siblings when they share the same parent. In Fig.3, E 12 and E 14 are siblings. If E 12 departs, leaf node E 14 is used to handle E 12 's failure. It merges with island into a single region. For E 17 , leaf node E 20 is elected to repair E 17 's failure in [27] . This is due to no sibling node can be found to recover its failure. But if E 20 also leaves at that time, the recovery of E 17 will be interrupted. This procedure cannot be continued until the leaf node is recovered first. To avoid that, in our scheme, we issue merging request to search two living sibling nodes for region recovery. After E 15 merges E 13 's region, E 13 can take over E 17 's region.
In terms of nodes' functionality in the system, there are three scenarios. • Path Recovery and Region Recovery. This process is initiated by the tree node failures. Both of region recovery and path recovery are needed when a tree node moves out of system. In particular, region recovery in our scheme is conducted in parallel with path recovery so as to avoid the delay of searching a living node to taking over the island region. It allows the service interruptions to be resorted within a short delay.
• Region Recovery and Replica Creation. This is for the replica nodes, but not the tree nodes. Only region recovery is needed in this case. The owner of replica node would reuse the replication scheme and add new replica nodes into its replicatlist, as mentioned earlier.
• Region Recovery Only. This is activated when the simple node fails, which has no responsibility for multicast services or for the tree node failure recovery.
The advantages of the proactive failure recovery are two-fold. First, it achieves fast failure recovery by utilizing the independence between service recovery and connectivity recovery. It avoids the delay of finding a new node to restore the service from interruption, which is especially important for the real time applications like location-based notification. Second, the recovery overhead is greatly reduced by avoiding invoking the operations of service un-subscription and re-subscription. Given the experimental results shown in Section 7, we note that it is worthwhile to pay a small amount of maintenance overhead for achieving fast failure recovery while eliminating the overhead of service overhead.
Discussion
In this section, we briefly discuss several important issues related to the design of the schemes.
File vs Chunk Replication. For simplicity, file replication is employed in this study. We assume each node in the network has a unique collection of multicast session information and small data files that are treated as indivisible objects with uniform size. Those files represent the knowledge of the node about the network (like the traffic state in a vehicle's local region). For any two nodes in the network, it satisfies the condition that to there is no interaction between their collections. For simplicity, file replication is employed in this study. Without loss of generality, the files can be replicated at an unequal number of times, which depends on the hotness of the data files. If there is no node interesting the file of the node, only the multicast session information on the node is replicated to improve node capacity utilization.
The benefit of this scheme is two folds. First, the global cost of deploying replication mechanism is reduced as the tree nodes only place their copies. There might be a vast majority of the nodes that never need to be replicated throughout the whole procedure. Second, it enables nodes with data copies to easily keep consistent with the host nodes without introducing high overhead since only a small amount of information is needed to be updated each time. For the chunk replication, we view it as a component used to further improve the system performance that will be described in detail in the next study.
Periodic vs Emergency Replication. To reduce the replication cost and improve the efficiency of replication, scheduled replica replacement is preferred since this gives the nodes more flexibility in determining the strategy of replica replacement, thus producing better performance. However, this comes with the expense of efficiency (i.e., the average response time of node failure) and reliability (i.e., the number of service interruptions). This obviously obeys the design of the replication algorithm. Therefore, emergency replication is resorted in our work.
Parameter Setting. α, r, K are the parameters introduced to control the tradeoff between the efficiency of the replication and the cost of replica creation and maintenance. Intuitively, the setting of smaller value of α and lager values of r and K provides a better performance at the expense of higher cost. To reduce the cost of replica creation and maintenance, we define the parameter α as in (1) . It allows the nodes to dynamically adapt α to the state of network and the requirements of the system. We use the parameter r to refer to the number of replica nodes placed by the nodes for high reliability. The larger it is, the higher reliability will be achieved. Given the fact that the service reliability can be greatly improved by the use of a small number of replica nodes, we set r = 4, which enables (1−F (s))ds denote the reliability of service node p with replicalist RPS = {E 1 , E 2 , . . . , E r } and the probability of node i in set RPS remaining in the network in next time slot τ . It is clearly seen that the service reliability is greatly improved by the use of a small number of replica nodes. This will also be confirmed by our experimental results in Section 7. The parameter K is a system constant which is configured by default. The purpose of introducing K is to limit the cost of replica selection within a certain level. As suggested by [29] , we set it to 2 in order to limit the replication searching cost within O(4nd 2 − 2nd), where n is the network size can d is the dimension of the GeoCast space.
So far, all our efforts attempt to give a better understanding of the new concepts about the replica placement. In fact, it is possible to optimize the performance of replication scheme by combining with one of the threshold algorithms [30] [31] , rather than just statically configure those parameters as suggested by [19, 26, 29] . We will detail this optimization in our next work.
Performance Evaluation
In this section, we perform extensive experiments to study the efficiency of our schemes proposed in this paper.
Experimental Environment
The experiments in this paper run on 10 topologies that are generated by the GT-ITM topology generator based Transit-Stub graph model [2] . Each topology contains 8 080 routers. At the top level, there are 10 transit domains. In each domain, it contains 8 routers on average, each of which is attached by about 10 stub domains. According to the types of routers, we assign the link latencies by following a uniform distribution on different ranges: [50 ms, 80 ms] for intra-transit domain links, [10 ms, 20 ms] for transit-stub links, and [1 ms, 5 ms] for intra-stub links.
A number of end system nodes with heterogeneous capacities are randomly attached to the routers and organized into the GeoCast overlay network. Similar to [8] , the nodes in the network are assigned with various resource capacities: 5% nodes have 1 000 units of capacity, 15% nodes possess 100 units of capacity, 30% nodes have 10 units of capacity, and the rest of nodes has 1 unit of capacity. The processing capacity of node is proportional to its resource capability. Each unit of resource capacity allows nodes to maintain 10 files in their local memory.
To simulate the service interruptions, a sequence of node failures is generated. By following independent and identical exponentially distribution, the failure time of sequence nodes that is randomly chosen is assigned, which ranges from [0, 60T ] simulated seconds. T = 120 is the parameterized heartbeat period.
Results
In the following subsection, we focus on investigating three main subjects: the effect of multicast construction scheme on the system performance, the efficiency of replication scheme, and the performance of failure recovery scheme. (CANls) [35] [36] in terms of multicast construction cost. We vary system size (N ) from 2 000 to 16 000, group size from 10 to 1 000, and set the group number to 50. Fig.4(a) shows the multicast construction cost of the schemes as a function of system size, where multicast construction cost and system size represent the number of messages generated for multicast tree construction and the number of nodes in GeoCast respectively. We observe that GeoCast multicast mechanism produces much less overhead than neighbor-based mechanism [27] . Unlike CANls, it exhibits a flat curve. As the group size increases, the differences between GeoCast and CANls become more obvious. This benefits from the efficient routing strategy employed by GeoCast. It can always deliver the message to destination within a few steps. While neighbor-based approach employed by CANls has to involve a great quantity of member nodes in the routing path. In such a case, the nodes' resources in CANls are wasted. Fig.4(b) shows how the multicast construction scheme affects the number of nodes involved in the multicast. We can see that GeoCast multicast mechanism constantly outperforms its competition. It includes only a few tree nodes in each multicast group even when there are 1 000 subscribe nodes in the group. This potentially confirms the reason mentioned before. Given that, we discuss our proposed schemes based on GeoCast in the following.
Effect of Multicast Construction Scheme

Effect of Replication
To improve service reliability in the presence of failures in different pattern, we introduce location-aware replication scheme (called NS) into GeoCast. Such a scheme enables nodes to adaptively make replicas with consideration of both replication cost and service reliability. Fig.5 shows the effect of the proposed replication scheme on the quality of services in terms of service interruption number. RT refers to the time required for node initialization right after it is selected as replacement node to take over the island previously owned by the failed node. r refers to the number of replica nodes that are required to be placed by each node in the network. To simulate the node failures occurring in the network, a failure sequence is generated, where each node of the sequence is selected from the system node set randomly and assigned a failure time by following independent and identical exponentially distribution. We use the term failure probability (FP) to denote the faction of nodes failed at the runtime. The value of FP ranges from 0 to 1. For example, if FP is set to 0.60 and system size is set to 16 000, 9 600 nodes will leave from the system at runtime.
From the results in Fig.5 , we observe three interesting facts. First, with growth of RT, the number of service interruptions increases. This is because the probability of both the nodes and their replicas fail in a short time interval is higher when RT is larger. In such a case, more multicast services interruptions occur and greatly reduce the quality of services. It is common that the messages disseminated along the multicast trees may suffer from long latency before reaching the destination, and a large amount of re-subscription requests is issued for service recovery. To avoid this, lower RT is preferred. Second, we find that the number of service interruptions significantly drops as the time increases. This is due to the fact that majority of service interruptions occur at the beginning stage of simulation. Third, it is important to note that the metric become smaller when r is larger. When it increases to 4, the number of service interruptions is steadily below 10, even with RT = 80 s. It indicts the effectiveness of the proposed replication scheme. To provide insight into the efficiency of the proposed replication scheme, we compare it to three schemes, the neighbor-based replication scheme (Neighbor) [8, 32] , the random replication scheme (Random) [33] [34] , and the hybrid replication scheme (Neighbor & Random). The major difference between those schemes is in the replica creation: 1) Neighbor: it favors to place data copies on the nodes located in adjacent area so that the replica creation and management can be proceeded while keeping overhead low; 2) Random: in the random replication, each node sends replica creation requests to a set of nodes in a random manner, and chooses the nodes with available capacities as replica nodes according to the responses; 3) Neighbor & Random: it is simply an extension of Neighbor and Random, which is exploited to improve the service reliability provided by Neighbor and reduce the high cost incurred by Random. In this scheme, neighbor and random replicas are created, where the exploring of random replicas allows the services provided by the unreliable nodes to have a higher probability of surviving than that of neighbor replicas. Fig.6 shows the success rate for a varying system size. Success rate refers to the ratio of the number of recoverable failures to the number of failures happened at runtime, where recoverable failure refers to the node failures that can be restored by one of its replicas when the node failure occurs. For a system with a certain number of node failures, the larger recoverable failure is, the higher success rate it has. The results in Fig.6 lead to two observations. First, Random yields a better performance than the other schemes. This benefits from the exploiting of random replicas. Those nodes have higher probability to remain alive even facing high churn rates. Second, compared to Neighbor & Random and NS, Neighbor performs poorly in terms of success rate. This is because the nodes in Neighbor are likely to place replicas on the neighbor nodes. It leads the services on the top of nodes to be vulnerable to the centralized failures. In such a situation, it is less likely to restore the services from interruptions by searching the living replica.
As the results shown in Fig.5 , we find that the performance of the replication schemes with parameter heavily depends on the setting of parameter r. The larger r is, the more messages are generated. This reduces the network resource utilization. To avoid that, an efficient replication scheme should be able to employ "enough" replicas while keeping the cost low. In the following experiment, we study how the system size and replica number affect the replica creation cost for the replication schemes. In Fig.7 , we observe that both Neighbor and NS achieve better performance than the others in overhead. This is because the majority of qualified replicas are discovered within 2 levels. But with the growth of r, the overhead of Neighbor increases. In such a case, more request messages are issued from the nodes for replica selection, which may lead to a poor application performance in scalability. Instead of sending more request messages, NS adaptively tunes its parameter and makes more replicas on the shortcut nodes. It not only reduces the replica selection cost, but also enhances the reliability of services in some sense. In addition, we notice that the number of the service interruptions is steadily small when setting r to 4, as shown in Fig.5 . Thus, we set r to 4 in the following discussion. Fig.8 depicts the recovery latency as a function of failure probability FP. Recovery latency refers to the interval between the time when a node detects a failure event to the time when the new responsible node offers to serve as the owner of island. We vary FP from 0.2 to 0.8 in a 16 000-node network to evaluate the performance of different recovery schemes in a dynamic environment. We use LS and NBS to denote the leaf-based and neighbor-based failure recovery scheme, respectively. In Fig.8 , we observe that NBS steadily achieves better performance than LS. In all cases, NBS needs to take less time to recover the interrupted service than LS. With the growth of FP, the performance improvement of NBS is more pronounced. This indicts that NBS is more robust than its competitor in dealing with the node failures. 9 provides a better understanding of the efficiency of NBS using three metrics: maximum, minimum, and average recovery latency. In particular, the maximum recovery latency refers to the time required for recovering services from interruption in the worst case. The results show that NBS greatly reduces the maximum recovery latency than LS. This is because of its two unique features. First, NBS conducts path recovery in parallel with region recovery, which reduces the recovery latency of services. Second, the mechanism of island owner selection in NBS enables the regions to be re-adopted within a small area, which limits the communication cost caused for searching qualified node and shorts the service recovery time, as shown in Table 1 . RF and URF refer to the recoverable failure and unrecoverable failure, respectively. We can see that all node failures can be recovered within 3 hops in all cases. For LS, when we set FP = 0.8, 41.08% of the failures is unrecoverable at runtime. This is because that the failures cannot be recovered until the alternative nodes are fetched in LS. 
Effect of Failure Recovery Scheme
Conclusions
In this paper, we present two schemes to support reliable and scalable group communication services in a distributed manner. They are derived from the two observations. The first one is that the location of replicas plays an important role in the strategies of replica placement. In general, the replicas located in adjacent area have advantages in reducing the replication overhead while the remote replicas are more likely to remain alive even facing high churn rates. The second one is that the efficiency of failure recovery dominates the quality of the services throughout the whole group communication session. By taking into consideration replica location and the independence between service recovery and structure recovery in time domain, our proposed schemes improve the reliability of the services while keeping the overhead and recovery latency low. Finally, we demonstrate the effectiveness and efficiency of the purposed schemes using large-scale simulations. Our work on fault tolerance and recovery for group communication services in distributed networks continues along three directions. First, instead of deterministically deciding the value of the number of replicas, an adaptive threshold algorithm will be explored to improve the flexibility and practicability of the proposed replication scheme. Second, in this work, we focus on how to efficiently place data copies on the neighbor and shortcut nodes and use them to achieve quick failure recovery. One interesting problem for future research is to study the relationship of replica nodes in the distributed network for eliminating redundancy in replica placement and synchronization. Third, performing real time service failure recovery is another interesting yet challenging problem. To address this, the characteristics of real time services will be needed to be identified and intelligently utilized in the procedure of replica placement.
