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ВВЕДЕНИЕ
Для линейных автономных дифференциально-разностных систем запаздывающего типа 
критерий спектральной управляемости [1] является необходимым и достаточным для разре­
шимости задачи назначения системе конечного спектра [2-4]. В работах [5-7] для таких систем 
с одним входом при условии спектральной управляемости строились регуляторы, обеспечиваю­
щие замкнутой системе полное успокоение, конечный спектр и асимптотическую устойчивость. 
В работе [8] предлагался регулятор с обратной связью переменной структуры, обеспечивающий 
успокоение решения многовходной системы запаздывающего типа с соизмеримыми запаздыва­
ниями в состоянии и управлении, при этом свойство спектральной управляемости не являлось 
необходимым. Обобщение задачи Красовского об успокоении системы с запаздыванием [9] для 
различных классов систем проведено в работах [10-13].
В настоящей работе решается задача построения регулятора с обратной связью по состо­
янию, обеспечивающего успокоение решения многовходной линейной автономной дифферен­
циально-разностной системы нейтрального типа с соизмеримыми запаздываниями. Отличи­
тельной чертой предлагаемого исследования является возможность его реализации для не 
полностью управляемых объектов [13, 14], что для систем запаздывающего типа равнознач­
но отсутствию свойства спектральной управляемости. Предложенный регулятор как функция 
состояния системы имеет переменную структуру, что позволяет эффективно использовать его 
не только для успокоения решения [8, 15], но и для решения задачи модальной управляемо­
сти [16].
1. ПОСТАНОВКА ЗАДАЧИ
Объектом исследования является линейная автономная дифференциально-разностная сис­
тема нейтрального типа с соизмеримыми запаздываниями
x(t) — Dii(t — ih) = — ih) + Bju(t — ih)), t > 0, (1')
2=1 2=0
где x — вектор непрерывного кусочно-дифференцируемого решения, и - вектор кусочно­
непрерывного управления, Di G R”x”, i = l,m, Ai G Rnx”, Bi G R”xr, i = 0,m; h > 0 - 
постоянное запаздывание. Начальное условие для системы (1') x(t) = T](t), u(t) = u°(t), 
t G [—mh.,0], функции t G [-mh,0], предполагаются непрерывной кусочно­
дифференцируемой и кусочно-непрерывной соответственно.
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Обозначим D(A) = ААг, А(Л) = 52™0ДАг, ~ е Rfcxfe - еди­
ничная матрица, А - оператор сдвига (Afef (t) = f(t — fc/i)) и запишем исходную систему (1') 
в виде, более удобном для дальнейшего изложения:
(Еп - D(X))x(t) = А(А)жЦ) + B(A)u(t), t > 0. (1)
Под задачей успокоения решения системы (1) будем понимать задачу выбора управления 
u(t), t > 0, такого, что
x(t) = 0. t > tlf (2)
где ti > 0 - некоторый фиксированный момент времени (один и тот же для всех начальных 
условий). Цель исследования - замкнуть систему (1) регулятором с обратной связью по состо­
янию и = u(x(t),... ,x(t — eh),x{t — h),..., x(t — eh)) (e G N - некоторое натуральное число) 
так, чтобы выполнялось тождество (2).
Регулятор, обеспечивающий тождество (2), будем строить в виде трех последовательно 
соединенных контуров, первый из них описывается уравнениями
u(t) = Tip{t) + f1(t), ЦЦ) = — h) + v2(t), t > 0, (3)
второй контур - уравнениями
v(t) = y(t) + w\t), y(t) = Lx(X)x(t) + Ly(X)y(t) + w2(t), t > 0, (4)
а третий контур - уравнениями
w(t) = Mf(A)x(t) + My(X)y(t) + M?(X)z(t),
(5) 
z(t) = M%(X)x(t) + My(X)y(t) + (X)z(t), t > 0,
где
ТеГХГт, S6RrrXri’, v = col[v1,v2], i?€Rr, «2бГт,
у — col [у1, у2], у1 G Rr, у2 G R'"r. w = col[wx, w2], w2GRri, г = 1,2,
77(A) GRnxn[A], L^(A) G Г1ХГ1[А], £ж(0) = 0n xn, 77(0) = 0nxn
(здесь и далее 0fc1Xfc2 G RfclXfc2 - нулевая матрица),
HGtf, M^X) Gl2riXn[A], My(X) G R2riXri[A], 7((A)GR2r|XS[A],
M%(X) G Rsxn[A], A4(A) G Rsxri[A], M^X) G RSXS[A]
(RfclXfc2[A] - множество матриц размера A-| x Ay. элементы которых являются полиномами 
переменной А с действительными коэффициентами), ту,и = г + гт - некоторые натураль­
ные числа. Считаем, что функции x(t), t < mh, y(t), z(t), t < 0, и ^(t), t < 0, любые 
непрерывные кусочно-дифференцируемые и кусочно-непрерывная соответственно.
Поясним, что будем понимать под системой (1), замкнутой регулятором (3)-(5). Обозначим
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где матрица S“(A) - первые г строк матрицы Si(A), S^(A) - следующие гт строки S2(A) - 
оставшиеся строки матрицы Si (А). Подставим переменную w, определяемую первым урав­
нением в (5), в (4), после этого полученную величину v подставим в (3) (т.е. исключим из 
равенств (3)-(5) функции v и w). В итоге регулятор (3)-(5) запишем в виде
u(t) = y\t) + Su(A)X(t) + = S^(t — H) + y2(t) + S^(A)X(t),
(6) 
= La:(A)i(i) + ^(A)y(t) + S2(A)X(t), z(t) = S3(A)X(i), t > 0.
При любой начальной функции ^(t), t < 0, на каждом полуинтервале (kh,(k + 1)/ф 
к = 0,1,..., функция -ф(к) выражается через величины Х(т), у2(т), т < t, согласно вто­
рому (разностному) уравнению в (6). После ее подстановки в первое уравнение в (6) получим 
функцию u(t), t Е (kh, (к+ l)h], зависящую от Х(т), у(т), т которая в совокупности с 
двумя последними уравнениями в (6) определяет регулятор на полуинтервале (АД, (к + 1)/ф 
Замыкая им систему (1), на полуинтервале (kh, (к + l)/i], к = 0,1,..., получаем линейную 
дифференциально-разностную систему нейтрального типа с соизмеримыми запаздываниями. 
На следующем полуинтервале описанный процесс повторяется. Определенную таким образом 
при t > 0 систему будем называть системой (1), замкнутой регулятором (6) (или, что то же 
самое, регулятором (3)—(5)), а под ее решением будем понимать функцию A"(t), t > 0. Отсюда 
также следует, что на каждом полуинтервале (kh, (к + l)h], к = 0,1,..., регулятор (6) как 
функция состояния X замкнутой системы изменяет свою структуру. Далее покажем, что, 
несмотря на переменную структуру регулятора (6), замкнутая система (1), (6) при t > mh 
будет линейной автономной дифференциально-разностной системой нейтрального типа с со­
измеримыми запаздываниями и конечным спектром.
Задача 1. Требуется указать условия существования регулятора (6) и схему замыкания 
им системы (1) так, чтобы для решения замкнутой системы (1), (6) выполнялось тождество 
(2) независимо от начального условия.
Замечание 1. Если для любого начального условия системы (1) существует управление 
u(t), t Е (0,Д — mh], обеспечивающее тождество (2) при условии u(t) =0, t > Ц — mh, то 
система (1) называется [13, 14] полностью управляемой. Обратим внимание, что в задаче 1 
требование u(t) = 0, t > Ц — mh, отсутствует.
Замечание 2. Критерий полной управляемости системы (1) определяется [13, 14] одно­
временным выполнением условий
rank[p(En - Р(е-р/г)) - A(e-ph),B(e~ph)] = п, р Е С, гапк[Ь'п - £>(А), В(А)] = п, А Е С, 
где С - множество комплексных чисел. Далее будет показано, что условия существования 
регулятора (6) являются более слабыми по сравнению с критерием полной управляемости.
2. ОСНОВНОЙ РЕЗУЛЬТАТ
Для формулировки основного результата нам понадобятся следующие обозначения. 
По аналогии с работами [8, 10-13, 15, 16] рассмотрим последовательность векторов 6^, 
к = m,m + 1,..., которая является решением разностного уравнения
m
BoSk + Y^BiSk^i = 0, к = m,m + 1,..., (7)
i=l
порождаемого начальным условием 6, = £г-, i = 0, m— 1. Последовательность 6^, к = 
= m,m + 1,..., определяемая уравнением (7), существует в том и только в том случае [10], 
когда 5m-i = TjC, i = l,m, где Д Е В'гХ’'7' - некоторые матрицы, с Е R'"' - произволь­
ный постоянный вектор (один и тот же для всех матриц Д ). Метод построения матриц Д 
приведен в работах [10, 12, 13], поэтому здесь его не описываем. Отметим, что его реализа­
ция всегда возможна и заключается в решении конечного числа однородных алгебраических 
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систем. В соотношениях (6) и далее полагаем Т = Тт. Матрицу S G ВГ', УГ7' регулятора (6) 
определим как решение системы уравнений
т
BqTiS + УВД, = Onxr-г; T/.S = Tfc_i, k = 2,m,
i=i
разрешимость которой следует из определения матриц Д. Заметим, что выполняется ]>авси- 
ство £™()ВгТ5"'-г = ()nxn.. ___
Определим матрицы Bq = ВоТ, В^ = Bi_iS + ВД, i = l,m. Заметим, что Вт = 
= = Опхгт- Обозначим
тп т
В(Х) = £ ДА\ G(A) = [В(А), В(А)] = СД,
г=0 i=0
где Gi = [Bt, Bi], i = 0,m.
Теорема 1. Задача 1 разрешима тогда и только тогда, когда одновременно выполняются 
следующие условия:
rank[p(Bn - Р(е-рЛ)) - A(e~ph), G(e~ph)[ = п, рЕС, (8)
rank[E„ - П(А), G(A)] = п, А е С. (9)
Доказательство. Необходимость. Условия (8), (9) являются [13] необходимыми для су­
ществования программного управления u(t), t > 0, удовлетворяющего тождеству (2) для 
любого начального условия системы (1). Значит, они необходимы и для существования соот­
ветствующего управления типа обратной связи.
Достаточность условий (8), (9) следует из алгоритма синтеза регулятора (6), который 
приведен и обоснован в п. 3.
3. АЛГОРИТМ СИНТЕЗА РЕГУЛЯТОРА (6)
3.1. Синтез первого контура. Первый контур регулятора строится так, чтобы: 1) свести 
исходную систему (1) к системе (1), (3) с новым управлением и, которая в отличие от исход­
ной системы (1) обладает свойством полной управляемости; 2) обеспечить принадлежность 
замкнутой системы (1), (6) к классу линейных автономных дифференциально-разностных 
систем нейтрального типа с соизмеримыми запаздываниями. Покажем, что матрицы Т и 
S, входящие в структуру первого контура регулятора (6) и выбранные в п. 2, обеспечивают 
указанные свойства.
Лемма 1. Пусть управление u(t), t > 0, определяется соотношениями (3), a x(t), 
t Е - решение системы (1)-(3). Для того чтобы функция т(1), t > mh, являлась
решением системы (1), (3) при t > mh, необходимо и достаточно, чтобы она удовлетворяла 
системе
(Еп — D(A))x(f) = A(A)x(t) + _В(А)Д(1) + B(A)v2(£), t > mh.
Доказательство. Рассмотрим следующую цепочку равенств:
т т
В(Х)Тф(Д = В0ТфД + У ВДТДД = ВДД) + Ей- В^ХДД = 
г=1 г=1
т т т—1
= увгхУб) -Уёддхдд) = у ВД(ЕГТ - вХДД) = В(Х)иД).
г=0 г=1 г=0
Пусть x(t), t > mh, - решение системы (1)-(3). Для доказательства необходимости условия 
леммы следует в систему (1) подставить управление, определяемое равенствами (3), и учесть 
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приведенную выше цепочку равенств. Для доказательства достаточности надо повторить эти 
же рассуждения, но в обратном порядке. Лемма доказана.
Приведем
Пример 1. Уравнение x(t) — x(t — h) = и(ф) — u(t — h), t > 0, не обладает свойством 
полной управляемости. Пусть первый контур регулятора имеет вид
u(t) = ip(t) + r1(t), Д(1) = ip(t — /г) + v2(t), t > 0.
Тогда, исключив функцию ф, получим уравнение x(t) — x(t — h) = vl(t) — vl(t — E) + v2(t), 
t > h, которое определяет функцию x(t), t > h, и обладает свойством полной управляемости.
Рассмотрим регулятор (6). Обозначим S^(A) = col[>S'u(A), S^(A)].
Следствие 1. Для того чтобы функция X(t), t > mh, была решением системы (1), 
(6), необходимо и достаточно, чтобы она удовлетворяла линейной автономной дифференци­
ально-разностной системе нейтрального типа с соизмеримыми запаздываниями
(Еп - D(A))i(t) = A{X)x{t) + G(A)(y(t) + S$(A)X(t)),
y(t) = ВДА)т(г) + L^A)y(t) + S2(A)X(t), (10)
z(t) = 5з(А)АД), t > mh.
Замечание 3. В качестве матрицы G(A) можно взять линейно-независимые столбцы мат­
рицы [В(А), В(А)], которые предварительно можно привести к более простому виду с по­
мощью элементарных преобразований.
3.2. Синтез второго контура. Второй контур строится так, чтобы обеспечить замкнутой 
системе (1), (3), (4) характеристический квазиполином запаздывающего типа. Этого можно 
добиться, если выбрать матрицы £Ж(А), Ly(X), удовлетворяющими тождеству
det[Enr - Л(А)] ее 1, (11)
, пг = п + Обоснуем возможность такого выбора.ч Г£»(А) G(A)’где Л (А) - LX^ Ly^
Лемма 2. Для того чтобы существовали полиномиальные матрицы Lx(Xj = ,
Ly(X) = Lj e Rnxn, Ly G Rrixri, Lx(0) = 0rixn, ВД0) = 0nxn, обеспечиваю­
щие выполнение тождества (11), необходимо и достаточно выполнения условия (9).
Доказательство. Доказательство необходимости затруднений 
приводится. Докажем достаточность. Определим матрицы
не доставляет, поэтому не
Г Bl Erri—1 Dm Gm-1 Gm
Еп Onxn ОпХП Onxn • • 0nxri Onxn
ОпХП ... En ОпХП Onxn 0nxri Onxri
On xn On xn O74 XTZ Onxri 0ri xn On xn
On xn On xn On xn Eri • ■ 0Г1 ХГ1 On xn
_0n x n On xn On xn Onxn Eri On xn.
G co1[Gq,[■|П/Г|, ЕГ1,0(т_!)Г1 ХГ1]- 
Сначала докажем, что из условия (9) следует, что
гапк[Лто„г — DX, G] = mnr, A G С. (12)
Предположим противное: условие (12) нарушается при некотором А = со G С (со Д 0). Тогда 
найдется ненулевой вектор q = со1[щ,..., q^m], qi G Cn, i = l,m, qi G Cn, i = m + 1,2m, 
такой, что
Q (Дтпг -Dcq) — 0ixmjjr, qG — 0ixri, (13) 
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где штрих обозначает операцию транспонирования. Положим
Е*(Х) = col[Pn, ХЕп,..., Х^т-^Еп, 0Г1ХИ,..., 0Г1Х„], Е* е СтПгХп,
Р*ДА) = col[0nxri,... ,0пХГ1,Рп, АРП,..., А^Ч]- Р„ е СтПгХГ1 
В силу равенств (13)
q'(Emnr - Dcq)E^co) = q'(En - = Qlxn,
q (Emrir Dco)E**(co) — д ( ' Gj(co) j |i — Oixri;
' i=i '
q'lGo + q'm+1 = 01 ХГ1 •
Последние три равенства противоречат условию (9). Равенство (12) доказано.
Из условия (12) следует, что
rank[G, PG,..., bn,miG] = rank[G, DG,..., DnrTn^G, ЬПгШ].
Тогда в силу равенства (14) найдется матрица Lxy = [Lx,..., Lx,..., !&], Lx 
L? € WTxn. i = l,m, такая, что имеет место тождество
(14)
det[Emn_ - (Р + G£^)A] ее 1.







где D® G Rpxp, G^ G ]Rpxri, размеры блоков D®, N® очевидны. Непосредственной провер­
кой можно убедиться в том, что
rank[Gf, D^G®,= р.






det[Emnr_p - NqX] = 1.
Из равенства (16) следует существование матрицы L® G ВГ|Хр такой, что
det[Ep - (Рх + Gf L?)А] ее 1.
Для ее построения достаточно привести матрицу Р^ к блочно-треугольному виду с диаго­
нальными блоками в форме Фробениуса. Положим Lxy = [L®, 1, где L® G Rrix(mn’--p) _
1 ее det[P„m, - (Р + GLxy)X] =
любая матрица. Тогда
det[Pmnr - (Р + GLxy)X] = det[Ep - ф® + G?L?)А] det[Emn,... р - №\] = 1.
В тождестве (11) положим ТДА) = LJA-7, Ly(X) = J2j=i TjA-7. Покажем, что опреде­
ленные таким образом матрицы LX(X), ЕУ(Х) обеспечивают выполнение тождества (11). Для 
этого проведем элементарные преобразования над определителем (15) и применим теорему 
Лапласа так, чтобы имела место следующая цепочка равенств:
ДИФФЕРЕНЦИАЛЬНЫЕ УРАВНЕНИЯ том 52 № 3 2016
РЕГУЛЯТОРЫ УСПОКОЕНИЯ РЕШЕНИЯ 397
(к блоку определителя, состоящего из первых п строк, прибавим блок определителя, состав­
ленного из строк с номерами от тп + 1 до тп + гх и умноженного слева на матрицу Go )












0п х п —ЕпХ En Onxn Onxn Onxndel —L^X ~LxmX ЕГ1 -1%Х .. -Ч.-Ц ~LymX
On хп 0Г1хп On xn —ЕГ1Х 0Г1хп On xri
Оп хп 0Г1хп On xn Or j xn —ЕГ1X Eri _
т т m 1
Еп -ED<A< .. ■ - Е л дг—(m—2) -DmX -Go -EG.A’ ■ ■ ■ —GmX
2 = 1 г=пг—1 i=l
0«ХП Опхп Onxn Onxn
Опхп Опхп En Onxn Onxn
т т 771
- ■ - Е L> дг—(m—2) -L-mX Eri -E£P’ ... —Lу \ mA
i=l i=m—l i=l
Orj хп Ог^ХП On xn 0ri xn • • • 0Гг xn







3.3. Синтез третьего контура. Третий контур регулятора строится так, чтобы у замкну­
той системы (1), (3)-(5) вырождались первые компоненты ее фазового вектора, соответству­
ющие компонентам исходной системы (1), т.е. выполнялось тождество (2). В данном случае 
удобнее выбрать матрицы Su (A), S^(A), 5з(А), S3 (А) регулятора (6), которые обеспечат сис­
теме (10) свойство [17] точечной вырожденности в направлениях gi = col[0,..., 0,1,0,..., 0], 
i = l,nr + s — 1 (где единица стоит на г-м месте). Поэтому отдельно записывать матрицы, 
входящие в структуру третьего контура регулятора (3)—(5), нет необходимости.






Из условий (8), (11) следует, что
гапк[р(Пг - Р(е-^)) - Л(е“р/г), 5(е-^)] = nr, рЕ С. (17)
Обозначим через П(А) матрицу, обратную матрице (ЕПг — £>(А)), Л(А) = Л(А)П(А). Вейлу 
тождества (11) матрица П(А) унимодулярная, поэтому из равенства (17) следует, что
гапк[рЕПг - Л(е-р/г), B(e-ph)] = nr, р& С. (18)
Пусть В(А) = [ф(А),... ,&2гх(А)]. Выберем любые 9 (в < 2щ) столбцов матрицы В(А) 
так, чтобы выполнялись следующие равенства:
rank [Гц, (А),..., Лгг1'1(А)Б51(А)] = пх,
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rank[iS1 (А),..., A^~\X)bS1 (А), A"1 (A>S1 (А)] = щ, 
rank[6S1 (А),..., Arii' (АК (А)Л2(А),..., Ап'2'(А)Б52(А)] = щ + п2, 
rank[6S1(A),..., A”1-1(AK(A)JS2(A),... , ^«(А), ЛП2(А)^2(А)] =пг + п2, ....
rank[6S1 (А),..., А711 “х (A)6S1 (A),bS2 (А),..., А "2-1 (X)bS2 (А),..., bSe (А),..., АПв1 (X)bSf> (А)] =
= п,1 -f- ... ~Ь пд = пг .
Обозначим
ВЛ(А) = [bS1(A),..., Л?11”1(А)Ь51 (A), 6S2(A),..., A"2_1(A)bS2(A),..., 6S0(A),..., ЛПв“1(А)65в(А)]. 
Учитывая, что гапкВл(А) = пг, построим квадратную полиномиальную матрицу F(X), 
detF(A) = const 0, такую, что матрица F(A)B^(A) будет иметь следующую структуру:
В(А)ВЛ(А) =
’0 0 . *“
0 * . . *
_* * . • *_
где звездочкой обозначены некоторые полиномы, причем полиномы, стоящие на побочной диа­
гонали, отличны от тождественного нуля. Заметим, что умножение матрицы ВЛ(А) слева на 
матрицу В (А) равносильно элементарным преобразованиям ее строк. Положим
AF(A) = F(A)A(A)F-1(A), BF(X) = F(A)B(A), bF(X) = F(X)bSi (A)
и выберем вектор 7 6 B2r'J такой, что bF(X) = BF(X\y. В силу равенства (18) существует [3] 
матрица К(Х) Е R2riXnr[A] такая, что
rank[pB„r - AK(e~ph), bF(e~ph)] = nr, pE C, (19)
где AK(X) = Af(X) + Bf(A)F(A).
Дальнейшие рассуждения будут более понятными, если ввести вспомогательную систему
iF(f) = AK(A)a?F(t) + 6F(A)zp(£), zF(t) = uF(t), t > 0, (20)
где col[xF, - решение системы (20), uF - скалярное управление. В силу равенства (19)
°]=„г + 1, ₽ес,
01Х„г р 1
т.е. система (20) является спектрально управляемой [1]. В работах [5-7] показано, что линей­
ную автономную дифференциально-разностную систему с одним входом при наличии свойства 
спектральной управляемости всегда можно замкнуть линейной обратной связью, обеспечива­
ющей ее точечную вырожденность в направлениях, отвечающих компонентам разомкнутой 
системы. Используя методику работы [5], замкнем систему (20) регулятором
uF(t) = Bn(A)a:F(t) + Ri2(X)zF(t) + Bi3(A)zF(t),
(21) 
zF(t) = R2i(X')xF(t) + R22<X)zF(t) + B23(A)zF(t), t > 0,
где
Bn(A) E Rlxnr[A], Bi2(A) E R1X1[A], B13(A) G R1 x[A],
B2X(A) G R(s“1)xnr[A], B22(A) G R(s“1)x1[A], B23(A) G r(*-i)x(s-i)[Д].
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Параметры регулятора (21) выберем таким образом, чтобы замкнутая система (20), (21),
т.е. система
XF(t) Лк(А) bF(X) 0nrx(s-i) xF(t)
= «11(A) «12(A) «13(A) zF(t)
«21(A) «22(A) «23 (A) _ 4(t)_
(22)
стала точечно вырожденной [17] в направлениях gt. i = l,nr + s — 1, т.е. найдется момент 
времени Н > 0 такой, что
xF(t) = 0, col[a?F(f),-Zp(f), ^p(f)] = 0, t>ti, i = nr + 1, nr + s - 1, (23)
каким бы ни было начальное условие системы (22). Кроме того, согласно [5] алгоритму по­
строения регулятора (21), система (22) будет иметь конечный спектр, возможно, содержа­
щий инвариантные спектральные значения [6]. Если такие значения отсутствуют, то спектр 
системы (22) и соответственно замкнутой системы (1), (6) может быть выбран произволь­
ным. В случае комплексно-сопряженных инвариантных значений два последних уравнения 
регулятора (21) могут содержать [5] дробные запаздывания h/гл и - некоторое натуральное 
число. Соответственно в операторную запись этих уравнений вместо А будет входить Xk/V : 
дАт/^у^) _ р - натуральное число.
Замечание 4. Если вектор 6р(А) = bF постоянный, то паре матриц {Лд-(А), bF} можно 
поставить в соответствие систему вида (20) размера пг невырожденным преобразованием 
переменных с постоянной матрицей U такой, что UbF = col[0,... ,0,1].
Рассмотрим систему (10) и регулятор (6). Положим
5^(А) = [2?Г1,0Г1Хп][1Г(А)^(А)(^г - Р(А)),7,02Г1Х(8_1)],
«“(А) = [Ег,0ГХГт ^(А) = [0ГтХГ, ErT]S^X),





3.4. Обоснование точечной вырожденности системы (10). Как показано выше, ре­
шение X(f), t > mh, системы (1), (6) определяется системой (10). Поэтому если у системы 
(10) будут вырождаться не менее п первых компонент, то это значит, что регулятор (6) обес­
печивает выполнение тождества (2).
Утверждение 1. Система (10) является точечно вырожденной в направлениях gt, 
i = 1, nr + s — 1.
Доказательство. Систему (22) запишем в виде
X(t) = A(A)X(t), t > 0, (24)
где X(t) = со1[тр(£), Zp(t), 2p(t)], а матрица Л(А) очевидным образом определяется из систе­
мы (22). Обозначим F(X) = diag[E1(A), Es] и заменой переменных X(t) = Ё(А)Х(1) систему 
(24) приведем к виду
X(t) = Л(А)Х(1), t > 0, (25)
где Л(А) = «^1(А)Л(А)Р(А). Обратим внимание, что первые nr + s — 1 компонент вектора 
X(f) при t > f 2 > fi (t2 >0 - некоторый момент времени) тождественно равны нулю. Положив 
X(t) = diag[Anr — D(X), Es]X(t), получим систему (10), первые nr + s — 1 компонент которой 
удовлетворяют тождествам
[ЕПг - О(А)]со1[аД),у(1)] ее 0, g'X(t) = 0, t > t2, i = nr + 1, nr + s - 1, (26) 
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где t<2 = min{t2,w/i}. Представим матрицу Й(А) в виде £>(А) = 52™ х Ь{А1. Di - некоторые 
матрицы. Обозначим
x(t) = col[x(t), y(t),... , x(t — (m — l)/i), y(t — (m — 1)h,)],
Г by . Dm~y Ьт
ЕПг • • ОпгХПГ 0пг ХПГ
_^nr X Пг Епг 0пг >-пг_
На основании первого из тождеств (26) заключаем, что функция х удовлетворяет разностному 
уравнению
ж(4) = Dx(t — h), t > t2- (27)
Используя теорему Лапласа для определителей и тождество (11), доказываем равенство 
det[ЕтПг — DX] = 1, т.е. матрица D нильпотентная. Обозначим через £ индекс нильпотент­
ности матрицы D = 0ТОПгХтПг ). Из системы (25) в силу нильпотентности матрицы D
следует, что x(t) — D^x(t—K) = 0, t > t2+(£—1)^- Доказательство завершаем использованием 
второго тождества из (26). Утверждение доказано.
Замечание 5. Поскольку система (10) имеет конечный спектр (совпадающий со спектром 
системы (22)), то функции x(t), y(t), z(t) с течением времени сглаживаются. Это является 
существенным при построении непрерывной операции восстановления текущего состояния X 
системы (10) [13, 14].
4. ОБСУЖДЕНИЕ РЕЗУЛЬТАТОВ
В работе получены условия существования и метод построения регулятора с обратной 
связью по состоянию, обеспечивающего успокоение решения исходной (разомкнутой) системы, 
а также конечный спектр и нейтральный тип замкнутой системы. Из работы [13] следует, что 
ослабить условия существования регулятора, обеспечивающего выполнение тождества (2), за 
счет смены его типа невозможно. Остановимся на некоторых моментах построения регулятора 
и приведем пример.
1. В работе [16] приведены условия, при которых для пары матриц {P(A),G(A)} суще­
ствует полиномиальная матрица L(A) G хп[А], L(0) = 0Г1Хп, такая, что
det[£n - (£>(А) + G(A)L(A))] = 1.
Данные условия являются более жесткими по сравнению с условием (9), однако если они 
выполняются, то размер регулятора (6) можно уменьшить. Для этого второй контур надо 
записать в виде v(t) = L(A)®(t) + w(t). При этом регулятор (6) примет вид
u(t) = Li(A)i(t) + Su(A)X(t) + 'ф(1) = Si^t - h) + £2(A)±(t) + S,/'(A)X(t),
z(t) = S3(A)X(t), t > 0,
где L(A) = col[Li(A), L2(A)], X = со1[ж, z\. Чтобы уменьшить размер второго контура регуля­
тора, целесообразно рассмотреть отдельно соответствующие блоки пары матриц {D(A), G(A)} 
и к некоторым из них применить результаты работы [16], а к некоторым - рассуждения п. 3.2. 
Такую ситуацию иллюстрирует приведенный ниже пример 2.
2. При выполнении условий (8), (9) можно наряду с тождеством (2) и конечным спектром 
обеспечить замкнутой системе (10) еще и асимптотическую (которая в силу конечности спек­
тра влечет за собой экспоненциальную) устойчивость. Для этого рассмотрим систему (20). 
Поскольку для данной системы выполняется условие полной (спектральной) управляемости, 
ее можно [6, 7] замкнуть интегральной обратной связью так, чтобы обеспечить не только 
ДИФФЕРЕНЦИАЛЬНЫЕ УРАВНЕНИЯ том 52 № 3 2016
РЕГУЛЯТОРЫ УСПОКОЕНИЯ РЕШЕНИЯ 401
выполнение тождества (23) и конечный спектр, но и асимптотическую устойчивость (см. ра­
боты [6, 7]). Взяв эту обратную связь вместо регулятора (21), получим аналог регулятора (6), 
содержащий в своей структуре интегральные составляющие, но лишь от одной вспомогатель­
ной переменной.
3. В структуру регулятора (6) входит алгебраическая связь, определяющая динамику изме­
нения функции Д Поэтому входное воздействие и на каждом полуинтервале (А:/г, (к + 1)/ф 
к = 0,1,..., меняет свою структуру как функцию состояния замкнутой системы. Можно 
показать [8], что если для системы (1) не выполняются условия полной управляемости (см. за­
мечание 2), то построить регулятор постоянной структуры невозможно. Однако если система 
(1) обладает свойством полной управляемости, то ситуация меняется на противоположную.
4. Пусть система (1) обладает свойством полной управляемости. Тогда построение регуля­
тора можно начинать сразу со второго контура, т.е. положить и = v. В результате регулятор 
(6) примет вид
u(f) = y(t) + Su(X)X(f), y(t) = Lx(X)x(t) + Lv(X)y(t) + S2(X)X(t), z(t) = S3(X)X(t), t > 0.
5. Пусть система (1) обладает свойством полной управляемости и Во 0, Вг = 0, г = 1, т, 
т.е. управление не содержит запаздывание. Тогда [16] существует матрица L(A) G 17'ХП[А], 
Z(0) = 0гхп, такая, что <1е1[Д( — (Д(А) + В0В(А))] = 1. В этом случае во втором контуре 
можно сразу положить v(t) = L(A)i(t) + w(t) и перейти к построению третьего контура. 
В результате получим регулятор вида
u(t) = L(A)i(t) + S2(A)X(f), i(t) = S3(A)X(t), t > 0,
где X = col[x, z].















управляемости, указанные в замечании 2.
1
0
В данном случае нарушаются два условия полной 
Строим [10] матрицы Д = 00
0 1
0 0 (в общем случае они определяются, Т2 = Т =
. Проверка0 1’ 1 о’ ’-1 1 1 - А А0 1 1 Bq = 0 0 , В1 = 0 0 , В(А) = 0 0неоднозначно), S =
показывает, что условия теоремы 1 выполняются. Перейдем к построению регулятора, обес­
печивающего выполнение тождества (2).




0 1w(t) = W) W(t), — In 2) + f2(t).W) =
Замкнув исходную систему первым контуром регулятора, согласно лемме 1, получим систему 
-с новым входом [В(А), В(А)] col[i?1 (t), и2(1)], где col[f1(t),f2(i)] - новое управление. Матрица 
имеет “избыточное” число столбцов, поэтому последую­
щие вычисления можно упростить, введя новое управление. Пусть
ux(t) = соЦщ1^),^)], v\t) = col[^(t),^(t)].
Положим Vi(t) = 0, 1^2 (<) = V2(t), V2(t) =
1
0 А2системы примет вид
1 0 vi(t)
1 1 . Тогда новый (упрощенный) вход
1 0' 
0 А2 '
0 V1 . В соответствии с замечанием 3 возьмем G(X) =
V2(t) V 7
0
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б) Синтез второго контура. Пара матриц {B(A),G(A)} имеет блочно-треугольную форму, 
поэтому обеспечить системе (1), (3), (4) запаздывающий тип можно, рассмотрев отдельно со­
ответствующие блоки, что позволит уменьшить размер второго контура. Для левых верхних 
блоков {А, 1} указанной пары положим щ(£) = — xi(t — 1п2) + гщ(1). Для второй пары блоков 
{А, А2} находим (согласно доказательству леммы 2) ВДА) = —A, Ly(X) = —А — А2 такие, что 
det
1 — А -А2 ’
А 1 + А + А2.
= 1. Теперь второй контур можно записать в виде
-A 0 O’ 'i(f)’ Wi(t)’
n2(t)_ 0 0 1 + W2(t).
У(О = [0, + (—А - А2)у(£) + w3(i).
Замкнув исходную систему первым и вторым контурами регулятора и применив лемму 1, непо­
средственной проверкой убеждаемся в том, что полученная система имеет характеристический 
квазиполином запаздывающего типа.
в) Синтез третьего контура. Из вида полученной системы запаздывающего типа следу­
ет, что
’ 1 0 0 Г 0 0 O’ ’I 0 O’
E3 ~ B(A) = A2 1-A -A2 , A(A) = 1-A2 0 0 , B(A) = 0 A2 0
0 A 1 + A + A2 0 0 0. .0 0 1.
Вычислив матрицы П(А) и А(А), выберем ВДА) = [53(А), 6ДА), A(A)5i(A)]. Далее находим 
матрицы
0 1 o' 0 0 1'
F(A) = 10 0 , Af(A),Bf(A),F(A) = 0 1 0
0 0 1 0 0 0
вектор 7 = со1[0,0,1] и полагаем 6F(A) = bp = со1[0,0,1].
В соответствии с замечанием 4 вместо системы (20) возьмем вспомогательную систему 
xp(t) = Ак(Х)хр(€) + bpup(t\ t > Q. Замкнем эту систему регулятором, который обес­
печит вырождение первых трех компонент вектора решения замкнутой системы. Кроме то­
го, у данной системы отсутствуют инвариантные собственные значения, поэтому замкнутой 
системе можно также обеспечить наперед заданный спектр, например, состоящий из чисел 
{—1, —2, —3, —4}. Используя методику работы [5], найдем указанный регулятор
Up(t) = [Вц(А), Bi2(A)]col[xF(t),zF(t)], Zp(t) = [Т?21 (А), 7?22(A)] COl[xF(t), ^F(t)],
где J?n(A), -R]2(A), 7?2i(A), B22(A) - полиномы не выше четвертой степени.
Далее, проведя синтез трех построенных контуров, окончательно получим регулятор вида
+
w(t) =
0 0 0 i(t)
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8 + 96 t > 0.
Непосредственной проверкой [17] убеждаемся в том, что у системы (1), замкнутой по­
строенным регулятором, вырождаются первые три компоненты, а ее спектр состоит из чисел 
{-1,-2,-3,-4}.
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