Abstract Traditional optical flow methods are designed to generate two-dimensional (2D) motion fields. However in some applications, only the motion field along a predefined line is needed, while the rest of the redundant 2D region (Cong et al., CVPR, 2009) can be ignored. In this paper, we propose a general framework for estimating one-dimensional (1D) motion field using the L 1 norm metric, which can be flexible for adding any constraints depending on the specific intention. Compared with 2D methods in model calculation, which often obtain a local optimal solution, our 1D version has the advantage of real-time global optimization and sub-pixel accuracy with a large displacement capacity. The synthesized experiments have justified the effectiveness of our 1D model. Two vision applications are investigated: (i) for crowd counting, we design a novel unified framework for both line of interest and region of interest counting using our 1D motion model to mosaic the dynamic blobs. Such a framework can adapt to new site without scene-specific learning and overcome overfitting. (ii) For visual odometry, we apply our 1D model to estimate the linear velocity of the robot in real time and obtain a comparable result with the benchmark Encoder. Experiments verified that our proposed model can produce satisfactory results in real time.
Introduction
Optical flow or motion field estimation is one of the major research areas in computer vision and also the basis for many vision problems. Since Horn Shunck model [37] and Lucas Kanade model [44] were proposed in 1981, optical flow has been broadly applied to various fields, such as visual tracking [33] , structure from motion (SFM) [22] , motion segmentation [58, 66] , object recognition [26] , video surveillance [1, 3, 30, 49] , visual odometry (VO) [16, 55] , and even video compression [20] .
Motivation
Most of the state-of-the-art methods are designed to estimate two-dimensional (2D) optical flow. However, in some practical applications, only the motion field along a predefined line needs to be estimated, as illustrated in Fig. 1 . For example, in crowd counting (Sect. 5), we are interested in the number of pedestrians crossing a detection line in a certain time duration [line of interest (LOI) counting]. If the one-dimensional (1D) motion field on the detection line is available, we can mosaic them in spatial-temporal space. We refer to this procedure as dynamic mosaicing and is illustrated in Fig. 2 . The core technique is how to estimate the 1D motion field robustly and quickly. A naive idea is to generate 2D motion field using some traditional optical flow algorithms and then retain the interesting 1D motion vector and discard the rest. However, it takes more computation time and higher computer resources than that are absolutely necessary. Therefore, our intention is to design an 1D optical flow for these types of practical problems [24] . Our 1D motion model is not a general one for motion estimation like most 2D optical flow methods. Our intention is to estimate the motion field along the predefined line when the objects mainly cross the LOI approximately perpendicularly, and under these assumptions we wish that our model is more effective and efficient than traditional 2D models. Our main contributions are as follows:
(i) We introduce a novel 1D optical flow model. In comparison with the state-of-the-art 2D optical flow methods, it has the following advantages: (a) for the model itself, our 1D method only needs to process pixels on both sides of the predefined line and estimate the 1D motion field along the line; (b) for the model definition, our method adopts multi-frame brightness constancy assumption and additional two constraints (slow and temporal smoothness constraint) measured by L 1 norm to make it more robust. Depending on the circumstances, we can further add any constraint or smoothness terms into our 1D framework to improve its performance; (c) for the model inference, our method is based on global optimization with a complexity cost of O(N K 2 ) and can provide sub-pixel accuracy by multiscale inference.
(ii) Our model is successfully used to solve two practical vision applications. First, we design a unified crowd counting algorithm for both LOI and region of interest (ROI) counting, without scene-specific learning for new sites. Second, we design a visual feedback linear velocity estimation system for robots in indoor environments. Our model can be easily adapted to other applications, such as traffic monitoring and intrusion detection.
Related work
Our method is unique in that it is focused on 1D motion estimation. We have not found direct references, as the stateof-the art optical flow models are all 2D. However, both 1D and 2D models deal with two common issues, model definition and model inference, and we recommend [9] for a general review and [12, 13, 34, 56, [61] [62] [63] 65] for more recent works.
For the model definition, most optical flow models are based on the brightness constancy assumption and spatial smoothness constraints [37] . Given a pair of images I (x, y, t) and I (x, y, t + 1), the motion field (u, v) is computed by minimizing an energy of the form
where (x, y) is the image coordinate in region , and ∇u and ∇v are the gradient in two directions respectively. D(·) is the energy function based on the brightness constancy assumption, and S(·) denotes the spatial smoothness term including spatial regularity. There are also some other assumptions or constraint terms, such as multi-frame brightness constancy assumption [24, 38] , small and slow smoothness constraint [67, 69] edge constraint. For the distance metrics, in addition to L 2 norm, there is also L 1 norm [40] . For the model inference, the specific techniques include:
(i) Differential techniques: differential techniques compute velocity from spatiotemporal partial derivatives or higher-order derivatives of image intensity or filtered versions of the image (using low-pass or band-pass filters), such as [37, 50] . From a Taylor expansion or more generally from an assumption, the intensity constant is conserved. (ii) Block-based matching: for images with heavy noise, this type of method is a suitable choice [5, 14, 59] by maximizing a similarity measurement, such as the sumof-squared difference (SSD). Moreover, the Laplacian pyramid and a coarse-to-fine strategy are adopted for effective computation. (iii) Global optimization methods: most approaches using local optimization may be slump into local minima; to overcome this [12] suggest a complex continuous optimization scheme for flow estimation, the dynamic programming is applied [4, 31] and Graphical Cuts is used to estimate the motion field [42] . (iv) Learning-based methods: for general optical flow methods, there are many tuning parameters defined by experience or prior knowledge. It is difficult for a fresh user to operate and impact practical applications. By learning proper parameters from training image sequences with ground truth, learning-based methods [56, 61] partially handle this problem. (v) Real-time techniques: real time is crucial in practice; however, few of them can run in real time or in high frame rates, such as Lucas-Kanade method [7, 45] , parallel optical flow [10] , and some hardware-based ones [28, 53] . (vi) Energy-based methods [35] and phase-based techniques [32] .
Model definition: 1D optical flow
In this section, we introduce our 1D optical flow model. Our goal is to estimate the motion field along the predefined line when the objects (such as moving pedestrians in crowd counting) mainly cross the LOI approximately perpendicularly (within 45 • of the normal of the line). Motivated by this goal, we formulate a 1D optical flow model by considering the moving pedestrians as a flow field where the directions of possible velocities are constrained near the normal direction of the line. In the traditional optical flow, the velocity is estimated by minimizing an energy function composed of two itemsiso-brightness constraint and smoothness constraint [37] . The iso-brightness constraint requires that the pixel intensity should be constant after moving. The smoothness constraint requires that the neighbor pixels should have similar velocities. Based on the similar setting of traditional optical flow, we introduce the following improvements to make the 1D flow estimation robust:
(i) In addition to spatial smoothness constraint, we add two additional constraints, slow motion constraint and temporal smoothness constraint. (ii) In traditional optical flow, only iso-brightness between two frames are considered. Our model is more general to be adaptive to multi-frame iso-brightness constraint. (iii) In traditional optical flow, most of the energy terms are expressed in squares of L 2 norms, which is helpful for close form solution. Instead, we use L 1 norms [40, 72] , which is more robust.
In the applications, users are required to specify a detection line, and we assume that there are N points on the line, {x 1 , . . . , x N }, as shown in Fig. 1 . We solve the velocities for all point {u 1 , . . . , u N } by computing the optical flow on the line.
Let I t be image at time t, and I t (x) be the pixel value at position x. Actually, our model is a general framework for one dimensional motion estimation, which can add or delete any constraints depending on the practical issues. Let us introduce the constraint terms used in our current model.
The first constraint, the iso-brightness constancy constraint, is also broadly used in traditional optical flow methods, which means the brightness value of the corresponding pixels should be the same or similar in consecutive frames. In our case, e.g., crowd counting, we find that the color of a particular point on an object is constant over time, so we adopt multi-frame iso-brightness constraint here:
where N is the total number of pixels on the LOI, [−T, T ] is the time span during (we assume objects crossing the line can be matched near rigidly) and u i is the pursuited motion vector. Equation (2) is more flexible, as users can preset the tuning parameter T depending on their specific applications, e.g., double-frame or three-frame iso-brightness constraint by tuning the parameter T . Similar to the traditional optical flow, we apply a spatial smoothness constraint to make the minimization well posed:
The slow motion constraint is imposed to make the estimated velocities more robust:
In most cases, we assume that the speed of the object (e.g., pedestrian) cannot change abruptly when crossing the LOI, i.e., the magnitude of the motion vector of corresponding pixels should be similar in consecutive frames, so we have the temporal smoothness constraint:
where u i is the velocity of the ith point calculated in the previous frame. For the initialization, we set u i = 0. The slow and smooth motion prior has been verified by [67] in human motion perception.
Finally, we combine all the four energy terms in Eqs. (2)-(5) and find the velocity field by minimizing:
where α, β and γ are weights for the corresponding energy items. Actually, our model in Eq. (6) is a general framework for 1D motion estimation. We only adopt four constraint terms in our energy function here; our model can be easily extended to add any constraints depending on the specific intention, where the key point is to estimate the motion field along a predefined line.
Model inference
Because the motion field lies on a line, the model of Eq. (6) can be inferred using dynamic programming [4, 31] to obtain a global optimization and avoid derivatives. In contrast to our previous work [24] with single scale, we design a hierarchical dynamic programming to handle multiscale issue with subpixel level accuracy. The main advantage is that it can not only search for a wide range, but also maintain the computing speed. In fact, this is a coarse-to-fine procedure, and as shown in Fig. 3 we first generate a coarse result in a large-scale level (e.g., marked by pink color on S 0 ). Then we use this result to determine the initial value, search region on a larger scale (e.g., the pink color region in S 1 ) and obtain a more precise result accordingly. Now, let us give a formal definition. For each velocity u s i , where i ∈ {1, . . . , N } is the state index and s ∈ {0, . . . , S} is the scale level index from small to large. The candidate solution of each state in scale s is R s i = {u ) i . Then, the total energy (6) can be expanded in frame-wise and framepair-wise items,
where
With these notations, the detailed steps are as described in Model Pursuit Algorithms 1 and 2.
Algorithm 1 Hierarchical model pursuit
Require:
Algorithm 2 Single Scale Model Pursuit
Record the best k s 9: end for 10: if i = N then 11: choose E s = min k E The computational load of our algorithm is proportional to the square of the range of velocities. For single scale level (pixel-level accuracy), it is O(N K 2 ) where N is the number of pixels along the predefined line and K is the number of states; for multiscale level (sub-pixel level accuracy), it is
where K s is the search range in scale s, which is the number of potential solutions as shown in the green region in the demo case of Fig. 1 . Therefore, our algorithm can run in real time. Typically, in this paper, we set α = 200, β = 10, γ = 2000 and the search range as 20.
Comparison of motion estimation models using synthesized data
In this section, we compare our 1D motion estimation model with the traditional 2D models [37, 70] using synthesized data. For a fair comparison with the traditional 2D models, we first calculate a dense 2D motion field and then extract the motion vector along the LOI. The absolute error of motion energy Error is adopted for evaluation:
is the motion vector at the ith pixel on the LOI estimated by the corresponding method, and V i is the synthesized ground truth. Specifically, we synthesize two image sequence datasets. For the first synthesized image sequence, only the magnitude of the motion vector is changed in the direction perpendicular to the LOI. We first extract a background image and a foreground object; then we move the foreground object on the background image under preset velocity and direction frame by frame and get the ground truth of the motion field accordingly. As shown in Fig. 4a , the image patch of the object indicated by the red ellipse moves on the background image along the direction of the red arrow (V = 9 pixels per second), and the LOI is denoted by the vertical black dashed line. The 2D motion field generated by the traditional optical flow method [37] is shown in Fig. 4b . The statistical results of the absolute errors of motion energy are shown in Table 1 . By changing the parameter of Vel from 1 to 11, we also compute the Mean, Max and Std (standard deviation) of the absolute value of the difference between each motion energy and ground truth. We can see that in these specific cases, our 1D model outperforms other traditional 2D ones.
For the second synthesized image sequence, we vary both the magnitude and direction of the synthesized motion vector. We also select an original image as shown in Fig. 5a ; then we randomly sample a 1D vector with integer value as the ground truth of 1D motion field as in Fig. 5b ; and the synthesized image sequence as in Fig. 5c is generated by moving each row of the original image according to the 1D motion field in Fig. 5b , where the direction of ground truth of the motion field is horizontal. To evaluate the performance of which direction of motion vector is not perpendicular to the LOI, we vary the tilt angle of LOI as a solid red line in Fig. 5a . Figure 5d illustrates an example of the motion energy by different models on the LOI, i.e., our 1D model vs tradi- Table 1 The statistical results of the absolute errors of motion energy, where Ours1 is the single scale of our 1D model, and Ours2 is the multiscale (S = 2) V is the ground truth of motion energy, i.e., the preset velocity; Mean, Max and Std are the mean, maximum and standard deviation of the absolute error between motion energy and ground truth. So for the Mean and Max, the smaller the value, the better the performance of the corresponding methods tional 2D ones, where the solid green line denotes the ground truth; the solid red line is generated by our 1D model and the dashed blue line by traditional 2D ones [70] . We can see that between the 150-300 rows of the original image with rich texture, both our 1D model and 2D ones perform well and ours is a bit better than the 2D model [70] ; however in the low texture region of 350-450 rows, the performance of both these methods drift and ours still outperforms [70] . We compute the Mean, Max and Std (standard deviation) of Error as shown in Table 2 by changing the parameter V from [−5, 5] to [−9, 9] and the tilt angle θ , e.g., 15
We can see that for the issue of 1D motion estimation, our model with multiscale (S = 2) is a bit better than ours with a single scale, and both of them outperform the traditional optical method in all cases. Even the performance of our 1D model drifts a little bit when changing the tilt angle θ , and ours still outperforms traditional 2D ones.
Generally from both of these cases, we can see that our 1D model outperforms the traditional optical method for the issue of 1D motion estimation. Moreover, our 1D model is more effective because we only adopt the local region for motion estimation. Table 3 shows the comparison of the time consumption on a local region around the LOI with resolution as 120 × 480, and our 1D model is more efficient than traditional 2D ones.
Application I: crowd counting without scene-specific learning
In this section, we design a unified crowd counting framework based on our 1D optical flow model. The crowd counting problem can be classified into two tasks [18, 24, 25, 47, 73] : (1) counting the crowd across a detection line in certain time duration (line of interest counting or LOI counting) and (2) counting the crowd in a region at each time (region of interest counting or ROI counting). For ROI counting, there are two classes of methods: (1) feature and pixel regression based and (2) pedestrian detection based. Feature or pixel regression methods [19, 23, 27, 43] extract various features from the ROI and regress the number of pedestrians in foreground blobs or segmented motion blobs. As the features are heavily affected by the camera perspective, they always need retraining for specific scene. Pedestrian detection methods count pedestrians by multi-target detection, such as background modeling [29] , motion segmentation [64] , Table 2 The statistical results of Error, where Ours1 is our 1D model with a single scale, and Ours2 is ours with multiscale (S = 2) V is the ground truth of motion energy/magnitude changing from [−5, 5] to [−9, 9]; θ is tilt angle of LOI as shown in Fig. 5a ; the Mean, Max and Std are the mean, maximum and standard deviation of Error. For the Mean and Max, the smaller the value, the better is the performance of the corresponding method shape matching [68] or standard object recognition methods, where the performance always decreases rapidly when the crowd density increases and occlusion degree extends. Feature regression and pedestrian detection are only applied to ROI detection. For LOI counting, most methods adopt feature tracking by clustered trajectories into object track [2, 6, 11, 21, 41, 54] , which are not robust and also time consuming under crowded environments.
To overcome these difficulties, we treat pedestrians crossing the line as a fluid flow and compute the flow velocity 
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on the line. When multiple pedestrian cross a detection line, it is a challenging situation for both tracking and counting, especially when the camera tilt angle is less than 75 • . Therefore, we formulate the moving pedestrians as a flow field. As shown in Fig. 6 , when pedestrians cross the detection line, we compute the flow velocity on the detection line. Using the velocity as thickness at each frame, we can crop the slices past the line and accumulate them into patches. Therefore, the first step is to compute the flow velocity on the line robustly. By integration over time, we can estimate the number of pixels and edges that passed through the line (see Fig. 6 ). At last, we estimate the number of pedestrians by quadratic regression, with the number of pixels and edges as input. The regressors are trained off-line in different camera tilt angles, and the calibration information is taken into account. Our main innovation and contribution are: (i) we design a unified method to solve both LOI and ROI crowd counting problems simultaneously; and (ii) without scene-specific learning, we adopt an off-line learning method, tilt anglespecific learning, to facilitate application and avoid overfitting. The details of our unified crowd counting method is described as follows.
Dynamic mosaicing
The velocity field on the detection line, as shown in Fig. 1 , is segmented by moving directions after small velocities are removed. We drop the short segments and count moving in two directions separately. For each segment, we use its average velocity as thickness to crop a slice. The slices at the same position are accumulated and stacked together over time to construct a blob. We call this process dynamic mosaicing, as shown in Fig. 6b . The mosaic is terminated when there is no motion or the size of current blob exceeds the threshold. Figure 2 shows two results on dynamic mosaicing for two different camera tilt angles, from which we can conclude that our flow velocity estimation and dynamic mosaicing are effective.
Before dynamic mosaicing, the background pixels from the slices are removed by a background model. Three background models are considered in this study, Gaussian mixture model [60] , LBP [36] and incremental PCA [74] , and we found that they produce similar results.
Perspective normalization
The area and number of edges on each pedestrian are heavily affected by the camera perspective. Some crowd counting algorithms have introduced normalization to deal with the perspective projection [39, 52] . We handle the perspective problem by projecting each pixel on the detection line to the shoulder height plane and weighting it by its area in the shoulder height plane. We use a simplified version of calibration algorithm proposed in [46] to obtain a rough calibration matrix. We treat each pixel as a square and use the calibration matrix to project vertices of the square to the shoulder plane to obtain a quadrangle. We use the area of the quadrangle as the weight of the corresponding pixel. In an ROI, we only need to normalize the area along its boundary.
Regression
We intend to estimate the number of people in individual dynamic blobs and accumulate them together to achieve LOI counting. To achieve this, we overcome two issues with most state-of-the-art methods: (1) Scene-specific retraining, which is needed because pedestrians exhibit different appearances at different camera tilt angles. Therefore, we classify the tilt angle into three categories (90 • , 65 • and 45 • ) and train three regression models separately depending on the tilt angle after the perspective normalization, thus avoiding retraining accordingly. (2) Overfitting, which is caused by too many features extracted by most of the state-of-the-art methods, e.g., [19] . As our dynamic blobs are very effective, we only use two common features for blob representation: the total number of weighted pixels A and total number of weighted edge pixels B, where the edge pixels are computed by the Canny edge detector [17] .
Finally, we train a quadratic regressor using {A, B, 1/H } as input and the number of pedestrian in each blob as output, where H is calculated by the calibration matrix and denotes the predicted height of the pedestrian for 65 • and 45 • and the width of the shoulder for 90 • . Figure 7 illustrates the regression result in the most difficult category, at 45 • . The ideal result would show all of the bars distributed in the diagonal. When the count is large, it is slightly scattered, which is caused by occlusion. However, we can still achieve acceptable results. Fig. 7 The regression result at 45 • tilt angle. The X -axis and Y -axis are the number of pedestrians in the ground truth and prediction, respectively, and the height of each bar (Z -axis) denotes the probability of regression result
Experiments

Data
There are a total of 12 different videos from the LHI database [71] used in our experiments, which are classified into 3 categories by the tilt angles and each category includes 4 videos, as shown in Fig. 8 . These videos cover from the perspective of 45 • to nearly 90 • in different scenes. All of the video images are downsampled to 352 × 288 and labeled for both LOI counting and ROI counting. For each view angle, we use 1/3 of the videos for training and the other 2/3 for testing.
LOI counting
We measure the accuracy of the LOI counting by Accuracy = 1 − # of ground truth − # of predicted # of ground truth .
From Table 4a , one can conclude that our system obtains perfect results for 90 • camera tilt angles and acceptable results for 65 • and 40 • angles; this is because the occlusion increases when the tilt angle decreases. Some demonstrations are shown in Fig. 8 . The total numbers of ground truth and predicted numbers over time are shown in Fig. 9 . We can conclude that our algorithm counts the number of pedestrians across the detection line accurately. In comparison to the 90 • condition, the accuracy rates are from 99 to 98.4 % in [2] and from 100 to 90.4 in [21] . In the 90 • category of Table 4a , our LOI result is between 97.66 and 93.33 % under four different scenes, which are very competitive to [2, 21] . However, our algorithm is an off-line learning method and can be used without retraining in new scenes. Moreover, our algorithm can still work even when the tilt angle decreases to nearly 45 • .
ROI counting
Our ROI counting is based on LOI counting by accumulating the entering and exiting pedestrian numbers on all the user-specific ROI by a polygon. To eliminate the influence of accumulated error, we reset the counter to zero when there are no foreground pixels in the ROI. We test ROI counting on three of our videos. The demonstrations are shown in Fig. 10 . Absolute Error = all frames |# of ground truth − # of predicted| total#of frames .
(11) Table 4b shows the MSE and absolute error, and Table 5 denotes the statistical results. In comparison with [19] , the MSE is larger than 4.181 and the absolute error is larger than 1.621. Therefore, we can conclude that our algorithm is much more accurate than [19] . Moreover, our algorithm applies to different scenes directly without further retraining.
The tested platform uses a P4 2.8 GHz CPU and 1G RAM. The speed is 25 FPS (frames per second) for LOI counting and 17 FPS for ROI counting, which is faster than most stateof-the-art methods [2, 19, 21] .
Application II: vision feedback linear velocity estimation
In this section, we apply our 1D optical flow model to estimating the linear velocity for robot VO. Visual odometry is the technique to estimate the pose (position and orientation) of the camera from sequential input images, and it has been applied in unmanned aerial vehicle (UAV) [15] , Mars Rover [48] and unmanned ground vehicle (UGV) [51, 57] . The key technology for VO is motion estimation, and two common technologies are general optical flow [16] and sparse invariant feature points [8] . Most of the state-of-the-art systems, including some real-time versions, suffer from high computation burden when estimating the traditional 2D motion field. This can be improved by our 1D motion model. To that end, we design a lower cost, real-time VO system for robot indoor navigation. Since the plane ground assumption is always satisfied in indoor or constructed outdoor environments, we adopt a monocular vision system for cost saving and use our 1D optical flow method for real-time motion estimation. We first make some definitions. m = [x, y] T is the image coordinate and m = [x, y, 1] T is the homogeneous coordinate. As shown in Fig. 11 , the robot-center coordinate is on the ground and under the center of the camera; the z axis is perpendicular to the ground, and the y axis is along the moving direction; P = [X, Y, Z ] T is the 3D point coordinate and
T is the homogeneous coordinate; (u, v) denotes the motion vector, and (V x , V y , ) denotes the the horizontal and vertical linear velocity and angular velocity in 3D space. We only focus on V y here. The framework of our algorithm is as follows:
(i) We preprocess the input image to eliminate the influence of lens distortion and then estimate the 1D motion field on the predefined line by Algorithms 1 and 2. (ii) The accuracy of motion field will often be degraded due to image saturation with rapid light changes, or lowtexture environments. As edge information is robust and easy to access, we remove some less reliable motion vectors and preserve the rest using edge prior knowledge to get the motion vector m t i at time t. (iii) Because the terrain satisfies the plane ground assumption, the homogeneous coordinate of the point on the ground is P G = [X, Y, 0, 1] T ; therefore, we have Eq. (12): where λ is a scale factor, K is the internal parameter of the camera, r 1 and r 2 are the first and second column of rotation matrix R, respectively, and T is the translation vector. Therefore, the homography matrix of projection is the image pixel to the ground as H = K[r 1 r 2 T] and λ m G = HP G . We estimate the 1D motion vector between two consecutive frames and consequently obtain the position in the image coordinate as m t i and m 
Experiments
A color-monocular camera is employed for visual serving and navigation, with a resolution of 640 × 480 and the frame rate at 30 frames per second (FPS) and field of view (FOV) at 100 • . We test our algorithm in both indoor and outdoor constructed environments. The Encoder, which is a commercial system, is used as the benchmark for comparison as shown in Fig. 12 . The corresponding statistical results are given in Table 6 , in which the mean distance error is 2.31 % and the mean velocity error is about 2.7 %, all in acceptable ranges. Thus, the performance of our system is comparable with the Encoder. Figure 13 shows the mosaicing image. Intuitively, if the 1D motion estimation is correct, we can obtain a good mosaicing scene; thus Fig. 13 justifies the effectiveness of our 1D model.
Our algorithm is implemented in C and tested on a machine with P4 2.8 GHz CPU and 2G RAM, and the average speed is about 20FPS for the resolution 640 × 480. 13 The result of dynamic mosaicing by our 1D motion model to reconstruct a textured 2D scene. When the robot is moving directly across the color poster on the ground, the 1D motion field is estimated frame by frame. Therefore, the 2D scene can be mosaiced by the average motion vector consecutively
Conclusion
In this paper, a 1D optical flow model has been proposed. In comparison with the traditional 2D optical flow methods, it has several advantages. First, our 1D model has a computational complexity of only O(N K 2 ) and can run in real time and deal with large displacement with subpixel accuracy. Second, for model definition, in addition to multi-frame brightness assumption, two additional constraints (slow motion constraint and temporal smoothness constraint) have been adopted for robustness. Finally, a global optimization method has been utilized for model calculation, while most of the existing 2D algorithms use local optimization. In fact, depending on the circumstances, further constraints or smoothness terms can be integrated into our 1D flow model.
Our model has been utilized in two practical problems. First, in a unified crowd counting algorithm for video surveillance, which uses tilt angle-specific learning to ensure easy deployment and avoid overfitting, while the commonly used scene-specific learning schemes need on-site annotation and often suffer from overfitting. The other is in VO to estimate the linear velocity for robot navigation, where our algorithm can robustly estimate the linear velocity in real time. Moreover, we believe that our 1D optical flow model can be use in other practical applications that involve estimating the motion field along a straight line. 
