Management System for Heterogeneous Networks Final Report, Volume I: Project Summary  and Papers by Irvine, Cynthia E. et al.
Calhoun: The NPS Institutional Archive
DSpace Repository
Reports and Technical Reports All Technical Reports Collection
2020-04-14
Management System for Heterogeneous
Networks Final Report, Volume I: Project
Summary  and Papers
Irvine, Cynthia E.; Siegel, H.J.; Prasanna, Viktor; Hensgen,
Debra; Levin, Timothy
Monterey, California. Naval Postgraduate School
http://hdl.handle.net/10945/68483
This publication is a work of the U.S. Government as defined in Title 17, United
States Code, Section 101. Copyright protection is not available for this work in the
United States.




......LLOL..,- •- ., ..... 
' -, . ~ 
• ,,l 
• 
'. ~---r" • . I 
. . . 
... 
















Volume I: Project Summary and Papers 
(Part A) - . • • • . . •. 
14 April2000 
Approved for public release; distribution is unlimited . 
Prepared for: 
• 
DUDLEY KNOX LIBRARY 
NAVAL POSTGRADUATE SCHOOL 
MONTEREY CA 93943--5101 
NAVAL POSTGRADUATE SCHOOL 
Monterey, California 93943-5000 
RADM Richard H. Wells, USNR 
Superintendent R. Bister 
Provost 
This report was prepared for the Naval Postgraduate School Center for Information Systems 
Security (INFOSEC) Studies and Research (NPS CISR) at the Naval Postgraduate School, as 
part of a project fimded under the Defense Advanced Research Projects Agency/Information 
Technology Organization grant under the Quorum program. 
This report was prepared by: 
~-rt...- 5':'. JL.,.,: 
:a E. Irvine 
Assistant Professor 
Naval Postgraduate School 
Reviewed by: 
~CY~ 
Neil C. Rowe 
Associate Professor 
Department of Computer Science 
~~L Timothy Levin 
Senior R~ Associate 
Anteon Corporation 
Released by: 
Associate Provost and 
Dean of Research 

REPORT DOCUMENTATION PAGE 
Fonn approved 
0MB No 0704-0188 
Public reporting bu.rden for this coUection of infona1tion is estimated to 11VCngc I hour per response, including lbe time for reriewinc instructions, sarchinc aistiag dab sources, 
ptheriag and maintainiac the data needed, and completing and reriewmc the collection of information. Send comma,ts repnling tbis barden estimate or any other aspect oftbis 
collection of information, iadudinc sugestioas for reducing this burdea, to Wubinctoa Hadquarters Sel"Yices, Directonle for iafonn1tion Opentions and Reports, 1215 Jcffcnon Davis 
Highway, Suite 1204, Arlington, VA 22202-4302, and to the Office of Maaagemait 1nd Bud1et. Paperwork Reduction Project (0704-0188), Washincton, DC 20503. 
I. AGENCY USE ONLY (Leave blank) 2. REPORT DATE 3. REPORTTYPEANDDATESCOVERED 
14 April 2000 Final Report 
4. TITLE AND SUBTITLE S.FUNDING 
Management System for Heterogeneous Networks Final Report, Volume I: Project Summary 
and Papers 
6. AUTHOR(S) MIPR No. 0O-E583 
Cynthia E. Irvine, H.J. Siegel, Viktor Prasanna, Debra Hensgen and Timothy Levin 
7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATION 
REPORT NUMBER 
Naval Postgraduate School Center for lnfonnation Systems Security Studies and Research 
(NPSCISR) NPS-CS-00-006 
Naval Postgraduate School, 833 Dyer Road, Monterey, CA 93943 
9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSORING/MONITORING 
DARPA/ITO AGENCY REPORT NUMBER 
3701 North Fairfax Drive 
Arlington, VA 22203-1714 
11. SUPPLEMENTARY NOTES 
12a. DISTRIBUTION/AVAILABILITY STATEMENT 12b. DISTRIBUTION CODE 
Approved for public release; distribution is unlimited 
13. ABSTRACT (Maximum 200 words.) 
The goal of the MSHN Project was to explore the application of adaptive and heuristic matching and scheduling techniques, and modem 
distributed security methods, to a distributed heterogeneous resource management system (RMS) which allows system resources to be 
accessed by both MSHN-controlled and external applications. This document provides both a high-level overview of the MSHN technical 
program and a reference guide to the MSHN research papers constituting Appendix A. 
14. SUBJECT TERMS 
resource management system, distributed systems, matching and scheduling 
17. SECURITY CLASSIFICATION 18. SECURITY CLASSIFICATION 
OF REPORT OFTHISPAGE 
UNCLASSIFJED UNCLASSIFIED 
NSN 7540-01-280-5800 
15. NUMBER OF 
PAGES 
787 
16. PRICE CODE 





Standard Form 298 (Rev. 2-89) 
Prescribed by ANSI Std 239-18 

Management System for Heterogeneous Networks 
Final Report 
Volume I: Project Summary and Papers 
Naval Postgraduate School Technical Report NPS-CS-00-06 
Cynthia E. Irvine 





Naval Postgraduate School 
April 14, 2000 
Viktor Prasanna 
University of Southern California 
Tim Levin 
Anteon Corporation 
This page is inumtionally blank 
ii 
MSHN Final Report 1 
1 Introduction 
The Management System for Heterogeneous Networks (MSHN) project is part of the DARPA/ITO Quo-
rum program. Quorum's goal is to develop technologies to allow mission-critical defense applications 
to achieve survivable, predictable, and controllable quality of service on a globally managed pool of dis-
tributed resources. 
The goal of the MSHN Project is to explore the application of adaptive and heuristic matching and 
scheduling techniques, and modem distributed security methods, to a distributed heterogeneous resource 
management system (RMS) which allows system resources to be accessed by both MSHN-controlled and 
external applications. To validate our research and engineering assumptions, a prototype version of MSHN 
has been developed and demonstrated. 
A complete description of the MSHN technical program is found in the research papers which con-
stitute Appendix A. The remainder of this document provides both a high-level overview of the MSHN 
technical program and a reference guide to the research papers. 
The MSHN Project began in 1997, under the direction of Dr. Debra Hensgen. In the fall of 1999, Dr. 
Cynthia Irvine took on oversight for MSHN. The primary project contract concluded on March 31, 2000. 
These are the MSHN investigators: 
• Principal Investigators 
- Dr. Cynthia Irvine, Naval Postgraduate School 
- Richard Freund, Noemix, Inc. 
• Investigators 
- Dr. Viktor Prasanna, University of Southern California 
- Dr. H.J. Siegel, Purdue University 
• Past Principal Investigators 
- Dr. Debra Hensgen, formerly with Naval Postgraduate School 
- Dr. Taylor Kidd, formerly with Naval Postgraduate School 
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2 Architecture 
The MSHN design embodies a peer-to-peer architecture [23) composed of the following components: 
• Client Library (wrapping each application under MSHN's control) 
• Scheduling Advisor (hierarchically replicated} 
• Resource Requirements Database (hierarchically replicated) 
• Resource Status Server (hierarchically replicated) 
• MSHN Daemon (one for each computing resource) 
• Application Emulator (at least one for each computing resource) 
These components can execute on the same physical machine or can be distributed to reside on sep-
arate, heterogeneous machines. The Common Object Request Broker Architecture (CORBA) provides 
communication between components. Communication security between the MSHN components is pro-
vided by the MSHN Security Architecture [57) [56) [22). 
The MSHN architecture supports the simultaneous execution of many different client applications, 
supporting both new and previously encountered applications. MSHN does not assume complete control 
of its managed resources; rather it allows both MSHN and non-MSHN (viz, non-wrapped) applications to 
access system resources. Because resources are continuously monitored, external and legacy applications 
that are not wrapped by the Client Library are accounted for indirectly by their interaction with the system 
resources . 
2.1 Other Architectures 
For a comparison with other resource management and heterogeneous computing architectures, see [42]. 
This work provides background for various aspects of our MSHN work by summarizing relevant papers 
from a variety ofresearch projects. We include (1) a broad overview of heterogeneous computing (HC); (2) 
several case studies that give more specific details of applications executing on HC systems; (3) a sampling 
of current HC tools and environments; (4) methods of classifying HC systems; and (5) techniques for 
benchmarking machines, techniques for profiling tasks, and schemes that use the information regarding 
machines and tasks to derive a mapping of the tasks onto the machines. 
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2.2 Basic System Functions and Attributes 
When viewed as a black box, the MSHN system interacts with two actors: applications and resources . 
MSHN's primary job is assigning and reassigning resources to applications. Included in that functionality 
is the discovery of resources and the monitoring of both availability of those resources and requirements 
of the applications that make use of those resources. 
2.2.1 Scheduling Advisor Functions 
The primary responsibility of the Scheduling Advisor is to determine the best assignment of resources 
to a set of tasks based on the optimization of a global metric. The Scheduling Advisor depends on the 
Resource Requirements Database and the Resource Status Server in order to identify an operating point 
that optimizes the global metric. It responds to scheduling and resource assignment requests from the 
Client Library. When appropriate, the Scheduling Advisor requests application adaptations via the Client 
Library. The Scheduling Advisor is also responsible for establishing thresholds to trigger callbacks to the 
Resource Status Server and Resource Requirements Database (see details below). 
2.2.2 Client Library Functions 
The Client Library is intended to be linked with both adaptive and non-adaptive applications. It provides 
the application with a transparent interface to all of the other MSHN components. The Client Library 
intercepts system calls to collect resource usage and status information, which it forwards to the Resource 
Requirements Database and the Resource Status Server. The Client Library also intercepts calls that 
initiate new processes (such as exec()) and consults the Scheduling Advisor for the best place to start that 
process. It requests execution of applications based on advice from the Scheduling Advisor. Similarly, 
when notified by the Scheduling Advisor via callbacks, the Client Library can trigger changes to adaptive 
applications, including the Application Emulator. 
2.2.3 Resource Status Server Functions 
The role of the Resource Status Server is to maintain a repository of the three types of information about 
the resources available to MSHN: relatively static (long-term), moderately dynamic (medium-term), and 
highly dynamic (short-term) information. The Resource Status Server is updated with current data via the 
Client Library . The Resource Status Server responds to Scheduling Advisor requests with estimates of 
currently available resources. The Scheduling Advisor sets up callbacks with the Resource Status Server 
based on resource availability thresholds and Client Library update frequency requirements . 
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2.2.4 Resource Requirements Database Functions 
The Resource Requirements Database is intended to be a repository of information pertaining to the 
resource usage of applications. The Resource Requirements Database provides this infonnation to the 
Scheduling Advisor, and it is updated by the Client Library. Callbacks to the Scheduling Advisor are 
based on either the occurrence of a threshold violation or update frequency requirements. 
2.2.S Daemon (D) Functions 
The MSHN Daemon runs on all compute resources available for use by the Scheduling Advisor. It's sole 
purpose is to start applications as requested by the Client Library. 
2.2.6 Application Emulator 
The Application Emulator serves two purposes. The first is to simulate applications (that statistically have 
the same resource usage footprint as the real applications) without the overhead and uncertainty of actually 
installing, maintaining and running that particular application. The second purpose is to be a resource 
availability monitor in the absence of any other MSHN-wrapped applications. The daemon starts one 
instance of the Application Emulator by default at startup. For the purposes of the MSHN demonstration, 
the Application Emulator functions are performed by a version of the MSHN Daemon. 
3 Mapping Algorithms 
The mapping (matching and scheduling) research we have conducted was in support of the MSHN Schedul-
ing Advisor. The Scheduling Advisor will include a "toolbox" of mapping techniques from which it can 
select the most appropriate to use for any given heterogeneous computing and application environment. 
3.1 Unified Mapping Framework 
We have developed a unified mapping framework for heterogeneous computing systems [3]. Our frame-
work considers multiple types of resources such as compute resources, network resources, 1/0 devices, 
and data repositories, such that mapping decisions are based on all the resource requirements . Using our 
framework, we fonnulated and studied two novel mapping problems: 
• Mapping with advance reservation and data replication 
• Mapping with resource co-allocation requirements 
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In the first problem. we considered the emerging concept of advance reservations where system re-
sources can be reserved in advance for specific time intervals. We assumed that applications with various 
resource requirements are submitted from participant sites. Each application was assumed to consist of 
several tasks and was represented by a directed acyclic graph (DAG). The resource requirements were 
specified at the task level. A task's input data can be data items from its predecessors and/or data sets 
from data repositories. Input data sets can be accessed from one or more data repositories. A task is ready 
for execution if all its predecessors have completed. and it has received all the input data needed for its 
execution. Sources of input data and the execution times of the tasks on various machines along with their 
availability were considered simultaneously to minimize the overall completion time. 
We have developed several heuristic algorithms to solve the above problem. These results are published 
in [1]. Although we considered multiple resource requirements. tasks were not required to access different 
types of resources simultaneously. 
In the second problem, we considered mapping a set of applications in a heterogeneous computing 
(HC) system where application tasks require concurrent access to multiple resources of different types. In 
general, this problem is the resource co-allocation problem. The co-allocation problem can be defined as 
the problem of simultaneously allocating multiple resources of different types to applications in order to 
meet specific performance requirements. 
We have developed a general framework for mapping with resource co-allocation in HC systems. The 
framework defined the system and application models and formulated the co-allocation problem. Two 
graphs were used to represent applications: a directed acyclic graph and a "compatibility graph." The 
DAG representation is given initially and it stays unchanged throughout the mapping process while the 
compatibility graph is updated during the mapping process. In classical mapping problems, only DAGs 
are used to represent the precedence constraints among tasks. In our framework, the co-allocation require-
ments add another type of constraint among the tasks: resource sharing constraint which is captured by 
the compatibility graph. Tasks that share one or more resources cannot be executed concurrently due to 
resource sharing constraints even if they have no precedence constraints among them. Known mapping 
algorithms for the classical DAG scheduling problem cannot be directly used for the above problem since 
they consider the precedence constraints only. We have developed heuristic algorithms that can be used 
with different allocation techniques to efficiently solve the co-allocation problem defined by our frame-
work. 
In our approach, multiple DAGs of different applications are combined into a single DAG. All tasks 
that have satisfied the precedence constraints are ready for allocation provided they have no resource 
sharing constraints. Using the compatibility graph. we select tasks that can be executed concurrently. This 
is achieved by finding maximal independent sets in the compatibility graph. These results appear in [2]. 
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3.2 Mapping Heuristics 
We have studied heuristics for mapping (viz, scheduling and matching) communicating subtasks to ma-
chines in a variety of situations. A genetic algorithm method for static (off-line) mapping of communi-
cating subtasks of a task in a heterogeneous computing (HC) environment is presented in (55]. A way to 
select from precomputed static mappings, using on-line real-time feedback for automatic target recognition 
problems is given in [35]. In [41] [38], we describe a hybrid remapper that improves a statically obtained 
initial mapping by using on-line feedback of run-time execution times of communicating subtasks and 
machine ready times. A theoretical stochastic model for the mapping of communicating subtasks of a task 
is presented in [52]. This model is used to show the worth of a greedy approach for mapping heuristics. 
We have also considered the case where the tasks to be mapped to machines are independent. Eleven 
different static mapping heuristics are compared in [15] [14] under several different situations that could 
occur in a heterogeneous computing environment. This study provides a single basis for comparison and 
insights into circumstances where one technique will out-perform another. While (15] compares static 
mapping heuristics, eight dynamic on-line heuristics for mapping a class of independent tasks are com-
pared in [4] [40] [39]. In contrast to static, off-line mappers, which assume a knowledge of what tasks are 
to be planned for execution during the next day (or other time interval), dynamic, on-line mappers handle 
tasks as they arrive (without such prior knowledge). Three of the dynamic heuristics compared have been 
proposed as part of this research. The comparisons show that the selection of a dynamic mapping heuristic 
in a particular HC environment depends on the arrival rate of tasks and the optimization requirements. 
A taxonomy for classifying different matching and scheduling methodologies is given in (16]. This 
taxonomy may be used to help classify and distinguish the different algorithms available with the MSHN 
Scheduling Advisor. A framework for simulating different HC environments to allow testing of relative 
performance of different mapping heuristics under different circumstances is presented in [5]. The paper 
characterizes an HC environment by using the expected execution times of the tasks that arrive in the 
system and maps them onto the different machines present in the system. 
We contributed a chapter [53] to the upcoming book entitled Solutions to Parallel and Distributed 
Computing Problems: Lessons from Biological Sciences. This chapter summarizes our research that uti-
lized genetic algorithms, including (1) the static use of a genetic algorithm for mapping communicating 
subtasks, (2) the use of a genetic algorithm to find "off-line mappings to use on-line" in certain environ-
ments, and (3) the comparison of eleven different static mapping heuristics (one of which was a genetic 
algorithm). 
We present a summary of our genetic algorithm research for static mappings, our "on-line use of off-
line mappings" for the dynamic use of precomputed mappings in certain environments, and the initial 
stages of our dynamic remapping study in an invited paper (51). A summary of our genetic algorithm 
MSHN Final Report 7 
research for static mappings and our dynamic remapping studies is given in the invited keynote paper [43]. 
An invited journal paper [50) gives a review of some of our earlier mixed-machine HC research. This 
includes (1) characterization of techniques for mapping tasks on HC systems, (2) the MSHN architecture, 
and (3) comparisons of various static and dynamic mapping heuristics. 
3.3 Performance of Mapping Algorithms 
In [6] we studied the performance of four mapping algorithms. The four algorithms include two naive ones: 
Opportunistic Load Balancing (OLB), and Limited Best Assignment (LBA), and two intelligent greedy al-
gorithms. All of these algorithms, except OLB, use expected run-times to assign jobs to machines. As 
expected run-times are rarely deterministic in modem networked and server based systems, we first use 
experimentation and an algorithmic approach (19] to determine some plausible run-time distributions. Us-
ing these distributions, we next execute simulations to determine how the mapping algorithms perform. 
Performance comparisons show that the greedy algorithms produce schedules that, when executed, per -
form better than naive algorithms, even though the exact run-times are not available to the schedulers. 
We conclude that the use of intelligent mapping algorithms is beneficial , even when the expected time for 
completion of a job is not deterministic. 
We also performed event simulation experiments to investigate the cost tradeoffs of scheduling jobs in 
"groups" versus scheduling each job as it arrives (17). Our results show that if the utilization factor for 
the system is near 1.0 (viz, when the mean arrival rate is comparable to the total mean service rate of the 
processors), job grouping is more efficient than per-job scheduling. 
4 Resource Modeling and Monitoring 
The heart of the Scheduling Advisor component of MSHN is a "model" of the network resources and 
tasks for which it is responsible. MSHN uses this model to make mapping decisions. The model's data 
is maintained in the Resource Requirements Database and the Resource Status Server. The effectiveness 
of MSHN's resource management services depends on how well it can model and monitor its resources 
and tasks. This section introduces several MSHN Project papers regarding our research into effective 
techniques for resource modeling and monitoring. 
In [34] we determine, through simulation, that providing a more accurate estimate of the network load 
could permit users of adaptive applications to obtain better perfonnance. We studied the accuracy with 
which resource loading information, particularly network loading information, must be known in order for 
applications to successfully, and with agility, adapt [33] . We determine that under many normal conditions, 
fairly inaccurate estimates of currently available bandwidth suffice. However, when the system is heavily 
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loaded, some strategies can perform much better with very accurate load estimates. The accuracy with 
which the available bandwidth must be known varies not only with inter-arrival rate, but also with the 
adaptation strategy used and the percentage of adaptive applications in the system. 
In [48] we describe the design, implementation, and results of the first MSHN Client Library proto-
type. This research develops the mechanism and policy for the Client Library's resource monitoring role 
and carefully documents how applications can be easily linked with the Client Library. Additionally. we 
describe a policy for passively gathering network perfonnance characteristics. i.e .• latency and throughput, 
to minimize overhead added to the run-time of test programs. 
In [47] we focus on the problem of monitoring the end-to-end performance of adaptive MSHN applica-
tions. Based upon a survey of available monitoring tools and analytical experiments, we conclude that the 
optimal monitoring mechanism: (1) should be passive; (2) should not require domain-specific knowledge 
of an application; (3) should minimize sources of error; and (4) should have few limitations. No single 
tool or application component surveyed has all of these characteristics. We describe a new tool whose 
mechanisms have all of the desired characteristics, and how we implemented it, in detail. 
System models that are too detailed incur unnecessary overhead when values corresponding to the 
detail are being obtained; they are subject to higher variances; and the benefit of computing schedules 
using them may be outweighed by the time required to compute those schedules. In [18] we propose a 
model that balances the level of detail, and therefore the quality of their predictions of resource usage, 
against the cost of computing schedules. To assess the quality of the proposed model, an Application 
Emulator was designed, built, and used. The results from running the Application Emulator demonstrated 
that the proposed model is able to predict the relative resource usage of an asynchronous application 
that has substantially more computation requirements than communication requirements. We refined this 
model in [49] to correctly estimate the relative execution times of certain communication-intensive, and 
compute-intensive, asynchronous applications. 
As part of our communication scheduling framework we developed an analytical communication 
model to compute the time for node-to-node communication events [8]. The model represents the net-
work performance between processor pairs using two parameters: start-up cost and data transmission rate. 
The analytical communication model is represented in a timing diagram, which is input to the scheduling 
algorithm . 
We investigated the capabilities of currently available communication resource status monitoring tools 
for the pwpose of identifying those tools that, with low overhead, can provide accurate, end-to-end com-
munication status information in a Windows NT environment [31]. The techniques used by the various 
tools are described and the methods for determining the accuracy of these tools are specified. 
In [45] we investigated methods of transparently intercept operating system calls made by a robust C4I 
modeling application, the Extended Air Defense Simulation (EADSIM), to measure the resources required 
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by that application. MSHN utilizes this type of information to determine which version of an application 
to execute while meeting operational deadlines. We provide the first such data gathered on a complex, con-
temporary, C41/air defense model currently in use throughout the DoD, and provide conclusions regarding 
the trade-offs of computing resources and confidence in simulation outcomes. 
5 Distributed Communications 
The heterogeneous computing nodes in a metacomputing system are interconnected by several types of net-
works such as Ethernet, ATM, and FDDI, among others. Many of the metacomputing applications involve 
frequent and large volumes of data transfer among the nodes. The overall application performance there-
fore depends largely on the system's communication performance. Network heterogeneity and dynamic 
run-time variations in network performance present significant challenges for efficient communication. 
In the context of such a heterogeneous system, our research addressed the problem of efficient collec-
tive communication wherein a group of nodes communicate among one another. We introduced a uniform 
framework [7] for developing communication schedules for these collective communication patterns. Our 
framework consisted of analytical models of the heterogeneous network, abstract representations of the 
communication pattern, and scheduling algorithms. Schedules were adapted at run-time, based on net-
work performance information obtained from a directory service. Our analytical models represented the 
communication performance between a pair of nodes as the sum of latency and bandwidth components. 
These components varied from one pair of nodes to another. 
Based on this framework we have derived efficient communication schedules for total-exchange [8] 
(10] cyclic redistribution [9] [11], broadcast, and multicast (12) [13). Our scheduling algorithms incor-
porated techniques from bi-partite graph matching, spanning tree algorithms, and shop scheduling theory. 
For the total-exchange problem, the open shop algorithm developed schedules which had a bounded com-
pletion time of at most twice the optimal. For this problem, our simulation results showed performance 
improvements of up to a factor of 5 over previous approaches. For the cyclic redistribution problem, we 
have implemented the open shop algorithm on a Cray T3E. Our results showed consistent performance 
improvements of up to 60 percent, compared with a baseline algorithm. Our scheduling techniques for the 
broadcast and multicast problems were based on spanning tree algorithms. Performance improvements of 
over a factor of 10 were achieved. 
6 Performance Metrics 
In a distributed heterogeneous computing environment, users' tasks are allocated resources to simultane-
ously satisfy, to varying degrees, the tasks' different, and possibly conflicting, quality of service (QoS) 
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requirements. When the total demand placed on system resources by the tasks, for a given interval of 
time, exceeds the resources available, some tasks will receive degraded service or no service at all. One 
part of a measure to quantify the success of a resource management system (RMS) in such a distributed 
environment is the collective value of the tasks completed during an interval of time, as perceived by the 
user, application, or policy maker. The Flexible Integrated System Capability (FISC) ratio introduced in 
(32] is a measure for quantifying this collective value. The FISC ratio is a multi-dimensional measure, and 
may include priorities, versions of a task or data, deadlines, situational mode, security, application- and 
domain-specific QoS, and dependencies. In addition to being used for evaluating and comparing RMSs, 
the FISC ratio can be incorporated as part of the objective function in a system's scheduling heuristics. 
7 Security 
The MSHN security architecture (57] (56] (22] is based upon separation of services into four distinct 
partially ordered privilege domains, and provides security support for authentication, communications 
security, access control and accountability. It is designed to take advantage of operating system support 
for domains, where available, and uses emerging public key technology as an neartenn (interim) solution. 
A method for articulating network security functional requirements, and for measuring their fulfill-
ment, is presented in (27] [37). Using this method, security in a quality of service framework (QoSS) is 
discussed in terms of variant security mechanisms and dynamic security policies. It is also shown how 
QoSS can be represented in a network scheduler benefit function. Fundamental QoSS concepts are dis-
cussed in (28]. 
In (29] we present an analysis of the layered and variable security services and requirements presented 
to a resource management system. We provide a network system model for analyzing how user and 
application choices and limits can affect the overall security provided by the RMS. We also present a 
method for fairly measuring the effectiveness of an RMS in performing security allocation and assignments 
with respect to security choices made by metacomputer users and applications 
To knowledgeably assign computing and network resources to tasks, the resource management system 
(RMS) needs to know the resource-utilization costs associated with various network security services 
which it may assign to tasks. In [25] [26] we define a preliminary security service taxonomy defining 
the range of security services an RMS may need to manage; utilizing this taxonomy, we then provide a 
framework for defining the costs associated with network security services. 
In (24] we address the problem of how users and administrators can understand and easily interact 
with a wide range of security services and mechanisms. We provide method for translation of a simplified 
user abstraction of security to detailed underlying mechanisms, such that users can be presented with a 
coherent user-level view of available security options. 
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We describe an approach for representing the level of resources consumed by jobs under the control 
of a resource management system [36], and it is shown how this measurement of resource usage can 
be combined with a notion of user preferences to reflect a restrictive resource-usage policy for network 
management. 
8 Demonstration/Implementation 
The MSHN Prototype consists of several inter-communicating components [23], the functions of which are 
described in the various MSHN documents. Development of the MSHN Scheduling Advisor component 
occurred at the Noemix site, and the other components were developed at NPS. Component integration 
was supported by both Noemix and NPS. In the Fall of 1999 all of the MSHN Prototype development and 
integration was transferred to the Noemix site. The following MSHN papers and theses describe various 
implementation issues regarding the prototype demonstration: use of CORBA, [20] (46] (21] real time 
support [44] system specification using UML [30] and Java threads [54]. 
9 Future Directions 
9.1 Mapping Algorithms 
Mapping research in progress builds on our past studies and results. We are developing techniques for 
mapping tasks to machines in heterogeneous environments where tasks have priorities, multiple versions, 
and deadlines. We are using a subset of FISC as the performance measure. We are designing two static 
mappers, selecting two that performed very well in our previous studies. After this is completed, possible 
future work would involve developing dynamic (on-line) mappers for such tasks and performance measure. 
We could also extend the performance measure to include security and application QoS attributes. 
9.2 Security 
The security architecture of the MSHN project may be applicable to other RMS architectures and to 
selected DoD applications. Additional work will be needed to understand how commercially available 
security architectures can be generalized for RMS support. The extension and development of the notion 
of Quality of Security Service is another area for further research. Theoretical work is needed to under-
stand how QoSS can embrace survivability notions. The QoSS development of the MSHN project needs 
to be refined and applied to a variety of scheduling frameworks. 
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Abstract 
A major challenge in Metacomputing Systems (Compu-
tational Grids) is to effectively use their shared resources, 
such as compute cycles, memory, communication network. 
and data repositories, to optimize desired global objectives. 
In this paper we develop a unified framework for resource 
scheduling in metacomputing systems where tasks with var-
ious requirements are submitted from participant sites. Our 
goal is to minimize the overall execution time of a collection 
of application tasks. In our model, each application task is 
represented by a Directed Acyclic Graph (DAG). A task con-
sists of several subtasks and the resource requirements are 
specified at subtask level. Our framework is general and it 
accommodates emerging notions of Quality of Service (QoS) 
and advance resource reservations. In this paper, we present 
several scheduling algorithms which consider compute re-
sources and data repositories that have advance reserva-
tions. As shown by our simulation results, it is advantageous 
to schedule the system resources in a unified manner rather 
than scheduling each type of resource separately. Our al-
gorithms have at least 30% improvement over the separated 
approach with respect to completion time. 
1. Introduction 
With the improvements in communication capability 
among geographically distributed systems, it is attractive to 
use diverse set of resources to solve challenging applica-
tions. Such Heterogeneous Computing (HC) systems [12, 
17] are called metacomputing systems [26] or computa• 
tional grids [8]. Several research projects are underway, 
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including for example, MSHN [22], Globus [13), and Le-
gion [19), in which the users can select and employ re-
sources at different domains in a seamless manner to execute 
their applications. In general, such metacomputing systems 
will have compute resources with different capabilities, dis-
play devices, and data repositories all interconnected by het-
erogeneous local and wide area networks . A variety of tools 
and services are being developed for users to submit and ex-
ecute their applications on a metacomputing system. 
A major challenge in using metacomputing systems is 
to effectively use the available resources. In a metacom-
puting environment, applications are submitted from vari-
ous user sites and share system resources. These resources 
include compute resources, communication resources (net-
work bandwidth), and data repositories (file servers). Pro-
grams executing in such an environment typically consist 
of one or more subtasks that commwiicate and cooperate to 
form a single application . Users submit jobs from their sites 
to a metacomputing system by sending their tasks along with 
Quality of Service (QoS) requirements. 
Task scheduling in a distributed system is a classic prob-
lem (for a detailed classification see [5, 6]). Recently, there 
have been several works on scheduling tasks in metacom-
puting systems. Scheduling independent jobs (meta-tasks) 
has been considered in [2, 11, 14]. For application tasks 
represented by Directed Acyclic Graphs (DAGs), many dy-
namic scheduling algorithms have been devised. These in-
clude the Hybrid Remapper [20), the Generational algo-
rithm (9], as well as others [15, 18). Several static algo-
rithms for scheduling DAGs in metacomputing systems are 
described in [16, 23, 24, 25, 27). Most of the previous algo-
rithms focus on compute cycles as the main resource. Also, 
previous DAGs scheduling algorithms assume that a sub-
task receives all its input data from its predecessor subtasks. 
Therefore, their scheduling decisions are based on machine 
performance for the subtasks and the cost of receiving input 
data from predecessor subtasks only. 
Many metacomputing applications need other resources, 
such as data repositories, in addition to compute resources. 
For example, in data-intensive computing [21] applications 
access high-volume data from distributed data repositories 
such as databases and archival storage systems. Most of 
the execution time of these applications is in data move-
ment. These applications can be computationally demand-
ing and communication intensive as well [21]. To achieve 
high performance for such applications, the scheduling de-
cisions must be based on all the required resources. Assign-
ing a task to the machine that gives its best execution time 
may result in poor performance due to the cost of retriev-
ing the required input data from data repositories. In [4], 
the impact of accessing data servers on scheduling decisions 
has been considered in the context of developing an AppLes 
agent for the Digital Sky Survey Analysis (DSSA) applica-
tion. The DSSA AppLes selects where to run a statistical 
analysis according to the amount of required data from data 
servers. However, the primary motivation was to optimize 
the performance of a particular application. 
In this paper we develop a unified framework for resource 
scheduling in metacomputing systems. Our framework con-
siders compute resources as well as other resources such as 
the communication network and data repositories. Also, it 
incorporates the emerging concept of advance reservations 
where system resources can be reserved in advance for spe-
cific time intervals. In our framework, application tasks with 
various requirements are submitted from participant sites. 
An application task consists of subtasks and is represented 
by a DAG. The resource requirements are specified at the 
subtask level. A subtask's input data can be data items from 
its predecessors and/or data sets from data repositories. A 
subtask is ready for execution if all its predecessors have 
completed, and it has received all the input data needed for 
its execution. In our framework, we allow for input data sets 
to be replicated, i.e., the data set can be accessed from one or 
more data repositories. Additionally, a task can be submit-
ted with QoS requirements, such as needed compute cycles, 
memory, communication bandwidth, maximum completion 
time, priority, etc. In our framework, sources of input data 
and the execution times of the subtasks on various machines 
along with their availability are considered simultaneously 
to minimize the overall completion time. 
Although our unified framework allows many factors to 
be taken into account in resource scheduling, in this pa-
per, to illustrate our ideas, we present several heuristic al-
gorithms for a resource scheduling problem where the com-
pute resources and the data repositories have advance reser-
vations. These resources are available to schedule subtasks 
only during certain time intervals as they are reserved (by 
other users) at other times. QoS requirements such as dead-
lines and priorities will be included in future algorithms. 
The objective of our resource scheduling algorithms is to 
minimize the overall completion time of all the submitted 
tasks. 
Our research is a part of the MSHN project [22], which 
is a collaborative effon between DoD (Naval Postgraduate 
School), academia (NPS, USC, Purdue University), and in-
dustry (NOEMIX). MSHN (Management System for Het-
erogeneous Networks) is designing and implementing a Re-
source Management System (RMS} for distributed hetero-
geneous and shared environments. MSHN assumes hetero-
geneity in resources, processes, and QoS requirements. Pro-
cesses may have different priorities, deadlines, and com-
pute characteristics. The goal is to schedule shared compute 
and network resources among individual applications so that 
their QoS requirements are satisfied. Our scheduling algo-
rithms, or their derivatives, may be included in the Schedul-
ing Advisor component of MSHN. 
This paper is organized as follows. In the next section 
we introduce our unified resource scheduling framework. In 
Section 3, we present several heuristic algorithms for solv-
ing a general resource scheduling problem which considers 
input requirements from data repositories and advance reser-
vations for system resources. Simulation results arc pre-
sented in Section 4 to demonstrate the performance of our 
algorithms. Finally, Section 5 gives some future research di-
rections. 
2. The Scheduling Framework 
2.1. Application Model 
In the metacomputing system we arc considering, n ap-
plication tasks, {T1, ... , Tn}, compete for computational as 
well as other resources (such as communication network and 
data repositories). Each application task consists ofa set of 
communicating subtasks. The data dependencies among the 
subtasks are assumed to be known and are represented by a 
Directed Acyclic Graph (DAG), G = (V, E). The set of 
subtasks of the application to be executed is represented by 
V={ v1 , v2, ... , v1c} where v,. ~ 1, andErepresentsthedata 
dependencies and communication between subtasks. e,; in-
dicates communication from subtask v; to v;, and le;; Irep-
resents the amount of data to be sent from v; to v;. Figure I 
shows an example with two application tasks . In this exam-
ple, task I consists of three subtasks, and task 2 consists of 
nine subtasks . 
In our framework, QoS requirements are specified for 
each task. These requirements include needed compute cy-
cles, memory, communication bandwidth, maximum com-
pletion time, etc. In our model, a subtask 's input data can be 
data items from its predecessors and/or data sets from data 
repositories. All of a subtask's input data (the data items and 
the data sets) must be retrieved before its execution . After 
Task1 Task2 
Figure 1. Example of application tasks 
a subtask's completion, the generated output data may be 
forwarded to successor subtasks and/or written back to data 
repositories . 
In some applications, a subtask may contain sub-
subtasks. For example, Adaptive Signal Processing (ASP) 
applications are typically composed of a sequence of com-
putation stages (subtasks). Each stage consists of a number 
of identical sub-subtasks (i.e., FFT's, QR decompositions, 
etc.) . Each stage repeatedly receives its input from the 
previous stage, perfonns computations, and sends its output 
to the next stage. 
2.2. System Model 
The metacomputing system consists of m heterogeneous 
machines, Iv! ={m 1 , m2, ... , mm}, and f file servers or 
data repositories, S = { s 1 , s2 , •.• , s 1 }. We assume that an 
estimate of the execution time of subtask v; on machine 
m; is available at compile-time. These estimated execu-
tion times are given in matrix ECT. Thus, ECT( i, j) gives 
the estimated computation time for subtask i on machine 
j. If subtask v; cannot be executed on machine m;, then 
ECT( i, j) is set to infinity. 
System resources may not be available over some time 
intervals due to advance reservations. Available time inter-
vals for machine m; are given by M A(j] . Available time 
intervals for data repository s; are given by SA(j]. Ma-
trices TR and L give the message transfer time per byte 
and the communication latency between machines respec-
tively. Matrices Data_T Rand Data_L specify the message 
transfer time per byte and the communication latency be-
tween the data repositories and the machines, respectively. 
DataSet(i1 gives the amount of input data sets needed from 
data repositories for subtask v;. In systems with multiple 
copies of data sets, one or more data repository can provide 
the required data sets for that subtask. 
2.3. Problem Statement 
Our goal is to minimize the overall execution time 
for a collection of applications that compete for system 
resources. This strategy (i.e., optimizing the performance 
of a collection of tasks as opposed to that of a single appli-
cation) has been taken by SmartNet [11] and MSHN [22). 
On the other hand, the emphasis in other projects such as 
App Les [3] is to optimize the performance of an individual 
application rather than to cooperate with other applications 
sharing the resources. Since multiple users share the 
resources, optimizing the performance of an individual 
application may dramatically affect the completion time of 
other applications. 
We now fonnally state our resource scheduling prob-
lem. 
Given: 
• A Metacomputing system with m machines and / data 
repositories, 
• Advance reserved times for system resources as given 
by MA and SA, 
• n application tasks, {T1, ... , Tn},where each applica-
tion is represented by a DAG, 
• Communication latencies and transfer rates among the 
various resources in matrices TR, L, Data..T R, and 
Data..L, 
• Subtasks execution times on various machines in ma-
trix ETC, and 
• Amount of input data sets needed from data reposito-
ries for each subtask v; as given by DataSet(i]. 
Find a schedule to 
Minimize {~"ax [Finish Time('.I'j )) }, 
;=l 
where the schedule detennines, for each subtask, the start 
time and the duration of all the resources needed to execute 
that subtask. 







Figure 2. Application DAG for the example In 
Sec. 2.4 
m1 m2 m3 
Vi 5 4 8 
Vi 20 5 3 
Va 6 10 4 
Vi 10 4 2 
Vs 00 6 5 
Table 1. Subtask execution times 
• A subtask can execute only after all its predecessors 
have completed, all input data items have been received 
from its predecessors, and the input data sets have been 
retrieved from one of the data repositories, 
• Preserve all advance resource reservations, 
• Only one subtask can execute on any machine at any 
given time, and 
• At most one subtask can access any data repository at 
any given time. 
2.4. Separated Scheduling Vs. Unified Scheduling 
Many scheduling methods exist in the literature for 
scheduling application DAGs on compute and network re-
sources. They do not consider data repositories. With the 
inclusion of data repositories, one can obtain schedules for 
compute resources and data repositories independently and 
m1 m2 ma 
S1 s 6 6 
S2 I 4 3 
S3 4 1.5 5 
Table 2. Transfer costs (time units/data unit} 
Subtask Amountofthelnput Data Repository 
Data Set Choices 
Vi 3 units S1 orS2 
V2 10 units S2 or Sa 
Va 2 units S1 or Sa 
V4 1 unit S1 orS2 
Vs 5 units $3 
Table 3. Input requirements for the subtasks 
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Figure 3. Separated scheduling (machines 
first) 
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Figure 5. Unified scheduling 
combine the schedules. In this section we show with a sim-
ple example, that this separated approach is not efficient 
with respect to completion time . 
Figure 2 shows the DAG representation for an applica-
tion task with 5 subtasks. In this example, we assume a fully 
connected system with 3 machines and 3 data repositories 
{file servers). The subtask execution times (in time units) 
are given in Table 1. Table 2 gives the the cost (in time units) 
for transferring one data unit from any data repository to any 
machine. We assume that each subtask needs an input data 
set, which can be retrieved from one or more data reposito-
ries as given in Table 3. 
In this example, we are using a simple list scheduling al-
gorithm called the Baseline Algorithm . This algorithm has 
been described in [20, 27). The baseline algorithm is a fast 
static algorithm for mapping DA Gs in HC environments. It 
partitions the subtasks in the DAG into blocks (levels) us-
ing an algorithm similar to the level partitioning algorithm 
which will be described in Section 3.1. Then all the sub-
tasks are ordered such that the subtasks in block k come be-
fore the subtasks in block b, where k < b. The subtasks in 
the same block are sorted in descending order based on the 
number of descendents of each subtask (ties are broken ar-
bitrarily). The subtasks are considered for mapping in this 
order. A subtask is mapped to the machine that gives the 
minimum completion time for that particular subtask. Since 
the original algorithm does not account for the data reposi-
tories, we implemented a modified version of the algorithm. 
In the modified version, the algorithm chooses a data repos-
itory that gives the best retrieving time of the input data set. 
The schedule based on the separated approach, when 
scheduling the machines first, is shown in Figure 3. The 
completion time of this schedule is 52 time units. For this 
case, we map the application subtasks to the machines as 
they are the only resources in the system. Then for each 
subtask we choose the data repository that gives the best re-
trieving (delivery) time of the input data set to the previ-
ously mapped machine for this subtask in order to minimize 
its completion time. The completion time of the schedule 
based on the separated approach, when scheduling the data 
repositories first, is 39 time units as shown in Figure 4. For 
this case, we map the application subtasks to the data repos-
itories as they are the only system resources. Then for each 
subtask we choose the machine that gives the best comple-
tion time for that subtask when using the previously mapped 
data repository to get the required data set for this subtask. 
Figure 5 shows the schedule based on the unified approach. 
The completion time of the unified scheduling is 28.5 time 
units. In the unified approach, we map each subtask to a ma-
chine and data repository at the same time in order to mini-
mize its completion time . 
The previous example shows clearly that the scheduling 
based on the separated approach is not efficient with respect 
to completion time. Further, with advance reservations, sep-
arated scheduling can lead to poor utiliz.ation of resources 
when one type of resource is not available while others are 
available. 
3. Resource Scheduling Algorithms 
In this section, we develop static (compile-time) heuris-
tic algorithms for scheduling tasks in a metacomputing sys-
tem where the compute resources and the data repositories 
have advance reservations. These resources are available to 
schedule subtasks only during certain time intervals as they 
are reserved (by other users) at other times . Although our 
framework incorporates the notion of QoS, the algorithms 
we present in this paper do not consider QoS . We are cur-
rently working on extending our scheduling algorithms to 
Tnk2 
Figure 6. Combined DAG for the tasks in Fig. 1 
consider QoS requirements such as deadlines, priorities, and 
security. 
As in state-of-the-art systems, we assume a central sched-
uler with a given set of static application tasks to schedule. 
With static applications, the complete set of task to be sched-
uled is known a priori. Tasks from all sites are sent to the 
central scheduler to detennine the schedule for each sub-
task so that the global objective is achieved. The informa-
tion about the submitted tasks as well as status of various 
resources are communicated to the central scheduler. This 
centralized scheduler will then make appropriate decisions 
and can achieve better utilization of the resources. 
Scheduling in metacomputing systems, even if we sched-
ule based on compute resources only, is known to be NP-
complete. One method is based on the well known list 
scheduling algorithm [l, 16, 23). In list scheduling, all the 
subtasks of a DAG are placed in a list according to some pri-
ority assigned to each subtask. A subtask cannot be sched-
uled until all its predecessors have been scheduled. Ready 
subtasks are considered for scheduling in order of their pri-
orities. In this section, we develop modified versions of 
list scheduling algorithm for our generalized task scheduling 
problem with advance resource reservations. Our heuristic 
algorithms that are based on the list scheduling are of two 
types - level by level scheduling and greedy approach. In 
the following, we briefly describe these two types of algo-
rithms. 
Task1 Task2 
Figure 7. Level partitioning for the combined 
DAG in Fig. 6 
3.1. Level-By-Level Scheduling 
In our framework, application tasks are represented by 
DAGs where a node is a subtask and the edges from pre-
decessors represent control flow. Each subtask has compu-
tation cost, data items to be communicated from predeces-
sor subtasks, and data sets from one or more repositories. 
A subtask is ready for execution if all its predecessors have 
completed, and it has received all the input data needed for 
its execution. To facilitate the discussion of our schedul-
ing algorithms, a hypothetical node is created and linked, 
with zero communication time links, to the root nodes of 
all the submitted DAGs to obtain one combined DAG. This 
dummy node has zero computation time. Figure 6 shows the 
combined DAG for the two tasks in Figure 1. Now, mini-
mizing the maximum time to complete this combined DAG 
achieves our global objective . 
In level-by-level heuristic, we first partition the com-
bined DAG into I levels of subtasks. Each level contains in-
dependent subtasks, i.e., there are no dependencies between 
the subtasks in the same level. Therefore, all the subtasks in 
a level can be executed in parallel once they are ready. Level 
0 contains the dummy node. Level I contains all subtasks 
that do not have any incident edges originaly, i.e., subtasks 
without any predecessors in the original DAGs. All subtasks 
in level I have no successors. For each subtask v; in level k, 
all ofits predecessors are in levels Oto k-1, and at least one 
of them in level k-1. Figure 7 shows the levels of the com-
bined DAG in Fig. 6. The combined DAG in this example 
Level-by-Level Scheduling Algorithm 
begin 
Combine all submitted DAGs into one DAG. 
Do level partitioning for the combined DAG. 
For level := 1 to l do 
Set Ready to be the set of all subtasks at this level. 
While Ready is not empty do 
Find FIN /SH (Vi, Tnmin, Smin) for all subtasks in Ready, where Tnmin is 
the machine that gives the minimwn completion time for subtask v; 
if data repository Smin has been used to get the input data set . 
Min-FINISH: Choose the subtask Vk with the minimum completion time. 
Max-FINISH: Choose the subtask vi. with the maximum completion time. 
Schedule subtask Vk to machine mmi n and data repository Sm /n. 
Update M A(mmin) and SA(Smin }. 
end 
Remove v1r from Ready. 
end While 
end For 
Figure 8. Pseudo code for the level-by-level scheduling algorithms 
has 4 levels. 
The scheduler considers subtasks in each level at a time. 
Among the subtasks in a particular level i, the subtask with 
the minimum completion time will be scheduled first in the 
Min-FINISH algorithm and the subtask with the maximum 
completion time is scheduled first in the Max-FINISH algo-
rithm. The advance reservations of compute resources and 
data repositories are handled by choosing the first-fit time 
interval to optimize the completion time of a subtask. 
The idea behind the Min-FINISH algorithm, as in algo-
rithm D in [ I 4] and Min-min algorithm in SmartNet [11 ], is 
that at each step, we attempt to minimize the finish time of 
the last subtask in the ready set. On the other hand, the idea 
in the Max-FINISH, as in algorithm E in [14] and Max-min 
algorithm in SmartNet [11], is to minimize the worst case 
finishing time for critical subtasks by giving them the op-
portunity to be mapped to their best resources. The pseudo 
code for the level-by-level scheduling algorithms is shown 
in Figure 8. 
3.2. Greedy Approach 
Since the subtasks in a specific level i of the combined 
DAG belong to different independent tasks, by scheduling 
level by level we are creating dependency among various 
tasks. Further, the completion times of levels of different 
tasks can vary widely, and the level-by-level scheduling al-
gorithms may not perform well. The idea in the greedy 
heuristics, Min-FINISH-ALL and Max-FINISH-ALL, is to 
consider subtasks in all the levels that are ready to execute 
in determining their schedule. This will advance execu-
tion of different tasks by different amounts and will attempt 
to achieve the global objective and provide good response 
times for short tasks at the same time. As before, we con-
sider both the minimum finish time and the maximum fin-
ish time of all ready subtasks in determining the order of the 
subtasks to schedule. 
The two greedy algorithms, Min-FINISH-ALL and Max-
FINISH-AU algorithm, are similar to Min-FINISH and 
Max-FINISH respectively. They only differ with respect to 
the Ready set. In the greedy algorithms, the Ready set may 
contain subtasks from several levels. Initially, the Ready set 
contains all subtasks at level 1 from all applications. After 
mapping a subtask, the algorithms check if any ofits succes-
sors are ready to be considered for scheduling and add them 
to Ready set. A subtask cannot be considered for schedul-
ing until all its predecessors have been scheduled. 
4. Results and Discussion 
For the generalized resource scheduling problem consid-
ered above, it is not clear which variation of the list schedul-
ing will perform best. Our intuition is that scheduling sub• 
tasks by considering all resource types together will result in 
bounded suboptimal solutions. In order to evaluate the ef-
fectiveness of the scheduling algorithms discussed in Sec-
tions 3.1 and 3.2, we have developed a software simulator 
that calculates the completion time for each of them. The in-
put parameters are given to the simulator as fixed values or 
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Figure 10. Simulation results for 50 subtasks with varying number of machines and data repositories 
Subtask execution times, communication latencies, commu-
nication transfer rates, data items amounts, and data sets 
amounts, are specified to the simulator as range of values. 
The actual values of these parameters are choosen randomly 
by the simulator within the specified ranges. The fixed input 
parameters are the number of machines, the number of data 
repositories, the number of data items, and the total number 
of subtasks. 
We assume that each task needs an input data set from the 
data repositories. This data set can be replicated and may 
be retreived from one or more data repositories. Each com-
pute resource and data repository had several slots blocked 
at the beginning of the simulation to indicate advance reser-
vations. We compare our scheduling algorithms with sep-
arated version of the baseline algorithm discussed in Sec-
tion 2.4. The simulation results are shown in Figures 9 
and IO. In Figure 9, the scheduling algorithms are com-
pared for varying number of subtasks using 20 machines and 
6 data repositories. Figure 10 shows a similar comparison 
for varying number of machines and data repositories with 
50 subtasks. Our preliminary results show that all four of 
our heuristic algorithms seem to have similar performance 
with relatively uniform task costs. The simulation results 
clearly show that it is advantageous to schedule the system 
resources in a unified manner rather than scheduling each 
type of resource separately. Our scheduling algorithms have 
at least 30% improvment over the baseline algorithm which 
use the separated approach. 
5. Future Work 
This work represents, to the best of our knowledge, the 
first step towards a unified framework for resource schedul-
ing with emerging constraints that are important in meta-
computing. In this paper, we have considered one such re-
quirement of advance reservations for compute resources 
and data repositories in this paper. We are investigating the 
question of how advance reservations impact task comple-
tion times. That is, in the scheduling, how soon we want 
to reserve a resource for a subtask to avoid waiting for an-
other resource and/or blocking a different subtask. We are 
currently working on extending our scheduling algorithms 
to consider QoS requirements such as deadlines, priorities, 
and security . We are investigating the mapping of QoS spec-
ified at task level to subtasks in our framework. 
In our future work we plan to develop scheduling algo-
rithms for dynamic environments with the above mentioned 
resource requirements. In a dynamic environment, appli-
cation tasks arrive in a real-time non-deterministic man-
ner. System resources may be removed, or new resources 
may be added during run-time . Dynamic scheduling algo-
rithms make use of real-time infonnation and require feed-
back from the system. 
References 
(1) T. Adam, K. Chandy, and J. Dickson, "A comparisonoflist 
schedules for parallel processing systems," Comm. of the 
ACM, 17(12):685-690, Dec. 1974. 
(2) R. Armstrong, D. Hensgen, and T. Kidd, "The relative per-
formance of various mapping algorithm is independent of 
sizable variance in run-time predictions," 7th Heterogeneous 
Computing Work.shop (HCW' 98), pp. 79-87, March 1998. 
[J) F. Berman and R. Wolsk~ "Scheduling from the perspective 
of the application," 5th IEEE International Symposium on 
High Performance Distributed Computing, August 1996. 
[4) F. Bennan, "High-Perfonnance schedulers," in The Grid: 
blueprint for new computing infrastructure, I. Foster and C. 
Kesselman, ed., Morgan Kaufmann Publishers, San Fran-
cisco, CA, 1999, pp. 279-309. 
[51 T. Braun et al., "A Taxonomy for descnbing matching and 
scheduling heuristics for mixed-machines heterogeneous 
computing systems," Work.shop on Advances in Parallel 
and Distributed Systems (APADS). West Lafayette, IN, Oct. 
1998. 
[6) T. Casavant and 1. Kuhl, " A Taxonomy of scheduling 
in general-pwpose distributed computing systems," IEEE 
Trans. on Software Engineering, 14(2): 141-154, Feb. 1988. 
[7) D. Fernandez-Baca, "Allocating modules to processors in a 
distributed system," IEEE 1l-ans. on Software Engineering, 
SE-15(11):1427-1436,Nov. 1989. 
[8) I. Foster and C. Kesselman, ed., The Grid: blueprint for 
new computing infrastructure, Morgan Kaufmann Publish-
ers, San Francisco, CA, 1999. 
[9) R. Freund, B. Caner, D. Watson, E. Keith, and F. Mirabile, 
"Generational scheduling for heterogeneous computing sys-
tems," Int'/ Conf Parallel and Distributed Processing Tech-
niques and Applications (PDPTA '96), pp. 769-778, Aug. 
1996. 
[ I OJ R. Freund, M. Gherrity, S. Ambrosius, M. Campbell, M. Hal-
derman, D. Hensgen, E. Keith, T. Kidd, M. Kussow,J. Lima, 
F. Mirabile, L. Moore, B. Rust, and H.J. Siegel, "Scheduling 
resources in multi-user, heterogeneous computing environ-
ments with SmarNet," 7th Heterogeneous Computing Work-
shop (HCW '98), pp. 184-199,March 1998. 
[11) R. Freund, T. Kidd, D. Hensgen, and L. Moore, "SmartNet: 
a scheduling framework for heterogeneous computing," The 
International Symposium on Parallel Architectures, Algo-
rithms, and Networks, Beijing, China, June 1996. 
[12) R. Freund and H. J. Siegel, "Heterogeneous processing" 
IEEE Computer. 26(6):13-17, June 1993. 
[13) Globus Web Page. http://www.globus.org. 
[14) 0 . Ibarra and C. Kim, "Heuristic algorithms for scheduling 
independent tasks on non identical processois." Journal of 
The A CM, 24(2):280-289, April 1977. 
[15) M. Iverson and F. Ozguner, "Dynamic, competitive schedul-
ing of multiple DAGs in a distributed heterogeneous envi-
ronment," 7th Heterogeneous Computing Work.shop (HCW' 
98), pp. 70-78, March 1998. 
[16) M. Iverson, F. Ozguner, and G. J. Follen, "Parallelizing ex-
isting applications in a distributed heterogeneous environ-
ment," 4th Heterogeneous Computing Work.shop (HCW' 95). 
pp. 93-100, Apr. 1995. 
[ 17] A. Khokhar, V. K. Prasanna, M. Shaaban, and C. L. Wang, 
" Heterogeneous computing: challenges and opportunities," 
IEEE Computer, 26(6):18-27, June 1993. 
(18] C. Leangsuksun, J. Potter, and S. Scott, "Dynamic task 
mapping algorithms for a distributed heterogeneous comput-
ing environment," 4th Heterogeneous Computing Workshop 
(HCW' 95). pp. 30-34, Apr. 1995. 
[19] Legion Web Page. http:/Aegion.virginia.edu. 
(20) M. Maheswaran and H. J. Siegel, "A Dynamic matching 
and scheduling algorithm for heterogeneous computing sys-
tems," 7th Heterogeneous Computing Workshop (HCW '98). 
pp. 57-69,March 1998. 
[21] R. Moore, C. Baru, R. Marciano, A. Rajasekar, and M. Wan, 
"Data-intensive computing," in The Grid: blueprint for new 
computing infrastructure, I. Foster and C. Kesselman, ed., 
Moigan Kaufmann Publishers, San Francisco, CA, 1999, pp. 
105-129. 
(22) MSHN Web Page. http://www.mshn.org. 
(23] B. Shirazi, M. Wang, and G. Pathak, "Analysis and evalua-
tion ofhe~stic methods for static task scheduling," Journal 
of Parallel and Distributed Computing, 10:222-232, 1990. 
[24] P. Shroff, D. W. Watson, N. S. Fiann, and R. F. Freund, 
"Genetic simulated annealing for scheduling data-dependent 
tasks in heterogeneous environment," 5th Heterogeneous 
Computing Workshop (HCW' 96). pp. 98-117, Apr. 1996. 
[25] G. C. Sih and E. A. Lee, "A Compile-time scheduling heuris-
tic for interconnection-constrained heterogeneous processor 
architectures," IEEE Trans.on Parallel and Distributed Sys-
tems, 4(2):175-187, Feb. 1993. 
(26] L. Smarr and C. E. Catlett, "Metacomputmg," Communica-
tions of the ACM, 35(6) :45-52, June 1994. 
[27] Lee Wang, Howard Jay Siegel, Vwani P. Roychowdhury,and 
Anthony A. Maciejewski, "Task Matching and Scheduling in 
Heterogeneous Computing Environments Using a Genetic-
Algorithm-Based Approach," 5Journa/ of Parallel and Dis-
tributed Computing, 47(1):8-22, Nov. 1997. 
Biographies 
Ammar Alhusaini is a Ph.D. candidate in the Depart-
ment of Electrical Engineering - Systems at the University 
of Southern California , Los Angeles, California, USA. His 
main research interest is task scheduling in heterogeneous 
environments. Mr. Alhusaini received a B.S. degree in 
computer engineering from Kuwait University in 1993 and 
M.S . degree in computer engineering from the University of 
Southern California in 1996. Mr. Alhusaini is a member of 
IEEE, IEEE Computer Society, and ACM. 
Viktor K. Prasanna (V.K. Prasanna Kumar) is a Pro-
fessor in the Department of Electrical Engineering - Sys-
tems, University of Southern California, Los Angeles . He 
received his B.S. in Electronics Engineering from the Ban-
galore University and his M.S . from the School of Automa-
tion, Indian Institute of Science. He obtained his Ph.D. in 
Computer Science from Pennsylvania State University in 
1983. His research interests include parallel computation, 
computer architecture, VLSI computations , and high per-
fonnance computing for signal and image processing, and 
v1s1on. Dr. Prasanna has published extensively and con-
sulted for industries in the above areas. He is widely known 
for his pioneering work in reconfigurable architectures and 
for his contributions in high perfonnance computing for sig-
nal and image processing and image understanding. He has 
served on the organizing committees of several international 
meetings in VLSI computations, parallel computation, and 
high perfonnance computing. He also serves on the editorial 
boards of the Journal ofParallel and Distributed Computing 
and IEEE Transactions on Computers. He is the founding 
chair of the IEEE Computer Society Technical Committee 
on Parallel Processing. He is a Fellow of the IEEE. 
Cauligi Ragbavendra is a Senior Engineering Special-
ist in the Computer Science Research Department at the 
Aerospace Corporation. He received the Ph.D degree in 
Computer Science from University of California at Los An-
geles in 1982. From September 1982 to December 1991 he 
was on the faculty of Electrical Engineering-Systems De-
partment at University of Southern California, Los Ange-
les. From January 1992 to July 1997 he was the Boeing 
CenteMial Chair Professor of Computer Engineering at the 
School of Electrical Engineering and Computer Science at 
the Washington State University in Pullman. He received 
the Presidential Young Investigator Award in 1985 and be-
came an IEEE Fellow in 1997. He is a subject area edi-
tor for the Journal of Parallel and Distributed Computing, 
Editor-in-Chief for Special issues in a new journal called 
Cluster Computing, Bal~ Science Publishers, and is a pro-
gram committee member for several networks related inter-
national conferences. 
In the Proc. 9th IEEE Heterogeneous Computing Workshop (HCW 2000). Cancun, Mexico, May 1, 2000. 
A Framework for Mapping with Resource Co-Allocation in 
Heterogeneous Computing Systems 
Ammar H. Alhusaini • and Vtlctor K. Prasanna• 
Department of EE-Systems, EEB 200C 
University of Southern California 
C.S.Raghavendra 
The Aerospace Corporation 
P. 0. Box 29257 
Los Angeles, CA 90089-2562 
Ph: (213) 740-4483 
{ ammar + prasanna }@usc.edu 
Abstract 
It is often the case in Heterogeneous Computing (HC) 
systems that an application requires multiple resources of 
different types to be allocated simultaneously. In general, 
this problem is the resource co-allocation problem. In this 
paper, we develop a general framework/or mapping a col-
lection of applications with resource co-allocation require-
ments. In our framework, application tasks have two types 
of constraints to be satisfied: precedence constraints and re-
source sharing constraints. We use a graph theoretic frame-
work to capture these constraints. A Directed Acyclic Graph 
is used to represent precedence constraints of tasks within 
an application and a Compatibility Graph is used to repre-
sent resource sharing constraints among tasks of applica-
tions. Both these graphs are used to find maximal indepen-
dent sets of tasks that can be executed concurrently. 
The objective of the mapping is to minimize the overall 
schedule length for a given set of applications. We develop 
heuristic algorithms to solve the mapping problem with re-
source co-allocation constraints. We also provide a two-
phase algorithm that can be used for run-time adaptation. 
We conducted extensive simulation experim_ents to evaluate 
the performance of our heuristic algorithms. Simulation re-
sults for our algorithms show a performance improvement 
of 10% to 30% over a baseline algorithm of list schedul-
ing which considers only the precedence constraints and al-
locates tasks from the resulting order. This paper demon-
strates the importance of considering the co-a/location re-
quirements when mapping applications in heterogeneous 
computing environments including grid environments. 
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1. Introduction 
In Heterogeneous Computing (HC) systems (8, 13, 20, 
25, 26], a diverse set of resources are used in a coordinated 
and effective way to solve computationally challenging ap-
plications. Such systems are also called metacomputingsys-
tems (29] or computational grids [ l O]. In general, such HC 
systems have compute resources with different capabilities, 
input/output devices, data repositories, and other resources 
all interconnected by heterogeneous local and wide area net-
works. A major challenge in using HC systems is to effec-
tively use all the available resources. 
Mapping applications in HC system is a well researched 
problem in the literature. The mapping problem is defined 
as the problem of assigning application tasks to suitable re-
sources (matching problem) and ordering task executions 
in time (scheduling problem) to optimize a specific objec-
tive function. Many algorithms exist for mapping applica-
tions in HC systems (for a detailed classification see [4]). 
For applications consisting of several tasks and represented 
by Directed Acyclic Graphs (DAGs), many static and dy-
namic mapping algorithms have been proposed. Dynamic 
algorithms include the Hybrid Remapper (23], the Genera-
tional algorithm (12], as well as others (1, 18, 21]. Several 
static algorithms for mapping application DAGs in HC sys-
tems are described in [19, 24, 27, 32]. Most of the previous 
algorithms focus on compute resources only. 
In our earlier work (2), we developed a unified resource 
scheduling framework for HC systems which supports mul-
tiple resource requirements, advance reservation, and data 
replication. Each application was assumed to consist of sev-
eral tasks and was represented by a DAG. A task's input data 
can be data items from its predecessors and/or data sets from 
data repositories. Input data sets can be accessed from one 
or more data repositories. Sources of input data and the ex-
ecution times of the tasks on various machines along with 
their availability were considered simultaneously to mini-
mize the overall completion time. Although we considered 
multiple resource requirements in [2], tasks were not re-
quired to access different types of resources simultaneously. 
In this paper, we consider the problem of mapping a set of 
applications in a HC system where application tasks require 
concurrent access to multiple resources of different types. 
In general, this problem is the resource co-a/location prob-
lem. For example, an interactive data analysis application 
may require simultaneous access to a storage system hold-
ing a copy of the data, a supercomputer for analysis, network 
elements for data transfer, and a display device for interac-
tion [ 11]. For such applications, co-allocation of all required 
resources is necessary. A special case of this problem where 
a single application requires concurrent access to a set of re-
sources in a computational grid has been considered in [5]. 
In this paper, we develop a general framework for map-
ping with resource co-allocation in HC systems. The frame-
work defines the system and application models and formu-
lates the co-allocation problem. Two graphs are used to rep-
resent applications: a Directed Acyclic Graph (DAG) and 
a Compatibility Graph (defined in Section 3.4). DAG rep-
resentation is given initially and stay unchanged through-
out the mapping process while the compatibility graph is 
updated during the mapping process. In classical mapping 
problems, only DAGs are used to represent the precedence 
constraints among tasks. In this paper, the co-allocation re-
quirements add another type of constraint among the tasks: 
the resource sharing constraint which is captured in the com-
patibility graph. Tasks that share one or more resources 
cannot be executed concurrently due to the resource shar-
ing constraints even if they have no precedence constraints 
among them. Known mapping algorithms for the classi-
cal DAG scheduling problem cannot be directly used for 
the above problem since they only consider the precedence 
constraints. In this paper, we develop heuristic algorithms 
that can be used with different allocation techniques to ef-
ficiently solve the co-allocation problem defined by our 
framework. 
In our approach, multiple DA Gs of different applications 
are combined into a single DAG. All tasks that have satisfied 
the precedence constraints are ready for allocation provided 
they have no resource sharing constraints. Using the com-
patibility graph, we will select tasks that can be executed 
concurrently. This is achieved by finding maximal indepen-
dent sets in the compatibility graph. 
Our research is part of the MSHN project [16], which 
is a collaborative effort between DoD (Naval Postgraduate 
School), academia (NPS, USC, Purdue University), and in-
dustry (NOEMIX). MSHN (Management System for Het-
erogeneous Networks) is designing and implementing a Re-
source Management System (RMS) for distributed hetero-
geneous and shared environments. MSHN assumes hetero-
2 
geneity in resources, processes, and QoS requirements. Pro-
cesses may have different priorities, deadlines, and com-
pute characteristics. The goal is to schedule shared re-
sources among individual applications so that their Quality 
of Service (QoS) requirements are satisfied. MSHN sup-
ports adaptive applications that can exist in several different 
versions. These versions may differ in the precision of com-
putation or input data, and therefore have different values to 
a user. Unlike other HC and grid projects, MSHN seeks to 
determine how to meet QoS requirements of multiple appli-
cation simultaneously. 
The rest of this paper is organized as follows. In next sec-
tion we give the definition of the co-allocation problem and 
summarize some related work. The problem framework is 
defined in Section 3. In Section 4, we give the outline of 
our approach to solve the co-allocation problem using our 
framework. Experimental results are given in Section 5. Fi-
nally, Section 6 gives the conclusions and future research di-
rections. 
2. The Co-Allocation Problem 
The co-allocation problem can be defined as the problem 
of simultaneously allocating multiple resources of different 
types to applications in order to meet specific perfonnance 
requirements. The need of co-allocation is a common char-
acteristic of applications running in HC environments (as 
well as computational grids). For example, an application 
may require a data repository, a HPC platform, multiple dis-
play devices, and communication links all to be allocated si-
multaneously. 
A version of resource co-allocation has been introduced 
in the high-performance distributed computing community 
by the Globus project [5]. The co-allocation problem is de-
fined as the provision of allocation, configuration, and mon-
itoring/control functions for the resource ensemble required 
by a single application [5]. The Globus tool-kit provides a 
flexible set of co-allocation mechanisms that can be used to 
construct application-specific co-allocation strategies. Only 
compute resources are considered in the Globus project at 
this time, to synchronize the start of complex applications 
at multiple sites. 
The notion of co-allocation was also considered in the 
Legion project [22]. In the Legion project, an Enactor pro-
vides a mechanism to co-allocate compute and storage re-
sources (hosts and vaults) to a single application. The co-
allocation mechanism is based on advance resource reserva-
tion. 
In [5] and [22], the focus is on implementation issues of 
the co-allocation process. Algorithms for efficient mapping 
with co-allocation requirements are not considered. Also, 
both the above projects focus on executing a single appli-
cation. The problem becomes challenging when a number 
of applications share resources. 
In this paper, we study the co-allocation problem in the 
context of mapping a set of applications where each applica-
tion is represented by a DAG. We consider conflicts among 
tasks caused by precedence constraints as well as due to re-
source sharing. The objective is to minimize the overall 
schedule length for a set of applications. One of our main 
contributions in this paper is the formulation of the map-
ping problem in the presence of co-al location requirements 
for multiple applications. To the best of our knowledge, 
this work is the first step towards a general framework for 
mapping applications with resource co-allocation in HC sys-
tems. 
3. The Framework 
3.1 System Model 
We consider a heterogeneous computing system with 
m compute resources (machines), M ={m 1 , m 2 , ••• , mm}, 
and a set of r resources, R ={ r 1, r2, ... , r r}. Compute re-
sources can be HPC platforms, workstations, personal com-
puters, etc. Resource r,. e R can be a data repository, 
an input/output device, etc. We assume that only one task 
can use any resource (compute and non-compute resource) 
at any given time. Resources are interconnected by het-
erogeneous communication links. Communication costs 
are given by two matrices: MM _comm and RM _comm, 
where MM _comm gives the communication cost for trans-
ferring a byte between machines and RM _comm gives the 
communication cost for transferring a byte between the re-
sources in R and the machines . 
We assume that an estimate of the computation time of 
a given task t; on machine m; is available at compile-
time. These estimated computation times are given in 
an Estimated Computation Time (ECT) matrix. Thus, 
ECT(t;, m;) gives the estimated computation time for task 
t, on machine m;. If task t; cannot be executed on machine 
m;, then ECT(t;, m;) is set to infinity. 
MA( m;) gives the earliest time when machine m; is 
available and RA ( r,.) gives the earliest time when resource 
rk is available. As the mapping proceeds, the earliest time 
when a resource (m; or rk) is available is calculated as the 
finish time of the last task assigned to this resource. 
3.2. Application Model 
In this HC system, a set of N applications, 
A={A1, ... , AN}, compete for system resources. Each 
submitted application consists of several tasks and is mod-
eled by a DAG, where the nodes represent computational 
requirements and the edges represent both precedence con-
straints and communication requirements. Figure 1 shows 
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Appllcatlon 1 Application 2 
Figure 1. An example of two application DAGs 
an example of two application DAGs. We assume that the 
whole set of applications to be mapped is known apriori 
(static applications). The problem is to execute these N 
applications as efficiently as possible. Our approach is 
to combine all submitted application DAGs into a single 
DAG, G = (T, E), where T represents the set of tasks to 
be executed from all applications, T={ t 1 , t 2 , •.• , tn}, and 
E represents the data dependencies and communication 
between tasks. Edge e;; indicates that there is communi-
cation from task t; tot; and its weight denotes the amount 
of commwiication. G is constructed by connecting the root 
nodes (tasks) of all applications to a liypothetical zero-cost 
entry node with zero-weight edges. 
We assume that each task t; needs concurrent access to 
a set of resources: one compute resource m; and a number 
of additional resources as specified by the set R(t,), where 
R(t;) ~ R. The amount of data to be transferred between 
t; and rk, where r,. E R(t;), is given by DATA(t;, r1c). A 
task t ; cannot start execution until all its required resources 
are available to the task. All required resources will be allo-
cated to the task during its execution. These resources will 
be available after the task completes its execution. We as-
sume that all required resources are acquired at the same 
time (atomic transaction) . 
We say that task t; and task t; are incompatible if and 
only if R(t;) n R(t;) -:/:, ¢,. Incompatible tasks cannot 
be executed concurrently even if they have no precedence 
constrains among them. Therefore, in our framework, tasks 
may be unable to run concurrently for either of the following 
reasons: (1) precedence constraints, or (2) resource sharing 
constraints. 
The execution time of task t; on machine m;, 
Exec(t;, m; ), depends on the computation time of ti 
on m; and data transfer times between m; and all resources 
which t, needs to access during its execution. For example, 
for systems that assume computation and communication 
cannot be overlapped, Exec(t;, m;) can be defined as 
E:cec(t,, m;) = ECT(t;, m; )+ 
i::r.ER(t; )(DATA(t; , r1c) x RM_comm(r1c, m;)) 
where the last term gives the total time to transfer any 
required data between machine m; and every resource 
r,. E R(t, ). E:cec(t,, m;) can also be defined in different 
ways to consider the overlapping between computation and 
communication as well as other communication models. 
The average execution time of task t; is defined as 
m 
Exec(t;) = LExec(t;,m;)/m 
j=I 
ST (t;, m;) and FT(t;, m;) are the earliest start time and 
the earliest finish time of task t; on machine m;, respectively 
ift; were to be mapped on m;. ST(t;, m;) is defined as 
where Data_Pred(t;, m;) is the time when task t, receives 
all the needed data from all tasks in its predecessor set, 
Pre(t;), ift; is mapped onto machine m;. FT(t;, m;) is 
defined as 
3.3. Mapping Objective 
The objective function in our framework is to determine 
an assignment (matching) of tasks to compute resources and 
schedule their executions based on all resource requirements 
such that the overall schedule length (or makespan) of all 
submitted applications is minimized while satisfying all 
1. Application-specified precedence constraints and 
2. Implied resource sharing constraints. 
Thus, we can define our objective function as 
Minimize{~~ [Finish Time(A;)] }, 
•=1 
where Finish Time(A;) is the completion time of appli-
cation A,. Note that the resource sharing constraint is a dy-
namic constraint - it depends on tasks ready to be allocated 
and their resource requirements. 
4 
Task Resource Requirements 
V1 r1,r2 
V2 r2,r3 
V3 r3, rs 
V4 r1, r4 
Vs r4, rs, r6 
v6 r6 
Table 1. An example showing 6 tasks and their 
resource requirements 
Figure 2. The compatibility graph for the tasks 
shown in Table 1 







Table 2. Execution times for the tasks in Fig-
ure 2 
3.4. Compatibility Graph 
To capture the implied resource sharing constraints 
among tasks that may belong to the same or different appli-
cations, we use the compatibility graph, g = (V, E), where 
vertex v; denotes task t; and edge e;; exists if and only if t; 
and t; are incompatible. Recall, task t; and task t; are in-
compatible if and only if R(t;) n R(t;) ;j:. <t,. An indepen-
dent set [6] is a set of vertices of g such that no two vertices 
of the set are adjacent. An independent set is called a maxi-
mal independent set if there is no other independent set of g 
that contains it. A maximal independent set with the largest 
number of vertices among all maximal independent sets is 
called a maximum independent set [ 6]. The maximum inde-
pendent set problem is NP-complete [I 5). In our model, a 
maximal independent set of g represents a maximal set of 
tasks that can be executed concurrently ifthere is no prece-
dence constraints among them. 
As an example, consider a set of 6 independent tasks. 
Each task needs concurrent access to a set of resources as 
specified in Table 1. The compatibility graph g for this ex-
ample is shown in Figure 2. The maximal independent sets 
ofg are {V1,Vs}, {V2,Vs}, {V1,V3,V6}, {V2,V4,Vs} , and 
{V3,V4,V6}-The last three sets are maximum independent 
sets. 
4. Our Solution 
In classical DAG scheduling problem, application DAGs 
are partitioned onto levels such that each level contains inde-
pendent tasks, i.e., there are no data dependencies among the 
tasks in the same level. Therefore, all tasks in the same level 
can be executed concurrently. In our framework, incom-
patible tasks in the same level cannot be executed concur-
rently due to resource sharing constraints. Therefore, map-
ping algorithms for the classical DAG scheduling problem 
(ex. [I, 30, 18, 23, 9, 31, 32]) cannot be directly used for our 
problem. 
In this section, we develop a static co-allocation algo-
rithm using the framework defined in Section 3. The algo-
rithm can be used with different maximal independent set se-
lection strategies and different allocation heuristics to solve 
the mapping problem with co-allocation requirements. Sev-
eral strategies for selecting maximal independent sets and 
several allocation heuristics are given in this section. Also, 
we provide a two-phase algorithm that performs run-time 
adaptation. 
4.1. The Co-Allocation Algorithm 
Pseudo code for our co-allocation algorithm is shown in 
Figure 3. Given a set of applications and resource require-
ments of tasks, we first find tasks that have satisfied prece-
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dence constraints and then select maximal independent sets 
among these for allocation. The compatibility graph is used 
to find maximal independent sets. Since the maximum inde-
pendent set problem is NP-complete [ 15), our approach for 
selecting a maximal independent set is based on first choos~ 
ing a critical node v., and then finding a maximal indepen-
dent set that contains Ve. Different strategies for selecting 
critical nodes are given in Section 4.2. 
To ensure precedence constrains are satisfied, we com-
bine all submitted applications into a single DAG, G, by us-
ing zero-weight edges to connect the root nodes (tasks) of all 
applications to a hypothetical zero-cost entcy node. Then we 
partition the combined DAG onto / levels such that level 0 
contains the entcy node and level 1 contains all tasks that do 
not have any predecessors in the submitted DAGs. All tasks 
in level l have no successors. For each task t; in level k, all 
of its predecessors are in levels O to k - 1, and at least one 
of them in level k-1. 
Let RDY be the set of tasks that have no precedence con-
straints among them and that are ready for allocation. A task 
is ready for allocation if for each predecessor all required re-
sources have been allocated. Let W be the set of ready tasks 
that are waiting for allocation, and ALLOCATED be the 
set of allocated tasks. After executing the algorithm, the list 
SCH ED U LE will give the resulting scheduling order of 
tasks and the variable length will give the resulting sched-
ule length. 
In steps 1 and 2 of the algorithm, we combine all submit-
ted applications into a single DAG, G, and partition G into 
I levels. Then the algorithm proceeds level-by-level as fol-
lows. For each level l of G, we construct the compatibility 
graph g for all tasks in this level (step 6). g is used to find 
maximal independent sets of tasks that can be executed con-
currently. The first maximal independent set of tasks to be 
allocated is selected in steps 7-8 where a critical node Ve is 
chosen in step 7 and a maximal independent set that contains 
Ve is determined in step 8. 
In step 10, all tasks in the selected maximal indepen-
dent set are allocated to their required resources. For the 
allocation, we first find the scheduling order of the tasks. 
Several heuristics are given in Section 4.3. Then, we use 
this scheduling order to assign a compute resource m; to 
each task ti in order to minimize its finish time FT(t;, m; ). 
Availability times (M A(m;) and RA(rk)) of all resources 
required by task ti are updated based on FT(ti, m;). 
In steps 12-16, a new set of maximal independent tasks 
among all waiting tasks is selected to be allocated at the 
next allocation event. The next allocation event is calC\1-
lated as the earliest finish time, FT( t;, m;), among all al-
located tasks. An allocated task v:i: with the earliest fin-
ish time is identified in step 12 and then removed from the 
ALLOCATED set. Initially (step 14), the set of candi-
date tasks that can be allocated next ,C, contains all waiting 
Inputs: application DAGs, estimated computation and communication costs, and resource requirements of tasks 
Outputs: the scheduling order of tasks (SCH EDU LE) and the schedule length (makespan) (lenght) based on the given 
inputs 
Begin 
1. Combine all submitted application DA Gs into a single DAG ( G) 
2. Do level partitioningofG /* tasks in each level have no precedence constraints*/ 
3. Let SCH EDU LE=¢, and lenght = 0 
4. For level l to l do 
5. Initialize W to include all tasks in the current level and let ALLOCATED=</> 
6. Consttuct the compatibility graph g for all tasks in the current level 
7. Pick a critical node Ve from W /* several strategies can be used for critical node selection*/ 
8. Find a maximal independent set of tasks S from W such that Ve E S I* g is used to find the maximal independent set * I 
9. While Wis not empty do 
I 0. Allocate all tasks in S to their required resources by doing the following two steps: 
10a. Find the scheduling order of the tasks and add them to SCH EDU LE I* different heuristics can be used*/ 
1 Ob. For each task t; in S (in the scheduling order) do 
- Assign a compute resource m; to task t; in order to minimize its finish time FT( ti, m;) 
- Update M A(m;) and RA(rk), Vrk E R(ti), based on FT(t;, m;) 
- If( FT(t;, m;) > lenght) then lenght=FT(ti, m;) 
11. Add all tasks in S to ALLOCATED and remove them from W 
12. Let v., be the allocated task with the lowest finish time 
13. Remove v,.. from ALLOCATED 
14. Let C = W, where C is the set of candidate tasks that can be allocated next 
15. Remove all tasks from C that are incompatible with any allocated task 
16. lf(C #-</>) 
16a. Pick a critical node Ve from C such that Ve is adjacent to v., in g 
16b. Find a maximal independent set of tasks S from C such that Ve E S 
17. End (while) 
18. End (for) 
End 
Figure 3. The co-allocation algorithm 
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tasks. The candidate set, C, is updated in step 15 by remov-
ing all tasks that are incompatible with any allocated task. 
Then g is used to find a maximal independent set of tasks 
from C. The algorithm repeats steps l 0-16 until all tasks in 
this level have been allocated. 
4.2. Maximal Independent Set Selection 
Since the maximwn independent set problem is NP-
complete (15], we use a heuristic approach for selecting 
maximal independent sets. Our approach is based on first 
selecting a critical node Ve, and then finding a maximal in• 
dependent set that contains Ve. Critical nodes need to be se-
lected carefully. 
The length of the schedule is influenced by the selection 
of maximal independent sets and by the order in which these 
sets are considered for scheduling. This is shown in the fol-
lowing example using the compatibility graph in Figure 2. 
For this example, for the sake of simplicity, we assume that 
all the resource requirements of tasks ( compute and non-
compute resources) are pre-specified. Therefore, the execu-
tion times of all tasks are known apriori. These times are 
shown in Table 2. Example schedules are given in Figures 4-
6. These schedules have different schedule lengths. The op• 
timal length of the schedule is 11 time units. This is achieved 
by schedules 2 and 3. In schedules I and 2, two different 
maximum independent sets were selected to be scheduled 
first. Schedule 1 has a length of 13 time units, while sched-
ule 2 has the optimal length. This clearly shows the impor-
tance of the order in which the maximal independent sets are 
considered for scheduling. From schedule 3, we can also see 
that it is not always efficient to select a maximum indepen• 
dent set to be scheduled first. Schedule 3, which starts with 
a maximal independent set {V 2, Vs} (not a maximum inde-
pendent set), has the optimal length while schedule I, which 
starts with a maximum set {V3 ,V4 ,V6 }, has a non-optimal 
length of 13 time units. 
The idea behind our approach for selecting a maximal in-
dependent set S is to select a critical vertex Ve and add it to 
S which is initially empty. Then we attempt to enlarge S by 
traversing g. Different strategies can be used for selecting 
critical vertices. In the following we describe some of these 
strategies. 
Sl Highest average execution time. In this strategy, we 
give priority for tasks that need more time for execution 
since they can be critical tasks. In HC systems, tasks 
have different execution times on different machines. 
Therefore, we use the average execution time Exec( t;) 
as the selection criterion. 
S2 Highest degree. The node out-degree in a DAG has 
been used in many list scheduling heuristics as a prior-
ity function. The out-degree of a node t, gives the num-
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ber of tasks that have precedence constraints with t;. 
The idea is to advance the execution of tasks with high 
out-degree. Thus, many tasks can be ready for mapping 
once high out-degree tasks complete execution. In our 
framework, the out-degree of node t, in the combined 
DAGG (which represents task t;) does not reflect all 
dependencies between t; and other tasks since G only 
captures the precedence constraints. Resource sharing 
constraints should also be considered. Therefore, we 
define the degree of task t; as the sum ofits out-degree 
in G and its degree in g. This nwnber gives a better 
indication about the nwnber of tasks that can be ready 
for mapping once t; completes its execution, either be-
cause those tasks have a precedence or resource sharing 
dependencies with t;. 
S3 Critical path nodes. A Critical Path (CP) in a DAG is a 
path from an entry node to an exit node with the largest 
completion time. We use average execution times and 
average communication costs to find the critical path. 
In some situations, the average execution time or the 
degree of a task t; cannot reflect how important for 
other tasks that t; finishes execution as soon as possi-
ble. The successors oft; may not be critical tasks and 
advancing their execution may not improve the sched• 
ule length. For these reasons, selecting critical path 
nodes from G as critical tasks can be a good strategy. 
In this paper, we implement two variations of this strat-
egy: 
S3.1 In this version, the task that is on the critical path 
is selected as a critical task. If there is no such 
task among the current set of candidate tasks, the 
task with the highest average execution time is se-
lected as a critical task. 
S3.2 This version is similar to S3. I except for the case 
when there is no critical path node among the cur-
rent set of candidate task. In this case, the task 
with the highest degree is selected as a critical 
task. 
S4 Maximum weighted clique. In [3], a similar approach 
to the compatibility graph has been used for schedul-
ing independent tasks. Each task in [3] requires si-
multaneous access to a set of pre-specified processors. 
All resource (processor) requirements and all execu-
tion times were asswned to be known apriori. It has 
been shown in [3] that the weight of the maximum 
weighted clique in the constraint graph (compatibil• 
ity graph) is a lower bound on the optimum makespan, 
where the weight of each node is its execution time. 
In our previous example, notice that the weight of the 
maximum weighted clique (Vi and Vi) is 11 and the 
optimal schedule length is 11. Also notice that any se-
V4 I 
v6 5] 
V3 Vz V1 
I , I I I I I I I I I I I 
2 3 4 5 6 7 8 9 10 11 12 13 14 
Figure 4. Schedule 1 
v6 
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Vz I VI 
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Figure 5. Schedule 2 
V4 
IVs I v6 [TI 
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Figure 6. Schedule 3 
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lected maximal independent set should contain a task 
that belongs to the maximum weighted clique in or-
der to achieve the optimal schedule length. Inspired 
by this observation, we can use nodes in the maxi-
mum weighted clique as candidates for selecting crit-
ical tasks. In our approach, we use the average execu-
tion times as the node weights. It is obvious that in our 
model, maximum weighted clique cannot guarantee the 
optimal solution but it could be a good heuristic for se-
lecting maximal independent sets. 
4.3. Allocation Heuristics 
After selecting a maximal independent set of tasks, care-
ful allocation· of these tasks to compute resources (ma-
chines) is required to achieve our objective. Different 
heuristic can be used for allocating tasks of the selected 
maximal independent set S to compute resources. In the fol-
lowing we describe some of our allocation heuristics. The 
idea behind our heuristics is to advance the execution of 
tasks that may be critical in order to minimize the overall 
schedule length. 
1. Highest Average-Execution-Time First (HAETF). 
In this heuristic, the average execution time is u,sed as 
a priority function to place tasks in a list. All tasks are 
placed in a list in the order of non-increasing average 
execution times. Using this order, each task is allocated 
to the required resources such that its finish time is min-
imized. 
2. Maximum Finish-Time First (MAX) . For each task, 
we calculate the best finish time that can be achieved . 
Then we select the task with the maximum best finish 
time among all tasks. The task is allocated its required 
resources such that its finish time is minimized. We re-
peat until all tasks are allocated. 
3. Minimum Finish-Time First (MIN). This heuristic 
is similar to the Maximum Finish-Time First (MAX) 
heuristic except that we select the task with the 
minimum finish time instead of selecting the task with 
the maximum finish time. 
4. ffighest Degree First (HDF). In this heuristic, all tasks 
are placed in a list in descending order according to 
their degrees (ties are broken arbitrarily). Then, tasks 
are al located one-by-one to the required resources such 
that the finish time for each task is minimized . 
4.4. Two-Phase Algorithm 
We propose a two-phase algorithm for run-time adapta-
tion using our static co-allocation algorithm. The two-phase 
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algorithm can be used for the problem of mapping with re-
source co-allocation as defined in our framework as follows. 
Phase 1: Compile-time mapping. At this phase, the co-
allocation algorithm described in Section 4 .1 is used to 
obtain an ordered list of tasks. The order of tasks in 
the list is based on their scheduling order as produced 
by our co-allocation algorithm . The list is obtained 
by satisfying all precedence and resource sharing con-
straints with the objective of minimizing the overall 
schedule length. Estimated computation and commu-
nication times are used to calculate the schedule length . 
Phase 2: Run-time Adaptation. Run-time adaptation can 
be useful for the cases when actual execution times dif-
fer from the estimated execution times. One way to 
consider this is to scan through the ordered list obtained 
in phase l once a task completes its execution in or-
der to find all tasks that can be executed at this time 
and make local reordering. The scanning can be done 
through a window of tasks with specific size k, where 
k >0. 
4.S. Implementation Issues 
The focus of this paper is the mapping problem with re-
source co-allocation requirements in HC systems. The im-
plementation details for the co-allocation process are out-
side the scope of this paper. A good discussion ofimplemen-
tation issue can be found in [5). In the following for the sake 
of completeness, we briefly state our assumptions regarding 
the co-allocation implementation. 
We assume that a task ti cannot start execution until all 
its required resources are available. These resources will be 
acquired at the same time. Once a task ti completes its ex-
ecution, all its allocated resources will be released and will 
be available for other tasks. We assume that any allocation 
request for any resource will be granted as long as this re-
source is available. In this paper, we do not consider the 
cases of resource failures that can occur in the HC and Grid 
environments. 
5. Performance Evaluation 
A simulator was implemented to evaluate the perfor-
mance of our co-allocation algorithms and the proposed se-
lection strategies and allocation heuristics discussed in Sec-
tion 4. In this section, we explain our simulation procedure 
and give experimental results. 
S.l. Simulation Procedure 
To define the HC system, numbers of machines and re-
sources are given to the simulator as inputs . Communica-
tion costs among all resources are selected randomly from a 
uniform distribution with a mean equal to ave_comm. The 
communication costs are source and destination dependent. 
The workload consists of randomly generated DAGs. 
Random DAGs are generated as follows: The number 
of tasks in the graph, no..Jasks, maximum out-degree of 
a node, max..outdegree, average computation cost of a 
node, ave..comp, and average message size to be transferred 
among tasks, ave.msg..size, are given as inputs. First, the 
computation time of each task on every compute resource is 
randomly selected from a uniform distribution with a mean 
equal to avg..comp. Starting with the first task, the number 
of children (out-degree) is randomly selected between I and 
max_outdegree. Then, children are randomly selected for 
this task. The weight of each edge in the DAG is randomly 
selected from a uniform distribution with a mean equal to 
ave.msg..size. Resource requirements for each task are ran-
domly selected from available resources. The amount of 
data to be transferred to/from each resource in the resource 
requirements set is randomly selected from a uniform dis-
tribution with a mean equal ave..data..size. The sizes of ran-
dom DAGs range from 50 to 250 tasks with increments of 
50. 
5.2. Baseline Algorithm 
Many mapping algorithms exist in the literature for map-
ping DA Gs in HC systems. None of these algorithms con-
sider the co-allocation problem we define in this paper. 
Therefore, we will use a simple list scheduling algorithm 
as a baseline algorithm to evaluate our co-allocation algo-
rithm. The baseline algorithm is a fast static algorithm for 
mapping DAGs in HC environments. It partitions the tasks 
in the DAG into levels using an algorithm similar to the level 
partitioning algorithm described in Section 4.1. Then all the 
tasks are ordered such that the tasks in level k come before 
the tasks in level k + 1. The tasks in the same level are sorted 
in descending order based on the average execution time of 
each task (ties are broken arbitrarily). The tasks are consid-
ered for mapping in this order. A task is mapped to the re-
quired resources such that its finish time is minimized. 
The Baseline algorithm is similar to our algorithms in 
the sense that all algorithms proceed level-by-level. In the 
Baseline algorithm, the scheduling order of tasks at the same 
level is based on average execution times of tasks. On the 
other hand, the scheduling order in our algorithms is based 
on the selection of maximal independent sets. We construct 
the compatibility graph for each level and use it for select-
ing maximal independent sets. Different heunstics are used 
to order tasks within selected sets. 
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Figure 8. Performance of the allocation 
heuristics when using selection strategy S2 
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Figure 10. Performance of the allocation 
heuristics when using selection strategy S3.2 
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5.3. Experimental Results 
Our experimental results are given in Figures 7-14. The 
total number of tasks were varied from 50 to 250 with in-
crements of 50. Each point in the figures is an average of 
400 runs with different random DAGs. Random DA Gs were 
generated with ma.x.outdegree={2,3,4,5}, ave..comp=50, 
ave.msg...size=50K byte, and ave..data...size=300K byte. 
Figures 7 • 10 show the performance results of our allo-
cation heuristics compared to the Baseline algorithm when 
using different maximal independent set selection strategies. 
The improvement of our heuristics over the Baseline in-
creases as the total number of tasks increases. This shows 
the importance of considering co-allocation requirements in 
mapping algorithms. Generally, our allocation heuristics 
have relatively the same performance. 
The performance results of maximal independent sets se-
lection strategies when using different allocation heuristics 
are given in Figures 11- 14. As in the previous set of re-
sults, the improvement over Baseline algorithm increases as 
total number of tasks increases. Also, the selection strate-
gies have relatively same performance. 
In our simulation study, we found that the number of ma-
chines and the number of resources did not have a signifi-
cant impact on the performance of allocation heuristics and 
selection strategies. 
6. Conclusions and Future Work 
This paper proposes a novel framework for the problem 
of mapping applications with resource co-allocation in HC 
systems. We formulated the co-allocation problem and de-
veloped several algorithms for solving this problem using a 
graph theoretic approach. Our simulation results show the 
importance of considering the co-allocation requirements 
during mapping decisions. 
In solving our co-allocation problem, we need to find 
maximal independent sets among tasks competing for sys-
tem resources. Although we considered many heuristics, 
they all seem to perform equally well indicating that a sim-
ple heuristic will suffice (even though one can create patho-
logical examples for each heuristic) . 
In our furure work, we plan to expand our framework 
to consider concurrent usage of multiple compute resources 
and advance resource reservations. With advance reserva-
tion, system resources can be reserved in advance for spe-
cific time intervals. Therefore, resource availability must be 
expressed as a list of available time slots and mapping algo-
rithms should be insertion-based algorithms. To co-allocate 
a set of resources in this case, efficient algorithms are needed 
to find the best time slot when all resources are available 
for the required duration. In this paper, our algorithms are 
non insertion-based since the earliest available time for a re-
source r; is the finish time of the last task assigned tor,. 
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Abstract 
A distributed heterogeneous computing (HC) system 
consists of diversely capable machines harnessed togeth-
er to execute a set of tasks that vary in their computation-
al n1quirements. Heuristics are needed to map (match and 
schedule) tasks onto machines in an HC system so as to 
optimize some figure of merit. This paper characterizes a 
simulated HC environment by using the expected execution 
times of the tasks that arrive in the system onto the different 
machines present in the system. This information is ar-
ranged in an "expected time to compute" (ETC) matrix as a 
model of the given HC system, where the entry(i, j) is the ex-
pected execution time of task i on machine j. This model is 
needed to simulate different HC environments to allow test-
ing of relative performance of different mapping heuristics 
under diffen1nt circumstances. In particular, the ETC mod-
el is used to express the heterogeneity among the runtimes 
of the tasks to be executed, and among the machines in the 
HC system. An existing range-based technique to generate 
ETC matrices is described. A coefficient-of-variation based 
technique to generate ETC matrices is proposed , and com-
pared with the range-based technique. The coefficient-of-
variation-based ETC generation method provides a greater 
control over the spread of values (i.e., heterogeneity) in any 
given row or column of the ETC matrix than the range-
based method. 
1. Introduction 
A distributed heterogeneous computing (HQ system 
consists of diversely capable machines harnessed togeth-
er to execute a set of tasks that vary in their computation-
al requirements. Heuristics are needed to map (match and 
This n:scarch was supported by the DARPA/ITO Quorum Program un• 
der the NPS subcontract numbcts N62271-98-M-0217 and N62271-98-M-
0448, and under the GSA subcontract number GS09K99BH0250. Some 
of the equipment used was donated by Intel, 
schedule) tasks onto machines in an HC system so as to op-
timize some figure of merit. The heuristics that match a task 
to a machine can vary in the information they use. For ex-
ample, the current candidate task can be assigned to the ma-
chine that becomes available soonest (even if the task may 
take a much longer time to execute on that machine than 
elsewhere). In another approach, the task may be assigned 
to the machine where it executes fastest (but ignores when 
that machine becomes available). Or the current candidate 
task may be assigned to the machine that completes the task 
soonest, i.e., the machine which minimizes the sum of task 
execution time and the machine ready time, where machine 
ready time for a particular machine is the time when that 
machine becomes available after having executed the tasks 
previously assigned to it (e.g., [13]). 
The discussion above should reveal that more sophisti-
cated (and possibly wiser) approaches to the mapping prob-
lem require estimates of the execution times of all tasks (that 
can be expected to arrive for service) on all the machines 
present in the HC suite to make better mapping decisions. 
One aspect of the research on HC mapping heuristics ex-
plores the behavior of the heuristics in different HC envi-
ronments. The ability to test the relative performance of 
different mapping heuristics under different circumstances 
necessitates that there be a framework for generating simu-
lated execution times of all the tasks in the HC system on all 
the machines in the HC system. Such a framework would, 
in tum, require a quantification of heterogeneity to express 
the variability among the nmtimes of the tasks to be execut-
ed, and among the capabilities of the machines in the HC 
system. The goal of this paper is to present a methodology 
for synthesizing simulated HC environments with quantifi-
able levels of task and machine heterogeneity. This paper 
characterizes the HC environments so that it will be easier 
for the researchers to describe the workload and the ma-
chines used in their simulations using a common scale. 
Given a set of heuristics and a characterization of HC 
environments, one can determine the best heuristic to use in 
a given environment for optimizing a given objective func-
tion. In addition to increasing one's understanding of the 
operation of different heuristics, this knowledge can help a 
working resource management system select which mapper 
to use for a given real HC environment. 
This research is part of a DARPNITO Quorum Pro-
gram project called MSHN (pronounced "mission") (Man-
agement System for Heterogeneous Networks) [7]. MSHN 
is a collaborative research effort that includes the Naval 
Postgraduate School, NOEMIX, Purdue, and University of 
Southern California. It builds on SmartNet, an implemented 
scheduling framework and system for managing resources 
in an HC environment developed at NRaD [5]. The techni-
cal objective of the MSHN project is to design, prototype, 
and refine a distributed resource management system that 
leverages the heterogeneity of resources and tasks to deliver 
the requested qualities of service. The methodology devel-
oped here for generating simulated HC environments may 
be used to design, analyze and evaluate heuristics for the 
Scheduling Advisor component of the MSHN prototype. 
The rest of this paper is organized as follows. A mod-
el for describing an HC system is presented in Section 2. 
Based on that model, two techniques for simulating an HC 
environment are described in Section 3. Section 4 briefly 
discusses analyzing the task execution time information 
from real life HC scenarios. Some related work is outlined 
in the Section 5. 
2. Modeling Heterogeneity 
To better evaluate the behavior of mapping heuristics, 
a model of the execution times of the tasks on the ma-
chines is needed so that the parameters of this model can 
be changed to investigate the performance of the heuristics 
under different HC systems and under different types of 
tasks to be mapped. One such model consists of an 
expected time to compute (&IQ) matrix, where the entry(i, 
/) is the expected execution time of task ion machine j. The 
ETC matrix can be stored on the same machine where the 
mapper is stored, and contains the estimates for the expect-
ed execution times of a task on all machines, for all the tasks 
that are expected to arrive for service over a given interval 
of time. (Although stored with the mapper, the ETC infor-
mation may be derived from other components of a resource 
management system (e.g., [7])). In an ETC matrix, the el-
ements along a row indicate the estimates of the expected 
execution times of a given task on different machines, and 
those along a column give the estimates of the expected ex-
ecution times of different tasks on a given machine. 
The exact actual task execution times on all machines 
may not be known for all tasks because, for example, they 
might be a function of input data. What is typically as-
sumed in the HC literature is that estimates of the expected 
execution times of tasks on all machines are known (e.g., 
[6, 10, 12, 16]). These estimates could be built from task 
profiling and machine benchmarking, could be derived from 
the previous executions of a task on a machine, or could be 
provided by the user (e.g., [3, 6, 8, 14, 18)). 
The ETC model presented here can be characterized by 
three parameters: machine heterogeneity, task heterogene-
ity, and consistency. The variation along a row is referred 
to as the machine heterogeneity; this is the degree to which 
the machine execution times vary for a given task [1]. A 
system's machine heterogeneity is based on a combination 
of the machine heterogeneities for all tasks (rows). A sys-
tem comprised mainly of workstations of similar capabil-
ities can be said to have "low" machine heterogeneity. A 
system consisting of diversely capable machines, e .g., a col-
lection of SMP's, workstations, and supercomputers, may 
be said to have "high" machine heterogeneity. 
Similarly, the variation along a column of an ETC matrix 
is referred to as the task heterogeneity; this is the degree to 
which the task execution times vary for a given machine [ 1]. 
A system's task heterogeneity is based on a combination of 
the task heterogeneities for all machines (columns). "High" 
task heterogeneity may occur when the computational need-
s of the tasks vary greatly, e.g., when both time-consuming 
simulations and fast compilations of small programs are 
performed. "Low" task heterogeneity may typically be seen 
in the jobs submitted by users solving problems of similar 
complexity (and hence have similar execution times on a 
given machine). 
Based on the above idea, four categories were proposed 
for the ETC matrix in [I]: (a) high task heterogeneity and 
high machine heterogeneity, (b) high task heterogeneity and 
low machine heterogeneity, (c) low task heterogeneity and 
high machine heterogeneity, and (d) low task heterogeneity 
and low machine heterogeneity. 
The ETC matrix can be further classified into two cat-
egories, consistent and inconsistent [I], which are orthog-
onal to the previous classifications. For a consistent ETC 
matrix, if a machine mx has a lower execution time than 
a machine my for a task tk, then the same is true for any 
task t;. A consistent ETC matrix can be considered to rep-
resent an extreme case of low task heterogeneity and high 
machine heterogeneity. If machine heterogeneity is high e-
nough, then the machines may be so much different from 
each other in their compute power that the differences in 
the computational requirements of the tasks (iflow enough) 
will not matter in determining the relative order of execu-
tion times for a given task on the different machines (i.e., 
along a row). As a trivially extreme example, consider a 
system consisting of Intel Pentiwn Ill and Intel 286. The 
Pentium III will almost always run any given task from a 
certain set of tasks faster than the 286 provided the compu-
tational requirements of all tasks in the set are similar (i.e., 
low task heterogeneity), thereby giving rise to a consistent 
ETC matrix. 
In inconsistent ETC matrices, the relationships among 
the task computational requirements and machine capabili-
ties are such that no structure as that in the consistent case 
is enforced. Inconsistent ETC matrices occur in practice 
when: (1) there is a variety of different machine architec-
mres in the HC suite (e.g., parallel machines, superscalars, 
workstations), and (2) there is a variety of different com-
putational needs among the tasks (e.g., readily paralleliz-
able tasks, difficult to parallelize tasks, tasks that are float-
ing point intensive, simple text formatting tasks). Thus, the 
way in which a task's needs correspond to a machine's ca-
pabilities may differ for each possible pairing of tasks to 
machines. 
A combination of these two cases, which may be more 
realistic in many environments, is the partially-consistent 
ETC matrix, which is an inconsistent matrix with a consis-
tent sub-matrix [2, 13). This sub-matrix can be composed 
of any subset of rows and any subset of columns. As an ex-
ample, in a given partially-consistent ETC matrix, 50% of 
the tasks and 25% of the machines may define a consistent 
sub-matrix. 
Even though no structure is enforced on an inconsistent 
ETC matrix, a given ETC matrix generated to be inconsis-
tent may have the structure of a partially consistent ETC 
matrix. In this sense, partially-consistent ETC matrices are 
a special case of inconsistent ETC matrices. Similarly, con-
sistent ETC matrices are special cases of inconsistent and 
partially-consistent ETC matrices. 
It should be noted that this classification scheme is used 
for generating ETC matrices. Later in this paper, it will 
be shown how these three cases differ in generation pro-
cess. If one is given an ETC matrix, and is asked to classify 
it among these three classes, it will be called a consistent 
ETC matrix only if it is fully consistent. It will be called 
inconsistent if it is not consistent. 
Often an inconsistent ETC matrix will have some par-
tial consistency in it. For example, a trivial case ofpartial-
consistency always exists; for any two machines in the HC 
suite, at least 50% of the tasks will show consistent execu-
tion times. 
3. Generating the ETC Matrices 
3.1. Range Based ETC Matrix Generation 
Any method for generating the ETC matrices will require 
that heterogeneity be defined mathematically. In the range-
based ETC generation technique, the heterogeneity of a set 
of execution time values is quantified by the range of the 
execution times [2, 13 ]. The procedures given in this section 
for generating the ETC matrices produce inconsistent ETC 
matrices. It is shown later in this section how consistent and 
(1) for ifrom Oto (t - l) 
(2) t[i] = U(l, R,ask) 
(3) for j from Oto (m-1) 
(4) e[i,j] = t(i] x U(l, Rmac1,) 
(5) endfor 
(6) endfor 
Figure 1. The range-based method for gener-
ating ETC matrices. 
partially-consistent ETC matrices could be obtained from 
the inconsistent ETC matrices. 
Assume m is the total number of machines in the HC 
suite and tis the total number of tasks expected to be ' -
serviced by the HC system over a given interval of time. 
Let U(a, b) be a number sampled from a unifonn dis-
tribution with a range from g to fl. (Each invocation of 
U(a, b) returns a new sample.) Let R,ask and Rmac1, be num-
bers representing task heterogeneity and machine hetero-
geneity, respectively, such that higher values for R,ask and 
Rmach represent higher heterogeneities. Then an ETC ma-
trix ![O .. (t- 1),0 .. (m - l)J, for a given task heterogeneity 
and a given machine heterogeneity, can be generated by the 
range-based method given in Figure I, where e[i,j) is the 
estimated expected execution time for the task i on the ma-
chine j. 
As shown in Figure l, each iteration of the outer for loop 
samples a unifonn distribution with a range from 1 to R,ask 
to generate one value for a vector 1. For each element of t 
thus generated, the m iterations of the inner for loop (Line 
3) generate one row of the ETC matrix. For the i-th iteration 
of the outer for loop, each iteration of the inner for loop 
produces one element of the ETC matrix by multiplying t [i] 
with a random number sampled from a uniform distribution 
ranging from I to RmacJ,. 
In the range-based ETC generation, it is possible to 
obtain high task heterogeneity low machine heterogeneity 
ETC matrices with characteristics similar to that oflow task 
heterogeneity high machine heterogeneity ETC matrices if 
R,ask = Rmach• In realistic HC systems, the variation that 
tasks show in their computational needs is generally larg-
er than the variation that machines show in their capabil-
ities. Therefore it is assumed here that requirements of 
high heterogeneity tasks are likely to be more "heteroge-
neous" than the capabilities of high heterogeneity machines 
(i.e., R1011c » Rmach), However, for the ETC matrices gen-
erated here, low heterogeneity in both machines and tasks 
is assumed to be same. Table I shows typical values for 
R,ask and Rmach for low and high heterogeneities. Tables 2 
through 5 show four ETC matrices generated by the range-
based method. The execution time values in Table 2 are 
Table 1. Suggested values for Rt,..,. and 
R-..ch for a realistic HC system for high het-
erogeneity and low heterogeneity. 
high low 
task 105 101 
machine 102 101 
much higher than the execution time values in Table 5. The 
difference in the values between these two tables would 
be reduced if the range for the low task heterogeneity was 
changed to 103 to 1 04 instead of 1 to 10. 
With the range-based method, low task heterogeneity 
high machine heterogeneity ETC matrices tend to have high 
heterogeneity for both tasks and machines, due to method 
used for generation. For example, in Table 5, original 't 
vector values were selected from 1 to l 0. When each entry 
is multiplied by a number from 1 to 100 for high machine 
heterogeneity this generates a task heterogeneity compara-
ble to machine heterogeneity . It is shown later in Section 
3.2 how to produce low task heterogeneity high machine 
heterogeneity ETC matrices which do show low task het-
erogeneity . 
3.2. Coefficient-of-Variation Based ETC Matrix 
Generation 
A modification of the procedure in Figure I defines the 
coefficient of variatjon, f, of execution time values as a 
measure of heterogeneity (instead of the range of execu-
tion time values). The coefficient of variation of a set of 
values is a better measure of the dispersion in the values 
than the standard deviation because it expresses the stan-
dard deviation as a percentage of the mean of the values 
[11). Let Q andµ be the standard deviation and mean, re-
spectively , of a set of execution time values. Then V = a/µ . 
The coefficient-of-variation-based ETC generation method 
provides a greater control over spread of the execution time 
values (i.e ., heterogeneity) in any given row or column of 
the ETC matrix than the range-based method. 
The coefficjent-2f-variation-based (CVB) ETC genera-
tion method works as follows. A task vector, q_, of expected 
execution times with the desired task heterogeneity must be 
generated. Essentially , q(i] is the execution time of task ion 
an "average" machine in the HC suite . For example, if the 
HC suite consists of an IBM SP/2, an Alpha server, and a 
Sun SPARC 5 workstation, then q would represent estimat -
ed execution times of the tasks on the Alpha server. 
To generate q, two input parameters arc needed : µ,a,lc 
and V,tu.t· The input parameter, µ 1tu.t is used to set the av-
erage of the values in q. The input parameter l'liiut is the 
desired coefficient of variation of the values in q. The value 
of V,tu1c quantifies task heterogeneity, and is larger for high-
er task heterogeneity . Each element of the task vector q is 
then used to produce one row of the ETC matrix such that 
the desired coefficient of variation of values in each row is 
V maclt, another input ~eter .. The value o~ V maclr qu~ti-
fies machine heterogeneity, and 1s larger for higher machine 
heterogeneity. Thus µ,tuk, V,a,k, and V maclr are the three input 
parameters for the CVB ETC generation method. 
A direct approach to simulating HC environments should 
use the probability distribution that is empirically found to 
represent closely the distribution of task execution times. 
However, no standard benchmarks for HC systems are cur-
rently available. Therefore, this research uses a distribution 
which, though not necessarily reflective of an actual HC 
scenario, is flexible enough to be adapted to one. Such a 
distribution should not produce negative values of task ex-
ecution times (e.g., ruling out Gaussian distribution), and 
should have a variable coefficient of variation ( e.g ., ruling 
out exponential distribution) . 
The gamma distribution is a good choice for the CVB 
ETC generation method because, with proper constraints on 
its characteristic parameters, it can approximate two other 
probability distributions, namely the Erlang-k and Gaussian 
(without the negative values) [11, 15). The fact that it can 
approximate these two other distributions is helpful because 
this increases the chances that the simulated ETC matrices 
could be synthesized closer to some real life HC environ-
ment. 
The uniform distribution can also be used but is not as 
flexible as the gamma distribution for two reasons: (1) it 
does not approximate any other distribution, and (2) the 
characteristic parameters of a uniform distribution cannot 
take all real values (explained later in the Section 3.3). 
The gamma distribution [11, 15] is defined in terms of 
characteristic shape parameter, g, and scale parameter, ~-
The characteristic parameters of the gamma distribution can 
be fixed to generate different distributions . For example, 
if a is fixed to be an integer, then the gamma distribution 
becomes an Erlang-k distribution. If a is large enough, then 
the gamma distribution approaches a Gaussian distribution 
(but still does not return negative values for task execution 
times) . 
Figures 2(a) and 2(b) show how a gamma density func-
tion changes with the shape parameter a. When the shape 
parameter increases from two to eight , the shape of the dis-
tribution changes from a curve biased to the left to a more 
balanced bell-like curve. Figures 2(a), 2(c) and 2(d) show 
Table 2. A high task heterogeneity low machine heterogeneity matrix generated by the range-based 
method using Rea.,. and R.nach values of Table 1. 
mi m2 m3 m4 ms m6 m1 
t1 333304 375636 198220 190694 395173 258818 376568 
t2 442658 400648 346423 181600 289558 323546 380792 
t3 75696 103564 438703 129944 67881 194194 425543 
!4 194421 392810 582168 248073 178060 267439 611144 
ts 466164 424736 503137 325183 193326 241520 506642 
16 665071 687676 578668 919104 795367 390558 758117 
!7 177445 227254 72944 139111 236971 325137 347456 
ts 32584 55086 127709 51743 100393 196190 270979 
t9 311589 568804 148140 583456 209847 108797 270100 
tio 314271 113525 448233 201645 274328 248473 170176 
t11 272632 268320 264038 140247 110338 29620 69011 
ti2 489327 393071 225777 71622 243056 445419 213477 
Table 3. A high task heterogeneity high machine heterogeneity matrix generated by the range-based 
method using Rta•lc and R.nach values of Table 1. 
m1 m2 m3 m4 ms m6 m1 
ti 2425808 3478227 719442 2378978 408142 2966676 2890219 
t2 2322703 2175934 228056 3456054 6717002 5122744 3660354 
t3 1254234 3182830 4408801 5347545 4582239 6124228 5343661 
t4 227811 419597 13972 297165 438317· 23374 135871 
ts 6477669 5619369 707470 8380933 4693277 8496507 7279100 
16 1113545 1642662 303302 244439 1280736 541067 792149 
!7 2860617 161413 2814518 2102684 8218122 7493882 2945193 
ts 1744479 623574 1516988 5518507 2023691 3527522 1181276 
t9 6274527 1022174 3303746 7318486 7274181 6957782 2145689 
t10 1025604 694016 169297 193669 1009294 1117123 690846 
!11 2390362 1552226 2955480 4198336 1641012 3072991 3262071 
t12 96699 882914 63054 199175 894968 248324 297691 
Table 4. A low task heterogeneity low machine heterogeneity matrix generated by the range-based 
method using Rtoa/c and Rmoch values of Table 1. 
m1 m2 m3 m4 ms ffl6 m, 
t, 22 21 6 16 15 24 13 
t2 7 46 5 28 45 43 31 
t3 64 83 45 23 58 50 38 
t4 53 56 26 42 53 9 58 
ts 11 12 14 7 8 3 14 
t6 33 31 46 25 23 39 10 
t, 24 11 17 14 25 35 4 
ts 20 17 23 4 3 18 20 
t9 13 28 14 7 34 6 29 
t10 2 5 7 7 6 3 7 
t11 16 37 23 22 23 12 44 
t12 8 66 47 11 47 55 56 
Table 5. A low task heterogeneity high machine heterogeneity matrix generated by the range-based 
method using Rt ... 1c and Rmoch values of Table 1. 
m1 m2 m3 m4 ms m6 m1 
ti 440 762 319 532 151 652 308 
t2 459 205 457 92 92 379 60 
13 499 263 92 152 75 18 128 
(4 421 362 347 194 241 481 391 
ts 276 636 136 355 338 324 255 
16 89 139 37 67 9 53 139 
t1 404 521 54 295 257 208 539 
ts 49 114 279 22 93 39 36 
t9 59 35 184 262 145 287 277 
t10 7 235 44 81 330 56 78 
t11 716 601 75 689 299 144 457 






i e a. 0.02 
0.01 










50 100 150 200 250 300 
(c) 
a=S,ll=S 
0.02.------.--- .....-- ........ --..---__,. - -.. 
0.015 
~ 




20 40 60 80 100 120 
(b) 
a=2,P=32 









50 100 150 200 250 300 
(d) 
Figure 2. Gamma probability density function for (a) a= 2, f3 = 8, (b) a = 8, {3 = 8, (c) a= 2, fJ = 16, 
and (d) a = 2, fJ = 32. 
(1) <Xiask = 1/V,asl; CJ.mad,= 1/Vmac/; 
13task = µ,ask/<Xia,k 
(2) for i from O to (t - I) 
(3) q(i) = G(Otask, 13,ask) 
/* q[i) will be used as mean 
of i-th row of ETC matrix *I 
(4) l3macn(i) = q[i]/CJ.mach 
r scale parameter for i-th row*/ 
(5) for j from Oto (m-1) 
(6) e(i,j) = G(o.mach, l3mach(i]} 
(7) endfor 
(8) endfor 
Figure 3. The general CVB method for gener-
ating ETC matrices. 
the effect on the distribution caused by an increase in the 
scale parameter from 8 to 16 to 32. The two-fold increase in 
the scale parameter does not change the shape of the graph 
(the curve is still biased to the left); however the curve now 
has twice as large a domain (i.e., range on x-axis). 
The gamma distribution's characteristic parameters, a. 
and 13, can be easily interpreted in terms of µ,ask, Viask, 
and Vmoch• For a gamma distribution, a = 13✓ci , and 
µ = l30., so that V =a/µ= 1/✓ci (and a= 1/V 2). Then 
lltask = I / Viuk 2 and 0.mach = I/ V mach 2• Further, because 
µ = l30., 13 = µ/a., and 13,ask = µ,ask/Otaslc· Also, for task i, 
l3macn[i] = q(i]/<Xmach• -
----ret G( a, 13) be a number sampled from a gamma dis-
tnbution with the given parameters. (Each invocation of 
G(a, 13) returns a new sample.) Figure 3 shows the general 
procedure for the CVB ETC generation. 
Given the three input parameters, Viask, V mach, and µ,ask, 
Line ( I ) of Figure 3 determines the shape parameter <Xiask 
and scale parameter 13,ask of the gamma distribution that will 
be later sampled to build the task vector q. Line (I) also 
calculates the shape parameter CJ.mach to use later in Line ( 6). 
In the i-th iteration of the outer for loop (Line 2) in Figure 
3, a gamma distribution with parameters <Xiark and ~,ask is 
sampled to obtain q(i]. Then q[i] is used to determine the 
scale parameter ~mac1r(i] (to be used later in Line (6)). For 
the i-th iteration of the outer for loop (Line 2), each iteration 
of the inner for loop (Line 5) produces one element of the i-
th row of the ETC matrix by sampling a gamma distribution 
with parameters CJ.mach and 13mach[i). One complete row of 
the ETC matrix is produced by m iterations of the inner for 
loop (Line 5). Note that while each row in the ETC matrix 
has gamma distributed execution times, the execution times 
in columns are not gamma distributed. 
The ETC generation method of Figure 3 can be used to 
generate high task heterogeneity high machine heterogene-
(1) <Xiask = 1/V,as,?; a,,,,,c1, =1/Vmacn2; 
13mach =µmac1,/CJ.mach 
(2) for J from Oto (m - 1) 
(3) p(i] = G(<Xmach, 13mach} 
r p[i) will be used as mean 
of j-th column of ETC matrix*/ 
(4) 13,askl/] = p[i]/Otask 
r scale parameter for j-th column */ 
(5) for i from Oto (t- I) 
(6) e(i,j] = G( lltask, 13,askli]) 
(7) endfor 
(8) endfor 
Figure 4. The CVB method for generating low 
task heterogeneity high machine heterogene-
ity ETC matrices. 
ity ETC matrices, high task heterogeneity low machine het-
erogeneity ETC matrices, and low task heterogeneity low 
machine heterogeneity ETC matrices, but cannot generate 
low task heterogeneity high machine heterogeneity ETC 
matrices. To satisfy the heterogeneity quadrants of Section 
2, each column in tpe final low task heterogeneity high ma-
chine heterogeneity ETC matrix should reflect the low task 
heterogeneity of the "parent" task vector q. This condition 
would not necessarily hold if rows of the ETC matrix were 
produced with a high machine heterogeneity from a task 
vector of low heterogeneity. This is because a given col-
umn may be formed from widely different execution time 
values from different rows because of the high machine het-
erogeneity. That is, any two entries in a given column are 
based on different values of q(i] and CJ.madr, and may there-
fore show high task heterogeneity as opposed to the intend-
ed low task heterogeneity. In contrast, in a high task het-
erogeneity low machine heterogeneity ETC matrix the low 
heterogeneity among the machines for a given task (across 
a row) is based on the same q(i) value. 
One solution is to generate what is in effect a transpose 
of a high task heterogeneity low machine heterogeneity ma-
trix to produce a low task heterogeneity high machine het-
erogeneity one. The transposition can be built into the pro• 
cedure as shown in Figure 4. The procedure in Figure 4 is 
very similar to the one in Figure 3. The input parameter 
µ,ask is replaced withµmach· Here, first a machine vector, p, 
(with an average value of µmach) is produced. Each element 
of this "parent" machine vector is then used to generate one 
low task heterogeneity column of the ETC matrix, such that 
the high machine heterogeneity present in p is reflected in 
all rows. This approach for generating low task heterogene-
ity high machine heterogeneity ETC matrices can also be 
used with the range-based method . 
Tables 6 through 11 show some sample ETC matrices 
generated using the CVB ETC generation method. Tables 6 
and 7 both show high task heterogeneity low machine het-
erogeneity ETC matrices. In both tables, the spread of the 
execution time values in columns is higher than that in rows. 
The ETC matrix in Table 7 has a higher task heterogeneity 
(higher V,03k) than the ETC matrix in Table 6. This can be 
seen in a higher spread in the columns of matrix in Table 7 
than that in Table 6. 
Tables 8 and 9 show high task heterogeneity high ma-
chine heterogeneity and low task heterogeneity low ma-
chine heterogeneity ETC matrices, respectively. The exe-
cution times in Table 8 are widely spaced along both rows 
and columns. The spread of execution times in Table 9 is 
smaller along both columns and rows, because both Viask 
and V mac/I are smaller. 
Tables l O and 11 show low task heterogeneity high ma-
chine heterogeneity ETC matrices. In both tables, the 
spread of the execution time values in rows is higher than 
that in columns. ETC matrix in Table 11 has a higher ma-
chine heterogeneity (higher Vmach) than the ETC matrix in 
Table I 0. This can be seen in a higher spread in the rows of 
matrix in Table 11 than that in Table I 0. 
3.3. Uniform Distribution in the CVB Method 
The uniform distribution could also be used for the CVB 
ETC generation method. The uniform distribution's charac-
teristic parameters a (lower bound for the range of values) 
and b (upper bound for the range of values), can be easily 
interpreted in terms of µ,ask, V,ask, and Vmach· (Recall that 
V,ask = C:S1ask/µ10sk and Vmach = Omac1,/µmac1,). For a uniform 
distribution, CJ= (b-a)/,/Pi. andµ= (b+a)/2 [15]. So 
that 
a+h=2µ 
a - b = -ov'i'z 
Adding Equations ( 1) and (2), 
Also, 
a=µ-ov'3 









The Equations (5) and (6) can be used to generate the task 
vector q from the uniform distribution with the following 
parameters: 
Otask = µ,ask(! - ViaskV3) 
b,ask = 2µ,ask - a,ask 
(7) 
(8) 
Once the task vector q has been generated, the i-th row of 
the ETC matrix can be generated by sampling (m times) a 
uniform distribution with the following parameters: 
OmacJ, = q(i](l - Vmac1,v'3) 
bmach = 2q(i) - OmacJ, 
(9) 
(10) 
The CVB ETC generation using the unifonn distribu-
tion, however, places a restriction on the values of V,as1c and 
V mach. Because both a,ask and amach have to be positive, it 
follows from Equations (7) and (9) that the maximum value 
for V mach or V,ask is 1 j,,/3. Thus, for the CVB ETC gen-
eration, the gamma distribution is better than the uniform 
distribution because it does not restrict the values of task or 
machine heterogeneities. 
3.4. Producing Consistent ETC Matrices 
The procedures given in Figures I, 3, and 4 produce 
inconsistent ETC matrices. Consistent ETC matrices can 
be obtained from the inconsistent ETC matrices generated 
above by sorting the execution times for each task on all 
machines (i.e., sorting the values within each row and do-
ing this for all rows independently). From the inconsistent 
ETC matrices generated above, partially-consistent matri-
ces consisting of an i x k sub-matrix could be generated by 
sorting the execution times across a random subset of k ma-
chines for each task in a random subset of i tasks. 
It should be noted from Tables 10 and 11 that the greater 
the difference in machine and task heterogeneities, the high-
er the degree of consistency in the inconsistent low task het-
erogeneity high machine heterogeneity ETC matrices. For 
example, in Table 11 all tasks show consistent execution 
times on all machines except on the machines that corre-
spond to columns 3 and 4. As mentioned in Section 1, these 
degrees and classes of mixed-machine heterogeneity can be 
used to characterize many different HC environments. 
4. Analysis and Synthesis 
Once the actual ETC matrices from a real life scenario 
are obtained, they can be analyzed to estimate the prob-
ability distribution of the execution times, and the values 
of the model parameters (i.e., Piask, Vmach, and µ,ask (or 
µmach, if a low task heterogeneity high machine heterogene-
ity ETC matrix is desired)) appropriate for the given real 
life scenario. The above analysis could be carried out using 
common statistical procedures [9]. Once a model of a par-
ticular HC system is available, the effect of changes in the 
workload (i.e., the tasks arriving for service in the system) 
and the system (i.e., the machines present in the HC system) 
can be studied in a controlled manner by simply changing 
the parameters of the ETC model. 
Table 6. A high task heterogeneity low machine heterogeneity matrix generated by the eve method. 
Yto•lo = 0.3, Vmoch = 0.1, 
m1 m2 m3 m4 ms m6 m1 ms m9 m10 
ti 628 633 748 558 743 684 740 692 593 554 
t2 688 712 874 743 854 851 701 701 811 864 
t3 965 1029 1087 1020 921 825 1238 934 928 1042 
t4 891 866 912 896 776 993 875 999 919 860 
ts 1844 1507 1353 1436 1677 1691 1508 1646 1789 1251 
!6 1261 1157 1193 1297 1261 1251 1156 1317 1189 1306 
t7 850 928 780 1017 761 900 998 838 797 824 
tg 1042 1291 1169 1562 1277 1431 1236 1092 1274 1305 
t9 1309 1305 1641 1225 1425 1280 1388 1268 1290 1549 
t10 881 865 752 893 883 813 892 805 873 915 
Table 7. A high task heterogeneity low machine heterogeneity matrix generated by the eve method . 
Vi,u/c = 0.5, v ... och = 0. 1. 
m1 m2 m3 m4 ms m6 m7 mg m9 m10 
ti 377 476 434 486 457 486 431 417 429 428 
t2 493 370 400 420 502 472 475 440 483 576 
t3 745 646 922 650 791 878 853 791 756 788 
t4 542 490 469 559 488 498 509 431 547 542 
ts 625 666 618 710 624 615 618 599 522 540 
16 921 785 759 979 865 843 853 870 939 801 
t7 677 767 750 720 797 728 941 717 686 870 
ts 428 418 394 460 434 427 378 427 447 466 
t9 263 289 267 231 243 222 283 257 240 247 
Ito 1182 1518 1272 1237 1349 1218 1344 1117 1122 1260 
tu 1455 1384 1694 1644 1562 1639 1776 1813 1488 1709 
t12 3255 2753 3289 3526 2391 2588 3849 3075 3664 3312 
Table 8. A high task heterogeneity high machine heterogeneity matrix generated by the CVB method. 
Vi ... ,.= 0.6, V,...ach = 0.6. 
mi m2 m3 m4 ms m6 m1 ms m9 m10 
ti 1446 1110 666 883 1663 1458 653 1886 458 1265 
t2 1010 588 682 1255 3665 3455 1293 1747 1173 1638 
13 1893 2798 1097 465 2413 1184 2119 1955 1316 2686 
t4 1014 1193 275 1010 1023 1282 559 1133 865 2258 
ts 170 444 500 408 790 528 232 303 301 480 
16 1454 1106 901 793 1346 703 1215 490 537 1592 
17 579 1041 852 1560 1983 1648 859 683 945 1713 
tg 2980 2114 417 3005 2900 3216 421 2854 1425 1631 
t9 252 519 196 352 958 355 720 168 668 1017 
t10 173 235 273 176 110 127 93 276 390 103 
t11 115 74 251 71 107 479 153 138 274 189 
t12 305 226 860 554 394 344 68 86 223 120 
Table 9. A low task heterogeneity low machine heterogeneity matrix generated by the CVB method. 
Viaalo = 0.1, Vmach = 0.1. 
mi mi m3 m4 ms m6 m1 mg m9 m10 
ti 985 1043 945 835 830 1087 1009 891 1066 1075 
t2 963 962 910 918 1078 1091 881 980 1009 981 
t3 782 837 968 960 790 800 947 1007 1115 845 
(4 999 953 892 986 958 1006 1039 1072 1090 1030 
ts 971 972 913 1030 891 873 898 994 1086 1122 
16 1155 1065 800 1247 980 1103 1228 1062 1011 1005 
t1 1007 1191 964 860 1034 896 1185 932 1035 1019 
tg 1088 864 972 984 736 950 944 994 970 894 
t9 878 967 954 917 942 978 1046 1134 985 1032 
tao 1210 1120 1043 1093 1386 1097 1.202 1004 1185 1226 
11 i 910 958 1046 1062 952 1054 1020 1175 850 1060 
t12 930 935 908 1155 991 997 828 1062 886 831 
Table 10. A low task heterogeneity high machine heterogeneity matrix generated by the CVB method. 
Ytoak = 0.1, Vmoch = 0.6. 
m1 m2 m3 m4 ms m6 m1 ms m9 mio 
ti 1679 876 1332 716 1186 1860 662 833 534 804 
t2 1767 766 1327 711 957 2061 625 626 642 800 
t3 1870 861 1411 932 1065 1562 625 976 556 842 
t4 1861 817 1218 865 1096 1660 587 767 736 822 
ts 1768 850 1465 764 1066 1585 663 863 579 757 
16 1951 807 1177 914 939 1483 573 961 643 712 
t7 1312 697 1304 921 1005 1639 562 831 633 784 
tg 1665 849 1414 795 1162 1593 577 791 709 774 
19 1618 753 1283 794 1153 1673 639 787 563 744 
t10 1576 964 1373 752 950 1726 699 836 633 764 
111 1693 742 1454 758 961 1781 721 988 641 793 
t12 1863 823 1317 890 1137 1812 704 800 479 848 
Table 11. A low task heterogeneity high machine heterogeneity matrix generated by the CVB method. 
Vto•k =0.1, Vmoch = 2.0 , 
mi m2 m3 m4 ms m6 m1 ms m9 m10 
ti 4784 326 1620 1307 3301 10 103 4449 228 40 
!2 4315 276 1291 1863 3712 11 91 5255 200 47 
!3 6278 269 1493 1181 3186 12 93 4604 235 46 
14 4945 294 1629 1429 2894 14 87 4724 231 45 
ts 5276 321 1532 1516 2679 12 102 4621 205 46 
16 4946 293 1467 1609 2661 10 96 3991 255 39 
t7 4802 327 1317 1668 2982 10 90 5090 252 42 
tg 5381 365 1698 1384 3668 12 99 5133 242 38 
19 5011 255 1491 1386 3061 10 94 3739 216 42 
110 5228 296 1489 1515 3632 12 107 4682 203 38 
111 5367 319 1332 1363 3393 12 72 4769 221 43 
t12 4621 258 1473 1501 3124 12 96 4091 199 44 
This experimental set-up can then be used to find out 
which mapping heuristics are best suited for a given set of 
model parameters (i.e., V,ask, Vmach, and µrask (or µmoc1i)). 
This infonnation can be stored in a "look-up table," so as 
to facilitate the choice of a mapping heuristic given a set 
of model parameters. The look-up table can be part of the 
toolbox in the mapper. 
The ETC model of Section 2 assumes that the machine 
heterogeneity is the same for all tasks, i.e., different tasks 
show the same general variation in their execution times 
over different machines. In reality this may not be true; 
the variation in the execution times of one task on all ma-
chines may be very different from some other task. To mod-
el the "variation in machine heterogeneity" along different 
rows (i.e., for different tasks), another level ofheterogeneity 
could be introduced. For example, in the CVB ETC gener-
ation, instead of having a fixed value for V moch for all the 
tasks, the value of V moch for a given task could be variable, 
e.g., it could be sampled from a probability distribution. 
Once again, the nature of the probability distribution and 
its parameters will need to be decided empirically. 
5. Related Work 
To the best of the authors' knowledge, there is currently 
no work presented in the open literature that addresses the 
problem of modeling of execution times of the tasks in an 
HC system ( except the already discussed work [ 13]). How-
ever, below are presented two tangentially related works. 
A detailed workload model for parallel machines has 
been given in [4]. However the model is not intended for 
HC systems in that the machine heterogeneity is not mod-
eled. Task execution times are modeled but tasks are as-
sumed to be running on multiple processing nodes, unlike 
the HC environment presented here where tasks run on sin-
gle machines only. 
A method for generating random task graphs is given in 
[17] as part of description of the simulation environment 
for the HC systems. The method proposed in [ 17) assumes 
that the computation cost of a task t;, avera_ged over all the 
machines in the system, is available as w;. The method 
does provide for characterizing the differences in the exe-
cution times of a given task on different processors in the 
HC system (i.e., machine heterogeneity). The "range per-
centage" (13) of computation costs on processors roughly 
corresponds to the notion of machine heterogeneity as p-
resented here. The execution time, e;j, of task t; on machine 
m; is randomly selected from the range, w;: x {I - 13/2) 5 
e;i 5 w; x ( l + 13 /2). However, the method in { 17) does not 
provide for describing the differences in the execution times 
of all the tasks on an "average" machine in the HC system. 
The method in (17) does not tell how the differences in the 
values ofw;: for different machines will be modeled. That 
is, the method is [ 17) does not consider task heterogeneity. 
Further, the model in [ 17] does not take into account the 
consistency of the task execution times. 
6. Conclusions 
To describe different kinds of heterogeneous environ-
ments, an existing model based on the characteristics of 
the ETC matrix was presented. The three parameters of 
this model (task heterogeneity, machine heterogeneity , 
and consistency) can be changed to investigate the per-
fonnance of mapping heuristics for different HC systems 
and different sets of tasks. An existing range-based 
method for quantifying heterogeneity was described, and a 
new coefficient-of-variation-based method was proposed. 
Corresponding procedures for generating the ETC matrices 
representing various heterogeneous environments were 
presented. Sample ETC matrices were provided for both 
ETC generation procedures. The coefficient-of-variation-
based ETC generation method provides a greater control 
over the spread of values (i.e., heterogeneity) in any given 
row or column of the ETC matrix than the range-based 
method. This characterization of HC environments will 
allow a researcher to simulate different HC environments, 
and then evaluate the behavior of the mapping heuristics 
under different conditions of heterogeneity. 
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Abstract 
In this paper we study the performance off our map-
ping algorithms. The four algorithms include two na-
ive ones: Opportunistic Load Balancing (OLB) , and 
Limited Best Assignment (LBA}, and two intelligent 
greedy algorithms: an O{nm) greedy algorithm, and an 
O(n2m) greedy algorithm. All of these algorithms, e:r• 
cept OLB, use expected run-times to assign jobs to ma-
chines. As expected run-times are rorely deterministic 
in modem networked and server based systems, we 
first use expenmentation to determine some plausible 
nm-hme distributions. Using these distributions, we 
ne:rt execute simulations to determine how the map-
ping algorithms perform. Performance comparisons 
show that the greedy algorithms produce schedules that, 
when executed, perform better than naive algorithms, 
even though the exact run-times are not available to 
the schedulers. We conclude that the use of intelligent 
mapping algorithms is beneficial, even when the expec-
ted time for completion of a job is not deterministic. 
1 Introduction 
This paper describes the experiment.s and simula-
tions that we executed to determine the relative per-
formance of certain mapping algorithms in different 
heterogeneous environments. In this paper we assume 
that all jobs are independent of one another. That is, 
they do not communicate or synchronize with one an-
other . This type of architecture is common in today's 
LAN-based distributed server environment. 
Our goal was to determine whether using intelli-
gent mapping algorithms would be beneficial, even if 
"This research was supported by DARPA under contra.ct 
number E583. Additional support was provided by the 
Naval Postgraduate School and the Institute for Joint Warfare 
Analysis. 
the jobs did not run for exactly the amount of time 
expected. Intelligent mapping algorithms utilize the 
expected run-times of each job on each different ma-
chine to attempt to minimize some scalar performance 
metric. For our experiments, this metric is the time at 
which the last job completes. In particular, we were 
concerned about whether it would still be beneficial 
to use intelligent mapping if one or several jobs run 
for a substantially different amount of time than ex-
pected, but are still accurately characterized statist-
ically. Because determining a. perfect mapping is an 
NP-complete problem, we examined the performance 
of several different (polynomial) heuristics. The al-
gorithms we chose are listed below. 
• A naive O(n) algorithm known as Opportunistic Load 
Balancing (OLB). This algorithm simply places each 
job, in order of arrival, on the next available machine. 
• A simple O(nm) algorithm known as Limited Best 
Assignment (LBA). This algorithm uses the expected 
run-time of each job on each machine. It assigns each 
job to the machine on which it has the least expected 
run-time, ignoring any other loads on the machines, 
including that produced by the jobs that it has as-
signed. 
This algorithm, though easily implementable in a 
scheduling framework that automatically assigns jobs 
to machines, is very similar to the algorithm used by 
many users who remotely start their jobs by band 
at supercomputer centers without examining queue 
lengths. 
• Two greedy algorithms, one of order O(nm) and the 
other of order 0( n2 m). Both of these algorithms make 
use of the expected run-time of each job on each ma-
chine as well as the expected loads on each machine. 
These algorithms will be more fully described in Sec-
tion 2. 
The primary reasons for our study are both that 
jobs rarely execute for exactly the expected run-time 
and often the expected run-times are not exactly 
known. In a system where each job has exclusive use 
of a machine, differences between actual and predicted 
run-times occur either because {l) all of the compute 
characteristics [10] are not known or enumerated by 
the designer of the program, or (2) because the time 
to access memory and disk is stochastic and not de-
terministic. Of course, in many environments, addi-
tional non-determinism is due to other jobs running on 
the machine or simultaneously using a shared network 
or a shared file server. This paper focuses on those 
cases where one or more of the jobs being scheduled 
have run-times that could differ substantially from the 
expected run-time. For those cases, we seek to de-
termine whether there is still an advantage to using 
an algorithm that makes use of expected run-times or 
whether a computationally simpler algorithm that does 
not require estimating run-times, such as Opportun-
istic Load Balancing (OLB), might not yield equival-
ently good performance. 
In the next section, we describe the two greedy al-
gorithms that we used in our experiments and simu-
lations. We then describe our experiments concerning 
the non-determinism of expected run-times and exam-
ine, using the derived distributions in simulations, the 
performance of the intelligent algorithms. That is, we 
collect run-times for various jobs on various machines, 
analyze their distributions, and extrap olate these di~ 
tributions for use in our simulations . We conclude the 
paper with a short summary and comparison to related 
work. 
2 The Greedy Algorithms 
In addition to the simple OLB and LBA algorithms 
described in the previous section, our experiments 
used two greedy algorithms. We now describe those 
algorithms in detail. 
The first algorithm is an O(nm ) algorithm , where n 
is the number of jobs and m is the number of machines , 
and the second algorithm is of order O(n2m). Each 
algorithm first estimates the expected run-time of each 
job on each machine, assuming that if a job cannot 
execute on a particular machine, the estimation will be 
set to some very large number. As we describe these 
algorithms we will consider these expected run-times 
as elements of a 2-dimensional, n by m matrix called 
A. That is, A(i , j) is the expected run-time of job i on 
machine j. 
The O(nm) algorithm, which, like in the SmartNet 
documentation [6]. we will call Fast Greedy, considers 
the jobs in the order requested 1 • It first determines 
the value A1.;, such that. A1,; $ A1,1c Ir/ k e {1..m}. It 
then assigns job 1 to machine j. Following this, it adds 
A1.; to all AiJ Vi E {2 .. n}. Then, for each remaining 
job, p E {2 .. m}, it determines the value ApJ , such 
that ApJ $ Ap,k V k e {l..m} . It then assigns job p to 
ma.chine j. Following this, it adds Ap,; to all A;,; V i E 
{p + 1.. n}. At each step, then, it is assigning each job 
to its best machine, given the previous assignments . 
We note that the jobs are assigned in the order in which 
they were requested. 
The O(n2m) algorithm, which again borrowing 
from SmartNet nomenclature we call simply Greedy, 
actually computes two mappings using two different 
sub-algorithms and then chooses the mapping that 
gives the smallest sum of the predicted run-times, min-
imized over all machines. The two sub-algorithms are 
similar to the first greedy algorithm above, differing 
only in the order in which they assign jobs to machines. 
We first enumerate the steps of the first sub-algorithm. 
1. Initialize the set { Remaining] obs} to contain all jobs. 
2. V i E {RemamingJobs}, find A;,; $ A;,11: V k E 
{Machine.s}. Call such an A,,,, A,,min;• 
3. Determine p such that Ap,min,. $ A,,min; V i E 
{RemainingJobs}. 
4. Remove p from {RemainingJob.,}, scheduling job p 
on r:nacbine minp, 
5. Add Ap ,m,n,. to Ai ,min,. V i E {RemainingJob.,}. 
6. lf {RemainingJobs} is not empty, return to step 2. 
The idea behind this first sub-algorithm is that, at 
each step, we attempt to minimize the time at which 
the last job, which has been thus far scheduled, fin-
ishes. 
The second sub-algorithm differs from the first sub-
algorithm in that, at the third step, it finds p such 
that Ap,min- ~ A,,m in; Vi E {RemainingJobs}. This 
algorithm, then tries to minimize the worst case time 
at. ea.ch step. 
3 Effect of Non-Determinism on Al-
gorithm Performance 
We now examine the effect of non-determinism on 
the performance of the greedy and LBA algorithms 
that we described above. Our reason for studying this 
1 In describing these algorithms, we use the term ordtr re-
que.ted to mean the order in which the job requests have been 
placed prio r to invocation of the algorithm. We also investig-
ated the performance of these algorithms if jobs are first aorted 
before these algorithms are invoked. 
is because both the LBA and the greedy algorithms use 
the expected run-time to produce their mappings. One 
of our major motivations for this work is to determ-
ine whether such intelligent algorithms are still useful if 
the actual run-time is non-deterministic, that is, essen-
tially sampled from a distribution around the expected 
run-time. In order to determine what distributions we 
should sample our run-times from in our simulation, 
we first conducted some experiments with actual pro-
grams to try to determine what types of distributions 
characterize their run-times. 
3.1 Job Run-time Distributions 
We have already explained why job-machine run-
times are typically not constant, but rather vary ac-
cording to some distribution. To test the performance 
of our algorithms, it is essential to draw samples of 
the run-times of jobs from a particular distribution; 
but first we need to determine some realistic distribu-
tions that we can use in our simulations. Therefore, 
we repeatedly executed some parallel and sequential 
programs, gathered run-time statistics, and analyzed 
them. 
We performed several experiments using the NAS 
Benchmarks (3). These benchmarks were used to de-
termine the types of run-time distributions that may 
be typical for at lea.st some jobs on some ma.chines. 
We needed to determine sample parameters for these 
run-time distributions so that they could be repro-
duced by our simulator. While performing our tests, 
we controlled the following environmental character-
istics: server location, network and server load, num-
ber of processors, amount of memory, and processor 
speed. Table 1 summarizes the configurations of our 
ma.chines caesar and elvis upon which we ran our 
experiments. 
caesar elvis 
Type SGI Challenge L Onyx 
Proc Speed (MHz) 200 150 
Proc Type (MIPS) R4400 R4400 
# of Processors 4 4 
Memory (Mbytes) 64 192 
Secondary Unified 
Cache 4 Mb 1 Mb 
Table 1: Configuration of SGI machines caesar and 
elvis, both running IRIX64 v6.2. 
The jobs that we used throughout these experiments 
were from two sources: NASA's reference implement-
ation for some of the N AS Benchmarks, and our own 
implementations of other NAS Benchmarks that met 
the required criteria. Four of the experiments use some 
version of the NAS Integer Sort (IS) Benchmark, im-
plemented either in parallel on four processors, or in 
single processor mode. Two other experiments used 
the NAS Embarrassingly Parallel (EP) Benchmark run 
on a single processor. We now explain our experiments 
and their results. 
3.1.1 Integer Sort, Executed on Four Pro-
cessors 
This experiment examined the run-time distribution of 
a version of the NAS Integer Sort Benchmark executed 
on four processors. We implemented the integer sort 
using a counting sort (5, pages 175-178) algorithm. We 
used Silicon Graphic's light weight process (thread) 
support functions, including m1ork(), to implement 
our version of this benchmark. 
We ran this sort across a heavily loaded network, 
obtaining both the executable and the data from a file 
server that was also heavily loaded. When run on 
caesar, the run-time distribution, for 100 executions, 
appears Gaussian. 2 Figure 1 shows a histogram of this 
distribution. When run on el vis, the run-time distri-
bution, again for 100 executions, appears exponential 
and is shown in Figure 2. We note that the origin 
of the exponential distribution shown in Figure 2 is 
translated to approximately 3.0. That means that the 
sort had to run for at least 3.0 seconds before stopping. 
The distribution that we see very closely matches an 
exponential distribution with a mean of around 0.20, 
translated 3.0 seconds to the right. We expect that 
many jobs would have a distribution similar to this, 
because all jobs must run at least some amount of 
time3• 
In these experiments, we also see that memory size, 
and so, the need to swap to local disk, can have a 
definite effect upon the run-time distribution of a job . 
The integer sort on el vis completes, on average, 30% 
sooner than the same job on caesar. We note that, in 
this case, the amount of memory has more influence 
2 The Conn of the distributions were determined by carefully 
selecting the bin size and then curve fitting. The authors a<e 
familar with both visual and analytical tests for nonnality, but 
analytical tests were not used given the strong visual similarity 
or the frequency plots to that of a Nonna! curve. (The fac:t that 
some sample point frequencies lie above and below the selected 
Nonna! distribution is due to the number of samples being finite. 
Such phenomena would have appeared even if 100 data points 
had been sampled from a known Normal run-time distribution.) 
a An exponential distribution is defined to start at 0.0. Ir 
applied, without translation, in this case, that would mean there 
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Figure 1: Forked counting sort, caesar. 
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Figure 2: Forked counting sort, elvis . 
on the run-lime of the job than does the speed of the 
processor. Of primary importance, however, is the olr 
servation indicating that the same job , running on two 
different machines, not only has different mean run-
times, but the distr ibuti on of run-times is different, 
yielding a Gaussian-like distributi on on one machine 
and an exponential-like distributi on-on the other. 
3.1.2 Integer Sort, Single Processor 
This experiment is the same as that discussed in the 
last section, with the exception of being run on a single 
processor instead of being distributed across four pro-
cessors. Although a slightly different C++ implement-
ation was used, we again based our program on the 
counting sort. 
When the integer sort was run on caesar and 
elvis, the run-time distribution was not easily char-
acterized; however, it appears related to a Gaussian 
distribution . Histograms of the distributions, sim-
ilar to that shown in Figure 4, are possibly multi-
modal, which indicates that multiple distributions may 
be present. While this experiment does not provide 
us with definitive results, it does point to the fact that 
run-time distributions can be quite complex. We sus-
pect that these conditions are related to changes in the 







0 l---'--'---'-- ....... _....__..____,.....,_,_ _ _, 
u u u u u u u " ..... ~ I.I 
Figure 3: Counting sort, caesar, single processor. 
Once again, this set of experiments showed us that 
additional memory can greatly enhance run-time per-
formance. The tests on el vis ran 7 times faster than 
those run on caesar , which has the faster processors. 
The tests also show that run-time distributions can be 
very complex, and may be difficult to reproduce in a 
simulation . Although our simulations did not use such 
complex distributions, they should be modeled in fu-
ture work. 
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Figure 4: Counting sort, elvis., single processor. 
3.1.3 Embarrassingly Parallel NAS Bench-
mark 
The next set of experiments that we describe com-
pared the run-time distributions of compute intens-
ive jobs run from local disk to those run across the 
network from a file server. The tests that we de-
scribe in this section were executed only on caesar be-
cause el vis did not have a sufficiently large local disk 
available. We used the reference implementation [3], 
from NASA , of the NAS Embarrassingly Parallel (EP) 
Benchmark . This implementation uses the portable 
Message Passing Interface {MPI) (12] to parallelize the 
code. The tests we ran, however, were compiled to be 
executed on a single processor 4 • The EP Benchmark 
was run 100 times for each test. See Figures 5 and 6. 
3.2 Simulation Experiments 
We now describe our simulation experiments that 
are aimed at examining how well the mapping al-
gorithms performed when the jobs scheduled did not 
execute for exactly the mean run-time. The matrices 
that we refer to in the description below have rows in-
dexed by the job and columns indexed by the machine. 
• Matrix Format. We used different matrices contain-
ing j obs and machines of varying characteristics . Each 
matrix contained mean run-times for each of five dif-
ferent jobs on each of ten different machines. The av-
erage means of the corresponding columns and rows 
• The MPI mechanism is still utili1ted in the EP Ben ~hmark 














ollll--!U----':'."1!0--IB--1!41--71.1 ....... _llD ..... _ ... m __ 'lllt ----
Figure 5: epAl NAS Benchmark, with executable residing 


















0 ..__.......__ ......... __ ,.___....,_ _ __,_ __ .,___-1, 
111 744 74S 746 
RmHime.ieoi• 
m 741 
Figure 6: epAl NAS Benchmark, files obtained over a 
lightly loaded network. 
were the same for all matrices and the jobs themselves 
were quite heterogeneous. 
• Job Request Sets . In order to obtain different results 
for each matrix, we generated two random sequences 
of 125 job requests, which we will call 125-1 and 
125-2, where each individual request was chosen ac-
cording to a uniform random distribution from among 
five different jobs. We also generated two more ran-
dom sets, this time of 500 job requests, calling them 
500-3 and 500-4. We did this to look at perform-
ance variations between job request orderings, as well 
as to examine any performance differences that might 
occur because fewer or more jobs were requested. 
• Job Request Format. We generated each of the 5 
jobs, for each request, at random. Thus, in these ex-
periments, the jobs were requested in random order. 
This was done because the order of job request af-
fects the schedule. The Fast Greedy Algorithm maps 
and schedules the jobs on machines in the order in 
which they are submitted. The Greedy Algorithm 
uses the order to break ties. We chose to execute 
these randomly ordered requests both because they 
more closely rnimic a real environment where differ-
ent jobs are submitted by different users and because 
we wished to examine whether these algorithms per-
formed better or worse when unsorted, as opposed to 
sorted, requests were submitted. 
• Run-time Generation for Simulations. We executed 
each simulation 15 times. In each run, a different 
value was used to seed the random nwnber generator 
that was used to generate the simulated "actual" run-
time duration. The total time required to execute each 
schedule was summed and the average was computed. 
Multiple seeds were used to ensure that our results 
were not skewed5 • 
• Baseline Calculations. In addition to simulations 
where we generated simulated run-times from particu-
lar distributions, we performed some baseline calcu-
lations. These baseline calculations provided results 
that were, in effect, equivalent to running the simula-
tion where the run-time of a job on a given machine 
was always exactJy its expected run-time. 
• Actual Run-time Distributions. When we generated 
nm-times that were different from the mean predicted 
nm-times, we ran experiments for both Gaussian and 
exponential distributions. Based upon our experi-
ments with the NAS JS and EP Benchmarks above, 
we chose to implement a translated exponential dis-
tribution. 
Again, based upon our earlier experiments described 
in Section 3.1, we chose to use a truncated Gaussian 
distribution in our simulation experiments to mirnic 
the Gamma distribution that best fit our data. We 
chose to truncate left of the mean at µ - u. 
3.3 Results of Simulation Experiments 
where Jobs Ran for Times Different 
from the Predicted Run-times 
This set of experiments examined the performance 
of intelligent mapping algorithms when job run-times 
$This is a common method to reduce the influence of a single 
random number generation sequence that may be biased. 
differed from the expected run-times that were used to 
develop the mappings. Using the distributions identi-
fied in the previous experiment.s, we instantiated spe-
cific parameters in order to simulate some typical jobs. 
We simulated jobs with both exponential and trun-
cated Gaussian run-time distributions. In this pa-
per we summarize results; individual results from ad-
ditional individua.l experiments, which are consistent 
with the conclusions that we make in this paper, can 
be found in Armstrong's thesis (2]. 
The graphs in this section compare the final com-
pletion times of the jobs under the various mappings . 
We use the label Baseline to mean that the value rep-
resented would be the completion time if all of the 
jobs ran for exactly their predicted mean run-times. 
In order to emphasize the differences between the val-
ues that we plot in the graph, we do not include the 
OLB run-times. The OLB run-times, for the expo-
nential and Gaussian distribution simulations that we 
discuss below, averaged around 10,000 seconds in all 
cases shown, i.e., 500 requests. 
3.3.1 Exponential Distribution Experiments 
The results of these experiments compare the perform-
ance of the various mapping algorithms when all jobs 
have an exponential run-time distribution. We re-
call that the sample run-times from those experiments 








Figure 7: Exponential run-time distribution results, 
500-4. 
We now compare the time at which the last job fin-
ishes if executed according to each of the mappings, 
assuming that a job is not started on a machine until 
the last job completes. The figures in this section show 
both the expected completion time assuming determ-
inistic run-times as well as under the assumption that 
the run-times are exponentially distributed, shifted to 
the right such that its mean matches the expected run-
time. 
Figure 7 shows these comparisons for some matrices 
that we used in our simulations. This figure shows 
that the schedules built by the intelligent mapping 
algorithms are still effective even though the actual 
run-time of a given job on a given machine can differ 
greatly from its expected run-time. 
3.3.2 Truncated Gaussian Experiments 
We then performed additional simulations to exam-
ine the performance of the the intelligent mapping al-
gorithms when all jobs had approximately Gamma 
run-time distributions. We determined from our ex-
periments that we could approximate such a distribu-
tion by truncating a Gaussian distribution to the left 
of the mean at roughly µ - q. Throughout this exper-
iment, the mean, µ, was the expected run-time for the 
individual job/machine pair, and o-2 was set to 300% 
ofµ. Therefore, these experiments are useful in de-
termining whether, when the variance is very large for 
all jobs, the greedy algorithms still performed much 
better than both the LBA and OLB algorithms. No 
negative run-times were generated in our experiments 
because the truncation value was always positive . 
The results in Figure 8 show that the schedules are 
finishing up to 25% later than in the previous exper-
iments. This not unexpected, as truncation will shift 
the mean of the resulting distribution to the right. In 
the next section we provide a theoretical discussion as 
to why we would expect the times to be at least 20% 
later. The results also show that the greedy algorithms 
still perform better than the OLB and LBA algorithms 
when job run-time distributions are truncated Gaus-
sian with very large variances. Our experiments, and 
the theoretical explanation below, imply that it may 
be worthwhile to update the mapping as the jobs are 
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Figure 8: Truncated Gaussian run-time distribution 
results, 500-4. 
3.3 .3 Theoretical Explanation for Longer 
Run-times shown in Gaussian Experi-
ments 
To theoretically predict the new mean of the truncated 
distribution described in the last section, we can use 
simple Gaussian statistics [l]. Without loss of general-
ity, our explanation uses a standard Gaussian distribu-
tion with a mean of O and a standard deviation of 1. If 
A(z1) is the area under the distribution from the mean, 
z = 0, to z = z1, then it can be easily shown that the 
new mean, µnew, for our truncated distribution is 
_ A_1 [·5 - A(l)J 
/Jncv, - 2 
(1) 
Using this, we see that the new mean should be 1-'new = 
.200-. 
Unfortunately, the truncation of the Gaussian dis-
tribution only accounts for a 20% increase in the mean . 
Therefore, this explanation alone leaves some 5% un-
accounted for . The remaining 5% is due to two factors. 
The first can be traced to the fact that we are using a 
truncated Gaussian instead of a Gamma distribution. 
The second is the fact that the expected value of the 
maximum of several Gaussian distributions is not the 
maximum of the expected values. The application of 
this well-known probability result to quality of service 
metrics is documented elsewhere [9}. 
3.3.4 Comparison of the Two Greedy Al-
gorithms 
We note that in our results, presented both here and 
in Armstrong's thesis, the Greedy and Fast Greedy 
algorithms appeared to perform similarly. Over all of 
our experiments we only saw the Greedy Algorithm 
performing up to 15% better than the Fast Greedy Al-
gorithm. Other work has suggested that the improve-
ment should be much higher. However, the other work, 
to our knowledge, was based upon presenting sorted 
requests to these mapping algorithms. The theoretical 
explanation for these results is beyond the scope of this 
paper and is discussed in another paper (7). 
4 Related Work 
To our knowledge, no one else has studied the 
performance of intelligent heterogeneous mapping 
algorithms when the run-times of jobs are non-
deterministic, by using the distributions of run-times 
for actual programs determined under different re-
source loadings. 
Ibarra and Kim [8] were the first to study the 
performance of the algorithms upon which we con-
centrated. Their analytical study centered around 
determining the worst-case performance of the al-
gorithms. Weissman [15] used simulation to study 
interference-based policies; that is, policies that take 
into account the fact that as you increase the load on 
any shared resource, the rate of execution of other jobs 
decreases. Our policies, and simulations, assumed that 
the jobs were executed on a first-come, first-served 
basis. Although we did not study their performance 
here, genetic algorithms have been proposed as a good 
way to schedule tasks on heterogeneous resources, par-
ticularly when communication or synchronization is 
needed between tasks {13), (14]. Many systems have 
followed the lead of SmartNet [6] in implementing in-
telligent schedulers, such as those we describe here, in 
their resource management systems (11), (4], (16]. 
5 Summary 
In this paper, we experimented with several applica-
tions on resources with differing loads and fitted their 
run-times to distributions . We then used these dis-
tributions to determine via simulation whether, when 
the run-times are non-deterministic, it is still benefi-
cial to use intelligent algorithms that make use of the 
expected run-times to compute a mapping. We found 
that it continues to be beneficial even when the expec• 
ted run-time distributions have large variances. As 
the distributions in our simulatio ns were derived from 
the execution of actual programs, our distributions are 
realistic . However, there are additional distributions 
that are also realistic that we have not yet examined. 
We intend to pursue these in future work. 
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Abstract 
Heterogeneous network-based systems are emerging as 
attractive computing platforms for HPC applications. This 
paper discusses fundamental research issues that must be 
addressed to enable network-awan!! communication at the 
application level. We present a uniform framework for de-
veloping adaptive communication schedules for various col-
lective communication patterns. Schedules an!! developed 
at run-time, based on network performance information ob-
tained from a din!!ctoryservice. We illustrate our framework 
by developing communication schedules for total exchange. 
Our first algorithm develops a schedule by computing a se-
ries of matchings in a bipartite graph. We also present a 
0( P3) heuristic algorithm, whose completion time is within 
twice the optimal. This algorithm is based on the open shop 
scheduling problem. Simulation results show performance 
improvements of a factor of 5 over well known homogeneous 
scheduling techniques. 
1. Introduction 
With recent advances in high-speed networks, metacom-
puting has emerged as a viable and attractive computational 
paradigm. A metacomputing system [23] consists of ge-
ographically distributed supercomputers and visualization 
devices. These are interconnected by a heterogeneous col-
lection of local and wide-area networks. High performance 
applications can be executed over such a networked virtual 
supercomputer. wherein the distributed computational re-
sources are used in a coordinated way, very much as though 
they were part of a single computer system. 
The potential of metacomputing has been demonstrated 
by the Global Information Infrastructure (GIi) testbed at 
SC '95 ( 16}. The testbed linked dozens of high performance 
•supported by the DARPA/ITO Quorum Program through the Naval 
Postgraduate School under subconttacl numbcrN6227 l-97-M-093 I. 
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Figure 1. A typical metacomputing system. 
computers and visualization machines with existing high-
bandwidth networks and telephone systems. Some of the 
leading metacomputing research projects are Globus, Le-
gion, VDCE, and MSHN, to name a few. These will be dis-
cussed further in Section 2. 
Figure I shows an example of a small-scale metacomput-
ing system. The compute nodes in the system are located at 
three different sites. Some of the nodes are high-end super-
computing systems, while others are workstations. The ex-
ample shown in this figure has three kinds of interconnec-
tion networks: (i) the multi-stage interconnection network 
within the IBM SP-2, (ii) local networks at each site, and 
(iii) high bandwidth long haul ATM or T3 links between the 
sites. 
Although network-based computing platforms offer sig• 
nificant advantages for high perfonnance computing, effec-
tive use of their resources is still a major challenge. Compu-
tational and communication resources are typically shared 
among different applications. Computational tasks may be 
preempted by higher priority processes. Network conditions 
change continuously, and run -time loads cannot be deter-
mined apriori. Applications must therefore be capable of 
adapting to changing system conditions. 
In this paper, we develop communication techniques that 
enable applications to adapt to variations in network con-
ditions. We focus on collective communication patterns 
among application processes executing over a heteroge-
neous network. Our goal is to develop efficient application-
level implementations of these communication routines. We 
assume the availability of end-to-end send and receive com-
munication routines, which can be invoked between any pair 
of nodes. The details of network topology, routing, and flow 
control policies are therefore hidden from the application. 
Efficient algorithms for various collective communica-
tion patterns have been developed for tightly coupled paral-
lel architectures with homogeneous networks (2, 19]. These 
algorithms have been incorporated into communication li-
braries and implementations of MPI. However, these tech-
niques can perform poorly in metacomputing systems due 
to the heterogeneity among network bandwidths. Further, 
these are static algorithms, with no provision for adaptivity 
to network conditions. 
In Section 3, we introduce our approach for developing 
network-aware communication techniques. The key com-
ponents of our approach are: (i) a directory service which 
provides information on current network performance, (ii) a 
communication model which estimates the time for individ-
ual communication events, (iii) timing diagrams which ab-
stractly represent both the communication pattern and the 
network performance, and (iv) scheduling algorithms which 
reduce overall communication time by appropriately posi-
tioning the communication events in the timing diagram. 
Our approach is a general one, and can be used for 
different collective communication patterns and a variety 
of network-based architectures. In Section 4, we use our 
scheduling framework for the all-to-all personaliud com-
munication pattern in a typical metacomputing environ-
ment. We develop three different scheduling algorithms for 
this problem. Our first algorithm is a matching-based algo-
rithm. It first constructs a bipartite graph, with edge weights 
equal to communication costs between processor pairs. A 
series of maximum weight complete matchings in this graph 
are then computed. The communication schedule is derived 
from these matchings. Our second algorithm is a greedy ap-
proximation to this matching-based algorithm. The third al-
gorithm is a heuristic that has been used for the open shop 
scheduling problem. We evaluate the performance of our al-
gorithms by simulation, and compare it with a well-known 
scheduling technique used in homogeneous scenarios. Our 
results show excellent improvements in performance. 
This paper represents one of the early efforts to formalize 
research problems related to network-based computing. In 
Section 6, we discuss other fundamental research issues that 
are motivated by the need for network-aware applications. 
We consider enhancements to our communication model 
and techniques to reduce the complexity of the scheduling 
algorithm. We also discuss communication scheduling in 
the presence of QoS constraints. 
The rest of the paper is organiud as follows: Section 2 
discusses related research projects in metacomputing. Sec-
tion 3 introduces our approach for deriving efficient commu-
nication techniques, and describes each of the components 
in detail. Section 4 formulates the all-to-all heterogeneous 
data communication problem, and presents our schedul-
ing algorithms for this communication pattern. Section 5 
presents simulation results of our algorithms. Section 6 dis-
cusses future research directions for network-aware com-
munication scheduling. Section 7 concludes the paper. 
2. Related Work 
Several research projects are developing software infras-
tructure and defining API functionality for network-based 
computing systems. We believe that our work will com-
plement these software development efforts. Our schedul-
ing techniques from Section 4 can be incorporated into these 
software systems and tool-kits. A few projects are also in-
vestigating performance related issues. 
The Globus project (9, to] at ANL and USC-ISi is de-
veloping a set of low level core services, called the Globus 
tool-kit. This includes modules for resource location and al-
location, communications, authentication, process creation, 
and data access. Higher level systems software and appli-
cations then build upon the functionality provided by the 
tool-kit. Nexus is the communications library component of 
the Globus tool-kit. Globus incorporates a directory service, 
called the Metacomputing Directory Service (MDS). Appli-
cations can query MDS for information on current loads on 
the processing nodes, as well as end-to-end network perfor-
mance between node pairs. 
The Legion project at the University of Virginia uses 
an object oriented approach to metacomputing system de-
sign [12, 18]. The philosophy is to hide the complexity of 
resource scheduling, load balancing, etc. from the applica-
tion developer. The object oriented properties of encapsula-
tion and inheritance, as well as software reuse, fault contain-
ment, and reduction in complexity are used to achieve this 
goal. 
The Virtual Disttibuted Computing Environment 
(VDCE) at Syracuse University (25, 26) aims to develop a 
complete framework for application development, configu-
ration, and execution. A GUI allows library routines or user 
developed routines to be combined into an application task 
graph. The task graph is then interpreted and configured to 
execute on currently available resources. 
At Carnegie Mellon, the ReMoS (Resource Monitoring 
System) project (7) is developing a portable and system-
independent API that allows applications to obtain inforrna-
tion about network status and capabilities. Most architec-
tures generate information about the network hardware and 
software in a system-specific fonnat. ReMoS provides a 
standard interface fonnat that is independent of the details of 
any particular type of network. ReMoS explicitly accounts 
for resource sharing between applications. 
The Management System for Heterogeneous Networks 
(MSHN) (21) project at Naval Postgraduate School, USC, 
and Purdue University is designing and implementing a Re-
source Management System (RMS) for distributed hetero-
geneous and shared environments. MSHN assumes hetero-
geneity in resources, processes, and QoS requirements. Pro-
cesses may have different priorities, deadlines, and compute 
characteristics. The goal is to assign resources to individ-
ual applications so that their QoS requirements are satis-
fied. MSHN also addresses uncertainty due to unpredictable 
loads in the operating environment. Various task mapping 
and scheduling algorithms are being developed (1, 20). Our 
research is a part of the MSHN effort. 
Communication performance in the presence of multi-
ple heterogeneous networks has been investigated in (14, 
15). Experiments are performed on a local cluster of work-
stations, interconnected with ATM, Ethernet, and Fibre-
Channel networks. The performance characteristics of each 
of the networks are first evaluated by measuring the time 
for sending messages of various sizes over the particular 
network. These characteristics are used to choose a suit-
able technique for data communication. The Performance 
Based Path Selection (PBPS) technique selects one of the 
networks to be used for a communication event, depending 
on the size of the message. The Aggregation technique uses 
multiple networks at the same time, by breaking up the mes-
sage into multiple parts and sending these parts over differ-
ent networks. However, this research only considered point-
to-point communication between a pair of nodes in the sys-
tem. Collective communication patterns such as all-to-all or 
all-to-some were not studied. Such collective communica-
tion patterns typically occur in most parallel applications. 
Distributed heterogeneous computing has important mil-
itary applications as well. The BADO (Battlefield Aware-
ness and Data Dissemination) [6] program at DARPA aims 
to develop an operational distributed data communication 
system. The goal is to deliver to warfighters an accurate, 
timely, and consistent picture of the battlefield, as well as to 
provide access to key transmission mechanisms and world-
wide data repositories. [24) considers an important data 
staging problem that arises in such heterogeneous network-
ing environments , where data items must be moved from 
their initial locations to requester nodes. Each data re-
quest also has a time-deadline and priority associated with 
it. In (24), a heuristic based on the multiple-source shortest-
path algorithm is used to find a communication schedule for 













Figure 2. Our communication scheduling ap-
proach. 
related problems. 
3. Our Approach: A Uniform Framework for 
Communication Scheduling 
Figure 2 shows our approach for developing adaptive 
communication techniques, which are essential for network-
aware applications. We use a communication scheduling 
framework consisting of four key components : (i) A di-
rectory service, (ii) An analytical communication model, 
(iii) Timing diagrams, and (iv) Scheduling algorithms. The 
directory service provides information on current network 
performance. Based on this information and the applica-
tion's communication pattern, the communication model is 
used to compute the time for each node-to-node commu-
nication event. This is then represented using a timing di-
agram. A scheduling algorithm uses a timing diagram as 
input, and appropriately schedules the events to reduce the 
overall communication time. We discuss each of these com-
ponents in further detail. 
3.1. Directory Service 
Since network load in shared environments varies with 
time, a directory service which provides information on cur-
rent network performance is essential. A suitable directory 
infrastructure is therefore a key component of our frame-
work for developing adaptive communication techniques. 
AMES ANL IND USC-IS! NCSA 
AMES 34.5 89.5 12 42 
ANL 34.5 20 26.5 4.5 
IND 89.5 20 42.5 21.5 
USC-ISI 12 26.5 42.5 29.5 
NCSA 42 4.5 21.5 29.5 
Table 1. Latency (ms) between 5 GUSTO sites. 
AMES ANL IND USC-ISi NCSA 
AMES 512 246 2044 391 
ANL 512 491 693 2402 
IND 246 491 311 448 
USC-ISi 2044 693 311 4976 
NCSA 391 2402 448 4976 
Table 2. Bandwidth (kbits/s) between 5 
GUSTO sites. 
The information provided by the directory makes it possi-
ble to develop communication schedules which are adaptive 
to changes in network perfonnance. At run-time, applica-
tions can query the directory service through an Application 
Programming Interface. For example, the Metacomputing 
Directory Service (MDS) in Globus (8) provides current in-
formation on start-up costs and end-to-end bandwidths be-
tween every pair of processors. The ReMoS API, developed 
at CMU (7), is an example of an API that is independent of 
the details of network hardware. 
Table 1 and 2 are examples of infonnation provided 
by the directory service in GUSTO, which is a testbed of 
Globus. The directory provides current values of end-to-end 
network latency and bandwidth between any pair of comput-
ing sites. The tables show five of the GUSTO sites: NASA 
AMES, Argonne National Lab, University oflndiana, USC-
ISi, and NCSA. 
The directory service takes into account the current net-
work load, including the load imposed by the application. If 
the paths between two distinct node pairs share a common 
link, the bandwidth of the common link is divided among 
these communicating pairs. 
3.2. Communication Model 
We use a communication model to analytically represent 
the network perfonnance. Using information about the ap-
plication's communication pattern and the performance pa-
rameters provided by the directory service, the communica-
tion model can estimate the time for individual node-to-node 
communication events. 
Consider a typical metacomputing system, such as shown 
in Figure I . A path between compute nodes typically 
includes links from multiple networks of different band-
widths. For example, in Figure 1, a message from a node in 
Site 1 to a node in Site 2 would pass through the local net-
work at both sites and the long haul link which interconnects 
these geographically distributed sites. 
Our communication model represents the network per-
formance between any processor pair ( P;, P;) using two pa-
rameters: a start-up cost '.TT; and a data transmission rate 
B;;. The time for sending a m byte message between these 
nodes is then given by T;; + -IP:-:. The two parameters ab-D;; 
stractly represent the total time for traversing all the links on 
the path between P; and P;. The model ignores the negligi-
ble delays incurred by contention at intennediate links and 
nodes on the path between P; and P;. 
Our model focuses on the effective network performance 
at the application layer. We assume the availability of end-
to-end send and receive communication routines, which can 
be invoked between any pair of processor nodes. Since the 
details of network topology, routing, and flow control poli-
cies are not visible to the application, our model does not in-
corporate these parameters. 
A similar communication model has been widely used for 
tightly-coupled distributed memory systems with good re-
sults (27]. In metacomputing systems, typical values for the 
start-up cost could be in the range of 10 to 50 ms, while typ-
ical values for the bandwidth could be in the range of kb/s 
to hundreds of Mb/s. 
The model assumes that a node is allowed to simultane-
ously participate in at most one send and one receive oper-
ation. When a node has multiple messages to send, it per-
forms these send operations one after another. Current hard-
ware and software do not easily enable multiple messages 
to be transmitted simultaneously. Software support for non-
blocking and multithreaded communication sometimes al-
low applications to initiate multiple send and receive oper-
ations. However, all these operations are eventually serial-
ized by the single hardware port to the network. Our model 
accurately represents this phenomenon. 
If multiple nodes simultaneously send to any node P;, we 
say that node contention occurs at P;. The model assumes 
that these messages are received one after the other at P;. 
The validity of this assumption can be seen by examining the 
events involved in a message transmission from P; to P;. A 
control message is first transmitted by P;. The actual data 
is sent only after this control message is acknowledged by 
P;. If P; is busy receiving from a different node, it sends the 
acknowledgement o P; only after completing the previous 
receive operation. 
3.3. Timing Diagrams 
We use timing diagrams to represent communication 
schedules for given network characteristics and a commu-
nication pattern. Examples of timing diagrams for all-to-all 
personalized communication with 5 processors are shown in 
Figures 4 and 7. The diagram consists of P columns, one per 
processor. The vertical axis represents time. The communi• 
cation events in column i represent the messages sent from 
processor P;. The rectangle labeled j in column i represents 
the message sent from P, to Pj 1. The height of the rectan-
gle denotes the time for the communication event 2 • Once 
the message sizes and the values of71j and B;j between all 
processor pairs are known, the heights of all the rectangles 
can be determined. Thus, the timing diagram inherently ab-
sorbs the heterogeneity in network parameters and message 
lengths. 
3.4. Scheduling Algorithms 
Our communication scheduling algorithms determine the 
positions of the individual events in the timing diagram so 
that the completion time is minimized. A valid communica-
tion schedule must satisfy the following conditions - since 
a node cannot send multiple message simultaneously, none 
of the rectangles in a column can overlap in time. Similarly, 
since multiple simultaneous receive events are not permitted 
at a processor, all the rectangles with the same label j must 
have mutually disjoint time intervals. 
We do not consider "indirect" schedules where messages 
from different sources are combined at intermediate nodes 
and then forwarded to common destinations. This is because 
such combine-and-forward schemes increase the volume of 
traffic to be communicated. Since data in metacomputing 
applications is often extremely voluminous, this can lead to 
large communication costs. 
We also do not allow messages to be partitioned. Since 
the start-up overhead is incurred for each message transmis-
sion, such a partitioning would increase the start-up over-
heads. 
The next section presents our scheduling algorithms for 
the all-to-all personalized communication pattern. 
4. Scheduling Algorithms for Total Exchange 
In this section, we develop communication scheduling al-
gorithms for total exchange, or all-to-all personalized com-
munication. We briefly describe a well known communica-
tion algorithm for this problem. Section 5 shows the perfor-
1 A receive schedule can be similarly constructed, where lhc communi• 
cation events in column i represent messages received by processor P; . 
2Thc width of the rectangle docs not have any significance. 
mance improvements achieved by our new algorithms over 
this algorithm. 
4.1. Communication Pattern and Scheduling Com-
plexity 
AU-to-all personalized communication occurs very fre-
quently in HPC applications. For example, consider a two-
dimensional matrix which is initially distributed by rows 
among the processors. If the matrix must be transposed 
so that the final distribution has columns on each proces-
sor, the resulting communication pattern is an all-to-all per-
sonalized communication. Here, each compute node has a 
distinct message for every other node in the system. For 
a P processor system, this communication pattern consists 
of O(P 2) communication events. The message sizes be-
tween all pairs of nodes are not necessarily the same. When 
the network is heterogeneous, the individual communica-
tion events in the timing diagram will have different lengths. 
These communication events in the timing diagram must be 
efficiently scheduled. The goal is to reduce the completion 
time tm= of the communication schedule, i.e. the time at 
which the last communication event is completed. Observe 
that the completion time of the schedule cannot be less than 
the summation of send times or receive times at any proces-
sor, whichever is larger. This is therefore a lower bound tu, 
on the completion time. To analyze the complexity of this 
communication scheduling problem, we first state it as a de-
cision problem. 
TOT ..EXCH: Given a distributed heterogeneous system 
with P processors(Po, ... , PP-1),adeadline r, and aP x P 
communication matrix C, where CiJ is the time for the 
communication event from Pj to P;, 0 ~ i, j < P is there a 
communication schedule with completion time less than or 
equal tor? 
Theorem 1: TOT..EXCHis NP-Complete/or P > 2. 
Proof: The theorem can be proved by transformation from 
the open shop scheduling problem. The problem [5, 11) con-
sists of m machines and n jobs. Each machine i performs 
task t;,; of job j. The execution time of all tasks are given in 
an n x m matrix. There are no dependences among the tasks 
of a job. Hence there are no restrictions on the sequence in 
which these tasks are to be executed. However, any machine 
can work on only one job at a time and any job can be pro-
cessed by only one machine at a time. The goal is to sched-
ule the tasks on the machines so as to minimize the finish 
time. The problem is known to be NP-Complete for m > 2 
[11). Details ofourproof can be found in [3]. • 
4.2. Baseline Algorithm 
Since the total exchange communication scheduling 
problem is NP-Complete, we have developed heuristic algo-
Po P, P, Pi "· 0 
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Figure 3. Example problem. 
rithms. As a baseline algorithm for perfonnance compari-
son with our heuristic algorithms, we shall use the caterpillar 
algorithm, which is widely used in tightly coupled homoge-
neous systems. This generates a schedule with P steps. In 
step j, (0 :5 j < P), each compute node P;(O :5 i < P ) 
sends a message to P(i+i)modP (13]. Such a schedule does 
not incur any node contention in a homogeneous system, 
when the message sizes and network bandwidths are uni-
fonn. This is because all the communication events have 
the same duration, i.e. all the rectangles in the timing di-
agram have the same height. An important disadvantage 
of the baseline algorithm is that it derives a fixed schedule, 
which is not adaptive to variations in message lengths or net-
work perfonnance. 
We illustrate our scheduling techniques with a running 
example. Figure 3 shows an example communication prob-
lem, represented in the timing diagram formalism. The un-
scheduled communication events originating from each pro-
cessor are shown in increasing order of destination proces-
sor number. 
In our examples, we assume that the diagonal entries in C 
are zeroes . This is valid, since the time for a local memory 
copy operation is negligible in comparison with the time for 
sending messages over the heterogeneous network. 
Using the baseline algorithm, the schedule shown in Fig-
ure 4 is derived. Observe that the longer communication 
events in the earlier steps cause the later communication 
steps to be delayed. 
Theorem 2: Performance Bound for the Baseline Algo-
rithm. 
1. The completion time tma:r: of the baseline schedule is 
always within f times the lower bound tib -
2. The above bound is tight, i.e. there exist instances 














Figure 4. Schedule generated by baseline al-
gorithm. 
Proof: We first introduce the notion of a dependence 
graph DG for a given schedule . This is a directed graph with 
P 2 nodes, one for each communication event. A directed 
edge is present from node i to node j if there exists a sequen-
tial dependency between the corresponding communication 
events in the schedule. 
Figure 5 shows the dependence graph for the baseline 
schedule with S processors. Column i contains all the com-
munication events sent from Processor P,, in the order that 
they appear in the schedule. Observe that the edges in DG 
are of two kinds: (i) vertical edges between adjacent nodes 
in the same column, and (ii) diagonal edges between nodes 
in adjacent columns. A correspondence exists between the 
graph DG and the communication matrix C. Each node in 
DG corresponds to an entry in C. If a vertical edge exists 
between two nodes, then these correspond to entries in the 
same column of C. If a diagonal edge is present, then the 
nodes correspond to entries in the same row ofC. 
Each path in the DG for the baseline schedule contains P 
nodes and P - 1 edges. The completion time is equal to the 
weight of the longest path in the graph. Letti, t 2 , ••• , tp be 
the nodes in the longest path. Then, 
(I) 
Since adjacent nodes in any path belong to the same row 
or column of C, and from the definition of tu,, 
t1b ~ max{(t1 + t2), (ts+ t-4)1 ••• , (tP-1 + tp)} (2) 
We can now rewrite Eq (1) as 
Figure 5. Dependence graph for the baseline 
schedule. 
From Eq (2) and Eq (3) 
p 
tmaz < - X t11, 
- 2 
(4) 
To prove the tightness of the bound, consider the follow-
ing communication matrix: 
Each dependence path consists of 4 elements. The first 
element is always on the diagonal. Adjacent elements in the 
path are either in the same row or the same column. In the 
fonner case, the ith element in the path is to the immediate 
left of the i - 1th element. In the latter case, the ith element 
is immediately below the i- I th element. For this example, 
the critical path contains all the unit-time entries, and takes 




3 t is an arbitrarily small numcr. 
4.3. Matching-Based Scheduling Techniques 
We present two matching-based scheduling techniques 
for the total exchange problem. The first technique finds a 
series of maximum weight matchings in a bipartite graph. 
We also consider the variation wherein minimum matchings 
are found. 
Our algorithm partitions the P x P communication 
events into P independent steps using graph matching al-
gorithms. For a P node system, we construct a bipartite 
graph with P vertices on each side. The edge from v; on 
the left side to v; on the right side is assigned a weight 
equal to the time for the communication event from P; to 
P;. Thus, there are O(P 2 ) edges in the bipartite graph . 
A complete matching in such a graph consists of P edges, 
and corresponds toa permutation of(Po, . .. , Pp_i). Such 
a matching can therefore represent a valid communication 
step, without contention at any processor. Well known algo-
rithms exist for finding a maximum weight complete match-
ing [ 17]. This is identical to the linear assignment prob-
lem. The complexity of this algorithm is O(P 3). Our algo-
rithm therefore consists of finding a maximum weight com-
plete matching in the graph, deleting the edges of the match-
ing from the graph, and then repeating the process until P 
such matchings have been found . Thus, the total compl~x-
ity is O(P 4). Although the schedule finds the communica-
tion events step by step, the communication phase does not 
impose a synchronization among the processors after each 
step. A communication event will begin whenever the send-
ing and receiving processors are both ready. 
In theory, the completion time of the matching based 
techniques can be f times the lower bound. We can prove 
a result similar to part (i) ofTheorem 2. In practice, the per~ 
formance is significantly better, and the bound is therefore 
not tight. Unlike the fixed schedule derived by the baseline 
algorithm, our matching based schedule is adaptive. When 
the lengths of the communication events change with vari-
ations in network performance, the algorithm finds a differ-
ent schedule with a low completion time. Section 5 presents 
simulation results. 
For the example of Figure 3, our adaptive maximum 
matching algorithm derives the schedule shown in Figure 6. 
The matching technique groups together communication 
events with similar length, thereby reducing the idle cycles. 
Figure 6 is an optimal schedule for this example, since there 
exists a processor (Pi or P2) which is busy during the entire 
schedule. 
4.4. Greedy Technique 
The greedy technique is an approximation to the match-
ing technique, with a lower computational complexity. Ini-
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Figure 6. Schedule generated by a series of 
maximum matchings. 
rank ordered in decreasing order of communication time. A 
series of communication steps is then composed. In com-
posing each step, we traverse the rank ordered list of every 
processor, with the goal of finding a destination processor. 
If a destination processor is found, it will be the first proces-
sor in its list that has not been selected by this processor in a 
previous step, and that is not the destination of another pro-
cessor in the same step. If the end of the list is reached with-
out finding a destination, the processor idles during this step, 
and we proceed to the next processor. Due to such incom-
plete steps, the total number of steps could be larger than P. 
To ensure fairness, a processor which was idle in any step 
will be the first to pick the destination processor in the next 
step. If there was no idle processor in a step, the last proces-
sor in any step will be the first in the next step. The greedy 
algorithm has a computational complexity of 0( P 3 ). From 
the description above, it is clear that the greedy algorithm is 
adaptive to the lengths of the communication events . For the 
previous example, the communication schedule derived by 
the greedy algorithm is shown in Figure 7. 
4.5. Open Shop Technique 
Since our communication problem has similarities to 
the open shop scheduling problem, we have developed a 
scheduling algorithm based on a heuristic derived for the 
open shop problem [22]. Other approximate algorithms for 
the open shop problem are given in [ 4]. 
Each processor is considered as two independent entities, 
a sender and a receiver. The following data structures are 
maintained by the algorithm: 
• For each sender i, 0 :S: i < P, a set R; of receivers 
is maintained. Initially, this consists of all receivers to 










Figure 7. Schedule generated by the greedy 
algorithm. 
event is scheduled, the appropriate receiver is deleted 
from the receiver set. 
• The P-element anays sendavai/ and recvavai/ contain 
information about the availability of the corresponding 
senders and receivers. For example, the i1h element of 
sendavail specifies the earliest time at which sender i 
can participate in future send operations. All elements 
of both these arrays are initialized to 0. 
The algorithm proceeds as follows: 
• Whenever a sender i becomes available at time sen-
davail {i], its receiver set R.; is scanned, and the ear-
liest available receiver j is selected. The communi-
cation event from i to j is scheduled to begin at time 
t=max(sendavail[i}, recvavail{j]). sendavail[i] and 
recvavail{j} are assigned the valuet+C[j, i], since the 
sender i and receiver j will be busy until this time. Fur-
ther, j is deleted from R;. 
• If multiple senders become available at the same time 
(for example, at time 0), they are processed in an arbi-
trary order. However, all senders that become available 
at time t are processed before any senders that become 
available at a later time. The algorithm maintains a list 
of senders in increasing order of their time of availabil-
ity. 
• Whenever a sender is finished with all its operations , it 
is deleted from this list. The algorithm terminates when 
all the senders are thus deleted. 
The total number of communication events to be sched-











Figure 8. Schedule generated by the open 
shop algorithm. 
time, since the elements of the corresponding receiver set 
must be scanned. The algorithm therefore runs in time 
O(P3 ). 
Observe that the algorithm is a greedy one. At any time a 
sender is free, the heuristic assigns a communication event 
to any of the elements in its receiver set. Idle cycles are in-
serted in a sender's schedule only if none of its potential re-
ceivers are available. For our running example, the schedule 
derived by this heuristic is shown in Figure 8. 
Theorem 3: The open shop heuristic algorithm is guaran-
teed to find a communication schedule whose completion 
time is within twice the lower bound. 
Proof: Assume, without loss of generality, that the last 
sender to finish all its transmissions is i . Let j be the receiver 
that i sends its last message to. It can be deduced that during 
the idle cycles in sender i's schedule, receiver j must have 
been always busy. If this were not the case, the algorithm 
would have scheduled the communication event from i to j 
at this time. Thus, we can conclude that the sum of the idle 
cycles in sender i's schedule is bounded by the total time for 
communication events having j as the receiver, i.e., the sum 
of elements in row j of C. The completion time is the sum 
of the total time for send events from sender i, i.e., the sum 
of elements in column i of C, and the idle cycles in sender i. 
Thus, the completion time is at most the sum of a row and a 
column in the communication matrix C, and is hence within 
twice the lower bound. • 
S. Experimental Results 
We have developed a software simulator that executes 
the scheduling algorithms discussed in Section 4, and cal-
culates the completion time for each of them. The simulator 
accepts processor count and communication times as input, 
and generates the schedules based on these techniques. We 
have used this simulation tool to evaluate the baseline, max-
imum matching, minimum matching, greedy, and open shop 
scheduling techniques. 
The simulator generates random performance character-
istics for pairwise network performance, using information 
from the GUSTO directory service as a guideline. The com-
munication matrix C can then be generated for any fixed 
message size. We have selected message sizes of I kB, 1 MB, 
and a random mix of these two sizes. In our experiments, 
we assume that the diagonal entries in C are zeroes. This 
is valid, since the time for a local memory copy operation is 
negligible in comparison with the time for sending messages 
over the heterogeneous network. The scheduling techniques 
are then applied to this communication matrix. Results for 
the different message sizes are shown in Figures 9, JO, and 
11. Systems with up to 50 processors were considered. 
Figure 12 considers a scenario when some of the proces-
sors are designated as servers. The message sizes from the 
servers to the other (client) processors are assumed to be 
large. The message sizes between the servers themselves 
and also between the client processors are small. This is 
typical in multimedia applications, where images and video 
clips reside on servers, and are accessed by other proces-
sors. In our experiment, 20% of the processors are assumed 
to be servers. Data is also assumed to be partitioned over 
the servers, so that the load on the servers is balanced. It can 
be seen that the baseline algorithm performs very poorly in 
such scenarios. Our algorithms perform 2 to 5 times faster 
than the baseline in these examples. 
The graphs clearly show the performance improvements 
that can be achieved by our communication scheduling tech-
niques. The open shop algorithm finds schedules that are 
very close to the lower bound, often within 2%, and al-
ways within 10 %. The maximum and minimum matching 
based techniques find schedules with comparable comple-
tion times. These are within 15% of the lower bound. The 
schedules generated by the greedy algorithm are within 25% 
of the lower bound. The schedules generated by the base-
line algorithm sometimes take upto 6 times longer than the 
lower bound. Based on our results, the open shop algorithm 
achieves the best perfonnance. 
6. Enhancements and Future Research 
In the previous sections, we presented our approach for 
developing communication scheduling techniques that are 
adaptive to network performance variations. To the best of 
our knowledge, this is one of the early efforts in formalizing 
communication problems relevant to network-based com-
puting. Several exciting research issues remain to be ex-
plored. In this section, we discuss some future research di-
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Figure 11. Simulator results for all-to-all per-
sonalized communication with mixed mes-
sage sizes. 
Figure 12. Simulator results for all-to-all per-
sonalized communication when 20% of the 
processors are servers. Servers send large 
messages to their clients . 
rections that are motivated by the need for network-aware 
communication scheduling. 
6.1. Enhancing the Model 
Our scheduling algorithms were developed using a sim-
ple yet effective communication model. In Section 3, we 
mentioned the assumptions made by our model, and the va-
lidity of these asswnptions. Enhanced versions of the model 
can be formulated by relaxing some of these assumptions. 
For example, one restriction is that a processor can send and 
receive only one message at a time. This restriction can be 
relaxed in two ways. 
When multiple messages arrive at a node, we can assume 
that the messages are received in an interleaved fashion. For 
example, the use of multithreading allows multiple simulta-
neous communication events in Nexus. An additional pa-
rameter a can be introduced for the overhead incurred in 
context switching between the multiple receiving threads. 
Thus, if t 1 and t2 are the times for indi viduallyreceiving two 
messages, the total time for receiving them simultaneously 
would be (1 + cr)(t1 + t2). 
It could also be assumed that a finite buffer space is avail-
able at nodes to receive messages. When multiple messages 
arrive at a node, one of the messages is received by the appli-
cation, while the others are queued in the buffer. The send-
ing nodes do not wait until the receive operation is complete, 
but only until the message is stored in the buffer. If the buffer 
is full, the sender must wait until adequate free space is cre-
ated in the buffer. 
6.2. Incremental Dynamic Scheduling 
The communication schedules presented in Section 4 are 
computed at run-time based on information obtained from 
the directory service. In many sensor-based applications, a 
series of continuously arriving data sets are processed in an 
identical manner . In such cases, the overhead for repeat-
edly calculating the communication schedule at run-time 
can be expensive, especially when the number of processors 
is large. It is therefore necessary to develop scheduling tech-
niques which have significantly lower computational costs. 
An incremental approach would be one way to reduce the 
complexity of deriving dynamic communication schedules. 
Here, a communication schedule is computed once, either 
at compile time or during the first run-time occurrence. At 
each subsequent invocation, the incremental algorithm must 
refine this communication schedule to find a new commu-
nication schedule. The algorithm would query the directory 
service regarding changes in the bandwidths. In this context, 
the research problem is that of developing fast algorithms 
for refining an existing communication schedule . 
6.3. Enhancing Adaptivity of the Schedules 
In some scenarios, the lengths of all communication 
events may not be known even when the communication is 
started. This could happen because variations in network 
performance are so rapid that significant changes could oc-
cur within the duration of the communication schedule. In 
such cases, an initial communication schedule can be de-
rived using estimates of the communication times. The 
schedule can then be modified at intermediate checkpoints. 
At these checkpoints, processors decide whether the differ-
ence between the estimated time and actual time is large 
enough to require rescheduling. The checkpoints could be 
defined in different ways : after each communication event 
is complete (O(P) checkpoints), or after half the remain-
ing communication events are complete (O(log P) check-
points), and so on. 
6.4. Scheduling with Critical Resources or QoS 
Constraints 
We have discussed communication schedules where the 
goal is to minimize the completion time. In many scenar-
ios, other cost measures are also important. For example, 
one of the processors in the heterogeneous system could be 
a critical resource (e.g., an expensive supercomputer) . The 
schedule should complete the communication events of this 
processor as early as possible, even ifit delays the other pro-
cessors. 
Quality of Service (QoS} requirements in some applica-
tions can introduce other variations in the problem formula-
tion. For example, data forwarding and data staging prob-
lems arise in the BADO project [6). The QoS parameters 
associated with each message are deadlines and priorities. 
The communication schedule must ensure that data items 
reach their destinations by the specified real-time deadlines. 
When multiple communication events contend for a com-
munication link, the scheduling algorithm must sequence 
them based on their respective deadlines and priorities. 
7. Conclusion 
In this paper, we have developed a uniform framework 
for communication scheduling in heterogeneous network-
based systems. The framework consists of a directory 
service, a communication model, timing diagrams, and 
scheduling algorithms. We discussed our approach for the 
design of adaptive communication techniques , and applied 
it to the problem of all-to-all personalized communication . 
Although this problem has been thoroughly researched for 
homogeneous systems, we showed that well known algo -
rithms perform poorly in the presence of network hetero-
geneity. We developed algorithms based on bipartite graph 
matching, and a heuristic algorithms based on Open shop 
scheduling. We showed that our algorithms perfonned sig-
nificantly better than a well known homogeneous commu-
nication scheduling algorithm. Our algorithms are adaptive 
and execute at run-time, based on network performance in-
formation obtained from the directory service. To the best 
of our knowledge, this is one of the early efforts in formaliz-
ing communication problems in a distributed heterogeneous 
computing environment. Our paper also discusses several 
new research problems related to communication schedul-
ing in network-based systems, that arise due to the unique 
features of such environments. These include communica-
tion scheduling with QoS constraints and techniques to re-
duce the complexity of the scheduling algorithm. 
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Abstract 
Clusters of workstations and networked parallel com-
puting systems are emerging as promising computational 
platforms for HPC applications. The processors in such 
systems are typically interconnected by a collection of het-
erogeneous networks such as Ethernet, ATM, and FDDI. 
among others. In this paper, we develop techniques to per-
form block-cyclic redistribution over P processors intercon-
nected by such a collection of heterogeneous networks. 
We represent the communication scheduling problem us-
ing a timing diagram formalism. Here, each interprocessor 
communication event is represented by a rectangle whose 
height denotes the time to perform this event over the het-
erogeneous network. The communication scheduling prob-
lem is then one of appropriately positioning the rectangles 
so as to minimize the completion time of all the communi-
cation events. For the important case where the block size 
changes by a factor of K, we develop a heuristic algorithm 
whose completion time is atmost twice the optimal. The run-
ning time of the heuristic is O(P K 2 ). 
Our heuristic algorithm is adaptive to variations in net-
work performance, and derives schedules at run-time, based 
on current information about available network bandwidth. 
Our experimental results show that our schedules always 
have communication times that are very close to optimal. 
Keywords: Workstation clusters, heterogeneous networks, 
communication scheduling, block-cyclic redistribution. 
1. Introduction 
Due to advances in high-speed networks, workstation 
clusters and loosely connected distributed systems are being 
used as platforms for High Performance Computing. Wide 
area networking technology has also enabled the develop-
ment of metacomputers [ 11 ], wherein grand challenge ap-
• supponcd by the DARPA/ITO Quorum Program through the Naval 
PoStgraduate School under subcontract number N62271-97-M-093 I. 
tPartially supported by NSF under grant CCR-931730 I. 
plications are parallelized across geographically distributed 
supercomputers and visuali:zation devices. Such distributed 
systems are typically interconnected with a collection of 
many different kinds of communication networks, such as 
ATM, HiPPI, and Ethernet. 
Prototype systems with such heterogeneous networks 
have been built. For example, [6] evaluated the performance 
ofHPC applications on a cluster of workstations intercon-
nected with ATM and FDDI networks. The I-WAY (Infor-
mation Wide Area Year) metacomputer at SC '95 consisted 
of over 10 networks of varying bandwidths, protocols, and 
routing technology. The HiPer-D project investigates the 
use of networked distributed computing capabilities in bat-
tle management systems on U.S. Navy cruisers. The Battle-
field Awareness and Data Dissemination (BADD) program 
develops techniques for delivering multimedia data to mo-
bile troops over a combination of wired and wireless net-
works [12]. 
From the above examples, it is clear that heterogeneity 
is a salient characteristic of the interconnection network in 
most distributed computational environments. Further, the 
network is shared among multiple applications. The perfor-
mance therefore depends upon the current traffic conditions, 
and typically varies over time. 
For scalable performance on such a platform, support 
for fast application-level communication is necessary. Ef-
ficient implementations of important collective communi-
cation kernels must be incorporated into communication li-
braries. In this paper, we develop communication tech-
niques for block-cyclic redistribution over such heteroge-
neous networks. We consider the important case where the 
block size changes by a factor of K. Our techniques can also 
be extended to other redistribution problems. 
The block-cyclic distribution is widely used in many 
HPC applications to partition an array over multiple pro-
cessors. For example, in signal processing applications, 
the block-cyclic distribution is the natural choice for radar 
and sonar data cubes. Many of the frequently occurring 
communication patterns, such as the comer tum operation, 
can be then viewed as block-cyclic redistribution opera-
tions. ScaLAPACK. a widely used mathematical software 
for dense linear algebra computations, also uses a block-
cyclic distribution for good load balance and computational 
efficiency. Matrix transpose operations, which often oc-
cur in linear algebra computations, are a special case of 
the block-cyclic redistribution. HPF provides directives for 
specifying block-cyclic distribution and redistribution of ar-
rays. 
The problem of block-cyclic redistribution in a tightly-
coupled homogeneous parallel system has been well re-
searched. However, the heterogeneity and sharing of the 
network make it necessary to develop new communication 
scheduling techniques. In Section 4, we present a communi-
cation scheduling algorithm that is well suited for heteroge-
neous networks. The algorithm is adaptive to variations in 
network performance. The schedule is derived at run-time, 
based on current information about network load. 
Our scheduling approach is based on a communication 
model that represents the communication performance be-
tween every processor pair using two parameters: a start-up 
time and a data transmission rate. We formalize the commu-
nication scheduling problem using a timing diagram repre-
sentation. Each interprocessor communication event is rep-
resented as a rectangle whose height equals the time to per-
form the communication over the heterogeneous network. 
The height is calculated using our communication model. 
The communication scheduling problem is then one of ap-
propriately positioning the rectangles in the timing diagram 
so as to minimize the completion time of all the communica-
tion events. Our heuristic algorithm derives a communica-
tion schedule whose completion time is always within twice 
the optimal. The running time of the heuristic is O(P K 2 ), 
where P is the number of processors, and I< is the factor by 
which the block size changes. 
The rest of the paper is organized as follows. Section 2 
discusses the characteristics of the block-cyclic redistribu-
tion communication pattern. Section 3 discusses some pre-
vious research efforts on block cyclic redistribution. Sec-
tion 4 introduces our communication model for the hetero-
geneous network and presents our heuristic algorithm for 
block-cyclic redistribution. Section 5 presents performance 
results from the experimental implementati"on of our algo-
rithm. Section 6 concludes the paper and discusses future 
research directions. 
2. The Block-Cyclic Redistribution Problem 
The block-cyclic distribution of an array can be defined 
as follows [14): given P processors, an array with N ele-
ments, and a block size z, the distribution first partitions the 
array elements into contiguous blocks of x items each. b; is 
the i' h block, O :5 i < ~ 1 . The blocks are then assigned to 
1 For simplicity, we assume that :r; divides N . 
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Figure 1. Redistribution from cyclic(2) to 
cyclic(6) on 4 processors. 
processors in a round robin fashion so that b; is assigned to 
processor ( i mod P). We denote a block-cyclic distribution 
ofblock size z as cyc/ic(_x). 
The block-cyclic data redistribution problem consists of 
reorganizing an array from one block-cyclic distribution to 
another. The most frequently encountered version of this re-
distribution problem is the cyc/ic(_z) to cyclic(Kx) redistri-
bution, which is the problem we consider in this paper. We 
denote the cyc/ic(_z) to cyc/ic(_K z) redistribution among P 
processors as~~ (K, P). 
Figure 1 shows the example of!R2 (3,4). The array A 
which has N = 48 elements is shown in Figure l(a). Figure 
l (b) shows the initial distribution, cyc/ic(_2). Here, b; is of 
size 2 elements, and has a global block index i. The blocks 
are assigned to P(= 4) processors in a round robin fash-
ion. If the block size is increased by a factor of K(= 3), 
i.e., the new block size becomes 6, each set of three consec-
utive blocks becomes a new block, as shown in Figure l(c} 
and (d). 
Block-cyclic redistribution consists of three main phases: 
1. Index set computation and message generation: 
Each processor computes indices of array elements that 
are to be communicated with the other processors, as 
well as the destination processors of such array ele-
ments. The elements are then packed into message 
buffers, one for each destination processor. 
2. Communication scheduling: A given processor con-
tains messages for a total of K processors, and will also 
receive messages from K processors. The aim of com-
munication scheduling is to reduce the overall commu-
nication time. During this phase, each processor deter-
mines an ordering among its send and receive events, 
(a) (b) 
Figure 2. (a) Communication pattern for 
~~(3, 4) (b) Contention-free schedule for a ho-
mogeneous network. 
so as to reduce contention. 
3. Interprocessor communication: The processors send 
and receive messages in the order specified by the 
communication schedule. This phase incurs software 
start-up overheads for invocation of the send and re-
ceive system calls, and transmission costs for sending 
data over the interconnection network. In the absence 
of communication scheduling, this phase can become 
very inefficient due to node contention. 
The interprocessor communication pattern of !R~ ( K, P) 
can be represented by a communication graph, shown in Fig-
ure 2(a). Each edge represents a message that is to be sent 
between the corresponding processors. Note that each pro-
cessor Pi, 0 ~ i < P must send messages to I( destinations, 
and receive messages from K sources. For given values of 
1:, K, and P, the position of edges in this graph and the ar-
ray indices corresponding to each edge are computed during 
the index computation phase. In [7], we have developed ef-
ficient techniques for index computation, for systems with 
homogeneous networks. 
Figure 2(b) shows an example of a K-step communica-
tion schedule for !R., (3, 4) . Here, the communication pattern 
of Figure 2(a) is broken down into a series of contention-
free communication steps. Node contention occurs when 
multiple processors simultaneously send messages to a re-
ceiver. When the network is homogeneous, all the commu-
nication events within any step of Figure 2(b) would take 
the same amount of time. In [7], we have developed com-
munication scheduling techniques for such a homogeneous 
scenario. However, when the network links are heteroge-
neous, the time taken for each message varies with the avail-
able network bandwidth between the corresponding proces-
sors. Due to this non-uniformity in message communication 
times, node contention and idle cycles would be introduced 
in the schedule of Figure 2(b) if it was used without mod-
ification. It is therefore necessary to develop new commu-
nication scheduling techniques for cyclic redistribution over 
heterogeneous networks. Section 4 presents our new algo-
rithms for this problem. 
3. Related Work 
The block-cyclic redistribution problem has been the fo. 
cus of several research effons. Techniques have been de-
veloped for both the index computation phase and the com-
munication scheduling phase over a homogeneous network. 
In [13], Choudhary et. al. present efficient index computa-
tion algorithms for ~z ( K, P), when P mod K = 0. They 
also consider the redistribution from cyc/ic(z) to cyc/ic(y), 
for general z and y, using gal and /cm methods. 
In [9], Banerjee et. al. represent a cyclic( z) distribution 
as a set of strided line segments. Using this formalism, the 
array elements to be exchanged between a pair of processors 
is computed by the intersection of the respective line seg-
ments. 
Sadayappan et. al. [5) and Walker et. al. [14) have 
developed algorithms for the communication scheduling 
phase. Here, a K step schedule is given for ~~(K , P). 
At each step, processors exchange data in a contention-free 
manner: each processor sends data to exactly one processor 
and receives data from exactly one processor. 
In [7], we introduced a uniform framework to develop 
redistribution algorithms for !R:(K, P). Based on this 
framework, efficient algorithms were developed for reduc-
ing both the index computation and communication over-
heads. Three classes of techniques were presented for 
lRz(K,P): direct, indirect, and hybrid. In the direct ap-
proach, a block is sent directly from a source processor to 
its destination without being sent to intermediate processors. 
The direct approach performs the mz (K, P) communication 
in K communication steps. The indirect approach performs 
lfiz ( K, P) in atmost f log2 Kl + 2 steps. Here, the array ele-
ments are communicated in a "combine and forward" man-
ner. The hybrid approach is a combination of the direct and 
indirect approaches. 
In [2], communication schedules are developed for the 
general redistribution problem of cyc/ic(r) over a set of P 
processors, to cyc/ic(s), over a different set of Q proces-
sors. Graph matching algorithms are used to develop com-
munication schedules in this work. These techniques have 
two important drawbacks: (i) The communication schedul-
ing phase is expensive, due to the use of graph matching al-
gorithms, and (ii) All processors are synchronized after each 
step in the interprocessor communication phase. This in-
creases the interprocessor communication time. 
[8] considers the problem of run-time redistribution from 
cyclic(_:,;) on P processors to cyclic(I<:,;) on Q processors, 
over a homogeneous network. The algorithm is based on 
a generalized circulant matrix fonnalism. The generated 
schedule minimizes the number of communication steps 
and eliminates node contention in each communication step. 
The network bandwidth is fully utilized by ensuring that 
equal-sized messages are transferred in each communica-
tion step. 
Performance studies of heterogeneous networks were re-
ported in [6]. Experiments were performed on a local clus-
ter of workstations, interconnected with ATM, Ethernet, and 
Fibre-Channel networks. The performance characteristics 
of each of the networks were first evaluated by sending mes-
sages of various sizes over the particular network. These 
characteristics were used to choose a suitable technique for 
communication over the heterogeneous network. The Per-
formance Based Path Selection (PBPS) technique selects 
one of the networks to be used for a communication event, 
depending on the size of the message. The Aggregation 
technique uses multiple networks at the same time, by break-
ing up the message into multiple parts and sending these 
parts over different networks. However, this research only 
considered point-to-point communication between a pair of 
nodes in the system. In comparison, our paper investigates 
the collective communication pattern of block-cyclic redis-
tribution. 
The Management System for Heterogeneous Networks 
(MSHN) project at Naval Postgraduate School, USC, and 
Purdue University is designing and implementing a Re-
source Management System (RMS) for distributed hetero-
geneous and shared environments. MSHN assumes hetero-
geneity in resources, processes, and QoS requirements. The 
goal is to schedule processor and network resources among 
individual applications so that their QoS requirements are 
satisfied. In this context, data staging techniques for dis-
tributed systems with heterogeneous networks have been 
considered [12]. 
4. Our Communication Scheduling Approach 
As discussed in Section 2, block-cylic redistribution con-
sists of index computation, communication scheduling, and 
interprocessor communication. Since the index computa-
tion phase is independent of the network characteristics, 
techniques developed for homogeneous networks [7) can 
be used. In this section, we consider the communication 
scheduling phase. We first discuss the assumptions and 
communication model that we shall use to analyze our com-
munication schedule. Section 4.3 presents our communica-
tion scheduling algorithm. 
4.1. Communication Model 
The overall network in the P processor system consists of 
several heterogeneous network components. Each compo-
nent interconnects a subset of the processors. We can model 
such a network as a completely connected virtual network 
with heterogeneous performance between each pair of pro-
cessors. Thus, the path between any pair of processors can 
be modeled as a single link, with the effective performance 
of the heterogeneous path. Techniques to aggregate the per-
formance of different networks into a single virtual network 
have been considered, and are an active area of research [ 6). 
We model the communication performance of the path be-
tween a pair of processors Pi and P; by a start-up cost T;,; 
and a data transmission rate B,.;. Thus, to send a m byte 
message between P; and P;, the time taken is 71.; + r.· 
When the message sizes are large, the data transmission ~~t 
is the dominating component, and the start-up cost can be ig-
nored 2 . Typical values for the start-up cost could be in the 
range of 10 to 50 µ s, while typical values for the bandwidth 
could be in the range ofa few Mb/s to hundreds ofMb/s. 
We assume that the effective network performance be-
tween any pair of processors will not change during the com-
munication phase. This can be ensured if the application re-
serves network bandwidth for the duration of the communi-
cation. [3] and [15] discuss issues relating to reserving net-
work resources. 
We assume that a node is allowed to simultaneously par-
ticipate in at most one send and one receive operation. When 
a node has multiple messages to send, it performs these send 
operations one after another. CUrrent hardware and soft-
ware do not easily enable multiple distinct messages to be 
transmitted simultaneously. If multiple nodes simultane-
ously send to any node P;, these messages are received one 
after the other at P;. We say that node contention occurs at 
P;. The validity of this assumption can be seen by examin-
ing the events involved in a message transmission from Pi 
to P;. A control message is first transmitted by P;. The ac-
tual data is sent only after this control message is acknowl-
edged by P;. If P; is busy receiving from a different node, it 
sends the acknowledgement to P; only after completing the 
previous receive operation. We do not consider the use of 
wild-card non-blocking receives. Although this can allow 
a processor to simultaneously wait for many receives, large 
buffer space overheads are incurred. 
4.2. Timing Diagrams 
Communication schedules can be conveniently repre-
sented by timing diagrams. An example of a timing diagram 
for !R.,(3, 4) is shown in Figure 3. A timing diagram con-
sists of P columns, one per processor. The vertical axis rep-












Figure 3. A communication schedule for 
!R.,(3,4). 
resents time. The communication events in column i rep-
resent the messages sent from processor P;. The rectangle 
labeled j in column i represents the message sent from P; 
to P; 3 . The height of the rectangle denotes the time for the 
communication event. The width of the rectangle does not 
have any significance. Once the message sizes and T; and 
B; parameters for all processors are known, the heights of al I 
the rectangles can be detennined. Thus, the timing diagram 
inherently absorbs the heterogeneity in network parameters 
and message lengths. 
Any communication sched_uling algorithm must deter-
mine the positions of the communication events so that an 
efficient schedule is found. The goal is to find the schedule 
that has the minimum completion time, i.e., the time at which 
the last communication event is completed. Since a node 
cannot send multiple messages simultaneously, no overlap is 
allowed among any of the rectangles in a column. Similarly, 
since multiple simultaneous receive events are not pennitted 
at a processor, all the rectangles with the same label j must 
have mutually disjoint time intervals. Thus, the completion 
time of the schedule cannot be less than the summation of 
send times or receive times at any processor, whichever is 
larger. This quantity is therefore a lower bound on the com-
pletion time of any schedule. 
4.3. Our Scheduling Algorithm 
During the index computation and communication 
scheduling phases, each processor independently computes 
the entire schedule. The communication matrix C, which 
represents the time for each point-to-point communication 
event, is computed based on the values of P, J{ , N, and the 
3 A nx:eive schedule can be similarly consauctcd, where the commum-
cation events in column i represent messages received by processor P;. 
network perfonnance parameters. C{i, j) is the height of the 
rectangle labeled i in column j of the timing diagram. 
It can be shown that the problem of finding the optimal 
communication schedule is NP-complete. We have there-
fore developed a heuristic algorithm for this problem. Each 
processor is considered as two independent entities, a sender 
and a receiver. The following data structures are maintained 
by the algorithm: 
• For each sender i, 0 :5 i < P, a set R.; ofreceivers 
is maintained. These are the receivers to which i must 
send a message sometime during the schedule. For the 
!R,.. ( K, P) communication pattern, each set R.; will ini-
tially consist of K elements. The R.; 's are obtained 
from the communication matrix in a straightforward 
way. These are the row indices of the non-zero ele-
ments in column i ofC. 
• The P-element arrays sendavai/ and recvavaii contain 
infonnation about the availability of the corresponding 
senders and receivers. For example, the ith element of 
sendavaii specifies the earliest time at which sender i 
can participate in future send operations. All elements 
of both these arrays are initialized to 0. 
The algorithm proceeds as follows: 
• Whenever a sender i becomes available at time sen-
davail[ij, its receiver set R.; is scanned, and the ear-
liest available receiver j is selected. The communi-
cation event from i to j is scheduled to begin at time 
t=max(sendavai/{i], recvavailOJ). sendavai/[i] and 
recvavai/0] are assigned the value t + CLf, i1, since the 
sender i and receiver j will be busy until this time. Fur-
ther, j is deleted from R.;. 
• If multiple senders become available at the same time 
(for example, at time 0), they are processed in an arbi-
trary order. However, all senders that become available 
at time t are processed before any senders that become 
available at a later time. The algorithm maintains a list 
of senders in increasing order of their time of availabil-
ity. 
• Whenever a sender is finished with all its operations, it 
is deleted from this list. The algorithm terminates when 
all the senders are thus deleted. 
Observe that the algorithm is a greedy one. At any time a 
sender is free, the heuristic assigns a communication event 
to one of the elements in its receiver set. Idle cycles are 
inserted in a sender's schedule only if none of its potential 
receivers are available. Our algorithm is also adaptive to 
changes in network performance. The derived communica-
tion schedule depends on the entries of C, which are in tum 
dependent on network load conditions. The schedule can be 
derived at runtime, using current values of network perfor-
mance parameters. Previous redistribution algorithms for 
homogeneous networks do not provide such adaptivity. A 
"fixed" communication schedule is used irrespective of net-
work load and bandwidth. 
The total number of communication events to be sched-
uled is PK. The scheduling of each event takes O(K) 
time, since the elements of the corresponding receiver set 
must be scanned. Our scheduling algorithm therefore runs 
in O(P K 2) time. On a single node of the Cray T3E, our al-
gorithm executed in about 10 ms for P = 64 and K = 63. 
This is the cost of the communication scheduling phase. 
Based on the schedule, the processors perform send and 
receive operations during the interprocessor communication 
phase. Initially, a single non-blocking receive and a non-
blocking send is posted by each processor. If the receive fin-
ishes first, the next receive operation is immediately posted. 
If the send finishes first, the next send operation is initiated. 
This continues until all the communication events have been 
completed. The cost of the interprocessor communication 
phase depends upon the completion time of the schedule. 
Lemma: The heuristic algorithm is guaranteed to find a 
communication schedule whose completion time is within 
twice the optimal. 
Proof: Assume, without loss of generality, that the last 
sender to finish all its transmissions is i. Let j be its last re-
ceiver in the schedule, i.e., j is the receiver that i sends its 
last message to. It can be deduced that during the idle cy-
cles in sender i's schedule, receiver j must have been always 
busy. If this were not the case, the greedy algorithm would 
have scheduled the communication event from i to j at this 
time. Thus, we can conclude that the sum of the idle cycles 
in sender i's schedule is bounded by the total communica-
tion time for events incident at receiver j, i.e., the sum of 
elements in row j of C. The completion time is the sum of 
idle cycles in sender i and the total time for send events from 
senderi, i.e., the sum of elements in column iofC. Thus, the 
completion time is at most the sum of a row and a column in 
the communication matrix C, and is hence within twice the 
lower bound. o 
Our communication problem has some similarities to the 
open shop scheduling problem [4]. Here, a set of M ma-
chines execute a set of N jobs. Each job J; has a task to 
be executed on every machine M;, the execution time for 
which is given by t;,;. The tasks may be executed in any 
order. However, atmost one machine may process a given 
job at any time. Also, annost one job may be processed by a 
given machine at any time . The goal is to schedule the tasks 
on the machines to minimize the completion time. The prob-
lem is known to be NP-complete, and an algorithm similar 
to the above greedy heuristic has been used [IO]. 
S. Experimental Results 
In this section, we evaluate the performance of our 
heuristic scheduling technique by measuring the time for the 
interprocessor communication phase. We compare this with 
the time for the interprocessor communication phase of the 
direct communication schedule, which is a fixed communi-
cation schedule. For ~.,(K, P), this schedule breaks down 
the communication pattern into K contention-free steps. It 
has been shown to be effective in systems with homoge-
neous networks, when each communication event takes the 
same amount of time. It can be derived from the formalisms 
of [5), [7], and [14]. 
We have developed a simulator that accepts as input the 
network performance parameters, and the parameters of the 
cyclic redistribution problem. The simulator then derives 
the communication schedule, and calculates the expected 
completion time. We also implement the communication 
schedules on a Cray T3E, and measure the time taken to per-
form the redistribution. Our experimental methodology is 
summarized in the following key steps: 
1. For an input value of P, our simulator first generates 
performance parameters for the heterogeneous net-
work . The simulator accepts as input the minimum and 
maximum bandwidth values, and randomly generates 
bandwidth values in this range for every processor pair. 
2. For given input values of K and N, the communication 
matrix C is then generated. The lower bound on any 
communication schedule is calculated as the maximum 
sum over all the rows and columns of C. 
3. Our heuristic scheduling algorithm described in the 
previous section is then executed, and the sender and 
receiver schedules at each processor are computed. 
The simulator also computes the estimated completion 
time of the schedule. 
4. We implement the schedule generated in Step 3, on a 
Cray T3E. Although the network of the Cray T3E is 
homogeneous, we can simulate the heterogeneous net-
work of Step 1 by scaling the sizes of the messages ap-
propriately. Thus, if the heterogeneous network has a 
bandwidth of B 1 between nodes i and j, and if B2 is 
the node-to-node bandwidth of the Cray T3E, then we 
scale the message size between node i and j by a fac-
tor I;. Each point-to-point event in the communica-
tion schedule is implemented by using MPI send and 
receive calls . 
5. We also implement the direct schedule on the Cray 
T3E . The communication performance of our heuris~ 
tic schedule is compared with that of the direct sched-
ule, for various values of P and K. The communica-
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Figure 4. Interprocessor communication times of our heuristic schedule and the direct schedule on 
16 and 64 processors of the Cray T3E. 
Figure 4 compares the interprocessor communication 
time of our heuristic schedule and the direct schedule. These 
times were measured by our experimental implementations 
of both schedules on the Cray T3E. The simulated hetero-
geneous network had node-to-node bandwidths in the range 
of IO MB/s to 200 MB/s. The Cray T3E has a bandwidth of 
150 MB/s, which is the value we use for B 2 in Step 4 above. 
In Figure 4, results for 16 and 64 processors are shown. K 
is varied from a small number to P - 1. Experimental re-
sults for other values of P can be found in [l]. From Fig-
ure 4, we can conclude that our heuristic schedule achieves 
significant and consistent performance improvements over 
the direct schedule. The communication time of the heuris-
tic schedule is lower than that of the direct schedule by 10¾ 
to60%. 
We observe that, for a fixed value of P, the communica -
tion time for both the schedules varies considerably with the 
value of K. This phenomenon is not observed in [7], where 
the direct schedule is implemented on a homogeneous net-
work. The variation occurs due to the heterogeneity in the 
network . The communication matrix for !l., (I( , P) has PK 
non-zero entries, while other entries are zeroes . For differ-
ent values of K, messages are exchanged between a differ-
ent subset of the total P 2 processor pairs. 
Figure S(a) shows the estimated completion times for the 
heuristic and direct schedules, as calculated by the simula• 
tor. The lower bound on the completion time is also shown 
in these figures. It can be seen that the completion time of 
our heuristic algorithm is always within2- 10% of the lower 
bound. 
An important characteristic of our heuristic algorithm is 
that the schedule is adaptive to variations in network per-
formance. In a metacomputing system, applications can 
query a directory service for current values of network per-
formance. Our heuristic can use such information during the 
communication scheduling phase. In contrast, the direct al-
gorithm uses a fixed communication pattern, irrespective of 
the network performance. Figure 5(b) shows the simulated 
communication time of both schedules as the heterogeneity 
in the network is varied. Here, P = 64, K = 40, and N = 
10000000. The variation in network bandwidth is increased 
from 100 to 1900%. When the variation is 100 %, the net-
work bandwidth varies in the range 10 MB/s to 20 MB/s. 
When the variation is 1900 %, the network bandwidth varies 
in the range of 10 MB/s to 200 MB/s. The completion time 
of our heuristic algorithm is always very close to the lower 
bound, for all values of network heterogeneity. 
6. Conclusion 
In this paper, we have developed an effective commu-
nication scheduling technique for the important problem of 
block-cyclic redistribution over a heterogeneous network . 
Our techniques target an emerging class of computational 
platforms, namely workstation clusters and distributed sys-
tems. The interconnection network in such systetns is typ-
ically heterogeneous and shared . Our adaptive algorithms 
derive communication schedules using run-time informa-
tion on network performance and heterogeneity. 
Our scheduling techniques can lead to significant im-
provements in application perfonnance. Our experimen-
tal results show reductions of upto 60 % in communication 
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Figure 5. Simulation results: lower bound, heuristic schedule, and direct algorithm . (a)P=64 proces-
sors, K=9 to 63 (b) P=64, K=40, network heterogeneity varies from 100% to 1900%. 
time, compared with widely used algorithms for homoge-
neous systems. 
In our future research efforts, we shall study the perfor-
mance of our algorithm using a real heterogeneous network. 
We are also developing techniques to reduce the cost of the 
communication scheduling phase, by using enhanced data 
structures. Our communication scheduling technique can be 
easily extended to other important redistribution problems, 
such as block-cyclic redistribution of multi-dimensional ar-
rays, and redistribution from cyclic(r) to cyclic(y). 
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Abstract 
Many grand challenge applications can benefit from metacomputing, i.e. the coordinated 
use of geographically distributed heterogeneous supercomputers. A salient feature of such 
systems is the heterogeneity in the network performance between different processor pairs. 
This paper considers the problem of performing efficient application-level communication in 
such heterogeneous network-based systems. We present a uniform communication scheduling 
framework, for developing adaptive communication schedules for various collective commu-
nication patterns. The framework enables schedules to be developed at run-time, based on 
network performance information obtained from a directory service. Based on this frame-
work, we have developed communication schedules for the total exchange communication 
pattern. Our first algorithm develops a schedule by computing a series of matchings in a 
bi-partite graph. We also present a heurist ic algorithm, based on the open shop scheduling 
problem. The completion time of the heuristic is guaranteed to be within twice the optimal. 
Simulation results show performance improvements of a factor of 5 over well known homoge-
neous scheduling techniques. This paper is one of the early efforts in formalizing and solving 
communication problems for meta.comput ing systems. We discuss several research issues 
that must be addressed to enable efficient collective communication in such environments . 
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1 Introduction 
With recent advances in high-speed networks, metacomputing has emerged as a viable and 
attractive computational paradigm. A metacomputing system (23) consists of geographically 
distributed supercomputers and visualization devices. These are interconnected by a het-
erogeneous collection of local and wide-area networks. High performance applications can 
be executed over such a networked virtual supercomputer, wherein the distributed compu-
tational resources are used in a coordinated way, very much as though they were part of a 
single computer system. 
The potential of metacomputing has been demonstrated by the Global Information In-
frastructure (Gil) testbed at SC '95 [17). The testbed linked dozens of high performance 
computers and visualization machines with existing high-bandwidth networks and telephone 
systems. Many computationally intensive scientific applications were demonstrated using the 
testbed. Some of the leading metacomputing research projects are MSHN, Globus, Legion, 
and VDCE, to name a few. These will be discussed further in Section 2. 
Figure 1 shows an example of a small-scale metacomputing system. The compute nodes 
in the system are located at three different sites. Some of the nodes are high-end supercom-
puting systems, while others are workstations. The example shown in this figure has three 
kinds of interconnection networks: (i) the multi-stage interconnection network within the 
IBM SP-2, (ii) local networks at each site, and (iii) high bandwidth long haul ATM or T3 
links between the sites. The compute nodes at a site share the bandwidth of the long haul 
link when communicating with nodes at a remote site. 
Although network-based computing platforms offer significant advantages for high perfor-
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ma.nee computing, effective use of their resources is still a major challenge. Computational 
and communication resources are typically shared among different applications. Compu-
tational tasks may be preempted by higher priority processes. Network conditions change 
continuously, and run-time loads cannot be determined apriori. Applications must therefore 
be capable of adapting to changing system conditions. 
In this paper, we develop communication techniques that enable applications to adapt 
to variations in network conditions. We focus on collective communication patterns among 
application processes executing over a heterogeneous network. Our goal is to develop ef-
ficient application-level implementations of these communication routines. We assume the 
availability of end-to-end send and receive communication routines, which can be invoked 
between any pair of nodes. The details of network topology, routing, and flow control policies 
are therefore hidden from the application. 
Efficient algorithms for various collective communication patterns have been developed 
for tightly coupled parallel architectures with homogeneous networks [1, 20). These algo-
rithms have been incorporated into communication libraries and implementations of MPI. 
However, these techniques can perform poorly in metacomputing systems due to the hetero-
geneity among network bandwidths. Further, these are static algorithms, with no provision 
for adaptivity to network conditions. 
In Section 3, we introduce our approach for developing network-aware communication 
techniques. The key components of our approach are: (i) a directory service which provides 
information on current network performance, (ii) a communication model which estimates 
the time for individual communication events, (iii) abstract formalisms which represent both 
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the communication pattern and the network performance, and (iv) scheduling algorithms 
which reduce overall communication time by appropriately positioning the communication 
events in the abstract formalism. 
Our approach is a general one, and can be used for different collective communication 
patterns and a variety of network-based architectures. In Section 4, we use our scheduling 
framework for the all-to-all personalized communication pattern in a typical meta.computing 
environment. We develop three different scheduling algorithms for this problem. Our first 
algorithm is a matching-based algorithm. It first constructs a bi-partite graph, with edge 
weights equal to communication costs between processor pairs. A series of maximum weight 
complete matchings in this graph are then computed. The communication schedule is derived 
from these matchings. Our second algorithm is a greedy approximation to this matching-
based algorithm. The t hird algorithm is a heuristic that has been used for the open shop 
scheduling problem. We evaluate the performance of our algorit hms by simulation, and 
compare it with a well-known scheduling technique used in homogeneous scenarios. Our 
results show excellent improvements in performance. 
This research represents one of the early efforts to formalize research problems related to 
network-based computing 12]. In Section 6, we discuss other fundamental research issues that 
are motivated by the need for network-aware applications. We consider enhancements to our 
communication model and techniques to reduce the complexity of the scheduling algorithm. 
We also discuss communication scheduling in the presence of QoS constraints. 
The rest of the paper is organized as follows: Section 2 discusses related research projects 
in metacomputing. Section 3 introduces our approach for deriving efficient communication 
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techniques, and describes each of the components in detail. Section 4 formulates the all-to-all 
heterogeneous data communication problem, and presents our scheduling algorithms for this 
communication pattern. Section 5 presents simulation results of our algorithms. Section 6 
discusses future research directions for network-aware communication scheduling. Section 7 
concludes the paper. 
2 Related Work 
Several research projects are developing software infrastructure and defining API function-
ality for network-based computing systems. We believe that our work will complement these 
software development efforts. Our scheduling techniques from Section 4 can be incorporated 
into these software systems and tool-kits. A few projects a.re also investigating performance 
related issues. 
The Management System for Heterogeneous Networks (MSHN) [21, 14) project is a col-
laborative effort between DoD (Naval Postgraduate School), academia (NPS, USC, Purdue 
University), and industry (NOEMIX). Our research is a part of the MSHN effort. MSHN 
(pronounced "mission") is designing and implementing a Resource Management System 
(RMS) for metacomputing systems. The main goal of MSHN is to determine the best way 
to support the execution of many different applications, each with its own quality of service 
(QoS) requirements, in a distributed, heterogeneous environment. Typical metacomputing 
environments consist of a mix of real-time, interactive, 1/0-intensive, network intensive, 
and compute intensive applications, each with its own QoS requirements, including security 
issues. Real-time applications must meet specified time deadlines, while network inten-
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sive applications must be provided with guaranteed bandwidth and network attributes on 
network channels. MSHN's RMS schedules and passively monitors distributed and hetero-
geneous resources in shared environments so as to deliver acceptable end-to-end QoS for a 
collection of applications. 
The Globus project [10, 11) at ANL and USC-ISi is developing a set of low level core 
services, called the Globus tool-kit. This includes modules for resource location and al-
location, communications, authentication, process creation, and data access. Higher level 
systems software and applications then build upon the functionality provided by the tool-kit. 
Nexus is the communications library component of the Globus tool-kit. Globus incorporates 
a directory service, called the Metacomputing Directory Service (MDS). Applications can 
query MDS for information on current loads on the processing nodes, as well as end-to-end 
network performance between node pairs. 
The Legion project at the University of Virginia uses an object oriented approach to 
meta.computing system design [13, 19]. The philosophy is to hide the complexity of resource 
scheduling, load balancing, etc. from the application developer. The object oriented prop-
erties of encapsulation and inheritance, as well as software reuse, fault containment, and 
reduction in complexity are used to achieve this goal. 
The Virtual Distributed Computing Environment (VDCE) at Syracuse University [25] 
aims to develop a complete framework for application development, configuration, and ex-
ecution. A GUI allows library routines or user developed routines to be combined into an 
application task graph. The task graph is then interpreted and configured to execute on 
currently available resources. 
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At Carnegie Mellon, the ReMoS (Resource Monitoring System) project [8] is developing a 
portable and system-independent API that allows applications to obtain information about 
network status and capabilities. Most architectures generate information a.bout the network 
hardware and software in a system-specific format. ReMoS provides a standard interface 
format that is independent of the details of any particular type of network. ReMoS explicitly 
accounts for resource sharing between applications. 
Communication performance in the presence of multiple heterogeneous networks has 
been investigated in [15, 16]. Experiments are performed on a local cluster of workstations, 
interconnected with ATM, Ethernet, and Fibre-Channel networks. The performance char-
acteristics of each of the networks a.re first evaluated by measuring the time for sending 
messages of various sizes over the particular network. These characteristics are used to 
choose a suitable technique for data communication . The Performance Based Path Selec-
tion (PBPS) technique selects one of the networks to be used for a communication event, 
depending on the size of the message. The Aggregation technique uses multiple networks at 
the same time, by breaking up the message into multiple parts and sending these parts over 
different networks. The sizes of the individual parts depend inversely on the speed of the 
network over which the pa.rt is transmitted . However, this research only considered point-
to-point communication between a pair of nodes in the system. Collective communication 
patterns such as all-to-all or all-to-some were not studied. Such collective communication 
patterns typically occur in most parallel applications. 
Distributed hetero geneous computing has important military applications as well. The 
BADD (Battlefield Awareness and Data Dissemination) [7] program at DARPA aims to 
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develop an operational distributed data communication system . The goal is to deliver to 
warfighters an accurate, timely, and consistent picture of the battlefield, as well as to provide 
access to key transmission mechanisms and worldwide data repositories. [24] considers an 
important data staging problem that arises in such heterogeneous networking environments, 
where data items must be moved from their initial locations to requester nodes. Each data 
request also has a time-deadline and priority associated with it. In [24], a heuristic based 
on the multiple-source shortest-path algorithm is used to find a communication schedule for 
this data staging problem. In Section 6, we mention some related problems. 
3 Our Approach: A Uniform Framework for Commu-
nication Scheduling 
Figure 2 shows our approach for developing adaptive communication techniques in a sys-
tem with dynamically varying network performance. We use a communication scheduling 
framework consisting of four key components: (i) An analytical communication model, (ii) A 
directory service, (iii) Abstract formalisms, and (iv) Scheduling algorithms. The commu-
nication model is an analytical representation of the network's characteristics, as observed 
at the application level. At run-time, the directory service provides current values for the 
model's performance parameters. Based on this information and the knowledge of the com-
munication pattern, the time for each node-to-node communication event is calculated using 
the communication model. The communication scheduling problem is then represented using 
an abstract formalism. A scheduling algorithm positions the communication events in this 
formalism to reduce the overall completion time. The result is the desired communication 
schedule. \Ve discuss each of these components in further detail. 
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3.1 Communication Model 
We use a communication model to analytically represent the network performance. Using 
information about the application's communication pattern and the performance parame-
ters provided by the directory service, the communication model can estimate the time for 
individual node-to-node communication events. 
Consider a typical metacomputing system, such as shown in Figure 1. A path between 
compute nodes typically includes links from multiple networks of different bandwidths. For 
example, in Figure 1, a message from a node in Site 1 to a node in Site 2 would pass 
through the local network at both sites and the long haul link which interconnects these 
geographically distributed sites. 
Our communication model represents the network performance between any processor 
pair (Pi, P;) using two parameters: a start-up cost Y'i; and a data transmission rate Bi;• 
The time for sending a m byte message between these nodes is then given by 
m 
T.··+-,, B .. ,, (1) 
The two parameters abstractly represent the total time for traversing all the links on the 
path between P; and P;. The model ignores the negligible delays incurred by contention at 
intermediat e links and nodes on the path between P; and P;. 
A similar communication model has been widely used for tightly-coupled distributed 
memory systems with good results (26]. In met acomputing systems, typical values for the 
start-up cost could be in the range of 10 to 50 ms, while typical values for the bandwidth 
could be in the range of kb/s to hundreds of Mb/ s. 
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Our model represents the effective network performance as seen at the application layer. 
Since the low-level details of network protocols and routing are not visible to the application, 
our model does not incorporate these details. We assume the availability of point-to-point 
send and receive communication routines, which can be invoked between any pair of proces-
sor nodes. Communication libraries in current meta.computing testbeds, such as the Nexus 
library of Globus, provide such point-to-point send and receive routines . Such a library 
provides the abstraction of an efficient end-to-end channel between each pair of processor 
nodes. The send and receive are implemented efficiently, taking into consideration the 
details of network topology, routing, flow control policies, and heterogeneous network pro-
tocols. These low-level details are hidden below the end-to-end send and receive calls . 
Techniques to efficiently perform point -to-point communication over a collection of hetero-
geneous networks have also been investigated (15, 16]. 
The model assumes that a node is allowed to simultaneously participate in at most one 
send and one receive operation. \iVhen a node has multiple messages to send, it performs 
these send operations one after another. Current hardware and software do not easily enable 
multiple messages to be transmitted simultaneously. Software support for non-blocking and 
multithreaded communicat ion sometimes allow applications to initiate multiple send and 
receive operations. However, all these operations are eventually serialized by the single 
hardware port to the network. Our model accurately represent s this phenomenon . 
If multiple nodes simultaneously send to any node P;, we say that node contention 
occurs at P; . The model assumes that these messages are received one after the other at P;. 
The validity of this assumption can be seen by examining the events involved in a message 
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transmission from ~ to P1 • A control message is first transmitted by P;. The actual data 
is sent only after this control message is acknowledged by P;. If P; is busy receiving from a 
different node, it sends the acknowledgement to ~ only after completing the previous receive 
operation. 
3.2 Directory Service 
Since network load in shared environments varies with time, a directory service which pro-
vides information on current network performance is essential. A suitable directory infra.s-
tructure is therefore a key component of our framework for developing adaptive communi-
cation techniques. The information provided by the directory makes it possible to develop 
communication schedules which are adaptive to changes in network performance. At run-
time, applications can query the directory service through an Application Programming 
Interface. For example, the Metacomputing Directory Service (MDS) in Globus [9] pro-
vides current information on start-up costs and end-to-end bandwidths between every pair 
of processors. The ReMoS API, developed at CMU [8], is an example of an API that is 
independent of the details of network hardware. 
Table 1 and 2 are examples of information provided by the directory service in GUSTO, 
which is a testbed of Globus. The directory provides current values of end-to-end network 
latency and bandwidth between any pair of computing sites. The tables show five of the 
GUSTO sites: NASA AMES, Argonne National Lab, University of Indiana, USC-ISi, and 
NCSA. 
The directory service takes into account the current network load, including the load 
imposed by the application. If the paths between two distinct node pairs share a common 
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link, the bandwidth of the common link is divided among these communicating pa.irs. 
3.3 Abstract Formalism 
We use an abstract formalism to represent the communication scheduling problem. The 
formalism is constructed using timing information calculated by the communication model. 
It incorporates information obtained from the direc tory service, a.s well a.s information about 
the communication pattern. Several abstract formalisms are possible. We discuss three 
formalisms: bi-partite weighted graphs, communication matrices, and timing diagrams. 
A communication matrix C is a P x P matrix that represents the time for each pairwise 
communication event. C;; is the communication time for the message from P; to P;. The 
entries in C are calculated using the communication model T;; + 8~ . Run-time values IJ 
of 'n; and B;; are obtained from the directory service. Eq (2) shows the structure of a 
communication matrix for a system with four nodes. 
(2) 
In the bi-partite graph formalism, the P processors are represented as a. bi-partite graph of 
2P nodes. The P 2 edges in this graph are each assigned a weight equal to the communication 
time between the corresponding pair of processors. The edge from v; on the left side to v; 
on the right side is assigned a weight equal to the time for the communication event from P; 
to P,. Figure 3 shows an example of the bi-partite graph formalism for a system with four 
nodes. For clarity, only some of the edge weights are shown. 
Examples of timing diagrams for all-to-all personaliz ed communication with 5 processors 
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a.re shown in Figures 6 and 9. The diagram consists of P columns, one per processor. The 
vertical axis represents time. The communication events in column i represent the messages 
sent from processor P;. The rectangle labeled j in column i represents the message sent 
from P; to Pi 2 • The height of the rectangle denotes the time for the communication event 3 • 
Once the message sizes and the values of T,; and B,; between all processor pairs are known, 
the heights of all the rectangles can be determined. Thus, the timing diagram inherently 
absorbs the heterogeneity in network parameters and message lengths. 
3.4 Scheduling Algorithms 
The events in the abstract formalism are scheduled using communication scheduling algo-
rithms. We develop different classes of communication scheduling algorithms for the different 
abstract formalisms. 
When a timing diagram formalism is used, our communication scheduling algorithms 
determine the positions of the individual rectangles in the timing diagram so that the com-
pletion time is minimized. A valid communication schedule must satisfy the following con-
ditions - since a node cannot send multiple message simultaneously, none of the rectangles 
in a column can overlap in time. Similarly, since multiple simultaneous receive events are 
not permitted at a processor, all the rectangles with the same label j must have mutually 
disjoint time intervals. 
When a bi-partite graph formalism is used, our algorithm finds a series of maximum 
matchings in the graph. These represent the steps in the communication schedule. In the 
2 A receive schedule can be similarly constructed, where the communication events in column i :represent 
messages received by processor P;. 
3The width of the rectangle does not have any significance. 
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set-based formalism, nodes are moved from a receiver set to a sender set, in a manner similar 
to shortest-path algorithms in directed graphs. We shall discuss these techniques in greater 
detail in the following chapters. 
We do not consider "indirect" schedules where messages from different sources are com-
bined at intermediate nodes and then forwarded to common destinations. This is because 
such combine-and-forward schemes increase the volume of traffic to be communicated. Since 
data in metacomputing applications is often extremely voluminous, this can lead to large 
communication costs. 
We also do not allow messages to be partitioned. Since the start-up overhead is incurred 
for each message transmission, such a partitioning would increase the start-up overheads. 
The next section presents our scheduling algorithms for the all-to-all personalized commu-
nication pattern. We have also developed scheduling algorithms for cyclic redistribution [31, 
broadcast and multicast [4, 2). 
4 Scheduling Algorithms for Total Exchange 
In this section, we develop communication scheduling algorithms for total exchange, or all-to-
all personalized communication. We briefly describe a well known communication algorithm 
for this problem. Section 5 shows the performance improvements achieved by our new 
algorithms over this algorithm. 
4.1 Communication Pattern and Problem Complexity 
All-to-all personalized communication occurs very frequently in HPC applications. For ex-
ample, consider a two-dimensional matrix which is initially distributed by rows among the 
16 
processors. If the matrix must be transposed so that the final distribution has columns 
on each processor, the resulting communication pattern is an all-to-all personalized com-
munication. Matrix transpose is a well known example of such a communication pattern. 
Here, each compute node has a distinct message for every other node in the system. For a 
P processor system, this communication pattern consists of O(P 2) communication events. 
The message sizes between all pairs of nodes are not necessarily the same. When the net-
work is heterogeneous, the individual communication events in the timing diagram will have 
different lengths. These communication events in the timing diagram must be efficiently 
scheduled. The goal is to reduce the completion time tm,.z of the communication schedule, 
i.e. the time at which the last communication event is completed. To analyze the complexity 
of this communication scheduling problem, we first state it as a decision problem. · 
TOT_EXCH: Given a distributed heterogeneous system with P processors (Po, ... , PP-1), a 
deadline T, and a P x P communication matrix C, where Ci,i is the time for the communi-
cation event from P; to Pi, 0 ::;; i,j < P is there a communication schedule with completion 
time less than or equal to T? 
Theorem I TOT_EXCH is NP-Complete for P > 2. 
Proof: It is easy to see that TOT_EXCH belongs to NP. A Turing machine can guess 
the optimal schedule and verify that the completion time is less than T. The verification 
phase must ensure that for each communication event i in column j of the timing diagram, 
(0 ::;; i,j < P), (i) the finish time of the event is less than T, and (ii) this event does not 
overlap with any other event in column j or other events labeled i in the timing diagram. 
This takes O(P) time per communication event, since there are P events in column j and 
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P events labeled i in the timing diagram. Since there are O(P 2 ) communication events, the 
complexity of the verification phase is O{P 3 ) . 
To prove that TOT_EXCH is NP-Hard, we show that a known NP-Complete problem 
open shop, can be polynomially transformed to this problem. 
The open shop problem [6, 12] consists of m machines and n jobs. Each machine i 
performs task ti,i of job j. The execution time of all tasks are given in an n x m matrix. 
There are no dependences among the tasks of a job. Hence there are no restrictions on the 
sequence in which these tasks are to be executed. However, any machine can work on only 
one job at a time and any job can be processed by only one machine at a time. The goal is 
to minimize the finish time. The problem is known to be NP-Complete form> 2 [12]. 
Consider an instance of the open shop problem with n = m. From this, we can construct 
an instance of TOT_EXCH as follows: Let the number of processors P be equal ton (or m). 
Construct the communication matrix with each element equal to the corresponding entry of 
the task execution time matrix, i.e., C;,i = ti,i, (0 :5 i,j < P). Now, the constraint that a 
ma.chine can work on only one job at a time is equivalent to the constraint that there should 
be no overlap between two communication events in any given column of the timing diagram. 
The constraint that a job can be processed by only one machine at a time is equivalent to 
the constraint that there should be no overlap between any two communication events with 
the same label in the timing diagram. The equiv-a.lence between the two problems can be 
seen in Figure 4. For a given deadline ,,. , it is easy to see that a communication schedule 
with completion time less than or equal to,,. exists if and only if there exists an open shop 
schedule whose finish time is less than or equal to r. Since the open shop problem is known 
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to be NP-Complete, TOT_EXCH is also NP-Complete. D 
4.2 Lower Bound 
Due to the NP-Completeness of the TOT_EXCH problem, it is not possible to find optimal 
communication schedules. In the subsequent sections, we shall therefore present heuristic 
schedules. To evaluate the quality of these heuristics, we first develop a lower bound on the 
completion time. 
Recall that each row in the communication matrix C corresponds to a sender , and each 
column corresponds to a receiver. We know that any processor (say Pi) cannot send multiple 
messages at any given time. Thus, the P messages from Pi cannot be completed at a time 
earlier than the sum of the entries in row i of C. 
(P-1) 
trruu: ~ I: ci,j 
j=O 
(3) 
Similarly, the messages destined to Pi cannot be overlapped in time. Thus, these P 
messages cannot be completed at a time earlier than the sum of the entries in column i of 
C. 
(P-1) 
tma:t ~ L Cj, i 
i=O 
(4) 
We can impose a similar pair of constraints on tma:z: for each of the P processors . The 
completion tim e of th e schedule cannot be less than the summation of send times or receive 
times at any processor, whichever is larger. This is therefore a lower bound t1b on the 
completion time. Thus, t1 h is the largest among all the row sums and column sums of the 
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communication matrix C. 
(P-1) (P-1) 
tu1 = . max {max( :E CiJ, L C; ,i)} 
t= O• (P-l) 1=0 j=O 
(5) 
4.3 Baseline: Caterpillar Algorithm 
Since the total exchange communication scheduling problem is NP-Complete, we have de-
veloped heuristic algorithms. As a baseline algorithm for performance comparison with 
our heuristic algorithms, we shall use the caterpillar algorithm, which is widely used in 
tightly coupled homogeneous systems. This generates a schedule with P steps. In step j; 
(0 $ j < P), each compute node Pi(O $ i < P) sends a message to P(i+i)modP• Such a 
schedule does not incur any node contention in a homogeneous system, when the message 
sizes and network bandwid ths are uniform. This is because all the communication events 
have the same duration, i.e. all the rectangles in the timing diagram have the same height. 
An important disadvantage of the baseline algorithm is that it derives a fixed schedule, which 
is not adaptive to variations in message lengths or network performance. 
We illustrate our scheduling techniques with a running example. Figure 5 shows an 
example communication problem, represented in the timing diagram formalism . The un-
scheduled communication events originating from each processor are shown in increasing 
order of destination processor number. 
In our examples, we assume that the diagonal entries in Care zeroes. This is a reasonable 
assumption, since the time for a local memory copy operation is negligible in comparison 
with the time for sending messages over the heterogeneous network. 
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Using the baseline algorithm, the schedule shown in Figure 6 is derived. Observe that 
the longer communication events in the earlier steps cause the later communication steps to 
be delayed. 
Theorem 2 (Performance Bound for the Caterpillar Algorithm ) 1. The comple-
tion time tmo:c of the caterpillar schedule is always within f times the lower bound t1b, 
2. The above bound is tight, i.e. there exist instances where the caterpillar schedule takes 
~ times the lower bound. 
Proof: We first introduce the notion of a dependence graph DG for a given schedule. 
This is a directed graph with P2 nodes, one for each communication event. A directed 
edge is present from node i to node j if there exists a sequential dependency between the 
corresponding communication events in the schedule. 
Figure 7 shows the dependence graph for the caterpillar schedule with 5 processors. 
Column i contains all the communication events sent from Processor ['i, in the order that 
they appear in the schedule. Observe that the edges in DG are of two kinds : (i) vertical 
edges between adjacent nodes in the same column, and (ii) diagonal edges between nodes in 
adjacent columns. A correspondence exists between the graph DG and the communication 
matrix C. Each node in DG corresponds to an entry in C. If a vertical edge exists between 
two nodes, then these correspond to entries in the same column of C. ff a diagonal edge is 
present, then the nodes correspond to entries in the same row of C . 
Each path in the DG for the baseline schedule contains P nodes and P - I edges. The 
completion time is equal to the weight of the longest path in the graph. Let t 1, t2, • • • , tp be 
the nodes in the longest path. Then, 
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(6) 
We can rewrite Eq (6) as 
(7) 
Since adjacent nodes in any path belong to the same row or column of C, and from the 
definition of t1b, 
(8) 
Using Eq (8) in Eq (7) 
(9) 
To prove the tightness of the bound, consider the following communication matrix: 
Each dependence path consists of 4 elements. The first element is always on the diagonal. 
Adjacent elements in the path are either in the same row or the same column. In the former 
case, the ith element in the path is to the immediate right of the i - 1th, element. In the 
latter case, the ith element is immediately above the i - 1th element. For this example, the 
critical path contains all the unit-time entries, and takes 4 units of time. The lower bound 
is 2 + 2£. Here, e is an arbitrarily small number. 
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Therefore, 
tma:r = _4_ ~ 2 
t1b 2 + 2t (10) 
D 
4.4 Matching-Based Scheduling Techniques 
We present two matching-based scheduling techniques for the total exchange problem. The 
first technique finds a series of maximum weight matchings in a bi-partite graph. We also 
consider the variation wherein minimum matchings are found. 
Our algorithm partitions the P x P communication events into P independent steps using 
graph matching algorithms. For a P node system, we construct a bi-partite graph with P 
vertices on each side. The edge from v; on the left side to v; on the right side is assigned a 
weight equal to the time for the communication event from Pi to Pj, Thus, there are O(P 2 ) 
edges in the bi-partite graph. A complete matching in such a graph consists of P edges, and 
corresponds to a permutation of (Po, ... , Pp_1). Such a matching ca.n therefore represent 
a valid communication step, without contention at any processor. Well known algorithms 
exist for finding a maximum weight complete matching (18]. This is identical to the linear 
assignment problem. Our algorithm therefore consists of the following steps: 
• Find a maximum weight complete matching in the bi-partite graph . 
• Delete the edges selected by the matching from the graph. 
• Repeat the above two steps P times. This generates P matchings. 
• In the final compaction phase, each of the communication events is moved back in 
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time to the earliest possible time when it can be executed, i.e., until further movement 
would result in node contention at the sending or receiving side. 
The complexity of finding each complete matching is O(P 3 ). The overall complexity of 
the P matching steps is therefore O(P 4 ). In the compaction phase, there are a total of O(P 2 ) 
communication events. Each event must be compared with the P communication events in 
its previous step. Thus, the computational complexity of this phase is O(P 3 ). The overall 
complexity of the scheduling algorithm is therefore O(P 4 ). 
Note that although the schedule finds the communication events step by step, the com-
munication phase does not impose a synchronization among the processors after each step . 
The compaction phase ensures that a communication event will begin whenever the sending 
and receiving processors are both ready. 
In theory, the completion time of the matching-based techniques can be ~ times the lower 
bound. We can prove a result similar to part ( 1) of Theorem 2. In practice, the performance 
is significantly better, and the bound is therefore not tight. Unlike the fixed schedule derived 
by the baseline algorithm, our matching-based schedule is adaptive. When the lengths of the 
communication events change with variations in network performance, the algorithm finds 
a different schedule with a low completion time. Section 5 presents simulation results. 
For the example of Figure 5, our adaptive maximum matching algorithm derives the 
schedule shown in Figure 8. The matching technique groups together communication events 
with similar length, thereby reducing the idle cycles. Figure 8 is an optimal schedule for this 
example, since there exists a processor (Pi or P2) which is busy during the entire schedule . 
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4.5 Greedy Technique 
The greedy technique is an approximation to the matching technique, with a lower compu-
tational complexity. This algorithm consists of the following steps: 
• Initially, the communication events originating from each processor are sorted in de-
creasing order of communication time. Since each processor has P destinations, this 
sorting phase has a complexity of O(P 2 log P). 
• A series of communication steps is then composed. In each communication step, we 
traverse the rank ordered list of every processor, with the goal of finding a destination 
processor. The list is traversed from the beginning to the end, and the traversal stops 
when a valid destination processor is found. A valid destination is one that has not 
been selected by this processor in a previous step, and that is not the destination of 
another processor in the same step. 
• If the end of the list is reached without finding a destination, the processor idles during 
this step, and we proceed to the next processor. Due to such incomplete steps, the 
total number of steps could be larger than P. 
• To ensure fairness, a processor which was idle in any step will be the first to pick the 
destination processor in the next step. If there was no idle processor in a step, the last 
processor in any step will be the first in the next step. 
The greedy algorithm has a computational complexity of 0( P 3 ). From the description above, 
it is dear that the greedy algorithm is adaptive to the lengths of the communication events. 
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For the previous example, the communication schedule derived by the greedy algorithm is 
shown in Figure 9. 
4.6 Open Shop Technique 
Since our communication problem has similarities to the open shop scheduling problem, 
we have developed a scheduling algorithm based on a heuristic derived for the open shop 
problem [22]. Other approximate algorithms for the open shop problem are given in [5). 
Each processor is considered as two independent entities, a sender and a receiver. The 
following data structures are maintained by the algorithm: 
• For each sender i, 0 $ i < P, a set R. of receivers is maintained. Initially, this consists 
of all receivers to which i must send a message. When a communication event is 
scheduled, the appropriate receiver is deleted from the receiver set . 
• The ?-element arrays senda uail and recvavail contain information about the availability 
of the corresponding senders and receivers. For example, the ith element of sendavail 
specifies the earliest time at which sender i can participate in future send operations. 
All elements of both these arrays are initialized to 0. 
The algorithm proceeds as follows: 
• Whenever a sender i becomes available at time sendavail{i}, its receiver set R; is 
scanned, and the earliest available receiver j is selected. The communication event 
from i to j is scheduled to begin at time t=max(sendavail{i}, recvavail{j]}. sendavail{i} 
and recvavail{j} are assigned the value t + C[j, i], since the sender i and receiver j will 
be busy until this time. Further, j is deleted from R;. 
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• If multiple senders become available at the same time (for example, at time 0), they are 
processed in an arbitrary order. However, all senders that become available at time t 
are processed before any senders that become available at a later time. The algorithm 
maintains a list of senders in increasing order of their time of availability. 
• Whenever a sender is finished with all its operations, it is deleted from this list. The 
algorithm terminates when all the senders are thus deleted. 
The total number of communication events to be scheduled is O(P 2 ). The scheduling of 
each event takes 0( P) time, since the elements of the corresponding receiver set must be 
scanned. The algorithm therefore runs in time O(P 3). 
Observe that the algorithm is a greedy one. At any time a sender is free, the heuristic 
assigns a communication event to any of the elements in its receiver set. Idle cycles are 
inserted in a sender's schedule only if none of its potential receivers are available. For our 
running example, the schedule derived by this heuristic is shown in Figure 10. 
Theorem 3 (Performance Bound for the Open Shop Heuristic) The open shop heuris-
tic algorithm is guaranteed to find a communication schedule whose completion time is within 
twice the lower bound. 
Proof: Assume, without loss of generality, that the last sender to finish all its trans-
missions is i. Let j be the receiver that i sends its last message to. It can be deduced that 
during the idle cycles in sender i's schedule, receiver j must have always been busy. If this 
were not the case, the algorithm would have scheduled the communication event from i to j 
at this time. Thus, we can conclude that the sum of the idle cycles in sender i's schedule is 
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bounded by the total time for communication events having j as the receiver, i.e., the sum 
of elements in row j of C. The completion time is the sum of the total time for send events 
from sender i, i.e., the sum of elements in column i of C, and the idle cycles in sender i. 
Thus, the completion time is at most the sum of a row and a column in the communication 
matrix C, and is hence within twice the lower bound. • 
5 Experimental Results 
We have developed a software simulator that executes the scheduling algorithms discussed 
in Section 4, and calculates the completion time for each of them . The simulator accepts 
processor count and communication times as input, and generates the schedules based on 
these techniques. We have used this simulation tool to evaluate the baseline, maximum 
matching, minimum matching, greedy, and open shop scheduling techniques. 
The simulator generates random performance characteristics for pairwise network per-
formance, using information from the GUSTO directory service as a guideline. For a P 
processor simulation, the simulator first constructs the communication matrix C with P2 
elements . Element Cu represents the network performance and message size from Pi to 
P;. We construct the matrix C by randomly selecting elements from a set of base values. 
The base values are real network performance figures, obtained from the GUSTO testbed. 
Consider the example of a 20 processor system with 1 kB message sizes. We first evalu-
ate the base values - the communication times to send 1 kB messages between processors 
in the GUSTO system. Each of the 400 elements in the desired communication matrix C 
is randomly selected from among these base values. In our experiments, we have selected 
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message sizes of lkB, 1MB, and a random mix of these two sizes. The base values for 1 
MB messages and 1 kB messages are shown in Table 3 and Table 4, respectively. We also 
assume that the diagonal entries in C are zeroes. This is valid, since the time for a local 
memory copy operation is negligible in comparison with the time for sending messages over 
the heterogeneous network. The scheduling techniques are then applied to this communi • 
cation matrix. Results for the different message sizes are shown in Figures 11, 12, and 13. 
Systems with up to 50 processors were considered. Figure 11 shows the results for messages 
of size 1 kB. Figure 12 shows the results for messages of size 1 MB. Figure 13 represents 
the situation when a mix of small and large messages are transmitted. The graphs clearly 
show the performance improvements that can be achieved by our communication scheduling 
techniques. The open shop algorithm finds schedules that are very close to the lower bound, 
often within 2%, and always within 10 %. The maximum and minimum matching based 
techniques find schedules with comparable completion times. These are within 15% of the 
lower bound. The schedules generated by the greedy algorithm are within 25% of the lower 
bound. 
Figure 14 considers a scenario when some of the processors are designated as servers. The 
message sizes from the servers to the other (client) processors are assumed to be large . The 
message sizes between the servers themselves and also between the client processors a.re small. 
This is typical in multimedia applications, where images and video clips reside on servers, 
and are accessed by other processors. In our experiment, 20% of the processors are assumed 
to be servers. Data is also assumed to be partitioned over the servers, so that the load on the 
servers is balanced . It can be seen that the baseline algorithm performs very poorly in such 
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scenarios. Our algorithms perform 2 to 5 times faster than the baseline in these examples. 
Based on our results, the open shop algorithm achieves the best performance. 
6 Enhancements and Future Research 
In the previous sections, we presented our approach for developing communication schedul-
ing techniques that are adaptive to network performance variations. To the best of our 
knowledge, this is one of the early efforts in formalizing communication problems relevant 
to network-based computing. Several exciting research issues remain to be explored. In 
this section, we discuss some future research directions that are motivated by the need for 
network-aware communication scheduling . 
6.1 Enhancing the Model 
Our scheduling algorithms were developed using a simple yet effective communication model. 
In Section 3, we mentioned the assumptions made by our model, and the validity of these 
assumptions. Enhanced versions of the model can be formulated by relaxing some of these 
assumptions. For example, one restriction is that a processor can send and receive only one 
message at a time. This restriction can be relaxed in two ways. 
When multiple messages arrive at a node, we can assume that the messages are received in 
an interleaved fashion. For example, the use of multithrea.ding allows multiple simultaneous 
communication events in Nexus. An additional parameter a can be introduced for the 
overhead incurred in context switching between the multiple receiving threads. Thus, if t1 
and t2 are the times for individually receiving two messages, the total time for receiving 
them simultaneously would be (1 + a)(t1 + t2). 
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It could also be assumed that a finite buffer space is available at nodes to receive messages. 
When multiple messages arrive at a node, one of the messages is received by the application, 
while the others are queued in the buffer. The sending nodes do not wait until the receive 
operation is complete, but only until the message is stored in the buffer. If the buffer is full, 
the sender must wait until adequate free space is created in the buffer. 
6.2 Incremental Dynamic Scheduling 
The communication schedules presented in Section 4 are computed at run-time based on 
information obtained from the directory service. In many sensor-based applications, a series 
of continuously arriving data sets are processed in an identical manner. In such cases, 
the overhead for repeatedly calculating the communication schedule at run-time can be 
expensive, especially when the number of processors is large. It is therefore necessary to 
develop scheduling techniques which have significantly lower computational costs. 
An incremental approach would be one way to reduce the complexity of deriving dy-
namic communication schedules. Here, a communication schedule is computed once, either 
at compile time or during the first run-time occurrence. At each subsequent invocation, the 
incremental algorithm must refine this communication schedule to find a new communica-
tion schedule . The algorithm would query the directory service regarding changes in the 
bandwidths . In this context, the research problem is that of developing fast algorithms for 
refining an existing communication schedule. 
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6.3 Enhancing Adaptivity of the Schedules 
In some scenarios, the lengths of all communication events may not be known even when the 
communication is started. This could happen because variations in network performance 
are so rapid that significant changes could occur within the duration of the communication 
schedule. In such cases, an initial communication schedule can be derived using estimates of 
the communication times. The schedule can then be modified at intermediate checkpoints. 
At these checkpoints, processors decide whether the difference between the estimated time 
and actual time is large enough to require rescheduling. The checkpoints could be defined 
in different ways: after each communication event is complete (O(P) checkpoints), or after 
half the remaining communication events are complete ( O(log P) checkpoints), and so on. 
6.4 Scheduling with Critical Resources or QoS Constraints 
We have discussed communication schedules where the goal is to minimize the completion 
time. In many scenarios, other cost measures are also important . For example, one of 
the processors in the heterogeneous system could be a critical resource ( e.g., an expensive 
supercomputer). The schedule should complete the communication events of this processor 
as early as possible, even if it delays the other processors. 
Quality of Service ( QoS) requirements in some applications can introduce other variations 
in the problem formulation. For example, data forwarding and data staging problems arise in 
the BADD project [7]. The QoS parameters associated with each message are deadlines and 
priorities. The communication schedule must ensure that data items reach their destinations 
by the specified real-time deadlines. When multiple communication events contend for a 
32 
communication link, the scheduling algorithm must sequence them based on their respective 
deadlines and priorities. 
7 Conclusion 
In this paper, we have developed a uniform framework for communication scheduling in 
heterogeneous network-based systems. The framework consists of a directory service, a com-
munication model, timing diagrams, and scheduling algorithms. We discussed our approach 
for the design of adaptive communication techniques, and applied it to the problem of all-to-
all personalized communication. Although this problem has been thoroughly researched for 
homogeneous systems, we showed that well known algorithms perform poorly in the pres-
ence of network heterogeneity . We developed algorithms based on bi-partite graph matching, 
and a heuristic algorithms based on Open shop scheduling. We showed that our algorithms 
performed significantly better than a well known homogeneous communication scheduling 
algorithm. Our algorithms are adaptive and execute at run-time, based on network perfor-
mance information obtained from the directory service. To the best of our knowledge, this is 
one of the early efforts in formalizing communication problems in a distributed heterogeneous 
computing environment. Our paper also discusses several new research problems related to 
communication scheduling in network-based systems, that arise due to the unique features 
of such environments. These include communication scheduling with QoS constraints and 
techniques to reduce the complexity of the scheduling algorithm. 
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Table 1: Latency (ms) between 5 GUSTO sites. 
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Table 2: Bandwidth (kbits/s) between 5 GUSTO sites. 
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AMES ANL IND USC-ISI NCSA 
AMES 15660 32610 3926 
ANL 15660 16313 11570 
IND 32610 16313 25766 
USC-ISi 3926 11570 25766 





Table 3: Communication times(ms) for 1 Mbyte messages between 5 GUSTO sites. 
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Table 4: Communication times(ms) for 1 kbyte messages between 5 GUSTO sites. 
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Figure 3: An example of the bi-partite graph formalism. 
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Figure 4: Equivalance of the open shop and TQT_EXCH problems. 
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Figure 5: Example problem . 
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Figure 6: Schedule generated by baseline algorithm. 
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Figure 7: Dependence graph for the baseline schedule. 
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Figure 8: Schedule generated by a series of maximum matchings. 
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Figure 9: Schedule generated by the greedy algorithm. 
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Figure 10: Schedule generated by the open shop algorithm . 
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Figure 11: Simulator results for all-to-all personalized communication with small message 
sizes. 
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Figure 12: Simulator results for all-to-all personalized communication with large message 
sizes. 
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Figure 14: Simulator results for all-to-all personalized communication when 20% of the 
processors are servers. Servers send large messages to their clients. 
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Figure 1: A typical metacomputing system. 
Figure 2: Our communication scheduling approach. 
Figure 3: An example of the bi-partite graph formalism. 
Figure 4: Equiva.lance of the open shop and TOT_EXCH problems. 
Figure 5: Example problem. 
Figure 6: Schedule generated by baseline algorithm. 
Figure 7: Dependence graph for the baseline schedule. 
Figure 8: Schedule generated by a series of maximum matchings. 
Figure 9: Schedule generated by the greedy algorithm. 
Figure 10: Schedule generated by the open shop algorithm. 
Figure 11: Simulator results for all-to-all personalized communication with small message 
sizes. 
Figure 12: Simulator results for all-to-all personalized communication with large message 
sizes. 
Figure 13: Simulator results for all-to-all personalized communication with mixed message 
sizes. 
Figure 14: Simulator results for all-to-all personalized communication when 20% of the 
processors are servers. Servers send large messages to their clients. 
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Abstract 
Clusters of workstations and networked parallel computing system& are emerging as 
promising computational platforms for HPC applications. The processors in such 
systems are typically interconnected by a collection of heterogeneous networks such 
as Ethernet, ATM, and FDDI, among others. In this paper, we develop techniques 
to perlorm block-cyclic redistribution over P processors interconnected by such a 
collection of heterogeneous networks. 
We represent the communication scheduling problem using a timing diagram for-
malism. Here, each interprocessor communication event is represented by a rectangle 
whose height denotes the time to perform this event over the heterogeneous network. 
The communication scheduling problem is then one of appropriately positioning the 
rectangles so as to minimize the completion time of all the communication events. 
For the important case where the block size changes by a factor of K, we develop a 
heuristic algorithm whose completion time is atmost twice the optimal. The running 
time of the heuristic is O(PK 2) . 
Our heuristic algorithm is adaptive to variations in network performance, and 
derives schedules at run-time, based on current information about available net-
work bandwidth . Our experimental results show that our schedules always have 
communication times that are very close to optimal. 
Keywords: Workstation clusters, heterogeneous networks, communication scheduling , 
block-cyclic redistribution. 
• A preliminary version of this paper appears in the Proceedings of the 1111' ISCA International 
Conference on Parallel and Distributed Computing (PD CS 1998). 
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1. Introduction 
Due to advances in high-speed networks, workstation clusters and loosely 
connected distributed systems are being used as platforms for High Performance . 
Computing. Wide area networking technology has also enabled the develop-
ment of metacomputers [13], wherein grand cha.Henge applications are parallelized 
across geographically distributed supercomputers and visualization devices. Such 
distributed systems are typically interconnected with a collection of many differ-
ent kinds of communication networks, such as ATM, HiPPI, and Ethernet. 
Prototype systems with such heterogeneous networks have been built. For 
example, [6,5] evaluated the performance of HPC applications on a cluster of 
workstations interconnected with ATM, Ethernet, and FDDI networks. The per-
formance characteristics of each of the networks were first evaluated by sending 
messages of various sizes over the particular network. These characteristics were 
then used to choose a suitable technique for data communication. The Perfor-
mance Based Path Selection (PBPS) technique selects one of the networks for a 
given communication event, depending on the size of the message. The Aggre-
gation technique uses multiple networks at the same time, by breaking up the 
message into multiple parts and sending these parts over different networks. 
The I-WAY (Information Wide Area Year) meta.computer at SC '95 [7] con-
sisted of over 10 networks of varying bandwidths, protocols, and routing technol-
ogy. The HiPer-D project investigates the use of networked distributed computing 
capabilities in battle management systems on U.S. Navy cruisers. The Battle-
field Awareness and Data Dissemination (BADD) program develops techniques 
for delivering multimedia data to mobile troops over a combination of wired and 
wireless networks [14]. 
From the above examples, it is clear that heterogeneity is a salient char-
acteristic of the interconnection network in local area clusters and distributed 
computational environments. Further, the network is shared among multiple 
applications. The performance therefore depends upon the current traffic condi-
tions, and typically varies over time. 
For scalable performance on such a platform, support for fa.st application-
level communication is necessary. Efficient implementations of important collec-
tive communication kernels must be incorporated into communication libraries. 
In this paper, we develop communication techniques for block-cyclic redistribu-
tion over such heterogeneous networks . We consider the important case where 
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the block size changes by a factor of K. Our techniques can also be extended to 
other redistribution problems. 
The block-cyclic distribution is widely used in many HPC applications to 
partition an array over multiple processors. For example, in signal processing ap-
plications, the block-cyclic distribution is the natural choice for radar and sonar 
data cubes. Many of the frequently occurring communication patterns, such as 
the corner turn operation, can be then viewed as block-cyclic redistribution op-
erations [9J. Sca.LAPACK, a widely used mathematical software for dense linear 
algebra computations, also uses a block-cyclic distribution for good load balance 
and computational efficiency. Matrix transpose operations, which often occur in 
linear algebra computations, are a special case of the block-cyclic redistribution. 
HPF provides directives for specifying block-cyclic distribution and redistribution 
of arrays. 
The problem of block-cyclic redistribution in a tightly-coupled homogeneous 
parallel system has been well researched. However, the heterogeneity and shar-
ing of the network make it necessary to develop new communication scheduling 
techniques. In Section 4, we present a communication scheduling algorithm that 
is well suited for heterogeneous networks. The algorithm is adaptive to variations 
in network performance. The schedule is derived at run-time, based on current 
information about network load. 
Our scheduling approach is based on a communication model that repre-
sents the communication performance between every processor pair using two 
parameters: a start-up time and a data transmission rate. We formalize the 
communication scheduling problem using a timing diagram representation . Ea.ch 
interprocessor communication event is represented as a rectangle whose height 
equals the time to perform the communication over the heterogeneous network. 
The height is calculated using our communication model. The communication 
scheduling problem is then one of appropriately positioning the rectangles in the 
timing diagram so as to minimize the completion time of all the communication 
events. Our heuristic algorithm derives a communication schedule whose comple-
tion time is always within twice the optimal . The running time of the heuristic 
is O(PK 2), where Pis the number of processors, and K is the factor by which 
the block size changes. 
The rest of the paper is organized as follows. Section 2 discusses the char-
acteristics of the block-cyclic redistribution communication pattern. Section 3 
discusses some previous research efforts on block cyclic redistribution . Section 4 
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introduces our communication model for the heterogeneous network and presents 
our heuristic algorithm for block-cyclic redistribution. Section 5 presents perfor-
mance results from the experimental implementation of our algorithm. Section 6 
concludes the paper and discusses future research directions. 
2. The Block-Cyclic Redistribution Problem 
The block-cyclic distribution of an array can be defined as follows [16]: given 
P processors, an array with N elements, and a block size x, the distribution first 
partitions the array elements into contiguous blocks of x items each. b; is the ith 
block, 0 ::5 i < ~ 1• The blocks are then assigned to processors in a round robin 
fashion so that b; is assigned to processor ( i mod P). We denote a block-cyclic 
distribution of block size x as cyclic(x). 
The block-cyclic data redistribution problem consists of reorganizing an ar-
ray from one block-cyclic distribution to another. The most frequently encoun-
tered version of this redistribution problem is the cyclic(x) to cyclic(Kx) redistri-
bution, which is the problem we consider in this paper. We denote the cyclic(x) 
to cyclic(Kx) redistribution among P processors as ~z(K, P). 
Figure 1 shows the example of ~ 2 (3,4). The array A which has N = 48 
elements is shown in Figure l(a). Figure l(b) shows the initial distribution, 
cyclic(2). Here, the blocks are of size 2 elements, and are labeled as bo, b1, ... , b23. 
The blocks are assigned to P(= 4) processors in a round robin fashion. If the 
block size is increased by a factor of/((= 3), i .e., the new block size becomes 
6, each set of three consecutive blocks becomes a new block, as shown in Figure 
l(c) and (d). 
Block-cyclic redistribution consists of three main phases: 
1. Index set computation and message generation: Each processor com-
putes indices of array elements that are to be communicated with the other 
processors, as well as the destination processors of such array elements. The 
elements are then packed into message buffers, one for each destination pro-
cessor. 
2. Communication scheduling: A given processor contains messages for a 
total of I( processors, and will also receive messages from I( processors. The 
aim of communication scheduling is to reduce the overall communication 
1 For simplicity, we assume that :,; divides N. 
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time. During this phase, ea.ch processor determines an ordering among its 
send and receive events, so as to reduce contention. Recall that node con-
tention occurs when multiple processors simultaneously send messages to a 
receiver. 
3. Interprocessor communication: The processors send and receive mes-
sages in the order specified by the communication schedule. This phase in-
curs software start-up overheads for invocation of the send and receive system 
calls, and transmission costs for sending data over the interconnection net-
work. In the absence of communication scheduling, this phase can become 
very inefficient due to node contention. 
The interprocessor communication pattern of lRz(K, P) can be represented 
by a communication graph, shown in Figure 2(a.). Ea.ch edge represents a message 
that is to be sent between the corresponding processors. Note that each processor 
~. 0 ~ i < P must send messages to K destinations, and receive messages 
from K sources. For given values of x, K, and P, the position of edges in this 
graph and the array indices corresponding to each edge are computed during the 
index computation phase. In [8], we have developed efficient techniques for index 
computation, for systems with homogeneous networks. 
Figure 2(b ) shows an example of a K-step communication schedule for 
lRz(3, 4). Here, the communication pattern of Figure 2(a) is broken down into 
a series of contention-free communication steps. When the network is homoge-
neous, all the communication events within any step of Figure 2(b) would take 
the same amount of time. In [8), we have developed communication scheduling 
techniques for such a homogeneous scenario. However, when the network links are 
heterogeneous, the time taken for ea.ch message varies with the available network 
bandwidth between the corresponding processors. Due to this non-uniformity 
in message communication times, node contention and idle cycles would be in-
troduced in the schedule of Figure 2(b) if it was used without modification. It 
is therefore necessary to develop new communicat ion scheduling techniques for 
cyclic redistribution over heterogeneous networks. Section 4 presents our new 
algorithms for this problem. 
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3. Related Work 
The block-cyclic redistribution problem has been the focus of several re-
search efforts. Techniques have been developed for both the index computa-
tion phase and the communication scheduling phase over a homogeneous net-
work. In [15)1 Choudhary et. al. present efficient index computation algorithms 
for ~,;(K, P), when P mod K = 0. They also consider the redistribution from 
cyclic(x) to cyclic(y), for general x and y, using gcd and lcm methods. 
In [11), Banerjee et. al. represent a cyclic(x) distribution as a set of strided 
line segments. Using this formalism, the array elements to be exchanged between 
a pair of processors is computed by the intersection of the respective line segments. 
Sadayappan et. al. [4] and Walker et. al. [16] have developed algorithms 
for the communication scheduling phase . Here, a K step schedule is given for 
~,;(K, P). At each step, processors exchange data in a contention-free manner : 
each processor sends data to exactly one processor and receives data from exactly 
one processor. 
In (8], we introduced a uniform framework to develop redistribution algo-
rithms for ~,;(K, P). Based on this framework, efficient algorithms were devel-
oped for reducing both the index computation and communication overheads. 
Three classes of techniques were presented for ~,;(K, P): direct, indirect, and 
hybrid. In the direct approach, a block is sent directly from a source processor 
to its destination without being sent to intermediate processors. The direct ap-
proach performs the lR,;(I<, P) communication in K communication steps. The 
indirect approach performs ~,;(K, P) in atmost r1og2 Kl + 2 steps . Here, the ar-
ray elements are communicated in a "combine and forward" manner. The hybrid 
approach is a combination of the direct and indirect approaches. 
In [1], communication schedules are developed for the general redistribution 
problem of cyclic( r) over a set of P processors, to cyclic( s), over a different set 
of Q processors. Graph matching algorithms are used to develop communication 
schedules in this work. These techniques have two important drawbacks: (i) The 
communication scheduling phase is expensive, due to the use of graph match-
ing algorithms, and (ii) All processors are synchronized after each step in the 
interprocessor communication phase. This increases the interprocessor commu-
nication time. 
[10] considers the problem of run-time redistribution from cyclic(x) on P 
processors to cyclic(Kx) on Q processors, over a homogeneous network. The 
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algorithm is based on a generalized circulant matrix formalism. The generated 
schedule minimizes the number of communication steps and eliminates node con-
tention in each communication step. The network bandwidth is fully utilized by 
ensuring that equal-sized messages are transferred in each communication step. 
Performance studies of heterogeneous networks were reported in (6). Ex-
periments were performed on a local cluster of workstations, interconnected with 
ATM, Ethernet, and Fibre-Channel networks. The performance characteristics 
of each of the networks were first evaluated by sending messages of various sizes 
over the particular network. These characteristics were used to choose a suitable 
technique for communication over the heterogeneous network. The Performance 
Based Path Selection (PBPS) technique selects one of the networks to be used for 
a communication event, depending on the size of the message. The Aggregation 
technique uses multiple networks at the same time, by breaking up the message 
into multiple parts and sending these parts over different networks. However, this 
research only considered point-to-point communication between a pair of nodes in 
the system . In comparison, our paper investigates the collective communication 
pattern of block-cyclic redistribution. 
The Management System for Heterogeneous Networks (MSHN) project at 
Naval Postgraduate School, USC, and Purdue University is designing and imple-
menting a Resource Management System (RMS) for distributed heterogeneous 
and shared environments. MSHN assumes heterogeneity in resources, processes, 
and QoS requirements. The goal is to schedule processor and network resources 
among individual applications so that their QoS requirements a.re satisfied. In 
this context, data staging techniques for distributed systems with heterogeneous 
networks have been considered (14). 
4. Our Communication Scheduling Approach 
As discussed in Section 2, block-cylic redistribution consists of index com-
putation, communication scheduling, and interprocessor communication. Since 
the index computation phase is independent of the network characteristics, tech-
niques developed for homogeneous networks (8) can be used. In this section, 
we consider the communication scheduling phase. We first discuss the assump-
tions and communication model that we shall use to analyze our communication 
schedule. Section 4.3 presents our communication scheduling algorithm. 
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4. 1. Communication Model 
'fhe overall network in the P processor system consists of several hetero-
geneous network components. Each component interconnects a subset of the 
processors. We can model such a network a.s a completely connected virtual net-
work with heterogeneous performance between each pair of processors. Thus, 
the path between any pair of processors can be modeled as a single link, with 
the effective performance of the heterogeneous path. Techniques to aggregate 
the performance of different networks into a single virtual network have been 
considered, and are an active area of research [6]. We model the communication 
performance of the path between a pair of processors P, and P; by a start-up cost 
Ti,j and a data transmission rate B,,;- Thus, to send am byte message between 
P; and Pj, the time taken is T,,; + ?. . When the message sizes are large, the 
01,; 
data transmission cost is the dominating component, and the start-up cost can 
be ignored 2 • Typical values for the start-up cost could be in the range of 10 
to 50 µ s, while typical values for the bandwidth could be in the range of a few 
Mb/s to hundreds of Mb/s. 
We assume that the effective network performance between any pair of pro-
cessors will not change during the communication phase. This can be ensured if 
the application reserves network bandwidth for the duration of the communica-
tion. [2J and (17] discuss issues relating to reserving network resources. 
We assume that a node is allowed to simultaneously participate in at most 
one send and one receive operation. When a node has multiple messages to 
send, it performs these send operations one after another. Current hardware 
and software do not easily enable multiple distinct messages to be transmitted 
simultaneously . If multiple nodes simultaneously send to any node P;, these 
messages are received one after the other at P;. We say that node contention 
occurs at P1• The validity of this assumption can be seen by examining the 
events involved in a message transmission from P; to P;. A control message is 
first transmitted by P;. The actual data is sent only after this control message 
is acknowledged by P;- If P; is busy receiving from a different node, it sends 
the acknowledgement to P; only after completing the previous receive operation . 
We do not consider the use of wild-card non-blocking receives. Although this 
can allow a processor to simultaneously wait for many receives, large buffer space 
overheads are incurred. 
2 We make this approximation in our experiments. 
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4.2. Timing Diagrams 
Communication schedules can be conveniently represented by timing dia-
grams. An example of a timing diagram for ~r(3, 4) is shown in Figure 3. A 
timing diagram consists of P columns, one per processor. The vertical axis rep-
resents time. The communication events in column i represent the messages sent 
from processor Pi. The rectangle labeled j in column i represents the message 
sent from Pi to P; 3 • The height of the rectangle denotes the time for the com-
munication event. The width of the rectangle does not have any significance. 
Once the message sizes and T; and B; parameters for all processors are known, 
the heights of all the rectangles can be determined. Thus, the timing diagram 
inherently absorbs the heterogeneity in network parameters and message lengths . 
Any communication scheduling algorithm must determine the positions of 
the communication events so that an efficient schedule is found. The goal is to 
find the schedule that has the minimum completion time, i.e., the time at which 
the last communication event is completed. Since a node cannot send multiple 
messages simultaneously, no overlap is allowed among any of the rectangles in a 
column. Similarly, since multiple simultaneous receive events are not permitted at 
a processor, all the rectangles with the same label j must have mutually disjoint 
time intervals. Thus, the completion time of the schedule cannot be less than the 
summation of send times or receive times at any processor, whichever is larger . 
This quantity is therefore a lower bound on the completion time of any schedule. 
4.s. Our Scheduling Algorithm 
During the index computation and communication scheduling phases, ea.ch 
processor independently computes the entire schedule. The communication ma-
trix C, which represents the time for each point-to-poin t. communication event, 
is computed based on the values of P, K, N, and the network performance pa-
rameters. C;,; is the height of the rectangle labeled i in column j of the timing 
diagram. 
It can be shown that the problem of finding the optimal communication 
schedule is NP-complete. We have therefore developed a heuristic algorithm for 
this problem. Each processor is considered as two independent enti ties, a, sender 
and a receiver. The following data structures are maintained by the algorithm: 
3 
A receive schedule can be similarly constructed , where the communication events in column i 
represent messages received by processor P;. 
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• For each sender i, 0 ~ i < P, a. set Ri of receivers is maintained. These are 
the receivers to which i must send a message sometime during the schedule. 
For the ~z(K, P) communication pattern, each set Ri will initially consist 
of K elements. The Ri's are obtained from the communication matrix in a 
straightforward way. These are the row indices of the non-zero elements in 
column i of C. 
• The P-element arrays sendavail and recvavail contain information about the 
availability of the corresponding senders and receivers. For example, the ith 
element of sendavail specifies the earliest time at which sender i can participate 
in future send operations. All elements of both these arrays are initialized to 
0. 
The algorithm proceeds as follows: 
• Whenever a sender i becomes available at time sendavail{i], its receiver set Ri 
is scanned, and the earliest available receiver j is selected. The communication 
event from i to j is scheduled to begin at time t=max(sendavail{i], recvavailfj]). 
sendavail{i} and recvavail{j} are assigned the value t + C[i, i], since the sender 
i and receiver j will be busy until this time. Further, j is deleted from Ri. 
• If multiple senders become available at the same time (for example, at time 
0), they are processed in an arbitrary order. However, all senders that become 
available at time t are processed before any senders that become available at 
a later time. The algorithm maintains a list of senders in increasing order of 
their time of availability. 
• Whenever a sender is finished with all its operations, it is deleted from this 
list. The algorithm terminates when all the senders are thus deleted. 
Observe that the algorithm is a greedy one. At any time a sender is free, 
the heuristic assigns a communication event to one of the elements in its receiver 
set. Idle cycles are inserted in a sender's schedule only if none of its potential 
receivers are available. Our algorithm is also adaptive to changes in network 
performance. The derived communication schedule depends on the entries of 
C, which are in turn dependent on network load conditions. The schedule can 
be derived at runtime, using current values of network performance parameters. 
Previous redistribution algorithms for homogeneous networks do not provide such 
adaptivity. A "fixed" communication schedule is used irrespective of network load 
and bandwidth. 
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The total number of communication events to be scheduled is PK. The 
scheduling of each event takes O(K) time, since the elements of the corresponding 
receiver set must be scanned. Our scheduling algorithm therefore runs in O{PK 2) 
time. On a single node of the Cray T3E, our algorithm executed in about 10 ms 
for P = 64 and K = 63. This is the cost of the communication scheduling phase. 
Based on the schedule, the processors perform send and receive operations 
during the interprocessor communication phase. Initially, a single non-blocking 
receive and a non-blocking send is posted by each processor. If the receive finishes 
first, the next receive operation is immediately posted. If the send finishes first , 
the next send operation is initiated. This continues until all the communication 
events have been completed. The cost of the interprocessor communication phase 
depends upon the completion time of the schedule. 
Lemma 1. The heuristic algorithm is guaranteed to find a communication sched-
ule whose completion time is within twice the optimal. 
Proof. Assume, without loss of generality, that the last sender to finish all its 
transmissions is i. Let j be its last receiver in the schedule, i.e., j is the receiver 
that i sends its last message to. It can be deduced that during the idle cycles in 
sender i's schedule, receiver j must have been always busy. If this were not the 
case, the greedy algorithm would have scheduled the communication event from i 
to j at this time . Thus, we can conclude that the sum of the idle cycles in sender 
i's schedule is bounded by the total communication time for events incident at 
receiver j, i.e., the sum of elements in row j of C. The completion time is the 
sum of idle cycles in sender i and the total time for send events from sender i, 
i.e., the sum of elements in column i of C. Thus, the completion time is at most 
the sum of a row and a column in the communication matrix C, and is hence 
within twice the lower bound. • 
Our communication problem has some similarities to the open shop schedul-
ing problem (3). Here, a set of M machines execute a set of N jobs. Each job 
Ji has a task to be executed on every machine M;, the execution time for which 
is given by t;,;. The tasks may be executed in any order. However, atmost one 
machine may process a given job at any time. Also, atmost one job may be 
processed by a given machine at any time. The goal is to schedule the tasks 
on the machines to minimize the completion time. The problem is known to be 
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NP-complete, and an algorithm similar to the above greedy heuristic has been 
used [12]. 
5. Experimental Results 
In this section, we evaluate the performance of the open shop heuristic 
scheduling technique by measuring the time for the interprocessor communication 
phase. We compare this with the time for the interprocessor communication 
phase of the direct communication schedule, which is a fixed communication 
schedule. For ~z(I<, P), the direct schedule breaks down the communication 
pattern into I< contention-free steps. It has been shown to be effective in systems 
with homogeneous networks, when each communication event takes the same 
amount of time. It can be derived from the formalisms of [4], [8], and [16]. 
We have developed a simulator that accepts as input the network perfor-
mance parameters, and the parameters of the cyclic redistribution problem. The 
simulator then derives the communication schedule, and calculates the expected 
completion time. We also implement the communication schedules on a Cray 
T3E, and measure the time taken to perform the redistribution. Our experimen-
tal methodology is summarized in the following key steps: 
1. For an input value of P, our simulator first generates performance parameters 
for the heterogeneous network. The simulator accepts as input the minimum 
and maximum bandwidth values, and randomly generates bandwidth values 
in this range for every processor pair. 
2. For given input values of K and N, the communication matrix C is then 
generated. The lower bound on any communication schedule is calculated as 
the maximum sum over all the rows and columns of C. 
3. Our heuristic open shop scheduling algorithm is then executed, and the sender 
and receiver schedules at each processor are computed. The simulator also 
computes the estimated completion time of the schedule. 
4. We implement the schedule generated in Step 3, on a Cray T3E . Although the 
network of the Cray T3E is homogeneous, we can simulate the heterogeneous 
network of Step l by scaling the sizes of the messages appropriately. Thus, 
if the heterogeneous network has a bandwidth of B1 between nodes i and 
j, and if B2 is the node-t~node bandwidth of the Cray T3E, then we scale 
P. B . Bhat et al / Block-Cyclic Redistribution 13 
the message size between node i and j by a factor ~- Each point-to-point 
event in the communication schedule is implemented by using MPI send and 
receive calls. 
5. We also implement the direct schedule on the Cray T3E. The communi-
cation performance of our heuristic schedule is compared with that of the 
direct schedule, for various values of P and K. The communication times 
are measured and tabulated. 
Figures 4 - 11 compare the interprocessor communication time of the open 
shop he~ristic schedule and the direct schedule. These times were measured 
by our experimental implementations of both schedules on the Cray T3E. The 
simulated heterogeneous network had noderto-node bandwidths in the range of 
10 MB/s to 200 MB/s. The Cray T3E has a bandwidth of 150 MB/ s, which is 
the value we use for B2 in Step 4 above. In Figure 4, results for 16 processors 
are shown. K is varied from a small number to P - 1. Experimental results for 
other values of P are shown in Figure 5 11. From these experimental results, 
we can conclude that our heuristic schedule achieves significant and consistent 
performance improvements over the direct schedule. The communication time of 
the open shop heuristic schedule is lower than that of the direct schedule by 10% 
to 60%. 
We observe that, for a fixed value of P, the communication time for both 
the schedules varies considerably with the value of/(. This phenomenon is not 
observed in [8], where the direct schedule is implemented on a homogeneous 
network. The variation occurs due to the heterogeneity in the network. The 
communication matrix for ~z(K, P) has PK non-zero entries, while other entries 
are zeroes. For different values of/(, messages are exchanged between a different 
subset of the total P2 processor pairs . 
Figure 12 shows the estimated completion times for the heuristic and direct 
schedules, as calculated by the simulator. The lower bound on the completion 
time is also shown in these figures. It can be seen that the completion time of 
our heuristic algorithm is always within 2 - 10 % of the lower bound. 
An important characteristic of our heuristic algorithm is that the sched-
ule is adaptive to variations in network performance. In a meta.computing sys-
tem, applications can query a directory service for current values of network 
performance. Our heuristic can use such information during the communication 
scheduling phase. In contrast, the direct algorithm uses a fixed communication 
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pattern, irrespective of the network performance. Figure 13 shows the simulated 
communication time of both schedules as the heterogeneity in the network is 
varied. Here, P = 64, I( = 40, and N = 10000000. The variation in network 
bandwidth is increased from 100 to 1900%. When the variation is 100 %, the 
network bandwidth varies in the range 10 MB/s to 20 MB/s. When the variation 
is 1900 %, the network bandwidth varies in the range of 10 MB/s to 200 MB/s. 
The completion time of our heuristic algorithm is always very close to the lower 
bound, for all values of network heterogeneity. 
6. Conclusion 
In this paper, we have developed an effective communication scheduling 
technique for the important problem of block-cyclic redistribution over a het• 
erogeneous network. Our techniques target an emerging class of computational 
platforms, namely workstation clusters and distributed systems. The intercon-
nection network in such systems is typically heterogeneous and shared. Our 
adaptive algorithms derive communication schedules using run-time information 
on network performance and heterogeneity. 
Our scheduling techniques can lead to significant improvements in appli-
cation performance. Our experimental results show reductions of upto 60 % in 
communication time, compared with widely used algorithms for homogeneous 
systems. 
Several interesting directions for future research can be identified. The per-
formance of our communication scheduling algorithms must be experimentally 
evaluated using a real heterogeneous network . Such experiments would also 
point to further enhancements and refinements to our communication model. 
Techniques to reduce the cost of the communication scheduling phase must also 
be investigated. Our communication scheduling technique can be easily extended 
to other important redistribution problems, such as block-cyclic redistribution of 
multi-dimensional arrays, and redistribution from cyclic( x) to cyclic(y). 
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Abstract 
The Information Power Grid (/PG) is emerging as an in-
frastructure that will enable distributed applications - such 
as video conferencing and distributed interactive simula-
tion - to seamlessly integrate collections of heterogeneous 
workstations, multiprocessors, and mobile nodes, over het• 
erogeneous wide-area networks. This paper introduces a 
framework for developing efficient collective communica-
tion schedules in such systems. Our framework consists of 
analytical models of the heterogeneous system, scheduling 
algorithms for the collective communication pattern. and 
pe,formance evaluation mechanisms. We show that previ-
ous models, which considered node heterogeneity but ig-
nored network heterogeneity. can lead to solutions which 
are worse than the optimal by an unbounded factor. We 
then introduce an enhanced communication model, and de-
velop three heuristic algorithms for the broadcast and mul-
ticast patterns. The completion time of the schedule is cho-
sen as the performance metric. The heuristic algorithms are 
FEF (Fastest Edge First), ECEF (Earliest Completing Edge 
First), and ECEF with look-ahead. For small system sizes, 
we find the optimal solution using exhaustive search. Our 
simulation experiments indicate that the performance of our 
heuristic algorithms is close to optimal. For performance 
evaluation of larger systems , we have also developed a sim-
ple lower bound on the completion time. Our heuristic algo-
rithms achieve significant performance improvements over 
previous approaches . 
1. Introduction 
With recent advances in high-speed networks, distributed 
heterogeneous computing has emerged as an attractive com-
putational paradigm. The Information Power Grid (IPG) [ 6) 
•supported by the DARPA/ITC> Quorum Program through the Naval 
Postgraduate School under subcontract number N62271-97-M-093 l. 
is emerging as an infrastructure that will connect distributed 
computational sites worldwide. This will create a univer• 
sal source of computing power, thereby providing pervasive 
and inexpensive access to advanced computational capabili-
ties. A typical grid-based distributed computing system will 
consist of a collection of heterogeneous workstations, mul-
tiprocessors, and mobile nodes. These nodes communicate 
with one another using a common set of protocols over dif-
ferent types of communication links, such as ATM, FDDI, 
Ethernet, and wireless channels. An example of such a sys-
tem is shown in Figure I. Such a distributed computing sys-
tem is heterogeneous both in the computing nodes and in the 
communication netWork. 
Several research projects, such as Globus [7), Legion [9), 
and MSHN (13] are developing toolkits and infrastructure 
support to enable the use of these systems for high perfor-
mance computing. The issue of data dissemination mid-
dleware for wide-area network collaboratories is also be-
ing investigated [12). Our research is a part of the MSHN 
project (13], which is a collaborative effort between DoD 
(Naval Postgraduate School), academia (NPS, USC, Pur-
due University), and industry (NOEMIX). MSHN (Manage-
ment System for Heterogeneous Networks) is designing and 
implementing a Resource Management System (RMS) for 
distributed heterogeneous and shared environments. The 
goal is to schedule shared compute and network resources 
among individual applications so that their QoS require-
ments are satisfied. 
The availability of high-speed wide-area networks has 
also enabled collaborative multimedia applications such as 
video conferencing, distributed interactive simulation, and 
collaborative visualization. For example, the FACE project 
[16] organized world-wide teleconferences among agents in 
Japan, USA, and the UK. The participating sites in these ap-
plications exchange large volumes of multimedia data, such 
as voice and video. Using the Internet, messages were prop-
agated in about 60 msec between sites in Japan, while it took 
about 240 msec between Japan and Europe [16). 
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Figure 1. A typical distributed heterogeneous 
system. 
In both of the above scenarios, viz., distributed high 
performance computing and collaborative multimedia ap-
plications, it is extremely important to efficiently perform 
group communication over a heterogeneous network . Typi-
cal group communication patterns are multicast, broadcast, 
and total exchange. In the multicast pattern, a source node 
sends the same message to a subset of nodes in the system. 
The broadcast pattern is a special case of multicast where the 
message is sent from a source to all the other nodes. In the 
total exchange communication pattern, every node sends a 
distinct message to every othernode. The goal is to optimize 
a specified performance measure, eg., minimize the time at 
which all the messages have been delivered. 
In this paper, we develop efficient algorithms for broad-
cast and multicast in heterogeneous computing environ-
ments. These communication patterns occur in several mil-
itary and commercial applications. In the battlefield , rapid 
dissemination of work orders and threat scenarios is critical 
[ 17]. A global satellite and ground-based networks are used 
in military battlefield to broadcast messages . The satellite 
sends the message to a group of base stations as it passes 
over them. The base stations then co-operatively broadcast 
the message to the other destinations over ground-based net-
works . The Internet can also be used to rapidly dissem-
inate important emergency messages . In the past, broad-
cast and multicast problems have been studied extensively 
in the context of homogeneous and worm-hole routed net-
works [10, 14]. Similarly, multicast protocols such as CBT 
[2], DVMRP, and PIM [5] are now being deployed in wide-
area networks . However, these techniques are not appropri-
ate for the distributed network scenarios that we cons ider 
in this paper . For example, flooding is a technique where 
a node simultaneously sends the broadcast message to all 
its neighbors . The receiving nodes "flood " their neighbors 
in tum , until the message is received by all nodes. Some 
of the nodes could receive the message multiple times, de-
pending on the network topology . Such techniques will 
not be efficient in wide-area heterogeneous networks , since 
each po int-to -point communication event incurs an addi-
tional communication cost. Further, this will also introduce 
extra network congestion . 
Recent research efforts [3] have investigated the problem 
of efficient broadcast and multicast in a network of hetero-
geneous workstations. The heterogeneity in the communi-
cation capabilities of the workstations was represented by 
associating a message initiation cost with each workstation. 
However, heterogeneity in the network was not considered. 
Based on this communication cost model, heuristic algo-
rithms were developed for the broadcast and multicast prob-
lems . The heuristics achieve near-optimal performance for 
up to 10 nodes. In Section 2, we show that such a communi-
cation model can be very ineffective in a system with a het-
erogeneous network. We give examples where the comple-
tion time of a broadcast schedule using such a model is larger 
than the optimal completion time by an unbounded factor. 
It is therefore necessary to use a communication framework 
that considers heterogeneity in both the nodes and network 
links . Section 3 introduces our new communication model 
and framework. Our model represents the communication 
cost between two nodes P; and P; using two parameters: 
(i) a start-up time which accounts for the message initiation 
cost at P;, and the network latency from P; to P;, and (ii) a 
data transmission cost which depends on the message size 
and the bandwidth from P; to P;. Using this model, we can 
consider the distributed system to be a fully connected net-
work with a communication cost C,; between every pair of 
nodes P; and P;. We do not assume a symmetric network, 
i.e .• C;; -::j; C;; . 
Since the problem of finding the optimal broadcast sched-
ule in such a heterogeneous system is NP-complete , we have 
developed heuristic algorithms based on our communication 
framework. Our heuristic algorithms produce near optimal 
solutions for up to 10 nodes when tested with random net-
works. For larger si7.C systems, it is extremely time consum-
ing to compute the optimal solution. We have therefore de-
veloped a lower bound on the completion time . We evaluate 
the different heuristics by comparing their completion time 
with the lower bound. 
The rest of the paper is organized as follows . In Sec-
tion 2, we discuss related work and its shortcomings . Sec-
tion 3 presents our fonnal model and general framework 
for collective communication in heterogeneous distributed 
computing environments . In Section 4, we present several 
heuristic algorithms for the broadcast and multi cast prob-
lems . Section 5 compares the performance of our heuristics 
with previous algorithms, using simulation results . Section 
6 identifies future research directions. 
2. Shortcomings of Previous Research 
Collective communication in homogeneous workstation 
networks and tightly coupled parallel systems has been thor-
oughly researched over the years. Communication libraries 
for frequently used patterns such as total exchange, one-to-
all broadcast, all-to-a/I broadcast, and gather have been de-
veloped [l, 4, 18, 19]. 
However, collective communication in heterogeneous 
systems has not been investigated until very recently [11, 
3]. The Efficient Collective Operations (ECO) [ 11] package 
was developed for networks of heterogeneous workstations. 
It implements the same functionality as the collective com-
munication suite in the MPI standard. The ECO approach 
consists of first partitioning the network into subnets. A sub-
net consists of hosts which are in the same physical network. 
The collective communication then proceeds in two phases, 
inter-subnet and intra-subnet. However, such a two-phase 
strategy does not always ensure efficient implementations of 
collective communication patterns. This is especially true 
if the the inter-subnet links are much slower than the intra-
subnet links. 
Banikazemi et. al. [3] identified the important prob-
lem of performing efficient broadcast and multicast among 
a cluster of heterogeneous workstations. A homogeneous 
network was assumed. Their communication model asso-
ciates a message initiation cost T; with each of the N work-
stations. '.I'; is incurred whenever the ith workstation {P;) 
sends a message, independent of the identity of the receiving 
workstation. Based on this communication cost model, it 
was shown that broadcast schedules based on binomial trees, 
which achieve good results in homogeneous systems, can be 
very ineffective. A N - 1 step heuristic algorithm, called 
Fastest Node First (FNF), was developed. Each step of the 
heuristic selects a sender and a receiver. The receiver is 
the node with the lowest '.I'; among the remaining receivers. 
The sender is the node that can complete the communication 
event at the earliest possible time. The FNF heuristic was 
evaluated for systems with up to 10 nodes [3]. For the ex-
amples considered, the completion time of the FNF heuristic 
was very close to the optimal. 
However, there are scenarios where the performance of 
the FNF heuristic can be sub-optimal. Consider the exam-
ple where the source has cost 1, there are n nodes with costs 
n, n + 1, n + 2, . .. , 2n - 1, and 2n slow nodes with very 
high costs . In the optimal schedule, the source would first 
send n messages to nodes with cost 2n - 1, 2n - 2, .. . , re-
spectively. At time n, the node with cost n has received the 
message from the source. Immediately after receiving the 
message, each of these nodes initiates a message to one of 
the slow nodes. During the time interval [n, 2n}, the source 
sends n more messages to the remaining slow nodes. The 
schedule completes at time 2n . 
In the FNF schedule, the source will send messages to 
nodes withcostn, n+ 1, ... , 2n-1 respectively. At time n, 
n nodes will have received the message. If each node imme-
diately initiates a new message, each of the nodes with costs 
n to 3; can reach a slow node by time 2n. During the time 
interval [n, 2n), the source sends n more messages ton of 
the slow nodes. Thus, at time 2n, I of the slow nodes have 
not yet received the message. The schedule takes i extra 
time units to complete. For large values of n, the completion 
time of the FNF schedule is much larger than the optimal. 
A more significant shortcoming of [3] was the assump-
tion of the homogeneous network . In a typical heteroge-
neous system, the communication cost depends both on the 
communication capability ofthe workstations as well as the 
network performance. Our paper investigates the impact of 
heterogeneity in both these aspects. We first illustrate the 
importance of considering network heterogeneity, using an 
example. Consider a system with 3 nodes, and pairwise 
communication costs as shown in Eq (1). The (i,j) 1" entry 
ofC (0 :5 i,j < 3) denotes the time to send the broadcast 
message from node Pi to P;. This includes the message ini-
tiation cost on node P; and also the network latency from 
l'i to P;. Section 3 discusses this communication model in 
detail. Node Po is the source . 
[ 
0 10 
C = 2000 0 
70 5 
995 l 10 
0 
(1) 
To develop a communication schedule based on node 
heterogeneity alone, we associate a communication cost T; 
with each node. This is calculated as the average send cost 
from node P; to all the other nodes. Thus, in Eq (1 ), To = 
335, T1 = 670, T2 = 25. We can now use the FNF heuristic 
[3] for this problem. Since the heuristic operates on a mod-
ified version of the input data (i.e., the average communica-
tion costs), we call this the modified FNF heuristic . 
For the example ofEq ( 1 ), the heuristic begins with node 
Po as the only sender. In the first step, P2 is selected as the 
receiver. The communication from Po to P2 takes 995 time 
units. Both these nodes are ready to send the next message at 
time 995. In the next step , node P2 is selected as the sender 
and P 1 is selected as the receiver. This communication event 
takes 5 time units . The broadcast therefore takes 1000 time 
units to complete . Figure 2(a) shows this communication 
schedule. 
However, it is easy to see that the optimal schedule takes 
only 20 time units . In the first step, Po sends a message 
to P 1 in IO time units. In the next step, P 1 sends a mes-
sage to P2 in 10 time units. This schedule is shown in Fig-
ure 2(b) . Thus, the use of a single message initiation cost 
for each node results in a communication schedule which 
is 50 times worse than the optimal schedule for this exam-
ple. In the above example, we used the average send cost 
(a) (b) 
Figure 2. Broadcast schedules for the ex-
ample in Eq (1): {a) Modified FNF schedule 
(b) Optimal schedule. 
from each sender as its communication cost. Alternatively. 
we could have used the minimum send cost of .each sender 
as its communication cost T;. In Eq ( l ), the costs would then 
be To = 10, T1 = 10, T2 = 5. It can be easily verified that 
the modified FNF heuristic again takes l 000 time units to 
complete. 
The performance of the modified FNF heuristic would be 
still worse if the value of C 2 ,0 was larger. For example, if 
C2,o was 9995 instead of 995, the completion time would 
have been 10000 time units, i.e. 500 times the optimal com-
pletion time. We summarize this observation in the follow-
ing lemma. 
Lemma 1: In the presence of a heterogeneous network, 
there exist input instances for which the ratio of the comple-
tion time of the modified FNF heuristic to the optimal com-
pletion time is unbounded. D 
Thus, communication models which consider only node 
heterogeneity can result in arbitrarily bad performance. It 
is therefore important to consider both node heterogeneity 
and network heterogeneity when designing communication 
algorithms for the broadcast problem. 
3. A Communication Framework for 
Distributed Heterogeneous Systems 
We now present our communication scheduling frame-
work for distributed heterogeneous systems. The frame-
work consists of three main components: (a) A communica-
tion model, (b) Scheduling heuristics, and (c) Performance 
metrics. In this section, we describe an enhanced commu-
nication model which inco1porates node and network het-
erogeneity. Section 4 describes our heuristic algorithms for 
broadcast and multicast based on this model. The perfor-
mance metric used in this paper is the completion time. 
Other candidate metrics are discussed in Section 7. 
3.1. Communication Model 
Consider a distributed heterogeneous system (Figure 1) 
with N nodes. We represent the computing nodes and net-
work links in such a system using a directed graph G with N 
vertices. An edge ( v;, v;) in G represents the path between 
nodes P; and P;, which could include links from multiple 
networks of different latencies and bandwidths. The weight 
C;; of edge (v;, v;), (0 ~ i,j < N) represents the time to 
send the broadcast message from P; to P;. If there exists at 
least one path between every pair of nodes in the system, G 
will be a complete graph. The graph is not necessarily sym-
metric, i.e. C;; # C;;, in general. The information can also 
be represented as a N x N communication matrix C, with 
entries C;;, as shown in Eq (1 ). 
Our communication model represents the network per-
formance between any processor pair (P;, P;) using two pa-
rameters: a start-up cost T;; and a data transmission rate 
B;;. The time for sending a m byte message between these 
nodes is given by T;; + fi:7. A similar communication ,, 
model has been widely used for tightly-coupled homoge-
neous distributed memory systems with good results [20]. 
In networked heterogeneous systems, typical values for the 
start-up cost could be in the range of 10 to 500 µs, while typ-
ical values for the bandwidth could be in the range of kb/s 
to hundreds ofMb/s. Note that the communication time de-
pends on the identities of both the sender and receiver, un-
like previous models [3]. The model thus enables a realis-
tic estimate of the communication time between any pair of 
nodes. 
Table 1 is an example of measured network performance 
on the GUSTO testbed of the Globus distributed heteroge-
neous system (7]. The table shows four of the GUSTO sites: 
NASA AMES, Argonne National Lab, University of Indi-
ana, and USC-ISI. Observe that the network performance 
varies considerably between different pairs of nodes, and de-
pends on both the source and destination. For instance, the 
bandwidth between USC-ISI and AMES is much larger than 
the bandwidth between USC-ISi and IND. Previous com-
munication models [3]. which assume that the communica-
tion time from node P; to node P; is independent of P; and 
depends only on the source node P;, are therefore unlikely 
to be effective for such systems. 
Our model assumes that a node is allowed to simultane-
ously participate in at most one send and one receive oper-
ation. When a node has multiple messages to send, it per-
forms these send operations one after another. Current hard-
ware and software do not easily enable multiple messages 
to be transmitted simultaneously. Software support for non-
blocking and multithreaded communication sometimes al-
lows applications to initiate multiple send and receive oper-
ations. However, all these operations are eventually serial-





















Table 1. Latency{ms) / Bandwidth(kblts/s) be-
tween 4 GUSTO sites. 
accurately represents this phenomenon. 
If multiple nodes simultaneously send to any node P;, we 
say that node contention occurs at P;. The model assumes 
that these messages are received one after the other at P;. 
The validity of this assumption can be seen by examining the 
events involved in a message transmission from P; to P;. A 
control message is first transmitted by P;. The actual data 
is sent only after this control message is acknowledged by 
P;. If P; is busy receiving from a different node, it sends the 
acknowledgement to P; only after completing the previous 
receive operation. 
Based on the network performance parameters and our 
communication model, we can calculate the communica-
tion time to send the broadcast message between any pair 
of nodes in the heterogeneous network. This information 
is used to determine the edge weights of G and the entries 
of the communication matrix C. The communication matrix 
for broadcasting a IO MByte message over the network of 
Table 1 is shown in Eq (2). Entries are in sec. 
[ 
0 156 325 39 l 
156 0 163 115 
C = 325 163 0 257 
39 115 257 0 
(2) 
4. Heuristics for Broadcast and Multicast 
Consider a communication cost matrix C with N nodes. 
We first define a lower bound on any communication sched-
ule for the broadcast and multicast problems, and then dis-
cuss our heuristic algorithms. 
4.1. A Lower Bound 
Let Po be the source of the broadcast or multicast 
operation, and D represent the set of destination nodes. 
D C { P1 , P2, ... , PN -1} for multicast, while D = 
{P1, P2, ... , PN-d for broadcast. For each node P; in D, 
we can compute the shortest path from the source node Po 
to P;. The weight of this path represents the earliest time at 
which the broadcast message from Po can reach P;. This is 
therefore called the Earliest Reach 1ime of node P;, denoted 
asERT;. 
Lemma 2: A lower bound on any commwiication schedule 




Proof: We know that E RT; represents the earliest time at 
which node P; can be reached. From the definition of the 
broadcast and multicast communication pattern, the mes-
sage must reach every node in D. Hence, no communica-
tion schedule can complete until the node with the maximum 
ERT is reached. Eq (3) therefore gives a lower bound on 
the completion time. D 
The lower bound is not tight, since it assumes that the 
messages from the source to each destination can proceed 
in parallel. Thus, the optimal completion time could be sig-
nificantly larger than the lower bound. 
Lemma 3: For any instance of the multicast or broadcast 
problem, the optimal completion time is bounded by I D I 
xLB, i.e., 
OptimalCo';;letionTime ~I D I (4) 
Further, this ratio is tight. 
Proof: The lower bound LB ofEq (3) is the communica-
tion time to send the message from the source to the farthest 
node. Thus, the communication time to send a message from 
the source to any node is$ LB. We can always construct 
a communication schedule in which the source sequentially 
sends I D I messages to all the destinations. The I D I 
communication steps can therefore be completed in atmost 
LB x I D I time units. 
To prove that the ratio is tight, consider the broadcast 
problem on the communication cost matrix ofEq (5). In this 
matrix, Co; = 10, (0 < j < N). Also, Ci; = 100, (0 < 
i < N, i :/: j). The diagonal entries C;; = 0, (O $ i < 
N). The shortest path to every node P; is the direct path 
(Po, P;). The lower bound would be the maximum outgo-
ing edge from Po, i.e., 10. However, the optimal schedule 
has a completion time of 10 I D 1-Thus, there exist exam-
ples wherein the optimal completion time is I D I times as 
large as our simple lower bound. D 
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4.2. Computing the Optimal Schedule 
(5) 
The possible number of communication schedules for a 
broadcast or multicast problem instance with N nodes is ex-
ponential in N. The completion times of these schedules can 
vary considerably, depending on the performance of the het-
erogeneous network links. Finding the optimal communi-
cation schedule is an NP-Complete problem. However, for 
systems with a small number of nodes, we can find the opti-
mal schedule using exhaustive search. Our algorithm, which 
uses a branch-and-bound strategy, computes the optimal so-
lution for up to 10 nodes in a reasonable amount of time. For 
small system sizes, we shall compare the performance of our 
heuristic algorithms with the optimal solution. 
4.3. Our Heuristic Algorithms 
Our algorithms for the broadcast and multicast problems 
can be described using the following formalism. The nodes 
are partitioned into three sets, A, B, and I. At any time, set 
A consists of nodes which have already received the mes-
sage. Set B consists of nodes which must receive the mes-
sage in the future. I contains the other nodes. Initially, set A 
consists of the source node while set B consists of the des-
tination nodes for the multicast, i.e. B""D. For the broadcast 
problem, I = ¢,. 
At every step, a sender from A and a receiver from B 
are chosen. For the multicast problem, the message could 
also be relayed through one of the nodes in I, if this path in-
curs lower communication time. After each communication 
event, the receiver node (and the intennediate node, if one 
was chosen) is moved to A. The communication schedule 
involves I D I such steps. We now present the baseline al-
gorithm and our FEF, ECEF, and look-ahead heuristics. 
Baseline Algorithm 
We use the modified FNF heuristic [3] as a baseline algo-
rithm. This algorithm associates a single communication 
cost with each node rather than a distinct cost for each pair of 
nodes. We use the average send cost from node P; to all the 
other nodes as its communication cost T;. The FNF heuris-
tic algorithm (3) consists of N - 1 steps. At every commu-
nication step, the node from B with the lowest T; is chosen 
as the receiver. A sender is chosen such that the communi-
cation event can be completed at the earliest possible time. 
This is the node P; which has the minimum value of 
R;+T; (6) 
where R; is the ready time of the sender P;. 
Fastest Edge Fint (FEF): 
Each step of our FEF heuristic selects the smallest weight 
edge ( i, j ) where P; belongs to A and P; belongs to B. The 
choice of the edge determines both the sender and receiver 
node for the corresponding communication step . P; is then 
moved from B to A. The communication step starts at R;, 
P1 P3 P1 P2 
Po 
P2 
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Figure 3. FEF communication schedule for 
the 4 node example of Eq (2). 
and takes C;,; time units. During this time, both P; and P; 
are busy. 
The algorithm initially sorts the outgoing edges from 
each node in increasing order of their weights . This phase 
takes O(N 2 log N) time. The senders in A are then sorted 
in increasing order of their minimum weight outgoing edge . 
The new node added to set A at every step is inserted into 
the sorted sender list based on its minimum weight outgo-
ing edge. The algorithm terminates after all the destination 
nodes have been moved to A. This involves N - 1 steps 
for the broadcast algorithm and a maximum of N - 1 steps 
for the multicast algorithm. The running time for this phase 
is also 0( N 2 log N). The overall running time of the FEF 
heuristic is therefore O(N 2 log N). 
Figure 3 shows the steps in the FEF heuristic for the 
broadcast problem in the 4 node system of Eq (2). Fig-
ure 3(a) shows the initial situation when set A contains only 
the source node, and set B contains the other nodes. The 
figures show the edge weights of only the edges in the A-B 
cut. Figures 3(b)-3(c) show the sequence in which the FEF 
heuristi c moves edges from B to A. Figure 3(d) shows the 
broadcast tree for this schedule . 
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Figure 4. Simulation results for broadcast in a heterogeneous system. 
Earliest Completing Edge First (ECEF): 
The structure of our ECEF heuristic algorithm is similar to 
the FEF heuristic. At every step, an edge ( i, j) is selected, 
where Pi belongs to A and P; belongs to B. The choice of 
the edge considers both the weight of the edge and the ready 
time of the sender. The chosen communication event is the 
one that can complete earliest. Thus, the chosen edge is the 
one that minimizes the sum 
R. +C;,; (7) 
over all senders P; and receivers P;, where R. is the 
ready time of sender P;. As in the FEF heuristic, a sorted 
list of senders is maintained. The senders are sorted based 
on both their ready time and their minimum weight outgo-
ing edge. The heuristic has a running time of 0( N 2 log N). 
Look-ahead Algorithm: 
Our look-ahead algorithm is an enhanced version of the 
ECEF heuristic. At each step of the heuristic, a look-ahead 
value L; is calculated for each node P; in B. This value 
quantifies the "goodness" of moving node P; from B to A. 
At each step, the algorithm first computes the value of L; 
for all nodes in B. As in the ECEF heuristic, an edge is then 
selected from the A-B cut. The chosen edge is the one that 
minimizes the sum 
(8) 
The look-ahead function can be defined in several ways. 
We have used the following look-ahead measure. 
(9) 
Thus, for a given node P; in B, the minimum communi-
cation cost from itself to all the other nodes in B is used as 
the look-ahead value. Intuitively, such a look-ahead func-
tion increases the usefulness of P; as a sender, if it is moved 
to A. 
The running time of the look-ahead algorithm is O(N 3 ), 
since the evaluation of the look-ahead measure for each ele-
ment ofB at every step takes O(N). Alternative look-ahead 
functions can also be used, such as the average of the com-
munication costs from P; to other nodes in B. L; could also 
be calculated as the average cost of senders to receivers, as-
suming that P; is made a sender. This look-ahead function 
has a computational complexity of O(N 2), and the overall 
running time will therefore be O(N 4 ). Our experiments in 
Section 5 use the look-ahead measure ofEq (9). 
S. Experimental Results 
We have developed a software simulator that executes the 
heuristic algorithms of Section 4, and calculates the comple-
tion time for each of them. The inputs to the simulator are 
the number of nodes, the size of the message to be broad-
cast or multicast, and the range of start-up times and band-
widths in the heterogeneous network. The simulator gener-
ates a random communication matrix based on these param-
eters. For the case of multicast, the number of destinations 
is given as input, and the simulator randomly chooses desti-
nation nodes. The simulator then executes the heuristic al-
gorithms on I 000 random input configurations and reports 
the average completion times. 
Figure 4 compares the perfonnance of the different com-
munication scheduling heuristics for the broadcast problem 
with a message size of 1 MB. The pairwise network laten-







Figure 5. Simulation results for broadcast in a heterogeneous system with 2 distributed clusters. 
cies and bandwidths are chosen in the ranges of 10 µsec to 
I msec, and l0kB / s to 200M B / s respectively. The graph 
shows the completion time for the baseline algorithm, the 
FEF, ECEF, and look-ahead heuristics, and our simple lower 
bound. For small system sizes (upto 10 nodes), the optimal 
completion time is also shown . Since our lower bound is 
not tight, it is typically much lesser than the optimal com-
pletion time. The graph shows that the completion time of 
our heuristic algorithms is always close to the optimal. The 
ECEF and look-ahead algorithms have a lower completion 
time than that of the FEF heuristic. The completion time of 
the baseline algorithm is significantly larger than that of the 
other heuristics . This shows the benefit of using a commu-
nication model which accurately represents heterogeneity in 
the network, as well as in the nodes. 
The performance advantage of our heurist ic algorithms 
over the baseline algorithm can also be seen in Figure 5. 
Figure 5 considers a system with two distinct geographi-
cally distributed clusters. It is assumed that half the nodes 
are in the first cluster, while the other nodes are in the sec-
ond cluster. The heterogeneous network is assumed to be 
fast within each cluster, but is slow across clusters. For the 
intra-cluster networks, the latencies and bandwidths are in 
therangesof!0 µsec to 1 msec,and l0M B/ sto200M Bf s 
respectively. For the inter-cluster networks, the latencies 
and bandwidths are in the ranges of lms ec to 20msec, and 
lOkB/s to 50kB/s respectively. As before, the size of the 
broadcast message is I MB. 
Figure 6 shows the completion time for multicast in a I 00 
node system . The number of multicast destinations is in-
creased from 5 to 90. For the case of k destinations, 1000 
experiments are performed with k randomly chosen desti-
nations. The average completion time is plotted in Figure 6. 










IL ll IL l l ti. ti. L L L L L 
0 
S1015202550 4lJ 50 00 JO IIO ..... . ... --
Figure 6. Simulation results for multicast. 
Observe that the heuristic algorithms again significantly out~ 
perform the baseline algorithm . 
6. Research Issues 
The experimental results of Section 5 clearly show the 
performance benefits of our heuristic algorithms . However, 
there are scenarios in which some of our heuristics can have 
poor performance. Consider the asymmetric communica-
tion cost matrix ofEq (10), which could be a system with 
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In the optimal broadcast schedule, Po sends the message 
to Pa in step I, and then Pa then sends messages to the other 
nodes in steps 2, 3, and 4. This has a completion time of2.4 
time units. However, the ECEF heuristic sends the message 
from Po to Pi in step I ,Po to P2 in step 2, Po to P4 in step 3, 
and Po to Pa in step 4. The completion time is 8 .4 time units. 
The look-ahead algorithm does find the optimal schedule. It 
chooses the node Pa as the receiver in the first step, since P3 
has a low-cost outgoing edge. 
However, the performance of the look-ahead schedule is 
poor for the communication matrix of Eq (11 ). The algo-
rithm takes 4.1 time units (Po to P 1, P 1 to P2, P2 to Pa, and 
Pa to P4). The optimal schedule takes only 2.2 + 2c time 
units (Po to Pa, Pa to P4, P4 to Pi, P4 to P2). For larger 
systems, the difference between the completion times of the 
look-ahead and optimal schedules can be much higher. 
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However, communication matrices such as Eq (11) do 
not typically occur in real scenarios. Often, C is symmetric. 
The triangle inequality is also usually valid, i.e., 
Ci;$ Cu,+ Ci.;,0 $ k < N (12) 
For such a system, stronger performance bounds than Eq ( 4) 
could be shown. We are investigating this issue. 
We are also investigating new heuristic schedules based 
on the Minimum Spanning Tree(MST) and Steiner Tree al-
gorithms. The steps in our FEF algorithm are identical 
to Prim's MST algorithm. We are currently investigating 
a progressive MST approach. This is an enhancement to 
Prim 's algorithm which accounts for the ready time of each 
node. After each step of the algorithm, some of the edge 
weights are updated to reflect the change in ready times. We 
are also investigating a two-phase approach . During the first 
phase, a MST is constructed. The structure of the MST is 
used to guide the selection of intermediate nodes for the sec-
ond phase, which constructs the heuristic schedule . 
The main difference between the MST problem and 
our broadcast problem is the cost metric . The metric in 
the MST problems is usually the total weight of edges 
in the spanning tree. In contrast, the completion time of 
the broadcast and multicast problems is the time at which 
all nodes have received the message. Delay-constrained 
MST problems, which minimize the maximum delay be-
tween the source and any destination, have also been con-
sidered (15]. However, this metric is also different from 
the completion time. Consider the example of Eq ( 10). 
The delay-constrained algorithm would create a MST with 
edges (Po, Pi), (Po, P2), (Po, Pa), and (Po, P4 ). Although 
the maximum delay is 2.1, the completion time is 8.1 time 
units. In fact, if the triangle inequalityofEq (12) holds, the 
delay-constrained algorithm will always send I D I mes-
sages sequentially from the source to each destination. 
A second difference is that the widely known MST algo-
rithms of Prim and Kruskal were developed for undirected 
graphs . Our progressive and two-phase techniques can build 
upon these techniques if the heterogeneous network is sym-
metric. For asymmetric networks, MST algorithms for di-
rected graphs can be used (8). 
In designing a heuristic, we must give special attention to 
two kinds of nodes: ( a) Nodes which are hard to reach from 
every other node, and are also unable to reach other nodes 
quickly. The message to such a node should be sent early 
in the schedule, so that this communication event does not 
delay the completion time. (b) Nodes which are a little hard 
to reach, but which can reach many other nodes very easily. 
Such nodes should be selected early, so that they can relay 
the message to the other nodes. 
We are therefore exploring an alternating near-far ap-
proach. All nodes are initially sorted in increasing order 
of their ERT. In the first two steps, messages are sent to 
the nearest node (say P; ), and to the farthest node (say Pj ). 
From this point onwards, P; and its recipients will send mes-
sages to the near nodes. This group always selects the near-
est unreached node at every step. P; and its recipients will 
send messages to the far nodes. This group selects the far-
thest unreached node. Such a near-far strategy is likely to 
balance the two conflicting goals discussed above . 
For the multicast problem, we shall enhance our algo-
rithm to relay messages through nodes in the intermediate 
set I, defined in Section 4.3. Our current algorithm does not 
incorporate this aspect. The problem of scheduling multiple 
simultaneous multicasts will also be considered. 
The previous sections have illustrated the use of our 
framework for a specific cost model and performance met-
ric. We now discuss some variations and extensions of these 
components. Our communication model assumed that a 
node can send and receive atmost one message at any time . 
In a non-blocking communication model, this assumption is 
relaxed. After an initial start-up time, the sender can initi-
ate a new message. The first message is completed by the 
network without further intervention by the sender. Thus, a 
node could send out several messages before the first mes-
sage reaches the receiver. Similar assumptions can be made 
at the receiver too. 
We have used the completion time as our performance 
metric. Robustness metrics can be used to measure the abil-
ity of a communication schedule to reach all destinations, 
inspite of intermediate node or link failures. A communica-
tion schedule could increase its robustness measure by send-
ing redundant messages for fault tolerance. Alternatively, 
acknowledgement schemes and time-out parameters could 
be used to detect failures before resending a message over 
a different path. Another candidate metric is the amount of 
transmitted data. 
7. Conclusion 
Efficient communication support is extremely important 
for several distributed computing scenarios, such as col-
laborative multimedia applications and parallel high perfor-
mance computing over the IPG. This paper has introduced 
an analytical framework for designing efficient collective 
communication algorithms. The main components of our 
framework are a communication model to represent the het-
erogeneous network and nodes, performance metrics, and 
scheduling algorithms . Based on this framework, we have 
developed efficient solutions for broadcast and multicast. 
We have also identified several promising research direc-
tions to extend our work. We believe that future work along 
these directions can accelerate the widespread use of dis-
tributed heterogeneous computing. 
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Abstract 
With recent advances in high-speed networks, distributed heterogeneous computing has 
emerged as an attractive computational paradigm. Wide-area grid infrastructures will enable 
distributed applications - such as video conferencing and distributed interactive simulation 
- to seamlessly integrate collections of heterogeneous workstations, multiprocessors, and mo-
bile nodes. The underlying network is typically a collection of several heterogeneous links, of 
different networking technologies. Such a heterogeneous network is also typical in local area 
workstation clusters, which are increasingly being used as alternatives to parallel computing 
systems. This paper introduces a framework for developing efficient collective communication 
schedules over such heterogeneous networks. We focus on application-level communication, 
between processes of a parallel program. Our framework consists of analytical models of the 
heterogeneous system, scheduling algorithms for the collective communication pattern, and 
performance evaluation mechanisms. We show that previous models, which considered node 
heterogeneity but ignored network heterogeneity, can lead to solutions which are worse than 
the optimal by an unbounded factor. We then introduce an enhanced communication model, 
and develop three heuristic algorithms for the broadcast and multicast patterns. The com-
pletion time of the schedule is chosen as the performance metric. The heuristic algorithms 
are FEF (Fastest Edge First), ECEF (Earliest Completing Edge First), and ECEF with 
look-ahead. For small system sizes, we find the optimal solution using exhaustive search. 
Our simulation experiments indicate that the performance of our heuristic algorithms is 
close to optimal. For performance evaluation of larger systems, we have also developed a 
simple lower bound on the completion time. Our heuristic algorithms achieve significant 
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performance improvements over previous approaches. 
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broadcast, multicast. 
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1 Introduction 
With recent advances in high-speed networks, distributed heterogeneous computing has 
emerged as an attractive computational paradigm. Computational grids !4) are emerging 
as an infrastructure that will connect distributed computational sites worldwide. This in-
frastructure would create a universal source of computing power, thereby providing per-
vasive and inexpensive access to advanced computational capabilities. A typical grid-based 
distributed computing system will consist of a collection of heterogeneous workstations, mul-
tiprocessors, and mobile nodes. These nodes communicate with one another using a common 
set of protocols over different types of communication links, such as ATM, FDDI, Ethernet, 
and wireless channels. An example of such a system is shown in Figure 1. Such a distributed 
computing system is heterogeneous both in the computing nodes and in the communication 
network. 
The availability of high-speed wide-area networks has also enabled collaborative multime-
dia applications such as video conferencing, distributed interactive simulation, and collabora-
tive visualization. For example, the FACE project [20) organized world-wide teleconferences 
among agents in J a.pan, USA, and the UK. The part icipating sites in these appli cations 
exchange large volumes of multimedia data, such as voice and video. Using the Internet, 
messages were propagated in about 60 msec between sites in Japan, while it took about 240 
msec between Japan and Europ e [20]. 
is parallelized across a local area workstation cluster. Several 
Cluster computing is yet another paradigm that has been motivated by the availability 
of fast networks. The performance of recent networking technologies such as Fibre-Channel, 
4 
Gigabit Ethernet, and ATM is comparable to that of the interconnection networks within 
high-end parallel computers. Applications can therefore be parallelized over a local area. clus-
ter, at a cost much lesser than that of a parallel machine. Due to the variety of networking 
technologies available, typical local area networks consist of several kinds of links. Commu-
nication among application processes would therefore be performed over this heterogeneous 
collection of networks. Recent research efforts have investigated techniques to improve com-
munication performance in such a scenario. Two techniques were investigated by researchers 
at the University of Minnesota. The Performance Based Path Selection {PBPS) technique 
selects one of the networks to be used for a communication event, depending on the size of the 
message. The Aggregation technique uses multiple networks at the same time, by breaking 
up the message into multiple parts and sending these parts over different networks [11, 12). 
Experimental evaluation of different networking technologies in a NOW environment was 
also done at the Ohio State University. Networking technologies such as SCRAMNet, Fast 
Ethernet, and Myrinet were individually evaluated by sending a message between two nodes. 
It was observed that no single networking technology is the best for all message lengths. Re-
searchers are investigating whether multiple networking technologies with complimentary 
features can be used together to improve the overall performance (10, 15). 
In each of the above scenarios, viz., distributed high performance computing, collabo-
rative multimedia applications, and heterogeneous workstation clusters, it is extremely im-
portant to efficiently perform group communication over a heterogeneous network. Typical 
group communication patterns are multicast, broadcast, and total exchange. In the multi-
cast pattern, a source node sends the same message to a subset of nodes in the system. The 
5 
broadcast pattern is a special case of multicast where the message is sent from a source to all 
the other nodes. In the total exchange communication pattern, every node sends a distinct 
message to every other node. The goal is to optimize a specified performance measure, eg., 
minimize the time at which all the messages have been delivered. 
Several research projects, such as MSHN 116], Globus [8], and Legion [9], are devel-
oping toolkits and infrastructure support to enable the use of distributed heterogeneous 
systems for high performance computing. The issue of data dissemination middleware for 
wide-area network collaboratories is also being investigated [14]. Our research is a part of 
the MSHN project [16], which is a collaborative effort between DoD (Naval Postgraduate 
School), academia (NPS, USC, Purdue University), and industry (NOEMIX). MSHN (Man-
agement System for Heterogeneous Networks) is designing and implementing a Resource 
Management System (RMS) for distributed heterogeneous and shared environments. The 
goal is to schedule shared compute and network resources among individual applications so 
that their QoS requirements are satisfied. 
In this paper, we develop efficient algorithms for broadcast and multicast in heteroge-
neous computing environments . These communication patterns occur in several scientific, 
commercial, as well as military applications. In the battlefield, rapid dissemination of work 
orders, threat scenarios, and emergency messages is critical [21]. A global satellite and 
ground-based networks are used in military battlefield to broadcast messages. The satellite 
sends the message to a group of base stations as it passes over them. The base stations then 
co-operatively broadcast the message to the other destinations over ground-based networks . 
In the past, broadcast and multicast problems have been studied extensively in the context 
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of homogeneous and worm-hole routed networks [17). Similarly, multicast protocols such as 
CBT, DVMRP, and PIM are now being deployed in wide-area networks. However, these 
techniques are not appropriate for the distributed network scenarios that we consider in this 
paper. For example, flooding is a technique where a node simultaneously sends the broad-
cast message to all its neighbors. The receiving nodes "flood" their neighbors in turn, until 
the message is received by all nodes. Some of the nodes could receive the message multiple 
times, depending on the network topology. Such techniques will not be efficient in wide-area 
heterogeneous networks, since each point-to-point communication event incurs an additional 
communication cost. Further, this will also introduce extra network congestion. 
Recent research efforts [2] have investigated the problem of efficient broadcast and mul-
ticast in a network of heterogeneous workstations. The heterogeneity in the communication 
capabilities of the workstations was represented by associating a message initiation cost with 
ea.ch workstation. However, heterogeneity in the network was not considered. Based on this 
communication cost model, heuristic algorithms were developed for the broadcast and mul-
ticast problems. The heuristics achieve near-optimal performance for up to 10 nodes. In 
Section 2, we show that such a communication model can be very ineffective in a system 
with a heterogeneous network. We give examples where the completion time of a broadcast 
schedule using such a model is larger than the optimal completion time by an unbounded 
factor. It is therefore necessary to use a communication framework that considers hetero-
geneity in both the nodes and network links. Section 3 introduces our new communication 
model and framework . Our model represents the communication cost between two nodes Pi 
and Pi using two parameters: (i) a start-up time which accounts for the message initiation 
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cost at Pi, and the network latency from P; to P;, and (ii) a data transmission cost which 
depends on the message size and the bandwidth from P; to Pi. Using this model, we can 
consider the distributed system to be a fully connected network with a communication cost 
Cij between every pair of nodes P; and Pr We do not assume a symmetric network, i.e., 
Ci;# C;i• 
Since the problem of finding the optimal broadcast schedule in such a heterogeneous 
system is NP-complete, we have developed heuristic algorithms based on our communication 
framework. Our heuristic algorithms produce near optimal solutions for up to 10 nodes when 
tested with random networks. For larger size systems, it is extremely time consuming to 
compute the optimal solution. We have therefore developed a lower bound on the completion 
time. We evaluate the different heuristics by comparing their completion time with the lower 
bound. 
The rest of the paper is organized as follows. In Section 2, we discuss related work and its 
shortcomings. Section 3 presents our formal model and general framework for collective com-
munication in heterogeneous distributed computing environments. In Section 4, we present 
several heuristic algorithms for the broadcast and multicast problems. Section 6 compares 
the performance of our heuristics with previous algorithms, using simulation results. Section 
7 identifies future research directions. 
2 Shortcomings of Previous Research 
Collective communication in homogeneous workstation networks and tightly coupled par-
allel systems has been thoroughly researched over the years . Communication libraries for 
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frequently used patterns such as total exchange, one-to-all broadcast, all-to-all broadcast, and 
gather have been developed [1, 3, 22, 23j. 
However, collective communication in heterogeneous systems has not been investigated 
until very recently [13, 2j. The Efficient Collective Operations (ECO) [13] package was 
developed for networks of heterogeneous workstations. It implements the same functionality 
as the collective communication suite in the MPI standard. The ECO approach consists 
of first partitioning the network into subnets. A subnet consists of hosts which are in 
the same physical network. The collective communication then proceeds in two phases, 
inter-subnet and intra-subnet. However, such a two-phase strategy does not always ensure 
efficient implementations of collective communication patterns. This is especially true if the 
the inter-subnet links are much slower than the intra-subnet links. Implementations of MPI 
on the Grid have also been investigated (5]. However, the problem of efficiently implementing 
collective communication was not studied in detail. 
Banikazemi et. al. [2] identified the important problem of performing efficient broadcast 
and multicast among a cluster of heterogeneous workstations . A homogeneous network was 
assumed. Their communication model associates a message initiation cost n with each 
of the P workstations. n is incurred whenever the ith workstation (~) sends a message, 
independent of the identity of the receiving workstation . Based on this communication cost 
model, it was shown that broadcast schedules based on binomial trees, which achieve good 
results in homogeneous systems, can be very ineffective. A P - 1 step heuristic algorithm, 
called Fastest Node First (FNF), was developed. Each step of the heuristic selects a sender 
and a receiver . The receiver is the node with the lowest Ti among the remaining receivers. 
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The sender is the node that can complete the communication event at the earliest possible 
time. The FNF heuristic was evaluated for systems with up to 10 nodes [2]. For the examples 
considered, the completion time of the FNF heuristic was very close to the optimal. 
However, there are scenarios where the performance of the FNF heuristic can be sub~ 
optimal. Consider the example where the source has cost 1, there are n nodes with costs 
n, n + 1, n + 2, ... , 2n - 1, and 2n slow nodes with very high costs. In the optimal schedule, 
the source would first send n messages to nodes with cost 2n - 1, 2n - 2, .. . , respectively. 
At time n, the node with cost n has received the message from the source. Immediately 
after receiving the message, each of these nodes initiates a message to one of the slow nodes. 
During the time interval [n, 2n], the source sends n more messages to the remaining slow 
nodes. The schedule completes at time 2n. 
In the FNF schedule, the source will send messages to nodes with cost n, n + 1, ... , 2n-1 
respectively. At time n, n nodes will have received the message. If each node immediately 
initiates a new message, each of the nodes with costs n to 3; can reach a slow node by 
time 2n. During the time interval [n, 2n), the source sends n more messages to n of the 
slow nodes. Thus, at time 2n, ~ of the slow nodes have not yet received the message. The 
schedule takes i extra time units to complete. For large values of n, the completion time of 
the FNF schedule is much larger than the optimal. 
A more significant shortcoming of [2] was the assumption of the homogeneous network. In 
a typical heterogeneous system, the communication cost depends both on the communication 
capability of the workstations as well as the network performance. Our paper investigates 
the impact of heterogeneity in both these aspects. We first illustrate the importance of 
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considering network heterogeneity, using a.n example. Consider a system with 3 nodes, and 
pairwise communication costs as shown in Eq (1). The (i,j) th. entry of C (0 ::; i,j < 3) 
denotes the time to send the broadcast message from node Pi to P;. This includes the 
message initiation cost on node Pi and also the network latency from I{ to P;. Section 3 
discusses this communication model in detail. Node Po is the source. 
[ 
0 10 995 l 
C = 2000 0 10 
70 5 0 
(1) 
To develop a communication schedule based on node heterogeneity alone, we associate a 
communication cost ~ with each node. This is calculated as the average send cost from node 
Pi to all the other nodes. Thus, in Eq (1), To= 335, T1 = 670, T2 = 25. We can now use the 
FNF heuristic [2) for this problem. Since the heuristic operates on a modified version of the 
input data (i.e., the average communication costs), we call this the modi:fi.ed FNF heuristic. 
For the example of Eq (1), the heuristic begins with node Po as the only sender. In the 
first step, A is selected as the receiver. The communication from P0 to P2 takes 995 time 
units. Both these nodes are ready to send the next message at time 995. In the next step, 
node P2 is selected as the sender and Pi is selected as the receiver. This communication event 
takes 5 time units. The broadcast therefore takes 1000 time units to complete . Figure 2(a) 
shows this communication schedule. 
However, it is easy to see that the optimal schedule takes only 20 time units. In the first 
step, Po sends a message to Pi in 10 time units . In the next step, Pi sends a message to P2 
in 10 time units. This schedule is shown in Figure 2(b). Thus, the use of a single message 
initiation cost for each node results in a communica t ion schedule which is 50 times worse 
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than the optimal schedule for this example. In the above example, we used the average 
send cost from each sender as its communication cost. Alternatively, we could have used the 
minimum send cost of each sender as its communication cost Ti. Io Eq (1), the costs would 
then be T0 = 10, T1 = 10, T2 = 5. It can be easily verified that the modified FNF heuristic 
again takes 1000 time units to complete. 
The performance of the modified FNF heuristic would be still worse if the value of C2,o 
was larger. For example, if C 2.o was 9995 instead of 995, the completion time would have 
been 10000 time units, i.e. 500 times the optimal completion time. We summarize this 
observation in the following lemma. 
Lemma I In the presence of a heterogeneous network, there exist input instances for which 
the ratio of the completion time of the modified FNF heuristic to the optimal completion time 
is unbounded. 
Thus, communication models which consider only node heterogeneity can result in arbi-
trarily bad performance. It is therefore important to consider both node heterogeneity and 
network heterogeneity when designing communication algorithms for the broadcast prob-
lem. 
3 A Communication Framework for Distributed Het-
erogeneous Systems 
We now present our communication scheduling framework for distributed heterogeneous 
systems. The framework consists of four main components: (a) A communication model, 
(b) A scheduling formalism, ( c) Scheduling heuristics, and ( d) Performance metrics. In this 
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section, we describe an enhanced communication model which incorporates node and network 
heterogeneity. Section 4 describes our formalism and heuristic algorithms for broadcast and 
multicast based on this model. The performance metric used in this paper is the completion 
time. Other candidate metrics are discussed in Section 8. 
3.1 Communication Model 
Consider a distributed heterogeneous system (Figure 1) with P nodes . We represent the 
computing nodes and network links in such a system using a directed graph G with P 
vertices. An edge ( v;, Vj) in G represents the path between nodes ~ and Pj, which could 
include links from multiple networks of different latencies and bandwidths. The weight C;; 
of edge (v;, Vj), (O ~ i,j < P) represents the time to send the broadcast message from~ to 
P;. If there exists at least one path between every pair of nodes in the system, G will be a 
complete graph. The graph is not necessarily symmetric, i.e. C;j #, Ci;, in general. Figure 3 
shows an example graph G with P = 5 nodes. The graph is symmetric in this example. The 
information can also be represented as a P x P communication matrix C, with entries C;j, 
as shown in Eq {1). 
Our communication model represents the network performance between any processor 
pair ( P;, Pi) using two parameters: a start-up cost T;j and a data transmission rate Bi; . 
The time for sending a m byte message between these nodes is given by 11i + B~ . A similar ., 
communication model has been widely used for tightly-coupled homogeneous distributed 
memory systems with good results {24]. In networked heterogeneous systems, typical values 
for the start-up cost could be in the range of 10 to 500 µs, while typical values for the 
bandwidth could be in the range of kb/s to hundreds of Mb/s . Note that the communication 
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time depends on the identities of both the sender and receiver, unlike previous models 12]. 
The model thus enables a realistic estimate of the communication time between any pair of 
nodes. 
Tables 1 and 2 are examples of measured network performance on the GUSTO testbed 
of the Globus distributed heterogeneous system [6]. The table shows five of the GUSTO 
sites: NASA AMES, Argonne National Lab, University of Indiana, USC-ISi, and NCSA. 
Observe that the network performance varies considerably between different pairs of nodes, 
and depends on both the source and destination. For instance, the bandwidth between 
USC-ISi and AMES is much larger than the bandwidth between USC-ISI and IND. Previous 
communication models [2j, which assume that the communication time from node Pi to node 
Pj is independent of Pj and depends only on the source node Pi, are therefore unlikely to be 
effective for such systems. 
Our model assumes that a node is allowed to simultaneously participate in at most one 
send and one receive operation. When a node has multiple messages to send, it performs 
these send operations one after another. Current hardware and software do not easily enable 
multiple messages to be transmitted simultaneously. Software support for non-blocking and 
multithreaded communication sometimes allows applications to initiate multiple send and 
receive operations. However, all these operations are eventually serialized by the single 
hardware port to the network. Our model accurately represents this phenomenon. 
If multiple nodes simultaneously send to any node P;, we say that node contention 
occurs at P;. The model assumes that these messages are received one after the other at P;. 
The validity of this assumption can be seen by examining the events involved in a message 
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transmission from Pi to P;. A control message is first transmitted by P;. The actual data 
is sent only after this control message is acknowledged by P; . If P; is busy receiving from a 
different node, it sends the acknowledgement to P; only after completing the previous receive 
operation. 
Based on the network performance parameters and our communication model, we can 
calculate the communication time to send the broadcast message between any pair of nodes 
in the heterogeneous network. This information is used to determine the edge weights of G 
and the entries of the communication matrix C. The communication matrix for broadcasting 
a 10 MByte message over the network of Tables 1 and 2 is shown in Eq (2). Entries are in 
sec. 
0 156 325 39 205 
156 0 163 115 33 
C= 325 163 0 257 179 (2) 
39 115 257 0 16 
205 33 179 16 0 
4 Heuristics for Broadcast and Multicast 
Our algorithms for the broadcast and multicast problems can be described using a set-based 
formalism. The P nodes are partitioned into three sets, A, B, and I . At any time, set A 
consists of nodes which have already received the message. Set B consists of nodes which 
must receive the message in the future. I contains the other nodes. Initially, set A consists 
of the source node while set B consists of the destination nodes for the multicast, i.e. B=D. 
For the broadcast problem, I = <J,. 
At every step, a sender from A and a receiver from B are chosen. For the multicast 
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problem, the message could also be relayed through one of the nodes in I, if this path incurs 
lower communication time. After each communication event, the receiver node (and the 
intermediate node, if one was chosen) is moved to A. The communication schedule involves 
I D I such steps. We now present the baseline algorithm and our FEF, ECEF, and look-ahead 
heuristics. 
Baseline Algorithm: 
We use the modified FNF heuristic [2] as a baseline algorithm. This algorithm associates a 
single communication cost with each node rather than a distinct cost for each pair of nodes . 
We use the average send cost from node Pi to all the other nodes as its communication cost 
Ti, The FNF heuristic algorithm [2] consists of P - 1 steps. At every communication step, 
the node from B with the lowest T, is chosen as the receiver. A sender is chosen such that 
the communication event can be completed at the earliest possible time. This is the node 
Pi which has the minimum value of 
(3) 
where R. is the ready time of the sender P;. 
Fastest Edge First (FEF): 
Each step of our FEF heuristic selects the smallest weight edge (i,j ) where P; belongs to A 
and P; belongs to B. The choice of the edge determines both the sender and receiver node for 
the corresponding communication step. P; is then moved from B to A. The communication 
step starts at R;, and takes C ;,; time units. During this time, both P, and Pi are busy. 
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The algorithm initially sorts the outgoing edges from each node in increasing order of 
their weights . This phase takes 0( P2 log P) time . The senders in A are then sorted in 
increasing order of their minimum weight outgoing edge. The new node added to set A at 
every step is inserted into the sorted sender list based on its minimum weight outgoing edge. 
The algorithm terminates after all the destination nodes have been moved to A. This involves 
P - l steps for the broadcast algorithm and a maximum of P - 1 steps for the multicast 
algorithm. The running time for this phase is also 0( P2 log P). The overall running time of 
the FEF heuristic is therefore 0( P2 log P). 
Figure 4 shows the steps in the FEF heuristic for the broadcast problem in the five node 
system of Figure 3. Figure 4( a) shows the initial situation when set A contains only the 
source node, and set B contains the other nodes. The figures show the edge weights of only 
the edges in the A-B cut. Figures 4(b)-4(d) show the sequence in which the FEF heuristic 
moves edges from B to A. Figure 5 shows the broadcast tree for this schedule. 
Earliest Completing Edge First (ECEF): 
The structure of our ECEF heuristic algorithm is similar to the FEF heuristic . At every 
step, an edge (i,j) is selected, where P; belongs to A and Pi belongs to B. The choice of the 
edge considers both the weight of the edge and the ready time of the sender. The chosen 
communication event is the one that can complete earliest. Thus, the chosen edge is the one 
that minimizes the sum 
(4) 
over all senders P; and receivers P;, where ~ is the ready time of sender P;. As in the 
17 
FEF heuristic, a sorted list of senders is maintained. The senders are sorted based on both 
their ready time and their minimum weight outgoing edge. The heuristic has a running time 
of O(P 2 log P). 
Look-ahead Algorithm: 
Our look-ahead algorithm is an enhanced version of the ECEF heuristic. At each step of the 
heuristic, a look-ahead value Li is calculated for each node P; in B . This value quantifies the 
"goodness" of moving node P; from B to A. At each step, the algorithm first computes the 
value of L; for all nodes in B. As in the ECEF heuristic, an edge is then selected from the 
A-B cut. The chosen edge is the one that minimizes the sum 
R; + C; ,; + L; (5) 
The look-ahead function can be defined in several ways. We have used the following 
look-ahead measure. 
L · = min C· 1c , PkEB ,. (6) 
Thus, for a given node Pi in B, the minimum communication cost from itself to all the 
other nodes in B is used as the look-ahead value. Intuitively, such a look-ahead function 
increases the usefulness of P, as a sender, if it is moved to A . 
The running time of the look-ahead algorithm is O(P 3), since the evaluation of the look-
ahead measure for each element of B at every step takes O(P). Alternative look-ahead 
functions can also be used, such as the average of the communication costs from P; to other 
nodes in B. Li could also be calculated as the average cost of senders to receivers, assuming 
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that Pj is made a sender. This look-ahead function has a computational complexity of 
O(P 2 ), and the overall running time will therefore be O(P 4 ). Our experiments in Section 6 
use the look-ahead measure of Eq (6). 
5 Performance Evaluation 
We evaluate the performance of our heuristic algorithms using a simulator. For performance 
comparison, the modified FNF algorithm is used as a baseline algorithm. We also define be-
low a lower bound on any communication schedule for the broadcast and multicast problems. 
For small system sizes, the optimal schedule is also computed. 
5.1 A Lower Bound 
Let Po be the source of the broadcast or multicast operation, and D represent the set of 
destination nodes. D C {A, P2, ... , Pp_i} for multicast, while D = {A, P2 , ... , Pp_i} for 
broadcast. For each node f'i in D, we can compute the shortest path from the source node 
Po to Pi, The weight of this path represents the earliest time at which the broadcast message 
from P0 can reach Pi. This is therefore called the Earliest Reach Time of node Pi, denoted 
as ERT;. 
Lemma 2 A lower bound on any communication schedule for the broadcast or multicast 




Proof: We know that ERTi represents the earliest time at which node Pi can be reached . 
From the definition of the broadcast and multicast communication pattern, the message 
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must reach every node in D. Hence, no communication schedule can complete until the node 
with the maximum ERT is reached. Eq (7) therefore gives a lower bound on the completion 
time. D 
The lower bound is not tight, since it assumes that the messages from the source to each 
destination can proceed in parallel. Thus, the optimal completion time could be significantly 
larger than the lower bound. 
Lemma 3 For any instance of the multicast or broadcast problem, the optimal completion 
time is bounded by ID I xLB, i.e., 
OptimalC or;:;letionTime :SI D I (8) 
Further, this ratio is tight. 
Proof: The lower bound LB of Eq (7) is the communication time to send the message from 
the source to the farthest node. Thus, the communication time to send a message from the 
source to any node is :S LB. We can always construct a communication schedule in which 
the source sequentially sends ID I messages to all the destinations. The I D I communication 
steps can therefore be completed in atmost LB x I D I time units. 
To prove that the ratio is tight, consider the broadcast problem on the communication 
cost matrix of Eq (9). 







In this matrix, Co; = 10, (0 < j < P). Also, Cij = 100, (0 < i < P, i :/; j). The diagonal 
entries C ii = 0, (0 ~ i < P). The shortest path to every node Pi is the direct path (Po,~). 
The lower bound would be the maximum outgoing edge from P0 , i.e ., 10. However, the 
optimal schedule has a completion time of 10 ID I• Thus, there exist examples wherein the 
optimal completion time is I D I times as large as our simple lower bound . D 
5.2 Computing the ~ptimal Schedule 
The possible number of communication schedules for a broadcast or multicast problem in-
stance with P nodes is exponential in P. The completion times of these schedules can vary 
considerably, depending on the performance of the heterogeneous network links. Finding the 
optimal communication schedule is an NP-Complete problem . However, for systems with 
a small number of nodes, we can find the optimal schedule using exhaustive search. Our 
algorithm, which uses a branch-and-bound strategy, computes the optimal solution for up 
to 10 nodes in a reasonable amount of time. For small system sizes, we shall compare the 
performance of our heuristic algorithms with the optimal solution. 
6 Experimental Results 
We have developed a software simulator that executes the heuristic algorithms of Section 4, 
and calculates the completion time for each of them . The inputs to the simulator are the 
number of nodes, the size of the message to be broadcast or multicast, and the range of 
start-up times and bandwidths in the heterogeneous network. The simulator generates a 
random communication matrix based on these parameters. For the case of multicast, the 
number of destinations is given as input , and the simulator randomly chooses destination 
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nodes. The simulator then executes the steps in the heuristic algorithms for 1000 random 
input configurations. Finally, the simulator reports the average completion time for each 
heuristic. 
Figures 6 and 7 compare the performance of the different communication scheduling 
heuristics for the broadcast problem with a message size of 1 MB. The pairwise network 
latencies and bandwidths are chosen in the ranges of 10 µsec to 1 msec, and lOkB J s to 
200M B / s respectively. The graph shows the completion time for the baseline algorithm, the 
FEF, ECEF, and look-ahead heuristics, and our simple lower bound. For small system sizes 
(upto 10 nodes), the optimal completion time is also shown. Since our lower bound is not 
tight, it is typically much lesser than the optimal completion time . The graph shows that the 
completion time of our heuristic algorithms is always close to the optimal. The ECEF and 
look-ahead algorithms have a lower completion time than that of the FEF heuristic. The 
completion time of the baseline algorithm is significantly larger than that of the other heuris-
tics. This shows the benefit of using a communication model which accurately represents 
heterogeneity in the network, as well as in the nodes . 
The performance advantage of our heuristic algorithms over the baseline algorithm can 
also be seen in Figure 8. Figures 8 and 9 consider a system with two distinct geographically 
distributed clusters. It is assumed that half the nodes are in the first cluster, while the other 
nodes are in the second cluster. The heterogeneous network is assumed to be fast within 
each cluster, but is slow across clusters . For the intra-cluster networks, the latencies and 
bandwidths are in the ranges of 10 µsec to 1 msec, and l0M BJ s to 200M B / s respectively. 
For the inter-cluster networks, the latencies and bandwidths are in the ranges of lmsec to 
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20msec, and lOkB / s to 50kB / s respectively. As before, the size of the broadcast message 
is 1 MB. 
Figure 10 shows the completion time for multicast in a 100 node system. The number of 
multicast destinations is increased from 5 to 90. For the case of k destinations, 1000 exper-
iments are performed with k randomly chosen destinations. The average completion time is 
plotted in Figure 10. Observe that the heuristic algorithms again significantly outperform 
the baseline algorithm. 
7 Research Issues 
The experimental results of Section 6 clearly show the performance benefits of our heuristic 
algorithms. However, there are scenarios in which some of our heuristics can have poor 
performance. Consider the asymmetric communication cost matrix of Eq (10), which could 







2 2 2.1 2 
0 100 100 100 
100 0 100 100 
0.1 0.1 0 0.1 
100 100 100 0 
(10) 
In the optimal broadcast schedule, Po sends the message to P3 in step 1, and then P3 
then sends messages to the other nodes in steps 2, 3, and 4. This has a completion time of 
2.4 time units. However, the ECEF heuristic sends the message from P0 to Pi in step l,P 0 
to P2 in step 2, Po to P4 in step 3, and Po to P3 in step 4. The completion time is 8.4 time 
units. The look-ahead algorithm does find the optimal schedule. It chooses the node P3 as 
the receiver in the first step, since P3 has a low-cost outgoing edge. 
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However, the performance of the look-ahead schedule is poor for the communication 
matrix of Eq (11). The algorithm takes 4.1 time units (Po to Pi, P1 to P2, P2 to P3, and P3 
to P4). The optimal schedule takes only 2.2 + 2e time units (Po to P3, P3 to P4, P4 to Pi, P4 
to P2). For larger systems, the difference between the completion times of the look-ahead 
and optimal schedules can be much higher. 
0 1 1 1.1 100 
100 0 1 100 100 
C= 100 100 0 1 100 (11) 
100 100 100 0 1.1 
€ € € € 0 
However, communication matrices such as Eq (11) do not typically occur in real scenarios. 
Often, C is symmetric. The triangle inequality is also usually valid, i.e., 
(12) 
For such a system, stronger performance bounds than Eq (8) could be shown. Proving these 
performance bounds is an interesting research direction. 
It is also interesting to explore new heuristic schedules based on the Minimum Spanning 
Tree(MST) and Steiner Tree algorithms. The steps in our FEF algorithm are identical to 
Prim's MST algorithm [18J. We are currently investigating a progressive MST approach. 
This is an enhancement to Prim's algorithm which accounts for the ready time of each node. 
After each step of the algorithm, some of the edge weights are updated to reflect the change 
in ready times. We are also investigating a two-phase approach. During the first phase, a 
MST is constructed . The structure of the MST is used to guide th e selection of intermediate 
nodes for the second phase, which constructs the heuristic schedule. 
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The main difference between the MST problem and our broadcast problem is the cost 
metric. The metric in the MST problems is usually the total weight of edges in the span-
ning tree. In contrast, the completion time of the broadcast and multicast problems is 
the time at which all nodes have received the message. Delay-constrained MST problems, 
which minimize the maximum delay between the source and any destination, have also been 
considered (19). However, this metric is also different from the completion time. Consider 
the example of Eq (10). The delay-constrained algorithm would create a MST with edges 
{Po, Pi), (Po, P2), (Po, Pa), and (Po, P4). Although the maximum delay is 2.1, the completion 
time is 8.1 time units. In fact, if the triangle inequality of Eq (12) holds, the delay-constrained 
algorithm will always send I D I messages sequentially from the source to each destination. 
A second difference is that the widely known MST algorithms of Prim and Kruskal were 
developed for undirected graphs. Our progressive and two-phase techniques can build upon 
these techniques if the heterogeneous network is symmetric. For asymmetric networks, MST 
algorithms for directed graphs can be used (7J. 
In designing a heuristic, we must give special attention to two kinds of nodes: (a) Nodes 
which are hard to reach from every other node, and are also unable to reach other nodes 
quickly. The message to such a node should be sent early in the schedule, so that this 
communication event does not delay the completion time . (b) Nodes which are a little hard 
to reach, but which can reach many other nodes very easily. Such nodes should be selected 
early, so that they can relay the message to the other nodes. 
An alternating near-far approach would balance these two conflicting goals. All nodes 
are initially sorted in increasing order of their ERT . In the first two steps, messages are sent 
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to the nearest node (say P;), and to the farthest node (say P;) . From this point onwards, 
P; and its recipients will send messages to the near nodes. This group always selects the 
nearest unreached node at every step. P; and its recipients will send messages to the far 
nodes. This group selects the farthest unreached node. Such a near-far strategy is likely to 
balance the two conflicting goals discussed above. 
For the multicast problem, an enhanced algorithm which can relay messages through 
nodes in the intermediate set I, must be considered. Our current algorithm does not incor-
porate this aspect. The problem of scheduling multiple simultaneous multicasts will also be 
considered. 
The previous sections have illustrated the use of our framework for a specific cost model 
and performance metric . We now discuss some variations and extensions of these compo-
nents. Our communication model assumed that a node can send and receive atmost one 
message at any time. In a non-blocking communication model, this assumption is relaxed. 
After an initial start-up time, the sender can initiate a new message. The first message is 
completed by the network without further intervention by the sender . Thus, a node could 
send out several messages before the first message reaches the receiver. Similar assumptions 
can be made at the receiver too. 
We have used the completion time as our performance metric. Robustness metrics can be 
used to measure the ability of a communication schedule to reach all destinations, inspite of 
intermediate node or link failures . A communication schedule could increase its robustness 
measure by sending redundant messages for fault tolerance. Alternatively, acknowledgement 
schemes and time-out parameters could be used to detect failures before resending a message 
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over a different path. Another candidate metric is the amount of transmitted data. 
8 Conclusion 
Efficient communication support is extremely important for several distributed comput-
ing scenarios. Examples are collaborative multimedia applications, parallel computing over 
workstation clusters, and high performance computing over computational grids. This pa-
per has introduced an analytical framework for designing efficient collective communication 
algorithms. The main components of our framework are a communication model to rep-
resent the heterogeneous network and nodes, a scheduling formalism, performance metrics, 
and scheduling algorithms. Based on this framework, we have developed efficient solutions 
for broadcast and multicast. We have also identified several promising research directions 
to extend our work. We believe that future work along these directions can accelerate the 
widespread use of distributed heterogeneous computing. 
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AMES ANL IND USC-ISi NCSA 
AMES 34.5 89.5 12 42 
ANL 34.5 20 26.5 4.5 
IND 89.5 20 42.5 21.5 
USC-ISi 12 26.5 42.5 29.5 
NCSA 42 4.5 21.5 29.5 
Table 1: Latency (ms) between 5 GUSTO sites. 
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AMES ANL IND USC-IS! NCSA 
AMES 512 246 2044 391 
AKL 512 491 693 2402 
IND 246 491 311 448 
USC-ISi 2044 693 311 4976 
NCSA 391 2402 448 4976 










































Figure 2: Broadcast schedules for the example in Eq (1): (a) Modified FNF schedule (b) Op-
timal schedule. The time values a.t each node represent the times at which the node is ready 
to send to another destination. 
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Figure 3: Directed graph G for a. 5 node system . 
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Figure 5: Broadcast tree for the FEF communication schedule of Figure 4. The time values 
at each node represent the times at which the node is ready to send to another destination . 
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Broadcast in a heterogeneoos ystem 




Left to Right Baseline, 
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ECEF With Lookahead, 
Optimal Algorithm, 
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Figure 6: Simulation results for broadcast in a heterogeneous system. 
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Figure 7: Simulation results for broad cast in a heterogeneous system. 
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Figure 8: Simulation results for broadcast m a heterogeneous system with 2 distributed 
clusters. 
40 
x 10• Broadcast ,n a heterogene011S system wilh two distributed dusters 
1s;;.-T--.-T"""--r- - -r---,......-"""'T---,..--T"""---,,----...---, 
Left to Right: 8aseline, 
FEF,ECEF, 
ECEF With Lookahead, 
LowerBound 
15 20 25 30 40 50 60 70 
Number of Nodes 
80 90 100 
Figure 9: Simulation results for broadcast in a heterogeneous system with 2 distributed 
clusters. 
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Figure 10: Simulation results for multicast. 
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Figure 1: A typical distributed heterogeneous system. 
Figure 2: Broadcast schedules for the example in Eq (1): (a) Modified FNF schedule (b) 
Optimal schedule. The time values at each node represent the times at which the node is 
ready to send to another destination. 
Figure 3: FEF communication schedule for the 4 node example of Eq (2). 
Figure 4: Simulation results for broadcast in a heterogeneous system. 
Figure 5: Simulation results for broadcast in a heterogeneous system. 
Figure 6: Simulation results for broadcast in a heterogeneous system with 2 distributed 
clusters. 
Figure 7: Simulation results for broadcast in a heterogeneous system with 2 distributed 
clusters. 
Figure 8: Simulation results for multicast. 
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ABSTRACT 
Mixed-machine heterogeneous computing (HC) environments utilize a distributed 
suite of different high-performance machines, interconnected with high-speed links 
to perform different computationally intensive applications that have diverse compu-
tational requirements. HC environments are well suited to meet the computational 
demands of large, diverse groups of tasks. The problem of mapping ( defined as match-
ing and scheduling) these tasks onto the machines of a distributed HC environment 
has been shown, in general, to be NP-complete, requiring the development of heuris-
tic techniques. Selecting the best heuristic to use in a given environment, however, 
remains a difficult problem, because comparisons are often clouded by different un-
derlying assumptions in the original studies of each heuristic. Therefore, a collection 
of eleven heuristics from the literature has been selected, adapted, implemented, and 
analyzed under one set of common assumptions. It is assumed that the heuristics de-
rive a mapping statically (i.e., off-line). It is also assumed that a meta-task (i.e., a set 
of independent, non-communicating tasks) is being mapped, and that the goal is to 
minimize the total execution time of the meta-task. The eleven heuristics examined 
are Opportunistic Load Balancing, Minimum Execution Time, Minimum Completion 
Time, Min-min, Max-min, Duplex, Genetic Algorithm, Simulated Annealing, Genetic 
Simulated Annealing, Tahu, and A*. This study provides one even basis for compar-
ison and insights into circumstances where one technique will out perform another. 
The evaluation procedure is specified, the heuristics are defined, and then comparison 
results are discussed. It is shown that for the cases studied here, the relatively simple 




Mixed-machine heterogeneous computing (HC) environments utilize a distributed 
suite of different high-performance machines, interconnected with high-speed links to 
perform different computationally intensive applications that have diverse computa-
tional requirements [FrS93, MaB99, SiD97). The general problem of mapping (i.e., 
matching and scheduling) tasks to machines in an HC suite has been shown to be 
NP-complete [Fer89, IbK77]. Heuristics developed to perform this mapping function 
are often difficult to compare because of different underlying assumptions in the orig-
inal studies of each heuristic [BrS98). Therefore, a collection of eleven heuristics from 
the literature has been selected, adapted, implemented, and compared by simulation 
studies under one set of common assumptions. 
To facilitate these comparisons, certain simplifying assumptions were made. For 
these studies, let a meta-task be defined as a collection of independent tasks with 
no data dependencies (a given task, however, may have subtasks and dependencies 
among the subtasks). For this case study, it is assumed that static (i.e., off-line or 
predictive) mapping of meta-tasks is being performed. The goal of this mapping 
is to minimize the total execution time of the meta-task. Static mapping is useful 
for predictive analyzes (e.g., planning work for the next day), impact studies (e.g., 
determining the effect of purchasing another machine for the HC suite), and post-
mortem analyzes (e.g., evaluating how well an on-line mapper performed). 
It is also assumed that each machine executes a single task at a time (i.e., no 
multi-tasking), in the order in which the tasks are assigned. The size of the meta-
task (i.e., the number of tasks to execute), i, and the number of machines in the HC 
environment, m, are static and known a priori. 
- 2 -
This study provides one even basis for comparison and insights into circumstances 
where one mapping technique will out perform another. The evaluation procedure 
is specified, the heuristics are defined, and then comparison results are shown. It 
is shown that for the cases studied here, the relatively simple Min-min heuristic 
(defined in Chapter 3) performs well in comparison to other, more complex techniques 
investigated. 
The remainder of this report is organized as follows. Chapter 2 defines the com-
putational environment parameters that were varied in the simulations. Descriptions 
of the eleven mapping heuristics are found in Chapter 3. Chapter 4 examines se-
lected results from the simulation study. A list of implementation parameters and 
procedures that could be varied for each heuristic is presented in Chapter 5. 
This research was supported in part by the DARPA/ITO Quorum Program project 
called MSHN (Management System for Heterogeneous Networks) [HeK99]. MSHN 
is a collaborative research effort among the Naval Postgraduate School, NOEMIX, 
Purdue University, and the University of Southern California. The technical objec-
tive of the MSHN project is to design, prototype, and refine a distributed resource 
management system that leverages the heterogeneity of resources and tasks to deliver 
requested qualities of service. The heuristics developed in this paper or their deriva-
tives may be included in the Scheduling Advisor component of the MSHN prototype . 
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2. SIMULATION MODEL 
The eleven static mapping heuristics were evaluated using simulated execution 
times for an HC environment. Because these are static heuristics, it is assumed that 
an accurate estimate of the expected execution time for each task ·on each machine is 
known prior to execution and contained within an ETC (~xpected time to fompute) 
matrix. One row of the ETC matrix contains the estimated execution times for a 
given task on each machine. Similarly, one column of the ETC matrix consists of the 
estimated execution times of a given machine for each task in the meta-task. Thus, 
for an arbitrary task t; and an arbitrary machine m;, ETC(t;,m;) is the estimated 
execution time of t; on m;. 
For cases when inter-machine communications are required, ETC(t;, m;) could 
be assumed to include the time to move the executables and data associated with 
task t; from their known source to machine m;. For cases when it is impossible to 
execute task t; on machine m; (e.g., if specialized hardware is needed), the value of 
ETC(ti, m;) can be set to infinity, or some other arbitrary value. For this study, 
it is assumed that there are no inter-task communications, each task can execute 
on each machine, and the estimated expected execution times of each task on each 
machine are known. The assumption that these estimated expected execution times 
are known is commonly made when studying mapping heuristics for HC systems 
(e.g., [GhY93, KaA98, SiY96]). (Approaches for doing this estimation based on task 
profiling and analytical benchmarking are discussed in [KhP93, MaB99, SiD97J.) 
For the simulation studies, characteristics of the ETC matrices were varied in an 
attempt to represent a range of possible HC environments. The ETC matrices used 
were generated using the following method. Initially, at x l baseline column vector, 
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B, of floating point values is created. Let <Pb be the upper-bound of the range of 
possible values within the haseline vector. The baseline column vector is generated 
by repeatedly selecting a uniform random number, xt E [l, <Ph), and letting B(i) = xt 
for O ~ i < t. Next, the rows of the ETC matrix are constructed. Each element 
ETC(ti, mi) in row i of the ETC matrix is created by taking the baseline value, 
B(i), and multiplying it by a uniform random number, x~•i, which has an upper-
bound of <l>r• This new random number, x~J E [1, <Pr), is called a rmY, multiplier. One 
row requires m different row multipliers, 0 ~ j < m. Each row i of the ETC matrix 
can then be described as ETC(t;,mj) = B(i) x x~i, for O ~ j < m. (The baseline 
column itself does not appear in the final ETC matrix.) This process is repeated for 
each row until the t x m ETC matrix is full. Therefore, any given value in the ETC 
matrix is within the range (1, </>b x <Pr) (MaA99]. 
To evaluate the heuristics for different mapping scenarios, the characteristics of 
the ETC matrix were varied based on several different methods from [Arm97). The 
amount of variance among the execution times of tasks in the meta-task for a given 
machine is defined as task heterogeneity. Task heterogeneity was varied by changing 
the upper-bound of the random numbers within the baseline column vector. High 
task heterogeneity was represented by <Pb = 3000 and low task heterogeneity used 
<Ph = 100. Machine heterogeneity represents the variation that is possible among the 
execution times for a given task across all the machines. Machine heterogeneity was 
varied by changing the upper-bound of the random numbers used to multiply the 
baseline values. High machine heterogeneity values were generated using <Pr = 1000, 
while low machine heterogeneity values used <l>r = 10. These heterogeneous ranges 
are based on one type of expected environment for MSHN. The ranges were chosen to 
reflect the fact that in real situations there is more variability a.cross execution times 
for different tasks on a given machine than the execution time for a single task across 
different machines. 
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To further vary the ETC matrix in an attempt to capture more aspects of realistic 
mapping situations, different ETC matrix consistences were used. An ETC matrix 
is said to be consistent if whenever a machine mi executes any task ti faster than 
machine mk, then machine mi executes all tasks faster than machine m1: [Arm97). 
Consistent matrices were generated by sorting each row of the ETC matrix indepen-
dently, with machine m0 always being the fastest and machine mcm-t) the slowest. In 
contrast, inconsistent matrices characterize the situation where machine mi may be 
faster than machine m1: for some tasks, and slower for others. These matrices are left 
in the unordered, random state in which they were generated (i.e., no consistence is 
enforced). Partially-consistent matrices are inconsistent matrices that include a con-
sistent submatrix. For the partially-consistent matrices used here, the row elements 
in column positions {O, 2, 41 ••• } of row i are extracted, sorted, and replaced in order, 
while the row elements in column positions {1, 3, 51 ••• } remain unordered (i.e., the 
even columns are consistent and the odd columns are, in general, inconsistent). 
Sample ETC matrices for the twelve possible permutations of the characteristics 
listed above are shown in Tables 4.1 through 4.12. Results in this study used ETC 
matrices that had t = 512 tasks and m = 16 machines. These results (see Chapter 4) 
were taken as the average of 100 ETC matrices for each case. 
While it was necessary to select some specific parameter values for t, m, and the 
ETC entries to allow implementation of a simulation, the techniques presented here 
are completely general. Therefore, if these parameter values do not apply to a specific 
situation of interest, researchers may substitute in their own values and the evaluation 
software of this study will still apply. 
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3. HEURISTIC DESCRIPTIONS 
3.1 Introduction 
The definitions of the eleven static meta-task mapping heuristics are provided 
below. First, some preliminary terms must be defined. Machine availability time, 
mat(m;), is the earliest time machine m; can complete the execution of all the tasks 
that have previously been assigned to it. The completion time for a new task t; on 
machine m;, ct(t;, m; ), is the machine availability time plus the execution time of task 
t; on machine m;, i.e ., ct(t;, m;) = mat(m;)+ETC(t;, m;). The performance criterion 
used to compare the results of the heuristics is the maximum value of ct(t;, m;), for 
O ~ i < t and O ~ j < m . The maximum ct(t;, m;) value is also known as the 
makespan [Pin95J. Each heuristic is attempting to minimize the makespan (i.e., finish 
execution of the meta-task as soon as possible). 
The descriptions below implicitly assume that the machine availability times are 
updated after each task is mapped . For heuristics where the tasks are considered in an 
arbitrary order, the order in which the tasks appeared in the ETC matrix was used. 
Most of the heuristics discussed here had to be adapted for this problem domain. 
For many of the heuristics, there are control parameters values and/or control 
function specifications that can be selected for a given implementation. For the 
studies here, such values and specification s were selected based on exper imentation 
and/or information in the literature. Thes e parameters and functions are mentioned 
in Chapter 5. 
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3.2 Heuristics 
3.2.1 Opportunistic Load Balancing (OLB) 
Opportunistic Load Balancing (OLB) assigns each task, in arbitrary order, to 
the next available machine, regardless of the task's expected execution time on that 
machine (ArH98, FrG98, FrS93]. The intuition behind OLB is to keep all machines 
as busy as possible. One advantage of OLB is its simplicity, but because OLB does 
not consider expected task execution times, the mappings it finds can result in very 
poor makespans. 
3.2.2 Minimum Execution Time (MET) 
In contrast to OLB, Minimum Execution Time (MET) assigns each task, in ar-
bitrary order, to the machine with the best expected execution time for that task, 
regardless of that machine's availability [ArH98, FrG98]. The motivation behind MET 
is to give each task to its best machine. This can cause a severe load imbalance across 
machines. In general, this heuristic is obviously not applicable to HC environments 
characterized by consistent ETC matrices. 
3.2.3 Minimum Completion Time (MCT) 
Minimum Completion Time assigns each task, in arbitrary order, to the machine 
with the minimum completion time for that task [ArH98]. This causes some tasks 
to be assigned to machines that do not have the minimum execution time for them. 
The intuition behind MCT is to combine the benefits OLB and MET, while avoiding 
the circumstances in which OLB and MET perform poorly. 
3.2.4 Min-min 
The Min-min heuristic begins with the set U of all unmapped tasks. Then, the 
set of minimum completion times, M = {minosi<m(ct(ti, m;)), for each ti E U}, is 
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found. Next, the task with the overall minimum completion time from M is selected 
and assigned to the corresponding machine (hence the name Min-min). Lastly, th~ 
newly mapped task is removed from U, and the process repeats until all tasks are 
mapped (i.e., U is empty) [ArH98, FrG98, IbK77]. Min-min is based on the minimum 
completion time, as is MCT. However, Min-min considers all unmapped tasks during 
each mapping decision and MCT only considers one task at a time. 
Min-min begins by scheduling the tasks that change the machine availability status 
by the least amount that any assignment could. For example, let ti be the first task 
mapped by Min-min. The machine that finishes ti the earliest, say m;, is also the 
machine that executes ti the fastest. For every task that Min-min maps after t;, the 
Min-min heuristic changes the availability status of m; by the least possible amount 
for every assignment. Therefore, the percentage of tasks assigned to their first choice 
(on the basis of execution time) is likely to be higher for Min-min than for Max-min 
( defined next). The expectation is that a smaller makespan can be obtained if more 
tasks are assigned to the machines that complete them the earliest and also execute 
them the fastest. 
3.2.5 Max-min 
The Max-min heuristic is very similar to Min-min. The Max-min heuristic also 
begins with the set U of all unmapped tasks. Then, the set of minimum completion 
times, M is found. Next, the task with the overall maximum completion time from 
Mis selected and assigned to the corresponding machine (hence the name Max-min) . 
Lastly, the newly mapped task is removed from U, and the process repeats until all 
tasks are mapped (i.e., U is empty) [ArH98, FrG98, lbK77]. 
Intuitively, Max-min attempts to minimize the penalties incurred from performing 
tasks with longer execution times. Assume, for example, that the meta-task being 
mapped has many tasks with very short execution times, and one task with a very 
long execution time . Mapping the task with the longer execution time to its best 
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machine first allows this task to be executed concurrently with the remaining ta.sks 
(with shorter execution times). For this case, this would be a better mapping than 
a. Min-min mapping, where all of the shorter ta.sks would execute first, a.nd then the 
longer running task would execute while several machines sit idle. Thus, in cases 
similar to this example, the Max-min heuristic may give a mapping with a more 
balanced load across machines and a better ma.kespan. 
3.2.6 Duplex 
The Duplex heuristic is literally a combination of the Min-min and Max-min 
heuristics. The Duplex heuristic performs both of the Min-min and Max-min heuris-
tics, and then uses the better solution (ArH98, FrG98). Duplex can be performed 
to exploit the conditions in which either Min-min or Max-min performs well, with 
negligible overhead. 
3.2.7 GA 
Genetic Algorithms (Q.As) have been studied for years (Hol75), and have become 
a popular technique used for searching large solution spaces (e.g., ISiY96, TiP96, 
WaS97]). The version of the heuristic used for this study was adapted from (WaS97) 
for this particular problem domain . Figure 3.1 shows the steps in a general GA. 
The GA implemented here operates on a population of 200 chromosomes (possible 
mappings) for a given meta-task. Each chromosome is at x 1 vector, where position 
i (0 ~ i < t) represents task t,, and the entry in position i is the machine to which 
the ta.sk has been mapped . The initial population is generated using two methods: 
(a) 200 randomly generated chromosomes from a uniform distribution, or (b) one 
chromosome that is the Min-min solution and 199 random solutions (mappings). The 
latter method is called seeding the population with a Min-min chromosome. The GA 
actually executes eight times (four tim es with initial populations from each method), 
and the best of the eight mappings is used a.s the final solution . 
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Each chromosome has a fitness value, which is the makespa.n that results from the 
matching of tasks to machines within that chromosome. After the generation of the 
initial population, all of the chromosomes in the population are evaluated based on 
their fitness value, with a smaller fitness value being a better mapping. Then, the 
main loop in Figure 3.1 is entered and a rank-based roulette wheel scheme [SrP94) is 
used for selection. This scheme probabilistically duplicates some chromosomes and 
deletes others, where better mappings have a higher probability of being duplicated in 
the next generation. Elitism, the property of guaranteeing the best solution remains 
in the population [Rud94], was also implemented. The population size stays fixed at 
200. 
Next, the crossover operation selects a random pair of chromosomes and chooses 
a random point in the first chromosome. For the sections of both chromosomes from 
that point to the end of each chromosome, crossover exchanges machine assignments 
between corresponding tasks. Every chromosome is considered for crossover with a 
probability of 60%. 
After crossover, the mutation operation is performed. Mutation randomly selects 
a chromosome, then randomly selects a task within the chromosome, and randomly 
reassigns it to a new machine. Every chromosome is considered for mutation with a 
probability of 40%. For both crossover and mutation, the random operations select 
values from a uniform distribution. 
Finally, the chromosomes from this modified population are evaluated again. This 
completes one iteration of the GA. The GA stops when any one of three conditions 
are met: ( a) 1000 total iterations, (b) no change in the elite chromosome for 150 
iterations, or (c) all chromosomes converge to the same mapping. If no stopping 
criteria is met, the loop repeats, beginning with the selection of a new population. 
The stopping criteria that usually occurred in testing was no change in the elite 
chromosome in 150 iterations. 
- 11 -
3.2.8 SA 
Simulated Annealing (SA) is an iterative technique that considers only one pos-
sible solution (mapping) for each meta-task at a time. This solution uses the same 
representation for a solution as the chromosome for the GA. The initial implementa-
tion of SA was evaluated and then modified and refined to give a better final version. 
Both the initial and final implementations are described below. 
SA uses a procedure that probabilistically allows poorer solutions to be accepted 
to attempt to obtain a better search of the solution space (e.g., [CoP96, KiG83, 
RuN95, ZoK99J). This probability is based on a system temperature that decreases 
for each iteration. As the system temperature "cools," it is more difficult for poorer 
solutions to be accepted. The initial system temperature is the makespan of the 
initial (random) mapping. 
The initial SA procedure implemented here is as follows. The first mapping is 
generated from a uniform random distribution. The mapping is mutated in the same 
manner as the GA, and the new makespan is evaluated. The decision algorithm for 
accepting or rejecting the new mapping is based on [ CoP96]. If the new makes pan is 
better, the new mapping replaces the old one. If the new makespan is worse (larger), 
a uniform random number I. E (0, 1) is selected. Then, z is compared with Jt, where 
1 
y = (old makespan-new makespan) · 
1 + e temperature 
(3.1) 
If z > y the new (poorer) mapping is accepted, otherwise it is rejected, and the old 
mapping is kept. 
Notice that for solutions with similar makespans (or if the system temperature is 
very large), y • 0.5, and poorer solutions are accepted with approximately a 50% 
probability . In contrast, for solutions with very different makespans ( or if the system 
temperature is very small), y • 1, and poorer solutions will usually be rejected. 
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After each mutation, the system temperature is reduced to 90% of its original 
value. (This percentage is defined as the cooling rate.) This completes one iteration 
of SA. The heuristic stops when there is no change in the makespan for 150 itera-
tions or the system temperature approaches zero. Most tests ended when the system 
temperature approached zero (approximated by 10- 200 ). 
Results from preliminary studies using the initial implementation described above 
showed that the GA usually found the best mappings of all eleven heuristics. How-
ever, the execution time of the SA heuristic was much shorter than that of the GA. 
Therefore, in order to try and provide a more "fair" comparison, the SA heuristic 
was adapted so that it would be more similar to GA. The modifications gave SA an 
execution time as long as GA. The longer execution time allowed more of the solution 
space to be searched with the SA procedure, with the hope that SA would then find 
more competitive mappings. 
To try to make SA more competitive with GA, the following changes were made to 
the the final SA implementation. First, the stopping conditions were modified . The 
number of unchanged iterations was raised to 200 and two different cooling rates were 
used, 80% and 90%. Next, SA was allowed to execute eight times for each cooling 
rate, using the best solution from all sixteen runs as the final mapp ing. Lastly, four 
of the eight runs for each cooling rate were seeded with the Min-min solution, just as 
with the GA. 
Even with the additional execution time and Min-min seedings, SA still found 
poorer solutions than Min-min or GA. Because SA allows poorer solutions to be 
accepted at intermediate stages, it allows some very poor solutions in th e initial 
stages, from which it can never recover (see Chapter 4). 
3.2.9 GSA 
The Genetic Simulated Annealing (GSA) heuristic is a combination of the GA 
and SA techniques [ChF98, ShW96]. In general , GSA follows procedures similar to 
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the GA outlined above. However, for the selection process, GSA uses the SA cooling 
schedule and system temperature, and a simplified SA decision process for accepting 
or rejecting a new chromosomes. 
Specifically, the initial system temperature was set to the average makespan of 
the initial population, and decreased 10% for each iteration. When a new (post-
mutation, post-crossover, or both) chromosome is compared with the corresponding 
original chromosome, if the new makespan is less than the original makespan plus the 
system temperature, then the new chromosome is accepted. Otherwise, the original 
chromosome survives to the next iteration . Therefore, as the system temperature 
decreases, it is again more difficult for poorer solutions to be accepted. The two stop-
ping criteria used were either (a) no change in the elite chromosome in 150 iterations 
or (b) 1000 total iterations . The most common stopping criteria was no change in 
the elite chromosome in 150 iterations . 
3.2 .10 Tahu 
Ta.bu search is a solution space search that keeps track of the regions of the solution 
space which have already been searched so as not to repeat a search near these areas 
[DeD94, GlL97]. A solution (mapping) uses the same representation as a chromosome 
in the GA approach. 
The implementation of Tahu search used here begins with a random mapping, 
generated from a uniform distribution. To manipulate the current solution and move 
through the solution space, a short hop is performed. The intuitive purpose of a short 
hop is to find the nearest local minimum solution within the solution space. The basic 
procedure for performing a short hop is to select a pair of tasks and assign them to 
every possible combination of machines. This is done for every possible pair of tasks. 
The pseudocode for the short hop procedure is given in Figure 3.2. 
Let the tasks in the pair under consideration be denoted ti and tj in Figure 3.2. 
(The machine assignments for the other t - 2 tasks are held fixed.) The machines to 
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which tasks ti and tj are remapped are mi and mj, respectively. For each possible pair 
of tasks, each possible pair of machine assignments is considered. Lines 1 through 
4 set the boundary values of the different loops. Line 6 or 8 is where each new 
solution (mapping) is evaluated, and line 9 is where the new solution is considered 
for acceptance. Each of these new solutions is a short hop. If the new makespan is 
an improvement, the new solution is saved, replacing the current solution. (This is 
defined as a successful short hop.) When ti and tj represent the same task (ti = tj), 
a special case occurs (line 5). In these situations, all machines for that one task are 
considered. 
When any new solution is found to be an improvement (line 10), the procedure 
breaks out of the for loops, and starts searching from the beginning again. The 
short hop procedure ends when (1) every pair-wise remapping combination has been 
exhausted with no improvement (i.e., the bounds of all four for loops in Figure 3.2 
have been reached), or (2) the limit on the total number of successful hops, limithop.s 
is reached . 
When the short hop procedure ends, the final mapping from the local solution 
space search is added to the tabu list. The tabu list is a method of keeping track 
of the regions of the solution space that have already been searched. Next, a new 
random mapping is generated, and it must differ from each mapping in the tabu list 
by at least half of the machine assignments (a successful long hop). The intuitive 
purpose of a long hop is to move to a new region of the solution space that has not 
already been searched. 
The final stopping criterion for the heuristic is determined by the total number of 
successful long and short hops combined. That is, when the sum of the total number 
of successful short hops and successful long hops equals limithops, the heuristic ends. 
Then, the best mapping from the tabu list is the final answer. 
Similar to SA, some parameters of Tahu were varied in an attempt to make Tahu 
more competitive with GA, while also trying to provide a more "fair" comparison 
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between Tabu a.nd GA. To this end, the value used for limithops was varied depending 
on the type of consistency of the matrix being considered. 
Because of the implementation of the short hop procedure described above, the 
execution time of the Tahu search depended greatly on the type of consistency of 
the ETC matrix. Each time a new task is considered for remapping in the short 
hop procedure, it is first considered on mo, then m 1 , etc. For consistent matrices, 
these will be the fastest machines. Therefore, once a task gets reassigned to a fast 
machine, the remaining permutations of the short hop procedure will be unsuccessful. 
In other words, because the short hop procedure begins searching sequentially from 
the best machines, there will be a larger number of unsuccessful hops performed for 
each successful hop for consistent ETC matrices. Thus, the execution time of Tabu 
will increase. 
Therefore, to keep execution times "fair" and competitive with GA, limit hops was 
set to 1000 for consistent ETC matrices, 2000 for partially-consistent matrices, and 
2500 for inconsistent matrices. When most test cases had stopped, the percentage of 
successful short hops was high (90% or more) relative to the percentage of successful 
long hops (10% or less). But because there were long hops being performed, every 
pairwise combination of short hops was being exhausted, and new, different regions 
of the solution space were being searched . 
3.2.11 A* 
The final heuristic in the comparison study is known as the A* heuristic. A* has 
been applied to many other task allocation problems (e.g., [ChL91, KaA98, RuN95, 
ShT85]). The technique used here is similar to !ChL91). 
A* is a search technique based on an m-ary tree, beginning at a root node that 
is a null solution . As the tree grows, nodes represent partial mappings ( a. subset 
of tasks a.re assigned to machines). The partial mapping (solution) of a child node 
has one more task mapped than the parent node. Call this additional task g . Each 
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parent node generates m children, one for each possible mapping of a. After a parent 
node has done this, the parent node becomes inactive. To keep execution time of the 
heuristic tractable, there is a pruning process to limit the maximum number of active 
nodes in the tree at any one time (in this study, to 1024). 
Each node, !1, has a cost function, f(n), associated with it. The cost function 
is an estimated lower-bound on the makespan of the best solution that includes the 
partial solution represented by node n. 
Let g(n) represent the makespan of the task/machine assignments in the par-
tial solution of node n, i.e ., g(n) is the maximum of the machine availability times 
(mat(mj)) based on the set of tasks that have been mapped to machines in node 
n's partial solution. Let h(n) be a lower-bound estimate on the difference between 
the makespan of node n's partial solution and the makespan for the best complete 
solution that includes node n's partial solution . Then, the cost function for node n 
is computed as 
f(n) = g(n) + h(n). (3.2) 
Therefore, f(n) represents the makespan of the partial solution of node n plus a 
lower-bound estimate of the time to execute the rest of the (unmapped) tasks in the 
meta-task. 
The function h(n) is defined in terms of two functions, h1(n) and h2(n), which 
are two different approach es to deriving a lower-bound estimate . Recall that M = 
{miDo<j<m(ct(t;,m;)), for each t ; EU}. For node n let mmct(n) be the overall max-
imum element of M (i.e ., "the maximum minimum completion time"). Intuitively, 
mmct ( n) represents the best possible meta-task makespan by making the typically 
unrealistic assumption that each task in U can be assigned to the machine indicated 
in M without conflict. Thus, based on [Ch191], h1(n) is defined as 
h1(n) = max(O, (mmct(n) - g(n))). (3.3) 
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Next, let sdma(n) be the sum of the differences between g(n) a.nd each machine 
availability time over all machines after executing all of the tasks in the partial solution 
represented by node n: 
m-1 
sdma(n) = L (g(n) - mat(m;)). 
j=O 
(3.4) 
Intuitively, sdma(n) represents the collective amount of machine availability time 
remaining that ca.n be scheduled without increasing the final makespan. Let smet(n) 
be defined as the sum over all tasks in U of the minimum expected execution time 
(i.e., ETC value) for each task in U: 
smet(n) = L ( m,in (ETC(ti, m;)) 
t,EU 0~1<m 
(3.5) 
This gives an estimate of the amount of remaining work to do, which could increase 
the final makespan. The function h2 is then defined as 
h2(n) = max(O, (smet(n) - sdma(n))/m), (3.6) 
where (smet(n)-sdma(n))/m represents an estimate of the minimum increase in the 
meta-task makespan if the tasks in U could be "ideally" (but, in general, unrealisti-
cally) distributed among the machines. Using these definitions, 
h(n) = max(h1(n),h2(n)), (3.7) 
representing a lower-bound estimate on the time to execute the tasks in U. 
Thus, after the root node generates m nodes for t0 ( each node mapping t0 to a 
different machine), the node with the minimum f(n) generates its m children, until 
1024 nodes are created. From that point on, any time a node is added, the tree is 
pruned by deactivating the leaf node with the largest f(n). This process continues 
until a leaf node representing a complete mapping is reached. Note that if the tree is 
not pruned, this method is equivalent to an exhaustive search. 
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3.3 Concluding Remarks 
This set of eleven static mapping heuristics is not exhaustive, nor is it meant 
to be. It is simply a representative set of several different approaches, including 
iterative, non-iterative, greedy, and biologically inspired techniques. Several other 
types of static mapping heuristics exist. For example, other techniques that have 
been or could be used as static mappers for heterogeneous computing environments 
include the following: neural networks [ChH98), linear programming [CoL92), the 
"Mapping Heuristic" (MH) algorithm [ElL90], the Cluster-M technique [EsW96), the 
Levelized Min Time {LMT) algorithm [IvO95), the k-percent best {KPB) and Suf-
ferage heuristics [MaA99), the Dynamic Level Scheduling (DLS) algorithm (SiL93), 
recursive bisection [SiT97), and the Heterogeneous Earliest-Finish-Time (HEFT) and 
Critical-Path-on-a-Processor (CROP) techniques [ToH99). The eleven heuristics ex-
amined here were initially selected because they seemed among the most appropriate 
for the static mapping of meta-tasks, and covered a wide range of techniques. 
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4. EXPERIMENTAL RESULTS 
4.1 Introduction 
An interactive software application has been developed that allows simulation, 
testing, a.nd demonstration of the heuristics examined in Chapter 3, applied to the 
meta-tasks defined by the ETC matrices described in Chapter 2. The software allows 
a user to specify t and m, to select which type of ETC matrices to use, and to choose 
which heuristics to execute. It then generates the specified ETC matrices, executes 
the desired heuristics, and displays the results, similar to Figures 4.1 through 4.12. 
The results discussed in this chapter were generated using this software. 
4 .2 Results for 512 Tasks 
4.2.1 Heuristic Execution Times 
When comparing mapping heuristics, the execution time of the heuristics them-
selves is an important consideration. For the eleven heuristics that were compared, 
the execution times varied greatly. The experimental results discussed below were 
obtained on a Pentium II 400 MHz processor with 1GB of RAM. The heuristic ex-
ecution times are the average time each heuristic took to compute a mapping for a 
single 512 task x 16 machine ETC matrix, averaged over 100 different matrices (each 
of the same type). 
The first three heuristics described, OLB, MET, and MCT, ea.ch of which has 
asymptotic complexity of O(mt), executed in less than one microsecond per ETC 
matrix. Next, the Min-min, Max-min, and Duplex heuristics, each with asymptotic 
complexity O(mt 2 ), executed in an average of 200 milliseconds. The GA, which 
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usually provided the best results (in terms of makespan), had an average execution 
time of 60 seconds. GSA, which uses many procedures similar to the GA, had an 
average execution time of 69 seconds. As described in the previous chapter, SA and 
Tahu were adapted to provide a more fair comparison with the results of the GA, so 
their average execution times were also approximately 60 seconds per ETC matrix. 
Finally A*, which has exponential complexity, executed in an average of over 20 
minutes (1200 seconds). 
The resulting makespans (i.e., the time it would take for a given meta-task to 
complete on the heterogeneous environment) from the simulations for every case of 
consistency, task heterogeneity, and machine heterogeneity are shown in Figures 4.1 
through 4.12. After each figure is a table with a sample 8 x 8 subsection from one of 
the 512 >< 16 ETC matrices with the same type of consistency (Tables 4.1 through 
4.12). All experimental results represent the average makespan for a meta-task of 
the defined type of ETC matrix. For each heuristic and each type of ETC matrix, 
the results were averaged over 100 different ETC matrices of the same type (i.e., 100 
mappings). The range bars for each heuristic show the 95% confidence interval [Jai91) 
(min, max) for the average makespan. This interval represents the likelihood that 
makespans of mappings for that type of heterogeneity and heuristic fall within the 
specified range. That is, if another ETC matrix (of the same type) was generated, 
and the specified heuristic generated a mapping, then the makespan of the mapping 
would be within the given confidence interval with 95% certainty. 
4.2.2 Consistent Heterogeneity 
The results for the meta-task execution times for the four consistent cases are 
shown in Figures 4.1, 4.2, 4.3, and 4.4. The corresponding ETC matrix excerpts are 
in Tables 4.1, 4.2, 4.3, and 4.4. The differences in magnitude on the y-axis among 
the graphs are from the different ranges of magnitude used in generating the different 
types of ETC matrices. 
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For both cases of low machine heterogeneity, the relative performance order of the 
heuristics from best to worst was: (1) GA, (2) Min-min, (3) Duplex, (4) GSA, (5) 
A*, (6) Tahu, (7) MCT, (8) SA, (9) Max-min, (10) OLB, and (11) MET. For the two 
high machine heterogeneity cases, the relative performance order of the heuristics from 
best to worst was: (1) GA, (2) Min-min, (3) Duplex, (4) A*, (5) GSA, (6) MCT, (7) 
Tahu, (8) SA, (9) Max-min, (10) OLB, and (11) MET. For consistent ETC matrices, 
the MET algorithm mapped all tasks to the same machine, resulting in the worst 
performance by an order of magnitude. Therefore, MET is not included in the figures 
for the consistent cases. The performance of the heuristics will be discussed in the 
order in which they appear in the figures. 
For all four consistent cases, OLB gave the second worst results (after MET). In 
OLB, the first m tasks get assigned, one each, to the m idle machines. Because of 
the the consistent ETC matrix, there will be some very poor initial mappings (tasks 
m - 2 and m - 1, for example, get their worst machines). Because task execution 
times are not considered, OLB may continue to assign tasks to machines where they 
execute slowly, hence the poor makespans for OLB. 
MCT always performed around the median of the heuristics, giving the sixth best 
(low machine heterogeneity) or seventh best (high machine heterogeneity) results. 
MCT only makes one iteration through the ETC matrix, assigning tasks in the order 
in which they appear in the ETC matrix, hence it can only make mapping decisions 
of limited scope, and it cannot make globally intelligent decisions like Min-min or A*. 
The Min-min heuristic performed very well for consistent ETC matrices, giving 
the second best result in each case. Not only did Min-min always give the second 
best mapping, but the Min-min mapping was always within ten percent of the best 
mapping found (which was with GA, discussed below). Min-min is able to make 
globally intelligent decisions to minimize task completion times, which also results 
in good machine utilization and good makespans. Similar arguments hold for the 
Duplex heuristic. 
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In contrast, the Max-min heuristic always performed poorly, giving only the ninth 
best mapping. Consider the state of the machine ready times during the execution 
of the Min-min and Max-min heuristics. Min-min always makes the assignment that 
changes the machine ready times by the least amount. In general, the assignment 
made by Max-min will change the machine ready times by a larger amount. Therefore, 
the values of the machine ready times for each ma.chine will remain closer to each 
other when using the Min-min heuristic than when using the Max-min heuristic. Both 
Min-min and Max-min will assign a given task to the machine that gives the best 
completion time. However, if the machine ready times remain close to each other, 
then Min-min gives each task a better chance of being assigned to the machine that 
gives the task its best execution time. In contrast, with Max-min, there is a higher 
probability of there being relatively greater differences among the machine ready 
times. This results in a "load balancing" effect, and each task has a lower chance of 
being assigned to the machine that gives the task its best execution time. 
For the heterogeneous environments considered in this study, the type of special 
case where Max-min may outperform Min-min ( as discussed in Chapter 3) never 
occurs. Min-min found a better mapping than Max-min every time (i.e., in each 
of the 100 trials for each type of heterogeneity) . Thus, Max-min performed poorly 
in this study. As a direct result, the Duplex heuristic always selected the Min-min 
solution, giving Duplex a tie for the second best solution . (Because Duplex always 
relied on the Min-min solution, it is listed in third pla.ce.) 
GA provided the best mappings for the consistent cases. This was due in large 
part to the good performance of the Min-min heuristic. The best GA solution always 
came from one of the populations that had been seeded with the Min-min solution. 
However, the additional searching capabilities afforded to GA by performing crossover 
and mutation were beneficial, as the GA was always able to improve upon this solution 
by five to ten percent. 
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SA, which manipulates a single solution, ranked eighth for both types of machine 
heterogeneity. For this type of heterogeneous environment, this heuristic (as imple-
mented here) do not perform as well as the GA which had similar execution time and 
Min-min which had a faster execution time. While the SA procedure is iterative (like 
the GA procedure), it appears that the crossover operation and selection procedure 
of the GA are advantageous for this problem domain. 
The mapping found by GSA was either the fourth best (low machine hetero-
geneity) or the fifth best (high machine heterogeneity) mapping found, alternating 
with A*. GSA does well for reasons similar to those described for GA. The average 
makespan found by GSA could have been slightly better, but the results were hin-
dered by a few very poor mappings that were found. These very poor mappings result 
in the large confidence intervals found in the figures for GSA. Thus, for these hetero-
geneous environments, the selection method from GA does better than the method 
from GSA. 
Tahu provides fairly constant results, always finding the sixth or seventh best 
mapping {alternating with MCT). As noted in the previous chapter, because of the 
short hop procedure implemented and the structure of the consistent matrices, Tahu 
finds most of the successful short hops right away and must then perform a large 
number of unsuccessful short hops (recall machine mi outperforms machine m;+1 for 
the consistent cases). Because the stopping criteria is determined by the number of 
successful hops, and because each short hop procedure has few successful hops, more 
successful long hops are generated, and more of the solution space is searched . Thus, 
Tahu performs better for consistent matrices than for inconsistent. 
Considering the order of magnitude difference in execution times between A* and 
the other heuristics, the quality of the mappings found by A* was disappointing. The 
A* mappings alternated between fourth and fifth best with GSA. The performance 
of A* was hindered because the estimates made by h1 ( n) and h2 ( n) are not as ac-
curate for consistent cases as they are for inconsistent and partially-consistent cases. 
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For consistent cases, h 1(n) underestimates the competition for machines and h2 (n) 
overestimates the number of tasks that can be assigned to their best machine. 
4.2.3 Inconsistent Heterogeneity 
For the four inconsistent test cases in Figures 4.5 through 4.8 and Tables 4.5 
through 4.8, one sees similar trends in all four cases. For both cases of low machine 
heterogeneity, the relative performance order of the heuristics from best to worst was: 
(1) GA, (2) A*, (3) Min-min, (4) Duplex, (5) MCT, (6) MET, (7) GSA, (8) SA, (9) 
Tabu, (10) Max min, and (11) OLB. For the two high machine heterogeneity cases, 
the relative performance order of the heuristics from best to worst was: (1) GA, (2) 
A*, (3) Min-min, (4) Duplex, (5) MCT, (6) MET, (7) SA, (8) GSA, (9) Max-min, 
(10) Tahu, and (11) OLB. 
MET performs much better than in the consistent cases, while the performance of 
OLB degrades. The reason OLB does better for consistent than inconsistent matrices 
is as follows. Consider for example, machine mo and machine m 1 in the consistent 
case. By definition, all tasks assigned to m0 will be on their best machine, and all tasks 
assigned to m 1 will be on their second best machine. However, OLB ignores direct 
consideration of the execution times of tasks on machines. Thus, for the inconsistent 
case, none of the tasks assigned to m0 may be on their best machine, and none of 
the tasks assigned to m1 may be on their second best machine, etc. Therefore, it is 
more likely that OLB will assign more tasks to poor machines, resulting in the worst 
mappings for each of the inconsistent cases. In contrast, MET improves and finds 
the sixth best schedules because the "best" machines are distributed across the set 
of machines, thus task assignments will be more evenly distributed among the set of 
machines avoiding load imbalance. 
Similarly, M CT can also exploit the fact that the machines providing the best task 
completion times are more evenly distributed among the set of machines. Thus, by 
assigning each task, in the order specified by the ETC matrix, to the machine that 
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completes it the soonest, there is a better chance of assigning a task to a machine 
that executes it well, decreasing the overall makespan. 
Min-min continued to give better results than Max-min (which ranked ninth or 
tenth), by a factor of about two for all of the inconsistent cases. In fact, Min-min 
was again one of the best of all eleven heuristics, giving the third best mappings, 
which produced makespans that were still within 12% of the best makespans found. 
As noted earlier, Duplex selected the Min-min solution in every case, and so ranked 
fourth. 
GA provided the best mappings for the inconsistent cases. GA was again able to 
benefit from the performance of Mio-min, as the best solution always came from from 
one of the populations seeded with the Min-min solution. GA has provided the best 
solution in all consistent and inconsistent cases examined, and its execution time is 
largely independent of any of the heterogeneity characteristics. This makes it a good 
general-purpose heuristic, when mapper execution time is not a critical issue. 
SA and GSA had similar results, alternating between the seventh and eighth best 
schedules. For the high machine heterogeneity cases, SA found mappings that were 
better by about 25%. For the low machine heterogeneity cases, GSA found the better 
mappings, but only by 3 to 11 %. 
Tahu performs very poorly (ninth or tenth best) for inconsistent matrices when 
compared to its performance for consistent matrices (sixth or seventh best). These-
quential procedure for generating short hops, combined with the inconsistent structure 
of the ETC matrices, ·results in Tahu finding more successful short hops, and per-
forming fewer unsuccessful short hops. Many more intermediate solutions of marginal 
improvement exist within an inconsistent ETC matrix. Therefore, the hop limit is 
reached faster because of all the successful short hops ( even though the hop limit is 
higher). Thus, less of the solution space is searched, and the result is a poor solution. 
That is, for the inconsistent case, the ratio of successful short hops to successful long 
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hops increases, as compared to the consistent case, and fewer areas in the search space 
are examined. 
A* had the second best average makespans, behind GA, and both of these methods 
produced results that were usually within a small factor of each other. A* did well 
because if the machines with the fastest execution times for different tasks are more 
evenly distributed, the lower-bound estimates of h1(n) and h2 (n) are more accurate . 
4.2.4 Partially-consistent Heterogeneity 
Finally, consider the partially-consistent cases in Figures 4.9 through 4.12 and 
Tables 4.9 through 4.12. For both cases of low machine heterogeneity, the relative 
performance order of the heuristics from best to worst was: (1) GA, (2) Min-min, 
(3) Duplex, (4) A*, (5) MCT, (6) GSA, (7) Tahu, (8) SA, (9) Max-min, (10) OLB, 
and (11) MET. For the high task, high machine heterogeneity cases, the relative 
performance order of the heuristics from best to worst was: {1) GA, (2) Min-min, 
(3) Duplex, (4) A*, (5) MCT, (6) GSA, (7) SA, (8) Tahu, (9) Max-min, (10) OLB, 
and (11) MET. The rankings for low task, high machine heterogeneity were similar 
to high task, high machine heterogeneity, except GSA and SA are switched in order. 
The MET performed the worst for every partially-consistent case. Intuitively, 
MET is suffering from the same problem as in the consistent cases: ha.If of a.11 tasks 
are getting assigned to the same machine. 
OLB does poorly for high machine heterogeneity cases because bad assignments 
will have higher execution times for high machine heterogeneity. For low machine 
heterogeneity, the bad assignments have a much lower penalty . In all four cases, OLB 
was the second worst approach. 
MCT again performs relatively well (fifth best) because the machines providing 
the best task completion times are more evenly distributed among the set of machines, 
similar to the inconsistent cases. Max-min continued to do poorly and ranked ninth. 
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The Duplex solutions were the same as the Min-min solutions, and tied for second 
best. The rankings for SA, GSA, and Tahu were approximately the averages of what 
they were for the consistent and inconsistent cases, as might be expected. 
The best heuristics for the partially-consistent cases were GA (best), and Min-
min (second best), followed closely by A* (fourth best, after Duplex). This is not 
surprising because these were among the best heuristics from the consistent and 
inconsistent tests, and partially-consistent matrices are a combination of consistent 
and inconsistent matrices. Min-min was able to do well because it's approach assigned 
a high percentage of tasks to their first choice of machines. A* was robust enough to 
handle the consistent components of the matrices, and did well for the same reasons 
mentioned for inconsistent matrices. GA maintained its position as best heuristic. 
The execution time and performance of GA is largely independent of heterogeneity 
characteristics. The additional regions of the solution space that are searched by the 
GA mutation and crossover operations are beneficial, as they were always able to 
improve on the Min-min solution by five to ten percent. 
4.3 Summary 
To summarize the findings of this chapter, for consistent ETC matrices, GA gave 
the best results, Min-min the second best, and MET gave the worst. When the ETC 
matrices were inconsistent, OLB provided the poorest mappings while the mappings 
from GA and A* performed the best. For the partially-consistent cases, GA still gave 
the best results, followed closely by Min-min and A*, while MET had the slowest. 
All results were for meta-tasks with t = 512 tasks executing on m = 16 machines, 
averaged over 100 different trials. 
For the situations considered in this study, the relative performance of the mapping 
heuristics varied based on the characteristics of the HC environments. The GA always 
gave the best performance. If mapper execution time is also considered, Min-min gave 
excellent performance (within 12% of the best) and had a very small execution time. 
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5. ALTERNATIVE IMPLEMENTATIONS 
The experimental results in Chapter 4 show the performance of each heuristic 
under the assumptions presented. For several heuristics, specific control parameter 
values and control functions had to be selected. In most cases, control parameter 
values and control functions were based on the references cited and/or preliminary 
experiments that were conducted. However, for these heuristics, several different, 
valid implementations are possible using different control parameters and control 
functions. Some of these control parameters and control functions are listed below 
for selected heuristics. 
GA: Several control parameter values could be varied in the GA, including 
population size, crossover probability, mutation probability, stopping criteria., and 
number of initial populations considered per result. Specific functions within GA 
controlling the progress of the search that could be changed are initial population 
"seed" generation, mutation, crossover, selection, and elitism. 
SA: Parameter values with SA that could be modified are system temperature, 
cooling rate, stopping criteria, and the number of runs per result. Adaptable control 
procedures in SA include the initial population "seed" generation, mutation, and the 
equation for deciding when to accept a poorer solution. 
GSA: Like the two heuristics its based upon, GSA also has several parame-
ters that could be varied, including: population size, crossover probability, mutation 
probability, stopping criteria, cooling rate, number of runs with different initial pop-
ulations per result, and the system temperature. The specific procedures used for 
the following actions could also be modified: initial population "seed" generation, 
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mutation, crossover, selection, and the equation for deciding when to accept a poorer 
solution. 
Tahu: The short hop method impleme~ted was a ''first descent" (take the first 
improvement possible) method. "Steepest descent" methods (where several short 
hops are considered simultaneously, and the one with the most improvement is se-
lected) are also used in practice [De094). Other techniques that could be varied are 
the long hop method, the order of the short hop pair generation-and-exchange se-
quence, and the stopping condition. Two possible alternative stopping criteria are 
when the tabu list reaches a specified number of entries, or when there is no change 
in the best solution in a specified number of hops. 
A*: Several variations of the A* method that was employed here could be 
implemented. Different functions could be used to estimate the lower-bound h(n). 
The maximum size of the search tree could be varied, and several other techniques 
exist for tree pruning (e.g., !RuN95]). 
In summary, for the GA, SA, GSA, Tahu, and A* heuristics there are a great 
number of possible valid implementations. An attempt was made to use a reasonable 




The goal of this study was to provide a basis for comparison and insights into cir-
cumstances where one technique will out perform another for eleven different heuris-
tics. The characteristics of the ETC matrices used as input for the heuristics and the 
methods used to generate them were specified. The implementation of a collection of 
eleven heuristics from the literature was described. The results of the mapping heuris-
tics were discussed, revealing the best heuristics to use in certain scenarios. For the 
situations, implementations, and parameter values used here, GA consistently gave 
the best results. The average performance of the relatively simple Min-min heuristic 
was always within twelve percent of the GA heuristic. 
The comparisons of the eleven heuristics and twelve situations provided in this 
study can be used by researchers as a starting point when choosing heuristics to apply 
in different scenarios. They can also be used by researchers for selecting heuristics to 
compare new, developing techniques against. 
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initial population generation; 
evaluation; 






Figure 3.1. General procedure for a Genetic Algorithm, based on (SrP94]. 
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0 LOOP: /* begin short hop procedure */ 
1 for ti = 0 to t - 1 /* first task in pair */ 
2 for mi= 0 tom - 1 /* first machine in pair*/ 
3 for tj = ti tot - I /* second task in pair*/ 











if (ti== tj) 
evaluate new solution 
with task tj on machine mj; 
else 
evaluate new solution with 
task ti on machine mi and 
task tj on machine mj; 
if (new solution is better) { 
} 
replace old solution with new solution; 
successful..hops = successful..hops + 1; 
goto LOOP; /* restart from inital state*/ 
if (successful..hops == lim ithop, ) 
goto END; /* end all searching*/ 
15 end for 
16 end for 
17 end for 
18 end for 
19 END: 
















































Figure 4.1. Consistent, high task, high machine heterogeneity execution times for 
schedules from the eleven mapping heuristics, taken as the mean over 
100 ETC ma.trices (trials). For each trial there are 512 tasks and 16 
ma.chines. For ea.ch heuristic, the range bars show the 95 percent con-
fidence interval for the mean . For this case, the MET schedule was an 
order of magnitude worse than a.ny other schedule and so is not shown. 
machines 
t 25,137.5 52,468.0 150,206.8 289,992.5 392,348.2 399,562.1 441,485 .5 518,283 .1 
a 30,802 .6 42,744.5 49,578 .3 50,575.6 58,268.1 58,987.9 85,213.2 87,893 .0 
s 242 ,727.1 661,498.5 796,048.1 817,745.8 915,235.9 925,875.6 978,057 .6 1,017,448 .1 
k 68,050.1 303,515.9 324,093.1 643,133.7 841,877.3 856,312.9 861,314 .8 978,066.3 
s 6,480 .2 42,396.7 98,105.4 166,346.8 240,319.5 782,658.5 871,532.6 1,203,339 .8 
175,953.8 210,341.9 261,825.0 306,034.2 393,292.2 412,085.4 483,691.9 515,645.9 
116,821.4 240,577.6 241,127.9 406,791.4 1,108,758 .0 1,246,430.8 1,393,067 .0 1,587,743.1 
36,760.6 111,631.5 150,926.0 221,390.0 259,491.1 383,709 .7 442,605.7 520,276.8 
Table 4.1. Sample 8 x 8 excerpt from one of the 512 x 16 ETC ma.trices with 
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Figure 4.2. Consistent, high task, low machine heterogeneity execution times for 
schedules from the eleven mapping heuristics, taken as the mean over 
100 ETC matrices (trials ). For each trial there are 512 tasks and 16 
machin es. For each heuristic, the range bars show the 95 percent con-
fidence interval for the mean. For this case, the MET schedule was an 
order of magnitude worse than any other schedule and so is not shown. 
machines 
t 745.2 839.8 1,192.9 1,342.1 1,896.3 2,861.4 3,180 .5 3,483.3 
a 5,000.3 5,084.6 7,350 .5 8.291.5 8,517.4 8,653.4 8,977.8 9,658.6 
s 2,119.7 2,975.5 3,046.0 4,162.5 4,663.0 4,971.3 5,057.6 5,318.3 
k 2,571.3 2,788.2 3,100 .9 6,086.9 7,346.7 8,908 .7 8,909.2 9,171.6 
s 1,344.3 1,559.0 1,758.3 2,815.1 3,057.0 3,161.5 4,174.6 4,949 .9 
4,479.1 6,283.3 8,735.4 9,241.4 12,022.0 12,079.3 14,165 .8 15,684 .7 
3,775 .2 4 ,506.4 4,902.4 7,242.2 7,843.8 8,647.3 8,861 .6 10,161 .8 
2,227 .6 5,199.6 5,896 .1 6,316 .3 10,079.8 10,175.9 10,630 .7 10,977 .6 
Table 4.2. Sample 8 x 8 excerpt from one of the 512 x 16 ETC matrices with 















































Figure 4.3. Consistent, low task, high machine heterogeneity execution times for 
schedules from the eleven mapping heuristics, talcen as the mean over 
100 ETC matrices {trials). For each trial there are 512 tasks and 16 
machines. For each heuristic, the range bars show the 95 percent con-
fidence interval for the mean. For this case, the MET schedule was an 
order of magnitude worse than any other schedule and so is not shown. 
machines 
t 117.8 TT1.3 847.7 1,113.3 1,494.2 1,769.5 1,784.8 2,065.6 
a 5,645.6 6,664.7 6,705.0 6,852 .4 7,116.5 7,193.0 7,858.9 7,947.9 
s 13,232.4 13,404.8 13,475.7 13,660.6 14,090.2 14,122.1 14,238.9 14,889.6 
k 18,486.2 18,515.4 18,803.2 18,913.0 19,020.1 19,319.0 19,605.4 20,001 .6 
s 22,748.8 22,999.1 23,665.0 23,687.3 23,759.6 23,780.4 24,632.7 25,329.2 
28,511.5 29,095.5 30,172.9 30,239.7 30,695.7 30,854.2 30,886.1 31,261.5 
35,244.7 35,293 .3 35,909 .2 36,265.1 36,394.4 38,436.7 38,545.2 38,560.5 
41,086.6 41,133.9 41,359.1 41,798.4 41,893.0 42 ,235.0 42,641.0 42,692.4 
Table 4.3. Sample 8 x 8 excerpt from one of the 512 x 16 ETC matrices with 













































Figure 4.4. Consistent, low task, low machine heterogeneity execution times for 
schedules from the eleven mapping heuristics, taken as the mean over 
100 ETC ma.trices (trials ). For each trial there are 512 tasks and 16 
machines. For each heuristic, the range bars show the 95 percent con-
fidence interval for the mean. For this case, the MET schedule was an 
order of magnitude worse than any other schedule and so is not shown. 
machines 
t 70.1 111.7 117.6 118.7 152.9 155.3 175.4 177.4 
a 55.4 70.6 72.5 121.2 131.8 142.9 207.1 241.9 
s 104.0 106.8 118.7 152.3 156.0 170.0 193.0 258.4 
k 113.6 161.2 186.4 260.0 274.1 366.5 369.0 370.4 
s 46.0 53.0 54.5 62.7 68.6 131.5 141.2 143.5 
29.5 33.2 80 .5 108.8 110.8 119.4 133.0 152.3 
60.9 73.3 77.8 92.8 102.5 134.0 147.9 161.4 
75.2 111.9 204.2 270.3 293.9 304.4 408.7 429.1 
Table 4.4. Sample 8 x 8 excerpt from one of the 512 x 16 ETC matrices with consis-
tent, low task, low machin e heterogeneity used in generating Figure 4.4. 
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Figure 4.5. Inconsistent, high task, high machine heterogeneity execution times 
for schedules from the eleven mapping heuristics, taken as the mean 
over 100 ETC matrices (trials). For each trial there are 512 tasks and 
16 machines. For each heuristic, the range bars show the 95 percent 
confidence interval for the mean. 
machines 
t 436,735 .9 815,309.1 891,469.0 1,722,197.6 1,340,988.1 740,028.0 1,749,673.7 251,140.1 
a 950,470.7 933,830.1 2,156,144.2 2,202,018.0 2,286,210.0 2,779,669.0 220,536 .3 1,769, 184.5 
s 453,126.6 479,091.9 150,324.5 386,338.1 401,682.9 218,826.0 242,699.6 11,392.2 
k 1,289,078.2 1,400,308.1 2 ,378,363.0 2,458,087.0 351,387 .4 925,070.1 2,097,914.2 1,206, 158.2 
s 646,129.6 576,144.9 1,475,908.2 424,448.8 576,238.7 223,453.8 256,804 .5 88,737.9 
1,061,682.3 43,439.8 1,355,855.5 1,736,937.1 1,624,942 .6 2,070,705.1 1,9n ,sso.2 1,066,470.8 
10,783.8 7,453.0 3,454.4 23,720.8 29,817 .3 1,143.7 44,249 .2 5,039 .5 
1,940,704.5 1,682,338.5 1,978,545.6 788,342.1 1,192,052.5 1,022,914.1 701,336.3 1,052,728.3 
Table 4.5. Sample 8 x 8 excerpt from one of the 512 x 16 ETC matrice s with 























































Figure 4.6. Inconsistent, high task, low machine heterogeneity execution times for 
schedules from the eleven mapping heuristics, taken as the mean over 
100 ETC ma.trices (trials). For each trial there are 512 tasks a.nd 16 
machines . For each heuristic, the range bars show the 95 percent con-
fidence interval for the mea.n. 
machines 
t 21,612.6 13,909.7 6,904.1 3,621.5 3,289.5 8,752 .0 5,053:7 14,515.3 
a 578.4 681.1 647.9 477.1 811.9 619 .5 490.9 828.7 
s 122.8 236.9 61.3 143.6 56.0 313.4 283.5 241.9 
k 1,785.7 1,528.1 6,998.8 4,265.3 3,174.6 3,438.0 7,168.4 2,059.3 
s 510.8 472.0 358.5 461.4 1,898.7 1,535.4 1,810.2 906.6 
22,916 .7 18,510.0 11,932.7 6,088.3 9,239.7 15,036.4 18,107.7 12,262.6 
5,985.3 2,006.5 1,546.4 6,444.6 2,640.0 7,389.3 5,924.9 1,867.2 
16,192.4 3,088.9 16,532.5 13,160.6 10,574.2 7,136.3 15,353.4 2,150.6 
Table 4.6. Sample 8 x 8 excerpt from one of the 512 x 16 ETC matrices with 
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Figure 4. 7. Inconsistent, low task, high machine heterogeneity execut ion times for 
schedules from the eleven mapping heuristics, ta.ken as the mean over 
100 ETC matrices (trials). For each trial there are 512 tasks and 16 
machines. For each heuristic, the range bars show the 95 percent con-
fidence interval for the mean. 
machines 
t 16,603.2 71,369.1 39,tl49.0 44,566.1 55,124.3 9,077.3 87,594.5 31,530.5 
a 738.3 2,375.0 5,606.2 804.9 1,535.8 4,772.3 994.2 1,833.9 
s 1,513.8 45.1 1,027.3 2,962.1 2,748.2 2,406.3 19.4 969.9 
k 2,219.9 5,989.2 2,747.0 88.2 2,055.1 665.0 356.3 2,404.9 
s 12,654.7 10,483.7 10,601.5 6,804.6 134.3 10,532.8 12,341.5 5,046 .3 
4,226.0 48,152.2 11,279.3 35,471.1 30,723.4 24,234.0 6,366.9 22,926.9 
20,668 .5 28,875.9 29,610 .1 7,363.3 24,488.0 31,077.3 8,705.0 11,849.4 
52,953.2 14,608.1 58,137.2 16,685.5 36,571.3 35,888.8 38,147.0 15,167.5 
Table 4.7. Sample 8 x 8 excerpt from one of the 512 x 16 ET C matrices with 
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Figure 4.8. Inconsistent, low task, low machine heterogeneity execution times for 
schedules from the eleven mapping heuristics, taken as the mean over 
100 ETC matrices (trials). For each trial there are 512 tasks and 16 
machines. For each heuristic, the range bars show the 95 percent con-
fidence interval for the mean. 
machines 
t 512.9 268.0 924.9 494 .4 611 .2 606.9 921.6 209.6 
a 8.5 16.8 23.4 19.2 27.9 22.7 19.6 8.3 
s 228.8 238.5 107.2 180.0 334 .6 88.2 192.8 125.7 
k 345.1 642.4 136.8 206 .2 559.5 349.5 640.2 664.2 
s 117.3 235.9 149.9 71.5 136.6 363.6 182.8 359.5 
240.7 412.0 259.1 319.8 237.5 338.3 178.5 537.7 
462.8 93 .3 574 .9 449.4 421.8 559.6 487.7 298.7 
119.5 36.7 224 .2 194.2 176.5 156.8 182.7 192.0 
Table 4.8. Sample 8 x 8 excerpt from one of the 512 x 16 ETC matrices with 
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Figure 4.9. Partially-consistent, high task, high machine heterogeneity execution 
times for schedules from the eleven mapping heuristics, taken as the 
mean over 100 ETC matrices (trials). For each trial there are 512 
tasks and 16 machines. For each heuristic, the range bars show the 95 
percent confidence interval for the mean. 
machines 
t 1,003,569.7 910,811.9 1,085,529.8 1,646,242.8 1,087,655.5 2, 121,084.5 1,141,898.7 749,952.3 
a 27,826.6 409,936.4 168,341.7 858,511.3 353,691.8 270,449.8 420,799.6 152,786.0 
s 8,415.4 101,202.5 16,453.7 64,152.5 29,172.8 36,738.5 61,114.5 142,411.2 
k 17,050.5 195,067.8 79,175 .8 787,263.3 173,239.2 438 ,599.0 378,563.4 747,305.4 
s 32,275.4 434,445.7 135,989.1 496,326.8 221,097 .9 463,577.7 244,747.3 431,704 .5 
28,850.0 138,449.0 32,730.9 93,025.9 90,044 .4 223,827.9 96,715.5 129,979.1 
145,038.5 350,917.4 210,957.4 265,590.5 486,217.7 317,915.2 728,732.4 625,365.5 
11,763.0 460,975 .2 214,456.3 821,904.1 296,960.4 459,109 .0 350,026.7 54,926.4 
Table 4.9. Sample 8 x 8 excerpt from one of the 512 x 16 ETC matrices with 
partially-consistent, high task, high machine heterogeneity used in gen-
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Figure 4.10. Partially-consistent, high task, low machine heterogeneity execution 
times for schedules from the eleven mapping heuristics, taken as the 
mean over 100 ETC matrices (t rials). For each trial there are 512 
tasks and 16 machines. For each heuristic, the range bars show the 95 
percent confidence interval for the mean. 
machines 
t 2,312.2 3,186.4 2,475.5 10,455.3 3,749 .3 11,879.5 4,594.3 1,861.9 
a 3,403.7 16,572.1 6,503.7 5,764.5 12,108.2 19,655.2 13,769.3 16,726.1 
s 5,909.0 17,499.1 9,042.4 25,581.2 11,604.0 9,846.1 12,502.8 12,182.2 
k 1,911.0 10,251.3 3,551.2 11,450.1 4,710.2 5,633.8 4,900.0 7,485.6 
s 2,303.6 5,952.0 2,468.3 7,128.6 2,616.6 7,028.0 4,622 .8 8,640.4 
6,866.3 2,723.1 8,230.5 14,167.8 9,109 .1 16,271.5 9,376.5 20,782.4 
3,968.7 3,954 .7 7,130.2 10,055.4 11,557.9 13,028.4 14,230.1 3,955.8 
3,250.5 14,124.1 4,099 .1 16,093.4 4,845.7 5,201.4 5,756.0 7,354.7 
· Table 4.10. Sample 8 x 8 excerpt from one of the 512 x 16 ETC matrices with 
partially-consistent, high task, low machine het erogeneity used in gen-
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Figure 4.11. Partially-consistent, low task, high machine heterogeneity execution 
times for schedules from the eleven mapping heuristics, taken as the 
mean over 100 ETC matrices (trials). For each trial there are 512 
tasks and 16 machines. For each heuristic, the range bars show the 95 
percent confidence interval for the mean. 
machines 
t 173.9 1,262.8 438.4 174.5 539.4 216.9 701.3 931.2 
a 3,007.7 14,169.0 3,075.9 3,810.9 13,178.0 30,292.9 18,849.8 18,687.7 
s 1,187.5 9,948.8 4,700.4 17,941.7 7,057.8 4,495.1 8,449.5 8,212.0 
k 2,342 .0 2,938.6 5,212.7 11,842.0 5,946.4 5,816.1 7,481.9 3,923.8 
s 82.2 9,957.8 8,950.4 57,354.7 9,369.5 10,626.8 10,286.4 52,394.2 
4,746.0 26,994.2 10,501.9 64,684.6 12,482.4 57,055.0 16,125.6 40,044.1 
464.9 1,363.6 508.7 1,692.6 913 .7 3,953.8 1,159.5 3,660.2 
15,295.7 53,303.0 20,572.0 50,002.9 21,410.2 34,503.0 24,606.6 44,327.0 
Table 4.11. Sample 8 x 8 excerpt from one of the 512 x 16 ETC matrices with 
partially-consistent, low task, high machine heterogeneity used in gen-
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Figure 4.12. Partially-consistent, low task, low machine heterogeneity execution 
times for schedules from the eleven mapping heuristics, taken as the 
mean over 100 ETC matrices (trials). For each trial there are 512 
tasks and 16 machines. For each heuristic, the range bars show the 95 
percent confidence interval for the mean . 
machines 
t 90.5 703.0 148.2 736.7 151.0 251.2 177.4 593.6 
a 47.5 329.2 65.5 61.0 121.6 91.5 144.9 72.8 
s 107.8 544.4 179.5 309.4 247.1 287.7 380.9 143.2 
k 62.0 203.2 69.2 61.7 92.4 55.7 93.8 221.3 
s 159.7 823.7 160.1 560.7 392.9 133.7 603.9 621.3 
94.5 279.1 113.0 48.7 139.0 167.8 230.8 127.8 
93.9 175.2 413.7 144.6 489.2 612.9 541.9 755.4 
109.5 503.1 226.0 213.0 601.9 812.5 709.5 238.0 
Table 4 .12. Sample 8 x 8 excerpt from one of the 512 x 16 ETC matrices with 
partially-consistent, low task, low machine heterogeneity used in gen-
erating Figure 4.12. 
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Abstract 
Heterogeneous computing (HG) environments are 
well suited to meet the computational demands of large, 
diverse groups of tasks (i.e., a meta-task). The prob-
lem of mapping ( defined as matching and scheduling) 
these tasks onto the machines of an HG environment 
has been shown, in general, to be NP-complete, requir-
ing the development of heuristic techniques. Selecting 
the best heuristic to use in a given environment, how-
ever, remains a difficult problem, because comparisons 
are often clouded by different underlying assumptions 
in the original studies of each heuristic. Therefore, a 
collection of eleven heuristics from the literature has 
been selected, implemented, and analyzed under one set 
of common assumptions. The eleven heuristics exam-
ined are Opportunistic Load Balancing, User-Directed 
Assignment, Fast Greedy, Min-min , Max-min , Greedy, 
Genetic Algorithm, Simulated Annealing, Genetic Sim-
ulated Annealing, Tabu, and A• . This study provides 
one even basis for comparison and insights into circum-
stances where one technique will outperform another. 
The evaluation procedure is specified, the heuristics are 
defined, and then selected results are compared. 
This ~arch was supported in part by the DARPA/ITO Quo-
rum Program under NPS subcontract numbers N62271-98-M -
0217 and N62271 -98-M-0448 . Some of the equipment used was 
donated by Intel. 
1. Introduction 
Mixed-machine heterogeneous computing (HQ) en-
vironments utilize a distributed suite of different high-
performance machines , interconnected with high-speed 
links to execute different computationally intensive 
applications that have diverse computational require-
ments (10, 18, 24). The general problem of mapping 
(i.e., matching and scheduling) tasks to machines has 
been shown to be NP-complete (8, 15]. Heuristics de-
veloped to perform this mapping function are often 
difficult to compare because of different underlying as-
sumptions in the original studies of each heuristic [3]. 
Therefore , a collection of eleven heuristics from the lit-
erature has been selected, implemented, and compared 
by simulation studies under one set of common assump-
tions . 
To facilitate these comparisons, certain simplifying 
assumptions were made. Let a meta -task be defined 
as a collection of independent tasks with no data de-
pendencies ( a given task, however, may have subtasks 
and dependencies among the subtasks). For this case 
study, it is assumed that static (i.e ., off-line or predic-
tive) mapping of meta -tasks is being performed. (In 
some systems, all tasks and subtasks in a meta-task, 
as defined above, are referred to as just tasks .) 
It is also assumed that each machine executes a sin-
gle task at a time , in the order in which the tasks ar-
rived. Because there are no dependencies among the 
tasks, scheduling is simplified, and thus the resulting 
solutions of the mapping heuristics focus more on find-
ing an efficient matching of tasks to machines. It is 
also assumed that the size of the meta-task (number 
of tasks to execute), 1, and the number of machines in 
the HC environment, !!!, are static and known a priori. 
Section 2 defines the computational environment pa-
rameters that were varied in the simulations. Descritr 
tions of the eleven mapping heuristics are found in Sec-
tion 3. Section 4 examines selected results from the 
simulation study. A list of implementation parameters 
and procedures that could be varied for each heuristic 
is presented in Section 5. 
This research was supported in part by the 
DARPA/ITO Quorum Program project called MSHN 
(Management System for Heterogeneous Networks) 
(13]. MSHN is a collaborative research effort among the 
Naval Postgraduate School, NOEMIX, Purdue Univer-
sity, and the University of Southern California. The 
technical objective of the MSHN project is to design, 
prototype, and refine a distributed resource manage-
ment system that leverages the heterogeneity of re-
sources and tasks to deliver requested qualities of ser-
vice. The heuristics developed in this paper or their 
derivatives may be included in the Scheduling Advisor 
component of the MSHN prototype. 
2. Simulation Model 
The eleven static mapping heuristics were evaluated 
using simulated execution times for an HC environ-
ment. Because these are static heuristics, it is assumed 
that an accurate estimate of the expected execution 
time for each task on each machine is known prior to ex-
ecution and contained within an ETC (~xpected !ime 
to sompute) matrix. One row of the ETC matrix con-
tains the estimated execution times for a given task 
on each machine. Similarly, one column of the ETC 
matrix consists of the estimated execution times of a 
given machine for each task in the meta-task. Thus, 
ETC(i, j) is the estimated execution time for task ion 
machine j. (These times are assumed to include the 
time to move the executables and data associated with 
each task to the particular machine when necessary.) 
The assumption that these estimated expected execu-
tion times are known is commonly made when studying 
mapping heuristics for HC systems (e.g., [11, 16, 25]). 
(Approaches for doing this estimation based on task 
profiling and analytical benchmarking are discussed in 
(14, 24].) 
For the simulation studies, characteristics of the 
ETC matrices were varied in an attempt to represent 
a variety of possible HC environments. The ETC ma-
trices used were generated using the following method. 
Initially, at x 1 baseline column vector, B, of floating 
point values is created. Let 4'0 be the upper-bound of 
the range of possible values within the haseline vector. 
The baseline column vector is generated by repeatedly 
selecting a uniform random number, xt E (1, q,0), and 
letting B(i) = xt for O $ i < t. Next, the rows of the 
ETC matrix are constructed. Each element ETC( i, j) 
in row i of the ETC matrix is created by taking the 
baseline value, B(i), and multiplying it by a uniform 
random number, x~i, which has an upper-bound of 
'Pr• This new random number, x~,; E (1, 4'r), is called 
arow multiplier. One row requires m different row 
multipliers, 0 $ j < m. Each row i of the ETC ma-
trix can be then described as ETC(i,j) = B(i) x x~,;, 
for O $ j < m. (The baseline column itself does not 
appear in the final ETC matrix.) This process is re-
peated for each row until the m x t ETC matrix is 
full. Therefore, any given value in the ETC matrix is 
within the range (1, </,1, x t/>r)-
To evaluate the heuristics for different mapping sce-
narios, the characteristics of the ETC matrix were var-
ied based on several different methods from [2]. The 
amount of variance among the execution times of tasks 
in the meta-task for a given machine is defined as task 
heterogeneity. Task heterogeneity was varied by chang-
ing the upper-bound of the random numbers within the 
baseline column vector. High task heterogeneity was 
represented by 4'0 = 3000 and low task heterogeneity 
used tj,0 = 100. Machine heterogeneity represents the 
variation that is possible among the execution times for 
a given task across all the machines. Machine hetero-
geneity was varied by changing the upper-bound of the 
random numbers used to multiply the baseline values. 
High machine heterogeneity values were generated us-
ing ef>r = 1000 , while low machine heterogeneity values 
used <Pr = 10. These heterogeneous ranges are based 
on one type of expected environment for MSHN. 
To further vary the ETC matrix in an attempt to 
capture more aspects of realistic mapping situations, 
different ETC matrix consistences were used. An ETC 
matrix is said to be consistent if whenever a machine 
j executes any task i faster than machine k, then ma-
chine j executes all tasks faster than machine k (2]. 
Consistent matrices were generated by sorting each 
row of the ETC matrix independently . In contrast, 
inconsistent matrices characterize the situation where 
machine j is faster than machine k for some tasks, and 
slower for others. These matrices are left in the un-
ordered, random state in which they were generated. In 
between these two extremes, semi-consistent matrices 
represent a partial ordering among the machine/task 
execution times. For the semi-consistent ma.trices used 
here, the row elements in column positions {O, 2, 4, ... } 
of row i are extracted, sorted, and replaced in order, 
while the row elements in column positions {1, 3, 5, ... } 
remain unordered. (That is, the even columns are con-
sistent and the odd columns are inconsistent.) 
Sample ETC matrices for the four inconsistent het-
erogeneous permutations of the characteristics listed 
above are shown in Tables 1 through 4. (Other proba-
bility distributions for ETC values, including a.n expo-
nential distribution and a truncated Gaussian [1] dis-
tribution, were also investigated, but not included in 
the results discussed here.) All results in this study 
used ETC matrices that were of size t = 512 tasks by 
m = 16 machines. While it was necessary to select 
some specific para.meter values to allow implementa-
tion of a. simulation, the characteristics and techniques 
presented here are completely general. Therefore, if 
these parameter values do not apply to a specific sit-
uation of interest, researchers may substitute in their 
own ranges, distributions, matrix sizes, etc., and the 
evaluation software of this study will still apply. 
3. Heuristic Descriptions 
The definitions of the eleven static meta-task map-
ping heuristics are provided below. First, some pre-
liminary terms must be defined. Machine availability 
time, mat(j), is the earliest time a machine j can com-
plete the execution of all the tasks that have previously 
been assigned to it. Completion time, ct(i,j), is the 
machine availability time plus the execution time of 
task ion machine j, i.e., ct(i,j) = mat(j) + ETC(i,j). 
The performance criterion used to compare the results 
of the heuristics is the maximum value of ct ( i, j), for 
0 :5 i < t and. 0 :5 j < m, for each mapping, also known 
as the makespa.n (19). Each heuristic is attempting to 
minimize the ma.kespan (i.e., finish execution of the 
meta-task as soon as possible). 
The descriptions below implicitly assume that the 
machine availability times are updated after each task 
is mapped. For cases when tasks can be considered in 
an arbitrary order, the order in which the tasks ap-
peared in the ETC matrix was used. Some of the 
heuristics listed below had to be modified from their 
original implementation to better handle the scenarios 
under consideration. 
For many of the heuristics, there a.re control param-
eter values and/or control function specifications that 
can be selected for a given implementation. For the 
studies here, such values and specifications were se-
lected based on experimentation and/or information 
in the literature . These parameters and functions a.re 
mentioned in Section 5. 
OLB: Opportunistic Load Balancing (OLB) as-
signs each task, in arbitrary order, to the next available 
machine, regardless of the task's expected execution 
time on that machine {l, 9, 10]. 
UDA: In contrast to OLB, User-Directed 
Assignment (UDA) assigns each task, in arbi-
trary order, to the machine with the best expected 
execution time for that task, regardless of that ma -
chine's availability (1). UDA is sometimes referred to 
as Limited Best Assignment (LBA) , as in [1, 9]. 
Fast Greedy: Fast Greedy assigns each task, in 
arbitrary order, to the machine with the minimum 
completion time for that task (1]. 
Min-min: The Min-min heuristic begins with the 
set U of all unmapped tasks. Then, the set of 
minimum completion times, M = { 7ni : m; = 
minos;<m(ct(i,j)), for each i E U}, is found. Next, 
the task with the overall minimum completion time 
from M is selected and assigned to the corresponding 
machine (hence the name Min-min) . Lastly, the newly 
mapped task is removed from U, and the process re-
peats until all tasks are mapped (i.e., U = 0) [1, 9, 15]. 
Intuitively, Min-min attempts to map as many tasks 
as possible to their first choice of machine ( on the basis 
of completion time), under the assumption that this 
will result in a shorter ma.kespan. Because tasks with 
shorter execution times are being mapped first, it was 
expected that the percentage of tasks that receive their 
first choice of machine would generally be higher for 
Min-min than for Max-min (defined next), and this 
was verified by data recorded during the simulations. 
Max-min: The Max-min heuristic is very simi-
lar to Min-min. The Max-min heuristic also begins 
with the set U of all unmapped tasks. Then, the 
set of minimum completion times, M = { 7ni : m; = 
minos;<m(ct(i,j)), for each i E U}, is found . Next, 
the task with the overall maximum completion time 
from M is selected and assigned to the corresponding 
machine (hence the name Max-min) . Lastly, the newly 
mapped task is removed from U, and the process re-
peats until all tasks are mapped (i.e., U = 0) (1, 9, 15]. 
The motivation behind Max-min is to attempt 
to minimize the penalties incurred by delaying the 
scheduling of long~running tasks. Assume that the 
meta-task being mapped has several tasks with short 
execution times, and a small quantity of tasks with 
very long execution times. Mapping the tasks with the 
longer execution times to their best machines first al-
lows these tasks to be executed concurrently with the 
remaining tasks (with shorter execution times). This 
concurrent execution of long and short tasks can be 
more beneficial than a Min-min mapping where all of 
the shorter tasks would execute first, and then a few 
longer running tasks execute while several machines 
sit idle. The assumption here is that with Max-min 
the tasks with shorter execution times can be mixed 
with longer tasks and evenly distributed among the 
machines, resulting in better machine utilization and a 
better meta-task makespan. 
Greedy: The Greedy heuristic is literally a com-
bination of the Min-min and Max-min heuristics. The 
Greedy heuristic performs both of the Min-min and 
Max-min heuristics, and uses the better solution [l, 9]. 
GA: Genetic Algorithms (Q.As) are a popular tech-
nique used for searching large solution spaces (e.g., 
[25, 271). The version of the heuristic used for this 
study was adapted from [27] for this particular solution 
space. Figure 1 shows the steps in a general Genetic 
Algorithm. 
The Genetic Algorithm implemented here operates 
on a population of 200 chromosomes (possible map-
pings) for a given meta-task. Each chromosome is a 
t x 1 vector, where position i (0 ~ i < t) represents 
task i, and the entry in position i is the machine to 
which the task has been mapped. The initial popula-
tion is generated using two methods: (a) 200 randomly 
generated chromosomes from a uniform distribution, or 
(b) one chromosome that is the Min-min solution and 
199 random solutions (mappings). The latter method 
is called seeding the population with a Min-min chro-
mosome. The GA actually executes eight times (four 
times with initial populations from each method), and 
the best of the eight mappings is used as the final so-
lution. 
After the generation of the initial population, all of 
the chromosomes in the population are evaluated (i.e., 
ranked) based on their fitness value (i.e., makespan), 
with a smaller fitness value being a better mapping. 
Then, the main loop in Figure 1 is entered and a rank-
based roulette wheel scheme [26} is used for selection. 
This scheme probabilistically generates new popula-
tions, where better mappings have a higher probability 
of surviving to the next generation. Elitism, the prop-
erty of guaranteeing the best solution remains in the 
population [20), was also implemented. 
Next, the crossover operation selects a pair of chro-
mosomes and chooses a random point in the first chro-
mosome. For the sections of both chromosomes from 
that point to the end of each chromosome, crossover ex-
changes machine assignments between corresponding 
tasks. Every chromosome is considered for crossover 
with a probability of 60%. 
After crossover, the mutation operation is per-
formed. Mutation randomly selects a task within the 
chromosome, and randomly reassigns it to a new ma-
chine. Both of these random operations select values 
from a uniform distribution. Every chromosome is con-
sidered for mutation with a probability of 40%. 
Finally, the chromosomes from tpis modified popu-
lation are evaluated again. This completes one itera-
tion of the GA. The GA stops when any one of three 
conditions are met: (a) 1000 total iterations, {b) no 
change in the elite chromosome for 150 iterations, or 
(c) all chromosomes converge. If no stopping criteria is 
met, the loop repeats, beginning with the selection of 
a new population. The stopping criteria that usually 
occurred in testing was no change in the elite chromo-
some in 150 iterations. 
SA: Simulated Annealing (M) is an iterative tech-
nique that considers only one possible solution (map-
ping) for each meta-task at a. time. This solution uses 
the same representation for a solution as the chromo-
some for the GA. 
SA uses a procedure that probabilistically allows 
poorer solutions to be accepted to attempt to obtain 
a better search of the solution space (e.g., (6, 17, 21]). 
This probability is based on a system temperature that 
decreases for each iteration. As the system tempera-
ture "cools," it is more difficult for currently poorer 
solutions to be accepted. The initial system tempera-
ture is the makespan of the initial mapping. 
The specific SA procedure implemented here is as 
follows. The initial mapping is generated from a uni-
form random distribution. The mapping is mutated in 
the same manner as the GA, and the new makespan 
is evaluated. The decision algorithm for accepting or 
rejecting the new mapping is based on [6]. If the new 
makespan is better, the new mapping replaces the old 
one. If the new makespan is worse (larger), a uniform 
random number£. E [0, 1) is selected. Then, z is com-
pared with lb where 
1 
Y = (old makespan-new makespan) · 
1 + e temperature 
(1) 
If z > y the new (poorer) mapping is accepted, other-
wise it is rejected, and the old mapping is kept. 
Notice that for solutions with similar makespans {or 
if the system temperature is very large), y • 0.5, and 
poorer solutions are more easily accepted. In contrast, 
for solutions with very different makespans ( or if the 
system temperature is very small), y • 1, and poorer 
solutions will usually be rejected . 
After each mutation , the system temperature is de-
creased by 10%. This defines one iteration of SA. The 
heuristic stops when there is no change in the makespan 
for 150 iterations or the system temperature reaches 
zero. Most tests ended with no change in the makespan 
for 150 iterations. 
GSA: The Genetic Simulated Annealing (GSA) 
heuristic is a combination of the GA and SA techniques 
(4, 23}. In general, GSA follows procedures similar to 
the GA outlined above. GSA operates on a popula-
tion of 200 chromosomes, uses a Min-min seed in four 
out of eight initial populations, and performs similar 
mutation and crossover operations. However, for the 
selection process, GSA uses the SA cooling schedule 
and system temperature, and a simplified SA decision 
process for accepting or rejecting a new chromosomes. 
GSA also used elitism to guarantee that the best solu-
tion always remained in the population. 
The initial system temperature for the GSA selec-
tion process was set to the average makespan of the 
initial population, and decreased 10% for each itera-
tion. When a new (post-mutation, post-crossover, or 
both) chromosome is compared with the corresponding 
original chromosome, if the new makespan is less than 
the old makespan plus the system temperature, then 
the new chromosome is accepted. That is, if 
new makespan < (old makespan + temperature) (2) 
is true, the new chromosome becomes part of the pop-
ulation. Otherwise, the original chromosome survives 
to the next iteration. Therefore, as the system tern• 
perature decreases, it is again more difficult for poorer 
solutions (i.e., longer makespans) to be accepted. The 
two stopping criteria used were either (a) no change in 
the elite chromosome in 150 iterations or (b) 1000 total 
iterations . Again, the most common stopping criteria 
was no change in the elite chromosome in 150 itera-
tions. 
Tahu: Tahu search is a solution space search that 
keeps track of the regions of the solution space which 
have already been searched so as not to repeat a search 
near these areas (7, 12]. A solution (mapping) uses 
the same representation as a chromosome in the GA 
approach . 
The implementation of Tahu search used here be-
gins with a random mapping, generated from a uni• 
form distribution . Starting with the first task in the 
mapping, task i = 0, each possible pair of tasks is 
formed, (i, j) for O 5 i < t - 1 and i < j < t. As 
each pair of tasks is formed, they exchange machine 
assignments. This constitutes a short hop. The in-
tuitive purpose of a short hop is to find the nearest 
local minimum solution within the solution space. Af-
ter each exchange, the new makespan is evaluated. If 
the new makespan is an improvement, the new map-
ping is accepted ( a successful short hop), and the pair 
generation-and-exchange sequence starts over from the 
beginning (i = O) of the new mapping. Otherwise, the 
pair generation-and-exchange sequence continues from 
its previous state, (i, j). New short hops are generated 
until 1200 successful short hops have been ma.de or all 
combinations of task pairs have been exhausted with 
no further improvement. 
At this point, the final mapping from the local so-
lution space search is added to the tabu list. The tabu 
list is a method of keeping track of the regions of the 
solution space that have already been searched. Next, 
a new random mapping is generated, and it must differ 
from each mapping in the tabu list by at least half of 
the machine assignments ( a successful long hop). The 
intuitive purpose of a long hop is to move to a new 
region of the solution space that has not already been 
searched. The final stopping criterion for the heuristic 
is a total of 1200 successful hops (short and long com-
bined). Then, the best mapping from the tabu list is 
the final answer. 
A*: The final heuristic in the comparison study is 
known as the A* heuristic. A* has been applied to 
many other task allocation problems (e.g., [5, 16, 21, 
22]). The technique used here is similar to (6). 
A* is a tree search beginning at a root node that is 
usually a null solution. AB the tree grows, intermediate 
nodes represent partial solutions (a subset of tasks are 
assigned to machines), and leaf nodes represent final 
solutions (all tasks are assigned to machines). The par-
tial solution of a child node has one more task mapped 
than the parent node. Call this additional task g_. Each 
parent node generates m children, one for each possi• 
ble mapping of a. After a parent node has done this, 
the parent node is removed and replaced in the tree by 
the m children. Based on experimentation and a desire 
to keep execution time of the heuristic tractable, the 
maximum number of nodes in the tree at any one time 
is limited in this study to nmu = 1024. 
Each node,!!, has a costfunction, /(n), associated 
with it. The cost function is an estimatedlower-bound 
on the makespan of the best solution that includes the 
partial solution represented by node n. Let g(n) repre-
sent the makespan of the task/machine assignments in 
the partial solution ofnode n, i.e., g(n) is the maximum 
of the machine availability times ( mat (j)) based on the 
set of tasks that have been mapped to ma.chines in node 
n's partial solution. Let h(n) be a lower-bound esti-
mate on the difference between the makespan of node 
n's partial solution and the makespan for the best com-
plete solution that includes node n's partial solution. 
Then, the cost function for node n is computed as 
/(n) = g(n) + h(n) . (3) 
Therefore, /(n) represents the makespan of the partial 
solution of node n plus a lower-bound estimate of the 
time to execute the rest of the (unmapped ) tasks in the 
meta-task. 
The function h(n) is defined in terms of two func-
tions, h1(n) and h2(n), which are two different a1r 
proaches to deriving a lower-bound estimate. Recall 
that M = {171i : m; = mino:5;<m(ct(i,j)), for each i e 
U}. For node n let mmct(n) be the overall maximum 
element of M over all i E U (i.e., "the maximum min-
imum completion time"). Intuitively, mmct (n) repre-
sents the best possible meta-task makespan by making 
the typically unrealistic assumption that each task in U 
can be assigned to the machine indicated in M without 
conflict. Thus, based on [5], h1 (n ) is defined as 
h1 (n) = max(O, (mmct(n ) - g(n )}). (4) 
Next, let sdma(n) be the sum of the differences be-
tween g(n) and each machine availability time over all 
machines after executing all of the tasks in the partial 
solution represented by node n: 
m-1 
sdma(n) = L (g(n) - mat(j )) . (5) 
i=O 
Intuitively, sdma(n) represents the amount of machine 
availability time remaining that can be scheduled with-
out increasing the final makespan. Let smet (n) be de-
fined as the sum of the minimum expected execution 
times (i.e., ETC values) for all tasks in U: 
smet(n) = L( ~in (ETC(i,j)) (6) 
iEU o:5,<m 
This gives an estimate of the amount of remaining work 
to do, which could increase the final makespan . The 
function h 2 is then defined as 
h2(n) = max(0, (smet(n) - sdma(n))/m), (7) 
where (smet(n) - sdma(n))/m represents an estimate 
of the minimum increase in the meta-task makespan 
if the tasks in U could be "ideally" (but, in general, 
unrealistically) distributed among the machines. Using 
these definitions, 
h(n) = max(h1(n),h2(n)), (8) 
representing a lower-bound estimate on the time to ex-
ecute the tasks in U. 
Thus, beginning with the root, the node with the 
minimum /(n) is replaced by its m children, until nmoz 
nodes are created. From that point on, any time a node 
is added, the tree is pruned by deleting the node with 
the largest f(n). This process continues until a leaf 
node (representing a complete mapping) is reached. 
Note that if the tree is not pruned, this method is 
equivalent to an exhaustive search . 
These eleven heuristics were all implemented under 
the common simulation model described in Section 2. 
The results from experiments using these implemen-
tations are described in the next section. Suggestions 
for alternative heuristic implementations are given in 
Section 5. 
4. Experimental Results 
An interactive software application has been devel-
oped that allows simulation, testing, and demonstra-
tion of the heuristics examined in Section 3 applied to 
the meta-tasks defined by the ETC matrices described 
in Section 2. The software allows a user to specify 
t and m, to select which ETC matrices to use, and 
to choose which heuristics to execute. It then gener-
ates the specified ETC matrices, executes the desired 
heuristics, and displays the results, similar to Figures 2 
through 13. The results discussed in this section were 
generated using portions of this software. 
When comparing mapping heuristics, the execu-
tion time of the heuristics themselves is an impor-
tant consideration. For the heuristics listed, the ex-
ecution times varied greatly. The experimental results 
discussed below were obtained on a Pentium II 400 
MHz processor with 1GB of RAM. Each of the sim-
pler heuristics {OLB, UDA, Fast Greedy, and Greedy) 
executed in a few seconds for one ETC matrix with 
t = 512 and m = 16. For the same sized ETC ma,-
trix, SA and Tabu, both of which manipulate a single 
solution during an iteration, averaged less than 30 sec-
onds. GA and GSA required approximately 60 seconds 
per matrix because they manipulate entire populations, 
and A* required about 20 minutes per matrix. 
The resulting meta.-task execution times 
(makespans) from the simulations for every case 
of consistency, task heterogeneity, and machine het-
erogeneity are shown in Figures 2 through 13. All 
experimental results represent the execution time of 
a meta-task (defined by a particular ETC matrix) 
based on the mapping found by the heuristic specified, 
averaged over 100 different ETC matrices of the same 
type (i.e., 100 mappings). For each heuristic, the range 
bars show the minimum and maximum meta-task 
execution times over the 100 mappings (100 ETC 
matrices) used to compute the average meta-task 
execution time . Tables 1 through 4 show sample 
subsections from the four types of inconsistent ETC 
matrices considered. Semi-consistent and consistent 
matrices of the same types could be generated from 
these matrices as described in Section 2. For the 
results described here, however, entirely new matrices 
were generated for each case. 
For the four consistent cases, Figures 2 through 5, 
the UDA algorithm had the worst execution times by 
an order of magnitude. This is easy to explain. For the 
consistent cases, all tasks will have the lowest execu-
tion time on one machine, and all tasks will be mapped 
to this particular machine. This corresponds to results 
found in [lj. Because of this poor performance, the 
UDA results were not included in Figures 2 through 
5. OLB, Max-min, and SA had the next poorest re-
sults. GA performed the best for the consistent cases. 
This was due in part to the good performance of the 
Min-min heuristic. The best GA solution always came 
from one of the populations that had been seeded with 
the Min-min solution. As is apparent in the figures, 
Min-min performed very well on its own, giving the 
second best results. The mutation, crossover, and se-
lection operations of the GA were always able to im-
prove on this solution, however. GSA, which also used 
a Min-min seed, did not always improve upon the Min-
min solution. Because of the probabilistic procedure 
used during selection, GSA would sometimes accept 
poorer intermediate solutions. These poorer interme-
diate solutions never led to better final solutions, thus 
GSA gave the third best results. The performance of 
A* was hindered because the estimates made by h1 ( n) 
and h2(n) are not as accurate for consistent cases as 
they are for inconsistent and semi-consistent cases. For 
consistent cases, h1 (n) underestimates the competition 
for machines and h2(n) underestimates the "workload" 
distributed to each machine. 
These results suggest that if the best overall solu-
tion is desired, the GA should be employed. However, 
the improvement of the GA solution over the Min-min 
solution was never more than 10%. Therefore, the Min-
min hueristic may be more appropriate in certain sit-
uations, given the difference in execution times of the 
two heuristics. 
For the four inconsistent test cases in Figures 6 
through 9, UDA performs much better and the perfor-
mance of OLB degrades. Because there is no pattern 
to the consistency, OLB will assign more tasks to poor 
or even worst-case machines, resulting in poorer sched-
ules. In contrast , UDA improves because the "best" 
machines are distributed across the set of machines, 
thus task assignments will be more evenly distributed 
among the set of machines avoiding load imbalance. 
Similarly, Fast Greedy and Min-min performed very 
well, and slightly outperformed UDA, because the ma-
chines providing the best task completion times are 
more evenly distributed among the set of machines. 
Min-min was also better than Max-min for all of the 
inconsistent cases. The advantages Min-min gains by 
mapping "best case" tasks first outweighs the savings 
in penalties Max-min has by mapping "worst case" 
tasks first. 
Tabu gave the second poorest results for the in-
consistent cases, at least 16% poorer than the other 
heuristics. Inconsistent matrices generated more suc-
cessful short hops than the associated consistent matri-
ces. Therefore, fewer long hops were generated and less 
of the solution space was searched, resulting in poorer 
solutions. The increased number of successful short 
hops for inconsistent matrices can be explained as fol-
lows. The pairwise comparison procedure used by the 
short hop procedure will assign machines with better 
performance first, early in the search procedure. For 
the consistent cases, these machines will always be from 
the same set of machines. For inconsistent cases, these 
machines could be any machine. Thus, for consistent 
cases, the search becomes somewhat ordered, and the 
successful short hops get exhausted faster. For incon-
sistent cases, the lack of order means there are more 
successful short hops, resulting in fewer long hops. 
GA and A* had the best average ma.kespans, and 
were usually within a small constant factor of each 
other. The random approach employed by these meth -
ods was useful and helped overcome the difficulty of 
locating good mappings within inconsistent matrices. 
GA again benefited from having the Min-min ini-
tial mapping. A* did well because if the tasks get 
more evenly distributed among the machines, this more 
closely matches the lower-bound estimates of h 1(n) and 
h2(n). 
Finally, consider the semi-consistent cases in Figures 
10 through 13. For semi-consistent cases with high ma-
chine heterogeneity, the UDA heuristic again gave the 
worst results. Intuitively, UDA is suffering from the 
same problem as in the consistent cases: half of all 
tasks are getting assigned to the same machine. OLB 
does poorly for high machine heterogeneity cases be-
cause worst case matchings will have higher execution 
times for high machine heterogeneity. For low ma-
chine heterogeneity, the worst case matchings have a 
much lower penalty . The best heuristics for the semi-
consistent cases were Min-min and GA. This is not sur-
prising because these were two of the best heuristics 
from the consistent and inconsistent tests, and semi-
consistent matrices are a combination of consistent a.nd 
inconsistent matrices . Min-min was able to do well be-
cause it searched the entire row for each task and as-
signed a high percentage of tasks to their first choice. 
GA was robust enough to handle the consistent compo-
nents of the matrices, and did well for the same reasons 
mentioned for inconsistent matrices . 
5. Alternative Implementations 
The experimental results in Section 4 show the per-
formance of each heuristic under the assumptions pre-
sented. For several heuristics, specific control param-
eter values and control functions had to be selected. 
In most cases, control parameter values and control 
functions were based on the references cited or experi-
ments conducted. However, for these heuristics, differ-
ent, valid implementations are possible using different 
control parameters and control functions. 
GA, SA, GSA: Several parameter values could 
be varied among these techniques, including (where ap-
propriate) population size, crossover probability, mu-
tation probability, stopping criteria, number of runs 
with different initial populations per result, and the 
system temperature. The specific procedures used for 
the following actions could also be modified (where ap-
propriate) including initial population "seed" genera-
tion, mutation, crossover, selection, elitism, and the 
accept/reject new mapping procedure. 
Tahu: The short hop method implemented was a 
"first descent" (take the first improvement possible) 
method. "Steepest descent" methods (where several 
short hops are considered simultaneously, and the one 
with the most improvement is selected) are also used 
in practice [7). Other techniques that could be var-
ied are the long hop method, the order of the short 
hop pair generation-and-exchange sequence, and the 
stopping condition. Two possible alternative stopping 
criteria are when the tabu list reaches a specified num-
ber of entries, or when there is no change in the best 
solution in a specified number of hops. 
A•: Several variations of the A* method that was 
employed here could be implemented. Different func-
tions could be used to estimate the lower-bound h(n). 
The maximum size of the search tree could be varied, 
and several other techniques exist for tree pruning (e.g., 
[21]). 
In summary, for the GA, SA, GSA, Tabu, and A* 
heuristics there are a great number of possible valid 
implementations. An attempt was made to use a rea-
sonable implementation of each heuristic for this study. 
Future work could examine other implementations. 
6. Conclusions 
The goal of this study was to provide a basis for 
comparison and insights into circumstances where one 
technique will out perform another for eleven different 
heuristics. The characteristics of the ETC matrices 
used as input for the heuristics and the methods used to 
generate them were specified. The implementation of 
a collection of eleven heuristics from the literature was 
described. The results of the mapping heuristics were 
discussed, revealing the best heuristics to use in certain 
scenarios. For the situations, implementations, and pa-
rameter values used here, GA was the best heuristic for 
most cases, followed closely by Min-min, with A• also 
doing well for inconsistent matrices. 
A software tool was developed that allows others 
to compare these heuristics for many different types 
of ETC matrices. These heuristics could also be the 
basis of a mapping toolkit. If this toolkit were given an 
ETC matrix representing an actual meta-task and an 
actual HC environment, the toolkit could analyze the 
ETC matrix, and utilize the best mapping heuristic 
for that scenario. Depending on the overall situation, 
the execution time of the mapping heuristic itself may 
impact this decision. For example, if the best mapping 
available in less than one minute was desired and if 
the characteristics of a given ETC matrix most closely 
matched a consistent matrix, Min-min would be used; 
if more time was available for finding the best mapping, 
GA and A* should be considered. 
The comparisons of the eleven heuristics and twelve 
situations provided in this study can be used by re-
searchers as a starting point when choosing heuristics 
to apply in different scenarios. They can also be used 
by researchers for selecting heuristics to compare new, 
developing techniques against. 
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Figure 1. General procedure for a Genetic Al-
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machines 
t 436,735.9 815,309.1 891,469.0 1,722,197.6 1,340,988.1 740,028 .0 1,749,673.7 251,140.1 
a 950,470.7 933,830.1 2,156,144.2 2,202,018.0 2,286,210.0 2,779,669 .0 220,536.3 1,769,184.5 
s 453,126.6 479,091.9 150,324.5 386,338.1 401,682.9 218,826.0 242,699.6 11,392.2 
k 1,289,078.2 1,400,308.1 2,378,363.0 2,458,087.0 351,387.4 925,070.1 2,097,914.2 1,206,158.2 
s 646,129.6 576,144.9 1,475,908.2 424,448.8 576,238.7 223,453.8 256,804.5 88,737.9 
1,061,682.3 43,439.8 1,355,855.5 1,736,937.1 1,624,942.6 2,070,705 .1 1,977,650.2 1,066,470.8 
10,783.8 7,453.0 3,454.4 23,720.8 29,817.3 1,143.7 44,249 .2 5,039.5 
1,940,704.5 1,682,338.5 1,978,545.6 788,342.1 1,192,052.5 1,022,914.1 701,336 .3 1,052,728 .3 
Table 1. Sample 8 x 8 excerpt from ETC with inconsistent, high task, high machine heterogeneity. 
machines 
t 21,612.6 13,909.7 6,904.1 3,621.5 3,289.5 8,752.0 5,053 .7 14,515.3 
a 578.4 681.1 647.9 477.1 811.9 619.5 490.9 828.7 
s 122.8 236.9 61.3 143.6 56.0 313.,t 283.5 241.9 
k 1,785.7 1,528.1 6,998.8 4,265.3 3,174.6 3,438.0 7,168.4 2,059.3 
s 510 .. 8 472.0 358.5 461.4 1,898.7 1,535.4 1,810.2 906.6 
22,916.7 18,510.0 11,932.7 6,088.3 9,239.7 15,036.4 18,107.7 12,262.6 
5,985.3 2,006.5 1,546.4 6,444.6 2,640.0 7,389.3 5,924.9 1,867.2 
16,192.4 3,088.9 16,532.5 13,160.6 10,574.2 7,136.3 15,353.4 2,150.6 
Table 2. Sample 8 x 8 excerpt from ETC with inconsistent, high task, low machine heterogeneity. 
machines 
t 16,603.2 71,369.1 39,849.0 44,566.1 55,124.3 9,077.3 87,594.5 31,530.5 
a 738.3 2,375.0 5,606.2 804.9 1,535.8 4,772.3 994.2 1,833.9 
s 1,513.8 45.1 1,027.3 2,962.1 2,748.2 2,406.3 19.4 969.9 
k 2,219.9 5,989.2 2,747.0 88.2 2,055.1 665.0 356.3 2,404.9 
s 12,654.7 10,483.7 10,601.5 6,804.6 134.3 10,532.8 12,341.5 5,046.3 
4,226.0 48,152.2 11,279.3 35,471.1 30,723.4 24,234.0 6,366.9 22,926.9 
20,668.5 28,875.9 29,610.1 7,363.3 24,488.0 31,077.3 8,705.0 11,849.4 
52,953.2 14,608.1 58,137.2 16,685.5 36,571.3 35,888.8 38,147.0 15,167.5 
Table 3. Sample 8 x 8 excerpt from ETC with inconsistent, low task, high machine heterogeneity. 
machines 
t 512.9 268.0 924.9 494.4 611.2 606.9 921.6 209.6 
a 8.5 16.8 23.4 19.2 27 .9 22.7 19.6 8.3 
s 228.8 238.5 107.2 180.0 334.6 88.2 192.8 125.7 
k 345.l 642.4 136.8 206.2 559.5 349.5 640.2 664.2 
s 117.3 235.9 149.9 71.5 136.6 363.6 182.8 359.5 
240.7 412.0 259.1 319.8 237.5 338.3 178.5 537.7 
462.8 93.3 574.9 449.4 421.8 559.6 487.7 298.7 
119.5 36.7 224.2 194.2 176.5 156.8 182.7 192.0 
Table 4. Sample 8 x 8 excerpt from ETC with inconsistent, low task, low machine heterogeneity. 
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Abstract 
The problem of mapping ( defined as matching and 
scheduling) tasks and communications onto multiple 
machines and networks in a heterogeneous computing 
{HG) environment has been shown to be NP-complete, 
in general, requiring the development of heuristic tech-
niques. Many different types of mapping heuristics 
have been developed in recent years. However, select-
ing the best heuristic to use in any given scenario re-
mains a difficult problem. Factors making this selec-
tion difficult are discussed. Motivated by these difficul-
ties, a new taxonomy for classifying mapping heuris-
tics for HG environments is proposed ("the Purdue HG 
Taxonomy"). The taxonomy is defined in three major 
parts : (1) the models used for applications and commu-
nication requests, (2) the models used for target hard-
ware platforms, and {3) the characteristics of mapping 
heuristics . Each part of the taxonomy is described, with 
examples given to help clarify the taxonomy. The ben-
efits and uses of this taronomy are also discussed. 
1. Introduction 
Different portions of a computationally intensive 
application often have diverse computational require-
ments. In general, a high-performance ma.chine may 
perform poorly on such an application because it is 
difficult for a single machine architecture to satisfy 
the computational requir ements of the different por-
tions equally well. A mixed-machine heterogeneous 
computing (~) system alleviates this problem by uti-
lizing a suite of different high-performan ce machines, 
interconnected with high-speed links. Such a system 
coordinates the execution of various portions of the 
This n:aearch was supported in part by the DARPA/ITO Qu~ 
rum Program under NPS sub contract numbers N62271-98-M-
0217 and N62271-98-M-0448 , and in part by the DARPA/ISO 
BADO Program and the Office of Naval Research under grant 
number N00014-97-l-0804. 
application on different machines within the system to 
exploit the different architectural capabilities available 
and achieve increased application performance [12, 13]. 
To take advantage of HC systems in this man-
ner, an application task may be decomposed into sub-
tasks, where each subtask is computationally homoge-
neous. Different subtasks, however, may require dif-
ferent architectural capabilities . These subtasks may 
share stored or generated data, creating the potential 
for inter-machine dependencies and data transfer over-
head . Subtasks may be determined by: (a) user speci-
fication, (b) analysis by the mapping heuristic, or (c) a 
given separate program for each subt;1Sk. Once the air 
plication is decomposed into subtasks, each subtask is 
assigned to a machine (matching) and the subtasks as-
signed to a particular ma.chine are ordered (scheduling) 
such that the overall execution time of the applicar 
tion is minimized . The combination of matching and 
scheduling subtasks to machines is defined as subtask 
mapping. While each subtask is a separate item to be 
mapped, the mapping decision for any one subtask may 
impact the mapping decision for others. 
Another version of the mapping problem, meta-task 
mapping, deals with matching and scheduling a collec-
tion of tasks to the machines in an HC environment . 
The term meta-task has been used in different ways. 
In this paper, the tasks in the meta-task are indepen-
dent, in that they have no data depend encies among 
them . A given task, however, may have subtasks and 
dependencies among the subtasks. (In some systems, 
all tasks and subtasks in a metartask, as defined above, 
are refened to as just tasks.) An example of meta-task 
mapping is the mapping of an arbitrary set of indepen -
dent tasks from different users waiting to execute on a 
heterogeneous suite of ma.chines. Each task in a meta-
task may have associated properties, such as a deadline 
and a priority. 
In general, finding optimal solutions for the mai:r 
ping problem and the scheduling of inter-machine com-
munications in HC environments is NP-complete [7], 
requiring the development of near-optimal heuristic 
techniques. In recent years, numerous different types 
of mapping heuristics have been developed (e.g., see 
[1, 6, 8, 12, 13]). However, selecting a particular heuri&-
tic to use in a certain practical scenario remains a. dif-
ficult problem. One of the reasons for this difficulty 
is that when one heuristic is presented and evaluated 
in the literature, typically, different assumptions are 
made about the underlying target platform than those 
used for earlier heuristics, (e.g., the degree to which the 
capabilities of machines differ in the HC suite) mak-
ing comparisons problematic. Similarly, different as-
sumptions about application models complicate com-
parisons (e.g, the variation among average task execu-
tion times). Moreover, the mapping heuristics them-
selves usually have different characteristics (e.g., dif-
ferent optimization criteria, different execution times). 
Therefore, a fair comparison of various heuristics is a 
challenging problem. 
These comparison problems are compounded by the 
fact that there exist no standard set of application 
benchmarks or target platforms for HC environments . 
Motivated by these difficulties, a new taxonomy for 
classifying mapping heuristics for HC environments is 
proposed. The Purdue HC Taxonomy is defined in 
three major parts: ( 1) the models used for applications 
and communication requests, (2) the models used for 
target hardware platforms, and (3) the characteristics 
of mapping heuristics. This new taxonomy builds on 
previous taxonomies (e.g., (2, 4, 5, 10)). 
In Section 2, previous taxonomies from the fields 
of distributed computing and HC are reviewed. The 
proposed taxonomy for mapping heuristics is defined 
in Section 3. The benefits and possible uses of this 
new taxonomy are examined in Section 4. 
This research was supported in part by the 
DARPA/ITO Quorum Program project called MSHN 
(Management System for Heterogeneous Networks). 
MSHN is a collaborative research effort among the 
Naval Postgraduate School, Noemix, Purdue Univer-
sity, and the University of Southern California. The 
technical objective of the MSHN project is to design, 
prototype, and refine a distributed resource manage-
ment system that leverages the heterogeneity of re-
sources and tasks to deliver requested qualities of ser-
vice. This research is also supported in part by the 
DARPA/ISO BADD (Battlefield Awareness and Data 
Dissemination) Program. In the BADD Program, com-
munications from a large number of heterogeneous in-
formation sources (e.g., databases, sensors) to a large 
number of heterogeneous destinations (e.g., warfight-
ers' laptops, proxy servers) must be scheduled over a 
set of heterogeneous networks (16). Thus, most of this 
taxonomy pertains to this environment also. 
2. Previous Taxonomies 
Taxonomies related in various degrees to this work 
have appeared in the litera.ture. In this section, 
overviews of three related taxonomy studies are given. 
A taxonomy classifying scheduling techniques used 
in general-purpose distributed computing systems is 
presented in (2]. The classification of target plat-
forms and application characteristics was outside the 
scope of this study. The taxonomy in (2] does com-
bine well-defined hierarchical characteristics with more 
general flat characteristics to differentiate a wide range 
of scheduling techniques. Several examples of different 
scheduling techniques from the published literature are 
also given, with each classified by the taxonomy. In HC 
systems, however, scheduling is only half of the map-
ping problem. The matching of tasks to machines also 
greatly affects execution schedules and system perfor-
mance. Therefore, the taxonomy proposed in Section 
3 also includes categories for platform characteristics 
and application characteristics, both of which influence 
matching (and scheduling) decisions. 
Several different taxonomies are presented in [5). 
The first is the EM 3 taxonomy, which classifies all 
computer systems into one of four categories, based on 
i.xecution mode and machine model [4]. The taxonomy 
proposed here in Section 3 assumes heterogeneous sys-
tems from either the SEM M (!ingle i.xecution mode, 
multiple machine models) or the M EM M (multiple 
~xecution modes, multiple machine models) categories. 
A "modestly extended" version of the taxonomy from 
[2] is also presented in [5). The modified taxonomy 
introduces new descriptors and is applied to heteroge-
neous resource allocation techniques. Aside from con-
sidering different parallelism characteristics of applic~ 
tions, target platform and application properties were 
not classified as part of the study . 
A taxonomy for comparing heterogeneous subtask 
matching methodologies is included in [10]. The tax-
onomy focuses on static subtask matching approaches , 
and classifies several specific examples of optimal and 
sub-optimal techniques . This is a single taxonomy, 
without the three distinct parts of the Purdue HC Tax-
onomy presented in the next section. However, the 
"optimal-restricted" classification in [10] includes algo-
rithms that place restrictions on the underlying pro-
gram and/or multicomputer system. 
The Purdue HC Taxonomy uses these studies as a 
foundation, and extends their concepts to the specific 
HC mapping problem domain being considered. Rele-
vant ideas from these studies are incorporated into the 
unique structure of the three-part taxonomy described 
in the next section, allowing for more detailed classifi-
cations of HC mapping heuristics. 
3. Proposed Taxonomy 
3.1. Introduction 
As mentioned in Section 2, it is assumed that a 
mixed-machineHC system is composed of different ma-
chines, with possibly multiple execution models. The 
system is defined to be heterogeneous if any one or 
more of the following characteristics varies among ma-
chines enough to result in different execution perfor-
mance among those machines: processor type, proces-
sor speed, mode of computation, memory size, num-
ber of processors (within parallel machines), inter-
processor network (within parallel machines ), etc. 
The new Purdue HC Taxonomy for describing map-
ping heuristics for mixed-machine HC systems is de-
fined by three major components: (1) application 
model and communication requests characterization, 
(2) platform model characterization, and (3) mapping 
strategy characterization. Previous taxonomies have 
focused only on the third item above. However, in-
telligent mapping decisions require information about 
both the hardware platform and the application being 
executed. Also, if there are special platform or applica-
tion requirements (e.g., priorities associated with each 
task in a military environment), it is important that 
the ma.pping strategy be able to support these. 
Thus, the Purdue HC Taxonomy classifies all three 
components of an HC environment, and attempts to 
qualitatively define aspects of the environment that can 
affect mapping decisions and performance. (Doing this 
quantitatively in a thorough, rigorous, complete, and 
"standard" manner is a long term goal of the HC field.) 
This taxonomy is based on existing mapping heuristics 
found in the literature, as well as previous research and 
experience within the field of HC. 
Because research on mapping heuristics is an active 
and growing field, this taxonomy can only capture fea-
tures of the current state of research at a certain level 
of detail. It is assumed that this taxonomy will be 
refined and expanded over time to serve as an evolv-
ing standard for describing HC mapping heuristics and 
their assumed environments. 
3.2. Application model characterization 
The first category of the taxonomy defines the mod-
els used for the applications to be executed on the HC 
system and for the communications to be scheduled 
on the inter-machine network. The applications them -
selves are not classified by functionality, but rather by 
the traits that define application computational char-
acteristics that may impact mapping decisions. Fur-
thermore, the taxonomy is able to include application 
traits that a.re subject to simplifying implementation 
assumptions (which may not reflect the most effective 
implementations), e.g., a subtask that is capable of be-
ginning execution with a partial set of data is instead 
forced to wait until all input data arrives. The defining 
characteristics of the applications (which can be tasks 
or subtasks) are listed below . Many of the character-
istics are also relevant to communication requests in 
BADD-like environments, including deadlines, mulit-
ple versions, priorities, QoS requirements, and tempo-
ral distribution. 
application size: How many tasks are in the 
meta-task and/or how many subtasks are in each task? 
application type: What type of applications are 
to be mapped? If all tasks are independent, meta-
task mapping is being performed. If there is a single 
task decomposed into subtasks (recall subtasks have 
dependencies), it is subtask mapping. One can also 
have the situation where a meta-task has independent 
tasks, but some of the tasks have subtasks. In this 
case, both meta-task and subtask mappings would be 
necessary. 
communication patterns: What are the source 
and destination subtasks for each data item to be trans-
ferred? 
data availability: The time at which input data 
needed by a subtask or output data generated by a sub-
task can be utilized varies in relation to subtask start 
and finish times: (a) is data available (to be forwarded) 
before a subtask completes, and (b) can a subtask be-
gin execution before receiving all of its input data? As 
an example, the clustering non-uniform directed graph 
heuristic in 16] assumes that a subtask cannot send data 
to other waiting subtasks until it completely finishes 
executing. 
deadlines: Do the applications have deadlines? 
This property could be further refined into hard and 
firm deadlines, if required. Applications completed by 
a firm deadline provide the most valuable results . An 
application that completes after a firm deadline but be-
fore a hard deadline is still able to provide some useful 
data. After a hard deadline has passed, data from the 
application is useless. 
execution time model: Most mapping tech-
niques require an estimate of the execution time of 
each application on each machine. How are the esti-
mated execution times modeled? The two choices most 
commonly used are probabilistic and deterministic 
modeling. Probabilistic modeling uses a probability 
distribution for application execution times when 
making mapping decisions (1, 11). Deterministic 
modeling uses a fixed (or expected) value [8], e.g., the 
average of ten previous executions of an application. 
meta.task heterogeneity: For each machine in 
the HC suite, how greatly and with what properties 
(e.g., probability distribution) do the execution times 
of the different tasks in the meta-task vary? 
multiple versions: Do the applications have mul-
tiple versions that could be executed? For example, an 
application that requires a.n FFT might be able to per-
form the FFT with either of two different procedures 
that have different precisions, different execution times, 
and different resource requirements. What are the rel-
ative "values" of the different versions to the user? 
priorities: Do the applications have priorities? 
Environments that would require priorities include mil-
itary systems and machines where time-sharing must 
be enforced. Priorities are generally assigned by the 
user (within some allowed range), but the relative 
weightings given to each priority are usually deter-
mined by another party (e.g., a system administrator). 
Priorities and their relative weightings are required if 
the mapping strategy is preemptive (Subsection 3.4). 
QoS requirements: Certain application specific 
Quality of Service (QoS) requirements may need to be 
considered, such as security level. 
subtask heterogeneity: Similar to meta-task 
heterogeneity above. 
task profile: Task profiling specifies the types of 
computations present in an application based on the 
code for the task (or subtask) and the data to be 
processed (9, 13]. This information may be used by 
the mapping heuristic, in conjunction with analytical 
benchmarking (Subsection 3.3), to estimate task (or 
subtask) execution time. 
temporal distribution: Is the complete set of 
tasks of a meta-task to be mapped known a pri-
ori (static applications), or do the tasks arrive in a 
real-time, non-deterministic manner (dynamic applica-
tions), or is it a combination of the two? 
Because the characteristics defined above are largely 
independent of ea.ch other, these would all be consid-
ered flat characteristics in a taxonomy, not hierarchical 
characteristics with dependen cies. Each of the previ-
ous taxonomies listed in Section 2 used a hierarchical 
structure to show relationships. The "checklist" for-
mat above is necessary to capture all of the aspects of 
applications that can influence mapping decisions. 
3.3. Platform model characterization 
The second category of the taxonomy defines the 
models used for target hardware platforms available 
within HC systems. Several existing heuristics make 
simplifying (but unrealistic) assumptions about their 
target platforms (e.g., [14) assumes an infinite number 
of machines are available). Therefore, this taxonomy 
is not limited to a set of realistic target platforms . In-
stead, a framework for classifying the models used for 
target platforms is provided below. 
analytical benchmarks: Analytical benchmark-
ing provides a measure of how well each available ma.-
chine in the HC platform performs on each given type 
of computation [9, 13]. This information may be used 
by the mapping heuristic, in conjunction with task pro-
filing (Subsection 3.2), to estimate task (or subtask) 
execution time. 
communication time: How much time does it 
take to send data from any one machine to any other? 
This may be expressed as a function of path establish-
ment time and bandwidth. 
concurrent send/receives: Can each machine 
perform concurrent sends and receives to other ma-
chines (assuming enough network connections)? 
interconnection network: Volumes of literature 
already exist on the topic of interconnection networks, 
therefore, they are not classified here. (A general in-
terconnection network taxonomy can be found in [3].) 
It is merely noted that many network characteristics 
can affect mapping decisions and system performance, 
including the following: bandwidth, ability to perform 
concurrent data transfers, latency, switching control, 
and topology. Most of these network properties a.re 
also functions of the source and destination machines. 
machine architecture: For each machine, vari-
ous architectural features that can impact performance 
must be considered, e.g., processor type, processor 
speed, external I/O bandwidth , mode of computa-
tion (e.g., SIMD, MIMD, vector), memory size, num-
ber of processors (within parallel machines) , and inter-
processor network (within parallel machines). 
machine heterogeneity: For ea.ch task ( or sub-
task), how greatly and with what properties (e.g., prob-
ability distribution) do the execution times for this task 
vary across different machines in the HC suite? 
number of connections : How many connections 
does each machine have to the interconnection network 
structure or directly to other machines? 
number of machines: This property is defined 
by two subclasses, based on the quantity and variabil-
ity of the number of machines: (a) finite or infinite, 
and (b) fixed or variable (e.g., new machines can come 
on-line). Furthermore, a given heuristic with a finite, 
fixed number of machines may treat this number as a 
parameter that can be changed from one mapping to 
another. 
overlapped computation/ communication: 
Can machines overlap computation and inter-machine 
communication? 
system control: Does the mapping strategy con-
trol and allocate all resources in the environment ( ded-
icated), or are external users also consuming resources 
(shared)? 
task compatibility: Is each machine in the envi-
ronment able to perform each application, or, for some 
applications, are special capabilities that are only avail-
able on certain machines required? These capabilities 
could involve issues such as 1/0 devices, memory space, 
and security. 
3.4. Mapping strategy characterization 
The third category of the Purdue HC Taxonomy de-
fines the characteristics used to describe the mapping 
strategies. Because the general HC mapping problem 
is NP-complete, it is assumed that the mapping strate-
gies being classified are near-optimal techniques. 
application model supported: See Subsection 
3.2. 
communication times: Are inter-subtask data 
communication times considered during subtask map-
ping? 
control location: Is the mapping strategy cen-
tralized or distributed? Distributed strategies can fur-
ther be classified as cooperative or non-cooperative (in-
dependent) approaches. 
data forwarding: Is data forwarding considered 
during mapping [15]? That is, could a subtask exe-
cuting on a machine receive data from an intermediate 
machine sooner than from the original source? 
dependencies: This property is closely related to 
the application type from Subsection 3.2. Meta-task 
mapping deals with an independent set of tasks. Sub-
task mapping handles the case where there are one or 
more tasks with subtasks and dependencies. 
duplication: Can a given subtask be duplicated 
and executed on multiple machines to reduce commu-
nication overhead? 
dynamic/static: Dynamic mapping techniques 
operate during (and possibly before) application ex-
ecution time, and make use of real-time information. 
Dynamic techniques require inputs from the environ-
ment , and may not have a definite end. For exam-
ple, dynamic techniques may not know the entire set 
of tasks to be mapped when the technique begins exe-
cuting; new tasks may arrive at random intervals. Sim-
ilarly, new machines may be added to the suite. If a 
dynamic technique has feedback, applications may be 
reassigned because of the loss of a machine, or appli-
cation execution times taking significantly longer than 
expected. In contrast, static mapping techniques take 
a fixed set of applications, a fixed set of machines, and 
a fixed set of application and machine attributes as 
inputs and generate a single, fixed mapping. Static 
mapping techniques have a well-defined beginning and 
end, and each resulting mapping is not modified due 
to changes in the HC environment or feedback. 
execution location: Can a machine within the 
suite be used to execute the mapping strategy, or is 
an external machine required? 
execution times: The execution times of different 
mapping strategies vary greatly, and are an important 
property during the comparison or selection of mapping 
techniques. Can the execution time of the heuristic ac-
curately be predicted, e.g., does the mapping heuristic 
perform a fixed, predetermined number of steps (e.g., 
greedy approaches 11]} before arriving at a mapping, 
or is the heuristic iterative in the sense that the map-
ping is continually refined until some stopping criteria 
is met, resulting in a number of steps that is not known 
a priori (e.g., genetic algorithms (13, 14])? 
fault tolerance: ls fault tolerance considered by 
the mapping strategy? This may take several forms, 
such as assigning applications to machines that can 
perform checkpointing, or executing multiple, redun -
dant copies of an application. 
feedback: Does the mapping strategy incorporate 
real-time feedback from the platform (e .g., machine 
availability times) or applications (e.g., actual task ex-
ecution times) into its decisions? Strategies that utilize 
feedback are dynamic, but not all dynamic strategies 
have feedback. 
objective function: The quantity that the map-
ping strategy is trying to optimize. This varies widely 
between strategies, and can make some approaches in-
appropriate in some situations. 
platform model supported: See Subsection 3.3. 
preemptive: Preemptive mapping strategies can 
interrupt applications that have already begun execu-
tion, to free resources for more important applications. 
Applications that were interrupted may be reassigned, 
or may resume execution upon completion of the more 
important application. Preemptive techniques must be 
dynamic by definition . Application "importance" must 
be specified by some priority assignment and weighting 
scheme, as discussed in Subsection 3.2. 
remapping: Does the mapping heuristic require 
an initial mapping, which it then enhances? For ex-
ample, a dynamic heuristic with feedback can remap a 
previous static mapping [13]. 
4. Conclusions 
The mapping of tasks and meta-tasks, and the 
scheduling of communications, in HC environments are 
active, growing areas of research. Based on exist-
ing mapping approaches in the literature, a three-part 
taxonomy was proposed. The Purdue HC Taxonomy 
classified characteristics within the application mod-
els, target hardware platform models, and mapping 
strategies that are used in HC research. By defining 
all three categories, heterogeneous mapping techniques 
can more accurately be classified. 
The Purdue HC Taxonomy can be beneficial to re-
searchers in several ways. Currently, it is difficult to 
meaningfully compare different mapping approaches. 
Similarly, it is difficult to extend existing work or 
recognize important areas of research without under-
standing the relationships that exist among previous 
efforts. The three-part classification system provided 
allows HC researchers to more easily describe mapping 
heuristics, and to see design and environment alterna-
tives, during the development of new heuristics, they 
might not have otherwise considered. A researcher can 
also use the taxonomy to find the mapping heuristics 
that use similar target platform and application mod-
els. The mapping heuristics found for similar models 
can then possibly be adapted or developed further to 
better solve the mapping problem that is being con-
sidered. In the future, this taxonomy could focus re-
search towards the development of a standard set of 
benchmarks for HC environments. It is expected, as re-
search progresses, that the Purdue HC Taxonomy will 
be an evolving standard, that is refined and extended 
to incorporate new ideas and findings. 
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Abstract 
The goal of this paper is to report our findings as 
to which CORBA services are ready to support dis-
tributed system software in a heterogeneous environ-
ment. In particular, we implemented intercommunic-
ation between components in our Management System 
for Heterogeneous Networks {MSHN1) using four dif• 
ferent COREA mechanisms: the Static Invocation In-
terface {Sil), the Dynamic Invocation Interface (DI/) , 
Untyped Event Services, and Typed Event Services. 
MSHN's goals are to manage dynamically changing 
sets of heterogeneous adaptive applications in a het-
erogeneous environment. We found these mechanisms 
at various stages of maturity , resulting in some being 
less useful than others. In addition, we found that the 
overhead added by COREA varied from a low of 10.6 
milliseconds per service request to a high of f79.1 mil-
liseconds per service request on workstations connec-
ted via 100 Mbits/sec Ethernet . We therefore conclude 
that using CORBA not only substant ially decreases the 
amount of time required to implement distributed sys-
tem software, but it need not degrade performance. 
1 Introduction 
This paper describes the experiences we had using 
CORBA mechanisms to implement intercommunica-
tion in MSHN. MSHN's goal is to support the execution 
of multiple, disparate , adaptive applications2 in a dy-
namic, distributed heterogeneous environment . To ac-
complish this goal, MSHN consists of multiple, distinct , 
and eventually replicated distributed components that 
themselves execute in a heterogeneous environment . 
0 This research was supported by DARPA under contra ct 
number E583. Additional support wa, provided by the Naval 
Postgraduate School and the Institute for Joint Warfare Analy,is . 
1 Pronounced "miasionn 
2This paper focuses on the use of CORBA mechanisms to sup-
port the components of MSHN, not the applications that MSHN 
itself supports. For more details concerning applications, please 
see the references or contact the the authon directly. 
These components have widely varying functionality, 
come in and out of existence, and communicate across 
heterogeneous networks. In addition to executing on 
different types of platforms, these components are also 
likely to be written in different programming languages. 
We can , of course, at the expense of a great deal of pro-
grammer's time, implement specialized naming services 
to locate the appropriate component at run-time, and 
specialized communication mechanisms to enable com-
munication between the heterogeneous platforms upon 
which the components run. Alternatively, we can use 
a general tool, such as the Common Object Request 
Broker Architecture (CORBA), to achieve the same 
functionality while reducing our development time. Ex-
perience with generalized systems, such as CORBA, 
has revealed that the reduction in development time 
costs come at the expense of run-time performance, 
which can be critical in real-time applications. This re-
search, therefore, investigates the utility and overhead 
of communication mechanisms, which are implemented 
according to the CORBA 2.2 specification, to support 
MSHN's inter-component communication. 
We note to the reader that our interest lies in the 
CORBA mechanisms that support the development 
of (possibly real-time) resource management environ-
ments. This is a very specific realm where system over-
heads can have a significant impact on performance. 
We do not explore the many and varied capabilities of 
CORBA for the supporting of other environments, such 
as that of distributed general database services and 
video streaming . Our interest in CORBA is primarily 
as a tool to reduce the time/programming investment 
needed to implement our resource management system 
middleware. As the services and mechanisms provided 
by the CORBA 2.2 specification, particularly Static and 
Dynamic Invocation, and the Event Services, hold great 
promise in this regard, we performed the series of stud-
ies detailed in this paper. 
CORBA specifies a standard to permit different pro-
grams, executing on different computers, to request 
services from one another. CORBA's Naming Ser-
vice and Object Request Brokers (ORBs) aid clients 
in locating appropriate servers. CORBA's static in-
vocation enables a CORBA client to make a request 
of a server that is identified prior to compile time. It 
provides both reliable synchronous semantics and unre-
liable asynchronous semantics. In contrast, CORBA's 
dynamic invocation enables the client to locate a server 
that may not be known until run-time, and provides re-
liable synchronous and asynchronous semantics, as well 
as unreliable asynchronous semantics. CORBA's event 
services allow processes on one machine to place event 
notifications intended for processes on other machines 
into event queues so that the notifications can later be 
delivered to the serving processes. This service facil-
itates multicast. This paper will not cover CORBA in 
detail, but there are many other good references on the 
subject (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. 
The paper is organized as follows. We first briefly 
describe MSHN, concentrating on the type of inter-
communication that is required by its components. A 
more complete description of MSHN can be found else-
where [12]. Alternate designs for facilitating commu-
nication within MSHN itself and the implementation of 
these designs are presented. These designs are based 
upon, respectively, static invocation, dynamic invoca-
tion, untyped event service and typed event service. In 
this section, we also provide a qualitative assessment 
detailing the problems that we encountered while at-
tempting to use these mechanisms within MSHN. In 
a subsequent section, we describe our experiments for 
evaluating these mechanisms within MSHN and present 
a quantitative analysis of each of the mechanisms. Fi-
nally, we summarize our findings. 
2 The Management System for Hetero-
geneous Networks (MSHN) 
In the Heterogeneous Processing Laboratory at the 
Naval Postgraduate School, we are designing, imple-
menting, and testing a resource management system 
called the Management System for Heterogeneous Net-
works (MSHN). MSHN is designed as a general ex-
perimental platform for investigating issues relating to 
the design and construction of future resource man-
agement systems operating in heterogeneous environ-
ments. Though MSHN is used to explore a large num-
ber of such issues, our present research focuses on find-
ing and developing (1) mechanisms for supporting ad-
aptive applications, (2) mechanisms for supporting the 
satisfaction of user and system defined Quality of Ser-
vice (QoS) requirements, and (3) mechanisms for ac-










Figure 1: MSHN Conceptual Architecture 
general resource availability and the resource usage of 
individual tasks. A thorough and complete description 
of MSHN can be found in Hensgen [12]. 
MSHN's architecture consists of multiple instanti-
ations of each of the components enumerated below: 
• a Client Library (one for each executing applica-
tion to be managed by MSHN), 
• a Scheduling Advisor (hierarchically replicated), 
• a Resource Requirement Database (hierarchically 
replicated), 
• a Resource Status Server (hierarchically replic-
ated), and 
• a MSHN Daemon (when needed). 
Figure 1, the MSHN Conceptual Architecture, shows 
all of the MSHN components (shaded) as translucent 
layers executing on distributed platforms . A translu-
cent layer is one that can be bypassed by layers that 
are above or below it. For example, the MSHN Dae-
mon (mshnd) can interact directly with the operating 
systems layer, bypassing the Resource Status Server, 
the Resource Requirement Database and the Schedul-
ing Advisor. In the environment that MSHN supports, 
both MSHN and non-MSHN applications may be ex-
ecuting at any given time. Figure 2 illustrates how these 
components, along with various MSHN and non-MSHN 
applications, might actually be distributed among dif-
ferent heterogeneous machines. 
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Figure 2: Example MSHN Physical Instantiation 
This research investigates how communication 
between the components can be facilitated. As such, 
the MSHN description in the remainder of this section 
emphasizes that communication. 
Figure 3, MSHN's Software Architecture, illustrates 
all of the interactions between the components . MSHN 
has a peer-to-peer architecture 3 • 
We now present two- and three-tier views to give 
a clear understanding of the interactions between the 
components. Generally, many applications, each linked 
with the MSHN Client Library, will be running at any 
given time. They will need to communicate with a 
Scheduling Advisor (SA) to request the appropriate re-
sources needed to start new processes. They may also 
communicate with a MSHN Daemon when receiving 
their recommended schedule. Additionally, their Client 
Libraries update the Resource Requirement Database 
(RRD) and the Resource Status Server (RSS) with the 
expected resource requirements of the applications and 
current resource availability within the MSHN system. 
3When callbacks are used the client and the server have a 
peer-to-peer relationship. In distributed system•, callbacks are 
useful as a mechanism for performing asynchronous communic-
ation. Callbacks transmit event notifications without blocking 
the event originator. Callbacks flow from the servers towards the 
clients. 
Figure 3: MSHN's Software Architecture 
Figure 4 illustrates this updating interaction as a two-
tiered client/server architecture. The arrows labeled 
"l" designate the Resource Requirements Database up-
date path, and those labeled "2," the Resource Status 
Server update path. The update frequency of the Re-
source Status Server is expected to be high so that it, in 
turn, can supply the Scheduling Advisor with accurate 
and current information. 
We anticipate that the frequency of the updates will 
load down the network, and cause a considerable pro-
cessing load on the Resource Status Server and the Re-
source Requirement Database . To avoid these loads 
MSHN's design includes proxy Resource Status Server; 
and Resource Requirement Databases that will come in 
and out of existence as required to minimize the number 
of updates. These proxies will filter gathered informa-
tion and update the hierarchical Resource Status Server 
and the hierarchical Resource Requirement Database 
when necessary. 
In one view, the Scheduling Advisor functionally 
resides between the information needed to create a 
schedule ( the Resource Status Server and the Resource 
Requirement Database) and the requesters of schedules 
( applications linked with the Client Library). This in-
dicates that there will be a high communication rate 
to and from the Scheduling Advisor. We can there-
fore also view MSHN as having three tiers, where the 
Scheduling Advisor is the second tier, and the Resource 
Status Server and the Resource Requirement Database 
are in the third tier (see Figure 5). When the Client 
Library (first tier) contacts the Scheduling Advisor for 
Figure 4: Two-tiered Architectural View of MSHN Ar-
chitecture 
0 
Figure 5: Three-tiered View of MSHN 
a schedule, either directly or via the MSHN Daemon 
(the arrows labeled "l" and "la"), the Scheduling Ad-
visor queries both the Resource Status Server ( arrows 
"2" and "3"), and the Resource Requirement Database 
(arrows "4" and "5") before it computes its schedule 
and sends it to the MSHN Daemon or client library de-
pending upon which is more appropriate (arrows "6" 
and "6a") 
Although the Client Libraries are the initiators of 
many of the communication chains through the MSHN 
system, other chains are initiated by the Resource 
Status Server. For example, in the case where a viola-
tion of a deadline occurs because of a change in resource 
availability, the Resource Status Server will trigger the 
Scheduling Advisor to reschedule processes that would 
not otherwise meet their deadline. The Scheduling Ad-
visor will adapt to the new situation by either changing 
Figure 6: Alternate Three-tiered View of MSHN 
the format4 of the process or restarting it on a differ-
ent resource, possibly via the MSHN Daemon. This 
interaction is the reverse of the previously described 
communication chain and can be used to define another 
version of a three-tiered view. (See Figure 6.) 
Although we have shown several two and three tier 
views of MSHN, the reader should understand that 
these are only examples. Much larger chains will actu-
ally exist when the various components are hierarchic-
ally replicated. 
3 Use of CORBA Services in MSHN 
and Problems Encountered 
Our goal is to detennine both ( 1) how we can best 
facilitate efficient communication between the compon-
ents in our architecture using mechanisms from the 
COREA 2.2 specification, and (2) to determine the run-
time overhead of each of those mechanisms. Our justi-
fication for choosing a particular mechanism included 
extensibility, scalability, portability, flexibility, and ef-
ficiency. 
MSHN consists of multiple, eventually replicated, 
distinct distributed components that execute in a het-
erogeneous environment . These components will have 
widely varying functionality, will come in and out of ex-
istence, will communicate via heterogeneous networks, 
and will execute on different platforms. To facilitate 
the interactions between MSHN's components , we iden-
tified four mechanisms from the CORBA 2.2 specifica-
4We use the term ''formatM to refer to a mechanism we have 
developed to support adaptive applications (13]. 
tion that had particular promise: the Typed Event Ser• 
vice, the Untyped Event Service, the Static Invocation 
Interface (Sil), and the Dynamic Invocation Interface 
(DII). After settJing on these four mechanisms, we im• 
plemented a prototype of MSHN's communication in-
frastructure using each of them. First we describe how 
the MSHN architecture would benefit from the both 
the Typed and Untyped Event Service, the Static In-
vocation Interface ($11), and the Dynamic Invocation 
Interface (DII). Then we discuss how we use the Nam-
ing Service within MSHN to obtain object references. 
In this section, since part of the objective ohhis paper 
is to make recommendations with regards to additions 
and improvements to the evolving CORBA specifica• 
tion, we describe and justify each of our designs, the 
problems we encountered, and the solutions to which 
we arrived. 
3.1 Selection of a CORBA ORB 
At the beginning of this research, we explored vari-
ous implementations of the CORBA standard . Fig-
ures 7 and 8 present a summary of the results of that 
exploration 5 • Based upon various requirements, includ-
ing the cost of some of the implementations, the time 
required to implement comparative tests, and the dur-
ation of this study, we had to limit ourselves to one 
CORBA implementation. We chose the implementa-
tion that seemed, at that time, to have the most ma-
ture features relevant to MSHN. Our assumption was 
that once such an implementation was found, other im-
plementations would typically have similar difficulties 
and comparable performance. As such, we based our 
studies around IONA's Orbix, the implementation that 
best fit this requirement. 
3.2 Event Service 
Event Service allows multiple suppliers and multiple 
consumers to deliver and receive notifications for a set 
of events. An Event Channel transparently permits 
(I) suppliers to send notifications of events and (2) 
conswners to receive these notifications, all without 
knowledge of the existence of one another. Hence, the 
Event Service will support the transparent replication 
of MSHN system components for reliability and de-
pendability. Event Service will enable Client Libraries, 
linked with different concurrent applications, to com-
municate with other MSHN components seamlessly. Fi-
nally, Event Service supports a standard Application 
Programming Interface (API) (e.g., for the Push-Push 
5The capabilitiea of the va.-ious implementations of CORBA 
evolve very quickly. The content of these figures pre,ent the 
,tate of ,ome of the implementations at the time this n:aearch was 
performed. A.a the capabilities of moat CORSA implementations 
can quickly change, the reader is recommended to do his own 
similar exploration. 
Model, a single operation push O taking a variable of 
type any as a parameter) which eases the development 
of MSHN system components. 
Though there are four models for Event Service, 
there were only two available in relatively robust in-
dustrial implementations when we performed our ex-
periments ; the Push-Push Model and the Pull-Pull 
Model [14). Using the Pull-Pull Model creates an ad-
ditional load on the consumers. Because our servers, 
the consumers in this case, must minimize their use of 
computing resources even when there is no event to be 
delivered on the Event Channel, we chose to use only 
the Push-Push Model. 
3.2.1 Using Event Service in MSHN 
Figure 9 illustrates the use of Event Service to organize 
communication in the MSHN architecture. In this ap-
proach, the components of MSHN must register them-
selves as both a consumer and a supplier to the Event 
Channel. The Event Channel acts as the glue between 
all of the components and delivers notifications to each 
of them. 
3.2.2 Problems with Initial Approach 
Although this approach helps to organize MSHN's 
communication, providing transparent reliability and 
scalability, some problems can be seen involving both 
performance and the CORBA 2.2 specification. Some 
of the problems with this approach are identical to the 
problems identified by Schmidt and Vinoski in the ana-
lysis of their stock market application [11). We first 
summarize their findings in the first two items below, 
Loss of Events in the System, and Problems with the 
Untyped Event Service. Then we enumerate additional 
problems that are particular to using CORBA within 
the MSHN architecture. Lastly, we look at how to im-
plement a component that is both a supplier and a con-
sumer. 
Loss of Events in the System. Event Service 
guarantees delivery of notifications to all registered con-
sumers as long as the Event Service process does not 
fail 6 . However, in the Event Service specification, per-
sistency of events in the Event Channel is not required. 
Therefore, if an Event Service process does fail, un-
delivered notifications in the system may be lost. 
The loss of notifications is fatal for MSHN because 
we are creating an environment for mission-critical ap-
plications. The obvious solution to this problem is to 
6 Although then: are many definitions of failure, we specifically 
mean that if the Event Service does not fail, then a.II consumers 
receive the correct value. This agrees with Lamport's definition 
of failure (15). 
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Expersoft yes yes yes 
Sun yes yes yes yes yes 
IONA yes yes yes 
Visigenic yes yes 
BEA 
ICL yes 
HP yes yes yes yes 
IBM yes yes yes yes 
Chorus 
OOT yes yes 
Electra yes yes yes 
Xerox 
BBN yes yes 
Figure 7: Available Services 
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Figure 9: Using Event Service in MSHN 
redefine the Event Service specification to include per-
sistency for the undelivered notifications in the Event 
Channel. The OMG has been defining this requirement 
in the Notification Service specification (7]. However, 
no vendors had implemented this new specification at 
the time of this research. 
Problems with Untyped Event Service. The 
Untyped Event Service does not specify any way to fil-
ter notifications. Therefore when using this service, all 
notifications are received by all registered consumers. 
Passing all of these notifications in MSHN, many of 
which will be discarded by any particular consumer, 
through the network will increase the network load 
between the Event Channel and the consumer. Ad-
ditionally, the consumers must filter events and convert 
the parameters that have type any to the type that is 
expected. In this case, there is an additional and un-
wanted load on the consumers to process all the events 
received. Finally , when more suppliers, in particu -
lar more applications , register with the Untyped Event 
Channel, more events will be generated in the system. 
Since the Untyped Event Channel delivers each event 
to all of the registered consumers and the consumers 
will filter all the events, the network load and consumer 
load will increase rapidly. 
To handle this problem , we can use Typed Event 
Channels which filter the notifications according to their 
type . With this solution, the consumers receive only 
the notifications for which they register, decreasing the 
network traffic. In this solution, one Event Channel 
processes all of the notifications and delivers them only 
Figure 10: Using UntypedEvent Service 
to the corresponding consumers. This also lightens the 
loads on the consumers because they avoid having to ex-
amine and discard events not meant for them. However, 
we note that it increases the computational load on the 
Event Channel. Later, we compare the run-time per• 
formance of Typed Event Channel to Untyped Event 
Channel using this approach in the MSHN architecture. 
Alternatively, since we only have five different types 
of components in MSHN, we could use different chan-
nels for each connection between these components. In 
this approach, each Event Channel will only support 
one notification type . For example, for the Client Lib-
rary - Scheduling Advisor Event Channel , we will have 
the Client Library as a supplier, the Scheduling Ad-
visor as a consumer, and the possible client scheduling 
requests as the types of the notifications. Each MSHN 
component may be replicated by registering the addi-
tional (identical) components to the same Event Chan-
nel. This solution is shown in Figure 10. 
Obviously, some combination of these two solutions 
may be best. That is, the Typed Event Channel itself 
can become a bottleneck in the first solution. There-
fore, replication of Typed Event Channels may better 
fit MSHN's requirements . In this paper, we focused on 
the careful analysis of individual solutions rather than 
empirically exploring the exponentially sized solution 
space that combining these two techniques will create. 
How to implement a component that is both 
a supplier and a consumer in a system in order 
to minimize the run-time overhead. All compon-
ents of MSHN are both consumers and suppliers. Also, 
and perhaps particular to MSHN, when a component 
receives a notification, it usually becomes a supplier 
by generating another notification and delivering it to 
the appropriate Event Channel. Figure 11 shows the 
process of passing notifications from the Client Lib-
rary to the Scheduling Advisor using the push() oper-
ation. It reveals how the Scheduling Advisor changes 
from a consumer to a supplier. In the Untyped Event 
Service's Push-Push Model, the supplier (here the Cli-
ent Library) invokes a default push() operation on the 
Event Channel which in turn invokes a push() opera -
tion supplied by the developer of the consumer {here the 
Scheduling Advisor). In the push() operation that the 
developer supplied for the Scheduling Advisor ( as a con-
sumer), the developer of the Scheduling Advisor invokes 
the default push operation on the Scheduling Advisor 
- Resource Requirement Database (SA - RRD) Event 
Channel ( which of course, invokes the push () operation 
supplied by the developer of the Resource Requirements 
Database) . 
The design issue here is to determine how to sup-
ply the Interoperable Object Reference (IOR) of the 
SA - RRD Event Channel to the push () operation of 
the Scheduling Advisor. We want to avoid using the 
Naming Service every time the push() operation (here 
the push operation of the Scheduling Advisor) is in-
voked. Instead, the developer can locate the SA-RRD 
Event Channel in the servant implementation. That is, 
the servant implementation will obtain the IOR for the 
SA-RRD Event Channel, stringify the IOR, and stor-
ing it in a file. The push() operation implementation 
can retrieve these IORs from their files, as needed, and 
deliver generated events, thereby pushing the corres-
ponding notifications to the channel. 
Therefore in the Untyped Event Service, to react 
to the notification (here a request for a schedule) that 
the consumer receives, the developer of the consumer 
(here the Scheduling Advisor) must override the default 
push ( ) operation between the Event Channel and the 
consumer. For example, when the Scheduling Advisor 
receives an event from the Client Library requesting a 
schedule, it will generate a query notification for the 
Resource Requirement Database and deliver it to the 
SA - RRD Event Channel. In this case, the Scheduling 
Advisor becomes a supplier and is required to locating 
the SA - RRD Event Channel. To avoid locating the 
Event Channel to which the supplier will deliver the 
notification, via the Naming Service inside the push() 
operation, the developer can locate the Event Channel 
in the servant implementation and obtain IORs of it. 
Then, the servant implementation can stringify these 
IORs and store them in files. 
Figure 11: Using push() Operation 
3.3 Remote Invocations 
In this section, we discuss using remote invocations 
to coordinate the interactions of MSHN's components. 
Since both the Static Invocation Interface (SIi) and the 
Dynamic Invocation Interface (DII) have similar remote 
invocation mechanisms, we first define the general prob-
lems encountered with both, and then enumerate any 
additional ones that are specific to the DII. 
The same functionality described above using the 
Event Service can be implemented using remote invoc-
ation. The most important difference is that the rep-
lication of the components is not as easy as it is using 
Event Service. To support replication using remote in-
vocation, clients must make multiple invocations rather 
than just the one needed in Event Service. 
3.3.1 General Approach using Remote Invoca-
tion 
Figure 12 shows our approach that uses remote invoc-
ations (i.e . , either the Static Invocation Interface {SIi) 
or the Dynamic Invocation Interface (DII)) to establish 
inter-component communication in the MSHN archi-
tecture. We chose from two communication methods 
available in both the SIi and DII: one-way invocation 
and synchronous invocation, depending upon whether 
reliable communication is required. 
When using the SIi, a component requires compile-
time knowledge of the Interface Description Language 
(IDL) interface of the target component from which it 
will request a service. In contrast, the same compon-




Figure 12: Using Remote Invocations in MSHN 
standard API that is independent of the target com-
ponent and its functionality. However, when using the 
DII, the components of MSHN can invoke operations on 
other components without requiring precompiled stubs. 
Thus, we may substitute different instantiations of such 
components without requiring a re-linking. Addition-
ally, using the DII allows us to invoke objects using de-
ferred synchronous invocation. Such invocation is not 
available from the Sil within the current CORBA 2.2 
specification. With deferred synchronous invocation, 
the clients may continue their computation instead of 
waiting for the results of the previously invoked opera-
tions to be delivered. 
3.3.2 Problems with Using the Initial Remote 
Invocation Approach 
We now enumerate some problems with our initial re-
mote invocation approach. 
Lack of a Standard Thread Mechanism. Our 
first design decision was to implement the remote in-
vocations with threads, i.e., handling each invocation 
of a component using a different thread. Using threads 
would avoid any data synchronization problems and 
support fairness for each schedule request . However, 
the CORBA 2.2 specification does not define how the 
threads must be implemented. Therefore, each vendor 
has come up with their own solution, leading to applic-
ations that are non-portable. For example, if you use 
IONA's Orbix as your development environment, and 
IONA's Filters to implement your threads, you cannot 
use the same implementation on lnprise's Visibroker 
because lnprise's solution for handling threads uses In-
terceptors. 
We avoided non-compliant extensions of the vendor 
when implementing our prototypes. Therefore, we were 
unable to use threads for any of our prototypes, al-
though the usage of threads would have improved the 
throughput of schedule requests. 
Best-Effort Semantics. One-way invocation has 
best-effort semantics. Thus, there is no guarantee that 
the requested method is actually invoked. In this mech-
anism, the client continues its processing immediately 
after initializing the request and never synchronizes 
with the completion of the request. Hence, one-way 
invocation is not a good mechanism for most of the 
MSHN system because it is not reliable. 
However, using one-way invocations for frequent 
short-term updates could be cost effective in some cases 
in MSHN. There are two advantages to selectively using 
best-effort asynchronous semantics between MSHN's 
Client Library and Resource Status Server. First, the 
Client Library can continue its computation immedi-
ately without blocking. Second, we expect that the Re-
source Status Server will be updated very frequently. 
Therefore, we can afford the delay needed to get the 
accurate status of a resource with the next update in-
stead of forcing the use of a more reliable transmission 
mechanism. 
3.3.3 Problems with Our Initial Approach that 
are Specific to using DII 
We now enumerate some problems with our initial ap-
proach that are specific to using DII. 
The Additional Overhead of the DII. A straight 
forward DII approach requires 5-6 method invocations 
in order to invoke a single remote method: looking 
up the interface name, getting the operation identi-
fier /parameters, and creating the request (which may 
also be remote}. This would add a lot of overhead to 
run-time performance, which would be unacceptable in 
MSHN's architecture. 
In MSHN however, we know the interface of the com-
ponents, i.e., the operation identifier, the parameters 
and the return type, when we are developing the cli-
ent applications. Thus, we can obtain the flexibility 
and benefits the OIi's deferred synchronous invocation, 
without having to pay the overhead of querying the In-
terface Repository for the interface information. We do 
note that if a deferred synchronous invocation, such as 
Promises [16], had been specified as part of CORBA's 
static invocation interface, the use of DII would not be 
necessary in this case. We compare the performance of 
the Sil and DII in the results section. 
3.4 Using the Naming Service 
We used the Naming Service to obtain object ref-
erences in each of our prototypes. For the static and 
dynamic invocation interfaces, all components must re-
solve names only once, when they are instantiated, to 
obtain IORs via the Naming Service. References within 
all components, except the Client Library, are stored in 
files for future use as we described previously. The com-
ponents do not use the Naming Service unless the IORs 
that they have are no longer valid. We use the excep-
tion handling mechanism in CORBA to catch non-valid 
IORs, and then use the Naming Service to obtain new 
valid ones. 
To improve the run-time performance of the Event 
Service implementations, we registered each compon-
ent with the appropriate Event Channel. We resolve 
the Event Channel references using the Naming Service. 
Then we query the Event Channels to obtain the refer-
ences for the Proxy Push Suppliers, stringify them, and 
then store them in files. When a component receives 
an event, and generates another event in response to 
the one it received, that component reads the appropri-
ate file to obtain the stringified reference and uses this 
reference to push the event to the corresponding Event 
Channel. 
4 Quantitative Results 
We described our design decisions for implementing 
our prototypes in the previous section. In this section, 
we discuss the performance results of these different 
prototypes. First, we describe our test bed. Then we 
explain our tests and enumerate their results. 
4.1 Hardware and Software Used in the 
Test Bed 
As discussed earlier at the beginning of this re-
search, we surveyed the available implementations of 
CORBA to determine what services were supported. 
{See Figure 7 and 8.) Based upon the robustness and 
availability of services, particularly the Typed Event 
Service, we chose IONA Technologies' CORBA imple-
mentation, specifically OrbixMT2.3c, OrbixNamesl .le, 
OrbixEventl.0c (Untyped Event Service) and Or-
bixEventl.0b {Typed Event Service) built using the 
SunSparc C++ Compiler 4.1. 
We ran our tests on SunSparc Station 10 hosts with 
300MHz CPUs and 128 MB of RAM each, running the 
Solaris 2.6 operating system. The hosts were connected 
via a 100 Mbits/sec Ethernet LAN. 
To obtain correct results in the tests utilizing the 
network, we used the Network Time Protocol to syn-
chronize the system clocks of the hosts. We found that 
the system clock on the SunSparc 10 has a skew of ap-
proximately 3 milliseconds every 15 minutes. Therefore 
in order to minimize the difference between the vari-
ous system clocks, we synchronized the clocks every 5 
minutes and ran the tests immediately after the syn-
chronization. 
4.2 Experiments 
We determined the overhead of each CORBA mech-
anism on a single machine, and then measured the re-
sponse times over the network of the various mechan-
isms, that is, the total time required to service 1000 
scheduling requests. This interval begins when the Cli-
ent Library requests a schedule from the Scheduling 
Advisor and includes all processing up until the time 
that the Client Library receives a response. This dura-
tion includes the time spent querying the Resource Re-
quirement Database and the Resource Status Server. 
At the time of this testing, we did not have a fully 
functional Scheduling Advisor, so we emulated its ex-
ecution by having the thread that was computing a 
schedule pause for .5 seconds. We chose this duration 
based upon the average execution time of a set of 11 
scheduling algorithms proposed for MSHN's repertoire 
by Siegel [17]. 
To assess the overhead of CORBA, we included one 
non-CORBA test. This base case consists of an ap-
plication linked with all the MSHN components and 
executing as a single process on a single host. This 
non-CORBA test uses local method invocation to per-
form MSHN component intercommunication. In order 
to assess CORBA's overhead, we performed two sets 
of tests. In the first set, we compared this base case 
against test cases where we ran all the MSHN compon-
ents on the same machine and had them communicate 
via CORBA mechanisms. In the second, we compared 
the latter tests against ones where the MSHN compon-
ents are distributed across different machines. 
With the exception of the non-CORBA base case, 
we ran all tests both on a single machine and over the 
network using different workstations to execute each 
of the Client Library, the Resource Status Server, the 
Resource Requirements Database and the Scheduling 
Advisor. 
All single machine CORBA tests were executed us-
ing four different processes. The non-CORBA single 
machine tests executed completely in a single process, 
with all MSHN calls being implemented as ordinary 
C++ function calls. In implementing both static in-
vocation and dynamic invocation for a single machine , 
we used synchronous semantics. 
The average inter-arrival rate of schedule requests 
varies with the facility and time of day. Therefore, we 
ran all of our tests for two different circumstances. In 
the first, the inter-arrival rate of the requests is less 
than the service time, i.e., each request is completed 
by the system before the next request arrives on av-
erage. The second represents the situation that exists 
in the middle of a burst. In this case, the inter-arrival 
rate of the requests is greater than the service time, i.e., 
some requests must be queued to be handled later. The 
first case is important in determining performance un-
der normal conditions, but it is equally important for 
us to determine that the system neither (1) fails com-
pletely when heavily loaded, nor (2) incurs overhead 
that varies exponentially with the number of requests 
pending. Indeed, no typed event service that we have 
tested to date could pass the above stress tests. 
Unfortunately, the system clocks had insufficient 
granularity to measure precisely the total time to pro-
cess a single request in our non-CORBA implementa-
tion. We therefore first read the system clock. We then 
generate a request and await its response, repeating 
this 1000 times. Lastly, we read the clock again, and 
determine the total time (for 1000 consecutive request-
response pairs). Because requests are generated con-
secutively, and because each request uses synchronous 
semantics to make the invocations, we call this set of 
tests, the consecutive synchronous tests. 
To simulate the case where many requests occur 
within a short time frame, we generated requests every 
.06 seconds, on average, in our base case. For this set 
of tests, we used asynchronous calls within the applic-
ation to start the schedule request chain in the DII and 
SIi implementations. Event Service is meant to be used 
asynchronously, so there was no special programming 
required to implement these cases. We call this set 
the bursty asynchronous tests because during such 
a burst, the requests arrive faster than the expected 
required service time and queue up for the Scheduling 
Advisor. 
For another of our projects, Schnaidt and Duman 
implemented a fully optimized version of an applica-
tion using sockets and compared it to an equivalent 
CORBA implementation to determine CORBA's over-
heads when running over the network [18]. As such, 
we did not implement such a socket implementation 
of MSHN. In the following paragraphs, we draw some 
conclusions based both on the Schnaidt-Duman exper-
iments and those reported here. 
4.3 Results 
We summarize our quantitative results in Figure 13. 
The times shown are the actual execution times, in 
seconds, for 1000 requests . We have included a schedul-
ing time of .5 seconds per request and have not simu-
lated the execution time of the application. 
In order to fully understand these results, we must 
first explain some anomalies that we observed in the 
Unix calls we used to emulate the Scheduling Advisor 
Config. Communication Local Network 
Mechanism 
Non-CORBA 500.1 N/A 
::;II 5ll.4 520.0 
Consec . 1.111 5.1u.l :>30.4 
Synch. Untyped Event 607.4 593.9 
Typed. Event 5ou.5 779.2 
Non-CORBA 500.1 N/A 
SIi M0.8 510.8 
Bursty VII 5:ll.2 520.2 
Asynch. Untyped Event 592.8 :>64.4 
Typed Event 64.7 tl3.6 
(for 100 requests) 
Figure 13: Results of the Generic Experiments for 1000 
Requests 
(select()) and the request generation inter-arrival 
rate {ualarm() ). The average of the actual select 0 
times was 125 microseconds more than the requested 
.5 seconds. We also observed an average of 10 mil -
liseconds error for the ualarm() requesb of 60 milli-
seconds. 
As expected, there is significant overhead in using 
CORBA for communication, and therefore across more 
than one address space, as compared to local invoc-
ations within a single address space. In our earlier 
project, we noted similar results as well as substantial 
overhead when an optimized non-CORBA local socket 
implementation was compared to a local CORBA im-
plementation [18). The efficiency of the socket imple-
mentation on a single machine is due to its use of shared 
memory. However, even if a CORBA implementation 
used shared memory, comparable performance would 
not be obtained. Unfortunately, the CORBA specifica-
tion requires all parameters of a request to be conver-
ted to an external , machine independent data repres-
entation, even if the target object resides on the same 
machine. Also, in that earlier project, we noted that 
a networked CORBA implementation, which required 
less than 5% of the time to implement as compared 
to the socket implementation, had only 20% more run-
time overhead. Since our results are comparable here, 
and because we did not implement a highly optim-
ized MSHN socket implementation, we will limit the 
remainder of our remarks to comparing the perform-
ance of various CORBA implementations of MSHN. 
Static invocation is generally the fastest intercom-
munication mechanism available in CORBA [l]. Even 
though dynamic invocation is generally much slower, we 
see that the performance of dynamic invocation, when 





Untyped Event 64.2 
Typed Event 13.5 
Figure 14: Added Overhead for Bursty Asynchronous 
Test Case over the Network 
to that of static invocation. However, we note that the 
most efficient implementation would likely be available 
from a deferred synchronous Static Invocation Inter-
face. We recommend that such semantics, similar to 
those in Promises (16), be considered for adoption into 
the CORBA specification. 
The comparison between the consecutive synchron-
ous and bursty asynchronous tests seems surprising at 
first glance. One would normally expect that a system 
loaded with bursty requests would not perform better 
than an unloaded system. To understand the reason for 
this performance improvement, we must further elabor-
ate on the client application's use of the Naming Ser-
vice. In the consecutive case, the Client Library obtains 
the reference of the Scheduling Advisor from the Nam-
ing Service immediately prior to making each request. 
However, in the bursty asynchronous case, the Client 
Library obtains all of the references asynchronously. 
Thus in the bursty asynchronous case, obtaining these 
references overlaps with the actual computation. Un-
fortunately, we will only expect to see this improvement 
in the actual MSHN implementation if the Scheduling 
Advisor is executing on a dual processor machine. In 
our experiments, the emulated Scheduling Advisor is 
actually blocked while the Naming Service is resolving 
addresses. 
In the 4-machine network tests, the number of con-
text switches required between MSHN's components 
and the Object Request Broker is substantially re-
duced. Multiple components actually execute simul-
taneously, and thus run-times were smaller. 
As seen in Figure 13, the Untyped Event Service 
adds more overhead than either static or dynamic invoc-
ation because the Event Service process is the bottle-
neck in the system. Of course in an overall evaluation, 
this additional overhead must be balanced against the 
reduced cost with which information can be delivered 
to replicated system components. 
In addition to the tests described above, we replic-
ated the Untyped Event Service to see whether any 
speedup could be obtained by distributing the load of 
the Event Service process. First we created two Event 
Service processes, one on the same host as the applic-
ation and the other on the same host as the Schedul-
ing Advisor, in an attempt to achieve some speed up. 
This approach performed worse than the single Event 
Service process. Upon analysis, we determined that 
it introduced unnecessary network communication and 
placed the Event Service processes on the busiest hosts. 
Then we moved the Event Service processes to the same 
hosts as the Resource Requirements Database and the 
Resource Status Server. Figure 15 shows the speedup 
we observed with this configuration. We also ran tests 
using four distributed Event Service processes. Un-
fortunately, probably because of the excessive amount 
of communication, this approach performed no better 
than using a single Event Service process. 
In MSHN's Typed Event Service implementation, all 
of the communication passes through a single process. 
The CORBA implementations that we used7 failed in 
this bursty asynchronous case. In Figure 13, we in-
clude the time required to process 100 requests for the 
bursty asynchronous case. Since the current imple-
mentations of Typed Event Service do not allow replic-
ation, we could not run a replicated test with the Typed 
Event Service as we did with the Untyped Event Ser-
vice. Hence, we believe that the Typed Event Service 
is not ready to be used in middleware to support het-
erogeneous distributed computing. 
5 Conclusions 
In this paper, we described our experiences using 
mechanisms of the CO RBA 2.2 specification to facilit-
ate communication in a resource management system 
that is both designed to manage distributed hetero-
geneous applications, and is itself distributed and het-
erogeneous. In our qualitative assessment of CORBA 
2.2, we found several minor problems and recommen-
ded the addition of deferred asynchronous semantics 
to CORBA's Static Invocation Interface. We found 
that both CORBA's static invocation and dynamic 
invocation, when used solely to obtain asynchronous 
semantics, were efficient enough to support distrib-
uted heterogeneous resource management systems. We 
found that substantial work is needed to provide imple-
mentations of Typed Event Services that can handle 
the loads placed on them when requests occur in a 
bursty fashion. We also determined that while Untyped 
Event Services add substantial overhead as compared 
to static invocation, they may still be desirable in the 
case where multicast of requests is desired, particularly 
if they are replicated and themselves wisely allocated 
to machines in the system. In summary, many of the 
7Typed Event Service is new in the CORBA 2 .2 specification 
and not many CORBA products have this service available as 
yet. 
Replication All SA and Client RRDandRSS 
Mechanism Hosts Hosts 
Bursty Two Event Pro. N/A 574.38 561.44 
Asynch. Four Event l>ro. 560.98 N/A N/A 
Consec. Two Event Pro . N/A 599.05 593.82 
Synch. Four Event Pro. :>\13.82 N/A N/A 
Figure 15: Results of the Untyped Event Service Special Cases 
existing CORBA services can be quite useful in im-
plementing resource management systems for he~ 
geneous computing, and other CORBA services hold 
substantial promise for the future . 
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Abstract 
The Management System for Heterogeneous Networks 
(MSHN) is a resource management system for use in 
heterogeneous environments. This paper describes the 
goals of MSHN, its architecture, and both completed and 
ongoing research experiments. MSHN's main goal is to 
determine the best mzy to support the execution of many 
different applications, each with its Olffl quality of service 
(QoS) requirements, in a distributed, heterogeneous 
environment. MSHN's architecture consists of seven 
distributed, potentially replicated components that 
communicate with one another using CORBA (Common 
Object Request Broker Architecture). MSHN's 
experimental investigations include: (1) the accurate, 
transparent determination of the end-to-end status of 
resources; (2) the identification of optimization criteria 
and haw non-determinism and the granularity of models 
affect the performance of various scheduling heuristics 
that optimize those criteria; (3) the determination of how 
security should be incorporated between components as 
well as how to account for security as a QoS attribute; and 
(4) the identification of problems inherent in application 
and system characterization. 
This tcscarch was supponed, in part, by the DARPA/ITO Quorum 
Program. 
1. Introduction 
The Management System for Heterogeneous Networks 
(MSHN
1
) project seeks to determine an effective design 
for a resource management system (RMS) that can deliver, 
whenever possible, the required quality of service (QoS) to 
individual processes that are contending for the same set 
of distnbuted, heterogeneous resources. Factors 
influencing QoS requirements include security, user 
preferences for different versions of an application. and 
deadlines. A set of QoS requirements, considered together 
with resource availability, determine whether all 
processes' requirements can be met. 
An RMS, also sometimes called a meta-computing 
system, is similar to a distnbuted operating system in that 
it views the set of machines that it manages as a single 
virtual machine (51]. Also, like any distnbuted operating 
system, it attempts to give the user a location-transparent 
view of the virtual machine. Hence, as in the case of a 
distnbuted operating system, an RMS provides users with 
improved performance while the location of resources is 
hidden. The set of users of a system, which consists of 
both local and remote resources, that is managed by an 
RMS should be able to attain a higher level of availability 
and more fault tolerance than would be available from 
their local system alone. 
1 Pronounced. "mission" 
An RMS differs from a distributed operating system in 
that it does not micro-manage the resources of each 
computer. Instead, each computer runs its native 
operating system Similarly, each router executes its own 
protocol and each file server executes a native distnouted 
file system. The RMS is responsible for identifying the 
large-grained resources, i.e., compute servers and data 
repositories that should be used by each process, if there is 
a choice. It may be responsible for issuing a command to 
begin execution of the processes that comprise an 
application. It may monitor the status of both the 
resources in the system and the progress of the 
applications for which it is responsible. 
It is unclear whether every request to execute an 
application that is submitted to any operating system on 
any of the machines in the distnbuted system must be 
controlled by the RMS. If all requests are controlled by 
the RMS, then allocation policies that attempt to optimize 
throughput for a set of well-understood applications will 
perfonn better. However, sometimes users wish to 
maintain control over which resources their application 
will use. 
There are many active, on-going research projects, in 
addition to MSHN, in the area of resource management. 
and there are many major research problems to be solved. 
A problem that MSHN is not addressing is the best way 
for such a system to interact with human users to obtain 
their QoS preferences and requirements in the most user-
friendly way. Indeed, simply identifying the syntax and 
semantics required to express all of the QoS preferences 
and requirements is a difficult problem (13][17][37](55]. 
While MSHN does not address this problem, the designers 
of MSHN expect to leverage results from research in this 
area. They assume, for example, that a request to execute 
an application is accompanied by a list of deadlines, 
preferences for various versions of an application, security 
requirements, and any restrictions on the variance of the 
time at which a request should be completed. 
Before leaving the general topic of RMSs, it is 
imperative that we address the topic of "packaging." 
MSHN researchers do not see the fruits of the RMS 
research as a large, monolithic piece of software that will 
require its own separate installation and maintenance. The 
best way to package the eventual outcomes of the RMS 
projects may be to incorporate them into an infrastructure-
or middleware-level standard similar to the Common 
Object Request Broker Architecture (CORBA), Domain 
Name Services, or other such resource location services. 
In this way, an RMS would not need to be separately 
maintained and would be consolidated with the services 
that distnbuted applications will most often use. 
However, it is still worthwhile to separate research on 
RMSs from research in all other aspects of distributed 
object computation that will be needed in future versions 
of such standards in order to first isolate, then solve some 
of the difficult resource management problems. 
1.1. Background 
MSHN evolved in part from a scheduling framework 
called SmartNet (19][29]. SmartNet's goal was to be able 
to wisely schedule sets of compute-intensive jobs, some of 
which may require the execution of multiple processes, 
onto members of a suite of heterogeneous computers. 
SmartNet provides a sophisticated scheduling module that 
had been successfully integrated with many RMSs and 
distnouted computing environments. Hence, users who 
need to execute compute-intensive jobs and have access to 
a shared, heterogeneous environment can achieve superior 
performance, while continuing to work in an environment 
to which they have grown accustomed (23]. Additionally, 
for those users who do not already have one installed, 
SmartNet provided a basic RMS that makes use of its 
sophisticated scheduling capabilities. SmartNet's major 
research contributions include: 
• The ability to predict the expected run-time of a job 
on a machine using the concept of compute 
characteristics and information collected from 
previous executions of the job. 
• The ability to leverage the heterogeneity inherent 
in both a collection of jobs as well as in a 
collection of computers. 
SmartNet was used successfully by DoD and the 
National Institutes of Health in scheduling their compute-
intensive jobs, and by NASA's EOSDIS system in 
determining whether their resources were adequate to 
process data in the ways desired by their scientists. 
SmartNet's scheduling algorithms are tuned to attempt 
to minimize the time at which the last job completes, 
although the designers of SmartNet recognized that similar 
algorithms may be useful in optimizing other criteria. Of 
course, minimizing the time at which the last job, of a set 
of jobs, completes is, in general, an NP-complete problem, 
so SmartNet employs heuristics when it searches for a 
near-optimal mapping of jobs to machines and job 
execution schedule. Many of the heuristics that it uses are 
well known and previously documented, however, they 
had not previously been used in a practical heterogeneous 
computing system (25]. It is likely that they were not 
previously used in actual systems because system 
designers had not tried to estimate average process run-
times and because It was not previously recognized that 
exact run-times, though helpful, were not necessary 
[2]{3][28]. 
1.2. Overview of MSHN's goals 
MSHN differs from SmartNet in three major ways. 
First, SmartNet was expected, from the beginning, to be a 
system that would actually be used in production. For this 
reason, much of the SmartNet developers' time was spent 
ensuring that SmartNet was at SEI Level 3. Despite this, 
SmartNet was able to make significant research 
contn"butions. MSHN is intended to be a research system, 
facilitating experiments by the investigators to determine 
how RMSs, that have somewhat broader goals than 
SmartNet, can be built. MSHN's research goals expanded 
upon SmartNet's in the following areas. 
(i) MSHN needs to consider that the overhead of 
jobs sharing resources, such as networks and file 
servers, can have significant impact on mapping 
and scheduling decisions. 
(ii) MSHN must support adaptive applications 
(defined below). 
(iii) MSHN must deliver good QoS to many different 
sets of simultaneous users, some of whom may 
be executing interactive jobs; others, compute-
intensive jobs; and still others, real-time 
requirements. 
In SmartNet's modei applications consist of three 
distinct phases. In the first phase, which is short compared 
to the second phase, they acquire data from a data 
repository. In the second phase, they compute resuhs 
based upon the data that they obtained during the first 
phase. In the third phase, which is again very short 
compared to the second phase, they write the result back to 
a possibly different repository. Because the first and third 
phases are so short, SmartNet's heuristics assume that 
there is no contention for either the network or the data 
repositories. However, they do account for the time 
required to access the resources, assuming that each 
application is the sole user of those resources. The model 
of applications that MSHN is meant to manage is more 
complex, permitting applications to transition through 
many more phases of variable length, each requiring not 
only sharing of compute resources, but also sharing of 
network and data repository resources. We discuss briefly 
in this paper, and elaborate elsewhere, both the problem of 
modeling the application and that of accounting for lower 
level policies that govern the sharing of resources. That is, 
because MSHN does not assume that it has any control 
over network routing, file server memory allocation, etc., 
it models, when necessary, the lower level operating 
systems and protocols. By doing so, the assignment of 
processes to resources will account for the sharing of those 
resources in the correct way. 
The second major difference between SmartNet and 
MSHN's research goals is that MSHN attempts to provide 
support for adaptive and adaptation-aware applications. 
By adaptive applications, we mean idempotent 
applications that can exist in several different versions. 
Different versions may have different values to a user due 
to factors such as precision of computation or input data. 
Additionally, different versions may have different 
communication and computation needs. Or, one version 
may execute on Windows NT while another version is an 
executable for Linux. MSHN's goal is to support adaptive 
applications by being able to terminate one version of an 
application if MSHN perceives that the currently 
executing version will not meet the users' QoS 
expectations. 2 In that case, MSHN would tenninate the 
executing version and start up another version from the 
beginning (if there were sufficient resources to execute 
that other version). The requirement that adaptive 
applications be idempotent permits the application to be 
safely restarted from the beginning without corrupting any 
resource such as a database. Similarly, there may be times 
when MSHN detennines that delivery of a better QoS is 
possible to a user by changing to a version that better 
meets that user's preferences. 
An adaptation-aware application differs from an 
adaptive application in two ways. First, when it is 
terminated, the new version need not be restarted from the 
beginning. Instead, a different version from the one that 
tenninated may be started. using infonnation about a 
previous state that was obtained from the execution of the 
previous version. Second, an adaptation-aware application 
may be able to adapt its resource usage during execution, 
without restarting. 
Finally, MSHN's goals differ from SmartNet's in that 
MSHN seeks to determine how to meet multiple different 
QoS requirements to multiple different applications 
simultaneously. There are really two issues bound up in 
this difference. First, a way to incorporate, dynamically, 
the mixture of QoS requirements into a single measure 
must be determined. Second, an assignment of 
applications to resources must also be determined that 
optimizes the identified measure . In resolving this second 
issue, we can strongly leverage SmartNet's emphasis on 
the separation of optimization criteria and search 
algorithms and the recognition that similar algorithms can 
be used to search many different types of spaces for 
optimal values. We elaborate on this below. 
1.3. Related work 
There are other research groups examining the issues 
important to building an RMS, many within DARPA's 
Quorum project. Here, we look at some of the projects 
related to MSHN. Some of these groups are engaged in 
research complementary to MSHN's goals. For the sake 
of brevity, only a short synopsis of each project, as it 
relates to MSHN, is presented. 
DeSiDeRaTa. The University of Texas at Arlington 
has a project called "DeSiDeRaTa: QoS Management 
Tools for Dynamic, Scalable, Dependable, Real-Time 
2 We note that a version of one application may be terminated because 
MSHN detects that another user's application will not meet its QoS 
expectations. This phenomenon c:an occur due to priorities. 
Systems." DeSiDeRaTa is focusing on QoS specification, 
QoS metrics, dynamic QoS management, and 
benchmarking of specific computing environments, such 
as the distributed Anti-Air-Warfare system at the Naval 
Surface Warfare Center, Dahgren Division. • A unique 
concept that has come out of the DeSiDeRaTa project is 
that of an application "path" [56). 
Globus. Globus is a large, joint project from Argonne 
National Laboratory and the University of Southern 
California's Infonnation Sciences Institute. Parts of the 
Globus project are devoted toward resource management 
issues. The Globus architecture depends on an advance or 
immediate resource reservation protocol layer, for which a 
standard does not yet exist [14)[18]. 
RT-ARM. Honeywell is developing a "Real-Time 
Adaptive Resource Management" system aimed primarily 
at high-end, real-time military embedded systems such as 
the Navy Surlace Combatant Ship SC-21. Some of the 
specific issues they are concentrating on include modeling 
embedded systems and finding practical techniques for 
predictable real-time performance [24). 
EPIO. The EPIQ project, from the University of 
Illinois at Urbana-Champaign, is building an infrastructure 
for providing guaranteed QoS features, upon which RMSs 
may be built. part of their infrastructure involves building 
their own runtime environment [35). 
ERDoS. SRI International is running a project called 
ERDoS (End to End Resource Management for 
Distnbuted Systems) which is developing an architecture 
for adaptive QoS-driven resource management. The 
ERDoS project emphasizes a comprehensive definition of 
QoS and the development of models that capture 
information required for making resource management 
decisions [46]. 
QUASAR. The QUASAR (QUAiity Specification and 
Adaptive Resource management for distnbuted systems) 
project, at the Oregon Graduate Institute of Science and 
Technology, is investigating techniques for specifying and 
utilizing QoS in adaptive, distnbuted systems. QUASAR 
is concentrating on the translation of QoS specifications 
from the application-level to the resource-management-
leve). and its use in reservation-based resource 
management, primarily in the multimedia domain (53). 
ASSERT. The ASSERT System at the University of 
Oregon, Eugene, is focusing on dynamic, distributed, real-
time environments . The core of the project estimates and 
monitors the relevant QoS parameters of running 
applications. ASSERT is not an RMS, nor an RMS 
framework; rather, the ASSERT project is looking at a 
specific issue of RMSs: QoS monitoring and estimation 
[16). 
QyQ. The Quality Objects (QuO) project, from BBN 
Systems Technologies, is attempting to add QoS 
specification and delivery to CORBA. Rather than 
provide absolute QoS guarantees, QuO seeks to combine 
knowledge about resource and application conditions in 
order to reserve enough end-to-end resources for 
predictable execution of distributed applications [52). 
MOL. The MOL (Metacomputing OnLine) project 
from the Paderborn Center for Parallel Computing has as a 
goal the utilization of multiple high perfonnance systems 
for solving problems too large for a single supercomputer. 
The MOL approach does not assume absolute control of 
resources under its management. The MOL project is 
addressing several of the issues key to resource 
management, including QoS specification [42). 
1.4. Organu.ation of the paper 
In the next section of the paper we motivate and discuss 
MSHN's architecture. Even though SmartNet was 
successful in achieving its functionality, rather than using 
SmartNet's architecture exactly, we based MSHN's 
architecture upon lessons learned from SmartNet, because 
MSHN's goals are substantially different. In particular, 
we clearly delineated certain of SmartNet's modules into 
separate components. This delineation makes it easier to 
experiment with different designs for each of the 
components. In section 3, we then discuss many of the 
research issues that the MSHN investigators are studying 
and highlight some of the results. Additionally, this 
section provides references to the numerous articles that 
descnbe this research in more detail. We conclude by 
summarizing the status of the MSHN project. 
2. MSIIN's architecture 
In this section, we first describe some of the concepts 
that went into MSHN's architectural design. This 
description motivates the need for the various major 
components and explains why they must be replicated to 
varying degrees . The architectural design was driven by 
the need to support the RMS research that we will discuss 
in the next section and was aided by our previous 
experience with SmartNet . We then present MSHN's 
current architecture in detail. 
2.1. Motivation 
We first motivate the need for each of the major 
components of MSHN's architecture , then discuss how 
those components interact with one another. 
We recall from the previous section that an RMS needs 
to transparently locate the resources that should be used 
when execution of an application is requested. Therefore, 
it must be made aware of any request, by either a user or 
an application, to start executing another application. 
Many early RMSs required the user to explicitly log in to 
the system to start a job. If an application was to be 
started from within another application, e.g., through 
fork and exec system calls, then the application that 
makes the request would be required to be specially 
designed to embed these requests within a function call to 
an RMS library. This restriction required that applications 
be specifically written or modified for a particular RMS. 
The MSHN designers do not want to force a user to 
explicitly log into an RMS, or to modify their existing 
programs . Instead, MSHN transparently intercepts cans to 
system libraries that would otherwise initiate execution of 
a new process and diverts those calls to a MSHN Client 
Library. After MSHN decides where the newly requested 
application should execute, the MSHN Client Library uses 
whatever mechanisms available at the resource site to 
initiate execution of the remote process. 
The environments for which MSHN is designed contain 
many different types of computers, each possibly 
executing a different version of an operating system. 
Rather than requiring the Client Library, which is linked 
with every MSHN application, to contain a substantial 
amount of code that is specific to each of these computers, 
we chose to make use of a MSHN Daemon. Whenever a 
computer is added to a system, a MSHN Daemon is started 
on that computer. When a Client Library needs to start a 
process on a remote machine, it s~ly contacts the 
MSHN Daemon on that machine and requests that the 
Daemon start the process on the Client Library's behalf. 
Of course, the general mechanism that we use in the 
Daemon is not new, and is therefore not a research issue. 
When a remote process needs to communicate with the 
initiating process, it contacts the Client Library, which 
passes the infonnation on to the initiating process, just as 
though the remote process were started locally. Being 
able to transparently provide this service to applications, 
whether or not they are command interpreters, requires 
that the Client Library intercept, and at least pre-process if 
not divert, other system bbrary calls in addition to the 
previously mentioned exec call For example, all of the 
socket calls and all calls to open, close, read, and write 
files must be intercepted and replaced or at least pre- and 
post-processed . 
The MSHN project required a mechanism for 
intercepting these calls without requiring source 
modification. We initially turned to the Condor project for 
help with this problem [36]. Condor is a project at the 
University of Wisconsin that performs transparent 
migration of processes in a Unix environment. To 
perform this migration, Condor also had to intercept these 
calls to system libraries . Using techniques similar to those 
used by Condor, we were able to intercept these calls 
without requiring source code modification . 3 The 
mechanism is described in detail elsewhere (44]. 
3 These techniques, however, require that the object co~e files be linked 
with the MSHN Client Library, therefore they require object code files. 
However, another tool, the Executable Editing Libmy (EEL) which 
In addition to providing a mechanism for transparently 
executing remote processes, the Client Library is in a 
unique position to passively determine the status of 
resources, because it is assumed to be linked with any 
application executing in an environment managed by 
MSHN. That is, the MSHN Client Library can pre- and 
post-process system calls, because it is intercepting all 
such calls made to the operating system, which are 
executed when a process needs to use a hardware resource. 
In so doing, it can detennine the low level, end-to-end 
QoS that an application is receiving from a particular 
resource . We will discuss this functionality of the Client 
Library further in the next section. 
When the MSHN Client Library intercepts a call to 
execute a new process, it must have some way of 
determining which resources that new process should use, 
i.e., which computer should primarily be responsible for 
executing the new process . 4 Rather than requiring that 
decision to be made independently by each Client Library 
that is Jinked with each application, we chose to have the 
Client Library first check the request against a list of 
applications managed by MSHN . If the requested 
application is not on that list, the MSHN Client Library 
simply passes the requested application directly to the 
local operating system. If the requested application is on 
that list, it instead passes the request to the MSHN 
Scheduling Advisor. It is the Scheduling Advisor's job to 
determine which set of resources the newly requested 
process should use. 
The MSHN Scheduling Advisor is itself a complex 
package, associated with many different research issues 
which we discuss more fully in the next section . Among 
the primary research issues are : (i) what criteria should be 
optimized in the choice of resources? (ii) Because 
optimizing the criteria is likely to be an NP-complete 
problem, if n is too large, which heuristic should be used 
to search for an optimum resource assignment? (iii) With 
what granularity must the Scheduling Advisor model both 
the policies and protocols associated with allocation of the 
lower level resources and what granularity of model 
should it use to define the resource requirements of a 
process? 
For the Scheduling Advisor to determine a good 
assignment of resources for a process, it must know both 
which resources and how much of each resource would be 
required for a process to execute and meet its QoS 
requirements and preferences. Therefore, to assist the 
Scheduling Advisor in making its decision as to the 
evolved from the University of Wisconsin's Parad)'ll project could be 
used to link an executable with the MSHN Client Library, instead {32). 
• In modem systems, the choi(:e of computer that is responsible for 
executing a process often carries with it, implicitly, a choice of file 
servers and other distributed resources such as networks. Therefore, 
when we say that MSHN chooses I computer to be responsible for 
executing a process, the choice of other resow-ces external to that 
computer may be implicit in that assipment. 
assignment of resources, we designed both the MSHN 
Resource Requirements Database and the MSHN 
Resource Status Server. 
The Resource Status Server is a quickly changing 
repository that maintains information concerning the 
current availability of resources. Information is stored in 
the Resource Status Server as a result of updates from both 
the MSHN Client Library and the MSHN Scheduling 
Advisor. The Client Library can update the Resource 
Status Server as to the currently perceived status of 
resources, which takes into account resource loads due to 
processes other than those managed by MSHN. The 
Scheduling Advisor can provide expected future resource 
status based upon the resources that it expects will be used 
by the applications that it assigns. Additionally, the 
Resource Status Server can statistically process its historic 
knowledge to make predictions of resource status even 
further in the future. 
As compared to the Resource Status Server, the 
information maintained by the MSHN Resource 
Requirements Database changes much more slowly. The 
Resource Requirements Database is responsible for 
maintaining information about the resources that are 
required to execute a particular application. Although the 
initial MSHN prototype only implements a single source 
for the information stored in this database (statistically 
analyzed historical information), we envision that many 
other on-going research projects will also serve as sources 
for this information. 
MSHN's current source for the information that is 
maintained by the Resource Requirements Database 
comes from data collected by the MSHN Client Library 
when the application was previously executed. Although 
patterned after SmartNet in this way, and leveraging the 
concept of compute characteristics that SmartNet 
pioneered, MSHN does not collect the same information 
as SmartNet collects. SmartNet's information is coarse-
grained; that is, it maintains only the total amount of wall-
clock time that is required to execute a program from 
beginning to end for each particular machine. This 
measure is sufficient for SmartNet's needs due to the 
requirements of its intended applications (three phases) 
and the expected environment ( each job has exclusive 
access to the resources that it is using). However, in 
MSHN, resources are shared and applications have more 
phases, so maintaining only this coarse grain information 
is insufficient. Therefore, the Resource Requirements 
Database has the ability to maintain very fine grain 
information collected by the MSHN Client Library. 
Eventually it is hoped that the Resource Requirements 
Database can also be populated with information from 
smart compilers and possibly advice from application 
writers. 
Applications, of course, are needed to test any system. 
Unfortunately, executables for many different platforms 
would be needed to test MSHN's ability to manage them 
in a distnbuted, heterogeneous environment. Producing 
such actual applications would require tremendous effort 
to obtain the source code for numerous applications, some 
of which may be classified or proprietary, port the source 
code to the different platforms, and compile and link them. 
We decided that this effort was better spent on our 
research system itself, so we looked for another viable 
solution. One solution that we considered was to use 
benchmarks, because many of them have already been 
ported to many different platforms . However, we wanted 
to make sure that our system could manage a wide variety 
of applications. We finally settled on writing a general-
purpose application emulator whose parameters could be 
specified to cause it to imitate a wide variety of 
applications. We discuss the problem of deciding how 
best to construct such an emulator under the research 
topics in the next section. 
The Client Library, which is linked with each executing 
MSHN application, informs the Resource Status Server 
about the current perceived status of the resources that the 
applications are using. The Scheduling Advisor informs 
the Resource Status Server only about the load that it 
expects the processes, which it has scheduled, to place on 
certain resources. However, neither class of information 
indicates the condition of resources that no MSHN 
application is currently using or is planning on using. 
Therefore, we use a MSHN Application Emulator linked 
with the Client Library to obtain infonnation about the 





Figure 1 MSHN's conceptual architecture. 
MSHN's conceptual architecture is shown in Figure I. 
As can be seen in the figure, every application running 
with MSHN makes use of the MSHN Client Library that 
intercepts the application's operating system calls. When 
the Client Library intercepts a request to execute a new 
application, and that application requires that the MSHN 
Scheduling Advisor be consulted to determine the 
resources that the application should use, the Client 
Library invokes a scheduling request on the Scheduling 
Advisor. The Scheduling Advisor queries both the 
Resource Requirements Database and the Resource Status 
Server. It uses infonnation that it receives from them, 
along with an appropriate search heuristic, to determine 
where the newly requested process should execute. After 
detennining which resources should host the new process, 
the Scheduling Advisor returns the decision to the Client 
Library, which, in tum, requests execution of that process 
through the appropriate MSHN Daemon. The MSHN 
Daemon invokes the application on its machine. As a 
process executes, the Client Library updates both the 
Resource Status Server and the Resource Requirements 
Database with the current status of the resources and the 
requirements of the process. Meanwhile, the Scheduling 
Advisor establishes callbacks with both the Resource 
Requirements Database and the Resource Status Server. 
Using callbacks, the Scheduling Advisor is notified in the 
event that either the status of the resources has 
significantly changed, or the actual resource requirements 
are substantially different from what was initially returned 
from the Resource Requirements Database. In either case, 
if it no longer appears that the assigned resources can 
deliver the required QoS, the application must be adapted 
or terminated. Upon receipt of a callback, the Scheduling 
Advisor might require that several of the applications 
adapt so that more of them can receive their requested or 
desired QoS. 
~
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Figure 2 Physical instantiation of the MSHN 
architecture. 
Although all MSHN components could run on the same 
machine, they can also be distributed and replicated across 
many different computers using tools such as ISIS, Horus 
and Ensemble [7](50][49]. Results from control theory 
will also be useful here in ensuring that the process of 
replicating and merging components is stable and does not 
result in oscillation. Additionally, results from control 
theory must be incorporated into the replicated Scheduling 
Advisor itself to ensure that modifications requested of 
adaptive and adaptation-aware applications do not become 
unstable. MSHN components might even replicate as 
needed [20][21]. Fieure 2 illustrates a simple 
instantiation of the MSHN system. 
In addition to the components discussed above, we 
found it convenient to add a MSHN Visualizer that 
enabled us to examine, for both functional and 
perfonnance debugging purposes, the current states of the 
various MSHN components. The MSHN Visualizer 
captures all significant events within and between the core 
MSHN components for real-time and post-mortem 
analysis. 
Security within the MSHN architecture has been 
considered. Policies of interest are: 
• Component authentication. This includes 
authentication of MSHN core components to each 
other; authentication of resource-based clients to 
the MSHN core; and authentication of applications 
to selected MSHN components. 
• Hierarchical least privilege. Within the MSHN 
context, the core components are the most 
privileged, while user applications are the least 
privileged. 
• Communications integrity and confidentiality. 
Communications are protected from unauthorized 
modification and disclosure. 
• Access control. Access to MSHN core databases 
and to job histories may be mediated. 
The security architecture creates keyed domains, 
supporting least privilege, authentication, confidentiality 
and integrity by using the Common Data Security 
Architecture facilities for security services and key 
management5 [57][58]. 
2.2.1. The current MSHN architecture. A high level 
description of the current MSHN architecture is presented. 
For a more detailed description, we refer the reader to 
other publications {43}. High-level diagrams are presented 
for each MSHN component, with arrows indicating the 
direction of communication or action. In addition to these 
diagram;, a short description of each component's 
functions is given. In the description of the MSHN 
architecture, we represent MSHN components and 
external components as Unified Modeling Language 
(UML) actors [8]. The symbols used for this 
representation are shown in Figure 3. The core MSHN 
components include the Scheduling Advisor (SA), the 
Client Library (CL), the Resource Status Server (RSS), the 
Resource Requirements Database (RRD), the Daemon (D) 
and the Application Emulator (AE) . 
s As in any RMS, assurance of MSHN's security properties is buih on and 
limited by the effectiveness of the security environment provided by the 
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Figure 3 Symbols representing actors in the 
MSHN architecture. 
Scheduling Advisor (SA) functionality. The primary 
responsibility of the SA is to determine the best 
assignment of resources to a set of applications, based on 
the optimization of a global measure, which we describe in 
the next section. The SA depends on the RRD and the 
RSS in order to identify an operating point that optimizes 
the global measure. It responds to resource assignment 
requests from the CL. When appropriate, the SA requests 
application adaptations via the CL. The SA is also 
responsible for establishing callback criteria (thresholds) 
with the RSS and RRD. All MSHN components update 
the MSHN Visualizer with all significant display and post-
mortem analysis events. 
SA 
Client Library {CL) functionality. The CL is linked 
with both adaptive and adaptation-aware applications. It 
provides a transparent interface to all of the other MSHN 
components. The CL intercepts system calls to collect 
resource usage and status information, which is forwarded 
to the RRD and the RSS. The CL also intercepts calls that 
initiate new processes (such as exec {} ) and consults the 
SA for the best place to start that process. It requests 
(possibly remote) daemons to execute applications based 
on the SA's advice. The CL invokes adaptation on 
adaptation-aware applications when notified by the SA via 
callbacks. One such invocation is the special case of 
setting emulator parameters. 
Resource Status Server (RSS) functionality. The role 
of the RSS is to maintain a repository of the three types of 
information about the resources available to MSHN: 
relatively static (long-term), moderately dynamic 
(medium-term), and highly dynamic (long-term) 
information. The RSS is updated with current data via the 
CL or through a system administrator. The RSS responds 
to SA requests with estimates of currently available 
resources. The SA sets up callbacks with the RSS based 
on resource availability thresholds and CL update 
frequency requirements . 
Resource Requirements Database {RRD) 
functionality. The RRD is a repository of information 
pertaining to the resource usage of applications. The RRD 
provides this information to the SA. Callbacks to the SA 
are based on either the occurrence of a threshold violation 
or update frequency requirements. It is updated by the 
CL. 
Daemon {D) functionality. The MSHN Daemon 
executes on all compute resources available for use by the 
SA. Its sole purpose is to start applications as requested 
by the CL. It therefore has the capability and 
responsibility of initiating the default application emulator 
at start-up to determine resource status information. 
Application Emulator (AE) functionality. The AE 
emulates a running application by stressing particular 
resources in the same way as the real application does. 
The AE serves two purposes: The first is to run simulated 
applications (that statistically leave the same resource 
usage footprint of the real applications) without the 
o~rhe~~ and unc_ertainty of actually installing, 
mamtauung, and runnmg that particular application. The 
second is to be a monitor, in the absence of any other 
MSHN-scheduled applications. That is, it can detennine 
the status of resources that are not being otherwise used by 
MSHN-scheduled applications, and therefore not being 
monitored by an existing CL. The Daemon starts one 
instance of the AE, by default, at startup. Other instances 
may be started at any other time through a command 
interpreter or other application. 
3. MSHN Research Issues 
In this section of the paper, we descnbe some of the 
major issues being investigated by the MSHN team 
members. We also briefly summarize some of the results 
to date. Of course, there is not sufficient space to 
completely descnbe all of the issues and results in detail 
so the reader is also referred to relevant papers on each 
topic. We have attempted to associate the issues with the 
component of the MSHN architecture that they most 
strongly affect. However, certainly many issues that affect 
the Scheduling Advisqr also affect the Resource Status 
Server and Resource Requirements Database. 
Additionally, this work is non-orthogonal to research 
being done by many investigators outside of the MSHN 
team who are examining such issues as how QoS 
requirements are derived from smart compilers and how 
they can be best expressed. 
3.1. Scheduling Advisor research issues 
In this section we discuss some issues that most 
strongly affect the Scheduling Advisor. First, we examine 
how to quantify the needs of all of the processes that 
require resource allocation by the Scheduling Advisor. 
Then, we consider the ramifications of not precisely 
knowing the resource requirements, and consequently, the 
e~t future status of all of the resources. Finally, we 
discuss the class of heuristics that have thus far been 
implemented in MSHN and why there is a need for a 
variety of heuristics. 
3.1.1. Optimi7.ation criteria. Optimal resource 
allocation always involves attempting to solve an 
optimization problem, which is usually NP-complete. 
SmartNet's primary optimization criterion was to 
~ the time at which an application completes, 
assummg that all of the applications were of a particular 
fonn. Later versions of SmartNet also accounted for 
priorities. MSHN maximizes a weighted sum of values 
that . represents ~e benefits and costs of delivering the 
requrred and desired QoS (including security, priorities, 
and preferences for versions), within the specified 
deadlines, if any. We now discuss the effect of each of 
these attnbutes on the optimization criteria. 
• MSHN's consideration of security as an 
optimization criterion allows the trade-off of 
security with other QoS constraints when there are 
insufficient resources to complete all requests. 
This is done in a fashion similar to other recent 
projects [45]. MSHN associates a cost to security 
levels that varies, depending upon which resources 
are being used to obtain a given level of security 
(for more details on security viewed as a QoS 
parameter, see section 3.2). 
• MSHN attempts to account for both preferences for 
various versions and priorities. That is, when it is 
impossible to deliver all of the most preferred 
infonnation within the specified deadlines due to 
insufficient resources, MSHN's optimization 
criteria are designed to favor delivering the most 
preferred version to the highest priority 
applications. 
• In MSHN's optimization criteria, deadlines can be 
simple or complex. That is, sometimes a user will 
be satisfied if a result is received before a specific 
time. Other times, a user would like to associate a 
more general benefit function, which would 
indicate that information might have different 
values based upon when it is received. 
Further information about MSHN's optimization 
criteria can be found elsewhere [22][30). 
~n . ad~ition to a cost function that is optimized, 
opturuzat1on problems usually have a set of constraints 
that must be met in order for a solution to be viable. The 
constraints of a resource allocation optimization problem 
are that the resources allocated to meet the needs of the 
processes must be less than or equal to the available 
resources at any point in time. The actual inequalities 
required not only depend upon the QoS constraints, but 
also upon the sharing policies used by the local operating 
systems and network protocols, and upon the granularity 
with which both those policies and resource usage should 
be known (see Granularity Issues in Section 3.2). 
3.1.2. Inexact knowledge of job resource usage. Even 
if it is possible to find a perfect solution to the 
optimization problem that is posed by instantiating the 
constraints and optimization criteria to the current 
situation, the expected resource usage of any given 
application is often only an estimate. In real-time systems, 
the worst case estimate is often used to assign resources to 
processes; however, many other systems use the mean 
expected resource usage. Our recent analysis has revealed 
that using the mean will cause the actual run-time to be 
generally underestimated and that a better assignment can 
be made if both the mean and distribution of the expected 
resource usage is accounted for, when appropriate [28]. 
This leads to another question concerning whether the 
extra complexity involved in using a sophisticated 
heuristic will yield a better schedule than using a simple 
heuristic if the actual variance of run-times is large, and 
scheduling is done using the mean, or both the mean and 
the distribution. Our recent results in this area have shown 
that, in many cases, complex heuristics can determine 
schedules that, when executed, sometimes perform much 
better than the schedules derived from very simple 
heuristics, even when the variance is large. However, 
sometimes very simple heuristics perform just as well as 
the more complex ones. The difference in quality of the 
schedules produced by the various heuristics was found to 
be closely correlated with the type of heterogeneity in a 
system. For example, when both the machine and 
application heterogeneity is very low, a simple heuristic 
performs just as well as more complex ones. Several 
papers have described our results concerning this research 
[2][3)[ l 01[ 40). 
3.1.3. Performance of search algorithms. SmartNet 's 
organization leveraged the idea of independence of search 
algorithms and optimization criteria . That is, most 
heuristics for searching the space of mappings can be 
modified to search for solutions to different optimizations 
within the same space. For example, Dantzig's Simplex 
Method is useful with all problems whose optimization 
criteria and constraint inequalities can be stated using only 
linear combinations of the variables . Sometimes, many 
different heuristics will work, but, depending upon the 
characteristics of a given problem, certain heuristics may 
be preferable to others. For example, the MSHN team has 
obtained extensive results identifying the regions of 
heterogeneity where certain heuristics perform better than 
others for maximizing throughput by minimizing the time 
at which the last application, of a set of applications, 
should complete [2][3)(10][40]. Re-targeting of these 
heuristics to other optimization criteria is currently 
underway. 
Additionally, MSHN team members have performed 
extensive research into accounting for dependencies 
between applications or processes that make up a single 
application [40)(47][48][54). This includes promising 
results from investigating data dependencies and mapping 
ofiterative applications [1][4)[5)[6)[11). 
3.2. Resource Status Server and Resource 
Requirements Database research issues 
Part of the MSHN team's investigation has been aimed 
at determining what information should be stored in the 
Resource Requirements Database and maintained by the 
Resource Status Server. First, a taxonomy for the types of 
information that could be stored there was required. We 
discuss this taxonomy below. We also discuss the impact 
that viewing security as a QoS has on these two MSHN 
components. Finally, one of the most important issues in 
designing effective RMSs is determining the level of 
granularity of information that must be maintained 
concerning the status of resources and the requirements of 
applications. We now discuss each of these issues in 
somewhat more detail and refer the interested reader to 
relevant publications. 
3.2.1. A taxonomy. The MSHN team has formulated a 
three-part taxonomy for classifying systems. The three 
different components include methods for descnbing the 
applications, the computing environment, and the mapping 
strategy that is used. Some of the relevant characteristics 






Its size, that is the number of tasks or sub-tasks 
associated with it. 
Whether the sub-tasks are independent of one 
another or, if they are dependent, the types of 
dependencies. 
The 1/0 distnbutions of the application and the 
sources of the 1/0, i.e., whether it performs all 
input in the beginning and all output at the end or 
whether one or the other is performed 
continually throughout the lifetime of the 
processes and whether the input data is obtained 
through interacting with a person or some other 
sour ce that has highly variable response times. 
The deadlines and other QoS requirements, 
including security, if any, associated with the 
applications and/or the subtasks that comprise 
the application. 
Similarly, the computing environments and mapping 
strategies have numerous, hierarchically characterizabl e, 
attributes that are more fully documented in other 
publications (9). 
3.2.2. Security as a quality of service. Security in the 
context of QoS is a current research area [34)(45). The 
security capabilities of resources and security 
requirements of applications must influence the 
assignment of applications to resources. We can obtain 
information concerning the user security requirements 
from the Resource Requirements Database and 
information concerning the security capabilities of the 
resource from the Resource Status Server. For example, if 
the output of an application must be encrypted using a 
particular algorithm, with a key size chosen within a 
particular range, then that requirement must be stored in 
the Resource Requirements Database along with the 
amount of data that must be encrypted. Also, the 
Resource Status Server must know whether each particular 
computing resource is capable of performing the required 
cryptographic algorithm and the cost, in terms of run-time 
per byte, for example, of encrypting the data. Members of 
the MSHN team have developed an initial framework, 
which they are currently refining, for characterizing the 
overall security attnbutes of a network and for 
determining a cost and benefit value for providing 
required and preferred security to an application 
[26][27)(33 )[34]. 
3.2.3. Granularity issues. Another very important 
question that concerns both the Resource Requirements 
Database and the Resource Status Server has to do with 
how much detail should be maintained concerning the 
status of resources and the requirements of applications. 
Obviously, while a very accurate, detailed set of 
infonnation might prove quite useful to the scheduling 
algorithms, it would be at the least very expensive and 
difficuh to collect if not expensive to process within the 
algorithm itself. 
The MSHN team has obtained initial estimates for the 
overhead of capturing system calls to determine the cost of 
collecting various granularities of such information (44]. 
Members of the team are currently using this technique to 
record fine-grained information for a program that 
analyzes air tasking orders and will report both the 
information concerning the resources that were used, as 
well as the overhead involved in collecting the resource 
usage infonnation [41]. 
In addition to the cost associated with collecting fine-
grained information concerning applications' use of 
resources, there is the question of how much information 
is sufficient. Current experiments of the MSHN team 
focus on determining whether fairly simple models can be 
used to predict the relative performance of 
application/resource assignments. To perform realistic 
experiments, the team has built an initial application 
emulator (see below) and is actually executing it with 
different parameters on different systems, using all 
possible configurations to compare the actual received 
QoS to the predicted QoS. Thus far we have determined 
that the Resource Status Server must, directly or 
indirectly, contain information concerning whether native 
threads are supported by the operating system If this 
information is not maintained, the scheduling algorithm, 
which must choose between two platforms that are 
identical except for the operating system version that they 
execute, may assign a process which could be handled 
better by one platform to the other. Similarly, the 
Resource Requirements Database must indicate whether or 
not the application is multi-threaded and the number and 
nature of threads that it uses. Information concerning 
these results can be found in other publications (12]. 
3.3. Application Emulator research issues 
The MSHN team is designing and implementing an 
application emulator for two different reasons . One reason 
is that it is needed within the MSHN architecture to 
monitor the end-to-end status of the resources. The other 
reason is to be able to easily construct a very large suite of 
application emulators that place loads on resources in the 
same way that the actual applications would . When used 
in conjunction with resource usage measurements from 
linking actual applications to MSHN's Client Library, the 
MSHN Application Emulator can be used to emulate the 
execution of the actual applications without requiring the 
applications to actually be ported to many different 
platforms. The obvious advantage of using such an 
application emulator, rather than porting the applications 
themselves, is to enable the MSHN researchers to test their 
architecture more quickly under many different situations . 
To meet the first purpose of the MSHN Application 
Emulator, we first had to define the meaning of loading 
resources for various resources . Percentages cannot be 
used, as they are not transferable between either 
computing platforms or network media. Rather , each 
category of resource was identified and units that can be 
most easily translated between different platforms, such as 
FLOPS and bytes/sec, were chosen to quantify resource 
use. A1so recognized at this stage was the need to have 
both multi-threaded and non-multi-threaded application 
emulator capability. Finally, not only can a single 
application be comprised of multiple threads, but it can 
also be comprised of multiple heavy-weight processes. 
When designing the Application Emulator to meet both 
of its requirements, we recognized that distnbutions 
reflecting conununication and computation alone were 
insufficient; conditional probabilities were required. That 
is, many times the purpose of one process sending a 
message to another process is so that the receiving process 
will perform work on behalf of the sending process. 
Therefore, we designed our most general emulator to also 
have the capability of sending work-bearing messages. 
To this end. we have completed an initial 
implementation of an application emulator that we have 
used for our granularity research and are testing the more 
general application emulator. Documentation concerning 
both of these application emulators can be found 
elsewhere [12] [15]. 
3.4. Client Library research issues 
The research issues having to do with the Client 
Library component involve both mechanism and policy. 
The mechanism issues have to do with how to 
transparently link the Client Library with applications. 
Previous research in the areas of process migration and 
tools for debugging parallel and distributed programs 
provide us with easy solutions, as mentioned earlier. 
Therefore, the only issue that remains is how best to 
transparently determine the end-to-end availability of 
resources. First, simply determining that the Client 
Library could perform this functionality better than 
providing the functionality external to the applications 
themselves is an important contnl>ution. However, 
determining the average end-to-end availability of a 
network resource is not a trivial problem. The MSHN 
team's initial progress in this area has already been 
detailed elsewhere [30][31][44]. 
4. Summary and future work 
In this paper we summarized the purpose of a resource 
management system (RMS) in general and the research 
goals of one particular experimental RMS, the 
Management System for Heterogeneous Networks 
(MSHN) . Motivation was provided for all of the major 
components of MSHN, and the architecture that contains 
those components was explained. Some of the research 
questions that the MSHN researchers are seeking answers 
to were descnl>ed. References were provided that enable 
the reader to better understand MSHN, and to learn more 
about the MSHN experiments. There are many other 
interesting RMS research projects in progress today, but 
space permitted us to survey only a few of them. In 
addition to continuing the on-going experiments described 
in the paper, future MSHN investigation will focus on (i) 
reaching a better understanding of the level of granularity 
obtainable from applications and the level required to 
perform sufficiently good resource assignment; (ii) more 
detailed characterization of security costing and metrics; 
and (iii) determining the best search algorithms to use for 
the MSHN optimization criteria under various conditions. 
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Abstract. The quality of service framework in a heterogeneous computer network environment 
may provide users and applications with a wide range of security mechanisms and services. We 
propose a simplified user security interface and a method for mapping this interface to complex 
underlying security mechanisms and services . Additionally , we illustrate a mechanism for map-
ping multiple security policies to the same user security interface. 
1 Introduction 
In a heterogeneous computer network2, the user can be presented with a wide range of security 
services and enforcement mechanisms [ 5] instituting security policies from various security 
domains. The security domains can be geographically diverse (e.g., subnets traversed to a remote 
internet destination) and layered (e.g., application security policies versus network security poli-
cies). The problem of mapping security mechanisms between different network layers is identi-
fied in the literature (e.g., see [3) [10) ), as is the composition of policies and policy domains 
(e.g., see [2] [6] [11] ). However, the problem remains as to how users and administrators can 
understand and easily interact with a wide range of security services and mechanisms. This note 
address the translation of a simplified user abstraction of security to detailed underlying mecha-
nisms, such that users can be presented with a coherent user-level view of available security 
options. 
2 User Security Interface 
In the network computing context, users may request the execution of"tasks," which are sched-
uled by an underlying control program (e.g., a Resource Management System, "RMS") to execute 
on local or remote computing resources. The execution of a task may access a variety of network 
resources, such as: local 1/0 device bandwidth, internetwork bandwidth; local and remote CPU 
time; local, intermediate (e.g., routing buffers) and remote storage. Each resource may have its 
own security constraints. One cannot expect users or even application developers to understand 
the implications of the detailed interfaces of all of these mechanisms. Therefore a simplified, gen-
eralizable user-interface is called for. 
We present a framework for mapping a simple user interface to an arbitrarily complex set of 
detailed security mechanisms. We will use the following simple user interface for illustration, 
1. Funded through MSHN, a DARPA/QUORUM project. 
2. A network comprising a variety of software and hardware implementations for processing, networking and stor-
age. 
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however other simple taxonomies might suffice 1• We envision a QoS-like interface in which the 
user may specify the degree or "level" of security service, in general, that is to be applied to the 
processing of the network task. Such a level might be as simple as: 
user_security_level ::= [high I medium I low] 
Thus, a user QoS request might appear like this: 
QoS Request::= task_specifier, user_security_level, performance_vector, other_factors 
2.1 Application and System Security 
Various quality of service approaches are including security as one of the vectors of service pro-
vided to the user [4] [9] [12] [14]. It is apparent that, if a QoS system is going to provide 
choices to the user with respect to security, the underlying mechanisms need to provide variable 
security, and that the network security policy(s) need to allow security to vary. 
However, computer security has been envisioned traditionally at the system level [1] [2) . Users 
and applications were constrained by underlying security mechanisms to behave in ways that con-
formed to the system security policy, and system security policies did not allow the security 
requirements to vary. For present-day network security, considering the network and the OS(s) to 
be the "system," there has been some shift of emphasis from system security to application secu-
rity. That is, each application (e.g., an email program) may present a security environment to its 
users, and is responsible for protecting the user's rights and data in that environment and in the 
network. We believe that the needs for application-level security must be accommodated; how-
ever, network system security policies cannot be ignored in the process, rather, different levels of 
policy must work in harmony. Thus, given that the over-arching network system security policy 
demands some minimum degree of system security policy enforcement, application-level selec-
tions for quality of security service may be provided to users to any degree of security over and 
above those system minimums. That is to say, an application can always provide more security, 
than the minimum required by the base system security policy, while still complying with that 
policy. Similarly, application enforcement of user security maximums might be possible, e.g., to 
limit processing expenditures, if those maximums are within the bounds of the underlying secu-
rity policy(s). 
We refer to services and mechanisms that allow a range of security behaviors as ''variant." Variant 
security mechanisms may be used within a resource management context, for example, to effect 
adaption to varying network conditions. Also, if the policy mechanism is variant. the control pro-
gram may offer quality of security service choices to the users and their network tasks. 
2.2 Security Terminology 
Before discussing the mapping of a simplified user security interface to complex underlying 
mechanisms, some security mechanism terminology is presented (see [5] for further explica-
tion). 
Users and applications on the network are presented with various security servi ces ( e.g., data-flow 
confidentiality, non-repudiation). A security service may be used to implement one or more secu-
I . TCSEC evaluation classes or Common Criteria profiles could be used 
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rity policies (organizational or automated [15] ), which are in tum implemented by one or more 
security mechanisms. As described above, some mechanisms provide fixed services, and some are 
variant 1. Additionally, the RMS may make choices for the user regarding variant security mecha-
nisms, as part of its schedule formulation or adaptive re-scheduling. 
Each security mechanism is associated with a service area, which indicates the general topo-
graphical component of the network in which the security or protection is effective . We identify 
three service areas : end system (e .g., a client or server system), intermediate node (e.g., routers, 
switches), and network connection (i.e., the "wire" connecting various systems and nodes). Secu-
rity mechanisms associated with end systems and intermediate nodes protect resources ( e.g. , data 
and programs) that are associated with a node or system; for network connections, we are con-
cerned with mechanisms for protecting information that is physically in transit. 
2.3 Mapping User Security Interface 
The elements of the simple user interface are mapped to detailed mechanism invocations via a 
translation matrix. Table 1 shows a mapping of our example user security scale (viz, low, 
Table 1: Example User Security Translation Matrix 
User Security Scale 
Security Service Ser- Low Medium High 
vice 
Area 
Data Confidentiality ES none OS access controls 83-level DAC 
Data Integrity Wire none DES 56-bit key DES 128-bit key 
Login Authenticity ES OSI&A Bl-level I & A Public key certificates 
Message Nonrepudiation ES none OS auditing Digital Notary Service 
1. Variant mechanisms offer the user various "degrees," or strengths, of security (viz., over and above some minimum 
requirement). 
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Table 2: Security Translation Matrix with Network Modes 
User Security Scale 
Security Service Ser- Net- Low. Medium High 
vice work 
Area Mode 
Data Confidentiality ES normal none OS access controls B3-level DAC 
impacted none OS access controls OS access control s 
under OS access B3-level DAC B3-level DAC 
attack controls 
Data Integrity Wire normal none DES 56-bit key DES 128-bit key 
impacted none none DES 56-bit key 
under DES 56-bit DES 56-bit key DES 128-bit key 
attack key 
Login Authenticity ES normal none Bl-level I & A Public key certificates 
impacted none Bl-level I & A OS-level I & A 
attack OSI&A Bl-level I & A Public key certificates 
Message Nonrepu- ES normal none OS auditing Digital Notary Service 
diation 
impacted none none OS-level auditing 
under OS Digital Notary Digital Notary Service 
attack auditing Service 
medium, high) to a heterogeneous network which has several variant security services. Each level 
in the user security scale is characterized by one or more mechanisms for each security service. 
Also, a particular security mechanism may be mapped to more than one user security level, e.g., 
in Table 2 , 56-bit keyed DES is the mechanism to satisfy data integrity services in the network 
attack mode for both low and medium user security levels . 
In this example, the network has end systems with both simple OS discretionary access control 
(DAC) and with class B3 evaluated [1] DAC, indicating that the system policy allows OS-level 
DAC to be enforced with a range of mechanisms. There are also a variety of integrity, authenticity 
and nonrepudiation services available . With this mapping, the user is not offered all combinations 
of variant services; instead, the security administrator or system security engineer has pre-selected 
various specific mechanisms and settings that map to the three choices offered to the user. The 
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idea here is to provide the user/task with a virtual network in which all elements posses consistent 
assurance qualities, e.g., effectiveness and/or worthiness. Thus, the network security architecture 
is coherent with respect to each of the service requirements and bas no weak link. These example 
mappings illustrate mechanisms to govern users at the system level; mapping pre-selections could 
be made also at the application level, but that is not illustrated here. 
This type of translation matrix can be used to both: (1) translate abstract levels or scales of secu-
rity services to specific settings in the underlying mechanisms (as is illustrated above), and (2) 
given a set of security mechanisms ( e.g., from a distributed system), derive the abstract level of 
service that is available ( e.g., the greatest lower bound). 
Thus, users can indicate the desired security degree or "level" of their connection, perhaps as part 
of a QoS request ( see Section 2 on page 1 ). The underlying RMS or control program would be 
responsible for assigning security services and resources to the user that would meet the security 
profile indicated by the translation matrix. If corresponding services or resources could not be 
found to meet the user request, then the RMS would need to negotiate different degrees of service 
with the user, or perhaps use a default translation. 
2.4 System Architecture 
The translation matrix can be implemented in a variety of ways. For example, a globally-accessi-
ble directory could be managed by a security policy server, and be accessed by the RMS as 
needed to translate user requests. Alternatively, the matrix could be implemented as an RMS 
internal table, and managed by an RMS administrative tool. 
2.5 Alternative Frameworks 
As an alternative to the highly abstract user interface described here, detailed numeric measure-
ments can be applied to each mechanism. Novell defines a security taxonomy within its crypto 
environment [7] , with numeric security-strength indicators for the various components. Wang 
and Wulf [ 16] have organized a security taxonomy in a hierarchical fashion to provide a detailed 
metric for security services. Such a system could present users with a numbering system with 
which to indicate the desired strength of each security mechanism, and present summary numbers 
to indicate the overall strength of certain subsystems or sub-networks. However, we feel that 
much work needs to be done to standardize such metrics, and to educate users as to their meaning. 
3 Dynamic Security Policy Support 
With a dynamic network security policy [9] , the security restrictions and available security ser-
vices depend on the network status or "mode" (e.g., normal, impacted, emergency, etc.) [8]. 
Access to a predefined set of alternate security policies allows their functional requirements and 
implementation mechanisms to be examined with respect to the overall policy prior to being 
fielded, rather than depending on an ad hoc review. For example, during an emergency, a military 
commander might decide to forgo certain security protocols in order to get some important infor-
mation transmitted quickly. This decision changes the security policy, but the actual policy arrived 
at may not be clearly understood. 
If dynamic policies are created before deployment of the computer network, the network can 
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respond to changing environments, while avoiding the confusion of ad hoc changes. A corporate 
intranet might have a mode indicating that the system is under attack from the internet. In this 
mode, it might be desired for a higher degree of network security to be in place. A military net-
work might have an "emergency" mode indicating that there is a physical threat to the facility, and 
that command messages (only) which would normally be encrypted and signed, need to go out 
with the highest bandwidth available, disregarding cryptographic security. An ISP might have an 
"impacted" mode in which certain optional user security services would be curtailed for effi-
ciency. In each of these cases, the changes to the security mechanisms would be predefined and 
limited to meet the desired alternate security policy. 
In Table 2 , some hypothetical network modes are included in the translation matrix from Table 1 
, showing how the ''user security level" mappings would change, per mode. The modes are: nor-
mal, impacted and attack, as described above. 
4 Conclusion 
A security translation matrix can be used to provide users with a simplified representation of 
application and system security. Such a matrix can be used to translate user interfaces to a wide 
range of mechanisms, independent of how the mechanisms are related or distributed in the net-
work. This mechanism can be used to support both variant and dynamic security policies. 
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Toward a Taxonomy and Costing Method for Security Services 
Cynthia Irvine 
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Monterey, CA 
Abstract 
A wide range of security services may be available to 
applications in a heterogeneous computer network envi-
ronment. Resource Management Systems (RMSs) responsi-
ble for assigning computing and network resources to tasks 
need to know the resource-utilization costs associated with 
the various network security services. In order to under-
stand the range of security services an RMS needs to man-
age, a preliminary security service taxonomy is defined. 
The taxonomy is used as a framework for defining the costs 
associated with network security services. 
1 Introduction 
Several efforts are underway to develop middleware 
resource management systems (RMSs) that will logically 
combine a wide range of network resources to construct a 
"virtual" computational system [2] [ 5] [ 1 OJ. Geographi-
cally distributed, heterogeneous resources are expected to 
be used to support applications with a wide range of com-
putation needs . Large parallelized computations found in 
fields such as astrophysics [ 11 ], aerodynamics, meteorol-
ogy, etc. will require allocation of perhaps hundreds of 
individual processes. Multimedia applications, such as 
voice and video will impose requirements for low jitter, 
minimal packet losses, and isochronal data rates. Adaptive 
applications will need to adjust to changing conditions. 
The RMS in such an environment is responsible for: effi-
ciently scheduling multiple simultaneous tasks onto spe-
cific network resources ; supporting user requirements for 
perfonnance and security (viz, QoS); and providing sup-
port for tasks to adapt to changing resource availability. 
Users or applications submit tasks to the RMS, which 
schedules the tasks for execution. As part of the process 
of estimating efficient task schedules , the RMS must bal-
ance resource-usage costs against user benefits. Specifi-
cally, there might not exist sufficient resources to 
maximize the benefits to all users. Thus the RMS must 
quantify the costs associated with the entire range of net-




tion speed, latency, storage, etc. Costing of security 
services in this context has received little attention. The 
challenge is to associate costs with the entire range of net-
work security services. 
The purpose of this paper is to present a preliminary 
taxonomy of security services, and to show how this taxon-
omy can be used as the foundation of a system for supply-
ing security-costing infonnation to an RMS. Section 2 
presents our preliminary taxonomy. Section 3 is a sketch 
for how the structure of the taxonomy might be used to 
define quality of security service requests to an RMS. Sec-
tion 4 examines how the cost of using various elements of 
the taxonomy might be presented to an RMS; and Section 
5 is a discussion and conclusion. 
2 Taxonomy of security services 
Users and applications on the network are presented 
with various security services (e.g., authenticity, confiden-
tiality, integrity, non-repudiation, etc.). A security service 
may be used to implement one or more security policies 
(organizational and automated (161), and is, in tum, imple-
mented by one or more security mechanisms (and of 
course, a given security mechanism may be used to imple-
ment different security services, e.g., "OS access controls, " 
in Table I). Some mechanisms provide fixed services, and 
some are variant. 1 Additionally, the RMS may make 
choices for the user regarding variant security mechanisms, 
as part of its schedule fonnulation or adaptive re-schedul-
ing (see Section 4 ). 
Each security mechanism is associated with a service 
area, which indicates the general topographical component 
of the network in which the security or protection is effec-
tive. The taxonomy identifies three service areas: end sys-
tem (e.g., a client or server system), intermediate node 
(e.g., routers, switches), and network connection (i.e., the 
"wire" connecting various systems and nodes) . Security 
I. Variant mechanisms offer the user various "degrees;• or strengths, of 
security (v~, over and above some minimum requirement). See (9) 
for details. 
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mechanisms associated with end systems and intermediate 
nodes protect resources (e.g., data and programs) that are 
associated with a node or system; for network connections, 
we are concerned with mechanisms for protecting infonna-
tion that is physically in transit. 
Table 1 provides our preliminary taxonomy. It lists 
security services, example mechanisms and associated ser-
vice areas. The service areas are designated: "IN" for Inter-
mediate Node, "NC" for network connection, and ''ES" for 
End System. The Total Subnet (TS) service area identifies 
mechanisms that cannot be assigned exclusively to either 
of IN, W, or ES. 
2.1 Rationale for the taxonomy 
In constructing a taxonomy one wishes it to be both use-
ful and complete. Since a taxonomy is simply an organi-
zational artifice, it must have reason to exist, which is its 
usefulness. Additionally, the taxonomy fails if it does not 
account for all of the elements of the classes that it 
attempts to organize. 
We have found this taxonomy to be a useful tool for 
characterizing the security services and requirements that a 
RMS might encounter in the network context. As such, it is 
useful for organizing a quality of security service request 
(see Section 3 ) and for presenting costs to a Resource 
Management System (See Section 4 ). 
As for completeness, we assert preliminarily that the top 
level is complete. Our taxonomy includes the traditional 
security categories found in the literature, e.g., Pfleeger 
(12) (confidentiality, integrity, availability), Ford (4] 
(authentication, access control, confidentiality, integrity, 
non-repudiation), and Stallings [15)(confidentiality, integ-
rity, availability, authentication, nonrepudiation, access 
control). (Note that in the latter two examples we find 
"access control" to be redundant with availability, confi-
dentiality and integrity). Empirically, all of the example 
mechanisms that we have examined so far have been 
accounted for in our top level list of security services. 
The second level (viz., end system, intermediate node, 
and network connection) is a simple enough partitioning of 
the generic network topology that we claim it to be com-
plete through inspection. The list of mechanisms in 
Table I is not intended to be exhaustive, but provides a 
framework for illustrating the taxonomy. 
3 Quality of security service requests 
The security service taxonomy can be useful in under-
standing how security is involved in a Quality of Service 
request. Security in the Quality of Service context has tra-
ditionally implied the general notions of one or more of the 
following: confidentiality, authenticity, access control, and 
integrity [3] (13]. However, there is no reason why a Qual -
ity of Security Service request could not include all of the 
elements from "Security Service" and "Service Area" in 
Table 1. In other words, we envision a security vector in a 
fully-functional Quality of Service request to include levels 
of service for the range of security services and mecha-
nisms that we have identified, where "level of service" can 
indicate degrees of security with respect to assurance, 
mechanistic strength, administrative diligence, etc. Thus , a 
generic QoS request would look something like the follow-
ing in a BNF-style notation: 
QoS Request::= task_specifier, security_vector, 
performance_ vector, other_factors 
And a security vector would appear as follows: 
security_vector ::= security_component [, 
security _component]• 
security _component : := security _service, service_area, 
level 
security_service ::= <services from Table 1> 
service_area ::= [ES I IN I NC] 
level : := <mechanism-dependent security-level indica-
tor> 
A component may be included in the security vector for 
each variant security mechanism, i.e., for each mechanism 
in the network environment that provides to the user a 
choice of security "level." For example, a partial security 
vector might look like this: 
data confidentiality, NC, crypto-high (e.g. , 128-bit 
keys), 
authenticity, NC, medium (e.g., public-key signature), 
nonrepudiation, ES, high-assurance (e.g., Common Cri~ 
teria rating EAL 7 [ l J) 
Here, for the sake of exposition, the "level" of each 
security component is somewhat arbitrarily assigned. 
Establishment of nomenclature and metrics for these levels 
is the subject of ongoing investigations (71 [ 18]. Transla-
tion mechanisms [6] may be utilized in presenting a high-
level Quality of Security Service interface to the user, 
while managing parameters (such as a suitable translation 
of"level") to the underlying detailed security mechanisms . 
4 Costing of security services 
To motivate the need for security costing information, a 
specific RMS scheduling mechanism is described . We will 
Table 1: Preliminary security service taxonomy 
SECURITY SERVICE SERVICE EXAMPLE SECURITY MECHANISMS 
AREA 
Data Confidentiality IN OS access controls, Cryptographic credentials 
NC 40..bit DES, 128-bit Blowfish 
ES OS access controls, Cryptographic credentials 
Traffic Flow Confidentiality IN Active network nodes monitor traffic and inject dummy packets in response 
to certain triggering conditions. 
NC Communications use a Vutual Private Network with encapsulated packets 
ES Traffic padding up to a defined maximum is provided. Beyond that maxi-
mum, traffic flow confidentiality cannot be guaranteed. 
Data Integrity IN OS access controls, Cryptographic credentials 
NC Cryptographic chaining, integrity sequence numbers, and digital signatures 
ES OS access controls, Cryptographic credentials 
Authenticity IN Active network supports intemode authentication based on digital signa-
tures 
NC Data origin authentication, i.e., IP address, digital signatures 
ES OS identification and authentication mechanism; use of Digital Signature 
Standard; use of trusted certificate authority 
Non-Repudiation IN Active network nodes report transactions to secure logging facility 
ES Digital notaiy and non-repudiation services 
Guarantee of Service, IN Active network nodes reserve bandwidth for network administrative traffic. 
Availability Priority-based scheduling for application traffic 
NC Bandwidth reservation protocol 
ES Time-slicing scheduler, FIFO scheduler with preemptive interrupts 
Audit IN Auditing of network control functions 
and Intrusion Detection 
TS Rule-based and profile-based network intrusion detection, intrusion corre-
lation engine to identify intrusions across a group of subnets 
Boundary Control TS firewall, proxy server, guard 
show how this work requires detailed security costing 
information. 
changing network resource availability. 
An RMS schedules tasks for execution in the network in 
response to requests from users or applications. The task 
may be submitted with a QoS "specification," which articu-
lates the user's desired quality of service, including secu-
rity services. An RMS currently under investigation, the 
Management System for Heterogeneous Networks [5], has 
as its primary goal determination of the best scheduling 
Resource management systems arc responsible for effi-
ciently scheduling multiple tasks onto computing and net-
work resources in a distributed, heterogeneous computing 
environment. RMSs support Quality of Service by schedul-
ing to meet user requirements for performance and secu-
rity, and by providing support for tasks to adapt to 
~ 
task i request 





L feedback J -------------
FIGURE 1. Resource Scheduler. The task handler is responsible for realizing the scheduler's 
execution plan and provides feedback to the scheduler so that it can dynamically adapt the 
schedule to evolving resource conditions. 
support for many diverse applications, each with its own 
quality of service requirements, in a distributed, heteroge-
neous environment. MSHN preserves compatibility with 
existing security policies, applications and operating sys-
tems through its middle-ware role. This is in contrast to 
network operating systems, which stri ctly control the 
access to and utilization of resources, and usually require 
modifications to the OS, application, or security policy. 
The MSHN RMS constructs task schedules based on a 
network infrastructure model. This model includes the 
resource and security requirements of current and waiting 
tasks, and the security and availability of network, comput-
ing and storage resources. The resulting schedules are pro-
vided to task handlers that run the tasks and provide 
feedback to the scheduler. If the model is inaccurate ( e.g., 
security or resource availability changes), the RMS adjusts 
its model and potentially reschedules the tasks (see Figure 
1). 
RMS schedule construction consists of several logical 
phases, or steps: 
1. In the reduction phase, the scheduler finds the realiz-
able resource assignments for the task by discarding the 
possible assignments that will not work according to 
the model. In addition to resource availability matching 
(e.g., required service type vs. resource type), security 
plays a key role. Both the task and the resources are 
characterized by security requirements: those of the 
task must be met by a subset of the resources; those of 
the resources constrain the task . The task's security 
characteristics are compared to the minimum security 
requirements of the various resources and infrastructure 
components to determine where the task can run. Addi-
tionally, the task's minimum and maximum security 
requirements (e.g., reflecting the user's QoS security 
specification) are compared to the services available 
from the resources and infrastructure. The result is a set 
of resource-assignment "solutions:• where each solu-
tion identifies various resources sufficient to run the 
task. 
2. The resource usage costs, including costs for accessing 
security services, are derived for the various solutions . 
3. In the optimization phase, an "optimum" solution is 
heuristically selected . The criteria for selection is to 
(attempt to) minimize costs and to maximize the QoS 
benefit to the users ( [8] [9] [17]). More specifically, 
using realizable resources from the reduction phase, the 
scheduler attempts to create a schedule to meet QoS 
requirements for all of its tasks. In order to support as 
many tasks as possible, the scheduler must meet the 
typical task scheduling constraints while minimizing 
resource usage costs . 
After step 3, some RMSs may make various network 
resource reservations. Finally, the task is submitted for exe-
cution . 
If a particular security mechanism is "fixed" (i.e., 
Table 2: Security cost examples 
I Security Service II Service Area II Mechanism II Cost Measure I 
Data Confidentiality NC link layer 40-bit DES Processor cloclcs per byte [14) 
Message ES remote non-repudia- ln bytes per message network bandwidth, plus c 
Non-Repudiation tion service cloclcs per byte 
Intrusion Detection TS experimental ID system n Mbytes per second of overall bandwidth, plus m 
always applied) then the overhead for the mechanism is 
part of the nonnal cost of running the task and the nonnal 
costing mechanism used by the RMS will suffice. For vari-
ant security mechanisms, however, the security overhead 
will vary, depending on the user's QoS request. For exam-
ple, some task invocations will utilize little, if any, of the 
variant mechanism; other invocations may utilize the 
mechanism at an increased level; and, the scheduler may 
adapt security support (while maintaining any minimum 
system security policy requirements) in order to schedule 
the taslcs most efficiently. The RMS must calculate how 
much the use of the security mechanism will increase the 
cost of the task, according to the specific security "level" 
requested. For this reason, the RMS must have access to 
detailed infonnation about the resource cost (as well as the 
task's requested QoS) for each variant security mechanism. 
Near-optimal solution selection depends on the accurate 
estimation of per-task, per-resource, cost of security. 
With respect to implementation, the RMS's costing 
information may be table-driven or algorithm-based, and 
the cost measurement scale may vary for each mechanism 
and resource (see Section 4.1 , below). 
4.1 Costing example 
The security overhead for several security mechanisms 
is shown in Table 2. 
The data confidentiality mechanism is a 40-bit DES 
encryption mechanism implemented in the link layer. For 
message non-repudiation, a commercial non-repudiation 
service mechanism is used. The cost of using this mecha-
nism is a per-message exchange of n bytes with the remote 
non-repudiation server, and c clocks per message-byte to 
create the crypto-checksum for the message. The intrusion 
detection mechanism is shown to use a fixed overhead of 
the network bandwidth (e.g., for sampling and probing) 
along with constant processor and storage overhead 
Costing information is provided to the scheduler, which 
will use these data and its current system model to select 
services, including those for security, that maximize the 
benefit for the collection of tasks it is serving [8]. 
instructions per second, plus b bytes per second 
storage 
S Discussion and conclusion 
A taxonomic framework has been presented for describ-
ing security services in tenns of broad service categories, 
network "service areas:• and security mechanisms. It has 
been shown that this taxonomy can be used for different 
purposes, including the specification of user Quality of 
Service requests, and the specification of security costs 
related to network taslcs.With respect to Quality of Security 
Service, we have envisioned that users would be able to 
specify levels or ranges of desired security service, and as 
with other QoS parameters, could use these specifications 
to be able to trade off levels of task performance against 
requested levels of security. 
Continued effort is required to determine the best units 
for the cost measures. For example, all measures could be 
unitless and nonnalizcd within a common framework. This 
approach would require a careful description of the seman-
tics of the units with respect to each security service. Alter-
natively, units can be retained and the components 
combined into a "vector'' to be used by the RMS scheduler. 
Additionally, further work is required to expand the 
enumeration of specific security mechanisms with respect 
to the described taxonomy. 
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Abstract. A wide range of security services may be available to applications in a heterogeneous 
computer network environment. Resource Management Systems (RMSs) responsible for assigning 
computing and network resources to tasks need to know the resource-utilization costs associated 
with the various network security services. In order to understand the range of security services 
an RMS needs to manage, a preliminary security service taxonomy is defined. The taxonomy is 
used a s framework for a preliminary method for defining the costs associated with network secu-
rity services. 
1 Introduction 
Several efforts are underway to develop middleware resource management systems (RMSs) that 
will logically combine a wide range of network resources to construct a "virtual,. computational 
system [2] [5] [10]. Geographically distributed, heterogeneous resources are expected to be used 
to support applications with a wide range of computation needs. Large parallelized computations 
found in fields such as astrophysics [11], aerodynamics, meteorology, etc. will require allocation 
of perhaps hundreds of individual processes. Multimedia applications, such as voice and video 
will impose requirements for low jitter, minimal packet losses, and isochronal data rates . Adaptive 
applications will need to adjust to changing conditions. The RMS in such an environment is 
responsible for: efficiently scheduling multiple simultaneous tasks onto specific network 
resources; supporting user requirements for performance and security (viz, QoS); and providing 
support for tasks to adapt to changing resource availability. 
Users or applications submit tasks to the RMS, which schedules the tasks for execution. As part 
of the process of estimating efficient task schedules, the RMS must balance resource-usage costs 
against user benefits. Specifically, there might not exist sufficient resources to maximize the bene-
fits to all users. Thus the RMS must quantify the costs associated with the entire range of network 
services. These include bandwidth, task execution speed, latency, jitter, etc. Costing of security 
services in this context has received little attention. The challenge is to associate costs with the 
entire range of network security services. 
The purpose of this paper is to present a preliminary taxonomy of security services, and to show 
how this taxonomy can be used as the foundation of a system for supplying security-costing infor-
mation to an RMS. Section 2 presents our preliminary taxonomy. Section 3 is a sketch for how the 
1. This research was supported , in part, by the DARPA/ITO Quorum Program. 
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structure of the taxonomy might be used to define quality of security service requests to an RMS. 
Section 4 examines how the cost of using various elements of the taxonomy might be presented to 
an RMS; and Section 4 is a summary conclusion. 
2 Taxonomy of Security Services 
Users and applications on the network are presented with various security services (e.g., authen-
ticity, confidentiality, integrity, non-repudiation, etc .). A security service may be used to imple-
ment one or more security policies (organizational or automated [161), which are in tum 
implemented by one or more security mechanisms. Some mechanisms provide fixed services, and 
some are variant. 1 Additionally, the RMS may make choices for the user regarding variant secu-
rity mechanisms, as part of its schedule formulation or adaptive re-scheduling (see Section 4 ). 
Each security mechanism is associated with a service area, which indicates the general topograph-
ical component of the network in which the security or protection is effective. The taxonomy 
identifies three service areas : end system (e.g ., a client or server system), intermediate node (e.g ., 
routers, switches), and network connection (i.e., the ''wire" connecting various systems and 
nodes). Security mechanisms associated with end systems and intermediate nodes protect 
resources ( e.g., data and programs) that are associated with a node or system; for network connec-
tions, we are concerned with mechanisms for protecting information that is physically in transit. 
Table 1 provides our preliminary taxonomy . It lists security services, example mechanisms and 
associated service areas. The service areas are designated: "IM" for Intermediate Node, "W" for 
wire, and "ES" for End System. The Total Subnet (TS) service area identifies mechanisms that 
cannot be assigned exclusively to either of IN, W, or ES. 
2.1 Rationale for the Taxonomy 
In constructing a taxonomy one wishes it to be both useful and complete. Since a taxonomy is 
simply an organizational artifice, it must have reason to exist, which is its usefulness. Addition-
ally, the taxonomy fails if it does not account for all of the elements of the classes that it attempts 
to organize . 
We have found this taxonomy to be a useful tool for characterizing the security services and 
requirements that a RMS might encounter in the network context. As such, it is useful for organiz-
ing a quality of security service request (see Section 3 ) and for presenting costs to a Resource 
Management System (See Section 4 ). 
As for completeness, we assert preliminarily that the top level is complete. Our taxonomy 
includes the traditional security categories found in the literature, e.g., Pfleeger [12] (confidential-
ity/integrity/availability), Ford [ 4] ( authentication/access control/confidentiality/integrity/non-
repudiation) Stallings [ 15] ( confidentiality/integrity/availability/authentication/nonrepudiation/ 
access control) (Note that in the latter two examples we find "access control" to be redundant with 
availability, confidentiality and integrity). Empirically, all of the example mechanisms that we 
have examined so far have been accounted for in our top level list of security services. 
1. Variant mechanisms offer the user various "degrees," or strengths, of security (viz., over and above some minimum 
requirement). See [9] for details. 
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Table 1: Preliminary Security Service Taxonomy 
SECURITY SERVICE SERVICE EXAMPLE SECURITY MECHANISMS 
AREA 
Data Confidentiality IN OS access controls, Cryptographic credentials 
w 40-bit DES, 128-bit Blowfish 
ES OS access controls, Cryptographic credentials 
Traffic Flow Confidentiality IN Active network nodes monitor traffic and inject dummy packets in 
response to certain triggering conditions. 
w communications uses a Virtual Private Network with encapsulated 
packets 
ES Traffic padding up to a defined maximum is provided. Beyond that 
maximum, traffic flow confidentiality cannot be guaranteed 
Data Integrity IN OS access controls, Cryptographic credentials 
w cryptographic chaining, integrity sequence numbers, and digital sig-
natures 
ES OS access controls, Cryptographic credentials 
Authenticity IN Active network supports intemode authentication based on digital 
signatures. 
w data origin authentication, i.e. IP address, digital signatures 
ES OS identification and authentication mechanism; use of Digital Sig-
nature Standard; use of trusted certificate authority 
Non-Repudiation IN Active network nodes report transactions to secure logging facility. 
ES digital notary and non-repudiation services 
Guarantee of Service, IN Active network nodes reserve bandwidth for network administrative 
Availability traffic. Priority-based scheduling for application traffic. 
w bandwidth reservation protocol. 
ES time-slicing scheduler, FIFO scheduler with preemptive interrupts, 
Audit IN auditing of network control functions 
and Intrusion Detection 
TS rule-based and profile-based network intrusion detection, intrusion 
correlation engine to identify intrusions across a group of subnets 
Boundary Control TS firewall, proxy server, guard 
The second level (viz., end system, intermediate node, and network connection) is a simple 
enough partitioning of the generic network topology that we claim it to be complete through 
inspection. The list of mechanisms in Table 1 is not intended to be exhaustive, but provides a 
framework for illustrating the taxonomy. 
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3 Quality of Security Service Requests 
The security service taxonomy may be useful in understanding how security is involved in a Qual-
ity of Service request. Security in the Quality of Service context has traditionally implied the gen-
eral notions of one or more of the following: confidentiality, authenticity, access control, and 
integrity [3] [13]. However, there is no reason why a Quality of Security Service request could not 
include all of the elements from "Security Service" and "Service Aiea" in Table 1. 1 In other 
words, we envision a security vector in a fully-functional Quality of Service request to include 
levels of service for the range of security services and mechanisms that we have identified. Thus, 
a generic QoS request would look something like the following in a BNF-style notation: 
QoS Request::-= task_specifier, security_vector, perfonnance_vector, other_factors 
And a security vector would appear as follows: 
security_vector ::= security_component [, security_component]* 
security_component := security_service, service_area, level 
security_service ::= <services from Table 1> 
service_area ::= [ES I IN I W] 
level::= <mechanism-dependent security-level indicator> 
A component may be included in the security vector for each variant security mechanism, i.e., for 
each mechanism in the network environment that provides to the user a choice of security "level." 
For example, a partial security vector might look like this: 
data confidentiality, W, crypto-high (e.g., 128-bit keys), 
authenticity, W, medium (e.g., public-key signature), 
nonrepudiation, ES, high-assurance (e.g., Common Criteria rating EAL7 [1]) 
Here, for the sake of exposition, the "level" of each security component is somewhat arbitrarily 
assigned. Establishment of nomenclature and metrics for these levels is the subject of ongoing 
investigations [7] [18]. Translation mechanisms [6] may be utilized in presenting a high-level 
Quality of Security Service interface to the user, while managing parameters (such as a suitable 
translation of "level") to the underlying detailed security mechanisms. 
4 Costing of Security Services 
To motivate the need for security costing information, a specific RMS scheduling mechanism is 
described. We will show how this work requires detailed security costing information. 
Resource management systems are responsible for efficiently scheduling multiple tasks onto com-
puting and network resources in a distributed, heterogeneous computing environment. RMSs sup-
port Quality of Service by scheduling to meet user requirements for performance and security, and 
by providing support for tasks to adapt to changing network resource availability. 
An RMS schedules tasks for execution in the network in response to requests from users or appli-
1. Given that the over-arching networlc security policy demands some minimum levels of security service, selections 
for QoSS may be provided to users to any degree of security over and above those minimum levels. A system can 
always provide more security, at the user's discretion, than the minimum required by the base security policy, 
while still complying with that policy. Finally, in order to meet perfonnance or other objectives, a user may indi-
cate a maximum security service to be provided by the system. 
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cations. The task may be submitted with a QoS "specification," which articulates the user's 
desired quality of service, including security services. An RMS currently under investigation, the 
Management System for Heterogeneous Networks [5], has as its primary goal detennination of 
the best scheduling support for many diverse applications, each with its own quality of service 
requirements, in a distributed, heterogeneous environment. MSHN preserves compatibility with 
existing security policies, applications and operating systems through its middle-ware role. This is 
in contrast to network operating systems, which strictly control the access to and utilization of 
resources, and usually require modifications to the OS, application, or security policy. 
The MSHN RMS constructs task schedules based on a network infrastructure model. This model 
includes the resource and security requirements of current and waiting tasks, and the security and 
availability of network, computing and storage resources. The resulting schedules are provided to 
task handlers that run the tasks and provide feedback to the scheduler. If the model is inaccurate 
(e.g., security or resource availability changes), the RMS adjusts its model and potentially 
reschedules the tasks (see Figure 1 on page 5). 
RMS schedule construction consists of several logical phases, or steps: 
1. In the reduction phase, the scheduler finds the realizable resource assignments for the task by 
discarding the possible assignments that will not work according to the model. In addition to 
resource availability matching (e.g., required service type vs. resource type), security plays a 
key role . Both the task and the resources are characterized by security requirements. Those of 
the task must be met by a subset of the resources. Those of the resources constrain the task. 
The task's security characteristics are compared to the minimum security requirements of the 
various resources and infrastructure components to determine where the task can run. Addi-
tionally, the task's minimum and maximum security requirements (e.g ., reflecting the user's 
QoS security specification) are compared to the services available from the resources and infra-
structure . The result is a set of resource-assignment "solutions," where each solution identifies 
various resources sufficient to run the task. 
2 . The resource usage costs, including costs for accessing security services, are derived for the 
various solutions . 
3. In the optimization phase, an "optimum" solution is heuristically selected . The criteria for 
selection is to (attempt to) minimize costs and to maximize the QoS benefit to the users ( [7] 
[9] [17]). I.e., using realizable resources from the reduction phase, the scheduler attempts to 
create a schedule to meet QoS requirements for all of its tasks. In order to support as many 
tasks as possible, the scheduler must meet the typical task scheduling constraints while mini-
mizing resource usage costs. 
After step 3, some RMSs may make various network resource reservations . Finally, the task is 
submitted for execution. 
If a particular security mechanism is "fixed" (i.e., always applied) then the overhead for the mech-
anism is part of the normal cost of running the task and the nonnal costing mechanism used by the 
RMS will suffice. For variant security mechanisms, however, the security overhead will vary, 
depending on the user's QoS request. Some task invocations will utilize little, if any, of the variant 
mechanism and other invocations may utilize the mechanism at an increased level. Also, the 
scheduler may adapt security support, while maintaining any minimum system security policy 
requirements, in order to schedule the tasks most efficiently . The RMS must calculate how much 
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FIGURE 1. Resource Scheduler. the task handler is responsible for realizing the scheduler's 
execution plan and provides feedback to the scheduler so that it can dynamically adapt the 
schedule to evolving resource conditions. 
the use of the security mechanism will increase the cost of the task, according to the specific secu-
rity "level" requested. For this reason, the RMS must have access to detailed information about 
the resource cost (as well as the task's requested QoS) for each variant security mechanism. Near-
optimal solution selection depends on the accurate estimation of per-task, per-resource, cost of 
security. 
The RMS's costing information may be table-driven or algorithm-based. The cost measurement 
scale may vary for each mechanism and resource . A costing example follows. 
4.1 Costing Example 
The security overhead for several security mechanisms is shown in Table 2. 
The data confidentiality mechanism is a 40-bit DES encryption mechanism implemented in the 
link layer. For message non-repudiation, a commercial non-repudiation service mechanism is 
used . The cost of using this mechanism is a per-message exchange of n bytes with the remote non-
repudiation server, and c clocks per message-byte to create the crypto-checksum for the message. 
The intrusion detection mechanism is shown to use a fixed overhead of the network bandwidth 
( e.g., for sampling and probing) along with constant processor and storage overhead. 
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Table 2: Security Cost Examples 
Security Service Ser- Mechanism Cost Measure 
vice 
Area 
Data Confidentiality Wire link layer 40-bit DES Processor clocks per byte [ 14] 
Message Non- ES remote non-repudia- 2n bytes per message network band-
Repudiation tion service width, plus c clocks per byte 
Intrusion Detection TS experimental ID sys- n Mbytes per second of overall band-
tern width, plus m instructions per second, 
plus b bytes per second storage 
Costing information is provided to the scheduler, which will use these data and its current system 
model to select services, including those for security, that maximize the benefit for the collection 
of tasks it is serving [8]. 
5 Discussion and Conclusion 
A security taxonomy has been presented for describing functional requirements of network secu-
rity policies. It has been shown that this taxonomy can be used for different purposes, including a 
costing framework for network security mechanisms. Continued effort is required to determine 
the best units for the cost measures . For example, all measure could be unitless and normalized 
within a common framework. This approach would require a careful description of the semantics 
of the units with respect to each security service. Alternatively, units can be retained and the com-
ponents combined into a "vector" to be used by the RMS scheduler. 
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Abstract. We examine the concept of security as a dimension of Quality of Service in distributed systems. We 
provide a discussion and examples of user-specified security variables and show how the range of service levels 
associated with these variables can support the provision of Quality of Security Service. We also discuss various 
design implications regarding security ranges provided in a QoS-aware distributed system. 
Keywords. Quality of Service, Quality of Security Service, variant security, security range. 
1 Introduction 
Quality of Service (QoS) mechanisms benefit both the user and the overall distributed system. QoS users benefit by 
having reliable access to services; and the distributed systems whose resources are QoS managed benefit by having 
more predictable resource utilization and more efficient resource allocation (that is, in systems where allocation 
efficiency is supported). The motivation for the work described here has been to help detennine if this reliability, 
predictability and efficiency can be enhanced by including security as a real part of QoS. We have termed the 
effects of this inclusion, "Quality of Security Service" (QoSS). 
lnherently, QoS involves user requests for (levels of) services which are related to perfonnance-sensitive variables 
in an underlying distributed system. For security to be a real part of QoS, then, security choices must be presented 
to users, and the QoS mechanism must be able to modulate related variables to provide predictable security service 
levels to those users. This raises the question of whether it makes sense within the context of coherent system 
security paradigms to provide such security choices to users. lt is also of interest to understand how the limits on 
these choices are defined, and how those limits relate to existing resource security policies. 
The purpose of this paper is to provide an overview, rationale and motivation for understanding QoSS and variant 
security, and how these concepts may benefit future application and system designs. The remainder of this 
document is structured as follows: 
• Section 2 provides background on Quality of Service concepts related to security services; 
Section 3 describes the concept of Quality of Security Service, and provides a discussion of the general 
"assurability" of application-centric security enforcement mechanisms; 
• Section 4 provides a description and rationale for various forms of user and application security "ranges;" 
• Section 5 describes some design considerations regarding variant security in distributed multi-tiered systems; 
and 
Section 6 is a summary discussion. 
1.1 Related Work 
A Quality of Protection parameter is provided in the GSS-API specification (13]. This parameter is intended to 
manage the level of protection provided to a message communication stream by an underlying security mechanism 
1. This work was supported under the MSHN Project of the DARPA/ITO Quorum Program. 
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( or service), "allowing callers to trade off security processing overhead dynamically against the protection 
requirements for particular messages." Another early reference to a variable security service is that of Schneck, and 
Schwan [I 7], which discusses variable packet authentication rates with respect to the management of system 
performance. Our work is intended to extend these efforts into a more general framework which is applicable to a 
wide range of policy, processing and networking contexts, as well as diverse security services. 
References to security in the QoS literature can be found in [6], [16], and [21], although little is mentioned there of 
security variability or use of security as a functional QoS dimension. QoS itself has been extensively discussed in 
the literature, and we refer the reader to [2] for a thorough review of QoS definitions and architectures. 
A trust management system [3][4] provides a language and mechanism for specifying security policies and 
credentials, and may include a policy server or compliance checker to resolve questions about access control. The 
trust management system is not concerned with the nature of the specific policies (e.g., those involving variant 
security) which it stores and resolves. Nor is the trust management system expressly concerned with QoS issues. 
However, a QoSS system could be built to utilize a trust management system to store and resolve security range 
relationships. 
2 QoS and Resource Usage Control 
The resource usage load on traditional ( e.g., not inter-networked) multi-user systems could be understood, 
simplistically, to be a linear function of the number of users. Similarly, user load could be seen as a function of the 
number of user terminals configured for the system. Thus, a system administrator could govern the system resource 
usage load, to a degree, by controlling the number and type of user input terminals (e.g., interactive terminals, 
modems and card readers). In a distributed and inter-networked environment, system administrators are often 
without recourse to such straightforward and simplistic resource-usage control approaches, since the number and 
type of user "terminals" and associated tasks may not be bounded by local (e.g., campus or enterprise) 
topographies. In some cases, users of system resources may extend across the Internet. The Quality of Service 
paradigm is designed to help address this problem by providing to users and administrators certain tools for 
managing resource usage and service levels. 
Quality of Service refers to the ability of a distributed system to provide network and computation services such 
that each user's expectations for timeliness and perfonnance quality are met. There are several dimensions of 
Quality of Service described in the literature [6][20], including, accuracy, precision and performance. For a Quality 
of Service dimension to be supported means that users can request or specify a level of service for one or more 
attributes of these dimensions, and the underlying QoS control mechanism is capable of entering into an agreement 
to deliver those services at the requested levels. Therefore, the control mechanism must be able to modulate the 
level of the service to individual subscribers (e.g., users). For example, a network-based multimedia application 
might be expected to deliver video frames so that the display is jitter-free to some requested level [20],[6]. 
In addition to meeting individual user requirements, a QoSM makes choices that permit it to maximize overall 
benefit in accordance with its QoS policy. For example, one QoS policy might require that benefit be equally shared 
among all tasks. This would mean that if network resources were over subscribed all tasks would have a reduction 
in service. Another policy might state that no service is better than poor service, so that if resources were 
sufficiently oversubscribed, some tasks would be postponed or terminated. This policy could be extended so that 
certain tasks would be given priority for guaranteed service during times of resource congestion. 
Users present their expectations to the QoS mechanism by way of service level requests. These requests can take 
the form of both hard and soft requirements [19]. In essence, the system enters into a contract with the user to meet 
the hard and soft requirements. Hard requirements mandate fixed service levels that the QoS mechanism must 
deliver if it is to accept the user's task; whereas, a soft requirement can be considered to define a range of 
acceptable service, for example, in terms of bandwidth, response time, or image fidelity. Each soft requirement 
represents a variable which the QoS control mechanism can manipulate in balancing the needs of multiple users. 
Given latitude in the user's soft requirements, the more variables that the control mechanism has to manipulate, the 
easier will be the job of satisfying the set of current users. Conversely, the QoSM can offer choices to the user (in 
response to which the user may enter hard or soft requests) only for aspects of the system over which it controls, 
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and is willing to provide, a range of service. For aspects in which there is no such control, only a fixed or "best 
effort" type_ of service can be delivered, so QoS concepts (e.g., regarding service level requests) do not apply. 
3 Security 
The purpose of this section is to provide an analysis of the role of security in a system designed to provide QoS. 
Security has long been a gleam in the eye of the QoS community: many QoS RFPs and QoS system-design 
presentation slides have included a place-holder for security, without defining security as a true QoS dimension (as 
above). Some of these presentations have provided access control mechanisms within the QoS framework [14][12], 
but they have only touched on security as a QoS dimension. 
3.1 Quality of Security Service 
We believe that QoS mechanisms can be more effective if, like response time and image fidelity, variable levels of 
security services and requirements can be presented to users or network tasks, providing security choices within 
acceptable ranges. As described above, these ranges result in additional tools (i.e., parameters) with which the 
QoSM can successfully meet overall user demands. Furthermore, if user security service requests are defined as 
ranges, then the underlying system can adapt more gracefully to changes in resource availability during the 
execution of a task, and thereby do a better job at maintaining requested or required levels of service in all of its 
dimensions. We use the tenn Quality of Security Service to refer to the use of security as a quality of service 
dimension. 
To recap, the enabling technology for both QoSS and a security-adaptable infrastructure is variant security, or the 
ability of security mechanisms and services to allow the amount, kind or degree of security to vary, within 
predefined ranges. This notion of network Quality of Security Service has the potential to provide administrators 
and users with more flexibility and potentially better service, without compromise of network and system security 
policies. 
3.2 Application-Centric Security 
The traditional view of access control was OS-centric. The operating system enforced a policy, to the best of its 
ability, and ideally, objects never left the control domain of the OS. Policies that were enforced globally and 
persistently within this domain were considered to be "mandatory," and all others were considered to be 
"discretionary" [5]. With the advent of distributed/heterogeneous applications, data storage objects, operating 
systems, and resources, and a plethora of middleware mechanisms for managing those distributed entities, 
application-centric access control has now become common, if not the norm [3]. In this Brave New World, the 
application itself (perhaps in concert with some middleware mechanisms) enforces access control on its objects, 
rather than depending for this function on an underlying (e.g., OS and hardware) control mechanism. Thus, network 
applications have assumed some functions of the traditional OS. If the applications's objects are completely 
encapsulated, such that the object never leaves the control domain of the application 1, then a global and persistent 
policy could be said to be enforced, assuming persistence on the part of the application. However , this is a 
necessary, but not sufficient condition for effective policy enforcement. 
Another traditional aspect of policy enforcement was the notion that, to be considered highly effective, access 
control should be performed at the lowest level(s), including hardware, of a strictly layered system. The reason for 
allocating access control functions to the lower levels is that it is more feasible, then, to ensure that the mechanisms 
are non-bypassable, persistently enforced, and small enough to allow thorough analysis ( e.g., see [ 1 ]). Thus, 
l. Note that if the object is allowed to leave the application's domain, then it is more difficult to argue that a 
global policy is enforced; a component of one such argument for a distributed application is that objects 
in transit are protected, perhaps by cryptographic mechanisms, to the extent that the object remains, logi-
cally, in the control domain of the application. 
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regardless of how well fonned or misused was an application, if the enforcement layers were well fonned, the 
policy enforcement could be ensured. Modem distributed applications do not necessarily have these two properties 
(dependency layering, and access control implemented at the lowest levels). A network application typically 
depends on an untrusted operating system for access to resources, and we suggest that no application under these 
conditions can be considered to enforce a security policy with high effectivity (assurance). Neither is dependency 
layering a fundamental design consideration in many modern distributed or object-oriented applications and 
systems. As a result, the distributed application needs to be analyzed very carefully to understand whether or not it 
has the capability, by virtue of its design, to enforce a policy; for without understanding the dependency layering, it 
will not be clear on which other modules the application depends, nor will it be clear if there are fatal ( e.g., 
circularly dependent) or semantically undefined execution sequences. Therefore, under the conditions described 
here, much more design analysis may be involved in understanding the degree to which a distributed system is 
capable of enforcing a security policy, than was required to analyze a traditional layered system. 
We present in the following pages some thoughts about how certain QoS aspects of application-centric access 
control security can be understood and managed. This is not to say that this approach ameliorates the design 
analysis problems of application-centric access control. On the contrary, we would reiterate that each such system 
needs careful design review to understand the effectiveness of its security mechanisms. Hopefully, the security 
abstractions presented here will aid in such analyses. 
4 Security Ranges 
The notion of security ranges may, at first, seem strange or even an oxymoron. For many, security is thought to be 
binary: either you have it or you don't. On a gross scale, this is true. Without some minimum level of security, a 
system will be considered inadequate for user requirements. Yet if a user's minimum requirements are met, can 
there not be some choice with respect to what is adequate? Our answer is "yes." As an initial example, suppose that 
a user requires medium assurance at end systems where a distributed task will be executed. If potential target 
platforms range between medium and high assurance, there is a choice. In fact, if the medium assurance system is 
over-subscribed while the high assurance system is idle, the user may realize better overall service by electing to 
execute the task on the high assurance processor. 
Consider the security administrator's or the user's motivation in agreeing to or specifying a range of security. As 
with multimedia image resolution, users will generally desire the greatest amount of security ( or image fidelity) 
available, but this desire is generally tempered by cost. The cost may take the fonn of monetary charges (unlimited 
bandwidth but at a high cost per byte) or performance degradation (for high resolution, processing and download 
times will be long), for example. When the cost is very high (e.g., slow response time), users may be willing to 
accept security (or imagery) that is less than their ideal level of service. Thus, the user/administrator's acceptable 
security would range from a minimum to an ideal. A system that is sufficiently flexible may be able to impose 
performance degradations on others when an application that is willing to pay enough or has the highest priority is 
introduced. By indicating a range within which they are willing to operate, the poorer or lower priority tasks will 
still be able to run rather than being tenninated or rejected. 
Yet, once a user ( or security officer) decides on the minimum level of security required for a given application, why 
would they ever agree to more security, if it increases their cost? For one, the level of security might be tied to 
another desirable service level, such as image fidelity. An application may have variable data fonnats which have 
correspondingly variable security requirements, as shown in Table 1. Here, the degraded image requires less 
security, and conversely, the enhanced image requires more security. So a user might welcome heightened security 
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if it is tied to her desire for more image fidelity. 
Table 1: Security Choice Related to Fidelity Choice 
Fidelity Security Performance 
high high low 
medium medium medium 
low low high 
An example taken from a popular military novel will help to illustrate our point. Suppose that high, medium and 
low resolution images of enemy troop movements are available. Here we will assume that resolution and fidelity are 
equivalent. To protect the technologies used to obtain both the high and medium resolution images, correspondingly 
high and medium confidentiality mechanisms are required to protect the images, which will be handled as two 
levels of classified information. The images will be useful for military pwposes only for a limited time, because 
within a few days the battle will be over. Those planning the battle strategy consider medium confidentiality to be 
sufficient to protect the images since even medium strength security mechanisms are considered sufficient to 
protect the information for a few days. However, to be useful for tactical planning high resolution is required. This 
means that the military strategists must employ high confidentiality mechanisms. Thus we have a situation in which 
the tactical field commander would be happy enough with medium security but her requirement for high resolution 
( or high fidelity) imposes a requirement for high security. The combined requirements for high fidelity and high 
security consume processing and network resources to produce low overall performance. 
From the above example, we can also observe that if the fidelity of the images is diminished, the requirements for 
security are also reduced. If the images become fuzzy enough, little or no security is required . In this case, resource 
usage will be low and overall performance will be high. 
An integrity example may also be useful. Suppose that a surgeon is performing a delicate brain operation remotely. 
To ensure that only the precise brain locations are affected, high fidelity is required. Additionally, there is a 
requirement for high integrity to ensure that the video stream is not tampered with by malicious entities who might 
wish to ruin the operation and render the patient a vegetable. Secrecy is not a requirement, yet to achieve the 
performance required, a hardware mechanism that provides both a high level of secrecy and integrity could be used. 
In this case the operation achieves high secrecy as a bonus resulting from fidelity and integrity requirements . 
The following are some more examples of the use of real and hypothetical security ranges. 
Collaborative applications, such as video teleconferencing with shared electronic white boards, and application 
suites, may present communication security choices to participants. For example, if a group member is 
participating in the collaboration from a hotel room in a foreign country known for government support of 
corporate espionage, his security requirements and choices will be quite different than ifhe were in "friendly'' 
territory . These security choices may form a range from which the user or application can select, and can 
include different levels of authentication, confidentiality, and integrity. 
Destination subnets could be classified by risk factor with respect to routing through, execution on, or logging 
on to nodes in those subnets. Users, applications or enterprise-wide mechanisms could request of middleware 
control mechanisms that communications or tasks executed on the user's behalf utilize a specific risk range of 
subnets (e.g ., the user's QoSS specification might include the request to use any "high to very high" security 
subnets for this invocation). 
Some environments may offer the user choices of log-on authentication technology. For example, a user may 
log on with a password, a one-time password ( crypto challenge-response), a public-key smart card, a biometric, 
or some combination of these. In these environments, the user could be granted greater access to resources 
(e.g., a higher classification of data) ifhe uses higher-assurance authentication [11]. 
Another example is that the underlying system supports different situational modes. For some modes (e.g., 
normal, impacted, emergency), the user or administrator may be willing to accept more (or less) security for a 
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given application. A commander under attack at a foreign embassy might require the highest communication 
security; whereas a commander under attack on the battlefield might declare, "damn the security, full speed 
ahead!" The MSHN resource management system is an example of a system in which the management of mode 
vs. security requirements is designed to be handled automatically (8][9]. 
The security policy for a hypothetical commercial sub-network requires outgoing IP packet encryption. In this 
environment, a multimedia application exports digital images (e.g., high resolution fine art images). However, 
recognizing that the stake-holders in this specific environment can tolerate a media stream which is partially or 
periodically encrypted (viz, one yielding a suitably obscured image, which would render a stolen image 
unusable by the vast majority of its target market), the policy may only require that a range offtom 80% to 
100% of the packets should be encrypted. (Note that in some risk models, such a periodic encryption method 
might require fortified protection against cryptanalysis. In addition, care must be taken to ensure that the entire 
unencrypted image is not revealed in repeated transmissions.) 
Variable packet authentication [ 17] is a corollary to the preceding confidentiality scenario. In this case, the 
sender or recipient might be satisfied if ( only) a certain percentage of the packets in an image stream were 
authenticated (e.g., 80% to 100%). Depending on the threat model and the packet-checking algorithm, to detect 
attacks attention may need to be paid to the ratio of good to bad packets: if all of the packets were bogus, and 
only 80% were checked, it might be possible for the display program to show a completely bogus image, with 
the remaining 20%. 
An administrator may choose to run an intrusion detection system within a range rather than at a fixed level. 
There would be a minimal level of IDS processing below which the system would not be permitted to fall, but 
the IDS would be balanced against performance requirements of the organization's tasks. Thus the IDS might 
perform more thoroughly (with deeper histories) when the system is lightly loaded than during peak hours. The 
administrator might also choose to set an upper limit to IDS performance. 
Another variable packet authentication scheme [22J, would be to authenticate only a certain percentage of each 
packet; this might have applicability for image display, especially considering that the low order bits of each 
byte are not very significant, visually, in some display protocols. 
The following are some example security variables, with characterizations of how they could be specified or 
measured: 
Strength of cryptographic algorithm, e.g., RSA, DES 
measured in tenns of the work factor associated with a brute force attack 
Length of cryptographic key 
characterized by bit-length 
Security functions present in destination job-execution environment 
characterized by operating system or boundary control security policy enforcement mechanisms 
• Confidence of policy-enforcement in remote login environment 
characterized by third-party evaluation 
• Robustness of authentication mechanism 
here the range might span weak password, strong password, biometric, and smart cards with on-board 
display and input interfaces 
From these examples, it is apparent that the notion of security ranges is useful and, in some cases, already evident in 
existing systems. Thus, we can conclude that it is reasonable to consider such ranges within the context of a QoS 
manager. 
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5 System Considerations 
This section presents some observations about how variant security can be viewed in a distributed system which 
provides QoS support. · 
5.1 Security Resources, Services and Requirements 
A network system is defined as the totality of network-accessible resources. A security service is a high-level 
abstract resource providing security functionality such as: authentication, auditing, privacy, integrity, intrusion 
detection, non-repudiation, and traffic flow confidentiality [10]. A security SCtVice typically consumes other low-
level system resources such CPU, memory, disk, and network bandwidth. For example, the Common Data Security 
Architecture (CDSA) [15) describes modules, each of which contain specific security mechanisms to provide some 
of these services . 
Each resource (including security services) may embody security requirements regarding its use. A requirement 
may restrict the availability of a resource to an external entity. Some restrictions might be the typical MAC and 
DAC requirements, or other security constraints, e.g.: encryption available 9 P.M. to 5 A.M., range of available 
encryption algorithms, and range of required key lengths. 
To be general, we state that all security requirements define a range ofpennissible behavior. That is, a range may 
be unitary, or degenerate, in which case it represents no choice. Where a range represents a choice, the requirement 
is called security variant. 
5.2 Task Sequences 
Quality of service can be provided at several levels within the overall system. The notion of translucence, by which 
components can adapt to changing conditions at one or more other system or network layers, results in a problem 
that is both horizontal, viz. distributed across the network; and vertical, viz. distributed within the stack. In the 
following discussion, the management ofQoSS can be seen to have both horizontal and vertical interactions, 
depending on the implementation of the various components . 
A task is an application invoked by a user. The task utilizes various network system services and other resources. 
This utilization may be intermediated by different QoS middleware mechanisms (QoSMs), such as: QoS-aware 
object request brokers and application servers, distributed resource management systems, and various network 
traffic managers. In these multiple-tiered environments, a task is invoked in a task invocation sequence: 
the user activates the application through some interface with an application manager (OS, browser, etc.); 
• the application is intermediated by the QoSM; and 
the QoSM submits the application to the system 1• 
Security requirements may be established or refined by any or all of: the user, the application, the QoSM, and the 
system; we call these entities security requirement providers. 
As an example of how a requirement can be refined within the task invocation sequence, consider how a typical 
application offers the user a choice for some service. If the user does not indicate a choice, the application may use 
a default value. If the user chooses a range, the application may invoke itself with a particular value within that 
range. Similarly, the QoSM may refme the application's choice, for example, to optimize the overall system (user 
population) performance, perform load balancing, etc. 
1. It is an implementation detail whether the QoSM returns advisory parameters to the application and the 
application invokes the system, or the QoSM submits the application with those parameters directly to 
the system. For simplicity, we assume, here, that the QoSM submits the application to the system. 
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5.3 Security Limits and Choices 
In a task invocation sequence, the request is passed from a previous requirement provider to the nett provider. A 
security choice for each variant security requirement is logically included with each request step. The choice may 
be implicit or explicit. For example, if no explicit choice is made, then it may be implicit that the choice is to not 
limit or modify the security options proffered at that step. As with requirements, all security choices define a choice 
range, which may be unitary. Thus, each requirement provider specifies a choice range for each variant requirement 
in a given task invocation. For example, the user selects a range of 50 - 80% for packet authentication rate. This 
choice is passed to the next provider (viz., the application) in the sequence. 
For each variant security requirement, each requirement provider may also have an explicit requirement limit range 
(again, unitary or variant) outside of which it will not accept a request. The limit applies to the request choice from 
the previous provider, e.g., a given application will not accept a range wider than 60 - 100% from the user. 
5.4 Security Range Relationships 
Table 2 on page 7 shows the various limits and choices we have identified for security requirement providers in a 
task invocation sequence. 
Table 2: Security Limits and Choices 
User Application Middleware System 
Choice Range provided Yes Yes Yes Service Level 
Limit Range enforced No Yes Yes Yes 
Notice that the user does not have an effective limit range, as he has no previous provider upon whom to enforce 
such a range. Also, the system choice range is the level of service ultimately provided by the system in response to 
the request. This is a unitary range, since there is no next provider to whom a choice might be given. 
With so many requirement ranges at different points in the sequence, how do these ranges relate to each other? The 
following relationships appear to be inherent in a task invocation sequence; 
1. The maximum of each limit and choice range dominates I the minimum of that range. 
2. Each provider's choice range must be within its own limit range. This restriction reflects the natural protocol 
to respect one's own limits. 
3. Each choice range must be within the previous choice range in the sequence. This reflects a natural protocol 
to respect the choice of the previous requirement provider: a requirement provider will try to fulfill the request 
of a previous provider. For example in a quality of service context, a service provider may accept a request if it 
can be realized, but it will not proceed with parameters which are divergent from (outside) the user's request. 
4. Each choice range must be within the next limit range in the sequence. This restriction means that requests 
which are out of bounds will be rejected. 
5. The limit ranges of each provider in a task sequence must all intersect. This is a consequence of the need for 
a choice to be within the provider's own limit, and within the next limit, as well as within the previous choice. 
Obviously, if two ranges in a task invocation sequence don't intersect, there does not exist a value which could 
I . For each variant security requirement there is a set of elements which are partially ordered by a "security" 
relation (dominates), and each range is a sub-lattice of that set such that the maximum of the range is 
more secure than the minimum. One range is contained "within" a second range, if and only if the max of 
the first dominates the max of the second, and the min of the second dominates the min of the first. For 
two ranges to intersect means that the maximum of each dominates the minimum of the other. 
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satisfy both ranges; this would disallow a task from execution . 
These relationships are illustrated in Figure 1. 
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FIGURE 1. Relationships of Limits and Choices 
Because the choices and limits are partially ordered and consequently comparable, it is possible for a security 
service selection algorithm to be encoded. A QoSM would maintain databases of static and dynamic resource 
characteristics. In the static database, limits might be recorded while the dynamic database could record current 
network conditions and choices . Thus when a new job enters the system, the QoSM can compute its execution 
strategy. We note that this is an NP-complete problem and extensive work exists on heuristic scheduling techniques, 
e .g . [18]. 
6 Summary 
Our goal has been to provide an understanding ofQoSS and variant security, and to determine whether these 
concepts can be useful in improving security service and system performance in QoS-aware distributed systems . 
We described the general requirements for system attributes to participate in the provision of Quality of Service, 
and described how certain security attributes might meet these requirements. We then described various forms of 
user and application security "ranges" and showed how these ranges can make sense in relation to existing security 
policies, when those ranges are presented as user choices. Finally we described security ranges as forming a 
coherent system of relationships in a distributed multi-tiered system. 
Our conclusion is that it may be possible for security to be a semantically meaningful dimension of Quality of 
Service without compromising existing security policies. Further study is needed to understand the effectiveness of 
QoSS in improving system performance in QoS-aware systems. 
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It is anticipated that the introduction of metacomputing and distributed resource management mecha-
nisms to the Internet and World Wide Web will make available to users and applications a large diversity 
of previously unavailable network and computing resources. New methods of managing the scheduling 
and a/location of distributed resources bring into focus new problems and approaches for managing 
security in those contexts. We present an analysis of layered and variable security services and re-
quirements. These services and requirements may be accessed via a network control program such as a 
Resource Management System (RMS) which is responsible for scheduling resources in distributed hetero-
geneous errvironments. The RMS will not present the same "virtual computer/network" to the same job 
each time it is submitted for execution. Each instance will be comprised of potentially different actual re-
sources with different properties. Our objective is to understand how user and application requirements, 
characterized as choices and limits, can affect the overall security provided. A method is presented for 
fairly measuring the effectiveness of an RMS in performing security allocation and assignments with 
respect to security choices made by metacomputer users and applications. 1 
Keywords: Quality of Security Service, Resource Management System 
1 Introduction: Managing Metacomputer Resource Allocation 
Metacomputing provides users and applications with access to a virtual machine consisting of a wide range 
of distributed networking and computing resources (see e.g., [15]). Initially, efforts in metacomputing were 
focussed on providing transparent access to remote supercomputers for their user communities and support 
organizations. The advent of standardized protocols for (1) managing production and transmission of multi-
media data [16), and (2) the more general distribution and execution of remote code (e.g. via the World Wide 
1This work was supported under the MSHN Project of the DARPA/ITO Quorum Program 
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Web, Java, or Jini) may help to enable the vision ofmetacomputing to extend to devices and computational 
resources that are generally available on the Internet. 
Whereas current distributed systems and internet technology may import mobile code for local execution 
(e.g., via Java applet), or request that remote code be executed in its native (fixed) environment (e.g., via 
servelets or object request brokers), metacomputing expands this paradigm to include execution of mobile 
code utilizing a wide range of possible remote resources. In some sense, recent Jini (Sun) and Universal 
Plug-and-Play (MS) technologies enable some metacomputing functions, but they may lack the ability to 
optimize multi-task scheduling or Quality of Service, or to adapt to changing resource availability. 
The resources available on a metacomputing virtual machine are both local and remote; are implemented 
in hardware as well as software; and include processing, storage, and display devices. The heterogeneity 
[ 4 ), multiplicity and remoteness of these resources provides various management, scheduling and security 
challenges [5, 2]. Of specific concern for this paper is the fact that the metacomputer presents too many 
variables and choices for users or applications to manage without automated support. 
Resource Management Systems (RMSs) are designed to provide efficient, automated management and 
allocation decisions for metacomputer resources [9, 8]. Allocation decisions involve matching requirements 
to capabilities and attributes for security [3], completion time, computational environment [12], network 
bandwidth, etc. The efficiency of an RMS in providing these type of decisions can be measured with respect 
to various user and system goals, for example, quality of service (QoS) specifications and system allocation 
policies [11, 16]. The relationship of the RMS to the metacomputer is shown in Figure 1, where P indicates 
compute or processor resources; N, network bandwidth; and D, data storage and ~ta staging components. 
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Figure 1: Metacomputing and the RMS 
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1.1 QoS Choices 
Quality of Service refers to the ability of a system to provide services such that user expectations for time-
liness and performance quality are met. For example, a multimedia application should deliver video frames 
so that the display is jitter-free (16, 6]. Quality of service can be provided at several levels within the overall 
system. The notion of translucence, where components can adapt to changing conditions at one or more 
other levels, results in a problem that is both horizontal, viz. distributed across the network; and vertical, 
viz. distributed within the stack. Finally quality of service requirements may change in systems supporting 
dynamic policies based upon current operating modes, e.g. nonnal, impacted or crisis [3]. 
Users have expectations with respect to the security services they are provided. These expectations may 
include both functional and assurance characteristics. With respect to security for a particular job, a user 
might require a minimum level of both functional mechanism and assurance. The ability of the network to 
meet these requirements is measured in tenns of Quality of Security Service (QoSS) [3 ]. The notion of net-
work Quality of Security Service expands the network service choices available through the metacomputer, 
providing administrators and users with more flexibility and potentially better service, without compromise 
of network and system security policies. 
1.2 Security Ranges 
As introduced in [3, 11], the security requirements presented to a network application can allow a range 
of security behavior. For example, a security policy for a hypothetical sub-network requires IP packet 
encryption. In this sub-net, a commercial multimedia application exports digital images (e.g., movies, or 
high-resolution fine art images). However, recognizing that the application in this specific environment 
can tolerate a media stream which is periodically encrypted (viz., one yielding a suitably obscured image, 
which would render a stolen image unsalable), the policy may only require that a range of from 80% to 
100% of the packets should be encrypted. (Note that in some risk models, such a periodic encryption 
method might require fortified protection against cryptanalysis. In addition, care must be taken to ensure 
that in five repeated transmissions the entire unencrypted image is revealed.) 
Collaborative applications, for which video teleconferencing with shared electronic white boards and 
application suites represent current technology, present another example in which security choices are avail-
able to the participants. Suppose that today one party in the group is located at organizational headquarters 
while another is a "road-warrior" participating from a hotel room in a foreign country known for govern-
ment support of corporate espionage. Clearly the security requirements and choices of the road-warrior will 
be quite different than those chosen tomorrow when all participants will be in "friendly" territory. When 
a remote user is involved, collaborators may demand increased levels of both confidentiality and integrity 
support. 
Consider the security administrator's or the user's motivation in agreeing to or specifying a range of 
security protection. As with multimedia image resolution, users will generally desire the greatest amount 
The Effects of Security Choices and Limits in a Metacomputing Environment 4 
of security (or image fidelity) available, but this desire is tempered by cost. Cost may may take the form 
of monetary charges or perfonnance degradation, for example. When cost is very high (e.g., slow image 
display), users may be willing to accept degraded security or imagry, instead. 
Yet, once a user (or security officer) decides on the minimum level of security required for a given ap-
plication, why would they ever agree to more security, ifit increases their cost? For one, an application may 
have variable data formats, which may have correspondingly variable security requirements. A degraded 
image might require less security, and conversely, the enhanced image might be more security sensitive. To 
illustrate this example, a range of fidelity/security is shown in Table I : 
Table I: Securi1 v Ranges 
Fidelity Security Performance 
high high low 
medium medium medium 
low low high 
Another example is that the underlying system might support different situational modes. For some 
modes (e.g., "emergency"), the user or administrator may be willing to accept more (or less) security for 
a given application. The management of mode and security-level negotiation is handled automatically by 
some resource management systems [9]. 
Yet another scenario is that the underlying control program may have more flexibility to execute the 
job quickly, or at all, if the user can live with a range of security requirements. For example, transmission 
paths may go through a wide range of security environments. So the user specifies: do what you need to 
do, but give me at least "this much" security. The application might even execute faster with more security; 
regardless, the RMS manages the security allocation within the bounds specified by the user. 
From the system's point of view, as opposed to that of the user, security variability provides another 
tradeoff factor, allowing the system to be more flexible in providing QoS for the system as a whole. 
Here are some other examples of security ranges with examples of how the ranges could be character-
ized: 
• strength of cryptographic algorithm 
- e.g., RSA, DES, etc., where strength might be measured in terms of the work factor associated 
with a brute force attack 
• Length of cryptographic key 
- characterized by bit-length 
• percentage of packets authenticated [14] 
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- characterized by percentage of total ( e.g., a multimedia environment might tolerate a percentage 
of data modification or Joss) 
• Security functions present in destination job-execution environment 
- characterized by operating system or boundary control security policy enforcement mechanisms 
• Confidence of policy-enforcement in remote login environment 
- characterized by 3rd-party evaluation 
• robustness of authentication mechanism 
- here the range might span weak password, strong password, biometric, and smart cards with 
on-board display and input interfaces 
As one last example, consider a network consisting of various subnets. One of these subnets could be 
known to be toxic to the interests of the host enterprise, as in a subnet of nodes within a hostile country. Now, 
the toxic subnet could be identified by ID or by a security rating, and application or enterprise policies could 
prohibit routing through. execution within, or logon to such a subnet, by specifying allowed or disallowed 
sets of subnets. 
1.3 Goal: Effective Security with regard to QoS Choices 
As stated above, network services may allow security ranges. These ranges provide the RMS with additional 
variables to consider in scheduling and balancing its various requirements. The RMS may allow users and 
applications to indicate a choice or preference within any of the security ranges. As with other QoS factors, 
the RMS may modify the level of security service within this range in order to balance other factors, e.g., 
completion time. 
We desire to be able to measure the level of security provided by the RMS in managing the tasks and 
resources for which it is responsible. Our general approach will be to summarize the level of security service 
supplied across all scheduled tasks. This metric should give maximum credit to the RMS when it maximizes 
the security provided to the overall network (i.e., the sum of the network applications). Additionally, we 
would like to factor user and application security choices into the RMS measurement model so that, if the 
user asks for, and is provided, less security service than the maximum for a given range, the RMS is not 
penalized with respect to the metric. 
The rest of this paper provides a description of how user and application choices in the context of QoSS 
can be understood to affect the overall service provided by an RMS. A set of definitions and conceptual 
framework for reasoning about the QoSS problem is introduced in Section 2. A more fonnal presentation 
of choices and restrictions within the context of an RMS is presented in Section 3. Finally, our conclusions 
and future work are found in Section 4. 
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2.5 Range Relationships Inherent in Task Sequences 
Table 2 shows the various limits and choices we have identified for security requirement providers. 
Table 2: Security Limits and Choices 
u~r I Task I RMS System 
Choice Range requirement requirement requiremnt Service Level 
Limit Range n/a requirement requirement requirement 
Notice that the user does not have an effective limit range, as he has no previous provider upon whom 
to enforce such a range. Also, the system choice range is the level of service ultimately provided by the 
system in response to the request This is a unitary range, since there is no next provider to whom a choice 
might be given. 
The question arises as to how these ranges relate to each other. We present the following relationships 
as intuitively inherent in task sequences. However, it is not clear that these relationships are (precisely) 
necessary or sufficient for that purpose; rather, they are provided to explore the semantics of security ranges 
in task sequences. 
• Each provider's choice must be within its own limit. 
This restriction reflects the natural semantics of choices and limits, in that it is natural to respect one's 
own limits. 
• Each choice must be within the previous choice in the sequence 
This reflects a natural protocol to respect the choice of the previous requirement provider: a require-
ment provider will try to fulfill the request of a previous provider. For example in a quality of service 
context, a service provider may accept a request if it can be realized, but it will not proceed with 
wholly divergent parameters. 
• Each choice must be within the next limit in the sequence 
This relation is the consequence of our definition that limits are enforced by their providers. This 
restriction intuitively means that requests which are out of bounds will be rejected 
• The limits of each provider in a task sequence must all intersect 
This is a consequence of the need for a choice to be within its own limit, and within the next limit, as 
well as within the previous choice. 
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2.6 Further Concepts of Operation 
Requirement choices and limits may be unitary or nil. Unitary means only one value (i.e., no choice) is 
passed to the next requirement provider in the task sequence. A nil range denotes no restriction is imposed 
in the task sequence, and would likely denote acceptance of the previous choice range, such that the previous 
choice is transparently passed through to the next provider. 
3 Formal Representation 
In this section we present a formal representation of the framework developed in Section 2. 
3.1 Goals 
The purpose of fonnalizing the task sequence model introduced above is to precisely characterize security 
choices for support ofQoSS in mctacomputing environments. Furthermore, we wish to provide generality 
such that the model does not limit designs and implementations of the basic concepts, and we want to 
provide consistency such that the model does not require self-contradictions in derived implementations. 
3.2 Range Definitions and Operations 
A range is a set of elements which defines the possible choices of a variant security requirement. More 
than just a set, the elements of a range are related, because some are more secure than others. We will use 
the operator ~ (dominates) to partially order the elements of a range with respect to relative security. The 
dual of the ~ operator is the ~ operator. 
These are some example orderings based on such an operator: 
• BlackN et ~ RedN et ~ WWW 
- Since BlackN et ~ RedN et ~ WWW, we see that subsets of a network may be partially 
ordered by set inclusion. 
• % of packets encrypted 
- This is a linear partial ordering based on numeric value. 
• 3DES ~DES~ caesar_cipher 
- The strength of encryption algorithms are ordered by crypto-analytic work factor. 
The functions max and min are universal upper and lower bounds on a range: 
'r/e: element(e Er • max(r) ~ e) 
Ve : element(e Er -> min(r) $ e) 
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The enclosure operator » means range r encloses range s, as follows: 
r » s • max (r) ~ max (s) and min(s) ~ min(r) 
The intersection operator /\ means range r and range s intersect: 
r I\ s • max (r) ~ min(s) and max(s) ~ min(r) 
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The sequence function seq(p) provides the following linear ordering on the security providers (p) of a task 
sequence: 
seq(user ) < seq(application ) < seq(RMS) < seq(system) 
We also represent the set of security requirement providers: 
{u,a,r,s} 
This set represents (respectively) the user, application, RMS and system. 
To represent the security requirement provider choices and limits discussed above, we introduce the 
structure b in Table 3. b consists of two subvectors: one for choice ranges (b.c) and one for limit ranges 
(b.l). 
Table 3: Choices and Limits Represented in Structure b 
Entity Choice Limit 
User b.c.u - user choice range b.l.u- no user limit 
Appln b.c.a - application choice range b.l.a - application limit range 
RMS b.c.r - RMS choice range b.l.r - RMS limit range 
System b.c.s - system response b.l.s - system limit range 
3.3 Expression of System Security 
Previous work has provided an expression for security requirements in a network environment [3 ]. Briefly, a 
security vector S represents the security requirements involving a task executing in a network environment. 
A security vector component, $.component, contains a boolean statement regarding security requirements 
for a given service or resource. 









level (user) ;::: level(resource) 
length of confidentiality encryption key ~ 64, :5 256; inc 64 
% packets authenticated ;::: 50, < 90, inc 10 
authentication header transfonn in {HMAC-MD5, HMAC-SHA} 
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Each S.component has at most one variant requirement. Requirements of a given security service may span 
several vector components (indicating a service sub-vector). 
In S.c, "inc 10" indicates that the range from 50 through 90 is quantized into increments of 10, viz : 50, 
60, 70, 80, 90. Later, we will need to indicate the number of quantized steps in the component; to do this, 
one more notational element is introduced, I S.c j. In the above examples, IS.a I= 1, and I S.c I= 5. 
IS .cl = number of quanta in S.c 
When I S.c I> 1, the underlying control program has a range within which it may allow the task to 
execute with respect to the policy requirement. This range corresponds to the ranges in the structure b 
discussed above, but to which range in b does S.c correspond? First, we relate a b structure to each security 
vector component S.c, as follows: 
S.c I= b 
We wish to measure the effectiveness of the RMS decision/management strategy as reflected in the 
ultimate system choices (b.c.s), but we need to provide a measurement "yardstick." The effects of providers 
who are earlier than the RMS in the task invocation sequence 
user => application => RMS => system 
detennine the reduced/restricted requirements perceived by the RMS. That is to say, the user and the ap-
plication may narrow the requirement range such that the requirements are less restrictive3 than the system 
maximum, (max(b.l.s)) and more restrictive than the system minimum (min(b.Ls)), so we will use the re-
duction immediately before b.c.r (i.e., b.c.a) as the security metric against which RMS effectiveness is to be 
measured: the value of the requirement S.c is defined to be S.c I= b .c.a . 
3.3.1 Expression of Range Relationships 
We can now restate the range relationships described previously, using S and b. 
V S:security _ vector, c:service_component( 
/* each provider's choice must be within its own limit*/ 
V p:provider ( 
S.c I= b.l.p » S.c I= b.c.p) 
& Vp1,P2:provider( 
/* each choice must be within the previous choice in the sequence* / 
seq(pi) < seq(P2) • S.c I= b.c.p1 » S.c I= b.c.p2 
/* each choice must be within next limit in the sequence*/ 
& seq(p1) < seq(p2) • S .c I= b.l.P2 » S.c I= b.c.p1 
3Here more restrictive means more security. 
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