Abstract--With the help of a continuation theorem based on Gaines and Mawhin's coincidence degree, easily verifiable criteria are established for the global existence of positive periodic solutions of the following several delays logistic type system:
INTRODUCTION
The qualitative behavior of logistic equation with several delays
du(t)dt -u(t) [a -~ bju (t -Tj) J j=l (1)
and some of its generalizations have been studied extensively, where a, bj, Tj(j = 1, 2,..., m) are positive constants. For a recent contribution to the study of (1), we refer to the works of Gopalsamy [1] , Gyori and Ladas [2] , Lenhart and Travis [3] , Kuang [4] , Yu [5] , Cao [6] , Li [7, 8] and Chen [9] . In [10] , Zhang and Gopalsamy have considered the following periodic delay logistic equation: where r and k are positive periodic functions of periodic ~-and n is a positive integer. In [1] , Gopalsamy has considered the following delay logistic equation:
dx(t) _ r(t)x(t) rl x(t -nr) ] dt k(t) '

du(t) _ru(t) [l_ (u(t-T))~]
, dt -k
where r, k, T, n are positive constants. Recently, in [11] , Yah et al. have considered the following delay logistic equation:
du(t) _ u(t) [a(t) + b(t)xP(t -mw) -c(t)xq(t -row)]
dt where a, b, c are positive periodic functions of periodic w and p, q are positive constants with q > p. Therefore, the author has been motivated to consider the periodic type logistic equation with several delays
Throughout this paper, we assume system (5) satisfies the following.
(H1). a(t), bj(t) are positive periodic continuous functions with periodic w > O, 7j(t) are nonnegative periodic continuous functions with periodic w ~ O, 0 i are positive constants.
We will consider solutions of equation (5) with the initial condition
where ~-* --maxl_<j_<m {max0_<t_<~ Tj (t)}. The main purpose of this paper is to derive a set of easily verifiable sufficient conditions for the existence of unique globally attractive positive periodic solutions of (5) . The outline of the paper is as follows. In Section 2, we introduce the continuation theorem based on the coincidence degree theory of [12] . This is then used to prove the results which guarantee the existence of positive periodic solution of system (5) . Also, as we can see, the results obtained about system (5) (Theorem 2.1 of the next section) can be immediately generalized to a more general case (Theorem 2.2 of the next section). In Section 3, by constructing a suitable Lyapunov functional, some sufficient conditions which guarantee the global attractivity of the positive periodic solution are obtained.
EXISTENCE OF POSITIVE PERIODIC SOLUTIONS
In order to obtain the existence of positive periodic solutions of (5), for the reader's convenience, in the following, we shall summarize a few concepts and results from [12] that will be basic for this section. 
the assertion is valid for all t _> 0. The proof is completed.
For convenience, we introduce the notations
then (5) can be reformulated as
In order to apply Lemma 2.1 (continuation theorem) to (8), we first define 
Nx = a(t) -Ebj(t)exp{Ojx(t-~-j(t))),
x e X,
where g is a continuous w-periodic function. Our main result on the global existence of a positive periodic solution of (5) is stated in the following theorem. 
and P, Q are continuous projectors such that
Therefore, L is a Fredholm mapping of index zero. Furthermore, the generalized inverse (to L)
Kp(I-Q)Nx= a(s)-bj(s)exp{O3x(s-rj(s))} ds
zz[ ]
~ a(s)-~,bj(s)exp{Ojz(s-rj(s))} dsdt a)
.4=1 
dx(t____~) = ~ a(t) -Z bj(t)exp {Ojx (t -
Assume that x = x(t) c X is a solution of (9) for a certain ,~ C (0, 1). Integrating (9) over the interval [0, co], we obtain m ] Then, by (10) and (12), we have 
On the other hand, by (10) and (12), we also have 
or we can say there exists a constant M1 such that x(~-) >_ M1, then
/o z(t) >_ X(T) --I~:(t)[ dt >_ M1 -(-A + a) aJ.
It follows from (13) and (14) Here, J can be the identity mapping since Im P --Ker L. By now, we have proved that ~ verifies all the requirements in Lemma 2.1. Hence, (8) has at least one solution x*(t) in DomL N ~. Set u*(t) --exp{x*(t)}, then by the medium of (7), we know that u*(t) is a positive w-periodic solution of (5). The existence of positive constant B is clear, since x* (t) lies in ~. This completes the proof of the claim. II From the proof of Theorem 2.1, one can observe that Theorem 2.1 remains valid if some or all of the terms with discrete delay in (5) are replaced by distributed delays (finite or infinite).
In fact, recent research shows that for a realistic ecosystem, it is better to consider the system with both discrete delay (time varying) and continuous delay synchronously, so let us consider a logistic type system with both discrete delays and continuous delays, that is, system fo j dpj (s) = 1, p, Oj, 7j, J = 1,2,..., n are all positive constants.
du(t)=u(t) r(t)_b(t)up(t)-Ebj(t)u(tTj(t))°J -Eej(t ) u~J(t + s) d#j(s) , dt
We will consider solutions of equation (17) 
where r* = maxl_<j<_n{maxo<t<~ Tj (t), c~j}. 
du(t) _u(t) r(t)-
where all the coet~cients of system (19) satisfy the same restrictions as that of system (17). Then, system (19) has at least one positive ~-periodic solution.
GLOBAL STABILITY OF POSITIVE PERIODIC SOLUTION
The aim of this section is to derive sufficient conditions which guarantee the global attractivity of a positive periodic solution of system (17). From Theorem 2.2, we know that system (17) with initial condition (18) has at least one positive periodic solution u*(t). Let c = min0<t<~o{u*(t)} and y(t) = u(t)/c. Then, system (17) is transformed into
{ ~(t) -
dy(t) _ y(t) dt
n n 0 t a
(t)dyP(t) -~'~ e°Jby(t)y(t -7j(t)) °j -~CJej(t) f_ y'J(t + s)d#j(s)
We also consider the solutions of equation (20) Let y(t) be any positive solution of system (20) with initial condition (21). 
v(t) a~ V(t)=]lny(t)-lny*(t)]-4-~'~ ft ~ e°JbJ(~J-l(s)) (y(s))°J-(y*(s))°J I ds
D+V(t) <--cPb(t) I( y(t))p -(Y *(t))Pl + E c°'by(t) y (t -rj(t)) °' --y* (t --ry(t)) °j
+ ~ 1 e°jb~ (~fl(tl)(~fl(t)) (Y(t))°J -(Y*(t))eJ j-~l --7";
n 0 
+ Ec "j/_ ej(t -s)d#j(s)I(y(t)) "j -(y*(t)) "yj ]
I(y(t))~ -(y*(t))'Jl < I(y(t)) p -(y*(t))P],
Therefore, 
f~iceJbJ (~;l(t)) (y(t))0j -(y*(t))°J
D+V(t) <__ -cPb(t) ](y(t)) p -(y*(t)) p, + .= 1~--~;~) f + y'~c~ ej(t -s)d~j(,)I(y(t)) ~j -(y*(t))~J I
D+V(t) <_ -Al(y(t)) p -(y*(t))P[ <_ -Amllny(t) -lny*(t)l < -AmV(t).
We claim V* = 0. Otherwise, V* > 0, and we have V(t) >_ V* > 0, it follows D+V(t) <_ -ArnV*~
which implies V(t) <_ V(O)-AmV*t ~ -co (t ~ ~).
This contradicts with positivity of V(t), so V* = 0. Now,
from I(y(t)) p -(y*(t))P I <_ M I lny(t) -lny*(t)l _< MV(t), it follows lim t(y(t)) p -(y*(t))Pl = O. t---~ + ~z
Therefore, lim ly(t)-y*(t)l = O. t---++~
This ends the proof of the theorem. 
:-~ L,
where h' = maxj{0j, 7j}, h" --minj{0j, 7j}. So, we could choose arbitrary constant c such that 0 < c _< L, and c satisfies inequality (22), then Theorem 3.1 holds.
REMARK 3. (Condition (ii)
). p > maxj{0j,'~j} is to ensure that inequality (24) holds. And so, it is interesting to consider the case p -0j -= yj. In this case, we need not make the change of variable y(t) = u(t)/c, as a direct corollary of Theorem 3.1, one has the following. 
-l(t) is the inverse function of ~j(t) = t -•j(t);
(ii) p--Oj --7j.
Then, system (17) has a unique positive periodic solution u*(t) which is globM1y attractive.
