Toeplitz Lemma, Complete Convergence and Complete Moment Convergence by Li, Jiyanglin & Hu, Ze-Chun
ar
X
iv
:1
40
6.
07
68
v3
  [
ma
th.
PR
]  
23
 Ja
n 2
01
5
Toeplitz Lemma, Complete Convergence and
Complete Moment Convergence
Jiyanglin Li and Ze-Chun Hu∗
Nanjing University, Nanjing, China
January 26, 2015
Abstract
In this paper, we study the Toeplitz lemma, the Cesa`ro mean convergence theorem and
the Kronecker lemma. At first, we study “complete convergence” versions of the Toeplitz
lemma, the Cesa`ro mean convergence theorem and the Kronecker lemma. Two counterex-
amples show that they can fail in general and some sufficient conditions for “complete
convergence” version of the Cesa`ro mean convergence theorem are given. Secondly, we in-
troduce two classes of complete moment convergence, which are stronger versions of mean
convergence and consider the Toeplitz lemma, the Cesa`ro mean convergence theorem, and
the Kronecker lemma under these two classes of complete moment convergence.
Key words Toeplitz lemma; Cesa`ro mean convergence theorem; Kronecker lemma; complete
convergence; complete moment convergence.
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1 Introduction
The Toeplitz lemma and its two corollaries (the Cesa`ro mean convergence theorem and the Kro-
necker lemma) are useful tools in the study of probability limit theorems. For the reader’s
convenience, we spell out them in the following and their proofs may be found in Loe`ve (1977).
Theorem 1.1 (Toeplitz lemma) Let {ank, 1 ≤ k ≤ kn, n ≥ 1} be a double array of real numbers
such that for any k ≥ 1, limn→∞ ank = 0 and supn≥1
∑kn
k=1 |ank| < ∞. Let {xn, n ≥ 1} ba a
sequence of real numbers.
(i) If limn→∞ xn = 0, then limn→∞
∑kn
k=1 ankxk = 0.
(ii) If limn→∞ xn = x ∈ R and limn→∞
∑kn
k=1 ank = 1, then limn→∞
∑kn
k=1 ankxk = x.
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Corollary 1.2 (Cesa`ro mean convergence theorem) Let {xn, n ≥ 1} be a sequence of real numbers
and let x¯n =
∑n
k=1 xk/n, n ≥ 1. If limn→∞ xn = x ∈ R, then limn→∞ x¯n = x.
Corollary 1.3 (Kronecker lemma) Let {xn, n ≥ 1} and {bn, n ≥ 1} be sequences of real numbers
such that 0 < bn ↑ ∞. If the series
∑∞
k=1 xk/bk converges, then limn→∞
1
bn
∑n
k=1 xk = 0.
By the definition of almost sure (a.s.) convergence, we know that the Toeplitz lemma and its
two corollaries (the Cesa`ro mean convergence theorem and the Kronecker lemma) still hold when
the numerical sequence {xn, n ≥ 1} and real number x are replaced by a sequence of random
variable {Xn, n ≥ 1} and a random variable X , respectively, and the limit is taken to be a.s.
convergence.
Recently, Linero and Rosalsky (2013) showed among other things that “convergence in proba-
bility” versions of the Toeplitz lemma, the Cesa`ro mean convergence theorem and the Kronecker
lemma can fail, and their “mean convergence” versions are true.
We know that both a.s. convergence and mean convergence imply convergence in probability.
Then there are the following two questions:
Question 1. Do the Toeplitz lemma, the Cesa`ro mean convergence theorem and the Kronecker
lemma hold under stronger convergence than a.s. convergence?
Question 2. Do the Toeplitz lemma, the Cesa`ro mean convergence theorem and the Kronecker
lemma hold under stronger convergence than mean convergence?
In Section 2, we study Question 1 and consider “complete convergence ” versions of the Toeplitz
lemma, the Cesa`ro mean convergence theorem and the Kronecker lemma. At first, we will give
two examples to show that they can fail in general. Then we give some sufficient conditions for
the Cesa`ro mean convergence theorem under complete convergence.
Let {X,Xn, n ≥ 1} be a sequence of random variables on some probability space (Ω,F , P ). If
∀ε > 0,
∞∑
n=1
P{|Xn −X| ≥ ε} <∞,
then {Xn, n ≥ 1} is said to converge completely toX (writeXn c.c.−→ X , orXn → X c.c. for short).
This concept was introduced by Hsu and Robbins (1947). Let {X,Xn, n ≥ 1} be a sequence of
independent and indentically distributed (i.i.d.) random variables and set Sn =
∑n
k=1Xk, n ≥ 1.
Hsu and Robbins (1947) proved that if E[X ] = 0 and E[X2] <∞, then Sn/n c.c.−→ 0. The converse
was proved by Erdo¨s (1949, 1950). The Hsu-Robbins-Erdo¨s theorem was generalized in various
ways, see, Baum and Katz (1965), Gut (1978, 1980), Li et al. (1995), Lanzinger (1998), Sung and
Volodin (2006), Sung (2007), Gut and Stadtmu¨ller (2011), and Chen and Sung (2014).
In Section 3, we study Question 2. To that end, in view of the relations between convergence in
probability and complete convergence, we introduce two classes of complete moment convergences,
which are stronger versions of mean convergence. Let p > 0.
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Definition 1.4 {Xn, n ≥ 1} is said to s-Lp converge to X (denote Xn s-L
p−→ X for short), if
∞∑
n=1
E[|Xn −X|p] <∞.
Definition 1.5 {Xn, n ≥ 1} is said to s∗-Lp converge to X (denote Xn s
∗-Lp−→ X for short), if
∞∑
n=1
‖Xn −X‖p <∞,
where ‖Xn −X‖p = (E[|Xn −X|p])1/p.
Remark 1.6 (i) Obviously, if Xn
s-Lp−→ X or Xn s
∗-Lp−→ X for some p > 0, then ‖Xn −X‖p → 0.
(ii) By Markov’s inequality, we know that if Xn
s-Lp−→ X for some p > 0, then Xn c.c.−→ X and thus
Xn
a.s.−→ X by the Borel-Cantelli lemma.
(iii) If p > 1 and Xn
s∗-Lp−→ X, then Xn s-L
p−→ X; if 0 < p < 1 and Xn s-L
p−→ X, then Xn s
∗-Lp−→ X.
Chow (1988) first investigated the complete moment convergence, and obtained the following
result. Let {X,Xn, n ≥ 1} be a sequence of i.i.d. random variables with E[X ] = 0. Let 1 ≤ p < 2
and γ ≥ p. If E[|X|γ + |X| log(1 + |X|)] <∞, then
∑
n≥1
n
γ
p
−2− 1
pE
[(
|Sn| − εn
1
p
)+]
<∞ for all ε > 0, (1.1)
where x+ = max{0, x}.
Chow’s result has been generalized in various directions. Wang and Su (2004), Wang et al.
(2005), Chen (2006), Guo and Xu (2006), Rosalsky et al. (2006), Ye and Zhu (2007), and Qiu et al.
(2014) studied complete moment convergence for sums of Banach space valued random elements.
Li and Zhang (20004), Chen et al. (2007), Kim et al. (2008), and Zhou (2010) considered complete
moment convergence for moving average processes. Jiang and Zhang (2006), Li (2006), Liu and
Lin (2006), Ye et al. (2007), Fu and Zhang (2008), Zhao and Tao (2008), and Chen and Zhang
(2010) studied precise asymptotics for complete moment convergence. Wang and Zhao (2006),
Liang et al. (2010), and Guo (2013) considered complete moment convergence for negatively
associated random variables. Qiu and Chen (2014) studied complete moment convergence for
i.i.d. random variables, and extended two results in Gut and Stadtmu¨ller (2011) to complete
moment convergence.
Example 1.7 Let {Xn, n ≥ 1} be a sequence of random variables with supi≥1E[|Xi|] ≤ C for
some positive constant C. Then for any α > 1, we have Sn
n2(lnn)α
s-L1−→ 0. In fact,
∞∑
n=1
E
[∣∣∣∣ Snn2(lnn)α
∣∣∣∣
]
≤
∞∑
n=1
1
n2(lnn)α
n∑
k=1
E[|Xi|] ≤ C
∞∑
n=1
1
n(lnn)α
<∞.
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Example 1.8 Let {Xn, n ≥ 1} be a sequence of pairwise uncorrelated random variables with
supi≥1 V ar(Xi) ≤ C for some positive constant C, where V ar(Xi) stands for the variance of Xi.
Then for any α > 1, we have Sn−E[Sn]
n3/2(lnn)α
s∗-L2−→ 0. In fact,
∞∑
n=1
∥∥∥∥Sn − E[Sn]n3/2(lnn)α
∥∥∥∥
2
=
∞∑
n=1
1
n3/2(lnn)α
(V ar(Sn))
1/2
=
∞∑
n=1
1
n3/2(lnn)α
(
n∑
k=1
V ar(Xi)
)1/2
≤
√
C
∞∑
n=1
1
n(lnn)α
<∞.
In Section 3, we consider “s-Lp convergence ” versions and “s∗-Lp convergence ” versions of
the Toeplitz lemma, the Cesa`ro mean convergence theorem and the Kronecker lemma. Four
counterexamples will be given to show that they can fail in general. Some sufficient conditions
for the Cesa`ro mean convergence theorem under these two complete moment convergences will
be presented.
2 Complete convergence
2.1 Counterexamples
In this subsection, we will construct two counterexamples to show that “complete convergence ”
versions of the Toeplitz lemma, the Cesa`ro mean convergence theorem and the Kronecker lemma
can fail in general.
The next example shows that complete convergence version of the Cesa`ro mean convergence
theorem fails.
Example 2.1 Suppose that {Xn, n ≥ 1} is a sequence of independent random variables such that
P (Xn = n) =
1
n2
, P (Xn = 0) = 1− 1n2 . For any ε > 0, we have
∞∑
n=1
P (|Xn − 0| ≥ ε) =
∞∑
n=1
P (Xn = n) =
∞∑
n=1
1
n2
<∞,
i.e. Xn → 0 c.c. Let X¯n = 1n
∑n
k=1Xk, n ≥ 1. In the following, we will show that X¯n 9 0 c.c.
Let n = 2k, k ≥ 2 and define k sets A1, · · · , Ak as follows:
A1 := {X2k = 2k},
A2 := {X2k = 0, X2k−1 = 2k − 1},
· · ·
Ak := {X2k = 0, · · · , Xk+2 = 0, Xk+1 = k + 1}.
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Then we have
⋃k
i=1Ai ⊂ {X¯n ≥ 12}, and thus
P
(
X¯n ≥ 1
2
)
≥
k∑
i=1
P (Ai)
=
1
(2k)2
+
(
1− 1
(2k)2
)
1
(2k − 1)2 + · · ·+
k∏
j=2
(
1− 1
(k + j)2
)
1
(k + 1)2
≥
k∏
j=2
(
1− 1
(k + j)2
) 2k∑
i=k+1
1
i2
.
Denote Ik =
∏k
j=2
(
1− 1
(k+j)2
)
. Then
Ik =
(2k + 1)(2k − 1)
(2k)2
2k(2k − 2)
(2k − 1)2 · · ·
(k + 4)(k + 2)
(k + 3)2
(k + 3)(k + 1)
(k + 2)2
=
(2k + 1)(k + 1)
2k(k + 2)
→ 1 as k →∞.
Thus there exists a large number K such that for any k ≥ K, we have Ik ≥ 12 . So, for any
n = 2k ≥ 2K, we have
P
(
X¯n ≥ 1
2
)
≥ Ik
2k∑
i=k+1
1
i2
≥ 1
2
2k∑
i=k+1
1
(2k)2
=
1
8k
.
It follows that
∞∑
n=1
P
(
X¯n ≥ 1
2
)
≥
∞∑
k=K
1
8k
=∞.
Hence X¯n 9 0 c.c.
Remark 2.2 The above example also shows the failure of the Toeplitz lemma when the mode of
convergence is “complete convergence”, taking ank = 1/n, 1 ≤ k ≤ kn = n, n ≥ 1.
The next example shows that complete convergence version of the Kronecker lemma also fails.
The basic idea comes from Linero and Rosalsky [23, Example 2.3].
Example 2.3 Let {Yn, n ≥ 1} be a sequence of independent random variables such that P (Yn =
16n−1) = 1
n2
, P (Yn = 0) = 1− 1n2 . Denote X2n−1 = Yn, X2n = −2Yn, n ≥ 1. Then for any n ≥ 1,
we have
X2n−1
22n−1
+
X2n
22n
= 0. (2.2)
By the above definitions, for any ε > 0, we have
∞∑
n=1
P (|Xn − 0| ≥ ε) ≤ 2
∞∑
n=1
1
n2
<∞,
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and thus Xn → 0 c.c. By (2.2), we know that
∑n
k=1
Xk
2k
= Xn
2n
I(n is odd). Hence
∑n
k=1
Xk
2k
→ 0
c.c.
In the following, we will show that 1
2n
∑n
k=1Xk 9 0 c.c. It’s enough to show one of its
subsequence
1
24n
4n∑
k=1
Xk 9 0 c.c. (2.3)
For any odd integer k,
Xk +Xk+1 = Xk − 2Xk = −Xk.
Thus, for any n ≥ 1,
1
22n
2n∑
k=1
Xk = − 1
22n
n∑
k=1
X2k−1.
And so (2.3) can be expressed to be
1
16n
2n∑
k=1
X2k−1 9 0 c.c. (2.4)
For k = n+ 1, · · · , 2n, we have
P (X2k−1 = 16
k−1) = P (Yk = 16
k−1) =
1
k2
, P (X2k−1 = 0) = P (Yk = 0) = 1− 1
k2
. (2.5)
Define n sets A1, · · · , An as follows:
A1 := {X2(2n)−1 = 162n−1},
A2 := {X2(2n)−1 = 0, X2(2n−1)−1 = 16(2n−1)−1},
· · ·
An := {X2(2n)−1 = 0, · · · , X2(n+2)−1 = 0, X2(n+1)−1 = 16n}.
Then
⋃n
k=1Ak ⊂ {| 116n
∑2n
k=1X2k−1 − 0| ≥ 1}, and thus
P
{∣∣∣∣∣ 116n
2n∑
k=1
X2k−1 − 0
∣∣∣∣∣ ≥ 1
}
≥
n∑
k=1
P (Ak)
=
1
(2n)2
+
(
1− 1
(2n)2
)
1
(2n− 1)2 + · · ·+
n∏
j=2
(
1− 1
(n+ j)2
)
· 1
(n+ 1)2
≥
n∏
j=2
(
1− 1
(n+ j)2
)
·
2n∑
k=n+1
1
k2
. (2.6)
By (2.6) and following the deduction in Example 2.1, we can obtain that
∞∑
n=1
P
{∣∣∣∣∣ 116n
2n∑
k=1
X2k−1 − 0
∣∣∣∣∣ ≥ 1
}
=∞,
i.e. (2.4) holds.
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2.2 Sufficient conditions
Proposition 2.4 Let {X1, X2, · · ·} be pairwise uncorrelated random variables satisfying
∞∑
n=1
V ar(Xn)
nα
<∞, (2.7)
where α > 0, then for any ε > 0,
∞∑
n=1
n1−αP
{∣∣∣∣Sn − E(Sn)n
∣∣∣∣ ≥ ε
}
<∞. (2.8)
If {X1, X2, · · ·} is a sequence of independent random variables satisfying (2.7), then for any ε > 0,
∞∑
n=1
n1−αP
{
max
1≤k≤n
|Sk − E(Sk)| ≥ nε
}
<∞. (2.9)
Proof. For any ε > 0, by Chebyshev’s inequality and (2.7), we get
∞∑
n=1
n1−αP
{∣∣∣∣Sn −E(Sn)n
∣∣∣∣ ≥ ε
}
≤
∞∑
n=1
n1−α
V ar(Sn)
(nε)2
=
1
ε2
∞∑
n=1
1
n1+α
n∑
k=1
V ar(Xk)
=
1
ε2
∞∑
k=1
V ar(Xk)
∞∑
n=k
1
n1+α
≤ M
ε2
∞∑
k=1
V ar(Xk)
kα
<∞, (2.10)
whereM is a positive constant. Hence (2.8) holds. By Kolmogorov’s inequality and the deduction
of (2.10), we get (2.9).
Remark 2.5 (i) Letting α = 1 in the above proposition, we get that if
∑∞
n=1
V ar(Xn)
n
< ∞, then
Sn−E(Sn)
n
→ 0 c.c.
(ii) By Kolmogorov’s strong law of large numbers, we know that if {X1, X2, · · ·} are indepen-
dent random variables satisfying
∑∞
n=1
V ar(Xn)
n2
< ∞, then Sn−E(Sn)
n
→ 0 a.s. By Proposition 2.4
and Baum and Katz [1, Proposition 1(b)], we know that if {X1, X2, · · ·} is a sequence of pair-
wise uncorrelated random variables satisfying
∑∞
n=1
V ar(Xn)
n2
< ∞, and |Xi| < i, ∀i ∈ N, then
Sn−E(Sn)
n
→ 0 a.s.
Corollary 2.6 Let {X1, X2, · · ·} be pairwise uncorrelated random variables satisfying∑∞
n=1
V ar(Xn)
n
<∞, and E(Xn)→ 0. Then Snn → 0 c.c.
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Proof. In this case, E(Sn)
n
=
∑n
k=1 E(Xk)
n
→ 0. Then the result follows from Proposition 2.4.
Remark 2.7 By the above corollary, we know that if {X1, X2, · · ·} is a sequence of pairwise
uncorrelated random variables satisfying that Xn → 0 c.c. (or Xn converges to 0 in probabil-
ity),
∑∞
n=1
V ar(Xn)
n
< ∞, and there exists an integrable random variable X such that |Xn| ≤
X a.s., ∀n ≥ 1. Then by the dominated convergence theorem, we have that E(Xn)→ 0 and thus
by the above corollary, the Cesa`ro sum Sn
n
of {Xn, n ≥ 1} satisfies Snn → 0 c.c.
3 Complete moment convergence
3.1 Counterexamples
In this subsection, we will construct four counterexamples to show that s-L1 convergence versions
and s∗-L2 convergence versions of the Toeplitz lemma, the Cesa`ro mean convergence theorem and
the Kronecker lemma can fail in general.
The next example shows that s-L1 convergence versions of the Cesa`ro mean convergence the-
orem and the Toeplitz lemma fail.
Example 3.1 Let {Xn, n ≥ 1} be a sequence of random variables such that P (Xn = n) =
1
n3
, P (Xn = 0) = 1− 1n3 . Then we have E[|Xn|] = 1n2 and thus
∞∑
n=1
E[|Xn|] =
∞∑
n=1
1
n2
<∞,
i.e. Xn
s-L1−→ 0.
Let X¯n =
1
n
∑n
k=1Xk, n ≥ 1. Then
E[|X¯n|] = 1
n
n∑
k=1
E[|Xk|] = 1
n
n∑
k=1
1
k2
.
Since
∑∞
k=1
1
k2
= pi
2
6
, there exists a large N such that ∀n ≥ N,∑nk=1 1k2 ≥ pi212 . Hence
∞∑
n=1
E[|X¯n|] ≥
∞∑
n=N
1
n
· pi
2
12
=∞,
and so it doesn’t hold that X¯n
s-L1−→ 0.
The next example shows that s-L1 convergence version of the Kronecker lemma fails. The
basic idea comes from Linero and Rosalsky [23, Example 2.3].
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Example 3.2 Let {Yn, n ≥ 1} be a sequence of independent random variables such that P (Yn =
n) = 1
n2(lnn)1+α
, P (Yn = 0) = 1− 1n2(lnn)1+α , α > 0. Denote X2n−1 = (2n−1)Yn, X2n = −2nYn, n ≥
1. Then for any n ≥ 1, we have
X2n−1
2n− 1 +
X2n
2n
= 0. (3.11)
By (3.11), we know that
∑n
k=1
Xk
k
= Xn
n
I(n is odd). If n = 2k − 1, then we have
E[|Xn/n|] = E[|Yk|] = 1
k(ln k)1+α
,
which implies that
∞∑
n=1
E
[∣∣∣∣∣
n∑
k=1
Xk
k
∣∣∣∣∣
]
=
∞∑
k=1
1
k(ln k)1+α
<∞,
i.e.
∑n
k=1
Xk
k
s-L1−→ 0.
In the following, we will show that 1
n
∑n
k=1Xk
s-L1
9 0. It’s enough to show one of its subsequence
1
2n
2n∑
k=1
Xk
s-L1
9 0. (3.12)
For any integer k, we have X2k−1 +X2k = −Yk. Thus (3.12) can be expressed to be
1
2n
n∑
k=1
Yk
s-L1
9 0. (3.13)
By the Fubini theorem, we have
∞∑
n=1
E
[∣∣∣∣∣ 12n
n∑
k=1
Yk
∣∣∣∣∣
]
=
∞∑
n=1
1
2n
n∑
k=1
E [Yk] =
∞∑
n=1
1
2n
n∑
k=1
1
k(ln k)1+α
=
∞∑
k=1
1
k(ln k)1+α
∞∑
n=k
1
2n
=∞.
Hence (3.13) holds.
The next example shows that s∗-L2 convergence versions of the Cesa`ro mean convergence
theorem and the Toeplitz lemma fail.
Example 3.3 Let {Xn, n ≥ 1} be a sequence of random variables such that P (Xn =
√
n) =
1
n5
, P (Xn = 0) = 1− 1n5 . Then we have E[|Xn|2] = 1n4 and thus
n∑
n=1
‖Xn‖2 =
∞∑
n=1
(
1
n4
) 1
2
=
∞∑
n=1
1
n2
<∞,
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i.e. Xn
s∗-L2−→ 0.
Let X¯n =
1
n
∑n
k=1Xk, n ≥ 1. Then
E[|X¯n|2] = 1
n2
(
n∑
k=1
E[|Xk|2] + 2
∑
1≤i<j≤n
E[XiXj ]
)
≥ 1
n2
n∑
k=1
E[|Xk|2] = 1
n2
n∑
k=1
1
k4
.
Denote c =
∑∞
k=1
1
k4
. Then c is a positive constant and there exists a large N such that ∀n ≥
N,
∑n
k=1
1
k4
≥ c
2
. It follows that
∞∑
n=1
‖X¯n‖2 ≥
∞∑
n=N
(
1
n2
· c
2
) 1
2
=
√
c
2
∞∑
n=N
1
n
=∞.
Hence it doesn’t hold that X¯n −→s∗-L2 0.
Following Examples 3.2 and 3.3, we construct the following example, which shows that s∗-L2
convergence version of the Kronecker lemma fails.
Example 3.4 Let {Yn, n ≥ 1} be a sequence of independent random variables such that P (Yn =√
n) = 1
n5
, P (Yn = 0) = 1− 1n5 . Denote X2n−1 = (2n− 1)Yn, X2n = −2nYn, n ≥ 1. Then for any
n ≥ 1, we have
X2n−1
2n− 1 +
X2n
2n
= 0. (3.14)
By (3.14), we know that
∑n
k=1
Xk
k
= Xn
n
I(n is odd). If n = 2k − 1, then we have
‖Xn/n‖2 = ‖Yk‖2 = 1
k2
.
Hence
∞∑
n=1
∥∥∥∥∥
n∑
k=1
Xk
k
∥∥∥∥∥
2
=
∞∑
k=1
‖Yk‖2 =
∞∑
k=1
1
k2
<∞,
i.e.
∑n
k=1
Xk
k
s∗-L2−→ 0.
In the following, we will show that 1
n
∑n
k=1Xk
s∗-L2
9 0. It’s enough to show one of its subsequence
1
2n
2n∑
k=1
Xk
s∗-L2
9 0. (3.15)
For any integer k, we have X2k−1 +X2k = −Yk. Thus (3.15) can be expressed to be
1
2n
n∑
k=1
Yk
s∗-L2
9 0. (3.16)
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Denote c =
∑∞
k=1
1
k4
. Then 0 < c < ∞, and there exists N such that for any n ≥ N , we have∑n
k=1
1
k4
≥ c
2
. Hence we have
∞∑
n=1
∥∥∥∥∥ 12n
n∑
k=1
Yk
∥∥∥∥∥
2
=
∞∑
n=1
1
2n
(
n∑
k=1
E[Y 2k ] + 2
∑
1≤i<j≤n
E[YiYj ]
)1/2
≥
∞∑
n=1
1
2n
(
n∑
k=1
E[Y 2k ]
)1/2
=
∞∑
n=1
1
2n
(
n∑
k=1
1
k4
)1/2
≥
∞∑
n=N
1
2n
(
n∑
k=1
1
k4
)1/2
≥
∞∑
n=N
1
2n
√
c
2
=∞.
Hence (3.16) holds.
3.2 Sufficient conditions
By Example 3.1, we know that, if
∑∞
n=1E[|Xn|p] <∞, then we don’t have
∑∞
n=1E[|Sn/n|p] <∞
necessarily. In general, we have the following result.
Proposition 3.5 Suppose that 1 ≤ p <∞ and ∑∞n=1E[|Xn|p] <∞, then ∀ε > 0, we have
∞∑
n=1
1
(lnn)1+ε
E [|Sn/n|p] <∞.
Proof. By the convexity of the function f(x) = |x|p, we have
∞∑
n=1
1
(lnn)1+ε
E [|Sn/n|p] ≤
∞∑
n=1
1
n(lnn)1+ε
(
n∑
k=1
E[|Xk|p]
)
≤
(
∞∑
k=1
E[|Xk|p]
)
∞∑
n=1
1
n(lnn)1+ε
<∞.
Proposition 3.6 Let {X1, X2, · · ·} be pairwise uncorrelated random variables satisfying∑∞
n=1 V ar(Xn) <∞, then for any 1 < q ≤ 2, we have
∞∑
n=1
E
[∣∣∣∣Sn −E(Sn)n
∣∣∣∣
q]
<∞,
in particular, Sn−E(Sn)
n
→ 0 c.c.
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Proof. By the assumptions, we have
∞∑
n=1
E
[∣∣∣∣Sn − E(Sn)n
∣∣∣∣
q]
=
∞∑
n=1
(∥∥∥∥Sn − E(Sn)n
∥∥∥∥
q
)q
≤
∞∑
n=1
(∥∥∥∥Sn − E(Sn)n
∥∥∥∥
2
)q
=
∞∑
n=1
1
nq
(
n∑
i=1
V ar(Xi)
)q/2
≤
∞∑
n=1
1
nq
(
∞∑
i=1
V ar(Xi)
)q/2
<∞.
By Example 3.3, we know that, if
∑∞
n=1 ‖Xn‖p < ∞, then we don’t have
∑∞
n= ‖Snn ‖p < ∞
necessarily. In general, we have the following two propositions.
Proposition 3.7 Suppose that 1 ≤ p <∞ and ∑∞n=1 ‖Xn‖p <∞, then ∀ε > 0, we have
∞∑
n=1
1
(lnn)1+ε
‖Sn/n‖p <∞. (3.17)
Proof. By Minkowski’s inequality and the definition of the norm ‖ · ‖p, we have that
‖Sn/n‖p ≤
1
n
(
n∑
k=1
‖Xk‖p).
Then we can prove (3.17) by following the proof of Proposition 3.5.
Proposition 3.8 Suppose that 1 < p < ∞ and ∑∞n=1 ‖Xn‖p < ∞, then for any 1 < q ≤ p, we
have
∞∑
n=1
E[|Sn/n|q] <∞,
in particular, Sn/n→ 0 c.c.
Proof. By the fact that ‖ · ‖q ≤ ‖ · ‖p, Minkowski’s inequality and the assumption, we have
∞∑
n=1
E[|Sn/n|q] =
∞∑
n=1
(‖Sn/n‖q)q ≤
∞∑
n=1
(‖Sn/n‖p)q
≤
∞∑
n=1
(∑n
k=1 ‖Xk‖p
n
)q
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=∞∑
n=1
1
nq
(
n∑
k=1
‖Xk‖p
)q
≤
(
∞∑
k=1
‖Xk‖p
)q ∞∑
n=1
1
nq
<∞.
Proposition 3.9 Suppose that
∑∞
n=1 ‖Xn‖∞ <∞. Then
(i) for any ε > 0, we have
∞∑
n=1
1
(lnn)1+ε
‖Sn/n‖∞ <∞; (3.18)
(ii) for any 1 < q <∞, we have
∞∑
n=1
E[|Sn/n|q] <∞,
in particular, Sn/n→ 0 c.c.
Proof. (i) By the definition of the norm ‖ · ‖∞, we have that
‖Sn/n‖∞ ≤ 1
n
(
n∑
k=1
‖Xk‖∞
)
.
Then we can prove (3.18) by following the proof of Proposition 3.5.
(ii) It’s a direct consequence of Proposition 3.8 by noting that for any 1 < p < ∞ and any
random variable X , ‖X‖p ≤ ‖X‖∞.
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