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Les objectifs de ce travail de recherche sont: 
1) L'étude des principales composantes du moteur synchrone auto-
piloté (le moteur synchrone, la source de courant et le capteur 
de position et de vitesse), 
2) la mod~liBation d'un moteur synchrone autopiloté alimenté en 
courant, 
3) la simulation d'un moteur synchrone autopiloté en boucle fer-
mée avec: 
- un contrôleur proportionnel et intégral, 
- un contrôleur par retour d'état, 
- la loi polynômiale. 
La simulation sera élaborée avec des courants sinusoïdaux et des 
courants non sinusoïdaux. 
Au chapitre 1, on a formulé les équations d'état relatives 
à une alimentation en courant d'un moteur synchrone à pôles sail-
lants et électro-aimant. Ces équations d'état qui représentent 
le modèle non linéaire du moteur synchrone sont utilisées par la 
suite pour fin de contrôle de vitesse du moteur. Dans ce même 
chapitre, un montage redresseur-onduleur de courant est étudié 
(les remèdes associés aux limitations de ce montage sont discutés) 
et une nouvelle stratégie d'allumage des thyristors de l'onduleur 
est exposée. Cette nouvelle stratégie de commande des thyristors 
de l'onduleur améliore d'une façon significative le temps de ré-
ponse de la source de courant. Le fonctionnement du capteur de 
position et de vitesse ainsi que les signaux de commande qu'il 
génère sont étudiés vers la fin du chapitre 1. Un modèle de 
l'ensemble convertisseur-moteur-capteur ainsi qu'un algorithme de 
calcul sont développés à la fin du chapitre 1. Le chapitre 2 est 
réservé à l'aspect commande de vitesse d'un moteur synchrone au-
topiloté alimenté en courant: dans ce chapitre le contrôleur pro-
portionnel et intégral (PI) ainsi que la commande par retour 
d'état sont étudiés. Pour cela un modèle d-q du moteur est déve-
loppé et une linéarisation des équations d'état est effectuée. 
Les constantes Kp et Ki du contrôleur PI sont calculées à l'aide 
du modèle d-q du moteur. Par la suite le contrôleur PI est adapté 
au modèle non linéaire du moteur (modèle utilisant les variables 
de phase). 
En ce qui a trait à la commande par retour d'état, une pro-
cédure de calcul systématique de la matrice de réaction d'état 
est développée pour un système d'ordre n. Les équations d'état 
relatives à cette commande sont développées avec et sans observa-
teur d'état. ~galement, lors de la conception des observateurs 
d'état, des algorithmes de reconstitution rapide du vecteur 
d'état sont développés. Ces algorithmes utilisent des techniques 
de séparation des variables d'état. Vers la fin du chapitre 2, 
une nouvelle façon de commander la vitesse du moteur synchrone 
est développée. Cette nouvelle stratégie de commande qu'on a ap-
pelé commande polynômiale (PL) est basée sur l'équation mécanique 
en régime permanent et est développée directement à partir du mo-
dèle non linéaire du moteur. Des algorithmes de calcul utilisant 
la commande PL avec des courants commandés par le redresseur et 
des courants commandés par l'onduleur sont développés à la fin du 
chapitre 2. Les résultats des simulations avec des courants si-
nusoïdaux et des courants non sinusoïdaux sont rapportés au cha-
pitre 3. Ces résultats des simulations couvrent les trois stra-
tégies de commande énoncées ci-dessus. Les performances de ces 
lois de commande sont discutées au chapitre 4. 
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INTRODUCTION 
Avant l'avènement des convertisseurs électroniques de puis-
sance et du souci d'économiser l'énergie, les moteurs à courant 
continu furent préférés dans les entraînements à vitesse variable 
en raison de la facilité du réglage de leur vitesse sur une 
grande étendue. Lorsqu'on avait besoin d'une vitesse quasi-
constante, on choisissait un moteur à induction à cause de son 
moindre coût. Et si on désirait une vitesse rigoureusement 
constante, on choisissait un moteur synchrone qui par définition 
donne une vitesse unique en régime permanent. 
Maintenant avec les convertisseurs électroniques de puis-
sance existants, il est possible de faire varier autant la vites-
se d'un moteur à courant alternatif que celle d'un moteur à cou-
rant continu. De plus, en se servant des techniques d'asservis-
sement, il est possible de réguler avec précision la vitesse 
des machines rotatives, si bien que maintenant, le choix d'un mo-
teur repose surtout sur le coût global d'un système d'entraînement 
et de ses performances. Pour les applications à basse et moyenne 
puissance, on utilise dans la plupart des cas, des moteurs d'induc-
tion à cage alimentés par onduleurs à fréquence variable. A puis-
sance élevée, les moteurs synchrones autopilotés alimentés par 
convertisseurs statiques sont utilisés dans les entraînements à 
vitesse variable. 
La gamme de puissance des moteurs synchrones autopilotés 
va de quelques kW avec les moteurs à aimant jusqu'à 29 MW et plus 
avec les moteurs synchrones conventionnels ou homopolaires. La 
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gamme de vitesse dépend de la puissance du moteur , allant de 3600 
à 4000 tr/mn pour une puissance de quelques dizaines de MW et peut 
atteindre les 20000 tr/mn pour une puissance de lMW. 
Dû à ses avantages dans les entraînements à vitesse varia-
ble , le moteur synchrone autopiloté a gagné l'attention des cher-
cheurs durant ces dernières années. On a alors développé des 
modèles différents pour étudier et analyser le comportement du 
moteur synchrone autopiloté. 
Avec l ' avènement des micro-ordinateurs , on est en mesure , 
à l'aide d'algorithmes de simulation, d ' étudier et d ' analyser le 
comportement du moteur synchrone autopiloté en régime transitoire 
et en régime permanent , de plus on peut prévoir les pe~formances 
de celui-ci sous différentes contraintes d'alimentation ou de 
charge , ce qui nous permet de modifier , si nécessaire , l ' architec-
ture du moteur et/ou du convertisseur pour répondre à des cri-
tères de fonctionnement et de performances préétablis . 
OBJECTIFS DE L'OUVRAGE: 
Étude des principales composantes du moteur synchrone autopiloté 
(le moteur synchrone , le montage redresseur/onduleur , le cap-
teur de position et de vitesse) , 
- modélisation d'un moteur synchrone autopiloté alimenté en 
courant , 
- Établissement d ' une loi de commande pour commander la vitesse 
d ' un moteur synchrone autopiloté , 
- simulation d'un moteur synchrone autopiloté en boucle fermée 
avec des courants sinus oïdaux et des courants non sinusoïdaux. 

1) Moteur synchrone autopiloté alimenté en courant 
Un moteur synchrone autopiloté est un moteur synchrone 
(à pôles lisses ou à pôles saillants, avec ou sans enroulements 
amortisseurs, à aimant permanent ou à électro-aimant) alimenté 
par des tensions ou des courants de pulsation correspondant ins-
tantanément à la vitesse angulaire électrique du rotor et dont 
l'angle de puissance est maintenu constant autant en régime tran-
sitoire qu'en régime établi. 
Les tensions ou les courants alimentant le moteur sont 
généralement générés par un onduleur de tension ou de courant ou 
par un cycloconvertisseur. La commande du convertisseur procède 
le plus souvent de la mesure de la vitesse ainsi que de la mesure 
de la position du rotor à l'aide d'un capteur de position. A la 
figure 1. 1, on représente schématiquement le principe du moteur 
synchrone autopiloté. 
Le moteur synchrone autopiloté présente deux avantages 
très importants, soient: 
- il demeure toujours en synchronisme autant en régime tran-
sitoire qu'en régime établi. 
- il peut démarrer seul même sans amortisseur. 
De plus, l'ensemble convertisseur statique-moteur à courant alter-
natif, n'ayant pas les contraintes du collecteur mécanique (limi-
tation en courant et en vitesse périphérique), peut atteindre des 
performances allant au-delà des limites des moteurs à courant 
continu. 
Al i..,entation 
Figure 1. 1: 
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Principe du moteur synchrone autopiloté. 
1. 1) Moteur synchrone à pôles saillants 
Le moteur synchrone à pôles saillants est composé essen-
tiellement de deux armatures ferromagnétiques: l'une est fixe 
(stator) et l'autre mobile (rotor), d'un entrefer et de deux cir-
cuits électriques: un circuit inducteur et un circuit induit. Le 
circuit électrique inducteur, dans les moteurs de faible puis-
sance, peut être remplacé par un aimant permanent. 
L'inducteur crée un flux dans le circuit magnétique (formé 
des deux armatures et de l'entrefer) et il apparaît dans l'induit 
des f.e.m en charge. Il circule dans l'induit des courants qui 
créent à leur tour un flux magnétique qui se superpose au flux 
inducteur: c'est la réaction d'induit. Le flux résultant en 
charge est différent du flux inducteur obtenu à vide. Les ten-
sions induites dans les enroulements sont alors fonctions du flux 
magnétique résultant. 
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1. 1. 1) Modélisation du moteur: formulation des équations 
d'ét·at d'un aoteur alimenté en courant 
Pour âtre le plus général possible, on visera la formula-
tion des équations d'état d'un moteur synchrone triphasé à pales 
saillants avec amortisseurs et électro-aimant en utilisant les 
variables de phase. 
D'après la théorie des machines électriques, les équations 
de flux, de tension et du couple électromagnétique sont données 
par: 
[ flux] = [ L ] • [ 11 
[v] = [R]e[i] + [L]ed[i]/dt + wre(G]e[i] 
Tém = pe(i]T·(G]·(i]/2 
(P: nombre de paires de pôles) 
avec 
fluXA i A vA 
[flux] fluxB [ i ] ~B [v] vB = fluxe = le = ve 
fluxf if vf 
fluxKD i KD vKD fluxKQ i KQ vKQ 
vKD = vKQ = " 
Rs 
" " " " " 
" 
Rs 
" " " " 
" " 
Rs 
" " " lR] = 
" " " 
Rf 
" " 
" " " " 
RKD " 
" " " " " 
RKQ 
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La matrice des inductances est donnée par: 
avec 
fL) = [fLss ) 
fL rs ) 
Is + L1 + L2'Cos29r -L1/2 + L2'Cos(28r-21/3) Ë ILssJ = -L1/2 + L2'Cos(29r-21/3) Is + L1 + L2'Cos(28r+21/3) -L1/2 + 12'Cos(29r+21/3) -L1/2 + L2'Cos29r 
L3·Cos9r 
-L1/2 + L2'Cos(28r+21/3) -J 
-L1/2 + L2'Cos29r 
Is + LI + L2'Cos(29r-21/3) 
fLsr ) = Mo·Cos(9r-2Tt/3) 
IHo.coser L3·Cos(9r-2Tt/3) -L4·Sin(9r-2Tt/3) -L4·Siner !lJ 
Mo·Cos(9r+2Tt/3) L3·Cos(9r+2Tt/3) -L4·Sin(9r+2Tt/3) 
fLrsJ = fL sr ) T 
[Lf L LJ [Lrr) = ~f,KD Lf,KD gKD 
La matrice [G) est la dérivée partielle par rapport à 9r de la 
matrice des inductances fL): 
f G) = 
avec 
[
fGSSJ 
[G
rs ) 
ffi
in29r Sin(29r-2Tt/3) Sin(29r+2Tt/3~ 
= -2-L2- Sin(29r-2Tt/3) Sin(29r+2Tt/3) Sin29r 
Sin(29r+2Tt/3) Sln29r Sln(29r-2Tt/3) 
IHo.Sine! 
= - Mo-Sin(9r-2Tt/3) 
Mo-Sln(9r+2Tt/3) 
L3·S1n9r 
L3-S1n(9r-2Tt/3) 
L3-Sin(9r+2Tt/3) 
L4 ·Cos9r !lJ L4-Cos(9r-2Tt/3) 
L4-Cos(9r+2Tt/3) 
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Le couple électromagnétique est donné par: 
Tém = -P-{ L2-{iA2-Sin29r + iB2-Sin(29r+2~/3) + ic2-Sin(29r-2~/3) 
+ 2iAiB-Sin(29r-2~/3) + 2iBi c -Sin29r + 2iAic-Sin(29r+2~/3)} 
+ (Mo-if + L3-iKO )-{iA-Sln9r + iB-Sln(9r-2~/3) + ic-Sin(9r+2~/3)} 
+ L4-iKQ)-{iA-Cos9r + iB-cos(9r-2~/3) + ic-Cos(9r+2~/3)} 
Les équations de la machine peuvent s'exprimer sous forme matri-
cielle comme suit: 
[v 1 = [R1-[11 + d[flux1/dt (l. 1 ) 
[flux1 = [Ll-[l1 (l. 2) 
(P/2)-[i1 T-[G]-[i] 
J dW r 0 Tém = = p-ar- + p-wr + Tméc (l. 3 ) 
9r = dwr/dt (l. 4) 
(P: nombre de paires de pôles) 
Et si l'on pose i A, i B, iC et vf connus, on peut déterminer les 
courants au rotor (if' i KO ' i KQ ) et les tensions au stator (vA' 
vB' vC) en utilisant la procédure suivante: 
on pose 
[v] = [[vs ]T [v ]T 1T r 
[i] = [[is]T [i ]T]T r 
[flux] = [[flUXs]T [flux 1T]T r 
[R] = [:s1 [R:]] 
[L] [[Lss 1 [Lsr] ] = [Lrs ] [Lrr 1 
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Les relations (1. 1) et (1. 2) peuvent être partitionn'es comme 
suit: 
= 
= 
[Rs1-[is1 + ~-[flUXs1 
d [Rr 1-[i r 1 + QF-[fluxr 1 
Le système d"quations à r'soudre est le suivant: 
d[fluxr 1/dt = [vr 1 - [Rr 1-[i r 1 
dwr/dt = (P/J)-{T'm - Tméc - (D/P)-Wr } 
der/dt = wr 
(1. 5) 
(1. 6) 
(1. 7) 
(1. 8) 
L'int'gration des relations (1. 8) nous donne la valeur de flux au 
rotor: [fluxr 1. De la relation (1. 7), on a: 
[fluxr 1 = [Lrs 1-[is 1 + [Lrr 1-[i r 1 
[i r 1 = [Lrr 1-1 -{[flUXr 1 - [Lrs 1-[is 1} 
(1. 9) 
(1. HJ) 
ainsi, la relation (1. 19) nous donne les courants au rotor. Avec 
[i r 1 connu, on peut, de la relation (1. 7), déduire les flux au 
stator: [fluxs 1 . 
[fluxs 1 = [Lss1-[is1 + [Lsr 1-[i r l (1. 11) 
En dérivant (1. 11) de part et d'autre, on obtient: 
d[fluxs 1/dt = d[Lss1/dt-[is1+d[Lsr1/dt-[ir)+[Lss1-d[is1/dt 
+ [Lsr ] -d [ i r ] /dt (1. 12) 
En utilisant les relations (1. 5), (1. 6), (1. 11) et (1. 12), on 
démontre que les tensions au stator sont données par: 
[vs] = [Rs]-[is1+d[Lss1/dt:[is1+d[Lsr]/dt-[ir]+[Lss]-d[is]/dt 
+ [Lsr]-[Lrr1-1{[vr1 _ [Rr 1-[i r 1 _ d[Lrs ]/dt-[i s 1 
- [Lrs)-d[is]/dt} (1. 13) 
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1. 2) Montage redresseur-onduleur de courant 
Parmi différentes configurations d'alimentation du moteur 
synchrone, nous étudierons ici l'alimentation en courant par con-
vertisseur indirect (le montage est illustré par la figure 1. 2). 
six 
Le montage 
thyristors en 
est formé de deux convertisseurs statiques à 
pont de Graëtz, reliés par un étage Intermé-
diaire à courant continu comportant une inductance de lissage. 
Dans le fonctionnement en moteur, le convertisseur côté 
réseau opère en redresseur fournissant un courant continu au con-
vertisseur côté machine (appelé commutateur) qui le co •• ute d'une 
phase à une autre du moteur. La commutation des thyristors du 
commutateur est assurée (sauf au -démarrage du moteur) par les ten-
sions du moteur qui fournit la puissance réactive nécessaire. Les 
instants de commutation sont synchronisés à la position du rotor, 
déterminée par un capteur de position. Ainsi, on obtient dans les 
phases du moteur des courants triphasés nécessaires pour dévelop-
per un couple sur l'arbre. 
Le montage est symétrique électriquement car la tension 
continue de l'étage intermédiaire peut s'inverser pour renvoyer 
l'énergie du 
récupération. 
moteur vers le réseau, permettant le freinage par 
La machine fonctionne alors comme alternateur et 
les rôles des deux convertisseurs s'inversent: le commutateur 
côté machine devient redresseur et le convertisseur côté réseau 
devient commutateur. 
z 
o 
~ 
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Figure 1. 2: "~te~r synohroneaut~pllotéallaent. en courant. 
1. 2. 1) Fonctionneaent 
Pour donner un aperÇu simplifié du principe de fonction-
nement de l'ensemble convertisseur statique-moteur synchrone, on 
pose les hypothèses simplificatrices suivantes: 
- le aoteur n'est pas en saturation, 
- les résistances sont négligeables, 
- le courant d'excitation est constant, 
- le aoteur tourne A une vitesse constante, 
- le courant continu est parfaiteaent lisse, 
- les thyristors sont des interrupteurs idéaux, 
- la force é1ectroaotrice du aoteur est sinusoida1e. 
D'après les notions fondamentales de la physique, on sait 
qu'on a besoin d'une force résultante non nulle pour déplacer ou 
mettre en mouvement un corps donné. Eh bien, l'électrotechnique 
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ne fait pas exception à cette règle: pour qu'un moteur tourne 
dans un sens ou dans l'autre, il faut solliciter son rotor à un 
couple moteur correspondant. Ce couple moteur est en principe la 
conséquence d'un champ magnétique tournant au stator. Ainsi la 
rotation du moteur est directement liée au champ magnétique tour-
nant au stator. 
Dans le cas d'un moteur synchrone autopiloté, la production 
d'un tel champ magnétique est conditionnée par la distribution 
du courant continu entre les phases du moteur. Cette distribution 
du courant est ass-urée par l'amorçage des thyristors du commuta-
teur selon une séquence correspondante au sens de rotation désiré. 
La figure 1. 3 présente le diagramme électrique du moteur 
synchrone autopiloté ainsi qu'une séquence d'allumage des thyris-
tors du commutateur produisant la rotation du moteur dans le sens 
anti-horaire. 
En régime établi, les phénomènes électriques sont périodi-
ques: ils se répètent à toutes les ~/3w secondes. Chaque période 
est composée de deux intervalles correspondants à deux modes de 
fonctionnement différents du commutateur: le mode de fonctionne-
ment en conduction et le mode de fonctionnement en commutation. 
Dans le mode de fonctionnement en conduction, seuls deux 
thyristors du commutateur sont en conduction avec un dans chaque 
groupe: groupe P (Tl, T3, T5) et groupe N (T2, T4, T6). Dans ce 
mode de fonctionnement le courant continu Id circule dans deux 
phases du moteur. Voir figure 1. 4. 
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p 1A 
T·' T3 TSr-----~----......... w 
Vd 
Figure 1. 3: (a) Diagranne électrique du moteur synchrone autopiloté. 
Tl ----1 
T2 
T3 
T4 L 
T5 r-
T6 ---, 
Figure 1. 3: (b) Séquence d'allUlDage des thyristors (sens anti-horaire). 
N 
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m 
1 ct 
Figure 1. 4: Circuit ifquivalent du IlOteur pendant l'intervalle de conduction. 
Dans le cas de la figure ci-dessus, le couple de thyristors 
(T5, T6) conduit le courant Id, supposé constant, dans les phases 
b et c du moteur. Les équations électriques sont données par: 
ia = 8, ib = -Id, ic = Id et v. = vc - vb. A la fin de l'inter-
valle de conduction, le thyristor Tl est déclenché, et si la ten-
sion à ses bornes vca (voir figure 1. 5) est positive à cet ins-
tant, il s'amorcera: c'est le début de l'intervalle de commuta-
tion. Les deux thyristors Tl et T5 du aême groupe conduisant si-
multanément, mettent en court-circuit les phases a et c du moteur 
(voir figure 1. 6), un courant i circulera alors entre ces deux 
phases de sorte que: ia = i, ib = - Id et ic = Id - i. 
D'une fa90n classique, les relations tension-courant dans 
ee mode de fonctionnement (commutation), sont données par: 
dia die dia die 
va + le = vc + le ---i dt dt 
= -
dt dt 
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,\ 
u() 
'1 
--ut 
Figure 1. 5: Les formes de courants pendant la commutation. 
soit 
dia 
2lc----- = vc - va = -vo sin(wt - a) 
dt 
Pour ia(S) = S, la résolution de la relation transcendante donne: 
Vo 
ia = -{cos(wt - B) - cosB} 
2-lc-w 
La commutation se termine lorsque simultanément, la valeur du 
courant ia atteint la valeur du courant Id et le courant ic s'an-
nule. L'angle de commutation ~ est donné par: 
w 
cos(B - ~) - cosB = 2-lc------Id 
Vo 
et la tension vue aux bornes PN du commutateur pendant la com-
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Id 
p 
Figure 1. 6: Circuit équivalent du moteur peooant l'intervalle de cOlllllutation. 
mutation de Tl à T5 est donnée par: 
va + vc 
Vm = - vb 
2 
La figure 1. 7 est une illustration des formes d'ondes de tension 
et du courant dans une phase du moteur. 
Dans les conditions de commutation naturelle, la composante 
fondamentale du courant dans une phase est en avance sur la ten-
sion de la même phase d'un angle ~ donné par: 
~ z a - 9.5).( 
La tension Vm vue aux bornes du commutateur a pour valeur moyenne 
3 3w-lc 
----Vo-cosa + -Id 
n 2-n 
- ... _._---------------.... 
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Ltt 
\ 
/ iai (f~Mnt~1 de il) 
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Id 
... 
Ltt 
Figure 1. 7: Tension et courant dans une phase ~u moteur. 
1. 2. 2) Formes d'ondes des courants à la sortie de l'onduleur 
Si la co.autation au niveau de l'onduleur est instantanée, 
les courants dans les phases du moteur auront la forae illustrée 
à la figure 1. 8. 
Cependant, comme la commutation des thyristors de l'onduleur 
n'est pas Instanta-née, les formes d'ondes -de courant diffèrent du 
cas idéal de la figure 1. 8. 
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Figure 1. 8: Forme d'onde du courant (cas id~al). 
Moteur synchrone autopiloté alimenté en courant 17 
1. 2. 3) Limitations du montage 
En ce qui a trait à la commande et à la réalisation pra-
tique, le montage redresseur-onduleur étudié dans ce chapitre se 
classe parmi les convertisseurs les plus simples, de plus, parce-
qu'il est composé d'un nombre réduit de composantes, il se révèle 
très économique. Cependant, à cause de sa structure (présence de 
l'inductance de lissage) et de son mode de fonctionnement (commu-
tation naturelle), ce montage présente principalement deux fai-
blesses: 
1) à très basses vitesses, la commutation naturelle est impos-
sible. On est donc en présence d'un problème de démarrage 
du moteur, 
2) pour réduire les ondulations du courant Id' on doit augmen-
ter la valeur de l'inductance de lissage Ld. L'a~ntation 
de la valeur de Ld engendre une croissance de la constante 
de temps électrique du montage. La réponse en courant de 
celui-ci se trouve dégradée et le système ne pourra plus 
suivre rapidement la consigne. 
1. 2. 3. 1) Démarrage du moteur 
Dans les conditions idéales de fonctionnement, l'angle de 
commutation ~ des thyristors du commutateur est indépendant de la 
vitesse du moteur, il dépend seulement du courant Id' du courant 
If et de l'angle d'amorçage a du commutateur. En pratique, il 
existe une vitesse limite, au-dessous de laquelle, la commutation 
naturelle est impossible. Cette incapacité de commuter à basses 
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vitesses est due généralement à une augmentation excessive de 
l'angle de commutation ~ des thyristors du commutateur. Ceci peut 
s'expliquer par le fait qu'à basses vitesses, les valeurs des ré-
sistances du moteur deviennent importantes devant celles des ré-
actances et les valeurs des inductances augmentent sensiblement. 
Pour un moteur donné, la vitesse limite de commutation na-
turelle varie avec l'excitation du moteur et l'angle d'amorçage B 
des thyristors du commutateur. Cette vitesse limite est d'autant 
plus faible que la valeur du courant d'excitation ou de l'angle 
d'amorçage est grande. En pratique, cette vitesse limite varie de 
5 à 19% de la vitesse nominale du moteur. Au-dessous de cette 
limite, la commutation doit être assurée par un moyen externe. 
Une des solutions possibles pour assurer le démarrage du 
moteur synchrone autopiloté est d'annuler le courant continu Id 
pendant un laps de temps chaque fois que la commutation est néces-
saire. Le courant continu peut être annulé par un thyristor 
auxiliaire qui met l'inductance en court-circuit durant l'alter-
nance négative de la tension du redresseur. Ce processus est 
rapide car le courant dans l'inductance n'est pas annulé mais 
simplement dévié dans le thyristor de roue libre. 
On représente à la figure 1. 9 le principe de la commuta-
tion forcée en utilisant un thyristor auxiliaire. La figure 1. 19 
illustre les formes d'ondes du courant dans l'inductance de lis-
sage ainsi que dans le thyristor auxiliaire Ta' 
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FiguY'e 1. 10: FCoY'mes d'Condes de courants. 
1. 2. 3. 2) 
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Réponse en courant: stratégie d'allumage des 
thyristors du commutateur 
Dans le montage redresseur-onduleur conventionnel, on fait 
varier l'amplitude du courant continu Id à la sortie de l'onduleur 
en contr8lant l'angle d'amorçage a des thyristors du redresseur. 
A cause de la présence de l'inductance de lissage ld' la 
rép:.nse du montage en courant se trouve très infllJencée. le temps 
que prend le courant Id pour changer d'une valeur à une autre est 
d'autant plus important que la valeur de l'inductance de lissage 
est grande. Il est p.:.ssible d' amél iorer la· répc.nse du mont-age en 
courant à l'aide d'une boucle de régulation de courant à gain 
élevé. Cependant un gain excessif peut entraîner des problèmes 
de contrale comme la saturation du redresseur et/ou la création 
de fortes ondulations de courant à faibles charges. 
Une façon attrayante d'améliorer la réponse du montage en 
courant est de garder Id constant dans l'inductance de lissage et 
de varier la valeur moyenne du courant à la sortie de l'onduleur. 
la variation de la valeur moyenne du courant à la sortie de l'on-
duleur est assurée par la stratégie de commande des thyristors de 
l' ondu leur. En effet, si l'on amorce simultanément deux thyris-
tors d'une m~me branche de l'onduleur pour un délai plus ou moins 
long, le courant dans la phase relative au thyristor du groupe 
pepl, P2, P3) s'annule durant cet intervalle et sa valeur moyenne 
se trc".Ive mod i fiée. Pour simplifier l'étude, on va considérer que 
la commutation des thyristors de l'onduleur est idéale. 
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On représente à la figure 1. 11. 1, la séquence d'allumage 
des thyristors de l'onduleur ainsi que les formes d'ondes des cou-
rants dans les phases du moteur pour un convertisseur conventionnel 
(redresseur-onduleur à commutation naturelle). 
-+------~--------------~------------~-------------- ~ 
(a) 
Idt i~I-d+i--------------~------,---------------,-----~------
(b) 
Figure 1. 11. 1: Montage conventionnel (commutation naturelle). 
a) Séquence d'allumage des thyristors de l'onduleur. 
b) Formes d'ondes des courants dans les phases du moteur. 
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Considérons maintenant que le courant Id dans l'inductance 
de lissage Ld est constant. Dans ce cas les thyristors sont amor-
cés de façon à produire des court-circuits des phases du moteur 
pour un temps w. En variant le temps w, la valeur moyenne des 
courants dans les phases du moteur varie (voir figure 1. 12. 2). 
Pour réaliser cette séquence d'allumage, on doit introduire des 
1
3t Tl 1:51 1::1 1 ~11 I~:I 1~31 Tl IT4 1 2 4 6 wt 
(a) 
Id [ 
ia 1 
-Id 
1 1 
,------,1 '-------II 
wt 
ibid --+-,...-t ---,.------L------J.-l ...... l'-------L--------r--.---r-
-Id~ c=== wt 
i C Id_t---.---.----.,.-------'---L---I---...L-
-
1 d '------', ,"-----" 
wt 
(b) 
Figure 1. 11. 2: Montage à commutation forcée. 
a) Séquence d'allumage des thyristors de l'onduleur. 
b) Fc.rmes d' c.ndes des courants dans les phaSE?S dtJ lOC.tet.lr. 
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signaux de commande additionnels aux instants appropriés. A la 
figure 1. 12. 3, on représente en détails le courant de la phase 
a. L'angle 1 est égal à w/3 - w et la composante fondamentale du 
courant ia est donnée par: 
i = a 
(48)~ 
on peut donc ajuster le courant ia en variant l'angle 1 ou l'in-
tervalle du temps w du court-circuit de la source de courant. 
wt 
1'1'/3 j w/3 j w/3 1 
J 1 1 
· · 
: w r-I · 1 · . : · · . wt 
;1 : 1 1 : 1 : 
1'1' 
Figure 1. 11. 3: Forme d'onde du courant dans la phase a du mo-
teur (illustration détaillée). 
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1. 3) Capteur de position et de vitesse 
Dans les entraînements à vitesses variables, la mesure de 
vitesse et de position est essentielle au contrôle du fonctionne-
ment des machines tournantes qu'il s'agit soit de surveiller, pour 
des raisons de sécurité, soit de servir à des conditions de fonc-
tionnement préétablies. En particulier, dans l'autopilotage des 
moteurs synchrones, la mesure de vitesse et la mesure de position 
du rotor sont essentielles à la commande des thyristors des commu-
tateurs. Ces mesures sont assurées à l'aide des capteurs de posi-
tion et de vitesse. Ces capteurs peuvent être de différentes 
natures (capteurs résistifs, inductifs, capacitifs, digitaux, 
optiques, etc ... ). 
1. 3. 1) Fonctionnement 
Sous sa forme la plus simple, un capteur optique comprend 
une source lumineuse, une pièce tournante: généralement un disque 
et un détecteur optique: photodiode ou phototransistor. La pièce 
en rotation est soit munie de repères réfléchissants, régulière-
ment espacés, et vers lesquels est dirigé le faisceau lumineux, 
soit associée à un disque, à secteurs alternativement opaques et 
translucides, placé entre la source et le détecteur. Le détecteur 
recevant un flux modulé par les discontinuités de réflexion ou de 
transmission, délivre un signal électrique de fréquence propor-
tionnelle à la vitesse de rotation et d'amplitude indépendante de 
cette vitesse. La gamme de vitesses mesurables dépend, d'une 
part, du nombre de discontinuités optiques (repères, fentes, 
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secteurs translucides) portées par le disque ou la pièce en 
rotation, d'autre part, de la bande passante du détecteur et des 
circuits électriques associés. Le nombre de fentes ou de discon-
tinuités sur le disque est fonction de la vitesse à mesurer. Pour 
des faibles vitesses, par exemple B.1 tr/mn, des disques à très 
grand nombre de fentes (5BB à quelques 1B 3 fentes) sont utilisés; 
pour la mesure des vitesses élevées, par exemple lBS à 1B 6 tr/mn, 
le disque peut ne comporter qu'une seule fente et c'est la fré-
quence de coupure du circuit électrique associé qui détermine la 
vitesse maximale mesurable. 
1. 3. 2) Signaux de commande 
Si l'on considère un capteur comportant un disque codé, 
possédant 256 dents sur sa circonférence et deux fentes en forme 
d'arc de 9BO chacune et qu'on place les trois premiers détecteurs 
Dl, 02 et 03 à 6Bo (12B degrés électriques) l'un par rapport à 
l'autre pour capter les passages des fentes et qu'on place le 
quatrième détecteur 04 de manière à détecter les dents de circon-
férence (voir figure 1. 12. 1), on obtient trois signaux rectangu-
laires symétriques (Sl, S2 et S3) de fréquence identique décalés 
de 12Bo l'un par rapport à l'autre, et un train d'impulsions S4 
de fréquence égale à 128 fois la fréquence du signal Sl. 
Si l'on fixe le disque codé de telle sorte que les signaux 
Sl, S2 et S3 soient synchronisés avec les forces électromotrices 
(entre phases) à vide de la machine synchrone, on peut, moyennant 
quelques opérations logiques sur Sl, S2 et S3, générer les six 
signaux nécessaires pour la commande des gâchettes des thyristors 
(Tl à T6) du commutateur. 
Sl 
S2 
S3 
S4 
(c) 
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[1--
.Jj 
(b) 
fil 
fI) 
.. 
lIo 
Figure 1. 12. 1: 
a) Disque cCld~ 
b) Capteur opto-électrique 
c) Signaux de sortie (le disque tourne dans le sens 
anti -horaire). 
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En effet, en utilisant des inverseurs et des portes "ET" 
logiques, on peut par des combinaisons appropriées des signaux 
(Sl, S2, S3) et leurs inverses (R1, R2, R3), générer six impul-
sions (G1, G2, G3, G4, G5, G6) de 1290 de largeur et déphasées de 
690 l'une par rapport à l'autre. 
On présente ci-dessous les combinaisons nécessaires pour la 
logique désirée. Les impulsions résultantes sont représentées à 
la figure 1. 12. 2. 
G1: Sl "ET" R3 G4: S3 "ET" R1 
G2: Sl "ET" R2 G5: S2 "ET" R1 
G3: S3 "ET" R2 G6: S2 "ET" R3 
1290 
G1: Sl "ET" R3 
G2: S1 "ET" R2 [ 
1290 
G3: S3 "ET R2 
1290 
G4: S3 "ET" R1 
1290 
G5: S2 "ET" R1 
1290 
G6: S2 "ET" R3 
Figure 1. 12. 2: Impulsions des gâchettes du commutateur avant 
hachage. 
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Les impulsions de la figure 1. 12. 2, si appliquées au 
transformateur * d'impulsions, risquent de le saturer, de plus, 
le fait d'appliquer une large impulsion à une gâchette d'un 
thyristor engendre des pertes ohmiques considérables. La tempé-
rature de la jonction s'élève et par conséquence la durée de vie 
du thyristor se réduit. Une façon de remédier à ce problème con-
siste à transformer ces impulsions (G1 à G6) de 1290 de largeur 
en une rafale d'impulsions. Cette transformation peut être réalisée 
par l'addition logique (porte "ET") des signaux (G1, ... , G6) à 
un signal d'une horloge de fréquence appropriée. On représente, à 
la figure 1. 12. 3, les signaux après hachage (G1_H à G6_H). 
111111111111111 1111111111 
1111111111111111 Il 
1111111111111111 G3_H 
1111111111111111 G4_H 
1111111111111111 G5_H 
11111111 1111111111111111 
Figure 1. 12. 3: Impulsions des gâchettes du commutateur après 
hachage. 
* Le transformateur d'impulsion a pour rôle: 
1: d'attaquer en courant la gâchette du thyr istor , 
2: de produire une impulsion de courant capable d'amorcer le thyristor, 
3: d'isoler galvaniquement la partie commande de la partie puissance. 
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1. 4) Modélisation de l'ensemble convertisseur-moteur-capteur 
Le mod~le de l'ensemble convertisseur-moteur-capteur est 
celui développé dans la section 1. 1. 1, sauf que dans ce cas, la 
fréqlJence du cC'ltrant d'ali.mentation est égale à la vitesse élec-
trique du rotor du moteur. En ce qui concerne la commutation, on 
en tiendra compte uniquement dans la génération de formes d'ondes 
des courants. Ici, pour faciliter le mod~le, on consid~re que la 
commutation . est instantanée et que la forme d'onde du courant 
est parfaitement rectangulaire. Les équations décrivant le fonc-
tionnement sont listées ci-dessous. 
CLJ [CLss] [Ley]] = 
CLrsJ CLrrJ 
[[GSS] [G:y] ] CG] = 
CGrs] 
dCfluxrJ/dt = CvrJ - CRrJ-CirJ 
dwr/dt = (P/J)-{Tém - Tméc - (D/J)·wr > 
dey/dt = wy 
CirJ = CL rr J-
1
-{Cflux r J - CLrsJ-CisJ} 
CfluxsJ = CLssJ-CisJ + CLsrJ-CirJ 
dCfluxsJ/dt = dCLssJ/dt-CisJ + dCLsrJ/dt-CirJ 
+ CLssJ-d[isJ/dt + [LsrJ-dCirJ/dt 
Tém = P-CiJ T ·CGJ-CiJ/2 
(1. 14) 
(1. 15) 
(1. 16) 
(1. 17) 
(1. 18) 
(1. 19) 
(1. 20) 
(1. 21) 
(1. 22) 
CYs] = CRsJ-CisJ+dCLssJ/dt-Cis]+dCLsr]/dt-CirJ+CLss]-dCis]/dt 
-1 + CLsrJ·CLrrJ {CYr] - CRr]-Ci r ] - dCLrsJ/dt-CisJ 
- CL J·dCi J/dt} rs s (1. 23) 
(P: ronbre de paires de pôles; p: la dérivée par rapport au temps d/dt) 
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1. 4. 1) Algorithme de calcul 
Début 
1 
Lire les paramètres du moteur: P, D, Tméc, [R] 
et [L] , 
Lire les conditions initiales: [11, [v] , wr ' Sr 
et le pas d'intégration. 
>1 
Calculer [fluxr ], wr et Sr: équations ( 1 . 16), 
( 1 . 17) et ( 1 . 18) 
1 
Calculer [L] , [G] et [ i r ] : équations ( 1. 14), 
( 1 . 15) et ( 1 . 19) 
1 
Calculer Tém: équation (1. 22) 
1 
Calculer [vs] : équation ( 1 . 23) 
1 
<t ~ tmax> -1Afficher les résultats ~ Fin 
Changer la phase du courant pour l'utiliser dans la 
nouvelle itération 

2) Commande de vitesse d'un moteur synchrone autopilot' aliment' 
en courant 
En ce qui a trait au contrôle de vitesse des moteurs 'lec-
triques, la litt'rature s'avère très riche, on y trouve des algo-
rithmes de contrôle variant des plus simples tels que le contrô-
leur proportionnel, proportionnel-intégral (PI) et proportionnel-
int'gral-dérivatif (PID) aux plus laborieux tels que l'assigna-
tion et/ou la compensation des pôles et des zéros (compensation 
par retour d'état), l'imposition d'une trajectoire de fonction-
neme~t (mode de glissement) et l'utilisation des techniques d'ob-
servation et de reconstitution des variables inaccessibles ou 
fortement bruitées (observateurs, contrôleur ARHA, ARHAX, ... ). 
Pour le contrôle de vitesse des moteurs synchrones auto-
pilotés alimentés en courant, les publications ne sont pas aussi 
versatiles, on s'est plutôt intéress' à l'aspect 'lectronique du 
convertisseur et non pas aux algorithmes de commande eux-mêmes. En 
fait, il est possible d'adapter n'importe quelle loi de commande 
existante à l'autopilotage des moteurs synchrones pourvu que le 
rapport qualité/prix de l'ensemble système-commande soit raison-
nable. Dans ce chapitre, on étudiera trois lois de commande dif-
férentes soient: 
* La commande proportionnelle et intégrale, Où l'on développera 
un modèle linéaire invariant, on calculera les constantes Kp et Ki 
du contrôleur et on adoptera le contrôleur proportionnel et inté-
gral aux équations non linéaires utilisant les variables de phase. 
* La commande par retour d'état avec et sans observateur d'état. 
* La commande polynômiale avec commande du courant par le redres-
seur et commande du courant par l'onduleur. 
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2. 1) Commande proportionnelle et intégrale (PI) 
La commande proportionnelle et intégrale est une commande 
très répandue dans le contrôle des systèmes. C'est une commande 
simple à étudier, facile à développer et qui ne coûte pas chère à 
implanter. Dans la plupart des applications industrielles, la 
commande PI constitue un compromis entre le coût total du système 
global et la performance désirée de celui-ci. L'ennui avec la 
commande PI c'est qu'elle se limite aux systèmes linéaires inva-
riants dans le temps: l'application de la commande PI avec des 
systèmes non linéaires variants exige les techniques de modélisa-
tion qui sont précisées dans ce qui suit. 
L'application de la commande PI au moteur synchrone auto-
piloté implique la transformation du modèle du moteur utilisant 
les variables de phases à un modèle invariant dans le temps, 
cette transformation est réalisée par le choix d'un référentiel 
mobile fixé au rotor. La théorie relative à cette transformation 
est présentée à la section (2.1.1) où l'on développera le modèle 
d-q. Le modèle d-q est ensuite linéarisé autour d'un point 
d'opération (section (2. 1. 2». A la section (2. 1. 3), on cal-
culera les constantes Kp et Ki du contrôleur de sorte que le sys-
tème en boucle fermée soit stable et soit caractérisé par une 
réponse indicielle prédéfinie. 
A la section (2. 1. 4), on adaptera le contrôleur PI dont 
la constante de proportionnalité Kp et la constante d'intégration 
Ki ont été calculées à la section (2. 1. 3) au modèle utilisant 
les variables de phases. 
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2. 1. 1) Hod~le d-q du moteur 
Pour simplifier l'étude et le contrôle des systèmes non 
linéaires variants, plusieurs méthodes ont été proposées dans la 
littérature. Parmi ces méthodes, il y a celles qui visent la 
linéarisation des équations du système autour d'un point d'opéra-
tion prédéfini; d'autres utilisent des transformations de rep~re 
et/ou des changements de variables. La linéarisation des équations 
d'état d'un système variant ne simplifie pas d'une façon substan-
tielle le mod~le du syst~me pour fin d'étude ou de contrôle: la 
dépendance des paramètres du syst~me par rapport au temps ne peut 
être éliminée par une simple linéarisation. 
Pour certains syst~mes variants dans le temps, un changement 
judicieux de repère d'observation peut enlever toute dépendance 
des paramètres du système par rapport au temps. 
En ce qui a trait aux machines électriques, Park a proposé 
une transformation linéaire pour transformer les grandeurs stato-
riques bipolaires (courants, tensions et flux) à des grandeurs 
liées à un repère orthogonal d-q avec un référentiel tournant fixé 
au rotor (voir figure 2.1). Dans le cas d'une transformation des 
courants statoriques, la transformation de Park s'exprime comme 
suit: 
cos9r 
- sin9r 
1/(2)~ 
2~/3) cos(9r + 2~/3) 
-sin(9r 2~/3) -sin(9r + 2~/3) • i B 
1/(2)~ 1/(2)~ ic 
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Figure 2. 1: Représentation bipolaire et modèle d-q du moteur. 
Les courants rotoriques sont donnés par: 
[~g] = [ 
Par conséquent, on peut écrire 
avec 
et 
[il) = [C)-[ll 
[1') = [id ig io if iD 10)T 
[il = [iA i B ic if i KD iKO)T 
d 
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coser cos(er-2~/3) 
-siner -sin(er-2~/3) 1i 
[Cl = [~. ~(2)1I 1/:2)11 
t dé t [Cl -1 On peu mon rer que = 
cos(er+2~3) 
-sin(er+2~/3) 
1/(2)1i 
" 9 
" 
" 
" 
9 
" 
" (1.5)1i 9 
9 9 (1.5)1i 
ce qui facilitera beau-
coup la suite des calculs. 
Comme on l'a présent~ au chapitre 1, la matrice des résis-
tances associées à la machine réelle est donnée par: 
Rs 9 9 9 9 9 
9 Rs 9 9 
" " 
" " 
Rs 
" " " [Rl = 9 9 
" 
Rf 
" 
9 
" 
9 9 9 RKO 9 9 9 9 9 9 RRa 
La matrice des inductances est donnée par: 
avec 
Is • L1 + L2'co5l8r -L1/2 • L2'cos(l8r-21/3) -Ll/2 + Ll·cos(28r+21/3) 
lL55 1: -Ll/2. L2'cos(2Ir-21/l) 15 + LI + L2'cos(28r+21/l) -Ll/2 + L2'cos28r 
-Ll/2 + ll'co5(28r+21/l) -L1/2. L2'cosler 15 + LI • L2'c05(l8r-21/3) 
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Mo-cos8r L3-cos8r -L4-sin8r 
[Lsr ] = Mo-cos(8r-2~/3) L3-cos(8r-2~/3) -L4-sin(8r-2~/3) 
Mo-cos(8r+2~/3) L3-cos(8r+2~/3) -L4-sin(8r+2~/3) 
La matrice [G] est la dérivée partielle par rapport à 8r de la 
matrice des inductances [L], elle est donnée par: 
avec 
[
[Gss ] [G] = 
[Grs ] 
sln28r sln(28r-2~/3) sln(28r+2~/3) 
[Gss ] = -2-L2- sin(28r-2~/3) sin(28r+2~/3) sin28r 
sin(28r+2~/3) sln28r sin(28r-2~/3) 
Mo·sin8r L3·sin8r L4·cos8r 
[Gsr ] = - Mo·sin(8r-2~/3) L3·sin(8r-2~/3) L4·cos(8r-2~/3) 
Mo·sin(8r+2~/3) L3·sin(8r+2~/3) L4·cos(8r+2~/3) 
avec 
Lad: 
Laq: 
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Dans le repère orthogonal d-q, on obtient 
[R'] = [C]e[R]e[C]T = [R], 
Ld 9 9 "df 
9 Lq 9 9 
[C]e[L]e[C]T 9 9 15 9 [L' ] = = 
"df 9 9 Lf 
MdD 9 9 MfD 
9 
"qO 9 9 
LD = LKD , 
LQ = LKQ , 
"fD= Lf,KD' 
"df= (1.5)~eMo' 
"dD= (1.5)~eL3' 
"gO= (1.5)~eL4' 
Ld = 15 + 1.5 e (L1 + L2 ) = 15 + Lad' 
Lq = 15 + 1.5-(L1 - L2 ) = 1s + Lag , 
"dD 
9 
9 
MfD 
LD 
9 
inductance cyclique de magnétisation d'axe direct, 
9 
"gO 
9 
9 
9 
LO 
inductance cyclique de magnétisation d'axe en quadrature. 
Et la matrice [G' ] est donnée par: 
9 -L q 9 9 9 -MgO 
Ld 9 9 ~f ~D 9 
[Cl e {_[C]T} e [L' ] 9 9 9 9 9 9 [G' ] = = 
Sr 9 9 9 9 9 9 
9 9 9 9 9 9 
9 9 9 9 9 9 
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Oans le repère d-q, les équations des flux, des tensions et 
du couple électromagnétique sont données par: 
1) éQuations des flux 
[flux'] = [L')"[i') 
f1uxd = Ld "id + "df"i f + "dO "1 0 
flux q = Lq"lq + "qo "la 
flux o = 15 "1 0 
fluxf = Lf"i f + "df" id + "fO"i O 
fluxO = LO"io + "dO" id + "fo"i f 
fluxa = LO"iO + "qO" iq 
2 ) éQuations des tensions 
[v' ) = [R')"[i') + [L' )"d [i' ]/dt + 
= [R')"[i') + d[flux' )/dt 
Vd = Rs"id + dfluxd/dt - wr"fluxq 
vq = Rs"iq + dfluxq/dt + wr"fluXd 
Vo = Rs"io + dfluxo/dt 
vf = Rf"i f + dfluxf/dt 
Vo = RO"iO + dfluxo/dt 
va = RO"iO + dfluxO/dt 
3 ) éQuation du couple électromagnétiQue 
Tém = P·[i,]T·[G')·[i') 
W"[G')"[i') r 
(2. 1) 
(2. 2) 
( 2. 3) 
(2. 4) 
(2. 5) 
(2. 6) 
( 2. 7) 
(2. 8) 
(2. 9) 
(2. 10) 
( 2. 11) 
(2. 12) 
(2. 13) 
(2. 14) 
Pour établir les équations d'état relatives à une alimenta-
tion en courant, on procède comme dans le chapitre 1. On peut, 
d'après les relations (2. 5), (2. 6) et (2. 7), établir les ex-
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pressions suivantes: 
(2. 17) 
En introduisant (2. 15) dans (2. 12), (2. 16) dans (2. 13) 
et (2. 17) dans (2. 14), on obtient les relations suivantes: 
dfluXf/dt = Af"fluXf + Bf"fluxo + Cf"id + vf ( 2 . 18) 
dfluxo/dt = AO"fluXf + Bo"fluxo + Co "id + V o ( 2 . 19) 
dfluxO/dt = AO"fluxO + BO" iq + Vo ( 2 . 29) 
avec 
Af 
-Rf"LO 
AO 
RO"M fO 
= 2' = 2' Lf"LO - Mf 0 Lf"LO - Mf 0 
Bf 
Rf"MfO 
BO 
-RO"Lf 
= 2' = 2' Lf"LO - Mf 0 Lf"LO - Mf 0 
Rf" [Mdf "LO - MfO"MdO ] RO"[MdO"Lf - MfO"Mdf ] 
Cf = 2 , Co = 2 Lf"LO - Mf 0 Lf"LO - Mf 0 
En considérant les expressions des courants rotoriques, (voir 
relations (2. 15), (2.16) et (2. 17», on peut démontrer que 
Tém = Aw"fluXf"iq + Bw"f1uXd"iq + Cw"fluxO"id 1 
+ °w"id"iq 
(2. 21) 
, 
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Aw 
po[MdfoLO - MfOoMdO] 
Bw 
po [MdO oL f 
= = 2 , LfoLO - Mf 0 LfoLO 
Cw = -poMqQ/LQ 
et 
Dw = P.[Ld-Lq + 
MqO 
2 2 
+ 
2oMdf-MfO-MdO - HdO -L f 
La Lf-LO -
L'équation mécanique est donnée par: 
dwr/dt = (P/J)-{Tém - Tméc - (O/P).wr } 
de (2. 21) et (2. 22), on obtient 
MfD 
2 
- MfOoHdf] 
2 , 
- Mf 0 
- Hdf2 'LD]. 
(2. 22) 
= (P/J)-{Aw-fluXf-iq + Bw-fluXd-iq -
+ Cw-fluxO-id + Dw-id-iq - (D/P)-wr } 
Tméc 1 (2. 23) 
et celle de la position du rotor du moteur par: 
(2. 24) 
Si on considère un régime de fonctionnement équilibré tel 
que 
i A = l -cos(w -t + ex) , m r 
i B = l -cos(w -t m r + ex - 2-lt/3), 
et ic = l -cos (w -t + ex + 2-lt/3), m r 
on obtient, en vertu de la transformation de Park, les expres-
sions de id et de iq suivantes: 
id = (1.5)~-Im-COS(<5 ex) ( 2 . 25) 
iq = -(1.5)~-Im-sin(<5 - ex) ( 2 . 26) 
avec 
<5 = 9r - wr-t. 
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En introduisant les relations (2. 25) et (2. 26) dans les 
relations (2. 18), (2. 19), (2. 29) et (2. 23), on obtient, en 
considérant Vo = Vo = 9, les équations d'état suivantes: 
et 
dfluXf/dt = Afofluxf + Bfofluxo 
+ (1.5)~oCf·cos(~ - «)oI m + vf' 
dfluxO/dt = Aoofluxf + Boofluxo 
+ (1.5)~oCo°cOS(~ - «)oI m, 
dwr/dt = - (1.5)~oAwosin(~ - «)ofluxfolmoP/J 
- (1.5)~oBwosin(~ - «)ofluxOolmoP/J 
+ (1.5)~oCwocos(~ - «)ofluxoolmoP/J 
- 9.75oowosin(2~ - 2«)oflUXoolm2op/J 
- Oowr/J - poTméc/J, 
Si on pose 
et 
(2. 27) 
(2. 28) 
(2. 39) 
(2. 31) 
(2. 32) 
il sera possible de représenter les équations d'état (2. 27) à 
(2. 32) sous la forme matricielle suivante: 
d[x1/dt = [A1o[x1 + [B1 o[U1 (2. 33) 
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avec 
Af Bf 
" " " 
B1 1 
" 
AD BD 
" " " 
B2 
" " [A J = 
" " 
AQ 
" " 
, [BJ = B3 
" " 
, 
Al A2 A3 -D/J 
" 
B4 
" 
-P/J 
" " " 
1 
" " " " 
Al = - ( 1. 5 ) li 0 Aw " sin ( c5 - «)oIm"P/J, 
A2 = - (1.5)lioBwosin(c5 - «) oImoP/J, 
A3 = (1.5)lioCw"cos(c5 - «) "Im"P/J, 
B1 = (1.5)lioCf-cos(c5 - «), 
B2 = ( 1. 5 ) li 0 CD "C 0 S ( c5 - «), 
B3 = - (1.5)li-Bo-Sin(c5 - «), 
et 
B4 = - ".75oDwosin(2c5 - 2«)o I moP/J. 
2. 1. 2) Linéarisation des équations d'état 
Ou'il s'agisse de chercher une solution analytique, de cal-
culer un contrôleur (numérique ou digital) ou tout simplement de 
faciliter l'étude et l'analyse des systèmes non linéaires, la 
linéarisation des équations d'état représente une alternative 
simple et efficace. 
Cette linéarisation se fait toujours au voisinage d'un 
point d'opération prédéfini; les résultats de l'analyse qui en 
découlent ou les performances du contrôleur qui en dépend ne 
seront, bien sûr, valables qu'au voisinage de ce point d'opéra-
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tion. La procédure de linéarisation est basée sur le dévelop-
pement en série de Taylor de la fonction à linéariser autour du 
point d'opération désiré. Par la suite, on considérera autant de 
termes de la série que la précision recherchée du modèle sera grande. 
Habituellement, on néglige les dérivées supérieures à la première: 
soit la linéarisation de la fonction dx/dt = f(x, u) autour du point 
d'opération (xo, uO). En négligeant les dérivées supérieures à la 
première dans la série de Taylor de la fonction f(x, u), on 
obtient: 
+ 
où x = Xo + x* et u = Uo + u* (2. 34) 
Si le système est en équilibre au point d'opération, on 
obtient alors dxo/dt = f(xo, uO) = 9. 
En appliquant (2. 34) à un système non linéaire, on obtient, 
autour du point d'opération ([xo], [Uo]), un système linéarisé 
donné par: 
* * * . * * d[x ]/dt = [A ]-[x ] + [B ]-[U ] (2. 35) 
* La matrice lA ] est la dérivée partielle des fonctions d'état par 
rapport au vecteur d'état [x] pris élément par élément et évaluée 
à lx] = [xo] et à ru] = [Uo]. 
Commande de vitesse d'un M.S.A.P. alimenté en courant 45 
La matrice * [B ] est la dérivée partielle des fonctions 
d'état par rapport au vecteur de commande ru] pris élément par 
élément et évaluée à (x] = (xo] et à (U] = [Uo]. 
Maintenant, si l'on considère les équations d'état (2. 33) 
du modèle non linéaire développé à la section (2. 1. 1), et qu'on 
assume un point d'opération «(xo], (Uo]) tel que: 
et 
W ° r 
on obtiendra, le modèle linéarisé suivant: 
* * * * * d[x ]/dt = [A ]-[x ] + [B ]-[U ] 
avec 
(x*] [flUXf * fluxD * fluxQ * * = wr 
[u*] [lm * * *]T = vf Tméc 
Af Bf 9 9 9 
AD BD 9 9 9 
*] T Sr ' 
[A*] = 9 9 AQ 9 9 , [B*] = 
Xl X2 X3 -D/J 9 
9 9 9 1 9 
Xl = - (1.5)*-Aw-sin(6 - Œ)-lmo-P/J, 
X2 = - (1.S)*-Bw-sin(6 - Œ)-lmo-P/J, 
(2. 36) 
B1 1 9 
B2 9 9 
B3 9 9 , 
X4 9 -P/J 
9 9 9 
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X3 = 
et 
X4 = - (1.5)~.(Aw·fluxfo + Bw·fluxDo ]·sin(6 - «)·P/J 
+ (1.5)~.Cw·fIUXQO.COS(6 - «)·P/J 
- 1.5.Im
o
.Dw·sin(26 - 2«)·P/J 
2. 1. 3) Calcul de Kp et de Ki 
Dans la section (2. 1. 2), on a développé le modèle d-q 
linéarisé d'un moteur synchrone autopiloté alimenté en courant. 
ce modèle représente la fonctionalité du moteur en boucle ouverte. 
Si l'on désire maintenant calculer un contrôleur du type PI: pro-
portionnel et intégral afin d'asservir le modèle développé à la 
section (2. 1. 2) pour qu'il représente la fonctionalité du moteur 
en boucle fermée, on peut procéder comme suit: 
Désignons par wref' la vitesse de référence à laquelle on 
désire que le moteur tourne en régime établi et par G(s), le con-
trôleur à utiliser (s: désigne l'opérateur de Laplace). Dans ce 
cas, la variation de l'amplitude des courants sera donnée par: 
(2. 37) 
Pour un contrôleur PI, G(s) prendra la forme suivante 
G(s) = Kp + Kils (2. 38) 
où Kp désigne la constante de proportionnalité et Ki désigne la 
constante d'intégration. 
Des relations (2. 37) et (2. 38), on peut écrire 
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ou encore 
En considérant l'expression de 
(2. 36), la relation (2. 40) devient 
* dWr /dt dans 
* * * dl m /dt = -Kp-X1-flux f - Kp-X2-fluxo 
(2. 39) 
(2. 40) 
la relation 
* * * 
-Kp-X3-fluxO -Kp-X4-l m + Kp-P-Tméc /J (2. 41) 
* * +[Kp-O/J - Ki)-wr + Ki-wref 
La relation (2. 41) forme une nouvelle équation d'état qui vient 
s'ajouter aux équations d'état représentées par la relation matri-
cielle (2. 36). Ainsi, on obtient 
* Af-fluxf * + Bf-fluxo dfluxf /dt = 
* AO-fluxf * + BO·fluxO dfluxO /dt = 
* AO·f1uxO * + B3'lm 
* dfluxO /dt = , 
* * + X2'fluxo dWr /dt = X1' flux f 
+ X4'I m * 
* 
- P-Tméc /J, 
* = wr 1 
* * * + B1- lm + vf , 
* + B2'l m 
* , 
* + X3'fluxO 
* * - O·W /J r 
d9
r
*/dt 
dlm*/dt * * * = - KP'X1-fluxf - Kp-X2'fluxO - KP'X3-fluxQ 
* * * - Kp-X4-l m + Kp-P-Tméc /J + {Kp'O/J-Ki}'wr 
* + Ki-wref . 
On peut représenter les équations d'état sous la forme ma-
tricielle suivante: 
* * * * * d[x )/dt = [A )-[x ) + [B )-[U ) (2. 42) 
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avec 
lx*] [flUXf * * * * e * 
T 
= flux D fluxa wr lm] , r 
lU*] [Wref * * *]T = vf Tméc , 
Af Bf 9 9 9 B1 
AD BD 9 9 9 B2 
lA*] 
9 9 AQ 9 9 B3 
= , 
Xl X2 X3 -D/J 9 X4 
9 9 9 1 9 9 
-Kp·X1 -Kp-X2 -Kp·X3 (Kp·D/J-Ki) 9 -Kp·X4 
et 
9 1 9 
9 9 9 
lB*] 
9 9 9 
= 
9 9 -P/J 
9 9 9 
Ki 9 P-Kp/J 
La détermination des constantes Ki et Kp relève des condi-
tions suivantes: 
1) stabilité du système, autant en régime transitoire qu'en régime 
* établi: toutes les valeurs propres de la matrice lA ] doivent 
avoir leurs parties réelles négatives, 
2) respect du temps de montée et du dépassement imposés sur la 
vitesse du moteur. 
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Les méthodes d'évaluation des constantes Kp et Ki peuvent 
être purement analytiques (transformation en s ou en z et imposi-
tion des pôles) ou entièrement numériques (méthodes d'essais et 
d'erreurs). Dans cet ouvrage, il a été plus facile d'évaluer nu-
mériquement qu'analytiquement les constantes du contrôleur PI. Les 
valeurs retenues sont données au chapitre 3 avec les résultats de 
simulation associés. 
2. 1. 4) Retour au modèle utilisant les variables de phase 
Maintenant qu'on a calculé les constantes Kp et ki du con-
trôleur PI, il est possible de les utiliser avec le modèle non 
linéaire du moteur. Au chapitre 1, on a développé le modèle non 
linéaire du moteur. Les équations décrivant le fonctionnement du 
moteur en boucle ouverte sont fournies ci-dessous. 
[fluxs 1 = [Lss1o[is1 + [Lsr 1o [i r 1 
d[fluxs 1/dt = d[Lss1/dt o[is1 + d[Lsr 1/dt o[i r 1 
+ [Lss 1od[i s 1/dt + [LsrJod[irJ/dt 
d[fluxr 1/dt = [vr 1 - [Rr 1o [i r 1 
[i r 1 = [Lrr1-1o{[fluxr1 - [Lrs 1o[i s 1} 
Tém = po[i1 To [G1 o[i1/2 
dwr/dt = (P/J)o{Tém - Tméc - (O/P)owr } 
der/dt = wr 
[vs 1 = [Rs1o[is1 + d[Lss1/dt o[is1 
+ d[Lsr1/dto[ir1+[Lss1od[is1/dt 
+ [Lsr1o[Lrr1-1o{[vr1 - [Rr 1o[i r J 
- d[Lrs 1/dt o[i s 1 - [Lrs]od[is]/dt} 
(2. 43) 
(2. 44) 
(2. 45) 
(2. 46) 
(2. 47) 
(2. 46) 
(2. 49) 
(2. 59) 
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Il suffit maintenant de trouver une expression de l'ampli-
tude des courants statoriques lm en fonction d'une vitesse de ré-
férence wref et du contrôleur PI calculé précédemment dans la sec-
tion (2. 1. 3). 
Des relations (2. 49) et (2. 48), on peut tirer après arrangement 
des termes la relation recherchée. Celle-ci est donnée par: 
dlm/dt = {Kp-D/J - Ki}-wr + Ki-wref 
- P-Kp-Tém/J + P-Kp.Tméc/J 
(2. 51) 
Le fonctionnement du moteur en boucle fermée est entière-
ment représenté par les équations d'état non linéaires définies 
par les relations (2. 43) à (2. 51). 
2. 2) Commande par retour d'état avec observateur 
La commande des systèmes par retour d'état est une méthode 
de régulation flexible permettant une assignation libre et facile 
de tous les modes gouvernables du système, agissant ainsi sur le 
comportement de celui-ci autant en régime dynamique qu'en régime 
établi. Toutefois, le réglage par retour d'état exige que toutes 
les grandeurs d'état du système à régler soient mesurables afin 
de pouvoir mettre en contre-réaction ces grandeurs et imposer au 
système global fermé un certain comportement dynamique. 
Cependant, dans la plupart des cas, il n'est pas possible 
de mesurer directement certaines grandeurs d'état. On doit alors 
employer un observateur d'état pour reconstituer les grandeurs 
d'état inaccessibles. Un observateur consiste en un algorithme 
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qui permet de déterminer la valeur des grandeurs d'état aux ins-
tants d'échantillonnage. L'algorithme d'observation et l'algo-
rithme de réglage peuvent être implantés ensemble dans le calcu-
lateur de processus. 
Comme on peut traiter le réglage d'état et l'observateur 
séparément, on abordera d'abord, à la section (2. 2. 1), le cal-
cul de la matrice de réaction d'état. Ensuite, à la section 
(2. 2. 2), on développera les équations d'état du système avec 
retour d'état et sans observateur. Le problème d'observateur 
d'état sera abordé aux sections (2.2.3), (2.2.3.1) et (2. 2. 3. 2) 
Où l'on étudiera en particulier la structure, la détermination 
des coefficients et l'optimisation du temps de calcul nécessaire 
pour la reconstitution des grandeurs d'état. A la section 
(2. 2. 4), on étudiera le comportement du réglage d'état combiné 
avec l'observateur. 
2. 2. 1) calcul de la matrice de réaction d'état 
Pour un système linéaire ou linéarisé au voisinage d'un 
point d'opération quelconque, 
d[x]/dt = [A]-[x] + [B]-[U] 
[y] = [C)· [x) + [0]· [U] 
On peut définir la loi de commande 
[U] = [V] - [K]-[x]. 
[K) désigne la matrice de réaction d'état. 
( 2. 52) 
(2. 53) 
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Pour cette loi de commande, les équations d'état de la 
relation (2. 52) deviennent: 
d[x]/dt = {[A] - [B]-[K]}-[x] + [B]-[V] 
[y] = {[Cl - [O]-[K]}-[x] + [O]-[V]. (2. 54) 
La matrice de transfert de ce système en boucle fermée 
(de [V] à [y]) s'écrit 
{[C]-[D]-[K]}·{P[I]-[A]+[B]-[K]}-1·[B] + [0]. (2. 55) 
Les modes du système en boucle fermée sont les racines de l'équa-
tion caractéristique suivante: 
IP[I] - [A] + [B]·[K]I = 9. (2. 56) 
Il est donc possible, par le choix de la matrice [K], d'imposer 
les modes du système en boucle fermée, agissant ainsi sur la sta-
bilité et sur la dynamique du système. 
En fait, on ne peut fixer arbitrairement tous les modes que 
si le système en boucle ouverte est gouvernable. Si tel n'est pas 
le cas, on ne pourra agir que sur les modes gouvernables. 
A présent, si l'on considère le modèle d-q linéarisé déve-
loppé à la section (2. 2) et un point d'opération ([xo], [Uo ]) 
tel que 
[xo ] = [f1 uxf o 
= [9.6178 
= II 0 m 
f1uxo
o 
9.5779 
f1UXQO 
9.1264 
'fi 0 
r 
199 
1. 2866 
on obtient, pour les paramètres de la machine listés à l'annexe A, 
les matrices [A] et [B] suivantes: 
[A] = 
-16.3334 
98.5986 
9.9999 
-119.8386 
9.9999 
15.2337 
-195.3993 
9.9999 
-114.4959 
9.9999 
9.9999 
9.9999 
-28.8943 
-237.9996 
9.9999 
9.9999 
9.9999 
9.9999 
-9.8999 
1.9999 
9.9999 
9.9999 
9.9999 
9.9999 
9.9999 
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9.9299 
9.1792 
[B] = -9.3277 
-22.6129 
9.9999 
1.9999 
9.9999 
9.9999 
9.9999 
9.9999 
Le système en boucle ouverte est défini par les équations d'état 
suivantes: 
avec 
d[x]/dt = [A]·[x] + [B]·[U] 
[y] = [C]·[x] 
[x] = [fluxf fluxD 
[U] = [lm Vf]T 
(2. 57) 
Pour pouvoir fixer arbitrairement tous les modes, on doit 
vérifier et la gouvernabilité et l'observabilité du système en 
boucle ouverte. Pour ce faire, on examinera le rang de la matrice 
de gouvernabilité [01] définie par: 
[01] = [[B] [A]·[B] [A]2.[B] [A]3·[B] [A]4·[B]]. 
Et celui de la matrice d'observabilité [02] donnée par: 
[02] = [[C]T [A]T·[C]T {[A]T}2.[C]T ... {[A]T}4·[C]T]. 
Pour les matrices [A] et [B] de la relation (2. 57), on montre 
que: 
- le rang de la matrice [01] est égale à l'ordre du système. le 
système est donc entièrement gouvernable. 
- le rang de la matrice [02] est égale à l'ordre du système. le 
système est donc entièrement observable. 
Maintenant qu'on a vérifié la gouvernabilité et lobservabili-
té du système, on peut calculer la matrice de réaction d'état. 
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Si l'on pose 
et 
il s'en 
[Kll K12 K13 K14 K15] [K] = 
K21 K22 K23 K24 K25 
(2. 58) 
[A f ] [A] - [B]-[K] [[M
11 J [M12 J] 
= = [M 21 ] [M 22 ] 
suit que 
[
-16.3334-9. 929K11-K21 
= 98.5986-9.1792K11 
9.3277K11 
15. 2337-9. 929K12-K22 -9.929K12-K22] 
-195. 3993-9. 1792K12 -9.1792K13 
9.3277K12 -28. 8943+9. 3277K11 
= [-119.8386+22.6129K11 -114.4959+22.6129K12 -237.9996+22.6129K13] 
9.9999 9.9999 9.9999 
[
-9. 9299K14-K24 
= -9.1792K14 
9. 3277K14 
= [-9.8999+22.6129K14 
1.9999 
-9. 929K15-K25] 
-9.1792K15 
9.3277K15 
22. 6129K15] 
9.9999 
En boucle fermée, les pôles du système ne sont d'autres que les 
zéros de l'équation suivante: 
1 Lamda - [ 1 5] - {[ A ] - [B] - [K ] } 1 = 9 
[In] étant une matrice unitaire d'ordre n. 
(2. 59) 
La résolution en Lamda de l'équation (2. 59) implique le 
développement analytique de l'expression du déterminant d'une 
matrice d'ordre 5. Ce développement est d'autant plus laborieux 
que l'ordre de la matrice est élevé. Une fayon de simplifier le 
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calcul consiste à annuler la matrice [H12 ] et/ou la matrice [H 21 ]. 
Dans ce cas: [H12 ] = [9] et/ou [H 21 ] = [9], la relation (2. 59) 
devient 
(2. 69) 
ou encore 
ILamda-[I 3 ] - [H11 ]1 = 9 (2. 61) 
1 Lamda - [ 1 2 ] - [H2 2] 1 = 9. 
Ainsi, on peut imposer séparément les pôles du système en boucle 
fermée: imposer trois pôles à la matrice [Hl1 1 et deux pôles à la 
ma tri ce [ H 2 2 ] . 
En 
et 
utilisant le programme listé à l'annexe 
Lamda1 = -49.9999 
Lamda2 = -49.9999 
Lamda3 = -89.9999 
Lamda4 = -49.9999 
Lamda5 = -49.9999 
[
9.9999 
[H 1-
21 - 9.9999 
- 25.9999i 
+ 25.9999i 
+ 9.9999i 
- 29.9999i 
+ 29.9999i 
9.9999 
9.9999 
9.9999] 
9.9999 
on a obtenu les matrices suivantes: 
[K] = 
-28.3239 
97.6499 
1.7366 
9.9999 
9.9999 
[
5.2996 
11.8365 
-19.7859 
-196.3199 
1.6592 
9.9999 
9.9999 
5.9633 
34.8717 
-151. 6799 
-1.8789 
-25.3799 
9.9999 
9.9999 
19.4898 
151.3712 
B et en imposant 
9.9999 
9.6276 
-1.1477 
-89.9999 
1.9999 
-3.5924 
9.1915 
9.9999 
15.8489 
-28.9829 
-2999.9999 
9.9999 
-88.4452] 
2.5628 
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2. 2. 2) Équations d'état sans observateur 
En vertu de la loi de commande définie par la relation 
(2. 53), les équations d'état sont données par: 
d[x)/dt = [Af)-[X) + [B)-[V) (2. 62) 
où 
[x] = [fluxf 
-28.3239 -19.7859 -151. 6799 9.9999 9.9999 
97.6499 -196.3199 -1.8789 9.6276 15.8489 
[Af ) = 1.7366 1.6592 -25.3799 -1.1477 -28.9829 9.9999 9.9999 9.9999 -89.9999 -2999.9999 
9.9999 9.9999 9.9999 1.9999 9.9999 
et 
9.9299 1.9999 9.9999 
9.1792 9.9999 9.9999 
[B) = -9.3277 9.9999 9.9999 
-22.6129 9.9999 29.9999 
9.9999 9.9999 9.9999 
Comme on s'intéresse à l'asservissement de la vitesse, il 
sera plus commode que le vecteur [V) soit donné par: 
[V) = [wref vf Tméc]T 
au lieu de 
[V] = [1 m Tméc)T. 
Pour assurer cette conversion de consigne, il suffit de se 
placer en régime ~tabli et de dériver une expression du courant 
lm en fonction de la vitesse. 
En régime établi, si on pose wr = wref' on obtient 
-89-w f -2999-9 = -22 6129-1 + 29-Tméc re r . m (2. 63) 
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d'où 
lm = 3.5378-wre f + 88.4451-er + 9.8845-Tméc. (2. 64) 
Pour 
[V] = [wref vf Tméc]T 
les matrices [Af ] et [B] sont modifiées et deviennent: 
[B] = 
-28.3239 
97.6499 
1.7366 
9.9999 
9.9999 
9.1926 
9.6349 
- 1.1593 
-89.9999 
9.9999 
-19.7859 
-196.3199 
1.6592 
9.9999 
9.9999 
-151.6799 
-1.8789 
-25.3799 
9.9999 
9.9999 
1.9999 
9.9999 
9.9999 
9.9999 
9.9999 
9.9257 
9.1585 
-9.2899 
-9.9911 
9.9999 
9.9999 
9.6276 
-1.1477 
-89.9999 
1.9999 
2.5649 
31.6974 
- 57.9655 
-4999.9999 
9.9999 
Avec cette conversion de consigne, deux valeurs propres de la 
matrice [A f ] sont affectées. On obtient dans ce cas-ci, les va-
leurs propres suivantes: 
Lamda4 = -49.9999 - 49.9999i 
Lamda5 = -49.9999 + 49.9999i 
au lieu de 
Lamda4 = -49.9999 - 29.9999i 
Lamda5 = -49.9999 + 29.9999i 
2. 2. 3) Observateur d'état 
Dans le contrôle des systèmes, les approches diffèrent selon 
les critères de fonctionnement à satisfaire, cependant, tout 
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contrôle implique au moins la connaissance des variables d'état à 
contrôler. 
En pratique, tout dépendamment du choix des variables d'état 
lors de la modélisation du système à contrôler, les composantes 
du vecteur d'état peuvent être plus ou moins directement acces-
sibles (mesurables). Dans le cas où une ou plusieurs compo-
sante (s) du vecteur d'état n'est pas ou ne sont pas directement 
accessible (s), une estimation numérique partielle ou complète 
du vecteur d'état peut être considérée. L'estimation (observa-
tion) du vecteur d'état fait appel à la théorie des observateurs. 
Le principe d'observation du vecteur d'état consiste à la 
simulation en temps réel, sur calculateur numérique, du modèle 
adopté pour le système à contrôler. La raison d'être de cette 
simulation est de reconstituer les composantes directement inac-
cessibles du vecteur d'état à fin de compenser en temps réel 
toute déviation du système de son point d'opération. 
Pour des systèmes complexes (d'ordre élevé), le temps de 
calcul requis pour l'estimation du vecteur d'état peut être re-
lativement long. Ce temps de calcul s'interprète par le système 
comme un délai pur retardant la commande sur la perturbation. 
Pour améliorer la commande des systèmes utilisant des observa-
teurs, on a intérêt à développer, pour la reconstitution du vec-
teur d'état, des algorithmes nécessitant des temps de calcul 
réduits. 
Pour réduire le temps de calcul requis par un observateur, 
une modélisation adéquate de celui-ci est nécessaire. Deux t ·ech-
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niques de modélisation d'un observateur seront exposées; on déve-
loppera également les algorithmes de calcul associés à chacune 
d'entre elles. 
Selon les modes imposés à l'observateur: modes distincts ou 
multiples, une partition partielle ou complète des équations 
d'état de l'observateur sera adoptée. Pour alléger la présenta-
tion, on présente aux annexes C et D les théories de partition-
nement des équations d'état d'un système invariant linéaire ou 
linéarisé. Pour une partition partielle, on utilisera les tech-
niques de séparation des modes et pour une partition complète 
on utilisera les techniques de diagonalisation d'une matrice. 
2. 2. 3. 1) Conception 
où 
Soit un système linéaire invariant décrit par: 
dx/dt = [A]·x + [B]·u 
y = [C]·x 
x = [xl x2 x3 Xn]T: 
u = [u1 u2 u3 um]T: 
vecteur d'état du système, 
vecteur de commande, 
[A] : une matrice constante d'ordre (n * n) , 
[B]: une matrice constante d'ordre (n * m). 
(2. 65) 
En boucle ouverte, la matrice de transf~rt de ce système 
est donnée par: 
[C]{p[I] - [A]}-l·[B] + [D]. (2. 66) 
Si l'on considère une loi de commande définie par: 
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u = v + [K]-X, (2. 67) 
où [K] est une matrice de réaction déterminée par la stratégie de 
contrôle, le systàme en boucle fermée sera caractérisé par: 
dx/dt = {[A] + [B]-[K]}-x + [B]-v 
y = {[Cl + [D]-[K]}-x + [D]-v (2. 68) 
Les modes du système, défini par (2. 68), sont donnés par la 
résolution en p de la relation suivante: 
l{p[I] - [AJ - [BJ-[K]}I = 9 (2. 69) 
La loi de commande définie en (2. 67) présume accessibles 
les composantes du vecteurs d'état x. Dans le cas où ces compo-
santes ne sont pas accessibles, une simulation numérique des équa-
tions d'état du systàme (relations (2. 65» est envisagée. Les 
variables d'état du systàme simulé et celles du système réel se-
ront identiques seulement si l'entrée u ainsi que les conditions 
initiales de la simulation et celles du systàme réel sont les mêmes. 
Comme le système réel est sujet à des perturbations non me-
surables qui ne peuvent être appliquées à la simulation, la dif-
férence entre le vecteur de sortie y du systàme réel et le vecteur 
de sortie Yo du systàme simulé (observateur) est utilisée comme 
une autre entrée dans la simulation. 
L'observateur sera donc décrit par les équations d'état sui-
vantes: 
dxo/dt = [A]-Xo + [B]-u + [L]-(y - Yo) 
Yo = [CJ-xo 
(2. 79) 
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où (L] est la matrice observateur. Une méthode pour obtenir (L] 
utilise l'erreur de reconstitution définie par: 
de/dt = dx/dt - dxo/dt 
ce qui donne 
de/dt = [A]-Cx - xo) - [L]-Cy - Yo) 
= ([A) - [L)-[C)}-e 
C2. 71) 
C2. 72) 
Par un choix approprié de la matrice [L], la valeur de eCt) 
en régime permanent peut être nulle quelle que soit les condi-
tions initiales. L'équation C2. 72) implique que les variables 
d'état de l'observateur approchent celles du système réel en 
régime permanent quelle que soit l'entrée du système réel. 
2. 2. 3. 2) Algorithmes numériques rapides 
Le modèle linéaire de l'observateur est donné par: 
dxo/dt = [A] -xo + [B) -u + [L) - (y - Yo) 
Yo=[C)-xo y = (C)-x 
ou encore 
avec 
et la 
dxo/dt = [Ae)-Xe + (Be)-U + [Lo)-X 
Yo = [Cl -xe 
[Ao) = [A) - [L]-[C) 
[Bo ] = [B] [Le) = [L)-[C) 
commande est donnée par: 
u = v + (K] -x. 
C2. 73) 
C2. 74) 
C2. 75) 
Si l'on considère une période d'échantillonnage T, les relations 
(2. 74) et (2. 75) deviennent: 
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xo(k + 1) = [AS]-xO(k) + [BS]-u(k) + [LS]-x(k) 
u(k + 1) = v(k + 1) + [K]-xo(k + 1). 
(2. 76) 
(2. 77) 
où [As]' [Bs] et [Ls ] relèvent de la résolution de la relation 
(2. 64) en considérant une période d'échantillonnage T et une com-
mande constante par intervalle. On aura alors: 
[As] = e[Ao]-T, 
[Bs] = {e[Ao]-T - [I]}-[A ]-1·[B ] 00' ( 2 . 78) 
[Ls] = {e[Ao]-T - [I]}-[Ao ]-1_[Lo ]-[C]. 
Pour un système d'ordre n, [As] et [Ls ] sont deux matrices 
carrées d'ordre n. Si le vecteur de commande u est d'ordre m, la 
matrice [Ls] sera d'ordre (n * m). 
Maintenant, le calcul d'une composante du vecteur xo néces-
site (2n + m - 1) additions scalaires et (2n + m) multiplications 
scalaires. La restitution complète du vecteur d'état est réalisée 
après n(2n + m - 1) additions scalaires et n(2n + m) multiplica-
tions scalaires. 
Si, pour un processeur donné, l'opération d'addition re-
quiert« cycles et l'opération de multiplication requiert a cycles, 
on démontre que la restitution du vecteur d'état xo sera réalisée 
après n(2n + m - 1)« + n(2n + m)6 cycles du processeur utilisé. 
Pour des systèmes d'ordre élevé, à moins d'un processeur 
ultra rapide, la reconstitution du vecteur d'état peut introduire 
un délai néfaste pour la commande causant ainsi une instabilité 
de fonctionnement ou dégradant les performances de la commande. 
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Il est toujours possible d'avoir un processeur sur mesure 
pour réduire le temps de calcul évitant ainsi les inconvénients 
du délai sur la commande, cependant, pour la plupart des appli-
cations, cette alternative se révèle très coûteuse. Une solution 
attrayante à ce problème consiste à la séparation partielle ou 
intégrale des variables d'état du modèle de l'observateur. 
2. 2. 3. 2. 1) Séparation complète des variables d'état 
Le modèle de l'observateur décrit par les relations (2. 74), 
peut avoir, selon les matrices [AoJ, [LoJ et [CJ, des pôles simples 
et/ou multiples. 
Dans le cas où les pôles de l'observateur sont simples (pas 
de multiplicité de valeurs propres), il est possible de diagona-
liser la matrice [AoJ selon la théorie présentée à l'annexe C. 
En effet, si l'on pose une nouvelle variable d'état Zo tel 
que Zo = [MoJ-1-xo: [Mol représente la matrice modale de l'obser-
vateur, les relations (2. 74) peuvent être représentées sous la 
forme suivante: 
avec 
dzo/dt = [AZoJ-Xo + [BZoJ-u + [LZOJ-x 
yo = [CzJ-XO 
[AzoJ = [Mo l-1 -[Ao J-[Mo J, 
[BZol = -1 [Mol -[Bo )' 
[LZo ) = [Mo )-l_[Lo )' 
[Cz) = [Cl-lM). 
( 2. 79) 
(2. 89) 
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Il est à noter que la matrice [AZ o ) = diag(Lamda1' ... , Lamda n ), 
où Lamda1' ... , Lamda n sont les valeurs propres de la matrice 
[Ao ) de l'observateur. 
Pour une période d'échantillonnage T, les relations (2. 79) et 
(2. 89) deviennent: 
zo(k + 1) = [AZs)-xo(k) + [BZs)-u(k) + [LZs)-x(k) (2. 81) 
u(k + 1) = v(k + 1) + [Kz) -xo(k + 1). (2. 82) 
où [AZs )' [BZs ) et [LZs ) relèvent de la résolution de la relation 
(2. 79) en considérant une période d'échantillonnage T et une com-
mande constante par intervalle. On aura alors: 
[Azs ) = diag(eLamda1, ... , eLamdan) 
[BZs ) = { [AZs ] - [I]}-[AZo ]-l_[BZo ]' ( 2 . 
[LZs ) = { [AZs ) - [I]} - [AZo]-l- [LZ o ) - [ez) 
[Kz] = [k]-[M] 
avec, pour un système d'ordre n et une commande u d'ordre m, 
[AZs ] et [LZs ]: deux matrices carrées d'ordre n, 
[LZs ]: une matrice (n * m). 
83) 
Il est à signaler que les relations (2. 81), (2. 82) et (2. 83) 
sont de la même forme que les relations (2. 76), (2. 77) et 
(2. 78): elles impliquent le même nombre d'opérations matriciel-
les. La différence entre les relations (2. 81), (2. 82), (2. 83) 
et (2. 76), (2. 77), (2. 78) réside dans le nombre d'opérations 
scalaires nécessaires pour la restitution du vecteur d'état. 
En effet, la diagonalisation de la matrice [Ao ]: annulation 
des termes hors de la diagonale, réduit les opérations scalaires 
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requises pour la restitution du vecteur d'état de n(n - 1) addi-
tions et de n(n - 1) multiplications. 
Dans ce cas, la reconstitution du vecteur d'état sera réa-
lisée après n(n + m)« + n(n + m + 1)6 cycles du processeur. A 
titre d'exemple, posons n = 19, m = 1, « = 4, et un processeur 
dont la longueur de mot est 8 bits. Il s'ensuit que 6 = 11 
cycles. Dans ce cas, le système non diagonalisé requiert 
n(2n+m-1)« + n(2n+m)6 cycles soit 3119 cycles. Et le système 
diagonalisé requiert n(n + m)« + n(n + m + 1)6 cycles soit 1769 
cycles. On a donc une réduction de 1359 cycles du processeur. 
Cette réduction se traduit par un gain temporel de 
1359 
199-----, soit 43.4% du temps demandé par l'algorithme de base. 
3119 
2. 2. 3. 2. 1) Séparation partielle des variables d'état 
La théorie de séparation complète des variables d'état imp-
lique que les valeurs propres de l'observateur soient distinctes. 
Il est cependant, possible pour certains systèmes qu'une ou que 
plusieurs de ces valeurs propres soit (soient) multiple (s). 
Dans ce cas, on ne peut pas diagonaliser la matrice [Ao] 
selon la théorie présentée à l'annexe C. Cependant, une sépara-
tion partielle des modes basée sur la théorie de l'annexe D peut 
être envisagée. En effet, pour un système d'ordre n, si on a n1 
valeurs propres distinctes, on peut par une itération successive 
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(voir annexe 0) scinder le système de base en deux sous-systèmes 
indépendants. 
Considérons l'équation d'état de la relation (2. 74) et sup-
posons qu'après k itérations (k: un nombre entier) le système est 
scindé. On obtient alors deux sous-systèmes a et b tels que: 
avec 
dxa (k)/dt = 
o 
dxb (k)/dt = 
o 
[Aa (k})exa (k) + [Ba (k»)eu + [La (k»)ex 
000 0 
[Ab (k»)exb (k) + [Bb (k»)eu + [Lb (k»)ex 
000 0 
xa o : vecteur d'ordre nl, 
xbo : vecteur d'ordre n - nl, 
x = (xa xb)T = (Ct] e(xa (k) xb (k)]T 00000 
[Aa o'( k) ): matr ice carrée d'ordre nl, 
[Abo(k»): matrice carrée d'ordre n - nl, 
[Bao(k»): matrice d'ordre (nl * m), 
[Bbo(k»): matrice d'ordre (n-nl * m), 
[Lo]e[ct)-l = ([Lao(k») [Lbo(k)])T. 
(2. 84) 
En examinant les relations (2. 84) on remarque que, dans la pre-
mière équation, le terme xbo n'apparaît pas. Ce qui se traduit 
par un gain de nl(n - nl) multiplications et nl(n - nl) additions 
scalaires. Par analogie, l'indépendance de la deuxième équation 
de xa o se traduit par un gain de nl(n - nl) multiplications et 
nl(n - nl) additions scalaires. En somme, la méthode de sépara-
tion de modes peut réduire le calcul de 2ni(n - ni) multiplica-
tions et de 2nl(n - nl) additions scalaires. 
Pour une période d'échantillonnage T, les relations (2. 84) et 
(2. 75) deviennent: 
avec 
.. _._--_. __ ._._-----------... 
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xao(k + 1) = [Aasl-xao(k) + [Basl-u(k)+[Lasl-x(k) (2. 85) 
xbo(k + 1) = [Abs]-xbo(k) + [Bbsl-u(k)+[Lbs]ox(k) (2. 86) 
u(k + 1) = v(k + 1) + [Kab]oxo(k + 1). (2. 87) 
[Aas] 
[Bas] 
[Las] 
[Abs ] 
[Bbs ] 
[Lbs] 
[kab] 
= exp([Aao(k)]-T), 
= ([Aas] - [I]}o[Aa
o
(k)]-l_[Ba
o
(k)], 
= {[ Aa ] - [Il} 0 [Aa ( k ) ] -1 ° [La (k)] 
s 00' 
= exp ( [Ab
o 
(k) ] oT) , 
= ([Ab
s
] - [I]}-[Ab
o
(k)]-l o[Bb
o
(k)], 
= {[ Ab ] - [I]} 0 [Ab (k)] -1_ [Lb (k)] 
s 00' 
= [k] - [Ct] . 
Pour n = 19, n1 = 4, m = l, « = 4, 8 = 11, et un processeur dont 
la longueur de mot est 8 bits, il s'ensuit que la restitution du 
vecteur d'état est réalisé 
- après n(2n + m - 1)« + n(2n + m)8 cycles soit 3119 cycles, en 
utilisant l'algorithme classique, 
- après n(n + m)« + n(n + m + 1)8 cycles soit 1769 cycles, en 
diagonalisant la matrice d'état, 
- après {n(2n + m - 1) - 2n1(n-n1)}« + {n(2n + m) - 2n1(n-n1)}B 
cycles soit 2399 cycles, en séparant les modes du système. 
En terme de pourcentage du temps requis par l'algorithme de base, 
la méthode de diagonalisation assure un gain temporel de 43.4% 
et la méthode de séparation de modes assure, pour n1 = 4, un gain 
de 23.2%. Il est à noter que l'utilisation de l'un ou l'autre 
des algorithmes relève de la nature du système à contrôler. 
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2. 2. 4) Équations d'état avec observateur 
Dans la section (2. 2. 3), on a étudié l'observateur d'état 
et on a développé des algorithmes de calculs rapides. Il s'agit 
maintenant de calculer un observateur d'état pour le système de 
la relation (2. 62). Pour éviter toute confusion, on identifiera 
par un indice r, les paramètres représentant le système réel et 
par un indice 0, les paramètres reliés à l'observateur d'état. 
Ainsi, le système sera décrit par les relations (2. 88) et 
l'observateur par l'équation (2. 89). 
d[xr]/dt = [A]-[Xr ] + [B]-[U] 
[ y r] = [C] - [ x r ] 
(2. 88) 
(2. 89) 
L'erreur de reconstitution entre les variables d'état [xr ] 
et [xo ] satisfait l'équation (2. 89). 
d[e]/dt = {[A] - [L] - CC)} - [el (2. 89) 
La matrice [L] est choisie de sorte que les valeurs propres de la 
matrice {[A] - [L]-[C]} soient beaucoup plus à gauche de zéro 
que les valeurs propres de la matrice {[A] - [B]o[K]}. Pour une 
loi de commande telle que, 
[U] = [V] - [K] - [ x
o
] = [V] - [K] - ( [x
r
] - [e]) ( 2. 99) 
le système réel sera décrit par la relation (2. 91) avec [V] le 
vecteur des entrées ou des références. 
d[xr]/dt = {[A] - [B]-[K]}-[xr]+[B]-[K]o[e]+[B]-[V] (2. 91) 
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En boucle fermée, le système, le contrôleur et l'observa-
teur sont représentés par les équations (2. 92). 
[
d[X]/dt]=[[A]-[B]-[K] [B]-[K] ]_[[X]]+[[B]]_[V] (2.92) 
d[e]/dt [9] [A]-[L]-[C] [el [9] 
Le polynôme caractéristique est 
Dans la relation (2. 93), les valeurs propres de ([A]-[B]-[K]) et 
de ([A]-[L]-[C]) peuvent être assignées indépendamment par le 
choix approprié des matrices [Kl et [Ll. Il est ainsi possible de 
concevoir séparément le contrôleur et l'observateur. 
Dans la section (2. 2. 2), on a développé un contrôleur et 
on a calculé la matrice [K] associée. Dans cette section, en uti-
lisant le programme listé à l'annexe B et en imposant à l'observa-
teur les pôles Pl = P2 = -89, P3 = -85 et P4 = P5 = -99, on a dé-
terminé la matrice [Ll suivante: 
__ [ 5.2996 [Ll 
196.8365 
5.9633 19.4898 
39.4998 694.6999 
-7.4825 -318.4927] 
9.2168 9.2259 
ainsi, le système, le contrôleur et l'observateur sont représentés 
par les équations d'état suivantes: 
[
d[X]/dt] = 
d[e]/dt [
[«11 ] 
[ 9 ] 
[«12]] [[X]] [[B]] 
- + - [V] 
[«22] [el [9] 
(2. 94) 
avec 
et 
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[<X11] = [A] - [B] - [K] 
= 
[<X 12 ] = 
= 
[<X 22 ) = 
= 
-28.3239 
97.6499 
1.7366 
9.9999 
9.9999 
[B)-[K] 
11.9992 
0.9497 
-1.7367 
-119.8393 
9.9000 
-19.7859 
-196.3199 
1.6592 
9.9999 
9.9999 
35.9185 
0.9973 
-1.6592 
-114.4959 
9.0999 
[A)-[L)-[C) 
-123.3290 -15.4049 
97.6490 -196.3100 
1.7366 1.6592 
0.0099 9.0099 
9.9999 9.9990 
-151.6700 
-1.8789 
-25.3799 
9.0999 
9.9999 
151.6751 
1.8782 
-3.4346 
-237.9913 
9.9999 
-694.999 
-1.878 
-25.379 
9.909 
9.999 
9.9999 
9.6276 
-1.1477 
-89.9999 
1.9999 
9.9999 
-0.6276 
1.1477 
79.1994 
9.0999 
0.0000 
1.3407 
-2.4519 
-170.9099 
1.9999 
9.9999 
15.8489 
-28.9829 
-2999.9999 
9.9999 
-9.9921 
-15.8494 
28.9835 
2999.9999 
9.9999 
9.099 
57.052 
-104.349 
-7209.999 
9.999 
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2. 3) Commande polynômiale 
Dans les sections pr~c~dentes du pr~sent chapitre, on a 
~tudi~ la commande proportionnelle et int~grale (PI) ainsi que la 
commande modale ou par retour d'~tat. Ces deux lois de commande 
requièrent un système linéaire invariant. Dans le cas où le sys-
tème à contrôler est variant dans le temps, des transformations 
de repère et/ou de variables sont utilisées. De plus, si le sys-
tème à contrôler est non lin~aire, une lin~arisation autour d'un 
point d'opération est requise. 
Dans cette section, une nouvelle approche de commande est 
développée. Cette approche est basée sur l'équation mécanique en 
régime permanent. Pour un moteur aliment~ en courant, la loi de 
commande polynômiale calcule le courant requis par le moteur afin 
d'atteindre ou de conserver son régime établi. Contrairement au 
contrôleur Plou au contrôle modal, la loi de commande polynômiale 
n'exige pas que le système à contrôler soit représenté par un mo-
dèle lin~aire invariant. De plus, la loi de commande polynômiale 
peut être développée expérimentalement en prélevant des mesures du 
courant, du couple m~canique et de la vitesse et en ajustant à ces 
valeurs expérimentales une fonction polynômiale dont le degré va-
riera selon la pr~cision envisagée. 
A la section (2. 3. 1), on établit la loi de commande poly-
nômiale avec un développement détaillé de la démarche mathémati-
que. A la section (2. 3. 2), la loi de commande polynômiale est 
utilisée pour commander le courant par le redresseur. La commande 
du courant par l'onduleur est étudiée et discutée à la section 
( 2. 3. 3). 
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2. 3. 1) ttablissement de la loi de commande 
Considérons l'expression du couple électromagnétique sui-
vante: 
où 
i = [iA i B ie if i kd 
avec 
is = [iA lB i ] T e 
lr = [if i kd i kq ] T 
En régime permanent on a: 
d'où, 
i kd = i kq = (3 
i r = [if (3 (3]T 
i kq ] T = [i s T 
En ce qui a trait à la matrice [G], elle est représentée comme 
suit: 
Ainsi, 
__ [[Gss 1 [G 1 
[Grs ] 
= [i T 5 
T [[Gssl il· r [Grs ] 
i T·[G ]].[ 
s sr 
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On a: 
sin(2 0Sr ) sin(2 0S -2 0Tt/3) r sin(2 0Sr +2°Tt/3) 
[Gss l = -2 0L2° sin(2 0S -2 0Tt/3) sin(2 0Sr +2°Tt/3) sin(2 0Sr ) r 
sin(2 0Sr +2°Tt/3) sin(2 0Sr ) sin(2 0S -2 0Tt/3) r 
Si on pose 
et 
il s'en 
11 
i A = Imocos(Sr + ex) 
i B = Imocos(Sr + ex - 2 0Tt/3) 
ic = ImoCoS(Sr + ex + 2 0Tt/3) 
is T 0 [Gss 1 = -2 0L2 0[A I A2 A3 1 
suit que 
Al = Imocos(Sr + ex)osin(20Sr ) 
+ Imocos(Sr + ex - 20Tt/3)osin(20Sr - 2 0Tt/3) 
+ ImoCoS(Sr + ex + 20Tt/3)osin(20Sr + 2 0Tt/3) 
mais, comme cosexosin13 = {sin(ex + 13) - sin(ex - 13)}/2, il en résulte 
que 
Al = Imo{sin(30Sr + ex) + sin(Sr - ex)}/2 
+ Imo{sin(30Sr + ex - 4 01[/3) + sin(Sr - ex)}/2 
+ I mo{sin(3 0Sr + ex + 4 0Tt/3) + sin(Sr - ex)}/2 
* 
* 
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A2 = 1rn -cos(9r + « + 2-~/3)-sin(2-9r) 
+ 1rn -COS(9r + «)-sin(2-9r - 2-~/3) 
+ 1rn -COS(9 r + « - 2-~/3)-sin(2-9r + 2-~/3) 
= 1rn -{sin(3-9r + « - 2-~/3) + sin(9r - « - 2-~/3)}/2 
+ 1rn -{sin(3-9r + «) + sin(9r - « - 2-~/3)}/2 
+ 1m-{sin(3-9r + « + 2-~/3) + sin(9r - « - 2-~/3)}/2 
A3 = 1rn-CoS(9r + «)-sin(2-9r + 2-~/3) 
+ I rn -COS(9 r + « - 2-~/3)-sin(2-9r) 
+ I rn -cOS(9 r + « + 2-~/3)-sin(2-9r - 2-~/3) 
= 1rn -{sin(3-9r + « + 2-~/3) + sin(9r - « + 2-~/3)}/2 
+ 1 rn -{sin(3-9r + «) + sin(9r - « + 2-~/3)}/2 
+ 1rn -{sin(3-9r + « + 2-~/3) + sin(9r - « + 2-~/3)}/2 
= 3-1 -sin(9 -« + 2-~/3)/2 rn r 
Ainsi, 
i T_[G 1=-3-L2-1 -[sin(9 -«) sin(9r-«-2-~/3) Sin(9r-«-2.~/3)] (2. 95) s ss rn r 
- calcul de i r
T
-[Grs l 
On a: 
Mo-sin9 r 
[Grs ] = - L3-sin9r 
L4-cos9r 
Mo-sln(9r-2-~/3) 
L3-sin(9r-2-~/3) 
L4-cos(9r-2-~/3) 
Mo-sln(9r+2-~/3) 
L3-s1n(9r+2-~/3) 
L4-coS(9r+2-~/3) 
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d'où 
(2. 96) 
Les relations (2. 95) et (2. 96) nous donnent 
T 
-3-L2-rm-sin(8r -«) - Mo-r f -sin8r 
isT_[Gss1+irT_[Grs1 = -3-L2-rm-sin(8r -«-2-n/3) - Mo-r f -sin(8r -2-n/3) (2. 97) 
-3-L2-rm-sin(8r -«+2-n/3) - Mo-r f -sin(Sr+2-n/ 3) 
- calcul de {isT_[Gss 1 + irT_[Grs1}-is 
Posons {isT_[Gss 1 + irT_[Grs1}-is = X + Y + Z tels que: 
X = -{3-L2-rm-sin(8r -«) + Mo-rf-sin(Sr)}-rm-cos(8r + a) 
y = -{3-L2-rm-sin(8r -«-2-n/3) + Mo-rf-sin(8r-2-n/3)}-rm-coS(8r+«-2-n/3) 
et Z = -{3-L2-rm-sin(8r -«-2-n/3) + Mo-rf-sin(8r+2-n/3)}-rm-coS(8r+«+2-n/3) 
Comme sina-cosa = {sin(a + a) + sin(a - a)}/2, il s'en suit que 
X = -3-L2-r 2_{sin(2-S ) - sin(2-a)}/2 m r 
Mo-r m-r f -{sin(2-Sr + a) - sina}/2 
y = -3-L2-r 2_{sin(2-S + 2-n/3) - sin(2-a)}/2 m r 
Mo-r -r f -{sin(2-8 + a + 2-n/3) - sina}/2 m r 
Z = -3-L2-r 2_{sin(2-S - 2-n/3) - sin(2-a)}/2 m r 
Mo-r -r f -{sin(2-8 + a - 2-n/3) - sina}/2 m r 
d'où 
_._-------------- .. 
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- Calcul de isT_[Gsr]-ir 
On a: 
et 
[Gsr ] = - Ho-sln(8r -2n/3) L3.s1n(8r -2n/3) L4-cos(8r-2n/3) 
Mo-sln(8r +2n/3) L3-sin(8r +2n/3) L4-cos(8r+2n/3) 
d'où 
sin8r 
[Gsr]-i r = -Mo-I f - sin(8r - 2-n/3) 
sin(8r + 2-n/3) 
Pour isT = [cOS(8r+Œ) 
obtient 
(2. 99) 
(2. HHJ) 
D'où, si l'on additionne les relations (2. 98) et (2. 199), on 
obtient 
Or le couple électromagnétique est donné par: 
Tém = P-i T -[G]-i/2 
= 9-{P-L2-I m2 -Sin(2Œ) + 6-P-MO-I m-I f -sinŒ}/4 
En régime permanent, l'équation mécanique est: 
Tém = Tméc + D-Wr/P 
(2. 192) 
(2. 193) 
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Pour une vitesse wref donnée, on peut calculer lm: amplitude de 
l'onde fondamentale du courant statorique. 
Les deux équations (2. 192) et (2. 193) nous donnent 
4-D 
9oPoL2oIm2osin(2«) + 6oPoMOolmolfosin(<<) = 4°Tméc + -p-.wref (2. 194) 
dans le cas où le courant excitant le moteur est tel que 
i A = - Imosin9r = ImoCOS(9 r + «) 
ce qui donne « = ~/2. 
Ainsi, pour une vitesse wref donnée, on obtient 
3oPoHoolmolf = 20Tméc + 2oDowref/P 
d'où l'expression du courant statorique requis 
représente l'amplitude 
stator du moteur. 
de l'onde fondamentale 
2. 3. 2) Commande du courant par le redresseur 
(2. 195) 
excitant le 
Par leur principe de fonctionnement, les convertisseurs sta-
tiques à thyristors (chapitre 1, section (1. 2» sont de nature 
discrète: l'allumage des thyristors ne peut s'effectuer qu'à des 
instants précis. Ils peuvent être alors considérés comme des sys-
tèmes échantillonnés avec une période d'échantillonnage égale à la 
valeur moyenne des intervalles entre commutations. La relation 
entre la tension instantanée de sortie d'un convertisseur et son 
angle d'allumage est relativement complexe. 
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Dans la machine synchrone autopilotée, la période de fonc-
tionnement du redresseur triphasé (2.78 ms) est inférieure à la 
constante de temps électrique du système qu'il alimente. Par 
conséquent, il est possible d'utiliser la valeur moyenne de la 
tension de sortie dans le développement d'un modèle plus simple 
pour le redresseur. 
En supposant que le courant continu Id est ininterrompu, la 
valeur moyenne de la tension à la sortie du redresseur est donnée 
par la relation 
3 o v3 
Vd = ----oUoocos« (2. 196) 
~ 
avec Uo l'amplitude de la tension de phase du réseau d'alimenta-
tion et « l'angle d'amorçage des thyristors du redresseur. 
La valeur moyenne de la tension à l'entrée de l'onduleur est 
donnée par la relation suivante: 
3 o v3 dI d V = ____ opoM foIfocosB + 2 0 L 0---- + 2 oRs oI d . m ~ a s dt (2. 197) 
Avec Ls l'inductance moyenne d'une phase du stator, Rs la résis-
tance d'une phase du stator, B l'angle d'allumage des thyristors 
du commutateur et Maf l'inductance mutuelle stator-rotor. 
La relation entre les tensions moyennes Vd et Vm est donnée 
par: 
(2. 198) 
avec Ld et Rd les paramètres de l'étage à courant continu. 
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En tenant compte de la relation (2. 197), la relation (2. 198) 
peut s'écrire comme suit: 
(2. 199) 
En régime établi: dld/dt = 9, on obtient pour un angle d'allumage 
B donné et pour un courant d'excitation If constant, la relation 
suivante: 
(2. 119) 
avec R = Rd + 2-Rs et V = (3-Y3/~)-P-Maf-If-cosB. 
Des relations (2. 196) et (2. 119), on tire la relation suivante: 
_l[~-(V + R-I d )] 
« = cos . 
3-y3-U o 
(2. 111) 
Pour obtenir la loi de commande, il suffit d'exprimer le courant 
Id en fonction de l'amplitude du courant statorique lm. Comme 
l'amplitude de la fondamentale d'une onde carrée telle que repré-
sentée par la figure 2. 2 est donnée par: 
(2. 112) 
on obtient en vertu de la relation (2. 195) et en égalisant liAll 
à lm' l'équivalence suivante: 
Id = ~-(P-Tméc + D-Wre f)/(3-y3- P Z-Mo-I f ) (2. 113) 
De (2. 113) et (2. 111), on établit la loi de commande suivante: 
(2. 114) 
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La relation (2. 114) peut être écrite sous forme simplifiée telle 
que: 
avec 
Co = n oV/(3 oy3 oUo )' 
Cl = n20Rop/(27op2oMOolfoUo)' 
et C2 = n2oRoD/(27op2oMOolfoUo)' 
Id~----------------~ 
(2. 115) 
----~------------------~---------,------------------~----~~> 
Figure 2. 2: Onde carrée alimentant le moteur. 
2. 3. 3) Commande du courant par l'onduleur 
Dans ce cas, le courant Id de l'étage intermédiaire est 
maintenu constant par asservissement de l'angle d'amorçage a des 
thyristors du redresseur. Le contrôle du courant moyen alimen-
tant le moteur est assuré par la variation de l'angle de court-
circuit 9. La théorie relative à ce mode d'alimentation est ex-
posée dans le chapitre 1 à la section (1. 2. 3. 2). 
Pour ce mode d'alimentation, l'amplitude de l'onde fonda-
mentale du courant est 
(2. 116) 
On obtient en vertu de la relation (2. 195) et en égalisant liAII 
à lm' la loi de commande suivante: 
Commande de vitesse d'un H.S.A.P. alimenté en courant 81 
9 = 2.sin-1 (C 3 -wre f + C4- Tméc ) ( 2 . 117) 
avec 
C3 = u-D/(6-v3-P2-Ho-lf-ld)' 
et C4 = u-P/(6-v3- p z-Ho -l f -l d )· 
2. 3. 4) Algorithme de calcul 
Début 
1 
Lire selon le cas, les paramètres du moteur: P, D, 
Tméc, [R) et [L) ou les matrice [A) et [B ). 
Lire les conditions initiales et le pas 
d'intégration. 
1 
1 
Calculer [fluxr ), wr et 9 r · 
I 
Si le modèle est non linéaire alors calculer [L) , 
[G) , [ i r ) et le couple électromagnétique Tém. 
1 
Calculer les tensions [vs) si désiré. 
1 
<t ~ tmax> 
-1Afficher les résultats . t Fin. 
1 
Calculer l'amplitude lm du courant requis. 
1 
Calculer selon le cas, l'angle d'amorçage ~ ou B. 
1 
Si le modèle non linéaire est utilisé, alors changer 
la phase du courant pour l'utiliser dans la nouvelle 
itération. 
1 
1 t = t + pas d'itération. 1 
1 

3) Résultats de simulation 
Au chapitre 1, on a développé un modèle non linéaire pour le 
moteur synchrone autopiloté alimenté en courant. Ce modèle est 
ensuite validé par une simulation en boucle ouverte dont les 
résultats coïncident parfaitement avec ceux publiés en [4]. La 
machine simulée (dont les paramètres sont donnés à l'annexe A) 
est celle étudiée par P.C. Sen en [4]. Les résultats de simula-
tion sont représentés par les figures 3.A à 3.G. Les figures 3.A, 
3.8 et 3.C représentent respectivement le courant, la tension et 
le couple électromagnétique en régime permanent. Les mêmes ré-
sultats sont publiés en [4] à la Se page. Les figures 3.0, 3.E, 
3.F et 3.G représentent respectivement le courant, la tension, le 
couple électromagnétique et la vitesse en régime transitoire 
([4] à la 1ge page). 
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Figure 3.A: Courant statorique (i A en A) en régime permanent. 
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Figure 3.B: Tension statorique (VA en V) en régime permanent. 
Résultats des simulations 85 
22 r----r---r----r--r---r----.---'------'--------'---' 
Té \ 
21 \ 
\ 
28 \ \ \ \ \ l '\ \ 1 \ 
18 \ \ \ \ \ \ \ \ 
17' \, \ \ 1 \ \ \ \-
16' \ \ Il \ -
1 \ \ 15 
14 i....---oooJ,---","----L---i-...-......--,----,--1 --L---_"----'I 
9.99 9.91 9.92 9.93 9.94 9.95 Temps en seconde 
Figure 3.C: couple éléctromagnétique en régime permanent en N.m. 
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Figure 3.0: Courant statorique (i A en A) en régime transitoire. 
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Figure 3.E: Tension statorique (vA en V) en régime transitoire. 
Résultats des simulations 88 
25 r-------~---------.--------.---------.---------r-------~ 
Te 
29 
15 
19 
5 
9 L-______ ~~ ______ ~~ ______ ~ ________ ~ ________ ~ ________ ~ 
9.9 9.2 9.4 9.6 9.8 1.9 1.2 
Temps en secondes 
Figure 3.F: Couple éléctromagnétique en régime transitoire en N.m. 
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Figure 3.G: Vitesse du moteur (wm en tr/mn). 
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En [51 et [81 une machine semblable à la nôtre a été l'objet 
d'une étude d'asservissement de vitesse en utilisant un contrô-
leur du type proportionnel et intégral (PI). Pour le même con-
trôleur et les mêmes variations de charge (10% à 90% de la charge 
nominale) qu'en [8], on a obtenu des résultats de simulation qui 
coïncident bien avec les résultats expérimentaux rapportés en [8] 
à la page 124. Les résultats de simulation en boucle fermée avec 
un contrôleur PI sont représentés à la figure 3.H. La figure 3.1 
représente une superposition des résultats de simulation du con-
trôleur PI et de la loi polynômiale. Pour la même variation de 
charge, on note une chute de vitesse de 85 tr/mn pour le con-
trôleur PI et une chute de vitesse de 5 tr/mn pour la loi poly-
nômiale. La chute de vitesse avec la loi polynômiale est faible 
car la loi polynômiale calcule le courant requis par le moteur 
afin de conserver son régime établi. Le courant atteignant rapi-
dement sa nouvelle valeur empêchera la vitesse de chuter. Avec 
le contrôleur PI la variation du courant est conditionnée par 
celle de la vitesse. Dans le cas du contrôleur PI, on attend que 
la vitesse du moteur baisse pour ensuite varier le courant. Pour 
une baisse légère de vitesse on aura une augmentation légère du 
courant. Le courant résultant n'égalant pas encore le courant 
requis par le moteur afin de réatteindre son régime établi ne 
sera pas en mesure d'empêcher la vitesse de chuter. Il est pos-
sible par le choix des constantes Kp et Ki de limiter la chute 
totale de la vitesse. Dans ce cas, il ne faut pas perdre de vue 
les problèmes du dépassement du courant et de l'instabilité de 
fonctionnement avec de faibles charges. Finalement, avec la loi 
polynômiale qui maintient un courant constant, on obtient en ré-
gime permanent, des ondulations de couple et de vitesse moins 
prononcées et plus constantes qu'avec un contrôleur PI. 
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Figure 3.H: Réponse du régulateur PI à une variation brusque du 
couple mécanique (19 à 99% de la charge nominale). 
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Figure 3.1: Réponse du régulateur PI et de la loi polynômiale à 
une variation brusque du couple mécanique (10 à 90\ de la charge nominale). 
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Dans la suite de ce chapitre, on présente les résultats des 
simulations élaborées avec les commandes étudiées au chapitre 2. 
Soient, la commande par action proportionnelle et intégrale, la 
commande par retour d'état et la commande polynômiale. 
Les paramètres des simulations relatifs à chaque commande 
sont fournis au début de chaque simulation. La commande par ac-
tion proportionnelle et intégrale ainsi que la commande polynô-
miale sont simulées avec des courants sinusoïdaux, des courants 
non sinusoïdaux contrôlés par le redresseur et des courants non 
sinusoïdaux contrôlés par l'onduleur. Notons que dans toutes les 
simulations, une source de courant idéale est utilisée. 
La commande par retour d'état est précédée par une étude 
paramétrique du comportement d'un système de deuxième ordre en 
fonction de ses pôles. Cette étude est par la suite appliquée au 
modèle du système développé au chapitre 2 à la section (2. 2. 2) 
pour fixer, d'une façon systématique, les pôles du système à des 
valeurs assurant un comportement transitoire (dépassement et 
temps de mise en route du système) et un comportement en régime 
permanent (régulation de vitesse) préétablis. 
Au chapitre 4, on expose une discussion des avantages et des 
inconvénients de chacune des commandes déjà mentionnées ainsi que 
les avantages et les inconvénients de chacune des sources d'ali-
mentation étudiées. 
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3. 1) Commande proportionnelle et intégrale 
Le s cons tantes Kp et Ki du contrôleur PI ont été calculées 
de s orte que le dépas s ement de la vites se soit nul. La valeur de 
Kp est de 7 et celle de ki est de 19. 
La commande PI est s imulée avec des courants sinusoïdaux et 
des courants non sinusoïdaux. Pour les courants non sinusoïdaux, 
on a simulé le cas où le s courants sont ajustés par le redresseur 
ainsi que le cas où les courants sont ajustés par l'onduleur. 
3. 1. 1) Alimentation en courants sinusoïdaux 
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Figure 3. 1: Diagramme de contrôle de la commande PI avec des 
courants sinusoïdaux. 
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En supposant une source de courant sinusoïdal commandable 
(voir figure 3. 1), on a simulé la loi de commande PI avec les 
paramètres de simulation suivants (les paramètres de la machine 
utilisée sont donnés à l'annexe A): 
vitesse de référence 
couple mécanique au démarrage 
wref = 199 rd/s. 
Tméc = 19 N-m. 
Couple mécanique au temps t > 1.4 s: Tméc = 29 N-m. 
Les résultats de cette simulation sont représentés par les 
figures de la série (3. 1). 
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Figure 3. 1 (a): Courant de la phase A en fonction du temps. 
Sl~ulation du PI avec des courants sinusoïdaux. 
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Figure 3. 1 (b): Tension de la phase A en fonction du temps. 
Simulation du PI avec des courants sinusoïdaux. 
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Figure 3. 1 (c): Évolution du couple en fonction du temps. 
Simulation du PI avec des courants sinusoïdaux. 
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Figure 3. 1 (d): Évolution de la vitesse en fonction du temps. 
Simulation du PI avec des courants sinusoïdaux. 
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Figure 3. 1 (e): Chute de la vitesse en fonction du temps. 
Simulation du PI avec des courants sinusoïdaux. 
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3. 1. 2) Alimentation en courants non sinusoïdaux commandés 
par le redresseur 
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Figure 3. 2: Diagramme de contrôle de la commande PI avec des 
courants non sinusoïdaux commandés par le redresseur. 
Dans la figure 3. 2, « désigne l'angle d'amorçage des thyri-
stors du redresseur, gamma désigne l'angle d'amorçage des thyris-
tors de l'onduleur et GI est un contrôleur du type PI destiné à 
la régulation du courant dans l'étage à courant continu. 
Les paramètres de simulation sont: 
Vitesse de référence wref = 199 rd/s. 
Couple mécanique au démarrage Tméc = 19 N-m. 
Couple mécanique au temps t > 2.9 s: Tméc = 29 N-m. 
et les résultats de simulation sont représentés par les figures 
de la série (3. 2). 
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Figure 3. 2 (a): Courant de la phase A en fonction du temps. 
Simulation du PI avec des courants commandés par le redresseur. 
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Simulation du PI avec des courants commandés par le redresseur. 
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Figure 3. 2 (c): Tension de la phase A en fonction du temps. 
Simulation du PI avec des courants commandés par le redresseur. 
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Figure 3. 2 (d): Évolution du couple en fonction du temps. 
Simulation du PI avec des courants commandés par le redresseur. 
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Figure 3. 2 (e): Évolution de la vitesse en fonction du temps. 
Simulation du PI avec des courants commandés par le redresseur. 
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3. 1. 3) Alimentation en courants non sinusoidaux commandés 
par l'onduleur 
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Figure 3. 3: Diagramme de contrôle de la commande PI avec des 
courants non sinusoidaux commandés par l'onduleur. 
Dans la figure 3. 3, « désigne l'angle d'amorçage des thyri-
stors du redresseur, gamma désigne l'angle d'amorçage des thyris-
tors de l'onduleur, e désigne la durée de conduction des thyris-
tors de l'onduleur et GI est un contrôleur du type PI destiné à 
la régulation du courant dans l'étage à courant continu. 
Les paramètres de simulation sont: 
Id = Cte = 15 A. 
Vitesse de référence 
Couple mécanique au démarrage 
Couple mécanique au temps t > 2.9 5: 
wref = 199 rd/s. 
Tméc = 19 N-m. 
Tméc = 29 N-m. 
et les résultats de simulation sont représentés par les figures 
de la sér ie (3. 3). 
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Figure 3. 3 (a): Courant de la phase A en fonction du temps. 
Simulation du PI avec des courants commandés par l'onduleur. 
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Figure 3. 3 (b): Courant de la phase A au démarrage. 
Simulation du PI avec des courants commandés par l'onduleur. 
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Figure 3. 3 (c): Tension de la phase A en fonction du temps. 
Simulation du PI avec des courants commandés par l'onduleur. 
Résultats des simulations 111 
34.000 
32 .000 
30.000 
n 2B.000 E 
1 
z 26.000 u 
24.000 
z 22.000 
w 
20.000 
E 'fB.OOO 
(JI 
'16.000 
~ 
14.000 
w '12 .000 
.J 
'Ii'J.ODO 
f.l. 
J B.Ooo 
0 6.000 
CI 
4.000 
2.000 
0.000 
0.000 0.400 O.BOO '1. 200 '1.600 2.000 2.400 2.800 
T E M P S EN SECONDES 
Figure 3. 3 (d): Évolution du couple en fonction du temps. 
Simulation du PI avec des courants commandés par l'onduleur. 
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Figure 3. 3 (e): Évolution de la vitesse en fonction du temps. 
Simulation du PI avec des courants commandés par l'onduleur. 
Résultats des simulations 113 . 
3. 2) Commande par retour d'état 
Dans la structure du mod~le développé au chapitre 2 à la 
section (2. 2. 2), l'équation de la vitesse et celle de la posi-
tion sont découplées des autres équations d'état. Il est donc 
possible de contrôler la vitesse du moteur en considérant un 
mod~le de deuxième ordre formé par les équations de vitesse et de 
position. En pratique, l'imposition des pôles ne peut pas être 
effectuée aléatoirement, elle relève plutôt de certains critères 
tels que le dépassement, le temps de mise en route, le temps de 
stabilisation, etc ... 
Au lieu de fixer arbitrairement les pôles du système, il 
est préférable d'étudier le comportement d'un système de deuxième 
ordre et de déterminer ses caractéristiques afin de fixer les 
pôles susceptibles de favoriser le comportement désiré. Pour cela 
on expose, à la section (3. 2. 1), une étude paramétrique du com-
portement d'un système représenté par une équation différentielle 
linéaire de deuxième ordre à coefficients constants. 
3. 2. 1) Syst~.es de deuxl~.e ordre 
Dans l'étude des syst~mes de commande, les équations dif-
férentielles linéaires de deuxième ordre à coefficients constants 
de la forme 
(3. 1) 
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sont très importantes parce que les systèmes d'ordre supérieur 
peuvent souvent être approchés par des systèmes de deuxième ordre. 
La constante Z est appelée facteur d'amortissement, et la cons-
tante wn est la pulsation naturelle du système. 
En admettant que 9 ~ Z < 1, l'équation caractéristique de 
l'équation (3. 1) est 
0 2 + 2-z-w -0 + wn 
2 
= (0 - Dl) - (0 - O2 ) = 9 n 
avec Dl = -z-wn + j -w - [1 - zz) * = -<5 + j-wd ( 3 . 2) n 
O2 = -z-wn - j -w - [1 Z z ) * = -<5 - j -wd ( 3 . 3 ) n 
o~ = Z-Wn est appelé coefficient d'amortissement, et 
= w -[1 - zz)* n est appelé pulsation amortie. 
de la constante de temps r du système: r = 1/<5. 
<5 est l'inverse 
La réponse à l'échelon unité relative à l'équation (3. 1) 
est donnée par 
avec 
Y (w et) = 1 -u n 
-z·wn-t w -e 
n % • sin [[ 1 - z z ) * . w • t + (1] [l-z z ) n ( 3. 4) 
La figure de la page suivante donne une représentation 
paramétrique de la réponse à l'échelon unité. Notons que l'abs-
cisse pour cette famille de courbes est le temps normalisé wn-t, 
et le paramètre définissant chaque courbe est le facteur d'amor-
tissement z. 
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Figure 3. 4: Réponse à l'échelon unité d'un système de 2e ordre. 
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3. 2. 2) Choix des pôles du système 
D'après les relations (3. 2) et (3. 3), la détermination des 
pôles Dl et D2 relève de la connaissance du facteur d'amortisse-
ment z et de la pulsation naturelle wn du système. Le choix du 
facteur d'amortissement z est fonction du dépassement toléré sur 
la réponse et le choix de la pulsation naturelle wn est fonction 
du temps de stabilisation imposé au système. En supposant que le 
système se stabilise à t = 1.2 secondes, il s'en suit pour les 
valeurs de z supérieures à 9.5 que 1.2-wn = 19; d'où wn = 8.3333. 
Pour les valeurs d'amortissement inférieures à 9.5, on identi-
fiera sur la courbe la valeur du temps normalisé wn-t à laquelle 
le système se stabilisera. 
Exemple: 
Soit à simuler les cas suivants: 
Cas 1 : Facteur d'amortissement z = 9.45, 
Temps de stabilisation = 1.29 secondes. 
Cas 2 : Facteur d'amortissement z = 9.69, 
Temps de stabilisation = 1.29 secondes. 
Cas 3 : Facteur d'amortissement z = 9.75, 
Temps de stabilisation = 1.29 secondes. 
Cas 4 : Facteur d'amortissement z = 9.99, 
Temps de stabilisation = 1.29 secondes. 
Pour un temps de stabilisation de 1.2 secondes, la pulsation 
naturelle wn peut être approximée à 9 rd/s. Des relations (3. 2) 
et (3. 3), on obtient pour le 
cas 1: Dl = -4.9599 + 8.9373j; D2 = -4.9599 - 8.9373j, 
cas 2: Dl = 
cas 3: Dl = 
cas 4: Dl = 
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-5.4999 + 7.2999j; O2 = -5.4999 - 7.2999j, 
-6.7599 + 5.9529j; O2 = -6.7599 - 5.9529j, 
-8.1999 + 3.9239j; O2 = -8.1999 - 3.9239j. 
de simulation sont représentés par la figure 3. 
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cas 1: Dl, 02 = -4.9599 ± 8.9373j; 
cas 2: Dl, 02 = -5.4999 ± 7.2999j; 
cas 3: Dl, 02 = -6.7599 ± 5.9529j; 
cas 4: Dl, 02 = -8.1999 ± 3.9239j; 
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Figure 3. 5: tvolution de la vitesse avec Tméc = 29 Nom 
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Pour montrer la régulation de vitesse avec retour d'état, 
une simulation de vitesse avec des variations de charge de 39\ et 
de 59\ est élaborée. Les résultats de simulation pour une varia-
tion de charge de 39\ sont représentés par la figure 3. 6. La 
figure 3. 7 représente les résultats de simulation pour une va-
riation de charge de 59\. 
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Figure 3. 6: Évolution de la vitesse sous une augmentation de 39\ 
du couple mécanique (Tméc = 26 N-m). 
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cas 1: 
cas 2: 
cas 3: 
cas 4: 
2.60 
Dl, 02 = -4.9599 ± 8.9373ji 
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Figure 3. 7: ~volution de la vitesse sous une augmentation de 59% 
du couple mécanique (Tméc = 39 N-m). 
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3. 3) Co •• ande polynaaiale 
La commande polynamiale est simulée avec des courants sinu-
soïdaux et des courants non sinusoïdaux. Pour les courants non 
sinusoïdaux, on a simulé le cas où les courants sont ajustés par 
le redresseur ainsi que le cas où les courants sont ajustés par 
l'onduleur. 
3. 3. 1) Alimentation en courants sinusoidaux 
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Figure 3. 8: Diagramme de contrôle de la commande polynômiale 
avec des courants sinusoïdaux. 
En supposant une source de courant sinusoïdal commandable 
(voir figure 3. 8), on a simulé la loi de commande polynômiale 
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avec les paramètres de simulation suivants (les paramètres de la 
machine utilisée sont donnés à l'annexe A): 
Vitesse de référence 
Couple mécanique au démarrage 
wref = 199 rd/s. 
Tméc = 19 N-m. 
Couple mécanique au temps t > 1.4 s: Tméc = 29 N-m. 
Les résultats de cette simulation sont représentés par les 
figures de la série (3. 8). 
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Figure 3. 8 (a): COurant de la phase A en fonction du temps; simulation de la 
loi polynômlale avec des courants sinusoidaux. 
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Figure 3. 8 (b): Tension de la phase A en fonction du temps; simulation de 
la loi po1ynômia1e avec des courants sinusoïdaux. 
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Figure 3. 8 (c): ÉVolution du couple en fonction du temps; simulation de la loi 
polynômiale avec des courants sinusoidaux. 
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Figure 3. 8 (d): ÉVolution de la vitesse en fonction du temps; simulation de 
la loi polynômiale avec des courants sinusoïdaux. 
Résultats des simulations 126 
3. 3. 2) Alimentation en courants non sinusoïdaux commandés 
par le redresseur 
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Figure 3. 9: Diagramme de contrôle de la commande polynômiale 
avec des courants non sinusoïdaux commandés par le redresseur. 
Dans la figure 3. 9, « désigne l'angle d'amorçage des thyri-
stors du redresseur, gamma désigne l'angle d'amorgage des thyris-
tors de l'onduleur et GI est un contrôleur du type PI destiné à 
la régulation du courant dans l'étage à courant continu. 
Les paramètres de simulation sont: 
Vitesse de référence 
Couple mécanique au démarrage 
wref = HHJ rd/s. 
Tméc = Hl N -m . 
Couple mécanique au temps t > 1.4 s: Tméc = 29 N-m. 
et les résultats de simulation sont représentés par les figures 
de la série (3. 9). 
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Figure 3. 9 (a): Courant de la phase A en fonction du temps; simulation de 
la loi polynômlale avec des courants commandés par le redresseur. 
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Figure 3. 9 (b): Courant de la phase A au démarrage; simulation de la loi 
polynômlale avec des courants command's par le redresseur. 
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Figure 3. 9 (c): Tension de la phase A en fonction du temps; simulation de 
la loi polynômiale avec des courants commandés par le redresseur. 
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Figure 3. 9 (d): ÉVolution du couple en fonction du temps; simulation de 
la 101 polynôm1ale avec des courants cOllllandés par le redresseur. 
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Figure 3. 9 (e): ÉVolution de la vitesse en fonction du temps; simulation de 
la loi po1ynômia1e avec des courants cOl1lllandés par le redresseur. 
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3. 3. 3) · Alimentation en courants non sinusoïdaux commandés 
par l'onduleur 
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Figure 3. 19: Diagramme de contrôle de la commande polynômiale 
avec des courants non sinusoïdaux commandés par l'onduleur. 
Dans la figure 3. 19, Œ désigne l'angle d'amorçage des thyri-
stors du redresseur, gamma désigne l'angle d'amorçage des thyris-
tors de l'onduleur, e désigne la durée de conduction des thyris-
tors de l'onduleur et GI est un contrôleur du type PI destiné à 
la régulation du courant dans l'étage à courant continu. 
Les paramètres de simulation sont: 
Id = Cte = 15 A. 
Vitesse de référence wref = 199 rd/s. 
Couple mécanique au démarrage Tméc = 19 N-m. 
Couple mécanique au temps t > 1.4 s: Tméc = 29 N-m. 
et les résultats de simulation sont représentés par les figures 
de la série (3. 19). 
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Figure 3. 19 (a): Courant de la phase A en fonction du temps; simulation 
de la loi po1ynômia1e avec des courants commandés par l'ondu1eur. 
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Figure 3. 19 (b): Courant de la phase A au démarrage; simulation de la loi 
polynômlale avec des courants commandés par l'onduleur. 
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Figure 3. 18 (c): Tension de la phase A en fonction du temps; simulation de 
la loi polynômia1e avec des courants commandés par l'onduleur. 
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Figure 3. 19 (d): ÉVolution du couple en fonction du temps; simulation de la 
loi polynômiale avec des courants commandés par l'onduleur. 
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Figure 3. 18 (e): ÉVolution de la vitesse en fonction du temps; simulation 
de la 101 polynÔllliale avec des courants cOl1ll\andés par 1 t onduleur • 

4) Dis€ussion et conclusion 
Au chapitre précédent, on a présenté les résultats des 
simulations élaborées avec les commandes étudiées au chapitre 2. 
Soient, la commande par action proportionnelle et intégrale, la 
commande par retour d'état et la commande polynamiale. 
On a considéré pour la simulation des lois de commande des 
couY'ants sinusoïdaux, des courants non sinusoïdaux contralés paY' 
le redresseuY' et des courants non sinusoïdaux contralés par l'on-
duleur. 
Dans ce chapitY'e on va discuter, d'une paY't, les avantages 
et les désavantages des couY'ants d'alimentation (couY'ants sinu-
soïdaux, couY'ants non sinusoïdaux contY'alés paY' le Y'edY'esseur et 
couY'ants non sinusoïdaux contY'8lés paY' l'onduleur) et d'autY'e 
part, les avantages et les désavantages de chacune des lois de 
commande simulées au chapitY'e 3. 
4. 1) CouY'ants d'alimentation 
L'I.ltilisati.:.n d'un couY'ant nc.n sinusoïdal plutat que d'un 
courant sinusoïdal Y'elève, d'une paY't, de la difficulté de Y'éali-
sation pY'atique d'une souY'ce de courant sinusoïdal à amplitude 
vaY'iable, et d'autY'e paY't, des toléY'ances imposées sur les pics 
des tensions induites et des peY'tuY'bations de couple et de vites-
se dues aux haY'moniques des courants non sinusoïdaux. En ce qui a 
trait aux courants non sinusoïdaux, le choix d'un courant commandé 
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par le redresseur ou d'un courant commandé par l'onduleur relève 
de la réponse en courant de la source, de la fréquence de commuta-
tion minimale des semi-conducteurs et du courant maximum délivré 
par la source de courant. En effet, pour des systèmes à puis-
sance élevée et à vitesse moyenne ou basse, une source de courant 
à thyristors dont l'amplitude du courant à la sortie de l'ondu-
leur est commandée par la tension à la sortie du redresseur est 
plus adéquate qu'une source de courant dont l'amplitude des cou-
rants est commandée par l'angle d'amorçage des thyristors de 
l'onduleur. Car une alimentation en courants non sinusoïdaux en-
gendre des ondulations de couple. Ces ondulations ou pulsations 
de couple peuvent être dangeureuses pour le moteur si celui-ci 
est alimenté par des courants contrôlés par l'onduleur. 
Pour la simulation du moteur synchrone autopiloté on a 
considéré des courants sinusoïdaux, des courants non sinusoïdaux 
commandés par le redresseur et des courants non sinusoïdaux com-
mandés par l'onduleur. Les avantages et les inconvénients (ou 
difficultés de réalisation) des uns ou des autres de ces courants 
sont fournis aux sections (4. 1. 1), (4.1. 2) et (4. 1. 3). 
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4. 1. 1) Courants sinusoidaux 
* Avantages: 
- absence d'harmonique de courants, 
- absence de pic de tension dans le s tensions induites, 
- absence d'ondulation de couple et de vitesse en régime 
établi. 
* Inconyénient: 
- complexité de réalisation pratique. 
4. 1. 2) Courants non sinusoidaux commandés par le redresseur 
* Ayantages: 
- réalisation pratique simple et bon marché, 
- performances globales acceptables pour la plupart des ap-
plications industrielles. 
* Inconvénients: 
- présence d'harmoniques de courants, 
- présence de pics de tension dans les tensions induites, 
- présence d'ondulations de couple et de vitesse en régime 
établi, 
- retard pur de la réponse en courant sur la commande: ce 
retard est causé par la constante électrique de l'étage à 
courant continu. 
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4. 1. 3) Courants non sinusoïdaux commandés par l'onduleur 
* Ayantages: 
- réalisation pratique simple et bon marché, 
- performances globales acceptables pour la plupart des ap-
plications industrielles, 
- retard pur négligeable de la réponse en courant sur la 
commande: ce retard est pratiquement égal au temps de 
montée du courant dans le thyristor. 
* Inconvénients: 
- présence d'harmoniques de courants, 
- présence de pics de tension dans les tensions induites, 
- présence d'ondulations de couple et de vitesse en régime 
établi, 
- non recommandé pour des applications à fréquence de com-
mutation basse ou à puissance élevée car le court-circuit 
peut endommager les dispositifs de commutation. 
4. 2) Lois de commande 
Les stratégies de commande de vitesse ou de position d'un 
moteur sont très nombreuses et diffèrent dans leurs structures 
mathématiques (modélisation analytique) et dans leurs structures 
physiques (implantation pratique), cependant, cela ne laisse pas 
entendre qu'une loi de commande particulière ne peut être ap-
pliquée qu'à un système particulier. Au contraire, il est tou-
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jours possible d'adapter à un système en 
quelle loi de commande. Le seul critère 
de commande réside principalement dans 
du système commandé. 
particulier n'importe 
de sélection d'une loi 
le rapport qualité/prix 
Pour la 3imulation du moteur 3ynchrone autopl1oté on a 
considéré la commande proportionnelle et intégrale, la commande 
par retour d'état et la commande polynômiale. Les avantages et 
les inconvénients de ces lois de commande sont fournis aux sec-
tions (4. 2. 1), (4. 2. 2) et (4. 2. 3). 
4. 2. 1) Commande proportionnelle et intégrale 
* Avantages: 
- conception, réalisation et implantation facile, 
- composantes à prix abordables, 
- performances globales acceptables dans la plupart des ap-
plications industrielles. 
* Inconyénients: 
- nécessité d'un modèle linéaire ou linéarisé autour d'un 
point d'opération, 
- performances restreintes aux perturbations de faibles am-
plitudes, 
- on ne peut imposer les modes gouvernables du système à 
commander comme dans le cas de la commande par retour 
d'état. 
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4. 2. 2) Commande par retour d'état 
* Avantages: 
- conception, réalisation et implantation facile, 
- composantes à prix abordables, 
- performances globales acceptables dans la plupart des ap -
plications industrielles. 
- possibilités d'imposition de tous les modes gouvernables 
du système à commander. 
* Inconvénients: 
- nécessité d'un modèle linéaire ou linéarisé autour d'un 
point d'opération, 
- nécessité d'un observateur d'état pour la reconstitution 
des composantes d'état directement inaccessibles, 
- nécessité d'un calculateur numérique ou d'un c8blage ana-
logique complexe si un observateur est utilisé, 
- performances restreintes aux perturbations de faibles am-
plitudes. 
4. 2. 3) Commande polynômiale 
* Avantages: 
- conception, réalisation et implantation facile, 
- n'exige pas que le système à commander soit représenté 
par un modèle linéaire ou linéarisé autour d'un point 
d'.:opératic.n, 
- très bonne performance de régulation en régime établi. 
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* InconvénientsL 
- nécessite un observateur du couple mécanique, 
- possibilité d'erreur de position en régime établi: 
nécessité d'un intégrateur. 
- on ne peut imposer les modes gouvernables du système à 
commander comme dans le cas de la commande par retour 
d'état. 
4. 3) CONCLUSION 
Dans ce travail, on a étudié au chapitre 1, le montage 
redresseur-onduleur de courant (o~ on a discuté la commande du 
courant par l'onduleur), le capteur de position et de vitesse et 
on a élaboré un modèle non linéaire d'un moteur synchrone à pales 
saillants avec amortisseurs alimenté en courant. 
Au chapitre 2, on a étudié trois stratégies de commandes 
soient: la commande par action proportionnelle et intégrale, la 
commande par retour d'état et la commande polynSmiale. Pour 
chacune de ces lois de commande, on a développé un algorithme de 
simulation. 
Au chapitre 3, on a présenté les résultats de simulation de 
vitesse du moteur synchrone autopiloté avec les lois de commande 
étudiées au chapitre 2. Dans ces simulations, on a considéré une 
alimentation sinuso~dale, une alimentation non sinuso~dale dont 
le courant est contr81é par le redresseur et une alimentation non 
sinuso~dale dont le courant est contrSlé par l'onduleur. Et au 
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chapitre 4, on a discuté les avantages et les inconvénients de 
chacune des lois de commande ainsi que de chacune des sources 
de courant utilisées. 
L'implantation pratique d'une ou de ces lois de commande est 
prévue pour la session d'hiver 1990 par monsieur Ghanem Mohamed 
dans le cadre de son sujet du travail de recherche. 

ANNEXE A: Payamétyes de la machine simulée 
ystatoy = 0.249800; 
yf = 0.064330; 
ykd = 0.457470; 
Ykq = 0.416370; 
If = 0.030888; 
Ikd c: 0.030'381 ; 
Ikq = 0.015882; 
Ifkd e: 0.028895; 
p .. 2.000000; 
j = 0.100000; 
d e: 0.01000; 
tmec = 0.10000 
* 
wy ; 
YS = [ ystatc.y 0 0; 0 ystatclY 0; 0 0 ystatoYJ; 
yy = [yf 0 0; 0 ykd 0· , 0 0 Ykq]; 
lyy e: (If lfkd 0; Ifkd lkd 0; 0 0 IkqJ; 
invlyy = inv(lyy); 
Il 
ANNEXE B: Calcul de la matrice de réaction d'état 
, Ce programme est élaboré pour être compilé sur le logiciel 
, PcMatlab <Version 2.9 ou plus >. 
CLEAR 
FORMAT SHORT 
, Réservation de l'espace mémoire dynamique 
, Option d'affichage scientifique 
IMO = 7.4175; , 
VFO = 1.2866; , 
WRO = 199.9999; , 
TMECO = 9.2999; , 
FLUXFO = 9.6178; , 
FLUXDO = 9.5779; , 
FLUXQO = 9.1264; , 
TETARO = 2.3918; , 
ALPHA = PI/2; , 
DELTA = 2.3918; \ 
ANGLE = DELTA-ALPHA;' 
COSANGLE = COS(ANGLE);' 
SINANGLE = SIN(ANGLE);' 
RADICAL = 1.5 A 9.5; , 
P = 2.999999; , 
J = 9.199999; % 
D = 9.989999; , 
RF = 9.964339; , 
RQ = 9.457479; , 
RD = 9.416379; , 
LS = 9.9999579; , 
L1 = 9.9142693; , 
L2 = 9.9949949; , 
L3 = 9.9235927; % 
L4 = 9.9113699; , 
MO = 9.9235927; , 
Point d'opération du moteur 
Calcul préliminaire 
Paramètres du moteur 
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LF = 9.939 888 i % 
LKD = 9.939981i % 
LKQ = 9.915882i % 
LFKD = 9.926695i % 
LD = LKDi % 
LQ = LKOi % paramètres du modèle d-q 
MFD = LFKDi % 
MDF = RADICAL * MOi % 
MDD = RADICAL * L3i % 
MOQ = RADICAL * L4i % 
LD = LS+1.5*(L1+L2)i % 
LQ = LS+l.5*(Ll-L2)i % 
% 
% Calcul du modèle d-q et de la matrice de réaction d'état 
% 
NUMERATEUR = LF*LD-MFD*MFDi 
AD = RD * MFD/NUMERATEURi 
BD = -RD * LF/NUMERATEURi 
CD = RD * (MDD * LF - MFD * MDF)/NUMERATEURi 
AF = -RF * LD/NUMERATEURi 
BF = RF * MFD/NUMERATEURi 
CF = RF * (MDF * LD - MFD * MDD)/NUMERATEURi 
AO = -RO/LOi 
BQ = RO * MOO/LOi 
AW = P * (MDF * LD - MFD * MDD)/NUMERATEURi 
BW = P * (MDD * LF - MFD * MDF)/NUMERATEURi 
CW = -P * MQO/LOi 
TP = (2 * MDF * MFD * MDD - MDD A2 * LF - MDF A2 * LD)/NUMERATEURi 
DW = P * (LD - LQ + MQOA2/LO + TP)i 
B1 = RADICAL * CF * COSANGLEi 
B2 = RADICAL * CD * COSANGLEi 
B3 = -RADICAL * BQ * SINANGLEi 
Xl = -RADICAL * AW * IMO * SINANGLE * P/Ji 
X2 = -RADICAL * BW * IMO * SINANGLE * P/Ji 
X3 = RADICAL * CW * IMO * COSANGLE * P/Ji 
X4 = -RADICAL * (AW * FLUXFO + BW * FLUXDO) * SINANGLEi 
X4 = X4 + RADICAL * CW * FLUXQO * COSANGLEi 
X4 = (X4 - 1.5 * IMO * DW * SIN(2 * ANGLE» * P/Ji 
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A = (AF 8F 0 121 121 
AD BD 0 0 0 
0 0 AQ 0 121 
Xl X2 X3 -D/J 0 
0 121 0 1 0J 
B = (Bl 1 
82 0 
83 0 
X4 0 
121 0J 
CONTROL = RAN~~( (B A*B A ... ··2*8 
M(3, 3) = 0; 
L(2, 2) = 0; 
K(2, 5) = 0· ,
KU, 1) = A(4, 1)/B(4, 1); 
K(l, 2) = A(4, 2:>/8(4, 1); 
KU, 3) = A(4, 3)/8(4, 1); 
L(2, 1) = A(5, 4) ; 
M(2, 1) = A(2, 1) - B(2, 1) 
M(2, 2) = A(2, 2) - B(2, 1) 
M(2, 3) = - B(2, 1) * ~~ ( 1 , 
M(3, 1) = - 8(3, 1) * KU, 
M(3, 2) = - B(3, 1) * K(l, 
M(3, 3) = A(3, 3) - 8(3, 1) 
lM = SQRT( -1); 
Pl = -80 
P2 = - 85 
P3 = -90 
P4 = -80 
P5 = -90 
X = ( Pl 1 1/Pl 
P2 1 lIP2 
P3 1 1/P3J; 
y = (P 1'-'2 
P2A 2 
P3"'2] ; 
R = X\ Y; 
CLEAR X 
CLEAR Y 
MU, 1 ) = RU, 
X(1, 1) = M(2, 
X (1, 2) = M(3, 
1) 
1); 
1); 
- M(2, 2) 
AA3*B AA4*8J) ; 
* 
K<1, 1); 
* KU, 2); 
3:> ; 
1); 
2); 
* ~~ ( 1 , 3); 
- M(3, 3) ; 
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X(2, 1) = M(2, 3) 
* 
M(3, 1) - M(2, 1) 
* 
M(3, 3); 
X(2, 2) = M(2, 1) 
* 
M(3, 2) - M(3, 1) 
* 
M(2, 2); 
YU, 1) = M<1,1) 
* 
(M(2,2) + M(3,3» + M(2,2) 
* 
M(3,3) + R(2,1) -
M(3,2) * M(2,3); 
Y(2, 1) = R(3,1) - M(l,l) * M(2,2) * M(3,3) + M(3,2) * M(2,3) * 
M<1,1); 
R = X\V; 
CLEAR X 
CLEAR y 
M<1, 2) = R<1, 1); 
M(l, 3) = R(2, 1); 
K(2, 1) = (A ( 1, 1) 
K(2, 2) = (A ( 1, 2) 
K(2, 3) = (A(l, 3) 
X = [P4 L(2, 1) 
P5 L(2, 1) J; 
Y = [P4· .... 2 
P5· .... 2J; 
R = X\Y; 
CLEAR X 
CLEAR V 
LU, 1) 
L <1, 2) 
= R(l, 1); 
= R(2, 1); 
- M(l, 1) - B<1, 1) * ~~(1, 1)/BO, 2); 
- MO, 2) - BO, 1) * KU, 2»/B(1, 2); 
- M<1, 3) .. [1<1, 1) * K<1, 3»/B<1, 2); 
K(l, 
K ( 1 , 
4) 
5) 
= (A(4, 4) - L(t, 1)/B(4, 1); 
= -L(l, 2)/8(4, 1); 
K(2, 4) = -B<1, 1) * K<1, 4)/B<1, 2); 
K(2, 5) = -BO, 1) * K<1, 5)/B(1, 2); 
K = REAL(K) 
Ml1 = REAL(M); 
FORMAT SHORT E 
M22 = REAL(L) 
AF = REAL(A - B * K); 
CLEAR L 
CLEAR R 
CLEAR M 
M12(3, 2) = 121; 
M21 (2, 3) = 121 
FOR 1 = 1:5, 
END 
FOR J = 1: 5, 
END 
1 F ABS (AF (l, J» < 1 E -1(21, 
AF ( l, J) = 121; 
END 
AF 
FORMAT SHORT 
FOR 1 = 1: 3, 
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FOR J = 4:5, 
END; 
END; 
M12 
M12<I, J-3) = AF<I, J); 
LAMDAO = SORT(EIG(A» 
LAMDAF = SORT(EIG(AF» 

ANNEXE C: Diagonalisation d'une matrice 
Soit une transformation linéaire dans un espace à n dimen-
sions: 
y = [Al-x ( 1 ) 
Cette transformation permet de passer du vecteur x au vecteur 
y. Ces deux vecteurs sont généralement différents, mais, il peut 
arriver qu'ils soient colinéaires vérifiant ainsi la relation: 
y = lamda-x ( 2 ) 
Les scalaires lamda et les vecteurs x constituent respective-
ment les valeurs propres et les vecteurs propres de la matrice [A 1 . 
En effet, de (1) et (2) on peut écrire: 
{[Al - lamda-[Il}-x = [el où [Il est la matrice unité (3) 
Le système d'équations (3) admet des solutions non nulles en x si 
et seulement si le déterminant de la matrice {[Al - lamda-[Il} est 
nul. 
I[Al - lamda-[Ili = e (4) 
La relation (4) constitue l'équation caractéristique de [Al. 
Ses solutions en lamda sont les valeurs propres définies par (2). 
Les valeurs propres peuvent être réelles ou complexes, distinctes 
ou multiples. 
EXEMPLE: 
[Al = [~ :] 
[Al - lamda-[Il 
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I[A] - lamda-[I]I = lamda 2 - 3-larnda - 4 
Ce déterminant s'annule pour lamdal = -li lamda2 = 4. Ces deux 
valeurs constituent les valeurs propres de [A]. 
Une fois les valeurs propres d'une matrice déterminées par la 
relation (4), on peut obtenir les vecteurs propres de cette mat-
rice en appliquant la relation (3). Ces vecteurs ne peuvent être 
connus qu'en direction. On peut, cependant, les normaliser par 
la relation 
uxU2 = c 2 -(x1 2 + x2 2 + ••. + xn2 ) = 1 
ce qui fournit la constante de proportionnalité c. 
EXEMPLE: 
[Al = [~ :] avec lamdal = -1 et lamda2 = 4 
On obtient le premier vecteur propre de [A] en appliquant la re-
lation (3) avec lamda = lamd l . 
ce qui donne la relation suivante: 
2- xll + 3- x2l = 9 
En posant x2l = cl' on obtient xll = -3- c l/2. Le vecteur propre 
xl est donc donné par l'expression suivante: 
xl = cl-[-3/2 l]T 
En appliquant (3) avec lamda = larnda2' on obtient 
x2 = c2-[1 l]T. 
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MATRICE MODALE 
Par d~finition, la matrice modale est une matrice dont les 
de [Al; on la d~signe par [Ml. 
[Ml = (5) 
EXEMPLE: 
La matrice modale pour l'exemple précédant est donnée par: 
[-3/2 1] CMl = 1 1 
Reprenons à présent les relations (1) et (2) pour chacune des 
des valeurs propres, supposées distinctes, d'une matrice CAl. 
[Al-xl 
[Al-x'-J 
" 
= lamda 1 -x 1 
= lamda .-~-x .-.. 
.... ..:.. (6) 
Comme d'autre part, les vecteurs propres xl' x2' ••• , x n 
constituent les colonnes de la matrice CMl, on peut ~crire la 
matrice [Ml sous la forme suivante: 
(7) 
Prémultiplions (7) par CAl: 
CAl - CMl = {CAl-xl [Al - X.") 
..:.. 
(8) 
de (6) et (8) on peut écrire: 
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d'où 
lamda 1 9 . . . 9 9 lamda 2 .. 9 
x2· .. xn 1 ...... . 
. . . . . . . . 
9 . . . . lamda n 
lA]· lM] = lM]· lDlamda] 
où lDlamda] désigne la matrice diagonale des valeurs propres: 
lDlamda] = diag(lamda1' lamda2' ... , lamda n ) 
Prémultiplions (19) par lM]-l, on obtient 
lM]-l· lA ]·lM] = lDlamda] 
( 9 ) 
(19) 
(11) 
La relation (11) nous permet de diagonaliser automatiquement de 
nombreuses matrices. 
EXEMPLE: 
lA 1 = [~ :] 2/5] 3/5 
En appliquant la relation (11), on trouve 
[
lamda 1 9 ] 
B lamda2 

ANNEXE D: Séparation des modes lents des modes rapides 
L'étude et le contrôle des systèmes est d'autant plus comp-
lexe que le modèle mathématique représentant l'un ou l'autre de 
ces système est lourd. 
MaiB, comme tout système électro-mécanique peut être repré-
senté par ses modes lents (comportements liés aux constantes de 
temps mécaniques) et par ses modes rapides (comportements liés 
aux constantes de temps électriques), on peut par une transforma-
tion linéaire spécifique et successive découpler un système en 
deux sous-systèmes indépendants. Ces sous-systèmes représentent 
respectivement les modes rapides et les modes lents du système de 
base. D'ordre réduit et faciles à résoudre, ces sous-systèmes 
constituent une stratégie privilégiée de simplification des sys-
tèmes complexes pour fin d'analyse et de commande. Ainsi un sys-
tème peut être étudié et asservi à travers ses modes. 
En se basant sur l'article "Solution Of State Equations In 
Terms Of Separated Modes With Applications To Synchronous Machines", 
on a élaboré un programme (voir annexe H) qui permet de découpler 
un système linéaire et invariant en deux sous-systèmes indépen-
dants. Les résultats numériques ont montré que les sous-systèmes 
représentent le système de base avec une très grande fidélité. 
THtORIE 
Les équations d'état d'un système linéaire invariant de la 
forme 
[dX/dt] = [A] [X] + [B] [U] (2. 1) 
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peuvent ~tre partitionnées en deux sous syst~mes linéaires et in-
variants. Un des sous syst~mes sera associé aux modes rapides du 
vecteur d'état notés [Xf] et le deuxième sera associé aux modes 
lents notés [Xs ] . Ainsi on peut représenter le vecteur d'état 
comme suit: 
( 2. 2) 
Ici [Xf] comprend n1 variables d'état et [Xs ] comprend (n-n1) 
variables d'état (n étant l'ordre du système). La relation (2. 1) 
peut être écrite sous la forme suivante: 
[dXf/dt] = [Aff]·[Xf] + [Afs]·[Xs ] + [Bf]·[U] 
[dXs/dt] = [As f ] • [Xf] + [Ass]· [Xs ] + [BS]· [U] 
On définit un modèle d'ordre zéro comme suit: 
( 2. 3) 
( 2. 4) 
[dXf (9)/dt] = [Af f(9)].[Xf (9)] + [Afs (9)].[xg(9)] + [Bf (9)].[U] (2. 5) 
[dX
s
(9)/dt] = [A
sf (9»).[Xf (9») + [Ags(9»).[xg(9») + [Bs (9»).[U) (2. 6) 
Maintenant, si on définit un nouveau vecteur d'état [Xf) désigné 
[X f (1)] (de même dimension que [X f (9)]), comme une combinaison 
linéaire de [X f (9)] et de [Xs (9)], tel que: 
et qu'on l'introduit dans les relations (2. 3) et (2. 4), on obtient 
ldXf(l)/dt) = [Aff(l»).[Xf(l)] + [Afs (1)]·lXs (9») + [Bf (l)].[Ul (2. 8) 
ldX
s
(9)/dt) = lAgf(9»).lXf (1») + [Ags(1)].lXg(9») + [Bs (9)].[U) (2. 9) 
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où 
[Aff (l)] = 
[A (1)] = 88 
[A fs (l)] = [Aff(0)]-10[Afs(0)]0[Ass(1)] 
[Bf(l)] = [B f (0)] +. [Aff(0)]-10[Afs(0)]0[Bs(0)] 
Si on isole [X f (l)] de (2. 8) et qu'on pose le résultat dans 
(2. 9), on obtient les relations (2. 10). 
(2. 10) 
Définissons un autre nouveau vecteur d'état [Xs ] désigné 
[X
s
(l)], de même dimension que [Xs (0)], et qui est une combinaison 
linéaire de [X
s
(0)] et de [X f (l)] tel que 
(2. 11) 
Posons la relation (2. 11) dans les relations (2. 8) et (2. 10); 
on obtient les relations suivantes: 
[dX (l)/dt] f _ = [A (l)]o[X (l)]+[A (l)]o[X (l)]+[B (l)]o[U] ff f fs s f (2. 12) 
[dX (l)/dt] = [As (l)]o[X (l)]+[As (l)]o[X (l)]+[B (l)]o[U] (2. 13) s f f s s s 
où 
[Aff (l)] = [Aff (l)] + [A (l)]o[A (0)]0[A (1)]-1 fs sf ff 
[As f (1) ] = [Ass(1)]0[Asf(0)]0[Aff(1)]-1 
Les nouvelles équations d'état (2. 12) et (2. 13) corres-
pondent aux équations d'état du modèle d'ordre 1. 
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51 on g~néra115e, on obt1ent que le modèle d'ordre k e5t 
d~fini par: 
avec 
[dXf(k)/dt] = [Aff(k)].[Xf(k)]+[Afs(k)]o[Xs(k)]+[Bf(k)]o[U] 
[dXS(k)/dt] = [Asf(k)]o[Xf(k)]+[Ass(k)]o[XS(k)]+[Bs(k)]o[U] 
[Bf(k)] = [Bf (k-1)] + [Aff(k-1)]-lo[Afs(k-1)]o[Bs(k-1)] 
[Aff(k)] = [Aff (k-1)] + [Aff (k-1)]-1.[Afs (k-l)]o[Asf(k-l)] 
[Ags(k)j = [Ass(k-1)] - [Asf(k-1)j.[Aff (k-1)]-l o[Ats(k-1)j 
[Afs(k)] = [Af f(k-1)]-l o[Ats(k-1)]o[Ags(k)] 
[Bs(k)] = [B
s
(k-1)] - [Agf(k-1)]o[Aff (k)]-l o[Bf (k)] 
[Ass(k)] = [Ass(k)] - [Agf(k-1)]o[Aff(k)]-lo[Afs(k)] 
[Agf(k)] = [Ags(k)]o[Agf(k-1)]o[Aff (k)]-1 
[Aff(k)] = [Aff(k)] + [Afs (k)]o[Agf(k-1)jo[Aff (k)]-1 
(2. 14) 
(2. 15) 
(2. 16) 
(2. 17) 
(2. 16) 
(2. 19) 
(2. 29) 
(2. 21) 
(2. 22) 
(2. 23) 
Les états [Xf(k)] et [Xs(k)j sont des combinaisons linéaires 
de leurs ancêtres. 
(2. 24) 
(2. 25) 
Considérons maintenant les relations (2. 24) et (2. 25) et posons 
[M(k-1)] = [Aff (k-1)]-lo[Afs (k-1)] 
[N ( k -1)] = [As f (k -1) ] 0 [Af f ( k ) ]-1 
on obtient: 
[Xf(k-l)l = {[Il_[M(k-l)]o[N(k-l)]}o[Xf(k)l_[M(k-l)]o[xg(k)] (2. 26) 
[Xg (k-1)l = [N(k-1)]o[xt(k)] + [Xg (k)] (2. 27) 
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Si on pose 
[ 
[Xf(k)l ] 
[X (k) 1 
s 
et si on définit une matrice [Cl telle que 
[C(k-l) 1 = [ {[Il -
[M(k-l») _[N(k-l»)} 
[N(k-l») 
_ [M(k-l) 1 ] 
[I) 
les relations (2. 26) et (2. 27) peuvent être représentées comme 
suit: 
On a donc d'après la relation (2. 28) 
[X(9») = [c(9»)_[x(1)1, [x(l)l = [c(1»)_[x(2»), 
[x(2») = [c(2»)_[x(3)1, etc ... 
D'une fa~on générale 
[x(9») = [c(9»)_[c(1»)_[c(2)1 •.. [c(k-l»)_[x(k)1 
= [ Ct ) - [ X ( k ) 1 
avec 
Exemple: 
(2. 28) 
1 ( 2. 29) 
Soit un moteur CC à excitation séparée entraînant une 
charge requérant un couple constant. 
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Les équations du moteur sont données par: 
Sous forme matricielle, les équations d'état sont données par: 
-klf!/La ] 0 [ ia ] + [l/La 0] 0 [ Va ] 
-D/J wm 0 -l/J Tméc 
Pour Ra = 0.35 ~, La = 8.7 mH, kif! = 0.6 V/rad/sec, J = 0.14 kg-mz 
et D = 0.005 N- m/rad/sec on obtient: 
[
-40.23 
4.29 
-68.97] [ia ] 
-0.0357 0 w
m 
+ [
114.9 0 ][Va ] 
o -7.143 Tméc 
Pour i a (0) = wm(0) = 0, Va = 100 V et Tméc = 10 N-m on obtient 
par intégration, les expressions de ia(t) et de wm(t) suivantes: 
ia(t) = 17.9539 - 544.3587oe-30.526t + 526.4048oe-9.74t 
wm(t) = 156.1200 + 76.5919oe-30.526t - 232.7121oe-9.74t 
En utilisant les techniques de séparation des modes, on 
obtient à k = 22 les résultats suivants: 
[X f (0)J = 0.00000000 [Xs (0)J = 0.00000000 
[A (22) J = -30.5260000 [A (22)J = -9.73990000 ff ss 
[A (22)J fs = - 1.4412E-9 [A (22)J sf = 1. 3893E-10 
[B (22) J = [124.723 -17.539J [B (22) J = [21.8464 -9.6526J f s 
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[ 
1.35133 
[C 1 = 
t -9.19913 
-2.4554 ] 
1.98549 
Vu les valeurs de [Afs (22)1 et [As f(22)1, on peut écrire 
[dXf (22)/dt1 
[dX (22)/dt1 
s 
Le modèle d'ordre 22 du moteur est donc donné par: 
di
a
(22)/dt = -39.5269-i a (22) + 12296.919 
dw
m
(22)/dt = - 9.7399-w
m
(22) + 2988.114 
et la réponse est donnée par: 
i (22)(t) = 492.83398 - (1 - e-39.526t) 
a 
W (22)(t) = 214.38762 - (1 - e-9.7399t) 
m 
Maintenant, la réponse du système initial (c-à- d ia et wm), est 
obtenue en utilisant la transformation suivante: 
Ainsi 
et 
ia(t) = 1.35133 - 492.83398 - (1 - e-39.526t) 
-2.45549 - 214.38762 - (1 - e-9.7399t) 
= 17.95 - 544.36_e-39.526t + 526.49_e-9.7399t 
Wm(t) = -9.19913 - 492.83398 - (1 - e-39.526t) 
+1.98549 - 214.38762 - (1 - e-9.7399t) 
= 156.12 + 76.59_e-39.526t - 232.71_e-9.7399t 
on obtient les mêmes résultats que ceux obtenus par intégration directe. 

ANNEXE E: Simulation d'un contr8leur PI 
~ 
~ SIMULATION D'UN MOTEUR SYNCHRONE ALITOPILOTE ALIMENTE EN COURANT 
1. ------------------------------------------------------ ---------
Param.m ~ Lecture des paramètres et calculs préliminaires 
~ ITERATION 
~ ---------
for conteurl = l:limite, 
isl= 
i = 
g = 
te = 
is(1, 1); 
Lis; irJ; 
[gss gsr; grs nulle]; 
(p/2) * i' * CgJ * i; 
b = [rrinvlrr*lrs*is+vr; p*te/j; 0; ki*wdesiree-p*kp*te/jJ; 
x = xl; 
kl = a * x .... b; 
x = xl + (h/2) * kl; 
k2 = a * x + b; 
x = xl + (h/2) * k2; 
k3 = a * ~; + b; 
x = xl + h * k3; 
k4 = a * ~,; + b; 
xl = xl + (h/6) * (kl + 
fluxr(1, 1) 
fluxr(2, 1) 
fluxr(3, 1) 
wr 
tetar 
im 
if im > 20, 
im = 20; 
end 
= ~d (1, 1); 
= xl(2, 1); 
= xl(3, 1); 
= xl (4, 1) 
= x1(5, 1); 
= xl(6, 1) 
2 * k2 + 2 * k":.l ",.1 + k4); 
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if tetar < 0, 
tetar = tetar + deuxpi; 
elseif tetar > deuxpi, 
tetar = tetar - deuxpi; 
end 
xl(5, 1) = tetar; 
t = t + h 
if abs(t - 2.00) < h, 
tmec = 0.20; 
charge = p * tmec * wdesiree; 
aC4, 4) = - Cp*tmec + d)/j; 
aCS, 4) = kp * d/j - ki + P * kp * tmec/j; 
end 
[lss, lsr, lrs, gss, gsr, grsJ = matrice(tetar:q 
is = icarre * absCim) * square(tetar); 
ir = invlrr * fluxr - invlrr * lys * is; 
i f a bs ( i s 1 - i s Cl, 1» :> 0, 
conteur2 = nombre; 
end 
if conteur2 == nombre, 
end 
Save.m 
end 
p_is = (im * wr) * p_squareCtetar); 
vs = (rs + (wr * gss)-lsr*invlrr*(wr * grs»*is; 
vs = C (wr * gsr) - lsr * invlrr * rr) * ir+vs; 
vs = (lss - lsr * invlrr * lrs) * p_is + vs; 
vs = lsr * invlrr * vr + vs; 
varl = [is(l,1) vs(l,1) te wy tJ; 
var = (var; varlJ; 
conteur2 = 0; 
if nombre > 0, 
conteur2 = conteur2 + 1; 
end 
Z Enregistrement des resultats 

ANNEXE F: Simulation d'un contrSleur par retour d'état 
imag = sqrt(-l); 
pp(l) = -4.0500 + 8.0373 
pp(2) = -5.4000 + 7.2000 
pp(3) = -6.7500 + 5.952'3 
pp(4) = -8. 1000 + 3.9230 
pl = - 40; 
p2 = - 45; 
p3 = - 50; 
for kernel = 1:4, 
p4 = pp ( k e r ne 1 ) ; 
p5 = p4'; 
lm.::. = 
= 
7.4175; 
1.2866; 
wro 
Tmeco 
= 100.0000; 
0.2000 * = 
FlllxDo = 
FluxQo = 
Tetaro = 
0.6178; 
0.5779; 
0. 1264; 
2 .3018; 
Alpha = pi/2; 
Delta = 2.3018; 
* 
imag; 
* 
imag; 
* 
imag; 
* 
imag; 
Angle = Delta - Alpha; 
CosAngle = cos(Angle); 
SinAngle = sin(Angle); 
Radi cal = 1. 5· ... ·0.5; 
P = 2.000000; 
J = 0.100000; 
o = 0.080000; 
Rf = 0.064330; 
RQ = 0.457470; 
RD = 0.416370; 
ls = 0.0009570; 
II = 0.0142693; 
l2 = 0. 004'3940; 
L3 = 0.0235927; 
L4 = 0.0113600; 
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Mo = 0.0235927; 
Lf = 0.030888; 
LkD 
LkQ 
LfkD 
LD = 
LQ = 
MfD 
Mdf 
MdD 
= 
= 
= 
= 0.030981 ; 
= 0.015882; 
= 0.028895; 
LkD; 
LkQ; 
LfkD; 
Radical 
* 
Mc.; 
Radical 
* 
L3; 
MqQ = Radical * L4; 
Ld = ls + 1.5 * (Ll + L2); 
Lq = 1s -+ 1.5 * (Ll - L2 :1j 
Numerateur = Lf * LD - MfD * MfD; 
= RD * MfD/Numerateur; 
= -RD * Lf/Numerateur; 
= RD * (MdD * Lf - MfD * Mdf)/Numerateur; 
= - Rf * LD/Numerateur; 
= Rf * MfD/Numerateur; 
= Rf * (Mdf * LD - MfD * MdD)/Numerateur; 
- MfD * MdD)/Numerateur; 
- MfD * Mdf)/Numerateur; 
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a = (Af Bf 0 0 0 
AD BD 121 121 12) 
0 (21 AQ 0 121 
Xl X2 X3 -D/J 12) 
0 (21 0 1 0J; 
b = [Bl 1 
B2 121 
B3 121 
X4 0 
121 0J; 
m(3, 3) = 121; 
1<2, 2) = 0; 
k (2, 5) = 0; 
k<1, 1) = a(4, 1)/b(4, 1); 
k<1, 2) = a(4, 2)/b(4, 1); 
k<1, 3) = a(4, 3)/b(4, 1); 
1<2, 1) = a(5, 4); 
m(2, 1 ) = a(2, 1) - b(2, 1) * k<1, 1); 
( .':) 
m "', 2) = a(2, 2) - b(2, 1) * k<1, 2); 
m(2, 3) = - b(2, 1) * k<1, 3) ; 
m(3, 1) = - bC3, 1) * k<1, 1); 
m(3, 2) = -- b(3, 1) * k<1, 2) ; 
m(3, 3) = a(3, 3) - b(3, 1) * k<1, 3) ; 
x = [pl 1 l/pl 
p2 1 1/p2 
p3 1 1/p3J; 
Y = [pl"'2 
p2"'2 
p3"'2 J; 
y = x\y; 
cleay y: 
cleay y 
m(l, 1) 
x(l, 1) 
x (l, 2) 
x(2, 1) 
x (2, 2) 
y<1, 1) 
= 
= 
= 
= 
= 
= 
Y<1, 1) - m(2, 2) - m(3, 3); 
m(2, 1); 
m(3, 1); 
m(2, 3) * m(3, 1) - m(2, 1) * m(3, 3); 
m(2, 1) * m(3, 2) -- m(3, 1) * m(2, 2); 
m(1,1)*(m(2,2)+m(3,3» + m(2,2)*m(3,3) + 
y(2,1) - m(3,2) * m(2,3); 
Annexe F: simulation d'un contrôleur par retour d'état 175 
r = ~;\y; 
c 1ear ~I, 
c1ear y 
mU, 2) = rU, 1); 
m(l, 3) = r(2, 1); 
k(2, 1) = (a(1, 1) - m<1, 1) - bO, 1) * k<1, 1)/b<1, 2); 
k(2, 2) = (a(1, 2) - m(1, 2) - b(1, 1) * k<1, 2»/b<1, 2); 
k(2, 3) = (a<1, 3) - m<1, 3) - b(l, 1) * k<1, 3»/b(1, 2); 
x = (p4 1 (2, 1) 
p5 1 (2, 1) J; 
Y = (p4"':2 
p5"'2J; 
r = x\y; 
c1ear x 
c1ear y 
= r<1, 
= r(2, 
= (a(4, 
1); 
1); 
4) 
-
1<1, 1»/b(4, 
1<1, 1) 
1(1, 2) 
k(l, 4) 
k <1, 5) 
k(2, 4) 
= -1 ( 1 , :2)/b(4, 1); 
= -b(l, 
k (2, 5) = -b(l, 
k = rea 1 (k) ; 
mll = rea1(m); 
m22 = rea 1 ( 1 ) ; 
1) 
* 
1) 
* 
af = rea1(a - b * k); 
c1ear 1 
clear r 
clear m 
m12(3, 2) = 0; 
m2 1 (2, 3 ) = 12) ; 
for i = 1: 5, 
for j = 1:5, 
k<1, 4)/bU, 
k<1, 5)/b(1, 
i f a bs ( a f ( i , j » < 1 e - 10 , 
end 
end 
end 
af<i, j) = 12); 
1); 
2); 
2); 
end 
Annexe F: simulation d'un contrôleur par retour d'état 176 
for i = 1: 3, 
f.;:.r j = 4:5, 
m 12 ( i , j -3) = -a f ( i, j); 
end; 
end; 
a = af; b(4,3)=-20; 
imo = 7.4175; 
vfo = 1.2866; 
wro = 100.0000; 
f1uxfo 
f luxdc. 
f1uxqo 
tetarc. 
tmec 
h 
t 
tempsf 
= 
= 
= 
= 
= 
= 
= 
= 
= 
0.2000; 
0.6178; 
0.577'3; 
0.1264; 
2.3018; 
tmecCo; 
0.0050; 
0.0000; 
1.4000; 
limite = fixCtempsf / h); 
nombre = fixClimite/440); 
wdesiree = 100.0000; 
conteur2 = nombre ; 
LI = [0; 0; 10]; 
xo = [f1uxfo; f1uxdo; fluxqo; wdesiree; tetarCoJ; 
d~I.(5, 1) = 0; 
for conteur = 1:1imite, 
xl = dx; 
k1 = a * xl + b*u; 
xl = dx + h*k1/2; 
k2 = a*~; 1 + b*u; 
xl = dx + h * k2/2; 
k3 = a * ~t.1 + b*l.I ; 
xl = d:1. + h * k3; 
k4 = a*~;1 + b*lt; 
dx = dx + h * (kl + 2*(k2+k3) + k4)/6; 
t = t + h; 
var(conteur, kerne1) = x(4,1); 
end 

ANNEXE G: Simulation de la commande polynSmiale 
r. 
r. SIMULATION D'UN MOTEUR SYNCHRONE AUTOPILOTE ALIMENTE EN COURANT 
ALIMENTATION NON-SINUSOIDALE 
Param.m r. Lecture des paramètres et calculs préliminaires 
r. ITERATION 
r. ---------
for conteurl = l:limite, 
isl= i5<1, 1); 
i = [is; irJ; 
g = [g5S g5r; gr5 nulleJ; 
te = (p/2) * i' * [gJ * i; 
b = [rrinvlrr*lr5*i5+vr; p*te/j; 0J; 
x = xl; 
kl = a * x + b; 
x = xl + (h/2) * kl; 
k2 = a * x + b; 
x = xl + (h/2) * k2; 
k3 = a * x + b; 
x = xl + h * k3; 
k4 = a * ~/, + b; 
xl = xl + (h/6) * (kl + 2 * k2 + 2 * k3 + k4); 
fluxr(l, 
fluxr(2, 
fluxr(3, 
wr 
tetar 
1) 
1) 
1) 
= ~/;1(1, 1); 
= xl (2, 1); 
= xl (3, 1); 
= xl(4, 1); 
= xl(5, 1); 
end 
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if tetar < 0, 
tetar = tetar + deuxpi; 
elseif tetar > deuxpi, 
tetar = tetar - deuxpi; 
end 
~i(1(5, 1) = tetar; 
t = t + h; 
if absCt - 2.(0) < h, 
tmec = 0.20; 
end 
charge = p * tmec * wdesiree; 
a(4, 4) = - (p*tmec + d)/j; 
im = icarre * commande(charge, wdesiree, c_ if, dl; 
[lss, lsr, lrs, gss, gsr, grsJ = matriceCtetar :q 
is = im * squareCtetar); 
ir = invlrr * fluxr - invlrr * lrs * is; 
if abs (i si - i s ( 1, 1)) :> 0, 
conteur2 = nombre; 
end 
if conteur2 == nombre, 
end 
p_ is = (im * wr) * p_squareCtetar); 
vs = (rs + (wr * gss) - lsr * invlrr * (wr * grs)) * is; 
vs = ( (wr * gsr) - lsr * invlrr * rr) * ir + vs; 
vs = (lss - lsr * invlrr * lrs) * p_is + vs; 
vs = Isr * invlrr * vr + vs; 
varl = [is(l,l) vs(l,l) te wr tJ; 
var = [var; varlJ; 
conteur2 = (2); 
if nc.mbre > 0, 
conteur2 = conteur2 + 1; 
end 
Save.m ~ Enregistrement des resultats 
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Param.m 
7. CONSTANTES 
r. ----------
deu:t:pi 
icarre 
= 2 * pi; 
= 0. '3000; 
7. PARAMETRES DE LA MACHINE 
r. ------------ - --- - -------
l'stator = 0.24'3800; 
rf = 0.064330; 
rkd = 0.457470; 
d~q .- 0.416370; 
If = 0.030888; 
lkd = 0.030'381 ; 
lkq = 0.015882; 
Ifkd .- 121.0288'35; 
p = 2.00000121; 
j = 121. 10121121121121; 
d = 0.12111211210121; 
tmec = 121.112112100121; 
rs = [l'stator 121 0; 0 rstatclr 121; 
1"1" = [rf 0 0; 0 rkd 0; 0 0 rkqJ; 
11"1" = [1f Ifkd 0; Ifkd lkd 0; 0 0 
invlrr = inv(1rr); 
7. PARAMETRES DE CONTROLE 
7.--------------- -- ------
h = 0.011210121; 
vf = 20 * 1" f; 
c if = vf / rf; 
tempsf = 2.8121000; 
121 0 rstatorJ; 
lkqJ; 
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limite = fix(tempsf / h); 
nombre = fix(limite/375); 
wdesiree = UHJ.9999; 
conteur2 = nombre . , 
\ CONDITIONS INITIALES 
\ --------------------
t 
wr 
tetar 
= 9.999; 
= 1e-19; 
= 9.999; 
charge = p * tmec * wdesiree; 
im = icarre * commande(charge, wdesiree, c_if, dl; 
is = im * square(tetar); 
p_is = (im * wr) * p_square(tetar); 
ir = [c_if; 9; 9J; 
vr = [vf; 9; 9J; 
[lss, Isr, lrs, gss, gsr, grsJ = matrice(tetar); 
fluxr = lrs * is + lrr * Ir; 
xl = [fluxr; wr; tetarJ ; 
vs = (rs + (wr * gss) - 1sr * invlrr * (wr * grs) ) * is; 
vs = ( (wr * gsr) - Isr * invlrr * rr) * ir + vs; 
vs = (1ss - lsr * invlrr * 1rs) * p_is + vs; 
vs = lsr * invlrr * vr + vs; 
var = [is(l,l) vs(l,l) 9 9 9J; 
\ CALCUL PRELIMINAIRE 
\ -------------------
rrinvlrr = rr * invlrr; 
nu11e(3, 3 ) = 9; 
a(5, 5) = 9; 
a (5, 4) = 1; 
a(4, 4 ) = - (p*tmec + d)/ji 
for conteur1 = 1:3 
for conteur3 = 1:3 
a(conteur1, conteur3) = -rrinvlrr(conteur1, conteur3)i 
end 
end 
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Save.m 
7. ENREGISTREMENT DES RESULTATS 
r. ----------------------------
save simul2.mat var 
diary simul2.prn 
var 
diary off 
7. AFFICHAGE GRAPHIQUE 
i. -------------------
plot(var(: ,5), var(:, 1:4» 
xlabel('Temps en secondes'); 
ylabel('is vs wr et Te'); 
title('Alimentation non sinusoidale'); 
pause 
plc,t(var(: ,5), var(:, 1:2» 
xlabel('Temps en secondes'); 
ylabel('is et vs'); 
titleC'Alimentation non sinusoidale'); 
pause 
plc,t(var(: ,5), var(:, 1) 
xlabel('Temps en secondes'); 
ylabel('Courant en Amperes'); 
title('Alimentation non sinusoidale'); 
pause 
plot(var(:,5), var(:,2» 
xlabe l('Temps en secondes'); 
ylabel('Tension en Volts'); 
title('Alimentation non sinusoidale'); 
pause 
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plot(var(:,5), var(:,3» 
xlabel('Temps en secondes'); 
ylabel('Couple en N.m'); 
title('Alimentation non sinusoidale'); 
pause 
plot(var(:,5), var(:,4» 
xlabel('Temps en secondes'); 
ylabel('Vitesse en rad/sec'); 
title('Alimentation non sinusoidale'l 
pause 
Function reponse = commande(tmec, vdesiree, i _ f, dl; 
7. 
7. 
7. Cette fonction calcul l'amplitude d'un courant sinusoidal 
7. convenable p:.I.tr pil.:.ter le m.:.teur à I.lne vitesse d.:.nnée (vdesiree). 
p = 2.0000000; mo = 0.0235927; 
a = 2/(3 * pA2 * mo * i _ f); 
x = a * (tmec + d * vdesiree); 
reponse=x; 
Function [lss, lsr, lrs, gss, gsr, grsJ = matrice(~d; 
7. 
7. 
7. Cette fonction genère la matrice d'inductance et s a dérivée 
7. 
ls = 0.0009570; 
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Il = 0.0142693; 
12 = 0. 0049'340; 
13 = 0. 0235'327 ; 
14 = 0. (7J 113600 ; 
me. = 0.0235927; 
.-, x..::. = 2 * x; 
y = 2 * pi/3; 
al1 = ls + Il + 12 * cos(x2); 
a12 = -0.5 * Il + 12 * cos(x2-y); 
a13 = -0.5 * Il + 12 * cos(x2+y); 
a21 = -0.5 * Il + 12 * cos(x2-y); 
a22 = ls + Il + 12 * cos(x2+y); 
a23 = -0.5 * Il + 12 * ce.s(x2); 
a31 = -0.5 * Il + 12 * cos(x2+y); 
a32 = -0.5 * Il + 12 * cos(x2); 
a33 = ls + Il + 12 * cos(x2-y); 
lss = [all a12 a13; a21 a22 a23; a31 a32 a33J; 
all = mc· * cc.s(y;); 
a12 = 13 * cos(x); 
a13 = -14 * sin(x); 
a21 = mo * cos(x - y) ; 
a '-"'-1 
..:....:.. = 13 * c.:.s (x - y); 
a23 = -14 * sin(x - y:1j 
a31 = mo * cos(x + y); 
a32 = 13 
* 
cos(x + y) ; 
a33 = -14 
* 
sin(x + y); 
lsy = [all a12 a13; a21 a22 a23; a31 a32 a33J; 
lys = lsy'; 
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all = -2 
* 
12 
* 
sin(:-:2); 
a12 = -2 
* 
12 
* 
sin(:-:2 - y) ; 
a13 = -2 
* 
12 
* 
sin(:-:2 + y) ; 
a21 = -2 
* 
12 
* 
sin(:-:2 - y) ; 
a'-"--:' 
..:.. . .:.. = -2 
* 
12 
* 
sin(x2 + y) ; 
a23 = --2 
* 
12 
* 
sin(:-:2); 
a31 = -2 
* 
12 
* 
sinex2 + y) ; 
a32 = -2 
* 
12 
* 
sin(x2); 
a33 = -2 
* 
12 
* 
sin(x2 - y) ; 
gss = Call a12 a13; a21 a22 a23; a31 a32 a33J; 
all = -me· 
* 
sin(:-:); 
1·-' a ..:.. = -13 
* 
sin(x); 
a13 = -14 
* 
cc.s (x) ; 
a21 = -me· 
* 
sin(x - y); 
a22 = -13 
* 
sin(:t: - y) ; 
a23 = -14 
* 
c.:.s (x - y); 
a31 = -mo:o 
* 
sin(x + y) ; 
a32 = -13 
* 
sin(x + y); 
a33 = -14 
* 
cc.s (x + y) ; 
gsr = Call a12 a13; a21 a22 a23; a31 a32 a33J; 
grs = gsr'; 
Function reponse = square(angle); 
7. 
:r. 
7. Cette fonction genêre un signal d'o:onde carrée et d'amplitude 1 
:r. 
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deux_pi = 2 * pi; 
angle = angle + 5*pi/6; 
angle = angle - fix(angle/deux_pi) * deux_pi; 
if angle ,-" 0, 
angle = deux _pi + angle; 
end 
limite1 = .-.. .... * pi/3; 
limite2 = pi; 
limite3 = 5 * pi/3; 
if angle < limite1, 
repc.nse(1, 1) = 1; 
elseif angle < limite2, 
repc.nse(1, 1) = 0; 
elseif angle < limite3, 
repeonse(1, 1) = --1 ; 
else 
repc.nse ( 1 , 1) = 0; 
end 
angle = angle - deux_pi/3; 
angle = angle - fix(angle/deux_pi) * deux_pi; 
if angle < 0, 
angle = deux_pi + angle; 
end 
if angle < limite1, 
rep.:.nse (2, 1) = 1; 
elseif angle < limite2, 
repc.nse(2, 1) = 0; 
elseif angle < limite3, 
repeonse(2, 1) = -1; 
else 
repc.nse(2, 1) = 0; 
end 
repeonse(3, 1) = -(repc.nse( 1, 1) + repeonse(2, 1):>; 
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Function reponse = p_square(angle); 
7. 
7. 
7. Cette fonction genère la dérivée d'un signal d'onde carrée 
7. d'amplitude 1 
7. 
deux_pi = 2 * pi; 
angle = angle + 5 * pi/6; 
angle = angle - fix(angle/deux_pi) * deux _ pi; 
if angle < 0, 
angle = angle + deux _ pi; 
end 
alpha = 4 * (pi/180); 7. 12 
limite1 = alpha; 
degrés 
limite2 = deu~t;_pi/3 - alpha; 
limite3 = deux _ pi/3; 
limite4 = pi; 
limite5 = pi + alpha; 
limite6 = 5 * pi/3 - alpha; 
limite7 = t::' >.J * pi/3; 
if angle < limite1, 
reponse(1, 1) = 1/alpha; 
elseif angle < limite2, 
rep.:.nse (1, 1) = 0; 
elseif angle < limite3, 
reponse(1, 1) = -1/alpha; 
elseif angle < limite4, 
repc.nse ( 1, 1) = 0; 
elseif angle < limite5, 
reponse(1, 1) = -1/alpha; 
elseif angle < limite6, 
rep.:.nse(1, 1) = 0; 
elseif angle < limite7, 
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yeponse(1, 1) = 1/alpha; 
else 
yepc,nse ( 1 , 1) = 0; 
end 
angle = angle - deux_pi/3; 
angle = angle - fix(angle/deux_pi) * deux_pi; 
if angle < 0, 
angle = deux_pi + angle; 
end 
if angle < limite1, 
yepc,nse(2, 1) = 1/alpha; 
elseif angle < limite2, 
yeponse(2, 1) = 0; 
elseif angle < limite3, 
yepc'nse(2, 1) = -1/alpha; 
elseif angle < limite4, 
yepc'nse(2, 1) = 0; 
elseif angle < limite5, 
yepc,nse(2, 1) :: -1/alpha; 
elseif angle < limite6, 
yep,:,nse(2, 1) = 0; 
elseif angle < limite7, 
yeponse(2, 1) = l/alpha; 
else 
Yeponse(2, 1) = 0; 
end 
yeponse(3, 1) = -(yepc,nse(1, 1) + repc,nse(2, 1»; 
.1 ni 
•• 
\/ 
/\ 
ANNEXE H: Programme de séparation des modes 
{---------------------------------------------------------------------------} 
{ 
{ 
{ 
{ 
{ 
{ 
{ 
{ 
PR~ EN TURBO-PASCAL Ver 5.9 
PAR 
HADJ MAHERSI HOHAMED 
} 
} 
} 
} 
} 
} 
} 
} 
{---------------------------------------------------------------------------} 
{---------------------------------------------------------------------------} 
{ } 
{ Ce programme permet: } 
{ 
{ 
{ 
{ 
1: de calculer les valeurs propres du système 
} 
} 
} 
} 
{ 2: de calculer les sous-matrices Aff, Afs, Asf, Ass, Bf et Bs ainsi } 
{ que les conditions initiales du vecteur d'état soient Xf(9) et } 
{ Xs (9) et celA pour un ordre K sufflsament grand pour que les sous- } 
{ 
{ 
matrices Afs et Asf soient pratiquement nulles. } 
} 
{ 3: de calculer le modèle reduit relatif au système proposé en sépa- } 
{ rant dans Xf les modes causés par la conunande (Voir la théor ie) • } 
{ } 
{---------------------------------------------------------------------------} 
Uses Crt; { Appel A l'unité d'affichage 
Uses calcul; 
} 
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{------------------------ Programme principal ------------------------------} 
FILLCHAR(A, 
FILLCHAR(Xo, 
SIZEOF(A), 
SIZIDF(Xo), 
9); FILLCHAR(B, SIZIDF(B), 9); 
9); FILLCHAR(C_Tr, SIZEOF(C_Tr), 9); 
Debut:= TRUE; ooroXY(l, 12); 
WRlTE( 'Invol des résaltats A l"llprilante 01 afficbaqe A l"~craD «(/I>?')i 
REPEAT Sortie:= UpCase(ReadKey) UNTIL Sortie IN ['E', 'l']i 
CLRSŒi 
WITH A DO 
BEGIN 
OOl'OXY(l, 19)i 
WRlTE('Entrez l"ordre de la matrice [A]: ')i 
Ligne:= Entier(l, MaxOrdre)i 
Colonne:= Ligne 
ENDi 
WITH B DO 
BEGIN 
Ligne:= A.Lignei OOl'OXY(l, 14)i 
WRlTE('Entrez l"ordre du vecteur de commande (U]: ')i 
Colonne:= Entier(l, MaxOrdre); 
END; 
WITH Xo DO 
BEGIN 
Ligne:= A.Colonne; 
Colonne:= 1 
END; 
Mat_Donnee (A, 'Eléments de la matrice [A]'); 
Mat_Donnee(B, 'Eléments de la matrice (B]'); 
Mat_Donnee(Xo,'Eléments du Vecteur (Xo] à t = 9'); 
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OOTOXY(5, 12); 
WRITE('Opération en cours '); 
ordrePolynome:= A.Ligne; 
E<Lcaracteristique (A, Coeff, Erreur); 
IF Erreur <> " THEN 
MessageErreur(Erreur); 
Racines_Polynome(coeff, ordrePolynome, Racine, Erreur); 
IF Erreur <> " THEN 
MessageErreur(Erreur); 
Trie_Descendant(OrdrePolynome, Racine); 
CLRSŒi 
FOR 1: = 1 TC OrdrePolynome DO 
WITH Racine.Element[I] DO 
WRITELN('Valeur propre ',1:2,': ',P_R:12:6,' ',P_I:12:6,'j')i 
WRI'1'ELNi 
WRITELN( 'Rapport de modules'); 
Maximum:= -1E+39; Suggestion:= 9i 
WITH Racine DO 
FOR 1: = 1 TC OrdrePolynome - 1 DO 
BEGIN 
IF (Module(Element[I + 1]) <> 9) THEN 
BEGIN 
Rapport:= Module(Element[I])/Module(Element[I + 1]); 
WRITELN(I,' - ',1 + 1,': ',Rapport:7:3)i 
IF Rapport > Maximum THEN 
BEGIN 
Maximum:= Rapport; 
Suggestion:= l 
END 
END 
ELSE 
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BEGIN 
WRlTELN(I,' - ',1 + 1,': Le rapport est indéfini'); 
suggestion:= l 
END 
END; 
WRlTELN; 
WRlTE('Je vous suggère un ordre de ',Suggestion); 
WRI'I'ELN(' pour la sous-matrice [Aff]'); 
WRlTELNi 
WRlTELN; 
WRlTE('Votre suggestion S.V.P. ? ')i 
suggestion:= Entier(l, A.Ligne)i 
WRlTELNi 
Sous_Matrice(Aff, Afs, Asf, Ass, Bf, Bs, Suggestion); 
IF Erreur <> " THEN 
MessageErreur(Erreur); 
Ordre:= S; 
N_Ordre:= S; 
REPEAT 
CLRSŒ; OOTOXY(S, 13); 
WRlTE('L"Ordre du système est ',Ordre); 
WRlTE( 'i entrez un nouvel ordre? ') i 
N_Ordre:= Entier(Ordre, Maxlnt)i 
Suggestion:= N_Ordre - Ordre; 
Ordre:= N_Ordre; 
CLRSŒi OOTOXY ( 5, 12); 
WRlTE('Opération en cours'); 
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Separation_mode(Aff, Afs, Asf, Ass, Bf, Bs, Xof, Xos, Suggestion); 
CLRSCR; Affiche(Sortle,A,'[Al = , ) i Attente; 
Affiche(Sortie,Aff,'[Affl = , ); Attente; 
Afflche(Sortle,Afs, ' [Afsl = ' ) ; Attente; 
Afflche(Sortle,Asf,'[AsfJ = , ); Attente; 
Afflche(Sortle,Ass,'[AsSl = , ) ; Attente; 
Afflche(Sortie,Bf,'[BfJ = , ); Attente; 
Afflche(Sortle,Bs,'[Bsl = , ); Attente; 
Affiche(Sortie,Xof,'[Xofl = ' ); Attente; 
Afflche(Sortle,Xos,' [Xosl = '); Attente; 
Afflche(Sortie,C_Tr,'La Matrice Résolvante est [C_Tl = '); 
Attente; CLRSCRi GOTOXY(5, 12); 
WRlTE('Voulez-vous augmenter l"ordre du système <OIN> '); 
REPEAT 
Reponse: = UPCASE (ReadKey) ; 
UNTIL Reponse IN ['0', 'N'l; 
UNTIL Reponse = 'N' 
ElID. 
{-- --------------------- Fin du Programme principal ------------------------} 
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