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A bstract
Our primary mode of communication is via speech. Therefore, any person who has 
difficulty in producing understandable speech, for whatever reason, is at a great dis­
advantage. It is the role of the speech therapist to help such people to improve 
their speech production wherever possible. The aim of this work was to develop a 
computer-based speech therapy tutor for vowel production. The Tutor would be able 
to analyse monosyllabic utterances in real-time, extract the vowel portion and match 
this to a pre-determined template, and display the result with no appreciable delay.
A fully-working prototype has been developed which employs general principles of 
aircraft tracking in a novel way, to track the coefficients of the quadratic factors of the 
all-pole linear-prediction model for speech production. It is shown how tracking these 
parameters can be used to extract extended vowels from a monosyllabic utterance. 
It is also shown how the algorithm which is used to determine the optimum frame- 
to-frame tracks can be used to perform template matching. The real plane on which 
the parameters are tracked, the rs-plane, suffers from non-linear scaling of frequency 
measures. This leads to poor spectral resolution of the perceptually-important low- 
frequency parameters. To overcome this problem, the rs-plane can be warped in 
order that distance measures taken between points on the plane are more meaningful 
perceptually.
The Tutor is based on a personal computer (PC). In order that real-time operation 
can be achieved, the processing power of the PC is enhanced by the addition of a 
digital signal processor (TMS32020) board and a transputer (T800) board.
The prototype Tutor was developed with help and advice from Dundee Speech 
Therapy Service, Tayside Health Board, who also conducted a short pilot study of 
the Tutor.
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Chapter 1 
Introduction
O verview
This chapter gives a general introduction to the research undertaken and describes 
how the Thesis is structured.
1
C H A P T E R  1. IN T R O D U C T IO N 2
1.1 Aim s of the Research
The human race has many forms of communication at its disposal. Communica­
tion can be verbal or non-verbal, aural or non-aural. Verbal communication is the 
means of transferring information using words. Aural communication is the means 
of transferring information using the speech production organs. Examples of non- 
aural/verbal communication are writing and sign language. Speech falls into the 
category of aural/verbal communication. An example of aural/non-verbal communi­
cation is laughing (by which information about one’s emotions is conveyed). Raising 
one’s eyebrows in surprise is a non-aural/non-verbal means of communication.
Although man has many means of communication at his disposal, our primary 
mode of communication is via the aural/verbal mode, i.e. speech. Therefore, any 
person who has difficulty in producing understandable speech, for any reason, is at 
a great disadvantage. It is the role of the speech therapist to help such people to 
improve their speech production wherever possible.
This Thesis describes the development of a new approach to tracking spectral 
parameters of the speech signal, and details how this was incorporated into a speech 
therapy tutor for vowel production (hereby referred to as the Tutor). The method 
uses an alternative representation of the poles of the Linear Prediction (LP) model 
for speech production. The Tutor was developed with help and advice from Tayside 
Health Board’s Speech Therapy Department.
1.2 Structure of the Thesis
Each chapter has been written as a self-contained report on a particular aspect of 
the Tutor. Each comprises an overview page which summarises the content of the 
chapter, the main body of the chapter, and a list of any referenced papers and texts.
The appendices comprise useful derivations, which have been removed from the 
main text to increase readability. The User Manual, which describes the operation 
of the Tutor, has also been included as an appendix.
The main body of the Thesis starts with Chapter 2, which reports on the current
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use of computers in speech therapy and explains the need for a computer-based vowel 
trainer.
Chapters 3, 4 and 5 describe a novel approach to tracking spectral parameters 
of the speech signal. Chapter 3 introduces the technique while relating it to other 
spectral-tracking techniques (in particular formant tracking). Chapter 4 describes 
a simulation of how the technique could be used to extract extended vowels from 
consonant-vowel and consonant-vowel-consonant utterances. This chapter also de­
scribes the simple template-matching technique which was used by the simulation to 
make assessments of vowel quality. Also included is a discussion of a perceptually- 
mapped template-matching technique. Chapter 5 describes work to estimate the 
optimal order of the LP model for use in the Tutor. This is introduced by considering 
the abundant psychophysical evidence that suggests that as few as two formants are 
required to identify a vowel.
Chapters 6, 7 and 8 describe how the developed algorithms were implemented on 
a multi-processor system to give a Tutor capable of real-time operation. Chapter 6 
describes the hardware used while Chapters 7 and 8 describe the technical details of 
the implementation.
Chapter 9 describes the user interface and the visual feedback modes that the 
Tutor offers, while Chapter 10 reports on the results of testing the Tutor in a clinical 
application. Chapter 11 concludes by discussing possible developments for the future.
Chapter 2
Current Research
Overview
This chapter will cover background information on computer-based aids in speech 
therapy.
Speech technology has several applications in aiding the disabled community. 
Speech synthesis systems can assist a person who is unable to produce understandable 
speech. Speech recognition systems can be used by the physically-disabled who can 
produce good speech to control various items (for example, household appliances).
Speech recognition techniques can also be used to augment speech therapy training 
of the vocally-inarticulate. Groups who could benefit from such training include 
the hearing-impaired and the speech-impaired. The speech-impaired group in turn 
includes people with articulatory impairments such as cleft palate, loss of articulatory 
control such as dysarthia, post-operative articulatory dysfunction and those suffering 
from psychologically-based impairments such as lisps.
This chapter reviews current technology and research in the field of computer- 
based speech therapy aids.
4
C H A P T E R  2. C U R R E N T  R E S E A R C H 5
2.1 Com puters in Speech Therapy
Electronic devices for speech therapy applications have been in existence for a number 
of years. The early devices used specific hardware for certain functions and were 
therefore inflexible. Recent devices are computer-based and are quite flexible in the 
style of visual feedback.
In 1968, Risberg [1] described a series of visual feedback displays which could be 
used for speech correction. A crude amplitude spectrum display was reported which 
could be used to provide feedback during the production of Swedish long vowels. 
This tool used a set of band-pass filters to perform the frequency analysis of the 
speech sound and employed glow discharge tubes as the display mechanism. The 
same display was used for a fricative indicator.
Other displays included an s-indicator, which used a meter and a light to indicate 
the correct articulation of the /s/ sound, an intonation indicator which displayed 
the fundamental frequency of the speech sound on a cathode-ray-oscilloscope or an 
instrument meter, and a nasalisation indicator which also used an instrument meter. 
The intonation meter used a throat microphone and the nasalisation indicator used 
a vibration sensor which was placed on the side of the nose.
Risberg points out that the visual display can never be a good substitute for 
speech control through hearing. Consequently the speech therapy aid can only be 
used during short training periods.
Many speech therapy aids that were later developed displayed the same infor­
mation but used a computer interfaced to the speech analysing hardware to output 
the results on a general visual display unit. For instance, in 1973 Nickerson and 
Stevens [2] proposed a speech training system based on a PDP-8E computer (manu­
factured by Digital Equipment Corporation). This device could display information 
on fundamental frequency, loudness, and frequency content of the speech signal. The 
first two parameters could immediately be shown as graphs against time and the 
third as a form of frequency/amplitude plot which changed as the user spoke. This 
latter display was described as ‘a “busy” display that may present information to the 
viewer at a rate that exceeds his capacity to absorb it’. The display of the first two
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parameters was also incorporated into a computer game by which the subject guided 
a ball through a hole in a wall into a basket. Also included was a simple smiling or 
sad face to show if success was achieved. Once the basic speech training aid had been 
developed, it was passed over to the teachers at a school for the deaf for a period of 
two years. The results of this field test is reported by Boothroyd et al [3] and the 
subsequently-developed displays are described by Nickerson et al [4].
As an alternative to these acoustic representations, some researchers have endeav­
ored to display information that is related to the position of the articulators of the 
vocal tract during the production of the speech sound. For instance, in 1974 Crichton 
and Fallside [5] described a method of applying the linear prediction model of speech 
production to the training of persons with impaired hearing. They used this model 
to make an estimate of the cross-sectional area of the vocal tract as a function of 
distance along the vocal tract (the area function). This graph is displayed during 
speech production and is compared to a target graph of a particular speech sound. 
The rationale behind this display is that it should supply information to the subject 
that can be easily understood.
The device was further developed to show the time evolution of the area function 
in a manner similar to that of the spectrograph [6]. This new display was termed the 
areagraph. One possible failing of this type of display is that it could be too “busy” 
as was Nickerson’s frequency display, i.e. there could be too much information for 
the subject to reasonably digest. It is interesting to note that the area function was 
chosen rather than the areagraph for later field test of a vowel trainer [7].
Recently, in an effort to reduce the cost and complexity of speech training aids, 
efforts have been made to base them on widely-available microprocessors. For ex­
ample, in 1986 Boyd et al [8] described a system based on the BBC microcomputer 
which displayed a two-dimensional frequency-amplitude plot, on which the amplitude 
of discrete frequency points was indicated with a vertical line, and a real-time spec­
trogram which shows frequency along the vertical axis, time along the horizontal axis, 
and amplitude information is represented by one of 8 colours. The frequency analysis 
was performed by a 16-channel switched-capacitor filter-bank.
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Black and Gailey [9] used the same hardware configuration but displayed an esti­
mate of the vocal-tract area function.
An alternative approach to the information-intensive feedback mechanisms de­
scribed above is to display a single parameter about the utterance, such as “good” or 
“bad” . Kewley-Port et al. [10] and Cottle et al. [11] both use proprietary speech recog­
nition hardware for this purpose and incorporate the devices into a speech training 
aid.
A relatively recent (1st November 1988) commercial speech therapy aid is IBM’s 
Speech Viewer. This tool comprises an IBM PS/2 equipped with the SpeechViewer 
adapter card incorporating a Texas Instruments TMS32010 digital signal proces­
sor [12]. The software drives the enhanced graphics of the PS/2 with great effect 
and incorporates the analysis tools into games in order to maintain the interest of 
the subject. Tools offered include pitch estimation, voicing, amplitude, and am- 
plitude/frequency displays. A clinical trial of SpeechViewer has been reported by 
Oster [13]. The results were very positive and due mainly to SpeechViewer’s mean­
ingful and motivational visual feedback methods. Oster also agrees with Risberg’s 
observation that computer-based speech-therapy aids can be a good complement to 
conventional speech-therapy practices but must be used with restriction and with 
moderation.
A recent review of computer-based speech training aids by Bernstein et al. [14] 
suggests that if these tools are to be effective, they must be used with a therapist 
working within a curriculum. This view is also shared by Boothroyd et al [3]. Bern­
stein et al also suggest that the therapist should have an adequate understanding of 
acoustic phonetics.
To summarise, current speech-therapy tools are based on readily-available micro­
computers to display the analysis parameters in an interesting manner. The speech 
analysis can be carried out by dedicated hardware incorporated into the computer, 
or the processing power of the computer can be augmented by adding an auxiliary 
processor. The main aim is to provide a common base on which many different tools 
can be implemented with varying user interfaces.
When developing a speech therapy tutor, it must be ensured that the display does
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not present information in a complicated manner, nor faster than the rate at which 
the information can be absorbed. The effective application of a computer-based tool 
also requires an effective speech program and adequate teacher preparation.
2.2 A N ew  Speech Therapy Tutor for Vowel Pro­
duction
After many meetings and discussions with members of Tayside Health Board’s Speech 
Therapy Department, it was decided that, locally, the most applicable area for a 
computer-based speech therapy aid was in the correction of vowel production. The 
training aid should cope with vowels produced within a monosyllabic context or as 
isolated vowels. For monosyllabic utterances the vowel part must be extracted hence 
feedback must be deferred until after that utterance has been completed. For isolated 
vowels the Tutor should be able to show a measure of how close a speech sound is to 
a target as the utterance is being produced. A display should also be incorporated 
which gives an indication as to the continuity of the produced sound.
The following chapter describes a system by which parameters of the speech signal 
can be tracked in order to determine the frame-to-frame deviations of the speech 
sound. Subsequent chapters describe how this is utilised to produce a speech therapy 
tutor which offers the above described features.
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Chapter 3
Tracking Spectral Param eters of  
Speech
Overview
This chapter discusses methods for tracking spectral parameters of the speech sig­
nal, namely formant-tracking techniques. Tracking the poles on the 0-plane is then 
examined as an alternative. It is shown, however, that pole-tracking has some not­
un surmount able problems which tend to complicate the tracking algorithm.
A method of obtaining the poles is then described, which introduces a two- 
dimensional real plane, the rs-plane. The properties of the rs-plane are explored 
and utilised to address the problems associated with tracking pole movements on the 
0-plane.
11
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3.1 Introduction
The Tutor analyses speech sounds as they are produced and produces a set of param­
eters which can be related to frequency information. These parameters are tracked in 
order to determine their frame-to-frame deviation and to determine when a steady- 
state region of the utterance occurs.
The automatic tracking of objects involves associating the object to a previous 
existence of that object in order to update its temporal evolution. In the case of 
speech analysis, the objects that are tracked are the parameters of some model that 
represents the speech sound. The most commonly tracked parameters, representing a 
model for voiced sounds, are the fundamental frequency and the formant frequencies.
Tracking the fundamental frequency is a trivial problem once it has been deter­
mined: since there is only one parameter being tracked the association is a simple 
one-to-one correlation. However, the tracking of the formant-frequency movements 
throughout a section of voiced speech can be a more difficult task. The formant 
frequencies can be used to classify vowels (see Chapter 5) and are tracked to elimi­
nate extraneous formants caused by noise or as a method of determining whether one 
apparent formant could actually be two closely-spaced formants.
The simplest formant tracking algorithms [1,2] determine a smoothed spectrum 
of the speech waveform, detect the first N  peaks in the spectrum and assign the 
frequencies of the peaks to formants Fi to F^ in a one-to-one fashion. An alternative 
to this is to segment the spectrum, either using non-overlapping [1] or overlapping [3] 
segments, using prior knowledge of likely positions of the formants, and perform peak 
picking within these segments. A more sophisticated peak picking algorithm has been 
proposed [4] which detects the first three formants. It uses a global optimisation 
scheme on the whole spectrum to eliminate the effects of local maxima.
More elaborate tracking strategies have been proposed [5,6] which detect vowel 
centres by identifying maxima in the signal energy where voicing occurs. These 
points in the speech waveform are used as anchor points from which a fixed number 
of formants are determined and subsequently tracked both forward and backward in 
time using continuity as the basis for discarding erroneous or spurious data.
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An alternative strategy [7] also tracks the formants both backwards and forwards 
in time, but generates an arbitrary number of strings of continuous formant data. 
Spurious data is then eliminated by discarding strings which are shorter than a pre­
determined length.
Other formant-tracking techniques determine the formant frequencies directly 
from the speech waveform by estimating the parameters of a speech production model 
whose parameters are the formant frequencies. Examples of such methods are the use 
of the extended Kalman filter [8] and an analysis-by~synthesis technique [9]. Both of 
these techniques use models which have a fixed number of formants.
The above algorithms which track a fixed number of formants suffer from the 
necessity to discard possible formants: the speech signal spectrum does not have 
a constant number of peaks and hence the number of formants within the speech 
signal are not known prior to analysing the speech waveform. So a number is chosen, 
typically 3, above which additional formants are ignored. Also the algorithms which 
track the formants both backwards and forwards in time are basically unsuitable for 
implementing on a real-time system.
An alternative to tracking the formant frequencies would be to track the poles 
of the LP model for speech production. This would be desirable as the number of 
objects tracked is fixed and because the number of pole-pairs that represent formants 
can vary.
3.2 Tracking the Poles o f the LP M odel
The poles of the LP model can be related directly to the positions of the formant 
frequencies of the speech sound in the frequency domain [10]. Therefore, the positions 
and trajectories of the poles on the z-plane could supply adequate information to en­
able the voiced speech sound to be identified. Rather than converting the information 
about the poles on the z-plane into formant frequency information and then tracking 
the formants, it should be possible to track the pole movements directly.
This would involve tracking objects on what is physically a two-dimensional space.
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Figure 1: Hypothetical frame-to-frame correlation problem.
The tracking procedure described in this section was originally intended for the track­
ing of aircraft [1 1] but is equally applicable to the present problem.
Tracking requires that each pole of the current frame be related to all poles of 
the previous frame. Simple association of poles which are closest between consecutive 
frames can result in erroneous matching as illustrated in Figure 1, which shows three 
2:-plane poles from two successive frames, X  and Y .
If a match is made solely on the distance between X  and Y  poles, then the 
end result will depend on the order in which the poles are taken. Taking pole Kfl] 
first, X[2] is the nearest and would therefore be taken to correlate with pole F[l]. 
Considering pole Y[2] next, X[l] is taken as a match. However, when it comes to 
y[3], it too should correlate with X[2] on the basis of minimum distance and pole X[3] 
would be left without a match. In fact, T[l] and X[3] should have been associated 
as a matching pair in the first place.
Such errors can be completely avoided by calculating a distance for every possible 
permutation of correlations, and then selecting the set which associates each pole 
in X  with each pole in Y  in one-to-one fashion so as to minimise the cumulative 
distance.
Y[2]  
Hr------.
O'
x [1  ]
___ _
Y [3 ]
,__.©x[2] N
X [ 3 ]
Im{z}
/t\
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Permutation Correlate for
Y l  1]
Correlate for
n  2]
Correlate for
n  3]
1 X[l] X[2] X[3]
2 m X[3] X[2)
3 X[2] X{\] m
4 X[2] X[3) m
5 m X[l] x [ 2]
6 X[3] X[2) X[l]
Table 1: Possible permutations of correlations.
Consider again the hypothetical situation shown in Figure 1 . Each pole in Y  
has three possible correlates, and so there are 3 x 3  = 9 distances to be considered. 
Table 1 shows all the permutations of possible correlations. For the permutation on 
each row, the correlates for K[l], Y[2], and V"[3] are shown.
For the three pole system there are 3! = 6 permutations. For each permutation, the 
sum of the three distances corresponding to the three pairs of correlates is calculated 
to give the cumulative distance. The optimal permutation is the one with the smallest 
total distance metric. The tracking algorithm can be summarised thus:
• generate a table of all distance metrics for each Y  to every other X  ;
• for each permutation calculate the cumulative distance;
• select the permutation with the smallest cumulative distance.
This may be feasible for model orders up to about 5, where the number of per­
mutations considered is 5 ! = 120, but for a larger model order of, say, 10 the number 
of permutations would be 10! = 3628800. This algorithm is therefore ideal for small 
model orders, since the optimum correlation is guaranteed, but for larger orders, which 
are common in speech analysis applications, such an algorithm is inappropriate.
One method of reducing the number of permutations which have to be considered 
is to disregard associations with poles that are further than a set distance away, 
and subsequently the best correlation is chosen [11]. This approach, however, is 
complicated and cannot guarantee that the optimum correlation is chosen.
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Figure 2: Unpredictable correlation when complex poles become real.
Another method of reducing the computation would be to consider the axial sym­
metry of the 2-plane. If all the poles occurred in complex conjugate pairs then only 
half the number of poles would need to be considered. The number of permutations 
would be reduced from p\ to (p/2)!, which is a very worthwhile reduction. However, 
the poles do not always occur in complex-conjugate pairs: depending on the model 
order, it is common for one or more pairs of roots to be real. Therefore if the tracking 
is restricted to only one half of the 2-plane, there need not always be the same number 
of poles to be correlated between consecutive frames. One or more poles would be 
left without a match which would cause the tracking process to fail.
An additional consequence of complex pole-pairs which move onto the real axis is 
illustrated in Figure 2. Pole pair X[la] and its complex conjugate X[lb] move onto 
the real axis in consecutive frames, resulting in the real pole-pair Y[\a] and F[16]. 
It is difficult to predict which of the two combinations, X[la] and X[lb] matching 
with Y[la] and Y[lb] respectively, or X[la] and X[lb] matching with Y[lb] and Y[la] 
respectively, will be chosen. This would complicate any recognition process which 
attempted to match tracks from one utterance with those of another.
In summary, the problem of tracking the poles of the linear prediction model in
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the z-plane has been examined. Although difficulties have been identified, they are 
not unsurmountable. However, they do tend to complicate the tracking algorithm.
3.3 Obtaining the Poles o f the LP M odel
In order to track the poles of the LP model, the roots of the denominator polynomial 
must be obtained. Equation 1 gives the transfer function (TF) for the LP model for 
speech production.
m  = — ^ —  (i)
1 “  'Y!akz~k
k- 1
To obtain the poles in terms of 0 rather than z _1 the numerator and denominator are 
multiplied by zp to give Equation 2.
Gzpm  F—  (2)
zr-'E,akZp~k
k = l
The numerator of Equation 2 has only a zp term, which gives p zeros all situated 
at the origin. These are trivial zeros, and for this reason the LP model is considered 
to be an all-pole model. The poles of the TF are the roots of the denominator 
polynomial. If the order of the polynomial is greater than 4, there is no analytical 
method for finding its roots and an iterative method must be used. The coefficients of 
the polynomial are generated from the LP analysis of the speech waveform. As with 
any realisable system, the coefficients are real. Hence, the roots of the polynomial 
occur in pairs of real numbers or complex conjugates.
Algorithms which find one root at a time, such as the Newton-Raphson method, 
must be implemented using complex arithmetic. One method which is suited to this 
application is Bairstow’s method.
3.3.1 B airstow ’s M ethod
Bairstow’s method [12] finds quadratic factors of a real polynomial, which in this 
case is in terms of z. The quadratic factors are of the form (z2 — rz — s) such that
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the division of the polynomial by this quadratic gives a remainder of zero. As the 
coefficients of both the quadratic factor and the original polynomial are real, only 
real arithmetic is required.
Once one quadratic factor of the polynomial has been obtained, the polynomial 
is deflated by dividing it by the factor. Bairstow’s method is then applied to the 
resulting polynomial and this process is repeated until the order of the remaining 
polynomial is less than or equal to 2. The roots are then found analytically from the 
quadratic factors using the quadratic formula.
As with all iterative methods an initial estimate is required. This method, how­
ever, suffers from divergence if a reasonable initial estimate of the coefficients of the 
quadratic factor is not given [12,13]. The remainder of this section addresses the prob­
lem of obtaining reasonable initial estimates and considers how divergence problems 
can be minimised.
3.3.2 O btaining Initia l E stim ates for B airstow ’s M ethod
For slowly-varying sounds such as the vowels, semivowels, and glides, it is a reasonable 
assumption that the poles of the LP model will lie within the unit circle on the 0-plane. 
Thus an initial estimate should be taken from somewhere on or within the unit circle 
and these 0-plane parameters mapped to initial estimates of the coefficients of the 
quadratic factor, r and s.
The iterative process is terminated when the change in the coefficients r and s 
for consecutive iterations become negligible or when the number of iterations exceeds 
some pre-determined maximum. If the process is terminated by the latter constraint, 
then the method has been unsuccessful on that attempt and the roots are deemed 
unreliable; another initial estimate of r and s must be made.
To investigate the suitability of Bairstow’s method for this application, this al­
gorithm was coded in Pascal. A large data set was constructed by analysing vowel 
sounds using a lOth-order LP model (the LP analysis method employed is mentioned 
in Section 4.2). The root finding routine was verified by reconstructing the polyno­
mials from the quadratic factors obtained and comparing these with the original data
set.
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For this method the poles of the LP filter were found successfully about 70% 
of the time. However, for the majority of the times that the algorithm failed, the 
termination of the process was not due to exceeding a maximum number of iterations 
but to a floating-point overflow. This was caused by the iterative method being 
rapidly divergent on these occasions.
One method of making the algorithm more robust would be to monitor the mag­
nitude of r and s in order to detect divergence. As was stated previously, the poles of 
the LP model should not lie outside the unit circle. The direct application of this as a 
test for divergence would require that the poles be calculated during the extraction of 
the quadratic. To avoid root finding at each stage, the interior of the stability circle 
can be mapped onto a two-dimensional real space, the dimensions of which are the 
coefficients of the quadratic factor [14,15], r and s.
This mapping is not widely used, and is generally only mentioned as a stepping 
stone to the stability circle on the 2r-plane. However, in this application, it is ideal 
as the stability of a second-order system can be determined directly from the r and 
s coefficients [16].
It should be noted that this representation was independently developed by the 
author until it was discovered in the literature. For this reason, the author’s rep­
resentation differs slightly from that in the literature in that it is rotated by 180 
degrees.
The region of stability on this coefficient plane, henceforth referred to as the rs- 
plane, is shown in Figure 3. After each iteration in the root-finding algorithm, if the 
point [r, s] lies some distance outside this triangle, then it is a reasonable assumption 
that the process is becoming divergent.
3.3.3 L im iting D ivergence
It is essential, both for computational efficiency and for robustness, that any divergent 
tendency during iteration is detected and stopped. Various methods of curbing this 
divergence were tried.
The first method tried was to limit r and s such that if, after an iteration, the 
current estimates of r and s lie outside the stability triangle then they were brought
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Figure 3: Region of stability on the rs-plane.
back into the triangle. This can be achieved by, first, limiting s to the range — 1 <  
s <  1. This clips the point either onto the horizontal edge of the triangle or nearer 
to one of the sloping edges. The estim ate can then be tested for lying outside the 
triangle and further clipped if necessary. If (s > (1 — r)), which corresponds to the 
estim ate lying outside the right sloping edge of the triangle, then r  is set equal to 
(1 — s), which brings the estimate back to this edge. Similarly, if (s > (r +  1)) then 
r is set equal to (s — 1).
This method was successful in eliminating the overflow conditions. However, a 
large percentage of the time the estimate would get trapped in the top corner of the 
triangle. This happens when taking an estimate from this corner produces an estimate 
which is subsequently clipped back to the corner. This process will continue until the 
maximum number of iterations is reached, which is an unsatisfactory situation.
The object of the clipping is to prevent any divergence from running long enough 
to give a computational overflow. It is therefore not necessary always to restrict the 
estim ate to within the stability triangle. The simplest continuous boundary which 
contains the stability triangle is a circle of radius y/E centered about the origin.
Using this restriction, if the distance from the center of the circle to the current
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Test Criterion Implementation
outside triangle (s < —1 ) O R  («s > (1 -|- r)) O R  (s > (1 — r))
Euclidean distance (s2 + r2) > 5
Chebychev distance (|r| + M) > 3
Table 2: Test criteria for detecting divergence.
estimate, d = y/r2 -f s2, is greater than y/b then both r and s are scaled down by a 
factor of djyj5.
This second method also eliminated the overflow conditions. Again, however, a 
satisfactory result would very often not be achieved before the maximum number of 
iterations was exceeded. In this case, when the estimate is clipped onto the boundary 
it may not necessarily be close to any of the true roots, and hence from that position 
the iterative process will again be divergent.
In both of the above cases, when restriction was enforced, it was likely that the 
maximum number of iterations would be exceeded and another initial estimate would 
be chosen. It is a reasonable assumption, therefore, that if the current iterative 
estimate lies some distance outside the stability triangle then the process is divergent; 
the iterative process should be terminated immediately and a new initial estimate 
chosen.
As this test for divergence must be made after each iteration, a computationally- 
efficient test strategy must be devised. It is not necessary that the iterative estimates 
be restricted to within the stability triangle, and hence three options are available. 
The first is to test if the estimate is anywhere outside the triangle. The second and 
third options compare the Euclidean and Chebychev distances from the origin to the 
estimate with the maximum respective distance possible within the stability triangle 
(see Figure 4).
Table 2 shows how each test would be implemented, and Table 3 shows the re­
spective number of comparisons, additions, and multiplications. The most computa- 
tionally-efficient test is the Chebychev distance of the estimate from the origin, and 
hence this test was employed.
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Figure 4: Boundaries for detecting divergence.
Test Criterion Comparisons Additions Multiplications
outside triangle 3 2 0
Euclidean distance 1 1 2
Chebychev distance 1 1 0
Table 3: Operations required for specified tests.
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A table of initial estimates was constructed from 441 points in the stability tri­
angle, spaced 0.1 units apart in both the r and s directions. The first guess is at 
point [2, —1], the second at [1.9, —1] and so on. With the table constructed in such a 
manner, the first set of guesses correspond to positions on the unit circle (starting at 
point 1 + jO) on the z-plane.
For slowly-varying sounds such as the vowels and semivowels, the position of the 
poles should vary slowly, and hence the results from the previous frame should make 
a good first estimate for the current analysis frame. An additional four places are 
reserved at the front of the estimate table for these values. For the very first frame of 
the utterance, these values are set equal to [2, —1], [1.9, —1], [1.8, —1], and [1.7, —1].
The word /ma/, spoken by the author, was low-pass filtered at 4 kHz cut-off 
(48 dB/octave fall off) and sampled at 10 kHz. The vowel was extended to give 
a steady-state region at the end of the utterance (see Chapter 4) and the utterance 
duration was 0.83 seconds. It was subsequently analysed using an 8th-order LP model, 
with a fixed frame size of 100 samples, with no overlap of consecutive frames, giving 
an analysis rate of 100 frames per second of speech. The temporal evolution of each 
of the LP coefficients was smoothed using a 4th-order function (see Section 3.6).
Table 4 shows the number of iterations required to determine the first 3 quadratic 
factors of the denominator polynomial for the first 20 frames out of 83 to an accuracy 
of 1 part in 100 million. In all cases, the fourth factor requires zero iterations as it is 
left as a quotient after the third factor. It is seen that the first frame requires more 
iterations than the preceding frames which take the results of the previous frame as 
the initial estimates. The average number of iterations required for each factor in the 
preceding frames is 4 or 5. This method of extracting the roots of a polynomial is 
therefore very well suited to this application.
3.4 The rs-Plane: an A lternative to the z-Plane
The denominator polynomial of the linear prediction model could be expressed as a 
multiplication of quadratic factors (see Section 3.3). These quadratics can be fac­
torised to produce pole-pairs which could subsequently be plotted on the z-plane.
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Frame No.
first factor
Iterations for 
second factor third factor
1 6 13 7
2 5 6 5
3 5 5 5
4 5 5 5
5 5 5 5
6 5 5 5
7 4 5 5
8 4 5 4
9 5 5 4
10 5 5 5
11 5 5 5
12 4 5 4
13 4 5 5
14 4 5 4
15 4 5 4
16 4 4 5
17 5 4 5
18 5 4 5
19 5 4 5
20 5 5 4
Table 4: Number of iterations per frame for word /ma/.
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In Section 3.2, it was shown that tracking the pole movements in the 2-domain has 
certain associated problems.
There exists a two-dimensional real space, the rs-plane (as described in Sec­
tion 3.3), which is an intermediate space when moving from the multi-dimensional 
linear-prediction space to the single-dimensional complex space of the 2-plane. The 
interior of the unit circle in the 2-plane maps to the interior of a triangle on the 
rs-plane, and this mapping was used to tailor Bairstow’s root-finding algorithm to 
the present analysis situation.
3.4.1 P roperties o f th e rs-plane
It was desirable to track on the 2-plane as the position of the poles correspond to 
both frequency and bandwidth of a formant. The relationship between the argument 
of the pole and the formant frequency is well-understood. Section 3.2 showed that 
tracking on the 2-plane has its problems.
In this section it will be shown how lines of constant ju> and constant a on the 
s-plane, which are related to frequency and bandwidth respectively, map into the 
rs-plane. In mapping from the s-plane to the rs-plane, the 2-plane is used as an 
intermediary, and hence the relationship between all three planes becomes apparent.
This mapping is determined in three distinct steps. First, the quadratic coefficients 
r and s must be given in terms of <r and lo. To determine how the lines of constant cr 
map onto the rs-plane, the effect of keeping a constant in the mapping equations is 
then noted. Last, the lines of constant j l j  on the rs-plane are determined by keeping 
u> constant in the mapping equations.
A pair of poles with co-ordinates a  ± jlo  in the s-domain map into the 2-domain 
to co-ordinates a ± jb  where
a = exp(crT). cos(uT) (3)
b = exp(crT). sin(a;T) (4)
where T  is the sampling period. Combining the complex pair in the 2-plane to give 
a quadratic:
(z — (a + jb )).(z  — (a — jb)) =  z 2 — 2az + (a2 + 62)
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= z 2 — rz — s
where r and s are given by:
r = 2a (5)
6 = - ( a 2 + b2) (6)
Substituting equations 3 and 4 into 5 and 6 gives:
r = 2exp(crT) cos(a;T) 
s = — exp(2 <rT)
For lines of constant cr on the 6-plane, exp(crT) in the mapping equations is a constant, 
M , and therefore r and s are given by:
r = 2M  cos(uT ) (7)
s =  - M 2 (8)
It is seen that s is a constant for constant <7 , and so the lines of constant a in 
the s-domain map onto horizontal lines on the rs-plane, passing through the point 
[0,— exp(2crT)]. The a = 0 line in the 6-domain therefore maps onto the s = — 1 line 
on the rs-plane.
As cr tends towards — oo the corresponding line on the rs-plane tends towards 
s = 0. The end points of the lines correspond to substituting ujT  = 0 and u T  = w 
into the above equations, giving end points of [2M ,—M 2] and [—2 M ,—M 2]. Figure 5 
shows five such lines for &T  ranging from —1 to 0 in steps of 0.25.
For lines of constant 2cos(a>T) will be a constant, K ,  hence r = K M .  It can 
also be shown that:
s = —r2 / K 2 (9)
From equation 9, it is seen that lines of constant uo map onto parabolas in the rs- 
plane. For the stable region of the s-plane, i.e. cr < 0, lines of constant lj map onto 
segments of these parabolas with end points [0,0] and [AVI].
The range of uj is from 0 to 7r/s, where f s = l/ T  is the sampling frequency. The 
range of toT is therefore from 0 to 7r giving a range of K  from 2 to —2. This gives a 
family of parabolic segments, a selection of which is shown in Figure 5.
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Figure 5: Lines of constant /  = ljT/2tt and crT projected onto the rs-plane.
As can be seen from Figure 5, the mapping from the s-plane, or 2-plane, to the 
rs-plane is not conformal as the lines of constant a and u  do not always cross at 
right angles. The mapping is also non-unique, as two points on the complex plane 
are mapped to one on the rs-plane.
These properties are generally undesirable. However, they can be exploited to 
solve the problems associated with tracking in the 2-plane.
3.4.2 Tracking on th e  rs-plane
One problem associated with tracking the poles on the 2-plane occurred when com­
plex pole-pairs moved onto the real axis to become real pairs, and vice versa (see 
Section 3 .2). Poles moving in such a fashion can be thought of as moving from a two- 
dimensional Euclidean space to a one-dimensional space. The discontinuity involved 
gives rise to problems in the correlation process.
If tracking is done in the rs-plane, there is no such problem. The regions which rep­
resent real and complex pole-pairs are both two-dimensional and contiguous. Hence 
there is no discontinuity in trajectory when the track moves from one region to the
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other.
As was shown, the symmetry of the £-plane could not easily be utilised to reduce 
the number of permutations considered in the tracking process. However, since the 
pole-pairs in the z-domain are represented as one point on the rs-plane, a model 
of order p can be represented as p/2 parameters on the rs-plane. The number of 
permutations of associations is therefore reduced from p\ to (p/2)!, and the number 
of distances that must be calculated is reduced from p2 to (p/2)2.
Tracking in the rs-plane rather than the z-plane is therefore desirable for two 
reasons. The first is the elimination of the problem due to complex pole-pairs mov­
ing towards and joining the real axis to become real pole-pairs. The second is the 
reduction in the number of tracks which greatly reduces the amount of computation 
required.
3.5 Effect o f Frame Overlap on Tracking
For steady-state sounds, such as long vowels, it would be expected that the LP coef­
ficients for consecutive frames would show a high degree of correlation. However, it 
will be shown that the amount of overlap between consecutive frames influences the 
similarity of the two sets of coefficients.
The amount of such overlap depends on two factors, namely the distance between 
the beginning of consecutive frames and the length of the analysis frame. If the 
distance between the start of consecutive frames, or frame shift, is a fraction of the 
length of the analysis frames then the frames will overlap, and a proportion of the 
spectral qualities of one frame will be passed over into the next frame.
The variations in the coefficients may be due to two factors. Firstly, for natural 
speech, no two sections of speech will be exactly the same. Secondly, the LP model 
breaks down at the pitch pulse; subsequently errors are introduced by the pitch pulses.
For slowly-varying sounds such as the semivowels and glides, it would be expected 
that the coefficients would move smoothly from one state to another as the analysis 
frame moves through the speech segment. Again the degree of overlap of the analysis 
frames influences the smoothness of the change-over.
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Figure 6: a2 versus time for varying frame sizes of (a) 100, (b) 200, and (c) 500.
To investigate the effect of frame overlap on the temporal evolution of the LP 
coefficients, and subsequently on the tracking of the poles, the following experiment 
was carried out.
The word /mam/, spoken by the author with both the nasal continuant and the 
vowel extended, was sampled at 10 kHz and analysed using an 8th-order LP model. 
The frame shift was fixed at 100 samples, which gives an analysis rate of 100 frames 
per second of speech, and the frame size was varied. It is important to keep the frame 
shift constant as this ensures that the temporal scaling of each plot will be consistent.
Figure 6 shows graphs of predictor coefficient a2 against time. Figures 6(a), 6(b), 
and 6(c) show the plots for frame sizes of 100, 200, and 500 samples respectively. 
Although the results for the 100- and 200-sample frames are noisier, they have the 
same basic waveshape as the 500-sample frame. It should be possible, therefore, to 
smooth the smaller frame size results to give an approximation to the larger frame 
size result.
Figure 7 shows the effect of frame overlap on the tracks on the rs-plane. The 
tracks shown are for a section of 35 frames which encompasses the first consonant- 
vowel (CV) boundary. It can also be seen that the transitions from the continuant
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Figure 7: Section of tracks on rs-plane for varying frame sizes of (a) 100, (b) 200, 
and (c) 500.
consonant to vowel, and vice-versa, do not cause the LP model to go unstable, as all 
of the pole-pairs are within the stability triangle at all times. For this reason, such 
transitions are henceforth considered to be slowly-varying.
3.6 G enerating Sm oother Tracks
It has been shown that the LP coefficients become less variable as the size of the analy­
sis frame is increased while keeping the distance between consecutive frames constant. 
There is, however, a large computational disadvantage involved when generating the 
covariance matrix for the LP analysis.
Figure 6 showed how one of the LP coefficients altered as the analysis frame 
proceeded through an utterance for three different frame sizes. Although the results 
for the 100- and 200-sample frame sizes are noisier, they follow the same general 
trend as for the 500-sample frame size. A suitable smoothing function which should 
approximate the 100-sample frames size case to the 500-sample frame size case, would 
be to low-pass filter the traces for the coefficients.
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Figure 8: a2 versus time for varying frame sizes of (a) 100, and (b) 500, and for a 
filtered version of frame size (c) 100.
Figure 8 shows a2 for frames sizes (a) 100 and (b) 500, and the results of (a) 
smoothed using a low-pass filter. The low-pass filter process is a 4th-order maximally 
flat digital HR filter with unity gain. To ease the comparison of the traces, the time 
delay associated with digital filters, and the lag of the filter have been manually 
compensated for. It can be seen that trace (c) does indeed compare favorably with 
trace (b), although it is derived from (a).
Considering the very complex relationship between the poles of a polynomial and 
its coefficients, concern may arise about the validity of the poles resulting from a 
polynomial which has its coefficients generated by manipulating the coefficients of 
other polynomials. Figure 9 illustrates that pole-pairs obtained from such a situation 
can indeed be valid: it shows sections of tracks taken across the CV boundary for the 
word /mam/ for frame sizes of (a) 100 and (b) 500, both with raw coefficients, and 
for a filtered version (c) of the 100-sample frame size. The tracks for (c) are good 
representations of those for (b) and exhibit tighter grouping of the pole-pairs during 
steady-state regions.
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Figure 9: Tracks on rs-plane for frame sizes of (a) 100, and (b) 500, and for a filtered 
version of frame size (c) 100.
3.7 Conclusions
Tracking the pole movements has been proposed as an alternative to conventional 
formant tracking. It has advantages in that the tracking algorithm is straightforward 
due to the constant number of objects that are tracked throughout the speech sample: 
no information is discarded and close formants do not cause a problem.
The method of determining the poles of the LP model employs Bairstow’s method 
with modifications which utilise properties of the speech signal. It is assumed that 
the LP model will be stable, which is reasonable for slowly varying sounds such as 
vowels, semivowels and transitions between continuants. This, of course, restricts the 
application to slowly-varying sounds.
Tracking pole movements on the rs-plane as opposed to the z-plane offers compu­
tational advantages and simplifies the required tracking algorithm. The non-unique 
mapping from the z-plane to the rs-plane is exploited to reduce the number of per­
mutations considered during the tracking process from p\ to (p/2)!. For model orders
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of 8 and 10, this reduces the computational load by factors of 1680 and 30240 re­
spectively. The mapping from the to rs-plane is also not a conformal mapping, 
and this property is exploited to remove the discontinuities associated with complex 
pole-pairs turning real and vice-versa.
For effective tracking, it has been shown that the variations of the LP coefficients 
should be smooth with respect to time. Although this can be accomplished with large 
frame overlaps, a more effective method is to apply a low-pass filter to the evolutions 
of each of the LP coefficients.
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Chapter 4
N on-R eal-T im e Sim ulation
Overview
This chapter discusses the production of a non-real-time simulation of a minimum 
system for the speech therapy Tutor.
In addition to the parameter-tracking technique discussed in Chapter 3, the min­
imum system requires an automatic utterance-detection routine. This chapter dis­
cusses a method of determining the start and finish of an utterance, and for detecting 
any steady-state regions within the utterance.
Also covered by this chapter is the addition of a template-matching procedure to 
complete the simulation of a minimum system for the Tutor.
The conclusion drawn from running the simulation on sampled utterances is that 
the Tutor will be capable of extracting extended vowels from a CV or CVC context, 
and estimating the quality of the vowel.
35
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4.1 Introduction
The speech therapy Tutor will deal with the correction of vowels which could be 
spoken as an isolated utterance or occur in a CV or CVC context. The vowels must 
be extended allowing the articulators of the vocal tract to reach a steady-state. The 
Tutor will then estimate the quality of the extracted vowel. To verify that it will be 
able to meet these specifications, it is necessary to produce a simulation of the Tutor.
In this chapter, the modules incorporated into the simulation will be discussed, 
the specifications for which form the basis for a minimum system, i.e. the production 
of a tool which is useful to speech therapists but still has room for improvement.
The philosophy behind this is that once a working real-time system has been 
produced, the speech therapists can evaluate the system and formulate ideas about 
increased functionality, enhancements to the user interface etc. In parallel with this, 
research into improving technical aspects, such as the template-matching process, will 
be carried out.
To produce the simulation, in addition to the processing steps to the tracking pro­
cess described in Chapter 3, an automatic-segmentation procedure must be developed, 
capable of extracting an extended vowel from a monosyllabic utterance.
One method of achieving this is to track the analysis parameters and detect when 
they deviate (from frame-to-frame) by less than a predetermined amount. This should 
also ensure that the results of any analysis during co-articulation are disregarded 
during the final template match.
The template-matching procedure must compare the resultant pattern of parame­
ters with a target template. This process is exactly the same as the matching process 
in the tracking procedure.
The full simulation of the speech therapy Tutor was written in Pascal to run on 
a 6 MHz IBM PC AT. Without the addition of any dedicated signal processors or 
auxiliary processors, such hardware is incapable of carrying out the analysis in real 
time.
The simulation includes all the analysis processes which will be carried out by the 
Tutor, excluding the perceptual scaling that is described at the end of this chapter.
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Also excluded from the simulation was the display of the results in a form suitable 
for the patient. The display that is implemented, however, shows pole tracks on the 
rs-plane and gives written messages as to the closeness of match to stored templates 
and quality of signal with respect to background noise.
As well as detecting the start and end points of the extended vowel within an 
utterance, it is necessary to detect automatically the start and end point of the 
utterance.
4.2 LP Analysis
The LP analysis routine used in the simulation is a Pascal implementation of the 
covariance method of performing LP analysis (a good description of this technique can 
be found in [1]). This routine was written by the author and was verified by comparing 
its results (the LP coefficients) with that of the proprietary signal processing package 
Sig [2], version 1.2, which was available on the Institute’s VAX cluster. Both LP 
analysis tools were applied to the same data sets.
The ability of the LP technique to model the spectral features of the data sets was 
also verified using a 1024-point fast-fourier transform (FFT) routine from the Turbo- 
Lader Complex package [3], version 2.0, which is available for PC compatibles. This 
is achieved by performing an FFT on a 1024 sample data set. LP analysis of the same 
data set is then carried out (using, say, a 10-th model order). The LP coefficients are 
the parameters of a time-varying all-pole digital filter. The impulse-response of this 
filter is determined over a 1024 sample period (this is normally long enough to allow 
the response to decay to zero). The resultant data set is then applied to the FFT 
routine to give the LP spectrum. A plot of the magnitude of both the FFT results 
shows the LP spectrum to be a smoothed version of the FFT of the original set with 
very similar overall spectral features.
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4.3 Start- and End-Point D etection
The start and end point of an utterance can be estimated by comparing the incoming 
signal energy with a predetermined threshold, Et. This threshold is chosen such that 
background noise is taken to be silence. The signal energy is approximated using the 
short-time signal energy function [1] E(n), given by:
N - 1
E(n) = s(n + i)2
i= 0
where sQ is the sampled speech signal, N  is the number of samples over which the 
energy function is calculated, and n indicates where the first sample of the frame 
occurs in the data. In this case, N  is chosen to be the size of an analysis frame.
To estimate a suitable value for the energy threshold for this application, E(n) 
was calculated for some background noise and Et was taken to be ten times this value. 
The start and end point of the utterance were determined as follows:
• If the signal energy is greater than the threshold energy, Et, for 5 consecutive 
frames, then the first sample in the 6th frame is taken to be the start of the 
utterance.
• When the signal energy subsequently falls below the energy threshold, the end 
point of the utterance is taken to be at the end of the preceding frame.
The start is chosen to be five frames into the utterance for robustness. This 
ensures that short bursts of noise, such as a door closing, would be disregarded.
Figure 10 shows where this algorithm chooses the start and finish of the word /mo/ 
spoken by the author with the vowel extended. This figure also shows where the start 
and finish of the steady-state region of the utterance are chosen. The algorithm 
employed is discussed in the following section.
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/mo/
s t a r t
o f
s t e a d y - s t a t e
r e g i o n
end
o f
s t e a d y - s t a t e
r e g i o n
Figure 10: Key points of an utterance.
4.4 D etecting  Steady-State Regions
If all of the articulators in the vocal tract are stationary during an utterance, then 
the analysis of the sound produced should generate consistent results from frame-to- 
frame. This is the condition expected during the analysis of an extended vowel.
For this application, the parameters tracked are the pole-pairs on the rs-plane. 
During the production of a steady-state sound, the pole-pairs should deviate only 
slightly from frame-to-frame. As the parameters are tracked, during the correlation 
process the permutation with the smallest cumulative distance is chosen. This dis­
tance is a measure of how much the parameters change from frame-to-frame and will 
henceforth be referred to as the deviation, S. It will be shown that it is possible to 
use this measure to identify steady-state regions in an utterance.
Figure 11 shows S plotted against time for the word /mam/. Note, however, that 
in this instance, both the nasal continuants and the vowel were extended. The two 
major peaks correspond to the boundary regions either side of the vowel and therefore 
show when the articulators in the vocal tract are moving rapidly.
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8 /mam/
Figure 11: Deviation, 6, against time for /mam/.
Using a similar strategy to that of detecting the start and end point of the ut­
terance, this graph can be used to estimate the steady-state regions. A deviation 
threshold, 6t, is chosen by observing the deviation during known steady-state sounds. 
8t is shown on Figure 11 as a horizontal dotted line. During the analysis of an ut­
terance, if the deviation falls below 8t for 5 consecutive frames, the first sample in 
the 6th frame is taken to be the start of the steady-state region. The end of the 
steady-state region is marked by the frame prior to that during which the deviation 
rises above the threshold.
Figure 10 shows where this algorithm chose the start and finish of the steady-state 
region for the word /mo/.
4.5 Tem plate for the Steady-State R egion
Once a steady-state region in an utterance has been identified, it should be possible 
to produce a pattern of parameters which represent this sound. This could then be 
matched against a reference, or template.
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During a steady-state region of an utterance, the pole-pairs tend to vary about a 
mean point or move very slowly. Figure 12 shows the 8th-order analysis of the vowel 
/a/ which was sustained for approximately 1 second.
The low-frequency pole-pairs appear as tightly-packed traces towards the right, 
and hence show less movement throughout the utterance than do the higher-frequency 
pole-pairs. The highest-frequency pole-pair is an example of a slowly-moving track, 
although the direction of this movement cannot be determined from this plot, as the 
temporal information is lost. The next-highest-frequency pole-pair is an example of 
a track which moves about a mean position.
One measure of how static a pole-pair is in a steady-state region is its standard 
deviation over this time period. Consider Figure 13 which shows a statistical analysis 
of the tracks shown in Figure 12. The circles are centered about the mean position 
of a track and have a radius equal to the standard deviation of the track.
By inspection, it appears that two factors determine how static a pole-pair will 
be in a steady-state region. First, the further a pole-pair is from the s =  — 1 line 
(corresponding to an increasingly higher bandwidth formant) then the less static it 
is. Second, the less r is for the pole-pair (corresponding to an increasingly higher
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F ig u re  13: S tan d ard  d e v ia tio n s  o f p o le-p a irs.
freq u en cy  form an t) th e n  th e  less  s ta t ic  it is.
T o ta k e  in to  acco u n t th is  v a r ia b ility  o f p o le -p a irs during  a  s ta t ic  so u n d , a  simple 
te m p la te  w ou ld  b e  th e  m ea n  and  stan d ard  d e v ia tio n  for each  o f  th e  p o le -p a ir  tracks. 
T h e  h ig h er  th e  s ta n d a rd  d ev ia tio n  o f th e  p o le -p a ir  th e  less s ig n ifica n t it  w ill b e  in  th e  
te m p la te  m a tch .
T h is  te m p la te -m a tch in g  m e th o d  w as d ev e lo p ed  to  co m p le te  th e  s im u la tio n  o f th e  
m in im u m  sy ste m  for th e  T u tor  to  en a b le  e s t im a te s  o f  th e  fe a s ib ility  o f  rea l-t im e  o p ­
era tio n  to  b e  m a d e . T h is  m e th o d  w as o r ig in a lly  em p lo y ed  by th e  T u tor  b u t h as b een  
su p erced ed  by a su p erior  tech n iq u e  w h ich  tak es in to  accou n t p e r c e p tu a l con sid era­
t io n s . B o th  m eth o d s  are d escr ib ed  in  th e  rem ain d er  o f th is  ch ap ter .
4.6 Simple D istance M easure
A s w as d escr ib ed  in  th e  p rev io u s sec tio n , th e  te m p la te  com p rises th e  m ea n  and  s ta n ­
dard  d e v ia t io n  o f each  o f  th e  p o le-p a irs d u rin g  a s te a d y -s ta te  so u n d . T o m a tc h  th e  
p a tte r n  for an u tte r a n c e  w ith  a  te m p la te , th e  b e s t  correla tion  b e tw een  th e m  m u st b e  
fo u n d  in  e x a c t ly  th e  sa m e  w ay as th e  track in g  p rocess correla tes th e  p a ttern s  from
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fra m e-to -fra m e.
H ow ever, to  acco u n t for so m e p o le -p a irs h a v in g  h igh er d e v ia t io n s  th a n  o th ers th e  
c u m u la tiv e  d is ta n ce  m etr ic  is n o t u sed  as a  m ea su re  o f c lo sen ess . In  th is  ca se , th e  
E u c lid ea n  d is ta n ce  b e tw e e n  each  p o le -p a ir  an d  its  correla te  is  ca lcu la ted , an d  th is  
d is ta n c e  is d iv id ed  b y  th e  sta n d a rd  d e v ia t io n  o f  th e  pair w h ich  b e lo n g s  to  th e  m o d e l  
te m p la te . T h is  g iv e s  a  h ig h er  w e ig h tin g  to  d is ta n ces  b e tw een  p o le -p a irs  w h ich  h ave  
a  low er sta n d a rd  d e v ia t io n . T h e  su m  o f th e se  d ista n ces  w ill h en cefo r th  b e  referred to  
as th e  n o rm a lised  c u m u la tiv e  d ista n ce , Dn.
F ig u res 14 an d  15 sh ow  th e  s te a d y -s ta te  sec tio n s  o f th e  w ord s / m a /  and  / m o / ,  
sp o k en  b y  th e  a u th or w ith  th e  vow els p ro lo n g ed , m a tch ed  to  a te m p la te  for vow el 
/ a / .  T h e  m o d e l te m p la te  p o le-p a irs are d es ig n a ted  by a  cross w ith  a  c ircle  w h ose  
cen ter  m ark s th e  m ea n  p o s it io n  o f th e  p o le -p a ir  an d  w h o se  rad iu s is th e  stan d ard  
d e v ia t io n  o f th e  p o le -p a ir . T h e  p o le -p a irs o f  th e  a n a ly sed  u tte r a n c e  are d esig n a ted  
in  th e  sa m e  w ay w ith  th e  circle  a lon e. T h e  co rrela tes from  te m p la te  to  te m p la te  are  
c o n n e c te d  by  a stra ig h t lin e .
It can  b e  seen  in  th e  ca se  o f / m a /  th a t th e  m a tch  is very  c lo se  com p ared  to  th a t  
for / m o / .  T h e  n o rm a lised  cu m u la tiv e  d is ta n c e s , Dn, are 2 .63  an d  59 .8 8  resp ec tiv e ly . 
T h is  en co u ra g in g  resu lt offers great p ro m ise  th a t  Dn can  b e  u sed  as a  m ea su re  o f  
c lo sen ess  o f  tw o sou n d s.
A s w ill b e  sh ow n  in  C h ap ter  5, th e  a d d itio n  o f w h ite  n o ise  h as a  d e tr im en ta l  
effec t on  th e  p erfo rm a n ce  o f th e  sy s te m , th e  e x te n t  o f w h ich  d ep en d s  on th e  order  
o f  a n a ly sis . To d e te c t  a u to m a tic a lly  p o ss ib le  sy s te m  d eg ra d a tio n  d u e  to  low  sign a l 
le v e ls , a  sy s te m  w h ich  m o n ito rs th e  sh o r t-tim e  sign a l en ergy  co u ld  b e  in corp orated .
O n e  m e th o d  o f m o n ito r in g  w ou ld  b e  to  com p are th e  average sh o r t-tim e  en ergy  
th ro u g h o u t th e  u tte r a n c e  w ith  so m e p red eterm in ed  th resh o ld . If it  fe ll b e low  th is  
th resh o ld , th en  th e  u tte r a n c e  w ou ld  b e  re jected  on  th e  grou n d s th a t  th e  a n a ly sis  
co u ld  b e  u n re liab le . H ow ever, b earin g  in  m in d  th a t th e  s ign a l en erg y  varies w ith  th e  
sq u are  o f th e  s ign a l a m p litu d e , a  s itu a tio n  co u ld  arise w h ere  th e  s ig n a l en ergy  o f a  
sm a ll n u m b er o f fram es w as su ffic ien tly  h ig h  to  ra ise th e  average a b o v e  th e  th resh o ld  
a lth o u g h  th e  en ergy  for th e  m a jo r ity  o f th e  fra m es lies b e low  th e  th resh o ld .
A n  a lte r n a tiv e  m e th o d  w ou ld  b e  to  record  th e  p ercen ta g e  o f fram es, p , in  th e
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F ig u re  15: T em p la te  m a tch  for w ord / m o /  a g a in st / a / .
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p ercen ta g e  o f fram es  
ab ove th resh o ld , p
sign a l q u a lity
p <  50 bad
50 <  p <  60 u n re lia b le
60 <  p <  70 fair
70 <  p <  80 g o o d
p >  80 e x ce llen t
T ab le  5: R a n g es o f sign a l qu ality .
u tte r a n c e  w h o se  sh o r t-t im e  en ergy  w as ab o v e  th e  th resh o ld . T h is  m e th o d  w as fe lt  
to  b e  su p erior , an d  w as im p le m e n te d  in  th e  s im u la tio n . A n  a rb itrary  th resh o ld  o f 30  
t im e s  Et w as ch osen .
T ab le  5 sh ow s th e  ranges u sed  to  la b e l th e  signal q u a lity . T h e  s ig n a l q u a litie s  for  
th e  u ttera n ces  / m a /  an d  / m o /  are sh ow n  on  F igu res 14 a n d  15 re sp ec tiv e ly .
4.7 Perceptual Considerations
T h e  freq u en cy  d is to r tio n  o f th e  r s -p la n e  g iv e s  very  p oor  sp e c tr a l re so lu tio n  in  th e  p er­
c e p tu a lly  im p o r ta n t low -freq u en cy  reg ion . If th e  te m p la te  m a tc h in g  w ere re str ic ted  
to  d is ta n ces  m ea su red  on  th is  p la n e , th en  th a t b etw een  lo w -freq u en cy  p o le -p a irs on  
th e  ta rg et te m p la te  an d  th e  u tte r a n c e  p a ttern  m ay  in co rrec tly  b e  ta k en  to  b e  in sig n if­
ica n t.
A  m o re  a c c e p ta b le  s itu a tio n  m ig h t b e  to  sca le  th e  s =  — 1 (rea l freq u en cy) lin e  to  
m a k e it  p ro p o rtio n a l to  a  to n o to p ic a l sca le  su ch  as th e  B ark  sca le . T h is  w ou ld  b e  n o  
p ro b lem  if  o n ly  th e  reg ion  co rresp on d in g  to  th e  co m p lex  p o le -p a irs  w ere co n sid ered  
(th e  re la tio n sh ip  b e tw een  p o in ts  in  th is  reg ion  and  eq u iv a len t freq u en cy  is covered  
in  S ec tio n  3 .4 .1 ) . H ow ever, s in ce  th e  real p o le -p a irs can b e  a  co m b in a tio n  o f h igh - 
freq u en cy  (h a lf  th e  sa m p lin g -freq u en cy ) an d  zero-freq u en cy  q u a n tit ie s  th ere  can  b e  
n o su ch  p ercep tu a l m a p p in g  m e th o d  for th em . T h e  p ro b lem  is to  d ev ise  a  m a p p in g  
p rocess w h ich  h as th e  fo llow in g  p rop erties:
•  th e  c o m p le x  p o le -p a irs on th e  r s -p la n e  are m a p p ed  o n to  a to n o to p ic a l scale;
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F ig u re  16: S tep s in v o lv ed  in  p ercep tu a lly  m a p p in g  th e  r s -p la n e .
•  th e  reg ion  o f  th e  real p o le -p a irs rem ain s in ta c t an d  u n a ltered ;
•  th e  b o u n d a ry  b e tw een  th e  c o m p le x  and real p o le -p a ir  reg ion s is co n tin u o u s .
O n e  so lu tio n  to  th is  p rob lem  can  b e  fou n d  by co n sid er in g  th e  m ore fa m ilia r  2- 
p la n e . T h e  lin ea r  freq u en cy  sca le  (A rg (z)o c  / )  is d is to r te d  w h en  m a p p e d  o n to  th e  
r s -p la n e . T h e  arg u m en t o f 0 cou ld  b e  p re-w arp ed  prior to  m a p p in g  on to  th e  r s -p la n e  
in  su ch  a m a n n er  as to  ca n ce l o u t th is  d isto r tio n  or ev en  d isto r t it  fu rth er  so  th a t  it  
is p ro p o rtio n a l to  a  to n o to p ic a l sca le .
T h e  step s  in v o lv ed  in  th is  p ro cess are illu stra ted  in  F ig u re  16. F irstly , th e  v ec to r  
2 rep resen tin g  th e  m a g n itu d e  and argu m en t o f th e  2-p la n e  co m p lex -co n ju g a te  p ole- 
p airs m u st b e  d e term in ed  from  th e  p o in t, [r, 3], on  th e  r s -p la n e  u sin g  th e  in verse  o f  
th e  m a p p in g  fu n c tio n  R. T h en  th e  w arp in g  fu n c tio n  W  is u sed  to  r o ta te  v e c to r  2 
a b o u t th e  o r ig in , p re-w arp in g  its  eq u iv a len t freq u en cy , to  g iv e  z'. L astly , z' is m a p p ed  
u sin g  th e  fu n c tio n  R o n to  th e  p o in t [r', s'] on  th e  p e r c e p tu a lly -sc a le d  r s -p la n e .
T o d e te r m in e  a su ita b le  w arp in g  fu n c tio n , it is n ecessa ry  to  co n sid er  th e  w h o le  
reg ion  o c c u p ie d  b y  c o m p lex -co n ju g a te  p o le -p a irs in  b o th  th e  2- an d  th e  r s -p la n e . 
H ow ever, it  w as sh ow n  in  S ec tio n  3 .4 .1  th a t  freq u en cy  m ea su rem en ts  a lo n g  lin es  o f
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co n sta n t s are p ro p o rtio n a l to  th e  sa m e  m ea su rem en ts  on  th e  rea l-freq u en cy  lin e  
s = — 1: eq u a tio n  8 on  p a g e  26 sh o w s th is  co n sta n t o f  p ro p o r tio n a lity  to  b e  M. T h is  
is a lso  tru e  for th e  2-p lane: freq u en cy  m ea su rem en ts  are ta k en  from  an  arc w ith  its  
cen tre  a t th e  o r ig in , an d  are th erefore  p ro p o rtio n a l to  th e  sa m e  d is ta n c e  ta k en  a lon g  
th e  rea l-freq u en cy  lin e  on  th e  u n it  circle . In fa c t, for b o th  th e  2 -p la n e  an d  th e  rs- 
p la n e , th e  co n sta n t o f  p ro p o r tio n a lity  is  th e  m a g n itu d e  o f th e  v e c to r  z on  th e  2-p la n e , 
M. T h erefo re , to  d e term in e  th e  w arp in g  fu n c tio n  W , it is o n ly  n ecessa ry  to  con sid er  
th e  rea l freq u en cy  reg ion s, i .e . th e  u n it  c irc le  on  th e  2-p la n e  an d  th e  s =  — 1 lin e  on  
th e  r s -p la n e .
If rn lie s  on th e  lin e  s =  — 1 th en  th e  re la tio n sh ip  b e tw een  rn an d  th e  a rg u m en t, 
0, o f  th e  u n it  le n g th  vecto r  zn on  th e  2 -p la n e  is g iv en  by r = R(0) w here:
R(0) =  2 co s(0 )
T h erefore  0 can  b e  o b ta in ed  from  r by:
0 =  R-'ir)
=  c o s - 1 ( r /2 )
S u b seq u en t to  th e  a p p lica tio n  o f  th e  w arp in g  fu n c tio n , th e  a rg u m en t o f  th e  ro ta ted  
u n it  v ec to r  z'n, 0' is g iv en  b y  0' =  W (0).
W ork in g  b ack  from  th e  d esired  B ark -sca led  r s -p la n e  g iv es W : a fu n c tio n  B  can  
b e  d e term in ed  such  th a t  r'n =  B(0), w h ere B  m a p s 0 =  0 o n to  r'n =  + 2  an d  0 =  7r 
o n to  rfn =  —2 an d  th e  sp a c in g  in  b e tw een  is p rop ortion a l to  th e  B ark  sca le . For 
th is  a p p lic a tio n , th e  m a p p in g  fu n c tio n  em p lo y ed  is th e  a n a ly tic a l ex p ress io n  u sed  b y  
T ra u n m u ller  an d  L acerda [4] w h ich  g iv es a  m ea su rem en t x on  th e  B ark  sca le  for a  
freq u en cy  o f  /  H ertz  as:
a: =  (26 .81  x  / ) / ( 1 9 6 0  +  / )  -  0 .53
T u rn b u ll, S a p e lu k , an d  D a m p er  [5] show  how  th is  ex p ressio n  can  b e  u sed  to  d erive  
th e  w arp in g  fu n c tio n  W . (T h is  d er iv a tio n  is e x p la in ed  in m ore d e ta il in A p p en d ix  C .)
F rom  F ig u re  16 it  is seen  th a t:
B(0) = R(0')
= mm
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F ig u re  17: A  p lo t o f  th e  w arp ed  freq u en cy  0' a g a in st th e  2-p la n e  freq u en cy  0. 
an d  h en ce
W(0) = R -\B (0 ))
F ig u re  17 sh ow s a  p lo t o f  th e  w arp ed  arg u m en t o f  2 , W(0), a g a in st th e  a rg u m en t o f
0. A s can  b e  seen , 6 = O' for 0 =  0 and  0 = %. H en ce  p o les on  th e  real a x is  o f  th e  
^ -p lan e are n o t a ffec ted  b y  th e  tran sform .
T o su m m a rise , o n e  m e th o d  o f p e r c e p tu a lly  m a p p in g  th e  r s -p la n e  co n s is ts  o f  five  
c o n se c u tiv e  step s:
1. c a lc u la te  0 an d  z  from  th e  r s -p la n e  p o in t [r, s];
2. d e te r m in e  th e  w arp ed  argu m en t 0
3. d e te r m in e  th e  required  ro ta tio n  a n g le , 80 = 0' — 0\
4. r o ta te  z  by  80 to  g iv e  z’\
5. d e term in e  th e  p ercep tu a lly  sca led  r s -p la n e  p o in t [r', s'] from  z'.
Im p lem en tin g  th e  tra n sfo rm a tio n  in  th is  m an n er, th o u g h , is q u ite  a  co m p u ta -  
t io n a lly - in te n s iv e  p ro cess , and  is th erefore  q u ite  p ro h ib itiv e . F o rtu n a te ly , th e  fact
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th a t  th e  m a g n itu d e  o f  th e  v ec to r  z rem ain s co n sta n t th ro u g h o u t can  d ra stica lly  red u ce  
th is  c o m p u ta tio n .
It w as sh ow n  in  S ec tio n  3 .4 .1  th a t  m o v e m e n ts  a lon g  c o n cen tr ic  c ircles cen tred  
a b o u t th e  orig in  on  th e  2 -p la n e  are eq u iv a len t to  m o v in g  a lo n g  lin e s  o f  co n sta n t s on  
th e  r s -p la n e . It w as a lso  sh ow n  th a t th e  freq u en cy  d iv is io n s  on  th e se  lin es  w ere all 
lin ea r ly  p ro p o rtio n a l to  th e  d iv is io n s  on  th e  s =  — 1 (real freq u en cy ) lin e . F in a lly , 
th e  w arp in g  fu n c tio n  B  w as d efin ed  such  th a t  a  p o in t on  th e  s =  — 1 lin e  co u ld  b e  
d eterm in ed  d irec tly  from  th e  a rgu m en t, 0, o f  th e  vector .
So to  fa c ilita te  th e  p ercep tu a l m a p p in g  o f a  c o m p lex -co n ju g a te  p o le -p a ir  [r, s] on  
th e  r s -p la n e , th e  fo llo w in g  seq u en ce  o f s tep s  is required:
1. d e term in e  th e  p o in t [rn, —1] a t w h ich  th e  lin e  o f co n sta n t freq u en cy  w h ich  p asses  
th ro u g h  th e  p o in t [r, s] cu ts  th e  s =  — 1 lin e  u sin g  rn =  r/M  w h ere  M  = y/—s;
2. d e te r m in e  th e  arg u m en t, $ , o f  th e  eq u iva len t vector  z u s in g  0 =  c o s- 1 (r n/2 )  ;
3. d e te r m in e  th e  p er c e p tu a lly  w eig h ted  eq u iva len t [r^, —1] u s in g  r'n =  B{0)\
4. d e term in e  th e  p o in t Jr', s] on  th e  lin e  o f  co n sta n t freq u en cy  w h ich  p a sses th rou gh  
[r'n, - 1 ]  u sin g  r' = M  x  r'n.
4.8 Conclusions
A  p ro ced u re  w h ich  is ca p a b le  o f d e te c t in g  th e  sta r t and en d  p o in t o f  an u tte r a n c e  has  
b een  d escr ib ed .
It h as b een  sh ow n  th a t  th e  b ou n d a ry  b e tw e e n  co n tin u a n t so u n d s p ro d u ces a spike 
in  th e  p lo t o f  th e  d is ta n c e  b etw een  co n se c u tiv e  fram es a g a in st t im e . T h is  fea tu re  
o f th e  track in g  p rocess h as su ccessfu lly  b e e n  em p lo y ed  as a  m e th o d  o f e x tr a c tin g  an  
e x te n d e d  vow el from  a m o n o sy lla b ic  u ttera n ce .
T h e  s im p le  m a tch in g  p rocess th a t h as b e e n  d escr ib ed  sh o u ld  b e  a d eq u a te  for 
th e  p r o to ty p e  T u tor. It has b een  show n th a t  th e  d ista n ces  r e su lt in g  from  m a tch in g  
p a tte r n s  can  ran ge from  th e  order o f 2, w h en  m a tch in g  c lo se  so u n d s, to  a d is ta n ce  o f  
th e  order o f 60 , w h en  m a tc h in g  d is tin c t sou n d s.
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H ow ever, th ere  are d efic ien c ies  in  te m p la te  m a tch in g  on  th e  r s -p la n e . A s w as 
sh ow n  in  C h a p ter  3, th e  e ffec tiv e  freq u en cy  sca le  is co m p ressed  for low  an d  h igh  
freq u en c ies . T h e  effect o f  th is  is to  p ro d u ce  low -freq u en cy  p o le -p a irs  w h ich  sh ow  o n ly  
sm a ll m o v em en ts  p ara lle l to  th e  r  ax is.
In co rp o ra tin g  th e  s ta n d a rd  d e v ia tio n  o f  th e  p o le -p a irs in to  th e  te m p la te -m a tc h in g  
p ro cess  m ig h t ta k e  care o f  th is  to  so m e  ex ten t:  th e  n o rm a lised  d is ta n c e  in crea ses w ith  
r esp ec t to  th e  E u c lid ea n  d is ta n c e  as th e  s ta n d a rd  d e v ia tio n  o f  th e  p o le -p a ir  d ecreases.
H ow ever, th ere  is a  p ro b lem  a sso c ia te d  w ith  u s in g  su ch  n o rm a lised  d is ta n ces . S in ce  
E u c lid ea n  d ista n ces  are d iv id ed  b y  th e  s ta n d a rd  d e v ia tio n  o f th e  referen ce  te m p la te ,  
th e  n o rm a lised  d is ta n ces  b e tw een  th e  te m p la te  an d  th e  m o st recen t u tte r a n c e  p a ttern  
is  n o t th e  sa m e  as w ou ld  b e  o b served  if  th e  tw o  w ere tra n sp o sed . T h is  p ro b lem  has  
b e e n  e ra d ica ted  w ith  th e  a lte r n a tiv e  p ercep tu a l m eth o d .
It h a s b een  sh ow n  from  ru n n in g  th e  s im u la tio n  on  sa m p led  u tte r a n c e s  th a t  th e  
p r o to ty p e  T u tor  w ill b e  ca p a b le  o f  ex tr a c tin g  e x te n d e d  vow els from  a  C V  or C V C  
c o n te x t , an d  e s t im a tin g  th e  q u a lity  o f th e  vow el.
T h e  s im u la tio n  d escr ib ed  w as im p lem en ted  on an IB M  P C  A T , an d  th e  a n a ly sis  
p ro ced u res  w ere cod ed  in  P a sca l. T h is  s im u la tio n  tak es a p p ro x im a te ly  25 seco n d s to  
a n a ly se  o n e  seco n d  o f sp eech . To a ch iev e  r e a l-t im e  o p era tio n , th e  p ro cess in g  pow er  
o f  th e  sy s te m  m u st b e  in crea sed  b y  a  factor  o f at lea st  25.
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C hapter 5
O ptim al Order o f th e  LP M odel
Overview
T h is  ch a p ter  d iscu sses th e  factors co n sid ered  in  d eterm in in g  th e  o p tim a l L P m o d e l  
order for th e  u se  in  th e  co m p u ter -b a sed  sp eech  th era p y  T u tor. C on sid ered  first is  
so m e  o f th e  v a st b o d y  o f w ork th a t has b e e n  carried  o u t on  th e  rep resen ta tio n  o f  
vo w els  by  ju s t  tw o fo rm a n ts  or s im ila r  p a ra m eters. T h e  q u estio n  th a t  arises from  th is  
s tu d y  is “is a  4 th -ord er  LP m o d e l ca p a b le  o f  rep resen tin g  a  tw o -fo rm a n t m o d e l? ” 
A lso  co n sid ered  are th e  e ffects o f th e  L P m o d e l order on th e  c o m p u ta tio n a l over­
h ea d s o f  th e  p a ra m eter  track in g  an d  te m p la te -m a tch in g  p ro ced u res. F in a lly , an  e x ­
p e r im e n ta l p ro ced u re  w ill b e  d iscu ssed , w h ich  com p ares 4 m o d e l orders in  b o th  a  
r e la t iv e ly  n o ise-free  en v iro n m en t, an d  w ith  th e  a d d itio n  o f w h ite  n o ise . T h e  resu lts  
sh ow  th a t  an 8 th -ord er  L P  m o d e l g ives b e s t  p erform an ce  for th e  a p p lica tio n  o f th e  
a n a ly s is  an d  track in g  p roced u res d escr ib ed  in  p rev io u s ch ap ters.
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5.1 Introduction
P rev io u s  ch a p ters h a v e  d iscu ssed  a  m e th o d  for track in g  p a ra m eters  o f  a  sp eech  sign a l 
in  order to  lo c a te  th e  b o u n d a ries o f  an e x te n d e d  vow el w ith in  a C V C  c o n te x t . A lso  
d isc u sse d  w as a  co rresp o n d in g  te m p la te -m a tc h in g  p rocess w h ich  co u ld  b e  u sed  to  
e s t im a te  th e  q u a lity  o f  th e  vow el. T h is  ch a p ter  ad d resses th e  p ro b lem  o f  o b ta in in g  
th e  o p tim a l order o f  th e  L P  m o d e l for th is  a p p lica tio n .
T h ere  are c o m p u ta tio n a l d isa d v a n ta g es in  u sin g  a large  m o d e l order (p >  10) 
w ith  su ch  a p a ra m eter -tra ck in g  m eth o d . A lso  w ith  very  sm a ll m o d e l orders (p <  6 ), 
th e  c o m p u ta tio n a l a d v a n ta g e  o f track in g  on  th e  r s -p la n e , ra th er  th a n  on  th e  m ore  
fa m ilia r  £ -p la n e , w ou ld  b e  s ligh t.
It is th erefore  n ecessa ry  to  e s t im a te  th e  b est  m o d el order for th is  p a rticu la r  ap ­
p lic a t io n . T w o  co n flic tin g  id eas im m e d ia te ly  sp rin g  to  m in d . O n th e  on e h a n d , w h en  
co n sid er in g  th a t th e  sp eech  th erap y  T u tor  is to  e s t im a te  th e  q u a lity  o f  a  vow el-lik e  
so u n d , o n e  w ou ld  b e  forg iven  for a ssu m in g  th a t  th e  m ore in fo rm a tio n  m a d e  ava ilab le  
a b o u t th e  sou n d  th e  b e tte r , p rov id ed  it  is n o t sp u riou s or irre levan t as far as vow el 
id e n t ity  g o es . In th is  ca se , a  h igh  m o d e l order sh ou ld  b e  u sed  to  o b ta in  th e  n ec ­
e ssa ry  in fo rm a tio n . O n th e  o th er  h an d , ab u n d an t p sy c h o a c o u stic  ev id e n c e  su g g ests  
th a t  as few  as tw o fo rm a n ts  are su ffic ien t for th e  id en tif ica tio n  o f vow els b y  h u m an  
l is te n e r s  [1 ,2 ,3 ,4].
In e s t im a tin g  th e  o p tim a l order o f a n a ly s is , th is  ch ap ter  lo o k s at th e  w ork d on e  
o n  tw o -fo rm a n t vow els an d  ad d resses th e  fo llo w in g  q u estion s:
•  w h a t c o m p u ta tio n a l an d  p h y sica l lim ita t io n s  affect th e  u p p er  lim it o f  th e  m o d e l 
order?
•  are tw o fo rm a n ts (or s im ilar  p a ra m eters) cap ab le  o f  d is tin g u ish in g  b e tw een  tw o  
v o w el-lik e  so u n d s in  an effort to  ju d g e  vow el q u a lity  d ifferen ces?
•  to  w h a t e x te n t  is L P  a n a ly sis  ca p a b le  o f  e s t im a tin g  th e se  tw o  form an ts?
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5.2 T wo-For mant Vowels
T h ere  h as b een  a v a st a m o u n t o f w ork  in  b o th  th e  fie ld s o f  sp eech  sy n th e s is  and  
sp eech  reco g n itio n  on  red u cin g  th e  id e n t ity  o f  vow el sou n d s to  ju s t  tw o p a ra m eters, 
an d  in  p a rticu la r , tw o  form an t freq u en cies.
P sy ch o p h y sica l e x p er im en ts  on  th e  p ercep tio n  o f sy n th e t ic  v ow els h a v e  sh ow n  
th a t  vow el id e n t ity  can  b e  red u ced  to  tw o  p a ra m eters. T h e  first p a ra m eter  is F i .  T h e  
seco n d  p a ra m eter  tu rn ed  ou t n o t to  b e  F 2 b u t rath er a  fu n c tio n  o f  F 2 d en o ted  F 2. 
W ork h as a lso  b een  carried  ou t w h ich  a tte m p ts  to  keep th e  red u ced  in fo rm a tio n  o f  
F i an d  F 2, b u t rep resen tin g  th e  p a ra m eters on a  p e r c e p tu a lly -m a p p e d  sp ace .
5.2.1 D eterm in ing F'2 from  F 2 and H igher Form ants
C arlson , G ra n stro m , an d  F ant [1] d ev ised  a p sy ch o p h y sica l e x p e r im e n t w h ich  a llow ed  
th e m  to  e s t im a te  F 2 for S w ed ish  vow els. T h e  v a lid ity  o f  th e se  e s t im a te s  w as th en  
d eterm in ed  u sin g  a  fu rth er  p sy ch o p h y sica l ex p er im en t in  w h ich  p a r tic ip a n ts  h ad  to  
id e n tify  th e  tw o -fo rm a n t sy n th e s ise d  vow el th a t  th e y  heard .
H a v in g  o b ta in ed  p o s it iv e  re su lts , an d  co m p arin g  th e ir  fin d in g s w ith  th a t  o f  earlier  
in v e s tig a tio n s , th e y  th en  tr ied  to  o b ta in  a  form al m e th o d  o f p red ic tin g  F 2 from  a  
w eig h ted  m ea n  o f F 2, F 3 , and F 4.
T h e ir  co n c lu sio n s w ere “. . .  it  a p p ears d ifficu lt to  ex tr a c t from  th e  fou r-form an t  
vow el a freq u en cy  eq u a l to  th e  m a tch ed  F 2, b y  an y  fo rm a lism , b efore  th e  vow el is 
id e n tif ie d .” In o th er  w ords, F 2 co u ld  b e  e s t im a te d  from  F 2 an d  h igh er  fo rm a n ts o n ly  
if  th e  id e n t ity  o f  th e  vow el w as k n ow n  in  ad van ce .
F u rth erin g  th e ir  w ork o f 1970, C arlson , G ran strom , an d  F ant [2] u sed  an in tu it iv e  
ap p roach  to  e s ta b lish  a  form u la  w h ich  w ou ld  ca lcu la te  F 2 from  F i to  F 4. T h e  resu lta n t  
eq u a tio n  h ow ever, co n ta in ed  a ‘fid d le  fa c to r ’ w h ich  w as u sed  to  im p ro v e  th e  m a tch  
o f th e  ca lcu la ted  F 2 to  th e  m ea su rem en ts  o f  th eir  p articu lar  ex p er im en t. In th eir  
co n c lu s io n s , it  w as s ta te d  th a t d e te c t in g  F 2 in  n a tu ra l sp eech  as o p p o sed  to  sy n th e tic  
sp eech  p o ses m o re  o f  a  p rob lem . It w as a lso  su g g ested  in th e ir  gen era l d iscu ssio n  th a t  
a  fu rth er  p a ra m eter  sh o u ld  b e  u sed  w h en  a tte m p tin g  to  d is tin g u ish  b e tw e e n  v o iced  
co n so n a n ts  an d  vow els. Such  a su ita b le  p ara m eter  w ou ld  b e  th e  r e la tiv e  a m p litu d e  o f
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F j . For th e  p a rticu la r  a p p lica tio n  p resen ted  in  th is  T h es is , it  is n ecessa ry  to  id e n tify  
a  vow el so u n d  w ith in  a C V  or C V C  c o n te x t . M a tch in g  th e  p o le s  on  e ith e r  th e  z- 
p la n e  or th e  r s -p la n e  tak es in to  a cco u n t n o t o n ly  freq u en cy  o f  th e  fo rm a n t b u t a  
m ea su re  w h ich  re la tes  to  th e  b a n d w id th  o f  th e  form an t. H ow ever, is su ch  a  m ea su re  
r e p resen ta tiv e  o f  th e  o p era tio n  o f  th e  a u d ito ry  sy stem ?
5.2.2 T onotopical D istances in Two-Form ant Vowels
It is w id e ly  k n ow n  th a t  th e  resp o n se  o f  th e  p erip h era l a u d ito ry  sy s te m  to  ex tern a l 
s t im u li cou ld  b e  g ro u p ed  in to  critical bands in  th e  freq u en cy  d o m a in  (for e x a m p le  [5]). 
A  cr itica l b a n d  d efin es a  freq u en cy  ran ge for w h ich  th e  p ercep tio n  o f a  n arrow -b an d  
s t im u lu s  a b ru p tly  ch an ges w h en  th e  freq u en cies o f  th e  stim u lu s  m ove b ey o n d  th e  
b an d .
Z w icker an d  T erh ard t [6] m a p p ed  th e  freq u en cy  d o m a in  o n to  a to n o to p ic a l sca le , 
th e  B ark  sca le , w h ere  1 B ark  is eq u a l to  o n e  cr itica l b a n d w id th . T h is  sc a le  is con ­
str u c te d  such  th a t  eq u a l d ista n ces  on  th is  sca le  corresp on d  to  perceived eq u a l d is ta n ces  
b e tw e e n  a c o u stic  s t im u li.
T rau n m u ller  an d  L acerd a  [7] se t o u t to  an d , to  so m e  e x te n t , su cceed ed  in  q u a n tify ­
in g  d is t in c t iv e  fea tu res in  term s o f F ! an d  F 2 m a p p ed  o n to  th e  B ark  sca le . T h e y  also  
su cceed ed  in  m a p p in g  p h o n em e b o u n d a ries on  a tw o -d im en sio n a l sp a ce  c o n s is t in g  o f  
p a ra m eters  m ea su red  on  th e  B ark  sca le . T h e  b ou n d aries o b ta in e d , h ow ever , varied  
d ep en d in g  on  th e  n a tiv e  la n g u a g e  o f th e  su b je c ts  p a r tic ip a tin g  in  th e  p sy ch o p h y sica l  
e x p e r im e n ts  an d , m ore im p o r ta n tly , th e  order o f p resen ta tio n  o f  th e  te s t  d a ta  to  th e  
su b je c t .
H erm an sk y , H an son , an d  W a k ita  [3] p ro p o sed  a m e th o d  o f p ro cess in g  th e  sp eech  
sig n a l u s in g  p ercep tu a l tech n iq u es , prior to  a p p ly in g  a low -ord er LP a n a ly s is . T h e  
c o m p le te  a n a ly sis  tech n iq u e  w as n a m ed  p ercep tu a lly -b a sed  lin ear  p red ic tio n , or P L P  . 
T h e  resu lta n t P L P  sp ec tru m  w as sh ow n  to  b e  co n sisten t w ith  th e  ( F i ,  F 2) co n cep t o f  
C arlson , G ra n stro m , an d  F an t. T h e  P L P  tech n iq u e  w as th en  a p p lied  to  an a u to m a tic  
sp eech  reco g n itio n  p ro b lem  [4], an d  sh ow n  to  b e  ca p a b le  o f  g iv in g  g o o d  re su lts  in  a  
m u lti-sp ea k er  en v iro n m en t.
T h e  p r im e  d isa d v a n ta g e  o f th is  tech n iq u e  is th e  vast a m o u n t o f p ro cess in g  th a t  is
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in v o lv ed  prior to  th e  a p p lica tio n  o f  a  s ta n d a rd  L P  a n a ly sis  tech n iq u e .
B ea r in g  in  m in d  th a t  th e  T u tor is  to  b e  p o r ta b le , it  w as fe lt  b y  th e  a u th o r  th a t  
th e  w ork b y  T rau n m u ller  an d  L acerd a w as th e  m o st a p p lica b le . It sh o u ld  b e  p o ss ib le  
to  e s t im a te  th e  form an t freq u en cies o f  th e  sp eech  sign a l an d  su b se q u e n tly  in co rp o ra te  
so m e  p ercep tu a l m o d e l to  m ap  th e se  p a ra m eters o n to  a  to n o to p ic a l sca le  to  im p rove  
an y  d is ta n c e  m ea su res.
T h e  s ta n d a rd  m e th o d  o f e s t im a tin g  th e  form an t freq u en cies o f  th e  sp eech  sign a l is 
to  o b ta in  th e  p o les  o f  th e  L P m o d e l an d  th e n  to  m a p  th e se  d isc r e te -t im e  p a ram eters  
in to  th e  co m p lex -freq u en cy  d om ain  [8]. T h e  factors th a t  co u ld  h e lp  d e term in e  th e  
o p tim a l order o f th e  L P an a ly sis  are co n sid ered  in  th e  n e x t  sec tio n .
5.3 Effect o f LP M odel Order on Com putation
B la d o n  [9] cr it ic ised  th e  u se  o f form an t freq u en cies in  th e  rep resen ta tio n  o f  vow els on  
th ree  co u n ts , o n e  b e in g  th e  red u ctio n  a sp e c t. H is key con cern  is th a t  “th e  d iscard ed  
in fo rm a tio n  w ou ld  co n ta in  m u ch  th a t  is a u d ito r ily  re lev a n t,” and  h e  p resen ts ev id e n c e  
to  rein force th is  con cern . O n e e x a m p le  o f  a  p a ra m eter  o th er  th a n  form an t freq u en cy  
is  form an t d a m p in g  w h ich  can  b e  u sed  in  th e  d e tec tio n  o f n a sa lity .
T h is  sc e p tic ism  a b o u t red u ctio n  agrees w ith  in s t in c t . O n e w ou ld  b e  forg iven  for 
fee lin g  th a t  to  e s t im a te  th e  quality o f  a  vow el, rath er th a n  th e  identity o f  th e  vow el, 
th e  m ore in fo rm a tio n  o n e  has a b o u t it  th e  b e tte r . T h is  in s t in c t iv e  ap p roach  th erefore  
p o in ts  to  a large m o d e l order.
O n th e  o th er  h a n d , th e  p ro cessin g  t im e  w ill o b v io u sly  in crea se  as th e  m o d e l order  
in crea ses , an d  sin ce  o n e  p rin cip a l req u irem en t o f th e  T u tor is th a t  it  o p era tes  in  
r e a l-t im e , th is  r e la tio n sh ip  m u st b e  con sid ered  further.
If th e  n u m b er  o f sa m p les in  an a n a ly sis  fram e, N, is m u ch  g rea ter  th a n  th e  LP  
m o d e l order, p , th en , to  a  reason ab le  a p p ro x im a tio n , th e  n u m b er o f m u ltip lie s  requ ired  
to  o b ta in  th e  LP co effic ien ts  in creases lin ea r ly  w ith  p (see  R a b in er  and  Schafer [10]).
C a lc u la tin g  th e  c o m p u ta tio n a l overh ead  o f th e  ro o t-fin d in g  a lg o r ith m  is im p o ss ib le  
d u e  to  its  ite r a tiv e  n atu re: if  th e  coeffic ien ts  o f  a  p o ly n o m ia l are e sse n tia lly  ran d om , 
th e n  th e  n u m b er o f ite ra tio n s to  find  th e  roo ts o f  th e  p o ly n o m ia l is u n p red ic ta b le .
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H ow ever, a ssu m in g  th a t  th e  n u m b er o f  ite ra tio n s  rem ain s c o n sta n t, say  / ,  th e n  it  can  
b e  sh o w n  th a t  th e  n u m b er  o f m u ltip lie s  requ ired  to  o b ta in  th e  ro o ts  o f  a  p o ly n o m ia l  
o f order p is I(p2 +  5p — 14) (see  A p p e n d ix  A ).
If tra ck in g  o f  th e  p o les  is carried  o u t on  th e  2-p la n e  th e n  th e  n u m b er o f  p a ra m eters  
th a t  m u st b e  track ed , q, is q =  p. I f  th e  tra ck in g  is  d o n e  on  th e  r s -p la n e , tw o  z -p la n e  
p o le s  m a p  o n to  a  s in g le  p o in t, th u s  q =  p /2. W h en  tra ck in g  th e  p o le s  from  fram e-to -  
fra m e, th e  n u m b er  o f  p e rm u ta tio n s  th a t  m u st b e  co n sid ered  w ou ld  b e  q\ (s e e  [11]). 
T h e  c o m p u ta tio n  in v o lv ed  in  each  p erm u ta tio n  d ep en d s  on  th e  d is ta n c e  m etr ic  u sed . 
S ee  A p p e n d ix  A  for th e  d eriva tion  o f th e  n u m b er o f a r ith m etic  o p era tio n s. For th e  
c o m p le te  track in g  p rocess, th e  C h eb y ch ev  m etr ic  requires q\(q— 1) +  3 q2 a d d itio n s . 
T h e  sq u are o f  th e  E u clid ea n  d is ta n c e  m ea su re  requires a  fu rth er  2q2 m u lt ip lie s , and  
th e  E u c lid ea n  d is ta n c e  m etr ic  requ ires a fu rth er q2 sq u are-roo t o p era tio n s . So for th e  
s im p le s t  ca se , th e  n u m b er o f  a d d itio n s  required  w ou ld  b e  q\(q — 1) +  3q2.
A s th e  T u tor  is co n stru c ted  w ith  a  m u lti-p ro cesso r  a rch itec tu re , th e  a n a ly s is  m o d ­
u le s  w ill n o t a ll b e  im p lem en ted  on  th e  sa m e p rocessor . It is th erefore  d ifficu lt to  
e s t im a te  th e  re la tiv e  load  o f th e  m o d u les  on  th e  c o m p le te  sy s te m . H ow ever, as th e  
p ro cess in g  req u ired  b y  th e  track in g  a lg o r ith m  grow s w ith  q\, it  is clear th a t  i t  w ou ld  
b e  d o m in a n t w ith  large m o d e l orders.
It is o b v io u s ly  a  m ajor  con cern  to  keep  th e  n u m b er o f p a ra m eters track ed  to  a  
m in im u m . T h e  tw o-form an t m o d e l o f  C arlson , G ran strom , an d  F ant w o u ld  in d eed  
a cco m p lish  th is . H ow ever, th e  q u estio n  rem a in s a b o u t th e  a d eq u a cy  o f  th e  m o d e l and  
th e  b e s t  m e th o d  o f  d e term in in g  F j.
In an id ea l s itu a tio n , th e  n u m b er o f form an ts th a t can  b e  e s t im a te d  b y  an LP  
m o d e l o f  order p is p /2. Is it p o ss ib le , th erefore, to  e s t im a te  F i an d  F 2 w ith  a  4 th -  
order sy s te m ?  T ak in g  th e  o th er  p o in t o f  v iew  th a t th e  m ore in fo rm a tio n  a b o u t th e  
sp eech  so u n d  th e  b e tte r , sh ou ld  th e  largest m o d e l order th a t  th e  co m p u ter -b a sed  
sy s te m  can  h a n d le  b e  used?
To a t te m p t  to  an sw er th e se  q u estio n s , an  e x p er im en t w as d e v ise d  th a t  w o u ld  te s t  
th e  s te a d y -s ta te  so u n d  d e te c to r  w ith  m o d e l orders v ary in g  from  4 to  10 in  s te p s  o f 2.
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5.4 E stim ating the Optim al LP M odel Order
T h e  p u rp o se  o f  th is  e x p er im en t w as to  e s t im a te  th e  b e s t  m o d e l order for th e  a p p li­
ca tio n  o f  th e  T u tor . T h e  p r in c ip a l te ch n iq u es  u n d er te s t  w ere  th e  track in g  p roced u re  
an d  th e  s te a d y -s ta te  d e tec to r .
It sh o u ld  b e  n o te d  th a t  n o  p a tte r n  m a tc h in g  w as carried  o u t in  th is  te st: th e  
m a tc h in g  p ro cess  req u ires ta rg et te m p la te s  w h ich  are g en era ted  b y  th e  p roced u res  
u n d er te s t ,  th erefo re  w h a tev er  m o d e l order tu rn s o u t to  b e  b e s t  su ite d  to  th e  tracker  
an d  th e  s te a d y -s ta te  d e tec to r  m u st b e  b e s t  su ited  to  th e  T u tor  as a  w h o le .
For th e  tra ck in g  an d  th e  s te a d y -s ta te  d e tec to r  to  b e  su ccessfu l th ere  m u st b e  
su ffic ien t d e v ia t io n  in  th e  p o le-p a ir  p o s it io n s  d u rin g  th e  c o n so n a n t-v o w e l b o u n d a ry  
reg ion  o f th e  a n a ly sed  u ttera n ce . T h is  can  b e  sh ow n  b y  m a k in g  a grap h  o f  th e  
c u m u la tiv e  d e v ia tio n  o f th e  p o les  a g a in st t im e . T h e  in d iv id u a l d ev ia tio n s  o f  th e  
p o le -p a irs can  b e  sh ow n , to  so m e e x te n t , by  p lo tt in g  th e ir  track s on th e  r s -p la n e .
O n ce th e  s te a d y -s ta te  reg ions h ave  b een  d e te c te d , th e  m ea n  p o s it io n  o f th e  p o le-  
p airs d u rin g  th e se  reg ion s can  a lso  b e  p lo tte d  on th e  r s -p la n e . W ith  prior k n ow led ge  
o f th e  p h o n e tic  id e n t ity  o f  th e  u tte r a n c e , an d  u sin g  th e  p lo tte d  in fo rm a tio n  on  th e  
r s -p la n e , it  is p o ss ib le  to  m ak e a q u a lita t iv e  a ssessm en t o f  th e  sep a ra tio n  b e tw een  th e  
p a ttern s  rep resen tin g  th e  r e sp ec tiv e  p h o n e tic  e lem en ts . T h is  w ill in d ic a te  w h e th er  or 
n o t th a t p a rticu la r  L P m o d e l order is ca p a b le  o f d is tin g u ish in g  b etw een  an d  m a k in g  
an e s t im a te  o f th e  q u a lity  o f  th e se  p h o n e tic  e lem en ts.
D u e  to  th e  c o m p u ta tio n a l d isa d v a n ta g es o f track in g  on  th e  2-p la n e , th e  track in g  
for th is  ex p e r im e n t w as carried  ou t on th e  r s -p la n e . It is th erefore  n ecessa ry  to  u se  
even m o d e l orders th ro u g h o u t, as p o le -p a irs on th e  2-p la n e  are m a p p ed  to  s in g le  
p o in ts  on  th e  r s -p la n e .
A  rea so n a b le  u p p er  lim it on th e  order o f th e  L P  m o d e l is d eterm in ed  by th e  
c o m p u ta tio n a l overh ead  in  th e  track in g  p rocess. For r e a l-t im e  o p era tio n  on  a  rea lis t ic  
sy s te m , th e  a b so lu te  m a x im u m  for th e  m o d el order w as e s t im a te d  at 10.
A b u n d a n t p sy ch o a co u stic  e v id e n c e  su g g ests  th a t as few  as tw o  fo rm a n ts are suffi­
c ien t for th e  id en tif ica tio n  o f vow els b y  h u m an  listen ers. In id ea l c ircu m sta n ces , each  
form an t is m o d e lle d  by 2 p o les  (a  co m p lex  p o le -p a ir ), co n seq u en tly  th e  m in im u m
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m o d e l order w as se t to  4. T h e  m o d e l orders u sed  in  th e  ex p er im en t w o u ld  th erefore  
b e  4 , 6, 8, an d  10.
5.4.1 Perform ance in a Q uiet Environm ent
T o en a b le  th e  s te a d y -s ta te  d e te c t io n  to  b e  te s te d , and  th e  p a ttern  sep a ra tio n  to  b e  
e s t im a te d , ea ch  te s t  u tte r a n c e  co n s is te d  o f tw o e x te n d e d  co n tin u a n ts . In  each  case  
th e  first p h o n e t ic  e lem en t w as th e  n a sa l co n tin u a n t / m / ,  p ro lo n g ed  for a p p ro x im a te ly  
h a lf  a  seco n d . T h e  secon d  p h o n e tic  e lem en t w as o n e  o f  vow els / a / ,  / i : / ,  / o / ,  and  
/ u / ,  a lso  su sta in e d  for a b o u t h a lf  a  secon d . T h e se  u ttera n ces  w ere sp o k en  b y  tw o  
m a le  sp ea k ers, J T  and D B , an d  low -p ass filtered  at 4 kH z cu t-o ff (48  d B /o c t a v e  fa ll- 
o ff). T h e y  w ere sa m p led  at 10 kH z w ith  16 b its  p er  sa m p le . A  0 .8  seco n d  sec tio n  
w as m a n u a lly  e x tr a c ted  from  th e  sa m p led  u ttera n ces  w ith  th e  e s t im a te d  p h o n e tic  
b o u n d a ry  a t a p p ro x im a te ly  m id -p o in t in  th e  se c tio n , g iv in g  te s t  d a ta  o f  co n sisten t  
le n g th  an d  k n ow n  p o s it io n  o f th e  c o n so n a n t-v o w e l b ou n d ary .
T h is  g a v e  8 te s t  in p u t u ttera n ces  for th e  a n a ly sis  p ro ced u res, w h ich  in  tu rn , w ere  
a n a ly sed  u s in g  each  o f th e  4 m o d e l orders (a  to ta l o f  32 re su lts ) . F ig u res 18 to  22 
sh ow  ty p ic a l o u tp u t p lo ts . A p p e n d ix  E  sh ow s th e  resu lts  for th e  w h o le  ex p er im en t. 
F igu res 32 to  63 are for th e  low  n o ise  ex p er im en t. T h e  rem a in in g  figu res are for th e  
a d d ed  n o ise  ex p er im en t.
E ach  figu re sh ow s a  p lo t o f  th e  tracks on th e  r s -p la n e , an d  a grap h  o f  c u m u la tiv e  
d e v ia tio n  a g a in st t im e  in  seco n d s. T h e  d e te c te d  s te a d y -s ta te  reg ion s are m ark ed  w ith  
a lin e  ju s t  u n d er  an d  p ara lle l to  th e  t im e  ax is . Id ea lly , for th e  te s t  u tte r a n c e s  ch osen , 
th ere  sh o u ld  b e  o n ly  tw o such  reg ion s d e te c te d , o n e  for th e  co n so n a n t, an d  o n e  for 
th e  vow el.
T h e  track s o f  th e  p o le -p a ir  m o v em en ts  are sh ow n  on th e  r s -p la n e . For each  
s te a d y -s ta te  reg ion , th e  m ea n  p o s it io n  o f th e  p o le -p a irs  is ca lcu la ted  an d  m arked  
w ith  a  sy m b o l on  th e  d iagram . T h e  first such  average p o s it io n  is m a rk ed  w ith  a  
tr ia n g le , th e  seco n d  w ith  a  cross, an d  th e  th ird  w ith  a c ircle . If an y  fu rth er  stea d y -  
s ta te  reg ion s are d e te c te d , th en  th e  fou rth  is again  m ark ed  w ith  a  tr ia n g le , th e  fifth  
w ith  a  cross, an d  so on .
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F igu re  18: A n a ly s is  o f  / m a /  u sin g  a  4 th -ord er  m o d e l.
For a  m o d e l order to  b e  su ccessfu l for a p a rticu la r  u ttera n ce , th e  fo llo w in g  sp e c i­
f ica tio n s m u st  b e  m et.
1. In th e  first h a lf  o f  th e  u tte r a n c e  ( th e  co n so n a n t), on e  s te a d y -s ta te  reg ion  m u st  
b e  d e te c te d  w h ich  en co m p a sses  a  large p ercen ta g e  o f th e  seg m en t. O th er  stea d y -  
s ta te  reg ion s w ill b e  to le r a te d  p rov id ed  th e y  are sm all in co m p a riso n  or show  
ro u g h ly  th e  sa m e m ea n  p o s it io n s  as th e  largest region .
2. T h e  sp ec if ica tio n s  o f  1 a p p ly  to  th e  secon d  h a lf  o f th e  u tte r a n c e  ( th e  v o w el).
3. T h e  m ea n  p o s it io n s  o f th e  p o le -p a irs w ith in  th e  co n so n a n t are m a rk ed ly  different 
from  th o se  o f th e  vow el.
E x a m in in g  F igu re  18, th e  resu lt o f a n a ly sin g  th e  u ttera n ce  / m a /  u s in g  a  4 th -ord er  
m o d e l, sh o w s a  large s te a d y -s ta te  reg ion  d u rin g  th e  co n so n a n t, b u t a  very  d y n a m ic  
reg ion  for th e  vow el, w h ich  sh o u ld , o f course, b e  s te a d y -s ta te  a lso . It th erefo re  p assed  
on  p o in t 1, b u t fa iled  on p o in t 2. A s it  is im p o ss ib le  to  e s t im a te  th e  p a tte r n  corre­
sp o n d in g  to  th e  vow el it  m u st a lso  fa il on  p o in t 3.
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F igu re  19: A n a ly s is  o f / m a /  u s in g  a  6 th -ord er  m o d e l.
F ig u re  19 show s th e  resu lt o f  a p p ly in g  a 6 th -o rd er  m o d e l to  e x a c t ly  th e  sa m e in p u t  
d a ta . T h ere  are d is t in c t  s te a d y -s ta te  reg ion s for b o th  th e  co n so n a n t an d  th e  vow el, 
so it  p a sses  on  p o in ts  1 an d  2. T h ere  is a  rea so n a b le  d ifferen ce b e tw e e n  th e  p a ttern s  
for th e  tw o  p h o n e tic  e le m e n ts , th erefore  it  p a sses sp ec ifica tio n  3.
C o n tin u in g  th e  e x a m in a tio n  o f  all th e se  re su lts  (see  A p p en d ix  E ) a llo w s T ab le  6 
to  b e  c o n stru c ted . T h e  en tr ie s  in  th e  ta b le  th a t p ass on a ll th ree  co u n ts  sh ow  sim ilar  
fea tu res  to  th a t  sh ow n  in  F ig u re  19: i.e . th ere  is  a  d is t in c t  reg ion  n ear  th e  cen tre  o f  
th e  d e v ia t io n /t im e  grap h  w h ich  show s a h igh  d e v ia tio n  re la tiv e  to  th e  d ev ia tio n  on  
e ith e r  s id e .
T h e  4 th -o rd er  a n a ly sis  o f  / m u /  (F ig u re  38) w as in ca p a b le  o f  d is tin g u ish in g  th e  
co n so n a n t / m /  from  th e  vow el / u / .  S in ce  th e  track s on  th e  r s -p la n e  are reason ab ly  
t ig h t ly  g ro u p ed , th e  p a ttern s  for b o th  p h o n e tic  e le m e n ts  m u st b e  very  sim ilar .
U s in g  a m o d e l order o f 6 (F ig u re  4 6 ), th e  a n a ly s is  o f  th e  u tte r a n c e  / m u /  show ed  
th e  ch a ra c ter is tic  spike in  th e  d e v ia t io n /t im e  p lo t. H ow ever, b eca u se  th e  th resh o ld  for 
d is t in g u ish in g  b etw een  s te a d y -s ta te  an d  d y n a m ic  sou n d s is to o  h ig h , th e  p roced u res  
w ere u n a b le  to  d e te c t th e  d y n a m ic  reg ion . H ad th e  th resh o ld  b een  low er, th e  p h o n e tic  
e le m e n ts  w ou ld  h ave  h ad  p a ttern s  th a t w ere d is tin g u ish a b le . T h e  8 th -o rd er  a n a ly sis
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F igu re  20: A n a ly s is  o f / m u /  u sin g  a 4 th -ord er  m o d e l.
o f  th e  sa m e  file  (F ig u re  54) m a n a g es  to  d e te c t  th e  s te a d y -s ta te  reg ion .
W ou ld  th ere  b e  an y  ju s tif ic a tio n  in  sca lin g  dow n th e  th resh o ld  d ep en d in g  on th e  
m o d e l order? O n e w ou ld  e x p e c t  th a t  w ith  few er p o le-p a irs a  sm a ller  d ev ia tio n  from  
fra m e-to -fra m e  w ou ld  b e  seen . T h is  w ou ld  ca ll for a  lin ear sca lin g  o f th e  th resh o ld  
d e p e n d in g  on  th e  m o d e l order. H ow ever, th e  4 th - order a n a ly sis  o f  / m i : /  (F ig u re  34)  
an d  / m o /  (F ig u re  36) gave  a ccep ta b le  resu lts  w ith  th e  fixed  th resh o ld . A lso  th e  6 th -  
ord er a n a ly s is  o f  / m i : /  (F ig u re  42) w ou ld  p ro b a b ly  h ave  fa iled  to  d e te c t  su ita b ly  lon g  
s te a d y -s ta te  reg ion s for b o th  th e  p h o n e tic  e le m e n ts .
T h e  lO th -ord er a n a ly sis  o f  b o th  / m a /  (F ig u re  56) and / m i : /  (F ig u re  58) fa iled  to  
o b ta in  s te a d y -s ta te  reg ion s o f  rea so n a b le  le n g th  for th e  p h o n e tic  e le m e n t / m / .  H ow ­
ev er , for / m a / ,  th e  tw o sh ort s te a d y -s ta te  reg ion s th a t w ere d e te c te d  re su lted  in  very  
s im ila r  m ea n  p o s it io n s  o f  th e  p o le-p a irs. O n  th e  o th er  h a n d , th e  lO th-order a n a ly sis  
o f / m o /  (F ig u re  60) an d  / m u /  (F ig u re  62) d id  su cceed  in  p ro d u c in g  a c c e p ta b le  resu lts  
for th e  p h o n e tic  e lem en t / m / .  T h e  a n a ly sis  o f  / m u /  w ith  a  lO th-order m o d e l fa iled  
p r im a r ily  d u e  to  th e  very  d y n a m ic  p o le -p a ir  w h ich  has a se c t io n  v ery  c lo se  to  th e  
o r ig in . T h is  track  w as very  s ta t ic  d uring  th e  a n a ly sis  o f  th e  co n so n a n t, b u t b e c a m e  
v ery  d e v ia n t d uring  th e  a n a ly sis  o f  th e  vow el.
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F ig u re  21: A n a ly sis  o f  / m u /  u sin g  a 6 th -ord er  m o d e l.
5.4.2 Perform ance w ith  A dded N oise
T o e sta b lish  th e  effect o f  n o ise  on th e  sy s te m  th e  p rev iou s ex p er im en t w as rep ea ted  
on  d ifferent sa m p les  o f  th e  sa m e u ttera n ces . In th is  case  th e  sa m p les  w ere m ix ed  w ith  
th e  o u tp u t o f  a  G a u ssia n  n o ise  gen erator  prior to  sa m p lin g . T h e  e s t im a te d  sig n a l to  
n o ise  ra tio  w as 14 d B .
T a b le  7 sh ow s th e  resu lts  o f ch eck in g  th e  o u tp u t p lo ts  to  see  if  th e y  m e e t  th e  
cr iter ia  d efin ed  in  th e  S ectio n  5 .4 .1 .
For th e  4 th -ord er  a n a ly s is , all p lo ts  are rem ark ab ly  sim ilar  (F ig u res  64 to  6 7 ). T h e  
p o le -p a irs  are v ery  s ta t ic , an d  th e  w h o le  u tte r a n c e  is show n as b e in g  s te a d y -s ta te . A ll 
th e  grap h s o f  d e v ia t io n  a g a in st t im e  sh ow  an in crease  in  d e v ia t io n  a t a p p ro x im a te ly  
h a lf-w a y  th rou gh  th e  u tte r a n c e , i.e . at th e  co n so n a n t-v o w e l b ou n d ary . L ow ering  
th e  th resh o ld  w ou ld  p ro b a b ly  resu lt in  tw o  s te a d y -s ta te  reg ion s b e in g  d e te c te d , on e  
for each  p h o n e tic  e le m e n t. H ow ever, for a ll th e  u ttera n ces , th e  p o le -p a irs are very  
t ig h t ly  g rou p ed , an d  do  n o t show  any sep a ra tio n  w h ich  w ou ld  in d ic a te  th e  a b ility  to  
d is tin g u ish  b e tw e e n  th e  co n so n a n t an d  th e  vow el.
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F ig u re  22: A n a ly sis  o f  / m u /  u sin g  an 8 th -ord er  m o d e l.
It sh o u ld  a lso  b e  n o ted  th a t th e  m ea n  p o s it io n s  o f th e  p o le -p a irs  are a lm o st id e n ­
tic a l for a ll four o f  th e  u ttera n ces . T h is  su g g ests  th a t th is  m o d e l order w o u ld  b e  
in ca p a b le  o f  d is tin g u ish in g  b etw een  th e  p h o n e tic  e lem en ts  / m / ,  / a / ,  / i : / ,  / o / ,  and
/«/•
For th e  6 th -o rd er  a n a ly sis , th e  p ro cess fa ils for th e  u tte r a n c e s  / m a /  (F ig u re  68) 
an d  / m i : /  (F ig u re  6 9 ). For / m a / ,  rea so n a b ly  lon g  s te a d y -s ta te  reg ion s are fou n d  
for b o th  th e  co n so n a n t and th e  vow el. D u rin g  th e  vow el, th o u g h , tw o reg ion s are  
fo u n d , an d  e x a m in in g  th e  p lo t sh ow s th a t  th e  m ea n  p o s it io n s  o f th e  p o le -p a irs are 
n o t c o n s is te n t. T h e  a n a ly sis  o f th is  u tte r a n c e , th erefore, fa ils  to  m e e t th e  sep a ra tio n  
criterio n .
For / m i : / ,  if  th e  th resh o ld  w as low ered , th en  tw o s te a d y -s ta te  reg ion s w o u ld  h ave  
b een  fo u n d , w h ich  h ave a  reason ab le  sep a ra tio n  b e tw een  th e ir  r e sp e c tiv e  p a ttern s . 
L ow ering th e  th resh o ld , th o u g h , w ou ld  h a v e  cau sed  th e  le n g th  o f th e  s te a d y -s ta te  
reg ion  in  th e  vow el o f  / m o /  to  b e  u n a c c e p ta b ly  sh ort.
T h e  o n ly  u tte r a n c e  th a t fa iled  to  m e e t  all th e  cr iteria  in  th e  8 th -ord er  a n a ly sis  
w as / m a /  (F ig u re  72). H ow ever, a lth o u g h  th e  resu lts  for th e  co n so n a n t w ere u n sa t­
isfactory , th e  s te a d y -s ta te  region  for th e  vow el w as very  lo n g , an d  th e  track s o f  th e
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M odel
order
C ondition
num ber
U tterance
/  m a / /m i: / /m o / /m u /
JT D B JT D B JT D B JT D B
1 + + + — + + — —
4 2 — — + — + + — —
3 — — + — + + — —
1 + + + + + + — —
6 2 + + + + + + — —
3 + + + + + + — —
1 + + + + + + + +
8 2 + + + + + + + +
3 + + + + + + + +
1 — + — + + + + —
10 2 + — + + + + — —
3 — — — + + + — —
T a b le  6: R e su lts  o f  ex p er im en t in a  re la tiv e ly  n o ise  free en v iro n m en t. A  +  in d ic a te s  
a p a ss and  a  — in d ic a te s  a  fa il.
p o le -p a irs d u rin g  th is  reg ion  w ere very  t ig h t ly  grou p ed . Su ch  a  resu lt w o u ld  b e  far 
from  d isa stro u s for a  th era p y  a id  for vowel p ro d u ctio n . T h is  argu m en t a lso  ap p lies  
to  th e  lO th -ord er a n a ly sis  o f  th e  sa m e  u ttera n ce  an d  for / m u /  (F ig u re  79 ).
U sin g  a lO th -ord er m o d e l w h en  a n a ly sin g  / m i : /  (F ig u re  77) an d  / m o /  (F ig u re  78) 
resu lted  in  n o  s te a d y -s ta te  reg ion s o f rea so n a b le  len g th  b e in g  d e te c te d .
5.5 Conclusions
A  4 th -ord er  L P  m o d e l d oes n o t ap p ear to  b e  a sa tis fa c to ry  eq u iv a len t o f  th e  tw o- 
fo rm a n t sy s te m  o f C arlson , G ran strom , and  F ant. A  m o d e l order o f p co u ld  rep resen t  
p / 2 form an t freq u en c ies , and  h en ce  it  w as h o p ed  th a t  a  4 th -o rd er  m o d e l m ig h t rep ­
resen t F i  an d  F^. H ow ever, in  th e  m a jo r ity  o f  cases, th is  m o d e l order w as in ca p a b le  
o f d is tin g u ish in g  th e  con son an t an d  th e  vow el o f an u ttera n ce .
O n e p o ss ib le  ex p la n a tio n  for th is  p h en o m en o n  can b e  seen  from  e x a m in in g  th e  
4th -o rd er  a n a ly s is  o f  / m u /  in  th e  low noise ex p er im en t w ith  th e  6 th - an d  8 th -ord er
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M od el C o n d itio n U tte r a n c e
order n u m b er /m a  / / m i : / / m o / / m u /
1 + + + +
4 2
3
+ + + +
1 + + + +
6 2 — + + +
3 — — + +
1 — + + +
8 2 + + + +
3 — + + +
10
1
2 + +
3 — — — —
T ab le  7: R e su lts  o f  ex p er im en t w ith  ad d ed  n o ise . A  +  in d ica te s  a  p a ss an d  a — 
in d ic a te s  a  fa il.
a n a ly ses  o f  th e  sa m e  sa m p le  (S ee  F igu res 20 to  2 2 ). T h e  m ea n  p o s it io n s  o f th e  p o le-  
pairs for th e  vow el / u /  on th e  8 th -o rd er  p lo t , rep resen ted  b y  crosses, show  3 p o le -p a irs  
c lo se  to  th e  s =  — 1 lin e , an d  h en ce  3 n arrow -band  fo rm a n t freq u en cies. T h e  cen tra l 
o n e, w ith  a p p ro x im a te  co -o rd in a tes (0 .5 ,-0 .9 ) , is s lig h tly  fu rth er from  th is  lin e  and  
h en ce  h as a larger b a n d w id th . T h e  6 th -ord er  p lo t sh ow s a  s im ila r  p a tte r n . T h e  m ajor  
d ifferen ce b e tw een  th e  p a ttern s  for th e  / m /  an d  th e  / u /  is a  ch an ge in  b a n d w id th  
o f F 2. It w o u ld  ap p ear th a t th e  gross sp ec tra l r ep resen ta tio n  o f th e  4 th -o rd er  m o d e l 
favours th e  p o s it io n s  o f th e  tw o  h ig h est a m p litu d e  fo rm a n ts, an d  h en ce  it  fa ils  to  
d e te c t  th e  m o v em en t in  th e  less stro n g  on e. For th e  ad d ed  n o ise  e x p e r im e n t, th e  
effect o f  th e  n o ise  m u st b e  su ffic ien t to  cau se  th e  gross sp ec tra l sh a p e  to  ap p ear  
c o n sta n t to  th e  4 th -ord er  m o d e l.
T h e  lO th -ord er LP m o d e l suffers from  h ig h ly -d ev ia n t p o le -p a irs , e v e n  during  
s te a d y -s ta te  sou n d s. O ne ex p la n a tio n  for th is  co u ld  b e  th a t  if  p/ 2 is g rea ter  th a n  
th e  n u m b er  o f  stro n g  fo rm a n ts in  th e  sp eech  s ig n a l, th e  rem a in in g  p o le -p a irs  w ill 
m o d e l w id e  sp e c tr u m  n o ise , or th e  ro ll-o ff o f  th e  a n ti-a lia s in g  filter .
T h e  b e s t  resu lts  in  b o th  o f th e  ex p er im en ts  w ere o b ta in ed  w ith  th e  8th -ord er
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m o d e l, an d  for th is  reason , th is  m o d e l order w as ch osen  for th e  T u tor .
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C hapter 6
M ulti-P rocessor System
Overview
T h is  ch a p ter  d escr ib es how  rea l-tim e  o p era tio n  o f th e  T u to r ’s a n a ly s is  p ro cesses can  b e  
a ch iev ed  b y  a u g m en tin g  th e  p ro cessin g  p ow er o f th e  P C  w ith  fa st p rocessors ru n n in g  
co n cu rren tly . A  T M S 3 2 0 2 0  b oard  is em p lo y ed  to  p erform  th e  d a ta -ca p tu re  an d  th e  LP  
a n a ly s is  o f  th e  sp eech  sig n a l. A  T 800  flo a tin g -p o in t tra n sp u ter  b oard  is p rogram m ed  
to  d e te r m in e  th e  q u a d ra tic  factors o f  th e  L P p o ly n o m ia l an d  to  track  th e  resu ltan t  
p o le -p a irs  in  order to  d e term in e  an y  s te a d y -s ta te  reg ions w ith in  th e  u ttera n ce . T h e  
tra n sp u ter  is a lso  u sed  to  m a tch  th e  p a ttern s o b ta in ed  w ith  a  te m p la te  p a ttern . T h e  
c o m m u n ica tio n  m e th o d s  b e tw een  th e  various p rocessors are a lso  covered .
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6.1 Introduction
C h a p ter  4  d escr ib ed  a  m in im u m  sy s te m  for th e  T u tor an d  how  a n o n -rea l-t im e  s im ­
u la tio n  w as im p le m e n te d  on  a  P C . W ith  8 th -ord er  L P C  th e  s im u la tio n  w as ca p a b le  
o f a n a ly s in g  o n e  seco n d  o f  sp eech  in  a p p ro x im a te ly  25 seco n d s. T o a ch iev e  rea l-tim e  
o p era tio n  it  is n ecessa ry  to  en h a n ce  th e  p ro cess in g  pow er o f  th e  P C .
O n e m e th o d  o f a ch iev in g  th is  is to  u se  th e  P C  as a h o st to  fa st  p ro cesso r  b oard s  
w h ich  can  o p era te  con cu rren tly . T h e  p ro cesses  th a t  h ave  b een  d escr ib ed  are arranged  
in  a  p ip e lin e  stru ctu re: th e  o u tp u t o f  o n e  ta sk  is p a ssed  on  to  a n o th er  ta sk  for  
fu rth er  p ro cess in g . For th is  reason  th e  sy s te m  d o es  n o t len d  it s e lf  to  o p era tin g  on  
a tru e  p a ra lle l arran gem en t o f p rocessors, b u t w ou ld  b e  m o re  ea s ily  im p lem en ted  on  
con cu rren t p rocessors arranged  in  a p ip e lin e  a rch itec tu re .
In order to  p ass in fo rm a tio n  th rou gh  th e  sy s te m  th e  p ip e -h ea d  an d  p ip e -ta il m u st  
co m m u n ic a te  w ith  o n e  o th er  p rocessor , and  th e  rem a in in g  p rocessors m u st co m m u ­
n ic a te  w ith  tw o o th ers . T h is  w ill in crea se  th e  overh ead  o f  th e  co m p le te  sy stem . 
T h erefore , th e  c u m u la tiv e  p ro cessin g  pow er o f th e  sy s te m  m u st b e  in  excess o f  25  
t im e s  th a t  o f  th e  P C  A T  a lon e. T h is  h as b een  ach iev ed  b y  a u g m e n tin g  th e  p ro cessin g  
p ow er o f th e  P C  w ith  fa st p rocessors ru n n in g  con cu rren tly . A  T M S 3 2 0 2 0  b o a rd  is 
em p lo y e d  to  p erform  th e  d a ta -ca p tu re  an d  th e  L P  a n a ly sis  o f  th e  sp eech  sign a l. A  
T 8 0 0  flo a tin g -p o in t tra n sp u ter  b oard  is  p ro g ra m m ed  to  d e term in e  th e  q u a d ra tic  fa c ­
tors o f  th e  L P  p o ly n o m ia l and  to  track  th e  resu lta n t p o le -p a irs in  order to  d eterm in e  
an y  s te a d y -s ta te  reg ion s w ith in  th e  u ttera n ce . T h e  tra n sp u ter  is a lso  u sed  to  m a tch  
th e  p a ttern s  o b ta in ed  w ith  a te m p la te  p a ttern .
6.2 Hardware
R e a l-t im e  o p era tio n  o f th e  a n a ly sis  p roced u res can  o n ly  b e  a ch iev ed  b y  su p p lem en tin g  
th e  p ro cess in g  p ow er o f th e  P C  w ith  fa st p rocessors ru n n in g  con cu rren tly .
In a d d itio n  to  th e  ta sk s p erform ed  by  th e  s im u la tio n , th e  sy s te m  m u st am p lify  
th e  o u tp u t o f  a  m icro p h o n e , filter  th e  su b seq u en t sp eech  s ig n a l to  red u ce  th e  e ffects  
o f a lia s in g , an d  d ig ita lly  sa m p le  th e  sp eech  w aveform .
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F ig u re  23: H ardw are co m p o n en ts  o f th e  T u tor
T h is  se c tio n  d escr ib es  th e  ch o ice  o f hard w are th a t w as u sed  to  co n stru ct a  c o m p le te  
sy s te m , an d  th e  re la tio n sh ip  b e tw een  th e  hardw are co m p o n en ts  is sh ow n  in  F ig u re  23.
6.2.1 P ortab le Personal C om puter
T h e  h o st co m p u te r  for th e  m u lti-p ro cesso r  arran gem en t is a  portable P C  A T  C o m p a t­
ib le . It w as d esired  th a t  th e  sy s te m  b e  p o r ta b le  for tw o reason s. F ir st , T a y sid e  H ea lth  
B o a r d ’s S p eech  T h era p y  D ep a rtm en t com p rises m an y  sm a ll d ep a rtm en ts  s itu a te d  in  
different h o sp ita ls  an d  tra in in g  cen tres: th e  T u tor m a y  n o t a lw ays b e  u sed  in  th e  sa m e  
b u ild in g . S eco n d , it  is stan d ard  p ra c tice  w ith in  th e  S p eech  T h era p y  D ep a r tm en t to  
lock  co m p u ter  eq u ip m en t aw ay a fter  u se  for secu r ity  reason s. A  p o rta b le  s y s te m  is 
th erefore  far m o re  co n v en ien t and p ra ctica l.
T h e  p o r ta b le  P C  h as an in teg ra l m o n o ch ro m e liq u id  cry sta l d isp la y  (L C D ) w h ich  
can  su p p ort th e  screen  m o d es a v a ila b le  w ith  IB M ’s color g ra p h ics ad ap ter . T h e  four  
co lou rs a v a ila b le  on  th e  screen  at an y  o n e  t im e  are rep resen ted  by vary in g  sh a d es  o f 
grey. A  s lid in g  co n tra st con tro l is su p p lied  w h ich  ca ters for v ary in g  lig h tin g  co n d i­
tio n s . H ow ever, th e  co n tra st b e tw een  on  an d  off p ix e ls  varies n o t o n ly  w ith  lig h tin g
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c o n d itio n s , b u t w ith  v iew in g  angle: th era p is ts  w ill h ave  to  b e  carefu l th a t  th e  co n tra st  
is  h igh  from  th e  p a t ie n t ’s v ie w p o in t an d  m a y  h ave to  p u t u p  w ith  p o orer  con trast  
th e m se lv e s . A  b a ck -lit  L C D  m ig h t h a v e  overcom e th is  p ro b lem .
S eco n d a ry  sto ra g e  is  in  th e  form  o f  a  5 .25  in ch  flop p y  d isk , an d  a  32 M b y te  
hard  d isk . W ith  a  h ard  d isk  in  th e  sy s te m , it  is e ssen tia l th a t  i t  is parked prior to  
tra n sp o rtin g  th e  sy s te m . In a sp eech  th era p y  a p p lica tio n , it  is lik e ly  th a t  th e  sy s te m  
w ill b e  m o v ed  a fter  ea ch  o p era tio n  o f th e  sy s te m , an d  h en ce  a d isk -p ark in g  p roced u re  
m u st b e  in c lu d ed  in  th e  th erap y  softw are. It w ou ld  h ave  b e e n  id ea l i f  th is  w as d on e  
a u to m a tic a lly  a t sw itch -o ff so th a t  th e  th era p ists  do n o t h a v e  to  rem em b er  to  do  
so m e th in g  th e  p u rp o se  o f w h ich  th e y  m a y  n o t u n d ersta n d . H ow ever, a t th e  t im e  o f  
su p p ly in g  th e  T u tor  to  th e  th era p is ts  for c lin ica l tr ia ls  th e  o n ly  d isk -p ark in g  so ftw are  
th a t  w as im m e d ia te ly  ava ilab le  offered  th e  d isk-park  u t ility  from  a m en u . T h erefore  
u ser in p u t w as req u ired  from  th e  th era p is t , an d  h en ce  th e  p ro cess  w as n o t a u to m a tic .
To a c c o m m o d a te  th e  a d d itio n a l hardw are req u ired , th e  p o r ta b le  P C  h as s ix  e x ­
p a n sio n  s lo ts , tw o  o f  w h ich  are re str ic ted  to  h a lf len g th  b y  th e  p ow er su p p ly . T w o  o f  
th e  fu ll le n g th  s lo ts  are o ccu p ied  by a d isk  con tro ller  an d  th e  d isp la y  a d a p ter  card. 
T h is  leaves tw o  h a lf  len g th  and  tw o fu ll len g th  s lo ts  av a ila b le  for ex p a n sio n .
T h e  cen tra l p ro cess in g  u n it o f  th e  sy s te m  is an In te l 80286  p ro cesso r  w h ich  can  b e  
sw itch ed  b e tw een  6, 8, and  10 M H z. T h e  m o th er  b oard  is p o p u la te d  w ith  640  K b y tes  
o f  R A M .
6.2.2 G ain C ontrol and A nti-A liasing F ilter
T h e  o n ly  eq u ip m en t ex tern a l to  th e  P C  w ill b e  a m icro p h o n e  in to  w h ich  th e  p a tien t  
w ill sp ea k . T h e  e lec tr ica l s ign a l from  th e  m icrop h on e (in  th e  order o f / /V )  m u st b e  
a m p lified  to  m a tc h  th e  range o f th e  a n a lo g u e -to -d ig ita l co n verter . T h e  th era p is t  m ay  
a lso  req u ire th a t  sa m p les  b e  tak en  from  a recorded  sessio n  w ith  th e  p a tie n t . T h e  
o u tp u t lin e  v o lta g e  from  a recorder is IV  pk-pk . T h e  a m p lif ica tio n  w ill b e  sw itch ed  
to  ca ter  for b o th  in p u t levels.
To red u ce  th e  e ffec ts  o f a lia s in g , th e  sign a l m u st b e  p a ssed  th ro u g h  a  low -p ass  
filter  (L P F ) b efo re  sa m p lin g . T h e  sp eech  sign a l w ill b e  d ig ita lly  sa m p led  a t 10 kH z  
an d  th erefore  freq u en cies a b ove 5 k H z m u st b e  red u ced  as m u ch  as p o ss ib le . T h is  is
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rea lised  u s in g  an  8 th -ord er (48  d B /o c ta v e  fa ll-o ff) L P F  w ith  a  cu t-o ff fr eq u en cy  o f 4  
kH z.
T h e  p referred  p o s it io n  o f  th e  m icro p h o n e , an d  th e  in te n s ity  o f  th e  sp e e c h , w ill 
vary  from  p a tie n t  to  p a tie n t . T h is  co u ld  ca u se  p ro b lem s if  a  p a tien t w ith  a  lo u d  v o ice  
h o ld s th e  m icro p h o n e  c lo se . T h e  co m b in ed  a m p lifica tio n  o f  th e  am p lifier  a n d  filter  is 
th erefore  se t  to  ca ter  for th e  q u ie te s t  s itu a tio n , an d  a  d ig ita lly -c o n tr o lle d  a tte n u a to r  
ad d ed . T h e  sp eech  th era p y  T u tor  w ill se t th e  a tte n u a tio n  to  m a tc h  th e  s itu a tio n .
T h e  a m p lif ica tio n , a n ti-a lia s in g  filter , and  th e  g a in  con tro l are a ll f it te d  o n  a  half- 
le n g th  b o a rd  w ith  B N C  co n n ecto rs  for th e  in p u t and  o u tp u t.
6.2.3 T M S32020 D SP  Board
T h e  T M S 3 2 0 2 0  D S P  board  for th e  P C , su p p lied  b y  L ou gh b orou gh  S ou n d  Im a g es L td , 
in teg ra te s  T ex a s In str u m e n ts ’ T M S 3 2 0 2 0  d ig ita l s ig n a l p rocessor  w ith  fa st  m em o ry  
d ev ices  an d  d a ta  a cq u is itio n  h ardw are. T h e  board  is fu ll le n g th , b u t d u e  to  it s  p h y sica l  
co n stru c tio n , requ ires an X T  (8 -b it)  s lo t.
T h e  T M S 3 2 0 2 0  p rocessor  is th e  secon d  m em b er  o f th e  T M 3 2 0  fa m ily  o f  d ig ita l  
sign a l p ro cesso rs. It is ca p a b le  o f  p erform in g  m u lti-fu n c tio n  in s tr u c tio n s , su ch  as a  
16-b it m u ltip ly -a c c u m u la te  w ith  d a ta  m ove, in  a  s in g le  in stru c tio n  c y c le  o f  200  ns. 
H ow ever, for s in g le  cy c le  o p e r a tio n , it  is a  req u irem en t th a t  th e  d a ta  to  b e  m a n ip ­
u la te d  are lo c a te d  in  th e  rath er  lim ite d  544 16-b it m em o ry  lo ca tio n s  in tern a l to  th e  
p rocessor .
T h e  D S P  b oard  is m a p p ed  in to  8 lo ca tio n s  o f  th e  P C ’s I /O  sp a ce . T h e  s ta r tin g  
I /O  ad d ress o f  th e  b lock  is con figu rab le  to  o n e  o f 8 lo c a tio n s . T h e  P C  h as access to  
th e  m em o ry  ex tern a l to  th e  p rocessor  v ia  tw o 16-b it p o rts .
6.2.4 T M B 08 Transputer Board
T h e  T M B 0 8  b oard  from  T ra n stech  is a  m o th er-b o a rd  w h ich  can  a c c o m m o d a te  10 
T 8 0 0  tra n sp u ter  m o d u les  ( tr a m s). E ach  tram  h as a T 8 0 0 , w h ich  is an IN M O S  tra n s­
p u ter  w ith  a  b u ilt- in  hardw are flo a tin g -p o in t a r ith m e tic  u n it , and  can  h a v e  up to  1 
M b y te  o f m em ory .
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The board is full length and will operate in either an XT (8-bit) or AT (16- 
bit) expansion slot. The interface to the PC is compatible with the B004 module 
specifications from INMOS [1]. It includes a BIOS EPROM which is 32 Kbytes long 
and is mapped to location OxDOOO. Communications between the PC and the TMB08 
can either be direct memory access or through eight 8-bit ports mapped onto the P C ’s 
I/O address. The base location for these ports is switchable between two locations.
For the initial system, this board was populated with a single T800 transputer 
module with 1 Mbyte of memory. If necessary, the board could be enhanced by the 
addition of further trams.
6.3 D istributing the Processes
For real-time operation, the analysis of the current frame must be complete before 
the next frame has been sampled. The desired sampling rate is 10 kHz and the frame 
size is 100 samples, giving a frame duration of 10 ms.
Of the tasks described in Chapter 4, the most time-critical operations are the 
ones that process each individual analysis frame of the utterance. Table 8 lists these 
processes in the order that they are executed, and shows the time taken per frame as 
measured on an 80287-equipped 6 MHz PC AT.
Prior to the first task shown, the amplified speech signal must be digitally sampled. 
This task will be carried out by the ADC on the TMS32020 board. It is therefore 
sensible to assign the first task, i.e. the production of the set of simultaneous linear 
equations, to the DSP board.
The simple distribution approach which was employed was to implement the tasks 
one by one on the DSP board, until it did not have the processing time left to accom­
modate another. The remaining tasks would then be implemented on the transputer 
board, which could be expanded if necessary. The PC, which is the slowest processor, 
would be used to facilitate data transfer between the DSP and the transputer.
The first step, therefore, is to implement the digital sampling of the speech wave­
form on the DSP board. The following chapter describes the implementation details 
of this process together with the LP analysis module.
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Analysis Task Time Per Frame 
(ms)
calculate
covariance matrix 
and vector
50
solve system 
of
linear equations
38
filter
linear prediction 
coefficients
14
calculate poles 
of
LP model
122
apply tracker 
to pole-pairs 
in rs-plane
22
Table 8: Timings for analysis processes required for each frame.
6.4 References
[1] INMOS (1985) Reference Manual: Transputer, INMOS Limited, PO Box 424, 
Bristol BS99 7DD, England.
Chapter 7
LP A nalysis on the TM S32020
Overview
The data acquisition and LP analysis are implemented on the TMS32020 DSP board.
The later section of the LP analysis requires floating-point arithmetic. It is shown 
that although the IEEE standard for storing single precision numbers gives efficient 
use of the limited internal memory on the TMS32020, splitting the number into the 
relevant fields is time consuming. It is also shown that storing the numbers with all the 
fields stored separately requires more than the fast internal memory. A compromise 
is therefore necessary.
Using worst case timings, it is seen that the data acquisition and LP analysis 
require just under 10.5 ms, where only 10 ms of processor time is available. In 
practice though, it rarely takes more than 9.4 ms. So although real-time operation 
cannot be guaranteed, it generally will be achieved.
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7.1 Introduction
As was described in the previous chapter, the signal from the microphone is amplified 
and filtered to reduce the effects of aliasing. The signal is then sampled at 10 kHz and 
divided into contiguous analysis frames each comprising 100 samples. Once a frame 
has been sampled it must be determined whether or not this sample constitutes a 
segment of an utterance. If it does it is passed through the analysis pipeline.
The first two stages in the pipeline constitute the LP analysis process which will 
perform 8th-order analysis on a frame size of 100 samples. LP analysis using the 
covariance method [1] can be split into two main sections, namely:
• generation of the covariance matrix and vector which, together with a vector of 
unknowns, represents a set of linear simultaneous equations.
• solution of these equations to give the LP coefficients.
The method of generating the covariance parameters is implemented first and 
then its execution time is determined. An estimate of the processing requirements 
of the solution process can then be made. If this estimate is less than the available 
processing time, then the solution of the equations can also be implemented on the 
TMS32020.
7.2 D ata Acquisition
Digital sampling of the speech signal is carried out by the TMS32020 DSP board, 
and must be an ongoing process which is transparent to the rest of the processes. 
This transparency can be achieved by implementing the data acquisition process as 
an interrupt service routine (ISR) which is invoked at regular intervals.
The DSP board has an interval timer which can be employed to generate interrupts 
to the TMS32020. The interval timer is also used to initiate analogue-to-digital 
conversion. The resultant data is clocked into a 16-bit latch by the status signal from 
the ADC. A suitable ISR would therefore read the data from the ADC latch and store 
it in a frame buffer.
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Another requirement of the ISR is that it must flag the main process to indicate 
that a complete frame has been sampled. The main program, at this time, must have 
completed working on the previous frame of data, and down-load the buffer into the 
main process work space before the next sample is taken. Before processing the new 
data, the main program must reset the flag to signal to the ISR that the buffer area 
is clear for the next frame.
7.2.1 T M S32020 A rchitecture C onsiderations
To ensure minimum execution time of the real-time software components that will be 
implemented on the TMS32020 board, it is necessary to recognise limitations of the 
processor and to understand how instruction times can be minimised.
The TMS32020 digital signal processor has a minimum instruction cycle time of 
200 ns. This time can increase if the program memory or data memory operates 
with wait states. The TMS32020 DSP board, though, has been populated with static 
RAMs with an access time of 65 ns. This means that program and data memory 
access operates with zero wait states. The majority of instructions will execute in 
one instruction cycle, provided the data memory accessed is internal to the processor. 
This time can increase by one or two cycles if the data memory accessed is external. 
It is therefore necessary to ensure that the limited 544 bytes of internal memory are 
reserved for the most frequently-accessed data.
The internal memory resides in three blocks namely BO, B l, and B2. B1 and B2 
always reside in the data memory map, in the ranges 0x0300-0x03FF, and 0x0060- 
0x007F respectively. B0 is a 256-word block which can be configured using the CNFP 
instruction to reside in program memory in the address range OxFFOO-OxFFFF (see 
Table 9). After a CNFD instruction, block B0 will exist in data memory in the 
address range 0x0200-0x02FF (see Table 10).
Most TMS32020 instructions are multi-function and, when preceded by the RPT 
or R PTK instruction (creating an R PT pipeline), can be repeatedly executed a spec­
ified number of times (up to a limit of 256). When operating in this mode, the 
majority of repeatable instructions can execute in one instruction cycle. For exam­
ple, applying an autocorrelation function to 100 data points can be performed in 103
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0x0000
OxFEFF
OxFFOO
OxFFFF
PROGRAM DATA
0x0000
0x005F
0x0060
Block B2
Ox007F
0x0080
OxOlFF
0x0200 does
not
0x02FF exist
0x0300
Block B1
0x03FF
0x0400
Block BO
OxFFFF
Table 9: Locations of internal memory blocks after a CNFP instruction.
instruction cycles (20.6 //s). This pipeline is protected against interrupts as no facil­
ities are provided to save the RPT counter. It is therefore necessary to ensure that 
no RPT pipeline is long enough to interfere with the interrupt service routine: if the 
RPT pipeline takes longer than the sampling period, then a sample will be missed.
One possible limitation of the TMS32020 is the hardware stack which is used 
to store the program counter (PC) when subroutines are called or interrupt service 
routines invoked. This stack is only four words deep, and therefore only four levels of 
nested calls can be supported. With the data acquisition process implemented as the 
only ISR, then three levels of subroutine calls are left available to the main process.
When an interrupt occurs, all maskable interrupts are automatically disabled. 
Therefore, further interrupts must be enabled at the end of the ISR using the EINT
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PROGRAM
0x0000
OxFFFF
DATA
0x0000
0x005F
0x0060
0x007F
0x0080
0x0IFF 
0x0200
0x02FF
0x0300
0x03FF
0x0400
OxFFFF
Block B2
Block B0
Block B1
Table 10: Locations of internal memory blocks after a CNFD instruction.
instruction prior to the return from subroutine instruction RET. To prevent an 
interrupt being serviced before the program flow is returned to its state prior to the 
ISR, the TMS32020 disables interrupts for the instruction following EINT. It is very 
important, therefore, that the last two instructions of an ISR should be EINT and 
RET.
7.2.2 Im plem enting th e  ISR
The ISR must sample the speech signal at a rate of 10 kHz. The frame size is 100 
samples which gives an analysis frame duration of 10 ms. When the ISR has acquired 
the last sample it must indicate to the main process that the current frame is complete. 
This can be achieved by using a communication protocol which employs a common 
memory location as a flag, GOTSIG.
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This flag is set to OxFFFF by the ISR when the frame is complete and set back to 
0x0000 by the main program to acknowledge the condition. To see how this protocol 
operates, imagine that the main program has analysed a sampled frame and is waiting 
for the end of the next frame to be indicated. The main program monitors GOTSIG 
until it changes from 0x0000 to OxFFFF. When this occurs, the main program sets 
GOTSIG back to 0x0000 and copies the frame buffer into a reserved workspace.
This protocol will only operate correctly if the main program has completed the 
analysis of the previous frame before the next frame has been sampled. If the main 
program finishes the analysis of a frame and then finds GOTSIG already set to OxFFFF, 
then it has taken longer than the permitted time to analyse the frame and a framing 
error has occurred. This framing error is registered and GOTSIG is cleared and 
monitored until the next frame has been sampled.
Since the ISR is invoked 100 times per frame, it is essential that its execution 
time is kept to a minimum. As with all interrupt service routines, all registers that 
are used within the ISR must be saved at the start of the routine and restored prior 
to returning control to the main program. As the hardware stack is limited to only 
four entries, the registers must be stored into reserved data memory locations. This 
can be facilitated using a software stack. If this stack is located in one of the internal 
memory blocks, then the register store instructions will execute in one cycle. Since 
block B2 is the smallest of the three internal memory blocks, it is most likely to be 
used as miscellaneous workspace. The top five locations of block B2 were therefore 
reserved for the software stack.
The final memory location that the ISR must access is the store for the address 
of the next free buffer location. With this location situated in internal memory, the 
total number of instructions required to service an interrupt is 33 cycles for the last 
sample in a frame, and 27 cycles for any other. With a frame size of 100 samples, this 
gives a total processor time of (99 x 27 + 33) = 2706 instruction cycles, or 0.5412 ms 
out of a frame duration of 10 ms. This leaves an absolute maximum of 9.4588 ms to 
perform subsequent analysis on a sampled frame.
The sampling period is 100 //s, or 500 instruction cycles. The maximum allowable 
execution time for an RPT pipeline is therefore (500 — 33) = 467 instruction cycles
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(see Section 7.2.1).
7.3 U tterance D etection
The data-acquisition process has been implemented on the DSP board, and utilises 
approximately 5% of available processor time. Before the first stages in the pro­
cess pipeline can be implemented, it must be decided whether the sampled frame 
constitutes part of the utterance or is simply background noise.
The algorithm for detecting the start and end points of the utterance was discussed 
in Chapter 4. It required the computation of the short-time signal energy for the 
sampled frame using a special case of the autocorrelation function.
This energy measure can also be used to detect conditions where the results of 
subsequent analysis may be unreliable due to arithmetic overflow. Such conditions 
will occur if the speech signal is of sufficient amplitude to saturate the accumulator 
during repeated multiply-accumulate operations.
Computing the short-time signal energy is a sum-of-squares process. The SQRA 
instruction of the TMS32020 is ideally suited to this type of operation. Due to the 
pipeline architecture of the component modules in the central arithmetic/logic unit 
in the TMS32020, it can perform an accumulate operation simultaneously with a 
multiply operation. Note, though, that the accumulate operation uses the accumula­
tor and the result of the previous product as its operands, the result being stored in 
the accumulator. Therefore, both the accumulator and the product register must be 
cleared before performing repeated SQRAs.
The current auxiliary register is used to point to the operand of SQRA. When in 
repeat mode the auxiliary register can be made to increment automatically, and each 
individual SQRA operation can be performed in a single instruction cycle. However, 
for SQRA to operate as a single cycle instruction, the data must reside in internal 
memory, otherwise it takes two instruction cycles.
The short-time signal energy is calculated over the full 100 sample frame. The 
SQRA instruction can be applied to 100 data points in 100 cycles (or 20 fis). This is 
far shorter than the sampling time period of 100 fis, and therefore will not interfere
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with the interrupt service routine (see Section 7.2.1). Including the initialisation of 
the registers, and the storage of the result, the short-time signal energy of 100 data 
samples can be calculated in 107 cycles, or 21.4 ps.
The remainder of the algorithm uses this energy measure to establish whether or 
not the frame is part of the utterance. The longest path through this takes 345 cycles, 
or 69 fis, giving a total time for the algorithm of 90.4 ps. The total burden on the 
processor, including the data acquisition, is therefore 541.2 + 90.4 = 631.6 ps. This 
leaves 9.3684 ms of processor time to perform subsequent analysis.
7.4 Covariance M atrix and Vector G eneration
The covariance matrix and vector represents a set of linear simultaneous equations 
that must be solved to give the LP coefficients. These covariance parameters are 
generated using the modified autocorrelation function (see Chapter 4) which is a 
sum-of-products operation.
The simultaneous equations are represented by the covariance matrix, 4>, the 
covariance vector, </>, and the vector of the unknown LP coefficients, a. (j> and $ are 
constructed using the modified autocorrelation function [1] which is a sum-of-products 
operation, and </>(i) = 4>(z, 0) = 4>(0,i).
The TMS32020 instruction specifically for such operations is MAC (multiply- 
accumulate). As with the SQRA instruction (see Section 7.3), it will accumulate the 
previous product and perform signed 16-bit multiplication simultaneously. The two 
registers which point to the multiplicative operands are the program counter (PC) 
and the current auxiliary register (AR). When in repeat mode the PC and the AR 
can be made to increment automatically, and each single MAC operation can be 
performed in a single instruction cycle.
For the MAC instruction to operate in such a manner, one set of data must reside 
in the internal memory block B0 configured as program memory (OxFFOO-OxFFFF) 
and the other set of data must reside in internal memory block B1 which is always 
data memory (0x0300-0x03FF). Table 11 shows the program and data memory usage 
for the calculation of the covariance elements.
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PROGRAM DATA
0x0000 0x0000
0x0IFF
0x0200 does
not
0x02FF exist
0x0300 frame of 
sampled
0x0363 speech
0x0364 coraviance
0x03F3 elements
0x03F4 working
variable
OxFEFF 0x03FC space
OxFFOO frame of 
sampled
0x03FD
0xFF63 speech
0xFF64
OxFFFF OxFFFF
Table 11: Program and data memory maps during construction of covariance m atrix 
and vector.
C H A P T E R  7. L P  A N A L Y S IS  O N  T H E  TM S32020 85
<-► 0x0364 ^1,1^0x0366
<-► 0x0376 $ 2,1 *■ ► 0x0378 $2,2^9x937 A
<-^0x03E2 $ 8 ,i *_>0 x 03 E 4 $8,2^0x03E6 • • $8,8*~► 0x03F2
Table 12: Storage of covariance elements as 16-bit signed integers.
The two sets of data must reside one in each memory map. This is due to the 
Harvard architecture of the TMS32020: the program counter and the data pointer 
can operate independently giving the fast instruction time. Therefore, to use the 
MAC instruction to perform the autocorrelation function, the sampled speech data 
must be copied into B 1 and an identical set of data copied into BO.
To enable the process to operate at maximum speed, the elements of $ and <f> 
should also be stored in internal memory. Block BO must be configured as program 
memory during the autocorrelation computation, so block B1 is used. The first 100 
words of data block B l, however, are reserved for the copy of the speech signal, leaving 
156 words free.
The speech is sampled with a resolution of 16 bits. The autocorrelation function 
will therefore produce a 32-bit result in the accumulator, so each element in $ and <f> 
can be stored as two words. <j) comprises 8 elements, and $ comprises 64. Therefore 
(j> and $ can be stored in 144 of the remaining 156 words of B l.
$ is symmetrical about the leading diagonal, so only 36 of its elements need be 
calculated, giving a total of 44 covariance elements. It is convenient to leave these 
elements stored in a (8 x 9) array. As can be seen in Table 12 , the address of $tj ,  
Addr($t)j), is given by:
Addr(^,-)J) = 0x0364+ [(i -  1 ) x 0x 12] + [j x 0x 2]
From the modified autocorrelation function, it can be shown that (see also Ap­
pendix B):
-  s ( - i ) s ( - j )  +  s ( N  -  i ) s ( N  -  j ) (10)
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The construction of (f> and $ can therefore be split into two parts. Firstly, 4>8)o 
to $ 8>8 can be calculated using the modified autocorrelation function. Secondly, the 
remaining elements can be calculated a row at a time using the relationship shown in 
equation 10.
Using this method, the first nine covariance elements can be calculated in 206.2 /is, 
and the remaining 35 elements can be calculated in 222.2 /is. The data acquisition 
and utterance detection leaves 9368.4 /is. Therefore, after the production of the set of 
linear simultaneous equations, there is 9368.4 — (206.2 + 222.2) = 8940 /is of processor 
time left to solve the equations.
7.5 Obtaining the LP Coefficients
Due to the nature of the covariance matrix and vector, one of the most efficient 
methods for solving the set of linear simultaneous equations is Cholesky’s method of 
matrix decomposition and back substitution [1].
The simultaneous equations can be expressed in matrix form as:
=  <j)
Solution of the linear simultaneous equations using Cholesky’s method is a three- 
stage process. First, the matrix of covariance parameters, 4>, is decomposed into a 
triangular matrix, V, and a diagonal matrix, D, such that:
<&a = V D Vla = (j>
Second, due to the triangular form of V, a vector Y  can be calculated such that:
V Y  = </>
where
Y  = DV*a
Finaly, a is calculated from the above equation.
C H A P T E R  7. L P  A N A L Y S IS  O N  T H E  TM S32020 87
Operation Execution time 
(fis)
addition 15.4
multiplication 7.8
division 22.8
Table 13: Execution times of Crowell’s routines.
7.5.1 R eal-T im e A nalysis and FP A rith m etic
Floating-point arithmetic facilitates the implementation of Cholesky’s method be­
cause there is a large dynamic range of intermediate results during the calculations. 
However, the implementation of the floating-point routines themselves is not a trivial 
task.
Crowell [2] describes floating-point arithmetic routines for the TMS32020. The 
precision of the routines conform to that of the IEEE standard for single-precision 
numbers [3], but the internal representation differs to ease the access to the component 
parts of the number, i.e. the sign-bit, the exponent, and the mantissa.
The given execution times for these routines are shown in Table 13. The time for 
subtraction is not given by Crowell, but the only computation required over that of 
the addition routine is the negation of the sign-bit of the second operand.
To estimate the feasibility of using Crowell’s routines in the real-time application, a 
program, LPCFLOPS.PAS, was written which determines the number and nature of the 
arithmetic operations required to determine the LP coefficients from the covariance 
matrix and vector. The results for an 8th-order model are given in Table 14, together 
with the total required processor time for that type of operation.
It can be seen that the total processor time required to perform the necessary 
arithmetic operations is 5370.8 fis. This leaves (8940 — 5370.8) = 3569.2 /zs to con­
vert the covariance matrix and vector into floating-point format, and perform data 
management, i.e. passing the operands to the arithmetic routines, and storing the 
result.
However, when applying test data to Crowell’s routines, it was apparent that they
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Operation Number required Time required
( H
addition 140 2156.0
subtraction 42 646.8
multiplication 224 1747.2
division 36 820.8
Table 14: Number of required arithmetic operations, and the processor time required.
were flawed. For example, in his division routine he makes the sign of the result equal 
to the sign of the first operand if the sign of both operands are the same, otherwise 
the sign of the result is set to —1. This is obviously incorrect: if both a and b are 
negative then a/b is positive, not negative as Crowell would have us believe.
The above error may be obvious and simple to rectify, however some other funda­
mental errors were not so easy to correct. For this reason, the algorithms were adhered 
to (with a few additions to cater for cases not covered), but the implementation of 
the algorithms was carried out without reference to Crowell’s work.
7.5.2 IEEE Single-P recision  A rith m etic
The IEEE single-precision format is a 32-bit format which comprises a sign-bit, s, 
an offset eight-bit exponent field, e, and a 23-bit fraction part, /[3]. A floating-point 
number, £, is determined from s, e and /, using the following equation
X  = ( - l ) s X 2<e_127) x 1./
The three fields are combined to give a 32-bit number, as shown in Figure 24. 
The advantage of this 32-bit format is that it is compact: each floating-point number 
requires only two words for storage. This is a benefit when considering the limited 
amount of fast internal memory on the TMS32020.
However, before performing a floating-point operation, the fields of the two oper­
ands must be split into usable items such as a sign word, s, an exponent word, e, 
and two mantissa words, f\0 and This takes 4.6 fis for each operand. Assuming
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31 30 23 22 0
s e f
Figure 24: IEEE single-precision format.
a similar time to re-combine the components of the result, the decomposition and 
re-combining for the 442 arithmetic operations requires approximately 6000 ps of 
processor time.
This leaves under 3000 ps to perform the arithmetic and the data management. 
On the assumption that the correctly-implemented floating-point routines will have 
an execution time similar to that of Crowell’s, it is not possible to use this format in 
the real-time system.
The most obvious solution is to store the floating-point numbers in their compo­
nent parts. This requires 4 words for each number. The solution of the simultaneous 
equations requires two p x p triangular matrices, and four p x 1 vectors (see Sec­
tion 7.5). However, there is not enough internal memory to keep the indexing simple 
by arranging triangular matrices as two-dimensional arrays.
A compromise, though, can be reached. The combination of fhi and s reduces the 
number of words required to three, as shown in Figure 25. The 1 between s and fhi is 
a by-product of the normalisation process which ensures that the mantissa is greater 
than or equal to 1.0 and less than 2.0.
The precision of this format is identical to that of the IEEE single-precision stan­
dard. However, since only s and fhi are combined, this alternative representation 
reduces the time taken to obtain the component parts of the number. The worst case 
execution times of the floating-point routines which utilise this format are shown in 
Table 15, and the total processor time required for each type of iteration is shown in 
Table 16.
The timings shown are for the worst case. The maximum total processor time 
required for the arithmetic is therefore 6405.2 ps. The time left for normalising the 
covariance matrix and vector and to manage the data is 2534.8 ps.
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Exponent
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
0 0 0 0 0 0 0 0 e e e e e e e e
9 1.s. bits of fraction
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
0 f f f f f f f f f 0 0 0 0 0 0
Sign-bit and 15 m.s. bits of fraction
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
s 1 f f f f f f f f f f f f f f
Figure 25: Alternative floating-point representation.
Operation Execution time 
(fis)
addition 20.0
subtraction 21.0
multiplication 9.2
division 18.4
Table 15: Execution times of the new floating-point routines.
Operation Number required Time required 
(/“ )
addition 140 2800.0
subtraction 42 882.0
multiplication 224 2060.8
division 36 662.4
Table 16: Number of required arithmetic operations, and the processor time required.
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7.5.3 Covariance M atrix and V ector C onversion
The covariance matrix and vector which represent a system of linear simultaneous 
equations are initially calculated using two’s complement integer arithmetic. Before 
the equations can be solved to give the LP coefficients, these values must be converted 
to floating-point numbers.
For the floating-point representation, the fractional part (which incorporates the 
sign-bit) is normalised i.e. the most significant bit, the sign-bit, and the second most 
significant bit are not equal. Zero is the only exception, which is considered nor­
malised.
The first step in producing the floating-point covariance elements is to normalise 
the initial fixed-point results. The TMS32020 provides an instruction NORM which 
facilitates this process. A NORM instruction will shift the accumulator left if the 
accumulator is not normalised and increment the current auxiliary register, otherwise 
it will leave the accumulator unaltered.
In this instance, negative numbers are negated and the sign-bit altered accordingly 
after normalisation. The maximum number of repeated NORMs required to normalise 
fully the smallest positive number, 0x00001, is 30 (producing 0x4000). Therefore 
the current auxiliary register, ARn, can be set to zero, and the NORM instruction 
repeated 30 times, the auxiliary register recording the number of normalisation cycles 
that were effective. ARn is therefore related to the negative of the exponent, as 
the normal method of producing a floating-point number is repeatedly to divide the 
number by the base while incrementing the exponent. The exponent can be calculated 
as (30 — AR^).
After normalisation, the most significant word of the accumulator is equal to f^ -, 
and f/0 is obtained by shifting the low word of the accumulator right one place, and 
masking off the most significant and six least significant bits.
To maximise the speed at which the integer values can be converted to their 
floating-point representation, the results must be stored in internal memory. Both 
copies of the frame of sampled speech that were required for the generation of the 
covariance parameters are no longer needed. This frees the first 100 words of block 
B2 and all of block B l. Block B1 can now be configured as data memory. Each
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$i,o<—>0x0200 $ 1,1 <—>0x0203
$ 2,0 <-► 0x0218 $ 2,1 <“► 0x02113 $ 2,2 <—► 0x02 IE
$ 7,0 <-► 0x0290 $ 7,1 <—>0x0293 $ 7 2<->0x 0 2 9 6  • ■ $ 7,7<—>0x02A5
$s,o<-*Ox02A8 $s,i<-+0x02AB $ 8,2<—► 0x02AE $ 8,7<—i>0x02BD $ 8,8<—>0x02C0
Table 17: Storage of covariance elements as floating-point numbers.
floating-point covariance element requires 3 words, and to simplify the access to the 
elements, they could be stored as a (9 x 8) array.
However, a more efficient use of the valuable internal memory is shown in Table 17. 
With each element requiring 3 words, and each row taking 0x18 words, it can be seen 
that the covariance matrix and vector are stored in an (8 x 8) array. This storage 
technique utilises the fact that the covariance matrix exhibits diagonal symmetry, and 
so not all of its elements need be stored. The eighth row is the only one that requires 
9 elements to be stored. Therefore the final element, $ 88, is actually outside this 
array but is addressed in the same way as all the others, using the following equation:
Addr($,-,,) =  0x0200 + [(z -  1) X 0x18] + [j x 0x3]
When the conversion is complete, all of block B2 is available for data storage.
The time taken to convert a 32-bit number into a floating-point number is 10.6 (is 
for positive definite numbers, 11.4 (is for negative definite numbers, and 3.4 (is for 
zero.
The array of covariance elements consists of 9 rows, with a total of 44 unique 
entries. Initialising constants for the operation takes 3.4 (is. Initialising the pointers 
for each row takes 3.8 (is. Assuming the worst case, the time required to convert the 
covariance elements to floating-point numbers is (3.4 + 9 x 3.8 + 44 x 11.4) = 539.2 (is. 
This leaves (2534.8 — 539.2) = 1995.6 (is to manage the data transfers between 
floating-point operations which constitute the solution of the linear simultaneous 
equations.
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Di <->0x0300 D2<->0x0303 ••• D8<-> 0x0315
Yi <->0x0318 Y2*->0x031B ••• Y8<->0x032D
a\ <->0x0330 
Vifi <->0x0348
a 2<->0x0333 a 8<->0x0345
V2,i <->0x035D 1^2,2^®^0360
Vs,i <->0x03DB V8,2*-*0x03DE • • • V8,8*-*0x03F0
Table 18: Storage of D, Y, a , and V.
7.5.4 Im plem enting C holesky’s M ethod
The first consideration in implementing Cholesky’s method is the data memory re­
quirement. Solution using Cholesky’s method requires the covariance matrix and 
vector, $ and </>, a triangular matrix, V, a diagonal matrix D, an intermediate vector 
y , and the output vector, a. D can be treated as a vector for storage purposes since 
the only non-zero elements are those in the leading diagonal.
$ and (j) are stored in data block B2 as shown in Table 17. The internal memory 
block B1 is free for the storage of the remaining matrix and vectors. D, Y, and 
a, are stored as linear one-dimensional arrays, each requiring 24 words of memory. 
Reserving the first 72 locations of B1 for these vectors leaves 184 words for V. To 
simplify the addressing of the elements of V  it is convenient to store it as an (8 x 8) 
array. This, though, would require 192 words. However, using the same technique 
as used for the storage of (f) and 4>, this can be reduced to 171 words. The memory 
usage for D, Y, a, and V is shown in Table 18. Each element of V  is addressed using 
the following equation:
Addr(Vij) = 0x0348 + (i -  1) x 0x15 + j  x 0x3
Cholesky decomposition involves the calculation of D and V. The elements of V  
are determined using:
t ' - i
^ jt  ^   ^ j^kHkVik
2 < i < j  -  1 (11)
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Implementation of Execution time (instruction cycles)
equation 11 63 + i x 64
equation 12 42 -f z x 51
Table 19: Execution times of equations 11 and 12.
with:
V;i = D,
and the elements of the diagonal matrix calculated using:
*-i
Di = -  Y ,  VikDk i > 2
fc=l
with:
Di = $ n
( 12)
Equations 11 and 12 were implemented as subroutines, which both have execution 
times dependent on i , as shown in Table 19.
Bearing in mind that all calls to the floating-point arithmetic routines have previ­
ously been calculated (for the worst case) in Section 7.5.2, the time taken to manage 
the data in the decomposition process must be calculated.
Copying <[>!! to Di and the common divisor for Vji takes 16 instruction cycles. 
Calculating the first row of V  takes a further 188 instruction cycles. Calculating 
by hand the remaining execution time for Cholesky decomposition is complex, as it 
comprises a nested loop: for each z, D, is calculated, and j  is varied to calculate Vjt-. 
However, a short Pascal program was written, DECOMPCY.PAS, which emulates the 
nested loop and accumulates the number of instruction cycles required. The result is 
that the Cholesky decomposition process takes 8727 instruction cycles, or 1745.4 (is.
The total free processor time prior to this stage in the analysis is 1995.6 (is (see 
Section 7.5.3). This leaves a mere 250.2 (is to apply the Cholesky substitution process.
Cholesky substitution can be split into two sections. First, the elements of the
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intermediate vector, Y, are calculated using the equation:
2 < j  < 8
i -1
^  -  £  V^ Y'
i=i
with:
Y i  =  ^ i
Second, the LP coefficients, a , are determined using the equation:
^  ^  Vj.-ai 7 > z >  1
with:
j=»+i
«8
n
d 8
(13)
(14)
(15)
(16)
The implementation of equation 14 takes 11 clock cycles. Equation 13 is imple­
mented as nested loops. The outer loop, with index j , is executed 7 times. Initialising 
the loop variable takes 2 instruction cycles, and the loop body takes 49 cycles, in­
cluding the initialisation of the inner loop variable, z, but excluding the execution of 
the inner loop body.
The inner loop body is executed once for the first execution of the outer loop, twice 
for the second and so on up to seven times for the last outer loop. This gives a total of 
28 executions of the inner loop, each taking 51 instruction cycles. The calculation of 
the intermediate vector, Y, therefore takes a total of (11+ 2 + 7 x49 + 28x51) = 1784 
instruction cycles.
The first LP coefficient, a 8, is calculated using equation 16 in 26 instruction cycles. 
Nested loops are also required for the implementation of equation 15. Initialising the 
outer loop variable, z, takes 2 cycles. The outer loop body is executed seven times, 
with an execution time of 64 cycles.
The inner loop is executed once for the first iteration of the outer loop, twice 
for the second, and so on up to 7 executions for the last one. This again gives 28 
executions of the inner loop. With the inner loop body taking 52 cycles, the total time 
taken for the calculation of the LP coefficients, a, is (26 + 2 + 7 x 64 + 28 x 52) = 1932 
instruction cycles.
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The Cholesky substitution process therefore takes 3716 instruction cycles, or
743.2 fis. The total time taken to sample one frame of speech and calculate the 
LP coefficients is therefore 10.493 ms out of a maximum permissible frame duration 
of 10 ms.
Thus, the LP analysis on the TMS32020, cannot be guaranteed to operate in real­
time. Recollect, though, that the timings for the floating-point routines were stated 
as worst-case instances. For example, if the addition routine exits via 4 out of its 
possible 5 end points, it will operate in under 12 //s, as opposed to the stated 20 fis.
7.6 Tim ing and Verifying the LP A nalysis
It is difficult to predict how the LP analysis will perform when speech data is applied. 
However, the TMS32020 digital signal processor has an on chip memory-mapped 16- 
bit timer. This timer decrements at a rate of once every four instruction cycles, and 
can therefore be utilised to time programs to within four instruction cycles, or 0.8 //s.
In order to determine the execution time of the LP analysis on one frame of speech 
data, it is convenient to have the software running as a one-shot system, rather than 
continually as in the Tutor. It is then possible to determine the accuracy of the 
LP analysis on the DSP by applying a known set of data and comparing the results 
obtained with those from the simulation routines.
Several monosyllabic utterances were sampled and stored on hard disk, so that 
they could be passed to the LP analysis one frame at a time. Although the data 
acquisition interrupt service routine is not then required, it is kept active to make the 
timing as close as possible to that for the Tutor. To achieve this, the ISR was altered 
so that the data read from the analogue-to-digital converter were not stored. The 
timing of the routine, however, is left unaltered. The utterance detection routine was 
similarly altered so that each frame of data is accepted but the timing preserved.
The short-time signal energy was calculated for each frame. If this measure showed 
a maximum value of 0x7FFF then it was likely that the accumulator saturated dur­
ing the computation. In such a situation, it is also possible for the accumulator to 
have saturated during the calculation of the covariance parameters. Therefore, if an
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Minimum Average Maximum
9206.4 9347.1 9448.8
Table 20: Maximum, minimum, and average execution times, in /is, over 548 frames 
of speech data.
energy overflow was detected the timing and analysis results were discarded from the 
following statistical analysis.
For 548 frames of speech analysed, the maximum, minimum, and average execu­
tion times are shown in Table 20. The maximum recorded time is well below the 
maximum permissable time of 10000 fis.
This means that although real-time operation cannot be guaranteed, it is highly 
unlikely that the maximum permissable time will be exceeded resulting in framing 
errors.
To determine the accuracy of the DSP LP analysis module, the resultant LP 
coefficients were compared with those for the simulation routines. The order of the 
error was estimated by taking the logarithm, to base ten, of the absolute value of 
the error, and taking the nearest integer result, i.e. the order of the error can be 
calculated in Pascal as
Order Trunc(-Ln(Error)/Ln(10)+0.5);
This means that if the order of the error, e, is equal to the integer n then:
V io  < e < vTo
The numbers of occurrences of errors of orders in the range 2 to 10 inclusive are 
shown in Table 21. There were no occurrences of orders outside this range. It can be 
seen that for less than 0.5% of the time, the error was within the maximum range of:
3.16 x 10" 3 < e < 3.16 x 10" 4
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Order of Error 2 3 4 5 6 7 8 9 10
No. of occurrences 0 19 404 2727 1078 142 13 1 0
Table 2 1 : Order of errors in the LP analysis module implemented on the TMS32020.
Register Name Port Address Function
DSPDATA 0x292 16-bit data
CONTROL 0x294 8-bit control register
DSPADDR 0x296 16-bit address
Table 22: PC port addresses of DSPDATA, DSPADDR, and CONTROL.
7.7 The D SP-to-PC  Interface
The communication channel between the DSP board is bi-directional but is essentially 
under the control of the host PC: the PC can read or write to the DSP’s memory but 
no facilities are supported which allow the DSP access to the host’s memory.
The PC can access all program and data memory that does not constitute part 
of the DSP’s 544 words of internal memory. When the PC accesses the available 
memory, the DSP operation is suspended for one wait state (200 ns).
The PC accesses the DSP board’s memory through a pair of 16-bit registers which 
are mapped into the P C ’s I/O space. The port addresses of these registers can be 
altered using a bank of links on the DSP board, but for this application they are left 
at the default addresses shown in Table 22.
DSPDATA holds the data read from, or to be written to, DSP memory. The write- 
only register DSPADDR controls the initial value of an up/down counter which, in 
turn, determines the address of the memory location to be accessed. This reduces the 
overall access time with respect to the PC if consecutive words of memory are to be 
accessed.
The selection of program or data memory and the mode of the up/down counter 
is controlled via an 8-bit write-only control register, CONTROL, the address of which 
is shown in Table 22. This register is also used to reset or hold the TMS32020. The
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Bit
76543210
Function
01XXXXXX reset DSP
10XXXXXX hold DSP
11XXXXXX run
XXOXXXXX up count
XX1XXXXX down count
xxxxoxxx data memory
XXXX1XXX program memory
Table 23: Operation of the control register.
required states of the relevant bits of this register are shown in Table 23.
7.8 D SP-to-PC  Com m unications Protocol
Once the LP coefficients for a particular frame have been determined, they must be 
transferred to the transputer board for further processing. Included in this subse­
quent analysis is the root-finding process (see Chapter 4) which is iterative in nature; 
therefore, there can be no guarantee that the process will be completed within the 
duration of the analysis frame.
For this reason, it is necessary to insure that any delay in the transputer processing 
in no way affects the LP analysis. To cater for such a situation the results of the LP 
analysis are stored in contiguous blocks of memory on the DSP board. This means 
that the DSP board is not dependent on the state of either the PC or the transputer. 
The PC on the other hand is wholly dependent on the state of the DSP. If the PC 
has completed dealing with the previous frame then it must wait until the DSP board 
has completed analysing the current frame before proceeding.
Therefore, it is a requirement that each block of data contains a flag which indi­
cates whether or not the block is valid data: once the PC has dealt with the previous 
frame, it reads continually this flag until it indicates that the data is valid.
This flag, which will reside in external memory on the DSP card, can be read
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repeatedly until it indicates that the results for that frame are valid. However, since 
reading the DSP memory from the PC inserts one wait state for each memory access, 
the communications will effectively reduce the available processing time per frame. 
It is therefore necessary to estimate this reduction.
A simple test program was written, TIMEPORT.PAS, which times 106 accesses to 
the same DSP memory location. The program took 58.17 seconds to run. Removing 
the memory-access routine showed that 10.22 seconds of this time could be attributed 
to the loop structure alone.
One million memory accesses, therefore, takes 47.95 seconds. So, in one frame of 
10 ms, there can be a maximum of 209 memory accesses. This reduces the processing 
time per frame by 209 wait states, or 41.8 ps. Allowing 9.5 ms for the analysis of 
each frame of speech data, this additional burden reduces the safety margin of 0.5 ms 
by approximately 10%, and is therefore acceptable.
T.9 Conclusions
For real-time operation with a sampling rate of 10 kHz and a frame size of 100 samples, 
the data acquisition and LP analysis implemented on the TMS3202 must execute in 
under 10 ms for each frame.
It can be guaranteed that these two processes will operate in under 10.5 ms; 
this does not give a real-time system. However, using a large number of frames 
of sampled speech, it is likely that the data acquisition, LP analysis, and PC-DSP 
communications require under 9.5 ms of processor time. Therefore, although real-time 
operation cannot be guaranteed, in practice it will be achieved.
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Chapter 8
R eal-T im e Analysis on the  
Transputer
Overview
This chapter describes how the transputer (T800) was employed to smooth the LP 
coefficients, determine the quadratic factors of the modified LP polynomial, and track 
the resultant pole-pairs in real-time. The recorded tracks are then analysed to deter­
mine any steady-state regions within an utterance. The PC-to-T800 communications 
protocol is also covered by this chapter.
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8.1 Introduction
Chapter 7 showed that real-time production of the LP coefficients can be achieved 
using the TMS32020 DSP board. The only channel open for transferring these LP 
coefficients to the transputer board is via the PC. As can be seen from Section 6.3 , 
the PC does not run fast enough to filter the coefficients after reading them from the 
DSP, prior to transferring them to the transputer board.
The responsibility of the transputer board is therefore to read the coefficients 
from the PC and filter the coefficients to ease the tracking process. The poles of 
the LP model are then found and tracked to identify any steady-state regions in the 
utterance. Finally, the transputer matches the results with a template to estimate 
the quality of the utterance.
The filtering, root-finding and tracking must be done in, or very close to real­
time, to minimise the delay between the end of the utterance and the displaying of 
the results. The identification of the steady-state regions and the template match, 
however, are done at the end of the utterance. Since the template-matching process is 
identical to the comparison made between successive frames in the tracking process, 
there is no need to investigate it explicitly.
This chapter, therefore, is concerned with the real-time aspects of the analysis 
procedure. Various communications methods will be investigated, and awarded merits 
according to the speed at which they can pass information from the DSP to the 
transputer. All timings quoted are for a 6 MHz IBM PC AT.
The first stage in determining whether or not real-time operation is achievable 
using the available hardware setup is to estimate the transputer processing time 
required to perform the analysis tasks.
8.2 Tim ing the Tasks on the Transputer
The filtering, factorising, and tracking procedures were taken from the non-real-time 
simulation and translated into C to run on the transputer (the particular implemen­
tation of C chosen for all transputer application programs is 3L’s Parallel C). These
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Process Cumulative Time 
(sec)
Individual Time 
(sec)
Time per Frame 
(ms)
simulate LPC 4 — —
filtering 67 63 0.63
factorising 224 157 1.57
tracking 315 91 0.91
Table 24: Cumulative times of processes on the transputer.
procedures were first incorporated into a test program PROCTEST.C which supplied 
the procedures with a known data set. The simulation procedures were incorporated 
into an equivalent Pascal program PROCTEST.PAS. The C routines were validated by 
comparing the output from both these programs which were found to be identical.
PROCTEST. C was then modified to produce TIMEPROC. C which times 105 repetitions 
of the analysis pipeline. The program first times the simulation of the reading of 
the LP coefficients (they are actually read from a cyclic buffer of 50 sets of eight 
coefficients). It then adds the first analysis process (the filtering of the LP coefficients) 
and displays the cumulative time, i.e. the time taken for 105 repetitions of the LP 
simulation and the filtering. The program then systematically adds in one further 
analysis process and displays the cumulative time. Table 24 shows the result. The 
first column shows the cumulative time up to and including each stage in the analysis 
pipeline for 105 simulated frames. The second column shows the individual process 
time for the 105 frame simulation. The third column shows the individual time of 
each process for one frame.
As can be seen, the total time taken per frame to filter the LP coefficients, factorise 
the LP polynomial to obtain the pole-pairs, and track these pole-pairs is just 3.11 ms 
per frame. Of the tasks that are to be performed for each analysis frame, all that 
remains to be implemented is a method of reading the LP coefficients from the DSP 
memory into the transputer memory.
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8.3 T800 Board Com m unication Channel
T800 application programs are loaded into the T800 board using AFSERVER which 
runs on the host PC. AFSERVER is supplied as standard with the Parallel C language 
and is an MS-DOS executable file which is produced by INMOS, the developers of 
the transputer. It is used to load and run a transputer program, and normally stays 
resident in the host’s memory while the transputer application program is running, 
allowing the transputer to communicate through it to the host’s peripherals.
As AFSERVER is active for the duration of the transputer application program, it 
is difficult to use the PC to do any of the processing in the pipeline structure. It is 
therefore necessary for the T800 board to communicate with the DSP board in order 
to get the LP coefficients for further processing.
8.3.1 C om m unicating through AFSERVER
The T800 application was written in 3L’s Parallel C language. Its input-output 
functions conform to the Kernighan and Ritchie standard for the C language [1]. It 
does not support port access functions. The AFSERVER program, though, does support 
port access.
The documentation for Parallel C, although reasonable when dealing with the 
implementation of the language, only briefly touches on the usage of AFSERVER: its 
principal aim is to allow the user to load and run the compiled C program. 3L 
do, however, supply information on request which describes how the undocumented 
Parallel C functions _put_int() and _get_int () can be used to construct port access 
functions [3].
Using this technique, the transputer board could read or write to the DSP’s mem­
ory through AFSERVER. However, communicating with the DSP in such a manner 
requires 16-bit port accesses, and AFSERVER only supports byte access to the host’s 
I/O  ports. Hence two calls to AFSERVER must be made for each word read from the 
host.
Each block of data that must be read from the DSP per frame is 26 words long: 
one flag-word, a 16-bit word representing the short-time energy of the sampled frame,
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a n d  8 c o e ffic ie n ts each c o m p ris in g  3 w o rd s .
A  s h o rt b e n c h m a r k  p r o g r a m  ( T I M E _ I 0  .C )  w as w r i t t e n  w h ic h  t im e d  10 0 0  su ch  d a t a  
tr a n s fe r s . T h e  re s u lt w as r a th e r  d is a p p o in tin g : th e  10 0 0  tra n s fe rs  t o o k  54 se cond s. 
U s in g  su ch a  tr a n s fe r  c h a n n e l it  w o u ld  ta k e  54 m s  to  tr a n s fe r  t h e  in f o r m a t io n  fo r  o n e  
fr a m e  t o  th e  t r a n s p u t e r , o v e r fiv e  tim e s  t h a t  o f  th e  fr a m e  d u r a t io n !
T h e  m a in  loss o f  t im e  in  th is  c o m m u n ic a tio n s  m e t h o d  c a n  b e  a t t r i b u t e d  t o  th e  
fo llo w in g  fa c to r s :
•  th e  access m e c h a n is m  ( b y t e  o r w o r d )  t o  th e  p o r ts  s u p p o r te d  b y  A F S E R V E R ;
•  th e  e x te n s iv e  re q u e s t p r o to c o l b e tw e e n  A F S E R V E R  a n d  th e  t r a n s p u te r  fo r  each 
A F S E R V E R  c o m m a n d .
F o r  each re q u e s t to  re a d  a n  I / O  p o r t  th e  tr a n s p u te r  m u s t firs t se nd th e  re q u e s t 
n u m b e r , 38 fo r  a p o r t  re a d  [2 ], fo llo w e d  b y  th e  address o f  th e  p o r t .  T h e  t r a n s p u te r  
m u s t th e n  re a d  th e  v a lu e  o f  th e  p o r t  fo llo w e d  b y  a  s ta tu s  w o r d  w h ic h  is sent b y  
A F S E R V E R . S o m e  t im e  m u s t also b e  lo st b y  A F S E R V E R  d e c o d in g  th e  re q u e s t n u m b e r , 
a n d  d e c id in g  t h a t  a p o r t  access w as re q u e s te d . T h i s  c o m m u n ic a tio n s  m e t h o d  is h ig h ly  
in e ffic ie n t a n d  is th e re fo re  n o t s u ita b le  fo r  th is  a p p lic a tio n .
O n e  p o s s ib le  w a y  to  re d u c e  th is  in e ffic ie n c y  w o u ld  b e  t o  h a v e  th e  P C  re a d  th e  
p o r ts  in to  a b lo c k  o f  m e m o r y , a n d  th e n  in v o k e  a b lo c k  tr a n s fe r  o f  th e  d a t a  t o  th e  
t r a n s p u t e r .
8.3.2 Stay-R esident Program  to  Facilitate Transactions
P a r a lle l  C  offers ro u tin e s  to  re a d  b lo c k s  o f  m e m o r y  f r o m  th e  h o s t P C .  A l s o  s u p p o r te d  
is th e  a b i l i t y  fo r  th e  t r a n s p u te r  p r o g r a m  t o  g e n e ra te  D O S  in t e r r u p t s  v i a  A F S E R V E R . 
O n e  m e t h o d  o f  t r a n s p u t e r - t o - D S P  c o m m u n ic a tio n s  u tilis in g  th e se  fa c ilitie s  w o u ld  
h a v e  th e  t r a n s p u te r  a p p lic a tio n  c a ll a n  in t e r r u p t  se rvic e  r o u t in e  ( I S R )  w h ic h  w o u ld  
re a d  th e  re le v a n t d a t a  f r o m  th e  D S P  in to  a  b lo c k  o f  h o s t m e m o r y . T h e  tr a n s p u te r  
w o u ld  th e n  in v o k e  a  b lo c k  re a d  o f  th e  h o s t ’ s m e m o r y .
T h e  I S R  m u s t b e  re s id e n t in  m e m o r y  w h e n  A F S E R V E R  is r u n n in g . O n e  m e t h o d  o f 
a c h ie v in g  th is  is t o  m a k e  th e  I S R  p a r t  o f  a p r o g r a m  (th e  p a r e n t p r o g r a m )  w h ic h  calls
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A F S E R V E R  as a c h ild -p ro c e s s . T u r b o  P a s c a l h as so m e  u s e fu l p ro c e d u re s  fo r  c re a tin g  
in te r r u p t-h a n d le r s  a n d  e x e c u tin g  c h ild -p r o  cesses. B e fo r e  e x e c u tin g  A F S E R V E R , th e  
p a r e n t -p r o g r a m  m u s t firs t set th e  v e c to r  o f  a n  u n u s e d  D O S  i n t e r r u p t  t o  p o in t  t o  th e  
p ro c e d u re  t h a t  w ill  a c t as th e  in t e r r u p t  h a n d le r .
A  P a s c a l p r o g r a m  ( P A R E N T .P A S )  w as w r i t t e n  in c o r p o r a tin g  a n  i n t e r r u p t  h a n d le r  
t h a t  re a d s a  b lo c k  o f  d a t a  f r o m  th e  D S P  in t o  a  b lo c k  o f  26 w o rd s  o f  P C  m e m o r y  
(see S e c tio n  8 .3 .1 ) .  T h i s  p r o g r a m  in v o k e s  A F S E R V E R  as a c h ild -p ro c e s s  a n d  in s tru c ts  
it  t o  lo a d  a n d  in v o k e  th e  t r a n s p u te r  a p p lic a tio n  C H I L D .B 4  ( th e  c o m p ile d  ve rs io n  o f  
C H I L D .  C ) .
T h e  t r a n s p u te r  a p p lic a tio n  in v o k e s  th e  P C  in t e r r u p t - h a n d le r  u s in g  t h e  C  fu n c tio n  
i n t 8 6 ( ) .  W h e n  th e  in t e r r u p t  has b e e n  s e rv ic e d , it  reads th e  c o rre s p o n d in g  26 w o r d  
b lo c k  o f  h o s t m e m o r y . T h e  p r o g r a m  p a i r , P A R E N T  a n d  C H I L D , t im e  th is  process o v e r 
10 4 r e p e titio n s . T h e  re s u lt a t firs t g la n c e  w as re a s o n a b ly  e n c o u r a g in g : 10 4 r e p e titio n s  
t o o k  69 se cond s. T h e r e f o r e , o n e  b lo c k  o f  d a t a  c o u ld  b e  re a d  f r o m  th e  D S P  in  6 .9  m s .
O n  re fle c tio n , t h o u g h , th is  is s till fa r  f r o m  id e a l. F o r  th e  d u r a t io n  o f  th e  d a ta  
tr a n s fe r , th e  t r a n s p u te r  is s o le ly  tie d  w it h  th e  c o m m u n ic a tio n s , i .e . 6 9 %  o f  th e  p r o ­
cessing t im e  a v a ila b le  o n  th e  tr a n s p u te r  i f  r e a l-tim e  o p e r a tio n  is to  b e  a c h ie v e d . W i t h  
th e  in c lu s io n  o f  th e  a n a ly s is  p ro c e d u re s  t im e d  in  S e c tio n  8 . 2 , th e  c u m u la tiv e  p ro c e s ­
sor r e q u ir e m e n t w o u ld  b e  1 0 .1  m s . T h i s  does n o t in c lu d e  th e  c o n v e rs io n  o f  th e  D S P  
r e a l-n u m b e r  fo r m a t  (3 w o rd s  p e r n u m b e r )  in to  I E E E  s ta n d a r d  re a l f o r m a t .
A l t h o u g h  th is  t im e  m a y  w e ll b e  a c c e p ta b le  ( in tr o d u c in g  o n l y  a  d e la y  o f  1 %  o f  th e  
u tte r a n c e  le n g th )  it  is d is a p p o in tin g  t h a t  th e  m a j o r i t y  o f p ro c e ss o r t im e  is re q u ire d  b y  
th e  c o m m u n ic a tio n s  m e t h o d . T r a n s fe r r in g  o n l y  26 b y te s  f r o m  th e  D S P  ta ke s 6 .9  m s 
w h e n  i t  o n l y  take s 3 .1  m s  to  filte r  th e  L P  c o e ffic ie n ts, fa c to ris e  th e  r e s u lta n t L P  
p o l y n o m i a l , a n d  tr a c k  th e  p o le -p a ir s . O b v i o u s l y  c o m m u n ic a tin g  th r o u g h  A F S E R V E R  
in tro d u c e s  m a jo r  ine fficie ncies in to  th e  tr a n s fe r  m e t h o d .
I f  r e a l-tim e  o p e r a tio n  is to  b e  a c h ie v e d , a llo w in g  e n o u g h  s p a re  p ro c e s s in g  t im e  
fo r  th e  fu t u r e  a d d itio n  o f  o th e r  a n a ly s is  p ro c e d u re s  (su ch  as p e r c e p tu a l m a p p in g  o f 
th e  r s -p la n e )  th e n  it  is ne ce ssa ry to  d e v e lo p  a  c o m m u n ic a tio n s  m e t h o d  t h a t  o p e ra te s  
in d e p e n d e n tly  o f  A F S E R V E R .
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8.3.3 Low-Level P C -to-T 800 Board C om m unications
T h e  tr a n s fe r  o f  in fo r m a t io n  b e tw e e n  th e  P C  a n d  th e  t r a n s p u t e r  a p p lic a tio n  u s in g  
th e  h ig h -le v e l p ro c e d u re s  o ffe re d  b y  A F S E R V E R  is v e r y  in e ffic ie n t d u e  t o  its  e x te n s iv e  
c o m m u n ic a tio n s  p r o to c o l. T o  r e m o v e  th is  in e ffic ie n c y  it  is n e c e ssa ry t o  im p le m e n t 
d a t a  tra n s fe rs  u s in g  lo w -le v e l p ro c e d u re s . S u c h  a c o m m u n ic a tio n s  m e t h o d  w o u ld  
in v o lv e  t e r m in a t in g  A F S E R V E R  o n c e  th e  t r a n s p u te r  a p p lic a tio n  has b e e n  lo a d e d , a n d  
c o m m u n ic a tin g  v i a  th e  t r a n s p u t e r / P C  in te rfa c e  d ir e c tly .
T h e  in te rfa c e  c o m p ris e s a  C 0 1 2  lin k  a d a p te r  w h ic h  is m a p p e d  in to  t h e  P C ’ s I / O  
sp a c e . T h e  c o m m u n ic a tio n s  p r o to c o l w i t h  th e  lin k  a d a p te r  is d e s c rib e d  in  The Trans­
puter Databook  [5 ], a n d  th e  re g is te r addresses in  th e  I / O  m a p  are  d e s c rib e d  in  th e  
TM B08 Installation and User Guide  [4].
T h e  P a r a lle l  C  ro u tin e s  _ p u t _ i n t ( )  a n d  _ g e t _ i n t ( ) ,  w h ic h  are  n o t  d o c u m e n te d  
in  th e  P a r a lle l  C  m a n u a l b u t  c o ve re d  in  a 3 L  te c h n ic a l n o te  [2 ], can b e  u s e d  to  send
4 - b y t e  in te g e rs  to  A F S E R V E R  u s in g  its  data protocol [3].
T h e  m o s t s tr a ig h tfo r w a r d  d a t a  tra n s fe r s y s te m  to  im p le m e n t w o u ld  a llo w  th e  
tr a n s p u t e r  a p p lic a tio n  to  use th e se  fu n c tio n s  to  se nd  a n d  re c e ive  d a t a . A  M o d u l e , 
T 8 0 0 C 0 M M . AS M , c o n ta in in g  tw o  8086 a s s e m b ly  la n g u a g e  ro u tin e s  w e re  w r i t t e n  w h ic h  
re a d  a n d  w r it e  th e  d a t a  across th e  lin k  a d a p te r . E a c h  c a ll to  th e se  r o u tin e s  can 
tr a n s fe r  o n e  d a t a  u n it  o f  size  3 2 -b its  ( P a r a lle l C  ty p e s  int, short , long , floa t , a n d  
pointer).
T h e  I E E E  sin gle p re c is io n  re p re s e n ta tio n  o f  re a l n u m b e rs  is a  3 2 -b it  f o r m a t . T o  
decrease th e  c o m m u n ic a tio n s  t i m e , th e  P C  c o u ld  re a d  th e  th re e  1 6 - b it  w o rd s  w h ic h  
re p re s e n t a flo a t in g -p o in t  n u m b e r  o n  th e  D S P  a n d  c o n v e rt t h e m  t o  th e  I E E E  single 
f o r m a t  p r io r  t o  tr a n s fe r r in g  it  to  th e  tr a n s p u t e r . T h e r e f o r e , o n l y  o n e  P C - t r a n s p u t e r  
tr a n s fe r  w o u ld  b e  r e q u ire d  fo r  each L P  c o e ffic ie n t. I n  a d d itio n  to  th e  8 L P  c o e ffic ie n ts , 
a fla g  m u s t b e  tra n s fe rre d  fo r  each fr a m e . T h i s  fla g  is u sed  to  te ll th e  t r a n s p u t e r  w h e n  
to  s to p  e x p e c tin g  m o r e  d a t a . E a c h  fr a m e  th e re fo re  re q u ire s 9 tra n s fe rs .
T o  e s tim a te  th e  d a ta  tr a n s fe r  sp eed  fo r  th is  m e t h o d , a p a ir  o f  s h o rt te s t p ro g ra m s  
w e re  w r i t t e n , o n e  in  P a s c a l fo r  th e  P C  ( T I M E . L A . P A S )  a n d  a c o rre s p o n d in g  p r o g r a m  
in  C  fo r  th e  t r a n s p u t e r  ( R E A D _ L A .C ) .  T h e s e  p r o g r a m s  t im e  10 4 r e p e titio n s  o f  se n d in g  
n in e  3 2 -b it  va lu e s across th e  l i n k . T h e  re s u lt w as 10 4 r e p e titio n s  t o o k  9 .4 4  seconds;
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th e r e fo r e , t h e  d a t a  fo r  o n e  fr a m e  c o u ld  b e  tr a n s fe r r e d  in  ju s t  0 .9 4  m s .
T h i s  c o m m u n ic a tio n s  m e t h o d  is th e re fo re  a c c e p ta b le  p r o v id e d  t h e  P C  c o u ld  re a d  a 
fr a m e  o f  d a t a  f r o m  t h e  D S P  a n d  c o n v e rt th e  D S P  f o r m a t  flo a t in g -p o in t  n u m b e r s  in to  
s in g le -p re c is io n  f o r m a t  in  u n d e r  9 m s . T o  v e r i f y  t h is , a  f u r t h e r  P a s c a l te s t p r o g r a m  
w as w r i t t e n  ( T I M E C O N S .P A S )  w h ic h  t im e d  10 4 r e p e titio n s  o f  d a t a  i n p u t  fo r  o n e  fr a m e  
f r o m  th e  D S P ,  a n d  10 4 r e p e titio n s  o f  th e  c o n s tr u c tio n  o f  8 s in g le -p re c is io n  n u m b e rs  
f r o m  th e  D S P  f o r m a t .
T h e  re s u lt w as t h a t  a b lo c k  o f  d a t a  f r o m  th e  D S P  c o u ld  b e  re a d  in  0 .5 1  m s  a n d  
c o n v e rte d  in  2 .5 2  m s . T h a t  gives a  to t a l P C  p ro c e sso r t im e  o f  ju s t  o v e r 3 m s  re q u ire d  
t o  re a d  a n d  c o n v e rt th e  L P  d a t a  fo r  each fr a m e : th is  process d oes n o t  a ffe c t th e  
t r a n s p u t e r  in  a n y  w a y . T h i s  c o m m u n ic a tio n s  m e t h o d , th e r e fo r e , is g r e a t ly  s u p e rio r 
to  th e  tw o  m e th o d s  m e n tio n e d  p r e v io u s ly .
8.4 Inter-Process D ependencies
W i t h  th e  D S P  m o d u le  a n d  th e  t r a n s p u te r  m o d u le  c o m m u n ic a tio n  v i a  th e  P C  u s in g  
th e  m e t h o d  d e s c rib e d  in  S e c tio n  8 .3 .3 , th e re  are  fo u r  processes t h a t  r u n  c o n c u r r e n tly , 
n a m e ly :
1 . s a m p lin g  th e  speech w a v e fo r m  o n  th e  D S P ;
2 . g e n e r a tin g  th e  L P  coe ffic ie n ts o n  th e  D S P ;
3 . r e a d in g  th e  L P  coe ffic ie n ts fr o m  th e  D S P ,  c o n v e r tin g  th e ir  f o r m a t , a n d  s e n d in g  
th e  re s u lts  to  th e  tr a n s p u te r ;
4 . s m o o th in g  th e  L P  c o e ffic ie n ts , d e te r m in in g  a n d  t r a c k in g  th e  p o le -p a irs  o n  th e  
t r a n s p u t e r .
T h e s e  processes c o n s titu te  a  p ip e lin e  s y s te m , w i t h  th e  o u t p u t  o f  each process passed 
o n  t o  th e  n e x t  u n t il  th e  p ip e -t a il  ( th e  tr a n s p u te r )  is re a c h e d .
T h e  firs t process in  th e  p ip e lin e  is th e  s a m p lin g  o f  th e  speech w a v e fo r m . T h i s  
p ro c e s s , im p le m e n te d  o n  th e  D S P ,  fills u p  a fr a m e -b u ffe r  o f  10 0  s a m p le s . O n c e  th e  
b u ffe r  is f u l l ,  th e  s a m p lin g  process resets its  p o in te r  to  th e  b e g in n in g  o f  t h e  b u ffe r .
CHAPTER 8. REAL-TIME ANALYSIS ON THE TRANSPUTER 110
S in c e  th e  s a m p lin g  process m u s t ta k e  sa m p le s a t re g u la r  in te rv a ls  it  c a n n o t a ffo rd  to  
b e  d e p e n d e n t o n  a n y  o th e r  pro ce ss: o n c e  i t  has re c e iv e d  in s tr u c tio n s  t o  s ta r t  s a m p lin g , 
it  w ill  s a m p le  o n c e  e v e r y  0.1 m s reg ard less o f  w h e th e r  o r  n o t  th e  o th e r  processes are 
r e a d y  fo r  t h e  in f o r m a t io n .
T h e  se co nd  process in  th e  p ip e lin e  is th e  L P  a n a ly s is  m o d u le  im p le m e n te d  o n  
th e  D S P .  T h i s  w a its  u n t il  th e  s a m p lin g  has b e e n  c o m p le te d  b e fo re  c o p y in g  t h e  fu ll 
b u ffe r  in to  a  w o r k in g  b u ffe r . 8t h -o r d e r  L P  a n a ly s is  is th e n  a p p lie d  to  th is  fr a m e  o f  
speech d a t a . T h i s  a n a ly s is  m u s t b e  c o m p le te d  b e fo re  th e  n e x t  fr a m e  o f  d a t a  has b e e n  
c a p tu r e d  i .e . ,  w it h i n  a 10 m s  in te r v a l. T h e  L P  a n a ly s is , th e r e fo r e , is d e p e n d e n t o n  
th e  s a m p lin g  p ro ce ss.
T h e  L P  a n a ly s is  m i g h t  also b e  d e p e n d e n t o n  th e  su c c e e d in g  processes. I f  the se 
processes h a v e  n o t c o m p le te d  a n a ly s in g  th e  re s u lts f r o m  th e  p re v io u s  fr a m e  w h e n  th e  
L P  a n a ly s is  is r e a d y  to  pass o n  n e w  d a t a , th e n  it  w o u ld  h a v e  s u s p e n d  t o  o p e r a tio n  u n t il  
th e  d a t a  c o u ld  b e  tr a n s fe r r e d . T h i s  is n o t  a p r o b l e m , p r o v id e d  it  c a n  b e  g u a ra n te e d  
t h a t  th e  r e m a in in g  processes c o u ld  c o m p le te  t h e ir  a n a ly s is  w i t h i n  th e  a llo tte d  10 m s 
t im e - fr a m e . H o w e v e r , th e  tr a n s p u te r  e m p lo y s  a n  it e r a t iv e  r o o t - fin d in g  p r o c e d u r e , th e  
d u r a t io n  o f  w h ic h  c a n n o t b e  a c c u r a te ly  p r e d ic te d . T h u s , r o o t -fin d in g  m a y  ta k e  lo n g e r 
th a n  th e  a llo tte d  10  m s . I f  th is  w e re  to  h a p p e n  i t  w o u ld  m iss th e  c o m p le tio n  o f  th e  
L P  a n a ly s is  fo r  a p a r t ic u la r  fr a m e .
T o  o v e rc o m e  th is  p r o b l e m , th e  D S P - t o - P C  c o m m u n ic a tio n s  c h a n n e l is b u ffe r e d . 
T h i s  b u ffe r , h e n c e fo r th  re fe rre d  to  as th e  L P C  b u ffe r , resides in  th e  D S P ’ s m e m o r y  
a n d  has th e  c a p a c ity  t o  h o ld  a v a lid a t io n  fla g , a n  e n e rg y  m e a s u re , a n d  th e  e ig h t L P  
c o e ffic ie n ts fo r  250 a n a ly s is  fra m e s  i .e . 2 .5  seconds o f  speech.
T h e  t h i r d  p rocess is im p le m e n te d  o n  th e  P C .  Its  ta s k  is to  m o n it o r  th e  L P C  
b u ffe r  u n t i l  a n e w  set o f  d a ta  has b e e n  p la c e d  in  it  b y  th e  L P  a n a ly s is  m o d u le . I t  
th e n  re a d s th e  e n e rg y  m e a s u re  a n d  L P  d a ta  in to  th e  P C ’ s m e m o r y . I f  th e  e n e rg y  
m e a s u re  is th e  a b s o lu te  m a x i m u m  o f 0 x 7 F F F ,  th e n  it  is re a s o n a b le  to  a ss u m e  t h a t  
th e  D S P ’ s a c c u m u la to r  has s a tu r a te d  d u r in g  its  p r o d u c t io n . I t  is also re a s o n a b le  to  
a ss u m e  t h a t  th e  a c c u m u la to r  w ill  s a tu r a te  d u r in g  th e  p r o d u c t io n  o f  th e  c o va ria n c e  
p a r a m e te r s  a n d  t h a t  th e  r e s u lta n t L P  coe ffic ie n ts are  in a c c u r a te . I f  th is  is th e  case 
th e n  th e  a t t e n u a t io n  o f  th e  in p u t  sig na l is in c re a s e d  b y  2 d B  a n d  th e  d a t a  f r o m  th e
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fr a m e  is d is c a rd e d .
I f  th e  e n e rg y  m e a s u re  is a c c e p ta b le , th e n  th e  L P  c o e ffic ie n ts t h a t  h a v e  b e e n  re a d  
in  th e  D S P ’ s 3 -w o r d  f o r m a t  are c o n v e rte d  to  I E E E  sin g le -p re c is io n  f o r m a t  a n d  tr a n s ­
fe rre d  t o  th e  t r a n s p u t e r . T h i s  m o n it o r / t r a n s fe r  p rocess is th e r e fo r e  d e p e n d e n t o n  
b o t h  th e  L P  a n a ly s is  a n d  th e  process im p le m e n te d  o n  th e  t r a n s p u t e r .
T h e  t r a n s p u t e r  process is th e  p ip e - t a il . Its  fu n c tio n  is th r e e -fo ld . F i r s t l y  it  a p ­
p lie s a s m o o th in g  fu n c tio n  t o  th e  L P  c o e ffic ie n ts. I t  th e n  d e te rm in e s  th e  q u a d r a tic  
fa c to rs  o f  th e  L P  p o ly n o m ia l , a n d  s u b s e q u e n tly  tra c k s  th e  r e s u lta n t p o le -p a ir s . T h i s  
is d e p e n d e n t o n  th e  m o n it o r / t r a n s fe r  process o n  th e  P C .
F i g u r e  26 sh ow s th e  r e la tiv e  tim e s  o f  th e  jo b s  d o n e  b y  th e  d iffe re n t processors in  
th e  f o r m  o f  a G a n tt-C h a rt  T h e  d o t t e d  h o r iz o n t a l lines in d ic a te  p ro c e ss o r id le  tim e .
D a t a - a c q u is it io n  w ill  a lw a y s  ta k e  10  m s fo r  each fr a m e . H o w e v e r , d u e  to  th e  t im e ­
slic in g  a p p r o a c h , it  does n o t ta k e  u p  10 m s  o f  T M S 3 2 0 2 0  t i m e : it  a c tu a lly  ta ke s u p  
a b o u t 0 .5  m s  t o t a l  p ro c e ss o r t im e .
T h e  L P  a n a ly s is  ta ke s a p p r o x i m a t e ly  9 .2  m s . A g a i n , th is  t im e  does n o t re fle c t th e  
a m o u n t  o f  p ro c e ss o r t im e  u s e d : it  ta k e s a b o u t 8 .7  m s  o f  p ro c e ss o r t im e .
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R e a d in g  th e  c o e ffic ie n ts fr o m  th e  D S P  b o a r d , t h e  firs t ta s k  o f  th e  P C ,  ta k e s  a b o u t 
0 .5 1  m s . T h e  c o n v e rs io n  o f  th e  L P  c o e ffic ie n ts f r o m  D S P  f o r m a t  t o  I E E E  sin gle ­
p re c is io n  f o r m a t  ta ke s a p p r o x i m a t e ly  2 .5 2  m s . T h e  fin a l ta s k  o f  th e  P C  is t o  tra n s fe r 
th e  c o e ffic ie n ts t o  th e  t r a n s p u t e r , a n d  ta k e s 0 .9 4  m s . T h e  t o t a l  t i m e  r e q u ir e d  b y  th e  
P C  is th e re fo re  3 .9 7  m s .
T h e  firs t ta s k  fo r  th e  t r a n s p u t e r  is t o  re a d  th e  L P  co e ffic ie n ts f r o m  th e  P C .  T h i s  
is e x a c t ly  s y n c h ro n is e d  w i t h  th e  P C  a n d  th e re fo re  ta k e s 0 .9 4  m s . Its  n e x t  ta s k  is 
t o  filte r  th e  L P  c o e ffic ie n ts , t a k i n g  a p p r o x i m a t e ly  0 .6 3  m s . Its  p e n u lt im a t e  ta s k  is 
to  fa c to ris e  th e  L P  p o ly n o m ia l. A s  th is  is a n  it e r a t iv e  p ro c e s s , its  t i m i n g  c a n n o t 
b e  a c c u r a te ly  p r e d ic te d , b u t  is t y p ic a ll y  in  th e  o rd e r o f  1 .6  m s . T h e  fin a l ta s k  o f  
th e  t r a n s p u t e r , tr a c k in g  th e  p o le -p a ir s , ta ke s 0 .9 1  m s . T h e  t y p ic a l t im e  t h a t  th e  
tr a n s p u t e r  is o c c u p ie d  is th e re fo re  in  th e  o rd e r o f  4 m s .
8.5 Possible User Feedback M odes
T h e  s im u la tio n  o f  th e  T u t o r  c a te re d  fo r  o n e  p o s s ib le  fe e d b a c k  m o d e : t h e  e x tr a c t io n  o f 
th e  v o w e l p o r t io n  f r o m  th e  u tte r a n c e  c o u ld  o n ly  b e  d o n e  o n c e  th e  u tte r a n c e  h a d  b een 
c o m p le te d . H e n c e  th e  fe e d b a c k  c o n c e rn in g  th e  q u a li t y  o f  th e  v o w e l m u s t b e  d e fe rre d  
u n t il  t h e  e n d  o f  th e  u tte r a n c e  g iv in g  rise to  th e  deferred feedback  m o d e .
H o w e v e r , th e  s y s te m  is c a p a b le  o f  a n a ly s in g  th e  speech w a v e fo r m  in  r e a l-tim e . 
H e n c e  i t  s h o u ld  b e  p o ss ib le  to  o ffe r im m ediate feedback  to  th e  p a tie n t p r o v id e d  th e  
h o s t P C  has e n o u g h  p ro c e ss in g  p o w e r to  g o v e rn  th e  D S P - t o - T 8 0 0  c o m m u n ic a tio n s  
and  d is p la y  re s u lts  c o n tin u a lly .
F o r  b o t h  m o d e s , th e  L P  m o d e l fo r  th e  speech w a v e fo r m  is d e te r m in e d  b y  th e  D S P  
s o ftw a re . I n  d e fe rre d  fe e d b a c k  m o d e , th e  t r a n s p u te r  m u s t s m o o th  th e  L P  c o e ffic ie n ts , 
o b t a i n  t h e  p o le s o f  th e  s y s te m , tr a c k  th e  p o le  m o v e m e n ts , id e n t if y  th e  s te a d y -s ta te  
re g io n s o f  th e  u tte r a n c e , g e n e ra te  a t e m p la te  w h ic h  re p re se n ts th e  s te a d y -s ta te  r e g io n , 
a n d  f in a lly  m a tc h  a ll ta r g e t te m p la te s  to  th e  u tte r a n c e  t e m p la te .
I n  im m e d ia te  fe e d b a c k  m o d e , th e  tr a n s p u te r  m u s t s m o o th  th e  L P  c o e fficie n ts 
a n d , w h e n  n e c e ssa ry, o b t a in  th e  p oles o f  th e  s y s te m  a n d  m a tc h  th e  re s u lts  a g a in s t 
th e  ta r g e t te m p la te s . T h e  tr a n s p u te r  m u s t pass b a c k  the se re s u lts  a t re g u la r  in te rv a ls
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t h r o u g h o u t  th e  u tte r a n c e  p r o d u c t io n .
T h e  speech is a n a ly s e d  a t a  r a te  o f  100 fra m e s  p e r  se c o n d . F o r  a n im a t io n  p u rp o s e s , 
it  is o n l y  n e c e ssa ry t o  d is p la y  re s u lts  a t a  r a te  o f  a p p r o x i m a t e ly  20 tim e s  p e r  se c o n d . 
T o  b u ild  s o m e  f l e x i b i l i t y  in to  th e  s y s te m , th e  choice o f  w h e n  fe e d b a c k  is re q u ire d  
d u r in g  t h e  u tte r a n c e  is d e te r m in e d  b y  th e  P C  s o ftw a re . T h e  P C  p r o g r a m  passes th e  
L P  c o e ffic ie n ts o f  each fr a m e  t o  th e  tr a n s p u te r  to g e th e r  w i t h  a fla g  in d ic a t in g  w h e th e r  
o r  n o t  fe e d b a c k  is r e q u ir e d . F o r  th is  a p p lic a tio n , a  fla g  w i t h  e v e r y  5 th  f r a m e  is set to  
in d ic a te  t o  th e  t r a n s p u te r  t h a t  fe e d b a c k  is r e q u ir e d .
8.6 Conclusions
A  P C - h o s t e d  tr a n s p u t e r  p ac ka ge  has b e e n  d e v e lo p e d  s p e c ific a lly  fo r  in te g r a tin g  w it h  
th e  L P  a n a ly s is  s o ftw a re  d e s c rib e d  in  C h a p t e r  7 .  T h i s  p a c k a g e  w ill  re a d  th e  L P  
c o e ffic ie n ts p r o d u c e d  b y  L P  a n a ly s is  s o ftw a re , a p p ly  a s m o o th in g  fu n c tio n  t o  these 
c o e ffic ie n ts , a n d  d e te r m in e  a n d  tr a c k  th e  p o le -p a irs  o f  th e  r e s u lta n t L P  s y s te m  fu n c ­
t i o n .
U n d e r  n o r m a l c irc u m s ta n c e s , i .e . w h e n  a n a ly s in g  s te a d y -s ta te  o r  s lo w ly -v a r y in g  
v o ic e d  s p e e c h , th e  t r a n s p u te r  a p p lic a tio n  w ill  o p e r a te  in  r e a l-tim e . ( I n  fa c t u n d e r  
th e se  c irc u m s ta n c e s  t h e  t r a n s p u te r  is id le  fo r  a b o u t 6 0 %  o f  th e  t i m e .)
T h e  n e x t  c h a p te r  de scrib e s h o w  th is  p a c k a g e , c o m b in e d  w i t h  th e  L P  a n a lysis 
r o u tin e s , has b e e n  in te g r a te d  w i t h  a  user in te rfa c e  to  p r o d u c e  a speech t h e r a p y  a id  
fo r  v o w e l p r o d u c t io n .
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Chapter 9
The Speech Therapy Tutor
Overview
T h i s  c h a p te r d e scrib e s th e  o p e r a tio n  o f  th e  T u t o r  f r o m  a  u s e r’ s p o in t  o f  v i e w . T h e  
v is u a l a sp e c t o f  th e  fe e d b a c k  m o d e s  is discussed in  d e t a i l , to g e th e r  w i t h  t h e  user 
in te rfa c e  to  a s im p le  d a ta b a s e  w h ic h  is u se d  t o  sto re  t e m p la te  p a t t e r n s . A l s o  d e s c rib e d  
is a p ilo t  t r ia l  th e  p u rp o s e  o f  w h ic h  w as t o  v e r if y  th e  o p e r a tio n  o f  th e  T u t o r .
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9.1 Introduction
T h e  p re v io u s  c h a p te r  m e n tio n e d  h o w  t w o  m e th o d s  o f  fe e d b a c k  t o  th e  p a t ie n t  c o u ld  
b e  m a d e  a v a ila b le , n a m e ly  deferred feedback  a n d  im m ediate feedback. T h e  d e fe rre d  
fe e d b a c k  m o d e  r e tu r n s  th e  re s u lt o f  t h e  a n a ly s is  a t th e  e n d  o f  th e  u t t e r a n c e , w h e re a s 
t h e  im m e d ia te  fe e d b a c k  m o d e  d is p la y s  re s u lts  as th e  u tte r a n c e  is b e in g  p r o d u c e d . 
T h i s  c h a p te r d e sc rib e s h o w  the se m o d e s  w e re  re a lise d  in  t h e  T u t o r  a n d  h o w  t h e y  
w e re  in c o r p o r a te d  in to  a  m e n u -d r iv e n  e n v ir o n m e n t.
A s  th e  p a t ie n t  uses th e  T u t o r ,  t h e  v o w e l p o r tio n  o f  h is  o r  h e r (m o n o s y lla b ic )  
u tte r a n c e  is m a tc h e d  a g a in s t each m e m b e r  o f a  set o f  p r o t o t y p e s  w h ic h  h a v e  b e e n  
chosen b y  th e  th e r a p is t . Id e a lly , th e se  p r o to ty p e s  w o u ld  b e  o b ta in e d  b y  th e  th e r a p is t 
a n d  p a tie n t w o r k in g  w i t h  th e  T u t o r  in  le a rn  m o d e , th e  th e r a p is t  in d ic a tin g  t o  th e  
c o m p u te r  w h e n  a g o o d  e x a m p le  has b e e n  s p o k e n . A l t e r n a t i v e l y  th e  p r o t o t y p e  c a n  b e  
o b ta in e d  f r o m  a  t a p e  re c o rd in g  o f  th e  th e r a p is t a n d  p a tie n t w o r k in g  to g e th e r  a n d  th e  
id e n tifie d  s a tis fa c to r y  u tte r a n c e  u se d  as th e  m o d e l.
T h e  set o f  p r o to ty p e s  is sto re d  as a d a ta b a s e  o n  th e  c o m p u t e r ’ s h a r d  d is k . T h e  
c o m p o s itio n  o f  th e  d a ta b a s e  is fle x ib le  in  t h a t  it  c o u ld  c o n ta in  a n  e x a m p le  o f  one 
v o w e l fo r  m a n y  s p e a k e rs , o r e x a m p le s  o f  se veral vow els b y  o n e  o r  m o r e  sp e a k e rs . T h e  
p r o to ty p e s  n e e d  n o t  b e  e x a m p le s  o f  g o o d  q u a li ty  u tte r a n c e s . T h e  d a ta b a s e  c o u ld  
c o m p ris e  e x a m p le s  o f  v a r y in g  degrees o f  q u a li ty : fo r  e x a m p le  i f  a  d a ta b a s e  c o n ta in e d  
te m p la te s  o f  g o o d , m e d iu m , a n d  b a d  u tte ra n c e s  th e n  th e  T u t o r  c o u ld  in d ic a te  th e  
ta r g e t t e m p la t e  t o  w h ic h  th e  c u rre n t t e m p la te  m a tc h e d , a n d  h e n c e  th e  q u a li t y  o f  th e  
u tte r a n c e .
9.2 User Feedback M odes
I n  its  p re s e n t f o r m , th e  s y s te m  c o n ta in s  tw o  m o d e s  o f  o p e r a t io n , n a m e ly  th e  deferred 
feedback  a n d  th e  immediate feedback  m o d e s  [1 ] . T h e  fo r m e r  m o d e  is u sed  w h e n  th e  
th e r a p is t  re q u ire s  t h a t  th e  v o w e l a p p e a r  in  a C V  o r C V C  c o n t e x t . I n  th is  case, 
t h e  v o w e l p o r t io n  m u s t firs t b e  lo c a te d  a n d  so fe e d b a c k  is d e fe rre d  u n t il  t h e  w h o le  
u tte r a n c e  has b e e n  p r o d u c e d  ( w it h  th e  te m p la t e  m a tc h in g  s u p p re s s e d , th is  m o d e  is
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F i g u r e  2 7 : T y p i c a l  screen d is p la y  f r o m  th e  deferred feedback  m o d e , 
also u sed  w h e n  g e n e ra tin g  p r o t o t y p e s ) .
F i g u r e  2 7  show s a t y p ic a l screen d is p la y  a fte r  th e  a n a ly s is  o f  a n  u tte r a n c e  u s in g  
th is  m o d e . T h i s  d is p la y  c o m p ris e s fiv e  s e c tio n s. A t  th e  t o p  is a  g r a p h  a g a in s t t im e  
o f  th e  e n e rg y  o f  th e  s o u n d . B e lo w  th is  is a g ra p h  a g a in s t t im e  w h ic h  show s th e  
le n g th  o f a n y  s te a d y -s ta te  re g io ns o f  th e  u t t e r a n c e , a n d  th e  le n g th  o f th e  u tte r a n c e  
its e lf. U n d e r n e a t h  th is  g r a p h  are a ‘ d ia l ’ t y p e  d is p la y  a n d  a tr ia n g u la r  d is p la y . T h e  
d ia l in d ic a te s  th e  closeness o f th e  u tte r a n c e  to  a p r o t o t y p e  (see S e c tio n  4 .7 ) .  T h e  
tr ia n g u la r  d is p la y  show s th e  p o s itio n  o f th e  p o le -p a irs  o n  th e  r s - p la n e . T h e  r e m a in in g  
se c tio n  is th e  h o r iz o n t a l  lis t o f  o p tio n s  a t th e  b o t t o m  o f  th e  sc re e n . A s  c a n  b e  se en, 
th e  th e r a p is t can choose to  e x it  th is  m o d e  ( r e t u r n  t o  th e  M en u ) ,  t o  c o n tin u e  in  th is  
m o d e  a n d  h a v e  th e  p a tie n t Try again , o r  t o  g e t a h a r d -c o p y  P rin t  o f  th e  c u rre n t 
screen d is p la y . T h i s  lis t is o n ly  d is p la y e d  a t th e  e n d  o f th e  a n a ly s is  o f  a n  u tte r a n c e .
P r i o r  to  a n a ly s in g  th e  u tte r a n c e , th e  T u t o r  w ill  d is p la y  t h e  4  p lo ts  d e v o id  o f  
a n y  in fo r m a t io n  a n d  w ill  b le e p  once to  in d ic a te  t h a t  it  is w a it in g  fo r  i n p u t . A s  th e  
p a t ie n t  p ro d u c e s  th e  u t t e r a n c e , th e  e n e rg y  p lo t  is u p d a t e d . T h i s  g ive s th e  p a tie n t 
a n  in d ic a tio n  o f  th e  le n g th  o f  his o r h e r u tte r a n c e  so fa r . W h e n  th e  p a tie n t sto p s 
v o c a lis in g , th e  r e m a in in g  in fo r m a tio n  is d is p la y e d  w i t h  n o  n o tic e a b le  d e la y .
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F i g u r e  2 8 : T y p i c a l  screen d is p la y  f r o m  th e  p r o t o t y p e  g e n e ra tio n  m o d e .
T h e  lo w e r tra c e  a g a in s t tim e  show s h o w  s te a d y  th e  p r o d u c e d  s o u n d  w a s. Id e a lly  
f o r  a  m o n o s y lla b ic  s o u n d , w i t h  th e  v o w e l e x te n d e d , th is  s h o u ld  b e  a c o n tin u o u s  lin e  
w h ic h  is s lig h tly  s h o rte r th a n  th e  le n g th  o f  th e  u tte r a n c e . I f  th e  s o u n d  w a s n o t 
p a r t ic u la r ly  s te a d y  th e n  th is  lin e  w ill b e  fra g m e n te d  (o r  n o t  p re s e n t i f  th e  s o u n d  
w a s  tr a n s ie n t t h r o u g h o u t ) . T h e  lo n g e s t s te a d y -s ta te  re g io n  is e m p h a s is e d  b y  b e in g  
d is p la y e d  as a d o u b le  b a r : th is  is th e  re g io n  t h a t  is ta k e n  fo r  t e m p la t e  m a t c h in g . A n  
e x a m p le  o f  th is  can b e  seen in  F i g u r e  2 8 . T h i s  is a c tu a lly  a  screen s h o t fr o m  a session 
in  w h ic h  p r o t o t y p e  te m p la te s  w e re  g e n e r a te d . N o t ic e  t h a t  th e  screen is s im ila r  to  
t h a t  fo r  th e  d e fe rre d  fe e d b a c k  m o d e  b u t  has n o  d ia l s h o w in g  a t e m p la t e  m a t c h .
T h e  d ia l d is p la y  g ive s a n  in d ic a tio n  o f  h o w  close th e  u tte r a n c e  w as to  t h e  b e s t­
m a t c h in g  p r o t o t y p e . T h e  p o in te r  m o v e s  clo c k w is e  fr o m  th e  le f t . T h e  le ft -m o s t  p o ­
s itio n  in d ic a te s  a v e r y  p o o r  m a t c h , a n d  th e  r ig h t-m o s t p o s itio n  in d ic a te s  a p e rfe c t 
m a t c h .
T h e  o th e r  m o d e , im m e d ia te  fe e d b a c k , d is p la y s  re s u lts in  re a l tim e  as th e  speech 
s o u n d  is b e in g  p r o d u c e d . U s in g  th is  m o d e , p a tie n ts  can e x p e r im e n t w i t h  m o v in g  t h e ir  
t o n g u e , j a w , a n d  lip s , w h ile  w a tc h in g  th e  d is p la y  to  see i f  t h e ir  p r o d u c t io n  is close to  
t h e  ta r g e t s o u n d  o r n o t . T h i s  a llo w s t h e m  to  le a rn  th e  c o rre c t v o c a l-tr a c t  s h a p e  fo r
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F i g u r e  29 : T y p i c a l  screen d is p la y  f r o m  th e  immediate feedback  m o d e , 
a  p a r t ic u la r  s o u n d  e x p e r ie n tia lly .
T h i s  m o d e  has a n o th e r  p o ss ib le  u se. A s  s ta te d  a b o v e , th e  d e fe rre d  fe e d b a c k  m o d e  
is e s p e c ia lly  s u ite d  t o  vo w e ls in  a C V  o r C V C  c o n te x t  p r o v id e d  th e  v o w e l s o u n d  
is e x te n d e d . H o w e v e r , th e r e  m a y  w e ll b e  p a tie n ts  w h o  are  in c a p a b le  o f  e x te n d in g  
su ch  s o u n d s . U s in g  th e  im m e d ia te  fe e d b a c k  m o d e  th e  p a tie n t c o u ld  p ra c tis e  m a k in g  
p ro lo n g e d  is o la te d  vo w e ls so u nd s a n d  see fo r  th e m s e lv e s  w h e n  th e  s o u n d  is n o t  s te a d y .
F i g u r e  29 show s a t y p ic a l screen s h o t fo r  th e  im m e d ia te  fe e d b a c k  m o d e . A g a i n  
th e r e  are  fiv e  re g io n s o f  d is p la y e d  in f o r m a t io n . T h e  la rg e s t re g io n  is t h a t  c o n ta in in g  
f o u r  flags o n  fla g -p o le s  w h ic h  are s itu a te d  o n  to p  o f  a  c a stle  t o w e r . E a c h  fla g  p o s itio n  
g ive s a n  in d ic a tio n  o f  th e  d is ta n c e  b e tw e e n  a p o le -p a ir  o n  th e  re fe re n c e  t e m p la te  to  th e  
o p t i m a l l y  m a tc h e d  p o le -p a ir  o f  th e  c u rre n t 10  m s fr a m e  (see C h a p t e r  3 ) . A b o v e  the se 
flags is a s ta te m e n t o f  w h ic h  p r o t o t y p e  t e m p la t e  th e  s u s ta in e d  u tte r a n c e  m a tc h e d  
closest t o  in  a n y  o n e  a n a ly s is  fr a m e . T h e  b o x  in  th e  to p  r ig h t o f  th e  screen gives a 
lis t o f  th e  n a m e  o r id e n tific a tio n  o f  each e n t r y  in  th e  d a ta b a s e  (in  th is  case th e re  are 
th r e e  e n tr ie s ). T h e  b o x  in  th e  lo w e r r ig h t o f  th e  screen d is p la y s  a h is to g r a m  o f  th e  
p e r fo r m a n c e  t h r o u g h o u t  th e  u tte r a n c e  i .e . fo r  each p r o t o t y p e  a b a r  show s th e  n u m b e r  
o f  fra m e s  w h ic h  m a tc h e d  closest to  it  as a p e rc e n ta g e  o f  th e  t o t a l  n u m b e r  o f  fra m e s
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o f  speech d a t a  a n a ly s e d . T h i s  b o x  also c o n ta in s  a lis t o f  o p tio n s  t h a t  th e  th e r a p is t 
h a s , w h ic h  is id e n tic a l t o  th e  list fo r  th e  d e fe rre d  fe e d b a c k  m o d e .
P r i o r  t o  a n a ly s in g  th e  u tte r a n c e , th e  screen is d r a w n  as s h o w n  b u t  w i t h  th e  flags 
a t th e  b o t t o m  o f  each p o le , n o  s ta te m e n t o f  b e s t m a t c h , a n d  n o  b a rs  o n  th e  h is to g r a m . 
T h e  T u t o r  th e n  b le e p s once  to  in d ic a te  t h a t  i t  is w a itin g  fo r  i n p u t .
A s  th e  s o u n d  is p r o d u c e d , i t  is a n a ly s e d  a n d  m a tc h e d  a g a in s t all te m p la te s  in  
t h e  c u r r e n t d a ta b a s e  a n d  th e  flags in d ic a te  th e  d iffe re n c e  b e tw e e n  t h e  u tte r a n c e  a n d  
th e  closest p r o t o t y p e  t e m p la t e . A s  th e  u tte r a n c e  is b e in g  c o n c lu d e d , c o n tr o l o v e r th e  
a r tic u la to r s  is r e la x e d , a n d  c o n s e q u e n tly  th e  flags w ill  d r o p . I f  t h e  fin a l re s u lt is le ft 
d is p la y e d  i t  is p r o b a b le  t h a t  th is  is n o t  re p r e s e n ta tiv e  o f  th e  p a t i e n t ’ s o v e ra ll p e r fo r ­
m a n c e . T h e r e fo r e  th e  b e s t (h ig h e s t) p o s itio n  o f  th e  flags is re c o rd e d  a n d  d is p la y e d  a t 
th e  e n d , g iv in g  a  b e t t e r  in d ic a tio n  o f  th e  p a t i e n t ’ s p e r fo r m a n c e .
O n c e  th e  flags h a v e  b e e n  r e p o s itio n e d , th e  s ta te m e n t (p o s itio n e d  a b o v e  th e  flags) 
is m a d e  as to  w h ic h  p r o t o t y p e  m a tc h e d  b e st a n d  th e  h is to g r a m  is d r a w n .
9.3 User Interface
T h e  fu n c tio n s  o f  th e  T u t o r  are  a ll accessible v i a  th e  m a in  m e n u . T h i s  c o m p ris e s  a lis t 
o f  se ve n o p tio n s . A s  w e ll as a n  o p tio n  to  q u it  th e  T u t o r , th e r e  a re  t h e  tw o  fe e d b a c k  
m o d e s  d e s c rib e d  in  th e  p re v io u s  s e c tio n , th e  p r o t o t y p e  t e m p la t e  g e n e r a tio n  o p t io n , 
Add entry , a n d  th r e e  d a ta b a s e  m a n a g e m e n t fu n c tio n s . T h e  firs t d a ta b a s e  f u n c t io n , 
Select database, a llo w s th e  user to  ch an ge  th e  d a ta b a s e  file . T h e  se co nd  d a ta b a s e  
o p t i o n , View nam es o f  entries , is used to  see th e  c o n te n ts  o f  th e  d a ta b a s e  a t a  g la n c e . 
T h e  fin a l d a ta b a s e  o p t i o n , E dit entries , p e r m it s  th e  n o n -te c h n ic a l in fo r m a t io n  fo r  a 
d a ta b a s e  e n t r y  t o  b e  m o d ifie d .
T h e  d e s ire d  a c tio n  is chosen b y  o n e  o f  tw o  m e th o d s . F i r s t l y ,  a  c u rs o r, w h ic h  
h ig h lig h ts  o n e  o p t io n  in  th e  lis t , can b e  m o v e d  u p  a n d  d o w n  th e  lis t b y  u s in g  th e  
c o rre s p o n d in g  a rro w  k e ys o n  th e  k e y p a d . O n c e  th e  d e sire d  a c tio n  is h ig h lig h te d , th e  
< E N T E R >  k e y  is p re s s e d , a n d  th e  a c tio n  is ta k e n . T h i s  a p p ro a c h  is a p p e a lin g  fo r  
n o v ic e  users [2]. A n  a lte r n a tiv e  m e n u  se le c tio n  m e c h a n is m  is also im p le m e n te d . S in c e  
each o p t io n  has a u n iq u e  s ta r tin g  l e t t e r , th e  c u rs o r ca n b e  m o v e d  d ir e c t ly  t o  a n  o p tio n
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b y  p re ss in g  th e  c o rre s p o n d in g  le t t e r  o n  th e  k e y b o a r d .
T h e  choice o f  c u rre n t d a ta b a s e  f r o m  th o s e  a v a ila b le  o n  d is k  is m a d e  in  a s im ila r 
m a n n e r  t o  t h a t  o f  th e  firs t m e t h o d  d e s c rib e d  a b o v e . A  lis t o f  a ll d a ta b a s e s  is s h o w n  
o n  t h e  screen a n d  a c u rs o r is m o v e d  u n t i l  th e  d e sire d  d a ta b a s e  is h ig h lig h te d . T h e  
c u rs o r is m o v e d  h o r i z o n t a l l y  b y  t h e  le ft a n d  r ig h t a rro w  k e ys a n d  m o v e d  v e r tic a lly  
u s in g  th e  u p  a n d  d o w n  a r r o w  k e y s . O n c e  th e  chosen d a ta b a s e  is h ig h lig h t e d , i t  is 
lo a d e d  b y  p re ssin g  th e  < E N T E R >  k e y . U s in g  th is  m e t h o d  o f  s e le c tio n , th e  ris k  o f  
t h e  u se r t y p in g  th e  n a m e  o f  a n o n -e x is te n t d a ta b a s e  is r e m o v e d . T h e  u s e r n e e d  o n ly  
t y p e  th e  n a m e  o f  a d a ta b a s e  w h e n  h e  o r she is c re a tin g  a n e w  o n e .
A n  o n -lin e  h e lp  fa c ilit y  has b e e n  in c o r p o r a te d  fo r  th e  m a in  m e n u . H e l p  o n  a n y  
o f  t h e  m e n u  o p tio n s  c a n  b e  d is p la y e d  b y  m o v in g  th e  c u rs o r t o  t h e  d e sire d  o p tio n  
a n d  th e n  p re ss in g  a n y  o f  th e  fu n c tio n  k e y s . T h e  o n -lin e  h e lp  fa c ilit y  is also a v a ila b le  
w h e n  e n te rin g  o r e d itin g  a d a ta b a s e  e n tr y . E a c h  e n t r y  in  th e  d a ta b a s e  c o m p ris e s 
s e v e ra l fie ld s o f  d a t a , o n e  fo r  th e  p a t i e n t ’ s n a m e , o n e  fo r  his o r h e r a g e , e tc . W h e n  a n  
e n t r y  is d is p la y e d  o n  th e  screen fo r  e d itin g  each fie ld  is c o n ta in e d  w i t h i n  a  b o x e d  t e x t  
w i n d o w . T h e  t e x t  c u rs o r is s itu a te d  w i t h i n  th e  c u r re n tly -s e le c te d  t e x t  w in d o w . T h e  
c u rs o r c a n  b e  m o v e d  f r o m  o n e  fie ld  to  a n o th e r  as w e ll as m o v e d  w i t h i n  th e  c u rre n t 
w i n d o w . T h e r e  is a d iffe re n t h e lp  screen fo r  each w in d o w  a n d  it  is c a lle d  in t o  v ie w  
b y  p re s s in g  a n y  o n e  o f  th e  fu n c tio n  k e y s . P re s s in g  a n y  k e y  w h e n  th e  h e lp  screen is 
d is p la y e d  w ill  r e t u r n  th e  u se r to  th e  p o in t  t h a t  h e  o r she w as a t ,  p r io r  t o  c a llin g  u p  
t h e  h e lp  scre en.
M a n y  m o r e  fe a tu re s  w h ic h  th e  th e ra p is ts  m ig h t  fin d  u s e fu l c o u ld  b e  b u ilt  in to  th e  
T u t o r .  T h e s e  a d d itio n a l fe a tu re s  in c lu d e  th e  a b il it y  to  lo g  th e  p a t i e n t ’ s p e r fo r m a n c e  
t h r o u g h o u t  a t h e r a p y  se ssio n, a n d  to  g iv e  th e  th e ra p is ts  th e  o p t io n  o f  m a k in g  a  h a r d ­
c o p y  o f  th e  re s u lts , b o t h  fo r  th e m s e lv e s  a n d  fo r  th e  p a tie n ts : th e  th e r a p is ts  in d ic a te d  
t h a t  a h a r d -c o p y  g iv e n  t o  th e  p a tie n ts  can b o o s t m o r a le  ( p r o v id e d  th e  re s u lts  are 
g o o d ) .
T h e s e  fe a tu re s  w o u ld  b e  re a s o n a b ly  s im p le  to  in c lu d e  in  th e  T u t o r .  H o w e v e r , it  
is e s se n tia l to  le t th e  th e r a p is ts  g e t a feel fo r  w h a t  th e  T u t o r  can a n d  c a n  n o t  d o  in  
its  c u r r e n t s ta te , p r io r  to  d isc u ssin g  w i t h  t h e m  w h a t  th e  e x a c t f o r m  o f  th e se  e x tra s  
s h o u ld  b e .
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D a ta b a s e  R e fe re n c e V o w e l I d e n t i t y
ADULT.VI /a/
ADULT.V2 / ° /
ADULT.V3 M
T a b le  25 : V o w e l i d e n t it y  o f  each o f  t h e  te m p la te  d a ta b a s e s .
F o r  th is  p u r p o s e  a  p r e lim in a r y  o p e r a tin g  m a n u a l has b e e n  w r i t t e n  w h ic h  has b e e n  
g iv e n  t o  th e  se n io r speech th e ra p is ts  to g e th e r  w i t h  th e  T u t o r  ( th e  m a n u a l is in c lu d e d  
as A p p e n d i x  D ) .  I t  describ es th e  o p e r a tio n  a n d  s tr u c tu r e  o f  th e  T u t o r ,  as fa r  as 
p o s s ib le , in  n o n -te c h n ic a l te r m s .
9.4 P ilot Verification Trial
A  s h o rt p ilo t  t r ia l  w as d e v is e d  to  v e r if y  th e  o v e ra ll o p e r a tio n  o f  th e  T u t o r  a n d  th e  
s u i t a b i l i t y  o f  th e  im m e d ia te -m o d e  d is p la y  as a fe e d b a c k  m e c h a n is m . T h e  a u th o r  
c re a te d  th re e  d a ta b a s e s  each c o n ta in in g  tw o  in s ta n c e s o f  o n e  e x te n d e d  v o w e l s o u n d . 
T h e s e  d a ta b a se s w e re  re fe rre d  to  as ADULT.Vl, ADULT.V2, a n d  ADULT.V3 so as n o t to  
c o n v e y  th e  p h o n e tic  id e n t i t y  o f  th e  v o w e l w h ic h  each re p re s e n te d . T h e  a c tu a l v o w e l, 
fo r  w h ic h  each d a ta b a s e  w as a t e m p la t e , is s h o w n  in  T a b le  25 .
A  n u m b e r  o f  sp e a ke rs w e re  g iv e n  th e  ta s k  o f  id e n tify in g  th e  v o w e l re p re s e n te d  b y  
th e  d a ta b a s e . T h i s  w as a c h ie ve d  b y  s e ttin g  th e  T u t o r  in  im m e d ia te  fe e d b a c k  m o d e  
w i t h  o n e  o f  th e  u n -id e n tiiie d  te m p la te s . T h e  s u b je c t was a llo w e d  t o  e x p e r im e n t  fre e ly  
w i t h  as m a n y  d ilfe re n t v o w e l so u n d s as h e d e s ire d . U s in g  th e  flags t o  o b t a i n  fe e d b a c k  
h e  w as t o ld  t o  d e c id e , in  h is o w n  t i m e , w h ic h  v o w e l h e  c o n s id e re d  h e  w a s b e in g  tr a in e d  
t o  p r o d u c e . H i s  c o m m e n ts  a n d  o p p in io n s  w e re  re c o rd e d  b y  a s u p e r v is o r .
S i x  cases are n o w  r e p o r t e d . I n  th e  firs t tw o  th e  p r o c e d u r e  w a s s u p e rv is e d  b y  
t h e  a u t h o r  ( w h o  w a s a w a re  o f  th e  d a ta b a s e  c o n t e n t ) . I n  th e  r e m a in in g  cases th e  
s u p e r v is io n  w as b y  a p e rs o n  w h o  w as t o t a l l y  u n a w a re  o f  th e  v o w e l b e in g  tr a in e d .
T h e  firs t s u b je c t , S I ,  w as v e r y  c o -o p e r a tiv e . T h e  firs t t e m p la t e  t h a t  w as lo a d e d  
w as ADULT_V2. A f t e r  p r o d u c e d  th e  so u n d s / a / , / o / , / u / ,  / e / , a n d  / i : /  S i  d e c id e d
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t h a t  / o /  w as th e  b e s t c a n d id a te . T h e  se co nd  t e m p la t e  t h a t  w as lo a d e d  w as ADULT_V1. 
S I  id e n tifie d  / a /  as t h e  b e s t c a n d id a te  a lth o u g h  t o  b e g in  w i t h  / a /  d id  n o t  sh o w  a 
p a r t i c u l a r l y  g o o d  m a t c h , h e  c o u ld  t r y  v a r ia tio n s  o f  / a /  a n d  g e t th e  flags t o  m o v e  
u p w a r d s . H e  c o u ld  n o t  m o v e  th e  flags u p w a r d s  w i t h  o th e r  v a r ia tio n s  o f  th e  o th e r  
v o w e ls  (o n e  o r m o r e  o f  t h e  flags p e r s is te n tly  s ta y e d  a t t h e  b o t t o m  o f  t h e  d is p la y ) . 
T h e  fin a l t e m p la t e , ADULT.V3, w as lo a d e d . A f t e r  t r y i n g  se ve ral v o w e l s o u n d s , S I  h a d  
n o  d o u b t  t h a t  / i : /  w as d e fin ite ly  th e  id e n t i t y  o f  th e  t e m p la te .
T h e  se co nd  s u b je c t , S 2 , w as in i t i a l l y  w illin g  t o  ta k e  p a r t  in  t h e  t r i a l , b u t  so o n  
b e c a m e  r e lu c ta n t w h e n  h e  w as p o s itio n e d  in  f r o n t  o f  th e  T u t o r .  D a ta b a s e  ADULT.Vl 
w a s lo a d e d  fir s t . S 2  se q u e n c e d  th r o u g h  th e  vo w e ls / e / , / u / ,  / o / ,  / i : / ,  a n d  / a / . N o n e  
o f  th e  s o u n d s ra ise d  a ll o f  th e  flags close t o  th e  t o p , a n d  h e n c e  S 2 w as r e lu c ta n t 
t o  m a k e  a  d e c isio n  as to  w h ic h  v o w e l th e  te m p la te  b e st re p re s e n te d . W h e n  it  w as 
e x p la in e d  t h a t  i t  w as n o t th e  a b s o lu te  p o s itio n s  o f  th e  flags t h a t  w a s i m p o r t a n t  in  th is  
t r i a l , b u t  w as a c o m p a ris o n  o f  th e  re s u lts o f  e a ch  v o w e l to  d e te r m in e  w h ic h  v o w e l w as 
best re p re s e n te d  b y  th e  t e m p la t e , S2 d e c id e d  t h a t  / a /  w as th e  b e s t c a n d id a te . T h e  
se c o n d  d a ta b a s e  to  b e  lo a d e d  w as ADULT.V2. I n  th is  case it  w as d iffic u lt  t o  choose 
b e tw e e n  th e  re s u lts o f  vo w e ls / i :/  a n d  / o / : b o t h  h a d  2 flags a t m id -le v e l w i t h  th e  
o t h e r  tw o  a t th e  lo w e st p o s it io n , a n d  th e  s u b je c t d id  n o t m a k e  a  fin a l d e c is io n . T h e  
t h i r d  d a ta b a s e  t o  b e  lo a d e d  w as ADULT.V3. F o r  a ll o f  th e  vo w e ls t r i e d , a ll h a d  a t 
le a st o n e  fla g  a t th e  lo w e st p o s itio n . I t  w as d e c id e d  t h a t  / e /  w as p r o b a b ly  th e  b e st 
c a n d id a t e , h o w e v e r th is  d e c isio n  m a y  h a v e  b e e n  in flu e n c e d  b y  th e  s u p e rv is o r w h o  
k n e w  th e  i d e n t it y  p r io r  to  r u n n in g  th e  t r i a l . S2 tr ie d  d a ta b a s e  ADULT.V2 a g a in  a n d  
c a m e  t o  th e  c o n c lu s io n  t h a t  / o /  c o u ld  b e  fa v o u r e d  as b e st c a n d id a te . A g a i n  in flu e n c e  
f r o m  t h e  s u p e rv is o r m a y  h a v e  b e e n  p re s e n t.
I t  w as p o ss ib le  fo r  th e  s u p e rv is o r to  in flu e n c e  th e  d e c isio n o f  th e  s u b je c t, e ith e r 
w i t t i n g l y  o r  n o t , i f  h e  k n e w  th e  id e n t it y  o f  th e  vo w e ls t h a t  th e  d a ta b a s e s  re p re s e n te d . 
T h e r e f o r e , it  w as d e c id e d  t h a t  a n e w  s u p e rv is o r w o u ld  b e  e le c te d  w h o  d id  n o t k n o w  
th is  in f o r m a t io n  b u t  u n d e r s to o d  th e  o p e r a tio n  o f th e  T u t o r .
F o u r  m o r e  s u b je c ts , S3 t o  S 6 , w ere fo u n d  t o  p a r tic ip a te  in  th e  t r ia l  w i t h  th is  
n e w  s u p e r v is o r . T a b le  26 show s th e  re s u lts o f  th e  w h o le  t r i a l . F o r  each d a ta b a s e  
th e r e  are  tw o  c o lu m n s . T h e  le ftm o s t is th e  v o w e l t h a t  w as u l t i m a t e l y  chosen as th e
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S u b je c t A D U L
1 st
D a t
,T_ V 1
2n d
abase
A D U L
1 st
R e fe r *
T_V2
2n d
jnce
A D U L
1 st
T .V 3
2n d
S I / a / - N - M -
S 2 N - H i : N -
S3 N N M N N -
S 4 /O/ N N /o / N -
S5 / a / H H / a / N -
S 6 N /o / N - N M
T a b le  26: R e s u lts  o f  P i l o t  T r i a l .
m o s t p r o b a b le  id e n t i t y  o f  th e  d a ta b a s e . I n  so m e  cases, th e  s u b je c t n a rro w e d  th e  
p o s s ib ilitie s  d o w n  t o  tw o  vo w e ls b e fo re  f in a lly  d e c id in g  o n  t h e  b e s t c a n d id a te  a n d  th e  
v o w e l re je c te d  is s h o w n  in  th e  o th e r  c o lu m n . N o t e  t h a t  d u e  t o  a la c k  o f  fo n ts  fo r  th e  
d o c u m e n t p r e p a r a tio n  s y s te m , th e  a u t h o r  h as a d o p te d  th e  s y m b o l / 0/ to  re p re se n t 
t h e  firs t v o w e l in  “ b o t t l e ” .
I t  c a n  b e  seen t h a t  in  all cases e x c e p t d a ta b a s e  A D U L T _ V 1  fo r  s u b je c t S 4 , th e  
s u b je c t w as successful in  d e te r m in in g  th e  id e n t it y  o f  th e  v o w e l w h ic h  th e  d a ta b a s e  
r e p re s e n te d . I t  c a n  b e  c o n c lu d e d , th e r e fo r e , t h a t  th e  T u t o r  is a b le  t o  d is c rim in a te  
v o w e l s o u n d s a n d  t h a t  th e  im m e d ia te -m o d e  is a s u ita b le  fe e d b a c k  m e c h a n is m .
9.5 Conclusions
A  w o r k in g  p r o t o t y p e  o f th e  T u t o r  fo r  v o w e l p r o d u c t io n  has b e e n  p r o d u c e d . I t  a na lyse s 
t h e  speech w a v e fo r m  in  r e a l-tim e  a n d  offers tw o  m o d e s  o f  fe e d b a c k  t o  th e  u s e r. O n e  
m o d e  d is p la y s  in fo r m a t io n  as th e  u tte r a n c e  is b e in g  p r o d u c e d  a n d  th e  o th e r  a llo w s 
t h e  e x te n d e d  v o w e l t o  b e  in  a  c o n s o n a n t-v o w e l o r c o n s o n a n t-v o w e l-c o n s o n a n t c o n te x t 
a n d  defers fe e d b a c k  u n t il  th e  e n d  o f th e  u tte r a n c e .
F o r  b o t h  m o d e s , th e  u tte r a n c e  is m a tc h e d  a g a in s t all te m p la te s  w i t h i n  a d a ta b a s e  
o f  p r o t o t y p e s , th e  s t r u c tu r e  o f  w h ic h  is fle x ib le . T h e  m o d e s  a re  a v a ila b le  f r o m  a m a in  
m e n u  to g e th e r  w i t h  so m e  d a ta b a s e  m a n a g e m e n t fu n c tio n s .
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A  s h o rt p ilo t  s t u d y  w as c a rrie d  o u t  w h ic h  v e rifie d  th e  o p e r a t io n  o f  th e  T u t o r  a n d  
t h e  s u it a b ilit y  o f  t h e  im m e d ia te -m o d e  as a  fe e d b a c k  m e c h a n is m .
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Chapter 10
R esults o f Field Testing
Overview
T h i s  c h a p te r  d e ta ils  th e  e v o lu tio n  o f  th e  T u t o r  as a d ire c t re s u lt o f  su gg e stio n s m a d e  
b y  th e  t h e r a p is ts . T h e s e  su gg e stio n s a ffe c t b o t h  th e  c o s m e tic  a p p e a ra n c e  o f t h e  T u t o r  
a n d  its  fu n c tio n a lit y .
T h i s  c h a p te r also h ig h lig h ts  th e  v ie w s  o f  th e  th e ra p is ts  r e g a rd in g  th e  u sefulne ss 
o f  th e  T u t o r  as a speech t h e r a p y  t o o l. T h e s e  v ie w s  s te m  p r im a r ily  fr o m  a s h o rt p ilo t  
s t u d y  w i t h  a p o s t-p h a r y n g o p la s t y  c le ft p a la te  p a t ie n t .
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10.1 Introduction
T o  e n a b le  fie ld  te s tin g  o f  th e  T u t o r  in  c lin ic a l a p p lic a tio n s , tw o  p r o to ty p e s  w e re  
c o n s tr u c te d . O n e  w as in c o r p o r a te d  in t o  a  p o r ta b le  P C ,  a n d  t h e  o th e r  u tilis e d  a d e s k ­
t o p  P C .  T h e  p o r t a b le  T u t o r  w as g iv e n  t o  th e ra p is ts  fo r  t h e ir  use a n d  th e  d e s k -to p  
v e rs io n  w as u se d  t o  d e v e lo p  fu r t h e r  o r  m o d i f y  th e  T u t o r ’ s s o ftw a re .
T h e  firs t ta s k  assigned to  th e  th e r a p is ts  w as to  e x p e r im e n t  w i t h  th e  T u t o r  b y  
th e m s e lv e s , w i t h o u t  p a tie n t c o n ta c t. T h i s  a c c o m p lis h e d  th r e e  o b je c tiv e s . F i r s t ,  th e  
th e r a p is ts  w o u ld  te s t th e  T u t o r ’ s o p e r a t io n , r e p o r t in g  a n y  bugs. S e c o n d , th e  th e r a p is ts  
w o u ld  le a rn  h o w  t o  use th e  T u t o r .  T h i r d ,  th e  th e ra p is ts  c o u ld  su ggest a lte r a tio n s  to  
th e  T u t o r  i f  i t  w as fe lt  t h a t  it  was la c k in g  in  so m e  a s p e c t.
M e e tin g s  w e re  a rra n g e d  a t in te rv a ls  o f  a p p r o x i m a t e ly  tw o  w e e k s , d u r in g  w h ic h  th e  
th e r a p is ts  c o u ld  discuss th e  o p e r a tio n  o f  th e  T u t o r  a n d  h ig h lig h t a n y  p ro s a n d  cons 
w i t h  re g a rd  t o  th e  fu n c tio n a lit y  o r u ser in te rfa c e .
O n c e  th e  th e r a p is ts  w ere s a tis fie d  w i t h  th e  T u t o r ’ s o p e r a tio n  a n d  d e sire d  a lte r ­
a tio n s  h a d  b e e n  im p le m e n t e d , th e  T u t o r  w as s u b je c te d  t o  a s h o rt p ilo t  s t u d y . T h e  
r e m a in d e r  o f  th is  c h a p te r d e ta ils  w h a t  a lte r a tio n s  w e re  su g g e ste d  b y  th e  th e ra p is ts  
a n d  th e  re s u lts  o f  th is  s tu d y .
10.2 A lterations Suggested by Therapists
O n e  o f  th e  firs t su gg e stio n s m a d e  b y  th e  th e ra p is ts  was th e  in c lu s io n  o f  a n  o n -lin e  
h e lp  fa c ility . T h i s  w a s im p le m e n te d  in  t w o  stages. F i r s t ,  it  w a s re q u e s te d  t h a t  o n -lin e  
h e lp  s h o u ld  b e  in c lu d e d  in  th e  d a ta b a s e  e n t r y  screen as a m a t t e r  o f  p r i o r i t y : th is  is 
w h e re  th e  m a n u a l (see A p p e n d i x  D )  w as c o n s u lte d  th e  m o s t . S e c o n d , o n -lin e  h e lp  
w a s in c o r p o r a te d  in to  th e  m a in  m e n u , so t h a t  a s u m m a r y  o f  each fu n c tio n  c o u ld  b e  
v ie w e d  b y  th e  n o v ic e  u s e r. T h e  th e ra p is ts  also p o in te d  o u t  t h a t  th e  o n l y  w a y  o f  
t e llin g  w h ic h  d a ta b a s e  h a d  b e e n  lo a d e d  w as to  a d d  a n  e n t r y  to  i t ;  th e  t o p  le ft  o f  
t h e  in f o r m a t io n  e n t r y  screen d is p la y s  th is . T h e  T u t o r  w as th u s  m o d ifie d  so t h a t  th e  
c u r r e n t d a ta b a s e  is d is p la y e d  a t th e  t o p  le ft o f th e  m a in  m e n u  scre e n.
A n  e a rly  m o d ific a tio n  was to  th e  o p t io n  se le c tio n  fo r  th e  th r e e  m o d e s  Add entry ,
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Deferred feedback , a n d  Im m ediate feedback. A  p o o r  ch oice o f  c o m m a n d  w o rd s  g e n e r­
a te d  s o m e  c o n fu s io n  o v e r  w h a t  o p t io n  t o  u se . A l l  th r e e  m o d e s  h a d  th e  o p tio n s  Quit 
a n d  R un  ( th is  m a d e  t h e  p r o g r a m m in g  ea sie r: o n e  p ro c e d u re  w as u se d  t o  c o v e r all 
th re e  cases). Q uit  w as used to  e x it  t h a t  m o d e  t o  g e t t o  th e  m a in  m e n u  fo r  t h e  tw o  
fe e d b a c k  m o d e s  o r t o  g e t t o  th e  d a t a  e n t r y  screen in  th e  Add entry  m o d e . R un  was 
u se d  t o  r e -r u n  t h a t  p a r tic u la r  f u n c tio n . T h i s  is fin e  fo r  th e  d e fe rre d  a n d  im m e d ia te  
fe e d b a c k  m o d e s . T h e  p r o b le m  arises in  th e  a d d  e n t r y  m o d e : i n t u i t i v e l y , q u it  is a  n e g ­
a tiv e  a c tio n  so s h o u ld  n o t  b e  u sed  to  accept th e  t e m p la t e . F o r  a ll th r e e  m o d e s , Run  
is re p la c e d  b y  Try again. F o r  th e  d e fe rre d  a n d  im m e d ia te  o p tio n s  Q uit  is re p la c e d  b y  
M enu. F o r  th e  a d d  e n t r y  m o d e  Q uit  is re p la c e d  b y  Accept.
I t  w as also su g g e ste d  t h a t  h a r d -c o p y  p r in to u ts  s h o u ld  b e  m a d e  a v a ila b le  fo r  th e  
a b o v e  m o d e s . A  P rin t  o p tio n  w as a d d e d  to  a ll th r e e .
F o r  th e  n o n -im m e d ia t e  fe e d b a c k  m o d e s , th e  p lo ts  a g a in s t t im e  h a v e  c h a n g e d  
m a r k e d ly  f r o m  th o s e  fo r  th e  firs t v e r s io n . I n i t i a l l y  th e r e  w as n o  e n e rg y  p lo t  a n d  
th e  s te a d y -s ta te  re g io n  in d ic a to r  w as a v e r y  s m a ll p lo t  in  th e  to p  le ft o f  th e  screen 
( i t  w as a  le ft-o v e r  f r o m  a  d e b u g g in g  se ssio n). I t  t u r n e d  o u t t h a t  th e  th e r a p is ts  lik e d  
th e  p lo t  a n d  fe lt  t h a t  i t  s h o u ld  b e  g iv e n  m o r e  e m p h a s is .
S o m e  ch an ges w e re  also su gg e ste d  fo r  th e  im m e d ia te  fe e d b a c k  m o d e . I n  th e  firs t 
v e rs io n  o f  th e  T u t o r ,  th e  in fo r m a t io n  d is p la y e d  w as th e  closeness o f  m a tc h  u s in g  th e  
fo u r  flags o n  th e  fla g -p o le s . F o r  c o s m e tic  p u rp o s e s , th e se  p o le s w e re  s itu a te d  o n  
t h e  t o p  o f  a  c a stle  r a m p a r t  to g e th e r  w i t h  a c a n n o n . T h e  c a n n o n , t h o u g h , h a d  n o  
fu n c tio n  o th e r  t h a n  it  h e lp e d  set the scene. I t  w as th e  th e r a p is ts ’ v ie w  t h a t  th is  
n o n -fu n c t io n a l o b je c t w as a w a s te  o f space a n d  t h a t  o t h e r , m o r e  u s e fu l, in f o r m a t io n  
c o u ld  b e  d is p la y e d  in  its  p la c e . T h e  n a m e s  o f  th e  e n trie s  in  th e  d a ta b a s e  a n d  th e  
h is to g r a m  n o w  ta k e  its  p la c e .
A n o t h e r  m o d ific a t io n  to  th e  im m e d ia te  fe e d b a c k  m o d e  w as s u g g e ste d . I n i t i a l l y , 
w h e n  th e  u tte r a n c e  w as fin is h e d , th e  flags sh o w e d  t h e  fin a l t e m p la t e  m a t c h . I t  w as 
fe lt  t h a t  it  w o u ld  b e  b e t t e r  i f  th e  b e s t , in s ta n ta n e o u s , m a tc h  w as d is p la y e d  a t th e  
u t t e r a n c e ’ s c o n c lu s io n  (see S e c tio n  9 .2 ) .
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10.3 R esults of a Short P ilot Study
T h e  th e r a p is ts  in v o lv e d  in  fie ld  te s tin g  th e  T u t o r  in d ic a te d  t h a t  th e  c lie n t g r o u p , in  
T a y s id e ’ s R e g i o n , r e q u ir in g  th e r a p e u tic  v o w e l m o d ific a tio n  w h o  w o u ld  r e s p o n d  t o  a 
b io fe e d b a c k  m e t h o d  is v e r y  s m a ll. T o  d a t e , it  has o n l y  b e e n  p o ss ib le  t o  c a r r y  o u t  o n e  
s h o rt p ilo t  s t u d y  w i t h  a c lie n t (see la te r  o n  in  th is  s e c tio n ). S p e e c h  th e r a p is ts  w o r k in g  
w i t h  c le ft p a la t e , h e a rin g  im p a ir m e n t , d y s p h o n ia  a n d  d y s a r t h r i a  c o u ld  a ll id e n t ify  
o cca sio n s w h e n  th e  T u t o r  w o u ld  h a v e  a p p lic a tio n , b u t  th e se  w e re  n o t  re p re s e n te d  in  
th e ir  o n g o in g  caseload a t th e  t im e  o f th e  p ilo t  s tu d y .
T h e  speech th e ra p is ts  also c o n s id e re d  th e  specific use o f  th e  T u t o r  a n d  its  a p p e a l 
t o  t h e ir  c lie n ts . I t  w as fe lt t h a t  th e  c u rre n t fo r m a t  w o u ld  b e  m o re  s u ita b le  fo r  a d u lts , 
a n d  t h a t  c o lo u r fu l a n d  a n im a te d  d is p la y s  w o u ld  h a v e  g re a te r a p p e a l to  c h ild re n .
D is c u s s io n s  w i t h  th e  th e ra p is ts  re s u lte d  in  m o d ific a tio n s  a n d  s im p lific a tio n s  to  
th e  d is p la y  as d e s c rib e d  in  th e  la st s e c tio n . A l t h o u g h  it  w as fe lt  t h a t  th e  in fo r m a t io n  
p re s e n te d  w as c le a re r as a r e s u lt , i t  w as p o in te d  o u t t h a t  th e  d is p la y s  n e e d e d  to  b e  
a lm o s t s e lf-e x p la n a to r y : it  m u s t b e  re m e m b e re d  t h a t  m a n y  speech th e r a p y  clients 
h a v e  a d d it io n a l p h y s ic a l, v is u a l, a n d / o r  in te lle c tu a l im p a ir m e n ts .
T h e  th e r a p is ts  w e re  im p re s s e d  w i t h  th e  f le x ib ilit y  o f  d a ta b a s e  s t r u c tu r e  th e  T u t o r  
o ffe re d , e .g . fo r  a c lie n t’ s ra n g e  o f v o w e ls ; fo r  a n y  v o w e l w i t h  a ra n g e  o f  s p e a k e rs; fo r  
a n  in d iv i d u a l  p r o d u c t io n  o f  a  r e p e a te d  v o w e l; a n d  so o n . A l t h o u g h  th e  T u t o r  re ta in s  
the se  p r o t o t y p e s , it  w as fe lt t h a t  a u d it o r y  r e p r o d u c tio n  ( b y  s to r in g  a n d  r e p la y in g  th e  
a c tu a l d ig itis e d  u tte r a n c e  u sed  t o  c re a te  th e  p r o t o t y p e )  w o u ld  b e  r e q u ir e d  t o  a llo w  
fu ll  use o f  th is  fa c ilit y : i t  is v e r y  e a sy t o  fo rg e t w h a t  th e  a c tu a l p r o t o t y p e  s o u n d s lik e .
I n  th e  p ilo t  s t u d y , a p o s t -p h a r y n g o p la s t y 1 c le ft p a la te  p a t i e n t , a  s ix te e n  y e a r o ld  
g ir l , u s e d  th e  T u t o r  w e e k ly  fo r 5 w eeks in  O c t o b e r  a n d  D e c e m b e r  19 8 9 . E a c h  session 
w as 30 m in u te s  in  d u r a tio n  a n d  th e  T u t o r  w as u se d  fo r  a b o u t 20 m in u te s  each t i m e . A  
d a ta b a s e  c o n s is tin g  o f  h e r vo w e ls w as c re a te d  a n d  u se d  to  e n c o u ra g e  c o n s is te n t g o o d  
p r o d u c t i o n , m a tc h e d  to  a p r e v io u s ly  agre e d  p r o t o t y p e . T h e  g irl e n jo y e d  u s in g  th e  
T u t o r  a n d  it  h e lp e d  m o t iv a t e  h e r a n d  th u s  fa c ilita te d  t r e a t m e n t . S h e  w as a t a p la te a u  
o f  im p r o v e m e n t a n d  th e  T u t o r  w as u sed  b y  th e  th e r a p is t to  c o n v in c e  th e  p a t ie n t  t h a t
1 Secondary cleft palate operation performed by plastic surgeons in order to change the shape of 
the soft palate.
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she c o u ld  p r o d u c e  a n d  m a in t a in  c o n s is te n t v o w e l s o u n d s .
10.4 Conclusions
F r o m  t h e  th e r a p is ts  in te r a c tio n  d u r in g  th e  la t t e r  d e v e lo p m e n t stages o f  t h e  T u t o r  
a n d  th e  s h o rt p ilo t  s t u d y  it  has b e e n  seen t h a t  th e  T u t o r  has s e ve ra l p o s itiv e  fe a tu re s :
•  d e ta ile d  in f o r m a t io n  is a v a ila b le  o n  th e  d is p la y ;
•  it  h as a  fle x ib le  d a ta b a s e  s tr u c tu r e ;
•  c lie n ts e n jo y  u s in g  ‘ te c h n o lo g y ’ .
T h e  T u t o r  also has s o m e  n e g a tiv e  sides t h a t  h a v e  b e e n  id e n tifie d :
•  i t  addresses th e  ne e ds o f a v e r y  s m a ll c lie n t g r o u p , a t le a st lo c a l t o  D u n d e e ;
•  th e  d is p la y  a n d  g ra p h ic s  re q u ire  f u r t h e r  s im p lific a tio n  a n d  in c re a s e d  a p p e a l, 
e s p e c ia lly  fo r  c h ild re n ;
•  th e r e  is a  n e e d  fo r  a u d it o r y  fe e d b a c k  to  r e m in d  users w h a t  s o u n d  t h e y  are  a im in g  
f o r .
P o s s ib le  s o lu tio n s  to  th e se  p ro b le m s  are su gg e ste d  in  C h a p t e r  1 1 .
Chapter 11
Future Work and Conclusions
Overview
A  c o m p u te r -b a s e d  speech t h e r a p y  to o l fo r  a id in g  th e  speech th e r a p is t in  th e  c o rre c tio n  
o f  v o w e l p r o d u c t io n  d iffic u ltie s  has b e e n  p r o p o s e d . T h i s  c h a p te r  h ig h lig h ts  th e  pros 
and cons  o f  th e  T u t o r .
A l s o  in  th is  c h a p te r is a se c tio n  su g g e stin g  v a rio u s  ave nu e s w h ic h  c o u ld  b e  e x p lo r e d  
t o  c o n tin u e  th e  re s e a rc h .
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11.1 Future Work
T h e r e  a re  v a rio u s  a ve n u e s w h ic h  c o u ld  b e  e x p lo r e d  to  e n h a n c e  a sp e c ts o f  th e  T u t o r ,  
a n d  t o  f u r t h e r  th e  re se arc h  in t o  tr a c k in g  th e  p o le -p a irs  o n  th e  r s - p la n e . T h e s e  in c lu d e  
th e  fo llo w in g :
•  a  c lin ic a l t r ia l  o f  th e  T u t o r  w i t h  a  lo n g  d e v e lo p m e n t c y c le ;
•  p o ss ib le  m e th o d s  fo r  m a k in g  th e  T u t o r  m o r e  a p p e a lin g  t o  b o t h  th e  th e r a p is t 
a n d  th e  p a t ie n t ;
•  e x te n s io n  o f t h e  fa c ilitie s  o ffe re d  b y  th e  t u t o r ;
•  r e d u c tio n  o f  th e  c o m p le x it y  a n d  cost o f  th e  im p le m e n ta tio n  b y  d e v e lo p in g  a 
sin g le  p lu g -in  c a rd  fo r  th e  P C ;
•  a  s t u d y  o f  th e  e q u iv a le n c e  o f  th e  p o le -p a ir  tr a c k in g  te c h n iq u e  t o  c o n v e n tio n a l 
fo r m a n t  tr a c k in g  te c h n iq u e s ;
•  research  in to  m e th o d s  fo r e x te n d in g  th e  tr a c k in g  te c h n iq u e  t o  co p e  w i t h  d y ­
n a m ic  so u n d s su ch  as s h o rt vo w e ls a n d  s e m iv o w e ls .
11.1.1 C linical Trials o f th e Tutor
T h e  speech th e r a p y  t u t o r  w as d e v e lo p e d  w i t h  h e lp  a n d  a d v ic e  f r o m  D u n d e e  Sp e e c h  
T h e r a p y  S e r v ic e , T a y s id e  H e a l t h  B o a r d , w i t h  th e  m a j o r i t y  o f  t h e ir  in p u t  d u r in g  th e  
d e sig n  o f  th e  T u t o r ’ s u se r in te rfa c e . I t  w as p o s s ib le  fo r  a s h o rt p ilo t  s t u d y  o f  th e  
T u t o r  to  b e  c a rrie d  o u t  in  a c lin ic a l e n v ir o n m e n t . H o w e v e r , i t  w as o n l y  p o ss ib le  fo r 
th is  s t u d y  to  b e  c a rrie d  o u t w i t h  a single  p a t ie n t . T o  m a k e  a n  a c c u ra te  assessm ent 
o f  th e  T u t o r ’ s c a p a b ilitie s  a n d  s u it a b ilit y  in  a speech t h e r a p y  e n v ir o n m e n t it  w ill  be 
n e c e ssa ry t o  c a r r y  o u t  a c lin ic a l t r ia l  w i t h  a lo n g  d e v e lo p m e n t c y c le .
11.1.2 Im proving th e U ser Interface
T o  m a k e  th e  T u t o r  m o r e  a p p e a lin g  to  b o t h  th e  p a tie n t a n d  th e  t h e r a p is t , th e  v is u a l 
d is p la y s  m u s t b e  re -d o n e  w i t h  h i-r e s o lu tio n  c o lo u r g ra p h ic s . I t  w as p r o b a b ly  a m is ta k e
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t o  use th e  L C D  d is p la y  in  th e  firs t p la c e . H o w e v e r , th e r e  h a d  t o  b e  a n  e a r ly  d e cisio n 
m a d e  b e tw e e n  a  p o r t a b le  m o n o  c h r o m e - L C D  m a c h in e  a n d  a  b u l k y  c o lo u r m a c h in e .
T h e  d e c isio n  w as m a d e  t o  ta k e  th e  p o r ta b le  o p t io n  fo r  s e c u r ity  reason s b u t  in  
h in d s ig h t i t  is th e  a u t h o r ’ s v ie w  t h a t  th is  w as w r o n g . A  c o lo u r m a c h in e  can b e  
s e c u re ly  f i t t e d  o n to  a  tr o lle y  a n d  h e n c e  it  c o u ld  b e  w h e e le d  in t o  a  lo c k in g  c u p b o a r d  
a t th e  e n d  o f  th e  d a y . A l t e r n a t i v e l y , th e  p ric e  o f  p o r ta b le  m a c h in e s  w h ic h  use c o lo u r- 
V G A  r e s o lu tio n  liq u id  c r y s ta l d is p la y s  w ill  in e v i t a b l y  d r o p  in  th e  f u t u r e .
M o r e  im a g in a t io n  a n d  research  needs to  b e  p u t  in to  th e  v is u a l fe e d b a c k  d is p la y s . 
O n e  p o s s ib le  m e t h o d  o f  in c re a s in g  th e  a p p e a l o f  th e  T u t o r  w o u ld  b e  t o  o ffe r a choice o f 
d is p la y . F o r  e x a m p le , a n  a lte r n a tiv e  choice to  th e  fo u r  m o v in g  flags in  th e  im m e d ia te  
fe e d b a c k  m o d e  c o u ld  b e  fo u r  c h ild re n  h o ld in g  b a llo o n s . T h e  b a llo o n s  w o u ld  m o v e  u p  
a n d  d o w n  d e p e n d in g  o n  th e  closeness o f  m a t c h . T h e s e  a lt e r n a t iv e  d is p la y s  c o u ld  b e  
g e a re d  to w a r d s  d iffe re n t age g r o u p s , a n d  p o s s ib ly  d iffe re n t sexes.
11.1.3 E xtended  Functions for th e  Tutor
O n e  p r o b le m  o f  th e  T u t o r  w h ic h  b e c a m e  a p p a r e n t d u r in g  th e  c lin ic a l tria ls  is t h a t  
it  addresses th e  needs o f  a  v e r y  s m a ll clie n t g r o u p . T o  incre ase  th e  ju s tific a tio n  
fo r  h a v in g  th e  T u t o r ,  i t  s h o u ld  o ffe r m o re  fu n c tio n s  su ch as g a m e s o r  to o ls  w h ic h  
in c o r p o r a te  v o ic e d / u n v o ic e d  decision s o r p itc h  (su c h  as in  V is iS p e e c h  fo r  th e  B B C  
M ic r o c o m p u t e r  a n d  Sp e e c h  V ie w e r  fo r  th e  I B M  P S 2 ) .  A n o t h e r  d is p la y  c o u ld  sh ow  
fr e q u e n c y / a m p lit u d e  c o m p a ris o n s  (u s in g  F F T s )  b e tw e e n  th e  ta r g e t a n d  t h e  c u rre n t 
speech p a t t e r n  (su ch  as in  S p e e c h  V i e w e r ) . I t  m a y  also b e  b e n e fic ia l t o  h a v e  a to n o - 
to p ic a l fr e q u e n c y  scale as o p p o s e d  to  th e  lin e a r scale u sed  in  S p e e c h V ie w e r  (o n  w h ic h  
e q u a l fr e q u e n c y  in te rv a ls  o n  th e  d is p la y  are n o t p e rc e iv e d  as b e in g  e q u a l) . A  r e a l-tim e  
d is p la y  o f  th e  v o c a l t r a c t  s h o u ld  also b e  a p o ss ib le  e x te n s io n .
W i t h  a n  in c re a s e d  n u m b e r  o f  p o ss ib le  d is p la y s , it  w o u ld  b e  se nsib le t o  in c o r p o r a te  
th e  to o ls  in to  a w in d o w in g  e n v ir o n m e n t such as M ic r o s o f t ’ s W in d o w s  3 . E a c h  to o l 
w o u ld  h a v e  a n  a sso c ia te d  ic o n  a n d  b e  selected u s in g  a m o u s e  a n d  p o in t e r . T h e  
th e r a p is t c o u ld  save p a r t ic u la r  s e t-u p s  fo r  a th e r a p is t/ c lie n t c o m b in a tio n  w h ic h  c o u ld  
b e  re -c a lle d  a t th e  s ta r t  o f  each session. P r o g r a m m in g  fo r  W in d o w s  has a r e p u t a t io n  
o f  b e in g  e x tr e m e ly  d iffic u lt  a n d  e x p e n s iv e . U n t i l  re c e n tly , th e  o n l y  to o ls  a v a ila b le
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w h ic h  u se d  a  c o m m o n  p r o g r a m m in g  la n g u a g e  w as M ic r o s o f t ’ s Software Developm ent 
K it  ( S D K )  fo r  w in d o w s . T h i s  p a c k a g e  h a d  th e  a d d e d  d is a d v a n ta g e  t h a t  i t  c a n  o n l y  b e  
u se d  w i t h  M ic r o s o f t ’ s o w n  C  c o m p ile r . A n  e q u iv a le n t a lte r n a tiv e  has b e e n  la u n c h e d  
b y  B o r l a n d . T h i s  p a c k a g e , Borland C + + , has t h e  a d v a n ta g e  t h a t  ( a t  t h e  t im e  o f 
la u n c h ) i t  is a p p r o x i m a t e ly  h a l f  th e  cost o f  M ic r o s o f t ’ s c o m b in e d  S D K  a n d  c o m p ile r 
a n d  has t h e  a d d e d  a d v a n ta g e  t h a t  i t  is also a  C + +  c o m p ile r  (w h ic h  h a s t h e  p o te n tia l  
o f  e a sin g  th e  w o r k lo a d  o f  th e  p r o g r a m m e r  o n c e  a c o m p re h e n s iv e  set o f  W i n d o w s  o b je c t 
classes h a v e  b e e n  d e fin e d ). S o o n  a fte r  th e  release o f  th is  p r o d u c t , B o r l a n d  la u n c h e d  
a n  o b je c t-o r ie n te d  P a s c a l c o m p ile r  w h ic h  h as p r e c o m p ile d  units  fo r  p r o g r a m m in g  
W in d o w s  a p p lic a tio n s  ( i t  is also c h e a p e r th a n  th e  C + +  p a c k a g e ).
I t  m a y  b e  w o r th w h ile  in v e s tig a tin g  w h e th e r  th e re  are  n o n -s p e e c h -th e r a p y  a p p li­
c a tio n s  fo r  th is  p r o d u c t . F o r  e x a m p le , th e  T u t o r  s h o u ld  b e  a p p lic a b le  t o  fo re ig n  
la n g u a g e  t r a in in g .
11.1.4 O ther Speech Sounds
T h e  p o le -p a ir  tr a c k in g  te c h n iq u e  t h a t  has b e e n  p re s e n te d  w as s h o w n  to  o v e rc o m e  
p ro b le m s  a s s o c ia te d  w i t h  fo r m a n t  tr a c k in g  i .e . th e  v a r y in g  n u m b e r  o f  fo r m a n ts  p r o b ­
le m . T o  e s ta b lis h  th e  r s -p la n e  s o lu tio n  as a n  e q u iv a le n t a lt e r n a t iv e , i t  s h o u ld  b e  
c o m p a r e d  to  s p e c tro g ra m s  o f  c o n tin u o u s  speech (w h ic h  is n o r m a lly  d o n e  t o  v e r ify  
fo r m a n t  t r a c k in g  te c h n iq u e s ).
T h e  T u t o r  a t p re s e n t is q u ite  re s tric te d  in  t h a t  i t  w ill  o n l y  d e a l w i t h  e x te n d e d  v o w ­
els. I n  th is  case, t h e  p o le -p a irs  re a c h  a s te a d y -s ta te  p o s itio n . T h e  a b o v e  s t u d y  w o u ld  
d e te r m in e  i f  i t  is p o ss ib le  to  tr a c k  th e  p o le -p a ir  m o v e m e n ts  d u r in g  s h o rt ( d y n a m ic )  
vo w e ls in  o r d e r  to  p r o je c t th e  tra je c to rie s  to  e s tim a te  th e  s te a d y -s ta te  p o s itio n s  t h a t  
w o u ld  h a v e  b e e n  re a c h e d  h a d  th e  v o w e l b e e n  e x te n d e d .
I t  s h o u ld  also b e  p o ss ib le  to  use th e  t r a c k in g  te c h n iq u e  to  m a p  th e  t im e  e v o lu tio n  
o f  th e  p o le -p a irs  d u r in g  p r o d u c t io n  o f  th e  d y n a m i c  s e m iv o w e ls . T h e s e  tra c e s c o u ld  
b e  c o m p a r e d  t o  te m p la te s  u s in g  a  d y n a m ic  p r o g r a m m in g  a lg o r it h m .
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11.1.5 C ost R eduction
M e t h o d s  o f  r e d u c in g  th e  cost o f  t h e  s y s te m  s h o u ld  also b e  a d d re s s e d . I t  c o u ld  b e  
p o s s ib le  t o  re p la c e  th e  T M S 3 2 0 2 0  p lu g -in  c a rd  w i t h  a  c a rd  w h ic h  u tilis e s  t h e  S P 1 0 0 0  
L P  a n a ly s is  c h ip  f r o m  G e n e r a l In s tr u m e n ts . T h i s  c h ip  p ro d u c e s  th e  r e fle c tio n  co e ffi­
c ie n ts o f  th e  a c o u s tic -tu b e  m o d e l a n d  h e nce  t h e y  w o u ld  h a v e  t o  b e  c o n v e r te d  to  th e  
L P  c o e ffic ie n ts (see [6 ]). T h e  p re s e n t s y s te m  also uses a  sin gle t r a n s p u t e r  m o d u le  
( t r a m )  o n  a m o t h e r -b o a r d  w h ic h  c a n  h o ld  10  t r a m s . T h i s  c o u ld  b e  re p la c e d  w i t h  a 
sin g le  tr a n s p u t e r  c a rd .
A n o t h e r  s o lu tio n  w o u ld  b e  to  use o n e  o f th e  m o r e  p o w e r fu l d ig ita l sig n a l p ro c e s­
sors t h a t  h a v e  r e c e n tly  b e e n  in tr o d u c e d  (a n d  h e n c e  w e re  p r o h ib it iv e ly  e x p e n s iv e  a t 
th e  t im e  o f  d e v e lo p in g  th e  T u t o r ) .  O n e  such p ro c e ss o r is A T  &  T ’ s D S P 3 2 C .  T h i s  is a 
f lo a t in g -p o in t  d ig ita l sig n a l p ro c e sso r w h ic h  is c a p a b le  o f  25 M F L O P S  ( a c t u a lly  1 2 .5  
m i llio n  flo a tin g -p o in t  m u lt ip ly / a c c u m u la t e  o p e r a tio n s  p e r s e c o n d ). I t  h as a n  o p e r a t­
in g  sp e e d  o f  50 M H z  g iv in g  th e  t im e  o f  each m a c h in e  s ta te  o f  20 ns ( i f  z e r o  w a it-s ta te  
o p e r a tio n  is a c h ie v e d  th e n  o n e  in s tr u c tio n  c ycle  is 4 m a c h in e  s ta te s ). T h e  D S P 3 2 C  
has a 3 2 -b it  a r c h ite c tu r e  a n d  th e  flo a tin g -p o in t  re p r e s e n ta tio n  is e q u iv a le n t t o  th e  
I E E E  s in g le -p re c is io n  f o r m a t . T h e  sa m e  n u m b e r  o f  b its  are  u sed  fo r  th e  m a n tis s a  a n d  
th e  e x p o n e n t ; h o w e v e r , th e  D S P 3 2 C  uses a t w o ’ s c o m p le m e n t re p re s e n ta tio n  fo r  th e  
m a n tis s a  w h e re a s  th e  I E E E  sin gle  p re c is io n  f o r m a t  uses a p o s itiv e  m a n tis s a  w i t h  a 
s ig n -b it .
T h e  c o v a ria n c e  m e t h o d  o f  L P  a n a ly s is  w as w r i t t e n  in  a s s e m b ly  la n g u a g e  fo r  th is  
p ro c e s s o r. U s in g  a n  8 th -o r d e r  m o d e l a n d  a fr a m e  s ize  o f 10 0  sa m p le s t h e  D S P 3 2 C  can 
p e r fo r m  th e  L P  a n a lysis in  u n d e r  200 fis. T h e  a c tu a l t im e  ta k e n  w a s 19 8 .8 8  /is a n d  
w as m e a s u re d  fo r  b o t h  p r o g r a m  a n d  d a t a  in  z e r o  w a it-s ta te  R A M  u s in g  th e  so ftw a re  
s im u la t o r  w h ic h  com es w i t h  A T & T ’ s s o ftw a re  s u p p o r t  l ib r a r y .
T h i s  t im e  c o u ld  b e  re d u c e d  i f  tw o  copies o f  th e  fr a m e  o f  d a t a  w e re  t o  re side  in  
s e p a ra te  b a n k s  o f  ze r o  w a it -s t a t e  R A M :  th e  D S P 3 2 C  w ill  in s e rt o n e  c o n flic t w a it  
s ta te  (2 0  n s ) i f  tw o  c o n s e c u tiv e  m e m o r y  accesses a re  a d d re sse d  to  th e  s a m e  p h y s ic a l 
m e m o r y  b lo c k  ( o f  w h ic h  it  has 4 ; 3 c o n s titu te  in te r n a l m e m o r y  a n d  1 c o n s titu te s  all 
e x te r n a l m e m o r y ) .
T h e  D S P 3 2 C  (a n d  its  p rede cessor th e  D S P 3 2 )  m n e m o n ic s  a n d  a ss e m b le r h a v e  th e
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a p p e a ra n c e  a n d  feel o f  a  h ig h -le v e l la n g u a g e  s im ila r  t o  C .  T h i s  a sid e  t h o u g h , th e  
D S P 3 2 C  is q u ite  a t r ic k y  p ro c e ss o r to  p r o g r a m : d u e  t o  th e  p ip e lin e  a r c h ite c tu r e  o f 
th e  d e v ic e , i t  is p o ss ib le  fo r  t h e  re s u lt o f  so m e  c a lc u la tio n s  n o t  t o  b e  a v a ila b le  u n t il  3 
o r  4 in s tr u c tio n s  la te r . T h i s  e ffect is c a lle d  in s tr u c tio n  la te n c y  (see [2 ]) .
F o r  e x a m p le , i f  a n  a c c u m u la to r  is u se d  as a n  i n p u t  t o  t h e  m u lt ip lie r  o f  th e  d a ta  
a r it h m e t ic  u n i t , th e n  i t  m u s t b e  e s ta b lis h e d  3 o r  m o r e  in s tr u c tio n s  p r e v io u s ly . C o n ­
sid e r t h e  fo llo w in g  c o d e  fr a g m e n t :
aO = *rl /* assume that rl points to a memory location */
/* which contains the number 2.0 i.e. aO = 2.0 */
/* assume that r2 points to a memory location */
/* which contains the number 4.0 */
aO - aO + *r2 /* aO is now 6.0 */
al - aO * aO /* al is now 4.0 not 36.0 */
T o  g e t t h e  d e sire d  re s u lt th e  co d e  s h o u ld  h a v e  b e e n  as fo llo w s :
aO = *rl /* assume that rl points to a memory location */
/* which contains the number 2.0 i.e. aO = 2.0 */
/* assume that r2 points to a memory location */
/* which contains the number 4.0 */
aO = aO + *r2 /* aO is now 6.0 */
nop 
nop
al = aO * aO /* al is now 36.0 */
T h e  nop ( n o -o p e r a tio n )  in s tr u c tio n s  are o b v io u s ly  a (s o m e tim e s  n e c e ssa ry) w a ste  
o f  t h e  p ro c e s s o r’ s re so u rc e s. I n  m a n y  cases th e se  can b e  re p la c e d  w i t h  in s tru c tio n s  
t h a t  a re  p e r tin e n t to  th e  fo llo w in g  code ( p r o v id in g  the se in te rla c e d  in s tr u c tio n s  do 
n o t a t t e m p t  t o  a lte r aO o r al in  th is  case).
T h e  fin a l im p le m e n ta tio n  was so m e  2 0 %  fa s te r th a n  th e  o r ig in a l d ire c t tr a n s la tio n  
o f  th e  T M S 3 2 0 2 0  c o d e . T h i s  was a c h ie ve d  b y  n o tin g  t h a t  all d iv is io n s  in  th e  L P  
a n a ly s is  p r o c e d u r e  use a m e m b e r  o f  th e  v e c to r DVec as a d e n o m in a t o r . A s  th is  v e c to r
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is th e  s a m e  le n g th  as th e  m o d e l o r d e r , th e  a c tu a l n u m b e r  o f  d iv is io n s  r e q u ir e d  in  th is  
case c a n  o n l y  b e  a t m o s t 8 (as o p p o s e d  to  3 6 , see S e c tio n  7 ) .  T h e  D S P 3 2 C  flo a tin g ­
p o in t  u n i t  c a n  o n l y  p e r fo r m  a d d it io n , s u b t r a c t io n , a n d  m u lt ip lic a t io n . I t  does n o t 
h a v e  a h a r d w a r e  im p le m e n t a t io n  o f  f lo a tin g -p o in t  d iv is io n  a lg o r it h m ; h e n c e , d iv is io n s  
h a v e  t o  b e  im p le m e n te d  in  s o ftw a re  (r o u tin e s  fo r  w h ic h  a re  a v a ila b le  in  [3 ]). F o r  
th e  D S P 3 2 C  th is  s a v in g  in  th e  n u m b e r  o f  d iv is io n s  re q u ire d  is a v e r y  la rg e  s a vin g  
in d e e d . O n c e  a ll o f  th e  8 re c ip ro c a ls  o f  DVec h a v e  b e e n  c a lc u la te d , each d iv is io n  
( o f  a b o u t 2 /zs e x e c u tio n  t im e )  c a n  b e  im p le m e n te d  as a m u lt ip lic a t io n  ( o f  80 ns 
e x e c u tio n  t i m e ) . T h e  s a v in g  o n  th e  T M S 3 2 0 2 0  w o u ld  also b e  q u it e  c o n s id e ra b le . 
T h e  36 d iv is io n s  ( o f  e x e c u tio n  t im e  1 8 .4  /zs e ach) ca n b e  re p la c e d  w i t h  8 d iv is io n s  
a n d  36 m u ltip lie s  ( o f  e x e c u tio n  t im e  9 .2  fis). T h i s  w o u ld  c o n s titu te  a s a v in g  o f 
36 x  1 8 .4  -  (8  x  1 8 .4  +  36 x  9 .2 )  =  18 4  /zs.
A t  th e  t im e  o f  w r i t i n g , th e  D S P 3 2 C  p ro c e ss o r c o u ld  b e  p u rc h a s e d  in  b u lk  fo r 
a r o u n d  £ 7 0  each [4 ]. D e s ig n  c o n s id e ra tio n s  fo r  a p lu g -in  c a rd  fo r  P C  c o m p a tib le s  are 
d e s c rib e d  in  th e  A p p lic a t io n  G u i d e  [5].
11.2 Conclusions
A  c o m p u te r -b a s e d  speech t h e r a p y  t u t o r  fo r  v o w e l p r o d u c t io n  h as b e e n  d e v e lo p e d . I t  is 
b a s e d  o n  a P C - A T  c o m p a tib le  w i t h  a d d e d  p ro c e ss in g  p o w e r in  th e  f o r m  o f  T M S 3 2 0 2 0  
a n d  T 8 0 0  tr a n s p u t e r  p lu g -in  c a rd s . T h e  T u t o r  uses a  n o v e l m e t h o d  o f  p o le -tr a c k in g  
to  i d e n t if y  s te a d y -s ta te  (p r o lo n g e d ) vow els w i t h i n  a C V  o r C V C  c o n t e x t . I t  o p e ra te s 
in  r e a l-t im e  a n d  offers d e fe rre d  a n d  im m e d ia te  v is u a l fe e d b a c k .
T h e  T u t o r  se g m e n ts th e  speech w a v e fo r m  in to  10  m s c o n tig u o u s  a n a ly s is  fra m e s . 
T h e  c o e ffic ie n ts o f  th e  L P  m o d e l fo r  speech p r o d u c t io n  are e s tim a te d , u s in g  th e  co- 
v a ria n c e  m e t h o d , o n  th e  T M S 3 2 0 2 0  d ig ita l sig n a l p ro c e sso r (see C h a p t e r  7 ) .  T h e  
L P  c o e ffic ie n ts are filte re d  to  s m o o th  th e  fr a m e -t o -fr a m e  v a r ia tio n s  a n d  u lt im a t e ly  
p r o d u c e  s m o o th  tra c k s  (see C h a p t e r  4 ) . T h e  q u a d r a tic  fa c to rs  o f  th e  L P  p o ly n o m ia l 
are  e s tim a te d  u s in g  a m o d ifie d  v e rs io n  o f  B a i r s t o w ’ s m e t h o d . T h e s e  fa c to rs  re p re se n t 
p o le -p a irs  a n d  can b e  s h o w n  as a single p o in t  o n  th e  r s - p la n e . F o r  th e  8 th -o r d e r
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model used, this gives four points on the rs-plane which are tracked in order to deter­
mine any steady-state regions in the utterance for the deferred feedback mode. For 
the immediate feedback mode the four points are mapped onto a more perceptually 
meaningful form of the rs-plane and matched against a set of reference templates (see 
Chapter 3).
On reflection, filtering the LP coefficients may not be the most desirable method 
of producing smoother tracks. Due to the highly complex non-linear relationships 
between the factors and the coefficients of the LP polynomial, direct processing of 
the coefficients cannot guarantee a stable filter as the end result (although there has 
been no evidence of such harmful effects during the development of the method). Fil­
tering the coefficients was used as an alternative to using large frames which overlap 
to increase frame-to-frame correlation and hence produce smoother time variations. 
The problem with large frame sizes is the computation required to create the covari­
ance parameters as the first step to obtaining the LP coefficients using the covariance 
method. However, as has been seen in Chapter 7, this process can be implemented 
on the TMS32020 using integer arithmetic and the MAC (multiply-accumulate) in­
struction. Since the remainder of the process is implemented using floating-point 
representation, the generation of the covariance parameters represents a small per­
centage of the overall computation, and hence an increase of the frame size is not as 
prohibitive as it might first appear.
One reason for not using the autocorrelation-method of obtaining the LP coef­
ficients was the necessity for frame overlap due to the windowing of the frame of 
speech data. However, this might not have been a bad idea after all. Using the auto­
correlation method might have been preferable due to the production of the reflection 
coefficients as a by-product of solving the set of linear-simultaneous equations recur­
sively. These parameters could have been exploited to add a real-time area-graph 
display to the Tutor’s facilities. Although this would not be original work it would 
have added to the functionality of the Tutor and may have resulted in more utilisation 
during the field trials (see Chapter 10).
Another alternative to filtering the LP coefficients is to filter the movements of 
the poles-pairs on the rs-plane. This could be done in conjunction with the increased
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frame size and frame overlap. The increase in frame size and overlap would be used to 
ease the tracking process and once a pole-pair had been associated with a particular 
track a two-dimensional smoothing function would be applied. One possible candidate 
for this is the Kalman filter (see [1] for a good introduction to Kalman filters with 
relation to tracking).
A short pilot study of the Tutor has been carried out in a clinical application and 
the results were positive. Although there were some criticisms about the operation 
of the Tutor, the suggested alterations were mainly cosmetic. However, it was only 
possible for this study to be carried out with a single patient and to make an accurate 
assessment of the Tutor’s capabilities and suitability in a speech therapy environment 
it will be necessary to carry out a clinical trial with a long development cycle.
With the incorporation of some other facilities (such as those described in the 
previous section) and with the visual-feedback displays based on a more appealing 
colour-graphics environment, the author is sure that the Tutor will be a useful speech- 
therapy tool for the correction of vowel disorders.
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A . l  B a i r s t o w ’ s  R o o t - F i n d i n g  M e t h o d
The main iterative loop of Bairstow’s method is shown below, coded in Pascal. It has 
been split into four sections to ease the identification of the number of multiplicative 
operations (multiplications and divisions) required.
{Section 1}
QuotientCoeff[2] := PolyCoeff[2]+QuotientCoeff[1]*RFactor;
DerivCoeff[2] QuotientCoeff[2]+DerivCoeff[1]*RFactor;
{Section 2}
FOR i := 3 TO PolyOrder+1 DO 
BEGIN
QuotientCoeff[i] := PolyCoeff[i]+QuotientCoeff[i-l]*RFactor
+QuotientCoeff[i-2]*SFactor;
DerivCoeff [i] := QuotientCoeff[i]+DerivCoeff[i-l]*RFactor
+DerivCoeff[i-2]*SFactor;
END;
{Section 3}
Determinant := DerivCoeff [PolyOrder]*DerivCoeff[Polyorder-2]
-DerivCoeff[PolyOrder-1]*DerivCoeff[Polyorder-1]; 
DeltaRFactor := (QuotientCoeff[PolyOrder]*DerivCoeff[PolyOrder-1]
-QuotientCoeff[PolyOrder+1]*DerivCoeff[PolyOrder-2]) 
/Determinant;
DeltaSFactor := (QuotientCoeff[PolyOrder+1]*DerivCoeff[PolyOrder-1] 
-QuotientCoeff[PolyOrder]*DerivCoeff[PolyOrder]) 
/Determinant;
{Section 4}
RFactor := RFactor+DeltaRFactor;
SFactor SFactor+DeltaSFactor;
APPENDIX A. COMPLEXITY OF THE K E Y  PROCEDURES 142
The number of multiplications and divisions for each section are as follows, where 
n is the order of the polynomial for which a quadratic factor is being estimated.
Section Number of multiplies and divisions
1 2
2 4(n — 1)
3 8
4 0
Each iteration therefore requires 2+4(n —1)+8 = 4n + 6 multiplicative operations. 
It is necessary to make the assumption that the number of iterations required for each 
factor is constant, say I. This initially seems a rather rash assumption, but as can 
be seen in Table 4 on page 24 it is not too far out for the application for which the 
method was employed.
If the calculation of each quadratic factor requires / iterations, then to calculate 
all quadratic factors of a pth order polynomial would require the following number of 
multiplies, m, where q = p/2:
(p/2—1) items
-------------------------------------------------------------------------------------------------- S
to = /(4 x 4  + 6) + / ( 4 x 6  + 6) + ' "  + /(4 x p +  6)
= 6/(p/2 -  1) + 4/(4 + 6 H------ 1- p)
=  /(3p — 6) + 4/(-2) + 4/(2 + 4 + 6 + • ■ • + p)
=  /(3p  -  14) +  8 /(1  +  2 +  3 +  • • • +  9)
= /(3p — 14) + 8 /(? 2 + q)/2 
=  / (3 p -14 )  + 4/(p2/4 + p/2)
= /(3p -  14) + I(p2 +  2p)
= /(p2 + 5p -  14)
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A . 2  C u m u l a t i v e  D i s t a n c e  M e a s u r e s
This section describes the number of arithmetic operations required in the calcula­
tion of the cumulative distance measure for the tracking process. The two metrics 
discussed are the Chebychev, or city block, and the Euclidean distance metrics.
When tracking the movements of q objects from one frame to another it is nec­
essary to consider q\ permutations of possible correlations if the guaranteed optimal 
result is desired. For each possible permutation a cumulative distance measure must 
be calculated. The permutation which yields the smallest cumulative distance is cho­
sen to be the optimum correlation. The cumulative distance is calculated as a sum 
of the individual movements of each object within a frame.
At first sight it might appear that this requires q individual distance calculations 
for each permutation, giving a total of q x q\ distance calculations and (q — 1 )q\ 
additions to obtain the optimum result.
However, it can be seen that only q2 individual distance need be calculated and 
placed in a look-up table: if q objects are considered then each object of the current 
frame is associated with q others from the previous, giving q2 associations (q\(q — 1 ) 
additions are still required to calculate the cumulative distances).
For the Chebychev distance metric, the individual distance for the zth object, dct-, 
is given by:
dci = \x2i -  xu\ + \y2i -  yu\
This requires three additions for each association. The total number of additions 
required to complete a table of associations is therefore 3q2, and therefore the total 
computational overhead is q\(q— 1 ) + 3q2.
For the Euclidean distance metric, the individual distance for the zth object, det, 
is given by:
dei = y/(x2i -  x u )2 + (y2i -  yu)2
This requires three additions, two multiplies, and a square root for each association. 
Therefore the total computational overhead is q\(q — 1) + 3q2 additions, 2q2 multipli­
cations, and q2 square roots.
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$ 1 ,0 $ 1 , 1
$ 2 ,0 $ 2 ,1 $ 2 ,2
$ 3 ,0 $ 3 ,1 $ 3 ,2 $ 3 ,3
00 o $ 8 ,1 $ 8 ,2 $ 8 ,3  •
oo00
e
Figure 30: Required covariance parameters for an 8th order LP model
The required covariance parameters for an 8th order LP model are shown in 
Figure 30. $ tj  is calculated using the modified autocorrelation function on a N-  
sample segment of speech data, s , such that
N - l
$ m = ^ 2 s (m ~  0 5(m -  j)  (i7 )
m = 0
If this equation was used to calculate all 44 elements, 44(iV — 1 ) additions and 44AT 
multiplications would be required. For large N  this is quite prohibitive. However, 
it can be shown that there is a relationship between diagonally adjacent elements. 
Manipulating Equation 17 gives
N - 1
$ m = ^ 2  s(m -  i )s(m -  j )
m = 0 
N - l
= ^  s(m -  i )s(m -  j )  + s ( - i ) s ( - j )
m = 1
and also substituting i — 1 and j  — 1 for i and j  respectively gives
N - l
$i-i,j-i = y  s(m -  i + l)s(m -  j  + 1)
m —0
N
= y  s(m -  i ) s ( m - j )
m = 1 
N - l
=  ^ 2  s(m — i )s (m — j )  + s ( N  — i ) s ( N  — j )
m = 1
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And hence the relationship between diagonally adjacent elements is found to be 
i j - i  = -  s ( - i ) s ( - j )  + s(N  -  i)s(N  -  j)  (18)
Consider again Table 30. Equation 17 could be used to calculate the 9 elements 
4>8>o to $gi8. The next 8 elements 4>7j0 to 4>7)7 would be calculated from the first 9 
using Equation 18. The next 7 would be calculated from these 8 and so on down to 
the last two elements 4>i,o and 4>i,i.
The first 9 elements would require 9(N — 1) additions and 9N  multiplications and 
the remaining 35 elements would require a total of 70 multiplications and 35 additions 
and 35 subtractions.
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An analytical expression for the conversion of frequency, /, (in Hz) into critical-band 
rate, x, (in Bark) is given by
* ( / )  =
26.81 x /
1960+7 0.53 (19)
It is desired that the scaling on the s = — 1 line on the rs-plane is proportional to 
this within the range r = —2 to r = 2. X(0) maps to the point [2, —1] and X (F S/2) 
maps to the point [—2, —1], where Fa is the sampling frequency.
The argument, 9, of a vector drawn from the origin and a pole (which will be 
one of a complex-conjugate pair) on the 0-plane relates to the real frequency of the 
corresponding pole in the following manner:
f
6  = - — x  2 tt 
Fs
Re-arranging this equation gives
, 0 x Fs
f  = ------ 1J 2tt
To obtain the equivalent of Equation 19 which maps the pole frequency, 0, onto 
the Bark scale, Equation 20 is substituted into Equation 19 giving
X ’ (B)
26.81 x 4§El 
1960 +  ^  ’ 
26.81 x 6 
1960 x ^  + «
0.53
-0.53 (2 1)
The scaling function for the rs-plane dimension can be obtained from X'(0) 
through a series of transformations and dilatations such that X'(0) maps to B (0) = 2 
and X '( 7r) maps to B (tt) = —2 (see Figure 31).
The scaling factor of the dilatation is the ratio of the two respective lengths, i.e. 
—4/A X 1 where SX ' is ^'(Tr) — X'(0). The offset of A"'(0) is removed prior to scaling 
and an offset of 2 is added subsequent to scaling.
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Bark scaling function X'{0)*'(0) x\*)
2
s — — 1 line of rs-plane
-2
-------  _4 -------------------------- ►
Figure 31: Mapping of Bark scaling function X ’ {0) onto the s = — 1 line of the 
rs-plane
The resultant mapping is therefore
where
B{0) =  2 + [X'(6>) -  X'(0)] x 
26.81 x 0
- 4
= 2 +
= 2 -
= 2 -
1960 x + 0r s
26.81X4
A X '
+ 0.53 -  0.53
AX' x e
I960 x £  + 0
C m X $
Ca -4- 0
x
- 4
~Kx>
Cm = 26.81 x 4 
A X '
(22)
and
Ca = I960 x —
Fs
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I m p o r t a n t  N o t e
To prevent damage to the Tutor it is essential that the following procedure must be 
taken before moving the Tutor to another location. Even moving the computer from 
one side of the desk to another could damage the machine if the proper steps are not 
taken.
To prepare some of the internal workings of the computer for transport the Tutor 
program should be terminated properly. This can be achieved by moving the cursor to 
the Quit option on the main menu and pressing the Enter key. The screen will clear 
and a further list of options will be displayed. Select option 3, “PREPARE SYSTEM 
FOR MOVING” , and press Enter. The computer is now ready to be switched olf and 
relocated.
It is always advisable to carry out these steps before switching off the machine, 
even if you do not intend to move it. If you are going to move the machine after 
someone else has used it and you are not sure whether the above procedure has been 
followed, switch on the machine and carry out the necessary steps.
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1 INTRODUCTION 1
1 I n t r o d u c t i o n
This Speech Therapy Tutor, henceforth referred to as “the Tutor” , is based around 
an IBM PC compatible, and has been developed by the Speech and Signal Processing 
Group at Dundee Institute of Technology in collaboration with the Medical Physics 
Department at Ninewells Hospital.
The principal use of the Tutor should be in the treatment of patients with vowel 
production difficulties. It can handle vowel sounds in three different contexts, namely
• isolated vowels (V)
• consonant-vowel (CV) utterances
• consonant-vowel-consonant (CVC) utterances
In each of the above three cases the vowel sound must be extended. This allows 
the Tutor to detect automatically the region of the utterance which corresponds to 
the vowel sound alone.
The Tutor operates by comparing previously defined templates (see Section 3) 
with the results of analysing the patient’s utterance. These templates are stored on 
a computer disk file called a database.
Each database contains up to ten entries, and each entry contains the results of 
analysing a particular sound. Included with each entry is some other useful infor­
mation such as date of analysis, name, age, and sex of patient, and some general 
comments.
Two methods of feedback to the patient are available. These are known as the 
deferred feedback mode, and the immediate feedback mode.
In the deferred feedback mode, the whole utterance is analysed before any com­
parison is made. Hence the feedback is deferred until the end of the utterance. In 
the immediate feedback mode, results of the analysis are displayed to the patient as 
the sound is being produced.
2 GETTING STARTED 2
The Tutor
A Computer-Based Speech Therapy Tutor 
fo r  Vowel Production
J M Turnbull
Dundee I n s t itu te  of Technology
Figure 1 : The introductory screen that appears when the Tutor is switched on.
2 G e t t i n g  S t a r t e d
Plug the computer into a free mains socket, and switch it on. The computer will 
whirr, bleep and make some rattling noises for about thirty seconds.
If all goes well, the screen shown in Figure 1 will appear.
This introductory screen will persist until a key on the keyboard is pressed. When 
you press any key to continue, you will be taken directly to the Select database option, 
which is described in the following section.
3  S e l e c t i n g  a  D a t a b a s e  F i l e
The next screen after the first one is a list of all database files which are currently 
stored on disk. It will look similar to the screen shown in Figure 2.
You will notice that on the computer screen the first entry is highlighted. A 
database is chosen by moving the highlighted region, called a cursor, to the desired 
entry in the list and pressing the ENTER key.
The cursor is moved up and down, and from left to right by pressing the corres­
ponding arrowed keys on the keypad which is situated to the right of the conventional 
QWERTY keyboard.
Once a database has been selected, the computer will load the information from
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S e le c t  Database: ESC fo r  New F ile
ADULT.AH ATS.CHOO MTEMS MULTI
Figure 2: The screen shown when selecting a database.
Current Database: ADULT.AH
S e le ct database
View names of e n trie s
Edit e n tr ie s
Add entry
Deferred feedback
Immediate feedback
Quit
Figure 3: The main menu screen.
disk and proceed to the main menu screen.
4  T h e  M a i n  M e n u  S c r e e n
The main menu screen will resemble the screen shown in Figure 3. It is displayed 
once a database has been chosen after start-up, and will also be displayed after each 
command or function available from this menu has been completed. Notice that the 
currently selected database is shown in the top left of the screen.
In a manner similar to that in the Select database screen, a cursor highlights the 
command or option that will be invoked when the ENTER key is pressed. The cursor
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Names of e n trie s  in database ADULT_AH
# 1 J M Turnbull
# 2 R I Damper
# 3 A T Sapeluk
Press any key to  continue
Figure 4: Viewing the names of all entries in the current database.
is moved using the up and down arrow keys. Also, the cursor can be moved directly 
to an option by pressing the key which is the first letter of that option, e.g. if you 
press “E” or “e” then the Edit entries option will be highlighted.
When this menu is shown for the first time, the cursor will highlight the Se­
lect database option. Pressing enter at this point will take you back to the database 
selection screen (see Section 3).
The main menu screen also offers an on-line help facility. To obtain on-line in­
formation about a particular main menu option, move the cursor to that option and 
then press the FI key. A short explanatory note will be displayed. Once you have 
finished reading the help message you can return to the main menu by pressing any 
key.
In order to explain the rest of the functions available, it will be assumed that the 
database ADULT_AH has been loaded using the Select database function.
4 .1  V i e w  N a m e s  o f  E n t r i e s
This option allows the therapist to see at a glance the names of the patients who have 
been used to create a particular database. For example, if the database ADULT_AH has 
been loaded, this function will show a display not unlike the screen shown in Figure 4. 
Once you have finished viewing the names pressing any key will return you to the
mam menu.
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Ref ADULT_AH U tterance type V Target sound AH as in  BAT
Date 19/05/90 Error to le ran ce A
P a t ie n t 's  name J M Turnbull Age 24 Sex M
Comments
Slim b u ild  
Medium p itch
Figure 5: Editing a database entry.
4 .2  E d i t  E n t r i e s
This option can be used to edit an existing database entry or simply to view the 
contents of an entry. When this option is selected, the first entry in the database will 
be displayed together with information about the database as a whole. It will look 
something like Figure 5.
The top three boxes give the information about the database as a whole and is 
supplied by the user when a new database is created (see Section 5). The contents of 
these boxes cannot be altered.
The first of these three boxes, labeled “Ref” , gives the name of the current 
database. The second, “Utterance Type” , describes the type of utterance in which 
the vowel sound was detected. For example, this can be V for isolated vowels, CV 
for vowel sounds in a consonant-vowel context, and CVC for vowels in a consonant- 
vowel-consonant context. The third box, “Target Sound” , gives a brief description of 
the vowel sound of interest.
The next six boxes give the information for each entry in the database. The first 
of these, “Date” , shows the date that the entry was added to the database. The
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next box, “Error Tolerance” , gives an indication of how well the patient can perform. 
This value should range from “A” (for an excellent utterance) to “F” (for a very poor 
utterance).
The third box, “Patient’s Name” , gives the identity of the patient. This box need 
not necessarily contain the patient’s name, but could contain a number or code which 
tells the therapist which patient produced the utterance. The next two boxes contain 
the patient’s age and sex (“M” or “F” ).
The final box gives three lines of text in which the therapist can make any com­
ments or add any other relevant information.
When you have just selected the Edit entry function you will notice that the 
contents of the “Date” box are highlighted. The highlighting indicates which line you 
are currently editing. It can be moved by pressing the up-arrow key, the down-arrow 
key, or the Enter key. (Experiment by pressing these keys to move the highlighted 
region from box to box).
Note that the Num Lock light on the keyboard must not be lit. It can be switched 
on and off by pressing the Num Lock key just below the light on the keyboard.
A second thing you will notice is the flashing bar which sits below a letter in 
the highlighted region. This bar is called a text cursor. It shows the position in the 
line that characters will be inserted. If you press any of the numeric or alphabetic 
character keys the corresponding character will be inserted after the character to the 
left of the cursor (provided there is some blank space at the end of the line).
Characters to the left of the cursor can be deleted by pressing the dark grey left 
arrow key next to #  key. The character under which the cursor is flashing can be 
deleted by pressing the Del key. The whole line can be deleted by pressing the Ctrl 
key and the dark grey left arrow key simultaneously.
When you have finished viewing or altering that entry, you can proceed directly to 
the next entry by pressing the PgDn key, or return to the main menu by pressing the 
Esc key. You can go back to the previous entry by pressing the PgUp key. Pressing 
PgUp at the first entry will have no effect, and pressing PgDn at the last entry will 
return you to the main menu.
As with the main menu screen, there is an on-line help facility built into the Edit
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Energy
Steady state 
regions
Utterance 
length
0.0 0.5 1.0 1.5
Tine (sec)
2.0 2.5
Accept Try again Print
Figure 6: A typical display shown after analysing a monosyllabic word in the Add 
entry option. This example shows a single un-fragmented steady state region.
entries option. Pressing the FI key to the left of the keyboard will replace the current 
screen with some information about the current box. For example if you are currently 
editing the contents of the “Date” box, then pressing FI will give some information 
about that box. Any further key-press will return you to the edit screen.
4 .3  A d d  E n t r y
To add an entry to the database, this option is selected. Note that there is a maxi­
mum limit of ten entries per database. This option comprises two sections. Firstly, 
monosyllabic utterances will be analysed until the therapist is satisfied that the last 
utterance analysed was a good example. Once the utterance has been accepted the 
results will be stored and supplementary information (such as patient’s name, age, 
etc.) must be entered by the therapist.
During the analysis stage, two pairs of axes and a triangle will be drawn (see 
Figure 6) and the computer will bleep when it is ready to analyse a sound. For an 
explanation of what the triangle represents, see Section 6. The top trace is a plot
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of the energy or loudness of the sound against time. As a sound is made into the 
microphone the energy plot will be drawn. The maximum duration of the utterance 
is just over 2.5 seconds, so this trace will also show you when you are getting near 
the maximum duration.
When the sound is completed, the utterance will be analysed to determine the 
steady state regions of the sound. These regions will occur when the articulators in 
the vocal tract are stationary. If no steady state sounds are detected, a message will 
be displayed asking for the utterance to be repeated.
If steady state regions are detected, some circles will be drawn on the triangle (see 
Section 6). Also drawn will be some lines on the trace below the energy plot.
The lowest and longest line shows the length of the utterance. The lines above 
this show the steady state regions of the utterance. In most cases where a patient 
is capable of producing a continuous sound these lines will look similar to the ones 
shown in Figure 6.
On occasions the Tutor may detect more than one steady state region: this may 
happen, for example, if the patient’s voice falters during the production of the vowel. 
On these occasions the trace will more likely look like the one shown in Figure 7. You 
will notice that the longest steady state region is displayed as a double bar. This is 
the region that is used to generate the template.
This display of the steady state regions may be useful in training a patient to 
produce a continuous sound. However, it would be more useful to use the Deferred 
feedback mode for this purpose (see Section 4.4) as you would not need to enter any 
further database details.
You will notice the words “Accept” , “Try again” , and “Print” at the bottom of 
the screen. If the longest steady state region is of an acceptable length (say greater 
than one third that of the utterance) and the utterance was a good example then the 
corresponding section of the utterance can be accepted as the template by pressing 
“A ” or “a” , and subsequently you will be asked to enter the patients details. If you 
feel that the utterance was not a good example then you can press “T ” or “t” to try 
again.
If you have a printer connected to the Tutor, you can print what is shown on the
4 THE MAIN MENU SCREEN 9
Energy
Steady state 
regions
Utterance 
length
0.0 0.5 1.0 1.5
Tine (sec)
2.0 T s
Accept Try again Print
Figure 7: A typical display shown after analysing a monosyllabic word in the Add 
entry option which shows several steady state regions detected.
screen by pressing “P” or “p” .
4 .4  D e f e r r e d  F e e d b a c k
The Deferred feedback mode is very similar to the Add entry option, except that there 
is an additional semi-circle on the display (see Figure 8). This displays a measure 
of the match between the utterance and the nearest (or best match) pre-defined 
template.
The method of display uses a dial which moves clockwise around the display. 
When the dial is at the extreme left then the utterance is deemed to be markedly 
different from the template, hence it is a poor quality reproduction of the template 
sound (it could however be a good quality reproduction of an other sound). When 
the dial is at the extreme right it is a very close match to the template.
The number that is shown at the point of the dial corresponds to the template 
which the utterance was closest to.
You will notice that the words “Menu” , “Try again” , and “Print” are displayed
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Figure 8: Display shown after analysing a monosyllabic word using the Deferred 
feedback option.
at the bottom of the screen. If “M” is pressed you are returned to the main menu. 
If a “T ” is pressed the computer will clear the screen and bleep, indicating that it is 
ready to analyse more speech.
If you have a printer connected to the Tutor, you can print what is shown on the 
screen by pressing “P” .
4 .5  I m m e d i a t e  F e e d b a c k
The Immediate feedback mode is different from the Add entry and Deferred feedback 
modes. In this case the results of the analysis are displayed as the utterance is being 
produced.
With this mode, patients can experiment with moving their tongue, jaw, and lips, 
while watching the screen to see immediately if the sound is close to or markedly 
different from the target sound. This allows them to learn the correct vocal tract 
shape for a particular sound by experimenting and observing the results.
The method of display uses four flags moving up and down flagpoles which are
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Figure 9: Display shown after analysing an utterance in the Immediate feedback mode.
situated on the top of a castle tower (see Figure 9). As the sound is being produced, it 
is analysed and matched against all templates in the current database. The heights 
of the flags correspond to the closeness of the match, i.e. the higher the flags the 
closer the utterance is to that of the nearest template.
When the sound is stopped, the Tutor will list the names of all the current database 
entries, and display a histogram of the number of matches to each template. For 
example, in Figure 9 it is seen that the utterance matched with the first template for 
100% of the time.
Again the words “Menu” , “Try again” , and “Print” are displayed at the bottom 
of the right half of the screen. If an “M” is pressed you are returned to the main 
menu. If a “T ” is pressed the computer will clear the screen and bleep, indicating 
that it is ready to analyse more speech.
If you have a printer connected to the Tutor, you can print what is shown on the 
screen by pressing “P” .
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Ref ADULT_AH Utterance type V Target sound AH as in BAT
Figure 10: A typical screen-shot from the Select database option.
4 .6  Q u i t
To prevent damage to the Tutor it is essential that the following procedure must be 
taken before moving the Tutor to another location. Even moving the computer from 
one side of the desk to another could damage the machine if the proper steps are not 
taken.
To prepare some of the internal workings of the computer for transport the Tutor 
program should be terminated properly. This can be achieved by moving the cursor to 
the Quit option on the main menu and pressing the Enter key. The screen will clear 
and a further list of options will be displayed. Select option 3, “PREPARE SYSTEM 
FOR MOVING” , and press Enter. The computer is now ready to be switched off and 
relocated.
It is always advisable to carry out these steps before switching off the machine, 
even if you do not intend to move it. If you are going to move the machine after 
someone else has used it and you are not sure whether the above procedure has been 
followed, switch on the machine and carry out the necessary steps.
5  C r e a t i n g  a  N e w  D a t a b a s e
To create a new database, return to the main menu and choose the Select database 
option. When the list of files currently on disk is displayed, press the ESC key.
The boxes shown in Figure 10 will be displayed, and the area in the first one high­
lighted. Moving around the boxes is achieved in the same way as in the Edit entries 
option, i.e. use the Up and Down arrow keys to move between boxes, and the Left 
and Right arrow keys to move the text cursor within the box. Characters can also be 
deleted and inserted as before (see Section 4.2).
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There is an on-line help facility provided with this option. Pressing the FI key in 
this mode will give a help message for the box that you are currently working with.
In the first box you must provide the computer with the name of the new database 
that will be created. This name must have a maximum of eight characters and 
comprise only letters, numbers, and the underscore (_).
In the second box, type in the type of utterance that this database will correspond 
to, i.e. V, CV or CVC. This is for information purposes only: it will tell future users 
of that database file the purpose for which it was intended.
In the third box, type in a short description of the vowel sound that the database 
will represent. This is also for information purposes only.
When you are happy with the contents of all boxes, press the ESC key to return 
to the main menu.
6 T e c h n i c a l  I n f o r m a t i o n
For voiced speech, the sound originates at the vocal folds. The articulators in the vocal 
tract produce constrictions and cavities that selectively enhance certain frequency 
components of the sound called the formant frequencies.
These formant frequencies appear as peaks in the frequency spectrum of the sound 
produced. Some peaks are narrow and some are broad. The width of the peak is called 
the bandwidth.
The triangular display that is shown in the Add entry and Deferred feedback 
options shows the positions of these frequencies and a measure of the bandwidths 
as shown in Figure 11. The diagram shown is actually greatly simplified but should 
suffice for our purposes.
Figure 11 shows the position of four formant frequencies as small circles. You 
will notice that the radii of the circles can vary. This actually shows the standard 
deviation or movement of the formant about its mean position.
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<--------------------------------
Increasing frequency
Figure 11: The triangular display shown in the Add entry and Deferred feedback mode 
gives a measure of the frequency and bandwidth of a formant.
A ppendix E
Figures for LP M odel Order 
Experim ent
This appendix contains all of the results obtained from the experiment described in 
Chapter 5. Figures 32 to 63 are for the low noise experiment. The remaining figures 
are for the added noise experiment.
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Figure 33: Analysis of /m a / (speaker DB) using a 4th-order model.
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Figure 34: Analysis of /mi:/ (speaker JT) using a 4th-order model.
5
Figure 35: Analysis of /m i:/ (speaker DB) using a 4th-order model.
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Figure 37: Analysis of /m o / (speaker BD) using a 4th-order model.
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Figure 38: Analysis of /mu/ (speaker JT) using a 4th-order model.
5
Figure 39: Analysis of /m u / (speaker DB) using a 4th-order model.
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Figure 40: Analysis of /ma/ (speaker JT) using a 6th-order model.
5
Figure 41: Analysis of /m a / (speaker DB) using a 6th-order model.
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Figure 43: Analysis of /m i:/ (speaker DB) using a 6th-order model.
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Figure 44: Analysis of /mo/ (speaker JT) using a 6th-order model.
Figure 45: Analysis of /m o / (speaker BD) using a 6th-order model.
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Figure 46: Analysis of /mu/ (speaker JT) using a 6th-order model.
S
Figure 47: Analysis of /m u / (speaker DB) using a 6th-order model.
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Figure 48: Analysis of /ma/ (speaker JT) using a 8th-order model.
5
Figure 49: Analysis of /m a / (speaker DB) using a 8th-order model.
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Figure 50: Analysis of /mi:/ (speaker JT) using a 8th-order model.
5
Figure 51: Analysis of /m i:/ (speaker DB) using a 8th-order model.
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Figure 52: Analysis of /mo/ (speaker JT) using a 8th-order model.
Figure 53: Analysis of /m o / (speaker BD) using a 8th-order model.
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Figure 55: Analysis of /m u / (speaker DB) using a 8th-order model.
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Figure 56: Analysis of /ma/ (speaker JT) using a lOth-order model.
Figure 57: Analysis of /m a / (speaker DB) using a lOth-order model.
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Figure 58: Analysis of /mi:/ (speaker JT) using a lOth-order model.
Figure 59: Analysis of /m i:/ (speaker DB) using a lOth-order model.
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Figure 61: Analysis of /m o / (speaker BD) using a lOth-order model.
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Figure 63: Analysis of /m u / (speaker DB) using a lOth-order model.
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Figure 64: Analysis of /ma/ (speaker JT with added noise) using a 4th-order model.
Figure 65: Analysis of /m i:/ (speaker JT with added noise) using a 4th-order model.
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Figure 66: Analysis of /mo/ (speaker JT with added noise) using a 4th-order model.
5
Figure 67: Analysis of /m u / (speaker JT with added noise) using a 4th-order model.
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Figure 68: Analysis of /ma/ (speaker JT with added noise) using a 6th-order model.
5
Figure 69: Analysis of /m i:/ (speaker JT with added noise) using a 6th-order model.
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Figure 70: Analysis of /mo/ (speaker JT with added noise) using a 6th-order model.
Figure 71: Analysis of /m u / (speaker JT with added noise) using a 6th-order model.
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Figure 72: Analysis of /ma/ (speaker JT with added noise) using a 8th-order model.
Figure 73: Analysis of /m i:/ (speaker JT with added noise) using a 8th-order model.
APPENDIX E. FIGURES FOR LP MODEL ORDER EXPERIMENT 192
8
Figure 74: Analysis of /mo/ (speaker JT with added noise) using a 8th-order model.
6
Figure 75: Analysis of /m u / (speaker JT with added noise) using a 8th-order model.
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Figure 76: Analysis of /ma/ (speaker JT with added noise) using a lOth-order model.
Figure 77: Analysis of / m i:/ (speaker JT with added noise) using a lOth-order model.
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Figure 78: Analysis of /mo/ (speaker JT with added noise) using a lOth-order model.
Figure 79: Analysis of /m u / (speaker JT with added noise) using a lOth-order model.
