The 
Introduction
Propositional  -calculus [1] [2] [3] [4] model checking technique is widely used in the design and verification of the finite-control concurrent system. Model checking algorithms can be segmented into two categories. One is global model checking that obtains all the sets of states which satisfy a given logic expression in a finite-control concurrent system. The other is local model checking, which is not always necessary to examine all the states. As we know, the state space explosion problem is the main problem that the propositional  -calculus model checking algorithm faces with, so it is one of the hot topics to reduce time complexity and space complexity effectively.
For global model checking, according to Tarski Fixpoint theory [5] and the fixpoint operator of formula, it can be computed by iteration. A number of global algorithms have been devised, for global propositionalμ-calculus, Emerson and Lei [6] presented a global algorithm that time complexity of the global algorithm was Steffen, et al., [7] improved the algorithm in [6] , but the time complexity was still O dn , at present, this is the best study result of global model checking algorithm. Because the global algorithms can not solve some practical problems perfectly, the local model checking was necessary. Some efficient local methods have been proposed. And the local algorithm of [12] [13] [14] [15] [16] were proposed by propositional μ-calculus, but the local algorithm in [17] [18] [19] [20] were proposed in other ways. J. F. Jensen et al [17] described a local algorithm for evaluating minimal fixpoint on symbolic dependency graphs that was an extension of dependency graphs in pseudo code and proposed a local algorithm for this framework. However, they did not consider the evaluation of [17] improved the complexity of the local algorithm, its efficiency did not achieve the desired results.
Related work can be found in [19] which presented global and local algorithms for computing fixpoint in linear time. In this way, the occurrence of the state exponential explosion problem is delayed, global algorithm is compared with local algorithm in [20] , Jiang Hua [21] described an improved algorithm of global model checking for propositional μ-calculus. Modal μ-calculus are also important for studying probabilistic systems, Liu Wangwei, et al., [22] presented a natural and succinct probabilistic extension of μ-calculus, called PμTL, Castro Pablo, et al, [23] presented a probabilistic μ-calculus by using probabilistic quantification as an atomic operation and showed that PCTL and PCTL* can be captured in μ-calculus.
In this paper, we obtain a group of partial order relation by Tarski Fixpoint theory and the fixpoint operator of formula, then we present the bound algorithm which is based on the group of partial order relation. In this way, we can reduce the complexity and improve the computational efficiency. Our main result is a new efficient local algorithm that makes extensive use of monotonicity considerations to reduce the complexity of evaluation for evaluating partitioned dependency graphs [15] fixpoints. And the index for time complexity of this algorithm
The structure of the rest of this paper is organized as follows. In section 2, the equivalence between semantics of propositionalμ-calculus and Partitioned Dependency Graphs(PDGs) is introduced, and the basic algorithm for evaluating PDG fixpoint is analyzed in detail. Section 3 gives the partial order relation in the evaluating PDG fixpoint firstly, and then presents a new algorithm based on partial orders, shows the time and space complexity of the algorithm is
, and finally gives some experimental results. This paper ends with a detailed discussion of some conclusions and directions for future research in section 4.
Partitioned Dependency Graphs and Fixpoint Evaluating Algorithm
The syntax of propositional μ-calculus formulas and the semantics under the transition system are refer to [24] . To guarantee the existence of the fixpoints, formulas with positive normal form (PNF) [1] are considered only, where each propositional variable is restricted to a fixpoint operator at most and the operator  only acts on the atomic proposition.
Partitioned Dependency Graphs
Let transition system 
respectively, which is the least fixpoint or greatest fixpont of the predicate transformer respectively. So the mapping between two subset of states defined by predicate transformer is a dependency, and thus the computation sequences of fixpoint evaluatings is equivalent to a partitioned dependency graphs [15] . Definition 1. A partitioned dependency graph ( PDG ) is a tuple
where V is a set of vertices, 
Xinxin Liu, et al., [15] regarded G as a nested
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The computing process of fixpoint nesting of LAFP is as follows. 
Therefore we can obtain 
Thus, for given a PDG, the nesting computation sequence of Equation (1) 
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Proof. (abbreviated)

Local Model Checking Algorithm based on Partial Orders
As described above, LAFP presents an efficient local model checking algorithm, however, in the nested process, inner value of fixpoint is affected by outer value of fixpoint. If the value of outer iteration does not change, then the outer value of fixpoint starts computing with the value of inner iteration. When the value of outer iteration is changed, then all the inner value need to update, that is to say, a lot of computing processes is repeated.
For arbitrary sequence for 
