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The conversion of biomass to methane involves the scheduling of perishable 
material into a production facility with a decreasing production rate. A complex 
optimal scheduling problem arises when two different types of biomass are used in a 
conversion facility of limited capacity. The decision variables for the scheduler are 
the replacement times of old material with inventoried material and the order in 
which the different types should be processed. Such a scheduling problem is for- 
mulated as a dynamic programming problem in which an unusual time transfor- 
mation allows for a significant reduction of the state space. ( 1 1987 Academtc Press. Jnc 
INTRODUCTION 
Energy availability has been a national concern since the 1973 oil crisis. 
During the past decade, considerable research has been orientated towards 
alternative fuel sources. While fossil fuels continue to be the principal sour- 
ces of energy in the U.S., they are generally nonrenewable. Therefore, 
renewable resources such as biomass have received, and will apparently 
continue to receive, much interest as a feedstock for energy conversion 
systems. Two of the potentially high yielding methodologies are the 
production of ethanol and methane from anaerobic digestion of biomass 
crops. Methane production from biomass sources has been estimated to 
have the potential of meeting approximately 25% of the annual natural gas 
demand (Isaacson, Haynes, and Chynoweth [2]). The two basic methods 
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for producing methane from biomass are anaerobic digestion and 
thermochemical gasification. 
The anaerobic digestion procedure is receiving considerable emphasis 
and is the methodology chosen by the Gas Research Institute for funding 
of research and development for biomass systems (Isaacson et al. [2]). For 
large scale production systems, biomass storage and conversion will most 
likely occur at the production facility. An anaerobic conversion procedure 
which has received considerable attention in these large research projects 
relies on a batch production process (Sofer and Zaborski [3]). With this 
method, the digester is filled with biomass, an inoculum such as swine 
manure is added, and the digester sealed and left to produce methane by 
microbial action. The rate of gas production from a digester declines over 
time as the structural and non-structural carbohydrates in the biomass are 
broken down and converted to methane. Because of the slow rate of 
methane production, the fixed capacity of the digesters, and the discrete 
harvest times of the agricultural crops providing the biomass, biomass 
must be stored during the conversion planning horizon. Since stored 
biomass degrades significantly over time, the times at which batch 
replacements occur can have a major impact on the total gas produced 
from a fixed quantity of biomass. 
Deuermeyer, Lee, and Curry [ 1 ] formulated the scheduling of successive 
batches for biogas production as a perishable inventory/production 
problem. For their analysis, inventoried raw material which decays in 
storage is used to produce a nonperishable biogas final product. They 
assumed a single feedstock available at the start of the planning horizon, 
an exponential decay rate of stored biomass, and an exponential biogas 
production rate function. Their algorithm for obtaining the batch residence 
times resulted in a recursive relationship that was shown to hold between 
the optimal times of consecutive batches. 
In practice, it is likely that two feedstocks will be utilized for the produc- 
tion facility. If an agricultural crop such as sorghum is used, the production 
costs can be significantly reduced by double cropping (i.e., having two dis- 
tinct harvesting times). Another approach for reducing the storage costs is 
to utilize a second feedstock such as Napier grass which can be grown on 
marginal lands and harvested when the primary feedstock is unavailable. 
The generalization from a 1-feedstock to a 2-feedstock problem imposes 
a significant structural change to the optimal scheduling problem. In 
addition to determining the optimal biomass residence times in the digester 
for both feedstocks, the amounts of time the production facility is used for 
digesting the various feedstocks are also decision variables. The purpose of 
this paper is to develop a dynamic programming procedure that can be 
used for scheduling a 2-product perishable inventory/production problem. 
The key to the procedure is an unusual time transformation. The dimen- 
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sionality of the dynamic programming solution procedure is reduced by the 
transformation which allows for the splitting of the time allocation for one 
of the feedstocks to accommodate temporarily switching to a fresh 
feedstock. 
PROBLEM DESCRIPTION 
The situation to be considered is the scheduling of batches from two sup- 
plies of feedstock over a single planning horizon (such as one year) in 
order to maximize total gas produced from the biomass. (We will restrict 
our consideration to batch residence times of integer days.) The first sup- 
ply, Product 1, is available for processing at time zero, and the second 
arrives at a known time T in the future. Product 1 yields N, batches of 
biomass and Product 2 yields N, batches. If a batch of Product i remains 
in the digester for t units of time, then its production output is given by 
g,(r). While Product i is in storage for t time units, its decay function is 
given by h,(t). Thus, for example, if a batch of Product 1 is scheduled to 
begin at time t, and remains in production for a length of time t,, then the 
total quantity produced per unit biomass from that batch would equal 
h, (t,) g,( tz). In general, a schedule will consist of first using n, batches of 
Product 1 with digester esidence times given by r,,,..., r,,n,, then n, batches 
of Product 2 with digester residence times t,, ,..., t2.n2, and finally n3 batches 
of Product 1 with digester esidence times t,, ,..., t3,n, such that n, + n3 6 N,, 
n2<N2, and t,, + ... +t 3,n, < T, where T is the length of the planning 
horizon. The explicit mathematical statement for the 2-feedstock problem is 
T, + T,+ ‘2’ f3k 
k=l 
subject to 
,;, t,, = T,, 
T, + Tz + T3 = T, 
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0 < n, , n3 < N, and integers, 
0 6 n2 < N2 and integer, 
n,+n,<N,, 
tu, t3i > 0 and integers, for i = 0 ,..., N, , and 
t2i 2 0 and integers, for i = 0 ,..., NZ, 
where N, , N2, t, and T are known constants, and where a summation from 
1 to 0 equals zero. 
ANALYSIS 
Due to the partial separability of the problem, decomposition is a 
natural approach. Suppose that (T,, T,, T3) are fixed. Then define the 
production functions 
P,(T,, T2, T,)=maximize f h {,=, 1 (;i: tlk)g,(tl.) 
+ 2 h, 7’1 + T2 + ‘2’ f3k (2) 
i=l k=l 
subject to 
k=l 
n, +n3<N,, 
n,, n 3, tlk, t3k 2 0 and integers, and 
i- 1 
PZ( T,, T2) = maximize 
subject to 
T, --z + c t2k 
k=l 
n,, t2k 2 0 and integers. 
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Given (T,, T,, T,), the function P, specifies maximal gas production 
from Product 1 and P2 is the maximal gas production by Product 2. Notice 
that since the value T- T, - T, may be substituted for T,, the pair 
(T,, T,) specifies the three intervals. The master problem determines the 
correct value of (T,, T,), and is defined by 
Maximize {P,(T,, T,, T- T, - T2)+ P2(T,, T,)} (4) 
subject to 
T, + T, d T, 
For each iteration of the master problem, the values for P, and P, must 
be computed for the given value of (T,, T2). Dynamic programming offers 
an efficient and general approach for solving the two subproblems and the 
master problem. To motivate the approach, we shall describe the procedure 
for solving P, first. The dynamic program is based upon backwards recur- 
sion, with each stage allocating a single batch of biomass to the digester. 
Each stage begins with an amount of time t to allocate (i.e., the state 
variable), and stage n means that there are n batches of Product 2 
remaining. Thus, f:(t) denotes the maximal gas produced from Product 2 
with n batches of the product remaining to allocate during r units of time. 
In Fig. I, notice that the interval of length t is measured back from the 
right end of the supply 2 window, while the current allocation, x (see 
Eq. (6)) is measured from the left end. 
The recursion for Product 2 is defined by 
f:(c T,, TJ = MT, + T, - t - 5) gz(r) for t = O,..., T,; (5) 
and for n = 2 ,..., N,, and t = 0 ,..., T,, 
.f‘t(c T,, TA=Oy;i (MT,+ T,-f-z)gz(x)+ff, ,(r--x: T,, T,)}. (6) . -. 
W T, - T2 W T3 4 
t I * 1 I 
0 r T 
k T,+T2-t-2 - t - 
FIG. 1. Schematic showing variables used for Product 2 dynamic programming for- 
mulation. Production occurs in window measured by x for a batch that has been in storage 
for a length of time equal to T, + T, - t-7. 
409,125 I-14 
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Given (T,, T,), the above problem is a standard knapsack dynamic 
program. In the typical case where h2 and g, are based upon exponential 
decay and declining production rate, the problem is the same as studied by 
Deuermeyer et al. [ 11. A very efficient dynamic programming algorithm 
was developed by these authors for this special case. 
Evaluating P, is the most difficult part of the overall procedure, and it is 
here that an unusual dynamic programming formulation is utilized. The 
key is that n, and n3 as well as the residence times in intervals 1 and 3 are 
determined implicitly. In the straightforward approach, n,, n3, {tIk), and 
{t,,} would be variables, resulting in a very large multidimensional 
dynamic programming problem. To circumvent this problem, we move the 
interval [0, T,] to the end of the planning period making the intervals over 
which Product 1 is utilized contiguous as in Fig. 2. Now a carefully con- 
structed single dynamic program for Product 1 can jointly determine all 
values, with the two separate windows considered implicitly. The only cost 
of this modification is the attendant complexity of notation. 
The following defines the return function for solving P, when 1 batch 
remains to be scheduled and with t time units available to allocate to the 
batch, given a fixed value of T,: 
h,(T, - t) g,(t), for O<t<T,, 
max{g,(T,),h,(T+T,-t)g,(t-T,)}, for T, < t d T. 
(7) 
When t d T,, the batch is assigned to interval 1 (top branch in (7)); 
otherwise, when t > T,, it is possible for the batch to be placed in either the 
first or third interval. The two possibilities are evaluated in the second part 
of the above definition. The general recursion also consists of two parts, 
depending upon t being in [0, T,] or in (T,, T]. That is, for t = 0 ,..., T,, 
f;(t; T,)=om;$r {h,(T,-t)g,(x)+ff,p,(t-x;T,)), (8) . . 
I I i 
Tl T2 T3 
r PRODUCT 1 
I 
I 
T2 L T3 Tl 
3 
FIG. 2. The time transformation for optimizing Product 1. The top axis shows the original 
problem. The bottom axis shows the transformed axis to be used in the Product 1 dynamic 
program. 
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while for t = T, + 1, T, + 2 ,..., T, 
=max .ft(T,; T,), max {h,(T+T,-t)g,(.~)+ff,~, (t--u; T,)) 
O<X<t i 
(9) 
Notice that the recursion differs depending upon which of the windows 
[0, T,] or (T,, T] contain t. In the first case, the batches actually get 
scheduled in the first interval, while in the second, some batches may be 
assigned to the final interval. Thus, the decay factor is different for these 
two situations. Additionally, in the second case, we need to also consider 
two possibilities, which in turn requires a comparison between two return 
functions. In the case for t > T, , if 
fl(T,; T,)zO~-~~,{h,(T+T,-t)g,(x)+f! ,(t-.u;T,)}, . . 
then the nth batch is assigned to the first interval. 
The final schedule is determined from Eq. (4), which again can be greatly 
simplified. The dynamic programming formulation for Product 1 does not 
directly involve T,. Although it might be unreasonable to assume an 
exponential production rate, it is reasonable to let the decay function be 
exponential. With exponential decay, the optimization problem is 
maximize{f &(T- T,; T,) + h,(T, - T),ffJ TZ; T,, T)) 
subject to 
(10) 
T, + T, d T, 
~6 T, d T, 
0 ,< T, < T. 
At first glace, Eq. (4) seems to indicate that for every combination of T, 
and T,, the dynamic programming procedure must be repeated. However. 
Eq. (10) shows that the dynamic program needs to be repeated only as T, 
varies. 
EXAMPLE 
To illustrate the scheduling algorithm developed in the previous section, 
consider a system with digester capacity of 1,000 tons of biomass. At the 
start of the planning period, 4,000 tons of Product 1 are available. After 5 
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units of time, 2,000 tons of Product 2 will be available. The planning 
horizon is 24 units of time. The decay rates for both products are exponen- 
tial with parameters 0.05 and 0.06, respectively. Thus, for example, 
Product 1 would lose 70% of its productive potential through decay over 
the planning horizon. The production functions are defined as follows: 
0 
g1(x)= 70(1 -exp {-(x-0.5)}) i 
if xGO.5, 
if x20.5, 
g2(x)= 140(1 -exp {-0.7(x-0.5)}) i 
0 if xGO.5, 
if x20.5. 
The value for T, must be fixed before the dynamic programming 
algorithm can be used. The tables below refer to the case for which T, = 5 
TABLE I 
Product 1 
Time 
Batch 1 Batch 2 Batch 3 Batch 4 
remaining 
0 0.00 0 - 0.00 0 - 0.00 0 - 0.00 0 - 
1 22.55 1 1 22.55 1 1 22.55 1 1 22.55 1 1 
2 46.81 2 1 46.81 2 1 46.81 2 1 46.81 2 1 
3 58.14 3 1 71.76 2 1 71.76 2 1 71.76 2 1 
4 
5 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
64.58 4 1 98.53 
69.22 5 1 112.52 
I-- 
69.22 5 1 112.52 
69.22 5 1 112.52 
69.22 5 1 112.52 
69.22 5 1 112.52 
69.22 5 1 112.52 
69.22 5 1 112.52 
69.22 5 1 112.52 
69.22 5 1 112.52 
69.22 5 1 112.52 
69.22 5 1 112.52 
69.22 5 1 112.52 
69.22 5 1 112.52 
69.22 5 1 112.52 
69.22 5 1 112.52 
69.22 5 1 113.86 
69.22 5 1 116.14 
69.22 5 1 118.55 
69.22 5 1 121.08 
69.22 5 1 123.74 
2 1 98.53 
2 1 126.14 
2 1 
2 1 
2 1 
2 1 
2 1 
2 1 
2 1 98.53 
2 1 126.14 
2 1 134.86 
2 3 144.24 
3 3 148.62 
4 3 151.11 
5 3 156.04 
6 3 161.13 
2 1 142.39 7 3 
2 1 143.96 8 3 
2 1 145.58 9 3 
2 1 147.28 10 3 
2 1 149.06 11 3 177.83 
2 1 150.94 12 3 181.21 
2 1 152.91 13 3 184.75 
2 1 154.98 14 3 188.45 
15 3 157.15 15 3 192.35 
16 3 159.44 16 3 196.44 
17 3 161.85 17 3 200.75 
18 3 164.38 18 3 205.27 
19 3 167.04 19 3 210.02 
2 1 
2 1 
1 3 
2 3 
3 3 
4 3 
2 3 
3 3 
3 3 
3 3 
4 3 
4 3 
4 3 
4 3 
4 3 
4 3 
4 3 
4 3 
4 3 
4 3 
4 3 
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TABLE II 
Product 2 
Batch 1 Batch 2 
Time 
remaining fi XI /-* -x2 
0 0.00 0 0.00 0 
1 32.52 1 32.52 1 
2 76.02 2 76.02 2 
3 102.59 3 113.24 2 
4 120.47 4 161.73 2 
5 134.00 5 193.60 2 
6 145.49 6 
7 156.18 7 250.89 3 
8 166.73 8 273.62 4 
9 177.51 9 
\ 225.42 3 
296.62 4 
10 188.74 10 318.17 4 
11 200.54 11 339.53 4 
12 213.01 12 361.42 4 
13 226.21 13 384.24 4 
14 240.22 14 408.25 4 
15 255.09 15 433.62 4 
16 270.87 16 460.50 4 
17 287.62 17 489.02 4 
18 305.40 18 519.27 4 
19 324.29 19 551.39 4 
(its minimum possible value). We begin by looking at Product 1. An 
indicator variable, 6,, is used to indicate if the batch to be allocated should 
be in interval 1 or interval 3. The optimum values for the decision variables 
and return functions are given in Tables I and II. 
Given the dynamic programming tables, the next step is to determine the 
optimum value for T,. Optimizing according to Eq. (lo), we obtain T, = 9 
with an optimum value of 407.90. The entire procedure must be repeated 
for each possible value of T, so that the optimum value of T, can be deter- 
mined. It turns out for this example that T, = 5 is optimum. 
The final solution is now obtained by making the forward pass using the 
dynamic programming tables above for Products 1 and 2. Since T, = 9, we 
have that T, + T, = 15 and thus the times for the Product 1 batches are 
given as x,(15)=4, x,(11)=6, x2(5)=2, and x,(3)=3. For Product 2 we 
have x2(9) = 4 and x,(5) = 5. Therefore the schedule in chronological time 
is according to the following table: 
Variable t,, = 2 l,z=3 I*, = 4 I - 5 r,,=4 22 132 - 6 
Start time 0 2 5 9 14 18 
Product type 1 1 2 2 1 I 
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CONCLUSIONS 
This paper considers the scheduling of biomass from two feedstocks into 
a batch digester so as to maximize the total gas produced. The problem is 
important and realistic since multiple feedstocks are currently an approach 
to reduce the storage requirements of a digester facility. While biomass to 
biogas conversion is not yet economical, the potential benefits provide the 
merit for studying such systems. Analysis of the operational control is a 
necessary component to economical production of biogas. 
From the technical viewpoint, the solution scheme presented here is 
based on a novel and carefully constructed hierarchy of dynamic programs. 
The resulting technique is computationally feasible and each level of the 
hierarchy has a single dimensional dynamic program. Thus this approach 
makes it possible to study the interaction between batches of biomass from 
differing feedstocks and how these batches may be interleaved over time to 
achieve maximal gas production. 
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