Multispectral images are composed of a series of images at di ering optical wavelengths. Since these images can be quite large, they invite e cient source coding schemes for reducing storage and transmission requirements. Because multispectral images include a third (spectral) dimension with nonstationary behavior, these multilayer data sets require specialized coding techniques.
Introduction
A wide variety of modern signal processing applications involve the use of multidimensional data. These can range from medical imaging to remote sensing applications to simple video sequences. Many multidimensional data sets can be characterized as an image consisting of vector valued pixels. The data can be modeled as a stationary random process across the image, where each pixel is a random vector with correlated components. A common example of such a data set is color imagery, where each pixel is characterized by three scalars representing its red, green, and blue components. A second example is multispectral imagery gathered from remote sensing platforms. These systems gather data from a single area of the earth's surface at a number of optical wavelengths. For some systems each pixel can consist of as many as two hundred spectral components 1].
A primary concern when dealing with data of this sort is the large size of a typical data set. A color image is three times the size of the corresponding monochrome image in raw (uncompressed) form. Multispectral images can easily be an order of magnitude or more larger. In order to store and transmit this data in an e cient manner, a coding scheme must be devised that takes advantage of the unique structure of such data sets.
Since each spectral wavelength of a multispectral image may be thought of as a monochrome image, we will rst review methods used for monochrome image coding. Monochrome image compression systems often employ a two dimensional transform 2]. The Karhunen-Lo eve (KL) transform is optimal for the square error distortion measure 3]. Unfortunately, the KL transform is both data dependent and computationally expensive. Since the transform is data dependent, the transform parameters must be transmitted along with each coded image. In some instances this overhead information can require a signi cant number of bits.
In practice, two dimensional frequency transforms are often used to approximate the optimal KL transform 3, 4, 5] . If the data can be assumed to be spatially stationary, these transforms are asymptotically optimal. In fact, this assumption is quite reasonable for most images since there is no a priori reason to assume the image statistics should be dependent on absolute spatial location. For example, in a randomly chosen image there is little reason to expect the center of the image to behave di erently from the other image regions.
Two types frequency transform are commonly used. Block frequency transforms, such as the discrete cosine transform (DCT) 6], split the data set into blocks and perform a separate frequency transform on each data block. Alternatively, the QMF subband decomposition 7] uses multirate ltering to divide a data set into a sequence of frequency subbands. One added advantage of subband decomposition is that it avoids the blocking artifacts which are often visible in the reconstructed data 7] .
For the coding of multispectral images, a three dimensional frequency transform could be used in place of the data dependent KL transform 8]. Unfortunately, this approach is no longer theoretically justi able since the multispectral data is not stationary in the spectral dimension. For example, some spectral wavelengths will behave di erently than others due to the physical characteristics of the scene and the intervening atmosphere.
The problem of reducing the necessary data requirements for multispectral imagery has been considered by di erent researchers for a number of years. Wintz and his associates considered both lossless and lossy compression techniques 9, 10]. Other proposed coding methods used data clustering 11, 12] or reduced the dimensionality of the image 13, 14] . Mailhes, Vermande, and Castanie 15] suggest a spectral compression technique based on a parametric characterization of each vector-valued pixel. Saghri and Tescher 16] and Epstein, Hingorani, Shapiro and Czigler 17] have suggested a method in which the spectral bands are rst decorrelated by performing a one dimensional KL transform across them. Each transformed band is then treated as a monochrome image and is coded accordingly. This method of coding is similar to that commonly used for color image compression in that it consists of a data transformation followed by monochrome image coding on the transformed data layers 18, 19] .
More recently predictive vector quantization has been studied as a method for multispectral image coding 8, 20, 21, 22] . This approach does not require the data to behave according to any prede ned model, but does require some technique for generating a codebook and computing the prediction coe cients 23]. Since a codebook search is required for each transmitted vector, this method can prove to be quite time-consuming for large codebooks.
In this paper, we implement multispectal image coders based on a novel theory of optimal transforms for multispectral data. Our theory is applicable to the optimal coding of any three dimensional Gaussian data which is only stationary in two dimensions. The analysis makes few assumptions about the data and, in particular, remains valid when the data is not separable.
The proposed transform is composed of two steps. First, a block spatial frequency transform is computed for each spectral band. Next, at each spatial frequency, a separate KL transform is computed across spectral bands. We prove that the rate distortion performance of this transform converges to that of the optimal three dimensional KL transform as the block size becomes large. We also show that for the special case of a separable process, this proposed transform is equivalent to the previous methods of 16, 17] .
Our implementation of the multispectral coder uses subband lters in place of the block frequency transform of the theorem. A separate KL transform is then computed for each subband. We choose subband lters to avoid the block coding artifacts that could be undesirable in applications of multispectral data such as segmentation. The subband lters also allow the frequency domain to be divided into bands of various sizes.
We implemented two new multispectral coders. The rst coder employs a subbanding scheme that divides the image layers into complex subbands 24]. This is required in order to represent both the magnitude and phase associated with each spatial frequency.
The second coder uses conventional real subband lters instead of the complex ones. This algorithm is shown to result from somewhat more restrictive assumptions about the data behavior, and is not appropriate when spectral bands are misregistered spatially. However, the second coder results in less computation and is found to outperform the more general algorithm on real data due to the e ects of nonideal subband lters.
We present experimental results which indicate that this approach can improve performance over existing methods without signi cantly increasing computation. We also look at the e ect of coding on classi cation accuracy of a multispectral image. Since this is a common use of multispectral data, this measurement helps to verify the performance of quality measures such as mean square error.
Optimal Compression of Multilayer Data
We would like to code a three dimensional data set that can be modeled as N 2 layers, where each layer is a two dimensional image. The pixel statistics of each layer are assumed to be independent of location, but they may vary from layer to layer, as illustrated in Figure 1a . Thus, the model is a three dimensional random process that is stationary in two of the dimensions but possibly nonstationary in the third. Although the actual data is three dimensional, we will analyze the two dimensional analog of the model illustrated in Figure 1b . This will reduce the notational complexity.
Suppose the data to be compressed consists of a real two dimensional second order Gaussian random eld with zero mean. As illustrated in Figure 2 , the data set is divided into blocks across the rst dimension as a prelude to block transform coding. Denote a single N 1 -length block of data by X(r; s) r = 0:::N 1 ? 1; s = 0:::N 2 ? 1. We will assume that the data layers of X(r; s) are jointly stationary. Thus, X(r; s) is stationary in the index r, but not necessarily in the index s. Therefore, the autocorrelation function for X has the We note that since R x does not have a product form, X is not in general separable.
Using a square error distortion measure, the optimal coding scheme can be implemented as in Figure 2 The coe cients ( ) of the transform can be computed using the eigenvector equation where the values (m; n) are the eigenvalues and (m; n; ; ) are the corresponding eigenvectors of the autocorrelation R x . The transformed data Y ( ) is uncorrelated, and the variance of each Y (m; n) is the corresponding eigenvalue (m; n). Note that since X(r; s) is a real random process, the orthonormal transformation is real and each of the ( )'s is real and nonnegative.
Each of the transformed components is sent to a separate coder, which is assumed to do optimal quantization and coding. Since the statistics of the data do not vary from block to block, the transformation is the same for each data block. The corresponding coe cients from a sequence of blocks are then quantized and coded as a vector.
The rate distortion characteristic of this system can be written parametrically (2) can also be shown to represent the rate distortion bound for the data set X(r; s) at the given block size N 1 . This result is based on the one dimensional expression derived by Kolmogorov 25] and also presented in Berger 26] , which can be extended to multiple dimensions as shown by Hayes, Habibi, and Wintz 27]. Unfortunately, this direct KL transform approach is impractical for three dimensional multispectral data. This is because the determination of the KL transformation requires the solution of a system of equations dependent on the autocorrelation of the data. Since the autocorrelation is data dependent, the transform matrix cannot be computed and stored in advance. Therefore, the receiver must be sent the transformation matrix in order to reconstruct the original data; this requires considerable overhead for the three dimensional case.
Our approach is to exploit the partially stationary nature of the data model by using a partially separable transform structure as shown in Figure 3 . This approach rst transforms X(r; s) along the r coordinate to form U c (m; s) and U s (m; s) corresponding to the sine and cosine components. Next a series of one dimensional KL transforms is applied to both the sine and consine components along the s coordinate to form Z(m; n).
We will use the discrete time Fourier series (DTFS) for the rst transformation B. To Notice that for m = 0; N=2, we have de ned b s (m; r) = U s (m; s) = 0 to simplify notation. We must next choose the transformation for use along the index s. Because the second index s is not associated with stationary behavior, we would not be justi ed in using a frequency transform for . Also, since the autocorrelation function is not separable, each of the m 's must be computed independently. Therefore, we will choose each m to be the KL transform of the data at the corresponding spatial frequency. Note that the DTFS produces both a sine and cosine term at each spatial frequency, therefore the KL transform must use both these terms. To accomplish this, we will de ne the new data W formed by 2 the values of Z(m; n) for which n N 2 may be assume to be zero. This is due to the fact that the corresponding values of W(m; n) are all zero.
Since the input data is zero mean Gaussian, the Z(m; n)'s are also zero mean and Gaussian. Let 2 m;n R z (m; m; n; n) E Z(m; n) 2 ]. Then the rate distortion characteristic achieved by this separable implementation can be expressed as:
o where log(0) is taken to be negative in nity.
In Appendix A, we prove the key theorem that the partially separable transform's performance approaches the optimum as the block size N 1 grows large. This result only depends on two technical conditions which disallow covariance functions with unusually slow decay rates.
Theorem 1 Given the second order Gaussian random process X(r; s) and the transformations and notation de ned above, assume that 8 s 1 ; s 2 In order to better interpret this result, some historical context is useful. It has long been recognized that frequency transforms tend to decorrelate stationary processes 28]. Later, it was shown that frequency transforms have asymptotically optimal performance in a rate distortion sense 30, 31, 26, 3] . This second statement is much stronger since, for example, an orthogonal transformation based on long random sequences will decorrelate data, but will not approach optimum performance in a rate-distortion sense.
The asymptotic optimality of frequency transforms may be proved by analyzing the Toeplitz covariance matrices which must result from stationary processes. Grenander and Szego showed that eigenvalues of these Toeplitz matrices may be approximated by their circulant equivalents 30, 31] . Since the KL transform for any circulant covariance matrix is simply a DFT, it is not surprising that frequency transforms approximate the KL transform for stationary processes. Later, Sakrison extended this result to two dimensional stationary processes, or equivalently Toeplitz block Toeplitz matrices 32].
Our result shows that frequency transforms may also be employed to achieve asymptotically optimal rate-distorion performance when only one dimension is stationary in a two dimensional process. This is essentially equivalent to proving a result about the asymptotic eigenvalue distribution of a block Toeplitz matrices in which the blocks are not Toeplitz. 3 Implementation
In this section, we will describe three speci c implementations of a multispectral image coder based on the partially separable transformation of Section 2. The rst algorithm (CSM) makes the weakest assumptions about the data's behavior, but it su ers from several implementational drawbacks. The second algorithm (RSM) assumes that the cross-correlation between subbands is a symmetric function. We found this method to have the best performance on real data. The third algorithm (RSS) makes the overly restrictive assumption that the data is separable. While still image coders often use distortion measures which are matched to human visual sensitivity 2], we choose to use a simple MSE distortion measure in this work. This distortion measure is appropriate since multispectral images are often processed by computers using a variety of application dependent algorithms. We note that any quadratic distortion measure may also be used by simply transforming the data appropriately before coding 33, 34].
Complex subbands with multiple KL transforms (CSM)
Although the proof of Theorem 1 assumes a block DTFS is used as the rst transform, any of a variety of frequency transforms will work. We choose to use QMF subband decomposition because it removes the e ects of block boundary artifacts that are common in block transform methods 7] . These block artifacts could be undesirable in the many applications which require segmentation of multispectral images. Subbanding
The result of Theorem 1 depended critically on the use of both cosine (in-phase) and sine (quadrature) components of the signal at each spatial frequency. Intuitively, this is because the KL transform exploits the phase as well as the magnitude at each frequency. Unfortunately, conventional subband decomposition methods divide the signal into real subbands as illustrated in Fig. 4a , so they do not explicitly produce this phase information at the output. In order to explicitly generate both magnitude and phase components, we must use complex subband lters with asymmetric frequency response as shown in Fig. 4b . We will refer to this approach as the complex subbanding (CSM) method. Speci cally, we use the design procedure of Swaminathan and Vaidyanathan 24] to design two dimensional separable lters. This procedure employs a parallel lter bank that divides the signal into multiple subbands simultaneously. The parallel structure is required in this application to minimize phase error due to aliased components in the image subbands. Figure 5a shows how the two dimensional discrete frequencies are broken up into 64 square blocks or subbands. Due to the conjugate symmetry of the frequencies, the shaded subbands are completely determined by the unshaded subbands and thus need not be computed. Of the remaining subbands, those that are purely real are designated by \r" and those that are complex by \c". Note that if each complex component is counted as two data values, the amount of data at the output of this transformation is equal to the amount at the input.
Since Theorem 1 states that the partially separable transform becomes optimal as the Alternatively, larger subbands can increase the amount of phase variation across a subband. This phase variation reduces the e ectiveness of the KL transform which will be applied across spectral components. By choosing the subbands to have equal size at each spatial frequency, we minimize the degradation in performance in each subband. Keeping in mind that the output of the analysis lters is subsampled by a factor of 8, a bank of 32 tap lters was chosen for the analysis stage. This leads to 176 tap synthesis lters 24] . The large synthesis lters are required to minimize reconstruction error in the image. In order to constrain the one dimensional lter outputs to have the same number of samples as the inputs, we applied circularly symmetric boundary conditions at the image edges. The mean of the lowest order subband (! = 0) is computed, quantized, and subtracted, so that all subbands have mean zero. The quantized means are then included as overhead in the coded images.
KL transform
As indicated in Figure 6a , the KL transform is computed across spectral bands after the subband decompositions. This is done by taking corresponding pixels in each spectral band, forming a possibly complex spectral vector, and performing the appropriate linear transformation. The spectral vectors in the subband are used to compute a sample autocorrelation matrix, which is then used to compute the KL transform for that subband. Although the KL transforms must be stored along with the image, they are only one dimensional, so they do not generally represent a substantial amount of overhead data.
In general, the spectral vectors will be complex. However, because these vectors are samples from the complex envelope of jointly stationary bandpass signals, it may be shown that E T ] = 0 where is a spectral vector. This result follows immediately from a similar result proven for the case of samples from the complex envelope of a single stationary bandpass process 35]. This fact allows substantial simpli cations, since the KL transform can then be computed using an estimate of the complex autocorrelation matrix E ] where is the conjugate transpose of 35, 36] . Thus, the sample autocorrelation matrix is a N 2 N 2 complex matrix rather than a (2N 2 ) (2N 2 ) real matrix. This complex autocorrelation will have complex eigenvectors, so the KL transform will also be complex.
Quantization
We next need to determine the optimal values of the quantization step size for each KL coe cient of each subband. Since the KL transform is an orthonormal linear transformation, each KL coe cient for a given subband is quantized using the same quantization step size. Thus, we only need to consider the rate allocation among the various spatial frequency subbands. The optimal subband rate allocation for real subbands is derived by Nanda and These relationships were also derived by Antonini, Barlaud, Mathieu, and Daubechies 38] for the special case of octave-based subbands (or equivalently, a wavelet transform). Using these relations, the optimal coding parameters for a real subbanding system are given by:
This result can be extended to the case of complex subbands by noting that if the signal is decomposed into both real and complex subbands, the total rate and distortion are given by the following equations. Notice that the total distortion depends on twice the distortion from the complex subbands. This results from the fact that a complex band determines both positive and negative frequency components in the reconstructed signal. Using these revised equations, the optimal coding parameters are given by Note that we use these coding parameters for uniform PCM quantization instead of optimal vector coders, so they are actually only suboptimal for our implementation. Since the coding parameters are proportional to the mean square distortion per sample, the quantization step size is chosen as Notice that an additional factor of 1 p 2 is introduced for the complex subbands. This accounts for the fact that the quantizer is applied to both the real and imaginary components of each subband.
Coding
The quantized data is coded by sending it through a multialphabet arithmetic coder. The coder is a multiplication-free implementation developed by Rissanen and Mohiuddin 39] . An arithmetic coder is used because it allows the encoder to adapt somewhat to changing data statistics. The symbol alphabet consists of multiplication factors for the coe cients that are not quantized to zero, and zero runlengths for the rest. The quantized data in each subband is ordered and the appropriate alphabet symbols are sent to the coder. The total number of bits required are computed to determine the bitrate.
Real subbands with multiple KL transforms (RSM)
The CSM algorithm described in the previous section su ers from several implementational drawbacks. The large synthesis lters cause reconstruction to proceed quite slowly. Also, the implementation tends to cause increased MSE due to quantization error which falls in the transition bands.
One possible simpli cation is to replace the complex subbands with real subbands. The FIR lters required are considerably shorter, and the reconstruction is less sensitive to quantization errors in the frequency domain. In fact, as we show in Appendix B, if the cross-correlation between spectral images is a symmetric function of spatial o set, then the phase information is not required in order for Theorem 1 to hold. More speci cally, if R x (r; s 1 ; s 2 ) = R x (?r; s 1 ; s 2 ) then the sine and cosine components may be transformed by separate KL transforms. This assumption is often reasonable for multispectral data if the data layers are not misregistered in their spatial alignment. Intuitively, the phase information determines the amount of shifting at each spatial frequency. Figure 6b shows this algorithm, which we will refer to as RSM (Real Subbands with Multiple KL transforms). The implementation uses a real octave-based subbanding scheme similar to that proposed by Gharavi and Tabatabai 40] . Since subband phase is not used in this method, it was found that subbands of nonuniform bandwidth gave superior performance. Figure 5b shows the structure of the decomposition. The QMF lter prototype is an 8 tap FIR lter designed by Johnston 41] , and edge e ects were handled by using the symmetric extension of Smith and Eddins 42].
For each subband, a sample covariance matrix is computed across spectral bands. Since the subbands are real, the covariance matrices and their associated KL transforms are also real. The remaining quantization and coding steps for this RSM algorithm are implemented in the same way as for the CSM algorithm described above. Figure 6c illustrates, the RSS (Real Subbands with Single KL transform) algorithm obtained by performing a single KL transform along spectral bands. Notice that, unlike the previous methods, the KL transform is performed before the spatial subbanding. This approach has been proposed by several researchers 16, 17] and is equivalent to assuming the the data is separable along the dimension of the multispectral bands.
Real subbands with single KL transform (RSS)
Speci cally, if the three dimensional autocorrelation function has the separable form R x (r; s 1 ; s 2 ) = f(jrj)g(s 1 ; s 2 ) then this method is asymptotically optimal. This is easily shown by using separable eigenvectors of the form (m; n; r; s) = 1 (m; r) 2 (n; s), and decomposing the double sum of (1) into a product of sums.
In general, this assumption is less realistic for multispectral data. For example, some spectral bands may have di erent spatial frequency content, leading to di erent sample covariance matrices for each subband. In this case, the data is not separable, and cannot be made separable by spatially registering spectral bands.
The RSS algorithm is implemented using the same subbanding, quantization and coding as used with the RSM algorithm. Since only one KL transform is used, the RSS method requires less overhead data than RSM or CSM. However, we have not found overhead to signi cantly a ect the total bitrate.
Computationally, there is little di erence between RSS and RSM, while both require much less computation than CSM. The RSM and RSS algorithms require the same computation for forming the sample covariance matrices, but RSM requires that 9 additional eigenvalue decompositions be performed per image.
Simulation Results
In this section we compare the proposed algorithms with two additional compression algorithms. The rst algorithm takes advantage of spectral redundancy only by performing a single KL transform across spectral bands for the entire image and quantizing the resulting data. The second additional algorithm performs the octave-based subbanding scheme on each spectral band separately and thus only takes advantage of the spatial redundancy in an image. These two additional implementations serve as performance baselines to show the advantages of taking into account all redundancy in the image.
The distortion measure used in the following plots is peak signal-to-noise ratio (PSNR) rather than MSE. Since all of our test data uses 8 bit spectral bands, this is computed from MSE by the formula PSNR(dB) = 10 log 10 255 2 MSE ! where the 255 2 represents the peak signal energy for 8 bit data.
Performance comparison
The algorithms were tested and compared on four di erent multispectral images. The results for the rst three are in this subsection, while the fourth is used to test classi cation results. The rst data set is a two band synthetic image, which has been designed to illustrate an instance in which the simpli ed algorithms are not justi ed. The rst spectral band is an 8 bit image consisting of white Gaussian noise with mean 127 and variance 1600 (standard deviation of 40). The second band is identical to the rst except that the entire image is circularly shifted by one row. This is an extreme example of a situation in which the phase associated with each spatial frequency is critical. The cross-correlation function is clearly not symmetric since the correlation coe cient corresponding to a shift of a single row in one direction is unity, while any other correlation coe cient is zero. As a result we expect the CSM algorithm to outperform the simpli ed versions. Although this image is a synthetic image designed to illustrate the drawbacks of the schemes involving real subbands, this sort of phase dependent behavior could exist in real data sets. A multispectral image in which one or more bands is misregistered would, for example, behave in a similar fashion. The rate vs distortion curves in Figure 7a were generated by running each algorithm on the synthetic image multiple times. The original algorithm gives the best performance as expected. The algorithms that perform only spatial or only spectral compression were not run for this image since neither would achieve signi cant compression at high quality levels. Figure 7b shows the rate distortion characteristics achieved by the ve algorithms on a three band SPOT image, where each spectral band contains 512 512 pixels. The spectral bands are well registered for this image, and the KL transform across spectral bands is also largely independent of spatial frequency, so the autocorrelation can be modeled as symmetric and separable. As a result, we expect the two simpli ed algorithms to perform better than the CSM method, which has the aforementioned implementational drawbacks.
From Figure 7b we see that the RSM and RSS algorithms outperformed the rest. Thus, for this particular image, the implementational drawbacks of the complex subbanding scheme outweigh its theoretical advantages. Between the two simpli ed algorithms, the RSM approach produces marginally better results than the RSS method. The multiple KL transforms require more overhead information, but this method decorrelates the data better, leading to a slight improvement overall. Since the computation involved is essentially the same for the two techniques, the one using multiple transforms may be preferable for this image. Figure 8 shows part of a single spectral band from the reconstructed images of several of the algorithms at a bitrate of 0.8 bpp. As indicated by the rate distortion curves, the RSM algorithm produces the highest quality output. The algorithm that only performs spectral compression performs quite poorly, producing many contouring artifacts, while the technique that only performs spatial compression blurs the image. These e ects are especially evident around the cloverleaf near the center of the image. Figure 7c shows the performance results on a three band thematic mapper (TM) image consisting of bands 1, 4, and 6. Band 6 of TM is a thermal band with a larger IFOV (and hence lower resolution) than the other bands. Thus, although the autocorrelation function for this image is nearly symmetric, it is de nitely not separable. As a result, we expect the RSM algorithm, which uses multiple KL transforms, to outperform the RSS algorithm, which uses only a single KL transform.
As illustrated in Figure 7c , the RSM algorithm gives the best performance as expected. As with the SPOT image, the implementational drawbacks of the complex subbanding degrade the CSM algorithm's performance considerably. It is interesting to note that the algorithm using spatial compression only outperforms the RSS algorithm, which precedes spatial compression with a single KL transform. The single KL transform across spectral bands actually degrades coding performance by adding high frequency energy to a band that initially has no high frequency components.
Classi cation results
We would like to know how well the MSE (or, equivalently, PSNR) distortion measure correlates with classi cation accuracy for a multispectral image. Multispectral data is often used to divide a scene into distinct classes in the spatial dimension, where each class is distinguished by the statistical behavior of the data across spectral bands. Thus, classi cation error rates are often a more appropriate measure of distortion than MSE. We have quanti ed the relationship between these two measures for a particular multispectral image by computing classi cation accuracy at a variety of compression ratios. Figure 9a illustrates the rate distortion functions achieved on a multispectral image designated ightline c1. Flightline c1 is a twelve band multispectral image with 949 220 pixels in each spectral band. As expected, the RSM algorithm yield the best performance with the RSS performing slightly worse.
Flightline c1 was gathered by an M?7 airborne scanner and consists primarily of farmland for which ground truth is available. Approximately half a dozen ground cover types were identi ed and labeled in the image for classi cation purposes. The multispectral image analysis program Multispec 43] was used to generate classi cation error rates for the various compression schemes at a variety of PSNR's via a maximum likelihood (ML) algorithm. Figure 9b contains a graph of classi cation accuracy versus PSNR. Since a ML classi er does not use spatial information when classifying the pixels, any operation that tends to spatially smooth the image can actually increase the classi cation accuracy. Thus, only the spectral compression algorithm gives monotonically decreasing accuracy as PSNR drops. Note that although the spatial compression scheme retains higher accuracy for lower PSNR's, the required bitrate is still larger than for RSM or RSS. The CSM algorithm produces lower classi cation accuracy than the two real algorithms, which is consistent with the rate distortion performance.
Conclusion
In this paper we have developed a model for multispectral or multilayer data sets and have used this model to develop three coding algorithms for multispectral data. The rst algorithm, CSM, is based on a theory of asymptotically optimal transforms for well behaved Gaussian random processes which are stationary in two out of three dimensions. The second algorithm, RSM, additionally assumes spatial symmetry of the cross-covariance functions between spectral bands. The third algorithm, RSS, assumes that the multispectral image is separable.
In general, the RSM algorithm gave the best coding performance on real multispectral images with essentially the same computation as the RSS algorithm. While the RSM algorithm is less general than the CSM algorithm, it su ered from fewer implementational coding losses. Given these results, the RSM algorithm may be the preferred choice for lossy multispectral image compression. 
Then R x will be a matrix made up of Toeplitz blocks, where the blocks themselves are arranged in a symmetric (but not necessarily Toeplitz) fashion. The matrixR x will be similar except that the blocks will each be circulant instead of Toeplitz.
We next bound the di erence between R x andR x using the Let A be the linear transformation matrix that maps the N 1 N 2 components of X(r; s) to the N 1 N 2 nonzero values of Z(m; n). The matrix A is formed by the composition of the DTFS matrix B, the KL transform matrix , and possibly a permutation of the elements of Z. Since each of these transforms is orthonormal, A will also be an orthonormal matrix. 
We want to characterize the matrix E. By construction, the diagonal components of E are zero. The components of R z corresponding to m 1 = m 2 ; n 1 6 = n 2 are known to be zero from (8) , and since these components must lie o -diagonal, the matrix D is also zero at these points. Thus, E is also zero at these points. For the remaining components, which correspond to m 1 6 = m 2 , it was shown thatR z = 0, so E = A R x A T at these points. Thus, The de nition of Z(m; n) remains the same with the only di erences being in the limits of summation. We only need to show that with these de nitions of W and Z, R z (m; m; n 1 ; n 2 ) = = 0 for n 1 6 = n 2 R z (m 1 ; m 2 ; n 1 ; n 2 ) = 0 for m 1 6 = m 2 :
If these two conditions hold, then the proof of Appendix A will go through as before.
Clearly, (15) must hold since Z(m; n) is the KL transform of W(m; s) across the second dimension and must therefore decorrelate the data in that dimension. To show that (15) holds consider the form ofR z R z (m 1 ; m 2 ; n 1 ; n 2 ) = 
