Abstract. This paper provides the optimal exponential decay rate of the lower bound for the first positive eigenvalue of the Laplacian operator on a compact Riemannian manifold with a negative lower bound on the Ricci curvature and with large diameter. For manifolds with boundary, suitable convexity conditions are assumed.
Introduction
The aim of this paper is to provide the asymptotically sharp exponential decay rate for the lower bound of the first positive eigenvalue of the Laplacian operator on compact Riemannian manifolds.
Estimates of the first eigenvalue are of particular interest in geometric analysis. For example, a sharp lower bound on the first eigenvalue gives a sharp upper bound for the constant in the Poincaré inequality.
For manifolds with positive Ricci curvature, Ric M ≥ (n−1)k > 0, the first result, λ 1 ≥ nk, was obtained by Lichnerowicz [LZ] . This bound is sharp; it is achieved if and only if the manifold is a round sphere, as shown by Obata in [O] . In terms of diameter, the third author recently proved in [Y] that λ 1 ≥ (n − 1)k/4 + π 2 /d 2 . For manifolds with non-negative Ricci curvature, Li and Yau obtained the lower bound λ 1 ≥ π 2 2d 2 , where d is the diameter of the manifold, using the gradient estimate technique they developed in [L, LY] . Zhong and Yang [ZY] improved this bound to π 2 d 2 , which is known to be sharp. When the Ricci curvature is bounded below by −(n − 1)k for k ≥ 0, Li and Yau in [L, LY] obtained the bound:
These results display the interesting general principle that the scaling invariant d 2 λ 1 can be estimated from below in terms of the dimension n and the scaling invariant d 2 k of the manifold. For manifolds with large diameter d, the Li-Yau estimate shows that d 2 λ 1 has a lower bound which decays exponentially in d with decay rate 2(n − 1) √ k. More background information on first eigenvalue estimates can be found in [SY] .
In this paper, we show that the optimal decay rate is given by
The main results of this article are summarized in the following theorem.
Theorem Let (M, g) be a compact connected Riemannian n-manifold with diameter d and Ricci curvature bounded below as Ric M ≥ −(n − 1)k, for some constant k ≥ 0. 1) If ∂M is empty, and λ 1 is the first eigenvalue of the Laplacian, then
2) If ∂M is nonempty and weakly convex, and λ N,1 is the first eigenvalue of the Laplacian under the Neumann condition, then
3) If ∂M is nonempty and of nonnegative mean curvature in the direction of the outer normal; I is the inscribed radius, and λ D,1 is the first eigenvalue of the Laplacian under the Dirichlet condition, then
More detailed bounds are given in Theorems 1, 2 and 3. We consider closed manifolds in Section 2 and manifolds with boundary in Section 3. In Section 4, we construct examples demonstrating that the exponential decay rate of the lower bound is sharp. However, it is not clear whether the lower order terms in our eigenvalue bound are also sharp.
Throughout this paper, an n-manifold will denote a smooth manifold of dimension n ≥ 2. The first positive eigenvalue will be referred to as the first eigenvalue.
Closed Manifolds
Theorem 1 Let (M, g) be a compact connected Riemannian n-manifold with ∂M = ∅, diameter d, and Ricci curvature bounded below as Ric M ≥ −(n − 1)k, for some constant k ≥ 0. Then, the first eigenvalue λ 1 of the Laplacian satisfies
Proof. Let v be the first eigenfunction such that
Define a function G: M → R by
Note that G is an everywhere defined smooth function due to (1). We first obtain the following upper bound for G:
Let x 0 be a point of M at which G achieves a maximum. Then,
Given a normal orthonormal frame {e i } for T M in a neighborhood of a point of M and a smooth function
where ∇ is the covariant differential operator of the Levi-Civita connection. For convenience, all functions mentioned below will denote their value at x 0 , unless stated otherwise. Choose a normal orthonormal frame {e i } for T M around x 0 such that u i = 0 for i = 1; then u 1 = 0 (or else G is identically 0, and u is constant). The first equation of (4) implies G i = 0, and therefore,
In particular, u 11 = −|∇u| 2 tan u. Taking the Laplacian of the function G · cos 2 u and applying the product rule and Bochner's formula, (4) gives
Using the Schwartz inequality,
Substituting into equation (6), we obtain
Dividing both sides of the above by |∇u| 2 yields
as desired. Now choose points x 1 and x 2 of the compact manifold M such that u(x 1 ) = inf u and u(x 2 ) = sup u . Let γ be a minimal geodesic from x 1 to x 2 . Then,
The last inequality above is obtained by assuming that tan 2β ≥ 3. Solving for λ 1 ,
The right-hand side of (11) is maximized when
For this value of β, one obtains the desired lower bound. Observe that
so the last inequality in (10) is valid 2
Note that if one puts u = 2βv, where v and β are as before, then the same argument as in the above proof gives the following result, analogous to equation (9).
Corollary 1 Let (M, g) be a closed compact connected Riemannian n-manifold with Ricci curvature bounded below as Ric M ≥ −(n− 1)k, for some constant k ≥ 0. If u is an eigenfunction of the Laplacian with eigenvalue λ such that sup |u| = 2β, 0 < β < π 4 , then
cos u.
Remark The above gradient estimate applies to manifolds with boundary under either the Neumann or Dirichlet boundary conditions, as long as sufficient conditions are imposed on the boundary of M to ensure that ∇G = 0 and ∆G ≤ 0 at any point of a maximum of G. Once these two facts have been established, the proof is the same as before.
Manifolds with Boundary
Definition 1 If M is a manifold with boundary, the boundary ∂M is said to be weakly convex if the second fundamental form Π on ∂M with respect to the outer normal is nonnegative definite.
Theorem 2 Let (M, g) be a compact connected Riemannian n-manifold with weakly convex boundary, diameter d, and Ricci curvature bounded below as Ric M ≥ −(n−1)k, for some constant k ≥ 0. Then, the first eigenvalue λ N,1 of the Laplacian with respect to the Neumann boundary condition satisfies
Proof. Let v, u, β, G, and x 0 be as in the proof of Theorem 1. If x 0 is in the interior of M , then we obtain the same gradient estimate (3) as in the proof of Theorem 1. Suppose x 0 ∈ ∂M . Choose an orthonormal frame {e i } for T M around x 0 such that e 1 is the outward normal to the boundary of M . The Neumann boundary condition implies that u 1 = 0. At x 0 we must have G 1 ≥ 0 and G 2 = . . . = G n = 0. Note that
∇ ei e 1 , e j e j u = − n j=2 Π ij u j .
We now compute G 1 at x 0 :
since the boundary is weakly convex. It follows that at x 0 , G 1 = 0 and thus G 11 ≤ 0 (since G reaches a maximum at x 0 ). Thus, at x 0
where m is the mean curvature of the boundary in the direction of the outer normal at x 0 , and ∆ is the Laplacian on the boundary with respect to the induced metric. Since ∇G = 0 and ∆G ≤ 0 at every maximum of G, the proof of Theorem 1 shows that the gradient estimate (3) is still valid.
The rest of the proof of Theorem 1 can now be followed to obtain the same bound for the first eigenvalue 2 Definition 2 The inscribed radius I of a manifold with boundary is the greatest distance from any point to the boundary.
Theorem 3 Let (M, g) be a compact Riemannian manifold with inscribed radius I, boundary of non-negative mean curvature m in the direction of the outward normal, and Ricci curvature bounded below as Ric M ≥ −(n − 1)k, for some constant k ≥ 0. Then the first eigenvalue with respect to the Dirichlet boundary condition satisfies:
Proof. Let v be the first eigenfunction satisfying the Dirichlet boundary condition, v| ∂M ≡ 0, such that sup v = 1. Put u = 2βv for 0 < β < π 4 . Define G as in the proof of Theorem 1. Since 0 ≤ u < π 2 , G is again everywhere defined. We first show that the gradient estimate of Corollary 1 is still valid. Let x 0 be a maximum of G. If x 0 is in the interior of M , then the validity of Corollary 1 is immediate from the Remark.
We now consider the possibility that x 0 is on the boundary of M . Choose an orthonormal frame {e i } for T M around x 0 such that e 1 is the outward normal to the boundary of M . Since u ≡ 0 on the boundary, at x 0 we have u 2 = . . . = u n = 0 and 0 = −λ D,1 u = ∆u = u 11 + mu 1 + ∆u = u 11 + mu 1 . In addition, since G achieves a maximum at x 0 , G 1 (x 0 ) ≥ 0 and G 2 (x 0 ) = . . . = G n (x 0 ) = 0. Evaluating G 1 at x 0 , one obtains
since the mean curvature is nonnegative. Thus, G 1 (x 0 ) = 0 and ∆G(x 0 ) ≤ 0, as in the proof of Theorem 2. It follows by the Remark that the gradient estimate in Corollary 1 is still valid. Now choose a point x 1 at which u(x 1 ) = 2β, and let γ be a minimizing geodesic from x 1 to the closest point on the boundary. The length of γ is less than or equal to the inscribed radius I, and we obtain:
under the assumption that tan 2β ≥ 3 as in the proof of Theorem 1. Solving for λ D,1 as before,
The desired result is obtained by maximizing the right-hand side of (13) with respect to tan (
Examples
In this section, we show that the exponential decay rates of the first eigenvalue bounds of Theorems 1, 2 and 3 are sharp. The manifolds described below have the shape of a hyperbolic dumbbell, akin to Calabi's dumbbell example as illustrated in Cheeger's work [C] . We first construct an example for the Neumann boundary problem.
Example 1 There exists a family of compact Riemannian n-manifolds with convex boundary {(M T , g T )}, T ∈ (2, ∞), with diameter d T → ∞ as T → ∞, and Ric MT ≥ −(n − 1) such that
Recall that the first eigenvalue λ N,1 is characterized as
, and φ satisfies the Neumann boundary condition. We begin with the infinite hyperbolic dumbbell, namely, the product manifold R × S − with the metric g = dt 2 + cosh 2 (t)ḡ, whereḡ denotes the standard metric on S n−1 . This manifold has constant sectional curvature −1 on all tangent planes containing ∂ t , and sectional curvature > −1 on all other tangent planes. The manifold (M T , g T ) is obtained by truncating this infinite hyperbolic dumbbell at t = ±T .
To determine the diameter of this manifold, note that the greatest distance between any point and the submanifold 0 × S n−1 is T , and the greatest distance between any two points on that submanifold is π. Thus, the diameter d satisfies 2T ≤ d ≤ 2T +π. As T becomes large, d/T approaches 2. Notice that the boundary of M T is strictly convex since the derivative of cosh t at T is positive.
For convenience, we henceforth refer to the manifold (M T , g T ) as M . Define the function φ: M → R as follows:
Note that this function integrates to 0 on M , as desired.
For the function φ, we have
where
This gives the upper bound
Thus, the exponential decay rate in the lower bound of Theorem 2 is sharp 2
Example 2 There exists a family of compact closed Riemannian n-manifolds
We start with the family {(M T , g T )} of Example 1. M T is the double of M T constructed by identifying two copies of M T along their boundaries. The metric g T is obtained by modifying the metric g T on [−T, −T + 1) and (T − 1, T ], so that g T = dt 2 + f 2 (t)ḡ with f (−t) = f (t), f (t) ≥ cosh(T − 1) for t ∈ [T − 1, T ], 0 ≤ f (t) ≤ f (t) for t ∈ [T − 1, T ], f (t) ≤ f (t), and f (k) (T ) = 0 for all k ≥ 1 (see Figure 1 ; note that the outside ends are identified, and that the metric is not induced by the embedding in R + ). Under these conditions on f , the lower curvature bound remains unchanged. The upper bound for the diameter still holds, and both integrals are doubled to yield the same upper bound on λ 1 2 Figure 1 . The doubled hyperbolic dumbbell.
Example 3 There exists a family of compact Riemannian n-manifolds {(M T , g T )}, with boundary of zero mean curvature, T ∈ (2, ∞), with inscribed radius I T → ∞ as T → ∞, and Ric M T ≥ −(n − 1) such that λ D,1 ≤ B n exp (−(n − 1)I T ) .
Let M T = {x ∈ M T |φ(x) ≥ 0}, and let g T be the restriction of g T to M T . Then, the boundary of M T consists of the two necks of the double hyperbolic dumbbell. Because f (0) = 0, the boundary is totally geodesic. Observe that the inscribed radius is exactly T, and the calculations of Example 1 still hold 2 Note that our estimate has the form λ 1 ≥ 1 10d exp − 1 2 (n − 1)d , for k = 1, while for the examples in this section,
Thus, it remains to be seen whether the 1/d term is also asymptotically sharp for large d.
