We consider a class of Boussinesq systems of Bona-Smith type in two space dimensions approximating surface wave flows modelled by the three-dimensional Euler equations. We show that various initial-boundary-value problems for these systems, posed on a bounded plane domain are well posed locally in time. In the case of reflective boundary conditions, the systems are discretized by a modified Galerkin method which is proved to converge in L 2 at an optimal rate. Numerical experiments are presented with the aim of simulating two-dimensional surface waves in complex plane domains with a variety of initial and boundary conditions, and comparing numerical solutions of Bona-Smith systems with analogous solutions of the BBM-BBM system.
Introduction
In this paper we will study the Boussinesq system η t + ∇ · v + ∇ · ηv − b∆η t = 0,
where b > 0 and c < 0 are constants. This system is the two-dimensional version of a system in one space variable originally derived and analyzed by Bona and Smith, [BS] . It belongs to a family of Boussinesq (1.2) from which (1.1) follows by unscaling to remove ε, and replacing the right-hand side by zero.
The Cauchy problem for (1.1) in the case of one spatial variable has been proved to be globally well posed for 2/3 < θ 2 ≤ 1 in appropriate classical and Sobolev space pairs, [BS] , [BCSI] . The analogous problem for θ 2 = 2/3 is locally well posed, [BCSI] . In [DMSI] we considered a more general class of systems in the two-dimensional case and proved that the corresponding Cauchy problem is locally well posed in appropriate pairs of Sobolev spaces. Initial-boundary-value problems (ibvp's) for (1.1) for 2/3 ≤ θ 2 ≤ 1 on a finite interval in one space variable were analyzed in [ADMI] , and in [BC] for θ 2 = 2/3. It was proved in [ADMI] that the ibvp with Dirichlet boundary conditions, wherein η and u are given functions of t at the endpoints of the interval, is locally well posed. The corresponding ibvp with reflection boundary conditions (η x = u = 0 at both endpoints of the interval) was shown in [ADMI] to be globally well posed; so is also the periodic ivp. In [DMSII] we analyzed three ibvp's for the BBM-BBM system on a smooth plane domain Ω, corresponding to homogeneous Dirichlet boundary conditions for η and v on ∂Ω, to homogeneous Neumann boundary conditions for η and v on ∂Ω, and to the (normal) reflective boundary conditions ∂η ∂n = 0, and v = 0 on ∂Ω, where n is the normal direction to the boundary. We showed that these ibvp's are well posed locally in time in the appropriate sense.
In Section 2 of the paper at hand we consider the Bona-Smith system (1.1) and pose it as an ibvp on a plane domain Ω under a variety of homogeneous boundary conditions on ∂Ω, including e.g. homogeneous Dirichlet b.c.'s for η and v and reflective b.c.'s. We prove that the corresponding ibvp's are well posed, locally in time.
Turning now to the numerical solution of ibvp's for systems of the type (1.1) by Galerkin-finite element methods, we note first that it is quite straightforward to construct and analyze such schemes for the BBM-BBM system. For example, in [DMSI] we proved optimal-order L 2 -error estimates for the standared Galerkin semidiscretization of the BBM-BBM system with homogeneous boundary conditions on a smooth domain with a general triangulation. When c > 0, i.e. in the case of the proper Bona-Smith systems, the presence of the term ∇∆η complicates issues. In [DMSI] we analyzed the standard Galerkin semidiscretization with bicubic splines for this class of systems posed on rectangles with homogeneous Dirichlet boundary conditions, and proved optimal-order H 2 -error estimates for the approximation of η.
(Experimental evidence indicates that the L 2 -errors for the approximation of η, u and v with this scheme have suboptimal -O(h 3 ) -rate of convergence. In the one-dimensional case one may derive optimal-order estimates for the approximations of η, u, v in W 1,∞ × L ∞ × L ∞ , cf. [ADMII] .)
In Section 3 of the present paper we consider the Bona-Smith systems with c 0 posed on convex smooth planar domains with reflective boundary conditions. The systems are discretized on an arbitrary triangulation of the domain using a modified Galrkin method, wherein the Laplacian in the ∇∆η terms in (1.1) is discretized weakly by an appropriate discrete Laplacian operator. This enables us to prove optimal-order L 2 -and H 1 -error estimates on finite element subspaces of continuous, piecewise polynomial functions that include the case of piecewise linear functions utilized in most applications. The systems of ordinary differential equations representing the semidiscretizations of the Bona-Smith systems are shown to be non-stiff. One may thus use any explicit method for their temporal discretization.
We close the paper by showing the results of a series of numerical experiments of simulations of surface waves in complex domains, aimed at comparing the numerical solution of a Bona-Smith system with analogous results obtained by solving the BBM-BBM system.
Let Ω be a bounded plane domain with smooth boundary (or a convex polygon). We consider the Bona-Smith system
for (x, t) ∈ Ω × R + , with b > 0, c < 0, with initial conditions
We now describe the class of boundary conditions on ∂Ω under which the problem (2.1)-(2.2) will 
. The boundary conditions on η will be of the form
where the linear operator B and the domain Ω will be assumed to be such that the boundary-value
has for each f in L 2 a unique solution w ∈ H 2 for which Bw| ∂Ω is well defined. (We will also assume that an H 1 solution w of the problem is defined whenever f ∈ H −1 ). The boundary conditions on v will be of homogeneous Dirichlet type, i.e. = 0, η| Γ2 = 0.
In the sequel we let X := H 2 (Ω) ∩ {w : Bw = 0 on ∂Ω} and H 
Proof: Write (2.1a) and (2.1b) as
for x ∈ Ω, t > 0. In (2.4a) (I − b∆) −1 denotes the inverse of the operator I − b∆ with domain X, while in (2.4b) (I − b∆) −1 represents the inverse of I − b∆ with domain H 2 ∩ H 1 0 . Let F be the vector field on
F is well defined on X × H 1 0 , since, by the Sobolev imbedding theorem, ηv ∈ H 1 and |v| 2 ∈ L 2 . Hence,
The continuity of F ′ follows from the Sobolev imbedding theorem and the regularity properties of the operators (I − b∆) −1 , considered as inverses of (I − b∆) on X for the first component, and of I − b∆ on
By the standard theory of ordinary differential equations in Banach spaces, we conclude therefore that
with η| t=0 = η 0 and v| t=0 = v 0 . The first conclusion of the theorem follows. The assertion on
follows by differentiating (2.4) with respect to t k − 1 times.
Remark 2.1 It is not hard to see, using the energy method on the nondimensional but scaled system (1.2) (with right-hand side replaced by zero), that at least in the cases of homogeneous Dirichlet boundary conditions for η and v and reflective boundary conditions ∂η ∂n = 0, v = 0 on ∂Ω, the maximum existence time T ε is independent of ε.
Remark 2.2 If the domain Ω is smooth, one gets smooth solutions from smooth data. Namely, let k ∈ N, k ≥ 3, and assume that
. This follows directly from the elliptic regularity estimates on I − b∆ (with the ad hoc boundary conditions). One is thus reduced to an ODE in
Remark 2.3 Consider the ibvp (2.1)-(2.2) for the Bona-Smith system with (normal) reflective bound-
It is known that in one dimension, cf. [ADMI] , the Hamiltonian of the ibvp (2.1), (2.2), (2.5),
is conserved. (Indeed this implies global existence-uniqueness of the solution of this ibvp in 1D provided that η 0 (x) + 1 > 0 and H(η 0 , u 0 ) is suitably restricted.) In the two-dimensional case H is not conserved in general. To see this, write the system (2.1) for (x, t) ∈ Ω × R + as
where
and ω is the vorticity of the flow given by
Using now the reflective boundary conditions in (2.8) and integrating by parts we see that in the maximal temporal interval of existence of a solution of the ibvp (2.1), (2.2), (2.5),
Hence, a simple sufficient condition for the conservation of the Hamiltonian is irrotationality of the flow.
In one space dimension, the flow is trivially irrotational. In 2D taking the curl of (2.1a) we see that
Now, if the flow is, for example, irrotational at t = 0, the reflective boundary conditions do not allow us to conclude from (2.10) that ω = 0 for t > 0. However, in the case of the Cauchy problem or the ibvp with periodic boundary conditions on η and v on a rectangle (wherein (2.8) holds as well), ω(0) = 0 implies by (2.10) that ω = 0 for t > 0. (This was also noticed for the BBM-BBM system in [CI] .) In these cases, it follows by (2.9) that the Hamiltonian is invariant. Note however that conservation of H does not imply global well-posedness in 2D.
A modified Galerkin method
We turn now to the numerical solution of the ibvp (2.1), (2.2), (2.5) by Galerkin-finite element methods.
The usual Galerkin method for Bona-Smith systems that was analyzed in [DMSI] requires finite element subspaces consisting of C 2 functions. Hence, it is not very useful in practice, as it cannot be applied to arbitrary plane domains and triangulations. In this section a modified Galerkin method for the numerical solution of the ibvp with (normal) reflection boundary conditions is analyzed. The method is more versatile, being applicable to general triangulations and domains (even with piecewise linear continuous functions) and is shown to have error estimates with optimal convergence rates in L 2 and H 1 .
For ease of reference we rewrite here the ibvp that we will approximate. We seek η and v, defined for (x, t) ∈ Ω × [0, T ] and satisfying for constants b > 0 and c ≤ 0
We assume that Ω is a convex domain with smooth enough boundary ∂Ω and that the ibvp (R) has a unique solution (η, v) which is smooth enough for the purposes of its numerical approximation. In the sequel, we put x = (x, y).
We suppose that T h is a regular triangulation of Ω with triangles τ of maximum sidelength h and let S h be a finite-dimensional subspace of C(Ω) ∩ H 1 , which, for small enough h and integer r ≥ 2, satisfies the approximation property
when w ∈ H s . (In this section C will denote generic constants independent of h.) On the same triangulation we denote by S h the subspace of S h consisting of the elements of S h that vanish on the boundary
0 . We will assume that the elements of S h and S h are piecewise polynomial functions defined on T h , of degree at most r − 1 on each τ ∈ T h .
We consider the symmetric bilinear form a D :
which is coercive on
In addition, we consider the symmetric bilinear form a N :
and is coercive on H 1 × H 1 . With the aid of a D , a N we define the elliptic projection operators R h :
As a consequence of (3.1), (3.2) and elliptic regularity we have then
We assume that the triangulation T h is quasiuniform. Then, the following inverse assumptions hold on
The same inverse assumptions hold on S h as well.
We will also assume that for the elliptic projections we have the following approximation properties in the L ∞ norm:
where γ(h) = h r | log h|r withr = 0 if r > 2 andr = 1 when r = 2, cf. [S] . Here, W r ∞ (with norm · r,∞ ) denotes the L ∞ -based Sobolev space on Ω of order r.
In the sequel we will use the discrete Laplacian operator ∆ h :
By the divergence theorem, it is easy to check that for w ∈ H 2 there holds (3.12) where P h is the L 2 -projection onto S h . The identity (3.11) is proved as follows: For w ∈ H 2 , χ ∈ S h , using the definition of R h we have
Denoting the components of v as (u, v), we define the semidiscrete modified Galerkin method as follows.
We seek
These relations are discrete analogs to the corresponding variational forms of the first p.d.e. of (R) in
, and
Hence, all terms in the inner products of (3.13) are well defined. We now consider the mappingsf x ,f y :
and the mappings andĝ x .ĝ y :
Then (3.13) can be written as
For the mappingsf x ,f y ,ĝ x andĝ y we have the following stability estimates:
Lemma 3.1 There exists a constant C such that
(ii) ĝ x (w) 1 ≤ C w , and ĝ y (w) 1 ≤ C w , w ∈ L 2 .
Proof: The proof follows immediately from the coercivity of a D on H (w, z) z 1 and w −2 := sup
Lemma 3.2 There exists a constant C > 0 such that
Proof: Let χ ∈ S h . Consider the problem Lw = χ x with w = 0 on ∂Ω, where L := I − b∆ with domain
. Then, by elliptic regularity and denoting by L −1 the inverse of L, we have
and by (3.15)
Consider R h w, the elliptic projection of w onto S h . Note that R h w =f x (χ). In addition, by (3.6a)
(In the last inequality we used the inverse inequality ϕ 1 ≤ Ch −2 ϕ −1 , ∀ϕ ∈ S h , which is valid since by (3.7):
We conclude that
and by (3.17)
which is the required conclusion. The proof forf y is entirely analogous.
Lemma 3.3 There exists a constant C such that
from which, taking the supremum over w ∈ H 1 we obtain (3.18). We used the stability of P h on H 1 , i.e.
the inequality
which follows by the argument in [CT] .
We now state and prove the main result of this section.
Theorem 3.1 For h sufficiently small, the semidiscrete problem (3.14) has a unique solution (η h , u h , v h ) in the interval [0, T ] of maximal existence of the solution (η, u, v) of the ibvp (R). Moreover, for some constant C = C(η, u, v, T ) independent of h we have
and
Proof: We suppose that for some constant M there holds that
Similar estimates hold for u 0 h and v 0 h . The o.d.e. system (3.14) has a unique solution locally in t. By continuity, we may assume that there exists t h ∈ (0, T ] such that u h ∞ ≤ 2M , η h ∞ ≤ 2M and
We let now
By (R) and (3.14) we have
The equation (3.20) may be written as
Taking L 2 -norms and using Lemma 3.1, (3.15), (3.12), (3.6a), (3.6b) and (3.18) we obtain, for 0 ≤ t ≤ t h ,
and so
Similarly, we have for 0
The equation (3.19) may be written as
Hence, taking H 1 -norms and using Lemma 3.1, and (3.6a,b) we have for 0
and therefore that
from which, using Gronwall's inequality, we have for 0 ≤ t ≤ t h
Hence, for t ≤ t h there holds
Furthermore for t ≤ t h , we have, by (3.8), (3.9b) and (3.25)
for h sufficiently small. Similar estimates hold for u h , v h . These contradict the maximal property of t h and we conclude that we may take t h = T .
Hence (3.26) holds up to t = T , giving the desired optimal-rate L 2 -estimate. The O(h r−1 ) H 1 estimate follows easily by (3.6a,b) and (3.7).
It is worthwhile to note that temporal derivatives of arbitrary order of the semidiscrete solution
by constants independent of h, as the following proposition shows.
Proposition 3.1 For h sufficiently small, let (η h , u h , v h ) be the solution of the semidiscrete problem (3.14) for t ∈ [0, T ]. Then, for j = 0, 1, 2, 3, . . ., there exist constants C j independent of h, such that
Proof: From Theorem 3.1 we have, for some constant C 0 independent of h,
Now, from (3.14), (ii) of Lemma 3.1, and (3.28), there follows for 0
In addition, from (3.14), (i) of Lemma 3.1, (3.15), and (3.28) we have for 0
A similar inequality holds for v ht . Now, from the closing argument of the proof of Theorem 3.1 we may infer that (3.31) and, consequently, in view of (3.29) and (3.30), the validity of (3.27) for j = 1. Differentiating now the equations in (3.14) with respect to t and using again Lemma 3.1, (3.27) for j = 1, and (3.31) we see that (3.27) holds for j = 2 as well.
If we take the second temporal derivative of both sides of the first o.d.e. in (3.14), we see that in order to obtain a bound for ∂ 3 t η h 1 , we need, in addition to already established estimates, an h-independent bound for η h t ∞ . This is obtained as follows: For 0 ≤ t ≤ T we have, for θ = R h η − η h , from (3.8),
(3.9b), and (3.24), that
We similarly get h-independent bounds for u ht ∞ and v ht ∞ that yield in turn similar bounds for ∂ 3 t u h and ∂ 3 t v h .
Hence (3.27) holds for j = 3 too. The case j = 4 follows immediately, as it does not need any L ∞ bounds on temporal derivatives of the semidiscrete approximations of order higher than one. To obtain (3.27) for j = 5 one needs, in addition to already established bounds, h-independent bounds for ∂
These may be derived as follows: Differentiate with respect to t the expression for θ t after (3.23) and use the uniform bound on η ht ∞ and (3.22)-(3.25) to obtain that θ tt 1 ≤ Ch r .
The required bound for ∂ 2 t η h ∞ follows then from (3.8) and (3.9b). Similarly, differentiating e.g. the expression for ξ t after (3.21) and using the bounds on u ht ∞ , v ht ∞ and (3.22)-(3.25) we obtain that ξ tt ≤ Ch r , from which ∂ requires no additional L ∞ bounds. (As a corrolary from the above proof it follows also that
holds for j = 0, 1, 2, . . ., where C ′ j are constants independent of h.)
From the result of this proposition we see that the system of o.d.e.'s (3.14) is not stiff. Therefore, one may use explicit time-stepping schemes to discretize (3.14) in the temporal variable without imposing stability mesh conditions on the time step ∆t in terms of h. Error estimates of optimal order in space and time in the case of explicit Runge-Kutta full discretizations may be established along the lines of the proof of Proposition 10 of [ADMII] .
Remark 3.1
The H 1 error estimate in Theorem 3.1 may be strengthened as follows. For w ∈ H 1 define the discrete norm · 2,h as
Then, by letting w ∈ H 1 0 and considering the boundary-value problem f − b∆f = −w x in Ω with ∂f ∂n = 0 on ∂Ω, we easily see thatĝ x (w) = R h f . A straightforward computation using (3.12) yields then that
2,h ≤ C w y 2 . We may take now the · 2,h norm in (3.19) and obtain
instead of (3.24). We conclude, along the lines of the proof of Theorem 3.1, that
Numerical experiments
In this section we present the results of numerical experiments that we performed in the case of the Bona-Smith systems using the modified Galerkin method as a base spatial discretization scheme. For the temporal discretization of the system of o.d.e.'s (3.14) we used an explicit, second-order Runge-Kutta method, the so-called "improved Euler" scheme. For the solution of the resulting linear systems at each time step we used the Jacobi-Conjugate Gradient method of ITPACK, taking the relative residuals equal to 10 −7 for terminating the iterations at each time step. In the computation of the discrete Laplacian ∆ h we used lumping of the mass matrix. In what follows we present numerical results that confirm the expected rates of convergence of the fully discrete scheme and three numerical experiments illustrating the use of the method in various surface flows of interest.
Experimental rates of convergence
In order to check the spatial convergence rates of the fully discrete modified Galerkin method we applied the scheme to the ibvp (R) for the Bona-Smith system with θ 2 = 9/11 taking as exact solution η(x, y, t) = cos(πx) cos(πy)e t , u(x, y, t) = x cos((πx)/2) sin(πy)e t , v(x, y, t) = y cos((πy)/2) sin(πx)e t . Table 4 .1: L 2 errors and convergence rates for the modified Galerkin method for the Bona-Smith system with θ 2 = 9/11. Linear elements on triangular mesh and second-order RK time-stepping.
1.3016E-2 -9.0816E-3 -9.0429E-2 -2048 3.2571E-3 1.9986 2.3603E-3 1.9440 2.3604E-2 1.9378 8192 8.1485E-4 1.9990 5.9882E-4 1.9788 5.9882E-4 1.9788 32768 2.0523E-4 1.9893 1.5417E-4 1.9576 1.5417E-4 1.9576 Table 4 .2: H 1 errors and convergence rates for the modified Galerkin method for the Bona-Smith system with θ 2 = 9/11. Linear elements on triangular mesh and second-order RK time-stepping.
4.3739E-1 -1.8597E-1 -1.8488E-1 -2048 2.2030E-1 0.9894 8.7012E-2 1.0958 8.7008E-2 1.0874 8192 1.1038E-1 0.9970 4.2013E-2 1.0504 4.2013E-2 1.0503 32768 5.5221E-2 0.9992 2.0680E-2 1.0226 2.0680E-2 1.0226
Solitary-wave-like pulse hitting a cylindrical obstacle
In our first experiment the domain that we consider is the rectangular channel [−15, 15] × [−30, 50] in which is placed a vertical impenetrable cylinder centered at (0, 10) with radius equal to 1.5. We pose normal reflective boundary conditions on the boundary of the cylinder and along the lines y = −30 and y = 50, and homogeneous Neumann boundary conditions for η and v on the lateral boundaries x = ±15.
As initial conditions we use the functions η 0 (x, y) = Asech , which represent a good approximation to a line solitary wave, [DMSI] , of the BBM-BBM system. We integrate under these initial and boundary conditions the Bona-Smith system (1.1) with θ 2 = 9/11 and compare its evolving solution with that of the BBM-BBM system, i.e.
(1.1) with θ 2 = 2/3. The Bona-Smith system was discretized in space by the modified Galerkin method Figure 4 .5 shows the history of the free surface elevation for both systems at the extreme points y = 8.5, y = 11.5 along the x = 0 diameter of the cylinder, perpendicular to the impinging wave. In general, we did not observe great differences in the behaviour of the solutions of the two systems.
Evolution and reflection at the boundaries of a 'heap' of water
The sequence of plots of Figure 4 .6 shows the temporal evolution of the free surface elevation of an initial
Gaussian 'heap' of water with 
