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We propose a simple scheme for mimicking the physics of one-dimensional anyons in an optical-
lattice experiment. It relies on a bosonic representation of the anyonic Hubbard model to be realized
via lattice-shaking-induced resonant tunneling against potential off-sets created by a lattice tilt and
strong on-site interactions. No lasers additional to those used for the creation of the optical lattice
are required. We also discuss experimental signatures of the continuous interpolation between bosons
and fermions when the statistical angle θ is varied from 0 to pi. Whereas the real-space density of
the bosonic atoms corresponds directly to that of the simulated anyonic model, this is not the case
for the momentum distribution. Therefore, we propose to use Friedel oscillations in the density as
a probe for continuous fermionization of the bosonic atoms.
Fundamental particles in nature are either bosons or
fermions. Bosons obey Bose-Einstein statistics such that
their joint wavefunction is symmetric with resepct to
the exchange of two particles, whereas fermions obey
Fermi-Dirac statistics and the wave function picks up
a minus sign under particle exchange. In two dimen-
sions, also anyons would be possible fundamental parti-
cles. They obey a fractional statistics that interpolates
between bosonic and fermionic behavior [1–5]. If two
anyons exchange their position, the wave function pics up
a phase. Practically, anyons play a major role as quasi-
particles of topologically ordered states of matter such
as fractional-quantum-Hall states [6–8], with potential
applications in robust topological quantum information
processing [9–16]. As shown by Haldane, for quasiparti-
cles the concept of fractional statistics can be extended to
arbitrary dimensions [17]. One-dimensional (1D) anyons
have recently attracted an increased attention [18–33],
including two proposals for their implementation with
bosonic atoms in an optical lattice [34, 35]. These pro-
posals are based on mapping the anyons via a generalized
Jordan-Wigner transformation to bosons with a density-
dependent tunneling parameter to be engineered by laser-
dressing of internal atomic degrees of freedom. However,
an experimental realization has not yet been achieved.
In the following, we propose a simple alternative
scheme for the experimental realization of 1D anyons,
based on time-periodic forcing. It is feasible in exist-
ing experimental setups and, in contrast to earlier pro-
posals, does neither rely on the internal atomic struc-
ture nor require any lasers additional to those creating
the optical lattice. Our scheme is based on engineering
an occupation-dependent Peierls phase of the tunneling
matrix elements by means of coherent lattice-shaking-
assisted tunneling against potential offsets, which are
created by a combination of a lattice tilt and strong on-
site interactions.. The scheme, which is applicable in
the low-density regime, also permits to effectively tune
the interactions between the anyons. The fact that pe-
riodic forcing has recently been employed already ex-
perimentally for engineering both number-dependendent
tunneling amplitudes [36, 37] and non-number-dependent
Peierls phases [38–47] (see also Ref. [48] for an overview of
Floquet engineering in optical lattices) indicates that the
proposed creation of number-dependent Peierls phases by
such means is feasible.
We, moreover, discuss experimental signatures of the
anyonic model in its ground state using exact diagonal-
ization. Considering small chains, as they can be real-
ized in quantum-gas microscopes [49, 50], we monitor ex-
perimentally measurable observables that directly reflect
anyonic properties and are invariant under the Jordan-
Wigner transformation from anyons to bosons. This ex-
cludes the momentum distribution, which is altered by
the transformation so that the measurable bosonic mo-
mentum distribution does not correspond to that of the
anyons. It includes, however, on-site densities and their
correlations, as well as the second Re´nyi entropy of the
subsystem given by the first ` sites. We show that in
small systems Friedel oscillations can serve as a signa-
ture for the continuous fermionization occurring when
the statistical angle θ is varied from 0 to pi.
The Hubbard model of one-dimensional lattice anyons
with on-site interactions [34] takes the form
Hˆ = −J
M∑
j=2
(
aˆ†j aˆj−1 + h.c.
)
+ U
M∑
j=1
nˆj (nˆj − 1) . (1)
Here the annihilation and creation operators, aˆj and
aˆ†j , for anyons at site j obey the commutation re-
lations aˆj aˆ
†
k − e−iθsgn(j−k)aˆ†kaˆj = δjk and aˆj aˆk −
e−iθsgn(j−k)aˆkaˆj = 0, which are parametrized by the sta-
tistical angle θ. Here sgn(k) = −1, 0, 1 for k < 0,= 0, >
0, respectively, so that on-site the particles behave like
bosons. Thus even for θ = pi, these lattice anyons are
just pseudofermions, since many of them are allowed to
occupy the same site. Following references [23, 34], the
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2anyonic model can be mapped to the bosonic model
Hˆ = −J
M∑
j=2
(
bˆ†j bˆj−1e
iθnˆj + h.c.
)
+ U
M∑
j=1
nˆj (nˆj − 1) .(2)
via the generalized Jordan-Wigner transformation aˆj =
bˆj exp
(
iθ
∑M
k=j+1 bˆ
†
k bˆk
)
. Here the anyonic exchange
phase has been translated to a density-dependent Peierls
phase: when tunneling one site to the right (left), a boson
pics up a phase given by θ (−θ) times the number of par-
ticles occupying the site it jumps to (from). Thus, if two
particles pass each other via two subsequent tunneling
processes to the right (left), the many-body wave func-
tion pics up a phase of θ (−θ). These tunneling processes
are illustrated in Fig. 1(a).
For the realization of the number-dependent tunneling
phase, we consider bosons in a tilted periodically forced
lattice described by the Hamiltonian
Hˆ(t) =
∑
j
(
− J ′
[
bˆ†j bˆj−1 + h.c.
]
+
U ′
2
nˆj(nˆj − 1)
+Vj nˆj + [∆ + F (t)] jnˆj
)
. (3)
Here J ′ > 0 and U ′ > 0 denote the bare tunneling and
interaction parameters, ∆ > 0 characterizes a strong po-
tential tilt, Vj captures possible weak additional on-site
potentials, and F (t) = F (t+ T ) incorporates a homoge-
neous time-periodic force of angular frequency ω = 2pi/T
with vanishing cycle average 1T
∫ T
0
dt F (t) = 0. It can be
implemented as an inertial force F (t)/a = −mx¨(t), with
lattice constant a, by shaking the lattice position x(t)
back and forth. We require the resonance conditions
∆ = ~ω, U ′ = 2~ω + U, (4)
as well as the high-frequency conditions
J ′, |U |, |Vj − Vj−1|  ~ω, (5)
where we have introduced the small interaction detun-
ing U . The largest share of the on-site energy is then
given by Hˆ0 = ~ω
∑
j [nˆj(nˆj − 1) + jnˆj ], so that tunnel-
ing is energetically suppressed. Namely, when a particle
tunnels from j − 1 to j this energy changes by ~ωνˆj,j−1
with νˆj,j−1 = 2(nˆj − nˆj−1) + 3 = ±~ω,±3~ω, . . .. How-
ever, coherent tunneling processes can be induced by
time-periodic forcing as ν-“photon” processes, where the
drive provides or absorbs |ν| energy quanta ~ω. They
are described by an effective tunneling matrix element
[51, 52], which, through νˆj,j−1, will depend on the occu-
pation numbers. Such number-dependent resonant tun-
neling has recently been investigated both experimen-
tally [36] and theoretically [53].1 As we will show now, it
1 An alternative approach for Floquet engineering number-
dependent tunneling matrix elements relies on a modulation of
the interaction strength [37, 54–58].
1
2
3
(c)
(d) (e)
1
2
3 1
2
3
(a)
(b)
FIG. 1. (a) Basic number-dependent tunneling processes in-
volving up to two bosons. We only depict rightwards tun-
neling, the leftwards processes are hermitian conjugated. (b)
Realization as 1, 3 and -1 “photon” processes in a tilted lat-
tice with strong on-site interactions U ′ (b). We depict pro-
cesses for tunneling rightwards; tunneling leftwards is simply
described by conjugated processes. (c) Parameter curves that
fulfill |Jeff(1)| = |Jeff(3)|. The color of the lines represents the
statistical angle θ = arg[Jeff(3)/Jeff(1)] and their thickness
the tunneling amplitude J = |Jeff(1)|. (d,e) θ and J following
the lines in (b) in the direction of the arrow.
can be used to achieve the number-dependent tunneling
phases appearing in Eq. (2).
Using the time-periodic unitary operator
Uˆ(t) = exp
(
− i
∑
j
[
ωt nˆj(nˆj − 1) +
{
ωt− χ(t)}jnˆj]),
(6)
where χ(t) = am~ x˙(t) so that ~χ˙(t) = −F (t), we can
perform a number-dependent gauge transformation. It
integrates out the strong on-site terms Hˆ0 as well as the
periodic force, but leads to number-dependent tunneling
3terms −J ′bˆ†j bˆj−1 exp[iωtνˆj,j−1− iχ(t)] in the new Hamil-
tonian Uˆ†(t)Hˆ(t)Uˆ(t) − i~Uˆ†(t)∂tUˆ(t). Averaging over
the rapidly oscillating phase factor by integrating over
one driving period (corresponding to the leading order of
a high-frequency approximation [59–61]), we obtain the
effective time-independent Hamiltonian
Hˆeff = −
∑
j
(
bˆ†j bˆj−1Jeff(νˆj,j−1) + h.c.
)
+
∑
j
(
U
2
nˆj(nˆj − 1) + Vj nˆj
)
. (7)
It contains the number-dependent tunneling parameter
Jeff(ν) =
J ′
T
∫ T
0
dt exp
(
iωtν − iχ(t)
)
(8)
and the tunable interaction parameter U = U ′ − 2~ω,
which can take both negative and positive values.
The effective tunneling matrix elements Jeff(ν) should
reproduce the number-dependent tunneling parameters
of Eq. (2). We restrict ourselves to the low-density
regime, where the dominant processes involve one or two
bosons. These processes are those depicted in Fig. 1(a) as
well as the hermitian conjugated processes for tunneling
leftwards. As illustrated in Fig. 1(b), these processes are
associated with different potential energy changes ν~ω.
Tunneling rightwards from a singly or doubly occupied
site onto an empty site corresponds to ν = 1 or ν = −1,
respectively, and should be described by the parameter,
Jeff(1) = Jeff(−1) = Jeiφg , (9)
with real tunneling amplitude J and arbitrary Peierls
phase φg reflecting the freedom of gauge. Tunneling
rightwards from an empty site onto an occupied site is
associated with ν = 3 and the corresponding tunneling
parameter should carry an additional phase θ,
Jeff(3) = Je
iθ+iφg . (10)
In order to fulfill conditions (9) and (10), we make the
simple ansatz
χ(t) = A cos(ωt) +B cos(2ωt) (11)
for the (integrated) driving force (other choices are possi-
ble). This ansatz already ensures that Jeff(1) = Jeff(−1).
The additional constraint |Jeff(3)| = J = |Jeff(1)| defines
lines in the A-B plane, as can be seen in panel (c) of
Fig. 1. The thickness and the color of the plotted lines
represents the tunneling amplitude J and the statistical
angle θ, respectively. The variation of J and θ along the
lines is also plotted in panels (d) and (e). Whereas lines
2 and 3 cover the full range |θ| ∈ [0, pi], line 1 roughly
allows to realize |θ| ∈ [0.4pi, pi].
A clear signature of the continuous fermionization of
the system with increasing θ is the formation of a Fermi
Particle density
(a)
2nd Rényi entropy
site index block size
(b)
(c)
(e)
(g)
(f)
(h)
(d)
(i)
FIG. 2. Ground-state properties: Density ni and entan-
glement entropy S` of the first ` sites. Either the anyonic
angle θ is varied (a-f) or the relative interaction strength
U/J = tan(φ/2) (g,h). (i) Computed for the effective Hamil-
tonian (7) (a,b), the ideal model (2) (c-f), plain bosons (g,h).
Two-particle correlation function χi,j = 〈b†i b†jbjbi〉/(ninj) for
various anyonic angles θ and interaction strengths U/J =
tan(φ/2) for the effective Hamiltonian (7).
sea in the momentum distribution of the anyons (see
e.g. Ref. [32]). However, in an experiment one can-
not measure the anyonic momentum distribution, but
only the bosonic one, which, due to both the Jordan-
Wigner transformation and the gauge transformation (6)
differs from that of the anyons. Therefore, in the fol-
lowing we will consider only such observables that are
invariant under these transformations. These include
4the densities ni = 〈nˆi〉, the two-particle correlations
χi,j = 〈b†i b†jbjbi〉/(ninj), and also the second Re´nyi en-
tropy characterizing the purity of the reduced density
matrix ρˆ` of the subsystem given by the first ` sites
j = 1, . . . , `, S` = − ln Tr(ρˆ2`).2 In the following, we
will focus on ground-state properties, so that S` is an
entanglement entropy (as it has been measured recently
in a bosonic chain [49]).
We compute ni, χi,j , and S` using exact diagonaliza-
tion both for the ideal model (2) and the effective Hamil-
tonian (7). We consider N = 4 bosons on M = 20 sites,
corresponding to a density of n = 0.2. The effective tun-
neling matrix elements (8) were obtained for the driving
function corresponding either to path 1 of Fig. 1(c) or to
path 2, in case the desired statistical angle |θ| is not avail-
able in path 1. Despite the fact that they reproduce the
ideal tunneling matrix elements only for processes involv-
ing one and two particles, we find very good agreement
between the ideal and the effective model: In Figs. 2(a)
and (b), we plot ni and S` for the effective model with
U = 0 and various anyonic angles θ. The results match
very well with those obtained for the ideal model shown
in Figs. 2(c) and (d). For non-zero on-site interactions,
U/J ≡ tan(φ/2) the agreement is equally good, so that
we only plot the results for the ideal model in Fig. 2(e)
and (f).
In Fig. 2(c), we can observe that the density distribu-
tion flattens in the center, when the statistical angle is
switched on. This effect can be understood, by noting
that the scattering properties resulting from the density
dependent tunneling resemble those of repulsive on-site
interactions [35], which favor a flat density. For large θ,
the density becomes modulated, with one maximum for
each particle in the system. These oscillations correspond
to Friedel oscillations, which are a hallmark of fermionic
behavior [62]. They are a finite-size effect induced by
the hard-wall boundary conditions (as they can be re-
alized in quantum-gas microscopes). Their wavelength
is roughly given by pi/kF , with Fermi wave number kF ,
corresponding to the average particle distance, which in
our system is given by n−1 = 5 lattice constants. Gener-
ally, Friedel oscillations occur in the vicinity of localized
defects. Their build-up allows us to monitor the con-
tinuous fermionization of the 1D anyons in a system of
bosons with number-dependent tunneling. The oscilla-
tions are also clearly visible in the entanglement entropy
[Fig. 2(d)]. An intuitive explanation is that the max-
imum corresponds to the position of a particle, whose
2 The Fock states |n〉c = |n1〉c|n2〉c · · · |nM 〉c for 1D anyons
(c = a) and bosons (c = b) obey the Jordan-Wigner transfor-
mation |n〉a = exp(−iθ
∑M
j=1
∑M
k=j+1 nk)|n〉b. It corresponds
to independent site-local transformations |nj〉a = exp(−iθ(j −
1)nj)|nj〉b, so that tracing out a site k is identical for bosons and
1D anyons,
∑
nk a
〈nk| · |nk〉a =
∑
nk b
〈nk| · |nk〉b.
(a) (b)
FIG. 3. State preparation for a system of 4 particles on 20
sites, simulated using the full time-dependent Hamiltonian
(3). (a) Preparational protocol. (b) Density distribution of
the final state compared to the ground state of the anyon
model (1). We have chosen realistic parameters for an optical
lattice of depth V0 = 10ER giving J
′ = 0.0192ER, where the
recoil energy ER typically corresponds to frequencies of a few
kilo Hertz [63]. Moreover, we chose ~ω = ER−U (well below
the band gap of ≈ 5ER), U = 0.5J , W = 0.6ER, t1 = 50T
and t2 = 1240T (1300T ) ≈ 50~/J for θ = 0.7pi(pi).
delocalization within the maximum contributes to the
entanglement between the left and right subsystems.
In Figs. 2(e,f), showing data for a system with sig-
nificant on-site interactions U/J = tan(pi/4) = 1, the
fermionic signatures occur already for smaller θ. This
observation is consistent with the well-known fact that
increasing the on-site interactions is another way of ap-
proaching fermionic behavior [64]. This is illustrated also
in Fig. 2(g,h) showing data for plain bosons (θ = 0) and
different U/J . In the hard-core limit (φ = pi), the bosons
can be mapped to fermions. Despite the fact that 1D
anyons only become pseudofermions for θ = pi, the data
for θ = pi in Figs. 2(c,d) agrees very well with that for
φ = pi in Figs. 2(g,h). This suggests that for low densities
pseudofermions behave like true fermions. This is con-
firmed also by the correlations shown in Fig. 2(i). Their
diagonal elements χj,j = 〈nˆj(nˆj − 1)〉/n2j , which are a
measure for double occupation, vanish for θ = pi, even
though pseudofermions locally behave like bosons. Sim-
ulations show that pseudofermions behave like fermions
up to a filling of about one third [65]. This is also the
filling, where the low-density description, stating that
driven bosons behave like anyons, is found to break down
[65].
The build up of Friedel oscillations requires the sys-
tem to be quantum degenerate, i.e. temperatures T well
below the Fermi energy EF = 2J [1− cos(kF )] ≈ Jpi2n2,
so that the thermal wavelength is large compared to the
mean particle distance. Computing canonical expecta-
tion values for N = 4 anyons on M = 20 sites for the
finite temperature T /J = 0.1 (corresponding to an von
Neumann entropy per particle of s ≈ 0.20, which is ac-
cessible in a system of spinless bosons), we find well pro-
nounced Friedel oscillations [65]. In an experiment, the
low-entropy state of the effective Hamiltonian (7) has to
5be prepared starting from a low-entropy state of the un-
driven system. Let us assume that initially ∆ = F = 0
and the system is prepared in a Mott-insulator state
|S〉 = ∏j∈S bˆ†j |vac〉, with the set S containing N lattice
sites and |vac〉 denoting the vacuum state. This is the
asymptotic ground state in the presence of an external
potential Vj = −Wδj∈S in the limit W,U ′  J . For fi-
nite U , this is also the ground state of the effective model
(7), with Jeff(ν) = 0. Thus, we can adiabatically melt the
Mott insulator into the ground state of Hˆeff by smoothly
ramping up the forcing, i.e. the Jeff(ν), and then continu-
ously switching off the external potential W . In order to
minimize the mass transport during this adiabatic pro-
cess, it is useful that S contains equally spaced lattice
sites, so that Vi describes a superlattice. We have simu-
lated this protocol integrating the time evolution of the
full time-dependent Hamiltonian (3) and find excellent
agreement between the final state and the ground state
of Heff [Fig. 3]. This confirms both a description in term
of the effective Hamiltonian and the proposed prepara-
tion scheme.
In summary, we proposed a simple scheme for the re-
alization of 1D anyons, which is feasible in existing ex-
perimental setups. It is based on Floquet engineering a
system of bosonic atoms with number-dependent tunnel-
ing phases. We, moreover, showed that Friedel oscilla-
tions can serve as a directly measurable signature for the
continuous fermionization of the anyons.
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SUPPLEMENTAL MATERIAL
Behavior with Respect to Density
Let us first explore how the system behaves when the
filling is increased. In Fig. 4, we plot the ground-state
density profile for a small chain of M = 14 sites with
open boundary conditions for various particle numbers
between N = 2 and N = 7. We compare results for 1D
anyons (dashed blue lines) with θ = pi, which are pseud-
ofermions that behave on site like bosons, with results
obtained for both free fermions (solid black lines) and
bosons described by the effective Hamiltonian (7) given
in the main text (dotted red lines).
The effective bosonic Hamiltonian is constructed to re-
produce the anyonic behavior for single- and two-particle
processes. Accordingly, its ground state is expected to
mimic that of the anyonic model for low densities. The
simulations presented in Fig. 4, which are based on exact
diagonalization, confirm this behavior. We find almost
perfect agreement between bosons and anyons, until the
(a) (b)
(c) (d)
(e) (f)
site index site index
FIG. 4. On-site densities ni computed for the ground state of
N particles on an open chain of M = 14 sites, for 1D anyons
with θ = pi (dashed blue lines), bosons described by the ef-
fective Hamiltonian (7) (dotted red lines), and free fermions
(solid black line).
low-density approximation breaks down abruptly at a fill-
ing of n = 5/14 ≈ 0.36.
In Figure 2(i) of the main text, we can observe that the
probability for finding two pseudofermions on the same
site practically vanishes like for actual fermions. The re-
sults presented in Fig. 4 show that pseudofermions mimic
almost perfectly the behavior of free fermions for low den-
sities, up to a filling of n = 5/14. Here the fermionic
density is given by
nfermionsj =
N∑
α=1
|ψ(α)j |2, (12)
where
ψ
(α)
j =
√
2
M + 1
sin(kαj), (13)
are the wave functions of the single-particle eigenstates
α = 1, 2, . . . ,M with wave numbers kα = α2pi/(M + 1)
and energies Eα = −2J [1− cos(kα)].
An intuitive explanation for the excellent agreement
between pseudofermions and fermions at low densities
can be given as follows. The number-dependent tunnel-
ing terms appearing in the bosonic representation (2) of
the anyonic model (1) give rise to two-particle scattering,
which is described by a scattering length that diverges for
θ = pi (see Ref. [35] of the main text). Thus, in the low-
density regime, which is governed by two-particle pro-
6cesses, we recover the physics of hard-core bosons, which
in turn can be mapped to (actual) fermions.
Finite-Temperature Behavior
site index 
FIG. 5. Density profile for the anyonic model with N = 4
particles on M = 20 sites, U/J = 0.5, and temperatures
T /J = 0, 0.01, 0.1, 1.
Let us finally investigate the effect of a finite temper-
ature. For a system of N = 4 anyons on M = 20 lattice
sites with U/J = 0.5, we compute the canonical expecta-
tion value for the density profile by using exact diagonal-
ization for computing not only the ground state, but also
the excited states of the interacting system. We compare
results obtained for four different temperatures T . The
corresponding (von Neumann) entropies per particle are
calculated to be given by s = 0, 1.1 · 10−7, 0.20, and
1.6 (in units of the Boltzmann constant), respectively.
Figure 5 shows how the density profile of the anyonic
model changes when the temperature is increased. One
can clearly see that the Friedel oscillations are preserved
as long as T  J .
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