Abstract-In this letter, we present a general approach to automatically visual servo control the position and shape of a deformable object whose deformation parameters are unknown. The servo control is achieved by online learning a model mapping between the robotic end-effector's movement and the object's deformation measurement. The model is learned using the Gaussian process regression (GPR) to deal with its highly nonlinear property, and once learned, the model is used for predicting the required control at each time step. To overcome GPR's high computational cost while dealing with long manipulation sequences, we implement a fast online GPR by selectively removing uninformative observation data from the regression process. We validate the performance of our controller on a set of deformable object manipulation tasks and demonstrate that our method can achieve effective and accurate servo control for general deformable objects with a wide variety of goal settings. Experiment videos are available at https://sites.google.com/view/mso-fogpr.
I. INTRODUCTION

M
ANIPULATION of deformable objects is a challenging problem in robotic manipulation and has many important applications, including cloth folding [1] , [2] , string insertion [3] , sheet tension [4] , robot-assisted surgery [5] , and suturing [6] .
Most previous work on robotic manipulation can be classified into two categories: some approaches did not explicitly model the deformation parameters of the object, and used vision or learning methods to accomplish tasks [1] , [6] - [10] . These methods focus on high-level policies but lack the capability to achieve accurate operation -actually most of them are open-loop methods. Other approaches require a model about the object's deformation properties in terms of stiffness, Young' modules, or FEM coefficients, to design a control policy [5] , [11] - [15] . However, such deformation parameters are difficult to be estimated accurately and may even change during the manipulation process, especially for objects made by nonlinear elastic or plastic materials. These challenges leave the automatic manipulation of deformable objects an open research problem in robotics [16] . The authors are with the Department of Mechanical and Biomedical Engineering, City University of Hong Kong, Hong Kong (e-mail: jjhu1993@gmail.com; pgsunbacon@gmail.com; panjia1983@gmail.com).
Digital Object Identifier 10.1109/LRA. 2018.2793339 In this letter, we focus on designing servo-manipulation algorithm which can learn a nonlinear deformation function along with the manipulation process. The deformation function is efficiently learned using a novel online Gaussian process regression and is able to model the relation between the movement of the robotic end-effectors and the soft object's deformation adaptively during the manipulation. In this way, we design a nonlinear feedback controller that provides better convergence and dynamic behavior than previous work using linear deformation models such as [13] and [14] . Our manipulation system successfully and efficiently accomplishes a set of different manipulation tasks for a wide variety of objects with different deformation properties.
II. RELATED WORK
Many robotic manipulation method for deformable objects have been proposed recent years. Early work [17] , [18] used knot theory or energy theory to plan the manipulation trajectories for linear deformable objects like ropes. Some recent work [19] further considered manipulating cloths using dexterous cloths. These work required a complete and accurate knowledge about the object' geometric and deformation parameters and thus are not applicable in practice.
More practical work used sensors to guide the manipulation process. Matsuno et al. [20] used image to estimate the knot configuration. Miller et al. [1] used vision to estimate the configuration of a cloth and then leverage gravity to accomplish folding tasks [21] . Schulman et al. [6] enabled a robot to accomplish complex multi-step deformation object manipulation strategies by learning from a set of manipulation sequences with depth images to encode the task status. Such learning from demonstration technique has further been extended using reinforcement learning [7] and tangent space mapping [8] . A deep learning-based end-to-end framework has also been proposed recently [9] . A complete pipeline for clothes folding task including vision-based garments grasping, clothes classification and unfolding, model matching and folding has been described in [22] .
Above methods generally did not explicitly model the deformation parameters of the deformation objects, which is necessary for high-quality manipulation control. Some methods used uncertainty model [11] or heuristics [3] , [23] to take into account rough deformation models during the manipulation process. Some work required an offline procedure to estimate the deformation parameters [12] . There are several recent work estimating the object's deformation parameters in an online manner and then design controller accordingly. Navarro-Alarcon et al. [13] , 2377-3766 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information. [14] used an adaptive and model-free linear controller to servocontrol soft objects, where the object's deformation is modeled using a spring model [24] . Langsfeld et al. [15] learned the models of the part deformation depending on the end-effector force and grasping parameters in an online manner to accomplish high-quality cleaning task. A more complete survey about deformable object manipulation in industry is available in [16] .
In this letter, we are using Gaussian process regression (GPR) to model and learn the deformation parameters of a soft object. Our method is motivated by several recent work focus on reducing the computational cost of the offline GPR. Snelson et al. [25] presented a sparse GPR method by selecting M pseudo-input points from the N training data to balance the computational cost and the model accuracy, where M N . Rasmussen and Ghahramani [26] and Snelson and Ghahramani [27] divided the input space of the Gaussian process model into smaller subspaces, and fit a local GPR for each subspace. Nguyen-Tuong et al. [28] used many local GPRs and updated local models iteratively, in order to reduce the training time.
III. OVERVIEW AND PROBLEM FORMULATION
The problem of 3D deformable object manipulation can be formulated as follows. Similar to [24] , we describe an object as a set of discrete points, which are classified into three types: the manipulated points, the feedback points, and the uninformative points, as shown in Fig. 2 . The manipulated points correspond to the positions on the object that are grabbed by the robot and thus is fixed relative to the robotic end-effectors; the feedback points correspond to the object surface regions that define the task goal setting and involve in the visual feedbacks; and the uninformative points correspond to other regions on the object. Given this setup, the deformable object manipulation problem is about how to move the manipulated points in order to drive the feedback points toward a required target configuration.
Since the manipulation of deformable object is usually executed at a low speed to avoid vibration, we can reasonably assume that the object always lies in the quasi-static state where the internal forces caused by the elasticity of the object is balanced with the external force applied by the end-effector on the manipulated points. We use a potential energy function U (p m , p f , p u ) to formulate the elasticity of the deformable object, where the potential energy depends on all the points on the object, and vectors p m , p f and p u represent the stacked coordinates of all manipulated points, feedback points and uninformed points, respectively. The equation of equilibrium for the object can then be described as follows:
where F is the external force vector applied on the manipulated points. To solve the above equations, we need exact knowledge about that deformable object's deformation property, which is not available or difficult to acquire in many applications. To cope with this issue, we first simplify the potential energy function to only depend on p m and p f , which is reasonable because usually the uninformed points are far from the manipulated and feedback points and thus their influence on the manipulation process is small and can be neglected. Next, we perform Taylor expansion of (1) and (2) about the current static equilibrium status (p f * , p m * ), and the equation of equilibrium implies a relationship between the relative displacements of feedback points and the manipulated points: 
where
is the mapping between the velocities of the feedback points and the manipulated points. In this way, we can determine a suitable end-effector velocity via feedback con-
is the difference between the desired vector and the current vector of the feedback points and η is the feedback gain.
However, the velocities of feedback points usually cannot be directly used in the control, because in practice these velocities are measured using visual tracking of deformable objects and thus are likely to be noisy or even unreliable when tracking fails. More importantly, a soft object needs a large set of feedback points to characterize its deformation, but a robotic manipulation system usually only has a few end-effectors, and thus the D(·) function in (5) is a mapping from the high-dimensional space of feedback point velocities to the low-dimensional space of manipulated point velocities. Such a system is extremely underactuated and thus the convergence speed of the control would be slow.
To deal with aforementioned difficulties, we extract a lowdimensional feature vector x from the feedback points for the control purpose, where x = C(p f ) is a feature vector whose dimension is much smaller than that of p f , and the function C(·) is the feature extraction function. Around the equilibrium state, we have δx = C (p f * )δp f * , and can rewrite the equilibrium function using the feature vector as
where the function H(·) is called the deformation function. The manipulation problem of deformable object can finally be described as: given the desired state x d of an object in the feature space, design a controller which learns the nonlinear function H(·) in an online manner, and outputs the control velocity δp m decreasing the distance between the object's current state x and x d , i.e., δp m = H(η · Δx), where Δx = x d − x and η is the feedback gain.
IV. CONTROLLER DESIGN
A. Deformation Function Learning
Since the deformation function H(·) is a general and highly nonlinear function determining how the movement of the manipulated points is converted into the feature space, the learning of the function H requires a flexible and non-parametric method. Our solution is to use the Gaussian Process Regression (GPR) to fit the deformation function in an online manner.
GPR is a nonparametric regression technique which defines a distribution over functions and the inference takes place directly in the functional space given the covariance and mean of the functional distribution. For our manipulation problem, we formulate the deformation function H as a Gaussian process:
where δx still denotes the velocity in the feature space.
For the covariance or kernel function k(δx, δx ), we are using the Radius Basis Function (RBF) kernel:
, where the parameter σ RBF sets the spread of the kernel. For the mean function m(δx), we are using the linear mean function m(δx) = Wδx, W is the linear regression weight matrix. We choose to use a linear mean function rather than the common zero mean function, because previous work [14] showed that the adaptive Jacobian method, which can be considered as a special version of our method using the linear mean function, is able to capture a large part of the deformation function H. As a result, a linear mean function can result in faster convergence of our online learning process and also provide a relatively accurate prediction in the unexplored region in the feature space. The matrix W is learned online by minimizing a squared error Q = during the previous manipulation process, the standard GPR computes the distribution of the deformation function as a Gaussian process
and GP's covariance function is
Here δX and δP m are matrices corresponding to the stack of {δx t } 
B. Real-Time Online GPR
In the deformation object manipulation process, the data (δx t , δp m t ) is generated sequentially, and thus at each time step t, we need to update the GP deformation function H t (δx) ∼ N (μ t (δx), σ 2 (δx)) at an interactive manner, with
and
In the online GPR, we need to perform the inversion of the Gram matrix A t = K(δX t , δX t ) + σ 2 n I repeatedly with a time complexity O(N 3 ), where N is the size of the current training set involved in the regression. Such cubic complexity makes the training process slow for long manipulation sequence where the training data size N increases quickly. In addition, the growing up of the GP model will reduce the newest data's impact on the regression result and make the GP fail to capture the change of the objects's deformation parameters during the manipulation. This is critical for deformable object manipulation, because the deformation function H is derived from the local force equilibrium and thus is only accurate in a small region.
Motivated by previous work about efficient offline GPR [25] - [28] , we here present a novel online GPR method called the Fast Online GPR (FO-GPR) to reduce the high computational cost and to adapt to the changing deformation properties while updating the deformation model during the manipulation process. The main idea of FO-GPR includes two parts: 1) maintaining the inversion of the Gram matrix A t incrementally rather using direct matrix inversion; 2) restricting the size of A t to be smaller than a given size M , and A t 's size exceeds that limit, using a selective "forgetting" method to replace stale or uninformative data by the fresh new data point.
1) Incremental Update of Gram Matrix
A t : Suppose at time t, the size of A t is still smaller than the limit M . In this case, A t and A t−1 are related by
where b = k(δX t−1 , δx t ) and c = k(δx t , δx t ) + σ 2 n . According to the Helmert-Wolf blocking inverse property, we can compute the inverse of A t based on the inverse of A t−1 :
In this way, we achieve the incremental update of the inverse Gram matrix from A 2) Selective Forgetting in Online GPR: When the size of A t−1 reaches the limit M , we use a "forgetting" strategy to replace the most uninformative data by the fresh data points while keeping the size of A t to be M . In particular, we choose to forget the i * data point that is the most similar to other data points in terms of the covariance, i.e.,
where We then discuss how to update A t from A t−1 . Since A t − A t−1 is only non-zero at the i * -th column or the i * -th row:
this matrix can be written as the multiplication of two matrices U and V, i.e., A t − A t−1 = UV T , where
Here e i * is a vector that is all zero but one at the i * -th item, k t is the vector k(δX t , δx t ) and k t−1 is the vector k(δX t−1 , δx i * ). Both U and V are size M × 2 matrices. Then using Sherman-Morrison formula, there is 
C. Exploitation and Exploration
Given the deformation function H t learned by FO-GPR, the controller system predicts the required velocity to be executed by the end-effectors based on the error between the current state and the goal state in the feature space: where γ is a scale factor as the feedback gain.
However, when there is no sufficient data, GPR cannot output control policy with high confidence, which typically happens in the early step of the manipulation or when the robot manipulates the object into a new unexplored configuration. Fortunately, the GPR framework provides a natural way to trade-off exploitation and exploration by sampling the control velocity from distribution of H t :
If x t is now in unexplored region with large σ 2 t , the controller will perform exploration around μ t ; if x t is in a well-explored region with small σ 2 t , the controller will output velocity close to μ t .
A complete description of the controller based on FO-GPR is shown in Fig. 3 .
D. Convergence and Stability Analysis
We can prove that given more and more data, our GPR-based online learning converges to the true underlying deformation distribution and the resulting controller is stable.
The GPR prediction in (8) and (16) includes two terms: The first term m(δx) actually corresponds to the adaptive Jacobian in [14] which has proven to be bounded and is able to asymptotically minimize the error between the current and the target states. The second term corresponds to a function H minimizing the functional
where H RHKS is the RKHS (reproducing kernel Hilbert space) norm w.r.t the kernel k. According to [29] , we can prove that this second term converges:
Proposition 1: The prediction function H converges to a true underlying deformation function η.
Proof: Let μ(δX, δP m ) be the probability measure from which the data pairs(δx t , δP m t ) are generated. We have (19) and its solution can then be computed as
Let η(δX) = E[δP m |δX] and λ i be the i-th eigenfunction of the kernel function k, the J[H] functional the becomes
When n → ∞, σ 2 n /N → 0 and thus H converges to η. After showing the convergence of (8) and (16), we can perform local linearizion for the nonlinear GPR prediction function and then design a Lyapunov function similar to [14] to show the stability of the GPR-based visual-servoing controller.
Remark 1: Equation (20) implies that we can still get good regression performance when only choosing the first m eigenfunctions satisfying λ m ≈ σ 2 n /N . This explains the stability and performance of our selective forgetting mechanism which keeps a relatively high covariance of the kernel matrix. Equation (20) also implies that if σ 2 n N λ t , H t is close to zero, which means that selective forgetting only works well when sufficient amounts of data is provided.
V. FEATURE EXTRACTION
For rigid body manipulation, an object's state can be completely described by its centroid position and orientation. But such global features are not sufficient to determine the configuration of a deformable object. As mentioned in Section IV, we extract a feature vector x from the feedback points to represent the object's configuration. Because GPR uses kernel methods to compute the similarity among different feature vectors, it can easily leverage rich feature vectors that can provide a highquality representation for the deformable object. Fig. 1 . Our robotic system for deformable object manipulation is made by two 3D cameras and one dual-arm ABB robot. Ω for its neighborhood and then the surface variation σ is computed as
where λ 0 , λ 1 , λ 2 are eigenvectors of Ω with λ 0 ≤ λ 1 ≤ λ 2 .
3) Extended FPFH From VFH:
Extended FPFH is the local descriptor of VFH and is based on Fast Point Feature Histograms (FPFH) [30] . Its idea is to use a histogram to record differences between the centroid point p c and its normal n c with all other points and normals.
C. Feature Selection for Different Tasks
According to our experience, for 1D deformable objects such as rope, we can use centroid, distance or the coordinates of several marked points; for 2D deformable objects like deformable sheets, surface variation indicator or extended FPFH are more effective to represent the states of the deformable objects. The features such as centroid and distance are also used in [14] , and thus we will use these features to compare our method with [14] . Our GPR-based approach is not sensitive to the feature selection because GPR can weight the importance of different features adaptively using the covariance matrix. Nevertheless, we can introduce task-relevant prior knowledge into the controller by manually designing task-specific features, which would be helpful to the robustness and effectiveness of the controlling process.
VI. EXPERIMENTS AND RESULTS
A. Experiment Setup
We evaluate our approach using one dual-arm robot (ABB Yumi) with 7 degrees-of-freedom in each arm. To get precise information of the 3D object to be manipulated, we set up a vision system including two 3D cameras with different perception fields and precision: one realsense SR300 camera for small objects and one ZR300 camera for large objects. The entire manipulation system is shown in Fig. 1 . For FO-GPR parameters, we set the observation noise σ n = 0.001, the RBF spread width σ RBF = 0.6, the maximum size of the Gram matrix M = 300 and m(δx) = 0 when do comparison with Jacobianbased method. The executing rate of our approach is 30 FPS. Fig. 2 . We model a soft object using three classes of points: manipulated points, feedback points, and uninformative points. 
B. Manipulation Tasks
To evaluate the performance of our approach, we apply it to different manipulation tasks involving distinct objects as shown in Fig. 4 . In these tasks, the feedback points can either be all object points observed by the camera or several marked points (similar to what is done in [14] ) critical for accomplishing a task.
1) Rolled Towel Bending:
This task aims at bending a rolled towel in to a specific goal shape as shown in Fig. 4(a) . We use a 4-dimension feature vector x = [c, d] as the feature vector used in the FO-GPR driven visual-servo, where c is the centroid feature described by (21) and d is the distance feature as described by (23) for two feature points on the towel.
2) Plastic Sheet Bending: This goal of this task is to manipulate a plastic sheet into a preassigned curved status as shown in Fig. 4(b) . We use a 4-dimension feature vector x = [c, σ] to describe the state of the plastic sheet, where c is the centroid feature described by (21) and σ is the surface variation feature computed by (24) . In Fig. 4(c) , we also perform a task where the sheet is partially observed during the manipulation to demonstrate the robustness and stability of our proposed controller.
3) Peg-in-Hole For Fabrics: This task aims at moving cloth pieces so that the pins can be inserted into the corresponding holes on the fabric. Two different types of fabric with different stiffness have been tested in our experiment: one is an unstretchable fabric as shown in Fig. 4(d) and the other is a stretchable fabric as shown in Fig. 4(e) . The 6-dimension feature vector x = ρ is the position of feedback points as described in (22) .
4) Towel Folding:
This task aims at flattening and folding a towel into a desired state as shown in Fig. 4(f) . We use a binned histogram of extended FPFH, which generates a feature vector of 135 dimensions, to describe the towel's shape. Since the feature has a large dimension, for this experiment we need to manually move the robot in the beginning to explore sufficient data so that the FO-GPR can learn a good enough initial model for the complex deformation function.
C. Results and Discussion
Our FO-GPR based manipulation control is able to accomplish all the five tasks efficiently and accurately. The success rate is around 70% for the peg-in-hole task and 90% for other tasks. Please refer to the videos at https://sites.google.com/view/msofogpr for manipulation details.
Next, we provide some quantitative analysis of our approach by comparing with some state-of-the-art approaches.
1) Comparison of Computational Cost With Standard GPR:
As shown in Fig. 5(a) , the time cost of the standard GPR operation in each iteration increases significantly when the number of training points increases, which makes the online deformation function update impossible. Our FO-GPR method's time cost is always under 2 ms. We also compare the time cost of each complete cycle of the manipulation process, including feature extraction, tracking, robot control, and GPR, and the result is shown in Fig. 5(b) . Again, the time cost of manipulation using standard GPR fluctuates significantly, which can be 10 times slower than our FO-GPR based manipulation, whose time cost is always below 5 ms and allows for real-time manipulation. This experiment is performed using the rolled towel bending task.
2) Impact of Selective Forgetting: In Fig. 6 , we compares the GP prediction quality between FO-GPR and the standard GPR on the rolled towel task, in order to show the impact of selective forgetting in FO-GPR. We record about 700 data entries continuously. The first 450 data are produced using random controller, and the rest are generated by the FO-GPR based controller which drives the soft object toward the target state smoothly. Before the data size reaches the maximum limit M = 300, the controllers using two GPR models provide the same velocity output. From this point on, FO-GPR selectively forgets uninformative data while the standard GPR still uses all data for prediction. For data points with indices between 300 and 450, the output from two controllers are similar , which implies that FO-GPR still provides a sufficiently accurate model. After that, the FO-GPR based controller drives the object toward goal and eventually the controller output is zero; while for standard GPR, the controller output remains unzero. This experiment suggests that the performance of FO-GPR is much better than the GPR in real applications in terms of both time saving and the accuracy of the learned deformation model.
3) Comparison of Online and Offline GPR:
In this experiment, we fix the Gram matrix unchanged after a while in the rolled towel manipulation task, and compare the performance of the resulting offline model with that of our online learning approach. As shown in Fig. 7 , the error in the feature space Δx 2 decreases at the beginning of manipulation while using both models for control. However, when the soft object is close to its target configuration, the controller using the offline model cannot output accurate prediction due to the lack of data around the unexplored target state. Thanks to the balance of exploration and exploitation of online FO-GPR, our method updates the deformation model all the time and thus is able to output a Fig. 4 . The set of tasks used to evaluate the performance of our approach: (a) rolled towel bending, (b) plastic sheet bending, (c) plastic sheet bending with occlusion, (d) peg-in-hole for unstretchable fabric, (e) peg-in-hole for stretchable fabric, and (f) towel folding. The first row shows the initial state of each object before the manipulation and the second row shows the goal states of the object after the successful manipulation. relative accurate prediction so that the manipulation process is successful.
4) Comparison of FO-GPR and Adaptive Jacobian-Based Method:
We compare our approach to the state-of-the-art adaptive Jacobian-based method for soft object manipulation [14] , which learns the Jacobian matrix using squared error function and stochastic gradient descent (SGD). Their method can be considered as a special case of our approach, where the deformation function is restricted to a linear function. First, through experiment we find that the learning rate of the linear model has a great impact on the manipulation performance and needs to be tuned offline for different tasks; while our approach is able to use the same set of parameters for all tasks. Next, we perform both methods on the rolled towel and the peg-in-hole with stretchable fabric tasks, and the results are shown in Fig. 8(a) and (b), respectively. To visualize the comparison results, we choose one dimension from the feature vector x and plot it. In Fig. 8(a) , we observe that the error of the controller based on the linear model decreases quickly, but the due to the error in other dimensions the controller still outputs a high control velocity and thus vibration starts. The controller needs a long time to accomplish the task. As a contrast, the error of the plotted dimension decreases slower but the controller finishes the task faster because the error of all dimensions declines to zero quickly, thanks to the nonlinear modeling capability of GPR. In the peg-in-hole task, we can observe that the GPR-based controller successfully accomplish the task while the controller based on the linear model fails. We also compare the computational time of both methods in Fig. 9 . For the rolled tower task, the adaptive-Jacobian based method is slightly (about 0.4 ms) faster than our approach since there are only 2 feedback points per frame. For the plastic sheet bending task with around 1200 feedback points per frame, the adaptive-Jacobian based method is significantly slower due to the expensive matrix multiplication while computing the gradient.
5) Robustness to Occlusion: Our method is robust to moderate level of occlusions as shown in Fig. 4(c) and (f). Thanks to the online learning mechanism, our controller is able to output correct prediction for an occluded point once it has been observed before and thus has been learned by the GPR model. Nevertheless, our method may not provide correct prediction and the controller may fail if the occluded part changes significantly and the features change rapidly.
VII. CONCLUSION AND FUTURE WORK
We have presented a general approach to automatically servocontrol soft objects using a dual-arm robot. We proposed an online GPR model to estimate the deformation function of the manipulated objects, and used low-dimension features to describe the object's configuration. The resulting GPR-based visual servoing system can generate high quality control velocities for the robotic end-effectors and is able to accomplish a set of manipulation tasks robustly. However, the proposed method cannot perform high-level tasks such as cloth folding and robot-assisted dressing, whose deformation functions vary at different stages. In the future work, we would investigate how to integrate our approach with reinforcement learning and design meta-polices to accomplish these high-level tasks.
