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Abstract
In this thesis a novel approach to process monitoring will be presented. This
approach leverages the concept of complex event processing (CEP) for near real
time monitoring of processes and process instances. As a major difference it does
not rely on the integration of processes in a workflow management system (WfMS)
to tackle the typical problems such as distribution of services, modelling of process
flows or reuse of services in different business contexts.
CEP allows to overcome those problems without direct integration of services
in an execution evironment, such as a workflow managemet system. Monitoring
will be enabled by rules applied to the services’ output that will be monitored
constantly.
The foundation for this approach is a detailed analysis of the major problems
and challenges in process monitoring. Based on this analysis and the analysis of
related monitoring tools the requirements for process monitoring in distributed
systems have been developed.
The concept of complex event processing as defined by David Luckham meets
many of those requirements. To determine whether this theoretical concept can
stand real life challenges a prototype has been developed and tested in several
scearios.
The results are very promising. Process monitoring in service oriented archi-
tectures can be done using complex event processing technology. All of the defined
monitoring scenarios could be implemented with the prototype.
As expected the monitoring of process instances especially in connection with
composite services was the most challenging scenario and the complexity of the
configuration increased substantially. However with more work on the the proto-
type the complexity surely can be reduced and maybe even a visual configuration
tool can be developed. This area should be part of further research.
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Zusammenfassung
In dieser Arbeit wird ein neuartiger Ansatz zum Monitoring von Prozessen pra¨sen-
tiert. Er basiert auf der Idee des Complex Event Processing (CEP) und soll nahezu
Echtzeitmonitoring von Prozessen und Prozessinstanzen ermo¨glichen. Der große
Unterschied zu den bisherigen Ansa¨tzen ist, dass es nicht no¨tig ist Prozesse in eine
Ablaufumgebung, wie ein Workflow-Managementsystem (WfMS) zu integrieren,
um sie durchga¨ngig u¨berwachen zu ko¨nnen. Durch den Wegfall von aufwa¨ndi-
gen WfMS-Projekten und starren Prozessen gewinnen Unternehmen und deren
IT-Architekturen deutlich an Flexibilta¨t.
Der Verzicht auf eine integrierte, steuernde Workflow-Engine und die darin fest
verdrahteten Prozesse bringt aber auch viele neue Herausforderungen mit sich.
Vor allem die Verteilung der Services und die Verwendung in unterschiedlichen
Kontexten, sowie die Abbildung der nurmehr implizit vorhandenen Prozesse sind
die Hauptprobleme denen sich dieser Monitoringansatz stellen muss.
Die Anwendbarkeit des oben vorgestellten Ansatzes wird im Rahmen dieser
Arbeit untersucht. Basis ist eine fundierte Analyse der Probleme und Heraus-
forderungen im Prozessmonitoring. Gemeinsam mit einer Analyse verwandter
Monitoring-Tools und verbreiteter Monitoring-Ansa¨tzen bildet sie den Grund-
stock fu¨r die Definition der Anforderungen an ein Prozessmonitoring in verteilten
Architekturen.
Das Konzept des Complex Event Processing nach David Luckham verspricht
viele der definierten Anforderungen abzudecken. Mit CEP als Basis und den viel-
versprechendsten Architekturideen aus den verschiedenen existierenden Ansa¨tzen
wird eine Architektur definiert, die Monitoring von Prozessen ermo¨glicht.
Zum Test der Tauglichkeit des neu entwickelten Ansatzes wird ein Prototyp
entwickelt und in verschiedenen Szenarios getestet. Diese Szenarios basieren auf
einem Energiehandelsprozess und werden entsprechend der anfangs definierten
Anforderungen modelliert.
Die Ergebnisse sind sehr vielversprechend. Der entwickelte Ansatz kann ge-
nutzt werden um in serviceorientierten Architekturen Prozessmonitoring zu be-
treiben. Alle aufgestellten Monitoring-Szenarios konnten mit Hilfe des Prototypen
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umgesetzt werden.
Wie erwartet war die gro¨ßte Herausforderung das Monitoring von Prozessin-
stanzen, speziell in Verbindung mit zusammengesetzten Services. Hier stieg die
Komplexita¨t der Regeln sehr stark an.
Dieser Teil ist auch ein wichtiges Gebiet fu¨r weiterfu¨hrende Forschungen. Ei-
ne Vereinfachung der Konfiguration und der Regeln, wu¨rde die Arbeit deutlich
vereinfachen.
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Kapitel 1
Einfu¨hrung
In den vergangenen Jahren sind zwei große Trends zusammengewachsen. Der
erste ist die Service-Orientierung und damit die serviceorientierte Architektur
als neues Paradigma der Unternehmens-IT-Architektur. Der zweite Trend ist die
Prozessorientierung. Technologien wie Webservices, BPEL oder BPMN haben
zum Zusammenwachsen dieser beiden Trends gefu¨hrt.
In vielen Publikationen wird Monitoring und Analyse von Gescha¨ftsprozes-
sen als wichtiger Bestandteil im Gescha¨ftsprozessmanagement verstanden. Diese
Aktivita¨ten stellen die Basis fu¨r Verbesserung der Prozesse dar. Die Umsetzung
von Prozessmonitoring geschieht zumeist auf zwei verschiedene Arten. Entweder
Prozesse werden in einem Workflow-Management-System abgebildet und das Mo-
nitoring damit der Workflow Engine u¨berantwortet, oder es werden KPIs definiert
und regelma¨ßig ausgewertet. Beide Lo¨sungsansa¨tze sind valide, haben jedoch ver-
schiedene Nachteile.
Die KPI Methode hat zwei besondere Nachteile. Der erste Nachteil ist, dass
diese Methode nur auf die Vergangenheit ausgerichtet ist. Zu definierten KPIs
werden u¨ber die Zeit hinweg Quelldaten erhoben, die in gewissen Intervallen un-
tersucht werden. Das zweite Problem ist, dass diese KPIs per Definition Indikato-
ren sind, die erst interpretiert werden mu¨ssen. Diese beiden Probleme zeigen, dass
es mit dieser Methode nicht mo¨glich ist, operative Probleme aufzuzeigen wenn
sie auftreten. Damit ist diese Form des Prozessmonitorings fu¨r den operativen
Betrieb nicht geeignet.
Der zweite Ansatz fu¨r Prozessmonitoring ist die Abbildung der Prozesse in
einem Workflow-Management-System (WfMS). Dadurch, dass das WfMS die
Steuerung des Prozesses und ha¨ufig auch der Datenflu¨sse u¨bernimmt, ko¨nnen ope-
rative Probleme und technische Fehler innerhalb des BPMS aufgezeigt werden. So
wird die Aufgabe des Monitorings von der Workflow-Engine u¨bernommen. Pro-
blematisch an diesem Ansatz ist jedoch, dass sa¨mtliche Prozesse in einem WfMS
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abgebildet werden mu¨ssen, um durchga¨ngiges Monitoring zu gewa¨hrleisten. Dies
ist jedoch in der Realita¨t sehr unwahrscheinlich, da dies mit sehr viel Aufwand
verbunden ist.
In dieser Arbeit wird deshalb ein neuartiger Ansatz zum Monitoring von Pro-
zessen pra¨sentiert. Er basiert auf der Idee des Complex Event Processing und
soll nahezu Echtzeit Monitoring von Prozessen und Prozessinstanzen ermo¨gli-
chen. Der große Unterschied zu den bisherigen Ansa¨tzen ist, dass es nicht no¨tig
ist alle Prozesse in eine Ablaufumgebung zu integrieren. Typische Probleme im
Prozessmonitoring wie zum Beispiel die Verteilung der Services, Abbildung von
Prozessabla¨ufen oder Wiederverwendung von Prozessen in unterschiedlichen Kon-
texten ko¨nnen mit Hilfe von CEP gelo¨st werden. Es ist nicht no¨tig alle Prozesse
in eine Ablaufumgebung zu bringen und durch Workflow Engines ausfu¨hren zu
lassen. Das Monitoring wird durch kontinuierliches Auswerten von Regeln, die
den Output der Services nutzen, umgesetzt.
Kapitel 2
Grundlagen
Im Kapitel Grundlagen werden zuna¨chst die wichtigsten Begriffe definiert. Dieser
Schritt ist no¨tig, da viele Begriffe wie zum Beispiel ”Service” einen weiten Spiel-
raum fu¨r Interpretation bieten. Oftmals sind diese Begriffe Homonyme oder es
fehlt eine eindeutige anerkannte wissenschaftliche Definition.
In solchen Fa¨llen werden die relevantesten Definitionen aus der wissenschaft-
lichen Literatur pra¨sentiert und die fu¨r diese Arbeit geltende bestimmt. Ist keine
direkte Bestimmung mo¨glich, weil keine Definition ausreichend ist, so wird eine
eigene abgeleitet.
Ziel dieser Definitionen ist nicht die allgemeine Gu¨ltigkeit, sondern die
Erho¨hung des Versta¨ndnisses dieser Arbeit.
2.1 Prozess und Gescha¨ftsprozess
Am Beginn der Neunziger Jahre pra¨gten Hammer und Champy, sowie Daven-
port die Begriffe Gescha¨ftsprozesses und Gescha¨ftsprozess Reengineering (engl.
Business Process Reengineering). [46] [50] Der Grundgedanke war eine radikale
Neuausrichtung des Unternehmens an den Gescha¨ftsprozessen, anstelle klassischer
Strukturen. Der Ansatz des radikalen Business Process Reengineering war spa¨ter
starker Kritik ausgesetzt und sogar Davenport selbst schreibt in einem spa¨teren
Artikel:
When I wrote about ”business process redesign” in 1990, I explicitly said that
using it for cost reduction alone was not a sensible goal. And consultants Michael
Hammer and James Champy, the two names most closely associated with reengi-
neering, have insisted all along that layoffs shouldn’t be the point. But the fact is,
once out of the bottle, the reengineering genie quickly turned ugly. [47]
Trotz der Kritik blieb aber die Grundidee der Prozessorientierung bestehen. Ent-
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sprechend diesem Paradigma soll im Rahmen dieser Arbeit untersucht werden,
wie diese Prozesse systematisch u¨berwacht werden ko¨nnen.
2.1.1 Definitionen in der Literatur
Wahrigs deutsches Wo¨rterbuch beschreibt Prozess allgemein als Ablauf, Verlauf,
Vorgang. [37]
Diese Definition ist noch sehr allgemein und kann durch die verschiede-
nen Definitionen in der wissenschaftlichen Literatur erga¨nzt beziehungsweise
eingeschra¨nkt werden. Die folgenden vier Definitionen behandeln den Begriff
Gescha¨ftsprozess.
2.1.1.1 Davenport (1993)
In definitional terms, a process is simply a structured, measured set of activities
designed to produce a specific output for a particular customer or market. It im-
plies a strong emphasis on how work is done within an organization, in contrast
to a product focus’s emphasis on what.
A process is thus a specific ordering of work activities across time and space,
with a beginning and an end, and clearly defined inputs and outputs: a structure
for action. ... Taking a process approach implies adopting the customer’s point of
view. Processes are the structure by which an organization does what is necessary
to produce value for its customers. [46]
2.1.1.2 Hammer & Champy (1993)
A collection of activities that takes one or more kinds of input and creates an
output that is of value to the customer. [50]
2.1.1.3 Scheer & Zimmermann (1996)
Ablauf eines fu¨r die Wertscho¨pfung einer Organisation wichtigen Vorgangs von
seiner Entstehung bis zu seiner Beendigung [72]
2.1.1.4 Gadatsch (2005)
Zielgerichtete, zeitlich-logische Abfolge von Aufgaben, die arbeitsteilig von mehre-
ren Organisationen oder Organisationseinheiten unter Nutzung der Informations-
und Kommunikationstechnologien ausgefu¨hrt werden ko¨nnen. [72]
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2.1.1.5 Ku¨hn & Karagiannis (2001)
Ein Gescha¨ftsprozess ist eine Abfolge von Aktivita¨ten bzw. Subprozessen, die zur
Erstellung eines Produktes von Akteuren durch Bearbeitung von Artefakten unter
Zuhilfenahme von Ressourcen durchgefu¨hrt werden. [64]
2.1.2 Definition fu¨r diese Arbeit
Fu¨r diese Arbeit am passendsten ist die Definition von Gadatsch mit einer Erwei-
terung: Die arbeitsteilige Ausfu¨hrung der Aktivita¨ten u¨ber Organisationen und
Organisationseinheiten ist nicht mehr Grundbedingung.
Hintergrund ist, dass Monitoring hier sehr tief, auf einer niedrigen Detailebene
beginnt und deshalb diese Einschra¨nkung nicht mehr gelten soll. Durch diesen
Schritt ist es mo¨glich kleinere und detailliertere Betrachtungen zu machen. Bei
so kleinen Prozessen noch von Gescha¨ftsprozessen im allgemeinen zu sprechen
wa¨re missversta¨ndlich, deshalb wird in dieser Arbeit nur noch von Prozessen
gesprochen.
Definition Prozess
Unter einem Prozess versteht man in dieser Arbeit eine zielgerichtete, zeitlich-
logische Abfolge von Aufgaben, die unter Nutzung von Informations- und Kom-
munikationstechnologien ausgefu¨hrt werden ko¨nnen.
2.2 Monitoring
Zunna¨chst soll der Begriff Monitoring fu¨r diese Arbeit gefasst werden. Im folgen-
den werden verschiedene Definitionen gegenu¨bergestellt und danach der Begriff
von dem verwandten Begriff des Measurements abgegrenzt.
2.2.1 Definitionen
In englischsprachigen, wie deutschen Wo¨rterbu¨chern finden sich Definitionen zu
dem Begriff Monitoring.
• Cambridge Dictionary to watch and check a situation carefully for a
period of time in order to discover something about it [1]
• Oxford English Dictionary keep under observation, especially so as to
regulate, record, or control. [2]
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• Webster Dictionary to watch, keep track of, or check usually for a special
purpose [3]
• Duden Monitoring [zu engl. to monitor = u¨berwachen, kontrollieren] Sy-
stematisches Beobachten, Analysieren und Auswerten einer bestimmten Si-
tuation [4]
Fu¨r diese Arbeit am passendsten ist die Definition aus dem Oxford English
Dicitionary, da sie neben U¨berwachung den Zweck der Regulierung, Aufzeichnung
und Kontrolle beinhaltet.
2.2.2 Abgrenzung zu Measurement
Measurement, englisch fu¨r Messung ist eng mit dem Begriff Monitoring verwoben.
In [63] werden die beiden Begriffe gut gegenu¨bergestellt. Zu bemerken ist, dass
Measurement eine wichtige Komponente fehlt: Die Kontinuita¨t des Vorgangs.
Monitoring ist ein fortgesetzter Vorgang, wobei Measurement einzelne, fu¨r sich
alleinstehende Aktivita¨ten darstellt.
Aus diesem Grund wird in dieser Arbeit von Monitoring gesprochen, um den
andauernden Charakter der Beobachtungen herauszustreichen.
2.2.3 Ebenen des Monitorings
Monitoring von Daten kann auf unterschiedlichen Ebenen geschehen. Je nach
Detaillierungsgrad oder Sichtweise ko¨nnen unterschiedliche Informationen und
Daten u¨berwacht und ausgewertet werden.
In dieser Arbeit werden drei Ebenen des Monitorings unterschieden:
2.2.3.1 Infrastruktur
Dies ist die unterste Ebene wo Monitoring stattfinden kann. Informationen u¨ber
die Verfu¨gbarkeit von Netzwerkressourcen, die Auslastung von Festplatten oder
auch die Antwortzeiten von Webservice Aufrufen werden dieser Ebene zugeordnet.
2.2.3.2 Applikation
In der zweiten Ebene werden Informationen u¨berwacht, die von den Applikatio-
nen selbst generiert werden. Im Unterschied zur na¨chsten Ebene, dem Business
Layer ist aber zur Interpretation dieser Daten kein doma¨nenspezifisches Wissen
no¨tig. Die Monitoringdaten ko¨nnen also unabha¨ngig vom Anwendungskontext
interpretiert werden.
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2.2.3.3 Business
In der obersten Ebene, der Business Schicht oder auch Business Layer werden
Daten u¨berwacht, die Ergebnisse der Applikationen darstellen. Zu ihrer Interpre-
tation ist zusa¨tzliches Wissen erforderlich
2.2.3.4 Beispiel
Anhand dieses Beispiels wird die Abgrenzung der einzelnen Ebenen noch einmal
verdeutlicht:
Ein Webservice berechnet anhand gewisser Inputdaten die maximale Gro¨ße
eines Portfolios und gibt die Summe in Dollar zuru¨ck. Soll dieser kleine Prozess
u¨berwacht werden, so kann zum einen die Netzwerkverbindung zum Webservice
u¨berpru¨ft werden, die durchschnittliche Antwortzeit und a¨hnliches. Dieses Moni-
toring wu¨rde in der Infrastruktur Ebene passieren.
In der Applikationsebene wu¨rde u¨berwacht, ob die Daten maschienenlesbar
angekommen sind, ob bei der Berechnung eine Ausnahme aufgetreten ist und ob
das Webservice eine Antwort liefert.
Erst in der Business Ebene wird gepru¨ft ob das Ergebnis semantisch korrekt
ist. Hier wird das Ergebnis zum Beispiel $500.000 interpretiert und den Erwar-
tungen der Endbenutzer gegenu¨ber gestellt.
Infrastruktur
Applikation
Business Das Ergebnis des Service ist $500.000
Das Datenformat ist korrekt
Das Netzwerk verfügbar
Abbildung 2.1: Ebenen des Monitorings
In diesem Beispiel ko¨nnte argumentiert werden, dass fu¨r die semantische Kor-
rektheit des Ergebnisses das Webservice selbst zu sorgen hat. Selbstversta¨ndlich
ist es mo¨glich im Webservice zusa¨tzliche Kontrollen, wie zum Beispiel Maximal-
werte fu¨r das Ergebnis, oder A¨hnliches einzubauen. Dies birgt aber zwei Probleme
mit sich:
1. In Zusammenhang mit dem Architekturkonzept der Serviceorientierung und
damit der angepeilten Wiederverwendung von Services wird durch eine der-
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artige Maßnahme der Handlungsspielraum fu¨r die Wiederverwendung dieses
Service eingeschra¨nkt.
2. Die maximale Gro¨ße eines Portfolios kann sich im Laufe der Zeit ha¨ufig
a¨ndern, hier mu¨sste jedes mal das Service selbst angepasst werden.
Aus diesen Gru¨nden ist es sinnvoll U¨berwachungsaktivita¨ten wie diese zu exter-
nalisieren.
2.2.4 Definition Prozessmonitoring
Entsprechend der ausgewa¨hlten Definitionen in den vorhergehenden Abschnitten
wird der Begriff Prozessmonitoring in dieser Arbeit wie folgt verwendet:
Prozessmonitoring ist die gemeinsame, andauernde U¨berwachung einzelner
Aktivita¨ten, die in zeitlich, logischer Abfolge in einem gewissen Gescha¨ftskontext
einen Wert erbringen.
Diese Definition unterscheidet sich von der Definition von ”Process Monito-
ring” in [63]. Die Autoren dieser Publikation definieren Prozessmonitoring als
U¨berpru¨fung einer Situation. Im Gegensatz dazu unterstreicht die hier gu¨ltige
Definition den Prozess.
2.3 Service
Fu¨r den sehr allgemeinen Begriff Service gibt es viele Definitionen. In dieser Ar-
beit soll der Begriff Service im Zusammenhang mit IT Architekturen verstanden
werden.
In [73] wird der Begriff Service in diesem Zusammenhang sehr gut definiert:
Ein Service ist ein Dienst mit einer klar definierten Leistung. Fu¨r jeden Ser-
vice gibt es eine oder mehrere Schnittstellen und einen Service-Contract. Der
Service-Contract entha¨lt normalerweise eine formale Beschreibung der Funktio-
nalita¨t, der Nutztung und der Anwendungsbedingungen des Service. Die Imple-
mentierung, also die konkrete Verarbeitungslogik und der Datenzugriff werden vor
dem Benutzer versteckt.
Diese Definition eines Service entspricht grundsa¨tzlich dem Versta¨ndnis die-
ses Begriffes in dieser Arbeit, wenngleich auch dem Service-Contract hier keine
weitere Beachtung geschenkt wird. Zwar beschreibt der Service-Contract das Rah-
menwerk eines Service und liefert dadurch wertvollen Input welche Aspekte fu¨r
Monitoring interessant sein ko¨nnen, doch liegt der Fokus dieser Arbeit nicht auf
der U¨bersetzung von Service-Contracts in Monitoring-Anforderungen, sondern
2.3. SERVICE 9
auf der Untersuchung der Durchfu¨hrbarkeit von prozessorientiertem Monitoring
in verteilten Architekturen.
Fu¨r diese Arbeit ist eine zusa¨tzliche Erweiterung dieser Definition no¨tig. Die
Anforderung der groben Granularita¨tsstufe eines Service gilt hier nicht. Hinter-
grund dieser Anpassung ist, dass auch schon auf der Ebene eines kleinen, einzelnen
Webservice Monitoring ansetzen kann.
Aus diesem Grund wird hier noch zwischen Business Service und technischem
Service unterschieden.
2.3.1 Business Service
Unter dem Begriff Business Service ist ein grobgranularer Dienst zu verstehen.
Zu Vergleichen ist er mit einer Aktivita¨t in einem Gescha¨ftsprozess, jedoch muss
der den Grundbedingungen eines Service, die oben definiert wurden entsprechen.
Also ist ein Business Service ein Dienst mit einer klar definierten Leistung, deren
Output direkt dem Gescha¨ftszweck dient.
Das klassische Beispiel fu¨r ein grobgranulares Business Service ist die Flugre-
servierung. Unza¨hlige Publikationen wie zum Beispiel [61] nutzen dieses Beispiel.
Entsprechend soll dieses Beispiel auch hier genutzt werden.
Das Business Service Flugbuchung entspricht sehr gut der Definition von oben.
Es ist grobgranular, kann gut durch einen Service-Contract beschrieben werden,
die Leistung ist klar definierbar und der Output dient eindeutig dem Gescha¨fts-
zweck.
2.3.2 Technischer Service
Hinter einem technischen Service steht in dieser Arbeit stets ein konkretes Stu¨ck
Software. Bei einem technischen Service kann die Granularita¨t bereits sehr fein
sein. Trotzdem ist hier noch keine konkrete Technologie festgelegt. Es handelt sich
auch auf einer sehr tiefen, feinen Ebene noch immer um Architekturbetrachtun-
gen. Es gibt keine Festlegung konkreter Technologien zur Umsetzung von Services,
wie Webservices oder CORBA .
Das zuvor genannte Service Flugbuchung besteht mit Sicherheit aus sehr vie-
len kleinen technischen Services. Ein Beispiel fu¨r ein solches wa¨re zum Beispiel
verfu¨gbare Sitzpla¨tze anzeigen. Dieser kleine Bestandteil ist no¨tig, um das Busi-
ness Service Flugbuchung erfolgreich durchzufu¨hren.
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2.3.3 Serviceorientierte Architektur
Fu¨r eine serviceorientierte Architektur gibt es sehr viele Definitionen. Die Stan-
dardisierungsorganisation OASIS [5] liefert eine abstrakte Beschreibung einer ser-
viceorientierten Architektur:
Service Oriented Architecture (SOA) is a paradigm for organizing and utili-
zing distributed capabilities that may be under the control of different ownership
domains. [36]
Sieben weitere Definitionen des Begriffs serviceorientierte Architektur sind
in [55] angefu¨hrt.
Eine fu¨r diese Arbeit sehr passende Definition von SOA liefern die Autoren
Jan-Peter Richter, Harald Haller und Peter Schrey in [54]:
SOA ist ein Architekturmuster, das den Aufbau einer Anwendungslandschaft
aus einzelnen fachlichen Anwendungsbausteinen beschreibt, die jeweils eine klar
umrissene fachliche Aufgabe wahrnehmen. Die Anwendungsbausteine sind lose
miteinander gekoppelt, indem sie einander ihre Funktionalita¨ten in Form von
Services anbieten. [54]
Sie streichen zwei Elemente klar heraus, die auch in dieser Arbeit als besonders
wichtig erachtet werden:
1. Klare Trennung der Aufgaben
Vergleichbar mit dem Paradigma Separation of Concerns (SoC) bei der
Programmierung, wird auch hier gefordert, Aufgaben in klar abgegrenzte
Bereiche zu teilen. In der Programmierung wird angestrebt die Verflech-
tung von unterschiedlichen Aufgaben im selben Programmcode so gering
wie mo¨glich zu halten. Dazu sind verschiedene Design Patterns wie zum Bei-
spiel Model-View-Controller (MVC) entstanden. MCV beispielsweise trennt
die Darstellung fu¨r den Nutzer, die Verarbeitung der Eingaben und die Ab-
bildung des Inhalts von einander.
Diesem Beispiel folgend wird hier versucht fachlich unterschiedliche Auf-
gaben zu kapseln und klar zu trennen. Natu¨rlich geschieht diese Trennung
auf einer ho¨heren Ebene. Man spricht deshalb auch von programming in
the large und programming in the small. Ensprechend dieser Einteilung ist
MVC dem programming in the small und SOA programming in the large
zuzuordnen.
2. Lose Kopplung
Ein weiterer wichtiger Bestandteil einer SOA ist die lose Kopplung der
einzelnen Services. Auch hier ko¨nnen Analogien zur Programmierung her-
gestellt werden.
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In der objektorientierten Programmierung sind die Begriffe Koha¨sion und
Kopplung Maßzahlen fu¨r die objektive Qualita¨t des Codes. Die Koha¨sion
zeigt die Genauigkeit der Abbildung einer Aufgabe. Dagegen gibt die Kopp-
lung die direkten Querverbindungen der einzelnen Abbildungen untereinan-
der an. Robustheit, Testbarkeit, Sicherheit aber auch Versta¨ndlichkeit und
vor allem Wiederverwendbarkeit des Programmcodes steigen bei niedriger
Kopplung und hoher Koha¨sion.
In einer serviceorientierten Architektur wird durch diese Elemente versucht
eine flexiblere IT-Architektur zu erstellen. Durch den Fokus auf klare Trennung
und lose Kopplung ko¨nnen einmal erstellte Services einfacher angepasst oder neu
kombiniert werden.
Gerade in großen, gewachsenen IT Landschaften sind Anpassungen in der
IT oft sehr kostenintensiv und riskant. So berichtete Martin Frick, der CIO von
Avis Europe auf der Konferenz DW2008 in St. Gallen, dass die durchga¨ngige
Anpassung der IDs ihrer Niederlassungen einen zweistelligen Euromillionenbetrag
kosten wu¨rde.
An Beispielen wie diesen kann leicht erkannt werden, wie groß der Bedarf an
leichter anpassbaren IT-Systemen ist.
2.4 Event
2.4.1 Event
In diesem Kapitel werden die letzten Grundbegriffe dieser Arbeit definiert. Es
handelt sich dabei um die Begriffe Event, Complex Event und Complex Event
Processing. Die beiden Begriffe Complex Event und Complex Event Processing
entstammen der Arbeit von Professor David Luckham. Er leitete das RAPIDE
Projekt [6] an der Stanford University, das von der Defense Advanced Research
Projects Agency (DARPA) [7] unterstu¨tzt wurde. Ziel dieses Forschungsprojekts
war es, ein eventbasiertes Analyse- und Simulationswerkzeug zu schaffen.
Grundlage dieser Forschung ist der Begriff Event. Die Event Processing Tech-
nical Sciety (EPTS) definiert den Begriff Event im ersten Schritt ganz allgemein
als:
Anything that happens, or is contemplated as happening. [48]
Als Beispiele werden genannt:
• A financial trade
• An airplane lands
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• A sensor outputs a reading
• A change of state in a database or a finite state machine
• A key stroke
• A natural occurrence such as an earthquake
• A social or historical happening, e.g., the abolition of slavery, the battle of
Waterloo, the Russian Revolution, and the Irish potato famine.
Neben dieser breiten und sehr allgemeinen Definition eines Events liefert die
EPTS noch eine weitere Definition des Begriffs Event:
An object that represents, encodes, or records an event, generally for the pur-
pose of computer processing. [48]
Auch die Beispiele umfasssen nun Events, die in IT-Systemen entstehen und
dort verarbeitet werden ko¨nnen:
• A purchase order (records a purchase activity)
• An email confirmation of an airline reservation
• Stock tick message that reports a stock trade
• A message that reports an RFID sensor reading
• A medical insurance claim document
Diese Definition entspricht auch schon der Definition von Events, die David
Luckham in seinem Buch The Power of Events beschreibt:
An event is an object that is a record of an activity in a system. The event
signifies the activity. An event may be related to other events. [67]
Im Kontext dieser Arbeit wird Event ebenfalls grundsa¨tzlich sehr allgemein
aufgefasst. Events ko¨nnen durch sehr viele verschiedene Aktivita¨ten ausgelo¨st
werden und sehr verschiedenartig sein. Fokus dieser Arbeit sind Events, die in-
nerhalb von Unternehmen entstehen und Aktivita¨ten auslo¨sen. Von besonderem
Interesse sind Events, die in Computersystemen entstehen und zwischen unter-
schiedlichen Systemen ausgetauscht werden.
Um beispielsweise eine Flugbuchung durchzufu¨hren, mu¨ssen unza¨hlige Nach-
richten zwischen unterschiedlichsten IT-Systemen fließen um den Prozess der
Flugbuchung von der Sitzplatzreservierung bis zur Bezahlung zu ermo¨glichen.
Jede Nachricht ist fu¨r jedes Computersystem ein Event, das wiederum weitere
Arbeitsschritte, Nachrichten und damit Events nach sich zieht.
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So betrachtet sind Events immer Ergebnisse und gleichzeitig auch Auslo¨ser
eines Arbeitsschritts. Events lo¨sen Prozesse aus und treiben sie voran.
Diese Betrachtung liegt auch dem Begriff Event Driven Architecture zugrunde.
Er beschreibt Computersysteme, die nur durch Events angestoßen werden und die
ihrerseits wieder Events emittieren.
2.4.2 Complex Event
Events sind nie unabha¨ngig [68]. Ein Event lo¨st weitere Events aus, oder wird
von anderen Events ausgelo¨st. Das folgende Beispiel soll dies Verdeutlichen.
2.4.2.1 Beispiel
Das Event Flugticket jetzt drucken wird von vielen anderen Events, wie zum
Beispiel Flugdaten eingegeben, Sitzplatz verfu¨gbar, Sitzplatz reserviert, Zahlung
erfolgreich ausgelo¨st. Diese Events haben selbstversta¨ndlich eine klar definierte
Reihenfolge und mu¨ssen zum selben Kontext geho¨ren. So kann die Sitzplatzreser-
vierung nicht vor der Verfu¨gbarkeitskontrolle erfolgen und die Sitzplatzreservie-
rung natu¨rlich nicht beginnen, bevor die Flugdaten eingegeben wurden. Ebenso
verha¨lt es sich mit dem Kontext. Es reicht nicht, wenn zum korrekten Zeitpunkt
das Event Sitzplatz reserviert eintritt. Es muss auch zum passenden Kontext, also
dem korrekten Flug geho¨ren.
2.4.2.2 Aggregation
Beim Event Ticket jetzt drucken spricht man also von einem Complex Event. Es
besteht aus mehreren anderen Events, die u¨ber ein festes Regelwerk zusammen-
gefasst werden ko¨nnen. So kann ein Complex Event auch als Aggregation seiner
Einzelevents verstanden werden.
Ein Complex Event ist somit immer eine Aggregation mehrerer Events.
2.4.2.3 Abstraktion
Ein Complex Event kann aber auch eine Abstraktion mehrerer Events auf einer
tieferen Ebene, wie zum Beispiel dem Infrastruktur Layer sein.
Beispiel
Der Complex Event Feueralarm auslo¨sen ist in der Applikationsebene an-
gesiedelt. Seine Bestandteile sind aber durchwegs auf der Infrastruktur Ebene
angesiedelt. Er besteht zum Beispiel aus Events, die Raumtemperatur, Rauch
und a¨hnliche Basisinformationen transportieren.
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In dieser Arbeit wird der Begriff Event sowohl fu¨r Complex Events, als auch
fu¨r einzelne Events genutzt. Hauptgrund dafu¨r ist die einfachere Handhabung des
Begriffs Event.
2.4.3 Complex Event Processing
Auf seiner Homepage definiert Professor David Luckham Complex Event Proces-
sing wie folgt:
The goal of CEP is to enable the information contained in the events flowi-
ng through all of the layers of the enterprise IT infrastructure to be discovered,
understood in terms of its impact on high level management goals and business
processes, and acted upon in real time. [8]
Dies ist auch die fu¨r diese Arbeit gu¨ltige Definition. Betrachtet man die einzel-
nen Schlagworte dieser Definition und stellt sie dem Ziel dieser Arbeit gegenu¨ber
so sind viele U¨bereinstimmungen erkennbar.
Speziell discovered, understood in terms of its impact on high level manage-
ment goals and business processes entspricht dem Anspruch an Monitoring so
wie es im Rahmen dieser Arbeit entwickelt werden soll.
2.4.3.1 Anwendungen von CEP
• Algorithmic Trading
Unter algorithmic trading versteht man das Handeln an der Bo¨rse nach ma-
thematischen Modellen. Events sind hier Stockticks und nach bestimmten
Algorithmen werden Kauf und Verkaufsorders automatisch gefeuert.
• Business Activity Monitoring
Ein weiterer Sektor wo CEP Technologie bereits sehr verbreitet ist, ist Busi-
ness Activity Monitoring (BAM). Im BAM wird versucht, gewisse Events so
zu aggregieren, um mo¨glichst in Echtzeit die Auslastung des Unternehmens
anzuzeigen. In Dashboards werden dann einzelne Kennzahlen visualisiert.
Kapitel 3
Motivation fu¨r Monitoring
Motivationen fu¨r Monitoring gibt es viele. Hier seien ein paar grundlegende
Bedu¨rfnisse ausgefu¨hrt, die entsprechendes Monitoring notwendig machen. Zuerst
wird die Fehlersuche, die mit Zunahme der Komplexita¨t der IT Infrastrukturen
exponential steigt betrachtet. Danach werden Themen, wie Prozessverbesserung
oder externe Treiber, wie Compliance Richtlinien betrachtet.
3.1 Fehlersuche
Moderne IT-Architekturen und Systemlandschaften werden immer komplexer.
Dies hat mehrere Gru¨nde. Zum einen werden die Aufgaben, die die IT u¨berneh-
men muss immer gro¨ßer. Zum anderen geht der Trend weg von großen Silosyste-
men hin zu verteilten Architekturen.
Betrachtet man nun eine verteilte Architektur, wie eine serviceorientierte Ar-
chitektur, so erkennt man sehr schnell, wie komplex die Fehlersuche werden kann.
Beispiel
Bei einer online Flugbuchung bekommt ein Nutzer im letzten Schritt seines
Buchungsvorgangs die Meldung Buchung fehlgeschlagen pra¨sentiert. Dies kann
eine Unzahl an Ursachen haben. Es ist sicher nicht unu¨blich, dass fu¨r verschie-
denste Teile der Buchung unterschiedliche Systeme im Einsatz sind. Diese sind
zumeist u¨ber Schnittstellen miteinander verbunden und tauschen so Daten aus.
Um die Fehleranalyse durchzufu¨hren, ist es no¨tig alle Logs, aller beteiligten
Systeme zu analysieren, um die Ursache eines Fehlers zu finden. Dieser Prozess
kann sehr lange dauern, da verschiedenste Voraussetzungen dazu no¨tig sind.
• Zugang zu Logging Information
Fu¨r eine eingehende Fehleranalyse ist es no¨tig, Zugang zu sa¨mtlichen Infor-
mationen zu erhalten. Ha¨ufig sind die einzelnen Systeme verteilt und kein
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zentraler Zugriff mo¨glich. Bei anderen Systemen werden kaum oder gar keine
Logging-Informationen erzeugt. Diese mu¨ssten erst im sogenannten Debug
Mode laufen, damit ausreichend Information verfu¨gbar ist.
• Versta¨ndnis der Information
Besteht Zugriff auf die notwendigen Daten, so mu¨ssen diese interpretiert
werden. Jedes System hat seine eigene Art zu loggen. Ha¨ufig werden we-
nig sprechende Fehlercodes ausgegeben, die erst in sinnvolle, versta¨ndliche
Informationen u¨bersetzt werden mu¨ssen.
• Wiederherstellen des Fehlerfalls
Die komplexeste Aufgabe ist die Wiederherstellung des Umfeldes in dem
ein Fehler aufgetreten ist. Es mu¨ssen alle beteiligten Applikationen in den
gleichen Zustand versetzt werden, in dem sie zum Zeitpunkt des Fehlers
waren.
3.2 Prozessverbesserung
Eine weitere Triebfeder fu¨r das Monitoring von Prozessen ist die kontinuierli-
che Verbesserung. Grundlage fu¨r diese Verbesserung ko¨nnen die Daten, die das
Monitoring liefert sein.
Prozessverbesserung durch kontinuierliches Prozess Re-Engineering wird in
[58] beschrieben. Das Vorgehen teilt sich in fu¨nf verschiedene Teilprozesse: Strate-
gic Decision Process, Re-Engineering Process, Resource Allocation Process, Work-
flow Management Process und Performance Evaluation Process. Abbildung 3.1
zeigt den Kreislauf der einzelnen Teilprozesse.
Im Performance Evaluation Process werden die Daten des Workflow Manage-
ment Process qualitativ und quantitativ ausgewertet. Fu¨r Abbildung und Analyse
kann ein BPMS verwendet werden, wie unter [57] beschrieben. Die verbreitetste
Umsetzung dieser Idee ist in [56] beschrieben. Dabei wird davon ausgegangen,
dass der zu evaluierende Prozess komplett in einem WfMS abgebildet ist und
durch dieses ausgefu¨hrt wird.
Der durchga¨ngige Einsatz von WfMS ist aber in der Realita¨t sehr selten.
Der Bedarf an Inputdaten fu¨r den Performance Evaluation Process bleibt aber
bestehen. Diese Lu¨cke soll das Prozessmonitoring fu¨llen.
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Abbildung 3.1: BPMS Ansatz nach Dimitris Karagiannis
3.3 Operations
Eine weitere Triebfeder fu¨r Monitoring ist der Wunsch mo¨glichst in Echtzeit den
Status einzelner Teilprozesse zu sehen. Manche Prozesse beinhalten sehr viele
unterschiedliche Schritte die voneinander abha¨ngig sind. Ha¨ufig haben Prozesse
eine maximale Laufzeit.
Fu¨r den Prozessverantwortlichen ist aktuelles Feedback u¨ber den Zustand sei-
ner Prozesse von hoher Wichtigkeit. Er muss sehen, in welchem Arbeitsschritt der
Prozess gerade steckt und wie lange schon. Basierend auf diesen Daten kann er
fru¨hzeitig Massnahmen einleiten um einen rechtzeitigen Abschluss des Prozesses
zu ermo¨glichen.
Beispiel Prozess Tagesabschluss des Handelsystems Zum Tagesabschluss
mu¨ssen in einem Handelssystem verschiedene Arbeitsschritte durchgefu¨hrt wer-
den. Wichtig ist, dass der Prozess bis zum na¨chsten Tag abgeschlossen ist, da
sonst die Trader nicht Handeln ko¨nnen. Abbildung 3.2 zeigt diesen Prozess, wie
er in einem Energiekonzern implementiert ist.
Der Prozessverantwortliche kann basierend auf seiner Erfahrung und den Da-
ten aus dem Monitoring fru¨hzeitig entsprechende Maßnahmen einleiten, damit
der Prozess bis zum na¨chsten Arbeitstag erfolgreich abgearbeitet werden kann.
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Abbildung 3.2: Prozess Tagesabschluss des Handelsystems
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3.4 Entscheidungsunterstu¨tzung
Das Forschungsgebiet Decision Support Systems (DSS) ist bereits recht alt. Er-
ste Vero¨ffentlichungen zu diesem Thema reichen zuru¨ck bis ins Jahr 1978. [59] In
den Neunzigern bekam das Thema einen neuen Schub durch die gestiegene Ver-
breitung von Business-Intelligence-Systemen. Systeme versuchen durch mo¨glichst
ausgefeilte Algorithmen gescha¨ftsrelevante Daten und Trends aus einem großen
Datentopf zu gewinnen. Diese Datento¨pfe werden als Datawarehouse bezeichnet.
BI-Systeme haben aber den Nachteil, dass sie nicht in Echtzeit, sondern nur
basierend auf historischen Daten Informationen liefern ko¨nnen. [39]
Im Dunstkreis von CEP beziehungsweise BAM wurde der Begriff Real Ti-
me BI entwickelt. Ziel dabei ist es, durch Monitoring und (nahezu) Echtzeit-
Verarbeitung der Monitoringinformationen jederzeit den Zustand einzelner Pro-
zesse oder Unternehmensbereiche ablesen zu ko¨nnen, um so qualifizierte Entschei-
dungen zu treffen.
Continental Airlines nutzt derartige Systeme in unterschiedlichen Bereichen.
[38] Einer dieser Bereiche ist Flight and Passenger Operations.
Die realtime Daten u¨ber den aktuellen Zustand des Flugnetzes von United
Airlines werden in Dashboards dargestellt. Neben Informationen u¨ber Flu¨ge, sind
fu¨r Continental Airlines vor allem Informationen u¨ber ihre High Value Customers
von Interesse. Kommt ein Flug etwa verspa¨tet an und der Anschlussflug ist an
einem entfernten Gate, so liefert das System entsprechendes Feedback und ein
Assistent am Flughafen kann diesen speziellen Passagieren Hilfestellung anbieten.
Ebenso wird auch Information u¨ber die Auslastung der einzelnen Mitarbeiter
und die Anzahl der abzufertigenden Flu¨ge abgebildet. Diese Information kann
dann entsprechend genutzt werden, um zusa¨tzliche Ressourcen freizugeben.
3.5 Compliance
Neben internen Treibern, wie Prozessverbesserung oder Operations gibt es noch
weitere Treiber fu¨r Monitoring. Ein wichtiger Treiber ist der Themenbereich Com-
pliance. Das sicher bekannteste Regulativ in diesem Bereich ist der Sarbanes Ox-
ley Act (SOX). Andere Standards sind beispielsweise GxP. Manche dieser Treiber
sind extern. Sie wirken von außen auf ein unternehmen und zwingen es gewisse
Anforderungen an Prozesskontrolle zu erfu¨llen.
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3.5.1 Sarbanes Oxley Act
Eines der bekanntesten Regulative ist der SOX. Er ist verpflichtend fu¨r alle Un-
ternehmen die an amerikanischen Bo¨rsen notieren. Zusa¨tzlich erstreckt es sich
auch auf deren Tochterunternehmen und Dienstleister. [62]
Ziel des SOX ist es die Corporate Governance zu verbessern und die Trans-
parenz der Buchfu¨hrung sicherzustellen um Skandale wie Enron oder Worldcom
zu verhindern.
Der fu¨r die IT relevante Teil ist die Sektion 404 des Sarbanes Oxley Act. Er
verpflichtet die Unternehmen alle Prozesse, die zur Finanzgebarung und zur Be-
richtserstellung beitragen, einem entsprechenden Kontrollsystem zu unterwerfen.
Entsprechend dieser Anforderungen sind sie gezwungen gegenu¨ber einem Auditor
die Vollsta¨ndigkeit und Zuverla¨ssigkeit ihres Internen Kontrollsystems nachzuwei-
sen. Des weiteren mu¨ssen sie auch sicherstellen, dass die Prozesse (auch die ihrer
Dienstleister) keine Schwachstellen aufweisen und nachvollziehbar sind.
3.5.2 Six Sigma
Die Six Sigma Strategie wurde urspru¨nglich von Motorola in den USA ca. im
Jahr 1985 entwickelt. Ziel war es die Qualita¨t der Prozesse deutlich zu verbessern.
Grund dafu¨r war die gestiegene Konkurrenz, vor allem aus Japan. Grundidee von
Six Sigma ist es die Qualita¨t und die Vera¨nderungen klar bewertbar zu machen.
[60] Dazu wurde die Maßzahl DPMO eingefu¨hrt. Sie gibt an wie viele Fehler pro
einer Million Versuche entstehen.
Der Six Sigma Ansatz kennt 6 Sigma Level. Je ho¨her das level umso geringer
ist die Fehleranzahl pro Million Versuche. Sigma Level 1 erlaubt 691.482 Fehler
je Million Ausfu¨hrungen. In Sigma Level 4 sind nur noch 6.120 und Sigma Level
6 lediglich 3,4 Fehler je Million Ausfu¨hrungen zula¨ssig.
Six Sigma mag zwar aus der Produktion stammen, doch ist die Anwendung
nicht auf Herstellungsprozesse beschra¨nkt. Auch administrative Prozesse ko¨nnen
abgebildet werden. [60].
Six Sigma hat ein einheitliches Vorgehen definiert, das unter dem Akronym
DMAIC bekannt ist. DMAIC bedeutet Define, Measure, Analyse, Improve, Con-
trol.
1. Define In der ersten Phase des Six Sigma Kreislaufs werden grundsa¨tzlichen
Ziele definiert.
2. Measure In der na¨chsten Phase werden grundlegende Parameter identifi-
ziert und die Rohdaten erhoben.
3.5. COMPLIANCE 21
3. Analyse In dieser Phase werden die Daten analysiert, Schwachstellen auf-
gedeckt und Verbesserungspotentiale identifiziert.
4. Improve Nach der Identifikation der Verbesserungspotentiale werden ge-
wisse Anpassungen vorgenommen.
5. Control Im letzten Schritt des Kreislaufs werden neue Monitoringmecha-
nismen definiert und der Prozess damit weiter u¨berwacht.
Speziell die Bereiche Measure, Analyse und Control beno¨tigen entsprechende
Unterstu¨tzung seitens einer stabilen Monitoringlo¨sung.
3.5.3 GxP
GxP ist eine Sammlung verschiedener Best Practice Verfahren und in der Pharma
Industrie weit verbreitet. G steht in diesem Fall fu¨r Good und P fu¨r Practices.
Das x ist ein Platzhalter fu¨r unterschiedlichste Anwendungsgebiete. Es gibt zum
Beispiel GMP fu¨r Manufacuring, GAP fu¨r Auditing, GEP fu¨r Engineering oder
GITP fu¨r IT.
Diese Richtlinien sind grundsa¨tzlich nicht verpflichtend, doch haben sie sich
als Quasi-Standard etabliert und werden vor allem in Pharma-Unternehmen ein-
gesetzt und ha¨ufig von ihren Dienstleistern auch eingefordert.
Der Nachweis der Einhaltung dieser Best Practices kann ebenfalls durch ge-
zieltes Prozessmonitoring erfolgen.
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Kapitel 4
Problembereiche im Monitoring
In diesem Kapitel werden die typischen Problemstellungen die das Monitoring
von Prozessen in verteilten Architekturen mit sich bringt besprochen. Es beginnt
zuna¨chst auf Ebene der Daten, danach wird auf das Problem des Kontexts einge-
gangen. Im Anschluss daran werden noch die Probleme die bei Wiederverwendung
von Services auftreten, sowie Probleme der Echtzeitanalyse erla¨utert.
4.1 Quelldaten fu¨r Monitoring
Das erste Problem dem ein Monitoringsystem gegenu¨bersteht ist die beno¨tigten
Grunddaten zu erfassen. Die Probleme dabei sind a¨hnlich denen bei Business
Intelligence Lo¨sungen.
4.1.1 Datenquellen verteilt
Das erste Problem ist, dass die Quelldaten in einem Unternehmen sehr verteilt
sind. Unterschiedlichste Systeme legen ihre Nutzdaten an unterschiedlichen Orten
ab. Typische Vertreter sind:
• Workstations Quelldaten, die dem Monitoring dienen, liegen im schlech-
testen Fall auf den einzelnen Workstations der Mitarbeiter. Dies ko¨nnen
Office-Dokumente, oder Ergebnisse von Spezialprogrammen sein. Diese Da-
ten sind am schwierigsten zu sammeln und auszuwerten.
• Fileserver Ha¨ufig werden Daten auch auf zentralen Fileservern abgelegt.
Auch diese Daten sind schwierig zu erheben. Die Hauptprobleme sind, dass
die Daten sehr unstrukturiert vorliegen und keinerlei Aussage u¨ber ihre
Qualita¨t gemacht werden kann.
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• Datenbanken Viele Anwendungen nutzen Datenbankmanagement-
Systeme um ihre Nutzdaten abzulegen. Dies hat zwar den Vorteil, dass die
Daten strukturiert vorliegen und der Zugriff zentral mo¨glich ist, jedoch er-
gibt sich durch die ha¨ufig sehr große Anzahl an verschiedenen Datenbanken
in einem Unternehmen eine weitere Steigerung der Komplexita¨t.
Mit der Verteilung der Daten geht noch ein weiteres Problem einher: Das
Wissen um diese Daten, vor allem ihrer Aussagekraft und wie ein automatisierter
Zugriff mo¨glich wa¨re, ist ebenfalls sehr verteilt. Nicht selten gibt es in großen
Unternehmen nur ein oder zwei Personen, die Bescheid wissen, wie auf diese Daten
zugegriffen werden kann. Selbst einfache Probleme, wie benutzte Passwo¨rter oder
Servernamen sind oft nur schwer zu bekommen, da das Wissen genauso verteilt
ist wie die Daten selbst.
Neben der physischen Verteilung der Daten bringt die Serviceorientierung
noch weitere Herausforderungen mit sich. Da jedes Service atomar ist und fu¨r
einen Prozess mitunter sehr viele unterschiedliche Services beno¨tigt werden, ist
die Anzahl an einzelnen Datenquellen ebenfalls sehr hoch.
4.1.2 Unterschiedliche Tra¨gerformate
Das na¨chste Problem bei der Beschaffung der Quelldaten fu¨r das Monitoring ist
das unterschiedliche Tra¨gerformat der Datenquellen.
Viele Applikationen protokollieren wertvolle Informationen u¨ber ihren Zu-
stand. Dies ist eine reichhaltige Quelle fu¨r Monitoringdaten. Leider gibt es aber
u¨berhaupt keinen Standard wie diese Information abgelegt wird. Verbreitete Va-
rianten sind:
• Logfiles sind mit Sicherheit die verbreitetste Methode, wie Applikationen
u¨ber ihren Zustand Auskunft geben. Der Apache Webserver [9] logt bei-
spielsweise alle Zugriffe in ein eigenes Logfile. Das so genannte AccessLog.
Ebenso logt er alle Probleme in ein weiteres Logfile, das ErrorLog.
• Datenbanken werden auch zur Ablage von Logging Daten genutzt. Der
Robo Server von Kapow [10] legt beispielsweise Informationen zu Start,
Stop und Problemen in einer Datenbank ab.
• Nachrichten auf Message Bus werden eher selten genutzt um Status-
informationen zu publizieren. Solche Lo¨sungen findet man am ehesten im
Bereich von EAI-Schnittstellen.
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4.1.3 Unterschiedlicher Detailierungsgrad
Das na¨chste Problem bei der Schaffung der Grundlagen fu¨r das Monitoring ist,
dass ebenso wie bei Tra¨gerformat und Ablageort, kein Standard existiert, wel-
che Informationen zumindest geloggt werden mu¨ssen. Wieviel Information eine
Anwendung u¨ber ihren Zustand publiziert obliegt ihr selbst. Oft gibt es nicht ein-
mal eine Richtlinie bei den Herstellern, es obliegt jedem Entwickler selbst wieviel
Information er logt.
Am ha¨ufigsten werden Fehlermeldungen ausgegeben und in ein Logfile ge-
schrieben, aber Start oder Ende einer Operation sind schon deutlich seltener zu
finden.
Manche Applikationen ko¨nnen in unterschiedlichen Modi laufen. So gibt es
ha¨ufig die Mo¨glichkeit Applikationen im Debug Mode laufen zu lassen um zusa¨tz-
liche Informationen zu erhalten.
4.2 Kontext
Ein großes Problemfeld im Bereich des Prozessmonitorings von Services ist das
des Kontextes. Typischerweise werden Services so gestaltet, dass sie wiederver-
wendbar sind. Das impliziert aber auch, dass sie in unterschiedlichen Doma¨nen
zum Einsatz kommen ko¨nnen. Soll ein gesamter Prozess u¨berwacht werden, ist es
no¨tig die einzelnen Services in einem gemeinsamen Kontext zu betrachten. Diesen
Kontext gibt der Prozess, in dem sie genutzt werden vor
Es kann bei einem Ergebnis eines Service nicht so einfach bestimmt werden, ob
es korrekt oder als Fehler anzusehen ist. Erst durch Hinzunahme einer zusa¨tzliche
Betrachtungsebene, des Kontextes, kann entschieden werden ob die Antwort eines
Service korrekt oder fehlerhaft ist. Ein Beispiel soll diesen Umstand verdeutlichen:
Beispiel
Abbildung 4.1 zeigt zwei Prozesse, die gro¨ßtenteils die gleichen Services nut-
zen.
Der erste Prozess heißt Intraday Risk Assesment er wird regelma¨ßig mehr-
mals pro Tag durchlaufen. Er pru¨ft sa¨mtliche Portfolios aller Ha¨ndler eines Tra-
ding Desks, damit kein Ha¨ndler sein Risikolimit u¨berschreitet. Dazu nutzt er drei
Services:
1. Service A1 bereitet Portfoliodaten fu¨r Currency Trader auf
2. Service A2 bereitet Portfoliodaten fu¨r Commodity Trader auf
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Abbildung 4.1: Services in unterschiedlichem Kontext
3. Service B1 berechnet das Risikolevel eines Portfolios.
Je nach allgemeinem Risikolevel, Trader und Art des Portfolios sind unter-
schiedliche Grenzwerte definiert. Bei Abweichungen davon ko¨nnen entsprechende
Schritte setzt werden.
Der Prozess 2 ist ein Reporting Prozess. Hier werden die gleichen Daten
beno¨tigt, wie im Prozess 1, jedoch werden hier die Daten lediglich fu¨r den ta¨gli-
chen Report zusammengefasst, der vom Service B2 erstellt wird. In diesem Prozess
ist kein Alerting no¨tig.
Jeder dieser Prozesse nutzt die Services in einem unterschiedlichen Kontext.
Entsprechend diesem Kontext sind die Ergebnisse der einzelnen Service unter-
schiedlich zu bewerten.
4.3 Orchestrierung
Einer der Grundgedanken der Serviceorientierung ist der der Orchestrierung. Dar-
unter versteht man die Kombination von existierenden Services, zu neuen gro¨ße-
ren Services, die einem speziellen Zweck dienen. A¨hnlich einem Baukastensystem
ko¨nnen Services miteinander verbunden werden.
Werden einzelne Services zu neuen Services kombiniert, so steigt automatisch
die Komplexita¨t der Fehlerbehandlung. Wenn eines der Services einen Fehler
produziert, kann das gesamte neu erstellte Service gesto¨rt sein.
Abbildung 4.2 zeigt ein Beispiel. Auf der untersten Ebene sind neun einzelne
Services zu sehen. Diese wurden zu zu drei neuen Services orchestriert. Das Service
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A besteht wiederum aus diesen drei neu erstellten Services.
Passiert ein Fehler auf der untersten Ebene, so muss dieser Fehler an die
daru¨ber gelegenen Ebenen, also an die neu erstellten Services weitergegeben wer-
den.
Service A
Abbildung 4.2: Fehler in zusammengesetztem Service
4.3.1 Abgrenzung zu Choreography
Im Zusammenhang mit der Orchestrierung wird ha¨ufig auch der Begriff der Cho-
reography genannt. An dieser Stelle soll eine Abgrenzung gemacht und die Un-
terschiede herausgearbeitet werden.
Abbildung 4.3 zeigt den Unterschied zwischen Choreography und Compositi-
on. Der Begriff Choreography beschreibt die Erstellung von neuen Services durch
die Kombination aus mehreren bestehenden einzelnen Services. Im Gegensatz da-
zu beschreibt der Begriff Choreography, wie einzelne Services genutzt werden um
eine gewisse Ta¨tigkeit zu verrichten.
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Abbildung 4.3: Choreography vs. Composition
4.4 Echtzeitanalyse
Ein weiteres Problem beim Monitoring ist, dass die Events mo¨glichst in Echtzeit
verarbeitet werden sollen. Dies ist no¨tig da eine der Erwartungen an ein gutes
Monitoringsystem ist, Probleme sofort anzuzeigen.
Betrachtet man das Beispiel der United Airlines, die erkennen wollen wel-
che ihrer wertvollsten Kunden unter Umsta¨nden Unterstu¨tzung beim Umsteigen
beno¨tigt, so wird schnell klar, dass die Verarbeitung der Events schnell passie-
ren muss. Ist die Verarbeitung der Events zu langsam, so kann nicht rechtzeitig
Unterstu¨tzung geboten werden. Darunter wird der Service leiden und der Kunde
unter Umsta¨nden zu einer Konkurrenzairline wechseln.
Gerade der Anspruch an Echtzeitverarbeitung bringt aber einige technische
Herausforderungen an die Infrastruktur und vor allem an die Verarbeitungskom-
ponente mit sich.
Zuna¨chst muss der schnelle Durchsatz von Nachrichten garantiert sein. Es ist
zu erwarten, dass die Anzahl an Events sehr groß wird.
Betrachtet man zum Beispiel folgendes Szenario aus dem Bereich Fraud De-
tection bei Kreditkarten.
Beispiel Eine Kreditkarte wird kopiert, um damit Zahlungen durchzufu¨hren.
Dass dieses Szenario sehr relevant ist, zeigen die Zahlen der APACS fu¨r 2008. Der
Gesamtschaden der 2008 in Großbritannien durch kopierte Kreditkarten entstan-
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den ist betrug 169,8 Millionen Pfund. [11]
Card Fraud Type - on
UK issued credit and
debit cards
2005 2006 2007 2008
Phone, internet and
mail order fraud
(Card-not-present
fraud)
£183.2m £212.7m £290.5m £328.4m
Counterfeit (skimme-
d/cloned)fraud
£96.8m £98.6m £144.3m £169.8m
Fraud on lost of stolen
cards
£68.5m £68.5m £56.2m £54.1m
Card ID theft £31.9m £31.9m £34.1m £47.4m
Mail non-receipt £15.4m £10.2m £10.2m £10.2m
Abbildung 4.4: Kreditkartenbetrug in Großbritannien 2005-2009
Um zu verhindern, dass mit kopierten Kreditkarten Zahlungen durchgefu¨hrt
werden, ko¨nnte bei jeder Zahlung der Ort der Zahlung ausgewertet werden. Wenn
zwei Zahlungen zur gleichen Zeit an unterschiedlichen Orten stattfinden, ist dies
ein eindeutiges Indiz fu¨r Betrug.
Betrachtet man aber die Gesamtanzahl aller Kreditkartentransaktionen so
ist die Datenflut, die verarbeitet werden muss um Betrug zu erkennen kaum
vorstellbar. Trotzdem sollte diese U¨berpru¨fung sehr schnell gehen, da Kunden
nicht 20 Minuten an der Kasse auf die Ergebnisse warten ko¨nnen.
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Kapitel 5
Anforderungen an
Prozessmonitoring
Nach der Motivation fu¨r Monitoring und einer eingehenden Analyse von Problem-
bereichen des Monitorings sollen nun die grundsa¨tzlichen Anforderungen an ein
Prozessmonitoring-System fu¨r serviceorientierte Architekturen definiert werden.
Zuna¨chst werden generelle Anforderungen, wie Verarbeitung von Datenstro¨men
oder Unabha¨ngigkeit vom Quellformat beschrieben. Im Anschluss daran werden
die Anforderungen an das Herzstu¨ck des Prozessmonitorings, der Verarbeitungs-
komponente definiert. Im letzten Schritt werden unterschiedliche am Markt ver-
breitete Monitoringsysteme klassifiziert und vorgestellt.
5.1 Generelle Anforderungen
In diesem Kapitel werden die generellen Anforderungen an ein Prozessmonitoring-
System definiert.
5.1.1 Unabha¨ngigkeit vom Quellformat
Eine der bestehenden Problemstellungen im Monitornig ist, dass die Quelldaten
sehr unterschiedlich vorliegen. Sowohl die Datenformate, als auch die Ablageorte
und Tra¨gerformate sind wie in Abschnitt 4.1 bereits erla¨utert u¨ber viele verschie-
dene Systeme verteilt.
Aus diesem Grund muss ein Monitoringsystem von den Datenformaten und
Tra¨germedien unabha¨ngig sein. Dies ist ein zentrales Kriterium, weil der Anspruch
des Monitorings gesamter Prozesse besteht. Es kann hier nicht davon ausgegangen
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werden, dass alle am Prozess beteiligten Services und Applikationen von Haus aus
passende Daten liefern.
5.1.2 Nahe Echtzeit
Eine weitere Anforderung an Prozessmonitoring ist, dass es so schnell wie mo¨glich,
am besten in Echtzeit funktionieren muss, wie das bereits in 4.4 vorgestellte
Beispiel anschaulich darstellt. Die Pru¨fung ob eine Kreditkarte geklont ist oder
nicht, ist nur dann beim Zahlungsvorgang mo¨glich, wenn der zeitliche Aufwand
dieses Pru¨fschrittes in einem akzeptablen Bereich bleibt.
5.1.3 Keine Datenspeicherung
In [74] definieren die Autoren acht Regeln fu¨r realtime stream processing. Eine
davon ist Keep the Data Moving. Operationen zur Persistierung der Daten sind
kostspielig in Bezug auf die Zeit. Es wird empfohlen, die Verarbeitung der Daten
direkt durchzufu¨hren und auf eine Speicherung dabei zu verzichten.
Entsprechend dieser U¨berlegungen ist eine weitere Anforderung an ein Moni-
toringsystem, dass es nicht auf fixen Datenbasis aufbauen darf. Systeme, wie zum
Beispiel ein Datawarehouses, die fu¨r die Generierung von Informationen statische
Daten beno¨tigen sind tendenziell zu schwerfa¨llig und zu langsam.
5.1.4 Datenstro¨me verarbeiten
Wie im Abschnitt 5.1.3 definiert, darf die Verarbeitungskomponente nicht auf
einem Datenpool basieren. Vielmehr ist es no¨tig, dass die Verarbeitung von Da-
tenstro¨men mo¨glich ist.
Publizieren alle Services bei jeder Ausfu¨hrung Start- und Endzeitpunkt, sowie
das Ergebnis ihrer Operation, so entsteht dadurch ein kontinuierlicher Strom an
Daten.
Beispiel
Durch das Monitoringsystem soll der Prozess der Risikobewertung u¨berwacht
werden. Dazu ist es no¨tig, die Daten sa¨mtlicher offener Positionen aller Ha¨ndler
eines Trading Desks auszuwerten. Diese Aufgabe stellt aber ein Moving Target
dar, da Ha¨ndler schnell Positionen o¨ffnen und wieder schließen ko¨nnen.
Dieser Prozess kann nur u¨berwacht werden, wenn es mo¨glich ist auf einen
kontinuierlichen Datenstrom Operationen durchzufu¨hren.
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An diesem Beispiel erkennt man, warum es no¨tig ist kontinuierliche Daten-
stro¨me verarbeiten zu ko¨nnen.
5.1.5 Abblidung/Zuordnung Kontext
Wie bereits im Abschnitt 4.2 ausgefu¨hrt ist die Abbildung des Kontext eine sehr
komplexe Aufgabe. Trotzdem ist es no¨tig, Services in ihrem Anwendungskontext
zu monitoren. Anders ist es nicht mo¨glich qualifizierte Aussagen u¨ber ihre Out-
puts zu geben.
Monitoring der Infrastruktur Ebene und der Applikationsebene lassen sich
leicht umsetzen. Auf der ersten Ebene ko¨nnen Parameter, wie Verfu¨gbarkeit, oder
Antwortzeit gemessen werden. Auf der Applikationsebene ist es dann mo¨glich,
Antworten des Service direkt zu u¨berwachen. Liefert das Service eine Antwort?
Ist diese Antwort eine Fehlermeldung? Dies sind Fragen, die sich ohne Kenntnis
des Kontextes auswerten und konkreten OK oder Nicht OK Meldungen zuordnen
lassen.
Monitoring auf der Business Ebene ist der Kontext aber wichtig. Liefert ein
Service das Ergebnis 500 zuru¨ck, so kann das je nach Kontext eine Antwort sein,
die innerhalb der fu¨r das Business akzeptablen Schranken liegt. In einem Ande-
ren Kontext kann die Antwort 500 aber schon a¨ußerst problematisch sein und
entsprechende Stellen mu¨ssen sofort informiert werden. [51]
5.1.6 Prozessinstanz Monitoring
Eine erweiterte Anforderung an das Prozessmonitoring ist das Monitoring von
Prozessinstanzen. Eine Prozessinstanz ist ein konkreter Durchlauf eines Prozesses.
Es gibt durchaus Prozesse, die im Minutentakt durchgefu¨hrt werden. Meldet
das Prozessmonitoring nun einen Fehler ist es natu¨rlich von Interesse an welcher
Stelle der Fehler aufgetreten ist, doch in diesem Fall ist noch von viel gro¨ße-
rem Interesse in welcher Prozessinstanz der Fehler aufgetreten ist. Die Inputs
und Outputs jedes einzelnen Service in dem konkreten Durchlauf, der einen Feh-
ler hervorgerufen hat sind fu¨r die Ursachenforschung von gro¨ßter Wichtigkeit.
Nur wenn alle Parameter der gesamten Prozessinstanz bekannt sind, kann ein
vollsta¨ndiges Bild des Fehlers gezeichnet werden.
5.1.7 Historisierung
Die Datenspeicherung zum Zwecke der Verarbeitung der Events fu¨r das Monito-
ring wurde im Punkt 5.1.3 ausgeschlossen. Eine andere Form der Datenspeiche-
rung ist aber trotzdem notwendig.
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Meldet das Monitoring eine Auffa¨lligkeit, so sind die Daten, die zu dieser Mel-
dung gefu¨hrt haben von Interesse. Um spa¨ter einmal nachvollziehen zu ko¨nnen,
welche Daten zu einer bestimmten Meldung gefu¨hrt haben, ist es notwendig die-
se Daten zu speichern. Selbstversta¨ndlich muss die Architektur es erlauben, die
Datenspeicherung von der Verarbeitung der Events soweit zu trennen, dass die
Verarbeitung nicht beeintra¨chtigt wird.
5.1.8 Grafisches Frontend
Eine besonders wichtige Anforderung an ein Prozessmonitoring-System ist die
graphische Benutzeroberfla¨che. Ein Benutzer soll den Prozess sehen ko¨nnen. Dies
erleichtert das Versta¨ndnis der Zusammenha¨nge.
5.1.8.1 Ampeln
Neben der grafischen Darstellung eines gesamten Prozesses ist es auch wichtig
dem Benutzer ein visuelles Feedback u¨ber den Zustand eines Prozesses und seiner
einzelnen Schritte zu geben. Dies ist eine Grundanforderung an ein Prozessmoni-
toring Frontend.
5.1.8.2 Drill Down
Zeichnet man einen Prozess auf und modelliert man jedes Detail bis auf die Ebene
einzelner technischer Services und Datenflu¨sse, so wird der Prozess schnell sehr
groß und man verliert als Nutzer die U¨bersicht. Um diesem Problem beizukommen
ist ein so genannter Drill Down wu¨nschenswert.
Unter Drill Down versteht man die Mo¨glichkeit in einen Prozess hineinzuzoo-
men. Diese Funktionalita¨t kann zum Beispiel abgebildet werden, indem in der
Benutzerschnittstelle Prozessschritte als Subprozesse definiert werden. Ein Dop-
pelklick auf diesen Prozessschritt o¨ffnet dann den Prozess der dahinter liegt.
5.1.9 Regelbasiert
Eine der zentralsten Anforderungen an das Monitoringsystem ist die Mo¨glichkeit
Complex Events durch eine Regelsprache zu definieren. Typischerweise werden
Monitoringanforderungen als Regel ausgedru¨ckt.
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Beispiel
Eine typische Anforderung wie sie von Business formuliert werden ko¨nnte wa¨re
zum Beispiel: Wenn Trader X im Commodity-Portfolio das Risikolevel von 200
u¨bersteigt, dann muss sofort sein Vorgesetzter benachrichtigt werden.
Um solche Anforderungen abbilden zu ko¨nnen ist eine Regelsprache no¨tig.
Die Verarbeitungskomponente hat dann die Aufgabe mo¨glichst schnell alle Re-
geln auf sa¨mtliche Events im Datenstrom anzuwenden und gegebenenfalls weitere
Aktionen auszulo¨sen.
5.2 Anforderungen an Regel-Engine
Wie aus Punkt 5.1.9 hervorgeht ist Hauptaufgabe die Verarbeitungskomponen-
te Regeln mo¨glichst schnell zu interpretieren. Fu¨r diese Aufgabe wurden eigene
Regelengines entworfen. Fu¨r die Anwendung im Prozessmonitoring gibt es außer
den bereits angefu¨hrten Anforderungen wie zum Beispiel Geschwindigkeit noch
weitere Herausforderungen fu¨r die Regelengine.
5.2.1 Abbildung von Prozessfluss
In [76] werden generelle Workflow Patterns beschrieben, wie sie in der Model-
lierung von Prozessen immer wieder vorkommen. An dieser Stelle werden die
wichtigsten Control Flow Patterns vorgestellt, da zumindest diese durch Regeln
und GUI abbildbar sein mu¨ssen.
5.2.1.1 Sequence
Aktivita¨ten werden in einer bestimmten Reihenfolge nacheinander abgearbeitet.
Beispiel
Die drei Aktivita¨ten A,B,C mu¨ssen in der Reihenfolge A vor B und B vor C
abgebildet werden. (Abbildung 5.1)
A B C
Abbildung 5.1: Sequence
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5.2.1.2 Split
Einer Aktivita¨t folgen zwei, oder mehrere andere Aktivita¨ten nach.
Beispiel
Der Aktivita¨t A folgen sowohl Aktivita¨t B, als auch C nach. (Abbildung 5.2)
A
B
C
Abbildung 5.2: Split
5.2.1.3 Merge
Zwei, oder mehrere Aktivita¨ten folgen genau einer Aktivita¨t nach
Beispiel
Den Aktivita¨ten A und B folgt Aktivita¨t C. (Abbildung 5.3)
A
B
C
Abbildung 5.3: Merge
5.2. ANFORDERUNGEN AN REGEL-ENGINE 37
5.2.2 Verarbeitung von Ausnahmen
Neben der Analyse von Prozessflu¨ssen bescha¨ftigte sich die Arbeitsgruppe von
Prof. Aalst auch mit Ausnahmen (Exceptions) in Workflows. In [71] wurde die Be-
handlung von unvorhergesehenen Ausnahmen in Prozessen wissenschaftlich auf-
gearbeitet.
Die Abbildung dieser Ausnahmen ist fu¨r ein Prozessmonitoring-System
natu¨rlich ein integraler Bestandteil. Darum werden diese Ausnahmen hier ein-
zeln vorgestellt.
5.2.2.1 Work Item Failure
Der einfachste Fall einer Exception ist eine direkte Fehlermeldung eines Service.
Solche Fehlermeldungen mu¨ssen von der Rules Engine aus dem Datenstrom der
Events herausgefiltert werden ko¨nnen. Ein Beispiel fu¨r eine solche Exception wa¨re,
wenn einem Service unerwartet Inputparameter, wie zum Beispiel ein Datum in
einem falschen Datumsformat u¨bergeben wurde. Das Service wu¨rde dann eine
Fehlermeldung, wie Error: Date format unknown zuru¨ckgeben.
A B C
Abbildung 5.4: Work Item Failure
5.2.2.2 Deadline Expiry
Nicht nur gesamte Prozesse haben maximale Laufzeiten, die nicht u¨berschritten
werden du¨rfen (vgl. Beispiel Tagesabschluss in Abschnitt 3.3), sondern auch ein-
zelne Arbeitsschritte. Auch diese Fa¨lle sollten durch Regeln abbildbar sein, damit
sie entsprechend u¨berwacht werden ko¨nnen.
Der Typ Deadline Expiry beschreibt, wenn ein Service einen gewissen defi-
nierten Zeitraum keine Antwort gibt. Die kann zum Beispiel vorkommen, wenn
ein Serviceaufruf ein Deadlock im Service verursacht hat und das Service nicht
mehr weiterarbeiten kann.
38 KAPITEL 5. ANFORDERUNGEN AN PROZESSMONITORING
A B C
Abbildung 5.5: Deadline Expiry
5.2.2.3 Resource Unavailablility
Eine weitere Exception auf die Ru¨cksicht genommen werden muss ist Resource
Unavailability. Darunter versteht man die Ausnahme, wenn eine erwartete Res-
source zum Zeitpunkt des Aufrufs nicht verfu¨gbar ist.
Ein Beispiel dafu¨r ist zum Beispiel ein Webserver, von dem Daten geholt
werden mu¨ssen. Ist dieser zum Zeitpunkt des Zugriffs oﬄine, so wird das eine
Resource Unavailability Exception hervorrufen.
A C
Abbildung 5.6: Resource Unavailability
5.2.2.4 External Trigger
Externe Events ko¨nnen auf Arbeitsschritte in einem Prozess wirken. Sie wer-
den verwendet um anzuzeigen, dass ein bestimmtes Ereignis eingetreten ist, das
in diesem Arbeitsschritt behandelt werden soll. Solche externe, also nicht zum
eigentlichen Prozess geho¨rige, Ereignisse ko¨nnten zwar schon Design des Arbeits-
schrittes oder des Service beru¨cksichtigt werden, doch ist ha¨ufig nicht klar ob und
zu welchem Zeitpunkt ein solches Event eintreten wird. Deshalb werden solche
Events durch das Exceptionhandling verarbeitet.
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A B C
Abbildung 5.7: External Trigger
5.2.2.5 Contstraint Violation
Fu¨r Ergebnisse gewisser Arbeitsschritte ist es notwendig Constraints zu definie-
ren. Ein Beispiel dafu¨r wurde schon in Abschnitt 5.1.5 vorgestellt. In diesem
Abschnitt wurde ausgefu¨hrt, dass Ergebnisse von von Serviceoperationen nur in-
nerhalb ihres Businesskontextes bewertet werden ko¨nnen. Der Kontext ist nur ein
Teil der Bewertung, der zweite ist der Constraint selbst.
Beispiel
Ein Service berechnet das Risikolevel eines Portfolios. Hier ist der Kontext
die Intraday Risikoananlyse. Der Constraint muss dann aber eine fix vorgegebene
Zahl sein, die das Level nicht u¨berschreiten darf, also z.B. 500.
Solche Constraints mu¨ssen durch Regeln abbildbar sein, damit Monitoring auf
Businessebene mo¨glich ist.
A B C
Abbildung 5.8: Constraint Violation
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5.2.3 Filtern von Daten
Um viele der oben angefu¨hrten Exception Types in Regeln abbilden zu ko¨nnen,
muss die Regelsprache u¨ber extensive Filtermo¨glichkeiten verfu¨gen. Sollen bei-
spielsweise Constraint Violations u¨berwacht werden, so mu¨ssen aus dem Daten-
strom genau die Events gefiltert werden die dem Service, dem Kontext entspre-
chen und deren Constraint verletzt wird.
Abgeleitet von der SQL sollen Regeln fu¨r die Verarbeitung von Events ver-
gleichbare Funktionalita¨t bieten.
• Filtern von Text
Um aus allen Events im Datenstrom die passenden herausfiltern zu ko¨nnen,
ist gezielte Suche nach Texten und Textfragmenten no¨tig. Neben der Su-
che nach exakt u¨bereinstimmenden Texten, ist auch eine Filterung unter
Zuhilfenahme von Wildcards notwendig, um auch weniger genau definierte
Muster oder Gruppen filtern zu ko¨nnen.
• Filtern von Zahlen und Zahlenbereichen Vor allem fu¨r die Pru¨fung
von Constraint Violations ist der Vergleich von Zahlen und Zahlenbereichen
no¨tig. Gro¨ßer als (>), kleiner als (<) und gleich (=) mu¨ssen als Operatoren
vorhanden sein, um entsprechendes Filtering zu ermo¨glichen.
5.2.4 Zeitbezug
Eine besondere Anforderung an die Regelsprache ist der Zeitbezug. Da Events
immer zu bestimmten Zeitpunkten auftreten und diese auch fu¨r das Monitoring
von besonderer Wichtigkeit sind, ist es no¨tig Zeitpunkte und Zeitfenster in die
Abfragen einzubauen.
• Zeitpunkt Manchmal ist es no¨tig, dass gewisse Zeitpunkte eingehalten
werden. Zum Beispiel: Keine Position darf nach 19 Uhr noch offen sein in
einem bestimmten Portfolio.
• Zeitfenster Andere Anforderungen beno¨tigen die Abbildung von Zeitfen-
stern in der Regelsprache. Zum Beispiel: Der Durchschnittskurs der letzten
10 Minuten darf nicht unter $100 liegen.
5.2.5 Aggregation von Events
Eine weitere wichtige Anforderung an eine Rules Engine ist die Unterstu¨tzung
der Aggregation von Events. Beliebige Events mu¨ssen zu complex events kom-
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binierbar sein. Fu¨r die Kombination sind boolsche Operatoren geeignet, da mit
ihrer Hilfe eine Events flexibel kombiniert werden ko¨nnen.
So ko¨nnen Szenarios, wie zum Beispiel folgendes abgebildet werden: Wenn
Event A = 500 ist und der Kontext K oder S ist, so muss ein Email an ris-
kalert@compamy.com geschickt werden.
5.3 Marktu¨berblick Monitoringsysteme
Im folgenden Abschnitt sollen die verbreitetsten Monitoringtools und Systeme
klassifiziert und einzeln vorgestellt. Die Klassifikation erfolgt basierend auf der
Anwendungsdoma¨ne fu¨r die die einzelnen Tools entwickelt worden sind.
5.3.1 Infrastruktur Monitoring
In den vergangenen Jahren ist die Gro¨ße und Verteilung von IT Infrastrukturen
stark gestiegen. Gleichzeitig sind die Anforderungen an Verfu¨gbarkeit und Belast-
barkeit der Infrastruktur enorm gestiegen. Selbst kleinste Ausfa¨lle ko¨nnen schon
den voru¨bergehenden Stillstand im Unternehmen bedeuten.
Dementsprechend hoch ist auch der Bedarf an zentraler U¨berwachung und
Verwaltung durch den Betrieb. Fu¨r diese Anwendung wurden diverse Tools ent-
wickelt. Die wichtigsten Vertreter seien hier vorgestellt.
5.3.1.1 Nagios
Nagios ist ein open source Werkzeug zum Monitoring von IT Infrastrukturen.
Es beherrscht alle ga¨ngigen Netzwerkprotokolle, sowie das Monitoring typischer
Hostinformationen wie Speicherauslastung oder Prozessorlast. Weiters bietet Na-
gios durch ein Plugin-System die Mo¨glichkeit es flexibel zu erweitern. Informa-
tionen ko¨nnen gruppiert werden um die U¨bersicht im Webfrontend zu erho¨hen.
Neben dem Webfrontend bietet Nagios als zusa¨tzliches Feature verschiedene Aler-
tingmechanismen an.
5.3.1.2 HP OpenView
HP OpenView ist eine der verbreitetsten kommerziellen Lo¨sungen im Bereich
Monitoring. Mittlerweile ging das Produkt in mehreren weiteren Anwendungen
auf, die zusammen das HP Operations Center bilden.
Das HP Operations Center besteht aus verschiedenen Produkten, die ent-
sprechend der Anforderungen kombiniert werden ko¨nnen. Grundbaustein dieser
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Monitoringlo¨sung ist der HP Operations Manager. Er teilt sich in drei einzelne
Bausteine.
1. Operations Mananger Agents Die Agents haben die Aufgabe den Server
mit passenden Monitoringinformationen zu versorgen. Zusa¨tzlich besitzen
sie Filter um gewisse Events zu korrelieren oder doppelte zu vermeiden um
so das Datenvolumen fu¨r die U¨bertragung und den Server mo¨glichst gering
zu halten.
2. Operations Manager Server Aufgabe des Operations Manager Servers
ist es die Monitoringinformation der Agents aufzubereiten und fu¨r spa¨tere
Analysen abzulegen. Neben diesen Aufgaben u¨bernimmt er Alerting und
die Verwaltung von Monitoring-Policies.
3. Operations Manager Console Die Operations Manager Console ist
das grafische Frontend fu¨r den Anwender. Es ist in zwei verschiedenen
Ausfu¨hrungen verfu¨gbar. In der ersten fu¨gt es sich als Microsoft Manage-
ment Console vollsta¨ndig in die Microsoft Windows Server Administrative
Tools ein. In der zweiten Ausfu¨hrung gibt es die Console auch als Webin-
terface. Durch die Console wird der Operations Manager Server gesteuert
und konfiguriert.
Quellen: [42], [41]
5.3.1.3 IBM Tivoli Monitor
IBM Tivoli Monitoring ist ein Bestandteil des Tivoli System Management Frame-
works. Hauptaufgabe von Tivoli Monitoring ist das Monitoring von Betriebssy-
stemen, Datenbanken, Servern. Dazu nutzt IBM Tivoli Monitoring ebenfalls eine
dreischichtige Architektur.
1. Agent Der Agent sammelt die beno¨tigte Monitoringinformation und gibt
sie an den IBM Tivoli Server weiter.
2. Server Der Server nimmt die Monitoringinformationen der Agents entgegen
und bereitet sie auf.
3. Client Der Client ist eine Java GUI Anwendung, die fu¨r den Nutzer die
Monitoringinformation darstellt.
Quellen: [44], [45]
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5.3.1.4 CA Unicenter Network and System Monitoring (NSM)
Ebenso, wie die beiden zuvor vorgestellten Produkte bietet CA Unicenter NSM
die Mo¨glichkeiten Netzwerk, Server und Applikationen auf Infrastrukturebene zu
u¨berwachen. Wie Tivoli Monitoring und HP Operations Manager gibt es das
Konzept der Agents. CA liefert zudem ein Agent Developer Toolkit um weitere
Systeme anbinden zu ko¨nnen.
Im Unterschied zu HP Operations Manager Agents gibt es aber auf Ebene
der Agents noch kein Filtering. Fu¨r das Filtering gibt es eine eigene Software
Komponente, das DSM.
Quellen: [49], [40]
5.3.2 Grid Monitoring
Das Monitoring von Gridcomputing Architekturen ist eine Spezialdisziplin im
Monitoring, da die verteilte Architektur eines Grid spezielle Herausforderungen
an das Monitoring stellt. Die architektonische Na¨he von Gridcomputing und ser-
viceorientierten Architekturen macht es interessant den Markt bestehender Grid-
computing Monitoringsysteme zu betrachten.
An dieser Stelle werden die verbreitetsten Ansa¨tze und Lo¨sungen kurz vorge-
stellt, um fu¨r das Design einer Monitoringlo¨sung fu¨r serviceorientierte Architek-
turen Ideen zu sammeln.
Das Global Grid Forum [12], hat fu¨r das Monitoring von Grids eine (Grid
Monitoring Architecture, GMA) vero¨ffentlicht. [75] Es beschreibt die drei Haupt-
komponenten die fu¨r das Monitoring von Grids notwendig sind.
1. Directory Service Aufgabe des Directory Service ist es Information zur
Eventpublikation fu¨r Producer und Consumer zu verwalten.
2. Producer Der Producer ist Quelle der Events. Er publiziert seine Status-
informationen in Form von Events.
3. Consumer Der Consumer ist ein Abnehmer dieser Events. Er nutzt diese
Events fu¨r seine Aufgaben im Montoring.
5.3.2.1 R-GMA
R-GMA ist die Abku¨rzung fu¨r Relational Grid Monitoring Architecture. [43] Es
ist eine Implementierung der GMA und wird beispielsweise vom europa¨ischen
Datagrid Projekt verwendet. Der bekannteste Nutzer des europa¨ischen Data Grid
ist der LHC des CERN, der es fu¨r die Datenanalyse seiner Experimente nutzt. [13]
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Die Grundidee von R-GMA ist, es wie ein großes Datawarehouse wirken zu
lassen. Deshalb basiert es auf einem relationalen Datenmodell. Als Sprache in der
Producer und Consumer Informationen austauschen wurde SQL ausgewa¨hlt.
R-GMA unterscheidet beim Datenaustausch drei verschiedene Formen:
1. Historical Data: In diesem Fall wird ein Set an historischen Daten zuru¨ck-
gegeben.
2. Latest State: Beim Latest State wird bloß der aktuelle Zustand wiederge-
geben.
3. Coninuous Stream: Hier wird der Latest State und alle zuku¨nftigen Daten
zuru¨ckgegeben.
Zur Abbildung der verschiedenen Formen des Datenaustauschs und der Nut-
zung von SQL als Sprache wird die GMA um zwei Elemente erweitert.
Das erste Element ist das Schema. Dieses Schema liefert das grundlegende
Datenmodell. Das andere Element sind Agents. Ihre Aufgabe ist es Publisher und
Consumer bei der Ausfu¨hrung gewisser Ta¨tigkeiten, wie zum Beispiel continuous
queries zu unterstu¨tzen.
Ein weiteres Feature von R-GMA ist, dass es in MDS 5.3.2.3 integriert werden
kann.
5.3.2.2 MonALISA
MonALISA ist ein Akronym und bedeutet MONitoring Agents using a Large
Integrated Services Architecture. [70] Die Architektur von MonALISA besteht
aus fu¨nf Bestandteilen:
1. Data Collection Engine Die Data Collection Engine hat die Aufgabe
Monitoringdaten zu sammeln. Sie arbeitet grundsa¨tzlich mit dem SNMP
(Simple Network Monitoring Protocol, RFC-1157) kann aber auch u¨ber
einen Interface Mechanismus weitere Monitoringtools einbinden. Die Engi-
ne la¨uft multithreaded um so mo¨glichst performant sehr viel Information
sammeln zu ko¨nnen.
2. Data Storage Die gesammelten Daten werden lokal in eine relationalen
Datenbank gespeichert. Diese Aufgabe u¨bernimmt die zweite Komponente,
das Data Storage. Neben der Speicherung u¨bernimmt dieser Bestandteil
auch noch die Indexierung und das Komprimieren alter Monitoringdaten
um eine dauerhafte Leistungsfa¨higkeit sicherzustellen.
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3. Registration and Discovery Registration and Discovery ist der dritte
Baustein von MonALISA. Mittels des Protokolls JINI ko¨nnen sich Monito-
ringservices registrieren und gegenseitig finden. In den Services wird Infor-
mation u¨ber die Gruppenzugeho¨rigkeit gespeichert. Bei u¨bereinstimmen-
der Gruppenzugeho¨rigkeit ko¨nnen die Services untereinander Daten aus-
tauschen und sich so updaten und replizieren. Auf diese Weise entstehen
Netzwerke von Services.
4. Predicates, Filters and Alarms Sowohl realtime, als auch historische
Daten ko¨nnen abgefragt werden. Der Mechanismus dazu sind Pra¨dikate.
Sie basieren auf Regular Expressions und ermo¨glichen den gezielten Daten-
zugriff. Mit diesem Mechanismus werden auch Filter definiert. Fu¨r Abfragen
historischer Daten werden die Pra¨dikate in SQL Statements u¨bersetzt. Der
gleiche Mechanismus wird auch fu¨r Alarme (Alerting) genutzt.
5. Graphical Clients Der letzte Teil von MonALISA ist das graphische Fron-
tend. MonALISA wird standardma¨ßig mit einem Java GUI ausgeliefert.
Hauptaufgabe ist die Konfiguration der einzelnen Monitoringservices und
die Anzeige der Monitoringergebnisse.
5.3.2.3 Globus MDS
Das Globus Toolkit ist ein open source Werkzeug zum Erstellen von Grids. [14]
Die zentrale Komponente zur U¨berwachung dieser Grids ist das Monitoring und
Discovery System, MDS.
Das MDS basiert auf Webservices. Grundsa¨tzlich besteht das System aus vier
verschiedenen Komponenten.
1. Index Service Aufgabe des Index Service ist es Daten zu sammeln und
zu indizieren um sie fu¨r etwaige Abfragen bereit zu haben. Als Abfrageme-
chanismen werden sowohl Queries- als auch Subscriptions, also continuous
queries unterstu¨tzt.
2. Trigger Service Aufgabe des Trigger Service ist ebenfalls die Datensamm-
lung, doch bietet er die Mo¨glichkeit basierend auf den gesammelten Daten
Aktionen zu setzten.
3. Aggregator Framework Mithilfe des Aggregator Frameworks ko¨nnen In-
dex und Trigger Services erstellt werden. Es bietet unterschiedliche Mecha-
nismen der Datensammlung an. Einerseits ko¨nnen Daten in XML Format
verarbeitet werden, zum anderen bietet das Framework Interfaces zu ande-
ren Monitoring-Tools an.
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4. User Interface Auch MDS bietet eine grafische Benutzeroberfla¨che an.
Hauptaugenmerk wurde hier auf die Anzeige der Monitoringinformationen
gelegt.
Ein Service zur Archivierung der Daten ist derzeit noch nicht vorhanden, aber
fu¨r spa¨tere Releases geplant.
5.3.3 Business Activity Monitoring
Business Activity Monitoring (BAM) nach der Definition von Gartner provides
real-time access to critical business performance indicators to improve
the speed and effectiveness of business operations [66]
Aus zwei Gru¨nden ist die Analyse von Business Activity Monitoringsystemen
interessant. Erstens, sie bilden ebenfalls wie das hier angestrebte Prozessmonito-
ring real-time Daten ab und zweitens, im Kern von BAM-Systemen werden oft
Complex Event Processing Technologie eingesetzt.
Deshalb werden hier zwei typische Vertreter von BAM Software kurz vorge-
stellt.
5.3.3.1 Progress Apama
Progress vertreibt unter dem Namen Apama eine Business-Activity-
Monitoringlo¨sung. Der Name stammt von dem 2005 u¨bernommenen gleich-
namigen Unternehmen.
Apama besteht aus mehreren Grundbausteinen. [52]
1. Correlation Engine Die Correlation Engine ist das Herzstu¨ck von Apama.
Sie ist eine in C++ geschriebene Rules Engine, die continuous queries auf
Datenstro¨men ermo¨glicht. Sie hat die Aufgabe die Regeln, die mittels der
Event Programming Language beschrieben wurden zu verarbeiten.
2. Event Data Management Event Data Management speichert die Events
in eine relationale Datenbank, um eine Historisierung der Daten zu ermo¨gli-
chen. Basierend auf diesen Daten ko¨nnen Back-Tests durchgefu¨hrt werden
und Regeln gepru¨ft werden.
3. Event Programming Language (EPL) Die Event Programming Lan-
guage ist eine an Java erinnernde Sprache names MonitorSkript. Dabei
handelt es sich dabei um eine prozedurale Sprache, im Gegensatz zu dekla-
rativen Sprachen wie SQL. Mittels MonitorSkript werden Events und ihr
Handling definiert. [65]
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4. EPL Tools Um Benutzern die Arbeit mit der EPL zu erleichtern wurde
der Apama Event Modeler entwickelt. Der Apama Event Modeler ist ein
auf dem Eclipse Framework basierendes high-level Tool mit dem Monitors
und Smart Blocks in Workflows arrangiert und kombiniert werden ko¨nnen.
Monitors sind in EPL geschriebene kleinste Bausteine. Sie erkennen Daten
und ko¨nnen Sie weitergeben. Smart Blocks sind wiederverwendbare Blo¨cke,
die Business Logik abbilden.
5. Real-Time Dashboards Progress bietet Dashboards sowohl als Webfron-
tend als auch als Fat-Client an. Diese Dashboards werden mit dem Das-
hboard Studio im Rahmen des Erstellungsprozesses erstellt und geben ein
visuelles Feedback.
Eine optionale Alerting Engine bietet die Mo¨glichkeit Email, SMS oder son-
stige Benachrichtigungsmechanismen zu definieren.
5.3.3.2 TIBCO Business Factor
TIBCO geht bei seiner Business-Activity-Monitoringlo¨sung einen anderen Weg
als Progress. Business Factor nutzt keine Complex Event Processing Engine fu¨r
die Aggregation von Events, sondern eine In-Memory Datenbank. A¨hnlich wie
bei anderen Herstellern ist auch Tibcos Lo¨sung komponentenbasiert. [53]
1. Tibco Designer Mit Hilfe des Designers werden Monitoring-Szenarios ent-
wickelt. Der Designer basiert auf dem Tibco Designer, wie er von Tibcos
EAI Lo¨sung, Business Works genutzt wird. Herauszustreichen ist, dass es
sich dabei um einen kompletten grafischen Editor handelt. Es ist nicht no¨tig
Programmcode von Hand zu schreiben.
2. Tibco Administrator Der Adminstrator ist die Adminstrationskompo-
nente in der Suite. Auch er wird in Tibcos EAI Lo¨sung genutzt. Es handelt
sich dabei um ein webbasiertes Tool mit dem Server verwaltet und Deploy-
ments gemanagt werden.
3. Tibco Business Works Business Works ist die EAI Lo¨sung von Tibco.
Durch die enorme Vielfa¨ltigkeit der Integrationsmo¨glichkeiten von Business
Works ko¨nnen eine sehr große Zahl an Datenquellen angeschlossen werden.
4. Tibco Business Factor Aggregator Aufgabe des Aggregators ist es die
verschiedenen Events zu aggregieren. Er nutzt dabei im Unterschied zu
anderen Herstellern keine Complex Event Processing Technologie, sondern
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setzt auf eine In-Memory-Datenbank. Das ist eine Datenbank wie zum Bei-
spiel HSQLDB, die ausschließlich im Arbeitsspeicher la¨uft und deshalb kei-
ne Festplattenzugriffe fu¨r die Datenbankoperationen beno¨tigt. Damit wird
eines der gro¨ßten Bottlenecks von klassischen Datenbanken beseitigt.
5. Tibco Business Factor Server Im Business Factor Server, werden die
designten Modelle gespeichert, aber auch Alerting Regeln verwaltet.
6. Tibco Business BAM Desktop Der BAM Desktop ist das grafische Fron-
tend der Lo¨sung. Er ermo¨glicht die grafische Darstellung von Monitoring-
informationen. Er ist komplett anpassbar und ermo¨glicht so personalisierte
Ansichten fu¨r den Nutzer.
Zu erwa¨hnen ist noch, dass Tibco unter dem Namen Business Events eine
Complex Event Processing Lo¨sung vertreibt.
Kapitel 6
CEP als Basis fu¨r
Prozessmonitoring
In den Kapiteln 4 und 5 wurden Problembereiche und Anforderungen des Monito-
rings vorgestellt. In diesem Kapitel werden diese der Definition fu¨r Complex Event
Processing von David Luckham gegenu¨bergestellt. Durch diese Gegenu¨berstellung
wird dargestellt, warum Complex Event Processing Technologie als Grundlage
fu¨r Prozessmonitoring in serviceorientierten Architekturen in Frage kommt und
so der Ansatz fu¨r eine Monitoringlo¨sung herausgearbeitet.
6.1 Gru¨nde fu¨r Complex Event Processing als
Basis
David Luckham beschreibt Complex Event Processing als The goal of CEP is to
enable the information contained in the events flowing through all of the layers
of the enterprise IT infrastructure to be discovered, understood in terms of its
impact on high level management goals and business processes, and acted upon in
real time. [8]
• Events flowing through all layers of the enterprise IT
Im Punkt 2.2.3 wurde bereits dargelegt, dass Monitoring auf verschiede-
nen Ebenen notwendig ist. Von Bestandteilen der Infrastruktur, wie etwa
dem Netzwerk bis zur U¨berwachung von Business Rules, wie zum Beispiel
Schranken fu¨r Risikolevels muss sich Prozessmonitoring erstrecken. Die De-
finition von Complex Event Processing erstreckt sich auf diese Bereiche.
• Discovered
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Eine Grundvoraussetzung fu¨r CEP ist das Auffinden der Events. Das selbe
gilt auch fu¨r Monitoring. Wie im Abschnitt 5.1.1 bereits ausgefu¨hrt ist auch
hier das Auffinden der Informationen ein notwendiger Schritt dazu.
• Understood in terms of high level management goals and business
processes
Eine der wichtigsten U¨bereinstimmungen zwischen CEP und Prozessmo-
nitoring ist der Fokus auf Prozesse und ho¨herwertige Business Anforde-
rungen. Prozessmonitoring erfordert ab der dritten Ebene (Business Layer)
Kenntnis der gescha¨ftlichen Zusammenha¨nge um Monitoring durchfu¨hren
zu ko¨nnen. Dieser Umstand wurde in Abschnitt 5.1.5 erla¨utert.
• Acted upon in real time
Geschwindigkeit in der Verarbeitung ist auch beim Prozessmonitoring eine
Grundvoraussetzung. Wie im Punkt Echtzeit 5.1.2 bereits ausgefu¨hrt.
Anhand dieser Gegenu¨berstellung la¨sst sich gut erkennen, dass Com-
plex Event Processing eine aussichtsreiche Technologie darstellt mit der ein
Prozessmonitoring-System entwickelt werden kann.
Wie oben ausgefu¨hrt beru¨hrt die Definition von Complex Event Processing
bereits sehr viele der Herausforderungen von Prozessmonitoring in serviceorien-
tierten Architekturen. Neben diesen Punkten gibt es aber noch weitere Punkte,
die Complex Event Processing fu¨r das Monitoring serviceorientierter Architektu-
ren interessant machen.
• Complex Events Ein bereits betrachteter Bereich ist der der Orchestrie-
rung. Services ko¨nnen zu umfangreicheren Services kombiniert werden (vgl.
dazu Abschnitt 4.3). CEP bietet durch die Mo¨glichkeit Events zu umfang-
reicheren Complex Events zu kombinieren eine a¨hnliche Funktionalita¨t. Dies
ist ein weiterer Grund warum sich CEP als Basis fu¨r ein Prozessmonitoring
in serviceorientierten Architekturen empfiehlt.
• Rules Grundlage von Complex Event Technologie ist immer eine Sprache,
mit der Events beschrieben werden ko¨nnen. Ha¨ufig geschieht das in Form
einer Regelsprache. Genau diese Sprache ist aber auch fu¨r Monitoring in-
teressant. Speziell im Business Layer ist es notwendig recht komplexe Sach-
verhalte abzubilden. Dazu ist eine Regelsprache gut geeignet.
Kapitel 7
Konzeption
In diesem Kapitel wird die grundsa¨tzliche Konzeption eines Monitoringsystems
fu¨r Prozessmonitoring in serviceorientierten Architekturen beschrieben. Dazu
werden zuna¨chst verwandte Konzepte vorgestellt und basierend darauf eine eigene
Architektur fu¨r ein System zum Monitoring vor Prozessen in serviceorientierten
Architekturen entwickelt.
7.1 Architektur
7.1.1 Serviceorientierte Architektur
Fu¨r die Umsetzung einer servierorientierten Architektur gibt es unterschiedliche
Konzepte. Eines der verbreitetsten entspricht dem von Sun Microsystems. [69]
Dieses wird im folgenden Kapitel kurz vorgestellt. Im Anschluss daran wird kurz
untersucht ob es als Architektur fu¨r Prozessmonitoring geeignet ist.
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7.1.1.1 U¨berblick
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Abbildung 7.1: Serviceorientierte Architektur nach Sun Microsystems
7.1.1.2 Bestandteile der SOA
Die serviceorientierte Architektur besteht aus vier Hauptbestandteilen.
1. Service Provider
Der Service Provider ist der Anbieter eines Service. Er definiert Aussehen
und Schnittstelle des Service und stellt es zur Verfu¨gung. Fu¨r jedes Service,
das er anbietet schreibt er einen Service Contract. Damit wird das Service
von ihm bei der Service Registry registriert.
2. Service Contract
Der Service Contract ist eine standardisierte, formale Beschreibung des Ser-
vice. Er entha¨lt eine Beschreibung wie der Dienst des Service Providers zu
nutzen ist. Darin werden zum Beispiel Parameter, wie Ein- und Ausgabe-
werte oder die Adresse des Service definiert.
3. Service Registry
Die Service Registry ist ein Verzeichnis, in dem a¨hnlich einem Telefonbuch
Services registriert sind. Es ist Schnittstelle zwischen potentiellem Service
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Konsumenten und Service Anbieter. Konsumenten ko¨nnen das Verzeichnis
der Registry nach passenden Services durchsuchen und die Service Con-
tracts einsehen.
4. Service Consumer
Der Service Consumer ist der Nutzer des Service. Er kann basierend auf
dem Service Contract das Service Nutzen.
7.1.1.3 Anwendbarkeit fu¨r Monitoring
Theoretisch wa¨re es mo¨glich das Monitoring-System als serviceorientierte Archi-
tektur aufzubauen. Im Rahmen dieser Arbeit wurde aber darauf verzichtet, da
dafu¨r eine Service Registry und Service Contracts no¨tig gewesen wa¨ren. Dies ha¨tte
einen zusa¨tzlichen Overhead erzeugt, der u¨ber eine prototypische Implementie-
rung hinausgegangen wa¨re und dabei aber keinen Mehrwert erzeugt ha¨tte.
7.1.2 EAI Architektur
Eine weitere verbreitete Architektur ist die EAI- oder Service-Bus-Architektur.
EAI bedeutet Enterprise Application Integration. Grundlage dieser Architektur
ist ein Enterprise Service Bus mit dem unterschiedliche Applikationen verbunden
werden ko¨nnen. Er ist die zentrale Drehscheibe fu¨r den Datenverkehr zwischen
verschiedenen Anwendungen.
In der EAI Architektur findet der Datenaustausch u¨ber einzelne Nachrichten
(Messages) statt, die zwischen den Applikationen ausgetauscht werden. Deshalb
spricht man in diesem Fall auch ha¨ufig von Message Oriented Middleware.
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7.1.2.1 U¨berblick
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Abbildung 7.2: EAI Architektur
7.1.2.2 Bestandteile EAI Architektur
Die EAI Architektur ist sehr einfach aufgebaut. Sie besteht im wesentlichen aus
zwei Hauptkomponenten.
1. Enterprise Service Bus (ESB)
Grundidee eines ESB ist es die vielen Punkt zu Punkt Verbindungen, die
zwischen unterschiedlichen Applikationen existieren abzulo¨sen und durch
ein einheitliches U¨bertragungsinterface zu ersetzten. Dieses Interface ist der
sogenannte ESB. Seine Aufgabe ist es den zuverla¨ssigen Datentransfer zwi-
schen verschiedenen Applikationen sicherzustellen. Als Basis dafu¨r dienen
Messaging Technologien wie zum Beispiel JMS oder Rendezvous.
2. Applikation
Der zweite Baustein sind die Applikationen selbst. Sie werden mit Hilfe von
Middleware an den ESB angeschlossen, wo sie Nachrichten versenden und
empfangen ko¨nnen.
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7.1.2.3 Eignung fu¨r Monitoring
Der Messaging Ansatz der EAI Architektur ist vielversprechend. Monitoringin-
formationen ko¨nnen von den Services auf einen ESB publiziert werden. Dort kann
dann die Verarbeitungskomponente diese entgegennehmen und verarbeiten.
Durch diese Architektur ko¨nnen mehrere Anforderungen an Monitoring auf
einmal erfu¨llt werden:
1. Geschwindigkeit
Aktuelle Systeme bieten sehr hohe U¨bertragungsraten und Volumen an. Der
open source JMS Server Apache ActiveMQ kann beispielsweise 20.000 Nach-
richten pro Sekunde verarbeiten. [15] Durch den Einsatz eines Messaging-
Systems ist eine schnelle und zuverla¨ssige Datenu¨bertragung mo¨glich.
2. Erweiterbarkeit
Durch den Einsatz der EAI-Architektur ko¨nnen beliebig viele Datenquel-
len Monitoringdaten liefern. Jedes Service kann seine Daten auf den ESB
publizieren. Es gibt keine direkte Kopplung zwischen Datenquelle und Da-
tenverarbeitung.
Soll ein weiteres Service ins Monitoring aufgenommen werden, so ist auf
Seite der Verarbeitungskomponente, die die Nachrichten auswertet, keine
Anpassung no¨tig. Sie horcht lediglich auf den ESB und nimmt alle Nach-
richten entgegen, die dort publiziert werden.
3. Keine Datenspeicherung (in Verarbeitungskomponente)
Durch den Einsatz eine ESB ist es auch mo¨glich die Verarbeitungskompo-
nente von der Historisierungskomponente vollsta¨ndig zu trennen. Um dies
zu ermo¨glichen, muss der ESB so konfiguriert sein, dass die Monitoring-
Informationen nach der Verarbeitung erhalten bleiben. Sie ko¨nnen im ESB
vorgehalten werden, bis sie von der Historisierungskomponente verarbeitet
worden sind.
7.1.3 Grid Monitoring Architecture
Das Open Grid Forum [16] definierte 2002 eine Referenz-Architektur fu¨r das Mo-
nitoring von Grids. [75] Da Grids ebenso wie serviceorientierte Architekturen sehr
verteilt sind lohnt es sich diese Architektur zu betrachten.
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7.1.3.1 U¨berblick
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Abbildung 7.3: Grid Monitoring Architektur
7.1.3.2 Bestandteile der Grid Monitoring Architecture
Die Grid Monitoring Architecture besteht aus drei Teilen und erinnert in ihrer
Gestalt stark an die in 7.1.1 vorgestellte SOA Architektur. Auch hier gibt es
Producer, Consumer und eine Registry, die hier Directory Service genannt wird.
• Producer
Ein Producer ist eine Quelle der Monitoringinformationen. Er emittiert Mo-
nitoringinformation, die von einem Consumer verarbeitet werden ko¨nnen.
Der Standard definiert zwei Arten der Datenlieferung. Zum einen als kon-
tinuierlicher Datenstrom und zum anderen auf Request-Basis.
• Consumer
Der Consumer stellt den Gegenpart des Producers dar. Er verarbeitet die
Monitoringinformationen die Producer entsenden. Dabei kann er gezielt An-
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fragen an einen Producer senden, oder einfach einen Datenstrom abonnie-
ren.
• Directory Service
Aufgabe des Directory Service ist es Producern und Consumern eine Platt-
form zu bieten, wo sie sich finden ko¨nnen. Die Funktionsweise des Directory
Service entspricht dem der Service Registry: Producer ko¨nnen sich regi-
strieren und geben an welche Daten sie in welcher Form versenden ko¨nnen.
Consumer ko¨nnen das Directory Service durchsuchen um zu sehen, welche
Daten angeboten werden.
7.1.3.3 Anwendbarkeit fu¨r Monitoring
Die grundsa¨tzliche Architektur der Grid Monitoring Architecture ist geeignet
fu¨r Service Monitoring. Services ko¨nnen als Producer aufgefasst werden und die
Verarbeitungskomponente als Consumer.
Auf das Directory Service kann verzichtet werden, da der hier vorgestellte
Ansatz von Prozessmonitoring gewisse Gegebenheiten voraussetzt.
• Verarbeitungskomponente ist verfu¨gbar
Der Consumer ist an einer bestimmten Stelle durchgehend verfu¨gbar. Ein
Kommen und Gehen von Komponenten, wie in einem Grid Grundannahme
wird hier explizit ausgenommen.
• Eventformat vereinheitlicht
Durch die einheitliche Gestaltung des Event Formats ist es nicht no¨tig,
dass ein Dienst Informationen u¨ber Datenformate ha¨lt und die Rolle eines
Vermittlers einnimmt.
7.1.4 Architektur Prozessmonitoring-System fu¨r service-
orientierte Architekturen
Im folgenden Kapitel wird die grundlegende Architektur eines Systems fu¨r Pro-
zessmonitoring in serviceorientierten Architekturen vorgestellt. Architektonisch
ist sie an die EAI- und an die Grid Monitoring Architektur angelehnt. Aus der
EAI Architektur wird der Service Bus u¨bernommen. Er ist die zentrale Daten-
pipeline wo alle Monitoringevents durchlaufen. Die Grid Monitoring Architektur
spendet das Producer/Consumer Konzept. Einzelne Services ko¨nnen als Produ-
cer, die Rules Engine und der Data Store als Consumer angesehen werden.
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Die hier konzipierte Architektur besteht aus sieben grundlegenden Elementen,
die im folgenden einzeln beschrieben werden.
7.1.4.1 U¨berblick
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Abbildung 7.4: Architektur Prozessmonitoring-System
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7.1.4.2 Service
Erster Grundbaustein eines Monitoringsystems fu¨r serviceorientierte Architektu-
ren ist das Service selbst. In dem hier entwickelten Ansatz liefern die einzelnen
Services die Grundlage des Monitorings in Form von Events.
Es wird an dieser Stelle keine Entscheidung u¨ber das Design der Services
getroffen. Ganz im Gegenteil, die angestrebte Lo¨sung ist unabha¨ngig von den
eigentlichen Services. Einzige Bedingung an ein Service ist, dass es Output pro-
duziert. Zwei Arten von Output ko¨nnen hier unterschieden werden.
1. Fehlermeldungen
Um verfolgen zu ko¨nnen ob ein Service korrekt arbeitet, ist diese Infor-
mation von großer Wichtigkeit. Liefert ein Service im Fehlerfall u¨berhaupt
keinen Output, so kann dies nicht u¨berwacht werden.
2. Ergebnisse einer erfolgreichen Serviceoperation
Speziell wenn gescha¨ftsrelevante Vorga¨nge u¨berwacht werden sollen, ist es
no¨tig auch die Ergebnisse der Serviceoperationen auszuwerten. Deshalb
muss ein Service auch diese Outputs anbieten.
Weitere Anforderungen an das Design, oder die Realisierung der Services gibt
es nicht.
7.1.4.3 Adapter
Der zweite Baustein der Architektur sind Adapter. Durch dieses Konzept wird
ein Problem, das in verteilten Architekturen auftritt gelo¨st. Es handelt sich dabei
um das Problem der unterschiedlichen Tra¨ger der Monitoringinformationen, wie
es in 4.1.2 vorgestellt wurde.
Der Ansatz dabei ist simpel. Aufgabe eines Adapters ist es sa¨mtliche
monitoring-relevante Information eines Service in ein einheitliches Format zu brin-
gen und als Event zu publizieren.
7.1.4.4 Message Bus
Ein weiterer Teil der Architektur ist der Message Bus. Aufgabe des Message Bus
ist es einen zentralen Backbone bereit zu stellen, der schnell und hoch verfu¨gbar
Events der einzelnen Services zur Verarbeitungskomponente und zum Datastore
transportiert.
Durch den Einsatz eines Message Bus ko¨nnen drei der zuvor behandelten
Probleme gelo¨st werden.
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1. Verteilung der Datenquellen
In 4.1 wurde ero¨rtert, wie und warum Quelldaten verteilt sind. Durch den
Einsatz eines Bussystems, an das die einzelnen Datenquellen ihre Nachrich-
ten schicken gibt es eine unternehmensweit einheitliche Art des Datentrans-
ports. Dies erleichtert das hinzufu¨gen und auslesen von Events.
2. Verla¨sslichkeit
Speziell beim Monitoring ist es wichtig, dass keine Nachrichten verlorenge-
hen. Nur wenn dies sichergestellt ist, ist es mo¨glich lu¨ckenlos Prozesse zu
u¨berwachen. Aktuelle Implementierungen von Message Bussen bieten ge-
nau das. Tibco EMS bietet die Option des reliable messaging [17], ebenso
wie beispielsweise Sun ’s Implementierung des JMS Protokolls [18], andere
Hersteller bieten vergleichbares an.
3. Geschwindigtkeit
Eine weitere wichtige Anforderung ist die Geschwindigkeit des Datentrans-
ports. Siehe dazu Abschnitt 5.1.2. Aktuelle Messaging-Systeme erreichen
bereits erstaunliche Durchsatzraten. FioranoMQ erreicht beispielsweise Ra-
ten von u¨ber 90.000 Nachrichten pro Sekunde. [19] [20]
Typische Vertreter sind unter anderen Tibco EMS [17], Apache ActiveMQ
[21], Sonic ESB [22] oder IBM WebSphere MQ, besser bekannt unter MQ Series
[23]
7.1.4.5 Datenspeicher
Weitere Anforderungen an ein Monitoringsystem sind Nachvollziehbarkeit und
die Bereitstellung der Daten fu¨r Analysezwecke. Aus diesem Grund ist es no¨tig
Daten zu historisieren. Im Kapitel 5.1.7 wurde dies bereits ero¨rtert.
Diese Anforderung wird durch den Einsatz eines Datastore erfu¨llt. Dieser kann
durch eine einfache relationale Datenbank umgesetzt werden. Die Komplexita¨t
dabei ist nicht sehr hoch, da alle Events die gleiche Struktur haben und so abge-
legt werden. Die Geschwindigkeit des Datastore ist ebenfalls keine Anforderung
ho¨chster Priorita¨t, da die Daten nicht in near realtime in der Datenbank verfu¨gbar
sein mu¨ssen. Es reicht, wenn sie nach und nach vom Message Bus abgeholt werden
und im Datastore abgelegt werden.
Die verbreitetsten Datenbank-Mangementsysteme (DBMS) sind Oracle [24],
MS SQL Server [25], IBM DB2 [26] sowie die freien Alternativen MySQL [27] und
PostgresSQL [28]
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7.1.4.6 Rules Engine
Die Rules Engine ist das Kernstu¨ck der Monitoringlo¨sung. Durch den Einsatz
einer Rules Engine ko¨nnen viele verschiedene Probleme und Anforderungen gelo¨st
werden. Die Detailanforderungen wurden im Kapitel 5.2 besprochen. Der Einsatz
einer Complex Event Processing Engine erfu¨llt folgende Anforderungen.
• Hohe Geschwindigkeit bei der Verarbeitung der Events
• Abbildung von Business Anforderungen
• Abbildung von Prozessfluss
• Behandlung von Ausnahmen
• Filtern von Events aus dem Datenstrom
• Aggregation von einzelnen Events
Der Markt an Complex Event Processing Engines ist u¨berschaubar. Zu den
verbreitetsten Engines za¨hlen Progress Apama [29], Aleri CEP [30], UC4 Decision
[31], Tibco Business Events [32]. Im Bereich Opensource-Software existiert nur
ein Vertreter, Esper. [33]
7.1.4.7 Grafische Benutzerschnittstelle
Eine der Anforderungen an ein Prozessmonitoring-System ist die u¨bersichtliche
visuelle Darstellung der Prozesse und ihres aktuellen Status (vgl. Abschnitt 5.1.8).
Dieses grafische Interface kann entweder browserbasiert, oder als vollsta¨ndige
Applikation umgesetzt werden. Da hier live Updates fu¨r aktuellste Statusmel-
dungen unterstu¨tzt werden sollen, wird eine eigensta¨ndige Applikation als GUI
dienen.
7.2 Datenmodell Event
Der Event ist die Basisinformation fu¨r jegliches Monitoring. Fu¨r eine schnelle
und einfache Verarbeitung ist es no¨tig ein einheitliches Format fu¨r alle Events
sa¨mtlicher Services zu finden. Dieses Datenformat muss flexibel genug sein um alle
Nachrichten transportieren zu ko¨nnen und dabei so einfach wie mo¨glich gestaltet
sein um eine simple Handhabung zu ermo¨glichen.
Im Rahmen dieser Arbeit wurde ein solches Datenformat entwickelt. Dieses
wird en detail in den folgenden Abschnitten erkla¨rt.
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7.2.1 Gru¨nde fu¨r XML als Datenformat
Fu¨r die U¨bertragung der Daten wurde als Format XML gewa¨hlt. Dies hat mehrere
Gru¨nde:
1. Textbasiert
XML ist ein textbasiertes Format. Der Vorteil von textbasierten Datenfor-
maten ist, dass sie einfach zu erstellen sind. Es sind keine komplexen Al-
gorithmen no¨tig um ein Textfile zu erstellen oder auszulesen. Entsprechend
einfach ist es fu¨r die Services Events zu erzeugen.
2. Lesbarkeit
XML ist eine Sprache die maschinell sehr gut verarbeitet werden kann. Am
Markt ist eine Vielzahl von Libraries und Tools erha¨ltlich, die den Umgang
mit XML Dokumenten erleichtern. Der entscheidende Vorteil ist aber, dass
XML genauso gut von Menschen gelesen werden kann. Jedes Event kann
von Menschen ohne spezielle Dekodierung gelesen und verstanden werden.
3. Verbreitung
Neben den genannten Vorteilen muss auch herausgestrichen werden, dass
die Datenu¨bertragung im XML Format stark verbreitet ist und sich bereits
als Quasi-Standard etabliert hat.
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7.2.2 XML Schema des Datenmodells
7.2.2.1 Event XML Schema graphisch
Abbildung 7.5: XML Schema Event
7.2.2.2 Event XML Schema Definition
1 <?xml version=” 1 .0 ” encoding=”UTF−8”?>
2 <xs:schema xmlns :xs=” ht tp : //www.w3 . org /2001/XMLSchema”
elementFormDefault=” q u a l i f i e d ” targetNamespace=” ht tp : //www.
mercat i s . com/ l i gh thous e3 ” xmlns : l=” ht tp : //www. mercat i s . com/
l i gh thous e3 ”>
3 <xs :s impleType name=”udfType”>
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4 <x s : r e s t r i c t i o n base=” x s : s t r i n g ”>
5 <xs :enumerat ion value=”dateTime”/>
6 <xs :enumerat ion value=”binary ”/>
7 <xs :enumerat ion value=” s t r i n g ”/>
8 <xs :enumerat ion value=” f l o a t ”/>
9 <xs :enumerat ion value=”double ”/>
10 <xs :enumerat ion value=” i n t e g e r ”/>
11 <xs :enumerat ion value=” long ”/>
12 <xs :enumerat ion value=”boolean ”/>
13 </ x s : r e s t r i c t i o n>
14 </ xs :s impleType>
15 <xs : e l ement name=”Event”>
16 <xs:complexType>
17 <xs : s equence>
18 <xs : e l ement r e f=” l : i d ” minOccurs=”0”/>
19 <xs : e l ement r e f=” l : c o n t e x t ”/>
20 <xs : e l ement r e f=” l : c o d e ”/>
21 <xs : e l ement r e f=” l :dateOfOccurrence ”/>
22 <xs : e l ement r e f=” l : l e v e l ”/>
23 <xs : e l ement r e f=” l :machineOfOr ig in ” minOccurs=”0”/>
24 <xs : e l ement r e f=” l :mes sage ” minOccurs=”0”/>
25 <xs : e l ement r e f=” l : s t a ckTra c e ” minOccurs=”0”/>
26 <xs : e l ement r e f=” l : t r a n s a c t i o n s ”/>
27 <xs : e l ement r e f=” l : u d f s ”/>
28 <xs : e l ement r e f=” l : t a g s ”/>
29 </ xs : s equence>
30 </xs:complexType>
31 </ xs : e l ement>
32 <xs : e l ement name=” id ” type=” x s : i n t e g e r ”/>
33 <xs : e l ement name=” context ”>
34 <xs:complexType>
35 <xs : s equence>
36 <xs : e l ement r e f=” l:deployedComponentCode”/>
37 <xs : e l ement r e f=” l :dep loymentLocat ion ”/>
38 </ xs : s equence>
39 </xs:complexType>
40 </ xs : e l ement>
41 <xs : e l ement name=”deployedComponentCode” type=” x s : s t r i n g ”/>
42 <xs : e l ement name=”deploymentLocation ” type=” x s : s t r i n g ”/>
43 <xs : e l ement name=”code” type=” x s : s t r i n g ”/>
44 <xs : e l ement name=”dateOfOccurrence ” type=”xs:dateTime”/>
45 <xs : e l ement name=” l e v e l ” type=” x s : s t r i n g ”/>
46 <xs : e l ement name=”machineOfOrigin ” type=” x s : s t r i n g ”/>
47 <xs : e l ement name=”message” type=” x s : s t r i n g ”/>
48 <xs : e l ement name=” stackTrace ” type=” x s : s t r i n g ”/>
49 <xs : e l ement name=” t r an s a c t i on s ”>
50 <xs:complexType>
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51 <xs : s equence>
52 <xs : e l ement minOccurs=”0” maxOccurs=”unbounded” r e f=”
l : t r a n s a c t i o n I d ”/>
53 </ xs : s equence>
54 </xs:complexType>
55 </ xs : e l ement>
56 <xs : e l ement name=” t r an sa c t i on Id ” type=” x s : s t r i n g ”/>
57 <xs : e l ement name=”udfs ”>
58 <xs:complexType>
59 <xs : s equence>
60 <xs : e l ement minOccurs=”0” maxOccurs=”unbounded” r e f=” l : u d f ”/
>
61 </ xs : s equence>
62 </xs:complexType>
63 </ xs : e l ement>
64 <xs : e l ement name=”udf ”>
65 <xs:complexType>
66 <xs : s equence>
67 <xs : e l ement r e f=” l : k e y ”/>
68 <xs : e l ement r e f=” l : t y p e ”/>
69 <xs : e l ement r e f=” l : v a l u e ”/>
70 </ xs : s equence>
71 </xs:complexType>
72 </ xs : e l ement>
73 <xs : e l ement name=”key” type=” x s : s t r i n g ”/>
74 <xs : e l ement name=” type” type=” l :udfType ”/>
75 <xs : e l ement name=”value ” type=” x s : s t r i n g ”/>
76 <xs : e l ement name=” tags ”>
77 <xs:complexType>
78 <xs : s equence>
79 <xs : e l ement minOccurs=”0” maxOccurs=”unbounded” r e f=” l : t a g ”/
>
80 </ xs : s equence>
81 </xs:complexType>
82 </ xs : e l ement>
83 <xs : e l ement name=” tag ” type=” x s : s t r i n g ”/>
84 </xs:schema>
7.2.3 Event
Ein Event ist ein komplexer Datentyp, der aus verschiedenen anderen Datenfel-
dern besteht. Die Aufgaben der einzelnen Datenfelder werden in den folgenden
Absa¨tzen erla¨utert.
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7.2.3.1 id
Jedes Event hat ein eindeutige ID. Dies ist eine mo¨glichst zufa¨llige, große Zah-
lenfolge, die automatisch erzeugt wird. Ziel ist es jedes Event absolut eindeutig
identifizieren zu ko¨nnen.
7.2.3.2 context
Das Feld Kontext ist wieder ein komplexes Feld. Es besteht aus zwei weiteren
Datenfeldern. Aufgabe des Context-Felds ist es die Quelle des Events zu identifi-
zieren. Dazu gibt es zwei Felder:
1. deployedComponentCode
Jedes Service muss in einer Umgebung deployt sein und dort laufen um
seine Dienste anzubieten. Ha¨ufig ist es so, dass mehrere Services in einer
Umgebung laufen. Um zu unterscheiden welches Service das Event erzeugt
hat, wird in diesem Feld der Name des Service gespeichert.
2. deploymentLocation
Nicht immer ist der Name des Service eindeutig. Oftmals laufen gleichna-
mige Services in verschiedenen Umgebungen, wie zum Beispiel einer Test-,
einer Integrations- und einer Produktiv Umgebung. Solche Szenarios werden
durch dieses Feld abgebildet.
7.2.3.3 code
Der Code ist eine frei wa¨hlbare Kurzbezeichnung des Events. Beispiele dafu¨r sind
zum Beispiel Filesystem OK, oder FX Intraday Risk Level. Sinn des Codes
ist es Events mo¨glichst einfach zu beschreiben.
7.2.3.4 dateOfOccurrence
Jedes Event tritt zu einem bestimmten Zeitpunkt auf. Dieser Zeitpunkt wird in
dem Feld dateOfOcurrence gespeichert.
7.2.3.5 level
Nicht alle Events sind automatisch kritische Events. Um kritische Events von
unkritischen Events unterscheiden zu ko¨nnen, wird jedem Event ein Level zuge-
ordnet. Sechs verschiedene Level werden hier genutzt. Dabei wurde weitestgehend
das Konzept der Loglevel, wie es in Java genutzt wird [34] u¨bernommen.
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1. FATAL (ho¨chste Priorita¨t)
2. ERROR
3. WARNING
4. INFO
5. DETAIL
6. DEBUG (geringste Priorita¨t)
Von FATAL bis FINEST geht die Abstufung der einzelnen Level. FATAL ist
die ho¨chste Priorita¨tsstufe. Events mit diesem Level sind typischerweise Meldun-
gen, die den Prozessfluss unterbrechen, oder ein Business Ziel verfehlen lassen.
Am anderen Ende der Skala befindet sich das Level DEBUG. Es ist gedacht um
zusa¨tzliche Informationen, die fu¨r die Fehlerverfolgung oder a¨hnliche Ta¨tigkeiten
hilfreich sind, zu identifizieren.
7.2.3.6 machineOfOrigin
Das Feld machineOfOrigin bezeichnet die Maschine wo die Nachricht entstan-
den ist. Im Gegensatz zum Feld deploymentLocation, das frei fu¨r Kontextin-
formation genutzt werden kann, ist hier der physische Servernamen des Rechners
anzuwenden.
Hintergrund dafu¨r ist, dass in gro¨ßeren Installationen technische Services zu-
meist geclustert werden um die Ausfallsicherheit und die Geschwindigkeit zu
erho¨hen. Um Probleme, die in geclusterten Services auftreten dem korrekten Node
zuordnen zu ko¨nnen, ist es no¨tig den exakten Namen des Servers zu kennen.
7.2.3.7 message
Im Feld message ist die eigentliche Meldung gespeichert. Dieses Feld kann frei
genutzt werden um natu¨rlichsprachlich das Event zu beschreiben.
7.2.3.8 stackTrace
Der Stacktrace ist fu¨r technische Fehlermeldungen gedacht. Er zeigt die Abfolge
der Aufrufe im Programmcode durch die ein Fehler durchgereicht wurde um so
die Wurzel des Problems erkennen zu ko¨nnen.
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7.2.3.9 transactions
Um Prozessinstanzen abbilden zu ko¨nnen, ist es no¨tig die einzelnen Nachrich-
ten zu kennzeichnen. Durch eine kontextuelle Kennzeichnung, wie etwa durch
eine Transaction-ID oder durch eine Artikelnummer, ist es mo¨glich Events einem
bestimmten Prozessdurchlauf, also einer Prozessinstanz zuzuordnen. Da nicht al-
le Systeme die gleichen Transaktionscodes erzeugen ko¨nnen ist es hier mo¨glich
mehrere dieser Transaction-IDs zu speichern.
Soll zum Beispiel eine Bestellung in einem Online-Shop verfolgt werden ist es
mo¨glich im ersten Schritt die Session-ID der Websession, eine Kunden-ID und die
Artikelnummer als Transaction-IDs zu speichern. In anderen Services, die etwa
das Billing durchfu¨hren ist dann vielleicht nur mehr die Kunden-ID verfu¨gbar.
Die Schnittmenge der Transaction-IDs erlaubt es aber dann noch immer den
Prozessfluss in einer konkreten Instanz nachzuvollziehen.
Dieser Ansatz ist selbstversta¨ndlich ein best effort Ansatz. Es ist nur mo¨glich
Transaktionen nachzuvollziehen, solange es zwischen Systemen gemeinsame
Transaktions-Codes gibt.
7.2.3.10 udfs
Ein a¨hnliches Konzept, wie transactions bieten die User Defined Fields (UDF)
. Unter dem Konten udfs ist es ebenso wie unter dem Konten transactions mo¨glich
eine Liste von unterschiedlichen UDFs anzulegen.
In einem solchen User Defined Field ko¨nnen beliebige Informationen typisiert
abgelegt werden. Ziel davon ist es Nutzdaten, Beschreibung und Typ so zu tren-
nen, dass eine spa¨tere Auswertung so leicht wie mo¨glich gemacht wird.
Ein UDF besteht aus drei einzelnen Feldern.
1. key
Im Feld key wird der Name des User Defined Fields gespeichert.
2. type
Im Typ wird der Datentyp des UDFs festgehalten. Unterstu¨tzt werden nur
einfache Datentypen, die auch in Datentypen von relationalen Datenban-
ken u¨bersetzt werden ko¨nnen, damit Auswertungen erleichtert werden. Un-
terstu¨tzt werden die einfachen Datentypen: dateTime, string, float, double,
integer und binary.
3. value
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Im Feld value werden dann die eigentlichen Nutzdaten gespeichert. Dies
kann, entsprechend der Typdefinition ein Datum (dateTime), ein Text
(string) oder sogar ein Excel File (binary) sein.
7.2.3.11 tags
Unter dem Konten tags ko¨nnen beliebig viele einzelne tag Felder angefu¨gt werden.
Grundidee dieser Felder ist es eine weitere Mo¨glichkeit zu bieten Nachrichten
logischen Einheiten zuzuordnen. Grundsa¨tzlich wa¨re dies auch durch den Einsatz
von UDFs mo¨glich, doch dabei ist ein zusa¨tzlicher Aufwand durch die Typisierung
der Felder notwendig. Ist keine Typisierung no¨tig, so ko¨nnen tags genutzt werden
um Nachrichten zu kategorisieren.
Selbstversta¨ndlich ist es nicht no¨tig immer alle Felder zu nutzen. Zwingend
vorgeschrieben sind lediglich folgende vier Felder:
1. code
2. context (deployedComponentCode, deploymentLocation)
3. dateOfOccurrence
4. setLevel
7.2.4 Datenbank Schema des Datenmodells
Zur Historisierung der Daten ist es no¨tig die Events in einer relationalen Daten-
bank zu speichern. In den folgenden Abschnitten wird das Datenbank Schema
definiert, das fu¨r die Speicherung dieser Events entwickelt wurde.
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7.2.4.1 ER Diagramm
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Abbildung 7.6: ER Diagram Datastore
7.2.4.2 Entita¨ten
• EVENTS
Im Table Events werden alle Events gespeichert. Ein Event kann beliebig
viele UDFs, Transaction IDs und Tags beinhalten.
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Spaltenname Beschreibung
EVT ID Eindeutige ID eines Events
EVT CONTEXT ID Eindeutige ID des Deployments
CODE Kurzbezeichnung des Events
LEVEL Priorita¨t des Events (vgl. 7.2.3.5)
DATE OF OCCURRENCE Zeitpunkt zu dem das Event erzeugt
wurde
MACHINE Physische Maschine auf der das Event
entstand
MESSAGE Textuelle detailierte Beschreibung des
Events
STACK TRACE Fu¨r technische Services, Stacktrace der
Fehlermeldung.
• EVENTS TAGS
Hier werden die Tags des Events gespeichert. Einem Event ko¨nnen mehrere
Tags zugeordnet sein.
Spaltenname Beschreibung
EVT ID Eindeutige ID eines Events
TAG Ein Tag, das diesem Event zugeordnet
ist
• EVENTS TRANSACTION IDS Jedem Event ko¨nnen mehrere
Transaction-IDs zugeordnet werden. Diese werden in dieser Tabelle
gespeichert.
Spaltenname Beschreibung
EVT ID Eindeutige ID eines Events
TRANSACTION ID Transaction-ID, die diesem Event zuge-
ordnet ist
• EVENTS UDFS
Jedem Event ko¨nnen mehrere User Defined Fields (UDF) zugeordnet wer-
den. Diese sind typisiert und je nach u¨bergebenen Typ werden diese in der
entsprechenden Spalte abgelegt.
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Spaltenname Beschreibung
EVT ID Eindeutige ID eines Events
BOOLEAN VAL Boolean Wert eines UDFs
INTEGER VAL Integer Wert eines UDFs
LONG VAL Long Wert eines UDFs
FLOAT VAL Float Wert eines UDFs
DOUBLE VAL Double Wert eines UDFs
DATE VAL Zeit- und Datumswert eines UDFs
BINARY VAL Bina¨rdaten eines UDFs
STRING VAL Datums- und Zeitwert eines UDFs
UDF Name des UDFs
• DEPLOYMENTS
Ein Deployment stellt ein in einer bestimmten Umgebung laufendes Service
dar. Es kann mehrere Events erzeugen. Daraus geht hervor, dass ein Event
immer nur in einem Deployment entstehen kann. Deployments ko¨nnen in
unterschiedlichen Environments laufen.
Spaltenname Beschreibung
STC ID Eindeutige ID eines Deployments
DEPLOYED COMPONENT ID Eindeutige ID einer Software
Komponente
LOCATION Logische Umgebung des Deploy-
ments
DESCRIPTION Beschreibung des Deployments
CONTACT Kontaktdaten des Verantwortli-
chen
CONTACT EMAIL Email Adresse des Verantwortli-
chen
• COMPONENTS
Eine Software Komponente ist ein Stu¨ck Software, das wenn es deployt
wird Events erzeugen kann. Es kann beliebig oft deployt werden. Diese
Deployments werden in der Relation DEPLOYMENTS gespeichert. Die
Grunddaten der Komponente werden hier gespeichert.
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Spaltenname Beschreibung
COM ID Eindeutige ID einer Software Kompo-
nente
COM CODE Kurzbezeichnung einer Software Kom-
ponente
COM PARENT ID Eindeutige ID einer Software Kompo-
nente zur
Abbildung von hierarchischen Bezie-
hungen
LONGNAME Name der Software Komponente
DESCRIPTION Beschreibung der Software Komponen-
te
VERSION Version der Software Komponente
CONTACT Kontaktdaten des Verantwortlichen
CONTACT EMAIL Email Adresse des Verantwortlichen
COPYRIGHT Copyright Daten der Software Kompo-
nente
• ENVIRONMENTS
Ein Environment stellt eine logische Einheit dar, in dem Deployments zu-
sammengefasst werden. Entsprechend ko¨nnen mehrere Deployments in ei-
nem Environment gemacht werden, genauso wie mehrere Environments das
gleiche Deployment enthalten kann.
Spaltenname Beschreibung
STC ID Eindeutige ID eines Environments
ENV CODE Kurzbezeichnung eines Environments
ENV PARENT ID Eindeutige ID eines Environments,
zur Abbildung von hierarchischen Be-
ziehungen
LONGNAME Name des Environments
DESCRIPTION Beschreibung des Environments
CONTACT Kontaktdaten des Verantwortlichen
CONTACT EMAIL Email Adresse des Verantwortlichen
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Kapitel 8
Prototypische Implementierung
Um zu pru¨fen wie weit sich die in den vorhergehenden Kapiteln definierten
Lo¨sungsideen und Konzepte umsetzen lassen, wird ein Prototyp einer solchen
Lo¨sung implementiert. Die Hauptbestandteile werden in den folgenden Kapiteln
beschrieben.
Als Programmiersprache wurde Java gewa¨hlt, da hier bereits Vorwissen vor-
handen war und viele Bestandteile der Zielarchitektur ebenfalls in Java geschrie-
ben worden sind.
8.1 Message Bus
Einer der Bestandteile, die in der Architekturkonzeption definiert wurden ist der
Message Bus. Er ist das Backbone auf dem sa¨mtliche Events transportiert werden.
Fu¨r den Prototypen wurde ActiveMQ als Message Bus ausgewa¨hlt. Dies hat
mehrere Gru¨nde.
1. ActiveMQ ist in Java geschrieben und fu¨gt sich gut in die restliche Archi-
tektur ein.
2. ActiveMQ ist sehr verbreitet und es gibt eine große Anzahl an Artikeln,
How-Tos und Tutorials, die Hilfe bieten.
3. ActiveMQ ist fu¨r den Prototypen ausreichend schnell. Laut Herstelleranga-
ben ko¨nnen bis zu 20.000 Nachrichten pro Sekunde geschrieben und gelesen
werden. [15]
4. Der gewichtigste Grund fu¨r die Entscheidung fu¨r ActiveMQ ist, dass diese
Software unter der Apache 2.0 Lizenz vero¨ffentlicht wurde. Diese Lizenz
erlaubt eine freie Verwendung der Software.
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8.2 CEP Engine: Esper
Der Kern des Prototypen ist die Complex Event Processing Engine. Als Engi-
ne wurde Esper gewa¨hlt. Hauptgru¨nde fu¨r die Wahl sind zum einen die freie
Verfu¨gbarkeit und die Implementierung in Java.
Esper wurde unter der GPL 2.0 vero¨ffentlicht und ist unter http://esper.
codehaus.org verfu¨gbar. Durch die Lizenz GPL ist es mo¨glich den Code frei zu
nutzen. Die einzige Einschra¨nkung ist, dass direkt gelinkter Code selbst wieder
vero¨ffentlicht werden muss.
Neben Esper gibt es nur sehr wenige frei verfu¨gbare Complex Event Proces-
sing Engines, wie zum Beispiel Borealis. Borealis ist der Nachfolger von Aurora.
Sowohl Borealis, als auch Aurora sind in C++ geschrieben und nur unter Linux
zu betreiben. Aus diesen Gru¨nden sind sie nicht geeignet.
8.2.1 Abdeckung Anforderungen
Neben der freien Verfu¨gbarkeit spricht auch der große Funktionsumfang fu¨r Esper.
Die wichtigsten Anforderungen an eine CEP Engine fu¨r den Einsatz im Monito-
ring werden von Esper abgedeckt, wie die folgenden Punkte zeigen.
8.2.1.1 Geschwindigkeit
Eine der Hauptanforderungen die an eine CEP Engine gestellt wurden erfu¨llt
Esper ausgezeichnet. Laut eigenen Messungen kann Esper 500.000 Nachrichten
pro Sekunde verarbeiten. Diese Tests wurden auf handelsu¨blicher Intel Hardware
mit einem 2.0 GHz Prozessor durchgefu¨hrt. [35]
8.2.1.2 Ma¨chtige Regelsprache
Esper verfu¨gt u¨ber eine sehr ma¨chtige Regelsprache, die auf der bekannten Struc-
tured Query Language (SQL) basiert. Diese erlaubt es viele der zuvor definierten
Anforderungen abzudecken. Esper nennt diese Sprache Event Processing Langua-
ge (EPL).
• Filtern Die Regelsprache von Esper erlaubt Filtering analog wie SQL.
1 select ∗ from TickStream where t ickerSymbol = ’GOOG’
• Aggregation Ebenso wie SQL bietet Esper einige Aggregationsfunktionen,
wie zum Beispiel AVG() fu¨r die Ermittlung eines Durchschnitts.
1 select avg ( temperature ) from SensorEvent
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• Zeitbezug Ein Feature, das SQL nicht mitbringt ist der Zeitbezug. Esper’s
EPL bietet dem Nutzer die Mo¨glichkeit Abfragen auf sich fortbewegende
Zeitfenster zu machen, wie das folgende Beispiel zeigt.
1 select avg ( p r i c e ) from StockTick . win : time (30 sec ) where
symbol=’IBM ’
Im Beispiel wird der Durchschnittspreis der IBM Aktie der letzten 30 Se-
kunden ermittelt. Mit jedem zusa¨tzlichen Event wird die Query erneut aus-
gefu¨hrt und der Durchschnittpreis aus allen Events der vergangenen 30
Sekunden berechnet.
• Abbildung Prozesslogik Zur Abbildung von Reihenfolgen von Events
stellt die EPL die Operatoren ->, () sowie not, or, and zur Verfu¨gung die
gemeinsam mit dem Pattern - Matching Keyword every genutzt werden
ko¨nnen.
Soll zum Beispiel folgende Reihenfolge von Events abgebildet werden Event
A, dann Event B oder Event C, wu¨rde das Pattern folgendermaßen definiert
sein.
1 select ∗ from pattern [ every (A −> (B or C) ) ]
8.3 CEP Konfiguration
Die Konfiguration der einzelnen Regeln und der Events, die sie beim Feuern
erzeugen wurde in eine eigene Konfigurationsdatei ausgelagert. Der Grund dafu¨r
lag in erster Linie in der Vereinfachung der Benutzbarkeit fu¨r den Anwender.
Grundsa¨tzlich werden in Esper fu¨r die Verarbeitung von Events eigene Event-
listener programmiert. Da aber hier die Funktionsweise der Eventlisteners immer
die gleiche wa¨re, wurde ein konfigurierbarer Eventlistener entwickelt, der stan-
dardma¨ßig ausgefu¨hrt wird, sobald eine Regel feuert. Als Konfiguration wird eine
Definition eines Events u¨bergeben, das erzeugt werden soll, sobald die definierte
Regel feuert.
8.3.1 CEP Konfigurationsdatei
Die Konfigurationsdatei besteht aus zwei grundlegenden Bausteinen, die zu einer
CEP-Konfiguration zusammengefasst werden. Diese CEP Konfiguration ist durch
die Tags <cepevent> und </cepevent> umschlossen. Eine Konfigurationsdatei
kann mehrere CEP-Konfigurationen enthalten.
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• Regeldefinition In der Regeldefinition wird die Regel definiert. Sie wird
in der Esper eigenen Event Processing Language (EPL) geschrieben, die
vollumfa¨nglich unterstu¨tzt wird.
• Eventdefinition In der Eventdefinition wird der Event beschrieben, der
versendet werden soll, sobald eine Regel feuert. Da das erzeugte Event wie-
der ein Event ist, wie es unter 7.2 definiert wurde, entspricht auch die Kon-
figuration diesem. Zur Vereinfachung der Konfiguration wurde jedoch auf
die Bestandteile verzichtet, die nicht absolut zwingend erforderlich sind.
Deshalb besteht die Definition eines Events hier nur aus fu¨nf Teilen.
1. code: Eindeutige Bezeichnung des Events
2. level: Wichtigkeit des Events
3. machineOfOrigin: Rechner auf der das Event erzeugt wurde.
4. message: Beschreibung des Events.
5. context: Bestehend aus deployedComponentCode und deploymentLo-
cation die die Komponente, der das Event zugeordnet wird definiert.
8.3.2 Beispiel
1 <?xml version=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent>
4 <query>
5 s e l e c t ∗ from pattern
6 [ every s t a r t=XMLEvent( code=”AddNewEmployee” ) −>
7 ( t im e r : i n t e r v a l (2 sec ) and
8 not done=XMLEvent( code=”AddNewEmployeeDone” , t r an s a c t i on s .
t r an s a c t i on Id [ 0 ] = s t a r t . t r an s a c t i on s . t r an s a c t i on Id [ 0 ] )
9 ) ]
10 </query>
11 <event>
12 <code>CEP−F i l t e r−Advanced</code>
13 < l e v e l>INFO</ l e v e l>
14 <machineOfOrigin>f t i b c o 9 9</machineOfOrigin>
15 <message>
16 A done event did not f o l l ow a s t a r t event with in 2 sec
17 </message>
18 <context>
19 <deployedComponentCode>CEP−Event 1</deployedComponentCode>
20 <deploymentLocation>CEP Engine</deploymentLocation>
21 </ context>
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22 </ event>
23 </ cepevent>
24 </ cepevents>
8.3.3 Hotloading von CEP Konfigurationen
Es ist zu erwarten, dass die Konfiguration ha¨ufig a¨ndert. Um den Betrieb durch
Neustarts nach Anpassungen an der Konfiguration nicht unterbrechen zu mu¨ssen,
wurde ein Hotloading fu¨r die Konfiguration entwickelt.
Darunter versteht man, dass die Konfiguration beim Starten der Applikation
geladen wird und ab dann u¨berwacht wird. Sobald sich die Konfiguration a¨ndert,
wird sofort die aktualisierte Konfiguration geladen. Tritt beim Laden der CEP
Konfiguration ein Fehler, wie zum Beispiel ein Syntax Error in der Definition der
Query, so bleibt die bestehende Konfiguration erhalten.
Auf diese Art und Weise ko¨nnen neue CEP Konfigurationen hinzugefu¨gt wer-
den und bestehende vera¨ndert oder gelo¨scht werden. Das Laden doppelter Queries
ist unterbunden, da sonst Queries doppelt feuern und dadurch Events doppelt er-
zeugen wu¨rden.
8.4 Event Storage
Als Event Storage wird das freie Datenbank Managementsystem (DBMS) My-
SQL 5.1 verwendet. Hauptgru¨nde dafu¨r sind die freie Verfu¨gbarkeit, die große
Verbreitung und die gute Unterstu¨tzung durch Java Persistency Frameworks, wie
zum Beispiel Hibernate.
8.4.0.1 SQL Create Statements
Die Tabellendefinitionen die zur Speicherung der Events im Kapitel 7.2.4 definiert.
Hier sind die create statements der einzelnen Tabellen so, wie sie im DBMS
angelegt wurden.
1 create table COMPONENTS (
2 COM ID b i g i n t not null ,
3 COMCODE varchar (255) not null unique ,
4 COM PARENT ID big in t ,
5 LONGNAME varchar (255) ,
6 DESCRIPTION varchar (255) ,
7 VERSION varchar (255) ,
8 CONTACT varchar (255) ,
9 CONTACTEMAIL varchar (255) ,
10 COPYRIGHT varchar (255) ,
11 primary key (COM ID)
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12 ) ENGINE=InnoDB ;
13
14 create table DEPLOYMENTS (
15 STC ID b i g i n t not null ,
16 DEP DEPLOYED COMPONENT ID b i g i n t not null ,
17 LOCATION varchar (255) not null ,
18 DESCRIPTION varchar (255) ,
19 CONTACT varchar (255) ,
20 CONTACTEMAIL varchar (255) ,
21 primary key (STC ID)
22 ) ENGINE=InnoDB ;
23
24 create table ENVIRONMENTS (
25 STC ID b i g i n t not null ,
26 ENVCODE varchar (255) not null unique ,
27 ENV PARENT ID big in t ,
28 LONGNAME varchar (255) ,
29 DESCRIPTION varchar (255) ,
30 CONTACT varchar (255) ,
31 CONTACTEMAIL varchar (255) ,
32 primary key (STC ID)
33 ) ENGINE=InnoDB ;
34
35 create table ENVIRONMENTDEPLOYMENT (
36 ENV ID b i g i n t not null ,
37 DEP ID b i g i n t not null ,
38 primary key (ENV ID , DEP ID)
39 ) ENGINE=InnoDB ;
40
41 create table EVENTS (
42 EVT ID b i g i n t not null auto increment ,
43 EVT CONTEXT ID b i g i n t not null ,
44 CODE varchar (255) not null ,
45 LEVEL varchar (255) not null ,
46 DATEOFOCCURRENCE datet ime not null ,
47 MACHINE varchar (255) ,
48 MESSAGE longtext ,
49 STACKTRACE longtext ,
50 primary key (EVT ID)
51 ) ENGINE=InnoDB ;
52
53 create table EVENT TAGS (
54 EVT ID b i g i n t not null ,
55 TAG varchar (255) not null ,
56 primary key (EVT ID , TAG)
57 ) ENGINE=InnoDB ;
58
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59 create table EVENT TRANSACTION IDS (
60 EVT ID b i g i n t not null ,
61 TRANSACTION ID varchar (255) not null ,
62 primary key (EVT ID , TRANSACTION ID)
63 ) ENGINE=InnoDB ;
64
65 create table EVENT UDFS (
66 EVT ID b i g i n t not null ,
67 BOOLEANVAL bit ,
68 INTEGER VAL integer ,
69 LONGVAL big in t ,
70 FLOAT VAL f loat ,
71 DOUBLE VAL double p r e c i s i on ,
72 DATE VAL datetime ,
73 BINARY VAL longblob ,
74 STRING VAL varchar (255) ,
75 UDF varchar (255) not null ,
76 primary key (EVT ID , UDF)
77 ) ENGINE=InnoDB ;
78
79
80
81 alter table ENVIRONMENTS
82 add index FKEB63F8C0ADC21E8D (ENV PARENT ID) ,
83 add constraint FKEB63F8C0ADC21E8D
84 foreign key (ENV PARENT ID)
85 r e f e r e n c e s ENVIRONMENTS (STC ID) ;
86
87 alter table ENVIRONMENTDEPLOYMENT
88 add index FKF911091C5433E14 (DEP ID) ,
89 add constraint FKF911091C5433E14
90 foreign key (DEP ID)
91 r e f e r e n c e s DEPLOYMENTS (STC ID) ;
92
93 alter table ENVIRONMENTDEPLOYMENT
94 add index FKF9110913448143C (ENV ID) ,
95 add constraint FKF9110913448143C
96 foreign key (ENV ID)
97 r e f e r e n c e s ENVIRONMENTS (STC ID) ;
98
99 alter table EVENTS
100 add index EVENTS EVT CONTEXT ID KEY (EVT CONTEXT ID) ,
101 add constraint EVENTS EVT CONTEXT ID KEY
102 foreign key (EVT CONTEXT ID)
103 r e f e r e n c e s DEPLOYMENTS (STC ID) ;
104
105 alter table EVENT TAGS
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106 add index EVENT TAGS EVT ID KEY (EVT ID) ,
107 add constraint EVENT TAGS EVT ID KEY
108 foreign key (EVT ID)
109 r e f e r e n c e s EVENTS (EVT ID) ;
110
111 alter table EVENT TRANSACTION IDS
112 add index EVENT TRANSACTION IDS EVT ID KEY (EVT ID) ,
113 add constraint EVENT TRANSACTION IDS EVT ID KEY
114 foreign key (EVT ID)
115 r e f e r e n c e s EVENTS (EVT ID) ;
116
117 alter table EVENT UDFS
118 add index EVENT UDFS EVT ID KEY (EVT ID) ,
119 add constraint EVENT UDFS EVT ID KEY
120 foreign key (EVT ID)
121 r e f e r e n c e s EVENTS (EVT ID) ;
8.5 GUI
Als grafisches Benutzerinterface wurde das Frontend von Lighthouse 3 gewa¨hlt.
Lighthouse 3 ist eine Monitoringlo¨sung, die von Mercatis entwickelt wird. Haupt-
grund dafu¨r ist der Zugang zum Programmcode und die gute Unterstu¨tzung durch
die Entwickler.
Das Lighthouse 3 GUI bietet die meisten der unter Abschnitt 5.1.8 geforder-
ten Funktionen, wie visuelle Darstellung von Prozessen, visuelles Feedback u¨ber
Prozesszustand oder Organisation von Prozessen in Subprozessen.
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8.5.1 Screenshot
Abbildung 8.1: Screenshot Lighthouse 3 GUI
8.5.2 Aufbau des GUI
Das GUI Gliedert sich in drei Bereiche. Auf der linken Seite ist eine Baumstruk-
tur mit vier Hauptkomponenten: Deployments, Environments, Process Tasks und
Software Components. Am rechten Rand sind - sofern man als Benutzer im Pro-
zessbearbeitungsmodus ist - die Malwerkzeuge zur Bearbeitung der Prozesse un-
tergebracht. In der Mitte werden die jeweiligen Nutzdaten verfu¨gbar gemacht.
Von speziellem Interesse sind die Hauptkomponenten an der rechten Seite.
Diesen Komponenten liegt ein grundlegendes Konzept zugrunde, dessen Versta¨nd-
nis fu¨r die Arbeit mit dem Lighthouse GUI wichtig ist. Aus diesem Grund werden
die einzelnen Komponenten hier erkla¨rt.
• Software Components
Eine Software Komponente ist ein Stu¨ck Software, das ein (technisches)
Service repra¨sentiert.
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• Deployments
Um eine Software Komponente nutzen zu ko¨nnen muss sie in einer Umge-
bung deployt werden. Selbstversta¨ndlich kann eine Software Komponente
mehrmals deployt werden, wie etwa ein einer Test- und einer Produktions-
umgebung. Diese Deployments werden unter diesem Punkt erfasst.
• Process Tasks Unter den Process Tasks ko¨nnen frei Prozesse modelliert
werden. Herauszustreichen ist, dass den einzelnen Prozessschritten Deploy-
ments zugewiesen werden ko¨nnen. So wird die Verbindung zwischen Pro-
zessschritten und den tatsa¨chlichen technischen Services die sie ermo¨glichen
geschaffen.
• Environments Unter dem Punkt Environments ko¨nnen Deployments zu
logischen Gruppen zusammengefasst werden. So ko¨nnen fu¨r verschiedene
Anwender angepasste Sichten auf die Deployments generiert werden.
Zur Herstellung der Ampelfunktionalita¨t ist es mo¨glich auf Prozesstasks, aber
auch auf einzelne Deployments oder Environments Status zu definieren. Diese
nehmen fu¨r die entsprechenden Deployments, oder Gruppen von Deployments
die Events entgegen und vera¨ndern den Status entsprechend.
Kapitel 9
Test
Um sicherzustellen, dass der Prototyp zuverla¨ssig la¨uft und die Ergebnisse der
Case-Study aussagekra¨ftig sind, muss er eingehend getestet werden. Zwei ver-
schiedene Tests werden durchgefu¨hrt. Der erste Test pru¨ft die Qualita¨t des Pro-
totypen. Der zweite Test pru¨ft die Belastbarkeit anhand eines Lasttests.
9.1 Test Setup
9.1.1 U¨berblick
Event 
Generator
Esper
Lighthouse
GUI
Message Bus Lighthouse Datastore
Abbildung 9.1: Architektur des Testsystems
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9.1.2 Testsystem
Sa¨mtliche Bestandteile des Testsystems laufen auf der selben Maschine. Dies hat
zwei Vorteile: Erstens, es erleichtert das Aufsetzen eines Testsystems. Es ist nicht
notwendig eigene dedizierte Maschinen fu¨r Testzwecke bereit zu stellen.
Der zweite Vorteil dieses einfachen Setups ist, dass Einflu¨sse auf die U¨bert-
ragung der Daten, wie sie in einem Netzwerk auftreten ko¨nnen ausgeschlossen
werden. Außerdem ist durch den Verzicht auf Netzwerk-Infrastruktur ein poten-
tielles Bottleneck von vornherein ausgeschlossen.
9.1.2.1 Technische Daten
Rechner Apple MacBook
Prozessor 2.4 GHz Intel Core 2 Duo
Arbeitsspeicher 4 GB 1067 MHz DDR
L2 Cache 3MB
Betriebssystem Mac OS X 10.5.8 (Leopard)
JVM Java 1.5.0 19
9.1.3 Event Generator
Aufgabe des Event Generators ist es mo¨glichst einfach und verla¨sslich Events zu
generieren und die CEP-Engine damit zu versorgen. So sollen Verha¨ltnisse, wie
sie in realen Umgebungen entstehen ko¨nnen, simuliert werden. Fu¨r diese Aufgabe
wurde das verbreitete Java Lasttest-Werkzeug JMeter ausgewa¨hlt.
Fu¨r den Einsatz von JMeter sprechen mehrere Gru¨nde.
• Native JMS Unterstu¨tzung
JMeter wird bereits mit drei verschiedenen JMS Samplern ausgeliefert. Je-
weils ein Sampler fu¨r JMS-Topic-Publishing und JMS-Topic-Subscribe, so-
wie ein Sampler sowohl fu¨r JMS-Queue-Request und respond. Damit ist es
nicht no¨tig eigene Sampler zu schreiben.
• Kontrolle des Ablauﬄusses
In JMeter ko¨nnen beliebig viele Sampler erzeugt werden, die Events versen-
den ko¨nnen. Zusa¨tzlich ko¨nnen fu¨r diese aber auch noch Loops und a¨hnli-
che Steuerelemente fu¨r die Ablaufsteuerung definiert werden. Damit es ist
mo¨glich auf einfache Weise komplexe Event-Datenstro¨me zu generieren.
• Grafische Benutzerschnittstelle
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JMeter bietet eine grafische Benutzerschnittstelle an. Damit ko¨nnen Test-
definitionen direkt in einem einfachen Java GUI erstellt werden. Vor allem
bei komplexeren Abla¨ufen erho¨ht das die Versta¨ndlichkeit der einzelnen
Testdefinitionen.
• Lasttest Integriert
JMeter ist urspru¨nglich fu¨r Lasttests entwickelt worden. Es erlaubt die
Ausfu¨hrung der definierten Tests in beliebig vielen Threads, mit beliebig
vielen Wiederholungen und auf einen selbst bestimmbaren Zeitraum verteilt
zu starten. So kann sehr schnell sehr viel Last auf einem System erzeugt
werden.
Im Gegensatz dazu ist es natu¨rlich auch mo¨glich gleichzeitige Threads, Wie-
derholungen auf 1 zu setzen. Durch diese Parameter wird aus dem Lasttest
ein einfacher Funktionaler Test.
9.2 Testmethode
Um feststellen zu ko¨nnen, ob der erstellte Prototyp fehlerfrei la¨uft ist es notwendig
qualitative Tests durchzufu¨hren. Diese Tests werden als Testfa¨lle definiert und
in Testruns durchgefu¨hrt. Dabei werden sowohl Positiv-, als auch Negativ-Tests
erstellt. Positiv-Tests pru¨fen ob die definierte Funktionalita¨t korrekt ist, Negativ-
Tests pru¨fen, ob die Fehlerbehandlung ausreichend ist und ob die Software durch
gezielte Falscheingaben zum Absturz gebracht werden kann.
9.2.1 Testfall
Ein Testfall besteht dabei immer aus fu¨nf Elementen:
• ID
Jedem Testfall wird eine eindeutige ID zugewiesen. Sinn dieser ID ist eine
eindeutige Kennzeichnung eines Testfalls, um spa¨ter darauf referenzieren zu
ko¨nnen.
• Name
Der Name des Testfalls soll den Testfall selbst beschreiben. Schon durch
den Namen soll klar werden, was der Test
• Beschreibung
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Jeder Testfall wird detailliert beschrieben. Der Detailierungsgrad soll dabei
so gewa¨hlt werden, dass eine Person, die nicht der Entwickler selbst ist, den
Testfall selbststa¨ndig durchfu¨hren kann.
• Input
Werden spezielle Input Daten genutzt, so mu¨ssen sie im Feld Input definiert
werden, um die Nachvollziehbarkeit und Wiederholbarkeit der Testfa¨lle si-
cherzustellen.
• Erwartetes Ergebnis
Fu¨r jeden Testfall wird eine erwartete Reaktion des Systems definiert. Mit
dieser kann das erzielte Ergebnis verglichen und der Erfolg des Tests defi-
niert werden.
9.2.2 Testrun
Die tatsa¨chliche Durchfu¨hrung eines Testfalls ist der Testrun. Dieser wird vom
Tester ausgefu¨hrt und dokumentiert. Fu¨r die Dokumentation werden hier folgende
Felder genutzt:
• Datum Im Feld Datum wird der Ausfu¨hrungszeitpunkt festgehalten. Dies
dient der Vergleichbarkeit von verschiedenen Testruns.
• ID Die ID ist die Referenz zum Testfall. Sie zeigt an welcher Testfall durch-
gefu¨hrt wurde.
• Ergebnis Im Feld Ergebnis wird das tatsa¨chliche Testergebnis festgehalten.
Entspricht es dem erwarteten Ergebnis reicht die Meldung OK. Weicht es
vom erwarteten Ergebnis ab, so muss dieses dokumentiert werden.
9.3 Testfall Beschreibungen
9.3.1 Grundfunktionalita¨t
9.3.1.1 Starten der Applikation
• ID GF1
• Name Starten der Applikation
• Beschreibung Die Applikation wird mit einer gu¨ltigen Konfigurationsdatei
als Input Parameter gestartet und die Konfiguration wird eingelesen.
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• Input -
• Erwartetes Ergebnis Applikation startet ohne Fehler und gibt Feedback
u¨ber die eingelesene Konfiguration.
9.3.1.2 Filtern von Events aus dem Datenstrom
• ID GF2
• Name Filtern von Events aus dem Datenstrom
• Beschreibung Die Applikation ist gestartet und empfa¨ngt Events. Events
mit dem Code Basic Event 1 werden herausgefiltert und erzeugen ein CEP
Event mit dem Code CEP Event 1.
• Input B.1.1.1
• Erwartetes Ergebnis Ein neues Event wird erzeugt und die Applikation
gibt Feedback dazu.
9.3.1.3 Ampelfunktion
• ID GF3
• Name Ampelfunktion
• Beschreibung Ein CEP Event lo¨st ein Einfa¨rben eines Prozessschrittes
aus im GUI aus.
• Input B.1.1.2
• Erwartetes Ergebnis Ein Prozessschritt im GUI wird rot.
9.3.2 CEP Query Sprache
9.3.2.1 Abbildung von Vorher-Nachher Beziehungen
• ID QL1
• Name Abbildung von Vorher-Nachher Beziehungen
• Beschreibung Zwei unterschiedliche aufeinanderfolgende Events mu¨ssen
auf dem Eventstrom herausgefiltert werden und lo¨sen ein CEP Event aus.
• Input B.1.2.10
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• Erwartetes Ergebnis Ein CEP Event wird erzeugt, wenn Event 2 direkt
auf Event 1 folgt.
9.3.2.2 Abbildung Zeitfenster
• ID QL2
• Name Abbildung Zeitfenster
• Beschreibung Ein 10 Sekunden Zeitfenster wird aufgespannt und Events
werden in zufa¨lliger Frequenz gefeuert. Immer wenn zwei bestimmte Events
innerhalb dieses Fensters eintreten, soll ein CEP Event gefeuert werden.
• Input B.1.2.11
• Erwartetes Ergebnis Ein CEP Event wird erzeugt, sobald zwei Events
innerhalb von 10 Sekunden eintreffen.
9.3.2.3 Erkennen fehlender Events
• ID QL3
• Name Erkennen fehlender Events
• Beschreibung Es werden zwei Events in einer Transaktion innerhalb von
10 Sekunden erwartet. Das zweite Event bleibt aus. Beide Events haben die
gleiche Transaction-ID u¨ber die sie zugeordnet werden ko¨nnen.
• Input B.1.2.12
• Erwartetes Ergebnis Ein CEP Event wird erzeugt, wenn innerhalb von
10 Sekunden kein passendes Event empfangen wird.
9.3.2.4 Vergleich mit Operatoren
• ID QL4
• Name Vergleich mit Operatoren
• Beschreibung Events mit der Transaction-ID > 1001 soll herausgefiltert
werden und jedes Mal ein CEP Event erzeugt werden.
• Input B.1.2.13
• Erwartetes Ergebnis Bei einem Event mit einer Transaction-ID > 1001
wird ein CEP Event erzeugt.
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9.3.3 Hotloader CEP Konfiguration
9.3.3.1 Start mit einer Konfiguration
• ID KO1
• Name Start mit einer CEP Konfiguration
• Beschreibung Starte die Applikation mit einer Konfigurationsdatei, die
nur eine CEP Konfiguration entha¨lt
• Input B.1.2.1
• Erwartetes Ergebnis Applikation startet, fu¨gt die CEP Konfiguration
hinzu und gibt Feedback.
9.3.3.2 Start mit mehreren Konfigurationen
• ID KO2
• Name Start mit zwei Konfigurationen
• Beschreibung Starte die Applikation mit einer Konfigurationsdatei, die
mehr als eine CEP Konfigurationen entha¨lt
• Input B.1.2.2
• Erwartetes Ergebnis Applikation startet, fu¨gt alle CEP Konfigurationen
hinzu und gibt Feedback.
9.3.3.3 Hinzufu¨gen einer CEP Konfiguration
• ID KO3
• Name Hinzufu¨gen einer CEP Konfiguration
• Beschreibung O¨ffne die Konfigurationsdatei und fu¨ge eine weitere CEP
Konfiguration hinzu. Speichere diese Datei.
• Input B.1.2.1 -> B.1.2.2
• Erwartetes Ergebnis Applikation la¨dt die vera¨nderte Konfigurationsdatei
und gibt Feedback.
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9.3.3.4 Lo¨schen einer CEP Konfiguration
• ID KO4
• Name Lo¨schen einer CEP Konfiguration
• Beschreibung O¨ffne die Konfigurationsdatei und entferne eine CEP Kon-
figuration. Speichere diese Datei.
• Input B.1.2.2 -> B.1.2.1
• Erwartetes Ergebnis Applikation la¨dt die vera¨nderte Konfigurationsdatei
und gibt Feedback
9.3.3.5 Doppelte CEP Konfiguration
• ID KO5
• Name Dopplete CEP Konfiguration
• Beschreibung O¨ffne die Konfigurationsdatei und dupliziere eine der CEP
Konfigurationen. Speichere die Datei.
• Input B.1.2.3
• Erwartetes Ergebnis Applikation la¨dt alle CEP Konfigurationen außer
der doppelten und gibt Feedback zu doppelter Konfiguration.
9.3.3.6 Fehler in XML Format
• ID K06
• Name Fehler in XML Format
• Beschreibung Starte die Applikation mit einer nicht wohlgeformten Kon-
figurationsdatei.
• Input B.1.2.4
• Erwartetes Ergebnis Applikation startet, wirft aber entsprechende Feh-
lermeldung aus.
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9.3.3.7 Fehler in Query
• ID KO7
• Name Fehler in Query
• Beschreibung O¨ffne die Konfigurationsdatei und vera¨ndere die Query, so-
dass sie nicht mehr gu¨ltig ist. Speichere die Datei.
• Input B.1.2.5
• Erwartetes Ergebnis Die Konfigurationsdatei wird eingelesen und alle
CEP Konfigurationen verarbeitet. Die CEP Konfiguration mit dem Fehler
in der Query wird nicht geladen. Die Applikation zeigt eine Warnung an.
9.3.3.8 Fehler in Eventdefinition
• ID KO8
• Name Fehler in Eventdefinition
• Beschreibung O¨ffne die Konfigurationsdatei und vera¨ndere die Definition
des Events so, dass sie nicht mehr gu¨ltig ist. Speichere die Datei.
• Input B.1.2.6
• Erwartetes Ergebnis Applikation la¨dt Datei und loggt Fehlermeldung zu
Eventdefinition.
9.3.3.9 Fehlende Eventdefinition
• ID KO9
• Name Fehlende Eventdefinition
• Beschreibung O¨ffne die Konfigurationsdatei und lo¨sche aus einer CEP
Konfiguration die gesamte Eventdefinition. Speichere die Datei.
• Input B.1.2.7
• Erwartetes Ergebnis Die Konfigurationsdatei wird eingelesen und alle
CEP Konfigurationen verarbeitet. Die CEP Konfiguration mit der fehlenden
Eventdefinition wird nicht geladen. Die Applikation zeigt eine entsprechende
Fehlermeldung an.
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9.3.3.10 Fehlende Query
• ID K10
• Name Fehlende Query
• Beschreibung O¨ffne die Konfigurationsdatei und lo¨sche aus einer CEP
Konfiguration die gesamte Query. Speichere die Datei.
• Input B.1.2.8
• Erwartetes Ergebnis Die Konfigurationsdatei wird eingelesen und alle
CEP Konfigurationen verarbeitet. Die CEP Konfiguration mit der fehlen-
den Query wird nicht geladen. Die Applikation zeigt eine entsprechende
Fehlermeldung an.
9.3.3.11 Auskommentierte CEP Konfiguration
• ID KO11
• Name Auskommentierte CEP Konfiguration
• Beschreibung O¨ffne die Konfigurationsdatei und kommentiere mit <!–
und –> eine CEP Konfiguration aus. Speichere die Datei.
• Input B.1.2.9
• Erwartetes Ergebnis Die Konfigurationsdatei wird eingelesen und alle
CEP Konfigurationen verarbeitet. Die auskommentierte CEP Konfiguration
wird nicht geladen. Die Applikation zeigt keine Fehlermeldung an.
9.4 Lasttest
Zur Bestimmung der Leistungsfa¨higkeit wird ein Lasttest durchgefu¨hrt. Dabei
stehen zwei Parameter im Mittelpunkt: Erstens, die Geschwindigkeit mit der
ankommende Anfragen verarbeitet werden ko¨nnen und zweitens die Stabilita¨t
bei großen Datenmengen.
9.4. LASTTEST 95
9.4.1 Testaufbau
Die Testumgebung entspricht der unter 9.1 definierten Umgebung. Als Erzeuger
der Last dient JMeter, ein frei verfu¨gbares javabasierendes Lasttest-Tool.
Mit JMeter werden Events erzeugt und in eine JMS Queue geschoben. Die-
se Queue wird von der Applikation u¨berwacht und alle Nachrichten, die dort
ankommen werden sofort verarbeitet.
Die Verarbeitung geschieht in drei Schritten. Zuerst werden die Nutzdaten
aus der JMS Nachricht ausgelesen. Diese werden dann an die Regelengine weiter-
gereicht. Feuert die Regel so wird im letzten Schritt eine JMS Nachricht, mit der
CEP Nachricht im Body erzeugt, die an die Speicherkomponente weitergereicht
wird.
9.4.2 Testdurchfu¨hrung
Die Durchfu¨hrung der Tests erfolgt in drei Schritten. Zuerst wird die Datenbank
geleert um sicherzustellen, dass bei der Auswertung der Daten nur die Daten des
aktuellen Testlaufs einbezogen werden.
Im zweiten Schritt werden wird die Konfiguration in JMeter angepasst und
der Testlauf gestartet.
Im Anschluss daran werden im letzten Schritt die Daten ausgewertet. Dabei
wird mit dem unten definierten SQL Statement der Start- und Endzeitpunkt der
Verarbeitung ermittelt. Die Dauer zwischen den beiden Zeitpunkten stellt die
gesamte Verarbeitungsdauer dar.
1 select max( d a t e o f o c cu r r en c e ) as max, min( d a t e o f o c cu r r en c e ) as
min from events ;
Zwei verschiedene Testserien werden gestartet. Zuerst wird lediglich ein
Thread erzeugt, in dem JMS Nachrichten erzeugt werden. Mit dieser Konfigu-
ration werden mehrere Tests durchgefu¨hrt, wobei die Zahl der erzeugten Events
mit jedem Lauf gesteigert wird. Der Parameter ramp-up period wird dabei auf
1 belassen, was bedeutet, dass die Nachrichten innerhalb einer Sekunde erzeugt
werden.
In der zweiten Testserie wird versucht durch den Einsatz mehrerer Threads
die Anzahl an gleichzeitig eintreffenden Nachrichten zu erho¨hen um so Grenzen
der Stabilita¨t der Applikation zu erkennen.
9.4.3 Konfiguration JMeter
JMeter verwaltet seine Konfigurationen in Testpla¨nen. Auch fu¨r den Lasttest
wurde ein eigener Testplan erstellt. Diese Testplan besteht aus drei Komponenten.
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1. Thread Group Loop
In der Thread Group ko¨nnen beliebig viele Threads erzeugt werden, die
gleichzeitig Last erzeugen. Zusa¨tzlich kann noch eingestellt werden, wie oft
die Schritte innerhalb dieser Thread Group wiederholt werden sollen.
2. JMS Point-to-Point Sampler
Der JMS Sampler erzeugt JMS Nachrichtung und sendet diese an eine
Queue. Er beno¨tigt als Input-Parameter lediglich den Namen der Queue
und die Adresse des JMS Servers, die als JNDI Parameter u¨bergeben wer-
den ko¨nnen. Zusa¨tzlich muss die ConnectionFactory und die Nachricht, die
im Message Body u¨bergeben werden soll, angegeben werden.
3. Summary Report
Der Summary Report gibt Auskunft u¨ber die Anzahl der korrekt, sowie
der fehlerhaft versendeten Nachrichten. Zusa¨tzlich zeigt er die minimale,
maximale und die Gesamtdauer an, die zum Erzeugen und versenden der
Nachrichten beno¨tigt wurden.
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Abbildung 9.2: Screenshot JMeter
9.4.4 Testdaten
9.4.4.1 Input Event
Als Input dient ein einfaches Event, das im Message Body der JMS Nachricht
als Text u¨bergeben wird. Das einzige Feld, das außergewo¨hnlich behandelt wird
ist das Feld dateOfOccurrence. Hier wird u¨ber die JMeter Funktion time() das
aktuelle Datum und die aktuelle Zeit erzeugt. Wenn die Input-Events ebenfalls in
der Datenbank gespeichert werden, so kann durch das Datum ermittelt werden,
wie lange das Lasttest-Tool fu¨r die Generierung aller Input-Events gebraucht hat.
1 <Event xmlns=” ht tp : //www. mercat i s . com/ l i gh thous e3 ”>
2 <context>
3 <deployedComponentCode>Ticket ing</deployedComponentCode>
4 <deploymentLocation>Ticket ing−product ion</deploymentLocation>
5 </ context>
6 <code>LoadTest</code>
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7 <dateOfOccurrence>${ t ime ( yyyy−MM−dd ’T ’HH:mm:ss . S )}+02 :00</
dateOfOccurrence>
8 < l e v e l>INFO</ l e v e l>
9 <machineOfOrigin>Ticke t ingServe r1</machineOfOrigin>
10 <message>LoadTestMessage</message>
11 </Event>
9.4.4.2 CEP Konfiguration
Die CEP Konfiguration wurde ebenfalls sehr einfach gestaltet. Das erzeugte CEP
Event ist statisch und kurz gehalten. Die Query wurde so gewa¨hlt, dass sie bei
jedem ankommenden Event feuert. Durch einen Vergleich der Anzahl der Input-
Events und der erzeugten CEP Events kann auf die Stabilita¨t der Engine auch
unter Last geschlossen werden.
1 <?xml version=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent> .
4 <query>s e l e c t ∗ from XMLEvent where code=’ LoadTest ’</query>
5 <event>
6 <code>LoadTestEvent</code>
7 < l e v e l>INFO</ l e v e l>
8 <machineOfOrigin>mymac</machineOfOrigin>
9 <message>Loadtest Event Message</message>
10 <context>
11 <deployedComponentCode>CEP−Event 1</
deployedComponentCode>
12 <deploymentLocation>CEP Engine</deploymentLocation>
13 </ context>
14 </ event>
15 </ cepevent>
16 </ cepevents>
9.4.5 Ergebnisse Lasttest
9.4.5.1 Zusammenfassung
Ohne jegliche vorhergehende Optimierung erreichte der Prototyp bereit sehr re-
spektable Verarbeitungsraten. Selbst unter Belastungen von 50.000 Nachrichten
fa¨llt die Verarbeitungsrate mit sequenzieller Verarbeitung der Nachrichten nicht
unter 7680 Events pro Minute.
Die Stabilita¨t der gesamten Umgebung ist ebenfalls ausgezeichnet. Bei keinem,
der getesteten Szenarios traten Fehler, wie beispielsweise fehlende Events auf.
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Zu beobachten ist, dass erst ab 500 Events pro Sekunde die Verarbeitungs-
rate messbar abnimmt, wobei die Geschwindigkeit mit der die Verarbeitungsge-
schwindigkeit abfa¨llt nicht proportional zur Menge verla¨uft. Ab ca. 10.000 Events
verlangsamt sich der Abfall deutlich und selbst bei 100.000 Events fa¨llt die Ver-
arbeitungsrate nicht unter 110 Events pro Sekunde.
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9.4.5.2 Detail Ergebnisse
Events Dauer in s Rate Events/s
100 1 100,00
100 1 100,00
200 1 200,00
300 1 300,00
400 1 400,00
500 1 500,00
600 2 300,00
700 2 350,00
800 3 266,67
900 4 225,00
500 1 500,00
1000 4 250,00
1500 6 250,00
2000 8 250,00
3000 12 250,00
4000 17 235,29
5000 21 238,10
6000 28 214,29
7000 35 200,00
8000 43 186,05
9000 53 169,81
10000 61 163,93
11000 70 157,14
12000 77 155,84
13000 84 154,76
14000 92 152,17
15000 101 148,51
20000 163 122,70
25000 204 122,55
30000 233 128,76
35000 276 126,81
40000 335 119,40
45000 385 116,88
50000 388 128,87
100000 841 114,81
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Abbildung 9.3: Verarbeitungsrate
Abbildung 9.4: Verarbeitungsdauer
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Kapitel 10
Case Study
In dieser Case-Study soll der Prototyp in einer realistischen Umgebung getestet
werden. Da der Ansatz aber tiefe Eingriffe in bestehende Infrastrukturen voraus-
setzen wu¨rde und dies nicht in einer produktiven IT Landschaft mo¨glich war,
wurden verschiedene Szenarios nachgestellt um so mo¨glichst gut typische Anfor-
derungen abbilden zu ko¨nnen. Diese wurden analog zu den Lasttests mittels des
Testwerkzeugs JMeter implementiert.
10.1 Business Case
10.1.1 Prozessbeschreibung
Der Business Case ist ein Prozess, der die Bearbeitung eines Trades im Bereich
Energiehandel abbildet. Durchschnittlich werden 400 Trades pro Tag durch die
Ha¨ndler im Asset-Trading initiiert.
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1 Trading Plattform (ICE, EEX, RORC, ..)
2 Front Office
3 Back Office
Receive deal Trader: check deal
Backoffice: check deal do counterparty confirmation
Enter deal
do invoicing
Abbildung 10.1: Gescha¨ftsprozess: Abwicklung Energiehandel
Der Prozess spannt sich u¨ber drei Swimlanes, die unterschiedliche Bereiche
repra¨sentieren. Dabei handelt es sich um die Bereiche Frontoffice und Backoffice,
die fu¨r die Bearbeitung von Deals verantwortlich sind. Beide Bereiche sind inner-
halb des Unternehmens angesiedelt. Die oberste Swimlane repra¨sentiert eine der
unterschiedlichen Strombo¨rsen.
Ein Trader erstellt auf der Handelsplattform einer dieser Bo¨rsen einen Deal.
Dieser Deal wird u¨ber spezielle Schnittstellen in das Handelssystem des Unter-
nehmens u¨bertragen. Dort muss der Deal zuna¨chst vom Trader selbst validiert
werden. Sobald der Trader die Korrektheit des Deals besta¨tigt, wird er an das
Backoffice zu weiteren Bearbeitung weitergeleitet.
Im Backoffice wird jeder Deal ein weiteres Mal u¨berpru¨ft. Sofern alle Pru¨fun-
gen in Ordnung abgeschlossen sind, wird er zur Confirmation weitergeleitet. In
diesem Prozessschritt wird jeder Deal mit dem Handelspartner abgeglichen. Somit
ist sichergestellt, dass beide Handelspartner handelseins sind und die Verrechnung
und Energielieferung kann stattfinden.
10.1.2 Abha¨ngigkeiten zu weiteren Prozessen
Der Prozess Abwicklung Energiehandel hat Abha¨ngigkeiten zu dem Folgeprozess
Tagesabschluss. Im Rahmen des Tagesabschluss-Prozesses wird die Gesamtrisiko-
Berechnung durchgefu¨hrt. Basis dafu¨r sind vollsta¨ndig bearbeitete Deals. Kann
diese Risikoanalyse nur unvollsta¨ndig durchgefu¨hrt werden, so ergibt sich daraus
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ein hoher Risikolevel und die Ha¨ndler ko¨nnen am folgenden Tag nur innerhalb von
sehr engen Bahnen handeln, was sich negativ auf deren Performance auswirkt.
Aus diesem Grund ist es notwendig, dass der Prozess der Bearbeitung der
Deals schnell und zu¨gig durchlaufen werden kann. Mo¨glichst fru¨hzeitig mu¨ssen
Probleme erkannt und behandelt werden ko¨nnen.
10.1.3 Typische Probleme
Ein Problem im Prozess Abwicklung Energiehandel ist, dass Deals ”verlorenge-
hen”. Dies kann unterschiedlichste Gru¨nde haben und an verschiedenen Stellen
innerhalb des Prozesses bemerkt werden. Durch die komplexe Architektur der
Handelssysteme ist es aber eine langwierige und komplizierte Suche, die nur von
Experten durchgefu¨hrt werden kann.
Die Gru¨nde fu¨r verlorene Deals ko¨nnen vielfa¨ltig sein. Manchmal treten Fehler
am Deal-Interface zu eine Bo¨rse auf, ein anderes Mal hat ein Trader auf der
Handelsplattform einer Bo¨rse einen Custom-Deal erstellt, der so von den eigenen
nachgelagerten Systemen nicht verarbeitet werden kann.
Ein weiteres Problem ist, dass es an den Schnittstellen zwischen den Abteilun-
gen im Bereich Trading und im Bereich Backoffice zu Reibungsverlusten kommt
und so gewisse Abla¨ufe im Prozess zu lange dauern. Ein Beispiel dafu¨r sind An-
suchen um Erga¨nzung der Dealinformationen des Backoffice bei Tradern.
10.1.4 Ziele des Monitorings
Durch das Monitoring dieses Prozesses soll die Qualita¨t dieses Prozesses sicher-
gestellt und u¨berpru¨fbar gemacht werden. Ziel ist es den Prozess schneller und
sicherer zu machen. Dies soll u¨ber die folgenden vier Punkte geschehen.
• Aufzeigen von Systemfehlern
Beispiel: Probleme beim Import eines Deal durch das RORC-Deal-Interface
werden nicht mehr nur in das Logfile auf einem Cluster-Node des Handels-
systems geschrieben, sondern sofort bei ihrem Auftreten vom Monitoring
erkannt und im GUI dargestellt.
• Aufzeigen von Bedienungsfehlern
Beispiel: Wenn ein Trader auf der Handelsplattform einer Bo¨rse einen Deal
erstellt und nicht ausreichend Informationen eingibt, damit das Backoffice
mit seinen Tools automatisch die Validierung durchfu¨hren kann, so wird
der fehlerhafte Deal direkt im Monitoring an der korrekten Position in der
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Prozesskette angezeigt, inklusive der verfu¨gbaren Informationen zu diesem
Deal.
• Einhalten von maximalen Durchlaufzeiten
Beispiel: Wenn die Validierung eines Deals durch das Backoffice la¨nger als
die erlaubte Maximaldauer braucht, so wird dies im Monitoring angezeigt
und eine entsprechende Warnung fu¨r diesen speziellen Deal ausgegeben.
• Erkennen von ”verlorenen” Deals
Beispiel: Wird ein Deal von einer Counterparty nicht konfirmiert, so wird
er in der automatischen Weiterverarbeitung aller Deals ignoriert. Bleibt
die Weiterverarbeitung eines Deals aus, so soll dies nach einer gewissen
Zeitdauer im Monitoring entsprechend kenntlich gemacht werden.
10.2 Services im Prozess
Der Prozess wird von verschiedenen Services unterstu¨tzt, die kurz vorgestellt
werden.
• Market Interface
U¨ber das Market Interface Service sind die unterschiedlichen Handelsplatt-
formen der einzelnen Energiehandelspla¨tze wie RORC, ICE oder EEX ange-
schlossen. An dieser Schnittstelle gelangen die Deals, die ein Trader auf der
Handelsplattform erstellt in das Unternehmen. Jeder Deal, der u¨ber diese
Schnittstelle in das Unternehmen gelangt, wird mit seiner Deal-ID geloggt.
• Trader Confirmation Service
Das Trader Confirmation Service zeigt dem Trader alle Deals an, die er auf
den verschieden Handelsplattformen erstellt hat und die in das Handelssy-
stem des Unternehmens gelangt sind. Hier muss der Trader die Korrektheit
seiner Deals besta¨tigen, bevor sie weiterverarbeitet werden ko¨nnen. Sobald
ein Trader einen seiner Deals positiv besta¨tigt, liefert das Trader Confirma-
tion Service Deal-ID, Zeitstempel den Namen des Traders zuru¨ck.
• Portfolio Risk Analyser
Der Portfolio Risk Analyser aggregiert Deals eines Portfolios und errechnet
das Risikolevel und das gesamte Exposure des Porfolios.
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• Backoffice Deal Validator
Der Backoffice Deal Validator ist ein Service der den Deal auf Vollsta¨ndig-
keit pru¨ft. Dazu za¨hlt beispielsweise die Pru¨fung ob alle notwendigen Daten
vorhanden sind, oder ob mit der Counterparty ein Rahmenvertrag zum Han-
del besteht. Der Deal Validator versendet eine OK Meldung gemeinsam mit
der Deal-ID sobald die Pru¨fung erfolgreich war.
• Electronic Confirmation Service
Das Electronic Confirmation Service u¨bernimmt die automatische Besta¨ti-
gung eines Deals. Dazu schickt es die Basisdaten eines Deals wie Deal-
ID, Preis, Volumen und Laufzeit an die Counterparty und wartet auf eine
Antwort der Counterparty mit den selben Basisinformationen. Sobald die
Counterparty eine derartige Besta¨tigung schickt, liefert das Confirmation
Service eine OK Meldung und die Basisinformationen eines Deals zuru¨ck.
10.3 Abbildung im GUI
Die zuvor definierten Prozesse und Services werden in Lighthouse abgebildet.
Dazu wird fu¨r jedes Service eine Software Komponente angelegt. Zu beachten ist
dabei, dass durch die Baumstruktur auch zusammengesetzte Services abgebildet
werden ko¨nnen.
Diese einzelnen Software Komponenten werden auf verschiedenen Systemen
deployt. Dies wird im ersten Punkt Deployments abgebildet.
Im Menu¨punkt Process Tasks wird der zuvor beschriebene Prozess abgebildet
und den einzelnen Arbeitsschritten, die zugeho¨rigen Deployments zugeordnet. So
kann danach durch die Definition von Status fu¨r jeden der einzelnen Arbeits-
schritte eine Ampel definiert werden, die auf den Statusmeldungen der einzelnen
Deployments basiert.
Im Bereich Environments ko¨nnen Deployments beliebig gruppiert werden. In
diesem Beispiel wurden sie nach Einheiten im Organigramm gruppiert.
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Abbildung 10.2: Screenshot Abbildung Prozess und Services im GUI
10.4 Szenarios
Um in der Case-Study reale Einsatzbedingungen und Anforderungen simulieren
zu ko¨nnen, werden unterschiedliche Szenarios definiert. Diese Szenarios werden
mit Hilfe von JMeter Testpla¨nen implementiert. Im folgenden Teil werden die
einzelnen Szenarios kurz ero¨rtert, sowie die Abbildung durch Events und Regeln
gemeinsam mit der Abbildung im GUI definiert.
10.4.1 Szenario 1: Alles OK
Im ersten Szenario wird ein perfekter Prozessablauf abgebildet. Ein Trader erstellt
einen neuen Deal auf der Handelsplattform der Bo¨rse RORC. Dieser Deal gelangt
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u¨ber das Market Interface ins System, wird sowohl im Frontoffice, als auch im
Backoffice kontrolliert und der Handelspartner besta¨tigt den Deal.
Anhand dieses Szenarios wird das grundsa¨tzliche Zusammenspiel von Events,
Regeln und GUI gezeigt.
10.4.1.1 Events
Dieses Szenario besteht aus fu¨nf Events, jedes Service liefert eine OK-Meldung
nach erfolgreicher Beendigung der Arbeit.
Diese Events werden in JMeter definiert und nacheinander versendet. Zwi-
schen den Events ist eine wait activity die verhindert, dass alle Events auf einmal
versendet werden.
Abbildung 10.3: Szenario 1 Abbildung in JMeter
• Receive Deal OK
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Sobald ein neuer Deal durch das Market Interface erfolgreich entgegenge-
nommen wurde, versendet es folgendes Event.
– code: NewDealOK
– message: New Deal with DealID RO-123 received from RORC.
– level: INFO
– deployedComponentCode: Market Interfaces
– deployementLocation: Trading System
– udf: key=dealID, value=RO-123
– udf: key=market, value=RORC
Quellcode: B.2.1.1
• Trader: Check Deal OK
Mithilfe des Trader Confirmation Service werden die einzelnen Deals durch
den Trader besta¨tigt. Nach der erfolgreichen Besta¨tigung wird ein Event
versendet, das den Erfolg anzeigt und die wichtigsten Parameter entha¨lt.
– code: TraderConfirmationOK
– message: Trader kroepfl p confirmed Deal with dealID: RO-123
– level: INFO
– deployedComponentCode: Trader Confirmation Service
– deploymentLocation: Trading System
– udf: key=dealID, value=RO-123
– udf: key=trader, value=kroepfl p
Quellcode: B.2.1.2
• Portfolio Risk Analyser: Deal OK
Im Backoffice wird der Deal durch den Portfolio Risk Analyser gepru¨ft.
Nach erfolgreicher Pru¨fung versendert der Portfolio Risk Analyser folgendes
Event.
– code: PortfolioRiskAnalyser
– message: Portfolio risk check of deal RO-123 for Green Portfolio A
was successful. Risklevel Medium; Exposure 2.324.230,12
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– level: INFO
– deployedComponentCode: Portfolio Risk Analyser
– deploymentLocation: BackOfficeSystem
– udf: key=dealID, value=RO-123
– udf: key=portfolio, value=Green Portfolio A
– udf: key=trader, value=kroepfl p
– udf: key=risklevel, value=medium
– udf: key=exposure, value=2.324.230,12
Quellcode: B.2.1.3
• Backoffice Deal Validation OK
Neben der Risikobewertung wird im Backoffice der Deal auf Vollsta¨ndigkeit
gepru¨ft. Ist die Pru¨fung erfolgreich wird das folgende Event versendet. Es
entha¨lt zur Identifikation die Deal-ID.
– code: BODealValidationOK
– message: Backoffice deal validation for deal RO-123 was successful
– level: INFO
– deployedComponentCode: Backoffice Deal Validator
– deploymentLocation: BackOfficeSystem
– udf: key=dealID, value=RO-123
Quellcode: B.2.1.4
• Counterparty Confirmation
Bei erfolgreicher Besta¨tigung des Deals durch die Counterparty wird ein
Event versendet, das die Basisdaten des Deals entha¨lt.
– code: CounterpartyConfirmationOK
– message: Counterparty e.on trading ltd confirmed dealID RO-123
– level: INFO
– deployedComponentCode: Electronic Confirmation Service
– deploymentLocation: BackOfficeSystem
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– udf: key=counterparty, value=e.on trading ltd
– udf: key=duns, value=1234567
– udf: key=commodity, value=CO2 Cert.
– udf: key=price, value=100.134,20
– udf: key=volume, value=250
– udf: key=delivery, values=2010-03-01
Quellcode: B.2.1.5
10.4.1.2 CEP Regeln
Nicht alle Events ko¨nnen direkt im GUI herausgefiltert werden. Das zusammenge-
setzte Service Backoffice Service besteht aus zwei verschiedenen Services. Mithilfe
der ersten beiden Regeln kann die CEP Engine aus den Events der darunter lie-
genden Services Events fu¨r das User Directory Service herausfiltern.
Um aber explizit zu zeigen, dass das Backoffice Service fu¨r einen bestimmten
Deal ausgefu¨hrt wurde, ist es no¨tig auch einen zusa¨tzlichen Vergleich der in den
UDFs u¨bergebenen Deal-IDs durchzufu¨hren.
Diese Anforderung wurde in der dritten Regel abgebildet. Es werden die Deal-
ID aus dem Event Portfolio Risk Analyser: Deal OK und dem Event Backoffice
Deal Validation OK selektiert, wenn in einem Zeitfenster von 60 Sekunden beide
Events eintreffen und beide die gleiche User-ID in ihren UDF Feldern tragen.
Die Selektion der User-ID und des Events ist fu¨r eine spa¨tere Weiterverarbei-
tung des Events no¨tig.
1 select ∗ from XMLEvent where code=’ Port fo l ioRiskAnalyserOK ’
2 select ∗ from XMLEvent where code=’BODealValidationOK ’
3 select p o r t f o l i o . udfs . udf [ 1 ] . value as por t f o l i o ID , v a l i d a t o r .∗ as p
4 from
5 XMLEvent( code=”Portfo l ioRiskAnalyserOK” ) . win : time (60 sec )
as po r t f o l i o ,
6 XMLEvent( code=”BODealValidationOK” ) . win : time (60 sec ) as
va l i d a t o r
7 where
8 va l i d a t o r . udfs . udf [ 1 ] . value = po r t f o l i o . udfs . udf [ 1 ] . value
9 select ∗ from XMLEvent where code=’ CounterpartyConfirmationOK ’
Die fu¨nfte Regel Filtert aus allen Events, die das erfolgreiche Pru¨fen eines
Deals in einem Portfolio anzeigen, alle Events heraus, die die Pru¨fung fu¨r ei-
nes der Green Portfolios durchgefu¨hrt haben. Dies geschieht mittels des regexp
Operators, der Stringmatching mittels Regular Expressions ermo¨glicht.
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1 select ∗ from XMLEvent where code=’ Port fo l ioRiskAnalyserOK ’ and udfs
. udf [ 1 ] . value regexp ’Green Po r t f o l i o ∗ ’
10.4.1.3 Abbildung GUI
Die einzelnen Arbeitsschritte fa¨rben sich gru¨n, sobald die Events zu den zugeord-
neten Services eintreffen.
1 Trading Plattform (ICE, EEX, RORC, ..)
2 Front Office
3 Back Office
Receive deal Trader: check deal
Backoffice: check deal do counterparty confirmation
Enter deal
do invoicing
Abbildung 10.4: Szenario 1: Abbildung im GUI
10.4.2 Szenario 2: Fehlermeldung des Market Interface
Im zweiten Szenario wird vom Market Interface ein Fehler gemeldet. Es liefert
ein Event zuru¨ck, das als Level ERROR und als Code NewDealError entha¨lt.
In diesem Szenario wird gezeigt, wie Fehler von Services innerhalb des Prozes-
ses gefiltert und visualisiert werden ko¨nnen. Dazu werden zwei unterschiedliche
Events genutzt: Erstens, das Event Receive Deal OK, das bereits in Szenario
1 beschrieben wurde. Es wird mehrmals verschickt. Mittels des JMeter eigenen
Zufallsgenerators wird ab und zu ein weiteres Event verschickt, das eine Fehler-
meldung des Market Interface simuliert.
10.4.2.1 Events
• Receive Deal Error Sobald ein Deal nicht korrekt verarbeitet werden
kann, wird folgendes Event erzeugt
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– code: NewDealError
– message: Could not parse deal body from deal RO-111
– level: ERROR
– deployedComponentCode: Market Interface
– deployementLocation: Trading System
– udf: key=dealID, value=RO-111
– udf: key=market, value=RORC
Quellcode: B.2.1.6
10.4.2.2 CEP Regeln
1 select ∗ from XMLEvent where context . deployedComponentCode=’Market
I n t e r f a c e ’
2 and level=’ERROR’
3 and code != ’CEP: Market Inte r faceError ’
Die CEP Regel filtert alle Events, die vom Market Interface versendet werden
und das Level ERROR haben. Um die Events, die durch die CEP Engine erzeugt
wurden nicht erneut zu filtern, werden diese explizit ausgenommen.
10.4.2.3 Abbildung GUI
1 Trading Plattform (ICE, EEX, RORC, ..)
2 Front Office
3 Back Office
Receive deal Trader: check deal
Backoffice: check deal do counterparty confirmation
Enter deal
do invoicing
Abbildung 10.5: Szenario 2: Fehler im Market Interface
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10.4.3 Szenario 3: Fehlermeldung eines tieferliegenden
Service
In diesem Szenario vermeldet ein indirekt genutztes Service einen Fehler. Es han-
delt sich dabei um das Service Backoffice Deal Validator, das einen Systemfehler
bei der Verbindung zur Datenbank meldet.
Im dritten Szenario werden zwei verschiedene Anforderungen an das Moni-
toring untersucht. Die erste Anforderung ist die Abbildung und Meldung von
Systemfehlern. Die zweite Herausforderung, die hier untersucht wird ist die Ver-
arbeitung von Fehlern aus zusammengesetzten Services.
Anhand dieses Szenarios wird ein wichtiger Baustein zum Monitoring von ser-
viceorientierten Architekturen untersucht: Das Monitoring von wiederverwendba-
ren Services in unterschiedlichen Kontexten.
10.4.3.1 Events
• Deal Validation Error
Das Employee Data Service meldet beim Anlegen einen Fehler zuru¨ck.
– code: UniqueKeyContraintViolation
– message: ORA-0001: Unique Key Contraint Violation: DEAL ID
– level: ERROR
– deployedComponentCode: Deal Validator
– deployementLocation: BackOfficeSystem
Quellcode: B.2.1.7
10.4.3.2 CEP Regeln
1 select ∗ from XMLEvent where context . deployedComponentCode=’ Deal
Va l idator ’ and level=’ERROR’
Der Filter selektiert alle Events, die vom Deal Validator Service ausgesen-
det werden und das Level ERROR haben. Aus dieser Meldung wird in der CEP
Engine dann ein neues Event erzeugt, das als context das Backoffice Service kon-
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figuriert hat.
10.4.3.3 Abbildung GUI
1 Trading Plattform (ICE, EEX, RORC, ..)
2 Front Office
3 Back Office
Receive deal Trader: check deal
Backoffice: check deal do counterparty confirmation
Enter deal
do invoicing
Abbildung 10.6: Szenario 3: Fehler in Composite Service
10.4.4 Szenario 4: Maximale Durchlaufzeit u¨berschritten
Im vierten Szenario wird gezeigt, wie mit den hier entwickelten Ansa¨tzen,
Vorher/Nachher-Beziehungen, sowie zeitliche Abha¨ngigkeiten abgebildet werden
ko¨nnen.
In diesem Beispiel wird die maximale Durchlaufzeit des Prozesses u¨berschrit-
ten, indem ein erwartetes Event in der Prozesskette ausbleibt. Als Event wird ein
OK des Portfolio Risk Analysers erwartet, das als Code PortfolioRiskAnalyserOK
und als UDF ein String Feld mit der Deal-ID des Deals entha¨lt.
10.4.4.1 Events
Fu¨r dieses Szenario werden die gleichen Events, wie in Szenario 1 (10.4.1) ver-
wendet. Der einzige Unterschied ist, dass das vorletzte Event mit deutlicher Ver-
spa¨tung versendet wird. Dazu wird in JMeter der Constant Time Sampler auf 10
Sekunden gesetzt.
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10.4.4.2 CEP Regeln
Zur Abbildung von Verspa¨tungen in Regeln ist es no¨tig Zeitdauern anzugeben.
Dies wird in der EPL mit Hilfe des Timer Schlu¨sselworts timer:interval(3 sec)
umgesetzt.
Die folgende Regel Filtert alle Events, die innerhalb von 3 Sekunden dem
Event mit dem Code NewDealOK folgen. Es werden aber nur jene Events selek-
tiert, die als Code PortfolioRiskAnalyserOK und den gleichen Wert als User-ID
in den UDFs tragen. Auf diese Weise wird sichergestellt, dass keine Events, die
zu unterschiedlichen Prozessinstanzen geho¨ren, das Ergebnis beeinflussen.
1 select ∗ from pattern [ every s t a r t=XMLEvent( code=”NewDealOK” ) −>
2 ( t imer : interval (3 sec ) and not done=XMLEvent( code=”
Port fo l ioRiskAnalyserOK” , udfs . udf [ 0 ] . value = s t a r t . udfs .
udf [ 0 ] . value ) ) ]
10.4.4.3 Abbildung GUI
1 Trading Plattform (ICE, EEX, RORC, ..)
2 Front Office
3 Back Office
Receive deal Trader: check deal
Backoffice: check deal do counterparty confirmation
Enter deal
do invoicing
Abbildung 10.7: Szenario 4: Verspa¨tung im Prozess
10.4.5 Szenario 5: Weiterverarbeitung von Basis-
Eventdaten aus komplexen Events
Eine typische Anforderung, die auftritt sobald Prozessinstanzen u¨berwacht wer-
den sollen, ist der Zugriff auf Eventparameter, wie etwa User-IDs oder Transak-
118 KAPITEL 10. CASE STUDY
tionsnummern. Durch die Zuhilfenahme dieser Parameter ist es mo¨glich einen
gemeinsamen Kontext herzustellen, der die Abbildung von Prozessinstanzen
ermo¨glicht.
Im Szenario 1 (10.4.1) wurden zwei verschiedene Events korreliert und so ein
neues Event erzeugt. Um die Daten dieser Events in weiteren Anfragen nutzen
zu ko¨nnen, ist es no¨tig sie an einer bestimmten Stelle zu speichern.
Esper bietet dafu¨r die Mo¨glichkeit zusa¨tzliche Streams zu erzeugen und dort
selektierte Events einzufu¨gen. Dies geschieht mit Hilfe des insert into Statements.
Die vierte Regel aus Szenario 1 kann um dieses Statement erweitert werden
um den folgenden Fall abzubilden:
Nach dem Eintreffen eines neuen Deals und der Validierung durch den Trader
muss innerhalb von 3 Sekunden das Backoffice den Deal validieren. Ist das nicht
der Fall soll gewarnt werden.
Der erste Teil der Anforderung kann bereits durch eine Regel analog zu Szena-
rio 1 abgedeckt werden. Sobald zwei bestimmte Events innerhalb von 60 Sekunden
auftreten und zum gleichen Deal geho¨ren, erzeugt die Engine ein neues Event. Um
aber auf die grundlegenden Eventdaten weiterhin zugreifen zu ko¨nnen, mu¨ssen
diese in einem neuen Stream (MemoryStream) gepublisht werden.
1 insert into MemoryStream
2 select dea l . udfs . udf [ 1 ] . value as deal Id , t raderConf i rmat ion .∗
as t
3 from
4 XMLEvent( code=”NewDealOK” ) . win : time (60 sec ) as deal ,
5 XMLEvent( code=”TraderConfirmationOK” ) . win : time (60
sec ) as t raderConf i rmat ion
6 where
7 dea l . udfs . udf [ 1 ] . value = traderConf i rmat ion . udfs . udf
[ 1 ] . value
Dieser Stream kann dann selbst wieder gefiltert werden. So ist es mo¨glich den
zweiten Teil der Anforderung abzudecken. Dazu wird folgender Filter definiert:
Selektiere alle Events, die im MemoryStream mit Code TraderConfirmationOK
gefunden werden, denen kein Event mit Code DealvalidationOK und der gleichen
User-ID in den UDFs nachfolgt.
1 select evt .∗ from pattern [ every mem=MemoryStream( t . code=”
TraderConfirmationOK” )
2 −> ( t imer : interval (3 sec ) and not
3 evt=XMLEvent( code=”DealValidationOK” , evt . udfs . udf [ 1 ] .
value=mem. t . udfs . udf [ 1 ] . value ) ) ]
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10.5 Durchfu¨hrung
In diesem Kapitel wird der Test der zuvor beschriebenen Szenarios beschrieben.
Analog dem Vorgehen bei den Funktionstests, werden fu¨r die einzelnen Szenarios
Testfa¨lle definiert. Diese Testfa¨lle enthalten aber keine ausfu¨hrliche Beschreibung,
sondern lediglich eine Kurzbeschreibung mit einer Referenz zu den entsprechen-
den Passagen im Kapitel 10.4, da sie dort schon extensiv beschrieben wurden.
10.5.1 Technische Umsetzung
Technisch werden die Tests der einzelnen Szenarios wie die bisherigen Tests (vgl.
Kapitel 9) aufgesetzt. Die Generierung der einzelnen Events wird mittels JMeter
umgesetzt. Die Validierung der Ergebnisse erfolgt u¨ber einen Vergleich der (CEP-)
Events, die bei den Tests in der Datenbank gespeichert wurden.
10.5.2 Testfa¨lle
10.5.2.1 Test Szenario 1
• ID TS1
• Name Test Szenario 1
• Beschreibung In diesem Test wird das Szenario 1 (10.4.1) 400 Mal nach-
einander ausgefu¨hrt.
• Input JMeter-Plan, der folgende Events 400 Mal nacheinander ausfu¨hrt:
B.2.1.1, B.2.1.3, B.2.1.4, B.2.1.5, B.2.1.5
• Erwartetes Ergebnis Drei Ergebnisse werden erwartet:
1. Alle Events, die mittels JMeter erzeugt wurden sind in der Eventda-
tenbank zu finden (2000 Events)
2. Alle CEP-Events, die in der CEP-Konfiguration (B.2.2.1) de-
finiert wurden sind ebenfalls in der Eventdatenbank. (400
CEP:PortfolioRiskAnalyserOK, 400 CEP:BODealValidationOK,
400 CEP:ValidationOK, 400 CEP:GreenportfolioRiskOK)
3. Alle Arbeitsschritte im GUI sind gru¨n.
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10.5.2.2 Test Szenario 2
• ID TS2
• Name Test Szenario 2
• Beschreibung Im zweiten Szenario wird getestet ob Fehlermeldungen kor-
rekt erkannt und behandelt werden.
• Input JMeter-Plan, der folgende Events ausfu¨hrt: B.2.1.1, B.2.1.6. Dabei
wird mithilfe des Loop-Controllers das Event NewDealOK 300 Mal aus-
gefu¨hrt und des Event NewDealError 30 Mal.
• Erwartetes Ergebnis Drei Ergebnisse werden erwartet:
1. Alle Events, die mittels JMeter erzeugt wurden sind in der Eventda-
tenbank zu finden. (300 NewDealOK, 30 NewDealError)
2. Alle CEP-Events, die in der CEP-Konfiguration (B.2.2.2) de-
finiert wurden sind ebenfalls in der Eventdatenbank. (30
CEP:MarketInterfaceError)
3. Alle Arbeitsschritte im GUI sind gru¨n, bis auf den ersten Schritt. Die-
ser wird rot, sobald ein das Fehler-Event B.2.1.6 auftritt.
10.5.2.3 Test Szenario 3
• ID TS3
• Name Test Szenario 3
• Beschreibung Im dritten Test wird getestet ob Fehler, die tief in zusam-
mengesetzten Services auftreten korrekt erkannt und dargestellt werden.
• Input JMeter-Plan der das Event DealValidationError (B.2.1.7) versendet.
• Erwartetes Ergebnis
1. Alle Events, die mittels JMeter erzeugt wurden sind in der Eventda-
tenbank zu finden. (1 DealValidationError)
2. Alle CEP-Events, die in der CEP-Konfiguration (B.2.2.3)
definiert wurden sind ebenfalls in der Eventdatenbank. (1
CEP:DealValidationError)
3. Alle Arbeitsschritte im GUI sind gru¨n, bis auf den Schritt Backoffice:
check deal. Dieser wird rot, sobald ein das Fehler-Event B.2.1.6 auftritt.
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10.5.2.4 Test Szenario 4
• ID TS4
• Name Test Szenario 4
• Beschreibung Im vierten Szenario wird u¨berpru¨ft ob Verspa¨tungen er-
kannt werden ko¨nnen. Dabei wird durch die CEP-Regeln definiert, dass
das Event ProtfolioRiskAnalysisOK (B.2.1.3) innerhalb von drei Sekunden
auf das Event NewDealOK (B.2.1.3) folgen muss. Im JMeter-Plan wird
durch einen Timersampler absichtlich eine Verzo¨gerung eingebaut um die
Verspa¨tung zu simulieren.
• Input Events: B.2.1.3, B.2.1.3
• Erwartetes Ergebnis
1. Alle Events, die mittels JMeter erzeugt wurden sind in der Eventda-
tenbank zu finden. (2 Events)
2. Alle CEP-Events, die in der CEP-Konfiguration (B.2.2.4)
definiert wurden sind ebenfalls in der Eventdatenbank. (1
CEP:PortfolioRiskAnalysisLATE)
3. Alle Arbeitsschritte im GUI sind gru¨n, bis auf den Schritt Backoffice:
check deal. Dieser wird rot, sobald die Verspa¨tung eintritt.
10.5.2.5 Szenario 5
• ID TS5
• Name Szenario 5
• Beschreibung Im fu¨nften Test wird gepru¨ft, ob es mo¨glich ist Eventda-
ten aus bereits durch die CEP-Engine verarbeiteten Events weiterzunut-
zen. Dazu wird das Szenario 1 erweitert. Den bestehenden Konfigurationen
und Events wird eine weitere Konfiguration hinzugefu¨gt. Diese pru¨ft, ob
innerhalb eines Zeitfensters von 60 Sekunden dem Event TraderConfirma-
tionOK das zu der selben Prozessinstanz geho¨rige Event DealValidationOK
eintritt. Sollte dieses ausbleiben wird von der vom Monitoring-System das
Event CEP:DealValidationMissing erzeugt. Die Umsetung erfolgt mithil-
fe von JMeter. Es werden wieder alle Events aus Szenario 1 nacheinander
versendet, jedoch wird auf das Event Backoffice Deal Validation (B.2.1.4)
verzichtet.
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• Input Events: B.2.1.1, B.2.1.3, B.2.1.5, B.2.1.5
• Erwartetes Ergebnis
1. Alle Events, die mittels JMeter erzeugt wurden sind in der Eventda-
tenbank zu finden. (4 Events)
2. Alle CEP-Events, die in der CEP-Konfiguration (B.2.2.4)
definiert wurden sind ebenfalls in der Eventdatenbank. (1
CEP:PortfolioRiskAnalyserOK, 1 CEP: DealValidationLATE)
3. Alle Arbeitsschritte im GUI sind gru¨n, bis auf den Schritt Backoffice:
check deal. Dieser wird rot, sobald die Verspa¨tung eintritt.
10.6 Ergebnisse
Sa¨mtliche Szenarios wurden in Testdurchla¨ufen erfolgreich getestet. Es zeigte sich,
dass es mo¨glich ist mit dem hier entwickelten Ansatz die Herausforderungen, die
an Prozessmonitoring gestellt werden zu meistern.
10.6.1 Abdeckung Anforderungen des Business Case
Die Anforderungen, die in diesem Business-Case an das Monitoring gestellt wur-
den, konnten erfolgreich abgedeckt werden.
• Erkennen von Bedienungs- und Systemfehlern
Sowohl Bedienungsfehler, als auch Systemfehler erzeugen Anomalien in den
Daten. In dem zweiten Szenario wurde ku¨nstlich ein Fehler am DealInterface
simuliert. Dieser Fehler wurde durch das Monitoring erkannt, verarbeitet
und in einem u¨bersichtlichen GUI dargestellt.
Ebenso wurde gezeigt, dass auch sehr technische Probleme durch die De-
finition von entsprechenden Regeln fu¨r die Verantwortlichen im Business
”u¨bersetzt” werden konnten, indem sie dem konkreten Prozessschritt zu-
geordnet wurden. So kann die Auswirkung dargestellt und die betroffenen
Personen kontaktiert werden.
• Einhalten von maximalen Durchlaufzeiten
Durch konsequente Kontrolle der Durchlaufzeiten auf Ebene jeder Pro-
zessinstanz kann sichergestellt werden, dass sofort eingegriffen werden kann,
sobald Durchlaufzeiten auch in Teilprozessen u¨berschritten werden. Da-
durch ko¨nnen Hotspots in der Prozesskette erkannt und analysiert werden.
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Im Szenario 4 wird beispielsweise die Dauer der Ausfu¨hrung des Teilpro-
zesses Backoffice Deal Validation u¨berwacht. Bei Problemen kann sofort
eingegriffen werden. Durch die U¨berwachung auf Prozessinstanz-Ebene ist
es zudem mo¨glich direkt zu sehen, welcher Deal die U¨berschreitung hervor-
gerufen hat.
• Erkennen von ”verlorenen Deals”
Das Monitoring auf Ebene der Prozessinstanz erlaubt die durchga¨ngige Ver-
folgung von Deals durch die Handelssysteme. Im fu¨nften Szenario wurde ge-
zeigt, dass es dadurch mo¨glich ist zu pru¨fen, ob alle Deals sa¨mtliche Schritte
der Prozesskette erfolgreich durchlaufen haben. Im konkreten Beispiel bleibt
fu¨r einen Deal die Validierung aus und diese Prozessinstanz wird nicht wei-
ter ausgefu¨hrt. Dies kann durch das Monitoring erkannt und dargestellt
werden kann.
10.6.2 Vorteile dieses Monitoring-Ansatzes
In dieser Case-Study werden die vielen Vorteile die dieser Monitoring-Ansatz
bringt deutlich. In den folgenden Absa¨tzen werden die wichtigsten zusammenge-
fasst.
• Integration unterschiedlicher Systeme
Ein Vorteil den dieser Monitoring-Ansatz bietet, ist die Integration von
unterschiedlichen Systemen. Es ist nicht mehr no¨tig, jedes einzelne Service
und jede Applikation extra zu u¨berwachen. Sa¨mtliche relevante Monitoring-
Information ist u¨ber eine Schnittstelle verfu¨gbar.
• Unmittelbares Feedback
Ein weiterer wichtiger Vorteil ist das direkte und aktive Feedback. Meldun-
gen werde nicht mehr in versteckten Logfiles abgelegt, die mu¨hevoll von Ex-
perten analysiert werden mu¨ssen. Die ersten beiden Szenarios zeigen, wie
Fehler- und OK-Meldungen sofort analysiert, verarbeitet und dargestellt
werden um den Verantwortlichen live den Zustand ihrer Prozesse zeigen zu
ko¨nnen.
• Genaue Lokalisation des Problems
Ein weiterer großer Vorteil ist die Mo¨glichkeit Probleme exakt zu lokalisie-
ren. U¨blicherweise mu¨ssen sa¨mtliche beteiligten Systeme untersucht werden,
um Fehler zu finden. Je verteilter und komplexer diese Systeme werden,
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umso schwieriger ist die Fehlersuche. In den Szenarios wird durch U¨ber-
wachung auf Prozessebene gezeigt, wie Deals durch die einzelnen Systeme
verfolgt werden ko¨nnen. Dadurch ist eine genaue Lokalisation der Ursache
eines Problems mo¨glich.
• U¨berwachung der Prozesskette
Dieser Monitoring-Ansatz bietet die Mo¨glichkeit durch Vorher-Nachher-
Beziehungen verschiedene Services und Systeme entlang der Prozesskette
miteinander in Beziehung zu setzen. So kann auch das Ausbleiben von In-
formation in der Prozesskette erkannt werden. Dies ist ein großer Vorteil
gegenu¨ber herko¨mmlichen Formen des Monitorings, da dies typischerweise
nur innerhalb einer Applikation mo¨glich ist.
• Sichtbarkeit der Auswirkungen
Monitoring von Prozessen bietet den Vorteil, dass Auswirkungen von Pro-
blemen sichtbar werden. Es ist dadurch auch fu¨r Personen, die mit dem
Gesamtprozess nicht im Detail vertraut sind mo¨glich, Aussagen u¨ber Aus-
wirkungen fu¨r Personen und Systeme zu machen.
• Abbildung von gescha¨ftsrelevanten Anforderungen
Einer der gro¨ßten Vorteile dieses Ansatzes ist Mo¨glichkeit gescha¨ftsrele-
vante Anforderungen abzubilden. Szenario 4 zeigt hier zum Beispiel wie
gescha¨ftskritische Zeitdauern u¨ber verschiedene Systeme hinweg auf Deal-
ebene u¨berwacht werden ko¨nnen. So kann in diesem Beispiel sichergestellt
werden, dass kein Deal u¨bersehen wird und die Verarbeitung rechtzeitig
beendet werden kann.
Kapitel 11
Zusammenfassung und Ausblick
In dieser Arbeit wurde gezeigt, dass es mo¨glich ist Prozessmonitoring in serviceori-
entierten Architekturen mit Hilfe von Complex Event Processing durchzufu¨hren.
Damit ist es nicht mehr no¨tig Prozesse in Execution Engines auszufu¨hren um sie
u¨berwachen zu ko¨nnen.
Auf diese Art ist es mo¨glich Prozesse, die nicht in BPM Systemen abgebildet
sind oder gar nicht in solchen Systemen abgebildet werden ko¨nnen oder sollen, zu
monitoren. Hinzu kommt, dass durch den hier entwickelten Ansatz diese Prozesse
leichter anpassbar sind, da lediglich der Output der einzelnen Services die Quelle
des Monitorings darstellt und so der Grad an Kopplung a¨ußerst gering ist.
Der hier vorgestellte Ansatz zeigt Lo¨sungswege fu¨r die typischen Probleme von
Monitoring in serviceorientierten Architekturen auf. Zu diesen Problemen za¨hlen
etwa die Verteilung der Services, sowie die Verschiedenartigkeit der Daten, die
Abbildung von Prozessflu¨ssen oder auch die Wiederverwendung von Services in
unterschiedlichen Gescha¨ftskontexten.
Die U¨berwachung von einzelnen Prozessinstanzen ist nach wie vor ein großes
Problem.
In den beiden letzten Szenarios der Case-Study wurde deutlich, dass die Kom-
plexita¨t der Regeln fu¨r das Monitoring von Prozessinstanzen sehr groß werden
kann. Speziell, wenn viele verschiedene, zusammengesetzte Services am Prozess
beteiligt sind, ist es schwierig diese einem gemeinsamen Kontext zuzuordnen.
Zwei Probleme sind dafu¨r ausschlaggebend. Im hier vorgestellten Prototypen ist
es nicht mo¨glich Daten eines Events, das durch eine Regel gefiltert wurde direkt
an das erzeugte Event anzuha¨ngen. Gerade dies wu¨rde aber das Handling von
zusammengesetzten Services deutlich erleichtern. Durch die Verwendung von Va-
riablen die sowohl in der Konfiguration der Events, als auch in der Definition
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von Regeln gemeinsam genutzt werden ko¨nnen, wa¨re es sicherlich mo¨glich direkt
Daten zu u¨bergeben. Ein anderer Ansatz wa¨re das gesamte Event, das eine Regel
feuern ließ, an das daraus resultierende Event direkt anzuha¨ngen.
Das zweite Problem ist die Zusammenfassung von verschiedenen Services zu
einem Prozess. Verschiedene Services, die an einem Prozessfluss beteiligt sind,
werden mit sehr großer Wahrscheinlichkeit keine gemeinsame Transaktions-ID
haben. Viel wahrscheinlicher ist der Fall, dass unterschiedliche Services gar kei-
ne oder unterschiedliche Transaktions-IDs haben. Eindeutige Transaktionen zu
erzeugen und u¨ber diese einen gemeinsamen Kontext zu erstellen ist eine Auf-
gabe, die fu¨r jeden Prozess einzeln geregelt werden muss. Eine Zuordnung zu
einem gemeinsamen Kontext und damit zu einer konkreten Prozessinstanz ohne
u¨ber Transaktions-IDs den gemeinsamen Kontext aufzuspannen ist ein weiterhin
offenes Thema.
Neben diesen offenen Punkten hat sich gezeigt, dass speziell die Regelsprache sehr
kompliziert ist und sehr viele Mo¨glichkeiten bietet. Hier wa¨re eine Vereinfachung
mit Sicherheit von großem Vorteil. Mo¨glich wa¨re zum Beispiel eine abgeleitete
Sprache, die fu¨r typische Anwendungen bereits vorgefertigte Bausteine anbietet.
Eine andere Mo¨glichkeit wa¨re die Ableitung von Regeln und Regelbestandteilen
aus den Prozessmodellen. Vorher/Nachher - Beziehungen ko¨nnten beispielsweise
direkt aus dem Modell abgeleitet werden.
Ein Punkt der in der prototypischen Implementierung außen vor gelassen wurde
ist die Ausfallsicherheit. Da die hier entwickelten Werkzeuge dem Monitoring
dienen, sind die Anforderungen an die Verfu¨gbarkeit entsprechend hoch. Fu¨r den
Einsatz in einem realen Umfeld ist deshalb auch ein zuverla¨ssiges Konzept fu¨r die
Themen Lastverteilung und Ausfallsicherheit Grundvoraussetzung.
Dieser Punkt und die direkte Parameteru¨bergabe zwischen ausgewerteten und
erzeugten Events sind die Bereiche denen in der na¨chsten Zeit mit Sicherheit
am meisten Beachtung geschenkt wird um aus dem Prototypen ein Produkt zu
schaffen.
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Anhang B
Testdaten
B.1 Testing
B.1.1 Grundfunktionalita¨t
B.1.1.1 GF2
1 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent>
4 <query>select ∗ from XMLEvent where code=’ Bas ic Event 1 ’</query>
5 <event>
6 <code>Generated CEP Code</code>
7 <level>INFO</level>
8 <machineOfOrigin>f t i b co99 </machineOfOrigin>
9 <message>Generated a CEP event f o r a ba s i c event</message>
10 <context>
11 <deployedComponentCode>CEP−Event 1</
deployedComponentCode>
12 <deploymentLocation>CEP Engine</deploymentLocation>
13 </context>
14 </event>
15 </cepevent>
16 </cepevents>
B.1.1.2 GF3
1 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent>
4 <query>select ∗ from XMLEvent where code=’ Bas ic Event 1 ’</query>
5 <event>
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6 <code>Generated CEP Code</code>
7 <level>ERROR</level>
8 <machineOfOrigin>f t i b co99 </machineOfOrigin>
9 <message>Generated a CEP e r r o r event f o r a ba s i c event</
message>
10 <context>
11 <deployedComponentCode>CEP−Event 1</
deployedComponentCode>
12 <deploymentLocation>CEP Engine</deploymentLocation>
13 </context>
14 </event>
15 </cepevent>
16 </cepevents>
B.1.2 Hotloader CEP Konfiguration
B.1.2.1 KO1
1 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent>
4 <query>select ∗ from XMLEvent where code=’ Bas ic Event 1 ’</query>
5 <event>
6 <code>Generated CEP Code</code>
7 <level>INFO</level>
8 <machineOfOrigin>f t i b co99 </machineOfOrigin>
9 <message>Generated a CEP event f o r a ba s i c event</message>
10 <context>
11 <deployedComponentCode>CEP−Event 1</
deployedComponentCode>
12 <deploymentLocation>CEP Engine</deploymentLocation>
13 </context>
14 </event>
15 </cepevent>
16 </cepevents>
B.1.2.2 KO2
1 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent>
4 <query>select ∗ from XMLEvent where code=’ Bas ic Event 1 ’</query>
5 <event>
6 <code>Generated CEP Code</code>
7 <level>INFO</level>
8 <machineOfOrigin>f t i b co99 </machineOfOrigin>
9 <message>Generated a CEP event f o r a ba s i c event</message>
10 <context>
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11 <deployedComponentCode>CEP−Event 1</
deployedComponentCode>
12 <deploymentLocation>CEP Engine</deploymentLocation>
13 </context>
14 </event>
15 </cepevent>
16 <cepevent>
17 <query>select ∗ from XMLEvent where code=’ Bas ic Event 2 ’</query>
18 <event>
19 <code>CEP−F i l t e r−Basic−Event−2</code>
20 <level>INFO</level>
21 <machineOfOrigin>f t i b co99 </machineOfOrigin>
22 <message>F i l t e r e d Bas ic Event 2 from many other events and
generated a CEP Event</message>
23 <context>
24 <deployedComponentCode>CEP−Event 1</
deployedComponentCode>
25 <deploymentLocation>CEP Engine</deploymentLocation>
26 </context>
27 </event>
28 </cepevent>
29 </cepevents>
B.1.2.3 KO5
1 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent>
4 <query>select ∗ from XMLEvent where code=’ Bas ic Event 1 ’</query>
5 <event>
6 <code>Generated CEP Code</code>
7 <level>INFO</level>
8 <machineOfOrigin>f t i b co99 </machineOfOrigin>
9 <message>Generated a CEP event f o r a ba s i c event</message>
10 <context>
11 <deployedComponentCode>CEP−Event 1</
deployedComponentCode>
12 <deploymentLocation>CEP Engine</deploymentLocation>
13 </context>
14 </event>
15 </cepevent>
16 <cepevent>
17 <query>select ∗ from XMLEvent where code=’ Bas ic Event 2 ’</query>
18 <event>
19 <code>CEP−F i l t e r−Basic−Event−2</code>
20 <level>INFO</level>
21 <machineOfOrigin>f t i b co99 </machineOfOrigin>
22 <message>F i l t e r e d Bas ic Event 2 from many other events and
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generated a CEP Event</message>
23 <context>
24 <deployedComponentCode>CEP−Event 1</
deployedComponentCode>
25 <deploymentLocation>CEP Engine</deploymentLocation>
26 </context>
27 </event>
28 </cepevent>
29 <cepevent>
30 <query>select ∗ from XMLEvent where code=’ Bas ic Event 2 ’</query>
31 <event>
32 <code>CEP−F i l t e r−Basic−Event−2</code>
33 <level>INFO</level>
34 <machineOfOrigin>f t i b co99 </machineOfOrigin>
35 <message>F i l t e r e d Bas ic Event 2 from many other events and
generated a CEP Event</message>
36 <context>
37 <deployedComponentCode>CEP−Event 1</deployedComponentCode>
38 <deploymentLocation>CEP Engine</deploymentLocation>
39 </context>
40 </event>
41 </cepevent>
42 </cepevents>
B.1.2.4 KO6
1 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent>
4 <query>select ∗ from XMLEvent where code=’ Bas ic Event 1 ’</query>
5 <event>
6 <code>Generated CEP Code</code>
7 <level>INFO</level>
8 <machineOfOrigin>f t i b co99 </machineOfOrigin>
9 <message>Generated a CEP event f o r a ba s i c event</message>
10 <context>
11 <deployedComponentCode>CEP−Event 1</
deployedComponentCode>
12 <deploymentLocation>CEP Engine</deploymentLocation>
13 </context>
B.1.2.5 KO7
1 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent>
4 <query>s ∗ from XMLEvent where code=’ Bas ic Event 1 ’</query>
5 <event>
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6 <code>Generated CEP Code</code>
7 <level>INFO</level>
8 <machineOfOrigin>f t i b co99 </machineOfOrigin>
9 <message>Generated a CEP event f o r a ba s i c event</message>
10 <context>
11 <deployedComponentCode>CEP−Event 1</
deployedComponentCode>
12 <deploymentLocation>CEP Engine</deploymentLocation>
13 </context>
14 </event>
15 </cepevent>
16 </cepevents>
B.1.2.6 KO8
1 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent>
4 <query>select ∗ from XMLEvent where code=’ Bas ic Event 1 ’</query>
5 <event>
6 <code>Generated CEP Code</code>
7
8 </event>
9 </cepevent>
10 </cepevents>
B.1.2.7 KO9
1 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent>
4 <query>select ∗ from XMLEvent where code=’ Bas ic Event 1 ’</query>
5
6 </cepevent>
7 </cepevents>
B.1.2.8 KO10
1 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent>
4 <event>
5 <code>Generated CEP Code</code>
6 <level>INFO</level>
7 <machineOfOrigin>f t i b co99 </machineOfOrigin>
8 <message>Generated a CEP event f o r a ba s i c event</message>
9 <context>
10 <deployedComponentCode>CEP−Event 1</
deployedComponentCode>
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11 <deploymentLocation>CEP Engine</deploymentLocation>
12 </context>
13 </event>
14 </cepevent>
15 </cepevents>
B.1.2.9 KO11
1 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent>
4 <query>select ∗ from XMLEvent where code=’ Bas ic Event 1 ’</query>
5 <event>
6 <code>Generated CEP Code</code>
7 <level>INFO</level>
8 <machineOfOrigin>f t i b co99 </machineOfOrigin>
9 <message>Generated a CEP event f o r a ba s i c event</message>
10 <context>
11 <deployedComponentCode>CEP−Event 1</
deployedComponentCode>
12 <deploymentLocation>CEP Engine</deploymentLocation>
13 </context>
14 </event>
15 </cepevent>
16 <!−−
17 <cepevent>
18 <query>select ∗ from XMLEvent where code=’ Bas ic Event 2 ’</query>
19 <event>
20 <code>CEP−F i l t e r−Basic−Event−2</code>
21 <level>INFO</level>
22 <machineOfOrigin>f t i b co99 </machineOfOrigin>
23 <message>F i l t e r e d Bas ic Event 2 from many other events and
generated a CEP Event</message>
24 <context>
25 <deployedComponentCode>CEP−Event 1</
deployedComponentCode>
26 <deploymentLocation>CEP Engine</deploymentLocation>
27 </context>
28 </event>
29 </cepevent>
30 −−>
31 </cepevents>
B.1.2.10 QL1
1 <cepevent>
2 <query>
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3 select s t a r t .∗ as s , done .∗ as d from pattern [ every s t a r t=
XMLEvent( code=”AddNewEmployee” ) −> done=XMLEvent( code=”
AddNewEmployeeDone” ) ]
4 </query>
5 <event>
6 <code>CEP−F i l t e r−Advanced</code>
7 <level>INFO</level>
8 <machineOfOrigin>f t i b co99 </machineOfOrigin>
9 <message>
10 A done event f o l l owed a s t a r t event .
11 </message>
12 <context>
13 <deployedComponentCode>CEP−Event 1</deployedComponentCode>
14 <deploymentLocation>CEP Engine</deploymentLocation>
15 </context>
16 </event>
17 </cepevent>
B.1.2.11 QL2
1 <cepevent>
2 <query>
3 select ∗ from pattern [ every s t a r t=XMLEvent( code=”AddNewEmployee
” ) −> ( t imer : interval (2 sec ) and XMLEvent( code=”
AddNewEmployee” ) ) ]
4 </query>
5 <event>
6 <code>CEP−F i l t e r−Advanced</code>
7 <level>INFO</level>
8 <machineOfOrigin>f t i b co99 </machineOfOrigin>
9 <message>
10 Event with code ”AddNewEmployee” was detec ted 2 t imes with in 2
seconds
11 </message>
12 <context>
13 <deployedComponentCode>CEP−Event 1</deployedComponentCode>
14 <deploymentLocation>CEP Engine</deploymentLocation>
15 </context>
16 </event>
17 </cepevent>
B.1.2.12 QL3
1 <cepevent>
2 <query>
3 select ∗ from pattern [ every s t a r t=XMLEvent( code=”
AddNewEmployee” ) −>
4 (
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5 t imer : interval (2 sec ) and not done=XMLEvent( code=”
AddNewEmployeeDone” , t r an s a c t i on s . t r an s a c t i on Id [ 0 ] =
s t a r t . t r an s a c t i on s . t r an s a c t i on Id [ 0 ] )
6 ) ]
7 </query>
8 <event>
9 <code>CEP−F i l t e r−Advanced</code>
10 <level>INFO</level>
11 <machineOfOrigin>f t i b co99 </machineOfOrigin>
12 <message>
13 A done event did not f o l l ow a s t a r t event with in 2 sec
14 </message>
15 <context>
16 <deployedComponentCode>CEP−Event 1</deployedComponentCode>
17 <deploymentLocation>CEP Engine</deploymentLocation>
18 </context>
19 </event>
20 </cepevent>
B.1.2.13 QL4
1 <cepevent>
2 <query>
3 select ∗ from XMLEvent ( ) where cast ( t r an s a c t i on s . t r an s a c t i on Id
[ 0 ] , int ) > 1001
4 </query>
5 <event>
6 <code>CEP−F i l t e r−Advanced</code>
7 <level>INFO</level>
8 <machineOfOrigin>f t i b co99 </machineOfOrigin>
9 <message>
10 Detected event with t ransact ionID > 1001
11 </message>
12 <context>
13 <deployedComponentCode>CEP−Event 1</deployedComponentCode>
14 <deploymentLocation>CEP Engine</deploymentLocation>
15 </context>
16 </event>
17 </cepevent>
B.2 Case Study
B.2.1 Eventdefinitionen
B.2.1.1 New Deal OK
1 <Event xmlns=”http ://www. mercat i s . com/ l i gh thous e3 ”>
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2 <context>
3 <deployedComponentCode>Market In t e r f a c e </
deployedComponentCode>
4 <deploymentLocation>Trading System</deploymentLocation>
5 </context>
6 <code>NewDealOK</code>
7 <dateOfOccurrence>${ t ime ( yyyy−MM−dd ’T ’HH:mm: s s . S ) }+02:00</
dateOfOccurrence>
8 <level>INFO</level>
9 <machineOfOrigin>TradingSystem−node1</machineOfOrigin>
10 <message>New Deal with DealID RO−123 r e c e i v ed from RORC.</
message>
11 <udfs>
12 <udf>
13 <key>dealID</key>
14 <value>RO−123</value>
15 <type>s t r i ng </type>
16 </udf>
17 <udf>
18 <key>market</key>
19 <value>RORC</value>
20 <type>s t r i ng </type>
21 </udf>
22 </udfs>
23 </Event>
B.2.1.2 Trader Confirmation OK
1 <Event xmlns=”http ://www. mercat i s . com/ l i gh thous e3 ”>
2 <context>
3 <deployedComponentCode>Trader Conf irmation Serv i ce</
deployedComponentCode>
4 <deploymentLocation>Trading System</deploymentLocation>
5 </context>
6 <code>TraderConfirmationOK</code>
7 <dateOfOccurrence>${ t ime ( yyyy−MM−dd ’T ’HH:mm: s s . S ) }+02:00</
dateOfOccurrence>
8 <level>INFO</level>
9 <machineOfOrigin>TradingSystem−node1</machineOfOrigin>
10 <message>Trader k r o ep f l p conf irmed Deal with dealID : RO−123</
message>
11 <udfs>
12 <udf>
13 <key>dealID</key>
14 <value>RO−123</value>
15 <type>s t r i ng </type>
16 </udf>
17 <udf>
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18 <key>trader</key>
19 <value>kroep f l p </value>
20 <type>s t r i ng </type>
21 </udf>
22 </udfs>
23 </Event>
B.2.1.3 Portfolio Risk Analysis OK
1 <Event xmlns=”http ://www. mercat i s . com/ l i gh thous e3 ”>
2 <context>
3 <deployedComponentCode>Po r t f o l i o Risk Analyser</
deployedComponentCode>
4 <deploymentLocation>BackOfficeSystem</deploymentLocation>
5 </context>
6 <code>Portfol ioRiskAnalyserOK</code>
7 <dateOfOccurrence>${ t ime ( yyyy−MM−dd ’T ’HH:mm: s s . S ) }+02:00</
dateOfOccurrence>
8 <level>INFO</level>
9 <machineOfOrigin>TradingSystem−node1</machineOfOrigin>
10 <message>Po r t f o l i o r i s k check o f dea l RO−123 f o r Green Po r t f o l i o
A was s u c c e s s f u l .</message>
11 <udfs>
12 <udf>
13 <key>dealID</key>
14 <value>RO−123</value>
15 <type>s t r i ng </type>
16 </udf>
17 <udf>
18 <key>po r t f o l i o </key>
19 <value>Green Po r t f o l i o A</value>
20 <type>s t r i ng </type>
21 </udf>
22 <udf>
23 <key>trader</key>
24 <value>kroep f l p </value>
25 <type>s t r i ng </type>
26 </udf>
27 <udf>
28 <key>r i s k l e v e l </key>
29 <value>medium</value>
30 <type>s t r i ng </type>
31 </udf>
32 <udf>
33 <key>exposure</key>
34 <value>2324230.12</value>
35 <type>long</type>
36 </udf>
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37 </udfs>
38 </Event>
B.2.1.4 Backoffice Deal Validation
1 <Event xmlns=”http ://www. mercat i s . com/ l i gh thous e3 ”>
2 <context>
3 <deployedComponentCode>Deal Val idator</deployedComponentCode
>
4 <deploymentLocation>BackOfficeSystem</deploymentLocation>
5 </context>
6 <code>BODealValidationOK</code>
7 <dateOfOccurrence>${ t ime ( yyyy−MM−dd ’T ’HH:mm: s s . S ) }+02:00</
dateOfOccurrence>
8 <level>INFO</level>
9 <machineOfOrigin>BackOfficeSystem</machineOfOrigin>
10 <message>Backo f f i c e dea l v a l i d a t i o n f o r dea l RO−123 was
s u c c e s s f u l </message>
11 <udfs>
12 <udf>
13 <key>dealID</key>
14 <value>RO−123</value>
15 <type>s t r i ng </type>
16 </udf>
17 </udfs>
18 </Event>
B.2.1.5 Counterparty Confirmation OK
1 <Event xmlns=”http ://www. mercat i s . com/ l i gh thous e3 ”>
2 <context>
3 <deployedComponentCode>E l e c t r on i c Conf irmation Serv i ce</
deployedComponentCode>
4 <deploymentLocation>BackOfficeSystem</deploymentLocation>
5 </context>
6 <code>CounterpartyConfirmationOK</code>
7 <dateOfOccurrence>${ t ime ( yyyy−MM−dd ’T ’HH:mm: s s . S ) }+02:00</
dateOfOccurrence>
8 <level>INFO</level>
9 <machineOfOrigin>TradingSystem−node1</machineOfOrigin>
10 <message>Counterparty e .on t rad ing l t d conf irmed dealID RO−123</
message>
11 <udfs>
12 <udf>
13 <key>dealID</key>
14 <value>RO−123</value>
15 <type>s t r i ng </type>
16 </udf>
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17 <udf>
18 <key>counterparty</key>
19 <value>e .on t rad ing l td</value>
20 <type>s t r i ng </type>
21 </udf>
22 <udf>
23 <key>duns</key>
24 <value>1234567</value>
25 <type>int</type>
26 </udf>
27 <udf>
28 <key>commodity</key>
29 <value>CO2 Cert</value>
30 <type>s t r i ng </type>
31 </udf>
32 <udf>
33 <key>pr i ce</key>
34 <value>100.134 ,20</value>
35 <type>double</type>
36 </udf>
37 <udf>
38 <key>volume</key>
39 <value>250</value>
40 <type>int</type>
41 </udf>
42 <udf>
43 <key>de l i v e ry </key>
44 <value>2010−03−01</value>
45 <type>date</type>
46 </udf>
47
48 </udfs>
49 </Event>
B.2.1.6 New Deal Error
1 <Event xmlns=”http ://www. mercat i s . com/ l i gh thous e3 ”>
2 <context>
3 <deployedComponentCode>Market In t e r f a c e </
deployedComponentCode>
4 <deploymentLocation>Trading System</deploymentLocation>
5 </context>
6 <code>NewDealError</code>
7 <dateOfOccurrence>${ t ime ( yyyy−MM−dd ’T ’HH:mm: s s . S ) }+02:00</
dateOfOccurrence>
8 <level>INFO</level>
9 <machineOfOrigin>TradingSystem−node1</machineOfOrigin>
10 <message>Could not parse dea l body from dea l RO−111.</message>
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11 <udfs>
12 <udf>
13 <key>dealID</key>
14 <value>RO−111</value>
15 <type>s t r i ng </type>
16 </udf>
17 <udf>
18 <key>market</key>
19 <value>RORC</value>
20 <type>s t r i ng </type>
21 </udf>
22 </udfs>
23 </Event>
B.2.1.7 Deal Validation Error
1 <Event xmlns=”http ://www. mercat i s . com/ l i gh thous e3 ”>
2 <context>
3 <deployedComponentCode>Deal Val idator</deployedComponentCode
>
4 <deploymentLocation>BackOfficeSystem</deploymentLocation>
5 </context>
6 <code>UniqueKeyContraintViolat ion</code>
7 <dateOfOccurrence>${ t ime ( yyyy−MM−dd ’T ’HH:mm: s s . S ) }+02:00</
dateOfOccurrence>
8 <level>INFO</level>
9 <machineOfOrigin>BackOfficeSystem</machineOfOrigin>
10 <message>ORA−0001: UniqueKeyContraintViolat ion : Deals . DealID.</
message>
11 </Event>
B.2.2 CEP-Eventdefinitionen
B.2.2.1 Szenario 1
1 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent>
4 <query>select ∗ from XMLEvent where code=’
Port fo l ioRiskAnalyserOK ’</query>
5 <event>
6 <code>CEP: Portfol ioRiskAnalyserOK</code>
7 <level>INFO</level>
8 <machineOfOrigin>f t i b co99 </machineOfOrigin>
9 <message>Pr o t f o l i o Risk Analyser was succ e s su l </message>
10 <context>
11 <deployedComponentCode>CEP−Engine−1</
deployedComponentCode>
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12 <deploymentLocation>CEP Engine</deploymentLocation>
13 </context>
14 </event>
15 </cepevent>
16 </cepevents>
17 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
18 <cepevents>
19 <cepevent>
20 <query>select ∗ from XMLEvent where code=’BODealValidationOK ’</
query>
21 <event>
22 <code>CEP: BODealValidationOK</code>
23 <level>INFO</level>
24 <machineOfOrigin>f t i b co99 </machineOfOrigin>
25 <message>Deal Va l idat i on in Backo f f i c e was s u c c e s s f u l .</
message>
26 <context>
27 <deployedComponentCode>CEP−Engine−1</
deployedComponentCode>
28 <deploymentLocation>CEP Engine</deploymentLocation>
29 </context>
30 </event>
31 </cepevent>
32 </cepevents>
33 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
34 <cepevents>
35 <cepevent>
36 <query>select p o r t f o l i o . udfs . udf [ 1 ] . value as po r t f o l i o ID ,
v a l i d a t o r .∗ as p
37 from
38 XMLEvent( code=”Portfo l ioRiskAnalyserOK” ) . win : time (60
39 sec ) as p o r t f o l i o ,
40 XMLEvent( code=”BODealValidationOK” ) . win : time (60 sec )
41 as va l i d a t o r
42 where
43 va l i d a t o r . udfs . udf [ 1 ] . value = po r t f o l i o . udfs . udf [ 1 ] .
44 valu
45 select ∗ from XMLEvent where code=’ CounterpartyConfirmationOK ’
</query>
46 <event>
47 <code>CEP: ValidationOK</code>
48 <level>INFO</level>
49 <machineOfOrigin>f t i b co99 </machineOfOrigin>
50 <message>Val idat i on o f Deal Su c c e s s f u l .</message>
51 <context>
52 <deployedComponentCode>CEP−Engine−1</
deployedComponentCode>
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53 <deploymentLocation>CEP Engine</deploymentLocation>
54 </context>
55 </event>
56 </cepevent>
57 </cepevents>
58
59 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
60 <cepevents>
61 <cepevent>
62 <query>select ∗ from XMLEvent where code=’
Port fo l ioRiskAnalyserOK ’ and
63 udfs . udf [ 1 ] . value regexp ’Green Po r t f o l i o ∗ ’</query>
64 <event>
65 <code>CEP: Greenportfol ioRiskOK</code>
66 <level>INFO</level>
67 <machineOfOrigin>f t i b co99 </machineOfOrigin>
68 <message>Su c c e s s f u l l y checked r i s k level o f green p o r t f o l i o
.</message>
69 <context>
70 <deployedComponentCode>CEP−Engine−1</
deployedComponentCode>
71 <deploymentLocation>CEP Engine</deploymentLocation>
72 </context>
73 </event>
74 </cepevent>
75 </cepevents>
B.2.2.2 Szenario 2
1 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent>
4 <query>select ∗ from XMLEvent ’ here context .
deployedComponentCode=’Market I n t e r f a c e ’
5 and l e v e l=’ERROR’ and code != ’CEP: Market Inte r faceError ’</query
>
6 <event>
7 <code>CEP: Market Inter faceError</code>
8 < l e v e l>ERROR</ l e v e l>
9 <machineOfOrigin>f t i b co99 </machineOfOrigin>
10 <message>Error r e c e i v i n g dea l .</message>
11 <context>
12 <deployedComponentCode>CEP−Engine−1</
deployedComponentCode>
13 <deploymentLocation>CEP Engine</deploymentLocation>
14 </context>
15 </event>
16 </cepevent>
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17 </cepevents>
B.2.2.3 Szenario 3
1 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent>
4 <query>select ∗ from XMLEvent where code=’
Port fo l ioRiskAnalyserOK ’</query>
5 <event>
6 <code>CEP: Portfol ioRiskAnalyserOK</code>
7 <level>INFO</level>
8 <machineOfOrigin>f t i b co99 </machineOfOrigin>
9 <message>Pr o t f o l i o Risk Analyser was succ e s su l </message>
10 <context>
11 <deployedComponentCode>CEP−Engine−1</
deployedComponentCode>
12 <deploymentLocation>CEP Engine</deploymentLocation>
13 </context>
14 </event>
15 </cepevent>
16 </cepevents>
17 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
18 <cepevents>
19 <cepevent>
20 <query>select ∗ from XMLEvent where code=’BODealValidationOK ’</
query>
21 <event>
22 <code>CEP: BODealValidationOK</code>
23 <level>INFO</level>
24 <machineOfOrigin>f t i b co99 </machineOfOrigin>
25 <message>Deal Va l idat i on in Backo f f i c e was s u c c e s s f u l .</
message>
26 <context>
27 <deployedComponentCode>CEP−Engine−1</
deployedComponentCode>
28 <deploymentLocation>CEP Engine</deploymentLocation>
29 </context>
30 </event>
31 </cepevent>
32 </cepevents>
33 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
34 <cepevents>
35 <cepevent>
36 <query>select p o r t f o l i o . udfs . udf [ 1 ] . value as po r t f o l i o ID ,
v a l i d a t o r .∗ as p
37 from
38 XMLEvent( code=”Portfo l ioRiskAnalyserOK” ) . win : time (60
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39 sec ) as p o r t f o l i o ,
40 XMLEvent( code=”BODealValidationOK” ) . win : time (60 sec )
41 as va l i d a t o r
42 where
43 va l i d a t o r . udfs . udf [ 1 ] . value = po r t f o l i o . udfs . udf [ 1 ] .
44 valu
45 select ∗ from XMLEvent where code=’ CounterpartyConfirmationOK ’
</query>
46 <event>
47 <code>CEP: ValidationOK</code>
48 <level>INFO</level>
49 <machineOfOrigin>f t i b co99 </machineOfOrigin>
50 <message>Val idat i on o f Deal Su c c e s s f u l .</message>
51 <context>
52 <deployedComponentCode>CEP−Engine−1</
deployedComponentCode>
53 <deploymentLocation>CEP Engine</deploymentLocation>
54 </context>
55 </event>
56 </cepevent>
57 </cepevents>
58
59 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
60 <cepevents>
61 <cepevent>
62 <query>select ∗ from XMLEvent where code=’
Port fo l ioRiskAnalyserOK ’ and
63 udfs . udf [ 1 ] . value regexp ’Green Po r t f o l i o ∗ ’</query>
64 <event>
65 <code>CEP: Greenportfol ioRiskOK</code>
66 <level>INFO</level>
67 <machineOfOrigin>f t i b co99 </machineOfOrigin>
68 <message>Su c c e s s f u l l y checked r i s k level o f green p o r t f o l i o
.</message>
69 <context>
70 <deployedComponentCode>CEP−Engine−1</
deployedComponentCode>
71 <deploymentLocation>CEP Engine</deploymentLocation>
72 </context>
73 </event>
74 </cepevent>
75 </cepevents>
B.2.2.4 Szenario 4
1 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent>
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4 <query>select ∗ from pattern [ every s t a r t=XMLEvent( code=”
NewDealOK” ) −>
5 ( t imer : interval (3 sec ) and not done=XMLEvent( code=”
Port fo l ioRiskAnalyserOK” , udfs . udf [ 0 ] . value = s t a r t .
udfs . udf [ 0 ] . value ) ) ]</query>
6 <event>
7 <code>CEP: Portfol ioRiskAnalysisLATE</code>
8 <level>WARNING</level>
9 <machineOfOrigin>f t i b co99 </machineOfOrigin>
10 <message>Error in dea l v a l i d a t i o n .</message>
11 <context>
12 <deployedComponentCode>CEP−Engine−1</
deployedComponentCode>
13 <deploymentLocation>CEP Engine</deploymentLocation>
14 </context>
15 </event>
16 </cepevent>
17 </cepevents>
B.2.2.5 Szenario 5
1 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” ?>
2 <cepevents>
3 <cepevent>
4 <query>insert into MemoryStream
5 select dea l . udfs . udf [ 1 ] . value as deal Id ,
6 t raderConf i rmat ion .∗ as t
7 from
8 XMLEvent( code=”NewDealOK” ) . win : time (60 sec ) as deal ,
9 XMLEvent( code=”TraderConfirmationOK” ) . win : time (60 sec ) as
t raderConf i rmat ion
10 where
11 dea l . udfs . udf [ 1 ] . value = traderConf i rmat ion . udfs . udf [ 1 ] . value
12 </query>
13 <event>
14 <code>CEP: Portfol ioRiskAnalyserOK</code>
15 <level>INFO</level>
16 <machineOfOrigin>f t i b co99 </machineOfOrigin>
17 <message>Pr o t f o l i o Risk Analyser was succ e s su l </message>
18 <context>
19 <deployedComponentCode>CEP−Engine−1</
deployedComponentCode>
20 <deploymentLocation>CEP Engine</deploymentLocation>
21 </context>
22 </event>
23 </cepevent>
24 </cepevents>
25
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26 <cepevents>
27 <cepevent>
28 <query>select evt .∗ from pattern [ every mem=MemoryStream( t . code=
”TraderConfirmationOK” ) −>
29 ( t imer : interval (3 sec )
30 and not
31 evt=XMLEvent( code=”DealValidationOK” , evt . udfs . udf [ 1 ] . value=
mem. t . udfs . udf [ 1 ] . value ) ) ]
32 </query>
33 <event>
34 <code>CEP: DealValidationLATE</code>
35 <level>WARNING</level>
36 <machineOfOrigin>f t i b co99 </machineOfOrigin>
37 <message>Deal Va l idat i on has not f i n i s h e d with in s p e c i f i e d
timeframe</message>
38 <context>
39 <deployedComponentCode>CEP−Engine−1</
deployedComponentCode>
40 <deploymentLocation>CEP Engine</deploymentLocation>
41 </context>
42 </event>
43 </cepevent>
44 </cepevents>
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