A new branch-and-bound algorithm for the maximum weight clique problem is proposed. The proposed algorithm consists of two phases, a precomputation phase and a branch-and-bound phase. In the precomputation phase, the weights of maximum weight cliques in many small subgraphs are calculated and stored in optimal tables. In the branch-and-bound phase, each problem is divided into smaller subproblems, and unnecessary subproblems are pruned using the optimal tables. We performed experiments with the proposed algorithm and five existing algorithms for several types of graphs. The results indicate that only the proposed algorithm can obtain exact solutions for all graphs and that it performs much faster than other algorithms for nearly all graphs.
Introduction
A set of vertices V ′ in a graph G = (V, E) is called a clique if any pair of vertices in V ′ are adjacent. The maximum clique problem (MCP) is to find the clique of maximum cardinality of a given graph. Here, let w(v) denote the weight of v ∈ V . For a set of vertices V ′ ⊆ V , let w(V ′ ) = ∑ v∈V ′ w (v) . Given an undirected graph G = (V, E) and weight of vertices w(·), the maximum weight clique problem (MWCP) is to find a clique C such that w(C) is the maximum.
Note that the MWCP is a generalization of the MCP.
The MCP and the MWCP are known to be NP-hard [1] , and have many applications in coding theory [2], network design [3], computer vision [4] , bioinformatics [5] , economics [6] , etc. The maximum independent set problem and the minimum vertex cover problem for general graphs are equivalent to the MCP and have been well studied.
The branch-and-bound technique is often used in exact algorithms. The branch procedure divides a problem into smaller subproblems and solves them in a recursive manner. During this process, the upper bound of each subproblem is calculated and pruned if it is proved that the subproblem does not contain the global optimum solution (the bounding procedure). In previous studies, several techniques have been investigated to obtain upper bounds for subproblems. For the MCP, vertex coloring is used in numerous algorithms [7, 8, 9, 10, 11, 12, 13, 14, 15, 16] . They calculate vertex coloring in O(|V | 2 ) or O(|V | 3 ) time for each subproblem. For the MWCP, some algorithms calculate vertex coloring only once before starting branch-and-bound and use it to obtain upper bound in O(|V |) for each subproblem [17, 18, 19, 20, 21] . Upper bound calculation of O(1) time has also been proposed in [22, 23] . In these methods, |V | subproblems are solved sequentially. During the execution, an upper bound of subpblem P is calculated from an exact value of subproblems which are already solved. Some algorithms uses some upper bounds shown above [17, 18, 21] . Other approaches have been proposed by previous studies [24, 25, 26, 27, 28, 29, 30, 31, 32] . Controlling their balance is very important for branch-and-bound algorithms.
In this paper, we propose a new exact branch-and-bound algorithm for MWCP. Our algorithm consists of two phases, a precomputation phase and a branch-and-bound phase. In the precomputation, the weights of maximum weight cliques in many small subgraphs are calculated and stored in optimal tables. In the branch-and-bound phase, each problem is divided into smaller subproblems and solved in a recursive manner. The branch-and-bound phase is nearly the same as other branch-and-bound algorithms, i.e., the upper bound of each subproblem is calculated using the optimal tables, and the subproblem is pruned if it is unnecessary.
The remainder of this paper is organized as follows. An outline of the proposed algorithm, OTClique, is described in Section 2. Experimental results are shown in Section 4. We conclude the paper in Section 5.
Proposed algorithm OTClique
The proposed OTClique algorithm is outlined as follows.
• Precomputation Phase: determines branching order and generates the optimal tables
• Branch-and-bound Phase: solves the problem via a branch-and-bound procedure by pruning unnecessary subproblems by their upper bounds Before explaining the proposed algorithm, we define some notations and analyze some properties of our upper bound function U B(·, ·). We then describe the phases of the proposed algorithm in detail.
Notation
For an undirected graph G = (V, E) and a set of vertices V ′ ⊆ V , let G(V ′ ) and w opt (V ′ ) denote the subgraph of G induced by V ′ and the weight of the maximum weight clique in G(V ′ ), respectively. For any vertex v ∈ V , N (v) denotes the set of vertices adjacent to v in G. For any integer k ≥ 2, a k-tuple Π = (P 1 , P 2 , . . . , P k ) is a partition of V if P 1 , P 2 , . . . , P k are mutually disjoint
Upper bound function U B(·, ·)
Here, we present an analysis of the following function for a subset of vertices V ′ ⊆ V and a partition Π = (P 1 , P 2 , . . . , P k ) of V :
The following lemma shows that U B(Π, V ′ ) is an upper bound of the weight of the maximum weight clique in G(V ′ ).
Lemma 1. Let G = (V, E) be a vertex-weighted graph and Π = (P 1 , P 2 , . . . , P k ) be a partition of V . Then, the following inequality holds for any V ′ ⊆ V :
(2)
Proof. The following inequality is immediately obtained, where C is the maximum weight clique in G(V ′ ) :
Example
Let G = (V, E) be a graph shown in Figure 1 and Π = (P 1 , P 2 , P 3 ) be a partition of V , where P 1 , P 2 and P 3 are
respectively. The weights of the vertices are shown in Figure 1 . For example, the 6 , v 8 } is calculated in the following manner :
= 2 + 3 + 5 = 10 . 
Optimal tables
The calculation of U B(Π, V ′ ) takes long time if w opt (V ′ ∩ P i ) is calculated in each bounding procedure. To avoid this, all the values of subproblems of each P i are stored in the optimal tables before starting branch-and-bound processes.
Optimal tables of the graph in Figure 1 are shown in Figure 2 . Vertex sets are represented by bit vectors. Any S ⊆ P i is represented by a bit vector whose length is |P i |. By this representation, the value w opt (S) for any S ⊆ P i can be obtained from the corresponding optimal table in O(1) time. Therefore, for any
where k is the number of sets in Π. For example, the upper bound calculation shown in 2.2.1 can be done as following : 
= 2 + 3 + 5 = 10 .
Tightness of upper bound
The tightness of the upper bound U B(·, ·) strongly depends on Π. If each P i in Π is an independent set, the upper bound by U B(Π, V ′ ) will be equivalent to the upper bound used in previous studies [20] , [21] . Here we show an idea to obtain tighter upper bounds in the following.
Lemma 2. Let G = (V, E) be a vertex-weighted graph and Π = (P 1 , P 2 , . . . , P k ) be a partition of V . The following inequality holds for any V ′ ⊂ V : Proof. The inequality (12) is immediately obtained in the following way :
Lemma 2 shows that the tightness of U B(·, ·) depends on k, i.e., the number of subsets contained in Π. Therefore, to obtain tight upper bounds, k should be as small as possible. Algorithm 3 (shown later) makes k smaller by merging small subsets in Π to obtain tighter upper bounds.
Let us define the following notation :
The function △(V ′ , Π, i) denotes the difference in the upper bounds between the partitions Π and Π(i). In the following, we describe an important property of this function.
Lemma 3. For any vertex-weighted graph G = (V, E), any partition Π = (P 1 , P 2 , . . . , P k ) of V and any subset V ′ of V , △(V ′ , Π, i) satisfies the following inequality :
Proof. From the definition of △, the following inequality is easily obtained :
Size of optimal tables
As subsets are merged, the value of U B(·, ·) gets tighter, and simultaneously, optimal tables get larger. In the following, we analyze the size of the area used by optimal tables. For each P i , the values w opt (V ′ ) for all subsets V ′ ⊆ P i are stored in the optimal table for P i . Therefore, the number of stored values is 2 |Pi| for P i and ∑ Pi∈Π 2 |Pi| for all the optimal tables. By merging P i and P i+1 , the difference of the total number of the stored values is following:
If there is a large subset in Π, the algorithm cannot run due to a lack of memory. To avoid this problem, the upper bound l for the size of P i should be given as an input parameter according to the amount of available memory and the number of vertices in V . Here, we show an example for calculating upper bound of l. Suppose each element of the optimal tables requires 4 bytes. If the available memory in the computer is 10 9 bytes, l must satisfy the following inequality :
For example, l ≤ 22 in case |V | = 1000.
Precomputation phase
The precomputation phase consists of several procedures. First, the algorithm divides vertices into independent sets and assigns numbers to these vertices (Algorithm 2). Vertices numbering determines which vertex will be chosen as a branch variable in the branch-and-bound phase. Next, a partition of V is constructed by merging some independent sets (Algorithm 3), where the parameter l is given as an input that satisfies (21) . Finally, the algorithm generates the optimal tables (Algorithm 4). The entire precomputation phase is shown in Algorithm 1.
Algorithm 2 attempts to generate independent sets as large as possible; how-
Algorithm 1 Precomputation phase
INPUT: An undirected graph G = (V, E), vertex weight w(·) and size paramter l OUTPUT: A sequence of vertices [v n , v n−1 , . . . , v 1 ], a partition of V : Π = (P 1 , P 2 , . . . , P k ) and optimal tables for each P i 1: Generating independent sets(G,w) 2: Generating partition(I 1 ,I 2 ,. . .,I j ) 3: for i from 1 to k do 4:
Generating optimal table(P i ) 5: end for ever, note that the cardinality of each independent set is limited to l. When the current independent set becomes maximal or the cardinality becomes l, a new independent set is created. Vertices are chosen in a weight-descending order, so that vertices of large weights are chosen at early stage. If some vertices are of maximum weight, one of the smallest degree is chosen (according to results of preliminary experiments). During this process, vertices are named v n , v n−1 , · · · , v 1 in sequence.
Algorithm 3 is to obtain tighter upper bounds by merging some subsets.
Some consecutive independent sets are chosen to be merged unless the size of the new subset exceeds l. This process is performed until no subsets can be merged. The sets P 1 , P 2 , . . . , P k are returned as the partition Π.
Algorithm 4 generates an optimal table for V ′ ⊆ V . The weights of the optimal solution for all possible subsets for each P i are calculated, and saved in the optimal table corresponding to P i . For example, the table for
Note that the optimal tables are efficiently constructed with dynamic programming.
• It is obvious that w opt (∅) = 0.
Algorithm 2 Generating independent sets
INPUT: An undirected graph G = (V, E), vertex weight w(·) and size paramter l OUTPUT: A vertex sequence [v n , v n−1 , · · · , v 1 ] and Independent sets I 1 , I 2 , . . . 1: procedure Generating independent sets 2:
while X is not empty do 5: j ← j + 1 6:
while X ′ ̸ = ∅ and |I j | < l do 9: i ← |X| 10: Let v i be the vertex of maximum weight in X ′ (if there are some vertices of maximum weight, one of the smallest degree is chosen) 11 :
end while 15: end while 16: return [v n , v n−1 , . . . , v 1 ] and I 1 , I 2 , . . . , I j 17: end procedure Algorithm 3 Generating a partition INPUT: Independent sets I 1 , I 2 , . . . , I j , size parameter l OUTPUT: A partition of V : Π = (P 1 , P 2 , . . . , P k ) 1: procedure Generating partition 2:
k ← 1 3:
for i from j downto 1 do 5: if |P k | + |I i | > l then 6: k ← k + 1 7:
end if 11: end for 12: return (P 1 , P 2 , . . . , P k ) 13: end procedure following equation :
The first argument of max operator is the value of optimum solution in case Y includes v, and the other is the one in case v is not included.
Algorithm 4 Generating an optimal table
end for 13 : 15: end while 16: return opt[·] for all subsets of V ′ 17: end procedure
Branch-and-bound phase
Algorithm 5 presents an outline of the branch-and-bound phase. The variables C, C max and c[·] are global and can be accessed in the EXPAND proce-
can be used as upper bounds for the subproblem G(V ′ ). A subproblem is pruned by the bounding procedure if the upper bound is sufficiently small.
Algorithm 5 Branch-and-bound phase
Note that the upper bound of c[M (V ′ )] has been shown in a previous study [22] . We introduce a new parameter α due to the following observation. By some preliminary experiments, we confirmed that the value c[i] is frequently used and causes pruning for small i; however it is rarely (or never) prunes sub- The recursive procedure EXPAND(·) is shown in Algorithm 6. The steps from line 2 to line 7 correspond to process for leaf nodes in a search tree of branch-and-bound procedure. If a better solution is found, C max is updated. The bounding procedure is the steps from line 8 to line . 
Algorithm 6 Solving a subproblem
INPUT: V ′ ∈ V ▷ For any v ∈ V ′ , C ⊆ N (v) OUTPUT: Update C max if better cliques are found. GLOBAL VARIABLES: C max , C, c[·] 1: procedure expand(V ′ ) 2: if V ′ = ∅ then ▷ Recursive calls finished.u ← v M (V ′ )
12:
C ← C ∪ {u} 13: expand(V ′ ∩ N (u)) ▷ Solve subproblems where C includes u.
14:
C ← C \ {u} 15: expand(V ′ \ {u}) ▷ Solve subproblems where C does not includes u. 16 : end procedure
A case study
In this section, we show an example for OTClique.
Precomputation phase example
Given an undirected graph shown in of Figure 3a , OTClique constructs a vertex sequence and independent sets shown in Figure 3b by Algorithm 2. When the input parameter l is given as 3, Algotirhm 3 merges I 2 and I 3 to P 2 . Also, I 4 and I 5 are merged to P 1 .
Any vertex set is represented by an array of bit vectors. Each bit vector
corresponds to a vertex subset P i and each bit is corresponds to a vertex in P i .
For the vertex partition shown in Figure 3b , bit vector representations for some vertex sets are shown in Figure 3c .
Optimal Tables is implemented with two-dimensional arrays shown in Figure   3d . Any subsets of P i is represented by a bit vector. For example, 011 for P 2 means {v 5 , v 4 }. Therefore, w opt ({v 5 , v 4 }) = 8 can be obtained from in O(1) time.
Upper bound calculation example
For the graph shown in Figure 3a 
Numerical experiments
We implemented OTClique in C. We determined l = 25 for graphs with n ≤ 1500, otherwise l = 20. We compared OTClique withÖstergård's algorithm [22] , Yamaguchi/Masuda's algorithm [32] (denoted YM), Kumlander's algorithm [20] (denoted DK), our previous algorithm VCTable [21] and IBM's mixed integer programming solver CPLEX. For CPLEX, we formulated MWCP with integer programming as follows : maximize :
We used the C program Cliquer [33] forÖstergård's algorithm. For YM, we used a C++ implementation [32] . For VCTable, we used our own C implementation [21] . Although Kumlander presents a Visual Basic 6.0 implementation [34] , we independetly implemented DK in C to avoid performance variations between VB and C. We used an Intel(R) Core(TM) i7-2600 3.40 GHz, 8 GB of main memory, and GNU/Linux. The compiler was gcc 4.4.6 (optimization option -O2). In addition, version 12.5.0.0. of CPLEX was used. Note that CPLEX is a multi-thread solver, and the others are single-thread solvers. In our computer experiments, the CPU usage was approximately 800% for CPLEX, and the CPU usage for the others was approximately 100%.
In the result tables, n denotes the number of vertices, d denotes the edge density 2|E| |V |(|V |−1) , pre denotes the computation time for the precomputation phase, and total denotes the total computation time, which includes the precomputation phase.
Random graphs
We generated uniform random graphs with various numbers of vertices and edge density. The vertex weights were integer values ranging from 1 to 10. In each case, we generated 10 instances and calculated the average computation time and number of branches.
The computation times and their summary are shown in Table 4 and 5, respectively. In Table 5 , the values of minimum, geometric mean and maximum value of the ratio of each algorithm to OTClique are shown. Some unknown values (over 1000) are assumed 1000 for convenience in that calculation.
As can be seen, the proposed OTClique algorithm and VCTable can solve all instances; however, the others cannot solve some instances. For most graphs with 0.3 ≤ d ≤ 0.9, OTClique is faster than the other algorithms. Although the computation time for the precomputation phase is exponential to the size of P i , it is actually performed in less than 2 seconds. For graphs with d ≤ 0.2, Cliquer is faster than OTClique. However, Cliquer is very slow for dense graphs.
For graphs with d ≥ 0.95, CPLEX is faster than OTClique. We also performed some experiments for CPLEX with a fixed number of vertices and the results are shown in Table 6 . CPLEX is very slow even if the graph is sparse.
Note that CPLEX is a branch-and-cut based solver; thus, it behaves quite differently from other branch-and-bound-based algorithms.
The number of search tree nodes and its summary are shown in Table 7 and 8, respectively. The number of nodes of Cliquer is not shown because the program does not provide this information. In most cases, the YM algorithm demonstrates the smallest number of search tree nodes. However, OTClique is faster than the YM algorithm because OTClique calculates an upper bound in O(|V ′ |) time for a subproblem V ′ , whereas the YM algorithm requires O(|V ′ | 2 ) time for the upper bound calculation. Since similar tendency is also seen in the 
Graphs from error-correcting codes
Error-correcting codes are important in the field of coding theory. The problem of constructing error-correcting codes of maximum size can be formulated with the MWCP [22] .
The computation time, its summary and number of search tree nodes are shown in Tables 9, 10 and 11, respectively. OTClique, VCTable, and Cliquer can solve all instances; however, YM, DK and CPLEX cannot solve some instances within 1000 seconds. There is a difference from the experiments for random graphs; Cliquer is the fastest for random sparse graphs. However, in these experiments OTClique is often faster than Cliquer even though all graphs are very sparse. 
Combinatorial auction test suite (CATS)
The winner determination problem (WDP) is a problem to find the winner in a combinatorial auction, which allows a bidder to bid on some combinations of items. In the WDP, a set of items S and a set of bids B are given. Each bid is given as a subset A i of items and a price p [i] . Any two bids containing the same item cannot simultaneously be winners. Winners are determined to maximize the sum of the profit. The WDP can be formulated by integer programming as follows:
maximize :
CATS, the benchmark set of the WDP, is available online [6] . CATS can create instances of the CPLEX integer programming format. We obtained MWCP with graph G = (V, E) and weights for each vertex w(·) from the WDP by transforming in the following manner. Vertices corresponds to bids, and for any
weight is the price of each corresponding bid.
In the experiments, 10 instances were generated for each condition, and the average computation time, its summary and number of search tree nodes are shown in Tables 12, 13 and 14, respectively. In the tables, arbitrary-400-250 denotes the instance of the arbitrary distribution with 400 items and 250 bids.
CATS does not produce instances of an exact number of bids; thus, the numbers in column "n" differ slightly from the expected numbers.
In these experiments CPLEX was the fastest for almost all instances, probably because of small n and large d. In addition, the outputs of CATS might be in a more desirable formulation for CPLEX. Among the branch-and-bound algorithms, OTClique is significantly faster than other algorithms. 
DIMACS benchmark graphs
The DIMACS benchmarks for the MCP can be obtained online [35] . We used the DIMACS benchmarks to compare weighted algorithms. Note that there are some faster algorithms for the MCP (e.g., [14] ) than algorithms for the MWCP.
The computation time, its summary and the number of search tree nodes are shown in Tables 15, 16 and 17, respectively. In the tables, "easy instance" means the instance which at least one of algorithms can solve less than 0.1 second (26 insntaces) and "hard instance" means all the algorithm takes at least 0.1 second (16 instances). In Table 15 , we put "*" at the end of each row for "easy instance". In Table 16 , the number of times that each algorithm is the fastest is shown.
For "easy instances", OTClique is not the fastest because the time required to perform the precomputation phase is relatively long for easy instances (still less than a second). However, for "hard instances", OTClique is several times faster than other algorithms in most cases. For example, previous algorithms require at least 13 hours to solve p-hat500-3 ; however, OTClique can solve the problem within 30 minutes. 
Conclusions
We have proposed a new maximum clique extraction algorithm OTClique.
OTClique consists of two phases, the precomputation phase and the branch-andbound phase. In the precomputation phase, the proposed OTClique algorithm generates a vertex partition and optimal tables. In the branch-and-bound phase,
OTClique calculates the upper bound in a very short time using the optimal tables. Because the computation time for each branch is very short and the bounding procedure can prune significant search space; thus, OTClique can solve instances quickly.
From the experiments, we have confirmed that OTClique is significantly faster than other algorithms for almost all instances. For some instances, OT-Clique is not the fastest; however, the differences are not significant. OTClique [4] R. Horaud, T. Skordas, Stereo correspondence through feature grouping
