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Abstract 
It is shown that a balanced matrix whose row sums are < 3 is totally unimodular. The proof 
is based on analyzing the effects of Gaussian elimination on such balanced matrices. 
A Cl matrix is balanced if it contains no square submatrix of odd size in which each 
row and column contains exactly two 1’s. We call such an excluded submatrix an odd 
cycle. Note that any submatrix of a balanced matrix is balanced. Balanced matrices 
were introduced by Berge in [l] where he showed that if A is a balanced matrix, then 
the linear programs 
max(1.x: Ax<u, O<x<w} 
and 
min(1.y: Ayau, Ody<w} 
achieve their optimal values at integral vectors x and y (where u is a vector of l’s and 
CD’S and u and w are (0, 1) vectors). Fulkerson et al. [2] used Fulkerson’s theory of 
anti-blocking matrices and their polyhedra to extend Berge’s results to the case of 
arbitrary nonnegative integral vectors U, u, and w. 
A (0, 1) square matrix A is unimodular if it has a determinant equal to f 1. A (0, 1) 
matrix (not necessarily square) is totally unimodular if every square submatrix, includ- 
ing A itself is square, has a determinant equal to - 1, 0, + 1. Since the determinant of 
an odd cycle is f2, a totally unimodular matrix must be balanced. The matrix in 
Fig. 1 is balanced but not unimodular. 
We shall now prove that for one class of (0, 1) matrices, the concepts of balanced 
matrices and total unimodular matrices are equivalent. 
Theorem 1. Let A be a (0,l) matrix with row sums < 3. Then A is balanced ifand only if 
A is totally unimodular. 
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Proof. We must show that if A is balanced, then it is totally unimodular. We note that 
it suffices to prove this result just for square (0, 1) matrices, since if A were not totally 
unimodular, then A must contain a square submatrix A0 that is not totally 
unimodular. 
We prove our theorem by induction. Trivially, any square (0, 1) matrix of size 1 or 
2 is totally unimodular. Assume the theorem is true for any square (0, 1) matrix of size 
<n (where n >2) and that B is a square (0, 1) matrix of size y1 with row sums <3. 
Suppose B is not totally unimodular, although all (proper) submatrices are. It follows 
that ldet(B)( >2, and consequently B is nonsingular. We need to show that B has an 
odd cycle. 
Recall that to perform Gaussian elimination on a matrix, one subtracts multiples of 
the first row from the other rows to obtain a new matrix with O’s in the first column 
below the main diagonal (this step of the elimination procedure is called pivoting on 
entry (l,l)). Then one repeats this process in the second column by pivoting on entry 
(2,2), and so on, until finally one has reduced the original matrix to an upper 
triangular matrix. We cannot perform a pivot on an entry that is zero. Thus, when 
performing Gaussian elimination, we assume the rows and columns of the matrix are 
so arranged that there is no zero along the main diagonal during pivoting unless at 
some point all the remaining rows are all zeros. 
Claim 1. When Gaussian elimination is performed on B, thejirst n- 1 diagonal entries 
will be + 1 in the resulting upper triangular matrix B*, but entry (n, n) of B* must be an 
integer of magnitude greater than one. 
Proof. It is a well-known fact of linear matrix that the product of the diagonal entries 
in the resulting upper triangular matrix B* equals the determinant of A (see Strang 
[3]). The claim then follows from the fact that B is not totally unimodular while all its 
submatrices are. 0 
Let Bk denote the k-by-k submatrix formed by the last k rows and columns of B after 
pivoting on the first n-k diagonal entries. We shall refer to the entries of Bk in terms 
of their positions in B; for example, the entries of B2 have positions (n- 1, n- l), 
(n - 1, n), (n, n - 1) and (n, n). 
By the induction assumption and Claim 1, all entries in Bk are - 1, 0 or + 1, for 
k> 1, but Br consists of an entry with magnitude greater than one. 
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Claim 2 (i) B,‘s single entry must be +2; 
(ii) B2 must have all entries ofmagnitude one with an odd number of them positive, as in 
the matrices in Fig. 2 or their complements (obtained by multiplying all entries by - 1): 
Proof. (i) Since B,‘s entries are 1, - 1 or 0, the pivot on entry (n- 1, n- 1) of B2 will 
produce a number of magnitude at most 2. 
(ii) The reader can check that pivoting on entry (n- 1, n- 1) in any of the four 
candidate B2’s in Fig. 2 (or their complements) will yield a B, which is f 2. If any entry 
of Bz is 0, then B1 will be f 1. If Bz has an even number of l’s and of - l’s, then the 
two rows of B, are seen to be linearly dependent. 0 
Claim 3. B has exactly two l’s in each row and each column. 
Proof. We prove the claim for rows; the result for columns then follows by consider- 
ing the transpose of B. If the kth row of B has one 1, say, in entry (k, h), then the 
submatrix of B obtained by deleting the kth row and hth column has the same 
determinant as B, contradicting the assumption that every square submatrix of B is 
unimodular. So all rows of B have at least two 1’s. 
Suppose B has a row R with three l’s, occurring in columns C1,Cz, CJ. Given 
a square matrix that is nonsingular, as B is, its columns can be put in any order and 
then, after appropriate rearrangement of rows, one can pivot down the main diagonal. 
Suppose the columns of B are ordered so that C1, C2, C3 are the last three columns, 
and the rows rearranged to permit pivoting down the main diagonal. Call the new 
matrix B”. 
Row R must be one of the last three rows of p, for otherwise one could not pivot on 
the diagonal entry of row R. Note that none of R’s entries can be changed by the first 
n - 3 pivots, since row R has O’s in the first n - 3 columns of B”. We now examine @ 
(the last three rows and columns of B” after the first n-3 pivots). We consider two 
cases. 
Case (i): R is row n-2 of p. See Fig. 3. 
Subcase (a): Suppose entries (n - 1, n-2) and (n, n-2) are both 0. Then there is no 
elimination to perform in column n-2 (no pivot) and row n-2 and column n- 2 
could be deleted without changing @ or @ - but then the resulting reduced matrix 
(after this deletion) has a product of diagonal entries that is greater than one in 
magnitude, i.e., the submatrix of B obtained by deleting row n - 2 and column n - 2 is 
not unimodular. 
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