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WETTING AND LAYERING FOR SOLID-ON-SOLID I:
IDENTIFICATION OF THE WETTING POINT AND CRITICAL
BEHAVIOR
HUBERT LACOIN
Abstract. We provide a complete description of the low temperature wetting transition
for the two dimensional Solid-On-Solid model. More precisely we study the integer-valued
field (φ(x))x∈Z2 , associated associated to the energy functional
V (φ) = β
∑
x∼y
|φ(x)− φ(y)| −
∑
x
(
h1{φ(x)=0} −∞1{φ(x)<0}
)
.
It is known since the pioneering work Chalker [14] of that for every β, there exists
hw(β) > 0 delimiting a transition between a delocalized phase (h < hw(β)) where the
proportion of points at level zero vanishes, and a localized phase (h > hw(β)) where this
proportion is positive. We prove in the present paper that for β sufficiently large we have
hw(β) = log
(
e4β
e4β − 1
)
.
Furthermore we provide a sharp asymptotic for the free energy at the vicinity of the
critical point: we show that close to hw(β), the free energy is approximately piecewise
affine and that the points of discontinuity for the derivative of the affine approximation
forms a geometric sequence accumulating on the right of hw(β). This asymptotic behav-
ior provides a strong evidence for the conjectured existence of countably many “layering
transitions” at the vicinity of the critical point, corresponding to jumps for the typical
height of the field.
2010 Mathematics Subject Classification: 60K35, 60K37, 82B27, 82B44
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2 HUBERT LACOIN
1. Introduction
1.1. Motivation: the wetting problem for Ising interfaces. Consider the Ising
model at low temperature on a cube large cube J1, NK3 with minus boundary condi-
tion on the bottom face and plus on the other five faces. If the inverse temperature β
is sufficiently large, the only macroscopic interface that appears in the system is the one
separating pluses and minuses appears at the vicinity of the bottom face.
This interface wants to minimize its surface tension, and thus has an incentive to remain
close to the bottom of the cube. By doing so it also loses some degrees of freedom as it
feels the constraint of the boundary. Due to this energy/entropy competition, the typical
distance of the interface to the bottom face diverges whenN goes to infinity, a phenomenon
known as entropic repulsion (rigorously proved in [18]).
We can take to problem one step further and add some positive external magnetic fields
h acting only on the layer of the cube which is adjacent to the bottom face. Heuristically,
it is quite clear that a very large magnetic fields forces the interface to stick to the bottom
face. It is a more delicate issue, however, to decide whether this occurs for a magnetic
field with an arbitrary small intensity, or if we have a non-trivial transition in h between a
phase where entropic repulsion persists and a localized one. This question, as well as the
qualitative description of such a phase transition, has given rise to a rich literature, and
we refer to the recent survey by Ioffe and Velenik [23] for a comprehensive bibliography
on the subject.
While the analogous problem in dimension 2 can be solved explicitly (there is a closed
expression for the critical value of the magnetic field [1] and the behavior of the interface
in the localized and the delocalized phase seems to be well understood [23, Section 2.1.2])
the understanding of the problem in dimension 3 (and higher) is far from complete [23,
Section 2.1.3].
One reason for being so is that when d = 3, the behavior of interfaces between bulk
phases (far from the boundary) is rigorously understood only at very low temperature.
In that regime, it is known that Ising interfaces are rigid, in the sense that they are
microscopically flat apart from local perturbations [15]. The existence of the wetting
transition in this regime was established in [18] together with an explicit bound for the
value of the magnetic field where the wetting transition should occur. We let hw(β) denote
the critical value of h at which this transition occurs (a rigorous characterization of this
value is given in (2.11)).
However, the predicted complete low temperature picture goes beyond the existence
of a wetting transition: When the magnetic fields varies, the system should undergo a
(countably) infinite sequence of phase transitions corresponding to changes of the height
for the interface. The corresponding critical points should accumulate towards the left
of hw(β) (see e.g. [2, 4] for evidences of this phenomenon). Making this rigorous is a
very challenging task and for this reason some attention has been brought to a simplified
version of the problem called Solid-On-Solid (SOS).
1.2. The wetting problem for the Solid-on-Solid model. The SOS model is ob-
tained by neglecting interaction with microscopic clusters and assuming that the interface
is a graph of a function (see (2.2) below for a formal definition). While these simplifica-
tion should not alter the qualitative behavior of the interface, it makes the model much
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more tractable: Rigorous results have been proved concerning the existence of a roughen-
ing transition [19] (this transition is also conjectured to occur for the three dimensional
Ising Model), and a very detailed picture of the entropic repulsion phenomenon at low
temperature has been given in [12].
The problem of wetting for SOS has been considered in the literature with a particular
focus on the case of dimension 1+2 (the case corresponding to the three dimensional Ising
model). The existence of a transition was proved in proved by Chalker [14] with bounds on
hw(β) valid at all temperature which implies in particular that entropic repulsion persists
with the presence of a small magnetic fields.
In [3], a perturbational approach based on Cluster Expansion techniques provides some
evidence for the infinite sequence layering transition. More precisely, it is proved that for
every n, at sufficiently low temperature (which depends on n), there exists an interval of
values of h for which the field localizes at height n. Related results concerning infinite
volume Gibbs states as well as regularity of the free energy in the corresponding regions
are also obtained. However, as the requirement on the temperature in the main results of
[3] depends on the value of n, it does not imply the occurrence of an infinite sequence of
phase transition, nor does it allow to identify the critical wetting line hw(β).
In the present paper, we provide a deeper understanding of the wetting transition at
low temperature, with the following results:
(A) We identify the critical wetting line, proving that for large values of β
hw(β) = log
(
e4β
e4β − 1
)
.
It corresponds to the lower bound derived by Chalker [14, Equation (4a)].
(B) We prove that close to the critical point, the free energy is asymptotically equiva-
lent to a function which is affine on intervals delimited by a geometric progression
which accumulates on the right of hw(β).
Point (B) is very much related to the conjectured existence of sequence of layering tran-
sition that should accumulate on the right of hw(β) (discussed e.g. in [2, 3, 23]). Let us
briefly explain this connection: Our asymptotic for the free energy is obtained by trying
to find an optimal strategy to benefit from the pinning without paying too much entropic
cost. The strategies we consider are of the following type: The interface stabilize at an
height n above the bottom face, and visit the interaction zone mostly with some rare
spikes pointing downward. We obtain a sharp asymptotic by taking the supremum over
over all such strategies (that is over the localization height n) as evidenced by Equation
(2.15) . Each affine part in the asymptotic equivalent displayed in (2.15) corresponds to
a given value of n, and the meeting points between two affine parts correspond thus to a
transition between two localization strategies.
We believe, in agreement with existing conjectures in the literature [2, 3, 4] that these
angular point do not appear only on the asymptotic equivalent but also on the free energy
curve. Thus they should correspond to discontinuity point for the asymptotic contact
fraction, which is the signature of first-order phase transition. Between these layering
transition, the free energy should be analytic in both parameters h and β. This aspect of
the problem is to be developed in a second paper [25].
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2. Model and results
2.1. The Solid on Solid Model on Zd. While we are mostly interested in the two
dimensional case, the proof presented in this paper can be adapted for arbitrary dimension
(see the discussion in Section 2.4). Hence, we introduce the problem in the more general
framework. Consider Λ a finite subset of Zd (equipped with its usual lattice structure)
and let ∂Λ denote its external boundary
∂Λ := {x ∈ Zd \ Λ : ∃y ∈ Λ, x ∼ y}.
Given φ ∈ ΩΛ := ZΛ and n ∈ Z we define the Hamiltonian for SOS with boundary
condition n as,
HnΛ(φ) :=
1
2
∑
x,y∈Λ
x∼y
|φ(x)− φ(y)|+
∑
x∈Λ,y∈∂Λ
x∼y
|φ(x)− n|. (2.1)
Given β > 0, we define the SOS measure with boundary condition n, PnΛ,β on ΩΛ by
PnΛ,β(φ) :=
1
ZΛ,β e
−βHnΛ(φ) where ZΛ,β :=
∑
φ∈ΩΛ
e−βH
n
Λ(φ). (2.2)
Note that, by translation invariance, ZΛ,β does not depend on n. For readability, we drop
the superscript n in the notation in the special case n = 0.
Observe that if Λ(1) and Λ(2) are disjoint we have
HΛ(1)∪Λ(2)(φ) ≤ HΛ(1)(φ) +HΛ(2)(φ) (2.3)
which yields immediately
ZΛ(1)∪Λ(2),β ≥ ZΛ(1),βZΛ(2),β. (2.4)
This property implies (see e.g. [17, Section 3.2] for a proof in the case of the Ising model)
the existence of the following limit
lim
|Λ|→∞
|∂Λ|/|Λ|→0
1
|Λ| logZΛ,β = f(β), (2.5)
taken over any sequence of finite sets (ΛN )N≥1 such that the ratio between the cardinality
of ΛN and that of its boundary ∂ΛN vanishes. We refer to f(β) as the free energy.
To clarify notation, in the remainder of the paper, we consider the limit along the
sequence ΛN := J1, NK2 (using the notation Ja, bK = [a, b] ∩ Z ). We write ZN,β for ZΛN ,β
and adopt a similar notation for the other quantities.
When β is sufficiently large, it has been shown in [6] that there exists a unique infinite
volume Gibbs state corresponding to zero boundary condition. To state the result in full,
we need to introduce some classic terminology.
We say that a function f : ΩZd := (Z)
Zd → R is local of there exists (x1, . . . , xk) and
f˜ : Zk → R such that f(φ) = f˜(φ(x1), . . . , φ(xk)). The minimal choice for the set of indices
{x1, . . . , xk} is called the support of f (Supp(f)). With some abuse of notation, whenever
Λ contains the support of f , we extend f to ΩΛ in the obvious way. An event is called
local if its indicator function is a local function.
For A and B two finite subsets of Z2, we define
d(A,B) := min
x∈A,y∈B
|x− y|, (2.6)
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where | · | denote the ℓ1 distance. In [6], is has been shown that PΛ,β converges expo-
nentially fast to some infinite volume Gibbs measure in the low temperature regime. The
following result is a consequence of the proof of the main theorem in [6] (it can also be
deduced as a consequence of the first proposition in [24]).
Theorem A (From [6]). For any d ≥ 2, there exists β0(d) > 2 such that for any β > β0,
there exists a measure Pβ ΩZd such that that for every local function f , and every Λ which
contains the support of f .
|EΛ,β[f(φ)]−Egb[f(φ)]| ≤ 4|Supp(f)|‖f‖∞e−d(∂Λ,Supp(f)). (2.7)
2.2. The wetting problem for the SOS model. For φ ∈ ΩΛ and A ⊂ Z (or R), we set
φ−1(A) := {x ∈ Λ : φ(x) ∈ A}.
We sometimes omit the brackets, and write φ−1A, to make the notation lighter. Given
h ∈ R we consider PhΛ,β which is a modification of PΛ,β where the interface φ is constrained
to remain positive and gets an energetic reward h for each contact with 0. We use the
notation Ω+Λ := (Z+)
Λ where Z+ := Z ∩ [0,∞) and define
PhΛ,β(φ) :=
1
ZhΛ,β
e−βHΛ(φ)+h|φ
−1{0}| where ZhΛ,β :=
∑
φ∈Ω+Λ
e−βHΛ(φ)+h|φ
−1{0}|. (2.8)
We also consider Pn,hΛ,β the variant with boundary condition n ∈ N, where HΛ is replaced
by HnΛ. We want to study the localization transition in h for PhΛ,β which appears in the
limit when Λ→∞. For the same reasons as for the SOS partition function (recall (2.4)),
logZhΛ,β is superadditive for disjoint union and thus the free energy
f(β, h) := lim
N→∞
1
N2
logZhN,β, (2.9)
is well defined. Furthermore the function h 7→ f(β, h) is non-decreasing and convex in h
(as a limit of non-decreasing convex function). At points where f(β, h) is differentiable,
the convexity allows to exchange the positions of limit and derivative, thus the derivative
in h corresponds to the asymptotic contact fraction
∂hf(β, h) = lim
N→∞
1
N2
EhΛ,β[|φ−1(0)|]. (2.10)
It was established in [14] (in different but equivalent terms) that the critical value hw(β)
separating the localized phase (∂hf(β, h) > 0) from the delocalized one (∂hf(β, h) = 0) is
given by
hw(β) := sup{h ∈ R : f(β, h) = f(β)}
= inf{h ∈ R : f(β, h) > 0}. (2.11)
Additionally, it was proved that for every β > 0
log
(
e4β
e4β − 1
)
≤ hw(β) ≤ log
(
16(eβ + 1)
eβ − 1
)
, (2.12)
showing in particular that hw(β) > 0. The aim of this paper is to determine the value of
hw(β), and to identify some properties of the system at the vicinity of the critical point:
In particular we are interested in identifying the asymptotic behavior of f(β, hw(β) + u)
for small positive values of u.
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2.3. Main result. We focus now on the case d = 2. To state our main result, we need to
introduce two quantities related to asymptotic probability for observing certain types of
“peak” in φ. We let 0 and 1 denote the vertices (0, 0) and (1, 0) respectively and define,
for β > β0
α1(β) := lim
n→∞ e
4βPβ [φ(0) ≥ n] ,
α2(β) := lim
n→∞ e
6βPβ [min(φ(0), φ(1)) ≥ n] .
(2.13)
The existence and finiteness of those limits is part of Proposition 4.6 (the existence of
α1 is given in [11, Lemma 2.4]). For better readability of the formulas we introduce the
quantities
f(β, u) = f
(
β, log
(
e4β
e4β − 1
)
+ u
)
− f(β)
and
J = J(β) := e−2β.
Theorem 2.1. If β > β0 (of Theorem A), we have
hw(β) = log
(
e4β
e4β − 1
)
.
Furthermore
f(β, u)
u→0+∼ F (β, u) (2.14)
where
F (β, u) := max
n∈Z+
(
α1J
2nu− 2α2(J
3 − J4)
1− J3 J
3n
)
. (2.15)
Remark 2.2. Note that the value of n that maximizes the l.h.s. in (2.15) is given by
n(u) :=
⌈
(2β)−1 log
(
2α2(1− J3)
α1(1 + J)(1− J4)
)
− log u
2β
⌉
− 3. (2.16)
In particular F (β, u) is affine by parts and we have
F (β, u) = u3gβ (logJ u) , (2.17)
where gβ is a 1-periodic function which is bounded away from 0 and ∞. The critical
exponent 3 appearing in (2.17) is a not universal and is inherited from the lattice structure,
see Section 2.4 for more on this issue.
Remark 2.3. Let us be more specific on the assumption required for β. To prove that
hw(β) = log
e4β
e4β−1 , we only need the following to hold∑
{γ : 0∈γ}
e−β|γ˜| <∞, (2.18)
where the sum is performed over contours which contain 0 (see Section 4.2 where the
relevant definitions are introduced). Moreover under assumption (2.18) alone, we can
prove that there exists a constant C such that
∀u ∈ (0, 1], C−1u3 ≤ f(β, u) ≤ Cu3.
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To obtain the sharp asymptotics, we use Theorem A and thus we need β ≥ β0. On top
of that, we also use the fact that β > β1 where
β1 = inf
β : ∑{γ:0∈γ} e−β|γ˜| <∞
 , (2.19)
(which is almost equivalent but possibly more strict than (2.18)). It is a classical exercise
to show that β1 ∈ (log 2, log 3). While no explicit bound given in [6] for β0, the issue of is
discussed in [24, p 493], and it appears that β0 ≥ 2 and thus β0 > β1.
Remark 2.4. Derivative of F (β, u) appears to be discontinuous at
un :=
2α2
α1
J2n+2(1 + J)(1− J3)
1− J4 .
While we believe that discontinuity point appears also on the free energy curve, to mark
the layering transitions, it is not expected that they coincide exactly with un. We conjec-
ture however that ∂uf(β, u) present a sequence of discontinuity points (u
∗
n)n≥1, which is
asymptotically equivalent to un when n tends to infinity (see also Section 2.5).
2.4. Possible extensions of the result. We have chosen for simplicity to present our
result in Z2, but it can extend to any finite dimensional transitive lattice. For two dimen-
sional lattices, the proof works verbatim, provided adequate conventions are adopted for
the contour decomposition.
The case of higher dimension (for simplicity let us say Zd) is a bit more delicate as
the contour representation introduced in Section 4.2 is specific to dimension 2. However
this is not essential to the proof and we can replace contours e.g. with clusters of edges of
non-zero gradient as done in [6].
Transitive planar lattices. Let T2 and H2 denote the usual triangular lattice and hexagonal
lattice respectively: The vertices of T2 are the complex numbers of the form a + be
iπ/3
with a, b ∈ Z and edges link vertices at (Euclidean) distance 1. The lattice H2 is obtained
in the same manner but only keeping the vertices such that a+2b 6= 2 [3]. The SOS model
can be defined on those lattices in the same manner as for Z2.
To adapt the proof of Theorem 2.1 to these cases, the only ingredient we need is a
contour representation similar to the one introduced in Section 4.2. For T2 there is no
possible ambiguity when defining contour in the dual lattice, but the situation is a bit more
delicate for H2, since the dual lattice has degree 6 (and thus 3 contour line can meet).
We let the reader check that things work out using an adequate convention to define the
contour lines, similar the one described below Figure 1.
If we let P#β denote the infinite volume limit (with # = T or H) of the SOS measure
with 0 boundary condition (which exist for β sufficiently large), we define
αT1 := limn→∞ e
6βPTβ [φ(0)], α
T
2 := limn→∞ e
10βPTβ [min(φ(0), φ(1)) ≥ n],
αH1 := limn→∞ e
3βPTβ [φ(0)], α
H
2 := limn→∞ e
4βPTβ [min(φ(0), φ(1)) ≥ n].
(2.20)
Using the same notation as in the Z2 case with corresponding superscript and setting
f#(β, u) = f#(β, h#w (β) + u)− f#(β)
we obtain the following result.
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Theorem 2.5. When β > β0(#) sufficiently large, we have,
hTw(β) = log
(
e6β
e6β − 1
)
and hHw(β) = log
(
e3β
e3β − 1
)
and furthermore we have
f#(β, u)
u→0+∼ F#(β, u) (2.21)
where
FT(β, u) := max
n∈Z+
(
αT1J
3nu− 3α
T
2 (J
5 − J6)
1− J5 J
5n
)
,
FH(β, u) := max
n∈Z+
(
αH1 J
3n/2u− 3α
H
2 (J
2 − J3)
2(1 − J2) J
2n
)
.
(2.22)
The proof being identical to that of Theorem 2.1, we leave to the reader the compu-
tation need to obtain (2.22). Our main motivation for displaying this generalization is
to underline that the exponent 3 appearing in (2.17) is not universal and inherited from
the lattice structure (more precisely it is determined by the ratio of the length of the two
shortest contours). For instance we have
fT(β, u)
u→0+≍ u5/2 and fH(β, u) u→0+≍ u4. (2.23)
Higher dimension. The generalization of the result to higher dimension is a bit more
delicate since one has to abandon the idea of using the contour representation, but it can
be still be performed. In that case, for β sufficiently large, we have
hdw(β) := log
(
e2dβ
e2dβ − 1
)
(2.24)
and the asymptotic equivalent for
fd(β, u) := fd(β, hdw(β) + u)− fd(β)
is given by
F d(β, u) := max
n∈Z+
(
αd1J
dnu− dα
d
2(J
2d−1 − J2d)
1− J2d−1 J
(2d−1)n
)
. (2.25)
where we defined
αd1 := limn→∞ e
2dβPdβ [φ(0)],
αd2 := limn→∞ e
(4d−2)βPdβ[min(φ(0), φ(1)) ≥ n],
(2.26)
with 0 = (0, . . . , 0) and 1 = (1, 0, . . . , 0). The letter Pdβ denotes the infinite volume
probability distribution. In particular we have
fd(β, hdw(β) + u)
u→0+≍ u 2d−1d−1 .
It is known however that when d ≥ 3 the SOS surface is rigid for every value of β [9],
and hence it seems reasonable to hope that (2.24) holds for all β. Giving any prediction
about the critical behavior for small β is a more challenging task.
Remark 2.6. The case of SOS in dimension 1 is quite different and corresponds to the
wetting of random walk investigated in [16] (see also the first chapters of [20] for an in-
troduction). In that case we have hw(β) = log(1 + e
−β) for every β > 0, and there exists
a closed expression for the free-energy f(β, h) which is analytic in β and h outside of the
critical line.
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Remark 2.7. The question of wetting can be and has been posed for other kinds of surface
models, in particular for those when φ takes value in RΛ and the potential is of the form
−h1{φ(x)∈[0,1]} +∞1{φ(x)<0}.
These models are not expected to display layering transitions. In [13] it has been shown
that there is a non trivial transition (hw(β) > 0) when φ is distributed like the lattice
massless free field in Z2. There is no particular reason to hope that the value of hw(β) can
be determined in that case, and obtaining some qualitative result about the phase transition
seems a very challenging task.
For the lattice free field in higher dimension (d ≥ 3) it has been shown that there is no
wetting transition (hw(β) = 0) [5]. Moreover in that case the critical behavior of the free
energy and the vicinity has been identified [21].
2.5. About layering transitions. While the asymptotics we find for the free energy and
the corresponding proofs give some indications about the occurrence of layering transitions,
they do not provide a complete picture of the phenomenon. Let us describe shortly here
what we believe should occur, when β is sufficiently large
(A) There exists a decreasing sequence (h∗n(β)n≥1), with limn→∞ h∗n = hw(β) such that
h 7→ f(β, h) is analytic on R \ {h∗n}n≥1, and and ∂hf(β, h) is discontinuous at h∗n
for every n.
(B) When h ∈ [h∗n+1, h∗n), the measure PhΛ,β converges towards an infinite volume
limit Pn,hβ which percolates at level n. We mean that under P
h
β , the level set
{x : φ(x) = n} contains a unique infinite connected component of positive
density and the other level sets only display finite connected components. This
convergence also holds for Pm,hΛ,β for any m ∈ N.
(C) When h ∈ (h∗n+1, h∗n), Pn,hβ is the unique translation invariant infinite volume Gibbs
state, but when When h = h∗n there exists (at least) two translation invariant
Gibbs states P
n−1,h∗n
β and P
n,h∗n
β which respectively percolates at level n− 1 and n.
The sequence P
m,h∗n
Λ,β converges towards P
n−1,h∗n
β when |Λ| → Z2 if m ≤ n− 1 and
towards P
n,h∗n
β if m ≥ n.
A step towards this result was performed in [3]: analyticity and the existence of the
infinite volume measure at level n were proved to hold in the interval (Jn+2+ε, Jn+3−ε)
for β ≥ βn, where βn diverges when n goes to infinity. A scheduled sequel to the present
paper aims to bring more of this conjecture on rigorous ground [25].
Results with a similar flavor where obtained in [7, 8] for the so-called prewetting prob-
lem, where a bulk positive magnetic field is present.
3. A heuristic picture of the phase diagram
In the present section, we introduce a reformulation of the problem which aims to give
a better intuition both on the result and the proof of Theorem 2.1. In Section 3.1, we
reinterpret the partition function as that of a different interface model which does not
include a positivity constraint and is easier to analyze. We make use of this alternative
representation in Section 3.2 to provide a heuristic for our main result.
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3.1. Rewriting the partition function to drop the positivity constraint. We can
rewrite the partition function for the wetting as a partition function on the larger set of
unconstrained trajectories ΩΛ, by adding some penalty term for visiting the negative half
space. Recalling (2.8), for any Γ ⊂ Λ we set
Z+Γ := Z0Γ,β =
∑
φ∈Ω+Γ
exp (−βHΛ(φ)) . (3.1)
and
H(Γ) := logZ+Γ,β,
(the dependence in β is omitted from the notation in both case for better readability). We
can rewrite the partition function in the following manner.
Lemma 3.1. We have
ZhΛ,β =
∑
φ∈ΩΛ
e−βHΛ(φ)+h|φ
−1(Z−)|−H(φ−1(Z−)). (3.2)
Proof. We let φ+(x) = max(φ(x), 0) and φ−(x) = max(−φ(x), 0) denote respectively the
positive and negative part of φ. Observe that the map φ 7→ (φ+, φ−) is bijective from ΩΛ
to the set of pairs of function with disjoint supports{
(φ+, φ−) ∈ Ω+Λ : ∀x ∈ Λ, φ+(x)φ−(x) = 0
}
.
Considering φ− as a function defined on φ−1+ {0}, it is straight forward to check from the
definition that
HΛ(φ) = HΛ(φ+) +Hφ−1+ {0}(φ−).
As a consequence we have∑
φ∈ΩΛ
e−βHΛ(φ)+h|φ
−1(Z−)|−H(φ−1(Z−))
=
∑
φ+∈Ω+Λ
e−βHΛ(φ+)+h|φ
−1
+ {0}|−H(φ−1+ {0})
∑
φ−∈Ω+
φ−1+ {0}
e
−βH
φ
−1
+ {0}
(φ−)
=
∑
φ+∈Ω+Λ
e−βHΛ(φ+)+h|φ
−1
+ {0}|−H(φ−1+ {0})Z+
φ−1+ {0}
=
∑
φ+∈Ω+Λ
e−βHΛ(φ+)+h|φ
−1
+ {0}| = ZhΛ,β. (3.3)

The proof displayed above implies also that the distribution of PhΛ,β can be obtained by
first by sampling a field in ΩΛ with respect to the alternative measure P˜
h
Λ,β defined by
P˜hΛ,β(φ) :=
1
ZhΛ,β
e−βHΛ(φ)+h|φ
−1(Z−)|−H(φ−1(Z−)), (3.4)
and then taking the positive part of φ. While the measure P˜hΛ,β might seem less natural
than PhΛ,β , it turns out to be easier to analyze because it has a positive density with respect
to PΛ,β whose behavior is better understood (cf. Theorem A, Lemma 4.3 and Lemma 4.4).
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Yet, to make use of this alternative representation for the wetting model, we need to
state few basic properties for H. We say that two finite subsets of Z2, Λ(1) and Λ(2) are
separated if they are disjoint and are not connected by any edges (this is equivalent to
Λ(1) ∩ ∂Λ(2) = ∅).
A first obvious observation is that if Λ(1) and Λ(2) are separated, we have
H(Λ(1) ∪ Λ(2)) = H(Λ(1)) +H(Λ(2)).
Thus H(Γ) can be computed by summing over all maximal connected components of Γ.
The following result gives us the contributions of components of size one and two and an
estimate for that of size three and larger.
Lemma 3.2. The function Hβ = H defined on the finite subsets of Z
d satisfies the fol-
lowing
(i) For x ∈ Z2, H{x} = log
(
1
1−J2
)
.
(ii) If x, y ∈ Z2, are such that x ∼ y then
H{x, y} = 2 log
(
1
1− J2
)
+ log
(
1− J4
1− J3
)
.
(iii) For a connected set Γ with |Γ| ≥ 2 there exists positive constants c1(β) and c2(β)
which are such that
c1|Γ| ≤ H(Γ)− |Γ| log
(
1
1− J2
)
≤ c2|Γ|. (3.5)
Proof. To prove (i) we simply observe that
Z+{x} =
∞∑
z=0
e−4βz =
1
1− J2 .
We obtain (ii) by decomposing on the possible value for u = min(φx, φy), v = |φy − φx|.
Considering that two location are possible for the maximum (when φx 6= φy) we obtain
Z+{x,y} =
∑
u≥0
e−6βu
1 + 2∑
v≥1
e−4βv
 = (1 + J2)
(1− J3)(1 − J2) .
We are going to prove (iii) with constants (which we do not try to optimize)
c1(β) =
1
6
log
(
1− J4
1− J3
)
and c2(β) := 2 log (1 + J) .
For the lower bound we notice (this is a consequence of (2.3)) that given two disjoint sets
Λ1 and Λ2, we have
Z+Λ ≥ Z+Λ1Z+Λ2 (3.6)
so that H is superadditive. Then by immediate induction, we see that any connected
set of cardinality n can be split into ⌈(n − 1)/4⌉ connected sets of cardinality 2 and
n− 2⌈(n− 1)/4⌉ singletons. As a consequence of superadditivity and of (i)− (ii), for any
12 HUBERT LACOIN
Γ we have
H(Γ) ≥
⌈ |Γ| − 1
4
⌉
log
(
1− J4
1− J3
)
−
(
|Γ| − 2
⌈ |Γ| − 1)
4
⌉)
log
(
1
1− J2
)
≥ |Γ|
(
log
(
1
1− J2
)
+
1
6
log
(
1− J4
1− J3
))
. (3.7)
For the upper bound, we notice that for each x ∈ Γ, extending φ to the boundary by
setting φ(y) = 0 for φ ∈ ∂Γ we have
Z+Γ,β ≤ ZΓ,β =
∑
φ∈ΩΓ
(∏
x∈Γ
e−
β
2
∑
y∼x |φx−φy|
)
exp
(
− β
2
∑
y∈Γ,z∈∂Γ
y∼z
|φy|
)
≤
∑
φ∈ΩΓ
∏
x∈Γ
e−
β
2
∑
y∼x |φx−φy |. (3.8)
Setting φx :=
1
2dφy we have for each x ∈ Γ,
β
2
∑
y∼x
|φx − φy| ≥ 2β|φx − φx|,
and hence ∑
φx∈Z
e−
β
2
∑
y∼x |φx−φy | ≤
∑
φx∈Z
e−2β|φx−φx| ≤ 1 + J
1− J . (3.9)
Taking the product over all x ∈ Γ this yields
Z+Γ,β ≤
(
1 + J
1− J
)|Γ|
(3.10)
and hence the desired upper bound.

3.2. Identifying the localization strategy. A consequence of Lemma 3.2 is that the
function H defined by
H(Γ) := H(Γ)− |Γ| log
(
1
1− J2
)
,
is non-negative. For that reason, it is convenient to consider the change of variable
u := h− log
(
1
1− J2
)
.
With this notation as a consequence of Lemma 3.1 (recall that we use the subscript N
when considering Λ = ΛN := J1, NK2) we have
ZhN,β
ZN,β = EN,β
[
eu|φ
−1(Z−)|−H(φ−1(Z−))
]
. (3.11)
Thus, under PhN,β (recall (3.4)), if u ≤ 0 trajectories only gets penalized when visiting
the lower half-space and trivially (ZhN,β/ZN,β) ≤ 1. Thus we recover the lower bound of
Chalker [14] displayed in (2.12),
hw(β) ≥ − log(1− J2).
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If u is positive but small (say u ≤ c1(β)/2 with c1(β) taken from Equation (3.5)) then
the effect one visits of the lower half-space depend on the size of the corresponding cluster
of φ−1(Z−) it belongs to. From Lemma 3.2, a visit to the lower half-space is rewarded by
an amount u when being performed by an isolated site (H{x} = 0), and penalized, (with
a penalty whose value is comprised between c1(β)−u ≥ c1(β)/2 and c2(β)), if at least one
of the neighbors also visits the lower half-space.
To get an overall positive energetic contribution, we need to cook up a strategy, which
at a moderate entropic cost makes the vast majority of the visits come from isolated sites.
In view of (2.13), under PΛ,β, high level sets are mostly composed of single peaks.
Hence we decide to change the boundary condition for the field from 0 to some large
n ≥ 0 in order to make φ−1(Z−) look like one of these level sets. The cost for changing
the boundary condition is proportional only to the size of the boundary and thus does
not affect the free energy (see Lemma 5.2). By translation and reflection invariance, this
change of boundary, is equivalent to replace φ−1(Z−) by φ−1[n,∞).
Let us now try to find a good approximation for the structure of the set φ−1[n,∞).
Given n ≥ 1 (the definition also extends to n ≤ 0), φ ∈ ΛN , and x ∈ ΛN , we let q(φ, x, n)
denote the size of the maximal connected component in φ−1[n,∞) containing x, that is
q(φ, x, n) := max { |Γ| : x ∈ Γ, Γ is connected and ∀y ∈ Γ, φ(y) ≥ n} , (3.12)
with the convention that q(φ, x, n) = 0 if φ(x) ≤ n− 1.
Let us observe that (2.13) implies that, for x ∼ y, when the boundary is sent to infinity,
the respective probability for {q(φ, x, n) = 1} and {q(φ, x, n) = q(φ, y, n) ≥ 2} can be
approximated by α1J
2n and α2J
3n. We prove later in the paper (see Proposition 4.5) that
the probability of appearance for cluster of size 3 or larger is of a smaller order. Thus
it seems plausible that for small values of u, we can obtain a good approximation of the
partition function by only keeping clusters of size one and two in the Hamiltonian, giving
reward u for clusters of size one, and penalty H{x, y} for clusters of size two.
As correlations are rapidly decaying for SOS at low temperature (cf. (2.7)). we decide to
push the approximation one step further by assuming that the cluster are “independently
distributed”, by making the following approximation
EN,β
[
eu|φ
−1[n,∞)|−H(φ−1[n,∞))
]
≈ E
exp
u ∑
x∈ΛN
Vx −
∑
x,y∈ΛN
x∼y
log
(
1− J4
1− J3
)
Wx,y

 . (3.13)
where (Vx)x∈Λ and (Wx,y)x,y∈Λ are independent Bernoulli variables and for all x, y
P[Vx = 1] = α1J
2n, and P[Wx,y = 1] = α2J
3n.
The fact that (3.13) might be a valid approximation for some value of n is nothing straight-
forward. We inferred that the distribution of the clusters of φ−1[n,∞) looks like IID, but
it could be that the main contribution to the partition function comes from a very atypical
event conditioned to which the distribution of clusters has very different characteristics:
this is in fact this is what happens if n is not chosen in the optimal way. Most of the
challenge lies in showing that provided n is well chosen, no such thing happens.
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The r.h.s. of (3.13) is equal to
(
1 + α1J
2n(eu − 1))N2 (1− α2(J4 − J3)
1− J3 J
3n
)2(N2−N−1)
. (3.14)
Taking the log, applying Taylor’s formula and dividing by N2 this yields
f(β, u) ≈ α1J2nu− 2α2(J
4 − J3)
1− J3 J
3n +O(u2J2n + J6n). (3.15)
As the optimal value for n grows when u gets small, the third term is clearly negligible
and thus we can infer that (2.14) should hold.
3.3. Organization of the paper. We could not find a direct path to transform this
heuristic into a proof, but both the proof for the lower bound and the upper bound are
based on the intuition exposed above. For the sake of exposition, and also because they
require less strict assumptions, we decided to prove first rougher bounds, which allow to
identify the right order of magnitude for the free energy, before going for the sharper
results.
The remainder of the paper is organized as follows:
In Section 4, we present various classic tools and results used in the study of SOS such as
monotonicity/FKG inequality (Section 4.1) the contour decomposition (Section 4.2) and
Peierls argument (Section 4.3). The proof of the more technical results are deferred to the
appendix.
Sections 5 and 6, are dedicated to prove lower bounds on the free energy. In Section 5 we
prove a bound of order u3 under the minimal assumption (2.18), and we improve it to a
sharp upper bound in Section 6.
In Section 7 we prove an upper bound of order u3 valid in full generality, and improve it
in a sharp upper bound under more restrictive assumptions in Section 8. The different
sections are not independent and are meant be read in order.
4. Preliminaries
We present in this section various general tools needed for the study of the distribution
PN,β , and its infinite volume limit.
4.1. Order and positive correlation. The set ΩΛ is naturally equipped with an order
defined as follows
φ ≤ φ′ ⇔ ∀x ∈ Λ, φ(x) ≤ φ′(x).
Using this order we can define a notion of increasing function (f is increasing if φ ≤ φ′ ⇒
f(φ) ≤ f(φ′)) and of increasing event (A is increasing if the function 1A is). We say that
a measure µ on ΩΛ dominates another measure µ
′ (we write µ < µ′) if for any increasing
function f
µ(f(φ)) ≥ µ′(f(φ))
It can be easily verified that the distribution given by (2.2) satisfies Holley’s condition
[22, Equation (7)]. And thus Pnβ,Λ satisfies the FKG inequality which states that for any
increasing event A (the opposite inequality holds for decreasing events)
Pnβ,Λ[ · | A] < Pnβ,Λ. (4.1)
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We will also use the FKG inequality in some other context for a product measure (in that
case the inequality is referred to as FKG-Harris inequality) when studying the distribution
of contour sets (see the proof of Lemma 4.4 below).
4.2. Contour representation. The contour decomposition of φ describes how the func-
tion φ can be reconstructed from the knowledge of its level lines. The formalism of this
section is section is strongly inspired by the one found in [11, 12] but also borrows ingre-
dients from [3].
We let (Z2)∗ denote the dual lattice of Z2 (dual edges cross that of Z2 orthogonally in
their midpoints). Two adjacent edges (Z2)∗ meeting at x∗ of are said to be linked if they
both lie on the same side of the line making an angle π/4 with the horizontal and passing
through x (see Figure 1).
We define a contour sequence to be a finite sequence (e1, . . . , en) of distinct edges of
(Z2)∗ which satisfies:
(i) For any i = J1, n− 1K, ei and ei+1 have a common end point (Z2)∗, e1 and e|γ˜| also
have a common end point.
(ii) If for i 6= j, if ei, ei+1, ej and ej+1 meet at a common end point then ei, ei+1 are
linked and so are ej and ej+1 (with the convention that n+ 1 = 1).
A geometric contour γ˜ := {e1, . . . , e|γ˜|} is a set of edges that forms a contour sequence
when displayed in the right order. The cardinality |γ˜| is called the length of the contour. A
signed contour which we call simply contour, is a couple composed of a geometric contour
and a ± sign. With some abuse of notation, when a contour γ is mentioned, γ˜ will be
used to denote the geometric contour associated to γ. We let ε(γ) denote the sign of γ.
We let γ, the interior of γ denote the set of vertices of Z2 enclosed by γ˜. We let ∆γ , the
neighborhood of γ, be the set of vertices of Z2 located either at a (Euclidean) distance 1/2
from γ˜ (when considered as a subset of R2) or at a distance 1/
√
2 from the meeting point
of two non-linked edges in γ. We split the ∆γ into two disjoint sets, the internal and the
external neighborhoods of γ (see Figure 2)
∆−γ := ∆γ ∩ γ and ∆+γ := ∆γ ∩ γ∁.
We let C denote the set contours in Z2 and CΛ that of signed contours such that γ ⊂ Λ.
Figure 1. The rule for splitting a four edges meeting at one points into two pairs
of linked edges. To obtain the set of contours that separates {x : φ(x) ≥ h} from
{x : φ(x) < h} for h ∈ Z, we draw all dual edges separating two sites x, y such that
φ(x) ≥ h > φ(y) and apply the above graphic rule for every dual vertex where four
edges meet. When several sets of level lines include the same contour, it corresponds to
a cylinder of intensity 2 or more for φ.
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Given φ ∈ ΩΛ, we say that γ ∈ CΛ is a contour for φ if (using the convention that
φ(y) = 0 if y /∈ Λ)
min
x∈∆−γ ,y∈∆+γ
ε(γ)(φ(x) − φ(y)) > 0. (4.2)
The positive quantity
k(γ, φ) := min
x∈∆−γ ,y∈∆+γ
ε(γ)(φ(x) − φ(y)) (4.3)
is called the intensity of the contour and the triplet (γ, n) = (γ˜, ε(γ), k) is called a cylinder.
We say that (γ, k) is a cylinder for φ if γ is a contour of intensity k. The cylinder function
associated to (γ, k) is defined by
ϕ(γ,k) = ε(γ)k1γ . (4.4)
We denote by ĈΛ the set of cylinders in Λ. We let Υ̂(φ) denote the set of cylinders for φ
and Υ(φ) the associated set of signed contours.
We say that a finite subset Λ of Z2 is simply connected if it can be written in the form
γΛ for some contour γΛ. We note that for a simply connected set φ ∈ ΩΛ is uniquely
characterized by its cylinders. More precisely, we have
φ(x) :=
∑
(γ,k)∈Υ̂(φ)
ϕ(γ,k). (4.5)
The assumption of simple connectedness is present to ensure that there are no level lines
in φ that surrounds holes in Λ (and thus would not be contours). Furthermore, the reader
can check that
HΛ(φ) =
∑
(γ,k)∈Υ̂(φ)
k|γ˜|. (4.6)
Of course not every set of cylinder is of the form Υ̂(φ) and we must introduce a notion of
compatibility which characterizes the “right” sets of cylinder.
Two cylinders (γ, k) and (γ′, k′) are said to be compatible if they are cylinders for the
function ϕ(γ,ε,n) + ϕ(γ′,ε′,n′). This is equivalent to the three following conditions being
satisfied (see Figure 2):
(i) γ˜ 6= γ˜′ and γ′ ∩ γ ∈ {∅, γ ′, γ}.
(ii) If ε(γ) = ε(γ′) and γ′ ∩ γ = ∅, then then γ′ ∩∆+γ = ∅ .
(iii) If ε(γ) 6= ε(γ′) and γ′ ⊂ γ (resp. γ ⊂ γ ′) then γ′ ∩∆−γ = ∅ (resp. γ ∩∆−γ′ = ∅).
This first condition simply states that compatible contours do not cross each-other. The
conditions γ′ ∩∆+γ = ∅ and γ ′ ∩∆−γ = ∅ in (ii) and (iii) can be reformulated as: γ and
γ′ do not share edges, and if both γ and γ′ possesses two edges adjacent to one vertex
x∗ ∈ (Z2)∗ then the two edges in γ are linked and so are those in γ′.
Note the compatibility of two cylinders does not depend on their respective intensity,
so that the notion can naturally be extended to contours: The contours γ and (γ′ are said
to be compatible if the cylinders (γ, 1) and (γ′, 1) are.
A collection of cylinders (or of signed contours) is said to be a compatible collection if its
elements are pairwise compatible. The reader can check by inspection that the following
result holds. In particular it establishes that the set of compatible collections of cylinder
is in bijection with ΩΛ.
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Figure 2. A contour γ represented with its internal (circles) and external (squares)
neighborhood. To be compatible with γ, a contour γ′ of the same sign such that γ′∩γ = ∅
cannot enclose any squares. A compatible contour of opposite sign enclosed in γ (such
that γ′ ⊂ γ) cannot enclose any circles.
Lemma 4.1. If Λ is simply connected, then for any φ ∈ ΩΛ, Υ̂(φ) is a compatible collection
of cylinders and reciprocally, if Â ⊂ ĈΛ is a compatible collection of cylinder in Λ then its
elements are the cylinders of the function
∑
γ̂∈Â ϕγ̂ .
Remark 4.2. The above result does not necessary hold when Λ is not a simply connected
set, as in that case, the set of level lines enclosing holes in Λ need to satisfy some additional
requirement beyond compatibility in order to fit the boundary condition.
This description of φ in terms of compatible collections of cylinders gives a convenient
description of the measure PΛ,β.
Lemma 4.3. Conditioned to the set of contours Υ(φ), the intensities of the corresponding
cylinders under PΛ,β are independent geometric random variables.
More precisely if Â ∈ ĈΛ is a compatible collection of cylinders and A ⊂ CΛ is the
corresponding collection of signed contours then
PΛ,β
[
Υ̂(φ) = Â | Υ(φ) = A
]
=
∏
(γ,k)∈Â
(1− e−βk|γ˜|)e−βk|γ˜|. (4.7)
Proof. This is a direct consequence of (4.6) and of the definition of PΛ,β. 
To complete the description of the distribution of φ in terms of level lines, we must give
a description of the distribution of Υ(φ). We let QΛ,β be the distribution of a random
element χ ∈ P(CΛ) (the set of parts of CΛ) under which the variables χ(γ) := 1{γ∈χ} are
independent and
QΛ,β (γ ∈ χ) = e−β|γ˜|. (4.8)
Lemma 4.4. We have
PΛ,β[Ĉφ ∈ ·] := QΛ,β [χ ∈ · | χ is a compatible collection ] . (4.9)
In particular the distribution of Ĉφ is stochastically dominated (for the inclusion) by P̂Λ,β .
18 HUBERT LACOIN
Proof. Equation (4.9) can be deduced from (4.6): After summing over the intensities,
we obtain that the probability of observing a given collection of signed contour A is
proportional to ∏
(γ,ε)∈A
∑
k≥1
e−βk|γ˜| =
1
eβ|γ˜| − 1 .
This corresponds to the relative weights of a random the set of contour is given by inde-
pendent Bernouilli variables with parameter satisfying pγ/(1− pγ) = (eβ|γ˜| − 1)−1.
We observe that {χ is a compatible collection} is a decreasing event for the inclusion.
Hence the stochastic domination follows immediately from the FKG-Harris inequality
(recall (4.1) and the paragraph below it).

4.3. Exponential decay and asymptotics for peak probabilities. The probability
for extremal events can be estimated by evaluating the probability for the corresponding
contour realization. This type of argument dates back to [26]. The result we present here
is an extension of [10, Proposition 3.9] which only treats the case of single peaks. The
proof of our generalization uses the same ideas, and appears in Appendix A for the sake
of completeness.
Proposition 4.5. For any β satisfying condition (2.18), there exists a constant C(β) such
that for any n ≥ 1 any Λ and any triple of distinct vertices (x, y, z) such that x ∼ y ∼ z
we have
1
2
e−4βn ≤ PΛ,β[φ(x) ≥ n] ≤ Ce−4βn,
1
4
e−6βn ≤ PΛ,β[min(φ(x), φ(y)) ≥ n] ≤ Ce−6βn,
1
8
e−8βn ≤ PΛ,β[min(φ(x), φ(y), φ(z)) ≥ n] ≤ Ce−8βn.
(4.10)
Using Theorem A we deduce from Proposition 4.5 the exact asymptotic behavior for
the probability of have high peaks of size one and two (recall the definitions (2.26) and
(3.12)). The details of the proof are also given in Appendix A.
Proposition 4.6. For β > β0 (given by Theorem A) there exist positive constants α1, α2,
c and C such that for any n ≥ 1, Λ ⊂ Z and x, y ∈∈ Λ with x ∼ y we have∣∣PΛ,β[φ(x) ≥ n]− α1J2n∣∣ ≤ C (J3n + e−cd(x,∂Λ)) ,∣∣PΛ,β[min(φ(x), φ(y)) ≥ n]− α2J3n∣∣ ≤ C (nJ4n + e−cd(x,∂Λ)) , (4.11)
where d(x, ∂Λ) is defined in (2.6). We also have (recall (3.12))∣∣PΛ,β[q(φ, x, n) = 1]− α1J2n∣∣ ≤ C (J3n + e−cd(x,∂Λ)) ,∣∣PΛ,β[q(φ, x, n) = 2]− 4α2J3n∣∣ ≤ C (nJ4n + e−cd(x,∂Λ)) . (4.12)
Both results remain valid for Pβ (only the first error term being kept in that case).
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5. Identification of the critical point and rough lower bound
In this section, we prove a lower bound on the free energy which has the right order
of magnitude, but is not sharp up to constant. In particular this lower bound combined
with the observation made below (3.11), allows to identify the value of hw(β).
Proposition 5.1. Assume that β satisfies condition (2.18). Then we have
hw(β) = log
(
e4β
e4β − 1
)
and there exists a constant cβ > 0 such that for all u ∈ (0, 1], we have
f(β, u) ≥ cβu3. (5.1)
The section is organized as follows: In Section 5.1 we turn into a rigorous statement
the claim made in Section 3.2 about the change of boundary condition, and we use it in
Section 5.2 to prove Proposition 5.1. The proof of the sharper bound, developed in Section
6 also builds on the ideas exposed in the present section.
5.1. Changing the boundary condition and rewriting the partition function.
We are going to work with the following alternative characterization of the free energy.
Lemma 5.2. For any n ≥ 1, we have
f(β, u) = lim
N→∞
1
N2
logEN,β
[
eu|φ
−1[n,∞)|−H(φ−1[n,∞))
]
. (5.2)
Proof. Recalling the definition (2.1), we have for every φ ∈ ΩN
|HnN (φ)−HN (φ)| ≤ 4nN.
As a consequence we have
e−4nNβ ≤ dP
n
N,β
dPN,β
(φ) ≤ e4nNβ ,
and thus recalling (3.11) we obtain that∣∣∣∣∣∣log Z
u−log(1−J2)
N,β
ZN,β − logE
n
N,β
[
eu|φ
−1(Z−)|−H(φ−1(Z−))
]∣∣∣∣∣∣ ≤ 4nNβ, (5.3)
Finally, noticing that by symmetry PnN,β[n− φ ∈ ·] = PN,β [φ ∈ ·] we have
EnN,β
[
eu|φ
−1(Z−)|−H(φ−1(Z−))
]
= EN,β
[
eu|φ
−1[n,∞)|−H(φ−1[n,∞)
]
, (5.4)
and thus
lim
N→∞
1
N2
logEN,β
[
eu|φ
−1[n,∞)|−H(φ−1[n,∞))
]
= lim
N→∞
1
N2
log
Zu−log(1−J2)N,β
ZN,β = f(β, u). (5.5)

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5.2. Proof of Proposition 5.1. Note that Lemma 5.2 implies, by Jensen’s inequality,
that for every n
f(β, u) ≥ lim sup
N→∞
1
N2
EN,β
[
u|φ−1[n,∞)| −H(φ−1[n,∞))]. (5.6)
To prove a lower bound on f, we can replace the term H(φ−1[n,∞)) by an effective lower
bound. Recall the definition (3.12) and set for any i ≥ 1
fni (φ) := #{x ∈ ΛN : q(φ, x, n) = i},
fni+(φ) := #{x ∈ ΛN : q(φ, x, n) ≥ i}.
(5.7)
Using Lemma 3.2, we have for any u ≥ 0
u|φ−1[n,∞)| −H(φ−1[n,∞)) ≥ ufn1+(φ)− c2(β)fn2+(φ). (5.8)
Thus from (5.6), we obtain
f(β, h) ≥ lim sup
N→∞
1
N2
EN,β
[
ufn1+(φ)− c2(β)fn2+(φ)
]
. (5.9)
Using Proposition 4.5 we immediately obtain
1
N2
EN,β
[
fn1+(φ)
] ≥ inf
x∈ΛN
PN,β[φ(x) ≥ n] ≥ 1
2
J2n. (5.10)
Now fn2+(φ) can be bounded above by twice the number of couple of neighboring points
above level n. As there are 2(N − 1)N edges in ΛN we obtain that using Proposition 4.5
that
1
N2
EN,β
[
fn2+(φ)
] ≤ 4N(N − 1)
N2
sup
{x,y∈Λn : x∼y}
PN,β[min(φ(x), φ(y)) ≥ n] ≥ CJ3n. (5.11)
Thus combining (5.9),(5.10) and (5.11), and changing the value of C, we obtain
f(β, h) ≥ 1
2
J2nu−CJ3n, (5.12)
and as n ≥ 1 is arbitrary the result follows after optimizing over n (that is, we must choose
Jn of order u times a small constant). 
6. The sharp lower bound on the free energy
We explain now how to improve the method developed in the previous section in order
to obtain an optimal upper bound.
Proposition 6.1. For β > β0 (of Theorem A), there exists a constant C such that for
every β ≥ β0, for every u ∈ (0, 1]
f(β, h) ≥ F (β, u) − C| log u|u24/7 (6.1)
We are not going to prove (6.1) directly, but rather prove that there exists a constant
C such that for every β ≥ β0, for every u ∈ (0, 1] and n ≥ 1
f(β, u) ≥ α1J2n − 2α2(J
3 − J4)
1− J4 J
3n − C
(
uJ20n/7 + nJ24n/7
)
. (6.2)
Choosing n that maximizes α1J
2n − 2α2(J3−J4)1−J4 J3n we can check that the last term is of
order | log u|u24/7. Thus (6.2) implies (6.1).
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6.1. An inconclusive attempt. Before going to the proof of Proposition 6.1, let us
shortly discuss some points in the previous proof where we can tighten the estimates.
Firstly we know exactly the penalty induced by clusters of size 2 and thus it would seem
more reasonable, instead of (5.8) to use the sharper estimate
u|φ−1[n,∞)| −H(φ−1[n,∞)) ≥ ufn1+(φ)−
1
2
log
(
1− J4
1− J3
)
fn2 (φ)− c2fn3+(φ). (6.3)
Secondly, to estimate N−2EN,β
[
fn1+(φ)
]
and N−2EN,β [fn2 (φ)], it seems more appropriate
to use Proposition 4.6 instead of Proposition 4.5. For large values of n, the two quantity
can respectively be approximated by α1J
2n and 4α2J
3n. These changes would yield a
bound of the type
f(β, u) ≥ α1J2nu− 2α2 log
(
1− J4
1− J3
)
J3n −R(n, u), (6.4)
where R(n, u) is of a smaller order than two first terms. This is worse than the desired
(6.2).
The reason why this bound is not sharp is that Jensen’s inequality in (5.6) is slightly
suboptimal. Indeed it can be checked that applying Jensen’s inequality in (3.13), we would
get something similar to the r.h.s. of (6.4).
In order to cope with the problem, we must use the fact peaks of size two (the term
causing trouble is the one involving fn2 ) are distributed in a very uncorrelated fashion. We
achieve this in a rather indirect manner, by looking at the conditional expectation of the
partition function with respect to an intermediate level set of φ between 0 and n.
6.2. A second rewriting of the partition function. We decide to push the transfor-
mation of the partition function performed in Section 5.1 one step further. We want to
define an auxiliary model in which the Gibbs weight of a trajectory φ depends on the set
of points above level n − k (for k ∈ J1, nK) but whose partition function is the same as
the one appearing in the l.h.s. of (5.2). The reader can check from the definition of PN,β
(2.2) that conditionally on φ−1[n − k,∞) = Γ, the restricted process [φ − (n − k)]↾Γ is
independent of of φ↾Γ∁ and its conditional distribution is given by P
+
Γ defined on Ω
+
Γ by
(recall (3.1)
P+Γ (φ) :=
1
ZΓ,+ e
−βHΓ(φ). (6.5)
Thus we have
EN,β
[
eu|φ
−1[n,∞)|−H(φ−1[n,∞)) | φ−1[n− k,∞) = Γ
]
= E+Γ
[
eu|φ
−1[k,∞)|−H(φ−1[k,∞))
]
. (6.6)
We set
Gk,u(Γ) := logE+Γ
[
eu|φ
−1[k,∞)|−H(φ−1[k,∞))
]
,
and considering the expectation of (6.6) we obtain
EN,β
[
eu|φ
−1[n,∞)|−H(φ−1[n,∞))
]
= EN,β
[
eG
k,u(φ−1[n−k,∞))
]
. (6.7)
In particular, (5.2) implies that
f(β, u) = lim
N→∞
1
N2
logEN,β
[
eG
k,u(φ−1[n−k,∞))
]
. (6.8)
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As for H, the value of Gk,u(φ−1[n−k,∞)) can be recovered by summing over all maximal
connected components of φ−1[n − k,∞). Similarly to what was done in Lemma 3.2, we
want to have a sharp estimate for the contribution for clusters of size 1 and 2, and a
reasonable control over the rest.
We do not need an upper bound on Gk,u{x, y} to prove Proposition 6.1 but we include
one here as it is going to be useful later on to obtain the upper bound on the free energy.
Note that the bound which we obtain in (iii) below is far from optimal but it is sufficient
for our purpose.
Lemma 6.2. (i) For any u ∈ R we have
gk1 (u) := G
k,u{x} = log
(
1 + J2k(eu − 1)
)
.
(ii) For x ∼ y, we have
gk2 (0) := G
k,0{x, y} = log
(
1−
(
J3 − J4
1− J4
)
J3k
)
.
Moreover, there exists C such that for all u ∈ (0, 1] and all k
gk2 (u) ≤ gk2 (0) + CJ3ku.
(iii) There exists a constant c2(β) such that for any connected set Γ with |Γ| ≥ 3 we
have
Gk,0(Γ) ≥ −c2(β)|Γ|.
Proof. Let us rewrite eG
k,u(Γ) in a more convenient fashion. We have
eG
k,u(Γ) =
1
Z+Γ,β
∑
x∈Ω+Γ
e−βH(φ)+u|φ
−1[k,∞)|+H(φ−1[k,∞)). (6.9)
To prove (i), we observe that the numerator of (6.9) is equal to
k−1∑
i=0
J2i +
∞∑
i=k
euJ2i =
1
1− J2 (1 + J
2keu), (6.10)
and thus we can conclude using Lemma 3.2 to estimate the denominator.
To prove (ii), decomposing the sum according to the possible values for a := min(φ(x), φ(y))
and b := |φ(x) − φ(y)|, we obtain for the numerator
Z+{x,y}eG
k,u(Γ) =
k−1∑
a=0
J3a
(
1 + 2
k−a−1∑
b=1
J2b + 2
∞∑
b=k−a
euJ2b
)
+
∞∑
a=k
e2u
(
1− J3
1− J4
)
J3a
(
1 +
∞∑
b=1
J2b
)
. (6.11)
When u = 0 this yields
Z+{x,y}eG
k,0(Γ) =
(1− J3k)(1 + J2)
(1− J3)(1 − J2) +
J3k
(1− J2)2
=
1− J4
(1− J2)2(1− J3)
[
1−
(
J3 − J4
1− J4
)
J3k
]
. (6.12)
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Using Lemma 3.2 (ii) for Z+{x,y},β, this yields the desired value for Gk,0{x, y}. To obtain
the upper-bound for positive u we simply notice that from (6.11)
Z+{x,y}
(
eG
k,u(Γ) − eGk,0(Γ)
)
=
k−1∑
a=0
J2k+a(eu − 1) + J
3k(e2u − 1)
(1− J2)2 ≤ CJ
3ku. (6.13)
The third point is a trivial consequence of the upper-bound of Lemma 3.2 (iii) since the
numerator of (6.9) is larger than 1. 
6.3. Proof of Proposition 5.1. Fix u ∈ (0, 1]. Using Jensen inequality in (6.8), we
obtain
f(β, u) ≥ lim sup
N→∞
1
N2
EN,β[G
k,u[n− k,∞)]. (6.14)
We can use Lemma 6.2 and the fact that Gk,u is increasing in u to obtain (similarly to
(6.3)) that
Gk,u[n− k,∞) ≥ gk1 (u)fn−k1 (φ) +
1
2
gk2 (0)f
n−k
2 (φ)− c2(β)fn−k3+ (φ). (6.15)
Using the fact that gk1 (u) ≥ u we thus have
f(β, u) ≥ J2ku lim
N→∞
N−2EN,β
[
fn−k1 (φ)
]
+
1
2
log
(
1−
(
J3 − J4
1− J4
)
J3k
)
lim
N→∞
N−2EN,β
[
fn−k2 (φ)
]
− c2(β) lim
N→∞
N−2EN,β
[
fn−k3+ (φ)
]
, (6.16)
provided the limits exists. This existence is guaranteed by the following result (which is
an immediate consequence of (2.7)).
Lemma 6.3. For any i and m we have
lim
N→∞
N−2EN,β [fmi (φ)] = Eβ[q(φ,0,m) = i],
lim
N→∞
N−2EN,β
[
fmi+(φ)
]
= Eβ[q(φ,0,m) ≥ i].
(6.17)
The next step is to replace Eβ[q(φ,0,m) = i] and Eβ[q(φ,0,m) ≥ i] by their asymptotic
approximation. Recalling Proposition 4.5 and 4.6 we have
|Pβ [q(φ,0,m) = 1]− α1J2m| ≤ CJ3m,
|Pβ [q(φ,0,m) = 2]− 4α2J3m| ≤ CmJ4m,
|Pβ [q(φ,0,m) ≥ 3]| ≤ CmJ4m.
(6.18)
We also observe (using a Taylor expansion) that∣∣∣∣gk2 (0) + J3 − J41− J4 J3k
∣∣∣∣ ≤ CJ6k. (6.19)
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Thus, using Equations (6.17)-(6.19) in (6.16) we obtain (for some constant C which de-
pends on β)
f(β, u) ≥ J2k
(
α1J
2(n−k) − CJ3(n−k)
)
u
− 1
2
((
J3 − J4
1− J4
)
J3k + CJ6k
)(
4α2J
3(n−k) + C(n− k)J4(n−k)
)
− C(n− k)J4(n−k)
≤ α1J2nu− 2α2(J
3 − J4)
1− J4 J
3n −C
(
J3n−ku+ J3(n+k) + (n− k)J4(n−k)
)
. (6.20)
To conclude the proof of (6.2) we just need to choose k = n/7.
7. An easier upper bound on the free energy
As we did for the lower bound, we first present a proof of a rougher upper bound for
the free energy which gives the right order of magnitude (at least when (2.18) holds) and
that is valid for all values of β. It is an immediate consequence of Lemma 7.2 below which
is also of crucial importance to prove the sharp upper bound.
Proposition 7.1. For every β > 0 there exists a constant C such that for every u ∈ [0, 1]
f(β, hc(β) + u) ≤ Cu3. (7.1)
7.1. Estimating the contribution of large clusters. To prove upper bound results,
we use the alternative expression for the free energy introduced in (6.8). We can rely on
Lemma 6.2 to estimate the contribution to Gk,u(φ−1[n− k,∞)) of clusters of size one and
two, but we yet need some upper bound for clusters of larger size. This is the purpose of
the following result.
Lemma 7.2. Given β > 0, there exist constants K > 0 and c˜1(β) > 0 such that for all
k ∈
[
1, | logu|2β −K
]
, and all connected sets Γ satisfying |Γ| ≥ 2, we have
Gh,k(Γ) ≤ −c˜1(β)J3k. (7.2)
The above result implies in particular that for k ∈
[
1, | log u|2β −K
]
, the contribution of
clusters of size two and larger is negative and thus that
Gk,u(φ−1[n− k,∞)) ≤ gk1 (u)fn−k1 (φ). (7.3)
We already obtain a bound of the right order on the free energy only by using this infor-
mation for the largest value allowed for k.
Proof of Proposition 7.1. For u sufficiently small let us fix k =
⌊ | log u|
2β −K
⌋
and n > k
arbitrary. Using (7.3) we have
EN,β
[
eG
k,u(φ−1[n−k,∞))
]
≤ EN,β
[
ea
k
1 (u)f
n−k
1 (φ)
]
≤ eN2ak1 (u). (7.4)
We can then conclude using (6.8) and expression given in Lemma 6.2 for ak1(u) that
f(β, u) ≤ ak1(u) ≤ 2uJ2k
provided that k is sufficiently large. To conclude we just need to replace k by its value in
the above expression. 
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7.2. Proof of Lemma 7.2. We can assume that u is small as if not, the interval[
1, | log u|2β −K
]
could be empty. Using Lemma 3.2, we have (recall (6.5))
eG
k,u(Γ) = E+Γ
[
euφ
−1[k,∞)+H(φ−1[k,∞))
]
≤ E+Γ
[
euf
k
1+(φ)−c1(β)fk2+(φ)
]
. (7.5)
We split now fk1+(φ) and f
k
2+(φ) in two parts corresponding to the respective contribution
of odd and even sites (we call sites of Z2 odd resp. even when the sum of their coordinates
are odd resp. even)
fk1+(φ) = f
k,odd
1+ (φ) + f
k,even
1+ (φ),
fk2+(φ) = f
k,odd
2+ (φ) + f
k,even
2+ (φ).
(7.6)
The Cauchy-Schwartz inequality applied to (7.5) yields
e2G
k,u(Γ) ≤ E+Γ
[
e2uf
k,odd
1+ (φ)−2c1(β)fk,even2+ (φ)
]
E+Γ
[
e2uf
k,even
1+ (φ)−2c1(β)fk,odd2+ (φ)
]
. (7.7)
In order to estimate each factor in the r.h.s., we are going to condition to realization the
field on half of the lattice sites and then use independence. Let Γodd and Γeven denote the
set of odds and even sites in Γ respectively. We need to prove that the following holds for
some positive constant c
E+Γ
[
e2uf
k,odd
1+ (φ)−2c1(β)fk,even2+ (φ) | φ↾Γodd
]
≤ e−cJkfk,odd1+ (φ),
E+Γ
[
e2uf
k,even
1+ (φ)−2c1(β)fk,odd2+ (φ) | φ↾Γeven
]
≤ e−cJkfk,even1+ (φ).
(7.8)
It is immediate to check that
P+Γ,β [φ(x) ≥ k | φ(y), y 6= x] ≥ J2k,
meaning that fk1+(φ) stochastically dominates a sum of |Γ| independent Bernoulli variables
of parameter J2k. As a consequence of (7.8) we obtain thus
E+Γ
[
e2uf
k,odd
1+ (φ)−2c1(β)fk,even2+ (φ)
]
≤ E+Γ
[
e−cJ
kfk,odd1+ (φ)
]
≤
(
1− J2k
(
1− e−cJk
))|Γodd| ≤ e−c′|Γodd|J3k . (7.9)
The other factor in (7.7) can be bounded in the same manner and this yields (7.2).
By symmetry, we only have to prove the first inequality in (7.8). Note that conditioned
to φ↾Γodd , the variables (φ(x))x∈Γeven are independent. Further more we have
E+Γ [φ(x) ≥ k | φ↾Γodd ] ≥
Jk
1 + J
1{∃y,y∼x and φ(y)≥k}. (7.10)
Indeed, setting
vj(φ) := exp
(
−β
∑
y∼x
|j − φ(y)|
)
,
where by convention φ(y) is taken to be 0 if y ∈ ∂Γ, the left-hand side is equal to
E+Γ [φ(x) ≥ k | φ↾Γodd ] =
∑
j≥k vj(φ)∑
j≥0 vj(φ)
. (7.11)
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The reader can check that the r.h.s. is increasing in φ (this is in fact a consequence of the
FKG inequality (4.1)) and thus it is sufficient to check the case where φ is equal to k for
one neighbor and 0 for the others. In that case we have∑
j≥k vj(φ)∑
j≥0 vj(φ)
=
(1− J)Jk
(1− J2)(1− Jk) + (1− J)Jk ≤
Jk
1 + J
, (7.12)
which proves the claim (7.10). Now, we observe now that
#{x ∈ Γeven | ∃y ∈ Γodd, y ∼ x and φ(y) ≥ k} ≥ fk,odd1+ (φ)/4. (7.13)
As for all the vertices counted above, φ(x) ≥ k implies q(φ, x, k) ≥ 2, we have for some
adequate choice of c > 0, we have
E+N,β
[
e−2c1(β)f
k,even
2+ (φ) | φ↾Γodd
]
≤
(
1 + (1− e−2c1(β)) J
k
1 + J
)fk,11+ (φ)/4
≤ e−cJkfk,odd1+ (φ). (7.14)
With our condition on k, this yields (7.8).

8. Sharpening the upper bound
We finally prove the sharp upper bound on the free energy,
Proposition 8.1. There exists ε > 0 and C > 0 such that for any β ≥ β0 (from Theorem
A) for all u ∈ (0, 1] we have
f(β, u) ≤ F (β, u) + Cu3+ε. (8.1)
8.1. Decomposition of the proof. The proof of this statement is the most delicate part
of the paper. We use the characterization of the free energy provided by (6.8). The idea
is to factorize EN,β
[
eG
k,u(φ−1[n−k,∞))
]
by dividing the box ΛN into cells of fixed size. If
the size of the cells is chosen sufficiently large (but depending only on u and not on N)
φ should be almost independent in different cells because of the fast decay of correlations
(2.7).
To fix ideas we choose the value of the parameters used in the cell decomposition now.
Other choices are possible and we do not try to optimize the value of ε in (8.1). Given u
we set
ku :=
⌈
9| log u|
20β
⌉
, Mu :=
⌈
u−1/4
⌉2
and ℓu =
⌈
(log u)2
⌉
. (8.2)
The value of n (in (6.8)) to be chosen is somehow arbitrary, the bound that we prove being
independent of it.
We split ΛN into cells of side-length M =Mu assuming that N is a multiple of M . For
z ∈ J0,M/N − 1K2 we set
Bz := ΛM +Mz.
For technical reasons, it turns out to be convenient to define also a smaller cell contained
in Bz. We set
Bz :=
r√
M,M −
√
M
z2
+Mz.
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Recall that Υ(φ) denote the set contours of φ defined in Section 4.2. We let Diam(γ)
denote the Euclidean diameter of the geometric contour γ˜ considered as a subset of R2.
Recalling (8.2) we define
Υlarge(φ) := {γ ∈ Υ(φ) : Diam(γ) ≥ ℓu}, (8.3)
and let Υ̂large(φ) denote the associated set of cylinders. We say that a cell Bz is good for
φ if it is not crossed by a large contour or more precisely
∀γ ∈ Υlarge(φ), ∆γ ∩ Bz = ∅
while we say it is bad if not (see Figure 3).
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Figure 3. We split our boxes of diameter N into cells of fixed (independent of N)
diameter M . The set of large contour (of length larger than | log u|2) determines the
good and bad cells (bad cells are shadowed in the picture). To avoid boundary effects in
our analysis, we consider inside for each cell Bz a subcell Bz obtained by pushing each
side of the cell of an amount
√
M .
We claim (and this is the crucial point of our proof) that conditioned on the set of large
contours, we can control the contribution each good cells to the partition function in a
way that does not depend on the realization of φ out of the cell. For that claim to make
sense we need to approximately factorize eG
k,u(φ−1[n−k,∞)) to fit the cell decomposition.
From Lemmas 6.2 and 7.2 we have
Gk,u(φ−1[n− k,∞)) ≤ gk1 (u)fn−k1 (φ) + gk2 (u)fn−k2 (φ)− c˜1(β)J3kfn−k3+ (φ)
=
∑
x∈ΛN
X n−k(x) (8.4)
where
X r(x) := gk1 (u)1{q(φ,x,r)=1} + gk2 (u)1{q(φ,x,r)=2} − c˜1(β)J3k1{q(φ,x,r)≥3}. (8.5)
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An important observation is that for u sufficiently small, gk2 (u) is negative (recall Lemma
6.2). With our choice of k and using the expression obtained for gk1 (u) we thus have
X r(x) ≤ gk1 (u) ≤ 2uJ2ku ≤ Cu14/5. (8.6)
For each z ∈ J0,M/N − 1K2 we set
G
k,u
(φ, z) =
∑
x∈Bz
X n−k(x). (8.7)
We deduce from (8.4) that
Gk,u(φ−1[n− k,∞)) ≤
∑
z∈J0,M/N−1K2
G
k,u
(φ, z) + gk1 (u)
∣∣∣∣∣∣ΛN \
⋃
z∈J0,M/N−1K2
Bz
∣∣∣∣∣∣ . (8.8)
The size of the set in the r.h.s. of (8.8) is of order N2M−1/2 and thus
f(β, u) = lim inf
N→∞
1
N2
EN,β
[
eG
k,u(φ−1[n−k,∞))
]
≤ lim inf
N→∞
1
N2
EN,β
 ∏
z∈J0,M/N−1K2
eG
k,u
n (φ,z)
+ CM−1/2gk1 (u). (8.9)
We can check using the definition of M and (8.6) that the last term is of order u3+ε with
ε = 1/20. Hence to conclude we only need to prove that
lim inf
N→∞
1
N2
EN,β
 ∏
z∈J0,M/N−1K2
eG
k,u
(φ,z)
 ≤ F (β, u) + u3+ε. (8.10)
To do this we need to combine two key results. The first allows to estimate the contribution
of each cell to the expectation.
Proposition 8.2. We have for any z ∈ J0,M/N − 1K2, almost surely
M−2 logEN,β
[
eG
k,u
(φ,z) | Υlarge(φ), φ↾ΛN \Bz
]
≤
{(
F (β, u) + u3+ε
)
if Bz is good,
Cu14/5 if Bz is bad.
(8.11)
This result tells us that good cells give a contribution to the partition function which
does not exceed the required bound, but provides only a rough bound for bad cells. To
conclude, we need to show that the major contribution to the partition function comes
from realization of φ with few bad cells. This is the objective our second result which
controls the total length of large contours.
Lemma 8.3. Setting Llarge(φ) :=∑γ∈Υlarge(φ) |γ˜|, if β > β1 we have
PN,β
[
Llarge(φ) ≥ N2u2
]
≤ e−cN2u2 . (8.12)
The remainder of the section is organized as follows: in Section 8.2, we finish the proof
of Proposition 8.1 by proving (8.10) using Proposition 8.2 and Lemma 8.3. These two
results are proved respectively in Sections 8.3 and 8.4.
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8.2. Proof of Proposition 8.1. We prove first that Proposition 8.2 implies that
logEN,β
 ∏
z∈J0,M/N−1K2
eG
k,u
n (φ,z) | Υlarge(φ)

≤M2 (F (β, u) + u3+ε)NNgood + CM2NNbadu14/5, (8.13)
where NNgood and NNbad denote the number of good and bad cells in ΛN . We notice that if
z is fixed, G
k,u
(φ, y) is a function of φ↾ΛN\Bz for all y 6= z. Thus we have
EN,β
 ∏
y∈J0,M−1K2
eG
k,u
(φ,y) | Υlarge(φ)

= EN,β
 ∏
y∈J0,M−1K2\{z}
eG
k,u
(φ,y)EN,β
[
eG
k,u
(φ,z) | Υlarge(φ), φ↾ΛN \Bz
]
| Υlarge(φ)

≤ EN,β
 ∏
y∈J0,M−1K2\{z}
eG
k,u
(φ,y) | Υlarge(φ)

× exp
((
F (β, u) + u3+ε
)
1{Bz is good } + u
14/51{Bz is bad }
)
. (8.14)
Equation (8.13) then follows by iterating the process.
The bound provided by (8.13) is of the right order if the proportion of bad cells is small.
This observation leads us to make the following decomposition of the partition function:
EN,β
 ∏
z∈J0,M/N−1K2
eG
k,u
n (φ,z)
 = EN,β
 ∏
z∈J0,M/N−1K2
eG
k,u
n (φ,z)1{Llarge(φ)≥N2u2}

+EN,β
 ∏
z∈J0,M/N−1K2
eG
k,u
n (φ,z)1{Llarge(φ)<N2u2}
 . (8.15)
To estimate the first term (8.15), we consider the contribution of the worse case scenario
where that all boxes are bad. Using Lemma 8.3, we obtain for u sufficiently small
EN,β
[
eG
k,uφ−1[n−k,∞)1{Llarge(φ)≥N2u2}
]
≤ eCN2u14/5PN,β
[
Llarge(φ) ≥ N2u2
]
≤ eN2(Cu14/5−cu2) ≤ 1. (8.16)
The main contribution to the partition function is thus given by the second term in (8.15).
We know that that the number of bad cells is at most equal to 2Llarge(φ). Indeed we the
size of the neighborhood |∆γ | is at most equal to 2|γ˜| and each cell contains at least one
vertex in the neighborhood of a large contour. Hence we have
{Llarge(φ) < CN2u2} ⊂ {Nbad ≤ 2CN2u2}. (8.17)
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Using (8.13) we obtain that
EN,β
 ∏
z∈J0,M/N−1K2
eG
k,u
n (φ,z) | Llarge(φ) < CN2u2

≤ exp (N2 (F (β, u) + u3+ε)+ 2CM2N2u2) ≤ eN2(F (β,u)+2u3+ε). (8.18)
Together with (8.15) and (8.16) this concludes the proof of (8.10).

8.3. Proof of Proposition 8.2. The case of bad boxes is trivial as we just need to remark
that from (8.6) we have
G
k,u
(φ, z) ≤M2gk1 (u) ≤ CM2u14/5.
Let us thus focus on good boxes. With our choice of parameter (8.2) we have
|Gk,un (φ, z)| ≤ CM2u14/5 ≤ C ′u9/5.
Hence from Taylor’s formula we have
EN,β
[
eG
k,u
(φ,z) | Υlarge(φ), φ↾ΛN \Bz
]
≤ EN,β
[
G
k,u
(φ, z) | Υlarge(φ), φ↾ΛN \Bz
]
+EN,β
[
|Gk,u(φ, z)|2 | Υlarge(φ), φ↾ΛN\Bz
]
≤ EN,β
[
G
k,u
(φ, z) | Υlarge(φ), φ↾ΛN \Bz
]
+CM2u23/5. (8.19)
The last term being smaller than M2u3+ε, we are done provided we show that
EN,β
[
G
k,u
(φ, z) | Υlarge(φ), φ↾ΛN \Bz
]
≤M2 (F (β, u) + u3+ε) . (8.20)
This is achieved with the following estimate.
Lemma 8.4. If Bz is a good box, then for any x ∈ Bz we have for any r ∈ Z
EN,β
[
X r(x) | Υlarge(φ), φ↾ΛN \Bz
]
≤ F (β, u) + u3+ε. (8.21)
We obtain (8.20) by applying (8.21) for r = n− k and summing over x ∈ Bz.
We prove the inequality (8.21) with a slightly stronger conditioning. We define
Υz(φ) := Υlarge(φ) ∪ {γ ∈ Υ(φ) : Ξγ ∩ (ΛN \ Bz) 6= ∅} , (8.22)
and let Υ̂z(φ) denote the corresponding set of cylinders. We are going to prove
EN,β
[
X r(x) | Υ̂z(φ)
]
≤ F (β, u) + u3+ε. (8.23)
Note that the knowledge of Υ̂z(φ) is sufficient to reconstruct the field outside of ΛN \ Bz
(recall (4.5)), and thus the inequality (8.21) which involves conditioning with respect to
less information is a consequence of (8.23). To show that (8.23) holds (we do so at the
end of the section) we need first to provide a description and some key properties for this
conditioned measure.
If Bz is good, then the contours of Υz(φ) do not touch Bz. For large contours, this follows
from the definition of goodness. The other contours in Υz(φ) have diameter smaller than
ℓu we have
d(Bz,B∁z) =
√
M ≥ ℓu.
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Hence we can consider Λz the largest connected set remaining in Bz after deleting the
interior of contours in Υz(φ) (see Figure 4)
Λz :=
⋃{
Γ connected sets : Bz ⊂ Γ ⊂
[Bz \ (∪γ∈Υz(φ)γ)]} .
If u is sufficiently small we have
d(Bz, ∂Λz) ≥
√
M − ℓ ≥
√
M/2. (8.24)
Using Lemma 4.3 and 4.4, we can describe the law of φ↾Λz , conditioned to Υ̂
z(φ):
(A) The boundary condition is given by
m = mz :=
∑
(γ,k)∈Υ̂large(φ)
ϕ(γ,k)(xz), (8.25)
where xz is an arbitrary point in Bz (the function
∑
(γ,k)∈Υ̂large(φ) ϕ(γ,k) is constant
on Bz by definition of good boxes).
(B) The distribution of contours in the set Λz is the same as that described in Lemma
4.4, with the additional restrictions that there are no large contours and that
contours must be compatible with that in Υz(φ). The latter condition can be
expressed in a more direct manner. We define
U+ = U+z :=
 ⋃
γ∈Υz−(φ)
∆+γ
 ∩ Λz,
U− = U−z :=
 ⋃
γ∈Υz+(φ)
∆+γ
 ∩ Λz,
(8.26)
where Υz±(φ) denote the sets of positive/negative contours in Υz(φ). Note that
U+ and U− are not necessarily disjoint. We must have
∀x ∈ U−, φ(x) ≥ m and ∀x ∈ U−, φ(x) ≤ m. (8.27)
We we let µ = µz denote the (conditional) distribution of φ↾Λz we have thus
µz(·) = Pmβ,Λz [· | φ↾U+≥ m, φ↾U−≤ m,∀γ ∈ Υ(φ), Diam(γ) ≤ ℓu] . (8.28)
To simplify the notation we set
PU+,U− := P
m
β,Λz
[· | φ↾+U≥ m,φ↾−U≤ m] . (8.29)
From now on, we set m = 0 (this is no loss of generality since changing the value of m
corresponds to changing the value of r for which we must prove (8.23)) and replace Λz
by Λ, an arbitrary simply connected subset of B0 such that d(Λ∁,B0) ≥
√
M/2. We also
consider U+ and U− to be arbitrary subsets of ∂Λ.
We want to show that to estimate the expectation of X (x), we can replace µz by the
infinite volume limit Pβ at the cost of a very small error term. We prove this in two steps.
Firstly, we show that conditioning on having no large contours only yields a small error
term.
Lemma 8.5. When β > β1 There exists a constant c such that for all u sufficiently small
PU+,U− (∃γ ∈ Υ(φ), Diam(γ) > ℓu) ≤ e−c| logu|
2
.
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PSfrag replacements
Λz
Bz
Figure 4. In a good cell Bz we obtain the domain Λz (which is the union of the central
white area Bz and the shadowed area surrounding it) considering the the connected
component containing Bz after removing the interior of all contours which cross ∂Bz. By
the assumption that the box is good, these contours have diameter smaller than | log u|2
and thus cannot intersect the inner box Bz.
As an immediate consequence for any event A∣∣PU+,U−(A)−PU+,U− (A | ∀γ ∈ Υ(φ), Diam(γ) ≤ ℓu)∣∣ ≤ e−c| log u|2 . (8.30)
Secondly we show that PU+,U− can be replaced by Pβ also at the cost of a small error
term. Consider the following small extension of the box Bz
B(2)z := {x ∈ Z2 : ∃y ∈ Bz, |y − x| ≤ 2}.
Lemma 8.6. When β > β1, for any subset U
+ and U− of ∂Λz. For any monotone event
A ∈ σ
(
φ↾B(2)z
)
we have
|PU+,U−(A)−Pβ(A)| ≤ e−cM
1/2
. (8.31)
The inequality is also valid for the intersection of two monotone events.
Proof of Lemma 8.5. Using the FKG-Harris inequality as in Lemma 4.4, we find that the
distribution of contours for PU+,U− is dominated by QΛ,β (recall (4.8)). Using this a union
bound we obtain
PU+,U− [∃γ ∈ Υ(φ), Diam(γ) > ℓu] ≤ QΛ,β[∃γ ∈ Υ(φ), Diam(γ) > ℓu]
≤
∑
{γ∈CΛz : Diam(γ)>ℓ}
e−β|γ˜| ≤M2e−2cℓu ≤ e−c| log u|2/2, (8.32)
where the penultimate inequality is a consequence of β > β1 (recall (2.19)) provided that
u is sufficiently small.

Proof of Lemma 8.6. The proof for monotone events is the same as that of [11, Equation
(7.20)]. We include it for completeness. Without loss of generality we can assume that A
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is increasing. Using the inequality for monotone events we have
P−(A) ≤ PU+,U−(A) ≤ P+(A) (8.33)
where P± are obtained by considering the respective cases (U+, U−) = (∂Λ, ∅) and
(U+, U−) = (∅, ∂Λ). Hence we only need to prove the result for those measures. We
consider only P−, the proof for P+ being obtained by symmetry.
Let us consider the set of contours of φ adjoining the boundary of Λ (note that under
P− all these contours have to be negative ones)
Υext(φ) := {γ ∈ Υ(φ) : d(γ, ∂Λ) = 1} .
and set
Λ′(φ) := Λ \ ((∪γ∈Υext(φ)γ) ∪ ∂−Λ) .
where ∂−Λ := {x ∈ Λ : ∃y ∈ Λ∁, y ∼ x} denotes the internal boundary. Now, we observe
that restricted to Λ′(φ), the distribution of φ in Λ′ dominates PΛ′,β. Indeed the field is
conditioned to be non-negative in the neighborhood of (γ)γ∈Υext .
Let us consider the event
E :=
{t
3
√
M
4
,M − 3
√
M
4
|
⊂ Λ′
}
.
Because the occurrence of E∁ implies the existence of a contour of size larger than
√
M/4,
we have similarly to (8.32)
Pm− (E) ≥ 1− e−cM
1/2
. (8.34)
Now conditioning on E and using the stochastic domination mentioned above we have
P−(A | E) ≤ E−m
[
PΛ′,β(A) | E
] ≤ e−cM1/2 +Pβ(A), (8.35)
where the last inequality uses the exponential decay (2.7). To obtain the corresponding
lower bound we also stochastic domination and (2.7). We have
P−(A) ≥ PΛ,β(A) ≤ e−cM1/2 +Pβ(A). (8.36)
We finally deal with the case of intersection of monotone events. We consider C = A∩B
where A is increasing and B is decreasing (the other cases are trivial). We have
|PU+,U−(C)−Pβ(C)|
= |PU+,U−(A) −Pβ(A)−PU+,U−(B∁ ∩A) +Pβ(B∁ ∩A)|
≤ |PU+,U−(A)−Pβ(A)|+ |PU+,U−(B∁ ∩A)−Pβ(B∁ ∩A)| ≤ 2e−cM
1/2
, (8.37)
and we can conclude by changing the value of c. 
Proof of Lemma 8.4. Recall that we need to prove (8.23). First we remark that using
Lemma 8.5 and 8.6, we can, at the cost of a small error term replace EN,β[· | Υ̂z(φ)] by
the infinite volume measure Eβ (recalling (8.25) we need to change r by r −m).
Indeed as q(φ, x, r) is an increasing function of φ, {q(φ, x, r) ≥ 3} is an increasing event.
The two other events we have to deal with can be written as intersection of two monotone
events as {q(φ, x, r) = i} = {q(φ, x, r) ≥ i} ∩ {q(φ, x, r) ≤ i}. To apply Lemma 8.6 we
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also use the fact that all these events can be determined by looking at the field in the box
B(2)z . Hence to conclude we are left with proving
Eβ [X r(x)] ≤ F (β, u) + u3+ε. (8.38)
We start with the case r ≤ √k. In that case we have
Pβ [q(x, φ, r) ≥ 2] ≥ Pβ
[
q(x, φ,
√
k) ≥ 2
]
≥ cJ3
√
k ≥ uε, (8.39)
where the last inequality is valid for any ε > 0 provided that u is sufficiently small.
Replacing k by its value, we obtain that when r ≤ √k
Eβ [X r(x)] ≤ g1k(u)− c˜1J3kPβ
[
q(x, φ,
√
k ≥ 2
]
≤ Cu14/5 − c˜1u27/10+ε ≤ 0. (8.40)
This case being dealt with, we can assume r to be larger than
√
k. Using Proposition 4.6
and Taylor’s expansion for gk1 (u), g
k
2 (u) to estimate the various terms (we use our choice
of k to determine which are the dominant terms), we obtain that
Eβ [X r(x)] ≤ gk1 (u)Pβ [q(x, φ, r) = 1] + gk2 (u)Pβ [q(x, φ, r) = 2]
≤
(
J2ku+ Cu2J2k
) (
α1J
2r + CJ3r
)−(J3 − J4
1− J4 J
3k − CJ3ku
)(
2α2J
3r − CrJ4r)
≤ α1J2(k+r)u− 2α2(J
3 − J4)
1− J4 J
3(k+r) + C
(
u2J2(k+r) + uJ2k+3r + rJ3k+4r
)
. (8.41)
We notice that the right-hand side is negative if k+r ≤ | log u|2β −K for a fixed K sufficiently
large (it is just sufficient to compare the two first terms as the others are negligible). For
larger values of r, the last term is smaller than u3+ε. We conclude by observing that by
definition (recall (2.15))
α1J
2(k+r)u− 2α2(J
3 − J4)
1− J4 J
3(k+r) ≤ F (β, h).

8.4. Proof of Lemma 8.3. For λ > 0, eλLu is an increasing function of the set of
contours. Thus we have by Lemma 4.4
EN,β
[
eλLu
]
≤ QΛN ,β
[
eλLu
]
=
∏
γ∈CΛN
|γ˜|≥(log u)2
(
1 + e−β|γ˜|
(
eλ|γ˜| − 1
))
. (8.42)
Now we remark that as all factors of the products are larger than one. Hence we have∏
(γ,ε)∈CΛN
|γ˜|≥(log u)2
(
1 + e−β|γ˜|
(
eλ|γ˜| − 1
))
≤
∏
x∈ΛN
∏
{γ : |γ˜|≥(log u)2 and x∈γ}
(
1 + e−β|γ˜|
(
eλ|γ˜| − 1
))
, (8.43)
As a consequence we obtain
EN,β
[
eλLu
]
≤
 ∏
{γ : |γ˜|≥(log u)2 and 0∈γ}
1 + e(λ−β)|γ˜|
N2 , (8.44)
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which yields in turn
1
N2
logEN,β
[
eλLu
]
≤
∑
{γ : |γ˜|≥(logu)2 and 0∈γ}
e(λ−β)|γ˜|. (8.45)
If β > β1 (recall (2.19)) then choosing λβ =
β−β1
2 the right-hand side is smaller than
e−
(β−β1)(log u)
2
4 for small values of u. Using the usual large deviation computation, we can
conclude that
1
N2
logEN,β
[Lu ≥ u2] ≤ −λβu2 + e− (β−β1)(logu)24 ≤ −λβu2/2. (8.46)
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Appendix A. Estimating peak probabilities
A.1. Proof of Proposition 4.5. Let us start with the lower bound part. Given A ⊂ Λ
we define ΘA the bijection from ΩΛ to itself which adds one to every coordinate in A, that
is
ΘA(φ) = φ+ 1A
It is easy to check that given x, y and z satisfying the assumption x ∼ y ∼ z we have
HΛ(Θ{x}(φ)) ≤ HΛ(φ) + 4, HΛ(Θ{x,y}(φ)) ≤ HΛ(φ) + 6
and HΛ(Θ{x,y,z}(φ)) ≤ HΛ(φ) + 8. (A.1)
As Θn{x} maps {φ(x) ≥ 0} to {φ(x) ≥ n}, using the above we have
PΛ,β[φ(x) ≥ n] = 1ZΛ,β
∑
{φ∈ΩΛ : φ(x)≥0}
e
−βHΛ(Θn{x}(φ))
≥ e−4nβ 1ZΛ,β
∑
{φ∈ΩΛ : φ(x)≥0}
e−βHΛ(φ) = e−4nβPΛ,β [φ(x) ≥ 0]. (A.2)
Then as PΛ,β[φ(x) ≥ 0] +PΛ,β [φ(x) ≤ 0] ≥ 1 we conclude by symmetry that
PΛ,β[φ(x) ≥ 0] ≥ 1/2. (A.3)
The same computation gives
PΛ,β [min(φ(x), φ(y)) ≥ n] ≥ e−6nβPΛ,β[min(φ(x), φ(y)) ≥ 0],
PΛ,β[min(φ(x), φ(y), φ(z)) ≥ n] ≥ e−8nβPΛ,β[min(φ(x), φ(y), φ(z)) ≥ 0].
(A.4)
We conclude observing that by (A.3) and the FKG inequality (4.1) we have
PΛ,β[min(φ(x), φ(y)) ≥ 0] ≥ 1
4
and PΛ,β[min(φ(x), φ(y), φ(z)) ≥ 0] ≥ 1
8
. (A.5)
Concerning the upper bound, we choose to treat in detail only the case of {x, y, z} which
is the most delicate of the three. If all φ(x), φ(y) and φ(z) are larger than n, then there
exists a sequence of positive contours γ1, . . . , γk satisfying (with strict inclusion)
{x, y, z} ⊂ γ1 ⊂ · · · ⊂ γk
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and m1, . . . ,mk satisfying
∑k
i=1mk = n such that for all i ∈ J1, kK, γi ∈ Υ(φ) and has
intensity (recall (4.3) larger than mi. From Lemma 4.3 and 4.4 we have
PΛ,β[∀i ∈ J1, kK, γi ∈ Υ(φ) and has intensity larger than mi ] ≤ k∏
i=1
e−miβ|γ˜i|. (A.6)
Using union bound, we have thus
PΛ,β[min(φ(x), φ(y), φ(z)) ≥ n]
≤
n∑
k=1
∑
{(mi)ki=1 :
∑k
i=1mi=n}
∑
{x,y,z}⊂γ1⊂···⊂γk
e−
∑k
i=1miβ|γ˜i|, (A.7)
where the last sum ranges over k-tuples of geometric contours γ˜1, . . . , γ˜k satisfying the
strict inclusion condition. By elementary geometric consideration, we have |γ˜1|, |γ˜2| ≥ 8
and as the other contours enclose at least 5 vertices |γ˜i| ≥ 10 for i ≥ 3. Hence
k∑
i=1
mi|γ˜i| =
k∑
i=1
|γ˜i|+
2∑
i=1
8(mi − 1) +
k∑
i=3
10(mi − 1)
≥
k∑
i=1
|γ˜i|+ 10(n − k)− 2(m1 +m2). (A.8)
Using (2.18) there exists K such that∑
{γ˜ : |γ|≥K}
e−β|γ˜| ≤ e−10β|γ˜|. (A.9)
Replacing the condition {x, y, z} ⊂ γ1 ⊂ · · · ⊂ γk by the less restrictive one |γi| ≥ K if
i ≥ K − 2, we obtain combining (A.7) and (A.8) (for a constant C depending on K and
β)
PΛ,β[min(φ(x), φ(y), φ(z)) ≥ n]
≤
n∑
k=1
 ∑
{γ˜ : {x,y,z}⊂γ}
e−βγ˜|
max(k,K−2) ∑
{γ˜ : |γ|≥K}
e−β|γ˜|
(k−(K−2))+
∑
{(mi)ki=1 :
∑k
i=1mi=n}
e−β(10(n−k)−2(m1+m2))
≤ C
n∑
k=1
∑
{(mi)ki=1 :
∑k
i=1mi=n}
e−β(10n−2(m1+m2)), (A.10)
with the convention that m2 = 0 when k = 1. Now to estimate the last sum, we notice
that for k ≥ 2, given m1 +m2 = q there are 2n−m−q ways to choose k and (m3, . . . ,mk),
and q− 1 ways to choose (m1,m2). Considering also the case k = 1, as (2.18) implies that
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eβ > 2, we obtain that
PΛ,β[min(φ(x), φ(y), φ(z)) ≥ n]
≤ Ce−8βn
1 + n∑
q=2
(m− 1)2n−qe−2β(n−q)
 ≤ Ce−8βmm. (A.11)
The proof for {x, y} and {x} follow the same scheme, except that in those case we have
only one contour of minimal length: |γ˜1| ≥ 6 and |γ˜2| ≥ 8 in the first case and |γ˜1| ≥ 4
and |γ˜2| ≥ 6 in the second one.

A.2. Proof of Proposition 4.6. We can restrict to proving only the second line in (4.11)
since the proof of the first line follows the same ideas and is simpler. Set
An := {min (φ(x), φ(y)) ≥ n}
Note that we have∣∣PΛ,β (An)− α2J3n∣∣ ≤ |PΛ,β(An)−Pβ(An)|+ ∣∣Pβ(An)− α2J3n∣∣ . (A.12)
From (2.7), the first term decays exponentially with d(x, ∂Λ). Hence we only need to
control the second term. Using (A.1), we obtain similarly to (A.2)
PΛ,β [An+1] = PΛ,β
[
Θ{x,y}(An)
] ≥ e−6βPΛ,β [An] . (A.13)
Passing to the limit when Λ→∞ we obtain that e6βnPβ [An] is a non-decreasing sequence.
According to Proposition (4.5) (recall that the bounds are uniform in Λ) it is also bounded
and thus the limit α2 is well defined and for every n we have
e6βnPβ [An] ≤ α2. (A.14)
Let us now prove the lower bound. Note that (A.1) is an equality on the event An ∩ Bn
where
Bn := {∀z ∈ ∂{x, y}, φ(z) ≤ n} .
Using this information we have
Pβ [An] ≥ Pβ [An ∩ Bn] = e6βPβ [An+1 ∩ Bn] ≥ e6βPβ [An+1]− CnJ4n. (A.15)
where to obtain the last inequality we used Proposition 4.5 and a union bound in the
following manner
Pβ
[
An+1 ∩ B∁n
]
≤ Pβ
 ⋃
z∈∂{x,y}
min(φ(x), φ(y), φ(z)) ≥ n
 ≤ CnJ4n. (A.16)
Iterating (A.15) we obtain
Pβ [An] ≥ lim
k→∞
e6βk [An+k]− C
∞∑
m=n
mJ4m ≥ e−6βnα2 − C ′nJ4n. (A.17)
We now move to the proof of (4.12). Similarly to (A.12) we can restrict to the infinite
volume case. We perform the full proof only in the more delicate case {q(φ, x, n) = 2} the
other being only easier. Setting
An(A) := {∀x ∈ A,φ(x) ≥ n},
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we have
{q(φ, x, n) = 2} ⊃
(⋃
y∼x
An{x, y}
)
\
 ⋃
{(y,z) : {x,y,z}is connected}
An{x, y, z}
 . (A.18)
A simple union bound and (A.14) gives
Pβ(q(φ, x, n) = 2) ≤ Pβ
(⋃
y∼x
An{x, y}
)
≤ 4α2e−6βn. (A.19)
On the other hand, using inclusion exclusion and (4.11), we obtain
Pβ
(⋃
y∼x
An{x, y}
)
≥
∑
y∼x
Pβ (An{x, y}) −
∑
y1,y2∼x
y1 6=y2
Pβ (An{x, y1, y2})
≥ 4α2e−6βn − Cne−8βn. (A.20)
Finally also by (4.11) the probability of the event subtracted event on the l.h.s of (A.18)
is also small
Pβ
 ⋃
{(y,z) : {x,y,z}is connected}
An{x, y, z}
 ≤ Cne−8βn, (A.21)
which allows to conclude.

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