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Abstract
Due to the changes that appear in the economy structure, efficiency and profitability have a
major influence on reaching the objectives of the production units. Therefore, the main
resource to get the wanted results is to optimize production.
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1. Introduction
Managerial activities become more complex, fact which implies taking a
decision  as  correct  as  possible, in  order  to  avoid  future  losses.  Nowadays,  in
conditions of uncertainty and fast changes, there are a series of techniques which
can solve the managerial problems and offer the necessary information to choose
the optimum solution.
Adapting permanently the production plans to actual conditions on every
position gives to the production planning a continuous character and, in the same
time, an operative one.
The economic theory and practice demonstrates direct correlations between
the management and the  economic efficiency of each commercial company. In
order to increase productivity, there must be a correlation between the capacity of
equipments and working rules, taking measures to reach the technical, qualitative
and economic parameters stipulated by the technical documents.
The  present  production  management  has  as  fundamental  concern to
improve  the  operational  component  of  foreseeing, organization,  coordination,
training and control within the economic units. Thus, the reduction of information-
decision-action-control and complex evaluation of results is pursued by the leaders
of the economic units.
Operative production planning may be defined [4], [8], [12] as a set of
concerns  regarding  the  theoretical  and  practical  solving  of determination,
launching, following and actualization problems of the manufacturing program, on
short terms, at the level of company, department, position, taking into account theStudia Universitatis “Vasile Goldiş” Arad                                 Economics Series  Vol 22 Issue 3/2012
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technological  aspects,  the  aspects  regarding  the  necessary  and  availability  of
resources, the economic and psychologic aspects.
The main objective of operative production planning is to elaborate models
and algorithms for determining the commercial company production plan on short
term, optimizing different goal functions (like: observance of delivery terms of
products,  maximum use of  production  capacities,  reduction  of  raw  materials
consumption etc).
The general structure of the optimization methods, from a theoretical as
well  as  practical  point  of  view,  is  given  by  the  models  and  methods  of
mathematical  programming.  Many  phenomena,  from  the  most  various  areas
(economy, technique) can be described by models of liniar and especially nonlinear
mathematical programming.
2. Analysis of production systems
The fundamental objective of production operational management consists
in realising the programs of physical production from the point of view of delivery
terms,  quantities  and  structures  of  contracted  assortments.  Thus,  the  objective
function of the general model of the operational management process of production
can be defined [12]:
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where: C
k
ij quantity of products i, with priority j in period k;
Pi price of product i;
Tipenalty for failure to observe the contractual clauses;
p number of periods,
m number of priorities,
n number of products.
For the  different  types  of problems  of mathematical  programming,  there
were created a series of solving algorithms [11].
A  very  interesting  method  of  solving  a  problem  of  mathematical
programming is the so-called ”method of penalty function” [10], [11].
The method principle consists in replacing the solving of the problem of
mathematical  programming  with  restrictions,  with  the  solving  of  a  series  of
minimization problems without restrictions.
In  the  past  years,  in  the  specialty  literature  there  have  been  developped
several  methods  of  the  type ”penalty  functions”,  through  which  the  solving  of
some  problems  of  nonlinear  optimization  are  reduced  to  solving  a  series of
minimization problems of a function without restrictions [1], [2].Studia Universitatis “Vasile Goldiş” Arad                                 Economics Series  Vol 22 Issue 3/2012
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In the case of several minimization algorithms of a function with several
variables Â ® Â
n f :  (Cauchy algorithm, Fletcher-Reeves algorithm, Davidon-
Fletcher-Powell algorithm, algorithm  of cyclic  optimization  on  axes  of
coordonates,  Powell  algorithm  etc.) it  is  indespensable  the  determination  of
function f minimum on a given direction, in the sense that, at an iteration k, the
minimum of function f is searched, starting from the given point xk, on a given
direction ( )
n
k k k d x d Â Î , , that is [1],[10]
( ) ( ) k k k k k p d p x f pd x f + = +
>0 min
In literature, [10],[11] Powell algorithm is considered to be one of the
most efficient algorithms of one-dimensional optimization. It is based, in principle,
on the interpolation of function f whose minim x
* is searched, with a function of
second degree:
y = ax
2 + bx + c
If the values of function f in three different points x1, x2, x3 which we will
note
f1 = f(x1); f2 = f(x2); f3 = f(x3)
then the coefficients a and b of the interpolated function which goes through points
(x1, f1), (x2, f2), and (x3, f3) are
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Consequently, if a > 0, the minimum point of y is:
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The following values are known:
x1
0 – initial point,
p>0 – initial operation step,Studia Universitatis “Vasile Goldiş” Arad                                 Economics Series  Vol 22 Issue 3/2012
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M>0 – maximum allowed value of the step,
 >0 – precision of calculation.
A change of Powell algorithm
Let us assume, as it follows, the following change. It refers to the choice of
the initial operation step p>0.
Being  given  the  initial  point x
0
1 ,  we  generate  randomly  a  number  of r
( 10 3 £ £ r ) points distributed uniformly on the interval ú û
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the considered interval is taken on the direction given by x
0
1  and d
o ).
The  values  of  the  function  are  calculated  in  points a a a r ,..., , 2 1 and
) ( min ) (
,..., 1 a f a f i
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Consequently, a is the point in which function f takes the lowest value.
The initial step p will be a x p - =
0
1 and obviously p >0.
This way, the initial step p is not taken ”at random”, fact which can reduce
a lot the calculations.
Apparently,  the  minimization  problem  of  a  single-variable-function  [1],
[2], [11] is quite simple. Thus, if function f is differentiable, then the determination
of its minim x
* on a given interval [a,b] can be done by using the classic results of
mathematical analysis. Let us consider x1, x2,...,xr the solutions of equation
( ) 0 = ¢ x f ,
which belongs to the interval [a,b]. The value of the function is calculated in points
a, x1,...,xr, ,b and immediately is chosen the point x
*.
If function f is not differentiable or if its values are obtained after some
experiments,  in  order  to  determine  the  function  optimum  on  a  given  direction
special  algorithms  are  used  which  do  not  use  the  information  given  by  the
differential.
The global model of the production system represents a series of logical
concepts which are used in industrial production to program and simulate, and have
as a goal the increase of production and the reduction of costs, stocks etc. It must
lead the company to the desired objective, it should be as real as possible and it
must avoid anomalies [7].
The correct operation of real processes which share resources is a complex
problem.  The  complexity  of  resource  problems  must  be  considered  under  two
aspects: the first is that the one who plans the workflow must not take into account
the existence of necessary resources, and the second one is that in the executionStudia Universitatis “Vasile Goldiş” Arad                                 Economics Series  Vol 22 Issue 3/2012
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moment, the activity which uses the resource, must have it, otherwise the activity
and implicitly the process will be blocked (in stand-by) till the resource becomes
available.
The elaboration of a workflow implies the cooperation between partner
organisations.  Under  these  conditions,  the  workflow  must  be  conceived  in  an
efficient manner in which the elements specific to organisations should be correctly
represented and even more, their actions must be able to correlate, in order to reach
the objectives.
Therefore,  in  the activity  of modelling  and  analyzing  the  production
systems  with  Petri  nets,  the  same  model  can  be  used  to  analyze  behavioural
properties as well as to evaluate performance, and to construct systematically the
control/simulation of discrete events.
Petri nets have the following advantages [5], [6], [13]:
· The ability to represent the process synchronization, activity competition,
conflict presence, casuality, resource allocation;
· The position/situation of locations and actions implies the real-time system
monitoring;
· The  possibility  to  interprete  (the  possibility  to  associate  objects  with
different meanings for the model’s objective);
· The adequate representation of essential features of the system allows the
construction of models using top-down and bottom-up;
· As  graphic  instrument,  Petri  nets  allow  an  effective  vizualisation  of
communications, the improvement of communications between designers
and  clients,  thus  avoiding  complex  specifications,  ambiguous  textual
descriptions or specific mathematical notations which generate problems of
understanding;
· As mathematical instrument, Petri nets can be described as mathematical
(algebraic) equations which give the possiblity to a formal analysis of the
model. Thus, the formal properties can be analyzed in order to identify the
specific characteristics like overflow and block determination.
These advantages justify the use of Petri nets in the modelling and analysis
of production systems in order to identify and treat anomalies.
3. Conclusions
The correctness of the status of the modelled system can be verified with
the  techniques  of  qualitative  analysis  as  well  as  the  techniques  of  quantitative
analysis. The quantitative properties are derived from the numerical simulation and
analysis, and they show the properties and dependencies of the considered system.
The design of the process is more sure through the analysis and evaluation of the
system’s properties. The optimization is possible by evaluating and comparing the
evolution with instruments specific for different variations of the model [13].Studia Universitatis “Vasile Goldiş” Arad                                 Economics Series  Vol 22 Issue 3/2012
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