Abstract-Sparse matrix solver has become the bottleneck in SPICE simulator. It is difficult to parallelize the solver because of the high data-dependency during the numerical LU factorization. This paper proposes a parallel LU factorization (with partial pivoting) algorithm on shared-memory computers with multi-core CPUs, to accelerate circuit simulation. Since not every matrix is suitable for parallel algorithm, a predictive method is proposed to decide whether a matrix should use parallel or sequential algorithm. The experimental results on 35 circuit matrices reveal that the developed algorithm achieves speedups of 2.11×∼8.38× (on geometric-average), compared with KLU, with 1∼8 threads, on the matrices which are suitable for parallel algorithm. Our solver can be downloaded from http://nicslu.weebly.com.
I. INTRODUCTION SPICE (Simulation Program with Integrated
Circuit Emphasis) [1] circuit simulator developed by UC-Berkeley is widely deployed for verifications of ICs. However, with the growing complexity of the VLSI at nano-scale, the traditional SPICE simulator has become inefficient to provide accurate verifications for IC designs. In a typical SPICE simulation flow, the sparse matrix solver by LU factorization is repeated in every Newton-Raphson iterations during the transient analysis, so it becomes the bottleneck [2] . Consequently, acceleration for solving A x = b has become an interest for developing fast SPICE-like simulators.
Research on sparse LU factorization has been active for decades, and there are some popular software implementations. SuperLU includes 3 versions: the sequential version [3] , the multi-thread version SuperLU MT [4] , and SuperLU DIST [5] for distributed machines. SuperLU incorporates Supernode in left-looking Gilbert-Peierls (G-P) algorithm [6] to enhance its capability when computing dense blocks. However, because of the high sparsity of circuit matrices, it is hard to form supernodes in circuit simulation. So in KLU [7] , Block Triangular Form (BTF) is adopted without Supernode. UMFPACK [8] , and MUMPS [9] , are based on multifrontal algorithm [10] . In PARDISO [11] , the left-rightlooking algorithm [12] is developed. Among all the software above, only KLU is specially optimized for circuit simulation.
There are also some works that use iterative method to perform parallel circuit simulation, such as [13] , [14] . However, iterative method requires good pre-condition in each iteration, its advantage is unclear for circuit simulation.
Recently, several approaches are developed on reconfigurable devices [15] , [16] . The scalability to large-scale circuits is still limited by FPGA on-chip resources and the bandwidth between FPGA and CPU.
In this paper, in order to accelerate circuit simulation, a column-level parallel sparse LU factorization algorithm (with partial pivoting) is developed on multi-core CPUs. Our previous work [17] has presented a column-level parallel LU factorization algorithm without partial pivoting. The primary differences between [17] and this paper (i.e. the contributions of this work) are:
• Not every matrix is suitable for parallel factorization, so we present a predictive method to decide whether a matrix should use sequential or parallel solver (Section II). Consequently, each matrix can achieve the optimal performance.
• This work is implemented with partial pivoting to enhance numeric stability. When adopting partial pivoting, data dependency cannot be determined prior factorization, the primary challenge is to dynamically determine data dependency during factorization (Section IV). The parallel algorithm achieves speedups of 2.11×∼8.38× (on geometric-average), compared with KLU, with 1∼8 threads, on the matrices which are suitable for parallel factorization (Section V). Fig. 1 shows the overall flow of the proposed adaptive solver. A typical LU factorization has three steps: 1) preprocessing, 2) factorization, and 3) right-hand-solving. Among them, the first step performs column/row permutations to increase numeric stability and reduce fill-ins; the second step performs numerical factor operations for lower triangular matrix L and upper triangular matrix U (i.e. A = LU ); and the last step solves the triangular equations L y = b and U x = y. 
II. THE SOLVER FLOW
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In circuit simulation, the pre-processing step is performed only once, the factorization step and right-hand-solving are repeated for many times during the iterations.
We introduce the pre-processing step in this section, the factorization step will be introduced in Section III (sequential algorithm) and IV (parallel algorithm).
Our pre-processing step consists of 3 algorithms: MC64 algorithm [18] , AMD (Approximate Minimum Degree) algorithm [19] , and a static symbolic factorization [6] , [20] .
1) MC64 algorithm: MC64 algorithm [18] is to find a column permutation matrix P c and two diagonal scaling matrices D r and D c , to make each diagonal entry of A 1 = D r AP c D c is ±1, and each off-diagonal entry is bounded by 1 in absolute value. MC64 algorithm can effectively enhance numeric stability.
2) AMD algorithm: AMD algorithm [19] is a fill-reducing ordering algorithm to minimize fill-ins for LU factorization, which finds a symmetric row/column permutation matrix P and performs the symmetric ordering A 2 = P (A 1 + A T 1 )P T , such that factorizing A 2 has much fewer fill-ins than factorizing A.
3) Static symbolic factorization: This step is used to give a suggestion that whether a matrix should use parallel or sequential algorithm. It is a direct implementation of the G-P symbolic factorization algorithm [6] , [20] , without any partial pivoting or numeric computation. After this step, we obtain the nonzero structure of L and U , and the number of nonzeros in symbolic matrix L + U (NNZ S ). We further calculate δ = NNZS NNZA (NNZ A : the number of nonzeros in A), and suggest that if δ < 2.0, the sequential algorithm should be utilized, otherwise the parallel algorithm should be used. A detailed discussion will be presented in Section V.
Our pre-processing is different from KLU. In KLU, BTF is adopted to permute the matrix into an upper block triangular form, but without MC64 algorithm.
In the following content, we still regard the matrix after pre-processing step as A.
III. THE SEQUENTIAL LU FACTORIZATION ALGORITHM
The factorization step is based on the left-looking G-P algorithm [6] , which is shown in Fig. 2 . It factorizes matrix A by sequentially processing each column (k) in 4 steps: 1) symbolic factorization, 2) numeric factorization, 3) partial Fig. 2 . The left-looking Gilbert-Peierls algorithm [6] , [7] pivoting, and 4) storing x in to U and L (with normalization). The first 3 steps are introduced in the below, with the example of factorizing column k.
A. Symbolic factorization
The purpose of the symbolic factorization is to determine the nonzero structure of the kth column, and which columns will update column k. [20] has presented the theory of symbolic factorization, and the detailed method and a DFS (Depth First Search)-based implementation can be found in [7] , [21] .
B. Numeric factorization
This step is the most time-consumed step, which is shown in Fig. 2(b) . It indicates that the numeric factorization of column k refers to the data in some previous (left side) columns {j|U (j, k) = 0, j < k}. In other words, column k depends on column j, iff U (j, k) = 0(j < k), which means the column-level dependency is determined by the structure of U . This is the basic column-level dependency in sparse left-looking LU factorization. In the next section, we will introduce the parallel LU factorization algorithm based on this column-level dependency.
C. Partial pivoting
Although we utilize MC64 algorithm in the pre-processing step to enhance numeric stability, it is still possible to generate small pivots on the diagonal during the numeric factorization (leading to unstable algorithm), especially in digital circuit simulation (the matrix entries may vary dramatically according to the digital circuit operation). So partial pivoting is still needed. It is done by finding the largest element in each column, swapping it to the diagonal when the original diagonal entry is small enough [6] , [21] . However, off-diagonal pivoting can increase fill-ins dramatically.
Even worse, when adopting partial pivoting, the nonzero structure of L and U depends on pivot choices (partial pivoting can interchange the rows). So the exact dependency cannot be determined before the factorization. The challenge is to dynamically determine the exact dependency during factorization.
IV. PARALLEL LU FACTORIZATION STRATEGIES
In this section, we introduce the column-level parallel LU factorization algorithm, which is developed based on the leftlooking G-P algorithm [6] and KLU algorithm [7] .
As mentioned above, the column-level dependency is determined by the structure of U . In [17] , since partial pivoting is not adopted, the structure of L and U can be calculated by a static symbolic factorization before numeric factorization, the exact dependency is obtained easily. An Elimination Scheduler (EScheduler) is built from the structure of U to represent the column-level dependency, and then the parallel tasks are scheduled by two methods: cluster mode and pipeline mode. However, when adopting partial pivoting, the symbolic factorization cannot be separated from the numeric factorization, because the nonzero structure depends on numeric pivot choices. So the exact dependency cannot be determined before the factorization. This is the primary difference between this work and [17] , which also leads to the differences of the parallel algorithms.
In this paper, we still use EScheduler to schedule the parallel tasks by cluster mode and pipeline mode. Different from [17] , EScheduler in this paper is built from an Elimination Tree (ETree), which is used in SpuerLU MT [4] .
A. Elimination Tree
In SuperLU MT, ETree is adopted to represent the columnlevel dependency [4] , [21] . It's not an exact representation, but contains all potential dependency regardless of the actual pivoting choices, so it overestimates the actual dependency. The definition of ETree and how to calculate the ETree can be found in [4] , [21] , here we only present an example, as shown in Fig. 3(b) . Node k in the ETree corresponds to column k in the matrix, so in the following content, "node" and "column" are equivalent. The edges in the ETree represent the potential dependency.
B. Elimination Scheduler
Actually the parallel tasks can be directly scheduled by the ETree. However, since the circuit matrices are extremely sparse, and so are their LU factors, the computational time of one node is so little that the scheduling time of one node may be larger than its computational time. We attempt to reduce the scheduling time as much as possible. To explore some commonness from ETree, we define level of each node in the ETree.
Level Definition: Given the ETree, the level of each node is the length of the longest path from the leaf nodes to the node itself. Leaf node is the node which has no incoming edges.
It's simple to calculate level of each node by topological order:
where c 1 , c 2 , · · · are the children of node k (child definition: if there is an edge i → j in the ETree, i is a child of j). Based on the definition of level, we categorize all the n nodes into different levels, and then we obtain the EScheduler.
EScheduler Definition: EScheduler is a table S(V, LV ), in which V = {1, 2, · · · , n} corresponds to the nodes in the ETree, and LV = {level(k)|1 ≤ k ≤ n}. Fig. 3(d) shows an example of the EScheduler, corresponding to the ETree in Fig. 3(b) . The above definitions indicate that the nodes in one level are independent. Although the EScheduler is coarser-grained than ETree, it is sufficient to implement the column-level parallelism and reduce the scheduling time.
C. EScheduler guided parallel LU factorization
In this paper, we still use cluster mode and pipeline mode to perform the parallel LU factorization. The primary difference from [17] is that when adopting partial pivoting, the symbolic factorization cannot be separated from numeric factorization, so the exact dependency is determined dynamically.
We use Fig. 3(d) as an example to illustrate the parallel algorithm. Since the nodes in one level are independent, these nodes can be calculated in parallel effectively, with little scheduling time. It's cluster mode. However, when the nodes in one level become fewer, cluster mode is ineffective. In this case, pipeline mode which exploits parallelism between dependent levels will be used.
We set a threshold N th to differentiate cluster mode levels from pipeline mode levels, which is defined as the number of nodes in one level, then the EScheduler can be divided into two parts: the former belongs to the cluster mode and the latter belongs to the pipeline mode. N th = 1 is adopted in this example. In practice, we find that N th = 10 ∼ 20 is the optimal value for the cases with less than 12 threads. For the above example, level 0 ∼ 1 are factorized by cluster mode, and then the rest nodes are factorized in parallel by pipeline mode.
1) Parallelism in Cluster Mode: All the levels belonging to cluster mode are processed level by level. For each level, nodes are allocated to different threads (nodes assigned to one thread are regarded as a cluster), and the load balance is achieved by equalizing the nodes in each cluster. Each thread performs the same code (i.e. the left-looking G-P algorithm) to factorize the nodes which are assigned to it. Node-level synchronization is not needed since the nodes in one level are independent, which reduces bulk of the synchronization time. We wait for all the threads finish factorizing the current level, and then the nodes in the next level will be processed by the same strategy. Fig. 3(d) shows an example of node allocation to 2 threads in cluster mode.
2) Parallelism in pipeline mode: In pipeline mode, the dependency is much stronger since the nodes are usually located in different levels. Although we also call it pipeline mode, it's different from the pipeline mode in [17] .
We firstly sort all the nodes belonging to pipeline mode into a sequence (i.e. in the above example, the sequence is 8, 9, 10), and then perform a static scheduling, which is illustrated in Fig. 4 . The task nodes of each thread are completely determined when the pipeline mode starts, which also reduces the scheduling time.
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In pipeline mode, each thread also performs the same code, as shown in Fig. 5 . The code can be partitioned into 2 parts: pre-factorization and post-factorization.
In pre-factorization, the thread (factorizing node k) performs incomplete symbolic factorization and numeric factorization repeatedly. Symbolic factorization is to determine which columns will update column k. However, currently some dependent columns are not finished, they will be skipped. And then it uses the finished columns to perform numeric factorization, to update column k. The code of numeric accumulation is in Fig. 2(b) , the difference is that currently it only uses part of the dependent columns (i.e. the finished columns) to update column k. The pre-factorization will be repeated until the previous column in the pipeline sequence is finished, then it performs the post-factorization.
In post-factorization, the thread performs a complete symbolic factorization without skipping any columns (all the dependent columns are finished currently), to determine the exact structure of the kth column, and then uses the rest columns (i.e. un-finished columns in the pre-factorization) to do the numeric update.
The pipeline mode exploits parallelism by pre-factorization. In the sequential algorithm, one column (k), starts strictly after the previous column is finished. However, in pipeline mode parallelism, before the previous column finishes, column k has already performed some numeric update by some finished columns. Symbolic factorization: determine the exact structure of the kth column of L and U; 8
Numeric factorization: using the rest columns to update column k; 9 Partial pivoting; 10 end while 
V. EXPERIMENTAL RESULTS AND ANALYSIS
A. Experimental Setup
The experiments are implemented by C on a 64-bit Linux server with 2 Xeon5670 CPUs (12 cores in total) and 24GB RAM. 35 circuit matrices from University of Florida Sparse Matrix Collection [22] are used to evaluate our algorithm. We also test KLU [7] as a baseline for comparison. KLU is implemented with the default configurations. We define two types of speedups: the pure speedup is defined as the speedup compared with KLU, and the relative speedup is defined as the speedup compared with the sequential algorithm.
The size of the benchmarks we used is up to 5.5 million, which is larger than the available test results of other software [3] - [5] , [7] - [9] , [11] , iterative method implementations for circuit simulation [13] , [14] , and FPGA [15] , [16] implementations. Our solver can be scaled to bigger problem sizes. Table I shows the results of our parallel LU factorization algorithm, and the comparison with KLU. The time listed in the table is the factorization time, excluding the time of preprocessing and right-hand-solving. These two steps are not time-consumed, and for the 35 matrices, they only cost 4.6% and 0.16% (on average) of the sequential factorization time, respectively. We also compare the fill-ins, flops, and residual of KLU and our algorithm. The speedups over KLU and the best values of fill-ins, flops and residual are shown in boldface.
B. Experimental Results
We categorize all the benchmarks into two sets, named Set1 and Set2, by our proposed predictive method. We suggest using parallel algorithm on Set1 and sequential algorithm on Set2, and the results support our suggestion. We will discuss this point in the next subsection. Our parallel algorithm is generally faster than KLU on Set1 and slower on Set2. The parallel algorithm achieves speedups of 2.11×∼8.38× on geometric-average over KLU, when P = 1 ∼ 8 (P is the thread number), on Set1 benchmarks. Our sequential algorithm (P = 1) is a little faster than KLU, since the MC64 algorithm leads to fewer off-diagonal pivots. From NNZS : the number of nonzeros in L + U after a static symbolic factorization relative speedup: the runtime compared with our sequential algorithm the comparison of fill-ins, flops, and residual, our algorithm performs better than KLU on most matrices. We get very high speedups over KLU on some matrices (onetone1, onetone2, twotone, Raj1, mac econ fwd500, and rajat30), and low speedups on ckt11752 dc 1. This is because of the pre-processing step: KLU uses BTF, by default; our algorithm does not use BTF but uses MC64. These differences lead to differences of the matrix structure and pivoting choices, and then lead to big differences of the fillins. Specifically, BTF can dramatically affect matrix structure and MC64 algorithm can dramatically affect pivot choices.
C. Benchmark Categorization
In this subsection, we show the relative speedups and discuss the benchmark categorization. On Set1 benchmarks, our parallel algorithm can always get effective relative speedups but not so on Set2. We claim that not every matrix is suitable for parallel algorithm, and this is because of the characteristics of the matrix itself.
If the numeric computation of one matrix is somewhat little, the parallel algorithm cannot achieve effective speedups.
That's what we find from the results. As mentioned in Section II, we calculate δ = NNZS NNZA , which can be regarded as the predictive relative numeric computation. We suggest that if δ < 2.0, the sequential algorithm should be utilized, otherwise the parallel algorithm should be used. 
NNZS
NNZA values are all near 1.0, which means they only increase few fill-ins after LU factorization, so the numeric computation of these matrices is very little. On the contrary, the parallel overhead, such as scheduling time, waiting time, memory and cache conflicts, will dominate in the total runtime.
To prove this finding, we also test SuperLU MT [4] , which is a general-purpose parallel solver by multi-thread 4C-1 The best values of fill-in and runtime are shown in boldface speedup: the runtime compared with KLU parallelism. It's also implemented with the default configurations. The results are shown in Table III . SuperLU MT can also achieve speedups on some matrices in Set1, over KLU (however, SuperLU MT fails on many matrices); and on these matrices, it also achieves relative speedups over its sequential algorithm (P = 1). However, on Set2 benchmarks, neither speedups nor relative speedups can be effectively achieved by SuperLU MT. So the conclusion is that not every matrix is suitable for parallel algorithm. For the matrices which have little numeric computation, the sequential algorithm should be used rather than the parallel algorithm. So each matrix can achieve the optimal performance. Our proposed predictive method, which performs the static symbolic factorization and calculates NNZS NNZA , is performed very fast. For the 35 benchmarks, the runtime of the static symbolic factorization is only 1.2% (on average) of the sequential factorization time, and can be ignored.
VI. CONCLUSIONS
This paper has proposed a parallel LU factorization algorithm (with partial pivoting) by multi-thread parallelism. Since not every matrix is suitable for parallel algorithm, we propose a predictive method to decide whether a matrix should use sequential or parallel algorithm. By our adaptive solver, each matrix achieves the optimal performance. The experimental results show that the proposed algorithm achieves effective speedups compared with KLU, on the matrices which are suitable for parallel algorithm.
