A new system of generalized mixed quasivariational inclusions for short, SGMQVI with relaxed cocoercive operators, which develop some preexisting variational inequalities, is introduced and investigated in Banach spaces. Next, the existence and uniqueness of solutions to the problem SGMQVI are established in real Banach spaces. From fixed point perspective, we propose some new iterative algorithms for solving the system of generalized mixed quasivariational inclusion problem SGMQVI . Moreover, strong convergence theorems of these iterative sequences generated by the corresponding algorithms are proved under suitable conditions. As an application, the strong convergence theorem for a class of bilevel variational inequalities is derived in Hilbert space. The main results in this paper develop, improve, and unify some well-known results in the literature.
Introduction
Generalized mixed quasivariational inclusion problems, which are extensions of variational inequalities introduced by Stampacchia 1 in the early sixties, are among the most interesting and extensively investigated classes of mathematics problems and have many applications in the fields of optimization and control, abstract economics, electrical networks, game theory, auction, engineering science, and transportation equilibria see, e.g., 2-5 and the references therein . For the past few decades, existence results and iterative algorithms for variational inequality and variational inclusion problems have been obtained see, e.g., 6-14 and the references cited therein . Recently, some new problems, which are called to be the system of variational inequality and equilibrium problems, received many attentions. Ansari et al. 2 considered a system of vector variational inequalities and obtained its existence results. a nonlinear mapping. If {x n } is a sequence in E, we denote strong convergence of {x n } to x ∈ E by x n → x. A Banach space E is called smooth if lim t → 0 x ty − x /t exists for all x, y ∈ E with x y 1. The generalized duality mapping J q : E → 2 E * defined as follows:
. . . 3 It is easy to see that the identity operator I : E → E is 0, 1 relaxed cocoercive, where I x x for all x ∈ E. Definition 2.6 see 24 . Let A : E × E → E be a mapping. A is said to be i τ-Lipschitz continuous in the first variable if there exists a constant τ > 0 such that, for x, x ∈ E,
ii α-strongly accretive if there exists a constant α > 0 such that
or equivalently,
iii μ, ν relaxed cocoercive if there exist two constants μ ≥ 0 and ν > 0 such that
2.18
Remark 2.7. 
is called the resolvent operator associated with M and ρ, where I is the identity operator on E.
Remark 2.9. Let C ⊂ E be a nonempty closed convex set. If E is a Hilbert space and M ∂φ, the subdifferential of the indicator function φ, that is,
then R ρ,M P C , the metric projection operator from E onto C. Lemma 2.11 see 33 . Let {B n }, {C n }, and {D n } be three nonnegative real sequences satisfying the following conditions:
for some n 0 ∈ N, {λ n } ⊂ 0, 1 with 
Existence Theorems
In this section, we will investigate the existence and uniqueness of solutions for the problem SGMQVI in q-uniformly smooth Banach space under some suitable conditions. 
. . .
where ρ i i 1, 2, . . . , n are positive constants.
n ∈ E n be a solution of the problem SGMQVI . Then, for any given positive constants ρ i i 1, 2, . . . , n , the problem SGMQVI is equivalent to
3.2
From Definition 2.8 and Lemma 2.10, it yields that 3.2 is equivalent to 3.1 . This completes the proof. 
is continuous on E.
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Proof. Let x ∈ E. We show by contradiction that R M j ρ j g j x − ρ j A j x, · : E → E has at most one fixed point. Suppose to the contrary that y, y ∈ E and y / y such that
3.5
Since A j is Lipschitz continuous in the first variable with constant τ j , then
which is a contradiction. Therefore, the mapping R M j ρ j g j x − ρ j A j x, · : E → E has at most one fixed point.
Next, we show that the implicit function y j x is continuous on E. For any sequence, {x n } ⊂ E, x 0 ∈ E, x n → x 0 as n → ∞. Since A j : E × E → E is μ j , ν j -relaxed cocoercive and Lipschitz continuous in the first variable with constant τ j and g j : E → E is a j , b j -relaxed cocoercive and Lipschitz continuous with constant ι j , one has
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3.7
Therefore, from Lemma 2.10, we get
From 3.3 , it follows that the implicit function y j x is continuous on E. This completes the proof.
If j 2 and g x x for all x ∈ E, then Theorem 3.2 is reduced to the following result.
Corollary 3.3 see 24 .
Let E be a real q-uniformly smooth Banach space. Let 
then the implicit function y x determined by
is continuous on E. 
Theorem 3.4. Let E be a real q-uniformly smooth Banach space. Let
M j : E → 2 E be m-accretive mapping, Let A j : E × E → E be μ j , ν
3.12
Then the problem (SGMQVI) has a solution. Moreover, the solutions set Ξ of (SGMQVI) is a singleton.
Proof. By Theorem 3.1, the problem SGMQVI has a solution if and only if 3.1 holds. For the convenience, we define a mapping
3.13
Since A j : E × E → E are μ j , ν j -relaxed cocoercive and Lipschitz continuous in the first variable with constant τ j and g j : E → E are a j , b j -relaxed cocoercive and Lipschitz continuous with constant ι j for j ∈ {1, 2, . . . , n}, by Theorem 3.2, we know that F x and y i x i 2, 3, . . . , n are continuous on E.
3.14 From Lemma 2.10, it yields that
13
Note that, for each j ∈ {2, 3, . . . , n − 1}, 
Therefore, we obtain 
Convergence Analysis
In this section, we introduce several implicit algorithms with errors and explicit algorithms without errors for solving the system of generalized mixed quasivariational inclusions problem SGMQVI and then explore the convergence analysis of the iterative sequences generated by the corresponding algorithms. From Section 3, we know that the system of generalized mixed quasivariational inclusions problem SGMQVI is equivalent to the fixed point problem 3.1 . This equivalent formulation is crucial from the numerical analysis point of view. As we know, this fixed point formulation has been used to suggest and analyze some iterative methods for solving variational inequalities and related optimization problems. By using the relations between the problem SGMQVI and the fixed point problem 3.1 , we construct the following iterative algorithms for solving the system of generalized mixed quasivariational inclusions problem 2.3 .
Algorithm 4.1. Let ρ j be positive constants for all j 1, 2, . . . , n. For any given points x 1,0 ∈ E, define sequences {x j,k }j 1, 2, . . . , n in E by the following implicit algorithm:
4.1
where {e k } ⊂ E and {α k } is a real sequence in 0, 1 .
If e k ≡ 0 for all k ≥ 0, then Algorithm 4.1 is reduced to the following result.
Algorithm 4.2.
Let ρ j be positive constants for all j 1, 2, . . . , n. For any given points x 1,0 ∈ E, define sequences {x j,k }j 1, 2, . . . , n in E by the following implicit algorithm
4.2
where {α k } is a real sequence in 0, 1 .
Now we construct an explicit algorithms for solving the system of generalized mixed quasivariational inclusions problem SGMQVI .
Algorithm 4.3.
Let ρ j be positive constants for all j 1, 2, . . . , n. For any given points x 1,0 , x 2,0 , . . . , x n−1,0 , x n,0 ∈ E n , define sequences {x j,k } j 1, 2, . . . , n in E by the following explicit algorithm
4.3
Remark 4.4. If n 2, E H is a Hilbert space, and K is a closed convex subset of E, φ x
δ K x for all x ∈ K, and M 1 x M 2 x ∂φ x for all x ∈ E, where δ K is the indicator function of K, and ∂φ denotes the subdifferential operator of φ, then, from Remark 2.9, Algorithms 4.1 and 4.3 are reduced to the Algorithms 4.5 and 4.6 for solving the system of general variational inequalities problem 2.7 .
Algorithm 4.5. Let ρ j be positive constants for all j 1, 2. For any given points x 1,0 ∈ E, define sequences {x j,k }j 1, 2 in E by the following implicit algorithm:
4.4
Algorithm 4.6. Let ρ j be positive constants for all j 1, 2. For any given points x 1,0 , x 2,0 ∈ E 2 , define sequences {x j,k } j 1, 2 in E by the following explicit algorithm:
4.5
where {α k } is a real sequence in 0, 1 . 
4.6
Therefore, from both 4.1 and 4.6 , we have 
4.8
Noticing that, for each i ∈ {1, 2, . . . , n − 2},
4.9
As a consequence, we have 
From the conditions iiv , it follows that Proof. It directly follows from Theorem 4.7, and so the proof is omitted. This completes the proof. n ∈ Ξ, and so
4.15
Note that 
4.17
Noticing that, for each i ∈ {1, 2, . . . , n − 2}, 
4.18
Consequently, we have 
4.19
Taking λ k α k 1− 
