To gain a better theoretical understanding of how evolutionary algorithms cope with plateaus of constant fitness, we analyze how the (1 + 1) EA optimizes the n-dimensional Plateau k function. This function has a plateau of second-best fitness in a radius of k around the optimum. As optimization algorithm, we regard the (1 + 1) EA using an arbitrary unbiased mutation operator. Denoting by α the random number of bits flipped in an application of this operator and assuming Pr[α = 1] = Ω(1), we show the surprising result that for k ≥ 2 the expected optimization time of this algorithm is
Introduction
This work aims at making progress on several related subjects-we aim at understanding how evolutionary algorithms optimize non-unimodal 1 fitness functions, what mutation operators to use in such settings, how to analyze the behavior of evolutionary algorithms on large plateaus of constant fitness, and in particular, how to obtain runtime bounds that are precise including the leading constant.
The recent work [17] observed that a large proportion of the theoretical work in the past concentrates on analyzing of how evolutionary algorithms optimize unimodal fitness functions and that this can lead to misleading recommendations how to design evolutionary algorithms. Based on a precise analysis of how the (1 + 1) EA optimizes jump functions, it was observed that the classic recommendation to use standard bit mutation with mutation rate 1 n is far from optimal for this function class. For jump size k, a speed-up of order k Θ(k) can be obtained from using a mutation rate of k n . Jump functions are difficult to optimize, because the optimum is surrounded by a large set of search points of very low fitness (all search points in Hamming distance 1 to k−1 from the optimum). However, this is not the only reason for fitness functions being difficult. Another challenge for most evolutionary algorithms are large plateaus of constant fitness. On such plateaus, the evolutionary algorithm learns little from evaluating search points and consequently performs an unguided random walk. To understand this phenomenon in more detail, we propose a class of fitness function very similar to jump functions. A plateau function with plateau parameter k is identical to a jump function with jump size k except that the k − 1 Hamming levels around the optimum do not have a small fitness, but have the same secondbest fitness as the k-th Hamming level. Consequently, these functions do not have true local optima (in which an evolutionary algorithm could get stuck for longer time), but only a plateau of constant fitness. Our hope is that this generic fitness function with a plateau of scalable size may aid the understanding of plateaus in evolutionary computation in a similar manner as the jump functions have led to many useful results about the optimization of functions with true local optima, e.g., [3, 5, 6, 8, 18, 22] .
When trying to analyze how evolutionary algorithms optimize plateau functions, we observe that the active area of theoretical analyses of evolutionary algorithms has produced many strong tools suitable to analyze how evolutionary algorithms make true progress (e.g., various form of the fitness level method [4, 29, 30] or drift analysis [15, 21, 24] ), but much less is known on how to analyze plateaus. This is not to mean that plateaus have not been analyzed previously, see, e.g., [2, 12, 19] , but these results appear to be more ad hoc and less suitable to derive generic methods for the analysis of plateaus. In particular, with the exception of [19] , we are not aware of any results that determine the runtime of an evolutionary algorithm on a fitness function with non-trivial plateaus precise including the leading constant (whereas a decent number of very precise results have recently appeared for unimodal fitness functions, e.g., [1, 11, 25, 31] ).
Such precise results are necessary for our further goal of understanding the influence of the mutation operator on the efficiency of the optimization process. Mutation is one of the most basic building blocks in evolutionary computation and has, consequently, received significant attention also in the runtime analysis literature. We refer to the discussion in [17] for a more extensive treatment of this topic and note here only already small changes of the mutation operator or its parameters can lead to a drastic change of the efficiency of the algorithm [13, 14] Our results: Our main result is a very general analysis of how the simplest mutation-based evolutionary algorithm, the (1 + 1) EA, optimizes the n-dimensional plateau function with plateau parameter k ∈ N. We allow the algorithm to use any unbiased mutation operator (including, e.g., 1-bit flips, standard-bit mutation with an arbitrary mutation rate, or the fast mutation operator of [17] ) as long as the operator flips exactly one bit with probability at least some positive constant. This assumption is natural, but also necessary to ensure that the algorithm can reach all points on the plateau. Denoting the number of bits flipped in an application of this operator by the random variable α, we prove that the expected optimization time (number of fitness evaluations until the optimum is visited) is
This result, tight apart from lower order terms only, is remarkable in several respects. It shows that the performance depends very little on the particular mutation operator, only the probability to flip between 1 and k bits has an influence. The absolute runtime is also surprising -it is the size of the plateau times the waiting time for a one-to-k bit flip. A similar-looking result was obtained in [19] , namely that the expected runtime of the (1+1) EA with 1-bit mutation and with standard-bit mutation with rate 1 n on the needle function is (apart from lower order terms) the size of the plateau times the probability to flip a positive number of bits (which is 1 for 1-bit mutation and (1 − o(1))(1 − 1 e ) for standard bit mutation with rate 1/n). Our result thus complements this result (valid for two specific mutation operators and for the plateau of radius n around the unique optimum) with an analogous result for constrained plateaus of arbitrary (constant) radius k ≥ 2 around the optimum and for arbitrary unbiased mutation operators.
We note that there is a substantial difference between the case k = n and k constant. Since the needle function consists of a plateau containing the whole search space apart from the optimum, the optimization time in this case is just the hitting time of a particular search point when doing an undirected random walk (via repeated mutation) on the hypercube {0, 1}
n . For Plateau k with constant k, the plateau has a large boundary. More pre-cisely, almost all 2 search points of the plateau lie on its outer boundary and furthermore, all these search points have almost all their neighbors outside the plateau. Hence a large number of iterations (namely almost all) are lost in the sense that the mutation operator generates a search point outside the plateau (and different from the optimum), which is not accepted. Interestingly, as our result shows, the optimization of such restricted plateaus is not necessarily significantly more difficult (relative to the plateau size) than the optimization of the unrestricted needle plateau.
Our precise runtime analysis allows to deduce a number of particular results. For example, when using standard bit mutation, the optimal 3 mutation rate is k en . This is by a constant factor less than the optimal rate of k n for the jump function with jump size k, but again a factor of Θ(k) larger than the classic recommendation of 1 n , which is optimal for many unimodal fitness functions. Hence our result confirms that the optimal mutation rates can be significantly higher for non-unimodal fitness functions. While the optimal mutation rates for jump and plateau functions are similar, the effect of using the optimal rate is very different. For jump functions, an k Θ(k) factor speed-up (compared to the standard recommendation of 1 n ) was observed, here the influence of the mutation operator is much smaller, namely the factor Pr[1 ≤ α ≤ k], which is trivially at most 1, but which was assumed to be at least some positive constant. Interestingly, our results imply that the fast mutation operator described in [17] is not more effective than other unbiased mutation operators, even though it was proven to be significantly more effective for jump functions and it has shown good results in some practical problems [27] .
So one structural finding, which we believe to be true for larger classes of problems and which fits to the result [19] for needle functions, is that the mutation rate, and more generally, the particular mutation operator which is used, is less important while the evolutionary algorithm is traversing a plateau of constant fitness.
The main technical novelty in this work is that we model the optimization process via two different Markov chains describing the random walk on the plateau, namely the chain defined on the Θ(n k ) elements of the plateau (plus the optimum) and the chain obtained from aggregating these into the total mass on the Hamming levels. Due to the symmetry of the process, one could believe that it suffices to regard only the level chain. The chain defined on the elements, however, has some nice features which the level chain is missing, among others, a symmetric transition matrix (because for any two search points x and y on the plateau, the probability of going from x to y is the same as the probability of going from y to x). For this reason, we find it fruitful to switch between the two chains. Exploiting the interplay between the two chains and using classic methods from linear algebra, we find the exact expression for the expected runtime.
The abstract idea of switching between the chain of all the elements of the plateau and an aggregated chain exploiting symmetries of the process as well as the linear algebra arguments we use are not specific to our particular problem. For this reason, we are optimistic that our techniques may be applied as well to other optimization processes involving plateaus.
Problem Statement
We consider the maximization of a function that resembles the OneMax function, but has a plateau of second-highest fitness of radius k around the optimum. We call this function Plateau k and define it as follows.
where OneMax(x) is the number of one-bits in x.
Notice that the plateau of the function Plateau k (x) consists of all bitstrings that have at least n − k one-bits, except the optimal bit-string x * = (1, . . . , 1). See Fig. 1 for an illustration of Plateau k .
Since a reviewer asked for it, we note that the unary unbiased black-box complexity (see [23] for the definition) of Plateau k is Θ(n log n). While this implies that there is a unary unbiased black-box algorithm finding the optimum of Plateau k in O(n log n) time, such results generally do not indicate that a problem is easy for reasonable evolutionary algorithms. For example, in [7] it was shown that the NP-complete partition problem also has a unary unbiased black-box complexity of O(n log n).
Lemma 1. For all constants k, the unary unbiased black-box complexity of the Plateau k function is Θ(n log n).
Proof. The lower bound follows from the Ω(n log n) lower bound for the unary unbiased black-box complexity of OneMax shown in [23] . Since we can write Plateau k can be transferred into an algorithm solving OneMax in the same time.
The upper bound follows along the same lines as the O(n log n) upper bound for the unary unbiased black-box complexity of Jump k , see [8] and note that the algorithm given there contains a sub-routine which, in expected constant time, for a given constant radius r determines the Hamming distance H(x, x * ) of a point x from the optimum x * without evaluating search points y with H(y, x * ) ≤ r. Note that the Hamming distance from the optimum determines the OneMax value of x. Hence with this routine one can optimize both jump and plateau functions by simulating an O(n log n) black-box algorithm for OneMax.
To understand how evolutionary algorithms optimize plateau functions, we consider the most simple evolutionary algorithm, the (1 + 1) EA shown in Algorithm 1. However, we allow the use of an arbitrary unbiased mutation operator. A mutation operator Mutate for bit-string representations is called unbiased if it is symmetric in the bit-positions [1. .n] and in the bitvalues 0 and 1. This is equivalent to saying that for all x ∈ {0, 1} n and all automorphisms σ of the hypercube {0, 1} n (respecting Hamming neighbors) we have σ −1 (Mutate(σ(x)) = Mutate(x) (and this is an equality of distributions). The notation of unbiasedness was introduced (also for higher-arity operators) in the seminal paper [23] .
For our purposes, it suffices to know (see [9] or [16] ) that the set of unbiased mutation operators consists of all operators which can be described as follows. First, we choose a number α ∈ [0..n] according to some probability distribution and then we flip exactly α bits chosen uniformly at random. Examples for unbiased operators are the operator of Random Local Search, which flips a random bit, or standard bit mutation, which flips each bit independently with probability 1 n . Note that in the first case α is always equal to one, whereas in the latter α follows a binomial distribution with parameters n and 
x ← y 6:
end if 7: until forever Additional assumptions: The class of unbiased mutation operators contains a few operators which are unable to solve even very simple problems. For example, operators that always flips exactly two bits never finds the optimum of any function with unique optimum if the initial individual has an odd Hamming distance from the optimum. To avoid such artificial difficulties, we only consider unbiased operators that have at least a constant (positive) probability to flip exactly one bit.
As usual in runtime analysis, we are interested in the optimization behavior for large problem size n. Formally, this means that we view the runtime T = T (n) as a function of n and aim at understanding its asymptotic behavior for n tending to infinity. We aim at sharp results (including finding the leading constant), that is, we try to find a simple function τ : N → N such that T (n) = (1 + o(1))τ (n), which is equivalent to saying that lim n→∞ T (n)/τ (n) = 1. In this limit sense, however, we treat k as a constant, that is, k is a given positive integer and not also a function of n.
Finally, since the case k = 1 is well-understood (Plateau 1 is the wellknown OneMax function), we always assume k ≥ 2.
Preliminaries and Notation

Tools from Linear Algebra
In this section we briefly review the terms, tools and facts from the linear algebra that we use in this work.
Definition. Given the square matrix A, the vector x is called the left eigenvector of the matrix A if xA = λx for some λ ∈ C. In this situation, λ is called eigenvalue of the matrix A. The vector x is called right eigenvector if Ax = λx for some λ ∈ C. Since in this work we regard only left eigenvectors, we call them just eigenvectors.
Definition. The spectrum of a matrix is the set of all its eigenvalues. If a matrix has size n×n, then the number of its eigenvalues is not greater than n.
Definition. For each eigenvalue there exists a corresponding eigenspace, that is, the linear span of all the eigenvectors that correspond to the eigenvalue.
The two eigenspaces that correspond to the two different eigenvalues intersect only in point (0, . . . , 0).
Definition. The characteristic polynomial χ(λ) of matrix A is the function of λ that is defined as the determinant of the matrix A − λI, where I is the identity matrix. The set of the roots of characteristic polynomial is equal to the spectrum of the matrix A.
Definition. The inner product of the vectors x = (x 0 , . . . , x n−1 ) and y = (y 0 , . . . , y n−1 ) is a scalar value defined as x, y = Lemma 3. Two eigenvectors of a symmetric matrix that correspond to different eigenvalues are orthogonal.
In this work we encounter irreducible matrices. Among the several definitions, the following is easiest to check for the matrices considered in this work.
Definition. A matrix A of size n × n is irreducible if it is a transition matrix of a directed graph with non-negative weights on its edges where each vertex is reachable from each other vertex over the edges with positive weights.
For example, the transition matrix of an irreducible Markov chain (a chain such that each state is reachable from each other state) is irreducible.
The crucial role in this work is played by the Perron-Frobenius theorem [26] . This theorem states a series of properties of the irreducible matrices, among them we use the following four.
Lemma 4. The greatest eigenvalue of any irreducible matrix lies between the minimal and the maximal row sums of the matrix.
Lemma 5. For every eigenvalue λ = λ 0 we have |λ| < λ 0 , where λ 0 is the greatest eigenvalue.
Lemma 6. The greatest eigenvalue has a one-dimensional eigenspace.
Lemma 7. The components of the eigenvector that corresponds to the greatest eigenvalue are not equal to zero and all have the same sign.
Definition. For any p ∈ (0, +∞) and any vector x ∈ R n ,
.
In this work we use only the Manhattan norm (p = 1) and the Euclidean norm (p = 2).
Lemma 8. For all x ∈ R n we have
Finally, let us also mention the orthogonal projection of the vector. Definition. Suppose we have vector x ∈ R n and it is decomposed into the sum of m orthogonal vectors {x i } m−1 i=0 where m ≤ n. Then x i is the orthogonal projection of x to the linear span of x i . To find the norm of the projection, we can use the following lemma.
Lemma 9. If x
i is the orthogonal projection of x, then
independently on the norm.
However to use this lemma we first need to find the normalized x i , that is,
Markov Chains and Leaky Markov Chains
Markov chains are a widely used tool for the runtime analysis of evolutionary algorithms. In this work we only regard absorbing Markov chains. These chains have a set of absorbing states, which is reachable from every state of the chain 4 and cannot be left 5 . Absorbing chains appear naturally in runtime analysis. When taking as states of the Markov chain the possible states of the algorithm, we can assume the optima to be absorbing, since usually one is not left by the algorithm. The runtime of the algorithm is the number of transitions in the chain until it reaches an absorbing state.
We only regard absorbing Markov chains with only one absorbing state. When some process is described via a Markov chain, the states may be undefined, and only the probabilities to start in each state may be known. These probabilities form a stochastic vector π. To calculate the probilities to be in each state after performing one step in the chain is suffices to calculate the vector πP , where P is the transition matrix of the chain. After t steps the distribution over the states is πP t . The probability to reach the absorbing state in less than t steps is the probability that corresponds to the absorbing state in the distribution vector πP t−1 . Note that in each step some probabilistic mass moves from the nonabsorbing states to the absorbing state, but not in the opposite direction. The probabilistic mass that moves from non-absorbing states to the absorbing states depends only on the distribution of the probabilistic mass over the non-absorbing states. For this reason, we ignore the absorbing state, giving rise to a leaky Markov chains.
Leaky Markov chains are obtained from the original chain by removing the absorbing state, including the transitions to this state from the non-absorbing states. The transition matrix R for such a chain is obtained through removing the row and the column from P that correspond to the absorbing state. Obviously, the leaky Markov chain is not a true Markov chain, since the sum of outgoing probabilities is less than one for at least one state of the leaky chain. Therefore, if we have some initial distribution over the states of the leaky chain, in each step some of the probabilistic mass leaks from the leaky chain (exactly the mass that moves to the absorbing state in the original chain), hence the sum of the probabilities to be in each state decreases with each step. Given that the distribution over the states of the leaky chain is ρ, the new probabilities to be in each non-absorbing state after one step form 4 It means that for every state s 1 there exists an absorbing state s 2 such that there exists a path of transitions with positive probabilities from s 1 to s 2 .
5 More precisely, the probability to leave an absorbing state is zero.
a vector ρR. We intentionally do not call ρR a distribution, since it is not a stochastic vector. In this notation the probability that the algorithm runtime is at least t, is ρR t−1 1 , since this is the probability to be in any non-absorbing state after t−1 steps. This not only immediately gives us the distribution of the runtime T of the algorithm, but also lets us easily compute its expected value.
Two Leaky Chains
For the optimization process of our (1 + 1) EA we first observe that, since the unbiased operator with constant probability flips exactly one bit, the expected time to reach the plateau is O(n log n). Since the time for leaving the plateau (as shown in this paper) is Ω(n k ), we only consider the runtime of the algorithm after it has reached the plateau.
For this runtime analysis on the plateau we consider the plateau in two different ways. The first way is to regard a Markov chain that contains N + 1 states, where
. Each state represents one element of the plateau plus there is one absorbing state for the optimum. Note that
As discussed in Section 3.2, we regard only the corresponding leaky Markov. This leaky chain contains N states. The transition probability between two states x and y is p xy = Pr[α = d] n d −1 , where d is the Hamming distance between x and y. This implies that the transition probability from x to y is equal to the transition probability from y to x for any pair of the states of the leaky chain. Therefore, the transition matrix is symmetric, which gives us the opportunity to use Lemma 2 and Lemma 3. We call this leaky chain the individual chain, denote its transition matrix by P ind and call the space of real vectors of dimension N the individual space, since it is the space of all possible current individuals of the algorithm, when the algorithm is on the plateau.
To define the second Markov chain we shall use, let us first define the i-th level as the set of all the search points that have exactly n − k + i one-bits. Then the plateau is the union of levels 0 to k − 1 and the optimum is the only element of level k. Notice that the i-th level contains exactly n k−i elements. For every i, j ∈ [0..k] we have that for any element of the i-th level the probability to mutate to the j-th level is the same due to the unbiasedness of the operator. Therefore we can regard a Markov chain of k + 1 states, where the i-th state (i ∈ [0..k]) represents all the elements of the i-th level. State k is an absorbing state. The transition probability from level i to level j is
(1)
We assure that the probability to gain levels is O(n − .
Proof. For any m ∈ N 0 we have Pr[α = m] ≤ 1. Thus, by (1) we compute
Similarly to the individual chain, we regard the leaky version of this chain. We call it the level chain and we call the space of real vectors of length k the level space. The level chain is illustrated in Fig. 2 . The transition matrix P of the leaky chain has a size of k × k. The matrix P (unlike P ind ) is not symmetric. In our analysis we use the following property of the matrix P .
Lemma 11. The sum of each row of P is 1 − o(1).
Proof. The sum of the i-th row of P is since the sum of all the outgoing probabilities for each state in the original Markov chain is one. By Lemma 10 we have p
, which proves the lemma.
There is a natural mapping from the level space to the individual space. Every vector x = (x 0 , . . . , x k−1 ) can be mapped to the vector φ(x) = (y 0 , . . . , y N −1 ), where
, if i-th element belongs to the jth level. If x is a distribution over the levels, that is, x ∈ [0, 1]
k and x 1 = 1, then φ(x) is the distribution over the elements of the plateau which is uniform on the levels and which has the same total mass on each level as x.
This mapping has several useful properties.
Lemma 12. φ is linear, that is, we have φ(αx + βy) = αφ(x) + βφ(y) for all x, y ∈ R k and all α, β ∈ R.
This property follows directly from the definition of φ.
Lemma 13. For all x ∈ R k we have φ(xP ) = φ(x)P ind .
Proof. To show this property of φ, let us notice two facts. First, if some mass vector y from the individual space has a uniform distribution of the mass inside each level, then after applying matrix P ind to this vector, this property will remain true due to symmetry. Second, the transition of mass between levels in the level chain is the same as in the individual chain. Therefore, if we regard φ(xP ) as the mass x that firstly was transferred over the level chain by matrix P and then distributed uniformly inside each level and we regard φ(x)P ind as the mass x that firstly was distributed inside each level and then transferred between levels by matrix P ind , then we see that it is the same vector.
Lemma 14. The spectrum σ(P ) of the matrix P is a subset of the spectrum σ(P ind ) of matrix P ind .
Proof. From the linearity of φ it follows that if x is an eigenvector of P , then φ(x) is an eigenvector of P ind with the same eigenvalue. Thus, every eigenvalue of P is an eigenvalue of P ind .
Lemma 15. For all x ∈ R k , the Manhattan norm is invariant under φ, that is,
This follows from the fact that all components of φ(x) that are from the same level have the same sign. Notice that an analogous property does not hold for the Euclidean norm · 2 .
The Spectrum of the Transition Matrix
The main result of this section is the following analysis of the eigenvalues of P . Proof. The fact that all the eigenvalues are real follows from Lemma 14 and the fact that all the eigenvalues of the symmetric matrix P ind are real (see Lemma 2) . The largest eigenvalue λ 0 of P is bounded by the minimal and the maximal row sum of P (see Lemma 4), which are both 1 − o(1) (see Lemma 11) . It remains to show that all other eigenvalues are less than 1 − ε for some constant ε > 0, which will require more words. To prove this statement we perform a precise analysis of the characteristic polynomial of P .
Recall that the spectrum of P is the set of the roots of its characteristic polynomial
where S k is the set of all permutations of the set [0..k − 1]. Note that for all permutations except the identity the product in the sum contains at least one factor (P − λI) i,j with j > i and this element satisfies (P − λI) i,j = p 
where β(λ) is some polynomial in λ with coefficients that are all o(1). For this reason the derivative of β(λ) will also be o(1), where we recall that all asymptotics are for n → ∞ (and, e.g., not for any limit behavior of λ).
Since we have already proven that the greatest eigenvalue of P is λ 0 = 1 − o(1), we only need to prove that χ(λ) has not more than one root in [1 − ε, 1] for some constant ε. To do so it suffices to prove that χ(λ) is strictly monotonic in this segment.
First, consider only λ ≥ 1 − c/2, where c is the probability to flip exactly one bit. Since for every i = 0 we have p 
Notice that if we take λ ≥ 1 − 
Runtime Analysis
Recall that the Perron-Frobenius Theorem [26] states that for positive matrices the largest eigenvalue has a one-dimensional eigenspace (Lemma 6). Also this theorem asserts that both left and right eigenvectors that correspond to the largest eigenvalue have all components with the same sign and they do not have any zero component(Lemma 7). Let π * be such a left eigenvector with positive components for P and let it be normalized in such way that π * 1 = 1. We view π * as distribution over the levels of the plateau and call it the conditional stationary distribution of P (since it does not change in one iteration under the condition that the algorithm does not find the optimum). Also let u = (u 0 , . . . , u k−1 ) be the probability distribution in the level space such that φ(u) is the uniform distribution in the individual space. Hence
In the remainder, we need the following basis of the level space.
Lemma 17. There exists a basis of the level space
with the following properties.
2. e i is an eigenvector of P for all i ∈ [0..k − 1]; Thus, e 0 = π * . All the other vectors e i we obtain as follows. If a i is an eigenvector of eigenvalue with one-dimensional eigenspace, then e i = a i . If an eigenvalue has h-dimensional eigenspace for some h > 1, then let a i 1 , a i 2 , . . . a i h be its eigenvectors. They form a basis of this eigenspace, so we can use a procedure of orthogonalization, with only difference that the resulting vectors should not be orthogonal, but they should have orthogonal corresponding vectors in the individual space. To do so we take e i 1 = a i 1 . Next, for all j ∈ [2.
.h] we take
All e i in this case are linearly independent, hence they form a basis. Moreover, vectors that correspond to different eigenvalues have orthogonal corresponding vectors from individual space, as they are eigenvectors of symmetric matrix that correspond to different eigenvalues. The vectors that correspond to the same eigenvalue will also have orthogonal corresponding vectors, as we have built them this way. Therefore, we obtained a basis that satisfies all the conditions of the lemma.
We use the basis from Lemma 17 to prove that φ(π * ) is very close to the uniform distribution.
i=0 be a basis that we obtained in Lemma 17. The vector u can be written as a linear combination of
This decomposition can be transferred to the individual space due to the linearity of φ. We define U := φ(u) and U i := c i φ(e i ), which gives the decomposition U = k−1 i=0 U i . The U i are orthogonal, since the φ(e i ) are orthogonal. Note that U is the uniform distribution over all the elements of the plateau, so all its components are equal to 1/N .
Recall that π * = e 0 (and consequently φ(π * ) is co-directed with U 0 ) and that has a Manhattan norm equal to one. Thus we have φ(π * ) = φ(e 0 ) = U 0 / U 
To prove the lemma we need to prove that
It is enough to prove that for all j ∈ [0..
To do so let us consider the vector U − U P ind . On the one hand, its elements are very small. For all j ∈ [0..N − 1] we have
where q j i is the probability to go from individual i to individual j and q N j is the probability to leave the plateau from the j-th individual. The Euclidean norm of this vector is also very small.
On the other hand, if we recall that the U i are eigenvectors, then we have
As the U i are orthogonal, for every i ∈ [0..k − 1] we have
Since the absolute value of every component of a vector cannot be larger than the vector Euclidean norm, we conclude that
Recall that by Lemma 16 we have (1 − λ i ) > ε for all i = 0. Consequently,
and by (4) we have π *
We are now in the position to prove our main result.
Theorem 1. The expected runtime of the (1 + 1) EA using any unbiased mutation operator with constant probability to flip exactly one bit on the plateau of Plateau k function is
Proof. To prove this theorem we will use the fact that the expectation of random variable X that takes only non-negative integer values is
If we have some initial distribution vector π over the levels of the plateau then the probability that the runtime is at least t is the probability to stay on the plateau in the first t − 1 iterations, that is, πP
To estimate πP t−1 1 , we decompose π into a sum of eigenvectors of P using the basis e 0 , . . . , e k−1 from Lemma 17. Let π 0 , . . . , π k−1 be scalar multiples of e 0 , . . . , e k−1 such that
For the upper bound on the runtime, we compute
We obtain a lower bound in a similar way by computing
Summarizing these two bounds, we observe that the expected runtime satisfies
We shall now argue that the term
, and then compute π 0 1 and λ 0 . By Lemma 16, there is a constant ε such that for all i = 0 we have
because of the linearity of φ. Since the φ(π i ) are orthogonal vectors in the individual space, their Euclidean norm is not greater than the Euclidean norm of φ(π). Hence,
which is a very rough bound, but sufficient for our purposes as it gives
It remains to estimate π 0 1 and λ 0 . Recall that by the properties of φ we have π 0 1 = φ(π 0 ) 1 . By applying φ to both sides of (5) we get φ(π) = k−1 i=0 φ(π i ). Since π 0 , . . . π k−1 are scalar multiples of e 0 , . . . e k−1 and all φ(e i ) are orthogonal, we got a decomposition of φ(π) into a sum of orthogonal vectors. Therefore, φ(π 0 ) 1 can be computed as follows (see Section 3.1).
From Lemma 18 we know that all the components of e 0 are almost equal to the components of the vector of the uniform distribution in the level space 6 .
6 e 0 is the same vector as π * in Lemma 18. However we now refer to this vector as e 0 to underline that we consider it as a basis vector of the level space, while in Lemma 18 we referred to it as π * since we considered it as a vector of the probabilistic distribution over the states of the level chain.
Transferring this result to the individual space for all j ∈ [0..
. This lets us calculate the inner products in (8) .
We compute (1 − λ 0 ) in the following way.
In this chain of equations we use the following arguments.
• λ 0 π * = π * P , since π * is an eigenvector of P and λ 0 is the corresponding eigenvalue in (10).
• In transition between (10) and (11) • In transition between (11) and (12) • In transition between (12) and (13) 
by (1) .
From the estimates of
0 , and λ 0 from (7), (9), and (14), respectively, and (6) we obtain our main result
(1 ± o(1)).
Corollaries
We now exploit Theorem 1 to analyze how the choice of the mutation operator influences the runtime. Since, by our main result, the expected runtime depends only on the probability to flip between 1 and k bits, this is an easy task.
We first observe that for all the unbiased operators with constant probability to flip exactly one bit, the expected optimization time is Θ(N ), where we recall that the size of the plateau is
Hence all these mutation operators lead to asymptotically the same runtime of Θ(n k ).
Randomized Local Search and Variants
When taking a more precise look at the runtime, that is, including the leading constant, then the best runtime, obviously, is obtained from mutation operators which flip always between 1 and k bits. This includes variants of randomized local search which also flip more than one bit, see, e.g., [10, 20, 28] , as long as they do not flip more than k bits, but most prominently the classic randomized local search heuristic, which always flips a single random bit. Note that the latter uniformly for all k (and including the case k = 1 not regarded in this work) is among the most effective algorithms.
Standard-bit Mutation
The classic mutation operator in evolutionary computation is standard-bit mutation, where each bit is flipped independently with some probability ("mutation rate") γ/n, where γ usually is a constant.
Theorem 2. Let γ be some arbitrary positive constant and k ≥ 2. Then the (1 + 1) EA using standard-bit mutation with mutation rate γ/n optimizes Plateau k in an expected number of
iterations. This time is asymptotically minimal for γ =
Proof. For the (1 + 1) EA with mutation rate γ/n, the probability to flip exactly one bit is
which is at least some positive constant. Thus, we can apply Theorem 1 and obtain
. In order to minimize E[T ], we have to maximize d(γ). Now γ → d(γ) is a smooth continuous function, so its maximal value for γ ∈ [0, +∞) can only be at γ = 0, for γ → +∞, and in the zeros of its derivative. We have
Hence the only value of γ with d (γ) = 0 is γ = 
Fast Genetic Algorithm
The fast genetic algorithm recently proposed in [17] is simply a (1 + 1) EA that uses standard-bit mutation with a random mutation rate α/n with α ∈ [1..n/2] chosen according to a power-law distribution. More precisely, for a parameter β > 1 which is assumed to be a constant (independent of n), we have
for every i > n/2 and i = 0 and
otherwise, where H n/2,β := n/2 i=1 i −β is a generalized harmonic number.
Conclusion
In this paper we introduced a new method to analyze the runtime of evolutionary algorithms on plateaus. This method does not depend on the particular mutation operator used by the EA as long as there is a constant positive probability to flip a single random bit. We performed a very precise analysis on the particular class of plateau functions, but we are optimistic that similar methods can be applied for the analysis of other plateaus. For example, Lemmas 16, 17 and 18 remain true for those plateaus of the function XdivK (that is defined as OneMax(x)/k for some parameter k) that are in a constant Hamming distance from the optimum (and these are the plateaus which contribute most to the runtime). That said, the proof of Lemma 16 would need to be adapted to these plateaus different from the one of our plateau function. We are optimistic that this can be done, but leave it as an open problem for now.
The inspiration for our analysis method comes from the observation that the algorithm spends a relatively long time on the plateau. So regardless of the initial distribution on the plateau, the distribution of the individual converges to the conditional stationary distribution long before the algorithm leaves the plateau. This indicates that our method is less suitable to analyze how evolutionary algorithms leave plateaus which are easy to leave, but such plateaus usually present not bigger problems in optimization.
On the positive side, our analysis method can also be used to give runtime estimates for functions having less symmetric plateaus than our Plateau functions. For example, assume that f : {0, 1} n → R is a function that agrees with Plateau k on all search points x with Plateau(x) = OneMax(x), but has only the restriction n − k ≤ f (x) ≤ n for the other search points. Such functions can have plateaus of arbitrary shape inside the plateau of second-best fitness of Plateau k . It is easy to see that the runtime T of the (1 + 1) EA with arbitrary unbiased mutation operator satisfies the same asymptotic upper bound N/ Pr[α ∈ [1..k]](1 + o(1)) that we have proven for the Plateau k function.
Overall, we are optimistic that our main analysis method, switching between the level chain and the individual chain, which might be the first attempt to devise a general analysis method for EAs on plateaus, finds further applications.
A Appendix
Since both a reviewer of our submission to the GECCO 2018 theory track and (after rejection of the former) a reviewer of PPSN 2018 claimed that our result is already wrong for the small case k = 2 and a specific mutation operator, to clarify the situation and to avoid similar problems in future reviewing processes, we analyze now the case k = 2 in full generality by elementary means. This proves the reviewers' claims wrong and shows that the case k = 2 can be solved by regarding a simple system of equations, whose unique solution agrees with our main results.
We start by describing the reviewers' incorrect concerns. The reviewer of our submission to the GECCO 2018 theory tack wrongfully considers the following a counterexample. Suppose k = 2 and suppose the mutation operator flips either 1 or 2 randomly chosen bits, each with probability 1/2. Then our theorem gives an expected runtime of E[T ] = n 2 /2(1 + o (1)), but the reviewer claims that the expected runtime is n 2 (1 + o(1)), referring to own calculations not provided.
The reviewer of PPSN 2018 suggested a more general counterexample. She or he considers again k = 2 and the mutation operator that flips one randomly chosen bit with probability p 1 (where p 1 = Ω(1)) and it flips two randomly chosen bits with probability p 2 . The reviewer claims, again without giving details, that the expected runtime of the described algorithm on the Plateau 2 function is (1 + o(1)). To cover both examples and possible future ones, we consider the case k = 2 for a general unbiased mutation operator (with probability to flip exactly one bit of Ω(1)). For brevity and to match the notation of the latter reviewer we define p i as the probability that the mutation operator flips exactly i bits (that was noted as Pr[α = i] in the main part of the paper). We recall from the body of the paper that there is a one-one correspondence between unary unbiased mutation operators and vectors p = (p 0 , p 1 , . . . , p n ) ∈ [0, 1] n+1 with p 1 = 1.
Lemma 19. If p 1 = Ω(1), then the runtime of the (1 + 1) EA with an arbitrary unbiased mutation operator as described above optimizing the ndimensional Plateau 2 function is n 2 2(p 1 +p 2 )
(1 + o(1)).
Proof. To find the expected runtime of the algorithm on the plateau we consider the level chain. It contains two states (for level 0 and level 1), but additionally to find the expected runtime we now include the optimum into the chain as a new state. To simplify the notation we regard the optimum as level 2. 
To compute the right sides, we first compute all the transition probabilities.
• p 1 0 is the probability to either flip one zero-bit or to flip both zero-bits and one one-bit, that is,
Recall that p 1 is considered as some positive constant.
• p 2 0 is the probability to flip both zero-bits, that is,
• p 0 1 is the probability to either flip one one-bit or to flip two one-bits and the only zero-bit, that is,
• p 2 1 is the probability to flip the only zero-bit, that is,
• In other cases the mutation operator generates either an individual with the same number of one-bits or an individual from outside the plateau, so the algorithm does not accept it. Therefore, p We compute the numerators and denominator in the right-hand sides of (15).
• p • p • p So independently on the starting state we have precisely the same expected runtime (apart from the lower order terms ignored in both cases) as obtained through Theorem 1.
