In this work we compute the Dixmier invariants and bitangents of the plane quartics with 3,6 or 9-cyclic automorphisms, we find that a quartic curve with 6-cyclic automorphism will have 3 horizontal bitangents which form an asysgetic triple. We also discuss the linear matrix representation problem of such curves, and find a degree 6 equation of 1 variable which solves the symbolic solution of the linear matrix representation problem for the curve with 6-cyclic automorphism.
Introduction
The study of the geometry of plane quartics is one of the most beautiful achievements in classical algebraic geometry. Back to the late 19 th and early 20 th century, there were many studies on the existence and configurations of the 28 bitangents of a plane quartic such as [9] , [7] , [8] , [17] , and so on. For the invariants of plane quartics, Shioda computed the invariants ring in [16] . However, the algebraic invariants of plane quartics were found much later by [1] , [13] and [3] . In this work we compute the invariants and bitangents of plane quartics with 3-cyclic automorphism, and discuss the linear matrix representation problem (see [4] , [18] , [19] ) of such curves. The classification of automorphism was given by [10] and [20] . There are many places one can see the full list, for example, in Section 6.5 of [2] .
Explicitly, we consider the curves C 3 = C 3 (r, s) : y 3 = x(x − 1)(x − r)(x − s) (1) C 6 = C 6 (r) : y 3 = x(x − 1)(x − r)(x − 1 + r) (2) C 9 :
with automorphism group Z/3, Z/6 and Z/9 respectively. We compute the invariants of these curves. The curves C 6 and C 9 are special cases of C 3 . Thus we also compute the cutting equations of the invariants of C 6 and C 9 as special cases of C 3 . In modern point of view, a smooth plane quartic is the canonical model of a smooth projective non-hyperelliptic curve of genus 3. Let M 3 be the moduli space of projective curves of genus 3, and let M non 3 be the non-hyperelliptic locus of M 3 . Then the Dixmier invariants I 3 , I 6 , I 9 , I 12 , I 15 , I 18 , I 27 , as functions of the coefficients of a given ternary quartic like an analog of the j-invariant of a given cubic curve, also could be regarded as the coordinates of M parametrizing curves with automorphism group containing X G , then we have X Z/9 ⊂ X Z/3 ⊂ M non 3
and X Z/6 ⊂ X Z/3 ⊂ M non 3 . In this point of view, we are trying to find the "defining equation" of X Z/3 , X Z/6 and X Z/9 in M non 3 . The explicit formulae of the Dixmier invariants are listed in Section 3.1. We use Maxima to compute the Dixmier invariants. We will give the wxMaxima notebook in the appendix. Summarizing Section 3.2, we have the following Theorem 1.1. The curve C 3 satisfies that I 3 = I 6 = I 12 = I 15 = 0 and I 9 , I 18 are algebraically independent. For the curve C 6 , the invariants I 9 and I 18 satisfies a degree 8 affine equation. Furthermore, the curve C 9 is the curve that all Dixmier invariants vanish.
The algebraic conditions between the invariants of C 6 are computed by Macaulay2 [6] .
We use the idea in [14] to compute the bitangents of a plane quartic. This program is also realized by Macaulay2. We summarize Section 4.2 as the following theorem. Theorem 1.2. The curve C 9 has all 28 explicit symbolic solutions for the bitangents. The curve C 6 has 3 horizontal explicit bitangents which form a triple of asysgetic sets.
The definition of asysgetic sets come from the theory of theta characteristics. For details one can see [12] , our definition in Section 4.1 is a geometric description as in [14] .
For the linear matrix determinant representation problem of such curves, we use the idea in [15] . The problem asks wether the equation of a plane curve C could be written of the form det(xA + yB + zC)
for some symmetric matrices A, B, C of constants. Our result is Theorem 5.1 as follows: Theorem 1.3. The matrix representation problem for C 6 has a symbolic solution as a solution of a degree 6 polynomial of 1 variable whose coefficients are defined over K(r, s).
Automorphisms of Plane Quartics
We consider the algebraic varieties over the algebraic closure K = Q of the rational field Q in the complex number C since we are interested in the geometric properties of such varieties. However, some of the algorithms we use later in this work will be realized over Q only. In this section, let K = Q. Let C be a smooth projective curve over K. If the genus g(C) of C is 3, and C is non-hyperelliptic, then the canonical model of C is a plane quartic and is isomorphic to C. Let x, y, z be the coordinates of the projective plane P 2 , if we want to emphasize the coordinates, we also write
. Thus, let F C = F c (x, y, z) be the equation of C, we say both F C ∈ P 4 3 and F C ∈ K[x, y, z] 4 . An element F ∈ K[x, y, z] 4 should be written as
Let C, D be two smooth non-hyperelliptic genus g curves over K. The canonical models κ C , κ D of C and D are closed subvarieties of degree 2g − 2 in P g−1 . Since C and D are non-hyperelliptic, we have C ≃ κ C and D ≃ κ D . The theory of algebraic curves says that C and D are isomorphic as algebraic varieties if and only if κ C could be transformed to κ D by a non-degenerated projective linear transformation on the coordinates of P g−1 . In particular, an automorphism of a non-hyperelliptic curve C is a projective automorphism on the canonical model κ C of C.
In this work we consider non-hyperelliptic genus 3 curves with cyclic automorphism groups Z/3, Z/6 and Z/9.
The genus 3 non-hyperelliptic curves with Z/3-automorphisms is a 2-dimensional family
This is a family of smooth quartics written on the affine chart {z = 1} of the projective plane P 2 (x,y,z) with K-parameters r and s. Also we have the 1-dimensional family
of curves with automorphism group Z/6 and the curve
whose automorphsm group is Z/9
In the following sections we will compute the invariants and bitangents of C 3 , C 6 and C 9 .
3 Dixmier Invariants of C 3 , C 6 and C 9
Dixmier Invariants of Plane Quartics
Our notations follows from [5] . First we introduce some notations. In general, let f ∈ K[x 1 , . . . , x n ] be a polynomial, we use D f to denote the differential operator determined by f . Explicitly, let
where a i 1 ,...,in ∈ K be the coefficient of the monomial x
and (4) be a finite sum. For the rest of this paper, we will not emphasize that the powers i 1 , . . . , i n are non-negative integers again.
has some obvious properties as the following:
• D is bilinear.
• Let deg(f ) be the degree of
Let H * (f ) be the adjoint of H(f ). Another notation is the dot product of two matrices. Let A = (a ij ) n×n and B = (b ij ) n×n be two n × n matrices. Then the dot product " , " is defined by
With these notations, we describe the Dixmier invariants of plane quartics. Let f, g ∈ K[x, y, z] 2 be two quadratic homogeneous polynomials. Define
Let F ∈ K[x, y] r , G ∈ K[x, y] s be two homogeneous polynomials of degree r and s, respectively. For k ≤ min{r, s}, define
Let P = P (x, y) ∈ K[x, y] 4 be a quartic binary form. Let Q = (P, P ) 4 defined as (5). Also we let
Then g(x, y) is a homogeneous polynomial of degree 4 with respect to the variables x and y, and the coefficients of g are expressions of u and v. Thus we can define Σ(g) and Ψ(g) as in (6) . Since Σ and Ψ are expressions of the coefficients, we have Σ(g) and Ψ(g) are expressions of u and v. An explicit computation shows that Σ(g) and Ψ(g) are polynomials of degree 2 and 3 in the polynomial ring K[u, v] respectively. Let σ(u, v, w) and ψ(u, v, w) be the homogenization of Σ(g) for w, and ψ(u, v, w) be the homogenization of Ψ(g) for w.
The Dixmier invariants are defined as
3.2 The Dixmier Invariants of C 3 , C 6 and C 9
We use Maxima to compute the Dixmier invariants of C 3 , C 6 and C 9 . And we use elimination in Macaulay2 to compute the conditions of the invariants with certain automorphisms.
Proposition 3.1. The Dixmier invariants of
are I 3 = I 6 = I 12 = I 15 = 0 
The elimination of the ideal generated by I 9 and I 18 with respect to r and s is the 0 ideal, which shows that I 9 and I 18 are algebraically independent.
We can compute the invariants of C 6 by substitute s = 1 − r into the invariants of C 3 . The elimination of the ideal generated by I 9 and I 18 with respect to r is irreducible and generated by 
are all zero.
4 The Bitangents of C 3 , C 6 and C 9
The Bitangents of Plane Quartics
The classical theory of plane quartics says that it has 28 bitangents. Recall that a line L is a bitangent of a plane curve C if it tangents C at two points p 1 , p 2 up to multiplicity. 
Definition 4.1. For any quartic f ∈ K[x, y, z] 4 , let I(f ) be the ideal of K[a, b, λ 0 , λ 1 , λ 2 ] generated by comparing the coefficients of both sides of the monomials of x, y in the expansion of (9). Let J(f ) be elimination ideal of I with respect to λ 0 , λ 1 ,
The ideal J(f ) gives the conditions of L being a bitangent of C. In general one cannot solve a, b over Q, and even there exists L such that a, b ∈ Q, the tangency points p 1 , p 2 are not Q-rational points of C.
There is a description of the relative positions of the bitangents of C. Let L 1 , . . . , L 28 be the bitangents of C, be careful that the number 28 counts the overlaps of the bitangents. Let L i , L j , L k , where i, j, k = 1, . . . , 28 are distinct, be a triple of bitangents. For each L ν , ν = 1, . . . , 28, let p ν 1 , p ν 2 be the two tangency points of L ν and C. Then L i , L j , L k determine 6 points on C. Generically a plane conic is determined by 5 points.
Definition 4.2. If the 6 points
on a plane conic, then we say the triple L i , L j , L k are sysgetic, or else we say they are asysgetic.
The Bitangents of C 3 , C 6 and C 9
Before we use the computer to comply the algorithm above, let us observe an obvious bitangent of C 3 (r, s) : y 3 = x(x − 1)(x − r)(x − s).
In the algorithm above, we considered the generic case on the affine chart z = 0. But if we expand C 3 and homogenize it with respect to z, then we have
Substitute z = 0 into (10) we get x 4 = (x 2 ) 2 , which is a square. Thus z = 0 is a bitangent of C 3 . To compute the tangent point, we observe that x 2 = 0 implies that x = 0. Substitute x = 0, z = 0 into (10) we get 0. This means that the intersection of C 3 and the line z = 0 is the point (0, y, 0), or (0, 1, 0) ∈ P 2 (x,y,z) . This is the only solution of the point of tangency, so the 2 points of tangency coincide.
Beyond this bitangent, there are another 27 bitangents of C 3 . Let J(C 3 ) be the ideal defined as Definition 4.1. This time the coefficient list becomes K[r, s], but we still can define J(C 3 ) by the same analogos. We can compute the primary decomposition of J(C 3 ) using Macaulay2. The inputs are as the following. R = QQ[r,a,b,k_0,k_1,k_2][x,y,z] R f = -r^2*x*z^3+r*x*z^3+r^2*x^2*z^2-r*x^2*z^2-x^2*z^2+y^3*z+2*x^3*z-x^4 g = (k_0*x^2+k_1*x*y+k_2*y^2)^2 h = substitute(f,{z => -a* which is able to be output by Macaulay2. However, the elimination with respect to a is out of the capability of the processor. This equation is irreducible over Q. In the following cases, we try to find explicit bitangents for special cases of C 3 (r, s).
Theorem 4.1. The curve
has all 28 explicit symbolic solutions for the bitangents.
Proof Let J(C 9 ) be the ideal of K[a, b] defined as Definition 4.1. Let J ′ be the component of J(C 9 ) beyond < a = 0, b = 0 >. Let J ′ a be the elimination of J ′ with respect to b. Then a satisfies the following equation.
Let u = a 3 , then u satisfies the cubic equation
This equation is solvable. For example, using Maxima, we have Taking the cube root of each u i we can get all 9 solutions of a.
Similarly we have an equation
and let v = b 9 we have a cubic equation
This time one has to take the ninth root of all the three solutions v i 's , i = 1, 2, 3 of this equation. At the end, one has to judge which pairs (a, b) among the solutions give a bitangent ax + by + z = 0 of the original curve. We list the Macaulay2 input as the following. R = QQ[r,s,b,k_0,k_1,k_2][x,y,z] R f = r*s*x*z^3-r*s*x^2*z^2-s*x^2*z^2-r*x^2*z^2+y^3*z+s*x^3*z+r*x^3*z+x^3*z-x^4 g = (k_0*x^2+k_1*x*y+k_2*y^2)^2 h = substitute(f,{z => -b*y})
There is no canonical method to find explicit bitangents for special cases. Our observation is that we can try to find r, s ∈ K such that the bitangent is "horizontal", that is, for those bitangents such that a = 0. The equation of the bitangent becomes bx + z = 0. Repeat the same idea in Section 4.1, we get the following result.
Theorem 4.2. The family C 3 has a horizontal bitangent when r −s = ±1 or r + s = 1. In each of these cases, the slope b satisfies a cubic equation whose coefficients are polynomials of s, thus there are 3 horizontal bitangents.
Proof
Let F 3 be the polynomial defined in (10) . When a = 0, we have L : by + z = 0. Then z = −by. Using the same idea as in Section 4.1, we have the equation
Let I(F 3 ) be the ideal of R[b, λ 0 , λ 1 , λ 2 ] generated by comparing the coefficients of both sides of the monomials of x, y in the expansion of (14) . Let J(F 3 ) be elimination ideal of I(F 3 ) with respect to
The first ideal of (15) corresponds to the bitangent z = 0. The third ideal of (15) gives r + s − 1 = 0, which implies s = r − 1, this is the family C 6 . Furthermore, we have a result on the positions of the horizontal bitangents of C 6 .
Theorem 4.3. The three horizontal bitangents of C 6 form an asyzygetic triple.
Proof Let
be the homogenization of C 6 with respect to z where R = K[r]. As before, we have the equation
Let I(F 6 ) be the ideal of R[b, λ 0 , λ 1 , λ 2 ] generated by comparing the coefficients of both sides of the monomials of x, y in the expansion of (16) . In Theorem 4.2 we have proved that for C 6 the condition of being a horizontal bitangent for the line bx + z = 0 is given by the ideal r + s − 1,
Substitute s = 1 − r into the second generator of this ideal, we have a relation
This time, let J (F 6 ) be intersection of the elimination ideal of I(F 6 ) with respect to r, b in K[λ 0 , λ 1 , λ 2 ] and the ideal p(r, b) . Macaulay2 outputs J (F 6 ) = , which means that generically there is no conic λ 0 x 2 +λ 1 xy+λ 2 y 2 satisfies the conditions of passing through the 6 tangent points at the same time.
Remark 4.1. In general, there is another way to check whether 6 points lie on a common conic in
. . , 6 be 6 points in the projective plane. Let V be the Veronese map
If we regard V(p) as a row matrix for any p = (x, y, z) ∈ P 2 , then for the given 6 poins p 1 , ..., p 6 , we have a 6 × 6 matrix For our problem, let p 1 , ..., p 6 be the 6 points of tangency of the three horizontal bitangents in Theorem 4.3. From the proof of Theorem 4.3 we see that there is a symbolic solution of these three bitangents, and since the algorithm of finding the points of tangency is essentially solving a quadratic equation, we can find the symbolic solutions of the points of tangency. But this algorithm costs too much for a popular processor. We can compute it in special values. For example, let r = 1 8 , we can compute the determinant using Maxima, the result is which is not zero.
1 This value could be simplified, we put the original result from Maxima.
Discussion on the Matrix Representation Problem
We discuss the matrix representation problem of the curves C 3 and C 6 using the idea in [15] . In order to coincide the notations with respect to [15] , we exchange y and z, and write C 3 as
Homogenize C 3 with respect to y we have
This time we have
where β 1 = 0, β 2 = −1, β 3 = −r, β 4 = −s. The matrix representation problem for C 3 asks whether the polynomial f (x, y, z) in (17) could be written of the form
where A, B, C are symmetric matrices. Here the entries of the matrices A, B and C belong to the algebraic closure of the rational function field K(r, s). According to Section 2 in [15] , if (18) holds, then one can assume that and we also have that
But for (17) we have 
We add the first equation with the fourth one, and rewrite the system of as 6 equations 
of the 6 variables a, b, c, d, e, f . It is too complicated to solve this entire system. Our computation are proceeded under the following principle:
• We only seek for one solution to the equation system (26)-(31), thus if there is an "either-or" argument in any step, we can choose one of them as our solution.
We eliminate a, f , and get a system of 4 equations with respect to the 4 variables b, c, d, e. 
(bc + de)(bd + ce) = 2( √ be + √ cd) · bcs + der bd bc(1 − s) + de(1 − r) ce Theorem 5.1. The matrix representation problem for C 6 has a symbolic solution as a solution of a degree 6 polynomial of 1 variable whose coefficients are defined over K(r, s).
