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Re´sume´
This paper gives an elementary proof of a theorem by de Felipe and Teissier in
the paper “Valuations and henselization” (arxiv.org/abs/1903.10793v1), to appear
in Math. Annalen. The theorem compares two henselizations of a local domain
dominated by a valuation domain. Our proofs are written in the constructive Bishop
style.
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Introduction
Cet article est e´crit dans le style des mathe´matiques constructives a` la Bishop ([3, 4,
5, 7, 12, 13, 15]). Il peut eˆtre vu comme la continuation naturelle des articles [2, 8, 10, 11].
Le the´ore`me auquel le titre re´fe`re se trouve dans la pre´publication
[BT2019, de Felipe et Teissier, Valuations and henselization, 2012,
https://arxiv.org/abs/1903.10793v1] e´crit en prolongement de [9]. L’article a
e´te´ accepte´ a` Math. Annalen. Le the´ore`me est le suivant.
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Theorem 1. Let R be a local domain and let Rh be its henselization. If v is a valuation
centered in R, then :
1. There exists a unique prime ideal H(v) of Rh lying over the zero ideal of R such
that v extends to a valuation v′ centered in Rh/H(v) through the inclusion R ⊆
Rh/H(v). In addition, the ideal H(v) is a minimal prime and the extension v′ is
unique.
2. With the notation of 1., the valuations v and v′ have the same value group.
La technique de de´monstration dans [BT2019] est assez sophistique´e et utilise des
me´thodes topologiques 1. Mais comme la construction du hense´lise´ d’un anneau lo-
cal re´siduellement discret et celle du hense´lise´ d’un domaine de valuation rele`vent de
me´thodes constructives purement alge´briques (voir [2] et [10]), on peut a` priori espe´rer
une de´monstration constructive purement alge´brique du re´sultat.
C’est ce que nous re´alisons dans cet article.
Dans la section 1, nous donnons le contexte constructif du the´ore`me. C’est e´videmment
le meˆme que le contexte en mathe´matiques classiques mais nous donnons quelques
pre´cisions ne´cessaires pour que les re´sultats aient tous une signification algorithmique.
Par exemple pour construire le hense´lise´ d’un anneau local, nous avons besoin que cet
anneau soit local au sens constructif et que le corps re´siduel posse`de un test d’e´galite´.
Nous indiquons sommairement dans cette section les the´ore`mes constructifs
pre´ce´demment e´tablis concernant le hense´lise´ d’un anneau local et le hense´lise´ d’un corps
value´.
Nous notons que le hense´lise´ d’un corps value´ est unique, donc le the´ore`me 1 est en
fait un the´ore`me qui compare deux hense´lise´s. Celui de l’anneau local inte`gre de de´part
et celui de l’anneau de valuation qui domine cette annau local inte`gre. Le point 1 du
the´ore`me dit que le morphisme local naturel du premier hense´lise´ dans le second a pour
noyau un ide´al premier minimal. Le point 2 est selon nous un simple rappel de ce que
lorsqu’on e´tend un anneau de valuation a` son he´nse´lise´, le groupe de valeurs ne change
pas (ni d’ailleurs le corps re´siduel).
Pour de´montrer le the´ore`me 1, il suffit de le faire en remplac¸ant les hense´lise´s par des
e´tages finis de leurs constructions simultane´es, c’est ce que nous faisons dans les sections
suivantes.
La section 2 traite le cas d’un anneau local inte`gre avec le the´ore`me 11. Ce cas est a`
priori suffisant pour conclure mais cela fait appel a` un the´ore`me dont nous ne connaissons
pas de de´monstration simple : tout e´tage fini de la construction d’un hense´lise´ peut eˆtre
re´alise´ en une seule e´tape. D’ou` la section 3.
La section 3 traite le cas d’un anneau local re´duit minimalement value´ avec le
the´ore`me 12. Ce cas permet de suivre la construction des hense´lise´s e´tage par e´tage.
En outre la section 2 n’est plus vraiment ne´cessaire.
Enfin une annexe en section 4 traite pour le fun le cas d’un anneau local minimalement
value´ qui n’est pas suppose´ re´duit avec le the´ore`me 12. Ceci nous donne donc la ge´ne´ra-
lisation suivante du the´ore`me 1.
Theorem 2. Let R be a local ring, V a valuation domain and ϕ : R → V a local
morphism whose kernel is a minimal prime. Let Rh the henselization of R as a local ring
and V H the henselization of V as a valuation domain. Then the kernel of the canonical
local morphism ψ : Rh → V H is a minimal prime.
1. Il y est question de suite pseudo convergentes dans une comple´tion ad hoc.
31 Le contexte
Nous fixons dans cette section la terminologie constructive usuelle et nous pre´cisons
le contexte qui permet la construction de hense´lise´s en mathe´matiques constructives.
On note A× le groupe des unite´s de l’anneau commutatif A. Le radical de Jacobson
Rad(A) de A est l’ide´al forme´ par les e´le´ments x qui satisfont 1 + xA ⊆ A×.
Un corps discret est un anneau non trivial dans lequel tout e´le´ment est nul ou inver-
sible, ceci de manie`re explicite (il y a en particulier un test a` 0).
Si A est non trivial et si tout e´le´ment de A est nul ou re´gulier on dit que A est un
anneau inte`gre. Un anneau est dit sans diviseur de ze´ro lorsque xy = 0 implique x = 0
ou y = 0. Cette notion est constructivement un peu plus faible que la notion d’anneau
inte`gre. Un anneau non trivial sans diviseur de ze´ro est inte`gre si, et seulement si, il
posse`de un test a` ze´ro, c’est-a`-dire si l’e´galite´ est de´cidable. Un anneau sans diviseur de
ze´ro est re´duit : tout e´le´ment nilpotent est nul.
L’anneau total de fractions d’un anneau A, note´ FracA, est obtenu en forc¸ant l’in-
versibilite´ des e´le´ments re´guliers. Si A est inte`gre, FracA est un corps discret, appele´ le
corps de fractions de A. Par ailleurs, tout sous-anneau d’un corps discret est inte`gre.
Un anneau est normal s’il satisfait l’axiome suivant 2 :
xr = a1bx
r−1 + a2b
2xr−2 + · · ·+ arbr ⇒ ∃y x = by.
Un anneau normal inte`gre est appele´ un anneau inte´gralement clos. Il est inte´gralement
clos dans son corps de fraction : tout e´le´ment de FracA entier sur A est dans A 3.
Un anneau A est dit ze´ro-dimensionnel si pour tout x il existe un y et un entier n > 0
tels que xn(1− xy) = 0. Un anneau ze´ro-dimensionnel non trivial et sans diviseur de ze´ro
est un corps discret.
Anneau local hense´lien
Un anneau local A est un anneau commutatif unitaire non trivial dans lequel est
satisfait l’axiome
x+ y ∈ A× ⇒ x ∈ A× ou y ∈ A×.
Ici le 〈〈ou 〉〉 a son sens constructif explicite. Un morphisme d’anneaux A → B entre
anneaux locaux est appele´ un morphisme local s’il re´fle´chit les unite´s, c’est-a`-dire si
ϕ(x) ∈ B× implique x ∈ A×.
Pour un anneau local, on note souvent mA = Rad(A) ; c’est un ide´al premier maxi-
mal 4.
Un anneau local A posse`de un corps re´siduel κA = A/mA
5. Le morphisme naturel
A → κA est local. Un quotient d’un anneau local est un anneau local de meˆme corps
re´siduel et le morphisme canonique sur le quotient est un morphisme local.
Un anneau local est dit re´siduellement discret si son corps re´siduel est discret. Cela
revient a` dire que pour tout x ∈ A, on a 〈〈 x ∈ Rad(A) ou x ∈ A× 〉〉 de manie`re explicite.
Un anneau est connexe si tout idempotent est e´gal a` 0 ou 1. Les anneaux inte`gres et les
anneaux locaux sont connexes. Un anneau est local ze´ro-dimensionnel si, et seulement si,
tout e´le´ment est inversible ou nilpotent. Un anneau non trivial ze´ro-dimensionnel re´duit
et connexe est un corps discret.
2. Tout ide´al principal est inte´gralement clos.
3. En mathe´matiques classiques un anneau est normal si, et seulement si, tout localise´ en un ide´al
premier est inte´gralement clos.
4. Mais cela ne peut pas eˆtre pris comme de´finition constructive du radical de Jacobson.
5. En mathe´matiques constructives on appelle corps de Heyting, ou plus simplement corps un anneau
local dont le radical de Jacobson est nul.
4 1 Le contexte
De´finition 3. Soit (A,mA) un anneau local. Nous disons que A est hense´lien si tout
polynoˆme unitaire f(X) = Xn + · · ·+ a1X + a0 ∈ A[X ] avec a1 ∈ A× et a0 ∈ mA a une
racine dans mA.
Un polynoˆme tel que f(X) dans la de´finition ci-dessus est appele´ un polynoˆme de
Nagata. Plus ge´ne´ralement nous appellerons code de Hensel un couple (f, a) ou` f ∈ A[X ],
a ∈ A, f(a) ∈ mA et f ′(a) ∈ A×. Ainsi (f, 0) est un code de Hensel si f est un polynoˆme
de Nagata. Dans un anneau local hense´lien, si (f, a) est un code de Hensel, il existe un
unique α ∈ A tel que f(α) = 0 et α− a ∈ mA.
Par de´finition, un hense´lise´ de (A,mA) est donne´ par un anneau local hense´lien
(Ah,mAh) et un morphisme local ϕ
h : A → Ah qui factorise de manie`re unique tout
morphisme local de A vers un anneau local hense´lien. S’il existe, le hense´lise´ est unique
a` isomorphisme local unique pre`s.
Lorsqu’un anneau local A est re´siduellement discret 6, il posse`de en mathe´matiques
constructives 7 un hense´lise´ qui peut eˆtre construit par e´tapes. Une e´tape e´le´mentaire
consiste a` ajouter un ze´ro a` la Hensel de manie`re optimale (c’est-a`-dire que l’extension
doit satisfaire la proprie´te´ universelle ade´quate).
De´finition 4. Soit f(X) = Xn + · · ·+ a1X + a0 ∈ A[X ] un polynoˆme de Nagata. Nous
notons Af l’anneau de´fini de la manie`re suivante : soit B = A[x] = A[X ]/〈f(X)〉 (ou` x
est la classe de X) et soit Uf ⊆ B le mono¨ıde de B de´fini par
Uf =
{
g(x) ∈ B ; g(X) ∈ A[X ], g(0) ∈ (κA)×
}
.
Alors Af = U
−1
f B.
The´ore`me 5 ([2]). Soit (A,m) un anneau local re´siduellement discret et f(X) ∈ A[X ]
un polynoˆme de Nagata.
1. L’anneau Af est un anneau local re´siduellement discret.
2. Son ide´al maximal est m ·Af .
3. Son corps re´siduel est (canoniqueent isomorphe a`) κA.
4. L’anneau Af est une alge`bre fide`lement plate sur A. En particulier on peut iden-
tifier A avec son image dans Af , et e´crire A ⊆ Af .
5. Si ϕ : A → C est un morphisme local d’anneaux locaux re´siduellement discrets
et si ϕ(f) a un ze´ro dans mC, il existe un unique morphisme local Af → C qui
factorise ϕ.
Le hense´lise´ Ah est construit comme colimite filtre´e de la famille des extensions du
type (. . . ((Af1)f2) . . . )fm pour des polynoˆmes de Nagata fj successifs. Cette colimite est
bien de´finie en raison de la proprie´te´ universelle rappele´e dans le point 5.
De´finition 6. Soit (A,mA) un anneau local re´siduellement discret. Un polynoˆme t ∈
A[X ] est dit spe´cial s’il est de la forme Xd −Xd−1 + td−2Xd−2 + · · ·+ t1X + t0 avec les
ti ∈ mA. Le ze´ro α de t dans Ah code´ a` la Hensel par (t, 1) est appele´ le ze´ro spe´cial de t.
Le polynoˆme g(X) = t(X + 1) est un polynoˆme de Nagata.
6. Rappelons qu’en mathe´matiques classiques tout anneau local est re´siduellement discret.
7. Donc en mathe´matiques classiques tout anneau local posse`de un hense´lise´, 〈〈construit 〉〉 de la meˆme
manie`re que ce que l’on fait en mathe´matiques constructives, mais en utilisant le principe du tiers exclu
pour de´cider l’e´galite´ dans le corps re´siduel.
5Dans [2, Lemma 5.3] il est de´montre´ que le polynoˆme de Nagata f du the´ore`me 5, ou
tout autre polynoˆme de f ∈ A[X ] ve´rifiant f(0) ∈ mA et f ′(0) ∈ A×, peut eˆtre remplace´
par un polynoˆme de Nagata de la forme g(X) = t(X+1) ou` t(X) est un polynoˆme spe´cial,
avec Af canoniquement isomorphe a` Ag.
Lemme 7. Si A est normal, il en va de meˆme pour Af . Si A est re´duit, il en va de meˆme
pour Af .
De´monstration. Les de´monstrations dans [14] sont constructives pour l’essentiel. Pour
plus de pre´cisions voir [6].
Par contre, lorsque A est seulement suppose´ inte`gre, Af est en ge´ne´ral seulement
re´duit.
Corps value´ hense´lien
Un sous-anneau V d’un corps discret K est appele´ un anneau de valuation de K si
pour tout x ∈ K×, on a x ∈ V ou x−1 ∈ V de manie`re explicite. Alors le corps K est le
corps de fractions de V et V est local et inte´gralement clos.
Un corps value´ (discret) est un couple (K,V) ou` K est un corps discret et V un
anneau de valuation de K. Dans la suite, on suppose toujours que V est re´siduellement
discret. Cela revient a` dire que l’on a un test de divisibilite´ entre e´le´ments deV. Le groupe
Γ = K×/V× est alors un groupe totalement ordonne´ discret dont les e´le´ments > 0 sont
les (classes des) e´le´ments de V \ { 0 }. On de´finit la valuation v : K→ Γ∞ = Γ ∪ {∞} du
corps value´ comme e´tant e´gale au morphisme canonique deK× sur Γ que l’on prolonge a`K
en posant v(0) =∞. On a alors V = {x ∈ K ; v(x) > 0 } et mV = {x ∈ K ; v(x) > 0 }.
Un anneau inte`gre est appele´ un domaine de valuation si c’est un anneau de valuation
de son corps de fractions.
On peut aussi de´finir un anneau de valuation inte`gre comme un triplet (V,Γ, v) ou` V
est un anneau inte`gre, Γ est un groupe totalement ordonne´ discret et v : V→ Γ∞ est une
valuation, c’est-a`-dire une application ve´rifiant
— v(x) > 0 pour tout x ∈ V,
— v(ab) = v(a) + v(b),
— v(a+ b) > min(v(a), v(b)), et
— x = 0⇔ v(x) =∞.
Si K est le corps de fractions de V, la valuation s’e´tend de manie`re unique a` K et le
groupe K×/V× s’identifie via v a` un sous-groupe de Γ.
Une extension du corps value´ (K,V) est un corps value´ (L,W) ou` K ⊆ L et
V = K ∩W 8. Le groupe K×/V× s’identifie alors a` un sous-groupe de L×/W× et le corps
re´siduel V/mV a` un sous-corps de W/mW. Et la valuation vK se prolonge en la valua-
tion vL.
Un corps value´ (K,V) est dit hense´lien si V est hense´lien en tant qu’anneau local.
Par de´finition, un hense´lise´ de (K,V) est donne´ par une extension (KH,VH) qui est un
corps value´ hense´lien tel que pour toute autre extension hense´lienne (L,W), il existe un
unique morphisme de (KH,VH) vers (L,W). A` priori, s’il existe, le hense´lise´ est unique a`
isomorphisme unique pre`s. En outre, vu la proprie´te´ universelle du hense´lise´ d’un anneau
local re´siduellement discret, on a un unique morphisme local du hense´lise´ Vh vers le
hense´lise´ VH.
8. On devrait plutoˆt conside´rer un morphisme ϕ : K→ L avec V = K ∩ ϕ−1(W). On est alors dans
la situation voulue a` un isomorphisme unique pre`s.
6 1 Le contexte
L’article [10] donne une de´monstration constructive de l’existence du hense´lise´ d’un
corps value´.
Celui-ci est construit par e´tapes. Une e´tape e´le´mentaire consiste a` ajouter un ze´ro
a` la Hensel de manie`re optimale (c’est-a`-dire que l’extension doit satisfaire la proprie´te´
universelle ade´quate).
Avant meˆme d’avoir construit KH, si β est le ze´ro a` la Hensel d’un polynoˆme de
Nagata f , on peut construire K[β] en utilisant la me´thode ge´ne´ralise´e du polygone de
Newton. Si l’on note K[x] = K[X ]/〈f〉 il s’agit en particulier de prolonger la valuation v
a` K[x] (les e´le´ments y pour lesquels v(y) =∞ sont annule´s de force). En particulier, K[β]
est un corps discret quotient de K[x], mais en l’absence d’algorithme de factorisation des
polynoˆmes sur K on ne sait pas de´terminer le degre´ de K[β] sur K. Cette situation est
analogue a` celle de la construction d’une cloˆture re´elle d’un corps ordonne´ discret 9.
Dans la proposition suivante, on utilise une cloˆture alge´brique hypothe´tique Kalg
de K, et une extension hypothe´tique (Kalg,Valg) du corps value´ (K,V). Cela n’affecte
pas le caracte`re constructif de la construction de (KH,VH), comme explique´ dans [10].
Pre´cise´ment, on peut conside´rer (Kalg,Valg) comme une structure alge´brique dynamique
qui ne s’effondre pas (voir [8]), ce qui autorise a` 〈〈 faire comme si 〉〉 (Kalg,Valg) e´tait un
structure alge´brique usuelle pour conduire les calculs qui aboutissent a` la construction du
hense´lise´.
On dit qu’un e´le´ment α ∈ Kalg posse`de une description imme´diate s’il s’e´crit sous la
forme a(1 + µ) ou` a ∈ K et µ ∈ mValg .
Proposition 8 (Lemme de Hensel, version polygone de Newton, [10]). Soit (K,V) un
corps value´ et p ∈ V[X ] un polynoˆme : p(X) =∑i=0,...,d piX i. Supposons que le polygone
de Newton de p admette une 〈〈pente isole´e 〉〉 de (k, v(pk)) a` (k + 1, v(pk+1)).
1. Alors l’unique ze´ro α de p(X) dans Kalg tel que v(α) = v(pk) − v(pk+1) admet la
description imme´diate suivante :
α = − pk
pk+1
(1 + µ) avec µ ∈ mValg
2. En outre ν = 1 + µ est un ze´ro a` la Hensel code´ par (q, 1) ou` q ∈ V[Y ] est donne´
par
q(Y ) =
pkk+1
pk+1k
p
(
− pk
pk+1
Y
)
(ν est l’unique ze´ro de q dans (Valg)×).
3. Si on pose
∑
i=0,...,d riX
i := r(X) := q(1 +X), on a v(r0) > 0 et v(r1) = 0.
Si r0 = 0 alors µ = 0. Si r0 6= 0 on pose s(X) := (1/r0)r(−r0X/r1) et t(X) =
Xds(1/X) et on obtient que t(X) est un polynoˆme spe´cial dans V[X ], de sorte que
tous les ze´ros de t(X), sauf le ze´ro spe´cial, qui correspond au ze´ro α de p(X), sont
dans mValg . En re´sume´, un ze´ro α correspondant a` une pente isole´e d’un polygone
de Newton peut toujours eˆtre explicite´ soit comme un e´le´ment de K, soit sous
une forme (aβ + b)/(cβ + d) ou` β est le ze´ro spe´cial d’un polynoˆme spe´cial t, avec
a, b, c, d ∈ V, (cβ + d) 6= 0 et (ad− bc) 6= 0.
Corolaire 9. Pour tout ze´ro a` la Hensel α, on a K[α] = K[β] ou` β est le ze´ro spe´cial
d’un polynoˆme spe´cial.
9. Par exemple on peut calculer de manie`re suˆre dans K[
√
2] meˆme si on ne sait pas si 2 admet une
racine carre´e dans le corps ordonne´ discret K.
7En effet, un ze´ro a` la Hensel α code´ par (r, a) ∈ (V[X ],V) correspond a` une pente
isole´e, de (0, v(p0)) a` (1, v(p1)), du polygone de Newton du polynoˆme de Nagata p(X) =
r(X + a). Le fait que la valuation de K s’e´tend de manie`re unique en une valuation
de K[α], et que le groupe de valeurs et le corps re´siduel ne changent pas, est e´galement
de´montre´ dans l’article.
Pre´cise´ment, vu la proposition 8, la possibilite´ de calculer explicitement dans (KH,VH)
est ramene´e a` la proposition suivante.
Proposition 10. Soit t(X) un polynoˆme spe´cial, β son ze´ro spe´cial dans KH,
et q(X) ∈ K[X ] un polynoˆme arbitraire, alors une description imme´diate de q(β) peut
eˆtre obtenue par des calculs uniformes dans (K,V).
En conse´quence la structure de K[β] comme corps value´ est comple`tement de´termine´e,
a` un isomorphisme unique pre`s. Cette unicite´ forte permet donc de construire le
hense´lise´ KH comme colimite filtre´e des extensions K[β1, . . . , βm] construites en ajoutant
des ze´ros spe´ciaux de polynoˆmes spe´ciaux successifs.
2 Comparaison des premiers e´tages de construction
des deux hense´lise´s
On conside`re dans cette section la situation suivante.
— A est inte`gre local re´siduellement discret avec K pour corps de fractions, K est un
corps discret ;
— V est un anneau de valuation de K, il est re´siduellement discret, il contient A et
il domine A : A× = A ∩V× et mA = A ∩mV ;
— (Kalg,Valg) est une extension hypothe´tique du corps value´ (K,V) avec Kalg une
cloˆture alge´brique hypothe´tique de K, et l’on conside`re la sous-extension (KH,VH)
obtenue en ajoutant des ze´ros a` la Hensel successifs ;
— t(X) ∈ A[X ] est un polynoˆme spe´cial ;
— f(X) := t(X + 1) est un polynoˆme de Nagata ;
— α est le ze´ro de f dans mAf ;
— β est l’unique ze´ro de f(X) dans mVH , les autres ze´ros de f(X) dans K
alg sont
dans −1 +mValg ⊆ (Valg)× ;
— L := K[β] et (L,W) est l’extension de (K,V) construite dans la proposition 8,
on a W = L ∩Valg ;
— θf : Af → W est le morphisme local qui factorise le morphisme A → V → W,
on a θf (α) = β.
On note que les structures Af , A
h, W et VH sont effectivement construites, tandis
que les structures hypothe´tiques qui permettent de faciliter les de´monstrations sont des
structures alge´briques dynamiques qui ne s’effondrent pas (voir par exemple dans [8] les
the´ore`mes 1.1 et 4.3 et la remarque 4.6).
Dans le diagramme ci-dessous, tous les objets sont construits, les  sont des morphismes
injectifs, et π est surjectif. On a aussi K[x] = K[X ]/〈f〉, A[x] = A[X ]/〈f〉, α = ϕ(x)
et β = π(x). On rappelle que Af = U
−1
f A[x]
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A
1

A
yytt
tt
tt
tt
tt
4
//V
5
//
2

K
3

K
%%▲
▲▲
▲▲
▲▲
▲▲
▲
A[x]
[x]
//
ϕ

✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿
K[x]
π
  ✂✂
✂✂
✂✂
✂✂
✂✂
✂✂
✂✂
✂
Af
θf
//W 6
//K[β]
Dans la suite, nous regardons 6 comme un morphisme d’inclusion et nous e´crivons
6(ε) = ε pour ε ∈W.
Voici une version finitiste du the´ore`me 1 de de Felipe et Teissier cite´ dans l’introduc-
tion. Rappelons qu’un ide´al premier est dit minimal si l’anneau local correspondant est
ze´ro-dimensionnel. Dans le cas d’un anneau non trivial re´duit, cela signifie que le localise´
est un corps discret.
The´ore`me 11. Le noyau de θf est un ide´al premier minimal de Af .
De´monstration. Le noyau pf := Ker θf est un ide´al premier de´tachable parce que W est
un anneau inte`gre, donc qui posse`de un test a` 0. Notons Sf = Af \ pf . Comme Af est
re´duit, l’ide´al premier pf est minimal si, et seulement si, le localise´ S
−1
f Af est un corps
discret. Ce qui signifie que pour tout γ ∈ Af , ou bien γ ∈ Sf , ou bien il existe un ζ ∈ Sf
tel que ζ γ = 0 dans Af . Il suffit de le ve´rifier pour les γ ∈ Af qui sont de la forme
ϕ(q(x)) = q(α) avec q ∈ A[X ] car Af est un localise´ de A[x]. Enfin, pour γ = q(α) on a
θf (γ) = π(q(x)) = q(β) =: δ
(notez que A[x] ⊆ K[x]).
Notons ξ1, . . . , ξn = β les ze´ros de f dans K
alg. Les valuations des ξi sont w1 = · · · =
wn−1 = 0 < wn = v(f(0)). Notons y = q(x) ∈ A[x] ⊆ K[x].
Rappelons comment se passe le test a` 0 pour l’e´le´ment π(y) = δ de K[β]. On cal-
cule le polynoˆme caracte´ristique g(T ) = χy(T ) de y dans la A-alge`bre A[x] (qui
est un module libre de rang n sur A). Par Cayley-Hamilton on a g(y) = 0, donc
g(δ) = g(q(β)) = π(g(y)) = 0 et g(γ) = g(q(α)) = ϕ(g(y)) = 0.
Si g(0) 6= 0, alors y est inversible dans K[x], donc δ = θf (γ) est inversible dans K[β] et
non nul dans W, i.e. γ ∈ Sf .
Si g(0) = 0, alors g(T ) = T kh(T ) avec h(0) 6= 0 et 0 < k 6 n. Donc γkh(γ) = 0 dans Af ,
d’ou` γh(γ) = 0 car Af est re´duit. On a aussi δ
kh(δ) = 0 dans W. Comme c’est un
anneau inte`gre, δ = 0 ou h(δ) = 0. Cette disjonction est obtenue constructivement selon
l’algorithme qui va suivre.
Si h(δ) = 0, on ne peut pas avoir δ = 0 car sinon h(0) = h(δ) = 0 ; donc δ 6= 0 et γ ∈ Sf .
Si δ = 0, i.e. γ ∈ pf , comme h(0) 6= 0 on a h(δ) 6= 0, et donc ζ = h(γ) ∈ Sf . On obtient
ζ γ = 0 dans Af avec ζ ∈ Sf .
En re´sume´, on a obtenu exactement ce qu’on voulait : pf est un ide´al premier minimal.
Pour que la de´monstration constructive soit comple`te, rappelons comment on teste
si δ = 0 dans K[β]. Il reste a` traiter le cas ou` g(0) = 0
Le polygone de Newton de g nous fournit dans le de´sordre les valuations v1 6 v2 6
· · · 6 vn = ∞ des q(ξi) dans (Kalg,Valg). Pour savoir quelle valeur vi correspond a`
ξn = β, on conside`re l’e´le´ment xq(x) = xy de K[x], on calcule son polynoˆme caracte´-
ristique g1(T ) = χxy(T ) et on calcule le polygone de Newton de g1. Ce dernier nous
9donne dans le de´sordre les valeurs des ξiq(ξi). Si q(β) = 0, ce sont les meˆmes valeurs
v1 6 v2 6 · · · 6 vn = ∞ parce que ∞ + wn = ∞. Et si q(β) 6= 0, une et une seule des vi
finies change, en augmentant de wn.
La de´monstration du the´ore`me 1 de l’introduction peut eˆtre conside´re´e comme ter-
mine´e car on sait que toute extension K[β1, . . . , βm] obtenue en ajoutant des ze´ros a` la
Hensel successifs peut eˆtre obtenue en une seule e´tape. Ce re´sultat ne semble pas avoir
de de´monstration e´le´mentaire constructive. Il re´sulte par exemple du lemme de Hensel
multivarie´ dont une de´monstration constructive est donne´e dans [1].
Dans la section suivante, nous donnons une le´ge`re ge´ne´ralisation du the´ore`me 11 qui
re`gle la question sans faire appel au re´sultat difficile pre´ce´dent.
3 Une le´ge`re ge´ne´ralisation
Nous remplac¸ons l’anneau local inte`gre re´siduellement discret domine´ par un anneau
de valuation, de la section pre´ce´dente, par un anneau local re´siduellement discret re´duit
minimalement value´.
Cela signifie que nous donnons un groupe totalement ordonne´ discret Γ, un anneau
commutatif re´duit A et une valuation minimale v : A→ Γ∞, c’est-a`-dire une application
qui satisfait les axiomes suivants (les variables sont dans A).
1. v(a) > 0.
2. v(ab) = v(a) + v(b).
3. v(a) = 0⇔ a ∈ A× et v(a) > 0⇔ a ∈ RadA.
4. v(a+ b) > min(v(a), v(b)).
5. v(a) <∞ ou ∃b (v(b) <∞ et ba = 0) (minimalite´).
Dans ces conditions, on a :
— A est un anneau local re´siduellement discret,
— le sous-ensemble p := { a ∈ A ; v(a) =∞} est un ide´al premier minimal de´ta-
chable,
— v de´finit sur le corps de fractions K de A′ := A/p une valuation dont l’anneau
V := {x ∈ K ; v(x) > 0 } domine A′ ; on note θ le morphisme naturel compose´
A→ A′ → K.
On conside`re alors la situation suivante.
— (Kalg, v) est une extension hypothe´tique du corps value´ (K, v) avecKalg une cloˆture
alge´brique hypothe´tique de K, et l’on conside`re la sous-extension (KH, v) obtenue
en ajoutant des ze´ros a` la Hensel successifs ;
— t ∈ A[X ] est un polynoˆme spe´cial ; f(X) = t(X + 1) est un polynoˆme de Nagata ;
— α est le ze´ro de f dans mAf ⊆ mAh ;
— β est le ze´ro de f dans mVH , les autres ze´ros de f sont dans (V
alg)× ;
— (K[β], v) est l’extension de (K, v) construite dans la proposition 8 ;
— θf : Af → K[β] est l’unique morphisme de A-alge`bres tel que θf ◦ ϕ = π ◦ θ[x], en
particulier θf (α) = β.
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A
ψ
//
0

A
zztt
tt
tt
tt
tt
A′
1

A′
yytt
tt
tt
tt
tt

//K
2

K
yyss
ss
ss
ss
ss
A[x]
ψ[x]
//
ϕ

✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿
A′[x]
[x]
//
ϕ′

❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀
K[x]
π

❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁
Af
ψf
//A′f λ
//K[β]
La partie droite du diagramme ci-dessus correspond a` la situation examine´e dans la
section pre´ce´dente, en y remplac¸ant A par A′.
La situation est plus simple avec le diagramme ci-dessous, extrait du pre´ce´dent.
A
θ
//
0

A
yytt
tt
tt
tt
tt
K
2

K
yyrr
rr
rr
rr
rr
A[x]
θ[x]
//
ϕ

✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿
K[x]
π

❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁
Af
θf
//K[β]
On a K[x] = K[X ]/〈f〉, A[x] = A[X ]/〈f〉, α = ϕ(x), β = π(x) et θf (α) = β.
The´ore`me 12. Le noyau de θf est un ide´al premier minimal de Af .
De´monstration. Le noyau pf := Ker θf est un ide´al premier de´tachable parce que K[β]
est un corps discret. Notons
S = A \ p = { c ∈ A ; θ(c) 6= 0 } et Sf = Af \ pf = { γ ∈ Af ; θf(γ) 6= 0 } .
Comme A est re´duit, le fait que l’ide´al premier p est minimal signifie que pour tout a ∈ A,
a ∈ S ou il existe un b ∈ S tel que ba = 0. De meˆme, comme Af est re´duit, l’ide´al pre-
mier pf est minimal si, et seulement si, pour tout γ ∈ Af , ou bien γ ∈ Sf , ou bien il existe
un ζ ∈ Sf tel que ζ γ = 0. Pour de´montrer cette disjonction, il suffit de le faire pour les
γ ∈ Af qui sont de la forme ϕ(q(x)) = q(α) avec q ∈ A[X ] car Af est un localise´ de A[x].
Notons q1 = θ[X ](q). On a alors
θf (γ) = θf (q(α)) = π(q1(x)) = q1(β) =: δ
Notons y = q(x) ∈ A[x] et z = θ[x](y) = q1(x) ∈ K[x]. On calcule le polynoˆme caracte´ris-
tique g(T ) = χy(T ) de y dans laA-alge`breA[x] (qui est un module libre de rang n sur A).
Le meˆme calcul pour z ∈ K[x] donne le polynoˆme caracte´ristique g1(T ) = χz(T ) ∈ K[T ]
avec g1 = θ[T ](g) :
g(T ) = T n +
∑n−1
j=0
ajT
j , g1(T ) = T
n +
∑n−1
j=0
θ(aj)T
j.
On a g(y) = 0 dans A[x] et g1(z) = 0 dans K[x], donc g(γ) = 0 dans Af et g1(δ) = 0
dans K[β]. On a g1(0) = 0 ou g1(0) 6= 0 car K est discret ; et δ = 0 ou δ 6= 0 car K[β] est
discret.
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Supposons d’abord que g1(0) 6= 0, alors δ 6= 0 car δ = 0 implique g1(0) = 0. Donc γ ∈ Sf .
Dans le cas contraire, on e´crit g1(T ) = T
kh1(T ) avec h1(0) 6= 0 dans K et 0 < k 6 n. On
e´crit g(T ) = a(T ) + T kh(T ) avec degT (a) < k. On a θ[T ](a) = 0 et θ[T ](h) = h1. On a
donc θ(aj) = 0 pour 0 6 j < k. Comme θ(aj) 6= 0 est impossible, il existe bj ∈ S tel
que bjaj = 0 dans A. Soit b le produit des bj pour 0 6 j < k. On a b ∈ S, ba(T ) = 0 et
bg(T ) = T kbh(T ). Comme δkh1(δ) = g1(δ) = 0, on a δ = 0 ou h1(δ) = 0.
Si h1(δ) = 0, on ne peut pas avoir δ = 0 car sinon h1(0) = h1(δ) = 0. Donc δ 6= 0,
i.e. γ ∈ Sf .
Si δ = 0, on a θf(h(γ)) = h1(δ) = h1(0) 6= 0, et donc ζ = h(γ) ∈ Sf . Puisque bg(α) = 0
et bg = bT kh on obtient bγkζ = 0 dans Af avec bζ ∈ Sf . Enfin, comme Af est re´duit,
on a bζ γ = 0 dans Af .
En re´sume´, on a obtenu exactement ce qu’on voulait : pf est un ide´al premier minimal.
Conclusion
En utilisant de manie`re re´pe´te´e le the´ore`me 12 et en de´marrant avec la situation de la
section 2, on obtient a` tous les e´tages finis de la construction simultane´e de Ah et VH le
re´sultat donne´ par le the´ore`me 1 de de Felipe et Teissier.
4 Annexe : une autre ge´ne´ralisation
The´ore`me 13. Avec les meˆmes hypothe`ses qu’au the´ore`me 12, mais sans supposer A
re´duit, on a la meˆme conclusion.
De´monstration. Le noyau pf := Ker θf est un ide´al premier de´tachable parce que K[β]
est un corps discret. Notons
S = A \ p = { c ∈ A ; θ(c) 6= 0 } et Sf = Af \ pf = { γ ∈ Af ; θf(γ) 6= 0 } .
Le fait que l’ide´al premier p est minimal signifie que pour tout a ∈ A, a ∈ S ou il existe
un b ∈ S tel que ba est nilpotent. De meˆme, l’ide´al premier pf est minimal si, et seulement
si, pour tout γ ∈ Af , ou bien γ ∈ Sf , ou bien il existe un ζ ∈ Sf tel que ζ γ est nilpotent.
Pour de´montrer cette disjonction, il suffit de le faire pour les γ ∈ Af qui sont de la forme
ϕ(q(x)) = q(α) avec q ∈ A[X ] car Af est un localise´ de A[x]. Notons q1 = θ[X ](q). On a
alors
θf (γ) = θf (q(α)) = π(q1(x)) = q1(β) =: δ
Notons y = q(x) ∈ A[x] et z = θ[x](y) = q1(x) ∈ K[x]. On calcule le polynoˆme caracte´ris-
tique g(T ) = χy(T ) de y dans laA-alge`breA[x] (qui est un module libre de rang n sur A).
Le meˆme calcul pour z ∈ K[x] donne le polynoˆme caracte´ristique g1(T ) = χz(T ) ∈ K[T ]
avec g1 = θ[T ](g) :
g(T ) = T n +
∑n−1
j=0
ajT
j , g1(T ) = T
n +
∑n−1
j=0
θ(aj)T
j.
On a g(y) = 0 dans A[x] et g1(z) = 0 dans K[x], donc g(γ) = 0 dans Af et g1(δ) = 0
dans K[β]. On a g1(0) = 0 ou g1(0) 6= 0 car K est discret ; et δ = 0 ou δ 6= 0 car K[β] est
discret.
Supposons d’abord que g1(0) 6= 0, alors δ 6= 0 car δ = 0 implique g1(0) = 0. Donc γ ∈ Sf .
Dans le cas contraire, on e´crit g1(T ) = T
kh1(T ) avec h1(0) 6= 0 dans K et 0 < k 6 n. On
e´crit g(T ) = a(T ) + T kh(T ) avec degT (a) < k. On a θ[T ](a) = 0 et θ[T ](h) = h1. On a
donc θ(aj) = 0 pour 0 6 j < k, et θ[T ](h) = h1. Comme θ(aj) 6= 0 est impossible, il existe
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bj ∈ S tel que bjaj est nilpotent dans A. Soit b le produit des bj pour 0 6 j < k. On a
b ∈ S, et, pour un entier N assez grand, ba(T )N = 0.
Comme δkh1(δ) = g1(δ) = 0, on a δ = 0 ou h1(δ) = 0.
Si h1(δ) = 0, on ne peut pas avoir δ = 0 car sinon h1(0) = h1(δ) = 0. Donc δ 6= 0,
i.e. γ ∈ Sf .
Si δ = 0, on a θf (h(γ)) = h1(δ) = h1(0) 6= 0, et donc ζ = h(γ) ∈ Sf . Puisque bg(α) = 0 et
bg(T ) = ba(T ) + bT kh on obtient ba(γ) + bζ γk = 0 dans Af . D’ou`, puisque ba(T )
N = 0,
0 = (−ba(γ))N = bNζN γNk = 0
avec bNζN ∈ Sf .
En re´sume´, on a obtenu exactement ce qu’on voulait : pf est un ide´al premier minimal.
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