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Abstract
The cable television (CATV) networks, since their introduction in the late 1940s, have
now become a crucial part of the broadcasting industry. To keep up with growing demands
from the subscribers, cable networks nowadays not only provide television programs but
also deliver two-way interactive services such as telephone, high-speed Internet and social
TV features. A new standard for CATV networks is released every five to six years to
satisfy the growing demands from the mass market. From this perspective, this thesis is
concerned with three main aspects for the continuing development of cable networks: (i)
efficient implementations of backward-compatibility functions from the old standard, (ii)
addressing and providing solutions for technically-challenging issues in the current standard
and, (iii) looking for prospective features that can be implemented in the future standard.
Since 1997, five different versions of the digital CATV standard had been released in
North America. A new standard often contains major improvements over the previous
one. The latest version of the standard, namely DOCSIS 3.1 (released in late 2013), is
packed with state-of-the-art technologies and allows approximately ten times the amount of
traffic as compared to the previous standard, DOCSIS 3.0 (released in 2008). Backward-
compatibility is a must-have function for cable networks. In particular, to facilitate the
system migration from older standards to a newer one, the backward compatible functions
in the old standards must remain in the newer-standard products. More importantly, to
keep the implementation cost low, the inherited backward compatible functions must be
redesigned by taking advantage of the latest technology and algorithms.
To improve the backward-compatibility functions, the first contribution of the thesis
focuses on redesigning the pulse shaping filter by exploiting infinite impulse response (IIR)
filter structures as an alternative to the conventional finite impulse response (FIR) structures.
Comprehensive comparisons show that more economical filters with better performance can
be obtained by the proposed design algorithm, which considers a hybrid parameterization of
the filter’s transfer function in combination with a constraint on the pole radius to be less
than 1.
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The second contribution of the thesis is a new fractional timing estimation algorithm
based on peak detection by log-domain interpolation. When compared with the commonly-
used timing detection method, which is based on parabolic interpolation, the proposed al-
gorithm yields more accurate estimation with a comparable implementation cost.
The third contribution of the thesis is a technique to estimate the multipath channel for
DOCSIS 3.1 cable networks. DOCSIS 3.1 is markedly different from prior generations of
CATV networks in that OFDM/OFDMA is employed to create a spectrally-efficient signal.
In order to effectively demodulate such a signal, it is necessary to employ a demodulation
circuit which involves estimation and tracking of the multipath channel. The estimation and
tracking must be highly accurate because extremely dense constellations such as 4096-QAM
and possibly 16384-QAM can be used in DOCSIS 3.1. The conventional OFDM channel
estimators available in the literature either do not perform satisfactorily or are not suitable
for the DOCSIS 3.1 channel. The novel channel estimation technique proposed in this thesis
iteratively searches for parameters of the channel paths. The proposed technique not only
substantially enhances the channel estimation accuracy, but also can, at no cost, accurately
identify the delay of each echo in the system. The echo delay information is valuable for
proactive maintenance of the network.
The fourth contribution of this thesis is a novel scheme that allows OFDM transmission
without the use of a cyclic prefix (CP). The structure of OFDM in the current DOCSIS
3.1 does not achieve the maximum throughput if the channel has multipath components.
The multipath channel causes inter-symbol-interference (ISI), which is commonly mitigated
by employing CP. The CP acts as a guard interval that, while successfully protecting the
signal from ISI, reduces the transmission throughput. The problem becomes more severe
for downstream direction, where the throughput of the entire system is determined by the
user with the worst channel. To solve the problem, this thesis proposes major alterations
to the current DOCSIS 3.1 OFDM/OFDMA structure. The alterations involve using a pair
of Nyquist filters at the transceivers and an efficient time-domain equalizer (TEQ) at the
receiver to reduce ISI down to a negligible level without the need of CP. Simulation results
demonstrate that, by incorporating the proposed alterations to the DOCSIS 3.1 down-link
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channel, the system can achieve the maximum throughput over a wide range of multipath
channel conditions.
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1. Introduction
1.1 Motivation
The later part of the twentieth century observed a significant growth in communication
technologies. Technological inventions in the telecommunication industry enable society to
enter the era of telephony, Internet, and multimedia services. Broadband communications
over cable networks was in the heart of this trend. In the early beginnings, from connect-
ing cables between homes and providing one to two channels of early television, the cable
industry has, in just over 50 years, moved into the 500-channel universe. Since then, cable
operators have branched out to become television broadcasters, radio broadcasters, tele-
phone and cell-phone service providers. They have expanded their business model to include
the entertainment arenas and have purchased Internet networks, sports teams and major
performance venues.
Cable television (CATV) networks are dominant by wired broadband technology in the
United States and Canada. Earlier CATV networks carried analog television signals, but
since 2000s all cable operators have switched to or are in process of switching to digital
technology.
CATV networks provide high-speed interactive services, including Internet access and
telephone service, that are delivered over the cable television infrastructure. The demand
for data services has steadily increased to a point where there is tremendous pressure on
data services providers to continually increase the data throughput of their networks.
Fig. 1.1 shows a simplified structure of a cable network. There are two main components
in the network: a cable modem (CM), which is located at the customer premises, and a cable
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Figure 1.1 Cable modem network.
modem termination system (CMTS), located at the cable company’s headend. The CMTS
is responsible for managing a large number of cable modems residing in subscribers’ homes.
The CMTS allocates channel resources for each CM and schedules times for sending and
receiving packets. Most CMTS have both Ethernet and Radio Frequency (RF) interfaces.
In this way, the Internet traffic can be routed through the Ethernet interface, through the
CMTS and then onto the RF ports that are connected to coaxial cable networks, eventually
reaching the cable modem in the subscriber’s home.
Version
Release
date
Modulation scheme
Downstream
throughput
Upstream
throughput
1.0 03/1997
Single-carrier QAM
42.88 Mbits/s 10.24 Mbits/s
2.0 12/2001 42.88 Mbits/s 30.72 Mbits/s
3.0 08/2006 1372.16 Mbits/s 245.76 Mbits/s
3.1 10/2013 Multi-carrier (OFDM) 10 Gbits/s 1 Gbits/s
Table 1.1 DOCSIS versions.
CATV networks are governed by the Data Over Cable Service Interface Specification
(DOCSIS) standards, which are developed by the not-for-profit organization CableLabs,
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Figure 1.2 Frequency domain spectra in single-carrier QAM and multi-carrier
OFDMA systems.
which is funded by the cable operators and cable equipment manufacturers. Released in
1997, the first version of DOCSIS standard promotes multi-manufacturer interoperability and
introduces a retail model for the consumer’s direct purchase of a cable modem (CM) of choice.
The original DOCSIS 1.0 standard supports a single channel with maximum throughputs of
42.88 Mbit/s for downstream and 10.24 Mbit/s upstream. Since then, substantial changes
in the sub-sequence versions of DOCSIS standard, as highlighted in Table 1.1, facilitated
higher system throughput. Released in 2001, DOCSIS 2.0 tripled the upstream throughput
in responding to higher demand in upstream traffic. Five years later, the advances in fiber
optics technology and pressure from digital subscriber line (DSL) competitors caused the
birth of DOCSIS 3.0. DOCSIS 3.0 is able to simultaneously support multiple channels
and bind them together to increase performance. A maximum of 32 downstream channels
and 8 upstream channels can be bonded together to reach a throughput of 1372.16 Mbit/s
downstream and 245.76 Mbit/s upstream.
The latest version of DOCSIS standard, DOCSIS 3.1, was released in 2013. DOCSIS 3.1
is markedly different from prior versions of the standard. State-of-the-art data coding em-
ploying Low Density Parity Check (LDPC) codes provides superior data protection against
noisy channels. Additionally, while prior versions of DOCSIS employ single-carrier quadra-
ture amplitude modulation (SC-QAM), DOCSIS 3.1 adopts orthogonal frequency division
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modulation (OFDM) in the downstream direction and orthogonal frequency division multi-
ple access (OFDMA) in the upstream direction in order to make more efficient use of CATV
cable networks, especially those that have committed narrow bandwidths to other services.
The main difference between single-carrier and multi-carrier systems is in the way the
available bandwidth is utilized as illustrated in Fig. 1.2. Basically OFDMA contains many
closely-spaced narrow bandwidth SC-QAM signals. There is no real performance advantage
to either system on an additive white Gaussian noise (AWGN) channel if they occupy the
same bandwidth. However, if strong narrow bandwidth ingress interference is present, which
usually occurs intermittently in CATV plants, it will severely impact the entire SC-QAM
channel. In this scenario the OFDMA system loses only one narrow bandwidth SC-QAM
signal, while the entire broadband SC-QAM signal is lost.
It is pointed out that DOCSIS devices need to be fully backward compatible. Therefore
a newer cable modem must support all previous versions of DOCSIS. Moreover, considering
that OFDM/OFDMA are very different from SC-QAM, the development of DOCSIS 3.1
CMs and CMTS’s is challenging and much more complicated.
1.2 Research Objectives
There are three distinct objectives in this research and they are elaborated below.
i) Redesign old backward compatible functions: Each time a new communication
standard with new features is implemented, the old backward compatible functions can
be redesigned to take advantage of new technology and algorithms. Of interest here
is the DOCSIS standards prior to Version 3.1 that employs SC-QAM (see Table 1.1).
Therefore the main thrust of this research objective is to improve the implementation
efficiency of the backward compatible functions for legacy SC-QAM channels in the
implementation of DOCSIS 3.1 and beyond. Specifically, this part of the research focuses
on two improvements that can be made for the backward compatible functions. The
first improvement is made by redesigning the pulse shaping filters employed in the SC-
QAM system. For DOCSIS systems prior to version 3.1, such pulse shaping filters are
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commonly realized by the FIR structure. However, FIR filters require quite a large
number of coefficients as compared to filters designed with the IIR structure and thus
have higher computational complexity. An efficient algorithm shall be developed to
minimize the number of coefficients of a standard Squared-Root Raised Cosine (SRRC)
pulse-shaping filter without affecting its performance.
The second improvement is made on improving the timing offset estimation function,
which determines the time of arrival of the transmitted data packet. Accurately deter-
mining such timing information helps to recover the desired signal with less distortion
and higher signal-to-noise ratio (SNR). The cross-correlation technique is mainly used
for timing offset estimation of SC-QAM signals, in which the timing information is
taken by locating the true peak of the cross-correlation signal. However, locating the
true peak of such a signal after it has been sampled is a challenging task for a wide
range of applications. A peak locator algorithm shall be developed that has a better
accuracy without increasing the hardware cost.
ii) Channel estimation and fine timing detection in DOCSIS 3.1 standard: While
OFDMA systems have been extensively discussed in the literature in recent years, the
DOCSIS 3.1 standard is unique in that it seeks to combine OFDMA with very high
density modulation schemes (up to 16384-QAM). Furthermore, the impairments in ca-
ble plants differ from those of wireless systems, which are the focus of OFDMA studied
in much of the literature. In order to effectively demodulate the spectrally-efficient
OFDMA signal, it is necessary to employ coherent demodulation which involves estima-
tion and tracking of the channel parameters.
The goal of this part of the research is to develop algorithms for OFDMA channel
estimation, which are among the most technically-challenging issues in DOCSIS 3.1
standard. To this end, system performance under the condition of having imperfect
timing synchronization and echoes in the channel will be investigated. This would
involve developing a realistic channel model for OFDMA systems where the timing off-
sets and echo delays are not integer multiples of the system’s sampling period. Such
offsets/delays threaten sub-carrier orthogonality and lead to poor quality channel es-
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timation, at least with the conventional estimators in the literature. Considering the
realistic channel model, algorithms for finding timing offset will be explored as well as
algorithms for performing channel estimation. In all cases, it will be necessary to verify,
through theory and simulation, that the proposed algorithms are capable of operating
successfully while subjected to the distortions typically present in a cable plant. Addi-
tionally, the algorithms must be optimized to minimize the logic resources required for
implementation in an field-programmable gate array (FPGA).
iii) Improvements for future standards: Despite many advantages, an obvious draw-
back of OFDMA systems is the requirement to use a cyclic prefix (CP), which is in-
serted at the beginning of each transmitted OFDM symbol to mitigate inter-symbol
interference (ISI). In general, not only the channel but also the digital filters built in
the transceiver determine the length of the CP. The CP insertion reduces the overall
transmission throughput, by up to 25% for DOCSIS 3.1 downstream transmission.
This part of the research will consider all aspects that affect the CP length. Then tech-
niques to reduce the CP length will be investigated in order to increase the transmission
throughput. Although shortening the CP has motivated many investigations reported in
the literature, the existing techniques are complicated as they require either the calcu-
lation of eigenvalues and/or matrix inversion and/or division, etc. These techniques are
not easily implemented in hardware. The goal of this research is to find a practical im-
plementation that consumes a small amount of hardware resources. If the length of the
CP can be reduced or even eliminated with a technique that is “hardware friendly”, then
it will be a promising candidate for inclusion in the next version of DOCSIS standard.
1.3 Organization of the Thesis
This thesis is organized in a manuscript-based style. The results obtained are included
in the form of published or submitted manuscripts. In each chapter, a brief introduction
precedes each manuscript in order to connect the manuscript to the main context of the
thesis. The thesis is organized as follows.
There are seven chapters in total. The first chapter gives the motivation of the research
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and states the research objectives.
Chapter 2 provides an in-depth look at the single-carrier QAM and multi-carrier
OFDM/OFDMA systems. The fundamental difference between the two systems will be dis-
cussed. This chapter explains the advantages of switching from SC-QAM to OFDM/OFDMA,
and points out difficult technical problems on deploying OFDMA on the DOCSIS 3.1 uplink
channel.
In Chapter 3, the pulse shaping filter design problem is discussed and various conven-
tional design techniques are reviewed. A novel design technique, which is the thesis’ first
main contribution, is presented. The proposed design is more economical than conventional
designs, thus directly benefiting the backward-compatibility functions of newer cable network
products.
Another backward-compatibility function that can be efficiently redesigned is peak detec-
tion. Chapter 4 is dedicated for an improved peak detection method, which can be used for
a wide range of applications, including but not limited to, detection of the optimal sampling
time for the SC-QAM systems and, multipath channel estimation for OFDM/OFDMA sys-
tems. This chapter proposes a technique for finding the approximate location of the peak in
an analog signal after it has been sampled. Of particular interest is the output of the pream-
ble correlator located inside an SC-QAM receiver. The technique involves transforming the
sampled data into the logarithm domain and then fitting a parameterized function to the
two points neighboring of its peak. The function is parameterized such that it has character-
istics of the analog pulse shaping and matched filter in the system. Then the location of the
peak is calculated from the parameters obtained in the fitting process. Simulation results
show that the proposed estimator significantly outperforms the conventional estimators at a
comparable or lower hardware cost.
The manuscript included in Chapter 5 proposes a novel channel estimation technique
that can be applied for OFDMA signals in DOCSIS 3.1 cable networks. In this chapter, first
the channel estimation problem inherent to OFDMA systems is studied. Then conventional
techniques that can be used to estimate the multipath channel parameters are discussed.
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Then an iterative channel estimation technique is proposed. The technique is developed to
work well with the pilot sub-carrier schemes imposed by DOCSIS 3.1 standard. Further-
more, it is shown that the performance of the iterative technique can be improved without
increasing its complexity by applying the log-domain peak detection algorithm developed in
Chapter 4.
Chapter 6 includes a manuscript that proposes a scheme to transmit OFDM signals
without CP. The manuscript first evaluates the performance degradation of conventional
OFDM systems without CP or with insufficient CP. Then it will show that using Nyquist
filters for the reconstruction/anti-aliasing filters and making them matched would eliminate
the ISI caused by band-limiting and there would be no need to use CP. Lastly, a novel TEQ is
introduced to efficiently inverse the multipath channel in the time-domain and significantly
suppress ISI due to the multipath channel. By incorporating the proposed scheme, simulation
results show that the DOCSIS 3.1 down-link transmission can obtain maximum throughput
under certain multipath channel conditions.
Finally, Chapter 7 summarizes the contributions of this thesis and suggests potential
research problems for future works.
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2. Digital Communication Systems
This thesis is concerned with signal processing of cable network communications. To
provide background knowledge and motivation for research problems addressed in this thesis,
this chapter discusses the basics of digital communication systems using single-carrier QAM
and multi-carrier OFDMA.
2.1 Single-Carrier Quadrature Amplitude Modulation (SC-QAM)
Figure 2.1 illustrates main signal processing components of the transmitter and receiver
in a digital SC-QAM system. It should be noted that the illustration is simplified and
synchronization modules, such as timing, frequency and phase recovery, are not shown.
At first, the data bits to be transmitted are packed into symbols using a QAM mapping
module. With quadrature amplitude modulation (QAM), every q bits are mapped into a
symbol represented by a complex value consisting of an in-phase (I) component, vI[n], and a
quadrature (Q) component, vQ[n]. For q input bits, there are 2
q possible symbols, denoted
as si, i = 0, 1, . . . , 2
q − 1, which can be visualized on a 2-dimensional complex plane. The
resulting illustration is often referred to as a constellation diagram. Fig 2.2 shows examples
of quadrature phase shift keying (QPSK, i.e., 4-QAM), 8-QAM, 16-QAM and 32-QAM
constellations, which deliver q = 2, 3, 4 and 5 bits per symbol, respectively. Moreover, the
average energy per symbol of the transmitted signal is proportional to the average energy of
the constellation, which can be computed as the average of the squared distances, measured
from the origin, of all symbols in the constellation plot. It is given as
Es =
1
2q
2q−1∑
i=0
|si|2. (2.1)
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Figure 2.1 Simplified block diagram of a SC-QAM system.
The bandwidth efficiency of a communication link may be increased by using a denser
constellation. However, since the average energy of the constellation is typically constrained
to a fixed amount, the constellation points must be closer together and thus are more sus-
ceptible to noise and other impairments. This results in a higher bit error rate (BER). Thus,
in general, for the same average constellation energy, a higher-order QAM can deliver more
data than a lower-order QAM but less reliably. With the help of the impulse modulators,
the in-phase and quadrature values at the output of the QAM mappers are represented as
trains of impulses,
∑∞
n=−∞ vI[n]δ(t − nTsym) and
∑∞
n=−∞ vQ[n]δ(t − nTsym), where Tsym is
the symbol period in seconds. These trains of impulses are passed through pulse shaping
filters, which have impulse response hTX(t) as indicated in Fig. 2.1. The pulse shaping filters
are low-pass filters required to limit the bandwidth of transmitted signals to 6 MHz1. The
1As specified for North America DOCSIS channels [C2.1], or 8 MHz according to the Europe DOCSIS.
10
8-QAM
16-QAM
32-QAM
QPSK
Iv
Qv
Iv
Qv
Iv
Qv
Iv
Qv
0s
1s
2s
3s
0s
1s2s
3s
6s
4s
5s
7s
Figure 2.2 QAM symbol constellations.
outputs of the pulse shaping filters are continuous time-signals, one for the in-phase (I) and
one for the quadrature (Q) channel. These signals can be expressed as
xI(t) =
∑∞
n=−∞ vI[n]hTX(t− nTsym) (2.2)
xQ(t) =
∑∞
n=−∞ vQ[n]hTX(t− nTsym). (2.3)
Then the outputs of the pulse shaping filters are multiplied (i.e., modulated) with a pair of
sinusoidal carriers, which have frequency fc and differ in phase by π/2 radians, i.e., sine and
cosine signals. The two modulated carriers are then added together, generating a band-pass
radio frequency (RF) signal xa(t). That is
xa(t) = xI(t) cos(2πfct) + xQ(t) sin(2πfct). (2.4)
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The RF signal is sent across the cable channel. In case there is no channel impairment,
i.e., ya(t) = xa(t), the demodulation process at the receiver starts with down-converting the
received RF signal to baseband. This is done by multiplying ya(t) with quadrature carriers.
The resulting in-phase signal is
yI(t) = ya(t)2 cos(2πfct)
= xI(t) cos(2πfct)2 cos(2πfct) + xQ(t) sin(2πfct)2 cos(2πfct)
= xI(t) + xI(t) cos(4πfct) + xQ(t) sin(4πfct), (2.5)
and the quadrature signal is
yQ(t) = ya(t)2 sin(2πfct)
= xI(t) cos(2πfct)2 sin(2πfct) + xQ(t) sin(2πfct)2 sin(2πfct)
= xQ(t)− xQ(t) cos(4πfct) + xI(t) sin(4πfct). (2.6)
The first terms of (2.5) and (2.6) are the useful baseband components, whereas the second
and third terms are high-frequency components centering at 2fc. In order to remove those
high-frequency components, low-pass filters are applied. In practice, the low-pass filters are
called matched filters, which are identical to the pulse-shaping filter if its impulse response
is an even function, i.e. hRX(t)= hTX(−t) = hTX(t). While the pulse shaping filter serves
the purpose of keeping only a baseband signal, the matched filter is important to mitigate
distortions that occur in the transmission/reception process, such as AWGN noise and inter-
symbol-interference (ISI).
The signals at the outputs of the matched filters can be written as
uI(t) = yI(t) ∗ hRX(t) = xI(t) ∗ hRX(t)
=
∞∑
k=−∞
vI[k]hTX(t− kTsym) ∗ hRX(t)
=
∞∑
k=−∞
vI[k]hTR(t− kTsym), (2.7)
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uQ(t) = yQ(t) ∗ hRX(t) = xQ(t) ∗ hRX(t)
=
∞∑
k=−∞
vQ[k]hTX(t− kTsym) ∗ hRX(t)(t)
=
∞∑
k=−∞
vQ[k]hTR(t− kTsym), (2.8)
where hTR(t) = hTX(t) ∗ hRX(t) is the impulse response of the equivalent filter obtained by
cascading the pulse shaping filter with the matched filter. At sampling time t = nTsym the
sampler’s outputs are
vˆI[n] = uI(t)
∣∣
t=nTsym
= vI[n]hTR(0) +
∞∑
k=−∞, k 6=n
vI[k]hTR
(
(n− k)Tsym
)
, (2.9)
vˆQ[n] = uQ(t)
∣∣
t=nTsym
= vQ[n]hTR(0) +
∞∑
k=−∞, k 6=n
vQ[k]hTR
(
(n− k)Tsym
)
. (2.10)
Normalized time (n = t/Tsym)
-3 -2 -1 0 1 2 3 4 5
A
m
p
li
tu
d
e
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
hTR(t)
hTR[n]
Figure 2.3 Zero-ISI condition on the samples of hTR(t) at the sampling times.
The second terms in (2.9) and (2.10) represents ISI. In order to suppress the ISI, the
cascade of the pulse shaping and matched filters must satisfy the Nyquist criterion [C2.2],
which states that the samples of the pulse at interval Tsym, i.e. hTR[n] = hTR(t)
∣∣
t=nTsym
, must
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be 1 at n = 0 and zero at all other sampling times. This is illustrated in Fig. 2.3.
Let HTX(f) and HRX(f) be the frequency responses of the pulse shaping and matched
filters, respectively, i.e.,
HTX(f)
F←→ hTX(t), (2.11)
HRX(f)
F←→ hRX(t), (2.12)
where F denotes Fourier transform pair and f is frequency in Hz. In many communication
systems, including DOCSIS, the pulse-shaping and matched filters are typically selected so
that
HTX(f)HRX(f) = HRC(f), (2.13)
where HRC(f) is a raised cosine filter. A raised cosine filter is a Nyquist filter and is defined
in the frequency domain as follows:
HRC(f) =

1, for |f | ≤ 1−β
2Tsym
1
2
[
1 + cos
(
πTsym
β
(
|f | − 1−β
2Tsym
))]
, for 1−β
2Tsym
< |f | ≤ 1+β
2Tsym
0, otherwise,
(2.14)
where β is the roll-off factor of the raised-cosine filter and Tsym is the symbol period. Fig. 2.4
and Fig. 2.5 show frequency and impulse responses of the raised-cosine filters with various
roll-off factors, respectively. Observe that the raised-cosine filter has a limited bandwidth of
1+β
2Tsym
and its impulse response crosses zero at integer multiples of the sampling time.
In order to designHTX(f) andHRX(f) to satisfy the zero-ISI criterion, a natural approach
is to attempt to maximize the signal-to-noise ratio [C2.2]. This can be accomplished by
choosing HTX(f) and HRX(f) to be square-root raised-cosine (SRRC) filters, i.e.,
HTX(f) = HRX(f) =
√
HRC(f) (2.15)
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Figure 2.4 Frequency responses of raised-cosine filters with various roll-off factors.
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Figure 2.5 Impulse responses of raised-cosine filters with various roll-off factors.
It can be shown that the impulse response of a SRRC filter is given by [C2.2]
hTX(t) = hRX(t) =
(4βt/Tsym) cos[π(1 + β)t/Tsym] + sin[π(1− β)t/Tsym]
(πt/Tsym)[1− (4βt/Tsym)2] (2.16)
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The time waveform of the above impulse response is plotted in Fig. 2.6 for various roll-off
factors. Note that for any β 6= 0, the SRRC waveform does not go to zero at nonzero integer
multiples of Tsym.
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Figure 2.6 Impulse responses of SRRC filters with various roll-off factors.
To facilitate mathematical representation and analysis, the in-phase and quadrature sig-
nals can be combined into a complex signal, where the in-phase component corresponds
to the real part and the quadrature component corresponds to the imaginary part of the
complex signal. For instant, the QAM symbols can be expressed as v[n] = vI[n] + jvQ[n],
where j =
√−1. Accordingly, the sampler’s outputs in (2.9) and (2.10) can be collectively
represented as
vˆ[n] = vˆI[n] + jvˆQ[n] =
∞∑
k=−∞
v[k]hRC
(
(n− k)Tsym
)
. (2.17)
An example of symbol recovery with the raised cosine pulse and when v[n] = ±1 (i.e.,
real BPSK constellation) is given in Fig. 2.7. It should be noted that the symbol recovery
is perfect since no channel impairments are taken into account. The impact of channel
impairments on symbol recovery performance will be discussed in the next sections.
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Figure 2.7 Illustration of symbol recovery with raised-cosine pulse.
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2.1.1 Channel impairments
The cable network is not an ideal channel. Instead it contains various impairments that
can be harmful for data transmission. The following sections discuss the main impairments,
which must be taken into account in designing a communication system.
Additive White Gaussian Noise
Additive white gaussian noise (AWGN) is the most fundamental imperfection that any
electronic communication system has to face with. The reason is that thermal noise is created
by the virtue of the movement of the electrons in the electronic circuits used for processing
the received signal. This thermal noise is random in nature. Another noise source is spurious
transmission from adjacent channels. Although such noise is not totally random, it can’t be
determined at the receiver and is usually treated/approximated as AWGN.
Taking AWGN into account, the RF input signal can be written as
ya(t) = xa(t) + w(t). (2.18)
The AWGN process w(t) is modeled as having the amplitude following a Gaussian probability
density function and a constant (white) power spectral density of N0
2
Watts/Hz. Simple
mathematical manipulations show that the sampler’s output for the SC-QAM system under
the presence of AWGN is
vˆ[n] =
∞∑
k=−∞
v[k]hRC
(
(n− k)Tsym
)
+ w[n], (2.19)
where w[n] is an independent and identically distributed (i.i.d) complex Gaussian process
with zero mean and variance N0, i.e., w[n] ∼ CN (0, N0).
The impact of AWGN on a SC-QAM system has been studied thoroughly in the literature
[C2.2, C2.3]. In fact, AWGN is the most fundamental limiting factor on the performance of
a digital communication system, which is commonly measured in terms of the bit error rate
(BER). The signal-to-noise ratio, commonly measured as SNR = Es/N0, is directly related
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Figure 2.8 Scatter plot of 16-QAM signals with AWGN (SNR = 16 dB).
to the BER. For anM -QAM constellation with Gray mapping [C2.2], the BER of the system
under an AWGN channel can be approximated as [C2.3, C2.2]
PM ≃ 2
(
1− 1√
M
)
Q
(√
3 SNR
M − 1
)
, (2.20)
where Q(·) is the Q-function, defined as the tail probability of the standard normal distri-
bution:
Q(·) = 1√
2π
∫ ∞
x
exp(−t2/2)dt. (2.21)
Fig. 2.8 shows the scatter plot of 16-QAM received symbols under the effect of AWGN
when SNR = 16 dB. There are 3000 samples on the scatter plot, each of them is represented
using its in-phase and quadrature values, i.e., vˆI[n] and vˆQ[n]. To ease visualization, symbols
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Figure 2.9 BER versus SNR for various QAM constellations.
that correspond to a constellation point are distinguished by a unique combination of color
and marker shape. The dashed lines on the figure show the decision boundaries for 16-
QAM. Note that the sample points in the scatter plot do not lie exactly on the transmitted
constellation points as shown in Fig. 2.2 for 16-QAM. Instead there are 16 clusters of points
centered around the ideal 16-QAM points because of AWGN. Note that there are few points
that crossed decision boundaries, thus causing errors.
Fig. 2.9 plots the theoretical BER versus SNR for various QAM constellation: QPSK,
16-QAM, 64-QAM and 256-QAM. It can be seen that for a given BER level, say 10−5, the
additional SNR required to send two more bits per transmitted symbol approaches 6 dB.
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Timing Offset
Timing offset refers to the error in the sampling moment at the digital receiver. As
discussed and shown in Fig. 2.1, the sampler at the receiver must sample the filtered signal
at precise time instants t = nTsym in order to recover the transmitted symbols without ISI. In
a real-world system, there are many factors that contribute to sampling moment uncertainty.
For instant, the travel time of an electrical signal from a transmitter to a receiver, which
depends on the cable length and cable network setup, is generally unknown at the receiver.
In addition, every analog and digital filter in the system adds some amount of delay to the
signal. Therefore, the arrival time of the signal must be estimated every time the receiver
is turned on. The difference between the actual and estimated times of arrival is generally
referred to as timing offset or timing phase.
Taking into account the timing offset, the RF input signal can be written as
ya(t) = xa(t−∆t) + w(t), (2.22)
where ∆t is the timing offset in seconds. Then the input/output relationship of an SC-QAM
system with timing offset and AWGN can be written as
vˆ[n] =
∞∑
k=−∞
v[k]h∆
(
(n− k)Tsym
)
+ w[n], (2.23)
where
h∆(t) = hRC(t−∆t), (2.24)
which is the equivalent impulse response with timing offset. With a perfect channel, i.e.,
∆t = 0, h∆(t) would be that of a perfect Nyquist pulse shape with uniformly-spaced zero
crossings, similar to that shown in Fig. 2.5. In that case, if the response is sampled at the
optimum point (i.e., at the peak), the recovered symbols will not have interference from
others.
However, if the sampling time has a small error, then the sampled value is affected by
interference from other symbols, (i.e., ISI) as illustrated in Fig. 2.10. The figure shows the
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Figure 2.10 Illustration of signal samples containing ISI for timing offset ∆t =
0.2 Tsym.
transmission of 6 consecutive QAM symbols, shaped by the RC pulse with β = 0.25. The
solid lines represent the analog pulses, where pulses modulated by different QAM symbols
are marked with different colors. The markers denote discrete samples taken by the sampler.
It can be seen that, if there is a non-zero timing offset, the signal sample contains not only
the desired signal component, but also ISI components from adjacent transmitted symbols.
The reason for the phenomenon is that bandwidth-efficient signaling pulses (such as the RC
pulse shown in Fig. 2.5) extends over many symbol intervals (theoretically, infinite number
of symbol intervals). Therefore, in the presence of a timing offset, the tails of pulses due to
previous and future symbols corrupt the current decision variable.
Fig. 2.11 shows the scatter plot of 16-QAM received symbols with timing offset ∆t =
0.2Tsym and under zero AWGN condition. There are 1000 samples on the scatter plot.
Observe that a large amount of samples cross the decision boundary, implying very poor
detection performance.
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Figure 2.11 Scatter plot of 16-QAM signals with timing offset ∆t = 0.2Tsym and
zero AWGN.
Fig. 2.12 plots the BER versus SNR performance for 16-QAM signal with various timing
offsets. It can be seen that the detection performance of SC-QAM is very sensitive to timing
offset. Specifically any timing error greater than 0.05Tsym would significantly increase the
BER.
Multipath Channel
A multipath channel is a channel in which the signals from the transmitter reach the
receiver by two or more paths, including a main/direct path and possibly several echo paths.
This happens because imperfections in the coaxial cable network cause impedance mis-
matches and non-linear characteristics. Echo paths delay and attenuate the transmitted
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Figure 2.12 BER versus SNR for 16-QAM signal with various timing offset.
signal, creating replicas of the main signal at the receiver. Each path in the multipath chan-
nel is characterized by a gain factor αi and an associated delay τi normalized to the symbol
duration Tsym. The impulse response of the multipath channel is given by
hc(t) =
Np−1∑
i=0
αiδ(t− τiTsym) (2.25)
where δ(·) is the Dirac delta function and Np is the number of paths in the multipath channel.
It follows that the input/output relationship of an SC-QAM system under multipath
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channel, timing offset and AWGN can be shown as
vˆ[n] =
∞∑
k=−∞
v[k]hτ
(
(n− k)Tsym −∆t
)
+ w[n], (2.26)
where
hτ (t) = hRC(t) ∗ hc(t) =
Np−1∑
i=0
αi hRC(t− τiTsym) (2.27)
is the impulse response of the equivalent band-limited multipath channel.
Fig. 2.13 shows an example of hτ (t) corresponding to a multipath channel with 2 paths:
a main path and an echo path. The echo path has the gain factor of −10 dB relative to
the main path and its delay is 1.8Tsym relative to the main path. It can be seen that the
multipath effect distorts the RC pulse and thus the Nyquist zero-ISI criterion is not fulfilled.
Normalized time (t/Tsym)
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Figure 2.13 Impulse response of an equivalent single-echo multipath channel,
hτ (t) = hRC(t) +
1√
10
hRC(t− 1.8Tsym).
Fig. 2.14 shows the ISI effect caused by the multipath channel, even when there is zero
timing offset (i.e., perfect timing). As before, the figure shows the transmission of 6 consec-
utive QAM symbols, indicated by different colors. Since there is no timing offset, the output
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Figure 2.14 ISI caused by the multipath channel.
of the sampler is the sum of all values indicated by the markers located at time t = nTsym.
As can be seen, because of the multipath channel, the sampled signal contains interference
from adjacent symbols.
Fig. 2.15 shows a scatter plot of 16-QAM signals under the single-echo channel described
in Fig. 2.15. Even when the channel has no noise and timing error, the scatter plot shows
many symbol errors. To further evaluate the impact of echo on the detection performance,
Fig. 2.16 plots the BER versus SNR of 16-QAM for several single-echo channels. The echo
delay is set at 1.8Tsym with respect to the main path, while the echo power is varied for −30,
−20, −15 and −10 dB in relative to the power of the main path. It can be seen that, if
the ISI is treated as noise, it will severely reduce the SNR of the system hence increasing
the BER. Therefore, in order to recover the transmitted symbols properly, it is necessary to
remove most of the ISI from the sampled signal. For this to be done, the characteristics of
the multipath channel must be tracked and an equalizer must be employed to inverse the
multipath channel effect. The principle of an equalizer will be discussed in the next section.
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Figure 2.15 Scatter plot of 16-QAM signals under the multipath channel specified
in Fig. 2.13.
2.1.2 Digital implementation of SC-QAM systems
Today almost all of the signal processing of analog signals is done in the digital domain.
The first rule of system design seems to be “get the signal into the digital domain as soon
as possible and do as much signal processing in the digital domain as is possible”. Following
this rule, Fig. 2.17 shows a practical implementation of a SC-QAM system.
Digital SRRC Filters
Perhaps the digital SRRC pulse shaping filter is the most important part of the digital
SC-QAM transmitter. Digital implementation of the pulse shaping filter requires the filter
to run at a rate higher than the symbol rate Fsym = 1/Tsym. It is because the roll-off factor
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Figure 2.16 BER versus SNR for 16-QAM signal under a single-echo channel with
various echo powers.
β causes an excess bandwidth in the amount of β/Tsym (see (2.14) and Fig. 2.4). In general,
digital SRRC filters run at sampling rate Fs = LFsym, which is an integer multiple of the
symbol rate. In particular, the ideal digital pulse shaping filter is an infinite-length SRRC
filter with the following frequency response
HTX(e
jω) = HSRRC(e
jω)
=

e−jϕω, for |ω| ≤ π(1−β)
L
e−jϕω
√
1
2
[
1 + cos
(
π
2β
(
|ω|L
π
− 1 + β
))]
, for π(1−β)
L
< |ω| ≤ π(1+β)
L
0, otherwise,
(2.28)
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Figure 2.17 Block diagram of a digital SC-QAM system.
where ω is digital frequency in radians/sample, ϕ is phase delay and L is the ratio of the
sampling rate to the symbol rate, i.e., L = Fs/Fsym.
The simplest method to obtain the impulse response of an SRRC filter by taking the
inverse discrete-time Fourier transform of (2.28). Such an impulse response has a “sinc-
like” shape. Therefore, it cannot be implemented exactly in practice, unless the “sinc-like”
function is truncated on both sides. As such, the coefficients for a causal FIR filter are
obtained by taking the NF values of the theoretical SRRC impulse response closest to n = 0.
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truncated SRRC filter.
The result is a sample-space truncated impulse response, given by
hTX[n] =

1
L
(
1− β + 4β
π
)
, for n = NF−1
2
β√
2L
[(
1 + 2
π
)
sin
(
π
4β
)
+
(
1− 2
π
cos
(
π
4β
))]
, for n = NF−1
2
± L
4β
sin
(
π(1−β)(n−ϕˆ)
L
)
+ 4β(n−ϕˆ)
L
cos
(
π(1+β)(n−ϕˆ)
L
)
π(n− ϕˆ)
[
1−
(
4β(n−ϕˆ)
L
)2] , for 0 ≤ n ≤ NF − 1,
n 6= NF−1
2
, n 6= NF−1
2
± L
4β
0, otherwise.
(2.29)
where ϕˆ = NF−1
2
is delay in samples of the truncated FIR filter.
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Fig. 2.18 plots the impulse response of a truncated SRRC filter as well as the magnitude
frequency responses of the ideal and truncated SRRC filters. The filter parameters are
β = 0.12 and L = 4, and the length of the truncated filter is NF = 41. Truncation of
the ideal impulse response results in the presence of non-zero out-of-band power in the
frequency domain, i.e., the pulse shaping filter’s spectrum is no longer zero for |f | > 1+β
2Tsym
.
Furthermore, truncation of the theoretical SRRC impulse response causes ISI because the
pulse shaping and the corresponding matched filter are no longer perfectly matched. One
objective of this research is to address these practical issues faced in the design of a SRRC
pulse shaping filter. A solution for a cost-effective design of SRRC pulse shaping filters will
be presented in Chapter 3.
As seen in Fig. 2.17, the pair of sinusoidal carriers, generated by a digital numerically
controlled oscillator (NCO) [C2.4], is used to up-convert the outputs of the pulse shaping
filters to pass-band. Then a digital-to-analog converter (DAC) is employed to convert the
digital pass-band signal to an analog RF signal. The sample-and-hold at the output of a
practical DAC causes aliasing, therefore a reconstruction filter HRE(f), which is typically an
analog low-pass filter, is employed to smooth the sample-and-hold signals coming from the
DAC.
Digital Timing Offset Estimator
In order to synchronize the receiver to the transmitter, an important step is to detect
the timing offset. After the timing offset is estimated, the estimated timing information
is passed to the sampler. The sampler is a filter that interpolates between the receiver’s
samples [C2.5, C2.6]. The purpose is to produce samples as close to the sampling moment
established at the transmitter as possible.
There are two types of timing offset estimator, which use feedback or feed-forward struc-
tures to perform the timing estimation task. A timing estimator that uses a feedback loop
is called a feedback timing detector. An alternative to the feedback structure is the feed-
forward structure. The main difference is that the feed-forward timing offset estimator
produces an estimate of the timing offset independently of the size of the offset, whereas
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Figure 2.19 Typical structure of a feed-forward timing offset estimator circuit.
the feedback timing offset estimator produces an error signal, which can be of large variance
when the offset is large. This error signal is used in a feedback loop to adjust the sampling
and ultimately find the correct timing [C2.7]. It should be noted that, the feedback loop
suffers the ills of stochastic descent algorithms, one of which is hangups [C2.8]. Hangups
cause the estimation to dwell on incorrect sample points for short period of times, thereby
lengthening estimation times [C2.7].
Feedback timing estimation techniques are not investigated within the scope of this thesis.
Instead, the thesis focuses on a feed-forward timing estimation method, which is well-suited
for burst-mode transmission in the DOCSIS upstream direction [C2.9]. A typical structure
of a feed-forward timing offset estimator circuit is shown in Fig. 2.19. Since timing detection
is independent of the carrier frequency, the NCOs and frequency up/down-convert blocks
are omitted from the figure for simplicity.
Timing detection starts with sending a burst packet that contains preamble symbols,
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b[m] , m = 0, 1, . . . ,M − 1, to the receiver. At the receiver, timing estimation can be
accomplished by locating the occurrence of the preamble packet. In general, packet detection
method chooses a pseudo-random noise sequence as a preamble [C2.10], which has an auto-
correlation function with low side-lobes. In particular, the auto-correlation function of the
preamble sequence is defined as [C2.11]
Rbb[k] =

∑M−k−1
m=0 b[m]b
∗[m+ k], 0 ≤ k ≤M − 1
R∗bb[−k], −M + 1 ≤ k < 0
0, otherwise.
(2.30)
Good sequences for timing offset estimation have impulse-like auto-correlation functions. In
practice, the auto-correlation function has a main lobe that is tall and narrow but not an
impulse, and has non-zero side lobes that are well below the peak of the main lobe. Preamble
sequences with very good auto-correlation properties can be found in [C2.12] and its refer-
ences. The ratio between the peak and side lobe powers, which is called the merit factor, is
approximately proportional to the length of the preamble sequence. Because synchronization
systems with larger merit factors are more immune to noise, longer preamble sequences are
desirable.
In order to limit the bandwidth occupied by the preamble sequence, the preamble se-
quence b[m], m = 0, 1, . . . ,M − 1, is up-sampled by a factor of L by zero-stuffing to obtain
the sequence x[n]. Then x[n], n = 0, 1, . . . ,ML − 1, is passed through the pulse shaping
filter to become the transmitted signal. The signal propagates through the channel, eventu-
ally reaching the receiver. At the receiver, a matched filter is applied to the received signal
in order to reject adjacent channel interference, limit noise power and most importantly, to
reduce ISI.
Denote the output of the matched filter as y[n], n = 0, 1, . . . ,ML−1. Then the preamble
packet detection is accomplished by employing a preamble correlator. Since the upsampled
preamble pattern x[n] is known a priori, it can be correlated with the output of the matched
filter y[n]. The correlation between x[n] and y[n] is denoted as Rxy[n], and indicated in
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Fig. 2.19. It is well known that, for any two band-limited analog signals, they can be
sampled then correlated, or correlated then sampled [C2.3], since both ways give the same
result. Therefore, it can be shown that Rxy[n] is the sampled version of an analog correlation
signal, denoted as Rxy(t), with sampling duration Ts, i.e., Rxy[n] = Rxy(t)
∣∣
t=nTs
.
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Figure 2.20 Signals generated by analog and digital correlators.
Fig. 2.20 shows the signals generated by analog and digital correlators. The timing offset
can be estimated by locating the peak of the output of the analog correlator, as shown in the
figure. The problem is the correlation is performed digitally to get Rxy[n], as illustrated in
Fig. 2.19, which provides samples of the analog correlation at times t = nTs. In general, the
timing offset contains an integer component and a fractional component, normalized to the
sampling duration Ts. While the integer component can be easily detected by locating the
peak of Rxy[n], i.e., npeak, estimating the fractional component is not as easy, because it is
unlikely that a sample point will coincide with the peak of the analog correlator. Therefore
the digital interpolating peak detector circuit, which is also shown in Fig. 2.19, is needed to
estimate the fractional timing component, denoted as nfrac as shown in Fig. 2.20. Eventually
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the estimated timing offset in seconds can be obtained as τpeak = (npeak + nfrac)Ts.
A simple, but inaccurate estimation for the location of the peak in the analog signal is the
location of the largest sample. This method has a resolution of ± 1/2 the sampling interval.
The brute force method of improving the accuracy is to first up-sample the signal and then
locate the sample largest in magnitude. Clearly, the accuracy will be improved by the up-
sampling factor. Up-sampling is a well-known process [C2.13, C2.14] whose implementation
has been well explored [C2.15]. Even with efficient implementation, up-sampling is relatively
expensive.
Another approach is to approximate the analog signal in the vicinity of its peak with
a parameterized analog function. Any class of function can be used providing one of the
parameters is the location of its peak. The parameter of interest, which is the location of the
peak, is calculated using samples in the vicinity of the peak. One such function suggested
in [C2.13] is a concave down parabola given by f(t) = a + c(t − τpeak)2, where τpeak is the
parameter of interest. Since the function has three parameters, three digital samples in the
vicinity of the peak are required to calculate τpeak. This particular function has been used
for peak location in many different applications [C2.14, C2.15, C2.16, C2.17, C2.18].
Since the parabolic function is the second order Taylor series expansion about the peak
of the analog signal, it will be very accurate providing the three digital samples used to
compute τpeak are in close proximity to the peak. The shape of the function approximating
the analog signal would be more accurate if a third or fourth-order Taylor series expansion
is used. However, four or five samples would be needed to calculate τpeak and the additional
samples used to find τpeak would be located farther from τpeak, perhaps outside the region
where the 3rd or 4th order function is a good approximation.
Chapter 4 of this thesis investigates the quality of two-parameter functions for approx-
imating the signal in the vicinity of its peak. For timing offset estimation and some other
applications [C2.19], a two-parameter function can very accurately model the analog signal
in the vicinity of its peak. It will be explained later that the complexity of the calculation
of τpeak is comparable to that of using a parabolic function, if the two-parameter function is
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restricted to a class where its logarithm is nearly linear in the vicinity of the peak.
Equalizer
As previously discussed, there are factors/imperfections that give rise to ISI in a digital
SC-QAM system:
1. Truncation of digital pulse shaping and matched filters.
2. Error in timing offset estimation.
3. Echoes in the multipath channel.
As such, the receivers in DOCSIS systems typically employ equalizers to suppress most of the
ISI caused by the aforementioned imperfections, so that the received signal can be accurately
demodulated and de-mapped into data bits.
The problem of ISI corrupting a received signal and causing degradation to the overall
system performance is certainly not unique to the DOCSIS upstream channel. In fact, equal-
ization techniques which are capable of mitigating the effects of ISI have been well-studied
in open literature [C2.4, C2.20]. The DOCSIS system that employs SC-QAM modulation
does not explicitly specify the type of equalizer, but rather constraints the structure of the
equalizer to be a 24-tap symbol-spaced FIR filter that follows the matched filter [C2.1]. For
the purpose of explaining the working principle of an equalizer and evaluate the system’s
performance, the method of least mean squared (LMS) equalization shall be given as an
example.
Denote hτ [n] = hτ (t)
∣∣
t=nTsym−∆t as the symbol-spaced impulse response of the equivalent
band-limited channel. Then (2.26) can be express as
vˆ[n] = v[n] ∗ hτ [n] + w[n], (2.31)
where ∗ denotes convolution operation. LetNτ be the length of hτ [n]. Then hτ =
[
hτ [0], hτ [1],
. . . , hτ [Nτ − 1]
]T
contains samples taken from hτ (t) at the symbol rate. Assume that hτ
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contains the decision point at element hτ [κ], where κ ∈ [0, Nτ ). The decision point is the
location of the tap that is largest in magnitude (see Fig. 2.13). If the impulse response of
the channel is infinite, the vector hτ is truncated to length Nτ , where Nτ is sufficiently large
to include 99.9999% of the energy. That is Nτ is sufficiently large to satisfy
10 log10
(∑∞
i≥Nτ
∣∣hτ [i]∣∣2∑Nτ−1
l=0
∣∣hτ [l]∣∣2
)
< −60 dB. (2.32)
Prior to equalizing, the normalized ISI power is calculated as follows
PISI =
∑Nτ−1
i=0,i 6=κ
∣∣hτ [i]∣∣2∣∣hτ [κ]∣∣2 =
∑Nτ−1
i=0
∣∣hτ [i]∣∣2∣∣hτ [κ]|2 − 1 (2.33)
Let g = [g(0), g(1), . . . , g(23)]T be the coefficients for the 24-tap equalizer. For the
purposes of characterizing ISI with the symbol-spaced equalizer, the main tap of the equalizer
is positioned at g(8), as it is a common choice for reducing multi-path channel distortions
in the DOCSIS systems. The coefficients in g are chosen to minimize the mean squared
error ‖hτ ∗ g −∆κ+8‖2, where ∆κ+8 is a length-(Nτ + 23) column vector where all elements
are zeros except for the (κ + 8)th row , which has the value of 1. Therefore, the optimum
equalizer coefficients, denoted as gopt, can be found by solving
gopt = argmin
g
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

hτ (0) 0 · · · 0 0
hτ (1) hτ (0) · · · 0 0
...
...
. . .
... 0
hτ (22) hτ (21)
. . . hτ (0) 0
hτ (23) hτ (22)
. . . hτ (1) v(0)
...
...
. . .
...
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where V in (2.34) is a size (Nτ + 23) × 24 Toeplitz convolution matrix. It is obvious that
(2.34) is a conventional least squares problem, which can be solved as
gopt = V+∆κ+8, (2.35)
whereV+ is Moore-Penrose pseudo-inverse matrix ofV2. The above means that the equalizer
coefficients are the elements of the (κ + 8)th row of V+. The ISI power after equalization
can be approximated with high-precision by
P
(eq)
ISI = ‖Vgopt −∆κ+8‖2 (2.36)
To illustrate the effectiveness of LMS equalization, consider the multipath channel de-
scribed in Fig. 2.13. The corresponding symbol-spaced discrete-time impulse response of the
channel is hτ [n] = hτ (t)
∣∣
t=nTsym
and it is plotted in Fig. 2.21-(a). Such discrete-time impulse
response shows a main tap located at κ = 10 along with several non-zero taps, which are
created by the echo in hτ (t) that is 1.8Tsym away from the main path. The ISI power prior
to the equalization is determined to be −10.3 dB, which is quite high and could significantly
degrade the BER performance. Fig. 2.21-(b) plots 24 taps of the LMS equalizer g[n], which
is used to reverse the multipath channel effect. The impulse response of the cascade of the
multipath channel and the equalizer, i.e., hτ [n] ∗ g[n], is shown in Fig. 2.21-(c), which ap-
pears almost like an impulse. Nevertheless, a close inspection of the samples of hτ [n] ∗ g[n]
reveal that there are small but non-zero samples, which contribute to the residual ISI after
equalization. The power of the residual ISI is determined to be −81.8 dB, which is much less
than −10.3 dB before equalization. Thus, the LMS equalizer has successfully removed the
majority of ISI power. The scatter plot of signal samples after applying the LMS equalizer
is shown in Fig. 2.22 and one can see almost a perfect 16-QAM constellation, which gives
another visual confirmation of the effectiveness of the LMS equalizer.
2This pseudo-inverse can be computed with Matlab function pinv().
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Figure 2.21 LMS equalization example for the multipath channel specified in
Fig. 2.13.
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Figure 2.22 Scatter plot of 16-QAM signals after LMS equalization.
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Figure 2.23 BER versus SNR for 16-QAM signal under AWGN channel and the
multipath channel specified in Fig. 2.13 for the cases with and without
equalization.
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Fig. 2.23 plots the BER versus SNR for 16-QAM signal under an AWGN channel (i.e.,
without multipath components) and the multipath channel specified in Fig. 2.13 for the
cases with and without equalization. It can be seen that the LMS equalizer almost perfectly
removes the multipath channel effect as the BER performance under the multipath channel
obtained with the help of the LMS equalizer is almost as good as the BER performance
under an AWGN channel.
It should be pointed out that a longer equalizer can help suppress ISI better, thus enhance
the detection performance at the cost of a more complex equalizer. In practice, the length
of the equalizer must be at least equal to the channel’s delay spread, which is the delay of
the longest echo in relative to the main path. The 24-tap equalizer employed for DOCSIS
system prior to version 3.1 is shown to be good enough for cable channels [C2.4] in the sense
that the residual ISI power is considerably less than the AWGN power.
Complexity of the equalizer becomes more problematic when designers try to increase
the data rate. For example, if one tries to send data twice as fast by doubling the symbol
rate, then it would require reducing the symbol duration Tsym by half. This means that for
the same physical channel with the same delay spread, the equalizer should have twice the
number of taps as before, i.e., 48 taps. As a consequence, the complexity of the equalizer,
which relies on matrix inversion operation (2.34), is at least quadruply increased.
Because of the equalizer’s complexity issue for high-speed transmission, SC-QAM is not
a good candidate for wide-band systems. For that reason, SC-QAM is being replaced by
multi-carrier OFDM in the current and next versions of the DOCSIS standard. Details about
OFDM/OFDMA are given in the next section.
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2.2 Multi-Carrier OFDMA
CM 1
6 MHz
Frequency
The number inside denotes
cable modem index
CM 2
6 MHz
...
96 MHz
3 3 3 34 4 5 5
Figure 2.24 Example of SC-QAM (CMs 1 and 2) and OFDMA (CMs 3, 4 and 5)
Compared to prior versions of DOCSIS, the unique feature of DOCSIS 3.1 is that OFDM
is used for downstream transmissions and OFDMA is used for upstream transmissions. Al-
though OFDM and OFDMA both partition a wideband channel into a multiplicity of over-
lapping narrow subcarriers, they differ in how the subcarriers are allocated to transmitters.
In OFDM, a single device transmits data on all of the subcarriers in the channel, which is well
suited to the broadcast nature of downstream traffic, in which a single CMTS sends data to
multiple CMs. In constrast, OFDMA allows multiple transmitters (CMs) to simultaneously
transmit on disjoint sets of subcarriers.
OFDMA offers a significant complexity reduction and increased flexibility in supporting
multiple users as compared to SC-QAM. As illustrated in Fig. 2.24, unlike SC-QAM systems
where each CM occupies a bandwidth of 6 MHz, OFDMA allows all CMs to share a large
bandwidth of 96 MHz. The large bandwidth consists of 1900 or 3800 very-narrow-bandwidth
sub-carriers, with a sub-carrier spacing of either 50 kHz or 25 kHz, depending on the trans-
mission mode. Each of these sub-carriers is used to transmit a small percentage of the total
payload at a low data rate. This implementation allows different amounts of bandwidth to
be given to different CMs based on their current demands.
Another advantage of OFDMA is the ability to adapt to the multipath channel and
other severe channel conditions. By splitting the bandwidth into extremely-narrow-band
sub-carriers, each sub-carrier typically experiences what is known as “flat fading”, making
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the equalization process relatively simple. This is very different from a SC-QAM signal
that occupies a wide bandwidth and is susceptible to distortion across the full bandwidth.
Moreover, flexibility in channel resource allocation allows OFDMA to avoid bad parts of the
spectrum by simply turning off sub-carriers at those locations.
While OFDMA systems have been studied for many years, the DOCSIS 3.1 standard is
unique in that it combines OFDMA with very high-order modulation schemes (up to 16384-
QAM). Furthermore, cable plants generate a number of channel impairments, some of which
differ from impairments in wireless OFDMA systems which are typically discussed in the
literature.
Consider the OFDMA system shown in Fig. 2.25, in which the frequency translat-
ing up/down-converters are omitted for simplification. This system is referred to as the
baseband-equivalent system. The channel bandwidth is divided into N sub-carriers, M of
which are used for data transmission and assigned QAM symbolsX[m] , m = 0, 1, . . . ,M−1.
As specified in DOCSIS 3.1 [C2.21], there are guard bands at both ends of the allocated
spectrum that cannot be used for data transmission. This restricts the locations of the data
sub-carriers, which are usually centered at the middle of the allocated spectrum.
For OFDMA systems, the two most popular sub-carrier allocation strategies are localized
frequency-division multiple access (L-FDMA) and interleaved frequency-division multiple ac-
cess (I-FDMA). Denote the vector of data sub-carrier indexes as S = [S(0),S(1), . . . ,S(M−
1)], where the elements are related by
S(m) = S(0) +mK, m = 0, 1, . . . ,M − 1. (2.37)
Here S(0) is the start sub-carrier and K is an integer number denoting the sub-carrier
skipping factor. The case K = 1 corresponds to L-FDMA, whereas K > 1 means I-FDMA.
The OFDMA transmitter employs an inverse discrete Fourier transform (IDFT) module
of size N for modulation. DOCSIS 3.1 applies modified IDFT/DFT operations, where sub-
carrier indexing is shifted by −N/2 sub-carriers. Using DOCSIS 3.1 IDFT, the transmitted
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time-domain samples are written as
xd[n] =
1√
N
M−1∑
m=0
X[m] exp
(
j2π(S(m)−N/2)n
N
)
, (2.38)
where n = 0, 1, . . . , N − 1 is the sample index. One OFDMA symbol contains N samples,
which are sent out to the channel at sampling rate Fs.
Although OFDMA does not suffer from ISI degradation due to imperfect matching be-
tween the pulse shaping and matched filters as in SC-QAM systems, the multipath channel
can still cause ISI. To combat ISI in the receiver, a cyclic prefix consisting of NCP samples
from the end of the OFDMA symbol is added to the front of the symbol.
After performing parallel-to-serial (P/S) conversion, the time-domain samples are serially
passed through a DAC clocked at sampling rate Fs and filtered with an image rejection filter
to generate a continuous-time signal xa(t). Assuming ideal digital-to-analog conversion, the
continuous-time signal xa(t) can be expressed as
xa(t) =
1√
N
M−1∑
m=0
X[m] exp
(
j2π(S(m)−N/2)(t− Tg)
NTs
)
, 0 ≤ t ≤ NTs + Tg, (2.39)
where Ts = 1/Fs is the sampling period and Tg is the guard interval (in seconds). Given that
the number of CP samples is NCP, the CP duration is simply Tg = NCPTs. It is clear that
after the CP is inserted xa(t) = xa(t+NTs), ∀ t ∈ [0, Tg]. It is pointed out that, in practice,
the validity of (2.39) depends on how well the up-conversion is performed.
As previously discussed, the impulse response of the multipath channel is
hc(t) =
Np−1∑
i=0
αiδ(t− τiTs), (2.40)
where Np is the number of paths in the multipath channel. Then the continuous-time signal
received at the receiver is the convolution of the transmitted signal and the impulse response
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Figure 2.26 Illustration of ISI-free channel condition.
of the multipath channel, added by thermal noise. That is,
ya(t) =
∫ ∞
0
hc(λ)xa(t− λ)dλ+ w(t)
=
Np−1∑
i=0
αixa(t− τiTs) + w(t),
(2.41)
where w(t) is a zero-mean AWGN process. It should be noted that τ0 is generally considered
as the coarse timing offset (normalized to the sampling period Ts) introduced by error in
detecting the start time of the received OFDMA symbol. There are many coarse timing
estimation techniques, e.g. [C2.22, C2.23, C2.24, C2.25, C2.26], that can detect the start
time of the received OFDMA symbol. After coarse timing recovery, the timing detection
error can be a few samples.
One important factor to consider in a multipath channel is its delay spread. The channel’s
delay spread is defined as the delay of the longest multipath component relative to the
shortest, denoted as ǫmax = max
i=1,...,Np−1
(τi − τ0). For OFDM/OFDMA systems, delay
spread has a significant impact on ISI, as longer delay spread leads to greater amount of ISI,
as illustrated in Fig. 2.26.
Assume a well designed system where the length of the cyclic prefix is greater than
the channel’s delay spread, i.e., Tg = NCPTs > ǫmaxTs. This means that NCP > ǫmax, as
illustrated in Fig. 2.26. To ensure the DFT output is ISI-free, the error in the coarse timing
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detection must not exceed the slack in the CP (see Fig. 2.26). This places the following
constraint on the coarse timing error:
0 ≤ τ0 ≤ NCP − ǫmax. (2.42)
The continuous-time signal is sampled at the receiver with sampling rate Fs. The ADC
block shown in Fig. 2.25 is an ideal analog-to-digital converter (ADC), which contains a
band-limiting filter (not shown in the figure) to prevent aliases caused by digital sampling.
After coarse timing detection is performed, the cyclic prefix is removed. The discrete-time
samples, after cyclic prefix removal, are given by
yd[n] = ya(t)
∣∣∣∣
t=nTs+Tg
=
Np−1∑
i=0
αixa(nTs + Tg − τiTs) + w[n], n = 0, 1, . . . , N − 1, (2.43)
where w[n] is w(t) sampled at t = nTs + Tg and after it has been band-limited. It is a
discrete-time complex white Gaussian noise process with zero mean and variance σ2w. To
recover the QAM data, an N -point DFT block transforms the time-domain sequence back
to the frequency-domain:
Y [m] =
1√
N
N−1∑
n=0
yd[n] exp
(−j2π(S(m)−N/2)n
N
)
=
1
N
N−1∑
n=0
Np−1∑
i=0
αi
M−1∑
k=0
X[k] exp
(
j2π(S(k)−N/2)(nTs − τiTs)
NTs
)
×
exp
(−j2π(S(m)−N/2)n
N
)
+W [m], m = 0, 1, . . . ,M − 1,
(2.44)
where
W [m] =
N−1∑
n=0
w[n]√
N
exp
(−j2π(S(m)−N/2)n
N
)
, (2.45)
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is a complex Gaussian random variable with zero mean and variance σ2w. Then
Y [m] =
1
N
M−1∑
k=0
X[k]
Np−1∑
i=0
αi
N−1∑
n=0
exp
(
j2π(S(k)− S(m))n
N
)
×
exp
(−j2π(S(m)−N/2)τi
N
)
+W [m]
= X[m]
Np−1∑
i=0
αi exp
(−j2π(S(m)−N/2)τi
N
)
+W [m]
= X[m]H[m] +W [m], (2.46)
where H[m] is the multipath channel’s frequency response at sub-carrier S(m), given as
H[m] =
Np−1∑
i=0
αi exp
(−j2π(S(m)−N/2)τi
N
)
. (2.47)
With the input/output model of (2.46) and assuming the transmitted QAM symbols have
unit average power, i.e., E {|X[m]|2} = 1, the signal-to-noise ratio (SNR) of the received
signal is defined as
SNR =
E
{|X[m]H[m]|2}
E
{|W [m]|2} =
∑Np−1
i=0 |αi|2
σ2w
. (2.48)
If the multipath channel’s frequency response is perfectly known at the receiver, data recovery
can be done with a simple single-tap equalizer, given as
X̂[m] = Y [m]C[m], m = 0, 1, . . . ,M − 1, (2.49)
where C[m] are complex coefficients that attempt to invert the channel response. The values
for C[m] can be obtained based on either the zero forcing (ZF) criterion or the minimum
mean square error (MMSE) criterion [C2.27]. The ZF equalizer simply inverts the channel,
making
C[m] =
1
H[m]
. (2.50)
While simple, the ZF equalizer suffers from noise enhancement effect. As an alternative, the
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MMSE equalizer is more robust in the presence of noise and is given as
C[m] =
H∗[m]
|H[m]|2 + SNR−1 . (2.51)
It should be noted that for either ZF or MMSE equalizer, the equalizer coefficient C[m]
at the mth data sub-carrier only depends on the channel frequency response H[m] at that
frequency alone. This characteristic differs from a time-domain equalizer, in which each
tap coefficient is a function of the entire channel impulse response. Therefore, OFDMA
has a significant advantage over SC-QAM in terms of equalization complexity, provided
that the channel frequency response is known or can be estimated. Furthermore, since the
channel resources given to each CM can be dynamically allocated in DOCSIS 3.1, a channel
estimator is required to obtain the frequency response over the entire channel bandwidth,
which is ideally given as
F [k] =
Np−1∑
i=0
αi exp
(−j2π(k −N/2)τi
N
)
, k = 0, 1, . . . , N − 1. (2.52)
In general, for an OFDMA system, the channel estimator needs to estimate F [k], k =
0, 1, . . . , N − 1 based on the known values of X[m], i.e., pilot sub-carriers, and the observed
values of Y [m]. Since F [k] is a function of 2Np unknown parameters
{
αi, τi
}Np−1
i=0
, an estimate
of F [k] is obtained from estimates of these 2Np unknown parameters. Conventional methods
estimate M values of H[m] and then interpolate between them to get the entire frequency
response, F [k] [C2.28]. A contribution of this thesis, which is presented in Chapter 5, is
a novel method to obtain 2Np values of
{
αi, τi
}Np−1
i=0
. It is demonstrated that, as long as
2Np ≪ M , estimating
{
αi, τi
}Np−1
i=0
directly provides a better estimate of F [k], which is
required to perform frequency-domain equalization. Furthermore, it is pointed out that, the
time-domain channel parameters
{
αi, τi
}Np−1
i=0
are required for the Zero-CP OFDM scheme
developed in Chapter 6.
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2.3 Summary and Outlook
In this chapter, two digital communication systems used in cable networks, which are
SC-QAM and OFDM/OFDMA, were discussed. Aside from explaining the key theoretical
concepts of each system, the imperfection factors that cause signal distortions were discussed
in detail. Furthermore, the fundamental difference between the two systems was explained.
In particular, different approaches that SC-QAM and OFDM/OFDMA systems have taken
to mitigate the distortions and provide multiple access were carefully explained.
Since upgraded cable systems must maintain the backward-compatibility functions, Chap-
ter 3 investigates an efficient design for pulse shaping filters, which is a crucial part in a SC-
QAM transceiver. In Chapter 4, an algorithm to estimate the timing offset in a SC-QAM
receiver is proposed. This algorithm is also used as an important signal processing part of the
OFDM/OFDMA channel estimator introduced in Chapter 5. Furthermore, the estimated
channel parameters, which are obtained by using the algorithm introduced in Chapter 5,
can be used to mitigate ISI in OFDM systems that do not employ CP (i.e., Zero-CP). The
proposed Zero-CP OFDM system is investigated in detail in Chapter 6.
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3. Designing Pulse Shaping Filters for DOCSIS
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481, Jun. 2016.
As discussed in the previous chapter, it is impossible in practice to implement a filter
that has a frequency response exactly as shown in Fig. 2.4. Practical filters are obtained by
truncating the ideal impulse response to yield a finite number of filter coefficients. Designers
typically attempt to minimize the number of filter coefficients in order to reduce the imple-
mentation cost. Due to the restriction on the filter order and the limitations of finite-precision
arithmetics, digital filters in practice have imperfections in the pass-band, transition-band
and portions of the stop-band. Imperfections in the pass-band and transition-band generate
ISI, which can be mitigated by an equalizer in the receiver. However, a non-zero stop-band
results in out-of-band power, causing interference to adjacent channels.
The manuscript in this chapter first studies different approaches to design a practical
pulse shaping filter. Then a novel design is proposed, which performs optimization on a
hybrid parameterization of the IIR filter’s transfer function. The design yields a low-cost
pulse shaping filter that meets the DOCSIS 3.0 out-of-band requirement while introducing
a minimal amount of ISI.
The main contribution to this manuscript comes from the student (first author), while
the three co-supervisors provide equal supervision effort.
55
Optimizing Pulse Shaping Filter for DOCSIS Systems
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Abstract
This paper proposes a cost efficient nearly linear phase approximation to a SRRC pulse shap-
ing filter that satisfies the out-of-band spectral constraints of DOCSIS down-stream channels.
A nearly linear phase filter structure is converted to a SRRC filter using a weighted and sam-
pled least-squares criterion to fit the magnitude and phase responses. To ensure stability, the
search for optimum coefficients is constrained using the Steigliz-McBride (SM) and Gauss-
Newton (GN) methods, which unfortunately also eliminates sets of stable coefficients, one of
which could be and probably is the optimum. To expand the sets of coefficients that produce
stable filters in the SM and GN methods, the transfer function is parameterized in a special
way. The effectiveness of the proposed filter is verified and compared with other approaches.
Index terms
Pulse shaping filter, square-root raised cosine filter, DOCSIS, inter-symbol interference, win-
dowing.
3.1 Introduction
When a new communication standard is implemented, the inherited backward compatible
functions can be redesigned to take advantage of the latest technology and algorithms. Of
interest here is the pulse shaping filter, which is the Nyquist filter located in the transmitter,
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used in DOCSIS single carrier QAM. Improving the performance of Nyquist filters in terms of
reducing ISI is still an active research area [C3.1, C3.2, C3.3, C3.4]. However, DOCSIS pulse
shaping filters must not only have low ISI, they must also stringently suppress out-of-band
emission to avoid adjacent channel interference. Since the DOCSIS standards dictate Square
Root Raised Cosine (SRRC) Nyquist filters, of interest here are SRRC pulse shaping filters
with low ISI and low out-of-band emissions. The ideal pulse shaping filter is an infinite-
length Square-Root Raised Cosine (SRRC) filter with complex frequency-domain response
described by:
D(ω) =

e−jϕω, for |ω| ≤ π(1−β)
L
e−jϕω
√
1
2
[
1 + cos
(
π
2β
(
|ω|L
π
− 1 + β
))]
, for π(1−β)
L
< |ω| ≤ π(1+β)
L
0, otherwise,
(3.1)
where ω is the frequency in radians/sample and β, L, ϕ are the filter’s roll-off factor, ratio of
sampling rate to symbol rate and phase delay, respectively.
The SRRC filter can be approximated by either a finite impulse response (FIR) or an
infinite impulse response (IIR) filter. While FIR approximations have been widely used,
they require large hardware resources (in terms of arithmetic circuits) to meet the out-of-
channel portion of the DOCSIS spectral mask requirements. The alternative is a recursive
IIR structure.
The main thrust of the paper is to improve the implementation efficiency of the SRRC
pulse shaping filter for legacy single carrier down-stream QAM channels in the implementa-
tion of DOCSIS 3.1 and beyond. The specific objective is to provide a trade-off between ISI
reduction and filter cost under the constraint the filter meets the DOCSIS 3.1 out-of-channel
spectral mask. The filter derived from the approach proposed in this paper will be discussed
and compared with filters designed with other techniques.
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3.2 Review of Relevant Filter Design Techniques
3.2.1 FIR approach
Windowing technique
The simplest method is to obtain the impulse response of the SRRC filter by taking
the inverse discrete-time Fourier transform of (3.1). The impulse response has a “sinc-like”
shape, therefore it clearly cannot be implemented in practice, unless the “sinc-like” function
is truncated on both sides. As such, the coefficients for a causal FIR filter are obtained by
taking the NF values closest to n = 0. The result is the sample-space impulse response given
by
h(n) =

1
L
(
1− β + 4β
π
)
, for n = NF−1
2
β√
2L
[(
1 + 2
π
)
sin
(
π
4β
)
+
(
1− 2
π
cos
(
π
4β
))]
, for n = NF−1
2
± L
4β
sin
(
π(1−β)(n−ϕˆ)
L
)
+ 4β(n−ϕˆ)
L
cos
(
π(1+β)(n−ϕˆ)
L
)
π(n− ϕˆ)
[
1−
(
4β(n−ϕˆ)
L
)2] , for 0 ≤ n ≤ NF − 1,
n 6= NF−1
2
, n 6= NF−1
2
± L
4β
0, otherwise.
(3.2)
where ϕˆ = NF−1
2
is delay in samples of the truncated FIR filter.
Fig. 3.1 presents the impulse response of a truncated SRRC filter as well as the magnitude
responses of ideal and truncated SRRC filters. The filter parameters are β = 0.12 and L = 4,
with the length of the truncated filter being NF = 41.
As can be seen in Fig. 3.1, truncating the impulse response introduces ripple in both the
pass band and stop band of the magnitude response. To suppress the stop band ripple, the
truncated “sinc-like” function must be tapered to force its extremity to approach zero. This
can be done by multiplying the truncated impulse response by a window function to get the
windowed impulse response:
hw(n) = h(n)w(n), n = 0, 1, . . . , NF − 1, (3.3)
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Figure 3.1 Impulse response and magnitude response of a length 41 truncated
SRRC filter.
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where w(n) is the window function. The main source of signal distortion created by win-
dowing is the widening of the transition band. The widening can be reduced by increasing
the length of the filter or by pre-compensating by using a lower roll-off factor. There are
many well-known window functions, such as Blackman, Hamming, Kaiser, Gaussian, Tukey,
etc., each with its own stop band ripple rejection and transition band distortion characteris-
tics. For an extensive comparison among various window functions, the interested reader is
referred to [C3.5]. An appealing window is the Kaiser window, whose stop band ripple and
transition band distortion characteristics are controlled by a single parameter. The Kaiser
window function is given by
w(n) =
I0
(
πα
√
1− (2n
N
− 1)2)
I0(πα)
, n = 0, 1, . . . , NF − 1, (3.4)
where I0(·) is the zeroth-order modified Bessel function of the first kind, and α is the param-
eter that determines the shape of the window and balances the transition band distortion
and stop band ripple suppression trade off. The Kaiser window method that minimizes the
ISI for a filter of length NF that satisfies the out-of-band portion of the DOCSIS specified
spectral mask works as follows:
1. Choose the filter length NF .
2. Set the roll off factor β to its nominal value as specified in the DOCSIS standard
(0.18 for 64-QAM channels, or 0.12 for 256-QAM channels).
3. Decrease β by a small amount.
4. Set the Kaiser window parameter, α, to 0 and steadily increase it until the stop
band response satisfies the out-of-channel portion of the spectral mask specified in
DOCSIS.
5. Measure and record the values of α, β and ISI.
6. Reduce β and repeat steps 3 to 5 to minimize the ISI.
7. Choose the set α, β that produces minimum ISI.
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fred harris’ technique
harris approximates the SRRC filter with a linear phase 3-band minimax filter [C3.6]. In
addition to specifying the pass band and stop band, a very narrow third band is specified
in transition region at the 3dB-down frequency. harris designs the filter with the Parks
McClellan algorithm using the following parameter vectors
Frequency (radians/sample):
[
0 ωp/L π/L π/L ωs/L π
]
Gain: [1 1
√
2/2
√
2/2 0 0]
Weight: [2.4535 1 1 ].
where ωp and ωs are the pass band and stop band corner frequencies, given by
ωp = π(1− β), and ωs = π(1 + β). (3.5)
The first coefficient in the weight vector is manually adjusted to minimize the ISI level when
the matched filter is the ideal SRRC filter truncated to the same length.
The filter created in this way has an unwanted spectral bump at the edge of the pass
band, which is believed to be a major contributor to the ISI. To suppress this bump, harris
suggests adjusting the coefficients in the frequency vector from ωp to ǫ1ωp, and also fine
tuning the stop band edge from ωs to ǫ2ωs, where the values of ǫ1 and ǫ2 are slightly more
than 1. The new target frequency vector is then given as
Frequency (radians/sample):
[
0 ǫ1ωp/L π/L π/L ǫ2ωs/L π
]
.
The procedure is performed by first finding parameter ǫ1 that minimize the ISI and then
proceeding to find ǫ2 with the same goal.
The problem with harris’ approach is that it does not consider the out-of-channel emission
and therefore harris’ filter will not meet the out-of-channel portion of the spectral mask unless
a relatively large filter order is chosen.
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3.2.2 Nearly linear-phase IIR filter approximation
The design task is to find a stable IIR filter that has a system function of the form:
H(z) =
b0 + b1z
−1 + . . .+ bmz−m
1 + a1z−1 + . . .+ anz−n
. (3.6)
where bi and ai are real coefficients and m is the order of the numerator polynomial and n is
the order of the denominator polynomial. The corresponding filter’s frequency response is
H(ejω) =
b(ω)
a(ω)
=
bTe0m(ω)
1 + aTe1n(ω)
, (3.7)
where b(ω) and a(ω) are the frequency responses on the numerator and denominator poly-
nomials in (3.6) and the superscript T indicates the transpose of a vector or matrix. The
numerator and denominator coefficients are represented by vectors b = [b0, b1, . . . , bm]
T and
a = [a1, . . . , an]
T respectively. In addition, {elk(ω), for l < k}, is defined as
elk(ω) = [e
−jωl, e−jω(l+1), . . . , e−jωk]T . (3.8)
It is convenient to define the frequency response H(ejω) as a complex function of real pa-
rameters X =
a
b
 and refer to the frequency response as H(ejω;X). Furthermore, it
can be seen that H(ejω;X) is a non-linear function of ω and has a non-linear dependency
on parameters X = [a1, . . . , an, b0, b1, . . . , bm]
T . When H(ejω;X) is designed to approx-
imate the ideal frequency response D(ω) in (3.1), a weighted squared error is given by
Ji(X) = Wi |D(ωi)−H(ejωi ;X)|2, where Wi is a non-negative weighting coefficient associ-
ated with frequency ωi ∈ [0, π].
The goal is to find the parameter vector X that minimizes the sum of the weighted least
square errors at frequencies ω1, ω2, . . . , ωM under the constraint the parameter X yields a
stable filter. Since the total squared error is given by
J(X) =
M∑
i=1
Ji(X) =
M∑
i=1
Wi
∣∣D(ωi)−H(ejωi ;X)∣∣2 , (3.9)
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finding the value X =Xmin that minimizes J(X) is difficult due to the non-linear nature of
J(X). However, the Steiglitz-McBride and Gauss-Newton non-linear iterative optimization
approaches can be used to find X.
Steiglitz-McBride (SM) technique
Theoretically, it is possible for the SM method [C3.7, C3.8, C3.9] to find the vector X
that minimizes the objective function defined in (3.9). Practically, it finds a good estimate
of that vector.
The SM method finds a sequence of vectors that minimize a carefully designed sequence
of objective functions. The objective functions are denoted JSM 1(X), JSM 2(X), . . . and
XSM min 1,XSM min 2, . . . are the vectors that minimize them. The SM sequence of objective
functions are such that
lim
k→∞
XSM min k =Xmin, (3.10)
where Xmin is the vector that minimizes J(X).
The SM objective functions are obtained by reformatting and rearranging the expression
for J(X) given by (3.9). The reformatting is done by substituting b(ωi,X)
a(ωi,X)
for H(ejωi ;X)
into (3.9). The rearranging is factoring a(ωi,X) outside the absolute value operator. The
reformatted, rearranged expression for J(X) is:
J(X) =
M∑
i=1
Wi
|a(ωi;X)|2 |D(ωi)a(ωi;X)− b(ωi;X)|
2 . (3.11)
The sequence of SM objective functions are successively approximating |a(ωi;X)|2 with
a set of M + 1 constants that converge to the true values. The constants used for the first
objective function is obtained by guessing vector Xmin to be X0 and substituting it into
|a(ωi;X)|2. This produces
JSM 1(X) =
M∑
i=1
Wi
|a(ωi;X0)|2 |D(ωi)a(ωi;X)− b(ωi;X)|
2 , (3.12)
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where |a(ωi;X0)|2, i = 0, 1, . . . ,M are the constants for iteration 1 andX0 is the initial guess
for Xmin. Unlike J(X), JSM 1(X) is quadratic in X, which means XSM min 1 can be found
by a standard quadratic search algorithm.
In general, the (k + 1)th SM objective function is the quadratic function of X, given by
JSM k+1(X) =
M∑
i=1
Wi
|a(ωi;Xk)|2 |D(ωi)a(ωi;X)− b(ωi;X)|
2 (3.13)
where Xk, k > 0 is the k
th estimate of Xmin, given by
Xk = µXSM min k + (1− µ)Xk−1, (3.14)
where µ is a real number less than 1 used to damp the sequences Xk.
The number of SM objective functions that need to be solved to get a good estimate
of Xmin depends on the order of the filter H(e
jω;X) and the step size µ. Making µ small
ensures convergence to Xmin, but increases the number of objective functions that must be
solved. Typically µ is 0.2 or less.
In most cases Xmin produces an unstable filter making the algorithm useless. To en-
sure a useful result from the SM algorithm the searches for XSM min k, k = 1, 2, . . .,
must be constrained to the set SST which contains all values of X that produce a sta-
ble filter. Constraining the poles to be inside the unit circle, which is the ideal con-
straint, cannot be incorporated in the search algorithm. A constraint that can be incor-
porated into the search is Positive Realness (PR) [C3.8, C3.10], which limits X to the set
SPR = {X : ℜ{a(ω;X)} > 0, ∀ω ∈ [0, π]}.
The set SPR is a subset of the set that generates a stable filter, i.e. SPR ⊂ SST . Therefore,
the value of XSM min k obtained using the PR constraint may be sub-optimum.
Another implementable constraint that can be placed on the search for the minimum is
based on Rouche’s theorem [C3.11]. This constraint limits the solution to set SRT which
ensures a stable filter, but SRT is smaller in size than SPR. Furthermore, it was shown in
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[C3.8] that filters obtained with the PR constraint have less mean squared error than those
obtained with Rouche’s method. Therefore the PR constraint is used with the SM method
in this paper.
The issue with using the PR constraint is that solution can have sharp peaks in magnitude
response creating pockets of large mean square error that is not accounted for in the sampling
points used in J(X). The optimization process places poles near the unit circle between two
sampling points, e.g. ωk and ωk+1. Solutions without these sharp peaks in the magnitude re-
sponse are obtained by modifying the PR constraint to limit the largest radius of a pole to less
than 1−η in magnitude. This is done using the inequality {ℜ{a(ω;X)} > η, ∀ω ∈ [0, π]},
where a good value for η is in the range of 0.01 to 0.05.
Gauss-Newton (GN) method
The GN algorithm [C3.11, C3.8, C3.12] is an iterative method based on the first-order
Taylor approximation:
H(ejω;Xk) ≈ H(ejω;Xk−1) +∇xH(ejω;Xk−1) · δ, k = 1, 2, . . . , (3.15)
where X0 is the initial guess, δ =Xk −Xk−1 and ∇xH is the gradient vector of H(ejω;X)
with respect to X. The vector Xk−1 contains the coefficients of a stable filter obtained from
the (k − 1)th iteration, where the kth iteration finds δ by solving
Minimize
δ
JGN k(δ) =
∑M
i=1Wi
∣∣∣∣D(ω)−H(ejω;Xk−1)−∇xH(ejω;Xk−1) · δ∣∣∣∣2 (3.16)
Subject to δ +Xk−1 ∈ SST . (3.17)
The kth iteration coefficients are given by Xk =Xk−1 + δ.
Unfortunately, practical methods of constraining Xk−1 + δ restricts the solution space
to a subset of SST . Whether or not this subset contains the optimum solution or a near-
optimum solution depends not only on the method of constraint but also on the way the
filter’s system function is parameterized.
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• Parameterizing the filter’s transfer function in radii and angles form:
Similar to the approach introduced in [C3.12], one can represent the transfer function
in the form
H(z) = χ
∏R
j=1(1− rjz−1)
∏R+Z
i=R+1(1− 2ri cos(θi)z−1 + r2i z−2)∏P
j=1(1− pjz−1)
∏P+Q
i=P+1(1− 2pi cos(φi)z−1 + p2i z−2)
, (3.18)
where χ is the scaling factor. The scalars R,Z,P ,Q are the numbers of real zeros,
complex zeros, real poles and complex poles, respectively. With the form of (3.18), a
stable filter is ensured by constraining the pole radius, i.e., forcing pj, pi ≤ ρ where ρ
is a real positive number less than 1.
• Paramterizing the filter’s transfer function in polynomial form:
H(z) =
b0 + b1z
−1 + . . .+ bmz−m
1 + a1z−1 + . . .+ anz−n
(3.19)
With this representation, one can use the PR condition to force a stable solution. The
PR constraint at the kth iteration limits δ to the set {δ : ℜ{a(ω;Xk−1+δ)} > 0, ∀ω ∈
[0, π]}.
Another approach to constrain the pole radii is to exploit Rouche’s theorem [C3.13],
which states: if f(z) and g(z) are analytic inside and on a closed contour C, and
|g(z)| < |f(z)| on C, then f(z) + g(z) has the same number of zeros inside C. Let the
contour C be a circle with radius ρ centered at the origin of the complex plane. Then
the denominator polynomial on the contour C can be expressed as
A(z) = 1 + a1z
−1 + a2z−2 + . . .+ anz−n
∣∣∣
z=ρejω
, ω ∈ [0, π]. (3.20)
According to the Rouche’s theorem, if the initial denominator polynomial Ak−1(z) =
1+ak−1,1z−1+ak−1,2z−2+ . . .+ak−1,nz−n has all of its zeros inside C, then the updated
denominator polynomial, given as
Ak(z) = Ak−1(z) + µ∆(z) (3.21)
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where ∆(z) is the function defined on domain C as
∆(z) = δ1z
−1 + δ2z−2 + . . .+ δnz−n
∣∣∣
z=ρejω
, ω ∈ [0, π] (3.22)
with δi, i = 1, 2, . . . , n are elements to update the denominator coefficients ai, i =
1, 2, . . . , n. The filter is stable if the update function (3.21) satisfies |∆(z)| ≤ |Ak−1(z)|, ∀z ∈
C. Thus the optimization problem becomes:
Minimize
δ
JGN k(δ) (3.23)
Subject to |∆(ρejωˆ)| ≤ ∣∣Ak−1(ρejωˆ)∣∣ , ∀ωˆ ∈ [0, π] (3.24)
which is solvable by the multiple exchange algorithm proposed in [C3.11].
While the PR and the RT conditions are more conservative than having a direct con-
straint on the poles’ radius, the polynomial representation of the transfer functionH(z)
has a better convergence characteristic. In general, there is clearly a tradeoff between
parameterizations in radii-angles form and polynomial form.
3.3 New Approach For Designing a Stable SRRC Filter
3.3.1 Hybrid parametrization and the stability constraint
Conventionally the transfer functions of IIR filters are parameterized in either radii-and-
angles form or polynomial form. In this section, the transfer function is expressed as a hybrid
with the numerator in polynomial form and the denominator in radii-and-angles form. The
hybrid form is given by
H(z) =
∑m
i=0 biz
−i∏P
j=1(1− pjz−1)
∏P+Q
i=P+1(1− 2pi cos(φi)z−1 + p2i z−2)
. (3.25)
The parameters of this transfer function are organized within the parameter vector X as
X = [p1, p2, . . . , pP+Q , φP+1 , φP+2 , . . . , φP+Q , b0, b1, . . . , bm]
T . (3.26)
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The form in (3.25) allows the poles to be constrained which is a necessary and sufficient
condition for the GN method to produce a stable filter. The kth iterative step still involves
finding the δ that minimizes JGN k(δ), given by (3.16), but in this case subject to the
constraint pi < ρ, 1 ≤ i ≤ P +Q.
3.3.2 Putting the algorithm in quadratic form
Putting the algorithm in quadratic form begins by defining notation that simplifies the
mathematical expressions involved. The gradient vector in the first-order Taylor approxima-
tion (3.15) is defined as
∇xH(ejω;Xk−1) =
[
∂H(ejω;Xk−1)
∂p1
, . . . ,
∂H(ejω;Xk−1)
∂p
P+Q
,
∂H(ejω;Xk−1)
∂φ
P+1
, . . . ,
∂H(ejω;Xk−1)
∂φ
P+Q
,
∂H(ejω;Xk−1)
∂b0
, . . . ,
∂H(ejω;Xk−1)
∂bm
]
.
(3.27)
The complex error term D(ωi)−H(ejωi ;Xk−1) in (3.16) is defined by Ek−1,i. This allows
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JGN k(δ) to be expressed as
JGN k(δ) =
M∑
i=1
Wi
∣∣Ek−1,i −∇xH(ejωi ;Xk−1) · δ∣∣2
=
M∑
i=1
Wi
(
Ek−1,i −∇xH(ejωi ;Xk−1) · δ
)∗ (
Ek−1,i −∇xH(ejωi ;Xk−1) · δ
)
=
M∑
i=1
Wi
(
E∗k−1,i − δT · ∇xH(ejωi ;Xk−1)H
) (
Ek−1,i −∇xH(ejωi ;Xk−1) · δ
)
=
M∑
i=1
Wi
[
|Ek−1,i|2 − Ek−1,iδT · ∇xH(ejωi ;Xk−1)H − E∗k−1,i∇xH(ejωi ;Xk−1) · δ
+ δT · ∇xH(ejωi ;Xk−1)H∇xH(ejωi ;Xk−1) · δ
]
=
M∑
i=1
Wi |Ek−1,i|2 −
M∑
i=1
2ℜ{WiE∗k−1,i∇xH(ejωi ;Xk−1)} · δ
+ δT ·
M∑
i=1
[
∇xH(ejωi ;Xk−1)HWi∇xH(ejωi ;Xk−1)
]
· δ,
(3.28)
where the supercript H denotes the complex transpose. To further simplify the expression,
define Λk−1, fk−1 and c as follows
Λk−1 =
M∑
i=1
[
∇xH(ejωi ;Xk−1)HWi∇xH(ejωi ;Xk−1)
]
fk−1 =
M∑
i=1
ℜ{WiE∗k−1,i∇xH(ejωi ;Xk−1)}
c =
M∑
i=1
Wi |Ek−1,i|2 .
(3.29)
It should be noted that Λk is a Hermitian matrix, i.e. Λk−1 = ΛHk−1, therefore δ
TΛk−1δ =
δTAk−1δ, where Ak−1 = ℜ{Λk−1}. Then substituting Ak−1, fk−1 and c into (3.28) produces
JGN k(δ) = δ
TAk−1δ + 2fk−1δ + c. (3.30)
Finding the δ that minimizes JGN k(δ) is now a typical quadratic optimization problem that
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can be solved by a typical quadratic programming solver, like the solver in Matlabr. Note
that c is a constant and does not affect the result.
3.3.3 Improving the convergence characteristic
Upon obtaining δ, the new set of coefficients can be found as Xk = Xk−1 + δ. If δ is
anything but infinitesimal, Xk will likely be in error since a linearized model was used for
the calculation. To ensure stability, the update equation is modified to be Xk =Xk−1+µδ,
where µ is a positive constant that is less than 1. Convergence is declared and the iteration
process stopped as soon as δ is very small and there is no significant change from one iteration
to the next.
However, since (3.30) needs to be optimized, it is convenient to directly limit the value of
each element in δ at each step, i.e., incorporating a new constraint |δi| < κ, ; ∀i = 1, 2, . . . , N .
Incorporating such a constraint eliminates overshoot if κ < 1 and also narrows the search
domain of δ, speeding up the search. Overall, the kth iteration of the optimization problem
can be formulated as
Minimize
δ
δTAk−1δ + 2fk−1δ (3.31)
Subject to |δi| ≤ min(ρ−Xk−1,i, κ), 1 ≤ i ≤ P +Q (3.32)
|δj| ≤ κ, P +Q+ 1 ≤ j ≤ N (3.33)
where Xk−1,i is the ith element of the vector Xk−1.
3.3.4 Target frequencies
The DOCSIS downstream specification in [C3.14] places limits on the out-of-band power
in three different bands, which have bandwidths 750 kHz, 5.25 MHz and 6 MHz labeled as
OB1, OB2 and OB3 in Fig. 3.2. The power in each of the two 750 kHz bands, which are
part of the 6 MHz adjacent channels, must be at least 58 dB below the edge-to-edge power
in the 6 MHz channel. The power in OB2, which is the remaining 5.25 MHz of the adjacent
channels, must be at least 60 dB below the edge-to-edge power in the 6 MHz channel. The
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power in the second adjacent channel, which is the 6 MHz band labeled OB3 in Fig. 3.2,
must be at least 63 dB below the power in the channel.
The out-of-band emissions for bands OB1 and OB2 in the first adjacent channel are the
most difficult to meet. A filter that satisfies the out-of-band emission for OB1 and OB2
is likely to meet the out-of-band emission for the second adjacent channel. Moreover, the
pulse shaping filter is often followed by a few other filters in the system, such as digital
interpolation filters or analog band pass filters, which inherently help to mitigate the out-
of-band emission to the second and subsequent adjacent channels. With this in mind the
out-of-band emission restriction for the 2nd adjacent channel is largely ignored to reduce the
complexity of the search for filter coefficients.
The optimization process that finds coefficients does not use the integrated power, but
rather the power spectral density. Further to that, it weights the selected points to assign
relative importance. A weighting factor of WOB1 is used for all selected frequencies in band
OB1. Similarly, a weighting factor of WOB2 is used for the frequencies selected in band OB2
and a portion of band OB3. Weighting factors WP and WT are used for frequencies in the
pass band and transition band of the channel, respectively. The number of points selected
in the pass band, transition band, OB1 and OB2 together with some of OB3 are denoted
MP ,MT ,MOB1 andMOB2, respectively. The points are uniformly placed across the respective
bands. In terms of normalized frequency in units of radians/sample, the distribution of points
has MP points between 0 and (1− β)π/L, MT points between (1− β)π/L and (1 + β)π/L,
MOB1 points between (1+β)π/L and 5(1+β)π/(4L) andMOB2 points between 5(1+β)π/(4L)
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and π. Some of the MOB2 points are in the OB3 band as the band from 3π/L to π is in
OB3. The parameter L is the ratio of sampling rate to symbol rate. A value of L = 4
samples/symbol is used in the analysis.
3.4 Simulation Results
3.4.1 Comparison of FIR designs
First an FIR square-root raised cosine filter that meets the out-of-band emission require-
ments for a DOCSIS CMTS transmitter is designed. The specific pulse shaping filter is for
256-QAM at a symbol rate of 5.36 Msym/sec, which requires a rolloff factor of 0.12. The
most basic approach, which is a rectangular window applied to (3.2), requires a filter of order
of 230 to meet the out-of-band emission requirement. Tapering the impulse response with a
window function increases the stop band attenuation, which reduces the out-of-band emis-
sion, but increases the ISI. The ISI is compensated by windowing the ideal impulse response
generated by (3.2), but with a reduced rolloff factor.
A design with a Kaiser window is examined by creating a filter with a rolloff factor
equal to 0.05 and then applying a Kaiser window with shape factor α = 3.5 to increase
the stop-band attenuation and satisfy the emission requirement. The best combination of
rolloff factor and shape factor was found by experiment to be 0.05 and 3.5, respectively. This
produces a filter of order 90 that has integrated powers of −58.122 dB and −62.435 dB in
band OB1 and OB2, respectively.
A filter designed with harris’ technique requires an order of 104 in order to meet the
DOCSIS out-of-band emission requirements. Although this filter has a higher implementa-
tion cost than a Kaiser windowed filter, it provides significantly better ISI performance, as
will be shown later.
Table 3.1 shows details of implementation cost among the three aforementioned windowed
filters. The columns POB1 and POB2 present integrated powers in bands OB1 and OB2,
respectively. Fig. 3.3 shows the pass-band and stop-band detail of the three filters. Thanks
to the roll-off in its stop-band, the rectangular windowed filter has much less power in band
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OB2.
Table 3.1 Complexity, design parameters and performance of three FIR designs
FIR Design Multiplies/sample Design parameters POB1 POB2
Rectangular windowed 116 β = 0.12 −58.5dB −74.2dB
Kaiser windowed 46 β = 0.05, α = 3.5 −58.1dB −62.4dB
harris 53
β = 0.12,
ǫ1 = 1.02, ǫ2 = 1.015
−58.2dB −60.1dB
Table 3.2 in section B shows the ISI performance for many different combinations of
pulse shaping and matched filters. In each case, the filter length used is the shortest which
meets the DOCSIS spectral mask. Rectangular windowed, Kaiser windowed and harris’ are
among the filters compared. The convolution of a rectangular windowed impulse response
with itself shows the least ISI, which is expected as its transition band is nearly ideal. In
contrast, Kaiser’s and harris’ filters sacrifice ISI in exchange for lower implementation costs.
While harris’ approach requires slightly more coefficients than the Kaiser window approach,
the ISI power is significantly lower.
Measuring the ISI at the output of the matched filter is not necessarily a true indication
of system performance since the demodulators in DOCSIS cable modems typically employ
equalizers that will suppress some of the ISI caused by the imperfect pulse shaping and
matched filters [C3.15, C3.16]. To provide some insight into the actual performance, the ISI
power is also calculated at the output of a 24-tap symbol-spaced LMS equalizer that follows
the matched filter. Such an equalizer may or may not be the type and size used in cable
modems. It is used in this analysis to produce an indication of the improvement obtained
by equalization.
For the purpose of evaluating the ISI contributed by the pulse shaping and matched
filters, the channel is assumed to be free of distortion and noise and the matched filter is
followed by a symbol-spaced LMS equalizer. Let v be the vector of symbol spaced points
obtained by down-sampling the impulse response of pulse shaping filter in cascade with the
matched filter. Denote Nv as the length of v, then v = [v(0), v(1), . . . , v(Nv − 1)]T contains
samples taken at symbol rate. Perfect timing synchronization is assumed so that v contains
the decision point in element v(K), where K ∈ [0, Nv). The decision point is the tap in
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Figure 3.3 Pass-band and stop-band details of truncated, Kaiser windowed and
harris’ FIR filters.
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the impulse response of the cascade of the pulse shaping and matched filters that is largest
in magnitude. If the impulse response of the filters is infinite, the vector v is truncated to
length Nv, where Nv is sufficiently large to include 99.9999% of the energy. That is Nv is
sufficiently large to satisfy
10 log10
(∑∞
i>Nv
|v(i)|2∑∞
i=0 |v(i)|2
)
< −60 dB. (3.34)
Prior to equalizing, the normalized ISI power is
PISI =
∑Nv−1
i=0,i 6=K |v(i)|2
|v(K)|2 =
∑Nv−1
i=0 |v(i)|2
|v(K)|2 − 1 (3.35)
Let g = [g(0), g(1), . . . , g(23)]T be the coefficients for the 24-tap equalizer. For the
purposes of characterizing ISI with the symbol-spaced equalizer, the main tap is positioned
at g(8). While position g(12) would yield lower ISI, g(8) is a better choice for reducing
multi-path channel distortions, which are common in DOCSIS systems. The coefficients in g
are chosen to minimizes the mean squared error ‖v∗g−∆
K+8
‖2, where ∗ denotes convolution
operation and ∆
K+8
is a length (Nv +23) column vector where all elements are zeros except
for the (K+8)th row , which has the value of 1. The optimum equalizer coefficients, denoted
as gopt, therefore can be found by solving
gopt = argmin
g
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

v(0) 0 · · · 0 0
v(1) v(0) · · · 0 0
...
...
. . .
... 0
v(22) v(21)
. . . v(0) 0
v(23) v(22)
. . . v(1) v(0)
...
...
. . .
...
...
0 0
. . . v(Nv − 1) v(Nv − 2)
0 0
. . . 0 v(Nv − 1)

︸ ︷︷ ︸
V

g(0)
g(1)
g(2)
...
g(8)
...
g(22)
g(23)

︸ ︷︷ ︸
g
−

0
0
0
...
1
...
0
0

︸︷︷︸
∆
K+8
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2
, (3.36)
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Table 3.2 ISI powers for different combinations of pulse shaping filter and
matched filter.
Window type
(number of multiplies per
sample)
Rectangular Kaiser harris SMP GNP GNR GNH GNH2
(116) (46) (53) (61) (51) (41) (34) (41)
ISI before
equalization
(PISI(dB))
Rectangular -55.9
Kaiser -29.5 -24.4
harris -55.3 -29.8 -52.8
SMP -28.7 -25.2 -28.8 -22.8
GNP -24.3 -22.0 -24.4 -21.7 -18.5
GNR -25.2 -22.8 -25.3 -22.5 -18.9 -19.3
GNH -35.4 -28.6 -35.3 -27.2 -24.1 -24.9 -29.4
GNH2 -43.4 -29.4 -44.7 -28.5 -24.2 -25.1 -35.5 -37.9
ISI after
24-taps
equalization(
P
(eq)
ISI (dB)
)
Rectangular -55.9
Kaiser -42.2 -35.3
Harris -59.5 -41.2 -56.1
SMP -39.7 -34.3 -39.1 -33.3
GNP -39.5 -34.0 -39.2 -33.1 -31.9
GNR -40.1 -34.7 -40.3 -34.0 -32.7 -33.0
GNH -35.8 -32.7 -35.7 -31.8 -32.1 -32.4 -29.8
GNH2 -47.7 -41.0 -48.3 -39.0 -38.8 -39.3 -36.0 -41.9
where V in (3.36) is a size (Nv + 23) × 24 Toeplitz convolution matrix. It is obvious that
(3.36) is a conventional least squares problem that can be solved as
gopt = V+∆K+8, (3.37)
whereV+ is Moore-Penrose pseudo-inverse matrix ofV (which can be computed with Matlab
function pinv()). It turns out the equalizer coefficients are the (K + 8)th row of V+. The
ISI power after equalization can be approximated with high-precision by
P
(eq)
ISI = ‖Vgopt −∆K+8‖2 (3.38)
The lower part of Table 3.2 shows the ratio of ISI power to signal power with the 24-tap
symbol-spaced LMS equalizer in place for the three filters of discussion as well as others yet
to be discussed.
3.4.2 IIR designs
First, a filter is obtained with the Steiglitz-McBride (SM) method, in which the objective
function is minimized under the constraint of positive realness. This method can be applied
to finding the coefficients for a filter that minimize the stop-band attenuation while main-
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Table 3.3 Implementation cost, design parameters and performance of the IIR
designs
IIR Design Multiplies Design parameters POB1 POB2
SM method with
PR condition (SMP)
61
ϕ = 34,m = 50, n = 10,
η = 0.05, µ = 0.2,
WOB1 = 400,WOB2 = 800
−58.6dB −61.4dB
GN method with
polynomial parameterization
and the PR constraint (GNP)
51
ϕ = 26,m = 40, n = 10,
η = 0.05, κ = 1, µ = 0.05,
WOB1 = 500,WOB2 = 800,
N = 200
−58.1dB −62.7dB
GN method with
polynomial parameterization
and the RT constraint (GNR)
41
ϕ = 26,m = 30, n = 10,
ρ = 0.985, κ = 1, µ = 0.05,
WOB1 = 200,WOB2 = 400,
N = 1024
−58.2dB −61.4dB
Proposed GN method with
hybrid parameterization
(GNH)
34
ϕ = 37,m = 16, P = 1, Q = 16,
ρ = 0.985, κ = 0.2, µ = 0.05,
WOB1 = 150,WOB2 = 200
−58.1 dB −62.9dB
2nd GNH design (GNH2) 41
ϕ = 46,m = 24, P = 0, Q = 16,
ρ = 0.985, κ = 0.2, µ = 0.05,
WP = 6,WOB1 = 250,WOB2 = 400
−58.4 dB −60.9dB
taining the desired pass-band response. To find the lowest order filter requires a cut-and-try
approach using different filter structures and parameters. The set of parameters that yielded
a filter with the lowest multiplies to sample ratio is given in Table 3.3, where the parameter
ϕ defines the phase delay of the target SRRC frequency response, D(ω), as in (3.1). The
result was a filter with 50 zeros and 10 poles requiring 61 multiplies. The integrated powers
in bands OB1 and OB2 are -58.6 dB and -61.4 dB, respectively. The frequency and phase
characteristics of the filter is shown in Fig. 3.4.
Next, consider the GN method with radii-angle parameterization. This method does not
converge well when the numerator’s order exceeds 12, and the method does not work at all
with an order greater than 17. It is concluded that it is not possible to get a reasonable
DOCSIS’s shaping filter with this method.
Then, the GN method with polynomial parameterization under the PR constraint is used
to obtain a filter referred to as a GNP filter. The design parameters are specified in Table
3.3. Fig. 3.5 provides results obtained from the proposed method. The algorithm takes 115
iterations to converge.
Finally, the GN method with polynomial parameterization and the RT constraint is
used to obtain a filter referred to as a GNR filter. Its frequency domain characteristics
are presented in Fig. 3.6. The constraint (3.24) is enforced with N = 1024 equally-spaced
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Figure 3.4 Illustration of the IIR filter designed by the SM method with the pos-
itive realness condition.
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Figure 3.5 An IIR filter designed by the GN method with the PR constraint.
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Figure 3.6 An IIR filter designed by the GN method with multiple exchange algo-
rithm (GNR).
frequency points over [0, π]. Formulated with the multiple exchange algorithm, the GN
method generates a very efficient filter requiring only 41 multiplies per sample. This is
significantly less than any of the FIR filters. However, due to a conservative constraint, it
does not yield a good result if the order of the denominator is increased further. The order
is limited to n = 10 for both the GNP and GNR designs.
3.4.3 Improved design with hybrid parameterization
The frequency response characteristics of a filter obtained using the proposed method
are shown in Fig. 3.7. The numerator polynomial is order-16 and is initiated with the
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Figure 3.7 Order-18 IIR filter designed by GN method with hybrid parameteriza-
tion.
coefficients of a truncated ideal FIR filter. The denominator contains 17 poles. Initially,
all poles are set to have {pi = 0, ∀i}, whereas all angles, {φi, ∀i}, are equally distribute
over the range [−π, π]. It appears that the algorithm cannot converge if all the angles are
initially created equal. It is noticeable in Fig. 3.7 that the stop band of the proposed
design has rolloff within it. This is a significant advantage for a shaping filter. Also, the
least pass band ripple is smallest among the IIR designs. The zeros and poles of the filter
are given by −9.7121,−0.9483, 0.3561± 0.8812i, 0.5706± 0.8010i, 0.6306± 0.7722i, 0.9027±
0.6585i, 1.0172±0.4873i, 1.1312±0.1005i, 1.0930±0.2989i and 0.8879, 0.6404±0.7443i, 0.6495±
0.6914i, 0.6885±0.6251i, 0.7326±0.5409i, 0.7829±0.4471i, 0.8272±0.3436i, 0.8611±0.2328i, 0.8817±
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Figure 3.8 41-multiplies IIR filter designed by GN method with hybrid parame-
terization.
0.1170i, respectively.
Another example, which uses more multiplies/sample to achieve less ISI, is presented in
Fig. 3.8. The filter is referred to as GNH2. Zeros of the filter are given by −0.9526,−0.8470±
0.3714i,−0.5844 ± 0.8261i,−0.0421 ± 1.0101i, 0.3838 ± 0.9284i, 0.5563 ± 0.8282i, 0.6268 ±
0.7774i, 0.8687±0.7000i, 0.9683±0.5800i, 1.0466±0.4452i, 1.1506±0.0000i, 1.1385±0.1517i, 1.1036±
0.3013i and the poles are 0.6492±0.7233i, 0.6705±0.6564i, 0.7083±0.5834i, 0.7578±0.4918i, 0.8037±
0.3925i, 0.8416± 0.2859i, 0.8817± 0.0581i, 0.8682± 0.1737i.
Table 3.2 presents the ISI levels obtained when the pulse shaping and matched filters are
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any combination of (1) rectangular windowed FIR, (2) Kaiser windowed FIR, (3) harris FIR,
(4) SM IIR found with PR condition, (5) GN IIR found with PR constraint, (6) GN IIR found
with RT constraint, (7) GN IIR found using hybrid parametrization with 34 coefficients and
(8) GN IIR found using hybrid parametrization with 41 coefficients. It can be seen that the
GNH design outperforms the Kaiser windowed design in terms of both performance (when
cascading with rectangular window filter) and cost (34 versus 46 multiplies).
3.5 Conclusions
A properly designed IIR pulse shaping filter can satisfy the downstream DOCSIS 3.0’s
out-of-band emission requirements, and yield sufficiently low ISI with better efficiency, i.e.,
fewer multiplies/sample, than linear-phase FIR filters, windowed or otherwise. It was demon-
strated that IIR filters have a cost versus ISI trade off. The least expensive IIR filter is
obtained by the proposed design algorithm, which considers a hybrid parameterization of
the filter’s transfer function in combination with a constraint on maximum pole radius.
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In the previous chapter, efficient IIR filter designs that satisfy the out-of-band spectral
constraints of DOCSIS 3.0 down-stream channels were proposed. The designs aim at lowering
the ISI resulting from cascading the practical pulse shaping filter and matched filter. It was
explained in Chapter 2 that, even when ideal pulse shaping and matched filters are used, in
order for the receiver to recover the transmitted symbols without ISI, the down-converter,
which is located at the receiver after the matched filter, must sample the filtered signal
at precise moment of t = nTsym (see Fig.2.1). If the receiver instead samples the signal
at incorrect time moments, ISI results, which, in turn, increases the probability of symbol
errors. Therefore, to obtain accurate estimates of the transmitted symbols, the timing offset,
which is also known as the error in the sampling time, must be detected.
The manuscript included in this chapter proposes an efficient method to estimate the
location of the peak in an analog signal after it has been sampled. The proposed technique has
a wide range of applications, such as time-domain reflectometry and timing offset estimation
in a SC-QAM system. Moreover, it will be shown in the Chapter 5 that the technique can
also be used in an important signal processing part of the OFDMA channel estimator. A
shorter version of this manuscript is published as [C4.1].
The main contribution to this manuscript comes from the student (first author), while
the three co-supervisors provide equal supervision effort.
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Digital Peak Locator by Log-Domain Interpolation
Tung T. Nguyen, Member, IEEE, Eric Salt, Member, IEEE,
Brian Berscheid, Member, IEEE and Ha H. Nguyen, Senior Member, IEEE
Abstract
In applications such as radar, digital communication and time domain reflectometry, a digi-
tal circuit is required to estimate the time of occurrence of the peak in the analog equivalent
of a sampled signal or in an analog signal after it has been sampled. This paper proposes
a technique that is more accurate than the commonly used parabolic fit providing the dis-
tortion introduced by the channel is not too large. The technique approximates the analog
signal in the vicinity of its peak with a two parameter function, the logarithm of which is
approximated with a straight line. One of the parameters is the location and the other is
the amplitude of the peak. Two samples, one on each side of the peak, are used to estimate
the two parameters. Simulation results show that the circuit for the proposed estimator is
comparable in cost to that of the parabolic fit, but is significantly more accurate when the
distortion introduced by the channel is modest.
Index terms
Peak detection, reflectometry, timing detection.
4.1 Introduction
On occasion a signal processing function that finds the peak in an analog signal is needed.
A peak-finding function estimates the location of the peak in an analog signal after it has
been sampled or, equivalently, it estimates the location of the peak in the analog equivalent
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of a sampled signal. Such functions are used in the areas of time-domain reflectometry,
symbol timing recovery in QAM modems, pulsed radar, active and passive underwater sonar
(e.g., fish/submarine) location, channel sounding as well as many other areas.
The least expensive and easiest function simply finds the sample with largest value and
uses its location as the location of the peak in the analog signal. The estimation error for
this method is uniformly distributed between ± 1/2 sampling interval, which is too large
for many applications. Of course the accuracy can be improved by reducing the sampling
interval, which amounts to up-sampling the sampled signal. Clearly, the accuracy will be
improved by the up-sampling factor. Up-sampling is a well-known process [C4.2, C4.3] whose
implementation has been well explored [C4.4]. Even with the most efficient implementation,
up-sampling is relatively expensive.
Another approach, which is commonly used, approximates the analog signal in the vicin-
ity of its peak with a parameterized analog function whose parameters are algebraically
related to the location of the peak. The parameters of the function are calculated using
samples in the vicinity of the peak. One such function suggested in [C4.2] is a concave down
parabola given by f(t) = a+ c(t− τpeak)2, where parameter τpeak is the quantity of interest.
Since the function has three parameters, three digital samples in the vicinity of the peak are
required to calculate τpeak. This particular function has been used for peak location in many
different applications [C4.3, C4.4, C4.5, C4.6, C4.7].
Since the parabolic function is the second order Taylor series expansion about the peak
of the analog signal, it will be very accurate providing the three digital samples used to
compute τpeak are in close proximity to the peak. The shape of the function approximating
the analog signal would be more accurate if a third or fourth order Taylor series expansion
is used. However, four or five samples would be needed to calculate τpeak and the additional
samples would be located farther from τpeak, perhaps outside the region where the 3
rd or 4th
order function is a good approximation.
The authors of this paper investigate the quality of two-parameter functions for approxi-
mating the signal in the vicinity of its peak. For certain applications [C4.1], a two-parameter
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Figure 4.1 Generic model for digital time delay estimator.
function can very accurately model the analog signal in the vicinity of its peak. It will be
explained later that the complexity of the calculation of τpeak is comparable to that of a
parabolic function, if the two-parameter function is restricted to a class where their loga-
rithm is nearly linear in the vicinity of the peak.
4.2 Application to Timing Detection
A generic time delay estimator circuit is shown in Fig. 4.1. The transmission originates
with the digital sequence, x[n], which is known for n = 0, 1, . . . , N − 1 and equal to zero for
n ≥ N and n < 0. The transmitted digital sequence has an auto-correlation function given
by [C4.8]
Rxx[k] =

∑N−k−1
n=0 x[n]x
∗[n+ k], 0 ≤ k ≤ N − 1
R∗xx[−k], −N + 1 ≤ k < 0
0, otherwise.
(4.1)
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Good digital transmission sequences for time delay estimation have impulse-like auto-correlation
functions. In practice, the auto-correlation function has a main lobe that is tall and nar-
row but not an impulse, and has non-zero side lobes that are well below the peak of the
main lobe. Good sequences for x[n] have been the topic of many papers and a collection of
references can be found in [C4.8, C4.9].
In the model of Fig. 4.1, the digital sequence is converted to an analog waveform by
the tandem combination of a digital to analog converter and a low-pass pulse shaping filter,
which is the analog equivalent of a digital pulse shaping filter. The filter output, xa(t) in
Fig. 4.1, propagates through the channel to reach the receiver. The channel may delay and
distort the signal. At the receiver, the signal is band-limited to limit noise and prevent
aliasing through the use of another low-pass filter (LPF) to produce the low-pass signal ya(t)
shown in Fig. 4.1.
Passing an impulse response through the system in the absence of a channel (i.e. the
case where g(t) = δ(t)) produces a pulse that determines the performance of the time-delay
estimation. Many pulse shapes have been studied in the literature, the most well known of
which is perhaps the Raised Cosine1 (RC) pulse which is given by [C4.10]
p
RC
(t) =
sin (πt/(LTs))
πt/(LTs)
cos(πrt/(LTs))
1− (2rt/(LTs))2 , (4.2)
where r is the roll-off factor, L is the ratio of sampling rate to the 6 dB bandwidth of the
pulse and Ts = 1/Fs is the sampling period. Of course, the presence of a real channel will
change the shape of the pulse.
The objective of the system is to estimate the delay introduced by a channel with impulse
response g(t). This estimate is the location of the peak in the analog correlation of xa(t)
and ya(t). The problem is the correlation is performed digitally, to get Rxy[n] in Fig. 4.1,
which provides samples of the analog correlation at times nTs. It is unlikely a sample point
will coincide with the peak of the analog correlator, therefore the digital interpolating peak
locator circuit, which is also shown in Fig. 4.1, is needed to estimate the location of the peak
1Here, the term “raised cosine” describes the shape of the pulse in the frequency domain.
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in the analog correlator. The quantity to be estimated from Rxy[n] is illustrated in Fig. 4.2.
4.3 Digital Interpolating Peak Locator
4.3.1 Three-sample parabolic interpolation
Parabolic interpolation uses the 3 samples closest to the location of the peak in the
analog correlation to find the parameter of interest, τpeak, in the parabolic approximation
f(t) = a + c(t − τpeak)2. The location of these 3 samples are npeak − 1, npeak and npeak + 1,
where npeak is the value of n where
∣∣Rxy[n]∣∣ is largest.
Mathematical manipulation shows that location of the analog peak with respect to npeakTs
is approximated by τpeak ≈ nfracTs, where nfrac is a fractional delay between −1/2 and 1/2
in samples and is given by
nfrac =
|Rxy(npeak − 1)| − |Rxy(npeak + 1)|
2|Rxy(npeak − 1)|+ 2|Rxy(npeak + 1)| − 4|Rxy(npeak)| . (4.3)
If nfrac is positive then the peak in the analog correlation is to the right of npeak as shown in
91
Fig. 4.2.
4.3.2 Two-sample log-domain interpolation
The two samples used to find α and τpeak are the ones on either side of the analog
peak, which are
∣∣Rxy[npeak]∣∣ and the larger of ∣∣Rxy[npeak − 1]∣∣ and ∣∣Rxy[npeak + 1]∣∣. Without
loss of generality, assuming
∣∣Rxy[npeak + 1]∣∣ > ∣∣Rxy[npeak − 1]∣∣, so that the fractional delay
nfrac is between 0 and 0.5 and the location of the analog peak is approximated by τpeak ≈
(npeak + nfrac)Ts.
Unlike parabolic interpolation, two sample interpolation relies on knowledge of the shape
of the pulse at the receiver. The pulse whose peak is to be located is the output of analog
correlator, Rxy(t). It can be shown that Rxy(t) is given by [C4.11]
Rxy(t) = (h ∗ g)(t) + w(t) (4.4)
where ∗ denotes convolution, w(t) is noise, g(t) is the impulse response of the channel and
h(t) is defined as
h(t) =
N−1∑
n=0
Rxx[n] pRC(t− nTs), (4.5)
where p
RC
(t) is the system impulse response given in (4.2).
The shapes of h(t) and p
RC
(t) in the vicinity of their peak will be similar if Rxx[n] is an
impulse-like function. To ensure this is so, the sequence x[n] is selected to have such an auto
correlation property [C4.9].
With two sample interpolation, the two unknown parameters are the amplitude and loca-
tion of the peak of the pulse. While the method is somewhat tolerant of channel dispersion,
the analysis assumes the channel is a scaled delay (i.e. g(t) = αδ(t−τpeak), where α is an un-
known constant), so that the output of the digital correlator in Fig. 4.1 can be approximated
as
Rxy[n] = Rxy(t)
∣∣
t=nTs
≈ αh(t)∣∣
t=(n−npeak−nfrac)Ts , (4.6)
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then the solution for nfrac can be found by simultaneously solving the two equations
αh(−nfracTs) =
∣∣Rxy[npeak]∣∣, (4.7)
and αh
(
(1− nfrac)Ts
)
=
∣∣Rxy[npeak + 1]∣∣, (4.8)
for 0 ≤ nfrac ≤ 0.5. The system of two equations with two unknowns is reduced to a single
equation with one unknown, which is nfrac, by dividing (4.7) by (4.8). This has
h(−nfracTs)
h(1− nfracTs) =
∣∣Rxy[npeak]∣∣∣∣Rxy[npeak + 1]∣∣ (4.9)
Denoting κ =
∣∣Rxy[npeak]∣∣∣∣Rxy [npeak+1]∣∣ then substituting (4.2) and (4.5) into (4.9) yields
∑N−1
n=0 Rxx[n]
sin(−πnfrac/L))
(−πnfrac/L)
cos(πrnfrac/L)
1−(2rnfrac/L)2∑N−1
n=0 Rxx[n]
sin(π(1−nfrac)/L))
π(1−nfrac)/L
cos(πr(1−nfrac)/L)
1−(2r(1−nfrac)/L)2
= κ (4.10)
Solving (4.10) for nfrac in the linear domain is far from straight forward and probably requires
an iterative search, but in the log domain, a good approximation to the solution can be
obtained quite easily. The key to the log domain solution is recognizing that nfrac found
from (4.10) is a nearly linear function of ln(κ) in the range of 0 ≤ nfrac ≤ 0.5. The degree of
linearity depends on the pulse parameters L and r as illustrated in Fig.4.3.
The approximation for nfrac can be improved by segmenting the curves in Fig. 4.3 by a
few straight lines. In particular, a curve can be sampled at M points with equally spaced
ordinates and approximated by straight lines between the sample points. If the solution for
nfrac is between points m and m+ 1, then the segmented approximation yields
nfrac ≈ 0.5/(M − 1)
ln(κm+1)− ln(κm)
(
ln(κ)− ln(κm)
)
+
0.5 m
M − 1 , (4.11)
where κm , 0 ≤ m ≤ M − 1 is the value of κ computed apriori from (4.10) using nfrac =
0.5m/(M − 1). The solution is between points m and m + 1 if and only if κm ≤ κ ≤ κm+1.
The single segment approximation (i.e. M = 2) is the easiest to implement and therefore of
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rameters.
most importance.
The cost of implementing (4.11) is reduced by expanding κ into its definition, which is
κ =
∣∣Rxy [npeak]∣∣∣∣Rxy [npeak+1]∣∣ , since the log of a ratio becomes a difference in logs. In doing this (4.11)
becomes
nfrac =
0.5/(M − 1)
ln(κm+1)− ln(κm)
(
ln
(∣∣Rxy[npeak]∣∣)− ln (∣∣Rxy[npeak + 1]∣∣)− ln(κm))+ 0.5 m
M − 1 .
(4.12)
Since the slope 0.5/(M−1)
ln(κm+1)−ln(κm) and the constants ln(κm) and
0.5 m
M−1 can be pre-computed
and stored in a ROM, the resources required to implement the interpolator are 1 multiplier,
1 log function and 3 adders. Should the interpolator be implemented in an FPGA, it is
possible to incorporate the multiplier into the log function [C4.12], thereby eliminating the
need for dedicated multiplier hardware. Thus the circuit complexity would be similar to the
3-sample parabolic interpolator.
4.4 Simulation Results
First the performance of the proposed peak locator is evaluated for a non-dispersive
channel with impulse response g(t) = αδ(t− τpeak). This would be the case for time domain
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reflectometry (TDR) applications [C4.13, C4.1], where the spectrum of the pulse is inside
the bandwidth of the channel. The evaluation is done for a raised cosine pulse for roll-off
factors of r = 0.1, r = 0.25, r = 0.5 and r = 1 and for sampling rates of 1.25, 2, 4 and 8
times the 6 dB bandwidth of the pulse. One million simulation runs were performed, with
the fractional delay, nfrac, for each run selected from a uniform distribution between −0.5
and 0.5 samples. In order to solely validate the performance of the approximations, no noise
is added to the system.
Table 4.1 shows the Mean Squared Error (MSE) of the estimate of τpeak, normalized to
the sampling period Ts. Three detection approaches were considered: parabolic interpolation
and log-domain interpolation with 1 and 7 line segments, i.e., with M = 2 and 8.
Table 4.1 Mean squared error in decibel normalized to sampling duration Ts
Peak location
L
Rolloff factor r
method 0.1 0.25 0.5 1
Parabolic
interpolation
1.25 −25.9 −25.4
2 −34.8 −34.3 −32.6 −28.5
4 −47.1 −46.6 −45 −40.9
8 −59.3 −58.8 −57 −53
Log-domain
interpolation with
M = 2
1.25 −30.9 −31
2 −43.1 −43.4 −44 −45.4
4 −56.6 −56.8 −57.6 −58.8
8 −68.9 −69.2 −70 −71.1
Log-domain
interpolation with
M = 8
1.25 −53.2 −53.3
2 −64.3 −64.5 −65.2 −66.4
4 −77.4 −77.6 −78.3 −79.5
8 −89.7 −89.8 −90.6 −91.8
It can be seen from the table that the log-domain approach, even with just 1 segment,
i.e. M = 2, is significantly better than the 3-sample parabolic approach in all cases. For
example, for parameter L greater than or equal to 2, the proposed technique outperforms the
parabolic approach by at least 10 dB. Moreover, the parabolic approach is more sensitive to
the roll-off factor, as the MSE difference deteriorates by as much as 7 dB as the parameter
changes from r = 0.1 to r = 1. The deterioration is much less in the log domain approach.
Furthermore, if a higher precision result is required and additional computational complexity
can be tolerated, increasing the number of linear segments from 1 to 7 (M=2 toM=8) yields
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at least a 20 dB reduction in MSE.
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Figure 4.4 Detection accuracy versus SNR for various echo power.
Next, accuracy is measured when noise and distortion are added to the channel. The
example used for the analysis is drawn from a DOCSIS 3.0 single carrier QAM receiver. The
best sampling moment at the receiver is the peak of the timing recovery pulse [C4.14, C4.15].
DOCSIS 3.0 receivers are designed for a channel having a main path and possibly 3 echoes,
but the strength of one will dominate the other two. The power in the dominant echo will
be at most -10 dB with respect to the power of the main path. The delay of the dominant
echo with respect to the main path is uniformly distributed between 0 and 3 samples. The
timing recovery pulse is the output of a correlator. The digital sequence used for timing
estimation is a Barker sequence [C4.9] with a length of 13 samples. The tandem of the pulse
shaping and matched filter produces a raised cosine pulse with L = 2 and r = 0.25.
Fig. 4.4 shows the MSE on the estimation of τpeak of the timing recovery pulse. Results
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are shown for channels with echos of strength −∞ dB, −30 dB, −20 dB and −10 dB. The
delays for all echoes were uniformly distributed between 0 and 3 samples. It can be seen
in Fig. 4.4 that without echo distortion the log-domain approach significantly outperformed
the parabolic approach. Furthermore, timing MSE of the log-domain approach scales well
with signal to noise ratio (SNR) while the timing MSE of the parabolic method reaches
an apparent error floor around 4 × 10−4. For the case of the strong -10 dB echo, the
timing recovery pulse is sufficiently distorted to affect the log-domain approach, dropping
its performance beneath that of the parabolic approach.
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Figure 4.5 Comparing mean squared error versus echo delay for SNR = 40 dB.
To further analyze the influence of echo distortion on peak detection, Fig. 4.5 shows the
MSE versus echo delay for a single echo with a power of −10 dB and −20 dB with respect
to the main path and an SNR of 40 dB. As can be seen on the figure, for the case of −10 dB
echo, the log-domain approach performs worse than the parabolic approach for echo delays
that are about a sample away from the main path. However, for the case of −20 dB echo,
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the log-domain approach is always better than the parabolic approach. It is obvious that
the log-domain approach is sensitive to short echo delays which are in the range from 0.5 to
1.5 samples with respect to the main path.
4.5 Conclusions
This paper proposes a technique for accurately locating the peak of an analog signal
after it has been sampled. The technique fits two samples in the vicinity of the peak to
a parameterized pulse in log domain. The technique outperforms the well-known three
sample parabolic interpolation in applications where the channel has either no echoes or
weak echoes or echoes with long delays. Aside from the main advantage of being more
accurate, a secondary advantage of the proposed technique is its economy.
98
References
[C4.1] T. T. Nguyen, E. Salt, B. Berscheid, and H. H. Nguyen, “Digital Interpolating Peak
Locator,” in Proc. IEEE Int. Symp. Industrial Electronics., June 2016.
[C4.2] R. Boucher and J. C. Hassab, “Analysis of discrete implementation of generalized
cross correlator,” IEEE Trans. Acoustics, Speech and Signal Proc., vol. 29, pp. 609–611,
June 1981.
[C4.3] K. Fyhn, M. Duarte, and S. Jensen, “Compressive Parameter Estimation for Sparse
Translation-Invariant Signals Using Polar Interpolation,” IEEE Trans. Signal Process.,
vol. 63, pp. 870–881, Feb. 2015.
[C4.4] V. Nguyen, “A low complexity parameter estimation technique for LFMCW signals,”
IEEE Trans. Aerospace and Electronic Systems, vol. 50, pp. 2554–2563, Oct. 2014.
[C4.5] A. Grennberg and M. Sandell, “Estimation of subsample time delay differences in
narrowband ultrasonic echoes using the Hilbert transform correlation,” IEEE Trans.
Ultrasonics, Ferroelectrics, and Frequency Control, vol. 41, pp. 588–595, Sept. 1994.
[C4.6] Y. X. Yuan and J. Salt, “Range and depth estimation using a vertical array in a
correlated multipath environment,” IEEE J. Oceanic Engineering, vol. 18, pp. 500 –
507, Oct. 1993.
[C4.7] M. Simaan, “A Frequency-Domain Method for Time-Shift Estimation and Alignment
of Seismic Signals,” IEEE Trans. Geoscience and Remote Sensing, vol. GE-23, pp. 132
– 138, Mar. 1985.
[C4.8] P. Stoica and R. Moses, Spectral Analysis of Signals. Pearson Prentice Hall, 2005.
[C4.9] M. Soltanalian and P. Stoica, “Computational Design of Sequences With Good Cor-
relation Properties,” IEEE Trans. Signal Process., vol. 60, pp. 2180–2193, May 2012.
[C4.10] J. G. Proakis, Digital Communications. McGraw Hill, 2001.
[C4.11] A. Papoulis and S. U. Pillai, Probability, Random Variables, and Stochastic Pro-
cesses. McGraw-Hill Higher Education, 4 ed., 2002.
99
[C4.12] J. S. Walther, “A Unified Algorithm for Elementary Functions,” in Proc. Spring
Joint Computer Conf., (New York, NY, USA), pp. 379–385, 1971.
[C4.13] P. Smith, C. Furse, and J. Gunther, “Analysis of spread spectrum time domain
reflectometry for wire fault location,” IEEE Sensors J., vol. 5, Dec 2005.
[C4.14] Cable Television Laboratories, Inc., “Downstream RF Interface Specification,” Nov
2011.
[C4.15] M. R. Choudhury and D. E. Dodds, “Effect of timing error on equalizer perfor-
mance,” in IEEE Conf. on Electrical and Computer Engineering, pp. 1–5, May 2013.
100
5. Channel Estimation Techniques for
DOCSIS 3.1 Upstream Channels
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Tung T. Nguyen, Brian Berscheid, Ha H. Nguyen and J. Eric Salt,“A novel iterative
OFDM channel estimation technique for DOCSIS 3.1 uplink channels,” Submitted to IEEE
Transactions on Broadcasting, Jul. 2016. 1 2
As explained in Chapter 2, the conventional time-domain equalizer is not suitable for
wide-band systems due to the complexity issue. This is why OFDM/OFDMA is employed
in DOCSIS 3.1, which allows to use a low-complexity frequency-domain equalizer to reverse
the multipath channel effect. In order for the frequency-domain equalizer to work effectively,
the multipath channel’s parameters must be estimated prior to equalization. Furthermore,
the channel estimation is required to be highly accurate. This is because DOCSIS 3.1 employs
very high-order modulation schemes, hence a small inaccuracy in channel estimation may
lead to a severe demodulation error.
Given the importance of the channel estimation process in DOCSIS 3.1 systems, this
chapter proposes an OFDM channel estimation technique that jointly considers the effects of
coarse timing error and multipath propagation. Moreover, the proposed technique examines
a practical scenario for DOCSIS 3.1 channel that takes into account fractional timing error
and non sample-space echo delays. To simplify implementation, the proposed technique does
not use the channel state information (e.g. second-order statistic of the channel impulse
1A conference version is published as Tung T. Nguyen, Brian Berscheid, Ha H. Nguyen and J. Eric Salt,
“Iterative channel estimation for DOCSIS 3.1 uplink channels,” in Proc. IEEE Global Telecommun. Conf.,
Dec. 2016.
2A patent application based on this technique has been filed as Brian Berscheid, Tung T. Nguyen, J. Eric
Salt, Ha H. Nguyen, “Method of Estimating the Frequency Response of Multipath Channels,” US Patent
Application 14/976,854 Filed December, 2015.
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response or the noise power, which are difficult to obtain in real systems). It is shown that
the proposed technique outperforms conventional OFDM channel estimation methods when
applied in DOCSIS 3.1 systems.
The main contribution to this manuscript comes from the student (first author), while
the three co-supervisors provide equal supervision effort.
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A Novel Iterative OFDM Channel Estimation
Technique for DOCSIS 3.1 Uplink Channels
Tung T. Nguyen, Member, IEEE, Brian Berscheid Member, IEEE,
Ha H. Nguyen, Senior Member, IEEE and Eric Salt, Member, IEEE
Abstract
This paper presents an Orthogonal Frequency Division Multiplexing (OFDM) channel es-
timation technique that jointly considers the effects of coarse timing error and multipath
propagation. Many conventional approaches only consider an optimistic scenario where tim-
ing synchronization is perfect and each of the channel delays is an integer number of system
samples. In realistic scenarios timing offsets and echo delays are not integer multiples of
the systems sampling period. This threatens sub-carrier orthogonality and causes leakage
in the discrete Fourier transform (DFT)-based channel estimation method. Such leakage
leads to poor estimation and consequently reduces the system’s overall performance. This
paper proposes a novel iterative channel estimation technique, which considers the practical
scenario of fractional timing error and non sample-space echo delays. The proposed method
does not require channel state information (e.g. second-order statistic of the channel impulse
responses or the noise power). Moreover, timing error can be conveniently obtained with
the proposed technique. Simulation shows that, when comparing OFDM channel estimation
techniques under Data Over Cable Service Interface Specification (DOCSIS) 3.1 realistic
channel conditions, the proposed algorithm significantly outperforms all conventional meth-
ods known to the authors.
Index terms
OFDM, DOCSIS, channel estimations, inter-symbol interference, timing error estimation.
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5.1 Introduction
The demand for data services has steadily increased putting continuous pressure on data
service providers to increase the data throughput of their networks. Cable television (CATV)
networks are governed by a set of DOCSIS standards that place hard limits on bandwidth
and data rates. The latest version of the DOCSIS standard, DOCSIS 3.1 was released in
October 2013. DOCSIS 3.1 increases the bandwidth and data throughput available in CATV
networks by up to 10 Gbps downstream and 1 Gbps upstream.
HDTV
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IP phone
Cable modem
(CM)
CM
CM
Cable plant
Customer premises
Cable Modem
Termination System
(CMTS)
Cable Company
Distribution Hub
Internet Service
Provider
Figure 5.1 DOCSIS broadband cable network.
Fig. 5.1 shows a simplified structure of a cable network. There are two main components
in the network: a cable modem (CM), which is located at the customer premises, and a cable
modem termination system (CMTS), located at the cable company’s headend. The CMTS
is responsible for managing a large number of cable modems residing in subscribers’ homes.
The CMTS allocates channel resources for each CM and schedules times for sending and
receiving packets. The CMTS has both Ethernet and Radio Frequency (RF) interfaces, such
that the Internet traffic can be routed from the Ethernet interface, through the CMTS and
then onto the RF ports that are connected to coaxial cable networks, eventually reaching
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the cable modem in the subscriber’s home.
DOCSIS 3.1 is markedly different from prior versions of the standard in that OFDM is
used in the downstream and Orthogonal Frequency Division Multiple Access (OFDMA) is
used in the upstream directions. By effectively modulating signals on narrow-band carriers,
OFDM/OFDMA can mitigate inter-symbol interference while simplifying the structure of
the channel equalizer.
Cable plants generate a number of channel impairments, some of which differ from typ-
ical OFDMA systems discussed in the literature such as 3G, LTE, or WiFi. The greatest
difference is in the transmission medium, which is coaxial cable for CATV systems. Coaxial
cable is slow time-varying channel, over which the signal from a CM reaches a CMTS via a
main path and possibly several echo paths. Aside from using DOCSIS 3.1-compliant modu-
lators/demodulators, cable operators must upgrade their cable infrastructure to satisfy the
standard imposed by DOCSIS 3.1. For example, while DOCSIS 3.0 allows the power in a
single echo to be 10 dB lower than the main path’s power, DOCSIS 3.1 restricts the power in
an echo to be at least 16 dB lower than the main path’s power. The latest DOCSIS standard
opens new opportunities as well as presenting issues and challenges for researchers to make
contributions into the newly specified cable systems.
While OFDMA systems have been studied for many years, the DOCSIS 3.1 upstream
standard is unique in that it tries to maximize the overall spectral efficiency of the newly
upgraded cable system (i.e., to operate as close to the Shannon limit as conditions allow). In
particular, the OFDMA upstream multicarrier system contains up to 3800 data sub-carriers
occupying a total bandwidth of 96 MHz. Moreover, the DOCSIS 3.1 upstream specifications
introduce very high order modulation schemes, with mandatory support up to 1024-QAM
and optional support for constellations up to 4096-QAM, which allows the network operators
to maximize their network capacity and take advantage of signal quality improvements.
In order to effectively demodulate a spectrally efficient signal, it is necessary to employ
coherent demodulation, which involves estimation and tracking of the multipath channel.
With a dense constellation such as 4096-QAM, the signal can be easily distorted by a small
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impairment, therefore demodulation must be aided with a highly accurate channel estimator.
To serve this purpose, DOCSIS 3.1 specifies a pilot-based wide-band probing mode, where
the sub-carriers of an OFDMA symbol are dedicated to channel estimation. The method
of estimating such a channel from the pilot signal is unspecified, as the standard leaves
opportunities for DOCSIS 3.1 device manufacturers to come up with their own design. Since
approaches that had been used for typical OFDMA systems are either having inadequate
performance, unsuitable for the coaxial cable model or too complex, device manufacturers
are eagerly looking for new efficient designs specifically for the DOCSIS 3.1 problem at hand.
There are several channel estimation techniques that have been studied for pilot-based
estimation. The simplest one, which is Least Square (LS) estimation [C5.1], does not require
any channel state information (CSI). LS estimators work with samples in the frequency
domain and are relatively low in complexity. However, they suffer from relatively high mean-
square error, which is proportional to the power of additive white Gaussian noise (AWGN).
A better technique, which also performs estimation in the frequency domain, is linear
minimum mean-square error (LMMSE) estimation [C5.2]. This technique yields much bet-
ter performance than the LS estimator, especially under low signal-to-noise ratio (SNR)
scenarios. The major drawback of the LMMSE estimator is that it requires knowledge of
the channel auto-correlation matrix and the noise variance, which are usually unknown at
the receiver. The computational complexity of the LMMSE estimator is also very high as it
requires a matrix inversion. Many have attempted to reduce the complexity of the LMMSE
estimator [C5.3, C5.4] at the expense of a small sacrifice in estimation accuracy.
Another very good approach uses discrete Fourier transform (DFT) based channel esti-
mation. The DFT-based method firstly employs an LS estimator to obtain the channel’s
frequency response (CFR). Then the discrete-time channel impulse response (CIR) is ob-
tained by performing an inverse discrete Fourier transform (IDFT) on the CFR. Since the
energy of the CIR is typically concentrated in a few taps having short delays, the algorithm’s
performance can be improved if a few taps whose power is significantly higher than noise are
preserved while the rest are forced to zero [C5.5]. This operation is commonly referred to as
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denoising. After denoising, the CIR is transformed back to the frequency domain to obtain
the estimated CFR. Consequently, the DFT approach helps to remove the noise power from
the LS-estimated CFR. In general, DFT-based methods have moderate complexity thanks
to Fast Fourier Fransform (FFT) algorithms and perform much better than the LS estimator
[C5.6] at low SNRs.
However, with the DFT method, performance degradation can occur due to leakage
between samples in the discrete-time CIR. There are two sources of leakage. The first is
leakage by multipath components that have non sample-spaced delays. In the case of non
sample-spaced delays, the energy from a single multipath component is spread over multiple
sample-spaced taps in the discrete time CIR. When the noise-only taps are eliminated, por-
tions of the leakage energy are also removed and thus the estimation will show an error floor.
The second type of leakage emerges if not all sub-carriers are used for channel estimation.
In particular, in a typical OFDM system, the sub-carriers at both ends of the spectrum are
left null to form guard bands. Not using the end sub-carriers degrades the performance of
DFT-based techniques as this is equivalent to placing a rectangular window in the frequency
domain which translates to convolution with a sinc-like function in the time domain. This
causes the energy of the CIR to spread out in time. Denoising cuts off the tails of the
sinc-like functions causing ripples around the edge sub-carriers when the denoised CIR is
converted back to the frequency domain [C5.7]. This phenomenon is often referred to as an
“edge effect” or “border effect” and results in estimation errors not being equally distributed
over all sub-carriers. To date studies that effectively address the two leakage issues of the
DFT-based techniques have not been found.
The usefulness of the standard channel estimation techniques discussed above is somewhat
limited in DOCSIS 3.1 systems, as upstream wideband probing has a subcarrier skipping
option. In subcarrier skipping mode, multiple upstream users transmit wideband probing
signals on different subcarriers of the same OFDM symbol. Each user transmits on a dif-
ferent set of subcarriers that are spaced K sub-carriers apart, where K is the number of
simultaneous users. The use of subcarrier skipping with K simultaneous users allows a K-
fold increase in the efficiency of the wideband probing process as compared to a single user
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probing scheme. However, it places additional computational burden on the receiver, which
must generate an estimate of the entire channel for each user despite receiving pilots on only
every Kth subcarrier.
This paper proposes a novel channel estimation technique that can be applied effectively
to generic OFDMA systems, but was designed with DOCSIS 3.1 in mind. The technique
iteratively removes the DFT leakage energy and detects the major taps in the CIR without
any prior knowledge of the CSI. This method not only substantially enhances the channel
estimation accuracy, but also can, at the same time, accurately detect the timing error.
Furthermore, it is capable of accurately interpolating between received pilot symbols, making
it well-suited to channel probing schemes involving DOCSIS 3.1-style subcarrier skipping.
5.2 OFDM Channel Model
Consider the baseband-equivalent OFDMA system shown in Fig. 5.2. The channel band-
width is divided into N sub-carriers, M of which are used for channel estimation and are
assigned BPSK preamble symbols X[m], m = 0, 1, . . . ,M − 1. According to DOCSIS 3.1
specifications [C5.8], there are guard bands at both ends of the allocated spectrum that
cannot be used for data transmission. This restricts the location of the pilot sub-carriers,
which are usually centered at the middle of the allocated spectrum. Denote the vector of
pilot sub-carrier indexes as S = [S(0),S(1), . . . ,S(M − 1)]. The vector elements are related
by S(m) = S(0) +mK,m = 0, 1, . . . ,M − 1, where S(0) is the “start” sub-carrier and K is
sub-carrier “skipping” factor [C5.8].
The OFDMA transmitter employs an IDFT module of size N for modulation. The stan-
dard IDFT/DFT is not used here, but rather the transform pair specified in DOCSIS 3.1,
where the sub-carrier indexing is shifted by −N/2 sub-carriers. Using the DOCSIS 3.1 IDFT,
the transmitted time-domain samples are written as xd[n] =
1√
N
∑M−1
m=0 X[m] exp
(
j2π(S(m)−N/2)n
N
)
,
where n = 0, 1, . . . , N−1 denotes the sample index. To avoid inter-symbol interference (ISI),
a cyclic prefix (CP) consisting of NCP samples is prefixed to the OFDMA symbol. After
performing parallel to serial (P/S) conversion, the time-domain samples are serially passed
through a DAC clocked at sampling rate Fs and filtered with an image rejection filter to
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Figure 5.2 Baseband-equivalent OFDM system for channel probing.
generate the continuous-time signal. Assuming ideal digital to analog (D/A) conversion, the
continuous-time signal can be expressed as
xa(t) =
1√
N
M−1∑
m=0
X[m] exp
(
j2π(S(m)−N/2)(t− Tg)
NTs
)
, 0 ≤ t ≤ NTs + Tg, (5.1)
where Ts = 1/Fs is the sampling period and Tg is guard interval in seconds. Tg is the duration
of the CP which isNCPTs. It is obvious that after the CP is inserted xa(t) = xa(t+NTs), ∀ t ∈
[0, Tg]. In general, the validity of (5.1) depends on how well the up-conversion is performed.
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A channel in a coaxial cable distribution network consists of many paths created by
impedance mismatches among terminals and ports of devices that make up the network.
Each path is characterized by a gain factor αi and an associated delay ǫi normalized to
sampling period Ts. Without loss of generality, ǫ0 is taken to be 0 and ǫi is the delay of path
ith relative to the delay of path 0th. The impulse response of the baseband-equivalent of the
multipath channel is given by
hc(t) = α0δ(t) +
L−1∑
i=1
αiδ(t− ǫiTs), (5.2)
where δ is the Dirac delta function. Furthermore, the parameter L is the number of paths
in the multipath channel. The channel’s delay spread in seconds is ǫmaxTs, where ǫmax =
max
i=1,...,L−1
ǫi which is the delay of the longest multipath component relative to the first.
The continuous time signal received at the receiver is the convolution of the transmitted
signal and the impulse response of the multipath channel. That is
ya(t) =
∫ ∞
0
hc(θ)xa(t− τ0Ts − θ)dθ + w(t)
= α0xa(t− τ0Ts) +
L−1∑
i=1
αixa(t− τ0Ts − ǫiTs) + w(t),
(5.3)
where w(t) is a zero-mean AWGN noise process and τ0 is the timing offset (normalized to
sampling period Ts) introduced by error in detecting the start time of the received OFDMA
symbol. There are many coarse timing estimation techniques, e.g. [C5.9, C5.10, C5.11,
C5.12], that can detect the start time of the received OFDMA frame. With coarse timing,
the detection error can be a few samples.
Assume the system is well designed so that the length of the CP is greater than the
channels delay spread, i.e., Tg > ǫmaxTs, as illustrated in Fig. 5.3. To ensure the DFT output
is ISI-free, the error in the coarse timing detection must not exceed the slack in the CP. This
places the following constraint on coarse timing error:
0 ≤ τ0 ≤ NCP − ǫmax, (5.4)
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where τ0 is the error in coarse timing in samples. By defining τi = ǫi+ τ0, i = 1, 2, . . . , L−1,
the timing error can be incorporated into the base-band channel to get the more realistic
impulse response given by:
hτ (t) =
L−1∑
i=0
αiδ(t− τiTs). (5.5)
Then (5.3) simplifies to
ya(t) =
L−1∑
i=0
αixa(t− τiTs) + w(t), 0 ≤ t ≤ NTs + Tg. (5.6)
The continuous time signal is band-limited and digitally sampled at the receiver with the
sampling rate Fs. After coarse timing detection is performed, the CP is removed. The
discrete-time samples after CP removal are given by
yd[n] = ya(t)
∣∣∣∣
t=nTs+Tg
=
L−1∑
i=0
αixa(nTs + Tg − τiTs) + w[n], n = 0, 1, . . . , N − 1, (5.7)
where w[n] is w(t) sampled at t = nTs + Tg after it has been band-limited. w[n] is complex
white Gaussian noise with zero mean and variance σ2w. To recover the data, an N -point DFT
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block transforms the time-domain sequence back to the frequency-domain:
Y [m] =
1√
N
N−1∑
n=0
yd[n] exp
(−j2π(S(m)−N/2)n
N
)
=
1
N
N−1∑
n=0
L−1∑
i=0
αi
M−1∑
k=0
X[k] exp
(
j2π(S(k)−N/2)(nTs − τiTs)
NTs
)
×
exp
(−j2π(S(m)−N/2)n
N
)
+W [m], m = 0, 1, . . . ,M − 1,
(5.8)
where
W [m] =
N−1∑
n=0
w[n]√
N
exp
(−j2π(S(m)−N/2)n
N
)
, (5.9)
is complex Gaussian noise with zero mean and variance σ2w. Then
Y [m] =
1
N
M−1∑
k=0
X[k]
L−1∑
i=0
αi
N−1∑
n=0
exp
(
j2π(S(k)− S(m))n
N
)
×
exp
(−j2π(S(m)−N/2)τi
N
)
+W [m]
= X[m]
L−1∑
i=0
αi exp
(−j2π(S(m)−N/2)τi
N
)
+W [m]
= X[m]H[m] +W [m],
(5.10)
where H[m] is the multipath channel’s frequency response at sub-carrier S(m), given as
H[m] =
L−1∑
i=0
αi exp
(−j2π(S(m)−N/2)τi
N
)
, (5.11)
With the input/output model of (5.10), the signal-to-noise ratio (SNR) of the received
signal is defined as
SNR =
E
{|X[m]H[m]|2}
E
{|W [m]|2} =
∑L−1
i=0 |αi|2
σ2w
. (5.12)
The task of channel estimation is to obtain the frequency response of the entire channel,
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which is ideally given as
F [k] =
L−1∑
i=0
αi exp
(−j2π(k −N/2)τi
N
)
, k = 0, 1, . . . , N − 1 (5.13)
from known values of X[m] and observed values of Y [m]. Since F [k] is a function of the 2L
unknown parameters
{
αi, τi
}L−1
i=0
, an estimate of F [k] is obtained from estimates of the 2L
unknown parameters. Conventional methods estimateM values ofH[m] and then interpolate
between them to get the entire frequency response, F [k]. In this paper we present a novel
method to obtain 2L values of
{
αi, τi
}L−1
i=0
. As long as 2L≪ M , it will be demonstrated in
the following section that estimating
{
αi, τi
}L−1
i=0
directly provides a better estimate of F [k].
5.3 Conventional Channel Estimation Techniques
This section will discuss several methods that have been used in conventional OFDM/OFDMA
systems. The performance measure used for comparison is the mean squared error between
the ideal and estimated channel frequency responses.
5.3.1 Least-square (LS) estimation
This is the simplest estimation technique, which can be performed without any knowledge
of the channel statistic. In particular, the LS technique estimates the frequency response
of the channel at M frequencies from M observations. The M estimates,
{
ĤLS[m]
}M−1
m=0
minimize
∑M−1
m=0
∣∣∣Y [m]− ĤLS[m]X[m]∣∣∣2 [C5.2]. The first step is to estimate the frequency
response of the channel at the frequencies of the M pilot tones. The frequency response for
pilot tone m, which is sub-carrier S(m), is calculated by
ĤLS[m] =
Y [m]
X[m]
=
H[m]X[m] +W [m]
X[m]
= H[m] + W˜ [m], m = 0, 1, . . . ,M − 1. (5.14)
To be consistent with the literature in the field, the index m in ĤLS[m] is the pilot tone
number, not the more commonly used sub-carrier number. The preamble symbols X(m) are
drawn from a BPSK constellation and are taken to be ±1 without loss of generality. Then
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W˜ [m] = W [m]
X[m]
= ±W [m] are Gaussian distributed random variables with zero mean and
variance σ2w.
The second step is to apply interpolation on ĤLS[m] to obtain the estimated channel
transfer function, F̂LS[k]. There are a number of well-known interpolation techniques, in-
cluding linear interpolation and Spline Cubic interpolation [C5.13]. A detailed discussion of
the merits of various interpolation techniques is outside the scope of this paper. Ideally, with
zero interpolation error, the MSE performance of the LS estimator can be approximated in
closed form as:
MSELS = E
{∣∣∣H[m]− ĤLS[m]∣∣∣2} = E{∣∣∣W˜ [m]∣∣∣2} = σ2w. (5.15)
5.3.2 DFT-based estimation
The DFT-based algorithm was designed for channels with an impulse response that has
most of its energy concentrated in a small number of taps [C5.14, C5.6, C5.15]. The DFT-
based method reduces the noise in the estimate of the impulse response by setting the low
energy taps to zero. Therefore, the performance of the DFT-based method depends on the
energy distribution in the impulse response. If the energy is concentrated in a few taps then
it will outperform the LS estimation.
The method involves a series of steps beginning with an M -point IDFT on ĤLS[m] to
obtain the approximation of the time-domain channel response of the LS estimated channel3,
3Only under a set of special conditions g[n] becomes the impulse response of the physical channel, i.e.
g[n] = hc(t)
∣∣
t=nTs
. The special conditions are hc(t) = 0 for t > NTs/K and M = N/K, i.e. no guard bands.
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given as
g[n] =
1
M
M−1∑
m=0
ĤLS[m] exp
(
j2πmn
M
)
=
1
M
M−1∑
m=0
H[m] exp
(
j2πmn
M
)
︸ ︷︷ ︸
d[n]
+
1
M
M−1∑
m=0
W˜ [m] exp
(
j2πmn
M
)
︸ ︷︷ ︸
η[n]
= d[n] + η[n], n = 0, 1, . . . ,M − 1,
(5.16)
where η[n] is AWGN noise with zero mean and variance σ2η =
σ2w
M
. d[n], which is the signal
component of g[n], can be shown to be
d[n] =
1
M
M−1∑
m=0
L−1∑
i=0
αi exp
(−j2π(S(m)−N/2)τi
N
)
exp
(
j2πmn
M
)
=
1
M
M−1∑
m=0
L−1∑
i=0
αi exp
(−j2π(S(0) +mK −N/2)(Mτi/N)
M
)
×
exp
(
j2π(S(0) +mK −N/2)(n/K)
M
)
exp
(−j2π(S(0)−N/2)(n/K)
M
)
= exp
(−j2π(S(0)−N/2)n
MK
) L−1∑
i=0
αi
M
M−1∑
m=0
exp
(
j2π(S(0) +mK −N/2)(n/K −Mτi/N)
M
)
= exp
(−j2π(S(0)−N/2)n
MK
) L−1∑
i=0
αi
M
exp
(
jπ∆(n−MKτi/N)
MK
)
sin
(
π(n−MKτi/N)
)
sin
(
π(n−MKτi/N)/M
) ,
(5.17)
where ∆ = 2S(0) − N + (M − 1)K. It should be noted that if delay τi is an integer
multiple of N/(MK), the ith channel path energy is concentrated in a single tap located at
n =MKτi/N , otherwise the energy is distributed among all the taps of d[n].
The second step is to select the significant taps of g[n]. A tap is deemed to be significant
if its magnitude is much larger than the standard deviation of the noise, i.e. |g[n]| ≫ ση.
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Specifically, the sequence ĝ[n] of significant taps is constructed from g[n] using:
ĝ[n] =
g[n], if |g[n]| > Λth0, otherwise, (5.18)
where the constant Λth is a threshold used to select the most significant taps of g[n].
The third step is to estimate the frequency response at all sub-carriers by taking the
N -point DFT of ĝ[n]. This yields:
F̂
DFT
[k] =
M−1∑
n=0
ĝ[n] exp
(−j2πk(nN/MK)
N
)
,
=
M−1∑
n=0
ĝ[n] exp
(−j2πkn
MK
)
, k = 0, 1, . . . , N − 1.
(5.19)
The MSE of the DFT-based estimator can be conveniently expressed as
MSE
DFT
= E
{
1
N
N−1∑
k=0
∣∣∣F̂DFT [k]− F [k]∣∣∣2
}
= E
{
M−1∑
n=0
|ĝ[n]− d[n]|2
}
= E
 ∑
n:|g[n]|>Λth
∣∣g[n]− d[n]∣∣2
+ E
 ∑
n:|g[n]|≤Λth
∣∣d[n]∣∣2

=
σ2wLsig
M
+ Pprune
(5.20)
where Lsig is the number of significant taps and Pprune is the power in the N − Lsig taps of
d[n] that were pruned in the construction of ĝ[n]. Raising the threshold Λth reduces Lsig,
thus reducing
σ2wLsig
M
, but increases Pprune. Since both contribute to the MSE, there is an
optimum value of Λth that minimizes the MSE [C5.6].
To reduce the complexity of the DFT method, system designers should select parameter
M as a power of 2 to make use of the Fast Fourier Transform that can be applied to calculate
(5.16), otherwise (5.16) will be computationally demanding.
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5.3.3 LMMSE estimator
The LMMSE estimator is a linear estimator that employs the second-order statistics of
the channel to minimize the MSE [C5.1, C5.3]. Since it uses information about the channel,
the LMMSE estimator performs much better than the LS estimator. This extra information
is the auto covariance function of the channel.
The LMMSE estimation of the channel can be done in either the time domain or the
frequency domain [C5.3]. In the time-domain, from (5.16) and (5.17), one has
g = d+ η, (5.21)
where g,d and η are defined as the column vectors:
g =
[
g[0], g[1], . . . , g[M − 1]]T , (5.22)
d =
[
d[0], d[1], . . . , d[M − 1]]T , (5.23)
η =
[
η[0], η[1], . . . , η[M − 1]]T . (5.24)
The problem becomes estimating d from g. The best linear estimator in the mean-square
error sense is given as [C5.2, C5.3, C5.1]
ĝ =
Rdd
Rdd + IMσ2η
g, (5.25)
where Rdd is the auto-covariance matrix of d, which is assumed to be known apriori, and
IM is the M ×M identity matrix. From (5.17), the vector d can be expressed as
d =

D0,0 D0,1 · · · D0,L−1
D1,0 D1,1 · · · D1,L−1
...
...
...
...
DM−1,0 DM−1,1 · · · DM−1,L−1

︸ ︷︷ ︸
D

α0
α1
...
α
L−1

︸ ︷︷ ︸
α
=Dα, (5.26)
where D is the M × L matrix with elements Dn,l, n = 0, 1, . . . ,M − 1, l = 0, 1, . . . , L − 1,
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defined as
Dn,l = exp
(−j2π(S(0)−N/2)n
MK
)
exp
(
jπ∆(n−MKτl/N)
MK
)
×
sin
(
π(n−MKτl/N)
)
M sin
(
π(n−MKτl/N)/M
) . (5.27)
It is pointed out that matrixDDH, where the superscript H denote the conjugate trans-
pose operation, is generally known as the leakage matrix [C5.16, C5.17], since it describes
the correlation among the discrete channel taps. When the echoes in the channel have delays
that are integer multiples of NTs/(MK), DD
H becomes a size M ×M diagonal matrix.
The delays in the multipath propagation environment in CATV networks change slowly,
or not at all, over time. Assuming the delays and magnitudes of the echoes are known, i.e.,
τi and |αi| are known, the channel auto-covariance matrix can be written as
Rdd = E
{
ddH
}
= E
{
DααHDH
}
=DE
{
ααH
}
DH
=D

|α0|2 0 0 0
0 |α1|2 0 0
0 0
. . . 0
0 0 0 |α
L−1
|2
D
H
(5.28)
The mean squared estimation error can be expressed as [C5.18]
MSE
LMMSE
= E
{‖ĝ − d‖2} = σ2η Trace( RddRdd + IMσ2η
)
=
σ2w
M
M−1∑
i=0
λi
λi + σ2w/M
=
σ2w
M
L−1∑
i=0
|αi|2
|αi|2 + σ2w/M
(5.29)
where λi, i = 0, 1, . . . ,M − 1 are the eigenvalues of Rdd.
There are many approaches to finding a good approximation for Rdd, such as those
presented in [C5.14, C5.15, C5.17] and [C5.19]. All require additional observations or some
apriori knowledge of the channel. Clearly, the accuracy of the LMMSE channel estimator
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depends on quality of the estimate used for Rdd. The MSE given by (5.29) assumes Rdd
is known exactly. Since Rdd is rarely if ever known exactly, (5.28) serves as an optimistic
performance target for channel estimators.
5.4 Iterative Channel Estimation Algorithm
In this section, a novel channel estimation algorithm is developed for channels where the
only distortion is due to multipath propagation. This iterative algorithm is developed sequen-
tially in three sub-sections. Sub-section 5.4.1 constructs a basic estimator that illustrates the
principle of operation. The algorithm is revised in sub-section 5.4.2 to significantly enhance
the accuracy and then generalized in sub-section 5.4.3. Sub-section 5.4.4 then summarizes
the final algorithm.
5.4.1 Iterative channel estimation
The iterative algorithm assumes a multipath channel that has a finite number of paths
and is designed to estimate the channel parameters, which are time delays τi and amplitudes
αi, i = 0, 1, . . . , L− 1, of the paths. The estimated parameters, denoted as τ̂i and α̂i can be
used to obtain the frequency response of the entire channel with the following equation:
F̂
ICE
[k] =
L−1∑
i=0
α̂i exp
(−j2π(k −N/2)τ̂i
N
)
, (5.30)
where k = 0, 1, . . . , N − 1. The proposed iterative channel estimation technique starts by
performing an inverse Fourier transform on Y [m]
X[m]
. The transform has a length of NU/K,
where U is a parameter which controls the resolution of the resulting time domain vector
q[u], given as
q[u] =
1
M
M−1∑
m=0
Y [m]
X[m]
exp
(
j2π (m+ (S(0)−N/2)/K) u
NU/K
)
. (5.31)
Note that U is not necessarily an integer, but rather a number that is chosen to make NU/K
an integer. One suggestion is to make NU/K a power of two so that the complexity of (5.31)
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can be reduced through the use of Fast Fourier Transform algorithm. Equation (5.31) can
be simplified as follows:
q[u] =
1
M
M−1∑
m=0
H[m] exp
(
j2π
(
m+ (S(0)−N/2)/K)u
NU/K
)
︸ ︷︷ ︸
b[u]
+ρ[u]
= b[u] + ρ[u], u = 0, 1, . . . , NU/K − 1,
(5.32)
where ρ[u] is the AWGN noise component given by
ρ[u] =
1
M
M−1∑
m=0
W [m]
X[m]
exp
(
j2π
(
m+ (S(0)−N/2)/K)u
NU/K
)
, (5.33)
which has zero mean and variance σ2ρ =
σ2w
M
.
SinceM ≤ N/K, the complexity of (5.31) is equivalent to an NU
K
-point IDFT. The signal
component of (5.31) can be expressed in a more meaningful form as
b[u] =
1
M
M−1∑
m=0
L−1∑
i=0
αi exp
(−j2π(S(m)−N/2)τi
N
)
exp
(
j2π
(
m+ (S(0)−N/2)/K)u
NU/K
)
=
L−1∑
i=0
αi
1
M
M−1∑
m=0
exp
(−j2π(S(0) +mK −N/2)τi
N
)
exp
(
j2π
(
mK + S(0)−N/2)u/U
N
)
=
L−1∑
i=0
αi
1
M
exp
(
j2π(S(0)−N/2)(u/U − τi)
N
)M−1∑
m=0
exp
(
j2πmK(u/U − τi)
N
)
=
L−1∑
i=0
αi
1
M
exp
(
j2π(S(0)−N/2)(u/U − τi)
N
) exp( j2πMK(u/U−τi)
N
)
− 1
exp
(
j2πK(u/U−τi)
N
)
− 1
=
L−1∑
i=0
αi exp
(
jπ
(
2S(0)−N + (M − 1)K)(u/U − τi)
N
)
sin
(
π(u/U − τi)MK/N
)
M sin
(
π(u/U − τi)K/N
)︸ ︷︷ ︸
Υ( uU−τi)
=
L−1∑
i=0
αiΥ
( u
U
− τi
)
, u = 0, 1, . . . , 〈NU/K〉 − 1, (5.34)
where b[u] is represented as a summation of several channel path kernel functions, Υ(·), that
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are delayed by τi and scaled in amplitude by αi. Each Υ(·) function represents a path in the
channel.
The shape of the Υ(·) function is more clear when it is expressed as
Υ(x) = exp
(
jπ∆x
N
)
psinc
(
xK
N
,M
)
, (5.35)
where ∆ = 2S(0)−N +(M −1)K and psinc(x,M) is the Dirichlet or periodic sinc function,
defined as
psinc(x,M) =

sin(πMx)
M sin(πx)
, x /∈ Z
(−1)x(M−1), x ∈ Z.
(5.36)
The Υ(x) function has zero-crossings at integer multiples of N/(MK), and therefore the
width of the main lobe is 2N/(MK), which is inversely proportional to KM , as illustrated
in Fig. 5.4. This relatively narrow main lobe ensures the magnitude of Υ(x) has a sharp
peak at x = 0. Furthermore, the peak value of Υ(x) is 1.
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Figure 5.4 Example of Υ function, taken with N = 16, ∆ = 0 and different values
for parameters M and K, indicated on the Figure.
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The iterative channel estimation technique centers on peak detection of q[u]. Without
loss of generality, the path indices are defined based on path strength such that
|α0| ≥ |α1| ≥ . . . ≥ |αL−1|. (5.37)
Provided U is chosen large enough for
∣∣∣∣〈τiU〉U − τi
∣∣∣∣ < ∣∣∣∣〈τjU〉U − τi
∣∣∣∣ , ∀j 6= i, i = 0, 1, 2, . . . , L− 1, (5.38)
where 〈·〉 indicates rounding, then from (5.35), (5.37) and (5.38) it follows that
∣∣∣∣α0Υ(〈τ0U〉U − τ0
)∣∣∣∣ > ∣∣∣∣αiΥ(〈τ0U〉U − τi
)∣∣∣∣ , ∀i = 1, 2, . . . , L− 1. (5.39)
This indicates α0Υ
(〈τ0U〉/U − τ0) is the dominant magnitude contributor to b [〈τ0U〉]. The
estimates of αi and τi can be found iteratively starting with a rough approximation of the
parameters of the first path, α0 and τ0 as follows:
u
[1]
0 = argmax
u=0,1,...,NU/K−1
∣∣q[u]∣∣,
τ̂
[1]
0 = u
[1]
0 /U and α̂
[1]
0 = q[u
[1]
0 ],
(5.40)
where the superscript [1] indicates that the value was found on the first iteration. Rough
estimates of the parameters of the second path can then be generated by subtracting the
estimated contribution of the first path, α̂
[1]
0 Υ(u/U − τ̂ [1]0 ), from q[u] to yield:
u
[1]
1 = argmax
u=0,1,...,NU/K−1
∣∣q[u]− α̂[1]0 Υ(u/U − τ̂ [1]0 )∣∣,
τ̂
[1]
1 = u
[1]
1 /U and α̂
[1]
1 = q[u
[1]
1 ]− α̂[1]0 Υ(u[1]1 /U − τ̂ [1]0 ).
(5.41)
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Similarly, rough estimates for αi, τi, i = 2, 3, . . . , L− 1, are found using
u
[1]
i = argmax
u=0,1,...,NU/K−1
∣∣q[u]− i−1∑
k=0
α̂
[1]
k Υ(u/U − τ̂ [1]k )
∣∣,
τ̂
[1]
i = u
[1]
i /U and α̂
[1]
i = q[u
[1]
i ]−
i−1∑
k=0
α̂
[1]
k Υ(u
[1]
i /U − τ̂ [1]k ).
(5.42)
After a set of rough estimates are obtained, the estimates for α0 and τ0 can be improved
by removing the estimated contributions from paths 1 to L − 1 from q[u]. The improved
estimates of α0 and τ0 in this 2
nd iteration are given by
u
[2]
0 = argmax
u=0,1,...,NU/K−1
∣∣∣∣∣q[u]−
L−1∑
k=1
α̂
[1]
k Υ(u/U − τ̂ [1]k )
∣∣∣∣∣ ,
τ̂
[2]
0 = u
[2]
0 /U and α̂
[2]
0 = q[u
[2]
0 ]−
L−1∑
k=1
α̂
[1]
k Υ(u
[2]
0 /U − τ̂ [1]k ).
(5.43)
In a similar manner, the better estimates of α0 and τ0 can be used to produce better estimates
of α1 and τ1. The estimates can be continually improved in this iterative fashion. Specifically,
the impulse response of path i on iteration ν is approximated by
q
[ν]
i [u]
def
== q[u]−
i−1∑
l=0
α̂
[ν]
l Υ(u/U − τ̂ [ν]l )−
L−1∑
k=i+1
α̂
[ν−1]
k Υ(u/U − τ̂ [ν−1]k )
≈ αiΥ(u/U − τi),
(5.44)
and the improved estimates of αi and τi are given by
u
[ν]
i = argmax
u=0,1,...,NU/K−1
∣∣∣q[ν]i [u]∣∣∣ ,
τ̂
[ν]
i = u
[ν]
i /U and α̂
[ν]
i = q
[ν]
i [u
[ν]
i ].
(5.45)
After several iterations the estimates reach, or at least nearly reach, steady state values,
which are denoted as α̂i and τ̂i. These steady state values are used in (5.30) to obtain the
estimated frequency response of the channel.
The accuracy of the aforementioned approximation is significantly affected by the error
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in τ̂i. The proposed approach ideally estimates τ̂i = 〈τiU〉/U . Thus the estimation error in
the worst case could be 0.5/U , i.e., |τ̂i − τi| ≤ 0.5/U . Obviously, larger U reduces the error
at the cost of increasing the estimator’s complexity. Furthermore, the error in τ̂i has the
corresponding effect of diminishing the magnitude of α̂i by up to |Υ(0.5/U)|. For the case
of M = N , the reduction can be as much as -4 dB, -0.9 dB and -0.2 dB for U = 1, U = 2
and U = 4, respectively.
5.4.2 Further enhancing estimation accuracy
The estimate for τi used in section 5.4.1 is rather crude. The accuracy of this estimator,
which simply rounds the argument of (5.45) to the sample nearest to the peak, can be
improved by interpolating between the two samples nearest the peak, thus eliminating the
rounding error, as shown in Fig. 5.5.
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Figure 5.5 Example of interpolation with U = 2. Υ function is obtained with
M = N = 32 and ∆ = 0.
There are several ways of interpolating between two samples. The method used here is
to find the parameters τ¯i and α¯i that force α¯iΥ(ûi/U − τ¯i) and α¯iΥ
(
(ûi+1)/U − τ¯i
)
to equal
the samples on each side of the peak of the argument, where the pair of indices u = ûi and
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u = ûi + 1 can be found, or at least estimated as
ûi,max = argmax
u=0,1,...,NU/K−1
∣∣∣q[ν]i [u]∣∣∣ ,
ûi =
ûi,max, if
∣∣∣q[ν]i [ûi,max + 1]∣∣∣ ≥ ∣∣∣q[ν]i [ûi,max − 1]∣∣∣ ,
ûi,max − 1, otherwise.
(5.46)
As shown in Fig. 5.4, the Υ(·) function has multiple extrema. For the interpolation to
yield a unique and accurate solution, the two samples used must be on opposite sides of the
main lobe peak, i.e. ûi/U ≤ τ¯i ≤ (ûi+1)/U . Under this constraint, the solutions for α¯i and
τ¯i can be found by simultaneously solving
α¯iΥ(ûi/U − τ¯i) = q[ν]i [ûi],
α¯iΥ((ûi + 1)/U − τ¯i) = q[ν]i [ûi + 1],
n̂i/U ≤ τ¯i ≤ (n̂i + 1)/U.
(5.47)
The solution for τ¯i from (5.47) is given by τ¯i = (ûi + θi)/U , where θi is the root of the
following equation:
q
[ν]
i [ûi]
q
[ν]
i [ûi + 1]
=
Υ(−θi/U)
Υ
(
(1− θi)/U
) = exp(−jπ∆
NU
) sin (πMKθi
NU
)
sin
(
πK(1−θi)
NU
)
sin
(
πKθi
UN
)
sin
(
πMK(1−θi)
UN
) , (5.48)
where θi ∈ [0, 1] and ∆ is defined in (5.35). Since sin(x) > 0 ∀x ∈ (0, π), equation (5.48) can
be simplified to ∣∣q[ν]i [ûi]∣∣∣∣q[ν]i [ûi + 1]∣∣ =
sin
(
πMKθi
NU
)
sin
(
πK(1−θi)
NU
)
sin
(
πKθi
UN
)
sin
(
πMK(1−θi)
UN
) = Γ(θi). (5.49)
Denoting κ =
∣∣q[ν]i [ûi]∣∣∣∣q[ν]i [ûi+1]∣∣ , θi can be found as
θi = Γ
−1 (κ) , 0 ≤ θi ≤ 1. (5.50)
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Solving (5.50) in real-time is possible, but very costly due to the complexity of Γ−1(·).
Moreover, the precision of the computation must be very high when θi is close to 0 or 1, i.e.,
when the denominator of (5.49) approaches zero.
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Figure 5.6 θi as a function of ln(κ). Other parameters are selected as M =
1900, K = 1, N = 2048 and U = 1, 2, 4.
Fortunately, (5.50) can be modified to yield a hardware friendly form. Since κ = eln(κ), θi
can be expressed as the function of ln(κ) defined as Γ−1log(ln(κ)) = Γ
−1(eln(κ)) = Γ−1(κ). The
simplicity of the logarithmic form is illustrated in Fig. 5.6, where θi is plotted as a function
of ln(κ) for 3 values of U . It is apparent from Fig. 5.6 that for U ≥ 2, Γ−1log(·) is nearly linear
and can be approximated by Γ−1log(ln(κ)) ≈ β ln(κ) + 0.5, where β is a coefficient that can be
pre-computed from system parameters K,M,N and U as
β =
−0.5
ln
(
sin(πMK
NU
)/M
)− ln (sin( πK
NU
)
) . (5.51)
θi can then be approximated by
θi ≃ β ln(κ) + 0.5 = β
(
ln(
∣∣q[ν]i [ûi]∣∣)− ln(∣∣q[ν]i [ûi + 1]∣∣))+ 0.5, (5.52)
for U ≥ 2. Note that (5.52) does not require a division operation, and is therefore significantly
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more hardware friendly than (5.50).
There are two ways to find the echo strength α¯i. The straight forward approach is to
substitute θi into (5.47), yielding the following expression:
α¯i =
q
[ν]
i [ûi]
Υ
(− θi/U) . (5.53)
Although (5.53) is computationally simple, it amplifies the noise and ISI present in q
[ν]
i [ûi].
In the worst-case scenario, this results in the noise and ISI being increased by a factor of
|Υ(1/U)−1|. This factor decreases as the resolution factor U increases. For the system
parameters shown in Fig. 5.6, the worst case amplification values are 11.12 dB, 1.66 dB and
0.39 dB for U = 1, 2 and 4, respectively. Alternatively, α¯i can be found as:
α¯i =
1
M
M−1∑
m=0
ĤLS[m] exp
(
j2π(S(m)−N/2)τ¯i
N
)
−
L−1∑
k=0,k 6=i
α¯kΥ(τ¯i − τ¯k) , (5.54)
which is computationally more expensive than (5.53), but it prevents the noise and interfer-
ence amplification effect. Consequently, for U ≤ 2, it is advisable to use (5.54) in order to
avoid severe performance degradation due to noise amplification. For U > 2, the amplifica-
tion effect is minimal, so the more computationally efficient (5.53) is preferred.
5.4.3 Estimating the number of channel paths
The ICE technique does not require any channel information, except for an initial es-
timation of the number of channel paths, denoted as L̂, which must be determined before
performing the iterative channel estimation. In reality, the parameter L in (5.34) should be
replaced by L̂ so that the ICE algorithm will estimate 2L̂ channel parameters, {αi, τi}L̂−1i=0 ,
instead of 2L. Therefore it is reasonable to expect the best performance achieved when
L̂ = L.
In some cases, such as CATV networks, the plant is maintained to limit the number of
dominant echo paths. For example, networks that use DOCSIS 3.0 equipment are restricted
to L ≤ 4 while networks that use DOCSIS 3.1 equipment are restricted to L ≤ 2. There-
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fore it is reasonable to fix parameter L̂ = 2 in equipment used in DOCSIS 3.1 upstream
transmission.
Although the ICE technique was initially designed for DOCSIS 3.1 systems, it applies
to general OFDMA systems, where the parameter L is not so constrained and the initial
guesstimation of L̂ affects the channel estimation performance. In particular, with the pro-
posed ICE technique, if the number of paths in the channel is under-detected, i.e. L̂ < L,
there will be performance degradation as the model is unable to compensate for the least
significant channel paths. If the number of path is over-detected, i.e. L̂ > L, the ICE tech-
nique would interpret noise samples as channel paths. Since the power of noise is much less
than the power of an echo, e.g. |α
L−1
|2 ≫ σ2η, performance degradation due to over-detection
is generally less than the degradation caused by under-detection. Therefore, it is better to
error on the side of over-detection.
Moreover, the performance degradation caused by over-detection can be mitigated as
the significant power difference between echoes and noise can be exploited to suppress the
over-detected paths. In particular, a threshold can be employed to differentiate the channel
paths from the noise. The thresholding process replaces (5.53) and (5.54) with:
α¯i =

0, if
∣∣q[ν]i [ûi]∣∣ ≤ λT
1
M
∑M−1
m=0 ĤLS[m] exp
(
j2π(S(m)−N/2)τ¯i
NTs
)
−∑L−1k=0,k 6=i α¯kΥ(τ¯i − τ¯k) , if ∣∣q[ν]i [ûi]∣∣ > λT and U ≤ 2
q
[ν]
i [ûi]/Υ
(− θi/U), otherwise,
(5.55)
where λT is the threshold level. With any threshold level decision, there is always some
probability of a false alarm where a noise sample is declared as an echo. The threshold can
be set to obtain a false alarm probability of Pe, using
λT =
√
−σ2ρ
ln(Pe)
=
√
−σ2w
M ln(Pe)
. (5.56)
Simulation results show that the estimation performance is not particularly sensitive to
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threshold level λT . A reasonable threshold is obtained by setting the false alarm probability
to Pe = 10
−3.
5.4.4 Summary
The iterative channel detection procedure is summarized below:
1. Perform an NU
K
-point IDFT on ĤLS[m] to obtain a transformation of the channel re-
sponse, q[u], as given in (5.31).
2. Conservatively guesstimate a value for L̂ based on the assumed characteristics of the
channel, making sure L̂ ≥ L.
3. Initialize the iteration number and channel path parameters, i.e. ν = 1 and α¯
[0]
i =
τ¯
[0]
i = 0; i = 0, 1, . . . , L̂− 1.
4. Subtract the effect of the estimated channel paths from q[u] using (5.44) with τ¯i and
α¯i in place of τ̂i and α̂i.
5. Estimate û
[ν]
i as in (5.46) then use (5.50) to calculate τ¯
[ν]
i if U = 1. If U > 1, use (5.52)
instead to simplify the computation.
6. Use (5.55) to obtain α¯
[ν]
i .
7. Repeat steps 4) to 6) L̂ times, starting with i = 0 and ending with i = L̂ − 1 to
complete one iteration.
8. Increase ν by 1 and repeat from step 4). Stop the process after a preset number of
iterations.
9. Finally, the transfer function of the multipath channel can be computed similarly to
(5.30) with channel parameters α¯i and τ¯i obtained from the last iteration.
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5.5 Simulation Results
This section investigates the performance of the proposed channel estimation algorithm.
At first, the single echo channel model in [C5.8] is considered, which fixes L̂ = L = 2. Coarse
timing error τ0 is modeled as a random variable that is uniformly distributed between 0 and
10, i.e. τ0 ∼ U(0, 10). The echo delay in seconds, i.e. ǫ1Ts, is uniformly distributed between 0
and 0.5 µs. The power of the micro-reflection is −16 dBc relative to the main path, which is
the worst case specified in DOCSIS 3.1. The sampling rate of the system is Fs = 102.4 MHz.
The signal is generated using an N = 2048 point IFFT, and has M = 1900 pilots indexed
by S(m) = m + 74, m = 0, 1, . . . , 1899 (no sub-carrier skipping), which leaves 74 unused
carriers as guard bands at both ends of the spectrum.
Fig. 5.7 presents the performance of the proposed iterative channel estimator (ICE) in a
DOCSIS 3.1 channel and compares it with the performance of the conventional estimators
discussed previously. It can be seen that performance of the simple LS approach (no priori
channel information) is the worst among all, followed by the DFT method. Despite having
superior performance over the LS method in the low SNR region, the performance of the
DFT method is worse than the LS method for SNR greater than 33 dB. It is apparent that
33 dB marks the location where the leakage power in the estimation is greater than noise
power and becomes the main source of performance degradation for the DFT method (see
Eq. (5.20)).
Performance of the ICE technique is illustrated for three up-sampling factors: U = 1, U =
2 and U = 4. The ICE method clearly outperforms both the LS and DFT techniques, even
with U = 1. However, with U = 1, the ICE method hits an error floor of 4 · 10−5 for SNRs
above 20 dB that can not be reduced by increasing the number of iterations.
When increasing the up-sampling factor to U = 2, it can be seen that the error floor
depends on the number of iterations. As can be seen in Fig. 5.7, there is considerable
improvement between 2 and 20 iterations. In particular, the MSE level at 20 iterations is
10 times lower than that achieved with 2 iterations. However, only marginal performance
gains are obtained by exceeding 20 iterations. Interestingly, a further increase of the up-
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Figure 5.7 Performance of the proposed technique for 1 echo DOCSIS 3.1 channel
model.
sampling factor to 4 has little effect on the algorithm performance. Specifically, the MSE
level with U = 4 and 20 iterations is almost identical to that with U = 2 and 20 iterations.
The simulation results provide strong evidence that an up-sampling factor of U = 2 and 20
iterations should be used.
It can be seen that the proposed algorithm outperforms the conventional methods, es-
pecially in the low-SNR region, where the ICE estimator is 30 dB better than the LS. In
addition, the performance of the ICE asymptotically approaches that of the LMMSE, but
does not need apriori knowledge of the auto-covariance of the channel. Furthermore, the
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ICE method requires only a single OFDMA symbol to achieve this level of performance.
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Figure 5.8 Comparing mean squared error versus echo delay for 2 cases: a)
SNR=20 dB and b) SNR = 40dB.
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Fig. 5.8 illustrates the MSE of the ICE estimator for different echo delays where U = 2
and the SNR is 20 and 40 dB. Simulations were run 105 times with different echo delays
that are uniformly distributed between 0 and 10 samples. The more realistic fractional delay
channel model shows that the leakage becomes significant when ǫ1 ≤ 1. As can be seen from
the figure, the estimation error reaches its peak when two paths are separated by about half
the sample period. When only one iteration is performed, the estimation error gradually
declines as the echo delay increases, as the influence of the main path on the echo and vise
versa is lessened when the delay between them increases. Interestingly, when the estimator
employs more than 5 iterations, the MSE quickly drops to error floors of 10−5 and 10−7 for
SNR = 20 and 40 dB, respectively, which indicates that the residual leakage is successfully
suppressed.
It is notable that when the echo delay is less than a sample period, the estimation error is
very high as compared to the error caused by larger echo delay. Specifically, when ǫ1 < 1, the
performance of the ICE technique is limited to around 10−4 regardless of SNR level. That
observation indicates that the error floor of the ICE method shown in Fig. 5.7 is likely caused
by scenarios in which the echo delays are less than 1 sample duration. However, even in such
a challenging scenario, the estimation performance is still very reasonable (MSE ≤ 10−4
after 20 iterations, which is 20dB better than the LS). Note that the algorithm requires a
larger number of iterations to accurately detect echoes with less than one sample delays.
Therefore, the estimation process can be further simplified by adaptively performing more
iterations for echoes with short delays and fewer iterations for echoes with longer delays.
Simulations indicate that for any echo delay greater than 6 samples, only 2 iterations are
needed to accurately detect the multipath channel’s coefficients.
Since τ0 is the delay of the main path, it is also the timing error. Therefore the proposed
technique not only estimates the channel’s frequency response, but also detects the timing
error. Fig. 5.9 illustrates the variance of timing estimation error normalized to a sample
period, i.e., E
{|τ¯0 − τ0|2}, for various SNR values. The simulation parameters are the same
as in Fig. 5.7, where the up-sampling factor U is fixed at 2 and a maximum of 20 iterations
were executed for each detection. To avoid the most difficult detection scenario discussed
133
0 5 10 15 20 25 30 35 40
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
SNR
Ti
m
in
g 
M
SE
 
 
ICE, U=2, 1 iter
ICE, U=2, 2 iters
ICE, U=2, 5 iters
ICE, U=2, 10 iters
ICE, U=2, 20 iters
U−2/12
U = 2
U = 1
U = 4
U = 32
U = 2048
Figure 5.9 MSE of fine timing offset estimation.
previously, ǫ1 is constrained to be greater or equal to 1. As can be seen in Fig. 5.9, at 20
iterations, the timing MSE decays exponentially with SNR, indicated by the straight line in
the figure.
Conventional OFDMA timing detection techniques, such as [C5.9, C5.11, C5.12, C5.10],
are all timing-metric based estimation techniques, which limit detection resolution to a sam-
ple period. Therefore, timing offset variance of these conventional techniques is inherently
greater than 1/12, which is easily outperformed by the proposed algorithm. The initial ICE
algorithm of section 5.4.1 has a timing offset that is uniformly distributed between −0.5/U
and 0.5/U . Therefore, the timing variance of the initial ICE algorithm would asymptotically
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approach U−2/12, which is plot as horizontal lines in Fig. 5.9 for various values of U . As
such, the interpolation method introduced in Section 5.4.2 is very important as it provides
excellent timing estimates for a small computational cost.
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Figure 5.10 Performance of the proposed technique for the case of 6 echoes.
Fig. 5.10 illustrates the performance for a 6 echo scenario (L=7), where the 6 echoes
have strengths and delays as specified in Table. 5.1. ǫ1 is constrained to be greater or
equal to 1 and L̂ = L = 7 . The simulation was run for two different skipping factors:
K = 1, i.e. no sub-carrier skipping, and K = 4 which limits the number of pilot sub-carriers
to M = 1900/4 = 475. The simulation used U = 2 and 20 iterations for each detection.
As predicted, when ǫ1 > 1, performance of the ICE algorithm shows no apparent error
floor. Furthermore, significant improvements are seen after the first few iterations, which is
consistent with observations made from Fig. 5.8 and Fig. 5.7.
As shown in Fig. 5.10, the performance for K = 4 is about 6 dB worse than for K = 1.
This makes sense since the noise power σ2ρ =
σ2w
M
is inversely proportional toM , so it increases
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Table 5.1 Micro-reflection characteristics for multi-echo scenario
Echo # Power Delay in seconds
1st −16 dBc ≤ 0.5 µs (∼ 51 Ts)
2nd −22 dBc ≤ 1.0 µs (∼ 102 Ts)
3rd −29 dBc ≤ 1.5 µs (∼ 154 Ts)
4th −35 dBc ≤ 2.0 µs (∼ 205 Ts)
5th −42 dBc ≤ 3.0 µs (∼ 307 Ts)
6th −51 dBc ≤ 4.5 µs (∼ 461 Ts)
by 6 dB when the number of pilot sub-carriers is reduced from 1900 to 475. Therefore,
experimental evidence suggests that the performance of the ICE technique scales well with
the number of pilot sub-carriers.
Estimated number of channel paths
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M
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Figure 5.11 MSE performance versus the estimated number of channel paths.
Finally, Fig. 5.11 shows the MSE performance when the estimated number of channel
paths, L̂, differs from the true number of paths, L. The simulation parameters are the same
as in Fig. 5.10 for the 7 paths channel described in Table 5.1. The skipping factor is K = 1
and the SNR is varied from 10 to 40 dB. When SNR = 10 dB, the best performance is
achieved when L̂ = 4. This is because the power of the 4th, 5th and 6th echoes are close to
or less than the noise power, σ2ρ, and thus can not be detected properly. A similar trend is
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observed when the SNR increases to 25 dB, in which case L̂ = 6 gives the best performance
since only the last channel tap can not be detected due to noise.
The detection performance behaves differently in the high SNR region, i.e. when SNR
≥ 30 dB. In particular, the best performance is observed when L̂ is given the exact number
of channel paths, e.g. when L̂ = 7. As expected, when L̂ < 7, under-detection significantly
reduces channel estimation performance. However, only negligible performance degradations
are observed with over-detection, e.g. when L̂ > 7, due to the threshold that mitigates the
possibility of misidentifying noise samples as channel paths.
5.6 Conclusions
The iterative channel estimation (ICE) algorithm proposed in this paper estimates the
frequency response of a multipath channel by analyzing a single OFDMA symbol. Its per-
formance in terms of variance of estimation error is markedly better than the conventional
LS and DFT-based estimators, especially when the transport delays along the paths are
fractional, i.e. the delays are not integer multiples of the system sampling period. The
performance of the ICE approaches that of the LMMSE, without needing apriori CSI.
The dominant cost of the ICE algorithm is the computation of a DFT and IDFT that do
not depend on the number of paths in the channel. Therefore its cost is virtually independent
of L and is comparable to the cost of DFT-based estimators.
In addition to estimating the frequency response of the channel, the ICE algorithm pro-
vides, at no cost, estimates of parameters that would otherwise be computed elsewhere in
the demodulator. It provides a high precision estimate of the time of arrival of the main
path, which is needed to trim the CP. It also provides estimates of echo strengths that can
potentially be analyzed to identify the location of degraded or faulty components in the cable
network.
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As discussed in Chapter 2, an OFDMA link between the CMs and the CMTS has been
specified in the latest version of DOCSIS standard and it is very likely that an OFDMA
link, perhaps in a modified form, will continue to be employed in subsequent versions of the
DOCSIS standard. Despite various advantages, one drawback of OFDMA is the require-
ment that a cyclic prefix (CP) be inserted at the beginning of each transmitted OFDMA
symbol to mitigate inter-symbol interference (ISI). In general, not only the channel but also
the transceivers’ digital filters determine the length of the CP. Unfortunately, the CP in-
sertion reduces overall transmission throughput by up to 25% for DOCSIS 3.1 upstream
transmission.
This chapter first thoroughly investigates all factors that affect the length of the CP. Then
performance degradation of an OFDM system with insufficient CP is analyzed. Finally, a
novel technique to eliminate the CP is introduced. It is demonstrated that the CP can be
completely removed with only a negligible effect on the transmission performance. Moreover,
the proposed technique consumes only a small amount of hardware, making it a promising
candidate to be included in the next version of DOCSIS standard.
The main contribution to this manuscript comes from the student (first author), while
the three co-supervisors provide equal supervision effort.
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Abstract
The current version of DOCSIS, which is DOCSIS 3.1, has recently been released to support
very high-rate data transfer over existing cable TV systems. The new standard is markedly
different from all previous versions of DOCSIS in that orthogonal frequency-division multiple
access (OFDMA) is used together with high-density QAM constellations (up to 4096-QAM)
in both the downstream and upstream directions. This is in a sharp contrast with the single-
carrier modulation techniques used in prior versions of DOCSIS. Despite many advantages,
the major drawback of orthogonal frequency-division multiplexing (OFDM) is the insertion
of a cyclic prefix (CP) at the beginning of each transmitted OFDM symbol to mitigate inter-
symbol interference (ISI). The CP insertion reduces the overall transmission throughput, by
up to 25% for DOCSIS 3.1 downstream transmission. In general, not only the channel but
also the transceivers’ digital filters determine the length of the CP. In this paper, all the
aspects that determine the CP length are thoroughly addressed. Then a novel technique
to eliminate the CP is introduced and analyzed. It is demonstrated that the CP can be
completely removed with a negligible effect on the transmission performance. Moreover,
the proposed technique consumes only a small amount of hardware, making it a promising
candidate to be included in the next version of DOCSIS.
Index terms
DOCSIS 3.1, OFDM, OFDMA, cyclic prefix, equalization.
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6.1 Introduction
Cable Television Laboratories, Inc. (CableLabs), a not-for-profit research and devel-
opment organization for multiple network providers, has recently released an update to
DOCSIS, referred to as DOCSIS 3.1 [C6.1], which marks a new evolution to the cable in-
dustry. DOCSIS 3.1 was developed to provide cable subscribers with service speed up to
10 Gbps downstream and up to 1 Gbps upstream [C6.2]. The new specifications provide
both opportunities and challenges for CATV network providers to deploy the new systems.
Cable modems 
(CM 1)
CM 2
CM 3
Cable Modem 
Termination System 
(CMTS)
Cable Company 
Distribution Hub
Internet Service 
Provider
Downstream 10 Gbps
Upstream 1 Gbps
Subscribers
Cable plant
Figure 6.1 DOCSIS 3.1 cable plant.
As seen in Fig. 6.1, there are two main components in the cable network: a cable modem
(CM), which is located at the subscriber’s home, and a cable modem termination system
(CMTS), located at the cable company’s head-end. The CMTS is the mastermind of the
network, which is responsible for setting up transmission parameters and allocating time-
frequency resources for a large number of CMs residing at the subscribers’ side. A subscriber
is likely to have multiple devices connected to the CM to consume digital contents such as
television programs, internet applications and voice over internet protocol.
The most significant area of change provided by DOCSIS 3.1 involves spectrum access at
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the physical layer, in which orthogonal frequency division multiplexing (OFDM) is used in the
downstream direction and orthogonal frequency division multiple access (OFDMA) is used
in the upstream direction. OFDM is the method of choice when designing transmission links
for high-speed communication systems. The reason is that OFDM has many advantages,
such as low implementation complexity, high robustness to multipath environments and
high spectral efficiency. It is not a surprise that OFDM is adopted in many contemporary
communication systems, such as WiFi, WiMAX and 4G LTE.
Channel impairments generated by cable plants are significantly different from typical
OFDM channels discussed in the literature. The greatest difference is in the transmission
medium, which is coaxial for the cable systems. The coaxial channel used to carry DOCSIS
signal is a slow time-varying channel, over which the signal from a CM reaches a CMTS
via a main path and possibly several echo paths. It should be noted that characteristics of
the coaxial channel (i.e. echo gains and delays) change slowly or not at all overtime. Aside
from using DOCSIS 3.1-compliant modulators/demodulators, cable operators must upgrade
their cable infrastructure to satisfy the standard imposed by DOCSIS 3.1. Those unique
characteristics of the latest DOCSIS standard opens new opportunities as well as issues and
challenges for researches to make contribution into the newly specified cable systems.
While OFDM systems have been studied for many years, the DOCSIS 3.1 downstream
standard is unique in that it tries to maximize the overall spectral efficiency of the system
(i.e., to operate as close to the Shannon limit as conditions allow). In particular, the OFDM
downstream multicarrier system contains up to 7600 sub-carriers occupying a total band-
width of 192 MHz. Moreover, the DOCSIS 3.1 downstream specifications introduce very
high order modulation schemes, with mandatory support up to 4096-QAM and optionally
support up to 16384-QAM, which allows the network operators to maximize their network
capacity and take advantage of signal quality improvements.
The major factor that limits performance of an OFDM system is inter-symbol interference
(ISI). In general, there are two sources of ISI. The first is caused by multipath propagation,
in which a signal from the transmitter reaches the receiver via many different paths, which
includes a main path and several echo paths. Since the transmission medium considered in a
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DOCSIS system is a coaxial cable distribution network, which consists of many coaxial cable
lines and devices such as splitters, taps, and various loads, the echo paths are generated due
to impedance mismatch among terminals and ports of devices. As a result, the multipath
propagation smears the transmitted waveform, causing ISI between OFDM symbols. The
second source of ISI is from digital filters located at the front-end of the transceivers. In
particular, the channel linking an OFDM transmitter and a receiver includes more than just
echoes. It also includes band limiting reconstruction/anti-aliasing filters, which are required
for up-converting signals at the transmitter and down-converting signals at the receiver.
These filters introduce delay spreads and cause a smearing effect similar to that due to the
multipath propagation.
OFDM systems use block-wise transmission method where each data block represents one
OFDM symbol. To mitigate the ISI, a guard time, which is usually in the form of a CP, is
inserted between OFDM symbols/blocks. A CP is formed by duplicating the last samples of
the block to the beginning. This is done to ensure that the OFDM symbol remains periodic
within the receiver’s Fourier-transform window. However, since a CP adds an overhead to
each data block, it reduces the transmission rate. This can also be considered as a waste of
energy by transmitting a part of the symbol that is not used for detection. The amount of
overhead depends on the CP duration, which is determined by the sum of the delay spreads
of the transceivers’ digital filters and multipath channel in the operating environment.
In many practical situations, the total delay spread could be rather large and using a
CP of the corresponding length would severely reduce the throughput of the system. For
example, in DOCSIS 3.1, the maximum throughput loss in downlink transmission can be
up to 25%, since the useful symbol duration is 20 µs while the longest path is expected to
have a delay of 5 µs in relation to the main path. Enlarging the data block size, i.e., the
Fourier transform size, would mitigate this problem but it would increase the transmission’s
latency as well the peak-to-average power ratio (PAPR), for which high cost RF amplifiers
are required.
The above problems of using CP motivate many investigations into CP shortening tech-
niques. Generally, there are two main approaches to deal with the CP issues. The first ap-
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proach employs a time-domain equalizer (TEQ) to artificially shorten the channel response
[C6.3, C6.4, C6.5]. A TEQ is basically a finite impulse response (FIR) filter. Designing a
good TEQ is often a difficult task as it requires complex operations such as calculation of
eigenvalues, matrix inversion, matrix division, etc., which do not lend themselves easily to
implementation in hardware. Furthermore, the length of a TEQ in samples is proportional
to system rate, which can be high for wide-band signals as those in DOCSIS 3.1 systems.
Since most of the computations for TEQ are matrix-based related, complexity of the TEQ
grows at least quadruply with the increase of the signal’s bandwidth. Therefore, it is highly
impractical to employ TEQ for high bandwidth signal.
The second approach involves directly truncating the CP, making OFDM symbols subject
to ISI, then using different techniques to minimize the distortion caused by the insufficient
CP. In particular, ISI mitigation in OFDM can be done with a precoder employed at the
transmitter side [C6.6, C6.7, C6.8] or decision-feedback/turbo equalizer employed at the
receiver side [C6.9, C6.10, C6.11], or both can be used at the same time [C6.12]. Complexity
is still the main concern for this approach. Since the precoder matrix is large, channel-
dependent and requires matrix multiplications to implement, it is not suitable for a system
with large number of sub-carriers like DOCSIS 3.1 systems. Although turbo equalizer is
an excellent ISI-suppressing technique, its computational complexity is relatively high since
the advantage offered by this method derives from the intensive data exchange between the
channel decoder and the equalizer.
This paper proposes a novel method to transmit OFDM signals in a multipath channel
without using CP for ISI protection. First, detailed analysis on the amount of ISI power when
using insufficient CP will be provided. Then it will be shown that using Nyquist filters for the
reconstruction/anti-aliasing filters and making them matched would eliminate the ISI caused
by band-limiting and there would be no need to use a CP. Lastly, a novel TEQ is introduced
to efficiently inverse the multipath channel in the time-domain and significantly suppress ISI
caused by the insufficient CP. The proposed TEQ is structured as a sparse recursive filter,
which is a very high-order infinite impulse response (IIR) filter that is controlled by only a few
coefficients. As an example, it will be shown that, by incorporating the proposed designs, the
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DOCSIS 3.1 down-link channel transmission can achieve the maximum bandwidth efficiency
regardless of the multipath channel condition.
6.2 OFDM System Model
cf54 MHz 1794 MHz
24 to 192 MHz
|H(f)|
f
Figure 6.2 DOCSIS 3.1 downstream frequency plan.
The system considered in this paper is structured following specifications of DOCSIS 3.1
[C6.1], which uses OFDM in the downstream channel to support both 25 kHz and 50 kHz
sub-carrier spacing options. The normal downstream channel supports channel bandwidths
from 54 MHz up to 1002 MHz. However, in order to take the advantage of highly-efficient
bandwidth usage enabled by OFDM, the upper downstream edges can be extended, if nec-
essary, to 1218 MHz or even 1794 MHz, as illustrated in Fig. 6.2.
Referring to the OFDM system in Fig. 6.3, the channel bandwidth is divided into N
sub-carriers, M of which are used for data transmission. As specified in DOCSIS 3.1 [C6.1],
there are guard bands at both ends of the allocated spectrum that cannot be used for data
transmission. This restricts the locations of the data sub-carriers, which are usually centered
at the middle of the allocated spectrum. For OFDM systems, the two most popular sub-
carrier allocation strategies are localized frequency-division multiple access (L-FDMA) and
interleaved frequency-division multiple access (I-FDMA). Denote the vector of data sub-
carrier indexes as S = [S(0),S(1), . . . ,S(M − 1)], where the elements are related by
S(m) = S(0) +mNskip, m = 0, 1, . . . ,M − 1. (6.1)
Here S(0) is the starting sub-carrier and Nskip is an integer number denoting the sub-carrier
skipping factor. It can be seen that Nskip = 1 corresponds to L-FDMA, whereas Nskip > 1
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Figure 6.3 Structure of an OFDM system.
generally means I-FDMA.
The OFDM transmitter employs an IDFT module of size N for modulation. The trans-
formed time-domain samples during the kth OFDM symbol interval are written as
xk[n] =

1√
N
∑M−1
m=0 Xk[m] exp
(
j2π(S(m)−N/2)n
N
)
, n = 0, 1, . . . , N − 1
0, otherwise
, (6.2)
where Xk[m] denotes the m
th QAM data symbol, which has unit average power, transmitted
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during the kth OFDM symbol interval and n = 0, 1, . . . , N−1 denotes the time-domain sam-
ple index. It is pointed out that, instead of the standard IDFT/DFT, the Fourier transform
pair specified in DOCSIS 3.1 is used in our analysis, where sub-carrier indexing is shifted
by −N/2 sub-carriers1. The sub-carrier index shifting creates equal-size guard bands on
both sides of the signal spectrum, which is required to accommodate transition bands of the
digital filters that follow (see Fig. 6.4 for the illustration).
The OFDM system in DOCSIS 3.1 uses a CP to avoid inter-symbol interference. In
particular, an NCP samples are taken from the end and appended to the beginning of the
OFDM symbol. The length of the CP is normally set to accommodate the expected delay
spread of the channel. The CP-appended kth OFDM symbol is defined as
xCPk [n] =

xk[n−NCP], NCP ≤ n ≤ N − 1
xk[n+N −NCP], 0 ≤ n ≤ NCP − 1
0, otherwise
. (6.3)
Using (6.2), the above expression is mathematically equivalent to
xCPk [n] = r[n]
1√
N
M−1∑
m=0
Xk[m] exp
(
j2π(S(m)−N/2)(n−NCP)
N
)
, ∀n (6.4)
where r[n] is a rectangular window function, defined as
r[n] =
1, if 0 ≤ n ≤ N +NCP − 10, otherwise . (6.5)
The input x[n] to the D/A block in the transmitter is a concatenation of many OFDM
symbols, which can be mathematically written as
x[n] =
∞∑
k=0
r[n− k(N +NCP)] xCPk [n− k(N +NCP)], ∀n. (6.6)
1Of course all analysis and results in this paper also apply if the standard IDFT/DFT is used.
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Figure 6.4 Using a low-pass filter to remove spectral images.
The digital signal x[n] is then converted to an analog signal followed by a reconstruction/low-
pass filter, HT(f), to remove spectral images. As illustrated in Fig. 6.4, the width of the
guard band on each side of the signal spectrum consists of (N −M) null sub-carriers, which
can be used to accommodate the transition band of the low-pass filter.
A channel in a coaxial cable distribution network consists of many paths created by
impedance mismatches among terminals and ports of devices that make up the network.
Each path is characterized by a gain factor αi and an associated delay τi (seconds). The
impulse response and frequency response of the multipath channel are therefore given by
hC(t) =
Np−1∑
i=0
αiδ(t− τi) F←→ HC(f) =
Np−1∑
i=0
αi exp(−j2πfτi) (6.7)
where δ is the Dirac delta function. Furthermore, the parameter Np is the number of paths
in the multipath channel. Note that the spectrum considered in Fig. 6.4 is at base-band,
i.e., no up/down frequency translation is considered. Thus, for the equivalent base-band
channel modeled in (6.7), the gain factors {αi} are complex values. Also note that τ0 is not
necessarily the time-of-arrival of the main path but rather indicates the timing detection
error at the receiver, which typically takes a value between −Ts/2 and Ts/2, where Ts is the
sampling period of the analog-to-digital converter in the receiver.
At the receiver, the received signal is passed through a low-pass filter HR(f) to reject
adjacent channel’s spectrum, remove out-of-band noise power and prevent aliasing. Since the
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analog-to-digital conversion is performed at system rate Fs, the width of transition bands of
HR(f) must be less than or equal to
N−M
2
Fs (Hz) in order to prevent aliasing. Let pT(t) and
pR(t) be the impulse responses corresponding to HT(f) and HR(f), respectively. Because of
the low-pass filters, the equivalent analog channel between the transmitter and the receiver
is band-limited and can be written as
g(t) = pT(t) ∗ hC(t) ∗ pR(t), (6.8)
where ∗ denotes convolution. It follows that the analog signal received at the receiver can
be written as
y(t) = x(t) ∗ g(t) + w(t) ∗ pR(t), (6.9)
where w(t) is zero-mean additive white Gaussian noise (AWGN). The signal y(t) is then
digitally sampled at the receiver with the sampling rate Fs to obtain digital signal y[n] =
y(t)|t=nTs .
Assume that the filtering processes are perfect so that there is no alias caused by the
digital-to-analog (D/A) and analog-to-digital (A/D) conversions. In that case, the analog
band-limited channel is equivalent to a digital channel, whose impulse response is obtained
by sampling the analog channel’s impulse response at sampling duration Ts = 1/Fs, given
as g[n] = g(t)|t=nTs . Under the equivalent digital channel g[n], the signal y[n] can be alter-
natively expressed as
y[n] = x[n] ∗ g[n] + w[n] =
Ng−1∑
l=0
g[l]x[n− l] + w[n], (6.10)
where Ng is the length of g[n] in samples and the noise sample w[n] is obtained by band
limiting and sampling w(t), i.e., w[n] =
(
w(t) ∗ pR(t)
)∣∣
t=nTs
. Note that NCP and Ng are
generally not equal. In order to archive zero-ISI, the length of CP must be made long
enough to satisfy NCP ≥ Ng − 1 [C6.13]. Since HR(f) has a flat frequency response at pass-
band, w[n] can be considered as complex white Gaussian noise with zero mean and variance
σ2w.
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There are two sources of ISI in the system. The first comes from the multipath channel,
which makes the received signal consisting of the direct path signal overlaid with echoes of
smaller amplitudes. The second comes from the filters employed between the transmitter
and the receiver. In particular, the low-pass filter causes a smearing effect [C6.13]. The
narrower the filter’s transition band, the longer the impulse response gets, which results
in severer smearing effect. As a consequence, the CP must be long enough to cover both
the channel’s delay spread and the lengths of the filters’ impulse responses. The following
sub-sections analyze the effects of ISI on signal detection under the cases of sufficient and
insufficient cyclic prefixes.
6.2.1 Sufficient cyclic prefix
If sufficient CP is employed, i.e., NCP ≥ Ng − 1, the received signal corresponding to the
kth OFDM symbol after removing CP can be written as
y
k
[n] =
Ng−1∑
l=0
g[l]x[n− k(N +NCP) +NCP − l] + w[n]
=
Ng−1∑
l=0
g[l]xCPk [n+NCP − l] + w[n], n = 0, 1, . . . , N − 1.
(6.11)
To recover the data, an N -point DFT block transforms the time-domain samples back to
the frequency-domain values:
Yk[m] =
1√
N
N−1∑
n=0
y
k
[n] exp
(−j2π(S(m)−N/2)n
N
)
=
1
N
N−1∑
n=0
Ng−1∑
l=0
g[l]
1√
N
M−1∑
m=0
Xk[m] exp
(
j2π(S(m)−N/2)(n− l)
N
)
×
exp
(−j2π(S(m)−N/2)n
N
)
+W [m], m = 0, 1, . . . ,M − 1,
(6.12)
where
W [m] =
N−1∑
n=0
w[n]√
N
exp
(−j2π(S(m)−N/2)n
N
)
, (6.13)
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is complex Gaussian noise sample with zero mean and variance σ2w. Then
Yk[m] =
1
N
M−1∑
d=0
Xk[d]
Ng−1∑
l=0
g[l]
N−1∑
n=0
exp
(
j2π(S(d)− S(m))n
N
)
×
exp
(−j2π(S(m)−N/2)l
N
)
+W [m]
= Xk[m]
Ng−1∑
l=0
g[l] exp
(−j2π(S(m)−N/2)l
N
)
︸ ︷︷ ︸
G[m]
+W [m]
= Xk[m]G[m] +W [m],
(6.14)
where G[m] is the digital-equivalent channel’s frequency response at sub-carrier S(m). Since
the QAM symbolXk[m] has unit average power, the signal-to-noise ratio (SNR) can therefore
be expressed as
SNR =
E
{∣∣Xk[m]G[m]∣∣2}∣∣W [m]∣∣2 =
E
{∣∣G[m]∣∣2}
σ2w
=
∑Ng−1
l=0
∣∣g[l]∣∣2
σ2w
(6.15)
The above analysis clearly shows that there is no ISI effect in the received signal. The
CM can simply employ a frequency domain (FD) equalizer to reverse the multipath channel
effect. In particular, the symbol detection can be performed based on the minimum mean-
square error (MMSE) criterion, i.e., using an MMSE equalizer in the frequency domain.
That is
X̂k[m] =
Yk[m]G
∗[m]
G[m]G∗[m] + σ2w
. (6.16)
6.2.2 Insufficient cyclic prefix
For the case of insufficient CP, i.e., NCP < Ng−1, the number of received samples getting
affected by ISI is NISI = Ng − 1 − NCP. In this case, the signal after removing CP can be
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Figure 6.5 Inter-symbol interference caused by insufficient CP.
written as
y
k
[n] =
Ng−1∑
l=0
g[l]x[n− k(N +NCP) +NCP − l] + w[n]
=
Ng−1∑
l=0
g[l]xk[n− l] +
NISI−1∑
n=0
NISI−n∑
η=0
g[NCP + η]
(
xk−1[n+N − η]− xCPk [n− η]
)
︸ ︷︷ ︸
ISIk−1[n]
+w[n]
=
Ng−1∑
l=0
g[l]xk[n− l] +
NISI−1∑
n=0
ISIk−1[n] + w[n], n = 0, 1, . . . , N − 1, (6.17)
where ISIk−1[n], n = 0, 1, . . . , NISI−1 denotes the ISI caused by the decay tail from the
(k− 1)th OFDM symbol which smears through the CP and into the first NISI samples of the
kth OFDM symbol. In the above equation, the portion xk−1[n + N − η] denotes a sample
at the tail of the (k − 1)th OFDM symbol that causes interference to yk[n] and the portion
xCPk [n− η] denotes a missing/should be CP sample used to prevent ISI. Since the frequency-
domain QAM symbols Xk[m] have unit average power and the fact that there is only M
active sub-carriers out of N in the system, the time-domain samples xk[n] obtained after the
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IDFT transformation in (6.2) should have an average power of M/N . Thus the average ISI
power that affects the kth OFDM symbol can be calculated as
PISI = E
{
NISI−1∑
n=0
∣∣ISIk−1[n]∣∣2
}
=
(
E
{|xk−1[n]|2}+ E{|xCPk [n]|2})NISI−1∑
η=0
∣∣g[NCP + n]∣∣2(n+ 1)
=
2M
N
NISI−1∑
n=0
∣∣g[NCP + n]∣∣2(n+ 1).
(6.18)
The above expression shows that the ISI power clearly depends on the NISI tail values of
g[n] and that the ISI is caused solely by the previous OFDM symbol.
It should be noted that the low-pass filtering causes ramp-up and ramp-down effects on
g[n], so that the few first and the few last values of g[n] are quite small in amplitude as
compared to the values around the center of g[n] (see Fig. 6.5). Therefore the ISI power
can be reduced by delaying the DFT window by D samples. By doing so, there will be
NISI − D samples less contributing to ISI from the previous OFDM symbol, but there will
be ISI contributed from samples of the next OFDM symbol. In particular, (6.17) can be
re-written as
yD
k
[n] =
Ng−1∑
l=0
g[l]x[n−D − k(N +NCP) +NCP − l] + w[n]
=
Ng−1∑
l=0
g[l]xk[n−D − l] + w[n]
+
NISI−1∑
n=D
NISI−n∑
η=0
g[NCP +D + η]
(
xk−1[n+N −D − η]− xCPk [n−D − η]
)
︸ ︷︷ ︸
ISIk−1[n]
+
N+D−1∑
n=N
n−N∑
η=0
g[η]
(
xCPk+1[n−N − η]− xk[n− η]
)
︸ ︷︷ ︸
ISIk+1[n]
.
(6.19)
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In this case, the total ISI power can be shown to be
P
(D)
ISI =
2M
N
(
D−1∑
n=0
∣∣g[n]∣∣2(D − n) + NISI−D∑
n=1
∣∣g[NCP +D + n]∣∣2n
)
. (6.20)
It is clear that, depending on the specific impulse response of g[n], there is an optimum value
for D that minimizes the interference power P
(D)
ISI .
The ISI in the time-domain is considered as noise that spreads out to all frequency-domain
symbols, thanks to the DFT operation. The frequency-domain symbols can be recovered as
Y
(D)
k [m] =
1√
N
N−1∑
n=0
yD
k
[n] exp
(−j2π(S(m)−N/2)n
N
)
= Xk[m]G
(D)[m] +W (D)[m] + I[m],
(6.21)
where
G(D)[m] = G[m] exp
(−j2π(S(m)−N/2)D
N
)
, (6.22)
and
W (D)[m] = W [m] exp
(−j2π(S(m)−N/2)D
N
)
. (6.23)
The term I[m] is noise caused by ISI, which can be approximated as an AWGN sample with
variance σ2ISI = P
(D)
ISI /N .
The main focus of the paper is to design an OFDM system with severely insufficient CP,
i.e., very short or no CP at all. An ultimate goal for the design is to make the total ISI
power significantly less than the noise power so that shortening the CP would result in a
negligible SNR loss, i.e. σ2ISI ≪ σ2w. To this end, the two aforementioned main sources of ISI,
which come from low-pass filtering and multipath channel propagation, will be addressed in
Sections 6.3 and 6.4, respectively.
6.3 Suppressing ISI Caused by the Filtering Effect
The block diagram in Figure 6.6 illustrates a practical implementation of the digital
low-pass filters used in the D/A and A/D converters of an OFDM system. Since it is
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Figure 6.6 Digital low-pass filters used in the D/A and A/D converters of an
OFDM system (the IDFT and DFT blocks are omitted).
difficult and expensive to design analog filters with sharp transition band, a low-pass digital
filter in the transmitter, HT(e
jω), is included to increase the sampling rate. With this
implementation, the guard-bands, which consist of (N −M) vacant frequency sub-carriers,
can be kept low without stressing the design requirements of the analog reconstruction
filter[C6.13]. Similarly, there is a digital decimation filter, HR(e
jω), at the receiver side, that
has a similar spectral mask with that of HT(e
jω). The digital filters and the D/A conversion
run at rate LFs where L is the up-sampling factor. For a system designed with analog
up/down converters (frequency translators), L = 2 is generally recommended in order to
achieve highest complexity reduction [C6.13]. Larger L might be required for a system that
employs digital frequency translators or having multiple channels per radio frequency (RF)
port.
The multipath channel can be considered as an equivalent digital filter HC(e
jω), which
runs at rate LFs so that
HC(e
jω) = HC(f)
∣∣∣∣
f=ωLFs
2pi
. (6.24)
To focus on the ISI caused by filtering effect, assume that the receiver employs a time-domain
equalizer, Heq(e
jω), which is capable of inverting the multipath channel effect, i.e.,
HT(e
jω)HC(e
jω)Heq(e
jω)HR(e
jω) = HT(e
jω)HR(e
jω). (6.25)
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Provided that (6.25) holds, one can design HT(e
jω) and HR(e
jω) as Nyquist pulse shaping
and matched filters, respectively, so that they can work together to mitigate the ISI after
down-sampling to the symbol rate. A popular choice for the pair of pulse shaping and
matched filter is the square-root raised cosine (SRRC) filter, whose frequency response is:
HSRRC(e
jω) =

1, for |ω| ≤ π(1−β)
L√
1
2
[
1 + cos
(
π
2β
(
|ω|L
π
− 1 + β
))]
, for π(1−β)
L
< |ω| ≤ π(1+β)
L
0, otherwise,
(6.26)
where ω, β, L are frequency in radians/sample, the filter’s roll-off factor and the ratio of
sampling rate to symbol rate, respectively. To make sure the edge sub-carriers on both sides
of the spectrum are not distorted by the filtering effect, the roll-off factor, i.e., the amount
of exceed bandwidth, must satisfy
β ≤ N −M
N
. (6.27)
If HT(e
jω) = HR(e
jω) = HSRRC(e
jω) and perfect equalization is assumed, it follows that
the impulse response of the equivalent digital channel becomes g[n] = δ(n), and therefore
y[n] = x[n] +w[n] and there is no ISI when converting the signal y[n] back to the frequency
domain for OFDM demodulation.
However, to produce a causal filter with spectral mask specified in (6.26), the filter’s
impulse response must be delayed and truncated. There are many techniques to design an
SRRC filter [C6.14]. The simplest method is taking the inverse Fourier transform of (6.26),
truncate and delay the result. In particular, an order-Ω FIR filter that approximates the
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SRRC filter can be obtained as
hΩSRRC[n] =

1
L
(
1− β + 4β
π
)
, for n = Ω
2
β√
2L
[(
1 + 2
π
)
sin
(
π
4β
)
+
(
1− 2
π
cos
(
π
4β
))]
, for n = Ω
2
± L
4β
sin
(
π(1−β)(n−ϕ)
L
)
+ 4β(n−ϕ)
L
cos
(
π(1+β)(n−ϕ)
L
)
π(n− ϕ)
[
1−
(
4β(n−ϕ)
L
)2] , for 0 ≤ n ≤ Ω,
n 6= Ω
2
, n 6= Ω
2
± L
4β
0, otherwise.
(6.28)
where ϕ = Ω/2 is a delay in samples of the truncated FIR filter.
The truncation causes ripples in the passband of the signal spectrum as well as ISI, since
the two filters’ impulse responses no longer convolve into a Nyquist pulse. In particular, the
impulse response g[n] shows a main tap which has a dominant magnitude and the rest are
ISI taps. To minimize the ISI power, especially when no CP is employed, it is obvious that
one should exclude the main tap from the ISI equation (6.20), which means taking D as the
location of the main tap in g[n], i.e.,
D = argmax
n=0,1,...,Ng−1
{|g[n]|} . (6.29)
Then the total ISI power in one OFDM symbol in the case of zero-CP is
PISI−ZCP =
2M
N
(
D−1∑
n=0
∣∣g[n]∣∣2(D − n) + Ng−D−1∑
n=1
∣∣g[D + n]∣∣2n) , (6.30)
which is spread out to all N sub-carriers after performing DFT. Thus each sub-carrier suffers
from an interference power of PISI−ZCP/N , which is considered as noise power. Since the
average signal power at each sub-carrier is 1, the signal-to-interference ratio can be computed
as
SIR =
E
{
Xk[m]G
(D)[m]
}
PISI−ZCP/N
=
N2
2M
∑Ng−1
n=0
∣∣g[n]∣∣2∑D−1
n=0
∣∣g[n]∣∣2(D − n) +∑Ng−D−1n=1 ∣∣g[D + n]∣∣2n. (6.31)
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For example, with L = 2, N = 4096, M = 3800 and the pulse shaping and matched filters
taken from the truncated FIR design as in (6.28), the SIR are 48 dB, 56 dB and 61 dB with
Ω = 20, 40 and 48, respectively. In general the filters should be designed so that the SIR is
significantly higher (e.g., ≈ 20 dB more) than the best expected SNR in the system. In this
way, the effect caused by zeroing the CP is negligible.
6.4 Recursive Time-Domain Equalizer
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Figure 6.7 System in Fig. 6.6 with the digital equivalent channel.
Although there are many TEQ techniques proposed in the literature, they are only suit-
able for small-bandwidth systems. This is because the complexity of the TEQ grows linearly
(e.g., LMS approach) or quadruply (e.g., RLS approach) with the system’s symbol rate
[C6.15]. For example, DOCSIS 3.0 employs a 24-tap adaptive equalizer for a single-carrier
QAM system with symbol rate 5.357 MHz, which occupies a 6 MHz bandwidth (with a roll-
off factor 0.12). The length of the TEQ equalizer should be large enough in order to equalize
the longest expected delay spread of the system. If the same TEQ design is employed for
the DOCSIS 3.1 channel with a symbol rate of 204.8 MHz, it would require a 918-tap TEQ
to equalize such a wide-band channel. Therefore the frequency-domain equalizer (FEQ) has
been a popular option when it comes to equalize large bandwidth signals, even when it suffers
from the throughput loss due to CP insertion.
In contrast, this section proposes a novel design for a TEQ, whose complexity is very
low and does not depend on the signal’s bandwidth. Since the signal is band-limited by the
pulse shaping and matched filters, the multipath channel can be represented by the following
frequency response
HC(e
jω) =
Np−1∑
i=0
αi exp(−jωτi), for −(1 + β)π
L
≤ ω ≤ (1 + β)π
L
. (6.32)
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An ideal TEQ should have a frequency response expressed as
Heq(e
jω) =
1
HC(ejω)
=
1∑Np−1
i=0 αi exp(−jωτi)
, for
−(1 + β)π
L
≤ ω ≤ (1 + β)π
L
. (6.33)
It should be noted that Heq(e
jω) is not a causal filter for τ0 > 0. As such, to design a
practical filter that approximates Heq(e
jω), the equalizer can be split into a negative delay
portion and a recursive equalizer portion as follows:
Heq(e
jω) =
exp(jωτ0)
α0
× 1
1 +
∑Np−1
i=1
αi
α0
exp
(− jω(τi − τ0))
=
exp(jωτ0)
α0︸ ︷︷ ︸
Hd(ejω)
× 1
1 +
∑Np−1
i=1 κi exp
(− jωµi)︸ ︷︷ ︸
Hm(ejω)
= Hd(e
jω)Hm(e
jω).
(6.34)
In the above expression, Hd(e
jω) is the negative delay portion to compensate for the timing
error between the transmitter and the receiver, and Hm(e
jω) is the recursive equalizer.
First, consider the negative delay portion Hd(e
jω), which is created by fractional sample
timing error τ0 and a scale factor of α
−1
0 . In order for the SRRC scheme described in section
6.3 to have a small amount of ISI, the fractional sample timing must be recovered correctly
in the receiver. This is markedly different from normal OFDM systems where information
about fractional sample timing is not important as long as starting of the DFT processing
window is recovered at the correct time. A practical method for estimating the timing error
can be found in [C6.16].
It can be seen that for τ0 > 0, Hd(e
jω) is the frequency response of a digital filter with
a negative delay, which is not causal. However Hd(e
jω) can be delayed to become a causal
filter. In particular, the delay part of the equalizer can be modified to be causal and have
the following frequency response:
Hd(e
jω) =
exp (−jωγ0)
α0
, (6.35)
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where the positive delay value γ0 is a complement of the negative delay such that γ0 =
d0Ts − τ0 (seconds), where d0 is an integer delay in samples that satisfy d0 > τ0/Ts. With
the modified delay, it can be seen that
HC(e
jω)Hd(e
jω)Hm(e
jω) = exp (−jωd0Ts) , −(1 + β)π
L
≤ ω ≤ (1 + β)π
L
, (6.36)
which means the TEQ introduces d0 samples delay to the down-converted signal, i.e., y[n] =
x[n− d0]. The modified delay part of the equalizer is causal if d0 > τ0/Ts.
In the special case, where γ0 is an integer multiple of Ts/L, the digital filter can be easily
obtained as Hd(z) = α
−1
0 z
− γ0
(Ts/L) , i.e., a scaled pure delay. However, the chance for that to
happen is slim to non-existing. Instead, Lγ0/Ts is generally a fractional delay and Hd(z)
must be designed accordingly.
Many design techniques have been proposed for digital FIR and IIR filters to approximate
a fractional delay’s transfer function (e.g., [C6.17, C6.18] and the references therein). One
of the most cost-effective and well known design is the Thiran allpass filter/interpolator
[C6.19]. In particular, a fractional delay ǫ ∈ [0, 1] can be approximated by employing a
Thiran interpolator as
z−ǫ ≈ zΘ−1FΘ(z; ǫ), (6.37)
where FΘ(z; ǫ) is the transfer function of an order-Θ allpass filter, given as
FΘ(z; ǫ) =
aΘ + aΘ−1z−1 + · · ·+ a1z−(Θ−1) + z−Θ
1 + a1z−1 + · · ·+ aΘ−1z−(Θ−1) + aΘz−Θ . (6.38)
There is a closed form solution to design the allpass filter’s coefficients to have maximally
flat phase delay equal to ǫ+Θ− 1 at DC. The formula is [C6.19]
ak = (−1)k
Θ
k
 Θ∏
d=0
ǫ− 1 + d
ǫ− 1 + k + d, k = 1, 2, . . . ,Θ, (6.39)
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where Θ
k
 = Θ!
k!(Θ− k)! . (6.40)
With the allpass delay filter, the Thiran interpolator as in (6.37) has no magnitude distortion.
The phase delay is approximately ǫ, as there is no phase error at DC and more phase
distortion towards higher frequency. As examples, Figure 6.8 shows the fractional phase
delay ǫ versus frequency for 1st and 4th-order Thiran allpass interpolators.
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Figure 6.8 Fractional phase delay of the 1st-order (solid lines) and 4th-order
(dashed lines) Thiran interpolators for various delays.
It can be seen from the figure that the delay is almost constant for ω < π/8 for the
1st-order filter. The flatness can go upto π/2 for the 4th-order filter, which indicates that the
4th-order filter should perform closely to a pure delay for signals with over-sampling factor
of L = 2.
From (6.37) and the fact that signal spectrum has a raised cosine shape, the approxima-
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Figure 6.9 Average power of fractional delay approximation error versus normal-
ized frequency.
tion error with fractional delay ǫ at frequency ω can be expressed as
Eǫ(e
jω) =
(
e−jωǫ − zΘ−1FΘ(ejω, ǫ)
)
HT(e
jω)HR(e
jω)
≈ (e−jωǫ − zΘ−1FΘ(ejω, ǫ))H2SRRC(ejω). (6.41)
Thus the average power of the approximation error at frequency ω can be expressed as
PE(e
jω) = E
{|Eǫ(ejω)|2} , (6.42)
which is plotted with solid lines in Fig. 6.9 for various orders of the Thiran interpolator.
The squared spectral mask of the raised cosine filters (i.e., H4SRRC(e
jω)) are also shown as
dashed lines in the figure with various up-sampling factors, L = 2, 4 and 8. It can be
seen that the approximation error becomes larger towards the edge of the signal’s spectrum.
However, one can keep the worst case error below a certain level by selecting appropriate
combinations of parameters L and Θ. For example, one can keep the approximation error
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below -60 dB by choosing up-sampling factor L = 2 and Thiran interpolator order Θ = 6,
or other combinations such as L = 4 and Θ = 2, or L = 8 and Θ = 1.
The Thiran interpolator can be concatenated with a pure delay element to yield an
interpolator with a larger delay. In particular, the delay in samples (Lγ0/Ts) can be expressed
as a sum of the integer delay part η0 = ⌊Lγ0/Ts⌋ and the fractional delay part ǫ0 = (Lγ0/Ts)−
η0. Thus the delay portion of the equalizer can be built to approximate (6.35) as
Ĥd(z) =
z−η0zΘ0−1FΘ0(z; ǫ0)
α0
=
z−(η0−Θ0+1)FΘ0(z; ǫ0)
α0
. (6.43)
It is obvious that Ĥd(z) is a causal filter if η0 ≥ Θ − 1. This means that in designing the
interpolator, one can choose a small filter order to accommodate a short delay, or increase
the delay to make interpolation with a higher order all-pass filter possible.
Next, attention is turned to the recursive equalizer portion. Similarly, (6.34) can be
approximated using Thiran interpolators as
Ĥm(z) =
1
1 +
∑Np−1
i=1 κiz
−(ηi−Θi+1)FΘi(z; ǫi)
, (6.44)
where ηi and ǫi are the integer and fractional parts of (Lµi/Ts), i = 1, 2, . . . , Np − 1, so
that Ĥm(e
jω) = Ĥm(z)|z=ejω ≈ Hm(ejω), ∀ ω ∈ [−(1 + β)π/L, (1 + β)π/L]. Note that
the recursive equalizer design allows using Thiran interpolators with different orders, i.e.,
{Θi}Np−1i=1 , for different echo delays.
The recursive equalizer has to be a causal and stable IIR filter. In order to make the
filter causal, the term z−(ηi−Θi+1) must be causal, i.e., ηi − Θi + 1 ≥ 0. Therefore causality
is maintained by taking the order of the all-pass filter as
Θi = min (ηi + 1,Θmax) (6.45)
where Θmax is the maximum order allowed for any all-pass interpolator in the equalizer. The
worst case scenario is when ηi = 0, which happens when there is an echo that is less than
a sampling period away from the main path, i.e., τi − τ0 < Ts/L. In this case, one needs
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to increase the up-sampling factor L or employ the first order all-pass filter, i.e., Θi = 1, to
make the equalizer causal. It should be noted that, the worst case scenario is very unlikely
to happen with extremely small Ts, i.e., with a large-bandwidth system.
Finally, examine the stability problem. Let Fκ(z) denote the negative of the summation
term in (6.44). That is
Fκ(z) = −
Np−1∑
i=1
κiz
−(ηi−Θi+1)FΘi(z; ǫi). (6.46)
Assuming |Fκ(z)| < 1, so that lim
k→∞
(F kκ (z)) = 0. Then Ĥm(z) can be expanded as a conver-
gent geometric series as
Ĥm(z) =
1
1− Fκ(z) =
1− F∞κ (z)
1− Fκ(z) = 1 +
∞∑
k=1
F kκ (z), (6.47)
which is equivalent to a causal FIR filter with a decaying impulse response. Therefore the
recursive equalizer is stable under the following condition:
∣∣∣∣∣
Np−1∑
i=1
κie
−jω(ηi−Θi+1)FΘi(e
jω; ǫi)
∣∣∣∣∣ < 1, −(1 + β)πL ≤ ω ≤ (1 + β)πL . (6.48)
Since the magnitude response of an all-pass filter is unity at all frequencies, the condition
(6.48) is guaranteed if the following condition is met:
∣∣∣∣∣
Np−1∑
i=1
κi
∣∣∣∣∣ < 1, or equivalently
∣∣∣∣∣
Np−1∑
i=1
αi
∣∣∣∣∣ < |α0|. (6.49)
Figure 6.10 shows a circuit diagram of the proposed TEQ. The delay part Ĥd(z) is
implemented with Θmax real multiples for the allpass filter and one complex multiply for
scaling, whereas the recursive equalizer part Ĥm(z) requires Θmax(Np− 1) real and (Np− 1)
complex multiplies. It is pointed out that, although the recursive filter order is η
Np−1
+
1, which could be quite big and proportional to the up-sampling factor and the system’s
bandwidth, the complexity of the recursive equalizer is still low since most of the coefficients
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Figure 6.10 Hardware implementation of the TEQ.
are zeros, i.e., it is a sparse IIR filter. Overall, the TEQ’s coefficients are determined by
2Np parameters {τi, αi}Np−1i=0 and the implementation requires Np complex multiplies and
NpΘmax real multiplies.
6.5 Simulation Results
This section investigates the performance of the proposed zero-CP OFDM design. The
simulation results are provided for DOCSIS 3.1 downstream channels, which can have up to
7 echoes with the characteristics listed in the Table 6.1. The downstream sampling rate is
Fs = 204.8 MHz.
Table 6.1 Micro-reflection characteristics for multi-echo scenario.
Echo # Power Relative delay versus the main path in seconds (µi)
1st −20 dBc ≤ 0.5 µs (∼ 102 Ts)
2nd −25 dBc ≤ 1.0 µs (∼ 205 Ts)
3rd −30 dBc ≤ 1.5 µs (∼ 307 Ts)
4th −35 dBc ≤ 2.0 µs (∼ 410 Ts)
5th −40 dBc ≤ 3.0 µs (∼ 614 Ts)
6th −45 dBc ≤ 4.5 µs (∼ 922 Ts)
7th −50 dBc ≤ 5.0 µs (∼ 1024 Ts)
To test the performance of the system under the extreme scenario, all the simulations
are carried out with channels having all 7 echoes simultaneously present. The delay of
the main path τ0 is modeled as a random variable that is uniformly distributed between
0 and Ts, whereas the relative delay between an echo and the main path is modeled as
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a random variable that is uniformly distributed within its range, i.e., µ1 ∼ U(0, 0.5µs),
µ2 ∼ U(0.5µs, 1µs), . . ., and so on. The signal is generated with 4096-point IDFT, and has
M = 3800 active sub-carriers indexed by S(m) = m+148, m = 0, 1, . . . , 3799 (no sub-carrier
skipping), which leaves 148 unused carriers as guard bands at both ends of the spectrum. The
modulation type for each active sub-carrier is 4096-QAM, which is the highest modulation
order that DOCSIS 3.1 transceivers must support.
Table 6.2 Design options for OFDM systems without CP.
Design L Θmax
PmaxE
(dB)
Ω
SIR
(dB)
MSEmax
(dB)
MSEavg
(dB)
Complexity
Real Complex
multiply multiply
A 2 6 -65.9 20 48.3 -44.9 -50.4 48 8
B 2 6 -65.9 32 52.4 -47.6 -55.3 48 8
C 2 6 -65.9 48 61.5 -55.9 -63.4 48 8
D 4 2 -62.5 96 60.2 -54.9 -62.3 16 8
E 8 1 -58.9 208 63.2 -55.8 -62.8 8 8
The simulation examines 5 different designs, labeled as designs A, B, C, D and E, whose
design parameters are listed in Table 6.2. The column PmaxE denotes the maximum Thiran
approximation error, i.e., PmaxE = max {PE(ejω); ∀ω ∈ [−π, π]}, which occurs at sub-carriers
located near the band-edge, as seen in Fig. 6.9. The equalization performance of each
system is measured, with the absence of AWGN noise, in terms of the mean square error of
the demodulated frequency-domain QAM-symbol at each sub-carrier, which is expressed as
MSE[m] = E
{∣∣Xk[m]− X̂k[m]∣∣2} . (6.50)
The maximum and averaged values of the mean squared error in dB are also given in Table 6.2
(denoted with column names MSEmax and MSEavg, respectively). The last two columns of
the table provide the complexity of the proposed time-domain equalizer in terms of the
numbers of real multiplies and complex multiplies required to implement the equalizer.
The first 3 designs, i.e., A, B and C, are selected to examine the impact of the pulse
shaping and matched filtering on the system performance. The equalizer performance of the
three designs is selected to be the same with PmaxE = −65.9 dB. The only difference among
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Figure 6.11 MSE of demodulated OFDM symbols for designs A, B and C.
the 3 designs is the order of the pulse shaping and matched filters, which is 20, 32 and 48,
corresponding to SIR of 48.3 dB, 52.4 dB and 61.5 dB for designs A, B and C, respectively.
The mean squared error at each sub-carrier is plotted in Fig. 6.11 for the three designs. It
can be seen that, due to the characteristic of the all-pass approximation, there is a larger
error towards the band-edges and less error at sub-carriers located around the middle of the
band. For low-order filters, i.e., Ω = 20 and 32, there are ripples at the middle of the band,
shaped up according to the stop-band ripples of the filters, which is an indication of a poor
anti-aliasing performance. Therefore the difference between the maximum and the minimum
of the MSE increases with a higher order filter. Furthermore, it can be seen that the average
MSE scales well with the interference power, i.e., MSEavg ≈ −SIR− 2 dB.
It is obvious that L and Θmax determine P
max
E and Ω determines SIR. Both P
max
E and SIR
are good indications of the system’s MSE performance. The last 3 designs, namely C, D and
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Figure 6.12 MSE of demodulated OFDM symbols for designs C, D and E.
E, are set up so that their PmaxE and SIR are about the same. In particular, the 3 designs
have different up-sampling factors and the filter lengths are selected to be shortest possible
to give SIR ≥ 60dB 2. Also the maximum all-pass order Θmax is selected in these three
designs so that PmaxE ≈ −60 dB. As expected, the MSE performance of the 3 designs, shown
in Fig. 6.12, are about the same across all sub-carriers, with the maximum difference among
them is less than 1 dB. The complexity of the pulse shaping and matched filters increases
linearly with the up-sampling factor, which requires 49, 97 and 209 multiplies for L = 2, 4
and 6, respectively. It should be noted that, the higher up-sampling factor would greatly
facilitate the design of analog filters in the system. Higher L also simplifies the design of the
time-domain recursive equalizer, especially when L ≥ 8, since the equalizer only requires Np
real and Np complex multiplies.
2The maximum throughput of a DOCSIS 3.1 system is likely to be achievable with SNR ≥ 43 dB.
Therefore a good rule-of-thumb is that any imperfection introduced to the system should be limited to be
less than or equal to −60 dB, in order to be considered as negligible.
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Figure 6.13 Bit error rate of the 5 designs and the conventional OFDM.
Next, the raw bit error rate performance (i.e., without channel coding) of the 5 designs
are compared against the conventional OFDM system in Fig. 6.13. The conventional OFDM
system under comparison employs the MMSE frequency-domain equalizer with sufficient
cyclic prefix (100% CP) and non-sufficient cyclic prefix (25% and 6.25%). Two modulation
types considered are 4096-QAM and 1024-QAM, whose performances are about 6 dB away
from each other. It can be seen that the performance of the conventional OFDM system
degrades significantly when the CP is insufficient. The 5 designs of the proposed system
works very well without any CP. In particular, for 4096-QAM modulation, the performance
curves of designs C, D and E completely overlap with that of the OFDM system using 100%
CP. For 1024-QAM, the performance curves of designs B, C, D and E completely overlap
with that of the OFDM system using sufficient CP. Overall, depending on how much the
base-band signal is up-sampled, designs C, D and E appear to be excellent solutions to
transmit OFDM signals without CP.
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Figure 6.14 Bit error rate of the design C with estimated channel versus conven-
tional OFDM with perfect channel knowledge.
Lastly, a realistic system is constructed to examine the performance of the Zero-CP
OFDM scheme with estimated channel parameters. Design C from Table. 6.2 is selected
and the system is constructed with 8192-point DFT/IDFT that allows upto 7600 active
sub-carriers. Also the modulation type at each sub-carrier is increased to 16384-QAM. The
system is set up to reach the highest throughput that DOCSIS 3.1 can optionally achieve.
Moreover, rather than taking the perfect channel parameters as the above simulations, an
iterative channel estimator (ICE) [C6.16] is employed to obtain the channel parameters. The
ICE technique is selected since it is a practical implementation for DOCSIS 3.1 system and
more importantly, the technique can estimate exact channel path gains and delays, which is
required for the TEQ, rather than just frequency response as almost all other methods in
the literature did. To keep the complexity of the channel estimator low and speed up the
simulation, the channel estimation is performed with resolution factor of 2 and sub-carrier
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skipping factor of 8 [C6.16]. As shown in Fig. 6.14, 1 iteration channel estimation is clearly
not sufficient as the BER of the Zero-CP system reaches an apparent error floor around 0.001.
However, with just one more iteration performed, the BER reduces significantly and even
on par with the performance of conventional OFDM system with perfect channel knowledge
which indicates the performance limitation of OFDM signaling. Since the performance of the
Zero-CP OFDM system with 2-iteration ICE is already very close to the limit, performing
more iterations only shows marginal performance gain, as seen in Fig. 6.14.
6.6 Conclusions
In this paper, a design to transmit and receive OFDM signals over a multipath channel
without the use of CP is proposed. The design employs Nyquist filters as interpolation/anti-
aliasing filters to eliminate the ISI caused by band-limiting the signal. A novel TEQ design,
which uses Thiran interpolator to approximate fractional delay elements, is proposed to
synchronize the receiver to the transmitter and inverse the multipath channel effect. It
is shown that performance of the proposed design compares favorably to the performance
of a conventional OFDM system that employs the MMSE frequency-domain equalizer but
requires sufficient CP. Implementation of the proposed zero-CP OFDM system is simple
since finding the TEQ’s coefficients is straight forward and the hardware requirement for the
TEQ can be as little as one real and one complex multiply per channel path (i.e., design E
presented before). The proposed design is initially conducted with DOCSIS 3.1 systems in
mind, therefore so far the design only works for minimum phase and slow-fading channels.
Further research can be done to make the design work for a more general channel.
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7. Summary and Suggestions for Further Studies
7.1 Summary
This thesis proposed several techniques to improve the efficiency of data transmission in
cable networks. The thesis concentrated on three areas of cable networks: (i) efficient imple-
mentations of backward-compatibility functions from the old DOCSIS standards (i.e., prior
to version 3.1) that employ SC-QAM, (ii) addressing and providing solutions for technically-
challenging issues in the current DOCSIS 3.1 standard that employs OFDM/OFDMA and,
(iii) introducing prospective features that can be implemented in the future standard.
The first contribution to the first area was a hybrid parameterization of the filter transfer
function for the pulse shaping in combination with the Gauss-Newton optimization approach.
The resulting IIR pulse shaping filters satisfied the DOCSIS 3.0’s out-of-band emission re-
quirements, yielded sufficiently low ISI and had better efficiency than linear-phase FIR filters,
windowed or otherwise.
A contribution to the second area was an introduction of a new fractional timing esti-
mation algorithm. The proposed approach performed an interpolation between two sampled
points in the vicinity of the peak. The algorithm is highly practical since the interpolation
is approximately linear in log-domain. The technique outperformed the well-known three-
sample parabolic interpolation technique in applications where the channel has either no
echoes or weak echoes or echoes with long delays. Moreover, the log-domain peak detec-
tion technique was used to significantly enhance the performance of the OFDMA channel
estimation algorithm proposed in Chapter 5.
The second contribution to the second area was a novel technique to estimate the multi-
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path channel for DOCSIS 3.1 cable networks. Unlike most of the channel estimation methods
for OFDMA systems which estimate the channel in the frequency-domain, the proposed tech-
nique iteratively searches for parameters of the channel paths in the time domain. Further-
more, the technique was able to estimate/interpolate the entire channel’s frequency response
for each user despite receiving pilots on only every Kth sub-carrier. The proposed technique
not only substantially enhanced the channel estimation accuracy, but also can, at no cost,
accurately identify the delay of each echo in the system, which is valuable information for
proactive maintenance of the network.
The third contribution to the second area was a novel scheme that allows OFDM trans-
mission without the use of a cyclic prefix (CP). First, performance degradation of an OFDM
system with a CP with insufficient length was analyzed. Then major alterations to the
current DOCSIS 3.1 OFDM/OFDMA structure were proposed. The alterations involved
using a pair of Nyquist filters at the transmitter and receiver, and an efficient time-domain
equalizer (TEQ) at the receiver to reduce ISI down to a negligible level without any CP.
Finally, Chapter 5 and Chapter 6 contribute to a realistic cable system that is able to
transmit OFDM symbols without a CP under the DOCSIS 3.1 multipath channel condition.
The BER performance of that system is almost the same as the theoretical performance of
a system that has a CP of sufficient length and perfect knowledge of the channel.
7.2 Suggestions for Further Studies
The novel techniques proposed in this thesis made significant improvements to data
transmission in the cable networks. While conducting the research works, several issues
arose that would be interesting for further studies. These issues are elaborated below.
• In Chapter 5, a novel channel estimation technique was proposed. It was shown that
the algorithm requires a reasonably larger number of iterations to accurately detect
short echo delays, while only a few iterations are needed to accurately detect longer
echo delays. Therefore, further improvement can be realized by adaptively adjusting
the number of iterations based on an initial estimation of the echo delays. In doing
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so, the complexity of the algorithm might be reduced without sacrificing the channel
estimation performance.
• The algorithm introduced in Chapter 5 was designed with DOCSIS 3.1 systems in
mind and shown to work well with coaxial cable channels. The analysis was performed
with echoes having pure delays. However, if the echoes are not pure-delays, but rather
frequency-selective, i.e., due to non-linearity characteristic of the coaxial cables for
wide-band signals, the channel estimation accuracy is expected to degrade. Therefore,
more research effort is needed to address this issue.
• As mentioned in Chapter 6, the proposed design of zero-CP OFDM systems only works
for minimum phase and slow-fading channels. Therefore, in order to make the design
useful for different types of channels, e.g., wireless channels, further studies should be
carried out.
• The contribution in Chapter 6 on zero-CP OFDM systems focused mainly on the TEQ
design, while the most popular filter design, namely rectangular-windowed FIR design,
was applied to obtain the pair of pulse shaping and matched filters. However, different
filter design techniques, such as those presented in Chapter 3, can be used to obtain
more efficient filters. As such, further analysis should be carried out to find the most
effective filter design for particular applications of zero-CP OFDM systems.
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