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We determine the convergence speed of a numerical scheme for approx-
imating one-dimensional continuous strong Markov processes. The scheme
is based on the construction of certain Markov chains whose laws can be
embedded into the process with a sequence of stopping times. Under a mild
condition on the process’ speed measure we prove that the approximating
Markov chains converge at fixed times at the rate of 1/4 with respect to
every p-th Wasserstein distance. For the convergence of paths, we prove any
rate strictly smaller than 1/4. Our results apply, in particular, to processes
with irregular behavior such as solutions of SDEs with irregular coefficients
and processes with sticky points.
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Introduction
In this article we analyze the convergence speed in every p-th Wasserstein distance of
a numerical scheme, developed in [5], that allows to approximate the law of any one-
dimensional regular continuous strong Markov process (in the sense of Section VII.3
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in [28] or Section V.7 in [29]). In the following we refer to the latter processes as general
diffusions.
The set of general diffusions includes any one-dimensional stochastic process that can
be described as a strong or weak solution of a time-homogeneous stochastic differential
equation (SDE) with possibly irregular coefficients. There are, however, many general
diffusions that cannot be characterized in terms of an SDE. This is, in particular, true for
diffusions with sticky features, where a sticky point is located in the interior of the state
space. A related interesting phenomenon is slow reflection. In this case the sticky point
is located at the boundary of the state space. Recent years have witnessed an increased
interest in diffusions with sticky features, see [17], [6], [9], [15] and references therein.
Lately, diffusions with slow reflection were applied in [8] to provide bounds (via sticky
couplings) for the distance between two multidimensional diffusions with different drifts.
Diffusions with slow reflection also attracted interest in economic theory, where such
processes characterize optimal continuation values in dynamic principal-agent problems
(see, e.g., [31] and [27]). We emphasize that the numerical schemes studied in this paper
are able to approximate general diffusions with irregularities such as, e.g., the processes
mentioned above.
In order to explain our results, let Y = (Yt)t∈[0,∞) be a general diffusion in natural
scale with speed measure m. Assume for the rest of the introduction that the state space
of Y is equal to the whole real line. In addition, let (ξk)k∈N be an iid sequence of random
variables, on a probability space with a measure P , satisfying P (ξk = ±1) = 12 . Let
h ∈ (0,∞) and let ah : R → [0,∞), h ∈ (0, h), be a family of functions. Given y ∈ R,
h ∈ (0, h) we denote by Xh = (Xhkh)k∈N0 the Markov chain defined by
Xh0 = y and X
h
(k+1)h = X
h
kh + ah(X
h
kh)ξk+1, for k ∈ N0. (1)
We extend Xh to a continuous-time process by linearly interpolating two neighboring
sequence elements; more precisely, we define
Xht = X
h
⌊t/h⌋h + (t/h− ⌊t/h⌋)(Xh(⌊t/h⌋+1)h −Xh⌊t/h⌋h), t ∈ [0,∞). (2)
In what follows, the term “Markov chain” is used also for the continuous-time process
Xh because it is always clear from the context whether we speak about the discrete-time
Markov chain (1) or about the linearly-interpolated continuous-time process Xh of (2).
The functional limit theorem in [5] says that if for all compact sets K ⊂ R the functions
(ah)h∈(0,h) satisfy
sup
y∈K
∣∣∣∣12
∫
(y−ah(y),y+ah(y))
(ah(y)− |u− y|)m(du)− h
∣∣∣∣ ∈ o(h), (3)
then the associated Markov chains (Xh)h∈(0,h) converge in distribution to Y , as h → 0.
Moreover, it is discussed in [5] that, for any speed measure m, there exist families
(ah)h∈(0,h) satisfying (3), i.e., any general diffusion can be approximated in law in this
way. Since random samples of Xh, h ∈ (0, h), can be efficiently generated on a computer,
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this result opens the door for numerical approximations of the distribution of Y via
Monte Carlo simulations of Xh with h chosen small enough.
Notice that we use symmetric Bernoulli random variables ξk, k ∈ N, in (1) rather
than say Gaussian ones. There are several reasons for that. Firstly, this is especially
convenient in the case when the state space of Y is a bounded subinterval in R be-
cause, by a suitable choice of the functions ah, h ∈ (0, h), we can guarantee that the
approximations Xh never leave the state space of Y (see the precise description of the
setting in Section 1). Since normal distributions have unbounded support, this would
be impossible in the case of Gaussian ξk regardless of the choice of ah. Secondly, there
are technical arguments in [5] that do not go through with Gaussian ξk, i.e., the func-
tional limit theorem with such a general scope (capable of approximating any general
diffusion) exists by now for symmetric Bernoulli ξk but not for Gaussian ones. Finally,
on certain machines (e.g., field programmable gate arrays – FPGAs) it is more efficient
to use random bits (as opposed to random numbers), see [13] and [7] for more detail.
The algorithms based on (1) require only to generate random bits and hence can be
very efficiently implemented on such machines. We, therefore, sometimes refer to the
processes Xh = (Xht )t∈[0,∞), h ∈ (0, h), as random bit approximations of Y or as random
bit Markov chains.
In the present paper we address the question of how fast the Markov chains (Xh)h∈(0,h)
converge to Y . In order to obtain our results we impose a stronger assumption than (3).
Essentially, we assume that there exists λ ∈ (0,∞) such that the functions (ah)h∈(0,h)
satisfy
sup
y∈R
∣∣∣∣12
∫
(y−ah(y),y+ah(y))
(ah(y)− |u− y|)m(du)− h
∣∣∣∣ ∈ O(h1+λ), (4)
which is an assumption on the approximation scheme, and we discuss that there always
exist approximation schemes satisfying (4). In addition, we assume that the Cauchy
distribution has a bounded density with respect to the speed measure of Y , i.e., that
there exist k1 ∈ (0,∞) and k2 ∈ {0, 1} such that
m(dx) ≥ 2
k1(1 + k2x2)
dx (5)
(see Remark 1.1 for why we include a binary variable k2 in (5)). It is worth noting
that (5) does not exclude sticky features mentioned above, as the latter are modeled via
atoms in the speed measure. Our first convergence result, Theorem 1.4 below, states,
for every finite time T ∈ (0,∞) and every p ∈ [1,∞), that if (4) and (5) are satisfied,
then the p-th Wasserstein distance between the law of XhT and the law of YT converges
to zero at least at the rate min(1
4
, λ
2
), i.e., the p-th Wasserstein distance between XhT
and YT is bounded by a constant times h
min( 1
4
,λ
2
). Under the same assumptions the p-th
Wasserstein distance between the laws of the paths of Y and Xh, up to T , converge
at least at the rate min(1
4
, λ
2
) − ε, where ε is a positive real arbitrarily close to zero
(see Theorem 1.6 below). We remark that the convergence results apply also to general
diffusions whose state spaces are intervals, but not necessarily the whole real line. In
such cases Conditions (4) and (5) have to be slightly modified (cf. Condition (Aλ) and
Condition (C) below).
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To provide more details for Condition (4), we note that for all y ∈ R, h ∈ (0, h) there
always exists âh(y) ∈ (0,∞) such that
1
2
∫
(y−âh(y),y+âh(y))
(âh(y)− |u− y|)m(du) = h. (6)
In particular, the family (âh)h∈(0,h) satisfies (4) for all λ ∈ (0,∞) and, therefore, the
path distribution of any general diffusion satisfying (5) can be approximated by random
bit Markov chains at any Wasserstein rate strictly smaller than 1/4. In practice, the
solutions (âh)h∈(0,h) cannot be determined in closed form but need to be approximated
numerically themselves. Therefore, results for the scheme (âh)h∈(0,h) of (6) should be
complemented by a perturbation analysis for (6), and the latter is, in fact, performed
in (4). Theorem 1.6 thus ensures that if Equation (6) is only solved with a precision
of order O(h3/2) then the associated Markov chains (Xh)h∈(0,h) still converge at any
rate arbitrarily close to 1/4 (and, for the convergence of time marginals, Theorem 1.4
provides the rate 1/4). A further reduction of the precision entails a smaller rate.
Concerning Condition (5), we note that this assumption is not required for the func-
tional limit theorem in [5]. As we measure the convergence speed here with respect
to Wasserstein distances of all orders p ∈ [1,∞), we necessarily have to ensure that Y
and Xh, h ∈ (0, h), admit finite moments of all orders. This is achieved under (5) in
Section 3 below. In fact, (5) is nearly a minimal assumption required for our results (see
Section 7).
The proofs of our results rely on embeddings of the random bit Markov chains into
the diffusion Y with sequences of stopping times. More precisely, for every h ∈ (0, h)
we consider stopping times (τhk )k∈N0 such that the sequence (Yτhk )k∈N0 has the same law
as the sequence (Xhkh)k∈N0. Condition (4) allows to conclude that τ
h
⌊T/h⌋ converges to T
with respect to every Lp-norm, with p ∈ [1,∞), at a rate of at least min{1
2
, λ}. With
Condition (5) and a representation of Y as a time-changed Brownian motion we can
estimate the Lp-distance between YT and Yτh
⌊T/h⌋
against the distance between τh⌊T/h⌋ and
T , and conclude that Yτh
⌊T/h⌋
converges to YT in L
p at a rate of at least min{1
4
, λ
2
}. We
stress that our analysis is optimal. Indeed, we show by means of an example that the
rate of Lp-convergence for p ∈ [4,∞) cannot be improved beyond 1/4. As the pair
(YT , Yτh
⌊T/h⌋
) constitutes a coupling between the laws of YT and X
h
h⌊T/h⌋, we arrive at
an estimate for the convergence rate with respect to the p-th Wasserstein distance. A
similar procedure can be used for proving the convergence rate for the path distributions.
The results in the present article generalize the results of our article [4] in several
directions. In [4] we do not allow for all general diffusions, but consider only diffusions
that solve an SDE of the form
dYt = η(Yt) dWt. (7)
It is known that (7) has a unique in law weak solution under the Engelbert-Schmidt
condition that η is a non-vanishing (possibly irregular) Borel function such that 1/η2
is locally integrable (see [10] or Theorem 5.5.7 in [18]). This is a special case of the
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setting considered in the present article with m(dx) = 2
η2(x)
dx. The article [4] does not
provide a pertubation analysis, i.e., it only analyzes the situation, where Equation (6)
can be solved exactly and not only with a precision of the order O(h1+λ). Moreover, [4]
considers the convergence of the embedded Markov chains with respect to the L2-norm
only and for the time marginals only. This neither allows to draw conclusions about
the convergence of the time marginals in the Wasserstein distance of order p > 2 nor
to say anything about the convergence speed for the path distributions. It is shown in
[4] that the scheme has the rate 1/4 for approximating the distribution of Y at single
points in time under the assumption of global boundedness of |η| and 1/|η|. In the
present article we replace the boundedness assumption by the weaker assumption (5).
In the context of SDEs, (5) imposes a linear growth condition on η (but no regularity
condition). Note, however, that (5) allows to go beyond SDEs, e.g., it includes diffusions
with sticky features.
As noted in [1], the Wasserstein distance is an appropriate measure for the distance
between the path distribution of a diffusion and its Markov chain approximation. In [1]
every p-th Wasserstein distance between the path distribution of a Lipschitz continuous
and uniformly elliptic SDE and its Euler approximation is shown to converge to zero
with rate 2
3
− ε for every positive real ε. As discussed above, the approximations of
our algorithm also converge with respect to every p-th Wasserstein distance; we prove
convergence of our algorithm in Wasserstein distances for a larger class of diffusions in
natural scale but at a slower rate.
For classical results on the approximation of SDEs with Lipschitz coefficients via the
Euler scheme we refer to the books [19] and [26] and to references therein. The Euler
scheme is known to converge also for some SDEs with non-Lipschitz coefficients, and
results on the convergence speed of the weak and strong approximation error exist;
see, e.g., [20] and [25] and the references therein for results on the weak and strong
convergence for the Euler-type approximations of SDEs with discontinuous coefficients
(note, however, that the Euler scheme may fail to converge in the numerically weak
sense even in the case of continuous coefficients, see [16]). [21] and [12] establish weak
convergence rate of certain Euler-type schemes for diffusions with Hölder coefficients,
and the rate is a half of the Hölder exponent. In contrast to our scheme, however, the
Euler scheme is defined only for SDEs (not for all general diffusions) and may fail to
converge even in the stochastically weak sense when the SDE coefficients are irregular
(see Section 5.4 in [4]).
The random bit Markov chains can be embedded into the general diffusion Y with a
sequence of stopping times, and hence the Markov chains can be interpreted as exact
appearances of Y along a stochastic time grid. There are a few related schemes in
the literature employing random time grids to approximate solutions of one-dimensional
SDEs. In [11] the authors construct Bernoulli random walks on finite grids in the space,
create random walks on certain associated random time grids, and compute the rate
with which these random walks converge in L1. A similar scheme is introduced in [24]
for approximating the CIR process. In contrast to [11] the scheme of [24] is exact along
a certain sequence of stopping times. A further scheme, exact on a time grid with
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exponentially distributed steps, and applicable to SDEs with discontinuous coefficients
is suggested in [23]. The results in [11], [23] and [24] apply to SDEs with drift, whereas
the present article puts a focus on arbitrary general diffusions in natural scale and hence
has a different scope.
To summarize the discussion in the introduction, we can say that in the literature
there are plenty of results that study approximations of solutions to SDEs. There are,
however, many general diffusions that cannot be written as solutions to SDEs. This is,
in particular, the case for general diffusions with sticky features and, in such a situation,
reference [5] as well as the present paper come into play. While reference [5] deals with
approximations in the sense of weak convergence, in the present paper we aim at approx-
imating general diffusions in a stronger sense1 and prove the rate of 1/4. Essentially,
the price for obtaining these stronger results is Condition (5), which is, as discussed, not
required in [5] but is nearly a minimal assumption for the results of the present paper to
hold. Also, the techniques used in the proofs of this paper differ from those in [5]: while
in [5] we proceed through various moment estimates for the embedding stopping times,
in the present paper we explicitly work with the random time change involved in the
construction of a general diffusion. Finally, it is worth noting that the rate of 1/4 cannot
be considered as too slow, as in almost all2 references above involving approximation
methods for SDEs with some rate, the rate degenerates as the diffusion coefficient loses
regularity. On the contrary, in our setting the diffusion coefficient of an SDE is allowed
to be arbitrarily irregular (just a Borel function); the algorithm even allows to consider
general diffusions with sticky points or the like, which cannot be written as solutions to
SDEs; our scheme adapts in the way that preserves the rate of 1/4 in any case.
The paper is organized as follows. In Section 1 we formally describe the processes
we approximate, the approximation schemes used for this aim and formulate and dis-
cuss our main results. Section 2 studies some useful properties of the approximation
schemes. Section 3 establishes moment bounds for the general diffusion and for the
approximations. In Section 4 we describe the embedding of the approximating random
bit Markov chains into the general diffusion and present (optimal) Lp-convergence rates
for the involved stopping times. After the preparations done in Sections 2, 3 and 4, we
prove our main results in Sections 5 and 6. Finally, in Section 7 we present examples
showing that Condition (5) is essential for our results.
1Notice that the convergence in every p-th Wasserstein distance implies the convergence of expectations
for all continuous path functionals with polynomial growth (cf. Corollary 1.7), whereas the weak
convergence is the convergence of expectations for all bounded continuous path functionals.
2The exceptions are [4] and [11]. We recall that the paper [11] discusses different results from ours for
an algorithm that has a different scope. As for [4], we refer to the paragraph containing (7), where
we explain in detail that the present paper substantially generalizes [4] in many directions.
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1 Approximation schemes and main results
Let (Ω,F , (Ft)t≥0, (Py)y∈I , (Yt)t≥0) be a one-dimensional continuous strong Markov pro-
cess in the sense of Section VII.3 in [28]. We refer to this class of processes as general
diffusions in the sequel. We assume that the state space is an open, half-open or closed
interval I ⊆ R. We denote by I◦ = (l, r) the interior of I, where −∞ ≤ l < r ≤ ∞,
and we set I = [l, r]. Recall that by the definition we have Py[Y0 = y] = 1 for all y ∈ I.
We further assume that Y is regular. This means that for every y ∈ I◦ and x ∈ I we
have that Py[Hx(Y ) < ∞] > 0, where Hx(Y ) = inf{t ≥ 0 : Yt = x}. If there is no
ambiguity, we simply write Hx in place of Hx(Y ). Moreover, for a < b in I we denote
by Ha,b = Ha,b(Y ) the first exit time of Y from (a, b), i.e. Ha,b = Ha ∧Hb. We suppose
that the diffusion Y is in natural scale. If Y is not in natural scale, then there exists a
strictly increasing continuous function s : I → R, the so-called scale function, such that
s(Yt), t ≥ 0, is in natural scale. Let m be the speed measure of the Markov process Y
(see VII.3.7 and VII.3.10 in [28]). Recall that for all a < b in I◦ we have
0 < m([a, b]) <∞. (8)
Finally, we always assume that if a boundary point is accessible, then it is absorbing.
We refer to Remark 1.10 on how to drop this assumption and to also allow for reflecting
boundaries.
Let h ∈ (0, 1) and suppose that for every h ∈ (0, h) we are given a measurable function
ah : I → [0,∞) such that ah(l) = ah(r) = 0 and for all y ∈ I◦ we have y ± ah(y) ∈ I.
We refer to each function ah as a scale factor. We next construct a sequence of Markov
chains associated to the family of scale factors (ah)h∈(0,h). To this end fix a starting point
y ∈ I◦ of Y . Let (ξk)k∈N be an iid sequence of random variables, on a probability space
with a measure P , satisfying P (ξk = ±1) = 12 . We denote by (Xhkh)k∈N0 the Markov
chain defined by
Xh0 = y and X
h
(k+1)h = X
h
kh + ah(X
h
kh)ξk+1, for k ∈ N0. (9)
We extend (Xhkh)k∈N0 to a continuous-time process X
h = (Xht )t∈[0,∞) by linear interpo-
lation, i.e., for all t ∈ [0,∞), we set
Xht = X
h
⌊t/h⌋h + (t/h− ⌊t/h⌋)(Xh(⌊t/h⌋+1)h −Xh⌊t/h⌋h). (10)
The approximation schemes we consider in this paper are the families of processes
(Xh)h∈(0,h) (which are encoded by the families (ah)h∈(0,h) of the scale factors). To high-
light the dependence of Xh on the starting point y ∈ I◦ we also sometimes write Xh,y.
To formulate our main results we need the additional assumption that the Cauchy
distribution has a bounded density with respect to the speed measure. More precisely,
we suppose that the following condition is satisfied.
Condition (C) There exist constants k1 ∈ (0,∞), k2 ∈ {0, 1} such that on I◦ we
have m(dx) ≥ 2
k1(1+k2x2)
dx, i.e., for all A ∈ B(I◦) we have m(A) ≥ ∫
A
2
k1(1+k2x2)
dx.
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Remark 1.1. In the formulation of Condition (C) we allow for two degrees of freedom
k1 ∈ (0,∞), k2 ∈ {0, 1}. This might seem superfluous. Indeed, if Condition (C) is
satisfied with k2 = 0, then it also holds with k2 = 1. In the results that follow, however,
we get sharper bounds if Condition (C) is satisfied with k2 = 0. In particular, the
constants appearing in Theorem 1.4 and Theorem 1.6 do not depend on the initial value
y of the diffusion Y in the case k2 = 0.
Example 1.2 (Driftless SDE with possibly irregular diffusion coefficient). A particular
case of our setting is the case, where Y is a solution to the driftless SDE
dYt = η(Yt) dWt, (11)
where η : I◦ → R is a Borel function satisfying the Engelbert-Schmidt conditions
η(x) 6= 0 ∀x ∈ I◦, (12)
η−2 ∈ L1loc(I◦) (13)
(L1loc(I
◦) denotes the set of Borel functions locally integrable on I◦). Under (12)–(13)
SDE (11) has a unique in law weak solution (see [10] or Theorem 5.5.7 in [18]). In this
case the speed measure of Y on I◦ is given by the formula
m(dx) =
2
η2(x)
dx. (14)
We refer to Section 2 in [5] for further details on the application of the approximation
scheme to SDEs. If m is given by (14), Condition (C) means that there exist constants
k1 ∈ (0,∞), k2 ∈ {0, 1} such that for all x ∈ I◦ it holds that η(x) ≤
√
k1(1 + k2x2), i.e.,
the diffusion coefficient η is locally bounded and whenever the state space is unbounded
η is of at most linear growth. If k2 = 0, then under Condition (C) the diffusion Y does
not move faster than a Brownian motion scaled by
√
k1.
To formulate our second main assumption we need to introduce some notation. We
introduce an auxiliary subset of I◦. To this end, if l > −∞, we define, for all h ∈ (0, h),
lh = l + inf
{
a ∈
(
0,
r − l
2
]
: a <∞ and 1
2
∫
(l,l+2a)
(a− |u− (l + a)|)m(du) ≥ h
}
,
(15)
where we use the convention inf ∅ = ∞. If l = −∞, we set lh = −∞. Similarly, if
r <∞, then we define, for all h ∈ (0, h),
rh = r − inf
{
a ∈
(
0,
r − l
2
]
: a <∞ and 1
2
∫
(r−2a,r)
(a− |u− (r − a)|)m(du) ≥ h
}
.
(16)
If r =∞, we set rh =∞. The auxiliary subset is defined by
Ih = (lh, rh) ∪ {y ∈ I◦ : y ± ah(y) ∈ I◦} . (17)
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Feller’s test for explosions (see, e.g., Lemma 1.1 in [2] or Theorem 3.3 in [3]) together
with Lemma 3.2 in [5], imply that l is inaccessible if and only if lh = l for all h ∈ (0, h).
Similary, r is inaccessible if and only if rh = r for all h ∈ (0, h). In particular, if both l
and r are inaccessible (for example if l = r = ∞), then it holds for all h ∈ (0, h) that
Ih = I = I
◦. If l or r are accessible it holds that lh ց l or rh ր r, respectively, as
hց 0.
The second assumption we need for our main results is the following condition on the
scale factors.
Condition (Aλ) There exist λ ∈ (0,∞), K ∈ [0,∞) such that for all h ∈ (0, h) it
holds
sup
y∈Ih
∣∣∣∣12
∫
(y−ah(y),y+ah(y))
(ah(y)− |u− y|)m(du)− h
∣∣∣∣ ≤ Kh1+λ (18)
For every λ ∈ (0,∞) Condition (Aλ) implies Condition (A) in [5]. We refer to the
introduction in [5] for an interpretation of the left-hand side of (18) as an upper bound
for the one-step temporal error of the approximation scheme.
Throughout the paper we make a convention that if Condition (Aλ) is satisfied for
some λ ∈ (0,∞), then h is chosen small enough such that for all h ∈ (0, h) it holds
sup
y∈Ih
∣∣∣∣12
∫
(y−ah(y),y+ah(y))
(ah(y)− |u− y|)m(du)− h
∣∣∣∣ ≤ γh (19)
with some γ ∈ [0, 1). In fact, in many auxiliary results that follow (see Sections 2 and 3)
we assume only the weaker Condition (19). The stronger Condition (Aλ) is generally
needed to get rates of convergence.
Before formulating our main results we present an example of an approximation
scheme, called EMCEL in [5], which is well-defined for every general diffusion Y and
satisfies Condition (Aλ) for all λ ∈ (0,∞).
Example 1.3 (EMCEL approximations). Let h ∈ (0, h). The EMCEL(h) scale factor
âh is defined by âh(l) = âh(r) = 0 and, for all y ∈ I◦,
âh(y) = sup
{
a ≥ 0 : y ± a ∈ I and 1
2
∫
(y−a,y+a)
(a− |z − y|)m(dz) ≤ h
}
. (20)
The associated process defined in (9)–(10) is denoted by X̂h and referred to as Embed-
dable Markov Chain with Expected time Lag h (we write shortly X̂h ∈ EMCEL(h)).3
Expression (20) can be alternatively described as follows. For y ∈ (lh, rh), âh(y) is a
unique positive root of the equation (in a)
1
2
∫
(y−a,y+a)
(a− |z − y|)m(dz) = h, (21)
3The whole family (X̂h)
h∈(0,h) is referred to as the EMCEL approximation scheme. Alternatively, we
simply say EMCEL approximations.
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while, for y ∈ (l, lh] (resp., y ∈ [rh, r)), âh(y) is chosen to satisfy
y − âh(y) = l (resp., y + âh(y) = r). (22)
It follows from (22) that the set Ih of (17) corresponding to the EMCEL(h) scale factor
âh (and, naturally, denoted by Îh) is simply
Îh = (lh, rh).
This yields that the left-hand side of (18) vanishes for the EMCEL approximations and,
therefore, for such a scheme Condition (Aλ) is satisfied for all λ ∈ (0,∞).
We first formulate our main result concerning the Wasserstein approximation rate for
time marginals of Y . To this end we briefly recall the definitions of Wasserstein distances.
For p ∈ [1,∞) let Mp(R) denote the set of all probability measures on (R,B(R)) with
finite p-th moment, i.e., probability measures µ satisfying
∫ |x|pµ(dx) < ∞. The p-th
Wasserstein distance between two probability measures µ, ν ∈Mp(R) is defined by
Wp(µ, ν) = inf ‖ξ − ζ‖Lp,
where the infimum is taken over all couplings between µ and ν, that is, over all random
vectors (ξ, ζ) with marginals µ and ν (i.e., ξ ∼ µ and ζ ∼ ν).
Theorem 1.4. Suppose that Condition (C) is satisfied and that there exists λ ∈ (0,∞)
such that Condition (Aλ) holds. Let p ∈ [1,∞) and T ∈ (0,∞). Then there exists a
constant C(p, T ) ∈ [0,∞) such that for all y ∈ I◦ and h ∈ (0, h) it holds YT ∈ Lp(Py),
Xh,yh⌊T/h⌋ ∈ Lp(P ), Xh,yT ∈ Lp(P ),
Wp(P ◦ (Xh,yh⌊T/h⌋)−1, Py ◦ (YT )−1) ≤ C(p, T )(1 + k2|y|)hmin{
1
4
,λ
2
} (23)
and
Wp(P ◦ (Xh,yT )−1, Py ◦ (YT )−1) ≤ C(p, T )(1 + k2|y|)hmin{
1
4
,λ
2
}. (24)
Remark 1.5. In the case where Y does not move faster than a scaled Brownian motion
(i.e., k2 = 0), the convergence in Theorem 1.4 is uniform in the starting point y ∈ I◦
(the same applies to Theorem 1.6 below).
The proof of Theorem 1.4 is provided in Section 5. Next, we describe the rate at
which the law of Xh,y converges to the one of Y with respect to the p-th Wasserstein
distance on the path space C([0, T ], I) endowed with the sup norm. In what follows, we
use the notation
‖x‖C = sup
t∈[0,T ]
|x(t)|
for the sup norm on C([0, T ], I). Let Mp(C([0, T ], I)) denote the set of all probability
measures µ on C([0, T ], I) (equipped with the Borel σ-field) with finite p-th moment, that
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is,
∫ ‖x‖pC µ(dx) < ∞. The p-th Wasserstein distance between µ, ν ∈ Mp(C([0, T ], I))
is defined by
Wp(µ, ν) = inf
∥∥∥∥∥ supt∈[0,T ] |ξt − ζt|
∥∥∥∥∥
Lp
,
where the infimum is taken over all couplings between µ and ν, i.e., over all random
elements (ξ, ζ) taking values in C([0, T ], I2) with marginals µ and ν (that is, ξ ∼ µ and
ζ ∼ ν).
Theorem 1.6. Suppose that Condition (C) is satisfied and that there exists λ ∈ (0,∞)
such that Condition (Aλ) holds. Let p ∈ [1,∞), T ∈ (0,∞) and ε ∈ (0,min{1
4
, λ
2
}).
Then there exists a constant C(p, ε, T ) ∈ [0,∞) such that for all y ∈ I◦ and h ∈ (0, h)
it holds that
Py ◦ (Y )−1 and P ◦ (Xh,y)−1 are in Mp(C([0, T ], I)) (25)
and
Wp(P ◦ (Xh,y)−1, Py ◦ (Y )−1) ≤ C(p, ε, T )(1 + k2|y|)hmin{ 14 ,λ2 }−ε.
The proof of Theorem 1.6 is provided in Section 6. We note that convergence in the
p-th Wasserstein distance is stronger than weak convergence and has several attractive
properties not shared by the latter (see the discussion after Corollary 6.13, especially,
points 1–5 preceding Lemma 6.14 in [30]). In particular, we deduce the following result.
Corollary 1.7. Suppose that Condition (C) is satisfied and that there exists λ ∈ (0,∞)
such that Condition (Aλ) holds. Let T ∈ (0,∞) and let F : C([0, T ], I) → R be a
continuous path functional of polynomial growth, i.e., there exist p ∈ [1,∞), L ∈ [0,∞)
such that for all x ∈ C([0, T ], I) it holds
|F (x)| ≤ L(1 + ‖x‖pC).
Then, for all y ∈ I◦, it holds
E
[
F (Xh,yt ; t ∈ [0, T ])
]
→ Ey [F (Yt; t ∈ [0, T ])] as h→ 0.
Proof. Theorem 1.6 implies the convergence in the p-th Wasserstein distance
Wp(P ◦ (Xh,y)−1, Py ◦ (Y )−1)→ 0 as h→ 0.
It remains to apply Theorem 6.9 in [30] (also consult Definition 6.8 there).
In practice one is often interested in approximating Ey[f(YT )] or Ey[F (Y.)] for func-
tions f : I → R and path functionals F : C([0, T ], I)→ R. Corollary 1.7 shows that the
processes (Xh,yt )t∈[0,T ], h ∈ (0, h), can be used to approximate Ey[F (Y.)] for continuous
path functionals F of polynomial growth. Under a slightly stronger condition on the
path functional F we now infer the rate from Theorem 1.6 (in the proof we also need
moment bounds of Theorems 3.1 and 3.2 below).
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Corollary 1.8. Suppose that Condition (C) is satisfied and that there exists λ ∈ (0,∞)
such that Condition (Aλ) holds. Let T ∈ (0,∞) and let F : C([0, T ], I)→ R be a locally
Lipschitz continuous path functional with polynomially growing Lipschitz constant, i.e.,
there exist L, α ∈ [0,∞) such that for all x1, x2 ∈ C([0, T ], I) it holds
|F (x1)− F (x2)| ≤ L {1 + (‖x1‖C ∨ ‖x2‖C)α} ‖x1 − x2‖C . (26)
Then for every ε ∈ (0,min{1
4
, λ
2
}) there exist a constant C(α, ε, T ) ∈ [0,∞) such that
for all h ∈ (0, h) and y ∈ I◦ it holds∣∣∣E [F (Xh,yt ; t ∈ [0, T ])]−Ey [F (Yt; t ∈ [0, T ])]∣∣∣ ≤ LC(α, ε, T )(1+|y|α)(1+k2|y|)hmin{ 14 ,λ2 }−ε,
(27)
where we use the convention 00 := 1 (such an expression can appear in the case α = 0).
Note that both expectations in (27) are well-defined due to (26) (which implies poly-
nomial growth of F ) and existence of all polynomial moments (see (25)). Furthermore,
we stress that the special case of a globally Lipschitz path functional F is explicitly
included in (26) by the possibility α = 0 and results in a better dependence on y in the
right-hand side of (27).
Proof. We use the shorthand notations Xh,y and Y for the processes (Xh,yt )t∈[0,T ] and
(Yt)t∈[0,T ], respectively. Theorem 4.1 in [30] ensures that for any h ∈ (0, h) and y ∈ I◦
there exists an optimal coupling (ξh, ζ) on a probability space with a measure P ∗h,y
between the law of Xh,y and the law of Y with respect to the W2-distance, i.e., it holds
LawP ∗h,y(ξ
h
t ; t ∈ [0, T ]) = LawP (Xh,yt ; t ∈ [0, T ]),
LawP ∗h,y(ζt; t ∈ [0, T ]) = LawPy(Yt; t ∈ [0, T ]),
W2(P ◦ (Xh,y)−1, Py ◦ (Y )−1) =
√
E∗h,y [‖ξh − ζ‖2C].
It holds for all h ∈ (0, h) and y ∈ I◦ that∣∣∣E [F (Xh,yt ; t ∈ [0, T ])]− Ey [F (Yt; t ∈ [0, T ])]∣∣∣ = ∣∣E∗h,y [F (ξh)− F (ζ)]∣∣ .
This together with (26), the Cauchy-Schwarz inequality and the triangle inequality in
L2 implies for all h ∈ (0, h) and y ∈ I◦ that∣∣∣E [F (Xh,yt ; t ∈ [0, T ])]−Ey [F (Yt; t ∈ [0, T ])]∣∣∣ ≤ LE∗h,y [{1 + (‖ξh‖C ∨ ‖ζ‖C)α} ‖ξh − ζ‖C]
≤ L
√
E∗h,y
[
(1 + (‖ξh‖C ∨ ‖ζ‖C)α)2
]√
E∗h,y [‖ξh − ζ‖2C]
≤ L
(
1 +
√
E∗h,y [(‖ξh‖C ∨ ‖ζ‖C)2α]
)√
E∗h,y [‖ξh − ζ‖2C].
(28)
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It follows from Theorem 1.6 that there exists C1 ∈ [0,∞) such that for all h ∈ (0, h)
and y ∈ I◦√
E∗h,y [‖ξh − ζ‖2C] =W2(P ◦ (Xh,y)−1, Py ◦ (Y )−1) ≤ C1(1 + k2|y|)hmin{
1
4
,λ
2
}−ε. (29)
For the next step first assume that α > 0 and let β = max{2α, 1}. By Jensen’s inequality
and Theorems 3.1 and 3.2 there exists C2 ∈ [0,∞) such that we have for all h ∈ (0, h)
and y ∈ I◦√
E∗h,y [(‖ξh‖C ∨ ‖ζ‖C)2α] =
(
E∗h,y
[
(‖ξh‖C ∨ ‖ζ‖C)2α
]) α
2α ≤ (E∗h,y [(‖ξh‖C ∨ ‖ζ‖C)β])αβ
=
∥∥‖ξh‖C ∨ ‖ζ‖C∥∥αLβ(P ∗h,y) ≤ (∥∥‖ξh‖C∥∥Lβ(P ∗h,y) + ‖‖ζ‖C‖Lβ(P ∗h,y))α
=
(∥∥‖Xh‖C∥∥Lβ(P ∗h,y) + ‖‖Y ‖C‖Lβ(P ∗h,y))α ≤ C2(1 + |y|α).
(30)
Note that (30) clearly also holds in the case α = 0. Combining (28), (29) and (30)
establishes (27) and completes the proof.
In the same vein, we get the ratemin{1
4
, λ
2
} when approximating Ey[f(YT )] for a locally
Lipschitz continuous function f : I → R with polynomially growing Lipschitz constant.
A precise formulation is similar to that of Corollary 1.8. In the proof one needs to apply
Theorem 1.4 in place of Theorem 1.6.
Remark 1.9 (Applicability of the main results). The assumptions in our main results,
Theorems 1.4 and 1.6, are Condition (C) and Condition (Aλ). Condition (C) is an as-
sumption on the general diffusion Y we want to approximate, and it cannot be dropped
(we present examples in Section 7). Condition (Aλ) is an assumption on the approxi-
mation scheme. The main results thus provide convergence rates of the Markov chain
approximation schemes (9)–(10) defined by scale factors satisfying Condition (Aλ), with
some λ ∈ (0,∞), to general diffusions satisfying Condition (C).
Given a task to approximate some general diffusion Y we usually have a choice of
an approximation scheme, and we always can choose a scheme that gives the best rates
in Theorems 1.4 and 1.6 (namely, rate 1
4
in Theorem 1.4 and rate 1
4
− in Theorem 1.6)
whenever Y satisfies Condition (C). Indeed, we can take the EMCEL approximation
scheme (see Example 1.3), which is well-defined for every general diffusion Y and satisfies
Condition (Aλ) for all λ ∈ (0,∞).
However, Equation (21) defining the EMCEL scale factors can rarely be solved in a
closed form. Therefore, in practice we often need to use scale factors (ah)h∈(0,h) that are
approximations of the EMCEL scale factors (âh)h∈(0,h), and for this latter case the main
results tell us with which precision to solve (21) in order still to achieve the best rates.
Namely, Condition (Aλ) with λ = 1
2
still guarantees rate 1
4
in Theorem 1.4 and rate
1
4
− in Theorem 1.6. As an informal summary, we get the following recipe. Solving (21)
with a precision of order O(h3/2) provides the best rates in the main results. A further
reduction of the precision in solving (21) entails smaller rates.
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Remark 1.10 (Reflecting boundaries). We described the approximation scheme under
the assumption that if a boundary point is accessible, then it is absorbing. The case of
reflecting boundaries can be reduced to this situation. In more detail, we can include
both instantaneously reflecting and slowly reflecting (sticky) boundaries as follows. If
Z is a general diffusion in natural scale with reflecting boundaries, then there exists a
general diffusion Y in natural scale with inaccessible and/or absorbing boundaries and
a Lipschitz continuous function f with Lipschitz constant 1 such that Z
d
= f(Y ) (see
Section 6 of [5] for details; in the special case, where [l,∞) is the state space of Z and
l ∈ R a reflecting boundary, we can find Y being a certain general diffusion on R and take
f(y) = l+ |y− l|, y ∈ R). Let Xh, h ∈ (0, h), be the processes of (9)–(10) approximating
Y . To approximate Z we define Zh = f(Xh), h ∈ (0, h). As f has Lipschitz constant 1,
it holds for all h ∈ (0, h) and p ∈ [1,∞) that
Wp(P ◦ (Zh)−1, Py ◦ (Z)−1) ≤ Wp(P ◦ (Xh)−1, Py ◦ (Y )−1),
hence, the rates of Theorems 1.4 and 1.6 are preserved also for the convergence of
(Zh)h∈(0,h) to Z in every p-th Wasserstein distance.
2 Properties of the approximation schemes
In this section we collect some useful properties of approximation schemes satisfying
Condition (19).
Lemma 2.1. Assume that (19) is satisfied. Then for all y ∈ I◦ we have
lim
h→0
ah(y) = 0. (31)
In particular, (31) holds under Condition (Aλ) with an arbitrary λ ∈ (0,∞).
Proof. We first notice that any y ∈ I◦ belongs to Ih whenever h ∈ (0, h) is sufficiently
small. Hence, (19) implies that for all y ∈ I◦
lim
h→0
∫
(y−ah(y),y+ah(y))
(ah(y)− |u− y|)m(du) = 0.
Let y ∈ I◦ and assume that lim suph→0 ah(y) > 0. Then there exists ε > 0 and a
sequence (hn)n∈N ⊂ (0, h) such that limn→∞ hn = 0 and ahn(y) ≥ ε for all n ∈ N. Then
it holds for all n ∈ N that∫
(y−ahn (y),y+ahn (y))
(ahn(y)− |u− y|)m(du) ≥
∫
(y−ε,y+ε)
(ε− |u− y|)m(du) > 0.
The obtained contradiction completes the proof.
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We fix an arbitrary y0 ∈ I◦. In what follows we make a convention that if (19) is
satisfied, then h is chosen small enough to guarantee
sup
h∈(0,h)
ah(y0) <∞. (32)
Indeed, due to Lemma 2.1, under (19) we can always achieve (32) by reducing h if
necessary.
Proposition 2.2. Assume that (19) is satisfied. Then it holds for all h ∈ (0, h) and
y1, y2 ∈ Ih with y1 < y2 that
y1 − y2 − 2γah(y2)
1− γ ≤ ah(y2)− ah(y1) ≤ y2 − y1 +
2γah(y1)
1− γ . (33)
Moreover, there exists C ∈ [0,∞) such that for all h ∈ (0, h) and y ∈ I◦ we have
ah(y) ≤ C + |y|. (34)
In particular, both statements hold under Condition (Aλ) with an arbitrary λ ∈ (0,∞).
Proof. For the first part of the proof fix h ∈ (0, h) and y1, y2 ∈ Ih with y1 < y2. We only
prove the second inequality in (33). The first one follows from similar considerations.
Assume that ah(y2) − ah(y1) ≥ y2 − y1 (else there is nothing to show). Note that (19)
ensures that ah(y1) > 0. It holds that
1
2
∫
(y1−ah(y1),y1+ah(y1))
(ah(y1)− |u− y1|) m(du)
(
1 +
ah(y2)− y2 − ah(y1) + y1
ah(y1)
)
=
1
2
∫
(y1−ah(y1),y1+ah(y1))
(ah(y1)− |u− y1|) m(du)
+
ah(y2)− y2 − ah(y1) + y1
2ah(y1)
∫
(y1−ah(y1),y1+ah(y1))
(ah(y1)− |u− y1|) m(du)
≤ 1
2
∫
(y1−ah(y1),y1+ah(y1))
(ah(y1)− |u− y1|) m(du)
+
1
2
(ah(y2)− y2 − ah(y1) + y1)m((y1 − ah(y1), y1 + ah(y1)))
=
1
2
∫
(y1−ah(y1),y1+ah(y1))
(ah(y2)− |u− y1| − y2 + y1) m(du).
(35)
Combining this with the fact that ∀u ∈ R : |u−y2| ≤ |u−y1|+|y1−y2| = |u−y1|+y2−y1
implies that
1
2
∫
(y1−ah(y1),y1+ah(y1))
(ah(y1)− |u− y1|) m(du)
(
1 +
ah(y2)− y2 − ah(y1) + y1
ah(y1)
)
≤ 1
2
∫
(y1−ah(y1),y1+ah(y1))
(ah(y2)− |u− y2|) m(du). (36)
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The assumption that ah(y2)− ah(y1) ≥ y2 − y1 ensures that (y1 − ah(y1), y1 + ah(y1)) ⊆
(y2 − ah(y2), y2 + ah(y2)). Moreover it holds that ah(y2) − |u − y2| ≥ 0 for all u ∈
(y2 − ah(y2), y2 + ah(y2)). Combining this with (36) shows that
1
2
∫
(y1−ah(y1),y1+ah(y1))
(ah(y1)− |u− y1|) m(du)
(
1 +
ah(y2)− y2 − ah(y1) + y1
ah(y1)
)
≤ 1
2
∫
(y2−ah(y2),y2+ah(y2))
(ah(y2)− |u− y2|) m(du). (37)
It follows from (19) that
1
2
∫
(y2−ah(y2),y2+ah(y2))
(ah(y2)− |u− y2|) m(du) ≤ (1 + γ)h (38)
and that
1
2
∫
(y1−ah(y1),y1+ah(y1))
(ah(y1)− |u− y1|) m(du) ≥ (1− γ)h. (39)
Hence, it holds that
(1− γ)h
(
1 +
ah(y2)− y2 − ah(y1) + y1
ah(y1)
)
≤ (1 + γ)h (40)
This implies that
ah(y2)− ah(y1) ≤ y2 − y1 + 2γah(y1)
1− γ . (41)
It remains to prove Inequality (34). Applying (32) together with the second inequality
in (33) with y1 = y0 and y2 > y0 as well as the first inequality in (33) with y2 = y0
and y1 < y0, we infer that there exists C˜ ∈ [0,∞) such that, for all pairs (h, y) with
h ∈ (0, h), y ∈ Ih, it holds ah(y) ≤ C˜ + |y|. Furthermore, for all pairs (h, y) with
h ∈ (0, h), y ∈ I◦ \ Ih, we have y + ah(y) = r or y − ah(y) = l, which means that
y 7→ ah(y) is affine with slope ±1 and intercept r or −l. This completes the proof.
Proposition 2.2 provides the functional bound C + |y| (independent of h) for all func-
tions ah, h ∈ (0, h), satisfying (19). For any fixed y ∈ I◦, we know from Lemma 2.1
that ah(y) → 0 as h→ 0 (again under (19)). A natural question is, therefore, to find a
functional bound for ah that depends on h and vanishes as h→ 0. Under Condition (C)
in addition to (19), such a bound is suggested in the next result.
Proposition 2.3. Suppose that Condition (C) is satisfied and that (19) holds true. Then
there exists a constant C ∈ (0,∞) such that for all h ∈ (0, h) and y ∈ I◦ it holds that
ah(y) ≤ C(1 + k2|y|)
√
h. (42)
In particular, (42) holds under Condition (C) and Condition (Aλ) with an arbitrary
λ ∈ (0,∞).
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Proof. By (19), it holds for h ∈ (0, h) and y ∈ Ih that
1
2
∫
(y−ah(y),y+ah(y))
(ah(y)− |u− y|)m(du) ≤ (γ + 1)h. (43)
It follows from (15), (16) and (17) that for h ∈ (0, h) and y ∈ I◦ \ Ih
1
2
∫
(y−ah(y),y+ah(y))
(ah(y)− |u− y|)m(du) ≤ h.
In particular, (43) holds, in fact, for all h ∈ (0, h) and y ∈ I◦. Now Condition (C)
implies for all h ∈ (0, h) and y ∈ I◦
(γ + 1)h ≥
∫ y+ah(y)
y−ah(y)
ah(y)− |u− y|
k1(1 + k2u2)
du = a2h(y)
∫ 1
−1
1− |z|
k1(1 + k2(y + zah(y))2)
dz
≥ a
2
h(y)
k1(1 + k2maxz∈[−1,1](y + zah(y))2)
∫ 1
−1
(1− |z|)dz
=
a2h(y)
k1(1 + k2(|y|+ ah(y))2) .
(44)
Combining this with Proposition 2.2 ensures there exists C1 ∈ (0,∞) such that for all
h ∈ (0, h) and y ∈ I◦ it holds that
ah(y) ≤
√
(γ + 1)k1(1 + k2(2|y|+ C1)2)
√
h. (45)
This proves (42).
3 Condition (C) implies finite moments
We first establish moment bounds and a kind of temporal regularity for the general
diffusion under Condition (C).
Theorem 3.1. Assume that Condition (C) is satisfied and let p ∈ [1,∞) and T ∈ (0,∞).
Then there exists C ∈ (0,∞) such that for all y ∈ I◦ and s < t in [0, T ] it holds∥∥∥∥∥ supu∈[s,t] |Yu − Ys|
∥∥∥∥∥
Lp(Py)
≤ C(1 + k2|y|)
√
t− s. (46)
In particular, for all p ∈ [1,∞) and T ∈ (0,∞) there exists D ∈ (0,∞) such that for all
y ∈ I◦ we have ∥∥∥∥∥ supu∈[0,T ] |Yu − y|
∥∥∥∥∥
Lp(Py)
≤ D(1 + k2|y|). (47)
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Proof. Throughout the proof we assume without loss of generality that p ∈ [2,∞) (the
statement for p ∈ [1, 2) follows via monotonicity of Lp norms). We fix y ∈ I◦ and denote
by Ci, i ∈ N, constants that do not depend on y. We use the fact that Y can be written
as a time-changed Brownian motion. To be more precise, by extending the probability
space (if necessary), we can find a Brownian motion W starting in y under Py such that
Yt = Wγ(t), for all t ∈ [0,∞), (48)
with the random time change γ : [0,∞)→ [0,∞) being the right inverse of A, i.e.,
γ(t) = inf{s ∈ [0,∞) : A(s) > t}, t ∈ [0,∞), (49)
where the increasing process A : [0,∞)→ [0,∞] is given by the formula
A(t) =
1
2
∫
I
Lxt m(dx), t ∈ [0,∞), (50)
and (Lxt ), t ∈ [0,∞), x ∈ R, denotes the the local time of W (see Theorem V.47.1 in [29]
and notice that our speed measure is twice as large as the speed measure in [29]). Fur-
thermore, A is strictly increasing and continuous on [0, Hl,r(W )]∩ [0,∞) and infinite on
(Hl,r(W ),∞); γ is continuous on [0,∞), strictly increasing on [0, Hl,r(Y )] (notice that
Hl,r(Y ) = A(Hl,r(W ))) and, on the event {Hl,r(Y ) <∞}, γ is constant on [Hl,r(Y ),∞)
(recall that accessible boundaries are assumed to be absorbing). It follows from Condi-
tion (C) that for all s < t in [0, Hl,r(W )] it holds
A(t)− A(s) = 1
2
∫
I
(Lxt − Lxs )m(dx) ≥
∫
R
1I(x)
(Lxt − Lxs )
k1(1 + k2x2)
dx =
∫ t
s
1
k1(1 + k2W 2u )
du,
(51)
where the last equality follows from the occupation time formula. Let f ∈ C1([0,∞), [0,∞))
be the function given by f(t) =
∫ t
0
k1(1 + k2W
2
γ(s))ds, t ∈ [0,∞). Then it follows with
the change of variables in Stieltjes integrals for all t ∈ [0, Hl,r(W )] that∫ A(t)
0
k1(1 + k2W
2
γ(s)) ds = f(A(t)) =
∫ t
0
f ′(A(s)) dA(s) =
∫ t
0
k1(1 + k2W
2
s ) dA(s).
This and (51) imply for all s < t in [0, Hl,r(Y )] that
γ(t)− γ(s) ≤
∫ γ(t)
γ(s)
k1(1 + k2W
2
u ) dA(u) =
∫ t
s
k1(1 + k2W
2
γ(u)) du =
∫ t
s
k1(1 + k2Y
2
u ) du
(notice that A(γ(t)) = t because t ≤ Hl,r(Y )). As γ is constant on [Hl,r(Y ),∞), the
latter estimate
γ(t)− γ(s) ≤
∫ t
s
k1(1 + k2Y
2
u ) du (52)
holds, in fact, for all s < t in [0,∞).
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Next, let τ̂ be an (Ft)t∈[0,∞)-stopping time. Then it holds for all t ∈ [0,∞) that
Ey[ sup
s∈[0,t]
|Y τ̂s − y|p] = Ey[ sup
s∈[0,t∧τ̂ ]
|Ys − y|p] = Ey[ sup
s∈[0,γ(t∧τ̂)]
|Ws − y|p]. (53)
This and the Burkholder-Davis-Gundy inequality show that there exists C1 ∈ (0,∞)
(independent of τ̂ and y) such that for all t ∈ [0,∞) it holds
Ey[ sup
s∈[0,t]
|Y τ̂s − y|p] = Ey[ sup
s∈[0,γ(t∧τ̂ )]
|Ws − y|p] ≤ C1Ey[γ(t ∧ τ̂)
p
2 ]. (54)
Then it follows with (52) for all t ∈ [0,∞) that
Ey[ sup
s∈[0,t]
|Y τ̂s − y|p] ≤ C1Ey
[(∫ t∧τ̂
0
k1(1 + k2Y
2
s )ds
) p
2
]
≤ C1k
p
2
1 Ey
[(
t + 2k2y
2t+ 2k2
∫ t
0
(Y τ̂s − y)2ds
) p
2
]
≤ 2 p2−1C1k
p
2
1
(
(t+ 2k2y
2t)
p
2 + (2k2)
p
2Ey
[(∫ t
0
(Y τ̂s − y)2ds
) p
2
])
.
(55)
Combining this with Jensen’s inequality proves for all t ∈ [0, T ] that
Ey[ sup
u∈[0,t]
|Y τ̂u − y|p] ≤ 2
p
2
−1C1k
p
2
1
(
(t+ 2k2y
2t)
p
2 + (2k2)
p
2 t
p
2
−1
∫ t
0
Ey
[|Y τ̂s − y|p] ds)
≤ 2 p2−1C1k
p
2
1
(
(T + 2k2y
2T )
p
2 + (2k2)
p
2T
p
2
−1
∫ t
0
Ey
[
sup
u∈[0,s]
|Y τ̂u − y|pds
])
.
(56)
We choose τ̂ = τ̂n = inf{s ∈ [0,∞) : |Ys − y| ≥ n}, n ∈ N. Then it holds for all n ∈ N,
t ∈ [0, T ] that ∫ t
0
Ey[supu∈[0,s] |Y τ̂nu − y|p]ds ≤ np T <∞. Applying Gronwall’s inequality
to (56) shows for all n ∈ N and t ∈ [0, T ] that
Ey[ sup
s∈[0,t]
|Y τ̂ns − y|p] ≤ C1k
p
2
1 2
p
2
−1(T + 2k2y2T )
p
2 eC1k
p
2
1
2
p
2
−1(2k2)
p
2 T
p
2
−1t. (57)
Since τ̂n ր∞ as n→∞, it follows with monotone convergence that
Ey[ sup
s∈[0,T ]
|Ys−y|p] = lim
n→∞
Ey[ sup
s∈[0,T ]
|Y τ̂ns −y|p] ≤ C1k
p
2
1 2
p
2
−1(T+2k2y2T )
p
2 eC1k
p
2
1
2
p
2
−1(2k2)
p
2 T
p
2 .
(58)
To summarize, this proves that there exists C2 ∈ (0,∞) (independent of y ∈ I◦) such
that it holds ∥∥∥∥∥ sups∈[0,T ] |Ys − y|
∥∥∥∥∥
Lp(Py)
≤ C2(1 + k2|y|). (59)
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Now note that for all s < t in [0,∞) it holds that
Ey
[
sup
u∈[s,t]
|Yu − Ys|p
]
= Ey
[
sup
u∈[γ(s),γ(t)]
|Wu −Wγ(s)|p
]
. (60)
This and the Burkholder-Davis-Gundy inequality show that there exists C3 ∈ (0,∞)
such that for all s < t in [0,∞) it holds
Ey
[
sup
u∈[s,t]
|Yu − Ys|p
]
≤ C3Ey
[
|γ(t)− γ(s)| p2
]
. (61)
Then it follows with (52) for all s < t in [0,∞) that
Ey
[
sup
u∈[s,t]
|Yu − Ys|p
]
≤ C3Ey
[(∫ t
s
k1(1 + k2Y
2
u ) du
)p
2
]
≤ C3k
p
2
1 Ey
(1 + 2k2y2 + 2k2 sup
u∈[s,t]
|Yu − y|2
) p
2
 (t− s) p2 . (62)
Together with (59), this proves (46). Finally, (47) immediately follows from (46).
The next result establishes uniform in h moment bounds for the approximations.
Theorem 3.2. Suppose that Condition (C) is satisfied and that (19) holds true. Let
p ∈ [1,∞) and T ∈ (0,∞). Then there exists C ∈ (0,∞) such that for all y ∈ I◦ it
holds that
sup
h∈(0,h)
∥∥∥∥∥ sups∈[0,T ] |Xh,ys − y|
∥∥∥∥∥
Lp(P )
≤ sup
h∈(0,h)
∥∥∥∥ maxk∈{0,...,⌈T/h⌉} |Xh,ykh − y|
∥∥∥∥
Lp(P )
≤ C(1 + k2|y|).
(63)
In particular, (63) holds under Condition (C) and Condition (Aλ) with an arbitrary
λ ∈ (0,∞).
Proof. Throughout the proof we assume without loss of generality that p ∈ [2,∞). We
fix y ∈ I◦ and denote by Ci, i ∈ N, constants that do not depend on y. For all h ∈ (0, h)
let Mh,yn = maxk∈{0,...,n} |Xh,ykh − y|, n ∈ N0. The first inequality in (63) holds by the
construction of the continuous-time process Xh,y. The fact that for every h ∈ (0, h)
the process (Xh,ykh )k∈N0 is a martingale, the Burkholder-Davis-Gundy inequality and the
definition of (Xh,ykh )k∈N0 ensure that there exists C1 ∈ (0,∞) (independent of y) such
that for all h ∈ (0, h) and n ∈ N it holds that
E[|Mh,yn |p] ≤ C1E
(n−1∑
k=0
(Xh,y(k+1)h −Xh,ykh )2
) p
2
 = C1E
(n−1∑
k=0
(ah(X
h,y
kh ))
2
) p
2
 . (64)
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This together with Proposition 2.3 shows that there exists a constant C2 ∈ (0,∞) such
that for all h ∈ (0, h) and n ∈ N it holds
E[|Mh,yn |p] ≤ C2E
(n−1∑
k=0
h(1 + k2(X
h,y
kh )
2)
) p
2

= C2E
(hn+ k2h n−1∑
k=0
(Xh,ykh )
2
) p
2

≤ C2E
((1 + 2k2y2)hn+ 2k2h n−1∑
k=0
(Xh,ykh − y)2
)p
2

≤ C22
p
2
−1
((1 + 2k2y2)hn) p2 + (2k2h) p2E
(n−1∑
k=0
(Xh,ykh − y)2
) p
2
 .
(65)
Combining this with Jensen’s inequality proves for all h ∈ (0, h), n ∈ {1, . . . , ⌈T/h⌉}
that
E[|Mh,yn |p] ≤ C22
p
2
−1
[
((1 + 2k2y
2)(T + 1))
p
2 + (2k2h)
p
2n
p
2
−1E
[
n−1∑
k=0
|Xh,ykh − y|p
]]
≤ C22
p
2
−1
[
((1 + 2k2y
2)(T + 1))
p
2 + (2k2)
p
2 (T + 1)
p
2
−1h
n−1∑
k=0
E
[
|Mh,yk |p
]]
.
(66)
It follows from Gronwall’s inequality that for all h ∈ (0, h), n ∈ {1, . . . , ⌈T/h⌉} it holds
E[|Mh,yn |p] ≤ C22
p
2
−1((1 + 2k2y
2)(T + 1))
p
2
(
1 + C22
p
2
−1(2k2)
p
2 (T + 1)
p
2
−1h
)n−1
. (67)
This implies that
sup
h∈(0,h)
E
[
max
k∈{0,...,⌈T/h⌉}
|Xh,ykh − y|p
]
≤ C22
p
2
−1((1 + 2k2y2)(T + 1))
p
2
[
sup
h∈(0,h)
(
1 + C22
p
2
−1(2k2)
p
2 (T + 1)
p
2
−1h
)T
h
]
<∞,
(68)
which completes the proof.
4 Embedding the approximations into the general
diffusion
The proofs of Theorems 1.4 and 1.6 rely on embeddings of the Markov chains (Xh,ykh )k∈N0
into the diffusion Y with sequences of stopping times. In Section 3 in [5] (see, in par-
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ticular, Proposition 3.4 therein) we construct for all h ∈ (0, h) a sequence of stopping
times (τhk )k∈N0 such that for all h ∈ (0, h) and y ∈ I◦ we have
LawPy
(
Yτhk ; k ∈ N0
)
= LawP
(
Xh,ykh ; k ∈ N0
)
. (69)
In the case, where both boundary points are inaccessible, the construction of the stopping
times is straightforward: for all h ∈ (0, h) set τh0 = 0 and then recursively define τhk+1
as the first time t ≥ τhk such that |Yt − Yτhk | = ah(Yτhk ). In the case of accessible
(then absorbing) boundary points the stopping times are deterministically extended on
reaching an absorbing boundary whenever Yτhk /∈ Ih. For more details, see Section 3
in [5].
Corollary 3.3 in [5] shows that for every y ∈ I◦ and a ∈ [0,∞) such that y ± a ∈ I
the expected time it takes Y started in y to leave the interval (y − a, y + a) is equal to
1
2
∫
(y−a,y+a)(a−|u−y|)m(du). Therefore, Condition (Aλ) ensures, roughly speaking, for
all k ∈ N0 that the expected time lag τhk+1 − τhk deviates from h by an order of h1+λ.
The next result concludes that the global temporal error |τhk − kh| is of order hmin{
1
2
,λ}
under Condition (Aλ). It is worth noting that, in contrast to many preceding results,
we do not need Condition (C) here.
Proposition 4.1. Let p ∈ [1,∞), T ∈ (0,∞), λ ∈ (0,∞) and assume that Con-
dition (Aλ) is satisfied. Then there exists C ∈ (0,∞) such that for all y ∈ I◦ and
h ∈ (0, h) it holds that∥∥∥∥∥ supk∈{1,...,⌊T/h⌋} ∣∣τhk − kh∣∣
∥∥∥∥∥
Lp(Py)
≤ Chmin{ 12 ,λ}. (70)
Remark 4.2. Note that the order of convergence of the right-hand side of (70) does
not become better than
√
h for λ ∈ [1
2
,∞). We refer the reader to Equation (97) in
the proof of Proposition 5.3 below to see that
√
h is the optimal order that, in general,
cannot be improved even if 1
2
∫
(y−ah(y),y+ah(y))(ah(y)− |u − y|)m(du) = h for all y ∈ I◦,
h ∈ (0, h), i.e., Condition (Aλ) is satisfied for all λ ∈ (0,∞).
Proof. We introduce the time lags between two consecutive stopping times ρhk = τ
h
k −
τhk−1, h ∈ (0, h), k ∈ N. It follows from Proposition 5.2 and Corollary 3.3 in [5] that
there exists a constant C1 ∈ (0,∞) such that for all y ∈ I◦ and h ∈ (0, h) it holds that∥∥∥∥∥ supk∈{1,...,⌊T/h⌋}
∣∣∣∣∣τhk −
k∑
n=1
E[ρhn|Fτhn−1]
∣∣∣∣∣
∥∥∥∥∥
Lp(Py)
≤ C1
√
T
(√
h +
supz∈I
(
Ez[Hz−ah(z),z+ah(z)(Y )]
)
√
h
)
= C1
√
T
√h+ 12 supz∈I
(∫
(z−ah(z),z+ah(z)(ah(z)− |u− z|)m(du)
)
√
h
 .
(71)
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It follows from the definition of the sets Ih, h ∈ (0, h), that for all h ∈ (0, h) it holds
1
2
sup
z∈I\Ih
∫
(z−ah(z),z+ah(z))
(ah(z)− |u− z|)m(du) ≤ h.
Condition (Aλ) implies for all h ∈ (0, h)
1
2
sup
z∈Ih
∫
(z−ah(z),z+ah(z))
(ah(z)− |u− z|)m(du) ≤ Kh1+λ + h ≤ (K + 1)h.
Hence, we obtain that for all y ∈ I◦ and h ∈ (0, h)∥∥∥∥∥ supk∈{1,...,⌊T/h⌋}
∣∣∣∣∣τhk −
k∑
n=1
E[ρhn|Fτhn−1 ]
∣∣∣∣∣
∥∥∥∥∥
Lp(Py)
≤ C1
√
T (K + 2)
√
h. (72)
Moreover, Proposition 5.3, Corollary 3.3 in [5] and Condition (Aλ) imply that for all
y ∈ I◦ and h ∈ (0, h) it holds that∥∥∥∥∥ supk∈{1,...,⌊T/h⌋}
∣∣∣∣∣
(
k∑
n=1
E[ρhn|Fτhn−1 ]
)
− kh
∣∣∣∣∣
∥∥∥∥∥
Lp(Py)
≤ T
h
sup
z∈Ih
∣∣Ez[Hz−ah(z),z+ah(z)(Y )]− h∣∣
=
T
h
sup
z∈Ih
∣∣∣∣12
∫
(z−ah(z),z+ah(z)
(ah(z)− |u− z|)m(du)− h
∣∣∣∣ ≤ TKhλ.
(73)
Combining (72) and (73) proves that for all y ∈ I◦ and h ∈ (0, h) it holds that∥∥∥∥∥ supk∈{1,...,⌊T/h⌋} ∣∣τhk − kh∣∣
∥∥∥∥∥
Lp(Py)
≤ TKhλ + C1
√
T (K + 2)
√
h
≤
(
TK + C1
√
T (K + 2)
)
hmin{
1
2
,λ}.
This concludes the proof.
In addition to the moment estimates for general diffusions presented in Section 3 we
need a moment estimate up to the stopping times τh⌊T/h⌋ for T ∈ (0,∞).
Proposition 4.3. Assume that Condition (C) holds and that (19) is satisfied. Let
p ∈ [1,∞) and T ∈ (0,∞). Then there exists C ∈ (0,∞) such that for all y ∈ I◦ it holds
sup
h∈(0,h)
∥∥∥∥∥∥ sups∈[0,τh
⌊T/h⌋
]
|Ys|
∥∥∥∥∥∥
Lp(Py)
≤ C(1 + |y|). (74)
In particular, (74) holds under Condition (C) and Condition (Aλ) with an arbitrary
λ ∈ (0,∞).
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Proof. First note that by construction of the stopping times τhk , h ∈ (0, h), k ∈ N0, it
holds Py-almost surely for all y ∈ I◦ that for all h ∈ (0, h) and k ∈ N0
sup
s∈[τhk ,τhk+1]
|Ys| ≤ max{|Yτhk + ah(Yτhk )|, |Yτhk − ah(Yτhk )|} = |Yτhk |+ ah(Yτhk ). (75)
This together with Proposition 2.2 ensures that there exists C1 ∈ (0,∞) (independent
of y ∈ I◦) such that for all h ∈ (0, h) and k ∈ N0 it holds
sup
s∈[τhk ,τhk+1]
|Ys| ≤ C1 + 2|Yτhk |. (76)
Combining this with Theorem 3.2 and (69) shows that there exists C2 ∈ (0,∞) such
that for all y ∈ I◦ it holds
sup
h∈(0,h)
∥∥∥∥∥∥ sups∈[0,τh
⌊T/h⌋
]
|Ys|
∥∥∥∥∥∥
Lp(Py)
= sup
h∈(0,h)
∥∥∥∥∥ maxk∈{0,...,⌊T/h⌋−1} sups∈[τhk ,τhk+1] |Ys|
∥∥∥∥∥
Lp(Py)
≤ C1 + 2 sup
h∈(0,h)
∥∥∥∥ maxk∈{0,...,⌊T/h⌋−1} |Yτhk |
∥∥∥∥
Lp(Py)
≤ C1 + 2 (C2(1 + k2|y|) + |y|) ,
(77)
which completes the proof.
5 Rate of convergence for time marginals
In this section, we prove Theorem 1.4. Throughout the section let (τhk )k∈N0 , h ∈ (0, h), be
the embedding stopping times introduced in Section 4. A central step in our approach is
to establish Lp bounds between the random variables YT and Yτh
⌊T/h⌋
. These are provided
in the next result.
Theorem 5.1. Suppose that Condition (C) is satisfied and that there exists λ ∈ (0,∞)
such that Condition (Aλ) holds. Let T ∈ (0,∞) and p ∈ [1,∞). Then there exists a
constant C(p, T ) ∈ (0,∞) such that for all y ∈ I◦ and h ∈ (0, h) we have∥∥∥Yτh
⌊T/h⌋
− YT
∥∥∥
Lp(Py)
≤ C(p, T )(1 + k2|y|)hmin{ 14 ,λ2 }. (78)
Proof. Throughout the proof we use the notation from the proof of Theorem 3.1, in par-
ticular, the fact that Y can be written as a time-changed Brownian motion (recall (48)).
We fix y ∈ I◦ and denote by Ci ∈ (0,∞), i ∈ N, constants that are independent of y.
First note that for all h ∈ (0, h) it holds that
Ey[|Yτh
⌊T/h⌋
− YT |p] = Ey[|Wγ(τh
⌊T/h⌋
) −Wγ(T )|p]. (79)
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This and the Burkholder-Davis-Gundy inequality show that there exists C1 ∈ (0,∞)
such that for all h ∈ (0, h) it holds
Ey[|Yτh
⌊T/h⌋
− YT |p] ≤ C1Ey[|γ(τh⌊T/h⌋)− γ(T )|
p
2 ]. (80)
Then it follows with (52) and the Cauchy-Schwarz inequality that there exists C2 ∈
(0,∞) such that for all h ∈ (0, h) we have
Ey[|Yτh
⌊T/h⌋
− YT |p] ≤ C2Ey
(∫ τh⌊T/h⌋∨T
τh
⌊T/h⌋
∧T
(1 + k2Y
2
u )du
)p
2

≤ C2Ey
(1 + k2 sup
u∈[0,τh
⌊T/h⌋
∨T ]
Y 2u )
p
2 |τh⌊T/h⌋ − T |
p
2

≤ C2
√√√√√Ey
1 + k2 sup
u∈[0,τh
⌊T/h⌋
∨T ]
Y 2u
pEy [|τh⌊T/h⌋ − T |p].
(81)
The triangle inequality ensures for all h ∈ (0, h) that∥∥∥Yτh
⌊T/h⌋
− YT
∥∥∥
Lp(Py)
≤ C
1
p
2
√√√√√√
1 + k2
∥∥∥∥∥∥ supu∈[0,τh
⌊T/h⌋
∨T ]
Y 2u
∥∥∥∥∥∥
Lp(Py)
(∥∥∥∥τh⌊T/h⌋ − h⌊Th
⌋∥∥∥∥
Lp(Py)
+ T − h
⌊
T
h
⌋)
≤ C
1
p
2
√√√√√√
1 + k2
∥∥∥∥∥∥ supu∈[0,τh
⌊T/h⌋
∨T ]
|Yu|
∥∥∥∥∥∥
2
L2p(Py)
(∥∥∥∥τh⌊T/h⌋ − h⌊Th
⌋∥∥∥∥
Lp(Py)
+ h
)
.
(82)
Theorems 3.1 and 4.3 ensure that there exists C3 ∈ (0,∞) such that
sup
h∈(0,h)
∥∥∥∥∥∥ supu∈[0,τh
⌊T/h⌋
∨T ]
|Yu|
∥∥∥∥∥∥
L2p(Py)
≤ C3(1 + |y|). (83)
Moreover, Proposition 4.1 implies that there exists C4 ∈ (0,∞) such that for all h ∈ (0, h)
it holds that ∥∥∥∥τh⌊T/h⌋ − h⌊Th
⌋∥∥∥∥
Lp(Py)
≤ C4hmin{ 12 ,λ}. (84)
Combining (82), (83) and (84) entails that there exists C5 ∈ (0,∞) such that∥∥∥Yτh
⌊T/h⌋
− YT
∥∥∥
Lp(Py)
≤ C5(1 + k2|y|)hmin{ 14 ,λ2 }. (85)
This completes the proof.
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Proof of Theorem 1.4. Throughout the proof let p ∈ [1,∞) and T ∈ (0,∞). By The-
orems 3.1 and 3.2, the random variables YT , X
h,y
h⌊T/h⌋ and X
h,y
T , h ∈ (0, h), admit finite
p-th moments. For every h ∈ (0, h) we define the random variable
Y hT = Yτh
⌊T/h⌋
+ (T/h− ⌊T/h⌋)(Yτh
⌊T/h⌋+1
− Yτh
⌊T/h⌋
) (86)
and notice that, by (69) and (10), for every h ∈ (0, h) and y ∈ I◦ it holds
LawPy(Yτh
⌊T/h⌋
) = LawP (X
h,y
h⌊T/h⌋) and LawPy(Y
h
T ) = LawP (X
h,y
T ).
In particular, the random vector (Yτh
⌊T/h⌋
, YT ) (resp. (Y
h
T , YT )) is a coupling between the
laws of Xh,yh⌊T/h⌋ and YT (resp. X
h,y
T and YT ). Therefore, Statement (23) of Theorem 1.4
follows directly from Theorem 5.1. Next, applying (86), Proposition 2.3, Theorem 3.2
and (69), we obtain that there exist constants C1 ∈ (0,∞) and C2 ∈ (0,∞) such that
for all y ∈ I◦ and h ∈ (0, h) it holds∥∥∥Y hT − Yτh
⌊T/h⌋
∥∥∥
Lp(Py)
≤
∥∥∥Yτh
⌊T/h⌋+1
− Yτh
⌊T/h⌋
∥∥∥
Lp(Py)
=
∥∥∥ah(Yτh
⌊T/h⌋
)
∥∥∥
Lp(Py)
≤ C1
√
h
∥∥∥1 + k2|Yτh
⌊T/h⌋
|
∥∥∥
Lp(Py)
≤ C2(1 + k2|y|)
√
h.
Together with Theorem 5.1, this establishes (24) and concludes the proof.
Optimality of the rate 1/4
In this subsection we consider the EMCEL scheme ah = âh (see Example 1.3) in the
situation, where both boundaries are inaccessible and hence Ih = I
◦ for all h ∈ (0, h).
Recall that in this case scale factors ah are chosen in such a way that for all y ∈ I◦,
h ∈ (0, h) it holds
1
2
∫
(y−ah(y),y+ah(y))
(ah(y)− |u− y|)m(du) = h. (87)
In particular, Condition (Aλ) is satisfied for all λ ∈ (0,∞). In this situation Theorem 5.1
ensures that Yτh
⌊T/h⌋
converges to YT in L
p at a rate of at least 1/4. We close this section
by showing that the convergence rate 1/4 is the best rate that can be obtained for
this Lp convergence. Indeed, for such a nice Markov process as Brownian motion, the
approximation scheme does not converge faster. To prove this, we need the following
auxiliary result.
Lemma 5.2. Let W be a Brownian motion starting in 0, τ a square integrable stopping
time. Then it holds that
E[W 4τ ] ≥
1
4
E[τ 2]. (88)
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Proof. First let τ be bounded. Then it follows with Itô’s formula that
E[τW 2τ ] = E
[∫ τ
0
(2sWs)dWs +
∫ τ
0
(W 2s + s)ds
]
≥ E
[∫ τ
0
sds
]
=
1
2
E[τ 2]. (89)
This together with Young’s inequality implies that
1
2
E[τ 2] ≤ E[τW 2τ ] ≤ E
[
1
4
τ 2 +W 4τ
]
. (90)
This proves (88) for bounded stopping times. Next, let τ be square integrable. Then it
holds for all n ∈ N that
E[W 4τ∧n] ≥
1
4
E[(τ ∧ n)2]. (91)
By monotone convergence the right-hand side converges to 1
4
E[τ 2] as n → ∞. The
Burkholder-Davis-Gundy inequality ensures that sups∈[0,τ ]W
4
s is integrable and hence
dominated convergence ensures that
lim
n→∞
E[W 4τ∧n] = E[W
4
τ ], (92)
which completes the proof.
We are now in a position to prove that our scheme applied to W does not converge
faster in Lp, p ≥ 4, than at the rate 1/4.
Proposition 5.3. Assume that I = R and that the speed measure m satisfies m(dx) =
2 dx. In other words, the general diffusion we are considering is a Brownian motion
W on R. Let scale factors satisfy ah(y) =
√
h for all h ∈ (0, 1), y ∈ R. Then (87) is
satisfied and for all p ∈ [4,∞), y ∈ R, T ∈ (0,∞) and h ∈ (0, 1 ∧ T ) we have
‖Wτh
⌊T/h⌋
−WT‖Lp(Py) ≥ ‖Wτh
⌊T/h⌋
−WT‖L4(Py) ≥
(
(T − h) Var(H−1,1(W ))
4
) 1
4
h
1
4 . (93)
Proof. The claim that (87) is satisfied follows directly from the assumption that ah(y) =√
h for all h ∈ (0, 1), y ∈ R. To prove (93) we can without loss of generality assume
that y = 0 since m is space invariant. For the remainder of the proof we fix T ∈ (0,∞)
and h ∈ (0, 1∧T ). By the construction in the beginning of Section 4 the stopping times
satisfy for all k ∈ N0 that τh0 = 0 and τhk+1 = inf{t ≥ τhk : |Wt −Wτhk | =
√
h}. It follows,
e.g., from Proposition 4.1, that the stopping time τh⌊T/h⌋ is square integrable. Then (a
conditional version of) Lemma 5.2 and the fact that that E[τh⌊T/h⌋] = h⌊T/h⌋ show that
E[|Wτh
⌊T/h⌋
−WT |4] = E[|Wτh
⌊T/h⌋
∨T −Wτh
⌊T/h⌋
∧T |4] ≥
1
4
E[(τh⌊T/h⌋ ∨ T − τh⌊T/h⌋ ∧ T )2]
=
1
4
E[(τh⌊T/h⌋ − T )2] ≥
1
4
E
[(
τh⌊T/h⌋ − h
⌊
T
h
⌋)2]
.
(94)
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Moreover, it holds that E[τhk+1−τhk |Fτhk ] = h for all k ∈ N0. In particular, the increments
τhk+1 − τhk , k ∈ N0, are uncorrelated. Hence we have
E
[(
τh⌊T/h⌋ − h
⌊
T
h
⌋)2]
= Var(τh⌊T/h⌋) = Var
⌊T/h⌋−1∑
k=0
(τhk+1 − τhk )

=
⌊T/h⌋−1∑
k=0
Var
(
τhk+1 − τhk
)
.
(95)
The assumption that for all y ∈ R we have ah(y) =
√
h implies that τhk+1 − τhk d=
H−√h,√h(W ). Therefore we obtain
E
[(
τh⌊T/h⌋ − h
⌊
T
h
⌋)2]
=
⌊
T
h
⌋
Var
(
H−√h,√h(W )
)
. (96)
The self-similarity of the Brownian motion states that the process (
√
hW t
h
)t∈[0,∞) is again
a Brownian motion. This implies that H−
√
h,
√
h(W )
d
= hH−1,1(W ). Therefore we obtain
that
E
[(
τh⌊T/h⌋ − h
⌊
T
h
⌋)2]
= h2
⌊
T
h
⌋
Var(H−1,1(W )) ≥ h(T − h) Var(H−1,1(W )). (97)
Combining this with (94) completes the proof.
6 Rate of convergence on the path space
In this section, we prove Theorem 1.6. Again let (τhk )k∈N0, h ∈ (0, h), be the embedding
stopping times introduced in Section 4. We define a continuous-time process Y h =
(Y ht )t∈[0,∞) via linear interpolation of (Yτhk )k∈N0:
Y ht = Yτh
⌊t/h⌋
+ (t/h− ⌊t/h⌋)(Yτh
⌊t/h⌋+1
− Yτh
⌊t/h⌋
), t ∈ [0,∞). (98)
Then it follows from (69) that for all h ∈ (0, h) and y ∈ I◦ we have
LawPy
(
Y ht ; t ∈ [0,∞)
)
= LawP
(
Xh,yt ; t ∈ [0,∞)
)
(99)
(indeed, cf. (98) with (10)). We proceed similarly as in Section 5 and first establish Lp
bounds between the processes Y and Y h.
Theorem 6.1. Suppose that Condition (C) is satisfied and that there exists λ ∈ (0,∞)
such that Condition (Aλ) holds. Let p ∈ [1,∞), T ∈ (0,∞) and ε ∈ (0,min{1
4
, λ
2
}).
Then there exists a constant C(p, ε, T ) ∈ (0,∞) such that for all y ∈ I◦ and h ∈ (0, h)
we have ∥∥∥∥∥ supt∈[0,T ] |Y ht − Yt|
∥∥∥∥∥
Lp(Py)
≤ C(p, ε, T )(1 + k2|y|)hmin{ 14 ,λ2 }−ε. (100)
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Proof. To simplify some expressions we treat explicitly only the case λ ∈ (0, 1
2
] (in
general, one should replace all instances of λ in the proof with min{1
2
, λ}). Without loss
of generality we assume that ε ∈ (0, 1
p
∧ λ
2
). Throughout the proof we fix h ∈ (0, h) and
y ∈ I◦. We use the notation Ci(p, ε, T ) ∈ (0,∞), i ∈ N, for constants independent of h
and y.
First, observe that the Markov inequality and Proposition 4.1 imply that there exists
a constant C1(p, T ) ∈ (0,∞) such that
Py[τ
h
⌊T/h⌋ ≥ T + 1] ≤ Py
[
τh⌊T/h⌋ − h
⌊
T
h
⌋
≥ 1
]
≤ Ey
[∣∣∣∣τh⌊T/h⌋ − h⌊Th
⌋∣∣∣∣p] ≤ C1(p, T )hλp.
(101)
This, the Cauchy-Schwarz inequality, Theorems 3.1 and 3.2 together with (99) prove
that there exists a constant C3(p, T ) ∈ (0,∞) such that∥∥∥∥∥1{τh⌊T/h⌋≥T+1} supt∈[0,T ] |Y ht − Yt|
∥∥∥∥∥
Lp(Py)
≤ (Py[τh⌊T/h⌋ ≥ T + 1])
1
2p
∥∥∥∥∥ supt∈[0,T ] |Y ht − Yt|
∥∥∥∥∥
L2p(Py)
≤ C1(p, T )
1
2ph
λ
2
∥∥∥∥∥ supt∈[0,T ] |Y ht − y|
∥∥∥∥∥
L2p(Py)
+
∥∥∥∥∥ supt∈[0,T ] |Yt − y|
∥∥∥∥∥
L2p(Py)

≤ C3(p, T )(1 + k2|y|)hλ2 .
(102)
Next, by the triangle inequality we have that
sup
t∈[0,T ]
|Y ht − Yt| ≤ sup
t∈[0,T ]
|Y ht − Yτh
⌊t/h⌋
|+ sup
t∈[0,T ]
|Yτh
⌊t/h⌋
− Yt|. (103)
We consider the two terms on the right-hand side of Inequality (103) separately on the
set {τh⌊T/h⌋ < T + 1}. We start with the latter one. By Theorem 3.1, there exists
C4(ε, T ) ∈ (0,∞) such that for all s, t ∈ [0, T + 1] we have
Ey[|Ys − Yt| 1ε ] ≤ C4(ε, T )(1 + k2|y|) 1ε |s− t| 12ε . (104)
Together with the fact that 0 ≤ 1
2
− ε
λ
< ε( 1
2ε
− 1), this allows to apply the Kolmogorov-
Chentsov theorem (see, e.g., Theorem I.2.1 in [28]) to obtain that there exists a constant
C5(ε, T ) ∈ (0,∞) such that∥∥∥∥∥∥∥ sups,t∈[0,T+1]s 6=t
|Ys − Yt|
|s− t| 12− ελ
∥∥∥∥∥∥∥
L
1
ε (Py)
≤ C5(ε, T )(1 + k2|y|). (105)
Moreover, it holds that
sup
t∈[0,T ]
|τh⌊t/h⌋ − t| ≤ sup
k∈{0,...,⌊T/h⌋}
sup
t∈[kh,(k+1)h)
|τhk − t| ≤ sup
k∈{0,...,⌊T/h⌋}
∣∣τhk − kh∣∣+ h. (106)
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Since 1
2
− ε
λ
< 1, we further obtain supt∈[0,T ] |τh⌊t/h⌋−t|
1
2
− ε
λ ≤ supk∈{0,...,⌊T/h⌋}
∣∣τhk − kh∣∣ 12− ελ+
h
1
2
− ε
λ . This, together with Proposition 4.1, implies that for all α ∈ [1,∞) there exists a
constant C6(α, ε, T ) ∈ (0,∞) such that∥∥∥∥∥ supt∈[0,T ] |τh⌊t/h⌋ − t| 12− ελ
∥∥∥∥∥
Lα(Py)
≤ h 12− ελ +
∥∥∥∥∥ supk∈{0,...,⌊T/h⌋} ∣∣τhk − kh∣∣ 12− ελ
∥∥∥∥∥
Lα(Py)
≤ C6(α, ε, T )hλ2−ε. (107)
On the set {τh⌊T/h⌋ < T + 1} it holds that
sup
t∈[0,T ]
|Yτh
⌊t/h⌋
− Yt| ≤
 sup
s,t∈[0,T+1]
s 6=t
|Ys − Yt|
|s− t| 12− ελ
[ sup
t∈[0,T ]
|τh⌊t/h⌋ − t|
1
2
− ε
λ
]
.
This, the Hölder inequality (applied with the conjugates 1
pε
and 1
1−pε), (105) and (107)
ensure that there exists a constant C7(p, ε, T ) ∈ (0,∞) such that∥∥∥∥∥1{τh⌊T/h⌋<T+1} supt∈[0,T ] |Yτh⌊t/h⌋ − Yt|
∥∥∥∥∥
Lp(Py)
≤
∥∥∥∥∥∥∥ sups,t∈[0,T+1]s 6=t
|Ys − Yt|
|s− t| 12− ελ
∥∥∥∥∥∥∥
L
1
ε (Py)
∥∥∥∥∥ supt∈[0,T ] |τh⌊t/h⌋ − t| 12− ελ
∥∥∥∥∥
L
p
1−pε (Py)
≤ C7(p, ε, T )(1+k2|y|)hλ2−ε.
(108)
Next, we consider the first term on the right-hand side of (103). By definition (98) of
Y h it holds that
sup
t∈[0,T ]
|Y ht − Yτh
⌊t/h⌋
| ≤ sup
k∈{0,...,⌊T/h⌋}
|Yτhk+1 − Yτhk | = sup
k∈{0,...,⌊T/h⌋}
|ah(Yτhk )|. (109)
Then Proposition 2.3, Theorem 3.2 and (99) show that there exist C8, C9(p, T ) ∈ (0,∞)
such that∥∥∥∥∥1{τh⌊T/h⌋<T+1} supt∈[0,T ] |Y ht − Yτh⌊t/h⌋|
∥∥∥∥∥
Lp(Py)
≤ C8h 12
∥∥∥∥∥ supk∈{0,...,⌊T/h⌋}(1 + k2|Yτhk |)
∥∥∥∥∥
Lp(Py)
≤ C9(p, T )(1 + k2|y|)h 12 .
(110)
Combining (103) with (108) and (110) shows that there exists C10(p, ε, T ) ∈ (0,∞) such
that ∥∥∥∥∥1{τh⌊T/h⌋<T+1} supt∈[0,T ] |Y ht − Yt|
∥∥∥∥∥
Lp(Py)
≤ C10(p, ε, T )(1 + k2|y|)hλ2−ε. (111)
Finally, the triangle inequality, (102) and (111) imply the claim.
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Proof of Theorem 1.6. Throughout the proof let p ∈ [1,∞) and T ∈ (0,∞). First note
that due to Theorems 3.1 and 3.2 the law of Y and the law of Xh,y, h ∈ (0, h), y ∈ I◦,
on the path space C([0, T ], I) are elements ofMp(C([0, T ], I)). It follows from (99) that
the random element (Y h, Y ) constitutes a coupling between the laws of Xh,y and Y on
the path space C([0, T ], I). Therefore, Theorem 1.6 follows from Theorem 6.1.
7 On Condition (C)
In this section we show that Condition (C) is a nearly minimal assumption for our results.
To this end fix any starting point y ∈ I◦ and note that Y is a Py-local martingale due to
our assumption that the boundaries are inaccessible or absorbing. Let us consider the
conditions
r =∞ and
∫ ∞
xm(dx) <∞ (112)
and
l = −∞ and
∫
−∞
|x|m(dx) <∞, (113)
where the notation
∫∞
xm(dx) <∞ is understood as ∫∞
z
xm(dx) <∞ for some (equiv-
alently, for any) z ∈ I◦, and the notation ∫−∞ |x|m(dx) <∞ is understood in a similar
way. The article [22] establishes that Y is a strict Py-local martingale
4 if and only if at
least one of the conditions (112) and (113) is satisfied. [14] complements this result by
showing that
(a) Y is not a Py-supermartingale if and only if (113) holds;
(b) Y is not a Py-submartingale if and only if (112) holds.
Note that under Condition (C) neither (112) nor (113) is satisfied.
Example 7.1. Suppose that r = ∞ and that the speed measure is given by m(dx) =
2
η2(x)
dx on I◦ with η satisfying lim infx→∞
η2(x)
x2 logα(x)
> 0 for some α ∈ (1,∞). The fact
that
lim
x→∞
∫ x
e
z
z2(log(z))α
dz =
1
α− 1 limx→∞
(
1− 1
(log(x))α−1
)
=
1
α− 1
implies that (112) is satisfied. In particular, it follows from [22] that the associated
diffusion Y is a strict Py-local martingale. Hence, there exists T ∈ (0,∞) such that
Ey[supt∈[0,T ] |Yt|] = ∞. In particular, this implies that the claim of Theorem 3.1 (and
hence that of Theorem 1.6) does not hold true in this example, even for p = 1, as the law
of Y does not belong to M1(C([0, T ], I)). Moreover, also the result on path-dependent
rate in Lp, Theorem 6.1, which a priori does not require the law of Y to belong to
Mp(C([0, T ], I)) (only the difference Y h − Y matters), does not hold true, even for
p = 1, as for any fixed h ∈ (0, h) the law of Y h belongs toM1(C([0, T ], I)) (see (99) and
(9)–(10)). The error criterion in the left-hand side of (100) is just too strong for this
example regardless of the specific approximation scheme used.
Notice that Condition (C) is only marginally violated in this example.
4A strict local martingale is a local martingale that fails to be a martingale.
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Example 7.2. Consider any general diffusion Y for which
one of (112)–(113) is satisfied, while the other is not. (114)
As in the previous example, it is possible to only marginally violate Condition (C) and
to achieve (114). It follows from Statements (a) and (b) above that Y is either a strict
Py-supermartingale or a strict Py-submartingale.
5 In particular, there exists T ∈ (0,∞)
such that Ey[YT ] 6= y. The approximating Markov chain (Xy,hkh )k∈N0 is always a discrete-
time martingale (see (9) and also notice that each random variable Xy,hkh takes finitely
many values and, in particular, belongs to L1). Therefore, we always have E[Xy,hT ] = y.
Thus, in this example we have
E[Xy,hT ] 6→ Ey[YT ] as h→ 0,
and hence, the claim of Corollary 1.7 does not hold true even for the (non-path-dependent)
functional F (x) = x(T ). This, in turn, implies that the claim of Theorem 1.4 (let alone
the one of Theorem 1.6) and the claims of all other results in this paper involving rates
are violated as well whenever (114) is satisfied.
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