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Abstract
Given a function (more generally, a measure) on a locally compact Abelian
group, one can define the Toeplitz operators as certain integral transforms
of functions on the dual group, where the kernel is the Fourier transform
of the original function or measure. In the case of the unit circle, this cor-
responds to forming a matrix out of the Fourier coefficients in a particu-
lar way. We will study the asymptotic eigenvalue distributions of these
Toeplitz operators.
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Chapter 1
The General Problem
If G is a locally compact Abelian group, Γ its dual group, and f ∈ L1(G),
then the Toeplitz operator generated by f is the linear operator Tf on L2(Γ)
given by
(Tfφ)(γ) =
∫
Γ
fˆ (γ− τ)φ(τ) dτ
for φ ∈ L2(Γ). (See Appendix A for details of Fourier analysis on locally
compact Abelian groups.)
We are interested in studying the spectrum of this operator. We restrict
our attention to real f , for which Tf is Hermitian. In general, the spectrum
will be continuous. However, if it happens that G is discrete, so that Γ is
compact, then Tf is a Hilbert-Schmidt operator and is therefore a compact
operator. This means that the spectrum will be discrete with 0 as the only
possible limit point. This allows us to study the distribution of eigenvalues
by considering the number of eigenvalues greater than some real number,
or the number in some interval on the real line (which interval should ex-
clude zero to guarantee that it contains finitely many eigenvalues).
If Γ is not compact, we form “finite Toeplitz operators” by integrating
over compact subsets of Γ. Intuitively, if we can find a sequence of such
compact subsets which expands to fill all of Γ in some nice way, the lim-
iting distribution of the corresponding finite Toeplitz operators should tell
us something meaningful about f . The following theorem from [Krieger]
confirms that this is the case:
Theorem 1. Let G be a non-discrete LCA group, Γ its non-compact dual group,
and m and ν Haar measures on G and Γ, normalized so that the Fourier inversion
theorem holds. Let f ∈ L1(G), and for a Borel set W ⊂ Γ with compact closure,
define the operator FW on L2(W) by (TWφ)(γ) =
∫
W fˆ (γ − τ)φ(τ) dτ. If Γ
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is compactly generated, there exists a sequence {Wn} of Borel sets such that if
λ
(n)
j , j = 1, 2, . . . , are the eigenvalues of TWn , and [a, b] ⊂ R is an interval not
containing zero for which
m( f−1({a})) = m( f−1({b})) = 0,
then
lim
n→∞
# of λ(n)j in [a, b]
ν(Wn)
= m( f−1([a, b])).
We will explore generalizations of this theorem. Let µ ∈ M(G) be a
regular finite complex measure on G. We can define the Toeplitz operators
generated by µ in a manner entirely analogous to the above by using the
Fourier-Stieltjes transform µˆ. Thus, we define
(Tµφ)(γ) =
∫
Γ
µˆ(γ− τ)φ(τ) dτ
and
(TWnφ)(γ) =
∫
Wn
µˆ(γ− τ)φ(τ) dτ.
Note that this contains the previously defined Toeplitz operators as a spe-
cial case, viz. absolutely continuous measures.
To avoid excessive notational clutter, we will refrain from indicating
both the measure and the compact subset of Γ used to generate a given
operator (we could call it something like Tµ,Wn if we really wanted to); this
will not present any difficulty as it will always be clear from the context
what the measure is.
It is natural to wonder what sort of distribution limits will hold for the
Toeplitz operators generated by a measure. We already know the answer
for absolutely continuous measures; how will the answer change due to
the addition of a singular part? A possibility that comes to mind, and that
would be desirable to establish, is that the singular part has no effect at all
on the asymptotic eigenvalue distribution. It has been proven in [Krieger]
that the addition of a discrete part will not affect the limiting distribution;
however, the corresponding question for continuous singular measures is
still open. This thesis will attempt to answer it in certain special cases.
Chapter 2
The Unit Circle
In this chapter we will consider the simplest case of a Toeplitz operator,
for which the relevant groups are the unit circle and the integers. In this
case the Toeplitz operator may be represented by a matrix, which allows
powerful tools from linear algebra to be brought to bear on the calculation
of the eigenvalues.
Throughout the chapter, we use T to denote the unit circle, parametrized
by θ ∈ [−pi,pi). We use dθ for ordinary Lebesgue measure, and dm for
normalized Lebesgue measure (i.e. dm = 12pidθ); this is just the standard
normalization for Haar measure (Appendix A.2).
Definition 1. Let f : T → R with f ∈ L1(T). Then the nth Toeplitz matrix
generated by f is the matrix Tn with entries
(Tn)i,j = ci−j i, j = 0, . . . , n
where cn = 12pi
∫ pi
−pi e
−inθ f (θ) dθ =
∫
e−inθ f dm is the nth Fourier coefficient of
f .
Note that since f is real-valued, c−k = ck so that Tn is Hermitian. In
particular, the spectrum of Tn is real. Also observe that with this notation,
Tn is an (n+ 1) by (n+ 1) matrix.
Each Tn has an associated quadratic form, which we naturally call the
nth Toeplitz form generated by f and denote by Qn:
Qn(u) = u∗ Tn u, u ∈ Cn+1
It is easy to check that
Qn(u) =
∫ pi
−pi
|u0 + u1eiθ + · · ·+ uneinθ |2 f (θ) dm.
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Thus, oneway to view the Toeplitz form is as follows: Given a complex vec-
tor, it returns the integrated square length of the corresponding trigonomet-
ric polynomial, where the integral is with respect to the weighting function
f . In other words, it returns the square of the L2(µ) norm, where µ = f dm.
Since ∑nk=0 |uk|2 =
∫ pi
−pi |u0 + u1eiθ + · · · + uneinθ |2 dm, we see that for
essentially bounded f the eigenvalues of Tn all lie between the essential
minimum and maximum of f .
The above definitions can be generalized slightly. Let µ be a finite
signed measure on T. Then we can define its Fourier coefficients by cn =∫ pi
−pi e
−inθdµ and proceed as before with the definitions of Tn and Qn; in this
case
Qn(u) =
∫ pi
−pi
|u0 + u1eiθ + · · ·+ uneinθ | dµ.
This chapter will be devoted to a proof of the next theorem, which
shows that as far as the asymptotic eigenvalue distribution of Tn is con-
cerned, this generalization is very slight indeed.
Theorem 2. Let µ be a finite signed measure on T, and define the Toeplitz op-
erators Tn as above. Let λ
(n)
1 , . . . ,λ
(n)
n+1 denote the eigenvalues of Tn. Let h be
the derivative of µ with respect to m. Then if [a, b] ⊂ R with 0 /∈ [a, b] and
m(h−1({a})) = m(h−1({b})) = 0, we have
lim
n→∞
# of λ(n)k in [a, b]
n+ 1
= m(h−1([a, b]))
where m denotes Lebesgue measure on T.
Although stated for closed intervals [a, b], the theorem applies equally
well to intervals of the form (a, b), [a, b), (a, b], (−∞, a), (−∞, a], (a,∞), and
[a,∞), provided that they exclude 0 and that any boundary point x satisfies
m(h−1({x})) = 0.
Several features of this theorem deserve comment. First, it says that the
singular part of µ has no effect on the asymptotic eigenvalue distribution
of Tn—something that is not at all obvious. Second, since the left-hand side
is the fraction of the eigenvalues that are in [a, b] and the right-hand side
is the fraction of T that is mapped into [a, b] by h, the theorem can be in-
tuitively understood as saying that (in the limit) the eigenvalues generated
by µ spend the same amount of time in any given interval as h does.
We will use the following outline, due to [Grenander and Szego¨], [Hoff-
man], and [Krieger], in proving this theorem. The first three steps will ap-
ply to a finite positivemeasure µwith derivative hwith respect to Lebesgue
5measure (assuming, in steps 1 and 3, that µ is not concentrated on any fi-
nite set); the next three will specialize to the case of positive absolutely con-
tinuous measures with bounded derivative; finally, we shall show how to
extend to any finite absolutely continuous measure, and then to any finite
signed measure.
1. The minimum value of Qn subject to the constraint un = 1 (or equiv-
alently, u0 = 1) is DnDn−1 where Dn denotes the determinant of the nth
Toeplitz matrix.
2. Szego¨’s Theorem: If A0 is the space of continuous g : T → C whose
negative Fourier coefficients vanish and for which
∫
g dθ = 0, then
inf
g∈A0
∫ pi
−pi
|1− g|2 dµ = exp
{∫ pi
−pi
log h dm
}
.
3. Since the trigonometric polynomials are dense in A0, and since the
minimum values of Qn, subject to the constraint mentioned above,
form a decreasing sequence, Szego¨’s theorem implies
lim
n→∞
Dn
Dn−1
= exp
{∫ pi
−pi
log h dm
}
.
4. We now specialize to the absolutely continuous case, replacing hwith
f to indicate this new restriction. By an elementary theorem on se-
quences, if DnDn−1 converges to a limit, then (Dn)
1/(n+1) converges to
the same limit. Taking the logarithm of both sides, and using the fact
that the determinant of a matrix is the product of its eigenvalues, we
have
lim
n→∞
logλ(n)1 + · · ·+ logλ(n)n+1
n+ 1
=
∫ pi
−pi
log f dm.
5. Using Vitali’s theorem and the fact that the eigenvalues of I + cTn are
1+ cλ(n)k , it follows that for any polynomial p(λ),
lim
n→∞
p(λ(n)1 ) + · · ·+ p(λ(n)n+1)
n+ 1
=
∫ pi
−pi
p( f (θ)) dm.
Because of Weierstrass’ theorem, the above will then hold if p is al-
lowed to be any continuous function.
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6. Since the indicator function of an interval may be approximated well
by continuous functions, we can infer the theorem in the case of ab-
solutely continuous measures with bounded derivatives.
7. Using several results from [Krieger], we can extend to arbitrary ab-
solutely continuous measures, and then show that the addition of a
singular part does not affect the limiting distribution.
We now give details for each part in turn.
2.1 Minimum Value of Qn
2.1.1 Orthogonal Polynomials on the Unit Circle
Using the formula for Gram-Schmidt orthogonalization (see Appendix B) ,
we can find a family of polynomials φn(z) that are orthogonal with respect
to the inner product
〈 f , g〉 =
∫ pi
−pi
f (eiθ)g(eiθ) dµ.
To do this, we just use the facts that 1, z, . . . , zn form a basis for polynomi-
als of degree n or less, and that 〈zl , zm〉 = ∫ pi−pi eilθe−imθ dµ = cl−m. (We
assume here that the monomials are independent in Lp(µ). This fails to
be the case iff µ is concentrated on a finite set, in which case Lp(µ) is finite-
dimensional; otherwise, any monomial can only be equal to a lower-degree
polynomial on a finite set, which is not almost everywhere. For example,
if µ has any absolutely continuous part we need not worry.) Thus, an or-
thonormal basis for the same space is given by
φn(z) =
1√
Dn−1Dn
∣∣∣∣∣∣∣∣∣∣∣
c0 c−1 c−2 . . . c−n
c1 c0 c−1 . . . c−n+1
...
...
...
. . .
...
cn−1 cn−2 cn−3 . . . c−1
1 z z2 . . . zn
∣∣∣∣∣∣∣∣∣∣∣
n ≥ 1
φ0(z) =
1√
c0
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where
Dn =
∣∣∣∣∣∣∣∣∣∣∣
c0 c−1 c−2 . . . c−n
c1 c0 c−1 . . . c−n+1
...
...
...
. . .
...
cn−1 cn−2 cn−3 . . . c−1
cn cn−1 cn−2 . . . c0
∣∣∣∣∣∣∣∣∣∣∣
n ≥ 0.
Note that the leading coefficient of φn is
√
Dn−1
Dn for n ≥ 1.
2.1.2 Minimizing the Toeplitz Form
We are now in a position to find the minimum value of
Qn(u) =
∫ pi
−pi
|u0 + u1eiθ + · · ·+ uneinθ |2 dµ
subject to the constraint un = 1. Let g(z) = zn + un−1zn−1 + · · ·+ u1z+ u0.
Because the φ’s form a basis, we can write
g(z) = a0φ0(z) + · · ·+ anφn(z).
Because φn is the only one of φ0, . . . , φn that has a zn term, and since the zn
coefficient was previously found to be
√
Dn−1
Dn , we can see that an =
√
Dn
Dn−1 .
Now by orthogonality we have∫ pi
−pi
|u0+u1eiθ + · · ·+uneinθ |2 dµ = 〈g, g〉 = |a0|2+ · · ·+ |an|2 ≥ |an|2 = DnDn−1 .
This shows that for un = 1, Qn(u) ≥ DnDn−1 ; moreover, this minimum can
actually be attained by setting g(z) = zn + un−1zn−1 + · · · + u1z + u0 =√
Dn
Dn−1φn(z).
It is easy to see that the sameminimum applies if the constraint is u0 = 1
instead, since
|uneinθ + · · ·+ u1eiθ + u0| = |une−inθ + · · ·+ u1e−iθ + u0|
= |un + · · ·+ u1ei(n−1)θ + u0einθ |.
It is the latter constraint which we shall make use of later.
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Side Note for the Curious
We could also have minimized Qn subject to the constraint u0 = 1 using
the following technique: Let d0, . . . , dn be the constant terms of φ0, . . . , φn.
Then the constraint u0 = 1 becomes a0d0 + · · · + andn = 1, or a · d¯ = 1
where we view a = (a0, . . . , an) and d = (d0, . . . , dn) as vectors in Cn+1.
We are then trying to minimize ‖a‖ with this constraint. Clearly this is
accomplished by choosing a to be in the same direction as d¯, i.e. a = d¯d·d
and 〈g, g〉 = ‖a‖2 = 1d·d .
Since we have found two ways of minimizing the quadratic form, we
have the following theorem:
Theorem 3. Let {cn}∞n=−∞ be any list of complex numbers such that cn = c−n.
Then if Dn denotes the determinant of the nth Toeplitz matrix generated by the cn
(i.e. the matrix T with Ti,j = ci−j, i, j = 0, . . . , n), and D˜n denotes 1√DnDn−1 times
the determinant of the upper right minor of the nth Toeplitz matrix (i.e. the one
formed by crossing out the left column and the bottom row), then
Dn
Dn−1
=
1
|D˜0|2 + · · ·+ |D˜n|2
.
This follows from simply observing that D˜k is the constant term in φk in
the discussion above. For example, this proves that for any c0, c1, c2, c3 ∈ C,∣∣∣∣∣∣
c0 c¯1 c¯2
c1 c0 c¯1
c2 c1 c0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
c0 c¯1 c¯2 c¯3
c1 c0 c¯1 c¯2
c2 c1 c0 c¯1
c3 c2 c1 c0
∣∣∣∣∣∣∣∣
=
1
c0
∣∣1∣∣2+ 1
c0
∣∣∣∣c0 c¯1c1 c0
∣∣∣∣
∣∣c¯1∣∣2+ 1∣∣∣∣c0 c¯1c1 c0
∣∣∣∣
∣∣∣∣∣∣
c0 c¯1 c¯2
c1 c0 c¯1
c2 c1 c0
∣∣∣∣∣∣
∣∣∣∣c¯1 c¯2c0 c¯1
∣∣∣∣2
+
1∣∣∣∣∣∣∣∣
c0 c¯1 c¯2 c¯3
c1 c0 c¯1 c¯2
c2 c1 c0 c¯1
c3 c2 c1 c0
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣
c0 c¯1 c¯2
c1 c0 c¯1
c2 c1 c0
∣∣∣∣∣∣
∣∣∣∣∣∣
c¯1 c¯2 c¯3
c0 c¯1 c¯2
c1 c0 c¯1
∣∣∣∣∣∣
2
where it is understood that the squares of determinants actually refer to the
squares of their absolute values.
The reader is challenged to prove this directly!
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2.2 Szego¨’s Theorem
Definition 2. Let A denote the set of continuous functions f : T → C such that∫ pi
−pi
einθ f dm = 0 n = 1, 2, 3, . . .
and A0 = { f ∈ A |
∫ pi
−pi f dm = 0}.
Each f ∈ A defines an analytic function f˜ inside the unit disk, by the
Poisson integral:
f˜ (reiθ) =
1
2pi
∫ pi
−pi
f (eit)
1− r2
1− 2r cos θ + r2 dt.
See [Duren] for details. Note that f˜ (0) =
∫
f dm; in particular, A0 corre-
sponds to those functions which are analytic inside the unit disc and van-
ish at the origin. This correspondence between f and f˜ allows us to see, for
example, that A and A0 are both algebras over C.
Theorem 4. The set TP of trigonometric polynomials of the form
P(θ) =
n
∑
k=0
akeikθ
is a uniformly dense subset of A.
Proof. It is clear that TP ⊂ A. Now every f ∈ A, being continuous, is the
uniform limit of the Cesa`ro means of its Fourier series; but these Cesa`ro
means are in TP, so TP is dense in A.
Remark. We can use exactly the same reasoning to see that the set TP0 ⊂ TP,
consisting of all trigonometric polynomials in TP for which the constant
term vanishes, is uniformly dense in A0.
Theorem 5. The real parts of functions in A are uniformly dense in the real-
valued continuous functions on T.
Proof. A includes all trigonometric polynomials of the form
P(θ) =
n
∑
k=0
akeikθ ,
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so Re A include all trigonometric polynomials of the form
Q(θ) =
n
∑
k=−n
ckeikθ , c−k = c¯k
that is, all real-valued trigonometric polynomials. Such polynomials are
dense in the real-valued continuous functions on T, since any continuous
f : T → R is the uniform limit of the Cesa`ro means of its Fourier series,
and the Cesa`ro means are real-valued trigonometric polynomials. (Alter-
natively, the real-valued trigonometric polynomials are easily shown to be
a separating subalgebra of C(T)which vanishes nowhere, so they are dense
by the Stone-Weierstrass theorem.)
Corollary 1. If µ is a finite real measure on T such that
∫
f dµ = 0 for all f ∈ A0,
then µ is a constant multiple of Lebesgue measure.
Proof. Let dµ1 = dµ−λ dmwhere λ =
∫
dµ. Then µ1 is a finite real measure
with the property that
∫
f dµ1 =
∫
f dµ − λ ∫ f dm = 0 − 0 = 0 for all
f ∈ A0. Thus µ1 is “orthogonal” to every f ∈ A0; by Theorem 5, µ1 must be
orthogonal to every continuous f : T → R and must therefore be the zero
measure. Hence dµ = λ dm.
Theorem 6. Let µ be a finite positive measure on T and let F be the projection of
the constant function 1 onto the closed subspace of L2(µ) spanned by A0. Let µs
be the singular part of µ. Then 1− F vanishes almost everywhere with respect to
µs.
Proof. Let S be the closed subspace of L2(µ) spanned by A0. Then 1− F is
orthogonal to S. Let fn be a sequence of functions in A0 converging to F.
Now for any fixed f ∈ A0, f (1− fn) is in A0 ⊂ S and therefore orthogonal
to 1− F. By the continuity of inner products, this implies that f (1− F) is
also orthogonal to 1− F, i.e.∫
f |1− F|2 dµ = 0, f ∈ A0.
By Corollary 1, this implies that |1− F|2dµ is a constantmultiple of Lebesgue
measure; in particular, |1− F|2dµ is absolutely continuous.
Now suppose µ = µa + µs where µa is absolutely continuous and µs is
singular. Let B be a set onwhich µs is concentrated and for whichm(B) = 0.
Let A ⊂ B. Then ∫A|1− F|2 dµ = 0 by the absolute continuity of |1− F|2dµ.
But we also have
∫
A|1− F|2 dµ =
∫
A|1− F|2 dµa +
∫
A|1− F|2 dµs =
∫
A|1−
F|2 dµs. Hence
∫
A|1− F|2 dµs = 0 for any subset A ⊂ B. This implies that
1− F vanishes almost everywhere with respect to µs.
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Corollary 2. If µ is a positive measure on T with absolutely continuous part µa,
then
inf
f∈A0
∫
|1− f |2 dµ = inf
f∈A0
∫
|1− f |2 dµa.
Proof. As above, we let F be the orthogonal projection of 1 onto the closed
subspace of L2(µ) spanned by A0. Then the infimum on the left above is
just
∫ |1− F|2dµ. Now for any f ∈ A0,∫
f (1− F) dµa =
∫
f (1− F) dµ−
∫
f (1− F) dµs =
∫
f (1− F) dµ = 0
so 1− F is also orthogonal to A0 in L2(µa). Hence F is also the orthogonal
projection of 1 onto the closed span of A0 in L2(µa), which implies that
inf
f∈A0
∫
|1− f |2 dµa =
∫
|1− F|2dµa =
∫
|1− F|2dµ−
∫
|1− F|2dµs
=
∫
|1− F|2dµ = inf
f∈A0
∫
|1− f |2 dµ.
Theorem 7. Let h : T → R be a nonnegative integrable function. Then
inf
f∈A0
∫
heRe f dm = exp
{∫
log h dm
}
.
The right-hand side is to be interpreted as 0 if log h is not integrable.
Proof. First we treat the case where log h is integrable. Let I0 denote the set
of integrable g : T → R with ∫ g dm = 0. Note that {Re f | f ∈ A0} ⊂ I0
since for f ∈ A0,
∫
Re f dm = Re
∫
f dm = 0. Now for any g ∈ I0 we have
by convexity
exp
{∫
log h dm
}
= exp
{∫
(log h+ g) dm
}
≤
∫
exp {log h+ g} dm =
∫
hegdm.
Thus,
exp
{∫
log h dm
}
≤ inf
g∈I0
∫
hegdm.
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If we let λ =
∫
log h dm and G = λ− log h, then G ∈ I0 and∫
heGdm =
∫
eλdm = exp
{∫
log h dm
}
.
Thus, we have
exp
{∫
log h dm
}
= inf
g∈I0
∫
hegdm
and this infimum is actually attained at G.
Next we show that
inf
g∈I0
∫
hegdm = inf
f∈A0
∫
heRe f dm.
Because {Re f | f ∈ A0} ⊂ I0, we clearly have
inf
g∈I0
∫
hegdθ ≤ inf
f∈A0
∫
heRe f dθ.
Now let g ∈ I0, let g+ and g− be its positive and negative parts, and define
a sequence of functions gn as follows:
g+n (x) =
{
g+(x) if g+(x) ≤ n
n if g+(x) ≥ n
g−n (x) =
{
g−(x) if g−(x) ≤ kn
kn if g−(x) ≥ kn
where kn is chosen such that
∫
gn dm = 0. (We can choose such a kn be-
cause on the compact set T, the integral of g−n is a uniformly continuous
function of the truncation parameter kn which is 0 for kn = 0 and ap-
proaches
∫
g− dm =
∫
g+ dm as kn → ∞; by the intermediate value the-
orem we can choose a kn for which this integral attains the intermedi-
ate value
∫
g+n dm.) Then gn is bounded, g+n ↗ g+, and g−n ↗ g−. By
Lebesgue’s Monotone Convergence Theorem,
∫
heg
+
n dm → ∫ heg+ dm. By
Lebesgue’s Dominated Convergence Theorem,
∫
he−g−n dm → ∫ he−g− dm.
Hence
∫
hegn dm→ ∫ heg dm and
inf
g∈I0
∫
hegdm = inf
g∈I0
g bounded
∫
hegdm.
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Now any integrable g is the pointwise almost everywhere limit of a se-
quence of continuous functions (since continuous functions are dense in
L1, and L1 convergence implies convergence in measure which implies
a.e. convergence of a subsequence); for g bounded, since Re A is dense
in the continuous functions, g is the pointwise almost everywhere limit
of a bounded sequence of functions fn ∈ Re A. By Lebesgue’s Dominated
Convergence Theorem,
∫
he fn → ∫ heg so
inf
f∈A0
∫
heRe f dm = inf
g∈I0
g bounded
∫
hegdm = inf
g∈I0
∫
hegdm
This proves the theorem in the case where log h is integrable. If log h
is not integrable, we must have
∫
log h dm = −∞ since h is integrable and
log h ≤ h. Now for any e > 0, log(h+ e) is integrable because it’s bounded
below by log e and above by log(h(1+ e)) = log h+ log(1+ e) for h ≥ 1
and log(1+ e) for h ≤ 1. Then
exp
{∫
log(h+ e) dm
}
= inf
f∈A0
∫
(h+ e)eRe f dm.
Consider what happens as e → 0. Since the negative parts of log(h + e)
increase monotonically to the negative part of log(h) and the integrals of
the positive parts are decreasing,
∫
log(h+ e) dm → −∞ as e → 0, so the
left-hand side approaches 0. The right-hand side is at least
inf
f∈A0
∫
heRe f dm+ e inf
f∈A0
∫
eRe f dm
which clearly approaches
inf
f∈A0
∫
heRe f dm
as e→ 0. Thus, the theorem holds for nonintegrable log h as well.
Theorem 8 (Szego¨’s Theorem). Let µ be a finite positive measure on T and let h
be the derivative of µ with respect to normalized Lebesgue measure m. Then
inf
f∈A0
∫ pi
−pi
|1− f |2 dµ = exp
{∫ pi
−pi
log h dm
}
.
Proof. Since g ∈ A0 ⇔ 2g ∈ A0, Theorem 7 implies
exp
{∫
log h dm
}
= inf
g∈A0
∫
he2Re g dm.
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For g ∈ A0, eg defines, by the Poisson integral, an analytic function whose
value at the origin is 1 (since g defines an analytic function g˜with g˜(0) = 0).
Thus, eg = 1 − f for some f ∈ A0. (See Appendix C for details). Then
e2Re g = |1− f |2 for some f ∈ A0. Thus
exp
{∫
log h dm
}
≥ inf
f∈A0
∫
h|1− f |2 dm.
We obtain the reverse inequality by applying this one to a different h. Let
g ∈ A0 and replace h with |1− g|2; then the last inequality becomes
exp
{∫
log |1− g|2dm
}
≥ inf
f∈A0
∫
|1− f − g+ f g|2 dm ≥ 1
since f + g− f g ∈ A0 and hence is orthogonal to 1 in L2(m). Thus, log |1−
g|2 is integrable and ∫ log |1− g|2 ≥ 0. This allows us to write |1− g|2 = kep
where p is a real L1 function with
∫
p dm = 0 and the constant k ≥ 1. Going
back to our original h, we see that∫
|1− g|2h dθ = k
∫
hep dm ≥ inf
p∈I0
1
2pi
∫
hep dm = exp
{∫
log h dm
}
.
Taking the infimum over g, we have
inf
g∈A0
∫
|1− g|2h dm ≥ exp
{∫
log h dm
}
.
Putting together the two inequalities, we have
inf
g∈A0
∫
|1− g|2h dm = exp
{∫
log h dm
}
.
By Corollary 2, this infimum is equal to
inf
g∈A0
∫
|1− g|2 dµ
which completes the proof.
2.3 Connecting Szego¨ to Toeplitz
By the remark following theorem 4, any g ∈ A0 is the uniform limit of
functions in the subspace
TP0 =
{
n
∑
k=1
akeikθ | ak ∈ C
}
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so that we may replace the conclusion of Szego¨’s theorem by
inf
g∈TP0
∫
|1− g|2 dµ = exp
{∫ pi
−pi
log h dm
}
.
Now {1− g | g ∈ TP0} is just the set of trigonometric polynomials with
constant term equal to 1; we showed in section 2.1 that
inf
p∈TP
constant term of p = 1
degree(p)≤n
∫
|p|2 dµ = Dn
Dn−1
.
Since the infimum is taken over a strictly larger set as n increases, DnDn−1 is
monotonically decreasing and
lim
n→∞
Dn
Dn−1
= inf
h∈TP
constant term of h = 1
∫
|h|2 dµ
= inf
g∈TP0
∫
|1− g|2 dµ = exp
{∫ pi
−pi
log h dm
}
.
2.4 Ratios to Roots
For any nonnegative real sequence bn, if
bn+1
bn converges to some limit L,
then (bn)1/n also converges to L. This is a standard theorem from calculus
[Rudin (1976)]. One can easily see that (bn)1/(n+1) converges to L as well.
Applying this to the sequence Dn of Toeplitz determinants, we see that
lim
n→∞(Dn)
1/(n+1) = exp
{∫ pi
−pi
log h dm
}
.
Suppose now that themeasure generating our Toeplitz matrices is such that
all the eigenvalues of all the matrices are strictly positive; then we can take
the logarithm of both sides, yielding
lim
n→∞
logλ(n)1 + · · ·+ logλ(n)n+1
n+ 1
=
∫ pi
−pi
log h dm.
For example, suppose f is essentially bounded, say | f | ≤ M a.e. Then for
|z| ≤ 1M , 1 + z f is positive a.e., so the eigenvalues of the Toeplitz form
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generated by 1+ z f , which are just 1+ zλ(n)1 , . . . , 1+ zλ
(n)
n+1, are positive.
Thus we have
lim
n→∞
log(1+ zλ(n)1 ) + · · ·+ log(1+ zλ(n)n+1)
n+ 1
=
∫ pi
−pi
log(1+ z f ) dm
for |z| ≤ 1M .
2.5 Vitali and Weierstrass
We can restate the conclusion of the previous section in terms of the follow-
ing definition.
Definition 3. Let f : T → R be an essentially bounded function with | f | ≤ M
a.e., and late λ(n)k denote the eigenvalues of the Toeplitz forms generated by f . We
define S to be the set of functions F : [−M,M] → R such that
lim
n→∞
F(λ(n)1 ) + · · ·+ F(λ(n)n+1)
n+ 1
=
∫ pi
−pi
F( f (θ)) dm.
Then we have just finished proving that for all z ∈ R with |z| ≤ 1M ,
Fz(x) = log(1+ z f ) ∈ S. Our next objective is to show that this actually
implies that S contains all continuous functions on [−M,M].
Let
gn(z) =
log(1+ zλ(n)1 ) + · · ·+ log(1+ zλ(n)n+1)
n+ 1
−
∫ pi
−pi
log(1+ z f ) dm.
Then gn is analytic in the open disk |z| < 1M in the complex plane (since
none of the arguments of the logarithms can be negative real). Also note
that gn is uniformly bounded in n and z on any subdisk; for example,
on |z| ≤ 12M we have | log(1 + zλ(n)k )| < log(3/2) and | log(1 + z f )| <
log(3/2) so |gn(z)| ≤ 2 log(3/2) on this subdisk. By Vitali’s theorem, since
gn tends to a limit on the intersection of this subdisk with the real line, it
tends uniformly to an analytic function g(z) on any sub-subdisk. Since g is
analytic and equals zero on the intersection of the real line with this sub-
subdisk, it must be identically zero. Thus, gn → 0 uniformly on a disk
containing the origin, which implies that any given Taylor coefficient of fn
will approach 0 as n→ ∞. But for k ≥ 1, the kth Taylor coefficient of gn is
(−1)k+1
k
(
(λ(n)1 )
k + · · ·+ (λ(n)n+1)k
n+ 1
−
∫ pi
−pi
( f (θ))k dm
)
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which approaches zero as n→ ∞ iff
lim
n→∞
(λ(n)1 )
k + · · ·+ (λ(n)n+1)k
n+ 1
=
∫ pi
−pi
( f (θ))k dm.
This shows that F(x) = xk is inS for k ≥ 1. Since constant functions are ob-
viously inS as well, we see thatS contains all monomials. It is also easy to
see that S is a vector space over R, so that it must contain all polynomials.
By Weierstrass’ theorem, in order to show that it contains all continuous
functions, we need only show that it is uniformly closed.
Let e > 0. Suppose F is in the closure of S, and let g ∈ S such that
|F− g| ≤ e3 uniformly. Choose N such that∣∣∣∣∣ g(λ
(n)
1 ) + · · ·+ g(λ(n)n+1)
n+ 1
−
∫ pi
−pi
g( f (θ)) dm
∣∣∣∣∣ < e3 for n > N.
Then for n > N,∣∣∣∣∣∑n+1k=1 F(λ
(n)
k )
n+ 1
−
∫ pi
−pi
F( f ) dm
∣∣∣∣∣
=
∣∣∣∣∣∑n+1k=1 g(λ
(n)
k )
n+ 1
−
∫ pi
−pi
g( f ) dm+
∑n+1k=1 F(λ
(n)
k )− g(λ(n)k )
n+ 1
+
∫ pi
−pi
(g( f )− F( f )) dm
∣∣∣∣∣
≤
∣∣∣∣∣∑n+1k=1 g(λ
(n)
k )
n+ 1
−
∫ pi
−pi
g( f ) dm
∣∣∣∣∣+ ∑n+1k=1 |F(λ
(n)
k )− g(λ(n)k )|
n+ 1
+
∫ pi
−pi
|g( f )− F( f )| dm
<
e
3
+
e
3
+
e
3
= e.
Thus,
lim
n→∞
∑n+1k=1 F(λ
(n)
k )
n+ 1
=
∫ pi
−pi
F( f (θ)) dm.
That is to say, F ∈ S. This completes the proof that S is uniformly closed
and therefore contains all continuous real functions on [−M,M]. 2
2.6 From Continuous Functions to Indicators
We will now demonstrate that indicator functions of intervals are in S as
well. Let I = [a, b] be some interval for whichm( f−1({a})) = m( f−1({b})) =
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0. (Our analysis will apply equally well to other types of intervals for which
the boundary points satisfy this condition; we use a finite closed interval
for simplicity.) Let χI(x) be the indicator function for this interval. We
approximate χI by continuous functions as follows:
gm(x) =

0 if x ≤ a− 1m
m(x− a) + 1 if a− 1m < x ≤ a
1 if a < x ≤ b
m(b− x) + 1 if b < x ≤ b+ 1m
0 if x > b+ 1m
g˜m(x) =

0 if x ≤ a
m(x− a) if a < x ≤ a+ 1m
1 if a+ 1m < x ≤ b− 1m
m(b− x) if b− 1m < x ≤ b
0 if x > b
Note that, depending on the values of a and b, these may only be well-
defined for sufficiently large m; this of course presents no problem. These
approximating functions satisfy
• 0 ≤ g˜k ≤ χI ≤ gl ≤ 1 ∀k, l ∈N
• gm = χI except on (a− 1m , a) ∪ (b, b+ 1m )
• g˜m = χI except on [a, a+ 1m ) ∪ (b− 1m , b]
Now let e > 0. Choose some open set U ⊃ {a, b} with m( f−1(U)) < e2 . (To
be perfectly clear,U contains the points a and b separately but not generally
the interval between them.) Then ∃M ∈ N such that ∀m ≥ M, gm = χI =
g˜m outside U. We have∫ pi
−pi
gM( f (θ)) dm =
∫ pi
−pi
χI( f (θ)) dm+
∫ pi
−pi
(gM( f (θ))− χI( f (θ))) dm.
Now 0 ≤ gM( f (θ))− χI( f (θ)) ≤ 1 and is equal to 0 outside f−1(U), so
0 ≤
∫ pi
−pi
(gM( f (θ))− χI( f (θ))) dm ≤ e.
Similarly, we have
−e ≤
∫ pi
−pi
(g˜M( f (θ))− χI( f (θ))) dm ≤ 0.
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Now since g˜M ≤ χI ≤ gM everywhere,
∑n+1k=1 g˜M(λ
(n)
k )
n+ 1
≤ ∑
n+1
k=1 χI(λ
(n)
k )
n+ 1
≤ ∑
n+1
k=1 gM(λ
(n)
k )
n+ 1
for all n.
By section 2.5, we have, for sufficiently large n,
∑n+1k=1 g˜M(λ
(n)
k )
n+ 1
>
∫ pi
−pi
g˜M( f ) dm− e2
and
∑n+1k=1 gM(λ
(n)
k )
n+ 1
<
∫ pi
−pi
gM( f ) dm+
e
2
so that
∫ pi
−pi
χI( f ) dm− e ≤
∫ pi
−pi
g˜M( f ) dm− e2 <
∑n+1k=1 g˜M(λ
(n)
k )
n+ 1
≤ ∑
n+1
k=1 χI(λ
(n)
k )
n+ 1
≤ ∑
n+1
k=1 gM(λ
(n)
k )
n+ 1
<
∫ pi
−pi
gM( f ) dm+
e
2
≤
∫ pi
−pi
χI( f ) dm+ e
=⇒
∣∣∣∣∣∑n+1k=1 χI(λ
(n)
k )
n+ 1
−
∫ pi
−pi
χI( f ) dm
∣∣∣∣∣ < e.
Thus, indicator functions of intervals are also inS, as long as the endpoints
have negligible preimages. This proves our main theorem (2) for absolutely
continuous positive measures with bounded derivative.
2.7 Extending to Finite Measures
So far we have proved the main theorem in the case of Toeplitz opera-
tors generated by bounded measurable functions. Theorem 6 in [Krieger]
shows that this may be extended to real f ∈ L1(T). (In fact, it is true for
a larger class of functions, which includes every Lp(T) for 1 ≤ p < ∞.) In
terms of measures, this establishes it for absolutely continuous positive fi-
nite measures. We now show that the addition of a singular part will not
affect the limiting distribution.
First, suppose ν is a finite positive singular measure and z > 0 any
positive real, and consider η = m + zν. It is easy to check that the nth
Toeplitz matrix generated by η is the identity plus the matrix generated by
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zν, and hence has eigenvalues 1+ zλ(n)j . Now these are all positive (in fact,
at least 1), so we can apply the result of section 2.4 to conclude that
lim
n→∞
1
n+ 1
n+1
∑
k=1
log(1+ zλ(n)k ) =
1
2pi
∫ pi
−pi
log 1dθ = 0.
Now fix any a > 0. For z ≥ e−1a , log(1+ zt) ≥ χ[a,∞)(t) ≥ 0 for t ∈ (0,∞)
so that we have
lim
n→∞
# of λ(n)l in [a,∞)
n+ 1
= lim
n→∞
1
n+ 1
n+1
∑
k=1
χ[a,∞)(λ
(n)
k ) = 0.
Since any interval excluding zero is contained in a half-infinite interval ex-
cluding zero,
lim
n→∞
# of λ(n)l in I
n+ 1
= 0
for any interval I with 0 /∈ I. This means that the eigenvalue distribution
of a positive singular measure “goes to zero” in an appropriate sense; even
though a few eigenvalues may remain large or even tend to infinity, rela-
tively fewer and fewer can do so.
In order to apply this, we take advantage of the following theorem from
[Krieger]:
Theorem 9. Let Tn, T1n , T2n be sequences of (n+ 1) by (n+ 1)Hermitian matrices
with Tn = T1 + T2. Define
Dn(t) =
{
1
n+1{# eigenvalues of Tn less than t} for t < 0
− 1n+1{# eigenvalues of Tn greater than t} for t > 0
and similarly for D1n(t) and D2n(t). If there is a function D increasing on (−∞, 0)
and (0,∞) with D1n(t) → D(t) at every continuity point of D, and if D2n(t) → 0
for all t 6= 0, then Dn(t) → D(t) at every continuity point of D.
We apply it twice: First, a finite signed singular measure is the differ-
ence of positive singular measures, by the Jordan decomposition; this the-
orem tells us that an arbitrary singular measure also has an eigenvalue dis-
tribution that tends to zero in the above sense. (Explicitly, let D(t) = 0 ev-
erywhere; for any interval I excluding zero, choose a half-interval (−∞, t)
or (t,∞) containing I, and apply the theorem to find that
lim
n→∞
# of eigenvalues generated by µs in I
n+ 1
= 0
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for the singular measure µs.) Finally, let µ be any finite signed measure
on T. Then µ = µa + µs where µa is absolutely continuous and µs singu-
lar. Since the eigenvalue distribution generated by µs tends to zero, and
the distribution generated by µa follows the main theorem (the derivative
being in L1(T)), we have finished proving the main theorem.

Chapter 3
The q-Torus
In this chapter we present some ideas for extending our results from the
previous chapter to the q-torus Tq. The dual group is Zq; this is a special
case of the general fact that the dual group of a product is the product of
the dual groups.
We denote a point on Tq by φ = (φ1, . . . , φq) where −pi ≤ φi < pi for
i = 1, . . . , q; similarly, a point in Zq will be represented by k = (k1, . . . , kq).
The notation k · φ will represent k1φ1 + · · · + kqφq. We will use dmq to
represent normalized Lebesgue measure on Tq.
First, let us see what the Fourier transform on Tq does. Let f : Tq → C
with f ∈ L1(Tq). Then the Fourier coefficients of f are
ck = fˆ (k) =
∫
Tq
f (φ)e−ik·φdmq
=
∫ pi
−pi
. . .
∫ pi
−pi
f (φ1, . . . , φq)e−ik1φ1 . . . e−ik2φ2dφ1 . . . dφm.
Similarly, if µ is a finite regular measure on Tq, its Fourier-Stieltjes trans-
form is
ck = µˆ(k) =
∫
Tq
e−ik·φ dµ(φ)
The infinite Toeplitz operator generated by µ is the linear operator Tµ on
L2(Zq) given by
(Tµg)(k) =∑
j
µˆ(k− j)g(j).
In keeping with our general approach, we plan to approximate the infinite
Toeplitz operator with a sequence of finite Toeplitz operators, formed by
integrating over compact subsets of the dual group. In this case, that means
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summing over a finite number of points in Zq. We will then try to show
that these finite Toeplitz operators have a limiting eigenvalue distribution
analogous to the one-variable case. We will explore two ideas for how to
carry this out.
3.1 First Idea: Bijection from Zq to Z
In this section we consider a sequence of finite Toeplitz operators gener-
ated by a bijection between Zq and Z; that is, we use any sequence of sets
E1 ⊂ E2 ⊂ . . . such that En contains n points. The motivation behind this
approach is to mimic our proof on the circle: if we can say something about
the limiting ratio of determinants, this will allow us to find the average
logarithm of the eigenvalues, and we can proceed as before.
Since Szego¨’s theorem was crucial to our success on the unit circle, we
are very interested in extending it to the q-torus if possible. We will attempt
to follow the same procedure as before.
Definition 4. Let A denote the set of continuous f : Tq → C such that fˆ (k) = 0
for all k /∈ Zq+, and A0 = { f ∈ A |
∫
Tq f dmq = 0}.
As before, the Poisson integrals allows us to identify each f ∈ A with
an analytic function on Dq:
f˜ (z) =
∫
Tq
P(z, x) f (x) dmq(w).
Here P(z,w) is the Poisson kernel Pr1(θ1 − φ1) . . . Prq(θq − φq) where zj =
rjeiθj and wj = eiφj for j = 1, . . . , q, and Pr(θ) = 1−r
2
1−2r cos(θ)+r2 is the one-
dimensional Poisson kernel. See Appendix C for more..
Note that f˜ (0) =
∫
Tq f dmq so that A0 corresponds to functions which
vanish at the origin.
Unfortunately it is no longer true that the real parts of functions in A0
are uniformly dense in C(Tq). To see this, consider the 2-dimensional case.
Nothing in A0 can have a real part uniformly close to cos(θ − φ) because
that would make its (1,−1) Fourier coefficient close to 12 and therefore
nonzero. The problem here is that the trigonometric polynomials in A0
correspond only to the first quadrant of the dual group Z2, that is, pairs
of integers which are both positive; the real parts of trigonometric poly-
nomials in A0 will then include terms from the first and third quadrants.
A trigonometric polynomial generated from the second and fourth quad-
rants, such as cos(θ − φ), will not be approximable.
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To fix this problem, we could try to expand our definition of A0. Wewill
lose the connection with analytic functions which was so useful in the one-
variable case, since 41 in Appendix C says that boundary values of analytic
functions are precisely those whose Fourier coefficients vanish outside the
first hyperquadrant. However, we may be able to salvage this approach.
Recall that the relevant point at which the analyticity of the Poisson integral
was invoked was in proving that eg − 1 ∈ A0 if g ∈ A0. If we could find
another way to prove this, we could still get Szego¨’s theorem on the torus.
The problem seemed to be that A0 and its conjugates only covered
some of Zq. Suppose we define A to include all functions f such that
fˆ (n1, . . . , nq) = 0 whenever n1 < 0. That is, we only restrict the Fourier
transform with respect to the first component in Zq, so that we are now
sweeping out half of Zq (and the conjugates of functions in A0 will sweep
out the other half).
Unfortunately we have not been able to determine whether this leads
anywhere. We investigated some special cases, but Maple did not coop-
erate with the integrals involved. As an example of the type of question
being asked, suppose f (θ, φ) = ei(θ−φ) + ei(5θ+3φ) − 5ei(2θ−7φ). We want to
know whether
eˆ f (−2, 2) = 1
4pi2
∫ pi
−pi
∫ pi
−pi
ee
i(θ−φ)+ei(5θ+3φ)−5e(2θ−2φ)ei(2θ−2φ)dθdφ
is equal to zero.
Still more unfortunately, the bijection approach is doomed even if Szego¨’s
theorem still holds. Recall that in order to connect Szego¨’s theorem to
Toeplitz matrices, we had to show that the minimum of the quadratic form
Qn with the restriction u0 = 1 was DnDn−1 . We did this by showing that the
minimumwith the restriction un = 1 was DnDn−1 , and then proving that these
two constraints gave the same minimum. In higher dimensions these con-
straints are no longer equivalent; in fact, the minimum subject to un = 1 is
still DnDn−1 , but the minimum subject to u0 = 1 generally is not. Recall that
we got from the constraint un = 1 to u0 = 1 by conjugating an expression
(which does not change its absolute value) and then multiplying it by a
complex number of unit length. For that to work in higher dimensions, we
would need the shape of the support of our operator (i.e. the set of points
inZq used to generate it) to be such that a reflection through the origin and
a translation would bring it back to its original position. To achieve this
while only adding one point at a time, we must step by the same amount
in the same direction each time we add a point, so that we will only cover
a line instead of all Zq. To sum up, our problem is that we had a bijection
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from Zq to Z, but we actually needed an isomorphism (which of course
does not exist).
Illustrative Example
Here’s a numerical example to illustrate this:
Consider the measure µ on T2 with dµ = θ2cosh(φ)dm(θ)dm(φ) where
we have used θ and φ instead of φ1 and φ2 as our two angle coordinates. We
begin our enumeration of Z2 with the points (0, 0), (0, 1), (1, 0), and (0, 2).
First let’s compute some Fourier coefficients:
c0,0 =
1
4pi2
∫ pi
−pi
∫ pi
−pi
θ2cosh(φ) dθdφ = 12.09381
c0,1 =
1
4pi2
∫ pi
−pi
∫ pi
−pi
e−iφθ2cosh(φ) dθdφ = −6.04691 = c0,−1
c1,0 =
1
4pi2
∫ pi
−pi
∫ pi
−pi
e−iθθ2cosh(φ) dθdφ = −7.35216 = c−1,0
c0,2 =
1
4pi2
∫ pi
−pi
∫ pi
−pi
e−2iφθ2cosh(φ) dθdφ = 2.41876 = c0,−2
c1,−1 =
1
4pi2
∫ pi
−pi
∫ pi
−pi
e−iθe−iφθ2cosh(φ) dθdφ = 3.67608 = c−1,1
c−1,2 =
1
4pi2
∫ pi
−pi
∫ pi
−pi
eiθe−2iφθ2cosh(φ) dθdφ = −1.47043 = c1,−2
The first four Toeplitz matrices are
T0 =
[
c0,0
]
=
[
12.09381
]
T1 =
[
c0,0 c0,1
c0,−1 c0,0
]
=
[
12.09381 −6.04691
−6.04691 12.09381
]
T2 =
 c0,0 c0,1 c1,0c−,−1 c0,0 c1,−1
c−1,0 c−1,1 c0,0
 =
 12.09381 −6.04691 −7.35216−6.04691 12.09381 3.67608
−7.35216 3.67608 12.09381

T3 =

c0,0 c0,1 c1,0 c0,2
c0,−1 c0,0 c1,−1 c0,1
c−1,0 c−1,1 c0,0 c−1,2
c0,−2 c0,−1 c1,−2 c0,0
 =

12.09381 −6.04691 −7.35216 2.41876
−6.04691 12.09381 3.67608 −6.04691
−7.35216 3.67608 12.09381 −1.47043
2.41876 −6.04691 −1.47043 12.09381

with determinants D0 = 12.09381, D1 = 109.6951, D2 = 836.3408, D3 =
7552.19.
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For a polynomial g(y, z) = u0 + u1z+ u2y+ u3z2,
〈g, g〉 =
∫
T2
g(eiθ , eiφ)g(eiθ , eiφ) dµ =
(
u¯0 u¯1 u¯2 u¯3
)
T3

u0
u1
u2
u3
 .
Now let’s find some orthogonal polynomials. Using our formula for the
Gram-Schmidt process,
ψ0(y, z) =
1√
D0
∣∣1∣∣ = 0.28755
ψ1(y, z) =
1√
D1D0
∣∣∣∣c0,0 c0,11 z
∣∣∣∣ = 0.33214z+ 0.16602
ψ2(y, z) =
1√
D2D1
∣∣∣∣∣∣
c0,0 c0,1 c1,0
c0,−1 c0,0 c1,−1
1 z y
∣∣∣∣∣∣ = 0.36216z+ 0.22017
ψ3(y, z) =
1√
D3D2
∣∣∣∣∣∣∣∣
c0,0 c0,1 c1,0 c0,2
c0,−1 c0,0 c1,−1 c0,1
c−1,0 c−1,1 c0,0 c−1,2
1 z y z2
∣∣∣∣∣∣∣∣ = 0.33278y
2 − 0.022186
Now, the polynomial
g(y, z) =
0.28755
A
ψ0(y, z)+
0.16602
A
ψ1(y, z)+
0.22017
A
ψ2(y, z)+
−0.022186
A
ψ3(y, z),
where A = 0.287552 + 0.166022 + 0.220172 + 0.0221862, has a constant term
u0 = 1; we also have by orthonormality
〈g, g〉 =
(
0.28755
A
)2
+
(
0.16602
A
)2
+
(
0.22017
A
)2
+
(−0.022186
A
)2
=
1
A
= 6.28083.
However, note that D3D2 = 9.03004which is clearly not equal to theminimum
length with u0 = 1.
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3.2 Second Approach: Product Measures
Another idea is to consider the special case of product measures, i.e. mea-
sures of the form µ = µ1 × · · · × µq where the µk are measures on T. Then
µˆ(k) =
∫
Tq
e−i(k1φ1+···+kqφq) d(µ1 × · · · × µq)
=
(∫
T
e−ik1φ1 dµ1(φ1)
)
· · ·
(∫
T
e−ik2φ2 dµ2(φ2)
)
= µˆ1(k1) · · · µˆq(kq).
Recall that the Toeplitz operator generated by a measure on Tq is
(Tµg)(k) =∑
j
µˆ(k− j)g(j).
The range of summation for j depends on how we choose to construct our
finite Toeplitz operators. If we form them by summing over rectangular
regions inZq, then wewill be able to factor the expression for Tµg. Suppose
then that j is summed over the rectangle [0, n]q, and consider first the case
where the vector g(j) is a tensor product g = g1 ⊗ · · · ⊗ gq so that g(j) =
g1(j1) · · · gq(jq). Then
(Tµg)(k) = ∑
j1,...,jq
µˆ1(k1 − j1) · · · µˆq(kq − jq)g1(j1) · · · gq(jq)
=
(
∑
j1
µˆ1(k1 − j1)g1(j1)
)
· · ·
∑
jq
µˆq(kq − jq)gq(jq)

=
(
(Tµ1(g1))(k1)
)
· · ·
(
(Tµq(jq))(kq)
)
.
Thus, Tµ = Tµ1 ⊗ · · · ⊗ Tµq . In particular, if x1, · · · , xq are eigenvectors
of Tµ1 , · · · , Tµq respectively (recall that Toeplitz operators are Hermitian so
that we are guaranteed a basis of eigenvectors), with corresponding eigen-
values λ1, · · · ,λq, then
Tµ(x1 ⊗ · · · ⊗ xq) = (Tµ1(x1))⊗ · · · ⊗ (Tµq(xq))
= (λ1x1)⊗ · · · ⊗ (λqxq) = (λ1 · · · λq)x1 ⊗ · · · ⊗ xq
so that x1⊗ · · · ⊗ xq is an eigenvector of Tµ with eigenvalues λ1 · · · λq. This
gives us (n+ 1)q independent eigenvectors for Tµ; since Tµ acts on an (n+
1)q-dimensional space, this implies that the eigenvalues of Tµ are precisely
the products of the form (λ1 · · · λq) where λk is an eigenvalue of Tµk .
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Intuitively, if the distributions of the eigenvalues for each one-dimensional
operator are converging, in some sense, to the derivative of the correspond-
ing measure, then the products of those eigenvalues should be converging
to the product of the derivatives, which is just the derivative of the prod-
uct. (An example to clarify this last statement: If µ = µ1 × µ2 = (µ1a +
µ1s) × (µ2a + µ2s) = µ1aµ2a + µ1aµ2s + µ2aµ2s + µ1sµ2s where µ1a and µ2a
are absolutely continuous and µ1s and µ2s are singular, then µ1aµ2s, µ1sµ2a,
and µ1sµ2s are all singular, and the absolutely continuous part of µ1 × µ2 is
µ1aµ2a.)
We will now prove a more precise statement of this, using the two-
dimensional case to illustrate a general concept.
Lemma 1. Let e > 0, let U ⊂ R be a finite union of open intervals, and let µ
be a positive measure on R such that µ(R) = 1 and any point x ∈ R \U has
µ({x}) < e. Then R \ U may be partitioned into finitely many closed inter-
vals [xj, yj] (possibly overlapping at the endpoints) with µ([xj, yj]) < 2e. Addi-
tionally, suppose α ∈ R and σ is another positive measure with σ(R) = 1 and
σ({x}) = 0 for x in the boundary of U; if α = 0 we also require σ({0}) = 0.
Then xj and yj may be chosen such that xj, yj 6= 0 and µ({xj}) = σ
({
α
xj
})
=
µ({yj}) = σ
({
α
yj
})
= 0.
Proof. R \U is a union of finitely many closed intervals, so it is sufficient
to give the desired construction on one of them. Suppose I = (−∞, a] is
one such interval; the construction will be quite analogous for [b,∞) or for
a finite interval. Let x1 = sup{x ∈ I | µ((−∞, x]) < e}. (To see that this set
is nonempty, consider that ⋂
n∈Z−n≤a
(−∞,−n] = ∅
so that limn→∞ µ((−∞,−n]) = 0.) Then if x1 < awe have e ≤ µ((−∞, x1]) <
2e, because
µ((−∞, x1)) = µ
(
∞⋃
n=1
(
−∞, x1 − 1n
])
= lim
n→∞ µ
((
−∞, x1 − 1n
])
≤ e
so that µ((−∞, x1]) = µ((−∞, x1)) + µ({x1}) < 2e, and similarly,
µ((−∞, x1]) = µ
(
∞⋂
n=1
(
−∞, x1 + 1n
])
= lim
n→∞ µ
((
−∞, x1 + 1n
])
≥ e.
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(If x1 = a we will still have µ((−∞, x1]) < 2e but may have µ((−∞, x1]) <
e.) Using continuity ofmeasures again (and the finiteness of µ), e ≤ µ((−∞, x]) <
2e for x in some interval to the right of x1 (again, assuming x1 < a); we
may move x1 to some point in this interval so as to guarantee µ({x1}) =
σ
({
α
x1
})
= 0. (In so doing, we only need to avoid the countably many
points z for which µ({z}) 6= 0 or σ ({ αz}) 6= 0, so this is clearly possible.)
We have now constructed the first of our subintervals. If x1 < a we
let x2 = sup{x ∈ I | µ([x1, x]) < e}; then e ≤ µ([x1, x2] < 2e by similar
reasoning, and once again we can adjust x1 slightly to the right if needed.
We continue this process until some xk is equal to a; this happens in finitely
many steps because µ is a finite positive measure and each interval has
measure at least e. We apply the same construction to each of the finitely
many closed intervals that make up R \U.
Theorem 10. Let µ1 and µ2 be finite signed measures on T, with derivatives f and
g wrt m, and λ(n)k and ν
(n)
k the eigenvalues of their respective Toeplitz operators.
Define m f and mg on Borel subsets E ⊂ R by m f (E) = m( f−1(E)) and mg(E) =
m(g−1(E)). Let α ∈ R such that m2({(x, y) | f (x)g(y) = α}) = 0, where m2
denotes normalized Lebesgue measure on T2. Then
lim
n→∞
# of products λ(n)k ν
(n)
j in [α,∞)
(n+ 1)2
= m2({(x, y) | f (x)g(y) ≥ α}).
Proof. We give the proof first for α 6= 0. The case α = 0 is more complicated
and will be discussed at the end of the section.
Our strategy will be as follows: We want to take two copies of R and
divide both into “small” intervals so as to have control over the products
taken from pairs of these intervals; our notion of “small” will depend onm f
and mg. Our partition of the first line will determine that of the second. On
the first one, we will construct small intervals around troublesome points
(these being zero and those points x for whichm f ({x}) is greater than some
fixed amount), and apply the construction from the lemma to the remain-
der of the line.
Let e > 0. Let c1, . . . , cN be the nonzero points for which m f ({ck}) > e12 ,
and c0 = 0 (whether or not m f ({0}) > e12 ). By the continuity of mg, we can
construct open intervals Ak = (ak, bk) for k = 0, . . . , n such that
• ck ∈ Ak
• Ak ∪ Aj = ∅ for j 6= k
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• mg(( αbk ,
α
ak
)) < e6 or mg((
α
ak
, αbk )) <
e
6 (whichever is the correct order-
ing of the endpoints, depending on the signs of α, ak, and bk)
• m f ({ak}) = m f ({bk}) = 0.
For the last condition, note that there are only countably many points
we need to avoid, so we can easily construct our intervals with none of
them as endpoints. For convenience, we will also stipulate that |a0| = |b0|,
so we may write (a0, b0) = (−d, d). By Lemma (1), we can divideR \⋃k Ak
into finitely many intervals [xj, yj] for j = 1, . . . ,M (sometimes overlap-
ping at the endpoints) with m f ([xj, yj]) < e6 and m f ({xj}) = m f ({yj}) =
mg
({
α
xj
})
= mg
({
α
yj
})
= 0.
We now define intervals Ik, Jk, I˜j, J˜j as follows:
I0 = R
J0 = ∅
Ik =

(
α
bk
,∞
)
if ak, bk > 0(
−∞, αak
)
if ak, bk < 0
Jk =

(
α
ak
,∞
)
if ak, bk > 0(
−∞, αbk
)
if ak, bk < 0
I˜j =

[
α
yj
,∞
)
if xj, yj > 0(
−∞, αxj
]
if xj, yj < 0
J˜j =

[
α
xj
,∞
)
if xj, yj > 0(
−∞, αyj
]
if xj, yj < 0
where k is understood to refer to the case k > 0. The point of these con-
structions is that x ∈ (ak, bk) and y ∈ Jk =⇒ xy ≥ α whereas x ∈
(ak, bk) and xy ≥ α =⇒ y ∈ Ik, so that
(ak, bk)× Jk ⊂ {(x, y) | x ∈ (ak, bk) and xy ≥ α} ⊂ (ak, bk)× Ik.
The analogous statement holds for [xj, yj], I˜j, and J˜j. Also note that the sets
Ik \ Jk and I˜j \ J˜j are all disjoint (excluding k = 0) and that mg({y}) = 0 for
y in the boundary of Ik, Jk, I˜j, or J˜j.
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We introduce the notation Φn( f , E) =
# of λ(n)i in E
n+1 for any E ⊂ R, and
similarly for Φn(g, E). Then we know from the one-variable case that
lim
n→∞Φn( f , A) = m f (A)
and
lim
n→∞Φn(g, B) = mg(B)
where A is any one of the intervals (ak, bk) or [xj, yj] and B is any one of the
Ik, Jk, I˜j, or J˜j. There are finitely many of the A’s and B’s, so for any δ > 0,
we can choose n sufficiently large that |Φn( f , A)−m f (A)| < δ for all of the
A’s and |Φn(g, B)−mg(B)| < δ for all the B’s. Then
# of productsλ(n)i ν
(n)
l in [α,∞)
(n+ 1)2
≤∑
k
(
# of λ(n)i in (ak, bk)
n+ 1
)(
# of ν(n)l in Ik
n+ 1
)
+∑
j
(
# of λ(n)i in [xj, yj]
n+ 1
)(
# of ν(n)l in I˜j
n+ 1
)
≤∑
k
(
m f ((ak, bk)) + δ
) (
mg(Ik) + δ
)
+∑
j
(
m f ([xj, yj]) + δ
) (
mg( I˜j) + δ
)
≤∑
k
m f ((ak, bk))mg(Ik) +∑
j
m f ([xj, yj])mg( I˜j) + 2δ+ δ2(M+ N).
Similarly,
# of products λ(n)i ν
(n)
l in [α,∞)
(n+ 1)2
≥∑
k
(
# of λ(n)i in (ak, bk)
n+ 1
)(
# of ν(n)l in Jk
n+ 1
)
+∑
j
(
# of λ(n)i in [xj, yj]
n+ 1
)(
# of ν(n)l in J˜j
)
≥∑
k
((
m f ((ak, bk))− δ
)
(mg(Jk)− δ)− δ2
)
+∑
j
((
m f ([xj, yj])− δ
) (
mg
(
J˜j
)− δ)− δ2)
≥∑
k
m f ((ak, bk))mg (Jk) +∑
j
m f ([xj, yj])mg
(
J˜j
)− 2δ.
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(Here the subtraction of δ2 in the fourth line is necessary because of the
possibility that, for example, m f ((ak, bk) and mg(Jk) are both less than δ.)
Now we take δ small enough that 2δ+ δ2(M+ N) < e4 ; then we have, for
sufficiently large n,
∑
k
m f ((ak, bk))mg (Jk) +∑
j
m f ([xj, yj])mg
(
J˜j
)− e
4
≤ # of products λ
(n)
i ν
(n)
l in [α,∞)
(n+ 1)2
≤∑
k
m f ((ak, bk))mg (Ik) +∑
j
m f ([xj, yj])mg
(
J˜j
)
+
e
4
.
But it is also clear that
∑
k
m f ((ak, bk))mg (Jk) +∑
j
m f ([xj, yj])mg
(
J˜j
)
≤ m2 ({(x, y) | f (x)g(y) ≥ α})
≤∑
k
m f ((ak, bk))mg (Ik) +∑
j
m f ([xj, yj])mg
(
I˜j
)
so certainly
∑
k
m f ((ak, bk))mg (Jk) +∑
j
m f ([xj, yj])mg
(
J˜j
)− e
4
≤ m2 ({(x, y) | f (x)g(y) ≥ α})
≤∑
k
m f ((ak, bk))mg (Ik) +∑
j
m f ([xj, yj])mg
(
I˜j
)
+
e
4
.
The upper and lower bounds differ by
e
2
+∑
k
m f ((ak, bk))mg (Ik \ Jk) +∑
j
m f ([xj, yj])mg
(
I˜j \ J˜j
)
≤ e
2
+∑
k
e
6
mg (Ik \ Jk) +∑
j
e
6
mg
(
I˜j \ J˜j
)
=
e
2
+
e
6
+ ∑
k 6=0
e
6
mg (Ik \ Jk) +∑
j
e
6
mg
(
I˜j \ J˜j
) ≤ e
2
+
e
6
+
e
6
+
e
6
= e
since mg(R) = 1 and Ik \ Jk, I˜j \ J˜j for k 6= 0 are all disjoint. This shows that,
for sufficiently large n,
# of products λ(n)i ν
(n)
l in [α,∞)
(n+ 1)2
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and
m2 ({(x, y) | f (x)g(y) ≥ α})
are both contained in the same interval of size at most e, and hence are
within e of each other. Thus,
lim
n→∞
# of products λ(n)i ν
(n)
l in [α,∞)
(n+ 1)2
= m2 ({(x, y) | f (x)g(y) ≥ α}) .
This finishes the proof for the case α 6= 0. Now suppose α = 0. The condi-
tion m2({(x, y) | f (x)g(y) = α}) = 0 implies that at least one of m f ({0})
and mg({0}) is zero; WLOG, we assume mg({0}) = 0. We proceed as be-
fore, except that the third condition in the construction of the Ak intervals
becomes trivial. The rest of the proof follows as before.
To extend to higher dimensions, we can use induction and a very slight
adaptation of the last theorem. For example, suppose we have measures
µ1, µ2, µ3 with derivatives f , g, h. Although the theoremwas stated for pairs
of measures on T, the same construction works if one of the pair is actually
a measure on T2. Suppose λ(n)k , ν
(n)
k , and η
(n)
k are the eigenvalues of µ1, µ2,
and µ3, ξ
(n)
k the eigenvalues of µ2 × µ3, and ψ = gh is the derivative of
µ2 × µ3. Then we have
lim
n→∞
# of products λ(n)j ν
(n)
k η
(n)
l in [α,∞)
(n+ 1)3
= lim
n→∞
# of products λ(n)k ξ
(n)
l in [α,∞)
(n+ 1)3
= m3({(x, y) | x ∈ T, y ∈ T2, f (x)ψ(y) ≥ α})
= m3({(x, y, z) | x, y, z ∈ T, f (x)g(y)h(z) ≥ α}).
One might wonder how proving our theorem for product measures will
help prove it in general. If we specialize to absolutely continuousmeasures,
functions of the form
f (φ1, . . . φq) =∑
k
f1k(φ1) . . . fqk(φq)
are uniformly dense in C(Tq) by the Stone-Weierstrass theorem. This in
turn implies that they are dense in L1. This provides some hope of ex-
tending to other absolutely continuous measures. For general measures,
sums of product measures are no longer dense in total variation, but per-
haps some kind of weaker convergence still holds. It is an open question,
and easily another entire thesis in itself, what conditions on a sequence of
measures will guarantee the convergence of the eigenvalue distributions of
their Toeplitz operators.
Appendix A
Fourier Transforms on Locally
Compact Abelian Groups
A.1 Introduction to LCA Groups
Definition 5. A topological group G is a group equipped with a Hausdorff topol-
ogy such that (x, y) 7→ xy−1 is a continuous function on G × G. If G is an
Abelian group and its topology is locally compact, G is a locally compact Abelian
(LCA) group.
An equivalent definition of topological group is that the functions x 7→
x−1 and x 7→ xy are continuous on G.
LCA groups provide the framework for the abstract study of Fourier
analysis. With a locally compact Hausdorff topology, many nice theorems
frommeasure theory (e.g. the Riesz representation theorem and the Radon-
Nikodym theorem) can be brought to bear. With an Abelian group struc-
ture, we have a notion of translation, which allows us to talk about convo-
lutions; as we will see, we are also guaranteed the existence of a transla-
tion invariant measure, which makes many computations run smoothly. In
short, we have all the basic ingredients we need to do Fourier analysis.
We now present without proof some basic facts about LCA groups,
taken from [Rudin (1990)]. We follow the convention of writing Abelian
group operations as addition.
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A.2 Haar Measure and Convolution
Theorem 11. For any LCA group G, there exists a positive regular measure m on
G which is not identically zero and is translation invariant, i.e.
m(E+ x) = m(E)
for all x ∈ G and every Borel set E ⊂ G. This measure is unique up to a multi-
plicative constant.
A positive regular translation invariant measure on a group is called
a Haar measure; this theorem allows us to speak of the Haar measure on
a group, up to normalization. The normalization is usually taken such
that m(G) = 1 for compact groups and m is counting measure for discrete
groups; for finite groups, either one may be used.
Unless otherwise notated, all integration will be done with respect to
Haar measure; dx, dy, etc. will represent Haar measure, and Lp spaces will
be with respect to Haar measure. Note that on the real line, Haar measure
corresponds to Lebesgue measure.
Theorem 12. Let fx(y) = f (y− x). Then ‖ fx‖p = ‖ f ‖p for any f ∈ Lp(G),
1 ≤ p ≤ ∞.
Theorem 13. The mapping x 7→ fx is a uniformly continuous map of G into
C0(G) and into Lp(G) for 1 ≤ p < ∞.
Definition 6. For any two Borel functions f and g on G such that∫
G
| f (x− y)g(y)| dy < ∞, (A.1)
we define the convolution
( f ∗ g)(x) =
∫
G
f (x− y)g(y) dy.
The condition (A.1) allows the use of Fubini’s theorem, which is indis-
pensable in proving theorems about convolutions.
Theorem 14. • If (A.1) holds for some x ∈ G, then ( f ∗ g)(x) = (g ∗ f )(x).
• If f ∈ L1(G) and g ∈ L∞(G), then f ∗ g is bounded and uniformly contin-
uous.
• If f , g ∈ Cc(G), f ∗ g ∈ Cc(G).
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• If 1p + 1q = 1, 1 < p < ∞, f ∈ Lp(G), and g ∈ Lq(G), then f ∗ g ∈
C0(G).
• If f , g ∈ L1(G), then (A.1) holds for almost all x ∈ G, f ∗ g ∈ L1(G), and
‖ f ∗ g‖1 ≤ ‖ f ‖1‖g‖1.
• If f , g, h ∈ L1(G), then ( f ∗ g) ∗ h = f ∗ (g ∗ h).
The last three properties may be summarized by saying that convolu-
tion is a multiplication on L1(G) which turns it into a (commutative) Ba-
nach algebra. If G is discrete, L1(G) has a unit, namely the “delta function”
defined by e(0) = 1 and e(x) = 0 for x 6= 0. If G is not discrete, we shall see
later that L1(G) does not have a unit; however, it does have approximate
units, in the sense given by the following theorem.
Theorem 15. Given f ∈ L1(G) and e > 0, there exists a neighborhood V of 0 in
G such that for any nonnegative Borel function u which vanishes outside V and
for which
∫
G u(x) dx = 1, ‖ f − f ∗ u‖1 < e.
A.3 The Dual Group and the Fourier Transform
Definition 7. Let G be an LCA group. Then the dual group of G is the multiplica-
tive group Γ of continuous characters of G, i.e. continuous functions γ : G → C
such that |γ(x)| = 1 for all x and
γ(x+ y) = γ(x)γ(y) for all x, y ∈ G.
Definition 8. For f ∈ L1(G), the function fˆ on Γ defined by
fˆ (γ) =
∫
G
γ(x) f (x) dx
is called the Fourier transform of f . The set of such fˆ will be denoted A(Γ).
Theorem 16. Let Γ be given the weak topology induced by the Fourier transforms
of all the functions in L1(G). Then Γ is an LCA group whose dual is homeomor-
phically isomorphic to G.
The latter half of this theorem is usually thought of as saying that “the
dual of the dual is the original group.” To reflect this duality, the notation
(x,γ) is often used instead of γ(x); the idea is that the groups are on equal
footing, with an element from either defining a function on the other.
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Theorem 17. • A(Γ) is a separating self-adjoint subalgebra of C0(Γ), and
therefore is dense in C0(Γ).
• f̂ ∗ g = fˆ gˆ.
• A(Γ) is invariant under translation or under multiplication by (x,γ) for a
fixed x ∈ G.
• ‖ fˆ ‖∞ ≤ ‖ f ‖1 so that the Fourier transform is a continuous map of L1(G)
into C0(Γ).
• For f ∈ L1(G) and γ ∈ Γ, ( f ∗ γ)(x) = (x,γ) fˆ (γ).
Theorem 18. If G is discrete, Γ is compact; if G is compact, Γ is discrete.
A.4 Fourier-Stieltjes Transforms
Let M(G) denote the set of complex regular measures on G.
Definition 9. Let µ,λ ∈ M(G). We define a measure µ ∗ λ on G by
(µ ∗ λ)(E) = (µ× λ)({(x, y) ∈ G× G | x+ y ∈ E}).
We call µ ∗ λ the convolution of µ and λ.
Theorem 19. 1. If µ,λ ∈ M(G), then µ ∗ λ ∈ M(G).
2. For µ,λ, ν ∈ M(G), µ ∗ λ = λ ∗ µ and (µ ∗ λ) ∗ ν = µ ∗ (λ ∗ ν).
3. ‖µ ∗ λ‖ ≤ ‖µ‖ · ‖λ‖.
This theorem says that M(G) is a commutative Banach algebra with
convolution as the multiplication.
Definition 10. For µ ∈ M(G), the function µˆ on Γ defined by
µˆ(γ) =
∫
G
(−x,γ) dµ(x)
is called the Fourier-Stieltjes transform of µ (sometimes called by either name
alone). The set of all µˆ will be denoted B(Γ).
Theorem 20. • Each µˆ ∈ B(Γ) is bounded and uniformly continuous.
• µ̂ ∗ λ = µˆλˆ.
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• B(Γ) is invariant under translation, complex conjugation, or multiplication
by (x,γ) for fixed x ∈ G.
Wemay identify L1(G)with the subset ofM(G) consisting of absolutely
continuous measures. We also introduce the sets Mc(G) ⊂ M(G) of con-
tinuous measures (ones whose values are zero on every countable set) and
Md(G) ⊂ M(G) of discrete measures (ones that are concentrated on count-
able sets). The following theorem describes the place of these sets in the
algebraic structure of M(G).
Theorem 21. Md(G) is a closed subalgebra of M(G); Mc(G) and L1(G) are
closed ideals in M(G).
A.5 The Inversion Theorem
Theorem 22. Let B(G) denote the set of all functions f on G which can be repre-
sented in the form
f (x) =
∫
Γ
(x,γ) dµ(γ)
for some measure µ ∈ M(Γ).
1. If f ∈ L1(G) ∩ B(G), then fˆ ∈ L1(Γ).
2. For a fixed Haar measure on G, the Haar measure on Γ can be normalized
such that
f (x) =
∫
Γ
fˆ (γ)(x,γ) dγ
for every f ∈ L1(G) ∩ B(G).
Note that we previously introduced conventions for the normalization
of compact and discrete groups; it turns out that these normalizations sat-
isfy the above condition.
A function of the form
f (x) =
n
∑
j=1
aj(x,γj)
is called a trigonometric polynomial on G. This terminology is borrowed
from the cases where G is the unit circle or the real line.
Theorem 23. If G is compact, the trigonometric polynomials on G are a dense
subalgebra of C(G).
It follows from this that the trigonometric polynomials are dense in
Lp(G) for 1 ≤ p < ∞ if G is compact.
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A.6 The Plancherel Transform
Theorem 24. The Fourier transform, restricted to (L1 ∩ L2)(G), is an isometry
(with respect to L2 norms) onto a dense linear subspace of L2(Γ).
This theorem implies that the Fourier transform has a unique extension
to an isometry from L2(G) to L2(Γ); this isometry is called the Plancherel
transform and is also denoted by f 7→ fˆ .
Theorem 25. A(Γ) consists precisely of convolutions F1 ∗ F2 where F1, F2 ∈
L2(Γ).
A.7 Consequences of the Duality Theorem
We have seen that Γ is an LCA group whose dual is homemorphically iso-
morphic to G (i.e., its dual is G). This has several consequences for the
theory of Fourier transforms.
Theorem 26. • If µ ∈ M(G) and µˆ = 0 for all γ ∈ Γ, then µ = 0.
• If G is not discrete, L1(G) has no unit. Hence L1(G) = M(G) if and only
if G is discrete.
• If µ ∈ M(G) and µˆ ∈ L1(Γ), then ∃ f ∈ L1(G) such that dµ(x) =
f (x) dx, and
f (x) =
∫
Γ
µˆ(γ)(x,γ) dγ.
The first of these statement implies that µˆ uniquely determines µ; the
last says that only absolutely continuousmeasures have Fourier transforms
in L1(Γ).
A.8 Characterization of B(Γ)
We introduce a norm on B(Γ) by letting ‖µˆ‖ = ‖µ‖.
Theorem 27. For a function φ : Γ→ C, the following are equivalent:
• φ ∈ B(Γ) and ‖φ‖ ≤ A.
• φ is continuous, and
|
n
∑
i=1
ciφ(γi)| ≤ A‖ f ‖∞
for every trigonometric polynomial f (x) = ∑ni=1 ci(x,γi).
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Corollary 3. If φn ∈ B(Γ) and ‖φn‖ ≤ A for n = 1, 2, 3, . . . , φ ∈ C(Γ), and
φ(γ) = limn→∞ φn(γ), then φ ∈ B(Γ) and ‖φ‖ ≤ A.
A.9 Examples
Having defined the Fourier transform in a very general setting, we should
relate it to the familiar notion of Fourier transform.
One of the familiar settings for Fourier analysis is that of periodic func-
tions, say, functions on the reals modulo 2pi. We identify R/(2piZ) with
the unit circle T, i.e. the multiplicative group of complex numbers with
unit length. It can be shown that the continuous characters on T are all of
the form γ(θ) = einθ for some n ∈ Z. Hence, the dual group of T is Z. The
Fourier transform then becomes
fˆ (n) =
∫
T
einθ f (θ) dm =
1
2pi
∫ pi
−pi
e−inθ f (θ) dθ.
Here we have used dm for Haar measure on the circle, which is 12pi times
Lebesgue measure dθ. We see that the familiar formula for the Fourier coef-
ficients of a periodic function agrees with our general definition of Fourier
transform. The inverse transform is given by
f (x) =
∞
∑
n=−∞
fˆ (n)einx.
Another familiar example of Fourier analysis deals with non-periodic
functions on the real line. It turns out that the continuous characters of R
are all of the form eikx for k ∈ R; by the identification k ↔ eikx, we see that
R is its own dual group. (The standard topology for R is the same as the
topology it inherits as a dual group.) Then our Fourier transform becomes
fˆ (κ) =
∫
R
eiκx f (x) dx =
∫ ∞
−∞
e−iκx f (x) dx.
It turns out that the normalization factor referred to in the inversion theo-
rem is 12pi , so that the inverse transform is given by
f (x) =
1
2pi
∫ ∞
−∞
fˆ (κ)eiκx dκ.
Of course, by choosing a different Haar measure for the “time domain” R,
the factor of 12pi may appear in the transform instead of the inverse trans-
form, or a 1√
2pi
may appear in both, etc.
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Finally, consider the Fourier transform of a function on the integers, i.e.
a sequence. It can be shown that the continuous characters on Z are all of
the form γ(n) = einα. Thus, the dual group of Z is the unit circle T. Of
course, we already knew this because of the duality theorem. Then
fˆ (eiα) =
∫
Z
einα f (n)dn =
∞
∑
−∞
e−inα f (n)
since integration over the integers is just summation. The inverse transform
is
f (n) =
1
2pi
∫ pi
−pi
e−inα fˆ (einα) dα.
Note that the transform and inverse transform on Z are just the inverse
transform and transform on T, respectively.
Appendix B
Formal Determinants and the
Gram-Schmidt Formula
B.1 Introduction
If V is any inner product space over a field F and ~v0, . . . ,~vn ∈ V are inde-
pendent, then it is well known that the Gram-Schmidt process guarantees
the existence and uniqueness of~e0, . . . ,~en ∈ V such that
• 〈~ej,~ek〉 = δjk where 〈, 〉 is the inner product on V
• span(~e0, . . . ,~ek) = span(~v0, . . . ,~vk) for k = 0, . . . , n
What is less well known is an explicit formula for~e0, . . . ,~en, namely
~ek =
1√
Dk−1Dk
∣∣∣∣∣∣∣∣∣∣∣
〈~v0,~v0〉 〈~v1,~v0〉 . . . 〈~vk,~v0〉
〈~v0,~v1〉 〈~v1,~v1〉 . . . 〈~vk,~v1〉
...
...
. . .
...
〈~v0,~vk−1〉 〈~v1,~vk−1〉 . . . 〈~vk,~vk−1〉
~v0 ~v1 . . . ~vk
∣∣∣∣∣∣∣∣∣∣∣
(B.1)
where Dk =
∣∣∣∣∣∣∣∣∣∣∣
〈~v0,~v0〉 〈~v1,~v0〉 . . . 〈~vk,~v0〉
〈~v0,~v1〉 〈~v1,~v1〉 . . . 〈~vk,~v1〉
...
...
. . .
...
〈~v0,~vk−1〉 〈~v1,~vk−1〉 . . . 〈~vn,~vk−1〉
〈~v0,~vk〉 〈~v1,~vk〉 . . . 〈~vk,~vk〉
∣∣∣∣∣∣∣∣∣∣∣
6= 0
is the Gram determinant for k = 0, 1, . . . , n, and D−1 = 1. This is what we
will prove.
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B.2 Formal Determinants
The term “formal determinant” refers to a “determinant” in which one of
the rows consists of vectors instead of scalars. This is a notational conve-
nience; it is defined by a cofactor expansion along the row of vectors, so
∣∣∣∣∣∣∣∣∣∣∣
a0,0 a0,1 . . . a0,n
a1,0 a1,1 . . . a1,n
...
...
. . .
...
an−1,0 an−1,1 . . . an−1,n
~v0 ~v1 . . . ~vn
∣∣∣∣∣∣∣∣∣∣∣
:=
~v0
∣∣∣∣∣∣∣∣∣
a0,1 a0,2 . . . a0,n
a1,1 a1,2 . . . a1,n
...
...
. . .
...
an−1,1 an−1,1 . . . an−1,n
∣∣∣∣∣∣∣∣∣+~v1
∣∣∣∣∣∣∣∣∣
a0,0 a0,2 . . . a0,n
a1,0 a1,2 . . . a1,n
...
...
. . .
...
an−1,0 an−1,2 . . . an−1,n
∣∣∣∣∣∣∣∣∣+ . . .
+~vn
∣∣∣∣∣∣∣∣∣
a0,0 a0,1 . . . a0,n−1
a1,0 a1,1 . . . a1,n−1
...
...
. . .
...
an−1,0 an−1,1 . . . an−1,n−1
∣∣∣∣∣∣∣∣∣ .
Themost familiar example of a formal determinant is the three-dimensional
cross product:
~A× ~B =
∣∣∣∣∣∣
i j k
a1 a2 a3
b1 b2 b3
∣∣∣∣∣∣
The basic feature of formal determinants is that their inner product with
another vector becomes a true determinant:
〈
∣∣∣∣∣∣∣∣∣∣∣
a0,0 a0,1 . . . a0,n
a1,0 a1,1 . . . a1,n
...
...
. . .
...
an−1,0 an−1,1 . . . an−1,n
~v0 ~v1 . . . ~vn
∣∣∣∣∣∣∣∣∣∣∣
,w〉 =
∣∣∣∣∣∣∣∣∣∣∣
a0,0 a0,1 . . . a0,n
a1,0 a1,1 . . . a1,n
...
...
. . .
...
an−1,0 an−1,1 . . . an−1,n
〈~v0,w〉 〈~v1,w〉 . . . 〈~vn,w〉
∣∣∣∣∣∣∣∣∣∣∣
This may be easily verified by expanding both sides in cofactors along
the bottom row.
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In the case where ~v0, . . . ,~vn are orthonormal, the inner product of two
formal determinants with the same row of vectors has a nice form:
〈
∣∣∣∣∣∣∣∣∣∣∣
a0,0 a0,1 . . . a0,n
a1,0 a1,1 . . . a1,n
...
...
. . .
...
an−1,0 an−1,1 . . . an−1,n
~v0 ~v1 . . . ~vn
∣∣∣∣∣∣∣∣∣∣∣
,
∣∣∣∣∣∣∣∣∣∣∣
b0,0 b0,1 . . . b0,n
b1,0 b1,1 . . . b1,n
...
...
. . .
...
bn−1,0 bn−1,1 . . . bn−1,n
~v0 ~v1 . . . ~vn
∣∣∣∣∣∣∣∣∣∣∣
〉
=
∣∣∣∣∣∣∣∣∣
a0 · b0 a0 · b1 . . . a0 · bn−1
a1 · b0 a1 · b1 . . . a1 · bn−1
...
...
. . .
...
an−1 · b0 an−1 · b1 . . . an−1 · bn−1
∣∣∣∣∣∣∣∣∣
where ak = (ak,0, . . . , ak,n) and bk = (bk,0 . . . , bk,n) are the rows of the formal
determinant viewed as vectors in Fn+1. (We use boldface instead of arrow
and · instead of 〈, 〉 to emphasize that this is in general a different space
from V.) This may be proved, for example, by noting that both sides of the
equation are linear in each of the ak’s and bk’s and verifying it in the case
where all the ak’s and bk’s are unit coordinate vectors.
B.3 Gram-Schmidt Formula
We now can easily verify (B.1). First we note that the independence of the
~vk’s implies that Dn > 0, so that the ~ek’s are well-defined [Greub]. We
will define the vectors~ek as in (B.1) and show that they satisfy the desired
properties. For j < k, we have
√
Dk−1Dk〈~vj,~ek〉 =
∣∣∣∣∣∣∣∣∣∣∣
〈~v0,~v0〉 〈~v1,~v0〉 . . . 〈~vk,~v0〉
〈~v0,~v1〉 〈~v1,~v1〉 . . . 〈~vk,~v1〉
...
...
. . .
...
〈~v0,~vk−1〉 〈~v1,~vk−1〉 . . . 〈~vk,~vk−1〉
〈~v0,~vj〉 〈~v1,~vj〉 . . . 〈~vk,~vj〉
∣∣∣∣∣∣∣∣∣∣∣
= 0
because two rows in the determinant are identical. Because ~ej is a linear
combination of ~v0, . . . ,~vj, it follows that 〈~ej,~ek〉 = 0. Now because ~ek is a
linear combination of ~v0, . . . ,~vk, and since the ~e’s are orthogonal, we have
span(~e0, . . . ,~ek) = span(~v0, . . . ,~vk). Now if we expand~ek, the coefficient of
46 Formal Determinants and the Gram-Schmidt Formula
~vk will be
√
Dk−1
Dk
, so we have~ek =
√
Dk−1
Dk
~vk + ~wk where ~wk is orthogonal to
~ek. Then 〈~ek,~ek〉 =
√
Dk−1
Dk
〈~ek,~vk〉 =
√
Dk−1
Dk
(
1√
Dk−1Dk
Dk
)
= 1.
Appendix C
Hp Spaces on Polydiscs
In this appendix I will mention some of the more relevant facts from the
theory of Hp spaces, first in the one-variable case and then in the more
general setting of polydiscs. For details and proofs the reader is referred to
[Duren] and [Rudin (1969)].
C.1 Hp Spaces in One Variable
Definition 11. Let D denote the open unit disk in the complex plane. For an
analytic function f : D → C, we let
Mp(r, f ) =
{
1
2pi
∫ pi
−pi
| f (reiθ)|p dθ
}1/p
0 < p < ∞
M∞(r, f ) = max−pi≤θ<pi
| f (reiθ)|.
Note that for 1 ≤ p ≤ ∞, M(r, f ) = ‖ fr‖p where fr : T → C is de-
fined by fr(θ) = f (reiθ) and ‖‖p is the Lp norm with respect to normalized
Lebesgue measure on T. We can analogously define the quantities Mp(r, u)
for a harmonic function u : D → R.
Definition 12. For 0 < p ≤ ∞, Hp is the set of all analytic f : D → C for which
Mp(r, f ) is bounded as r → 1. Similarly, hp is the set of all harmonic u : D → R
for which Mp(r, u) is bounded as r → 1.
The notation is in honor of Hardy, who was the first to study these
spaces systematically.
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As is well known, for a continuous function u on T, the Poisson integral
formula
u(z) = u(reiθ) =
1
2pi
∫ pi
−pi
1− r2
1− 2r cos(θ) + r2 u(e
it) dt
gives a function u : D¯ → R that is continuous on D¯, harmonic on D, and
has a specified set of boundary values. For a measure µ on T with bounded
total variation, we can define the Poisson-Stieltjes integral
u(z) = u(reiθ) =
∫ pi
−pi
1− r2
1− 2r cos(θ) + r2 dµ
which is again harmonic on D (although not necessarily continuous on D¯).
Theorem 28. The following three classes of functions from D to R are identical:
• Poisson-Stieltjes integrals;
• differences of two positive harmonic functions;
• h1.
Theorem 29. Let u(z) be a Poisson-Stieltjes integral. If the symmetric derivative
Dµ(θ0) = lim
t→0
µ((θ0 − t, θ0 + t))
2t
exists at a point θ0, then the radial limit limr→1 u(reiθ0) exists and has the value
2piDµ(θ0).
Corollary 4. Each function u ∈ h1, and thus every f ∈ H1, has a radial limit
almost everywhere.
We will frequently use f (eiθ) to denote the almost everywhere existing
radial limit of an H1 function f : D → C.
Corollary 5. If u is the Poisson integral of a function φ ∈ L1(T), then u(reiθ) →
φ(θ) almost everywhere.
Theorem 30 (Hardy’s convexity theorem). Let f (z) be analytic in D, and let
0 < p ≤ ∞. Then
• Mp(r, f ) is a nondecreasing function of r;
• logMp(r, f ) is a convex function of log r.
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This theorem implies (among many other things) that we could equiv-
alently define Hp as the space of functions for which Mp(r, f ) has a finite
limit as r → 1. This limit is called the Hp norm of f .
We already know that radial limits exist almost everywhere for h1 and
H1 functions. Much more is true, as the follow theorem indicates.
Theorem 31. If f ∈ Hp for 0 < p ≤ ∞, then the radial limit f (eiθ) exists almost
everywhere, and f (eiθ) ∈ Lp(T).
Now that we know that an Hp function has an Lp boundary function,
the natural question is whether the Hp norm equals the Lp norm of the
boundary. The following theorem answers this in the affirmative for p < ∞.
Theorem 32. If f ∈ Hp with 0 < p < ∞, then
lim
r→1
∫ pi
−pi
| f (reiθ)p dθ =
∫ pi
−pi
| f (eiθ)|p dθ
and
lim
r→1
∫ pi
−pi
| f (reiθ)− f (eiθ)|p dθ = 0.
Of particular importance to our study of Szego¨’s theorem is the role of
the Poisson integral in the interaction between functions on D and their
boundary values. The next theorem explores this further.
Theorem 33. For 1 ≤ p ≤ ∞, an analytic function f : D → C is the Poisson
integral of an Lp function φ : T → C if and only if f ∈ Hp.
It is now convenient to introduce the notation Hp to denote the set of
boundary functions f (eiθ) of functions f ∈ Hp. (As with Lp,Hp is actually a
space of equivalence classes, since the boundary values are only defined al-
most everywhere.) We know from the previous theorem that Hp ⊂ Lp(T),
and it is evidently a linear subspace of Lp(T). It turns out that Hp is topo-
logically closed as well.
Theorem 34. For 1 < p < ∞, Hp is the Lp closure of the set of polynomials in
eiθ .
It can be shown thatH∞ is closed as well.
Corollary 6. Hp is a Banach space for 1 ≤ p ≤ ∞.
The following theorem provides a simple characterization ofHp.
50 Hp Spaces on Polydiscs
Theorem 35. For 1 ≤ p ≤ ∞, Hp is exactly the set of Lp functions whose
negative Fourier coefficients vanish. Moreover, if f (z) = ∑∞n=0 anzn ∈ H1, then
cn = an for n ≥ 0, where cn is the nth Fourier coefficient of the boundary function
f (eiθ).
Note that among other things, this theorem implies that different func-
tions in Hp have different boundary functions, so that there is a one-to-one
correspondence between Hp and Hp. The nature of this correspondence is
further illuminated by the following theorem.
Theorem 36. If f ∈ Lp(T) and P[ f ] is the Poisson integral of f , then P[ f ] has f
as its radial limit almost everywhere.
We can now give an exact description of the correspondence between
Hp and Hp. Given a function f ∈ Hp, we know from Theorem 31 that the
radial limit f (eiθ) exists almost everywhere; this defines (a.e.) a function
f˜ : T → C which, by definition, is in Hp. On the other hand, suppose
we are given a function f˜ : T → C which is in Lp(T) and whose negative
Fourier coefficients vanish. Theorem 35 tells us that there exists a unique
f ∈ Hp that has f˜ as its radial limit a.e. Then by Theorem 33, f must be
the Poisson integral of some φ ∈ Lp(T), and by Theorem 36, φ = f˜ a.e. To
sum up, given f ∈ Hp we can find the corresponding f˜ ∈ Hp by taking the
radial limits of f ; given f˜ ∈ Hp we can find the corresponding f ∈ Hp by
taking the Poisson integral of f˜ .
Because of this duality, most books do not explicitly mention Hp at all;
it is considered to be identical with Hp. Thus, Hp is often spoken of as a
subspace of Lp(T), by identification withHp ⊂ Lp(T).
Although Hp spaces are interesting in themselves, the following theo-
rem is what connects them to our study of Toeplitz operators.
Theorem 37. Let g ∈ C(T) with ∫ gdθ = 0. Then eg − 1 ∈ C(T) and ∫ (eg −
1)dθ = 0.
Proof. Note that g ∈ H∞. Let G : D → C be the Poisson integral of g, so
G ∈ H∞ by Theorem 33. Then eG − 1 ∈ H∞ and is the Poisson integral
of eg − 1 (since its radial limit is eg − 1 a.e. and Hp functions are Poisson
integrals of their radial limits). Now
G(0) =
1
2pi
∫ pi
−pi
g(θ)dθ = 0⇒ 0 = eG(0) − 1 = 1
2pi
∫ pi
−pi
(eg(θ) − 1)dθ
by elementary properties of the Poisson integral.
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C.2 Hp Spaces and Poisson Integrals on Polydiscs
A polydisc is a Cartesian product of several discs in the complex plane; in
particular, Cn ⊃ Dn = {(z1, . . . , zn) | zi ∈ D for i = 1, . . . , n}. We will focus
on Dn since any other polydisc is equivalent to it by a simple change of
variables.
For n > 1, Tn is only a small part of the boundary of Dn (it is, after all,
only n-dimensional); however, for our purposes it is the important part.
We will use Dn to denote the closure of the product of D’s, not the product
of the closures (so it includes the “unimportant” part of the boundary).
A continuous function f : V → C on some open set V ⊂ Cn is said to
be holomorphic if it is holomorphic in each variable separately. It is said
to be n-harmonic if it is harmonic in each variable separately. Note that
holomorphic functions are n-harmonic.
For a function f : Dn → C, we define fr : Tn → C by fr(w) = f (rw).
We use mn to denote normalized Lebesgue measure on Tn; Lp spaces will
be with respect to mn unless otherwise noted.
The definition of the Hardy spaces is analogous to the one-variable case.
Definition 13. For 0 < p ≤ ∞, Hp(Dn) is the set of holomorphic f : Dn → C
for which ∫
Tn
| fr(w)|pdmn(w)
is bounded for 0 ≤ r < 1, where w ∈ Tn. The corresponding set of n-harmonic
functions is denoted by hp(Tn).
Much of the theory of Hp spaces and Poisson integrals in one variable
carries over very straightforwardly to polydiscs. In what follows we re-
count the most relevant results.
Definition 14. If z ∈ Dn, w ∈ Tn, zj = rjeiθj , wj = eiφj , the Poisson kernel
P(z,w) is the product
P(z,w) = Pr1(θ1 − φ1) . . . Prn(θn − φn)
where Pr(θ) = 1−r
2
1−2r cos(θ)+r2 is the one-variable Poisson kernel.
Note that we have ∫
Tn
P(z,w)dmn(w) = 1
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by a simple application of Fubini’s theorem, and that
P(z,w) = ∑
k∈Zn
r|k1|1 . . . r
|kn|
n eik·(θ−φ)
bymultiplying the absolutely convergent series expansions in each variable
individually. Here we use the notation k = (k1, . . . , kn) ∈ Zn and k · (θ−
φ) = k1(θ1 − φ1) + · · ·+ kn(θn − φn).
Definition 15. For a complex Borel measure µ on Tn, the Poisson integral is
P[dµ](z) =
∫
Tn
P(z,w)dµ(w) for z ∈ Dn.
For f ∈ L1(Tn), we let P[ f ] denote P[ f dmn].
Replacing P(z,w)with its (uniformly convergent) series expansion and
integrating termwise yields
P[dµ](z) = ∑
k∈Zn
µˆ(k)r|k1|1 . . . r
|kn|
n eik·θ
where
µˆ(k) =
∫
Tn
wkdµ(w)
are the Fourier coefficients of µ. (Here wk denotes w1k1 . . .wnkn .)
Theorem 38. If u : Dn → C is continuous and is n-harmonic in Dn, then
u(z) = P[u](z) for z ∈ Dn.
Theorem 39. 1. If f ∈ L∞(Tn) and z ∈ Dn then |P[ f ](z)| ≤ ‖ f ‖∞. Equal-
ity for any z ∈ Dn implies that f is constant a.e. on Tn.
2. If f ∈ C(Tn) then P[ f ] extends to a continuous function on Dn.
3. If 1 ≤ p < ∞, f ∈ Lp(Tn), and u = P[ f ], then ‖ur‖p ≤ ‖ f ‖p and
‖ur − f ‖p → 0 as r → 1.
4. If u = P[dµ] then ‖ur‖1 ≤ ‖µ‖.
5. If u ∈ h1(Tn), there is a unique measure µ on Tn such that u = P[dµ].
Theorem 40. P[dµ] is holomorphic in Dn iff µˆ(k) = 0 for all k outside Zn+.
(Here Zn+ denotes the set of ordered n-tuples of nonnegative integers.)
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The next theorem will concern the polydisc algebras A(Dn), which are
defined as in the one-variable case.
Definition 16. A(Dn) is the set of continuous functions from Dn to C whose
restriction to Dn is holomorphic.
Theorem 41. A function g ∈ C(Tn) is the restriction of a member of A(Dn) iff
gˆ(k) = 0 outside Zn+.
For a function u on Dn, we define a function u∗ on a subset of Tn by
u∗(w) = lim
r→1
u(rw)
at every w for which the limit exists.
Theorem 42. If µ is a measure on Tn with derivative f ∈ L1(Tn) with respect to
dmn, and u = P[dµ], then u∗(w) = f (w) for almost all (wrt dmn) w ∈ Tn.
Having developed this theory of functions on polydiscs, we can prove
an analogy to Theorem 37 for polydiscs.
Theorem 43. Let g ∈ C(Tn) with gˆ(k) = 0 outside Zn+ and
∫
Tn g dmn = 0.
Then eg − 1 ∈ C(Tn) with eˆg(k) = 0 outside Zn+ and
∫
Tn(e
g − 1) dmn = 0.
Proof. By Theorem 41, g is the restriction of a function G ∈ A(Dn). Then
G(z) = P[g](z) for all z ∈ Dn by Theorem 38. In particular,
G(0) =
∫
Tn
g dmn = 0.
Now eG is clearly also in A(Dn); it is therefore also the Poisson integral of
its boundary, and
0 = eG(0) − 1 =
∫
Tn
(eg − 1) dmn
as claimed.
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