The Use of GARCH Class Models in Value-at-Risk Estimation for China Stock Market by Chen, Li
University of Memphis 
University of Memphis Digital Commons 
Electronic Theses and Dissertations 
4-22-2014 
The Use of GARCH Class Models in Value-at-Risk Estimation for 
China Stock Market 
Li Chen 
Follow this and additional works at: https://digitalcommons.memphis.edu/etd 
Recommended Citation 
Chen, Li, "The Use of GARCH Class Models in Value-at-Risk Estimation for China Stock Market" (2014). 
Electronic Theses and Dissertations. 910. 
https://digitalcommons.memphis.edu/etd/910 
This Thesis is brought to you for free and open access by University of Memphis Digital Commons. It has been 
accepted for inclusion in Electronic Theses and Dissertations by an authorized administrator of University of 
Memphis Digital Commons. For more information, please contact khggerty@memphis.edu. 
THE USE OF GARCH CLASS MODELS IN VALUE-AT-RISK ESTIMATION




Submitted in Partial Fulfillment of the
Requirements for the Degree of
Master of Science
Major: Mathematical Sciences
The University of Memphis
May 2014
Abstract
Chen, Li. MS. The University of Memphis. May 2014. The Use of GARCH Class
Models in Value-at-Risk Estimation for China Stock Market. Major Professor: Lih-
Yuan Deng
The CSI 300 index and SSE 180 index are studied in this thesis. The tests for the
daily returns of CSI 300 index and SSE 180 index within a period of time indicate
that the residual sequence of the returns show ARCH effect. Hence, GARCH and
APARCH models and different error distributions were used in this thesis. After
evaluating the model prediction results, we found that the APARCH models have
better performance with accuracy and efficiency. So we reach the conclusion that
the GARCH and APARCH models with the student’s t error distribution are more
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1 Introduction
In recent years, with a substantial increase in trading activities, the correspond-
ing financial risks are constantly increasing, which also caused a number of famous
financial crises. Many financial institutions, regulators, academics are interested in
studying the use of quantitative techniques to develop a better model to estimate
market risk. In these techniques, Value-at-Risk (VaR) is one of the most widely used
methods. It answers the question: in a given time and confidence level (e.g. 95%
or 99%, etc.) what is the expected maximum loss? Strictly speaking, for a given
unchanged portfolio, its VaR is the maximum loss it may suffer in a certain holding
period.
To estimate the VaR, we can either use non-parametric methods or parametric
methods. The historical simulation method is one of the non-parametric methods,
which uses historical data to simulate gains of future changes in risk factors, and it
does not need to create portfolio income distribution models. The main advantage
of this method is that the necessary conditions are very few and assumptions are
simple, which is that the history would be repeated in the future. On the other hand,
assuming that future changes of risk factors will present the same past performance
may not be able to reflect the real situation. By definition, its estimation is based on
historical data, which has a strong dependence on data.
One of the most commonly used parametric methods is the variance - covariance
method. It assumes that the return has a specific distribution and parameters will be
calculated for the distribution. For convenience, this distribution is usually assumed
to be a normal distribution. But the normal distribution is not an effective description
for the tail of portfolio return. So other distributions, such as Student’s-t distribution,
generalized error distribution (GED) would be used. They will have a degree of
freedom to describe the tail thickness.
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Generally speaking, the financial returns are not only non-normal but also accom-
panied by the volatility-clustering phenomenon, which means that large fluctuations
are often followed by large fluctuations while small fluctuations are often followed by
small fluctuations. However, the models mentioned above are not good at describing
volatility clustering. So the Generalized Autoregressive Conditional Heteroskedastic
(GARCH) process was introduced in order to better describe this phenomenon. The
benefit of the introduction of conditional volatility is that it can create a distribution
model which would vary with time. J.P. Morgan’s subsidiary RiskMetrics has applied
this method to the estimation of VaR.
The unconditional distribution in GARCH process explains the fat-tail phenomenon,
but the distribution of residuals is still not normal, which resulted VaR underestima-
tion of fat-tail when in high quantiles. And GARCH cannot model the asymmetric
volatility. Asymmetric volatility phenomenom is a phenomenom that martket volatil-
ity level are higher in downswings than in upswings. For example, the impact to the
stock market brought by the negative return caused by bad news would be greater
than the impact from the positive return caused by good news. The cause of this
phenomenom mainly is leverage effect, volatility feedback and psychological factor.
In recent years, a new approach has focused on the choice of power function used
to transform the data. The volatility clustering phenomenon of squared returns are
not that different, because in general the absolute value of the data will still exhibit
volatility clustering. We usually use the square term mostly because we always love
to use the normality assumption. If the data series is normally distributed, then
we can completely describe its distribution with the first two moments. In this case
it is a very reasonable to focus on the square term. However, if non-normal error
distribution has occured, then higher moments should be used to describe the data
adequately. In this case, the advantages of the squared term no longer exist, while
other power transformations may be more suitable. Ding, Granger and Engle (1993)
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introduced a new class of power ARCH (PARCH) model, in which the power term by
which the data are transformed is estimated by the model itself rather than specified
by the researcher. Therefore, this model can be made into almost infinite range
of transformations. This includes the ARCH models, which specifies a square term
and also Taylor GARCH. Ding, Granger and Engle (1993) specified an asymmetric
version of the power ARCH (APARCH) model to capture the asymmetric volatility
phenomenom. The APARCH model inherits several model extensions proposed in
the past, and it showed a better in-sample fit.
It just took 21 years for the Shanghai Stock Exchange to become the fifth largest
stock exchanges in the world and second in Asia. China’s stock market is now ex-
panding by leaps and bounds. Chen and Yu (2002) first applied the VaR method
base on GARCH models to China stock market, the Shanghai Composite Index and
Shenzhen Component Index were analyzed, but only a few basic GARCH models were
used and the results were not evaluated. Chen and Yang (2003) first compared the
performance of GARCH model and APARCH model in VaR estimation for Shanghai
Composite Index. Gong, Chen and Yang (2005), Han and Zhang (2006), Lu (2010),
Wei, Liu and Wu (2010) also applied the GARCH-VaR method to the Shanghai Com-
posite Index, Shenzhen Component Index and SSE 180 Index. Their studies found
that APARCH model has better performance for China stock market. However, they
only compared likelihood ratio and no other tests were used. Zhang (2012) tested
the accuracy of the GARCH and APARCH model in VaR prediction for SSE 180
Index, Shenzhen Component Index and Hang Seng Index with quadric loss function
and likelihood ratio, no efficiency measurements were given.
The purpose of this thesis is to apply a variety of GARCH-class models and
different distributional assumptions to forecast the VaR of two China stock market
indices - CSI 300 and SSE 180 and compare their performance. We used four different
GARCH models and about 5000 historical data to estimate the model; the most recent
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500 sample data of the two indices were used to calculate the VaR at 95% to 99%
confidence level. The performance of models was evaluated in accuracy and efficiency
with four quantitative indicators.
The remainder of this thesis is organized as follows: In section 2, we give an
overview of the Value-at-Risk method and the model evaluation. Section 3 presents
the empirical analysis and results. Section 4 concludes the analysis.
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2 Value-at-Risk Methodology
The maximum loss a portfolio may suffer can be expressed by the estimated VaR.
The concept of Value-at-Risk is formally introduced by Jorion (1996) and it is defined
as follows: “the worst expected loss over a great horizon within a given confidence
level.” If a given amount W0 is the initial value of a portfolio and R represents the
return rate on it, then in a given time, the expected return of this portfolio can be
expressed as:
W = W0(1 +R) (1)
Usually, we are interested in the minimum income of a portfolio at a certain confidence
level (here we say c), so we hope to know the return rate which caused this minimum
income W ∗, which is:
W ∗ = W0(1 +R
∗) (2)
Let the average return be µ, then we can estimate the Value-at-Risk compared with
the average return:
V aR = W0(1 + µ)−W0(1 +R∗) (3)
By transformation, the above equation can be simplified to:
V aR = −W0(R∗ − µ) (4)
The core issue of accurately estimating VaR is to accurately estimate the return
R∗ which caused the minimum income W ∗. Statistical methods to estimate R∗ can be
divided into two categories: parametric methods and nonparametric methods. The
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most common non-parametric approach is historical simulation, which uses historical
data to estimate the distribution of VaR directly. The parametric approach is to
construct statistical models based on information from historical data and estimate
the VaR with the models. In this thesis, we used parametric method and GARCH-
class models, especially GARCH-N, GARCH-t, APARCH-N and APARCH-t models.
2.1 RiskMetrics Method
The most widely used VaR estimation method is JP Morgan’s RiskMetrics. In
financial time series, we can usually observe that large fluctuations are followed by
large fluctuations and small fluctuations are followed by small fluctuations, this phe-
nomenon is called volatility clustering. Engle (1982) first used the autoregressive
conditional heteroskedasticity (ARCH) process to describe this phenomenon. Boller-
slev (1986) generalized the ARCH model so that the conditional variance is not only
described by lagged innovation, but also by the lagged conditional variance. GARCH
(p, q) process can be expressed as follows:













t are sample variance and conditional variance at time t respectively.
According to the RiskMetrics method, we can use the GARCH (1,1) model without
constant term and given parameters to estimate the optimal conditional variance.
These constraints are applied in the Integrated GARCH (IGARCH) process, which
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are as follows:
rt+1 = µ+ εt+1 (6)
εt+1 | It ∼ N(0, h2t ) (7)
h2t = λh
2
t−1 + (1− λ)ε2t−1 (8)
R∗t = −Zα
√
h2t + µ (9)
V aRt = W0Zα
√
h2t (10)
In which, µ is average return, R∗t is the minimum rate of return at time t and ghb
vvvconfidence level α% while Zα is the α% left quantile of normal distribution. The
parameter λ is the decay factor, which determines the speed of the weight on past
observations decay. The greater the value of λ the smaller the rate of decay and
more weight can be given to observations. According to RiskMetrics specification, λ
is specified to 0.94 for daily data. This makes the estimate simpler, because there is
no need to estimate the parameters.
RiskMetrics is a classic method for VaR estimation. However, previous studies
showed that this method is not as good as other GARCH-class models for China’s
financial market. Therefore, this thesis will focus on the application of other GARCH-
class models in China stock market VaR estimation.
2.2 GARCH-Class Models
2.2.1 GARCH Model
The earliest model which reflects the time-varying variance is the Autoregressive
Conditional Heteroskedastic (ARCH) model introduced by Engle (1982), who used
this method to describe the heteroscedasticity in the British inflation rate. The ARCH
model assumes that the conditional variance of observed data shows autocorrelation,
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which is its most basic features. Engle proposed that the ARCH(q) model is defined
as follows:
Xt = σtεt (11)
σ2t = c0 + b1X
2
t−1 + . . .+ bqX
2
t−q (12)
In which, the constant term c0 ≥ 0, bj ≥ 0, {εt} ∼ IID(0, 1), then we say that the
stochastic process {Xt} is a q-th order ARCH process, denotes ARCH(q).
ARCH model became an important mean of the study of conditional variance in
econometrics, because it no longer assumes a constant variance of the error term,
and better integration with financial situation. However, in order to obtain a better
fitting results of an ARCH(q) model in practical applications, it often requires large
order of q, which not only increases the calculation but also will bring some problems,
such as the multicollinearity of explanatory variables and so on.
In order to compensate the deficiency of ARCH model in practical application,
Bollerslev (1986) further extended the ARCH model into the Generalized ARCH
(GARCH) model. GARCH model requires a smaller lag than the ARCH model and
has a similar structure with the ARMA model. The general form of GARCH(p, q)
model is:
Xt = σtεt (13)











In which the constant term c0 ≥ 0, bj ≥ 0, aj ≥ 0, {εt} ∼ IID(0, 1), then we say
that this stochastic process {Xt} is GARCH(p, q).
GARCH(p, q) model is not only a linear function of lagged squared innovations,
but also a linear function of lagged conditional variance. Hence, the model has a
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strong ability of generalization. The ARCH(q) model is a special case of GARCH(p,
q) and since the ARCH model can simulate the volatility clustering phenomenon,
the GARCH(p, q) model is also able to do this. GARCH(p, q) model is equivalent to
ARCH(∞) model, but reduced the number of parameters to be estimated. Empirical
studies show that the GARCH(1,1) model is a simple and effective model.
For the GARCH (1,1) model, σt can be defined as follows:





And et subject to different forms of independent identically distribution according to
the different model definition. For the GARCH-N model, VaR is defined as follows:
V aRt = W0Zα
√
σ2t (16)
In which, Zα is the one-side quantile at α% level.
In the past, people always assume a normal distribution in the application of
ARCH model. Bollerslev (1987) proposed a standard t - distribution with degree of












In which, Γ(v) =
∫∞
0
e−xxv−1dx is the Gamma function, degree of freedom v describes
the parameters to be estimated. t - distribution is symmetrically distributed around
0. When v > 4, the conditional kurtosis is equal to 3(v−2)(v−4)−1, which exceeds the
kurtosis of the normal distribution 3. But when v →∞, the standard t - distribution
density function covers the normal distribution density function.
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Similarly, for the GARCH-t model the VaR is defined as:
V aRt = W0tα,v
√
σ2t (18)
In which tα,v is the one-side quantile of t distribution at α% level with degree of
freedom v.
2.2.2 APARCH Model
Although GARCH model is good at describing the fat tail phenomenon of financial
data in practical applications, it cannot explain the leverage effect in the financial
market. The leverage effect comes from buying assets by borrowed funds. The income
of the assets should be more than the borrowing cost, otherwise the value of the
assets may loss. To solve this problem, Nelson (1991) proposed the asymmetric
GARCH model to depict the phenomenon that conditional variance would have a
weak response toward positive price changes and strong response to negative price
changes. Such models include TGARCH, EGARCH, APARCH and so on.
Ding, Granger and Engle (1993) introduced an asymmetric power ARCH (APARCH)
model, which generalized the lagged power index from second power. The APARCH
model can better describe the fat tail and the leverage effect in the financial time
series. The general form of APARCH (p, q) is as follows:
Xt = σtεt (19)
σδt = c0 +
p∑
i=1






In which, the constant term c0 ≥ 0, bi ≥ 0, aj ≥ 0, δ ≥ 0, −1 < γ < 1, {εt} ∼
IID(0, 1), then we say that this stochastic process {Xt} is APARCH(p, q) process
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In this model, by using different values of the parameters δ and γ, we can construct
a variety of different ARCH series models. When δ = 2, γ = 0, it becomes the GARCH
model which we are familiar with. APARCH model has the characters as the GARCH
model, but with two more parameters, where γ is used to capture the leverage effect
in the market. Therefore, APARCH model has better flexibility than the GARCH
model.
For APARCH (1,1) model, its σt is defined as follows:
σδt = c0 + c1(| Xt−1 | −γXt−1)δ + c2σδt−1 (21)
For different distribution of et, the VaR for APARCH model also has different forms.
When et is normally distributed , which is APARCH-N model, its VaR has the form
as follows:




In which, Zα is the one-side quantile at α% level. When et is student-t distributed,
which is APARCH-t model, the VaR has the form as:




In which tα,v is the one-side quantile of t distribution at α% level with degree of
freedom v.
Later in this thesis, we will use the four models mentioned above - GARCH-N,
GARCH-t, APARCH-N and APARCH-t to estimate the VaR of the CSI 300 index
and SSE 180 index. We will also examine and compare the performance of these
models and select an optimal model which best-suited China stock market.
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2.3 Model Evaluation
Since VaR is easy to operate and to understand, nowadays more and more financial
institutions began to adopt this method as a risk measurement tool. Whether a
VaR model is able to accurately predict risk and which model would have better
performance is of concern to the financial institutions. So we need to evaluate the
model performance. In this thesis we consider two aspects of the model performance:
accuracy and efficiency.
2.3.1 Measures of Accuracy
The accuracy of a VaR model is very important. Diebold and Lopez (1996) pointed
out that the accuracy of VaR estimation will be reflected from different aspects and
properties. Lopez (1998) added that “evaluating VaR estimation solely upon whether
a specific property is present may yield only limited information regarding their ac-
curacy.” In this thesis, we evaluate the accuracy of VaR models from the following
three methods: a binary loss function, a quadratic loss function and the LR test.
General Loss Function Lopez (1998) proposed the general approach to a loss
function. The general form of the loss function for model i at time t is:
Li,t+1 =

f(∆Pi,t, V aRi,t) if∆Pi,t < V aRi,t
g(∆Pi,t, V aRi,t) if∆Pi,t ≥ V aRi,t
(24)
In which, f(X, Y ) and g(X, Y ) are functions subject to f(X, Y ) ≥ g(X, Y ), ∆P
represents actual gain or loss. Usually we want the value of the function Li,t+1 as
small as possible, which means it is less possible that the losses would exceed the
VaR forecast. In this thesis we consider the following two loss functions: a binary
loss function and a quadratic loss function.
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Binary Loss Function (BLF) If a loss is greater than the value of VaR esti-
mates, this will be regarded as an “exception”. Regardless of the magnitude of these
exceptions, the binary loss function mainly considers the number of exceptions that
occurred. Each loss exceeds the VaR estimation as an equal weight and the other
losses as zero weights. It can be expressed by the following formula:
Li,t+1 =

1 if∆Pi,t < V aRi,t
0 if∆Pi,t ≥ V aRi,t
(25)
If the VaR model satisfies the given level of coverage, then the average binary loss
function (ABLF) of the sample will equal to or less than α for (1−α)% level of VaR.
Quadratic Loss Function (QLF) The quadratic loss function measures the
magnitude of the exceptions. Lopez (1998) found that the quadratic loss function




1 + (∆Pi,t − V aRi,t)2 if∆Pi,t < V aRi,t
0 if∆Pi,t ≥ V aRi,t
(26)
Likelihood-Ratio test (LR) Loss function mainly describes the probability of the
loss that greater than VaR estimation. Kupiec (1995) proposed a likelihood-ratio test,
which can be used to test whether the sample point estimate is consistent with the
confidence level of VaR model. Therefore, testing the model’s accuracy is equivalent
to testing the null hypothesis that the probability of exceptions occur (π) equals to
the probability prescribed to the model (p). The likelihood ratio test statistic is given
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by:
LR = −2log[ p
n1(1− p)n0
π̂n1(1− π̂)n0
] ∼ χ2(1) (27)
where π̂ = n1
n1+n0
is the maximum likelihood estimate of π, n1denotes a Bernoulli
random variable representing the total number of observed failures.
2.3.2 Measures of Efficiency
A good risk measure should be not only accurate, it should be strongly correlated
to the portfolio’s true risk. A more efficient VaR model can be helpful for investors and
financial companies to provide more accurate resource allocation information. This
study uses the mean relative scaled bias proposed by Hendricks (1996) to measure
the model efficiency.
Mean Relative Scaled Bias (MRSB) The mean relative scaled bias of a VaR
model is designed to determine which approach, once properly scaled to obtain the
desired level of coverage, results in a minimum average risk measure. We will compare
the risk measure of the models with their overall average risk measure after the
scaling factor Xi has adjusted institution i to have the desired level of coverage.
The calculation for the measure requires two steps. First, the scaling factor Xi of
institution i is calculated as follows:




1 if∆Pi,t < XiV aRi,t
0 if∆Pi,t ≥ XiV aRi,t
(28)
Where Fi is the total number of failures for institution i, ∆P is the realized profit or
loss, Ti is the sample size, α is the VaR confidence level.
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The second step is to compare the scaled VaR value with their average measure














Where T is sample period, N is the number of VaR models to be evaluated, Xit is the
scaled risk measure at time t, X̂t is the average scaled risk measure at time t. The




The stock indices used in this thesis are the CSI 300 Index and SSE 180 Index.
On April 8, 2005, the Shanghai Stock Exchange and Shenzhen Stock Exchange jointly
launched the CSI 300 Index to reflect the overall trend of the A-share market. The
CSI 300 Index is designed to reflect the volatility and performance of Chinese A-share
market. CSI 300 is used as performance benchmarks and as the basis for derivatives.
CSI 300 Index consists of 300 stocks with the largest market capitalization and liq-
uidity from A-share listed companies, of which there are 179 stocks from Shanghai
Stock Exchange and 121 from Shenzhen Stock Exchange. SSE Constituent Index
(SSE 180 Index) is a former SSE 30 Index to be adjusted and re-named. In June
2002, Shanghai Stock Exchange adjusted the original SSE 30 Index and renamed it
to SSE 180 Index. SSE 180 Index selects 180 of the most representative stocks listed
on the Shanghai Stock Exchange based on representation, size and liquidity to re-
flect the overall performance of Shanghai securities market. Table 1 shows the main
features of these two indices.
Table 1: Basic information of CSI 300 index and SSE 180 index
CSI 300 SSE 180
Launch Date April 8, 2005 July 1, 2002
Number of Stocks 300 180
Compiler China Securities Index Co., Ltd Shanghai Stock Exchange
Number of Samples 2102 3302
In this thesis, we sampled 2102 daily closing price data of CSI 300 index and 3302
daily closing price data of SSE 180 index from their launch date until August 30,
2013. The data is provided by Wind Information Company (http://www.wind.com.
cn/En/Default.aspx).
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In this part, Matlab R2013a was used for basic tests. For both closing price series
pt, daily returns are defined as rt = ln(pt) − ln(pt−1). Firstly, the daily closing data
were imported into Matlab and the following code was used to generate basic statistics
and descriptive graphs. The price2ret() Matlab function was used to generate the
return series.
(Import CSI 300 data by using Matlab user interface)
r=price2ret(P);
y = [mean(r) std(r) skewness(r) kurtosis(r)]

























(Import SSE 180 data by using Matlab user interface)
r=price2ret(P);
y = [mean(r) std(r) skewness(r) kurtosis(r)]

























Table 2 summarizes the basic statistical characteristics of the return series. The
skewness of two series are both negative, indicating that they are skewed to the left.
The kurtosis of both are larger than that of normal distribution, and the Jarque-
Bera statistics are larger than the significance value in all levels, indicating that both
returns do not have normal distributions.
Table 2: Basic statistics of CSI 300 and SSE 180 returns series
CSI 300 SSE180
Mean return(%) 0.000408 0.000148
Standard deviation(%) 0.0188 0.0172
Skewness -0.3488 -0.1061
Kurtosis 5.7377 6.7718
Jarque-Bera statistics 695.3618 1957.5279
Figure 1 and Figure 2 are descriptive graphs for each index. Volatility clustering
can be seen from the graphs of daily returns. The density graphs and the QQ-plot
against the normal distribution show that both returns distributions exhibit fat tails.
19








































































QQ Plot of Sample Data versus Standard Normal
Figure 1: CSI 300 index in levels, daily returns, daily returns density and QQ-plot








































































QQ Plot of Sample Data versus Standard Normal
Figure 2: SSE 180 index in levels, daily returns, daily returns density and QQ-plot
3.2 Stationarity and Autocorrelation Test
Before the time series analysis of the data, we first carried out stationary and
autocorrelation preliminary examinations in order to determine whether the sequences
have ARCH effect.
The test of stationarity test is ADF unit root test. Eviews 6 was used to perform
this test for the return series. Figure 3 to Figure 8 are the procedures in Eviews.
20
Figure 3: Create new Eviews work file
Figure 4: Import data from Excel data sheets
Figure 5: Create return series r
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Figure 6: Double click r to open the series
Figure 7: Click View and select Unit Root Test
Next, the following Matlab code was used to get the LB(20) statistics for both
returns and squared returns. ljungbox() is the function for LB statistics in Matlab.
rsq=r.ˆ2;
[q, pval] = ljungbox(r, 20)
[q, pval] = ljungbox(rsq, 20)
Table 3 gives the testing results. According to ADF unit root test results at
significance level 1%, the ADF value of CSI 300 index returns and SSE 180 index
22
Figure 8: Choose ADF unit root test
returns were less than the critical values of -3.4333 and -3.4321 respectively, therefore
we reject null hypothesis that there is only one unit root, which means the CSI 300
index returns and SSE 180 index returns are stationary. Pagan (1996) and Bollerslev
(1994) pointed out that the prices of financial assets are generally non-stationary,
while the return series are usually stationary. The Ljung-Box statistics of autocorre-
lation and partial autocorrelation show that the LB (20) of two indices at significance
level 1% are greater than the critical value of 37.57. The LB statistics of the squared
returns show that ARCH effects may exist in both returns, therefore ARCH effects
tests should be carried out.
Table 3: ADF test and LB test for CSI 300 index and SSE180 index





3.3 ARCH Effects Test
From the above analysis we know that the autocorrelation of the returns are
weak. With the following Matlab code the autocorrelation and partial autocorrelation

























































Sample Partial Autocorrelation Function
Figure 9: AC-PAC test result of CSI 300 returns
Figure 9 and Figure 10 show that the AC-PAC for both series truncated after first
lag, so we set the mean equation as rt = µ+ εt. Where µ is constant, εt is error term.
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Sample Partial Autocorrelation Function
Figure 10: AC-PAC test result of SSE 180 returns
We tested the ARCH effects of the error term series {εt} with the Lagrange Multiplier
(LM) test. The null hypothesis of ARCH LM test is: all the regression coefficients in
ARCH models are zeros. The ARCH LM tests were performed in Eviews. Figure 11
to Figure 14 give the procedures.
Table 4: ARCH effects tests for CSI 300 and SSE 180
CSI 300 SSE 180
LM statistics 33.9247 49.6512
Lag 1 1
Prob. 0.0000 0.0000
The critical value of the LM statistics of first lag at 5% significance level is 3.8415.
The error terms of both sequences were significantly greater than the critical value
and the probability is less than significant level 0.05. Therefore, we reject the null
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Figure 11: Click Quick on the menu bar and select Estimate Equation from the menu
Figure 12: Enter the mean equation in the Equation specification
Figure 13: In the generated estimation, click on View then slide to Residual Tests
and select Heteroskedasticiy Tests
hypothesis, which means there are high-order ARCH effects that the error terms can
be further modeling.
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Figure 14: Choose ARCH test then click OK
3.4 Model Estimation
For VaR analysis, we must first model the returns. Hence, this part mainly dis-
cusses the estimation of GARCH models. Figure 15 and Figure 16 show the proce-
dures of model estimation.
Figure 15: Click Quick on the menu bar and select Estimate Equation from the menu
We first used the most common GARCH models to model the data and assumed
two different distributions of εt: normal distribution and student-t distribution. The
results from Table 5 and 6 show that the sum of c1 and c2 is close to 0.99<1, indicating
that GARCH process is stationary but volatility persistency is high.
27
Figure 16: Choose method ARCH then enter the mean equation and select the desired
model and error distribution
Table 5: The estimation results of GARCH-N models
εt = etσt, et ∼ N(0, 1)
rt = µ+ εt
















Then we use two APARCH models to estimate the returns. Table 7 and 8 are the
estimation results of APARCH-N and APARCH-t models.
With these results we can see that the sums of the coefficients c1 and c2 are still
close to 0.99, indicating that the process is stationary and volatility persistency is
high. In additional, the parameter γ of SSE 180 APARCH model is positive and
significant, which indicates that there is the leverage effect phenomenom brought
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Table 6: The estimation results of GARCH-t models
εt = etσt, et ∼ t(0, 1, v)
rt = µ+ εt


















Table 7: The estimation results of APARCH-N models
εt = etσt, et ∼ N(0, 1)
rt = µ+ εt
σδt = c0 + c1(| εt−1 | −γεt−1)δ + c2σδt−1















by negative incomes. The LB statistics of standardized residuals and squared stan-
dardized residuals are not significant, so the models have successfully described the
heteroscedasticity in the return series.
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Table 8: The estimation results of APARCH-t models
εt = etσt, et ∼ t(0, 1, v)
rt = µ+ εt
σδt = c0 + c1(| εt−1 | −γεt−1)δ + c2σδt−1

















3.5 VaR Prediction Performance
In risk management, decision makers often concern about the maximum risk they
may suffer. The VaR approach is a method that estimates the most possible loss.
In this thesis, we estimated the GARCH models for the CSI 300 index and SSE 180
index and applied these models to the VaR estimation. Through both the accuracy
and efficiency tests, we compared the model performance to determine which model
is the most suitable for the China stock market. Here we are using the estimation
results of section 3.4 and the VaR expression of section 2.2 to compute the one-step
ahead VaR for all models.
In evaluating the performance of the various models, we present a range of sum-
mary statistics that address a number of different aspects of the usefulness of VaR
models to risk managers and supervisory authorities. In this thesis, we mainly focus
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on two aspects of model performance. First, for testing the accuracy, we use binary
loss function (BLF), quadratic loss function (QLF) and the likelihood ratio (LR) test.
Secondly, we use the average relative size of the deviation (MRSB) to test the model
’s efficiency. Each model would be tested at 95% and 99% confidence level and each
model uses the most recent 500 points of data to estimate the parameters. The Mat-
lab programs for evaluating models can be found in the appendix. The programs are
based on the theories mentioned in Section 2. After importing the data to Matlab,
we first get the return series with price2ret() function. Pt is the sample series that is
going to be used to evaluate models and dP is realized profit or loss which would be
used for the calculation of BLF and QLF. Next, the estimated VaR is calculated with
the expressions in Section 2.2. Once we have the estimated VaR, we can easily get
the average QLF (AQLF), average BLF (ABLF) and LR according to the expressions
in Section 2.3.1. In order to get the MRSB, we set the scaling factor Xi for all models
to 1 at the beginning. If the ABLF is smaller than the prescribed failure rate (5%
or 1% in this case), then a scaling factor less than 1 is needed, else the scaling factor
would be greater than 1. After getting all the Xis, we can calculate the MRSB with
the method mentioned in Section 2.3.2.
Table 9 and Table 10 are basic statistics of VaR prediction series generated from
the programs.
Table 9: Basic statistics of VaR prediction for CSI 300
GARCH-N GARCH-t APARCH-N APRARCH-t
Mean 0.017908494 0.018093892 0.017876073 0.018081758
Standard error 0.000125424 0.000129879 0.000128946 0.000132193
Sample variance 3.3051E-05 3.5441E-05 3.49336E-05 3.67149E-05
Standard deviation 0.005748996 0.005953231 0.005910469 0.006059285
Table 11 shows the VaR prediction performance of four models at confidence level
95%. From the accuracy aspect, the GARCH-t and APARCH-t models have identical
performance which are better than the GARCH-N and APARCH-N models. Through
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Table 10: Basic statistics of VaR prediction for SSE 180
GARCH-N GARCH-t APARCH-N APRARCH-t
Mean 0.016222753 0.016428251 0.016092786 0.016293169
Standard error 0.000100703 9.98874E-05 0.000102185 0.000103359
Sample variance 3.34759E-05 3.29357E-05 3.44681E-05 3.52651E-05
Standard deviation 0.005785838 0.005738965 0.005870958 0.005938441
Table 11: Forecasting performance summary for different VaR models at 95% confi-
dence level
CSI 300 SSE 180
ABLF AQLF LRa MRSB ABLF AQLF LRa MRSB
GARCH-N 0.0420 36.2017 0.7107 0.0068 0.0440 191.5704 0.3942 0.0085
GARCH-t 0.0260 20.1247 7.2985 -0.0038 0.0300 92.5332 4.8843 -0.0070
APARCH-N 0.0420 36.8708 0.7107 0.0069 0.0480 195.8806 0.0426 0.0041
APARCH-t 0.0260 20.0402 7.2985 -0.0099 0.0280 96.5256 6.0179 -0.0056
aThe critical value of the LR statistics for 5% significance level is 3.84
observing the ABLF values we can see that the failure rate for all models yields lower
than 5% and among them, the APARCH-t models have the smallest values for the two
indices. The AQLF values also indicate that the APARCH-t and GARCH-t models
have less exceptions in magnitude. Meanwhile, we notice that half of the models did
not pass the likelihood ratio test, and the possible reason may be the ABLF values
are far smaller than the prescribed failure rate (5%). From the efficiency aspect at
95% confidence level, the APARCH-t model has the best performance for CSI 300
and GARCH-t is the most efficient for SSE 180. Although the GARCH-t model for
SSE 180 did not have the best ABLF, it still has the smallest AQLF and MRSB.
Hence, at 95% confidence level, APARCH-t and GARCH-t are most suitable for CSI
300 and SSE 180 respectively.
According to Table 12, we can see that at a higher confidence level of 99% the
prediction accuracy for all models was improved, which was mainly caused by the
raise of confidence level. It still can be found that the GARCH-t and APARCH-t
models have identical performance. Most of the models did not pass the likelihood
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Table 12: Forecasting performance summary for different VaR models at 99% confi-
dence level
CSI 300 SSE 180
ABLF AQLF LRa MRSB ABLF AQLF LRa MRSB
GARCH-N 0.0140 10.4124 0.7187 -0.0296 0.0180 52.6883 2.6126 -0.0112
GARCH-t 0.0020 2.2114 4.8134 -0.0007 0.0020 7.5094 4.8134 0.0494
APARCH-N 0.0140 10.4109 0.7187 0.0017 0.0180 52.8130 2.6126 -0.0283
APARCH-t 0.0020 1.9342 4.8134 0.0286 0.0020 5.5572 4.8134 -0.0098
aThe critical value of the LR statistics for 5% significance level is 3.84
ratio test and a closer look would reveal that some of them might be caused by the
small ABLFs, which are smaller than prescribed failure rate (1%). At this confidence
level, the APARCH-t models have slightly less AQLF values. However, the MRSB
values show that the GARCH-t model for CSI 300 is way more efficient than the
APARCH-t while they do not have big difference in accuracy performance. For SSE
180, the APARCH-t model is better in both accuracy and efficiency. Overall, at this




The distributions of financial assets typically exhibit fatter tails than the normal
distribution meanwhile the returns are often characterized by such phenomenon as
volatility clustering, volatility asymmetry etc. Therefore, choosing a good model to
make a precise characterization of the financial time series is an important prerequisite
for good VaR forecasts. In this thesis, we tried a variety of VaR models for the
CSI 300 index and SSE 180 index forecast and tested for accuracy and efficiency.
The comparison mainly focused on symmetric and asymmetric GARCH models and
GARCH models with different tail distributions.
Through empirical analysis, we draw the following conclusions: both the GARCH-
t and APARCH-t models have good performance in VaR prediction. After we add
the efficiency into consideration, we choose GARCH-t and APARCH-t for CSI 300
and SSE 180 respectively at a lower confidence level and APARCH-t and GARCH-t
models are more accurate and effective for CSI 300 and SSE 180 at a higher confidence
level.
In summary, for different forecast objective and different confidence levels, the
models should be used are also different. The more accurate forecasting demands our
constantly trying. In fact, only the market can truly test our models. As the trading
activities in China’s financial market increase, financial institutions and investors’
risk awareness is also rising. We need to find the most suitable methods for China’s
market to accurately assess the risk.
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0.05 0.025 0.01 0.005
1 3.841 5.024 6.635 7.879
2 5.991 7.378 9.21 10.597
20 31.41 34.17 37.566 39.997











Appendix Table 3: ADF test result of CSI 300 returns
t-Statistic Prob.∗
Augmented Dickey-Fuller test statistic -44.96209 0.0001
Test critical values: 1% level -3.433266
5% level -2.862714
10% level -2.567441
∗MacKinnon (1996) one-sided p-values.
Appendix Table 4: ADF test result of SSE 180 returns
t-Statistic Prob.∗
Augmented Dickey-Fuller test statistic -56.93975 0.0001
Test critical values: 1% level -3.432143
5% level -2.862218
10% level -2.567175
∗MacKinnon (1996) one-sided p-values.
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Appendix Table 5: ARCH LM test result of CSI 300 returns
Heteroskedasticity Test: ARCH
F-statistic 33.9247 Prob. F(1,2098) 0.0000
Obs*R-squared 33.4167 Prob. Chi-Square(1) 0.0000
Appendix Table 6: ARCH LM test result of SSE 180 returns
Heteroskedasticity Test: ARCH
F-statistic 49.65118 Prob. F(1,3298) 0.0000
Obs*R-squared 48.94443 Prob. Chi-Square(1) 0.0000
Appendix Table 7: Xi values in MRSB
CSI 300 SSE 180
95% 99% 95% 99%
GARCH-N 0.9340 1.0265 0.9660 1.0880
GARCH-t 0.7723 0.7630 0.7650 0.7834
APARCH-N 0.9380 1.0640 0.9760 1.0849
APARCH-t 0.7690 0.7883 0.7834 0.7620
Matlab code for evaluating model performance
(Forecasting performance test for different CSI 300 VaR models at 95% confidence





























































































































































































































(Forecasting performance test for different CSI 300 VaR models at 99% confidence





























































































































































































































(Forecasting performance test for different SSE 180 VaR models at 95% confidence






























































































































































































































(Forecasting performance test for different SSE 180 VaR models at 99% confidence

































































































































































%SSE 180 APARCH?t 99\%%
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p4=[−7.74E−05,0.000104,0.072629,0.196257,0.935308,1.128924];
fit4 =zeros(n,1);
fit4 (1)=nthroot(p4(2),p4(6));
for i=2:n;
fit4 ( i)=nthroot((p4(2)+p4(3).∗((abs(r(i−1)−p4(1))−p4(4).∗(r(i−1)
−p4(1))).ˆp4(6))+p4(5).∗(fit4(i−1).ˆp4(6))),p4(6));
end;
f4=fit4(n−499:n);
VaR4=zeros(500,1);
for i=1:500;
VaR4(i)=−3.334965.∗f4(i).∗Pt(i);
end;
BL4=zeros(500,1);
for i=1:500;
if dP(i)<VaR4(i)
BL4(i)=1;
else BL4(i)=0;
end;
end;
BLF4=sum(BL4)./500
QL4=zeros(500,1);
for i=1:500;
if dP(i)<VaR4(i)
QL4(i)=1+(dP(i)−VaR4(i)).ˆ2;
else QL4(i)=0;
end;
end;
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QLF4=sum(QL4)./500
LR4= −2.∗log((0.01.ˆsum(BL4).∗(1−0.01).ˆ(500−sum(BL4)))
./(BLF4.ˆsum(BL4).∗(1−BLF4).ˆ(500−sum(BL4))))
x=1;
if BLF4>0.01
a=0.0001;
else a=−0.0001;
end;
for i=1:10000;
x=x+a;
y=zeros(500,1);
for i=1:500;
if dP(i)<x.∗VaR4(i)
y(i)=1;
else y(i)=0;
end;
end;
ys=sum(y);
if ys==5
x4=x
break;
end;
end;
MRSB=[x1.∗VaR1,x2.∗VaR2,x3.∗VaR3,x4.∗VaR4];
AMRSB=mean(MRSB,2);
MRSBt=[(MRSB(:,1)−AMRSB)./AMRSB,(MRSB(:,2)−AMRSB)./AMRSB,
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(MRSB(:,3)−AMRSB)./AMRSB,(MRSB(:,4)−AMRSB)./AMRSB];
MRSBr=mean(MRSBt,1)
[x1,x2,x3,x4]
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