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ON SPLITTING RANK OF NON-COMPACT TYPE SYMMETRIC SPACES AND BOUNDED
COHOMOLOGY
SHI WANG
Abstract. Let X = G/K be a higher rank symmetric space of non-compact type where G = Isom0(X). We
define the splitting rank of X, denoted by srk(X), to be the maximal dimension of a totally geodesic submanifold
Y ⊂ X which splits off an isometric R-factor. We compute explicitly the splitting rank for each irreducible
symmetric space. For an arbitrary (not necessarily irreducible) symmetric space, we show that the comparison
map η : H∗
c,b
(G,R) → H∗c (G,R) is surjective in degrees ∗ ≥ srk(X) + 2, provided X has no direct factors of H
2,
SL(3,R)/SO(3), Sp(2,R)/U(2), G22/SO(4) and SL(4,R)/SO(4). This generalizes the result of [20] regarding
Dupont’s problem.
1. Introduction
The notion of bounded cohomology was introduced by Gromov (see [13]). Let X be a topological space,
we denote Cn(X) the group of singular n-cochains with real coefficients. We say an element c in this cochain
group is bounded, if the values of c on each n-simplex is bounded, that is, the norm ||c|| = sup { |c(σ)| : σ :
∆
n → X is continuous } is finite. We denote Cn
b
(X) the set of all bounded n-cochains, and the corresponding
chain complex induces the bounded singular cohomology Hn
b
(X). The inclusion map i : Cn
b
(X) → Cn(X)
induces the comparison map φ : Hn
b
(X)→ Hn(X).
This notion of bounded cohomology can be extended to groups. For a discrete group Γ, the group co-
homology with real coefficients Hn(Γ) can be defined by the cochain complex Cn(Γ) = { f : Γn → R}
together with a certain coboundary operator. Here we are using the inhomogeneous complex, but one
can also work on a homogeneous complex that takes all group invariant functions on (n + 1)-tuples, yet
with a different coboundary operator. Similarly, one defines the bounded group cohomology Hn
b
(Γ) us-
ing a subcomplex, namely the bounded cochains Cn
b
(Γ) = { f : Γn → R | f is bounded}. For a topo-
logical group G, so as not to lose its topological information, we consider the continuous cochain com-
plex Cnc (G) = { f : G
n → R | f is continuous} and correspondingly the continuous bounded cochains
Cn
c,b
(G) = { f : Gn → R | f is continuous and bounded}. This gives rise to the continuous cohomology
Hnc (G) and the continuous bounded cohomology H
n
c,b
(G).
It is worth pointing out that all these notions can be defined in a most generalized way (with arbitrary
coefficients and with arbitrary group representations). However in this article we only focus on trivial real
coefficients, as is defined above, and meanwhile we refer the readers to [16], [22], [11] for their interests.
Despite the fact that bounded cohomology is easily defined, little is known about these groups in general.
It was shown by Gromov [13] that H∗
b
(pi1(M)) ≃ H
∗
b
(M) through the classifying map, so one might just
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focus on the study of the bounded cohomology for groups. It is clear that H0
b
(Γ) ≃ R and H1
b
(Γ) vanishes
following the definition, and it was pointed out in [13] that Hn
b
(Γ) = 0 (n ≥ 1) for any amenable group Γ
(following work of Hirsch and Thurston [15]). However, the bounded cohomology is hard to compute in
general–there is only known results for specific groups and in specific (often low) degrees. See [2], [12],
[23] for free group F2.
One way to study the bounded cohomology is to look at the comparison map, from the bounded coho-
mology to the ordinary cohomology, and it is natural to ask whether this map is surjective. The answer is of
course no in general. For example, we can easily construct an abelian group Z⊕Z where the ordinary coho-
mology is nonvanishing in degree two, but the bounded cohomology vanishes due to amenability. However,
surjectivity might still hold for certain classes of groups. For example, in the case of semisimple Lie groups,
Dupont [9] (see also [21, Problem A’], and [4, Conjecture 18.1]) conjectured the following:
Conjecture 1.1. Let G be a connected semisimple Lie group with finite center, the comparison map
H∗c,b(G,R)→ H
∗
c (G,R)
is always surjective.
This conjecture remains open in the specific case of SL(n,R). Prior work includes Hartnick and Ott [14],
which confirmed the conjecture for Lie groups of Hermitian type (as well as some other cases). Domic and
Toledo gave explicit bounds in degree two [8], and this was later generalized by Clerc and Ørsted in [5].
Lafont and Schmidt [19] showed surjectivity on top degree (the dimension of the corresponding symmet-
ric space) in all cases excluding SL(3,R), followed by Bucher-Karlsson’s complementary result [3], thus
completing an equivalent conjecture of Gromov: that the simplicial volume of any closed locally symmetric
space of noncompact type is positive. One of the key step in their approach is to show boundedness of
a certain Jacobian, which relies heavily on previous work of Connell and Farb [6], [7]. Recently, Inkang
Kim and Sungwoon Kim [17] extended the Jacobian estimate to codimension one (but the codimension
one surjectivity of the comparison map is automatic), and they also gave detailed investigation on rank two
cases. Meanwhile, Lafont and Wang [20] showed surjectivity in codimesion ≤ rank(X) − 2, in irreducible
cases excluding SL(3,R) and SL(4,R). In this paper, we extend their results to smaller degrees and show
the following:
Main Theorem. Let X = G/K be an n-dimensional symmetric space of non-compact type of rank r ≥
2, and Γ a cocompact torsion-free lattice in G. Assume X has no direct factors of H2, SL(3,R)/SO(3),
Sp(2,R)/U(2), G22/SO(4) and SL(4,R)/SO(4), then the comparison maps η : H
∗
c,b
(G,R) → H∗c (G,R) and
η′ : H∗
b
(Γ,R)→ H∗(Γ,R) are both surjective in all degrees ∗ ≥ srk(X) + 2.
Remark. Wewill see below in Corollary 2.6 that srk(X) is in general smaller than (n−r) (unless the Lie group
is of type SL(r + 1,R) that makes them equal, in which case we recover the main theorem of [20]). This
means that our Main Theorem generically provides larger range where the comparison map is surjective. On
the other hand, the method of barycentric straightening that we are using fails at the splitting rank (See [20,
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Theorem 5.6], and see Table 1 for explicit expressions), that is, we shall not expect a proof of surjectivity in
degrees ≤ srk(X) via this method. In this sense, our main theorem almost fills in the gap (between srk(X)
and n − r + 2), while leaving the only unknown degree at srk(X) + 1.
Example of SL(4,C) : If X = SL(4,C)/SU(4), then dim(X) = 15, and according to Table 1 below
srk(X) = 9. The continuous cohomology of H∗c (SL(4,C)) is isomorphic to the cohomology of its compact
dual symmetric space H∗(SU(4)), that is, the exterior algebra generated by {α3, α5, α7}. According to our
main theorem, all classes are bounded if the degree is at least 11, thus we obtain that the class α5 ∧ α7 is
bounded (the top class α3 ∧ α5 ∧ α7 is previously known to be bounded).
Remark. Our approach uses the same kind of machinery as [20], which will be discussed in details in Section
3. Essentially the proof follows similarly except that [20, Lemma 4.6] is now replaced by a stronger result
(Theorem 2.16). The rest of the paper is devoted to show this theorem hence improving the bounds, but
showing this theorem requires an estimate on the k-th splitting rank that needs further working case by case
on all irreducible symmetric spaces of non-compact type. For the convenience, we leave the most of the
computations and analysis in the appendix.
2. Splitting rank
The notion of splitting rank was defined in [20], as an obstruction in degree to a certain type of Jacobian
being uniformly bounded (See [20, Theorem 5.6]). In section 2.1, we will compute in Table 1 the splitting
rank of all irreducible symmetric spaces of non-compact type. In section 2.2, we will define and analyze
the k-th splitting rank. And finally in section 2.3, we will generalize to the reducible cases and establish
Theorem 2.16, to give a key estimate on the k-th splitting rank.
2.1. Totally geodesic submanifolds with R-factor. We recall the following definition of splitting rank
from [20].
Definition 2.1. For X a symmetric space of non-compact type, we define the splitting rank of X, denoted
srk(X), to be the maximal dimension of a totally geodesic submanifold Y ⊂ X which splits off an isometric
R-factor.
Remark. We notice a similar notion of maximal totally geodesic submanifolds is discussed in [1], but our
definition is slightly different. Indeed, if X = G2
2
/SO(4), then the submanifold that has dimension equal to
the splitting rank isH2×R. This is not maximal totally geodesic, sinceH2×R ⊂ SL(3,R)/SO(3) ⊂ G2
2
/SO(4)
gives a chain of totally geodesic inclusions.
For a totally geodesic submanifold of a symmetric space, its tangent space can be identified with a Lie
triple system. Let X be a symmetric space of non-compact type. We can write X = G/K whereG = Isom0(X)
is the connected component of isometry group of X and K is a maximal compact subgroup of G. Fixing a
base point p ∈ X, we have the Cartan decomposition g = k+ p and p can be identified with the tangent space
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of X at p. The following proposition characterizes in terms of Lie algebra, the totally geodesic submanifolds
that attain the spitting rank.
Proposition 2.2. Suppose a totally geodesic submanifold Y × R ⊂ X has dimension equal to the splitting
rank of X. Then the corresponding Lie triple system [p′, [p′, p′]] ⊂ p′ has the form p′ = a
⊕
α∈Λ+,α(V)=0 pα,
where a is a choice of maximal abelian subalgebra in p that contains the R-factor V.
Proof. We identify the tangent space of X with p via the Cartan decomposition, and the tangent space of
Y × R with a Lie triple system p′′ ⊂ p. The product structure implies that any vector v ∈ p′′ commutes
with the R-factor V . Hence p′′ ⊂ p′, where p′ = { Z ∈ p | [Z,V] = 0 }. Notice that p′ is itself a Lie
triple system. To see this, we first extend V to a maximal abelian subalgebra a ⊂ p, and form the restricted
root space decomposition p = a
⊕
α∈Λ+
pα. Then p
′ decomposes as a
⊕
α∈Λ+,α(V)=0 pα. By a standard Lie
algebra computation, we see that [p′, p′] ⊂ k′, where k′ = k0
⊕
α∈Λ+,α(V)=0 kα, and also [k
′, p′] ⊂ p′. Therefore
p′ is a Lie triple system that contains p′′. By the assumption that p′′ has maximal dimension, we conclude
p′ = p′′. This completes the proof. 
Remark. We comment that the totally geodesic submanifold in the above proposition is the same as F(γ)
–the union of all flats that goes through the geodesic γ corresponding to the R-factor. In general, F(γ) =
Fs(γ) × R
t where Fs(γ) is also a symmetric space of non-compact type and t is some integer that measures
the singularity of γ (see [10, Proposition 2.20.10] for more details). We see in the next proposition that F(γ)
attains maximal dimension only when t = 1.
Proposition 2.3. Suppose a totally geodesic submanifold Y × R ⊂ X has dimension equal to the splitting
rank of X. Then Y is also a symmetric space of non-compact type (i.e. it does not split off an R-factor).
Proof. The proposition is a direct consequence of [10, Proposition 2.20.10] and Proposition 2.11 below. 
We continue to analyze Y via the above splitting of the Lie algebra. Let a be a maximal abelian subalgebra
containing the R-factor V , and denote by a′ ⊂ a the orthogonal complement of V . Then the Lie triple system
of Y×R can be written as V⊕a′
⊕
α∈Λ+,α(V)=0 pα, where V represents the R-factor, and a
′
⊕
α∈Λ+,α(V)=0 pα is
the Lie triple system of Y . As Y corresponds to a maximal parabolic subalgebra in g, we can choose a simple
system Ω = {α1, ..., αr} ⊂ Λ corresponding to X such that Ω
′
= {α1, ..., αr−1} ⊂ ker(V)∩Λ is a simple system
corresponding to Y (See [18, Proposition 7.76]). In other words, Y has a truncated simple system generated
by throwing away one element from the simple system of X. We give more detailed information in the next
theorem, by simply working through all the cases of irreducible symmetric spaces of non-compact type.
Theorem 2.4. Let X be an irreducible symmetric space of non-compact type. Assume dim(X) = n and
rank(X) = r ≥ 2. We give in the following table the splitting rank of X, as well as all totally geodesic
submanifolds Y × R whose dimension attains the splitting rank.
Remark. In the table, we write SO0
i, j
/SOiSO j short for SO0(i, j)/SO(i)×SO( j), and similarly for SUi, j/S (UiU j)
and Spi, j/SpiSp j. We use the same abbreviation in Table 2.
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X Y srk(X) n Comments
SL(r + 1,R)/SO(r + 1) SL(r,R)/SO(r) n − r r(r + 3)/2 r ≥ 2
SL(r + 1,C)/SU(r + 1) SL(r,C)/SU(r) n − 2r r(r + 2) r ≥ 2
SU∗(2r + 2)/Sp(r + 1) SU∗(2r)/Sp(r) n − 4r r(2r + 3) r ≥ 2
E−26
6
/F4 H
9 10 26 r = 2
SO0
r,r+k
/SOrSOr+k SO
0
r−1,r−1+k/SOr−1SOr−1+k n − (2r + k − 2) r(r + k) r ≥ 2, k ≥ 1
SO(2r + 1,C)/SO(2r + 1) SO(2r − 1,C)/SO(2r − 1) n − (4r − 2) r(2r + 1) r ≥ 2
Sp(r,R)/U(r) Sp(r − 1,R)/U(r − 1) n − (2r − 1) r(r + 1) r ≥ 3
SUr,r/S (UrUr) SUr−1,r−1/S (Ur−1Ur−1) n − (4r − 3) 2r
2 r ≥ 3
Sp(r,C)/Sp(r) Sp(r − 1,C)/Sp(r − 1) n − (4r − 2) r(2r + 1) r ≥ 3
SO∗(4r)/U(2r) SO∗(4r − 4)/U(2r − 2) n − (8r − 7) 2r(2r − 1) r ≥ 4
SO∗(12)/U(6) SU∗(6)/Sp(3) 15 30 r = 3
Spr,r/SprSpr Spr−1,r−1/Spr−1Spr−1 n − (8r − 5) 4r
2 r ≥ 2
E−25
7
/E6 × U(1) E
−26
6
/F4 27 54 r = 3
SO0r,r/SOrSOr SO
0
r−1,r−1/SOr−1SOr−1 n − (2r − 2) r
2 r ≥ 4
SO(2r,C)/SO(2r) SO(2r − 2,C)/SO(2r − 2) n − (4r − 4) r(2r − 1) r ≥ 4
SUr,r+k/S (UrUr+k) SUr−1,r−1+k/S (Ur−1Ur−1+k) n − (4r + 2k − 3) 2r(r + k) r ≥ 1, k ≥ 1
Spr,r+k/SprSpr+k Spr−1,r−1+k/Spr−1Spr−1+k n − (8r + 4k − 5) 4r(r + k) r ≥ 1, k ≥ 1
SO∗(4r + 2)/U(2r + 1) SO∗(4r − 2)/U(2r − 1) n − (8r − 3) 2r(2r + 1) r ≥ 2
E−14
6
/Spin(10) × U(1) SU1,5/S (U1U5) 11 32 r = 2
E6
6
/Sp(4) SO05,5/SO5SO5 26 42 r = 6
E6(C)/E6 SO(10,C)/SO(10) 46 78 r = 6
E7
7
/SU(8) E6
6
/Sp(4) 43 70 r = 7
E7(C)/E7 E6(C)/E6 79 133 r = 7
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X Y srk(X) n Comments
E8
8
/SO(16) E7
7
/SU(8) 71 128 r = 8
E8(C)/E8 E7(C)/E7 134 248 r = 8
F4
4
/Sp(3) × Sp(1) SO03,4/SO3SO4 or Sp(3,R)/U(3) 13 28 r = 4
E2
6
/SU(6) × Sp(1) SU3,3/S (U3U3) 19 40 r = 4
E−5
7
/SO(12) × Sp(1) SO∗(12)/U(6) 31 64 r = 4
E−24
8
/E7 × Sp(1) E
−25
7
/E6 × U(1) 55 112 r = 4
F4(C)/F4 SO(7,C)/SO(7) or Sp(3,C)/Sp(3) 22 52 r = 4
G2
2
/SO(4) H2 3 8 r = 2
G2(C)/G2 H
3 4 14 r = 2
Table 1: Splitting rank of irreducible symmetric spaces of non-compact type
Remark. In the above table, the symmetric spaces are listed according to their Dynkin diagrams. The groups
are listed in the order Ar, Br, Cr, Dr, (BC)r, E6, E7, E8, F4 and G2. Notice that a symmetric space of non-
compact type is uniquely determined by its Dynkin diagram together with the multiplicities (dim(pα)) of
simple roots.
·······◦ ◦ ◦ ◦
α1 α2 αr−1 αr
Figure 1. Dynkin diagram of type Ar
Proof. We prove the case of SL(r+1,R)/SO(r+1) (the first line in Table 1). If X = SL(r+1,R)/SO(r+1), the
Dynkin diagram is shown in Figure 1, with multiplicities all ones. By the previous discussion, Y is generated
by the truncated simple system {α1, ..., αˆi, ..., αr} for some i = 1, ..., r, preserving the same multiplicities and
configurations. Hence we have Y = SL(i,R)/SO(i)×SL(r− i+ 1,R)/SO(r− i+ 1), for some i = 1, ..., r. The
dimension of Y equals (i− 1)(i+ 2)/2+ (r − i)(r − i+ 3)/2, so the codimension of Y ×R ⊂ X is −i2 + (r + 1)i,
which attains its minimal codimension r when i = 1, r. In both cases we have Y = SL(r,R)/SO(r), and
hence srk(X) = dim(Y × R) = n − r, where n = dim(X) = r(r + 3)/2. The remaining cases are analyzed
similarly, and can be found in the Appendix. 
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By looking at the table above, we immediately have the following corollaries.
Corollary 2.5. Under the same assumptions of Theorem 2.4, Y is also irreducible.
Corollary 2.6. If X is an irreducible symmetric space of non-compact type, then srk(X) ≤ dim(X)− rank(X),
and equality holds if and only if X = SL(r + 1,R)/SO(r + 1).
Before moving to the next section, we will need a little more information about the dimensions of totally
geodesic submanifolds Y ×R ⊂ X. Here we focus on the cases where Y is of non-compact type, that is, Y is
generated by a truncated simple system {α1, ..., αˆi, ..., αr} where {α1, ..., αr} is a simple system of X. Besides
the largest dimension case at srk(X), we are also curious about the second largest dimension, and we will
need to verify that there is enough gap between the two. Such phenomenon of large gap happens to be quite
useful when we try to estimate the k-th splitting rank. (See below Section 2.2 and Theorem 2.16)
Proposition 2.7. Let X be an irreducible symmetric space of non-compact type. Assume dim(X) = n and
rank(X) = r ≥ 4. If Y ×R and Y ′ ×R are two totally geodesic submanifolds in X where dim(Y ×R) = srk(X)
and dim(Y ′ × R) attains the second largest dimension among all truncated simple systems generating Y ′,
then the gaps between the two dimensions (dim(Y) − dim(Y ′)) are given in the following table.
X Y ′ Gap Comments
SL(r + 1,R)/SO(r + 1) H2 × SL(r − 1,R)/SO(r − 1) r − 2 r ≥ 4
SL(r + 1,C)/SU(r + 1) H3 × SL(r − 1,C)/SU(r − 1) 2r − 4 r ≥ 4
SU∗(2r + 2)/Sp(r + 1) H5 × SU∗(2r − 2)/Sp(r − 1) 4r − 8 r ≥ 4
SO0
r,r+k
/SOrSOr+k H
2 × SO0
r−2,r−2+k/SOr−2SOr−2+k 2r + k − 5 r + 2k > 7
SO04,5/SO4SO5 SL(4,R)/SO(4) 3 r = 4, k = 1
SO0
5,6
/SO5SO6 H
2 × SO03,4/SO3SO4 or SL(5,R)/SO(5) 6 r = 5, k = 1
SO(2r + 1,C)/SO(2r + 1) H3 × SO(2r − 3,C)/SO(2r − 3) 4r − 8 r > 5
SO(9,C)/SO(9) SL(4,C)/SU(4) 6 r = 4
SO(11,C)/SO(11) H3 × SO(7,C)/SO(7) or SL(5,C)/SU(5) 12 r = 5
Sp(r,R)/U(r) H2 × Sp(r − 2,R)/U(r − 2) 2r − 4 r > 5
Sp(4,R)/U(4) SL(4,R)/SO(4) 3 r = 4
Sp(5,R)/U(5) H2 × Sp(3,R)/U(3) or SL(5,R)/SO(5) 6 r = 5
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X Y ′ Gap Comments
SUr,r/S (UrUr) H
3 × SUr−2,r−2/S (Ur−2Ur−2) 4r − 9 r > 6
SU4,4/S (U4U4) SL(4,C)/SU(4) 3 r = 4
SU5,5/S (U5U5) SL(5,C)/SU(5) 8 r = 5
SU6,6/S (U6U6) H
3 × SU4,4/S (U4U4) or SL(6,C)/SU(6) 15 r = 6
Sp(r,C)/Sp(r) H3 × Sp(r − 2,C)/Sp(r − 2) 4r − 8 r > 5
Sp(4,C)/Sp(4) SL(4,C)/SU(4) 6 r = 4
Sp(5,C)/Sp(5) H3 × Sp(3,C)/Sp(3) or SL(5,C)/SU(5) 12 r = 5
SO∗(4r)/U(2r) H4 × SO∗(4r − 8)/U(2r − 4) 8r − 19 r > 6
SO∗(16)/U(8) SU∗(8)/Sp(4) 3 r = 4
SO∗(20)/U(10) SU∗(10)/Sp(5) 12 r = 5
SO∗(24)/U(12) SU∗(12)/Sp(6) 25 r = 6
Spr,r/SprSpr H
5 × Spr−2,r−2/Spr−2Spr−2 8r − 17 r > 5
Sp4,4/Sp4Sp4 SU
∗(8)/Sp(4) 9 r = 4
Sp5,5/Sp5Sp5 SU
∗(10)/Sp(5) 20 r = 5
SO0r,r/SOrSOr H
2 × SO0
r−2,r−2/SOr−2SOr−2 2r − 5 r > 7
SO04,4/SO4SO4 H
2 × H2 × H2 3 r = 4
SO0
5,5
/SO5SO5 SL(5,R)/SO(5) 2 r = 5
SO06,6/SO6SO6 SL(6,R)/SO(6) 5 r = 6
SO07,7/SO7SO7 H
2 × SO05,5/SO5SO5 or SL(7,R)/SO(7) 9 r = 7
SO(2r,C)/SO(2r) H3 × SO(2r − 4,C)/SO(2r − 4) 4r − 10 r > 7
SO(8,C)/SO(8) H3 × H3 × H3 6 r = 4
SO(10,C)/SO(10) SL(5,C)/SU(5) 4 r = 5
SO(12,C)/SO(12) SL(6,C)/SU(6) 10 r = 6
SO(14,C)/SO(14) H3 × SO(10,C)/SO(10) or SL(7,C)/SU(7) 18 r = 7
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X Y ′ Gap Comments
SUr,r+k/S (UrUr+k) H
3 × SUr−2,r−2+k/S (Ur−2Ur−2+k) 4r + 2k − 9 r + 2k > 6
SU4,5/S (U4U5) H
3 × SU2,3/S (U2U3) or SL(4,C)/SU(4) 9 r = 4, k = 1
Spr,r+k/SprSpr+k H
5 × Spr−2,r−2+k/Spr−2Spr−2+k 8r + 4k − 17 r ≥ 4, k ≥ 1
SO∗(4r + 2)/U(2r + 1) H5 × SO∗(4r − 6)/U(2r − 3) 8r − 15 r > 4
SO∗(18)/U(9) SU∗(8)/Sp(4) 15 r = 4
E6
6
/Sp(4) SL(6,R)/SO(6) 5 r = 6
E6(C)/E6 SL(6,C)/SU(6) 10 r = 6
E7
7
/SU(8) SO06,6/SO6SO6 6 r = 7
E7(C)/E7 SO(12,C)/SO(12) 12 r = 7
E8
8
/SO(16) SO07,7/SO7SO7 21 r = 8
E8(C)/E8 SO(14,C)/SO(14) 42 r = 8
F4
4
/Sp(3) × Sp(1) H2 × SL(3,R)/SO(3) 5 r = 4
E2
6
/SU(6) × Sp(1) SO03,5/SO3SO5 3 r = 4
E−5
7
/SO(12) × Sp(1) SO03,7/SO3SO7 3 r = 4
E−24
8
/E7 × Sp(1) SO
0
3,11/SO3SO11 21 r = 4
F4(C)/F4 H
3 × SL(3,C)/SU(3) 10 r = 4
Table 2: Dimension gap after splitting rank
Proof. We prove the case of SL(r + 1,R)/SO(r + 1) (the first line of Table 2). As we see in the proof of
Theorem 2.4, Y = SL(i,R)×SL(r− i+1,R)/SO(r− i+1). And the codimesion of Y ×R ⊂ X is −i2+ (r+1)i,
which attains its minimal codimension r when i = 1, r. Now it attains its second minimal value 2r − 2 when
i = 2, r − 1 provided r ≥ 3. In this case, Y = H2 × SL(r − 1,R)/SO(r − 1), and the gap is r − 2. Again, the
remaining cases are analyzed similarly in the Appendix. 
Lemma 2.8. (Gap) Let X be an irreducible symmetric space of non-compact type. Assume dim(X) = n and
rank(X) = r ≥ 3. If Y × R is a totally geodesic submanifold whose dimension attains srk(X), and Y ′ × R is
another totally geodesic submanifold whose dimension is < srk(X). Then either Y ′ is irreducible or the gap
in dimensions of the two (dim(Y) − dim(Y ′)) is at least r − 2.
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Proof. For r = 3, the inequality is automatic. For r ≥ 4, we check that the inequality follows from Table 2
above for all cases except for SO(5, 5)/SO(5)×SO(5), where the gap between the largest (SO(4, 4)/SO(4)×
SO(4)) and second largest dimension (SL(5,R)/SO(5)) is 2. However, the space SL(5,R)/SO(5) is irre-
ducible. So the gap between SO(4, 4)/SO(4) × SO(4) and any reducible space Y ′ will be at least 3. This
completes the proof. 
2.2. The k-th Splitting Rank.
Definition 2.9. Let X be a rank r symmetric space of non-compact type. For each k (1 ≤ k ≤ r), we define
the k-th splitting rank of X, denoted srkk(X), to be the maximal dimension of a totally geodesic submanifold
Y ⊂ X which splits off an isometric Rk-factor.
Remark. In the above notion, the first splitting rank is just our previous notion of splitting rank. We can also
see that srkk+1(X) ≤ srkk(X) for 1 ≤ k ≤ r− 1 and srkr(X) = r. We abuse notation and set srk0(X) = dim(X).
Proposition 2.10. Suppose Y ×Rk ⊂ X has the maximal dimension, that is, dim(Y ×Rk) = srkk(X). Then the
corresponding Lie triple system [p′, [p′, p′]] ⊂ p′ has the form p′ = a
⊕
α∈Λ+,α(Vk)=0
pα, where a is a choice
of maximal abelian subalgebra in p that contains the k-dimensional Euclidean factor Vk.
Proof. The proof is the same as Proposition 2.2, just replacing V with Vk. 
Proposition 2.11. For 1 ≤ k ≤ r − 1, we have strict inequality srkk+1(X) < srkk(X). Therefore, the totally
geodesic submanifold Y × Rk that has dimension srkk(X) does not split off any further R-factors.
Proof. Suppose Yk+1 × R
k+1 ⊂ X has the dimension srkk+1(X). According to Proposition 2.10, the tangent
space of Yk+1 × R
k+1 is identified with p′ = a
⊕
α∈Λ+,α(Vk+1)=0
pα, for some a that contains the R
k+1-factor
Vk+1. We can choose a pair of root vectors ±Hα0 so that it does not lie in the orthogonal complement V
⊥
k+1
.
Let Vk = Vk+1 ∩ H
⊥
α0
be a k-dimensional subspace of Vk+1, the Lie triple system p
′′
= a
⊕
α∈Λ+,α(Vk)=0
pα
strictly contains p′ since α0(Vk) = 0 but α0(Vk+1) , 0. Therefore, srk
k+1(X) = dim p′ < dim p′′ ≤ srkk(X).

Lemma 2.12. Let X be an irreducible rank r (r ≥ 2) symmetric space of non-compact type. Then srkk(X) ≤
srk(X) − 2(k − 1) holds for all 1 ≤ k < r.
Proof. We show this by induction on the rank of the symmetric space. For r = 2, the only possible value
for k is k = 1, and the inequality holds immediately. Suppose we have the inequality for all such irreducible
symmetric spaces of rank l (l ≥ 2), assuming rank(X) = l + 1, we want to show srkk(X) ≤ srk(X) − 2(k − 1)
for all 1 ≤ k < l + 1. Notice when k = 1, the inequality is trivially true, so we may assume k ≥ 2.
Let srkk(X) = dim(Yk×R
k), where Yk is described as in Proposition 2.10. Let Vk denote the R
k-factor. We
inductively define Vi so that it is an i dimensional Euclidean subspace of Vi+1 and ker(Vi+1)∩Λ $ ker(Vi)∩Λ.
This will give rise to an extending chain of Lie triples pk ⊂ ... ⊂ p1 ⊂ p, corresponding to a totally geodesic
chain Yk × R
k ⊂ ... ⊂ Y1 × R ⊂ X, such that for each 1 ≤ i ≤ k, pi = a
⊕
α∈Λ+,α(Vi)=0
pα. The choice of
ON SPLITTING RANK OF NON-COMPACT TYPE SYMMETRIC SPACES AND BOUNDED COHOMOLOGY 11
Vi implies that dim(pi+1) < dim(pi) and therefore Yi does not split off an R-factor, for all i. Besides, since
Yk × R
k ⊂ Y1 × R have a common R-factor V1, Yk × R
k−1 is totally geodesic in Y1.
Now if Y1 is irreducible, by the induction hypothesis, we have dim(Yk × R
k−1) ≤ srkk−1(Y1) ≤ srk(Y1) −
2(k − 2). According to Corollary 2.6, we have srk(Y1) ≤ dim(Y1) − l ≤ dim(Y1) − 2. Hence combining
the two inequalities, we conclude dim(Yk × R
k) ≤ srk(Y1) − 2(k − 2) + 1 ≤ dim(Y1) − 2 − 2(k − 2) + 1 =
dim(Y1 × R) − 2(k − 1) ≤ srk(X) − 2(k − 1).
If Y1 is reducible, then Y1 × R can not have the dimension equal to the splitting rank of X by Corollary
2.5. So Lemma 2.8 implies that dim(Y1 × R) ≤ srk(X) − (l + 1 − 2). The increasing chain pk ⊂ ... ⊂ p1 ⊂ p
gives the inequality dim(pk) ≤ dim(p1) − (k − 1). Notice pi is identified with the tangent space of Yi ×R
i, so
we can then estimate dim(Yk × R
k) = dim(pk) ≤ srk(X) − (l + 1 − 2) − (k − 1) ≤ srk(X) − 2(k − 1).
We have shown in both cases that the inequality holds for all rank l + 1 irreducible symmetric spaces.
This completes the induction argument and hence the proof of this lemma. 
Corollary 2.13. Let X be an irreducible rank r (r ≥ 1) symmetric space of non-compact type, excluding
SL(3,R)/SO(3), Sp(2,R)/U(2), G2
2
/SO(4) and SL(4,R)/SO(4). Then srkk(X) ≤ srk(X) − 2(k − 1) holds for
all 1 ≤ k ≤ r.
Proof. Notice the inequality automatically holds in rank one cases, and in view of Lemma 2.12 we only
need to consider the case when k = r. If k = r, the inequality is equivalent to 3r − 2 ≤ srk(X). We
know that the dimension (= n) of an irreducible symmetric space grows roughly quadratically in its rank
(= r), and actually we can check that n ≥ 3r whenever r ≥ 3. This together with Corollary 2.5 implies
that srk(X) = dim(Y × R) ≥ 3(r − 1) + 1 = 3r − 2 whenever r ≥ 4. This proves the corollary in all cases
where rank ≥ 4. When r = 2, it is equivalent to show srk(X) ≥ 4, and according to Table 1, this excludes
SL(3,R)/SO(3), Sp(2,R)/U(2) and G2
2
/SO(4). When r = 3, it is equivalent to show srk(X) ≥ 7, and by
Table 1 this only excludes SL(4,R)/SO(4). 
2.3. Reducible Symmetric Spaces. We intend to generalize Corollary 2.13 to all higher rank symmetric
spaces of non-compact type. Below is the key lemma that characterizes certain R-split totally geodesic
submanifolds in reducible symmetric spaces.
Lemma 2.14. Let X be a symmetric space of non-compact type, and Z = Y ×Rk a totally geodesic subspace
in X that has dimension equal to the k-th splitting rank of X. If X splits as a product of X1 and X2, then Z
also splits as a product of Z1 and Z2, where Zi = Yi × R
ki is totally geodesic in Xi, for i = 1, 2 and some
ki ≥ 0 satisfying k1 + k2 = k.
Proof. We write X = G/K and fix a basepoint x ∈ X. We form the Cartan decomposition g = k + p, where
p can be identified with the tangent space TxX. We denote Vk ⊂ p the R
k factor of Z, and extend Vk to a
maximal abelian subalgebra a ⊂ p. Since X splits as a product of X1 and X2, we can write a = a1 ⊕ a2, and
also the set of roots Λ of X decomposes as Λ1 ∪Λ2, where Λi is the set of roots belonging to Xi with respect
to ai. By Proposition 2.10, Z has the Lie triple system p
′
= a
⊕
α∈Λ+,α(Vk)=0
pα. Let p
′
i
= ai
⊕
α∈Λ+
i
,α(Vk)=0
pα,
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we have p′ = p′
1
⊕ p′
2
. Notice p′
i
⊂ pi is a Lie triple system. Indeed, p
′
i
= ai
⊕
α∈Λ+
i
,α(Vk,i)=0
pα where Vk,i is
the orthogonal projection of Vk to ai. This implies that Vk,i is the Euclidean factor of pi, therefore Vk splits
as Vk,1 ⊕ Vk,2, which completes the proof. 
Corollary 2.15. Let X be a rank r symmetric space of non-compact type. Assume X = X1 × X2, where
rank(Xi) = ri for i = 1, 2. Then
srkk(X) = Max{srk j1 (X1) + srk
j2 (X2) : 0 ≤ j1 ≤ r1, 0 ≤ j2 ≤ r2 and j1 + j2 = k}.
Remark. This is a direct consequence of Lemma 2.14. In the corollary, recall that by definition srk0(X) =
dim(X). As a result, srk(X1 × X2) = Max{srk(X1) + dim(X2), srk(X2) + dim(X1)}. Furthermore, if we define
the k-th splitting index of X to be sik(X) := n − srkk(X), then Corollary 2.15 simply says
sik(X1 × X2) = Min{si
j1 (X1) + si
j2(X2) : 0 ≤ j1 ≤ r1, 0 ≤ j2 ≤ r2 and j1 + j2 = k}
and that si(X1 × X2) = Min{si(X1), si(X2)}, where si(X) denotes the first splitting index of X.
Theorem 2.16. Let X be a rank r symmetric space of non-compact type. Assume X has no direct factors
isometric to H2, SL(3,R)/SO(3), Sp(2,R)/U(2), G2
2
/SO(4) or SL(4,R)/SO(4). Then srkk(X) ≤ srk(X) −
2(k − 1) for all 1 ≤ k ≤ r.
Proof. We write X as a product of irreducible symmetric spaces X1 × ... × Xs. Using the notion of splitting
index described in the previous remark, the inequality is equivalent to sik(X) ≥ si(X)+2(k−1). By repeatedly
applying Corollary 2.15, we can assume sik(X) =
∑s
l=1 si
jl(Xl) for some jl satisfying 0 ≤ jl ≤ rl and∑s
l=1 jl = k where rl is the rank of Xl. For each jl > 0, we have si
jl (Xl) ≥ si(Xl)+2( jl −1) by Corollary 2.13.
Notice si0(X) = 0 and si jl(Xl) does not contribute to the summation if jl = 0. We can further estimate
sik(X) =
∑
1≤l≤s, jl>0
si jl(Xl) ≥
∑
1≤l≤s, jl>0
[si(Xl) + 2( jl − 1)] = 2k +
∑
1≤l≤s, jl>0
(si(Xl) − 2).
As a consequence of Corollary 2.6, we have si(Xl) ≥ 2 as we assume no H
2-factors. Now we apply the
inequality si(Xl) ≥ Min1≤l≤ssi(Xl) = si(X) to one of the l in the summation, and apply si(Xl) ≥ 2 to the rest
of the l. We finally obtain sik(X) ≥ si(X) + 2k − 2, which completes the proof. 
3. Application to Bounded Cohomology
In this section, we generalize the method of [20], and show the surjectivity of comparison maps in a
slightly larger range (≥ srk + 2). The approach is quite similar: Theorem 2.16 generalizes [20, Lemma 4.6],
allowing us to improve its main theorem to the following.
Theorem 3.1. Let X = G/K be an n-dimensional symmetric space of non-compact type of rank r ≥ 2, and Γ
a cocompact torsion-free lattice in G. Assume X has no direct factors of H2, SL(3,R)/SO(3), Sp(2,R)/U(2),
G2
2
/SO(4) and SL(4,R)/SO(4), then the comparison maps η : H∗
c,b
(G,R) → H∗c (G,R) and η
′ : H∗
b
(Γ,R) →
H∗(Γ,R) are both surjective in all degrees ∗ ≥ srk(X) + 2.
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We summarize the approach of [20] in the following steps.
Step 1: Notice that surjectivity of η′ implies surjectivity of η. In order to show surjectivity of η′ in degree
k, it is equivalent to assign each cohomology class [ f ] ∈ Hk(Γ,R) a bounded representative. By the explicit
isomorphism Hk
dR
(X/Γ,R) ≃ Hk
sing
(X/Γ,R) ≃ Hk(Γ,R), we can view f : Γk → R as a function that integrates
a k-form fω over a k-simplex generated by a k-tuple in Γ. We now replace it (within the same cohomology
class) by a function that integrates the same form fω over a “barycentrically straightened” k-simplex, and
claim it is bounded when k is in certain degrees. This produces the bounded representative. (See [20, section
5.1, 5.2] for more details.)
Step 2: For each 1 ≤ k ≤ n, the barycentric k-straightening is a map stk : C
k(X) → Ck(X), where
X = G/K is a symmetric space of non-compact type. It gives a C1-chain map and is chain homotopic to
the identity. It is also G-equivariant hence preserves the Γ-action. Moreover, if one can in addition show
that the straightened k-simplices have uniformly bounded Jacobian, then the function fω is also bounded
in degree k. As a result the surjectivity of the comparison map is obtained in degree k. (See [20, section
2.3] for more details.) Notice in [20], they showed uniformly bounded Jacobian for irreducible symmetric
spaces excluding SL(3,R)/SO(3) and SL(4,R)/SO(4) when k ≥ n − r + 2. This is generalized in this paper,
where we show uniformly bounded Jacobian in degrees k ≥ srk(X) + 2, for all symmetric spaces satisfying
the condition of Theorem 2.16.
Step 3: By the computation in [20, section 2.3], the Jacobian of straightened k-simplex is bounded
above (up to a multiplicative constant) by the quotient det(Q1|S )
1/2/ det(Q2|S ), where S is a k-dimensional
subspace in a tangent space TxX, and Q1, Q2 are two positive semidefinite quadratic forms (Q2 is actually
positive definite) defined by the following:
Q1(v, v) =
∫
∂FX
dB2(x,θ)(v)dµ(θ),
Q2(v, v) =
∫
∂FX
DdB(x,θ)(v, v)dµ(θ).
In the above expression, B is the Busemann function on X based at some fixed point, and µ is a probability
measure fully supported on the Furstenberg boundary ∂FX. Therefore if we can bound det(Q1|S )
1/2/ det(Q2|S )
by some constant C that only depends on X (independent of the choices x ∈ X and S ⊂ TxX), then we are
able to control the Jacobian in degree k = dim(S ). (See [20, section 2.2, 2.3] for more details.)
Step 4: In order to show the ratio det(Q1|S )
1/2/ det(Q2|S ) is uniformly bounded, we need an eigenvalue
matching property. If S is in top dimension n, then the ratio is just det(Q1)
1/2/ det(Q2). Following the
approach from [6], [7], it suffices to give for each small eigenvalues of Q2, two comparably small eigenvalues
of Q1 to cancel with. Generalizing this argument, if we were able to find r − 2 additional small eigenvalues
of Q1 to cancel with the smallest eigenvalues of Q2, then we can restrict the quadratic forms to a subspace
S of dimension k (where k ≥ n − r + 2), and the ratio of the determinants det(Q1|S )
1/2/ det(Q2|S ) remains
uniformly bounded. This is implied by a weak eigenvalue matching theorem. (See [20, Theorem 3.3] and
originally [7].) Actually, there are at most r many eigenvectors of Q2 with small eigenvalues, and they
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almost lie in a tangent space of a flat (have small angle with a flat). For each such eigenvector vi, we can
always find two unit vectors v′
i
, v′′
i
so that the Q1 values on these two vectors are bounded above by Q2(vi, vi),
up to a uniform multiplicative constant (we say in this case v′
i
and v′′
i
cancels with vi). Moreover, for the
smallest eigenvector v1, we are able to find r − 2 additional unit vectors v
(3)
1
, ..., v
(r)
1
to cancel with, and the
collection of all the pairs of vectors, together with the r − 2 additional vectors, almost form an orthonormal
frame. Then by the Gram-Schmidt process and standard linear algebra, we can find the eigenvalue match.
(See [20, section 3.3] for more details.)
Step 5: Finally, the weak eigenvalue matching theorem described in Step 4 can be further reduced to a
combinatorial problem. For a single vector v that lies in a tangent space a of a flat, we denote by v∗ the most
singular vector in a fixed small neighborhood of v. Then any vector that lies in Qv =
⊕
α∈Λ+,α(v∗),0 pα will
be able to cancel v. Now for each root α, we pick an orthonormal frame {bαi } for pα, and we collect them into
the set B = {bi}
n−r
i=1
. The idea is to find among the set B, 3r−2 distinct vectors v′
1
, v′′
1
, ..., v
(r)
1
, v′
2
, v′′
2
, ..., v′r, v
′′
r to
cancel a given almost orthonormal frame {v1, ...vr} in a (hence v
∗
1
, ...v∗r are distinct). Notice this is a general-
ization of the classic Hall’s Marriage Problem, and in order to solve this, it is sufficient to solve a cardinality
inequality: for any subcollection of vectors {vi1 , ..., vik}, the number of vectors in B that belongs to
⋃k
j=1 Qvi j
is at least 2k + r − 2 (which is showed in [20, Lemma 4.6]). This solves the eigenvalue matching in the
special case where the small eigenvectors of Q2 all lie in a same a. For the general case where the small
eigenvectors have small angles to a flat, a similar argument is used, and we refer the readers to [20, Section
4] for more details.
Proof of Theorem 3.1: The proof is similar to that of [20, Main Theorem]. Notice that Step 1-3 goes
through unchanged in our case, and in Step 4-5 we only need to find n − srk(X) − 2 additional (instead
of r − 2) small eigenvalues of Q1 to cancel with the smallest eigenvalue of Q2. Showing this requires
a similar weak eigenvalue matching theorem as [20, Theorem 3.3], where the existing (2k + r − 2)-frame
{v′
1
, v′′
1
, ..., v
(r)
1
, v′
2
, v′′
2
, ..., v′
k
, v′′
k
} is now replaced by a (2k+n−srk(X)−2)-frame {v′
1
, v′′
1
, ..., v
(n−srk(X))
1
, v′
2
, v′′
2
, ..., v′
k
, v′′
k
}
and the corresponding angle inequalities are satisfied. This is further reduced to a similar Hall’s Marriage
type combinatorial problem, and the corresponding cardinality estimate is ensured by the following modifi-
cation of [20, Lemma 4.6]:
Lemma 3.2. Let X = G/K be a rank r ≥ 2 symmetric space of non-compact type, without direct factors
isometric to H2, SL(3,R)/SO(3), Sp(2,R)/U(2), G2
2
/SO(4), or SL(4,R)/SO(4). Fix a maximal abelian
subalgebra a ⊂ p. Assume {v∗
1
, ..., v∗r} spans a, and let Qi =
⊕
α∈Λ+,α(v∗
i
),0 pα. Then for any subcollection of
vectors {v∗
i1
, ..., v∗
ik
}, we have dim(Qi1 + ... + Qik) ≥ (2k + n − srk(X) − 2).
Proof. Notice Qi1 + ... + Qik =
⊕
α∈Λ+,α(Vk),0
pα where Vk is the span of v
∗
i1
, ..., v∗
ik
. Its orthogonal comple-
ment in p is a
⊕
α∈Λ+,α(Vk)=0
pα, which has dimension at most srk
k(X), hence according to Theorem 2.16 is
bounded above by srk(X) − 2k + 2. Therefore, dim(Qi1 + ... + Qik) ≥ (2k + n − srk(X) − 2). This completes
Lemma 3.2 and hence Theorem 3.1. 
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α1 α2 αr−2 αr−1 αr
Figure 2. Dynkin diagram of type Br
Remark. Notice that the Main Theorem in [20] required the symmetric space to be irreducible. But the proof
of Lemma 4.6 was the only step that used irreduciblity. The rest of the proof remains valid for reducible
symmetric spaces. Thus replacing [20, Lemma 4.6] by our Lemma 3.2, the actual proof goes through even
in the reducible case.
4. Appendix
In this section, we finish the proof of Theorem 2.4 and Proposition 2.7. We combine the two proofs as
they are both a case by case argument. And we notice the case of SL(r + 1,R)/SO(r + 1) has already been
proved in the context.
Case of SL(r + 1,C)/SU(r + 1): the Dynkin diagram is of type Ar and is shown in Figure 1, with mul-
tiplicities 2 for all simple roots. Since Y is generated by the truncated simple system {α1, ..., αˆi, ..., αr} for
some i = 1, ..., r, preserving the same multiplicities and configurations, we have Y = SL(i,C)/SU(i)×SL(r−
i+ 1,C)/SU(r− i+ 1), for some i = 1, ..., r. The dimension of Y equals (i− 1)(i+ 1)+ (r − i)(r− i+ 2), so the
codimension of Y×R ⊂ X is −2i2+2(r+1)i, which attains its minimal codimension 2r when i = 1, r. In both
cases we have Y = SL(r,C)/SO(r), and hence srk(X) = dim(Y × R) = n − 2r, where n = dim(X) = r(r + 2).
The codimsion of Y ×R ⊂ X attains its second minimal value when i = 2, r − 1 provided r ≥ 3. In this case,
Y = H3 × SL(r − 1,C)/SU(r − 1) and the codimension of Y × R is 4r − 4, so the gap is 2r − 4.
Case of SU∗(2r + 2)/Sp(r + 1): the Dynkin diagram is of type Ar and is shown in Figure 1, with mul-
tiplicities 4 for all simple roots. Hence Y = SU∗(2i)/Sp(i) × SU∗(2r + 2 − 2i)/Sp(r + 1 − k) for some
i = 1, ..., r. The codimension of Y × R ⊂ X is −4i2 + 4(r + 1)i, which attains minimal when i = 1, r. In both
cases Y = SU∗(2r)/Sp(r), and srk(X) = n − 4r. The codimension attains its second minimal value when
i = 2, r − 1 provided r ≥ 3, in which case Y = H5 × SU∗(2r − 2)/Sp(r − 1). The codimension of Y × R is
8r − 8, so the gap is 4r − 8.
Case of E−26
6
/F4: the Dynkin diagram is of type A2 and is shown in Figure 1 where r = 2, with multiplic-
ities 8 for both simple roots. Hence Y can only be H9 so that srk(X) = 10. Notice that E−26
6
/F4 is of rank
two and it does not satisfy the condition of Proposition 2.7.
Case of SO0(r, r + k)/SO(r)× SO(r + k): the Dynkin diagram is of type Br and is shown in Figure 2, with
ordered multiplicities 1, 1, ..., 1, k. If we remove αi, the remaining diagram (with multiplicity information)
will represent Yi = SL(i,R)/SO(i) × [SO0(r − i, r − i + k)/SO(r − i) × SO(r − i+ k)] (Notice SL(1,R)/SO(1)
and SO(0, k)0/SO(0) × SO(k) are just a point by abuse of notation). Thus we can compute that Yi × R has
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Figure 3. Dynkin diagram of type Cr
codimension −3i2/2 + (4r + 2k − 1)i/2 in X. It attains a minimum when i = 1 provided r + 2k > 4, and so
Y = SO0(r−1, r−1+k)/SO(r−1)×SO(r−1+k), srk(X) = n−(2r+k−2). The only space that satisfies r+2k ≤ 4
is SO0(2, 3)/SO(2) × SO(3), and it has splitting rank 3, corresponding to H
2 × R. This agrees with the
general formula hence can be absorbed into it. Now the codimension attains its second minimum when i = 2
provided r+2k > 7, and so Y ′ = H2×SO0(r−2, r−2+k)/SO(r−2)×SO(r−2+k), dim(Y
′×R) = n−(4r+2k−7).
Hence the gap is 2r + k − 5. As we focus on r ≥ 4 in Proposition 2.7, the spaces that are excluded by
r + 2k > 7 is SO0(4, 5)/SO(4) × SO(5) and SO0(5, 6)/SO(5) × SO(6). If X = SO0(4, 5)/SO(4) × SO(5)
(dim(X) = 20), then Y is SO0(3, 4)/SO(3) × SO(4) (dimension 12), and Y
′ is SL(4,R)/SO(4) (dimension
9), so the gap is 3. If X = SO0(5, 6)/SO(5) × SO(6), then Y = SO0(4, 5)/SO(4) × SO(5), and Y
′ is either
H2 × SO(3, 4)/SO(3) × SO(4) or SL(5,R)/SO(5) with dimension 14. So the gap is 6.
Case of SO(2r+1,C)/SO(2r+1): the Dynkin diagram is of type Br and is shown in Figure 2, with multi-
plicities 2 for all simple roots. If we remove αi, the remaining diagram will represent Yi = SL(i,C)/SU(i) ×
SO(2r − 2i + 1,C)/SO(2r − 2i + 1) (notice SL(1,C)/SU(1) and SO(1,C)/SO(1) are just a point by abuse of
notation). We compute that the codimension of Yi × R in X is −3i
2
+ (4r + 1)i. It has minimal value 4r − 2
when i = 1 (when r = 2 it takes minimal value on both i = 1, 2, but they both represent the same subspace
H3). Hence the splitting rank is n − (4r − 2), corresponding to the subspace Y = SO(2r − 1,C)/SO(2r − 1).
Now the codimension takes the second minimal value 8r − 10 when i = 2, provided r > 5. In this case,
Y ′ = H3 × SO(2r − 3,C)/SO(2r − 3) and the gap is 4r − 8. If r = 4, then X = SO(9,C)/SO(9) and
Y = SO(7,C)/SO(7). The codimension takes its second minimal value 20 when Y ′ = SL(4,C)/SU(4),
hence the gap is 6. If r = 5, then X = SO(11,C)/SO(11) and Y = SO(9,C)/SO(9). The codimension takes
its second minimal value 30 when Y ′ is H3 × SO(7,C)/SO(7) or SL(5,C)/SU(5), hence the gap is 12.
Case of Sp(r,R)/U(r): the Dynkin diagram is of type Cr and is shown in Figure 3, with multiplicities 1
for all simple roots. If we remove αi, the remaining diagram will represent Yi = SL(i,R)/SO(i) × Sp(r −
i,R)/U(r− i)) (notice SL(1,R)/SO(1) and Sp(0,R)/U(0) are just a point by abuse of notation). We compute
that the codimension of Yi × R in X is −3i
2/2 + (4r + 1)i/2. It has minimal value 2r − 1 when i = 1 (when
r = 2 it takes minimal value on both i = 1, 2, but they both represent the same space H2). Hence the splitting
rank is n − (2r − 1) corresponding to the space Y = Sp(r − 1,R)/U(r − 1). Now the codimension takes the
second minimal value 4r − 5 when i = 2, provided r > 5. In this case, Y ′ = H2 × Sp(r − 2,R)/U(r − 2)
and the gap is 2r − 4. If r = 4, then X = Sp(4,R)/U(4) and Y = Sp(3,R)/U(3). The codimension takes its
second minimal value 10 when Y ′ = SL(4,R)/SO(4), hence the gap is 3. If r = 5, then X = Sp(5,R)/U(5)
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and Y = Sp(4,R)/U(4). The codimension takes its second minimal value 15 when Y ′ is H2 × Sp(3,R)/U(3)
or SL(5,R)/SO(5), hence the gap is 6.
Case of SU(r, r)/S (U(r)×U(r)): the Dynkin diagram is of type Cr and is shown in Figure 3, with ordered
multiplicities 2, 2, ..., 2, 1. If we remove αi, the remaining diagram will represent Yi = SL(i,C)/SU(i) ×
SU(r − i, r − i)/S (U(r − i) × U(r − i)) (notice SL(1,C)/SU(1) and SU(0, 0)/S (U(0) ×U(0)) are just a point
by abuse of notation). We compute that the codimension of Yi × R in X is −3i
2
+ 4ri. It has minimal
value 4r − 3 when i = 1, provided r > 3. If r = 2, X is isomorphic to SO0(2, 4)/SO(2) × SO(4), which
has been solved previously. If r = 3, the codimension is minimal for both i = 1, 3, which corresponds to
SO0(2, 4)/SO(2) × SO(4) and SL(3,C)/SU(3). Hence the splitting rank is n − (4r − 3) corresponding to
the space Y = Sp(r − 1,R)/U(r − 1) (except for the case r = 3 where there are two subspaces). Now the
codimension takes the second minimal value 8r − 12 when i = 2, provided r > 6. In this case, Y ′ = H3 ×
SU(r−2, r−2)/S (U(r−2)×U(r−2)) and the gap is 4r−9. If r = 4, then X = SU(4, 4)/S (U(4)×U(4)) and Y =
SU(3, 3)/S (U(3) × U(3)). The codimension takes its second minimal value 16 when Y ′ = SL(4,C)/SU(4),
hence the gap is 3. If r = 5, then X = SU(5, 5)/S (U(5) × U(5)) and Y = SU(4, 4)/S (U(4) × U(4)). The
codimension takes its second minimal value 25 when Y ′ is SL(5,C)/SU(5), hence the gap is 8. If r = 6,
then X = SU(6, 6)/S (U(6) × U(6)) and Y = SU(5, 5)/S (U(5) × U(5)). The codimension takes its second
minimal value 36 when Y ′ is H3 × SU(4, 4)/S (U(4) × U(4)) or SL(6,C)/SU(6), hence the gap is 15.
Case of Sp(r,C)/Sp(r): the Dynkin diagram is of type Cr and is shown in Figure 3, with multiplicities 2
for all simple roots. If we remove αi, the remaining diagram will represent Yi = SL(i,C)/SU(i) × Sp(r −
i,C)/Sp(r−i)) (notice SL(1,C)/SU(1) and Sp(0,C)/Sp(0) are just a point by abuse of notation). We compute
that the codimension of Yi × R in X is −3i
2
+ (4r + 1)i. It has minimal value 4r − 2 when i = 1, provided
r > 2. If r = 2, then X is isomorphic to SO(5,C)/SO(5), which has been solved previously. Now the
codimension takes the second minimal value 8r − 10 when i = 2, provided r > 5. In this case, Y ′ =
H3 × Sp(r− 2,C)/Sp(r− 2) and the gap is 4r− 8. If r = 4, then X = Sp(4,C)/Sp(4) and Y = Sp(3,C)/Sp(3).
The codimension takes its second minimal value 20 when Y ′ = SL(4,C)/SU(4), hence the gap is 6. If r = 5,
then X = Sp(5,C)/Sp(5) and Y = Sp(4,C)/Sp(4). The codimension takes its second minimal value 30 when
Y ′ is H3 × Sp(3,C)/Sp(3) or SL(5,C)/SU(5), hence the gap is 12.
Case of SO∗(4r)/U(2r): the Dynkin diagram is of type Cr and is shown in Figure 3, with ordered mul-
tiplicities 4, 4, ..., 4, 1. If we remove αi, the remaining diagram will represent Yi = SU
∗(2i − 2)/Sp(i) ×
SO∗(4r − 4i)/U(2r − 2i) (notice SU∗(0)/Sp(1) and SO∗(0)/U(0) are just a point by abuse of notation). We
compute that the codimension of Yi × R in X is −6i
2
+ (8r − 1)i. It has minimal value 8r − 7 when i = 1,
provided r > 3. If r = 2, then X is isomorphic to SO0(2, 6)/SO(2) × SO(6), which has been solved previ-
ously. If r = 3, then X = SO∗(12)/U(6), and the codimension has minimal value 15 when i = 3. In this
case, the splitting rank occurs when Y = SU∗(6)/Sp(3) and is equal to 15. Now the codimension takes the
second minimal value 16r − 26 when i = 2, provided r > 6. In this case, Y ′ = H5 × SO∗(4r − 8)/U(2r − 4)
and the gap is 8r − 19. If r = 4, then X = SO∗(16)/U(8) and Y = SO∗(12)/U(6). The codimension takes its
second minimal value 28 when Y ′ = SU∗(8)/Sp(4), hence the gap is 3. If r = 5, then X = SO∗(20)/U(10)
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Figure 4. Dynkin diagram of type Dr
and Y = SO∗(16)/U(8). The codimension takes its second minimal value 45 when Y ′ = SU∗(10)/Sp(5),
hence the gap is 12. If r = 6, then X = SO∗(24)/U(12) and Y = SO∗(20)/U(10). The codimension takes its
second minimal value 66 when Y ′ = SU∗(12)/Sp(6), hence the gap is 25.
Case of Sp(r, r)/Sp(r) × Sp(r): the Dynkin diagram is of type Cr and is shown in Figure 3, with ordered
multiplicities 4, 4, ..., 4, 3. If we remove αi, the remaining diagram will represent Yi = SU
∗(2i − 2)/Sp(i) ×
[Sp(r − i, r − i)/Sp(r − i) × Sp(r − i)] (Notice SU∗(0)/Sp(1) and Sp(0, 0)/Sp(0) × Sp(0) are just a point by
abuse of notation). We compute that the codimension of Yi × R in X is −6i
2
+ (8r + 1)i. It has minimal
value 8r − 5 when i = 1, provided r > 2. If r = 2, then X = Sp(2, 2)/Sp(2) × Sp(2), and the codimension
has minimal value 10 when i = 2. So the splitting rank occurs when Y = H5 and is equal to 6. Now
the codimension takes the second minimal value 16r − 22 when i = 2, provided r > 5. In this case, Y ′ =
H5×[Sp(r−2, r−2)/Sp(r−2)×Sp(r−2)] and the gap is 8r−17. If r = 4, then X = Sp(4, 4)/Sp(4)×Sp(4) and
Y = Sp(3, 3)/Sp(3) × Sp(3)). The codimension takes its second minimal value 36 when Y ′ = SU∗(8)/Sp(4),
hence the gap is 9. If r = 5, then X = Sp(5, 5)/Sp(5) × Sp(5) and Y = Sp(4, 4)/Sp(4) × Sp(4). The
codimension takes its second minimal value 55 when Y ′ = SU∗(10)/Sp(5), hence the gap is 20.
Case of E−25
7
/E6 × U(1): the Dynkin diagram is of type C3 and is shown in Figure 3 where r = 3,
with ordered multiplicities 8, 8, 1. Hence Y can only be SO0(2, 10)/SO(2) × SO(10) (when removing α1),
or H9 × H2 (when removing α2), or E
−26
6
/F4 (when removing α3). Among the three spaces, E
−26
6
/F4 has
largest dimension thus srk(X) = 27. Notice that E−25
7
/E6 × U(1) is of rank three and it does not satisfy the
condition of Proposition 2.7.
Case of SO0(r, r)/SO(r) × SO(r): the Dynkin diagram is of type Dr and is shown in Figure 4, with multi-
plicities 1 for all simple roots. If we remove αi, the remaining diagram will represent Yi = SL(i,R)/SO(i) ×
[SO0(r − i, r − i)/SO(r − i) × SO(r − i)] when i < r − 2 (notice SO0(3, 3)/SO(3) × SO(3) is the same as
SL(4,R)/SO(4)), and Yi = H
2 ×H2 × SL(r − 2,R)/SO(r − 2) when i = r − 2, and Yi = SL(r,R)/SO(r) when
i = r−1, r. We compute that the codimension of Yi×R in X is −3i
2/2+(4r−1)i/2 for 1 ≤ i ≤ r−2 or i = r. It
has unique minimal value 2r − 2 when i = 1, provided r > 4. If r = 4, the codimension has minimal value 6
when i = 1, 3, 4. So the splitting rank occurs when Y = SL(4,R)/SO(4) and is equal to 10. This agrees with
the general result when r > 4 hence can be absorbed into it. Now the codimension takes the second minimal
value 4r − 7 when i = 2, provided r > 7. In this case, Y ′ = H2 × [SO0(r − 2, r − 2)/SO(r − 2) × SO(r − 2)]
and the gap is 2r − 5. If r = 4, then X = SO0(4, 4)/SO(4) × SO(4) and Y = SL(4,R)/SO(4). The
codimension takes its second minimal value 9 when Y ′ = H2 × H2 × H2, hence the gap is 3. If r = 5, then
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Figure 5. Dynkin diagram of type (BC)r
X = SO0(5, 5)/SO(5)×SO(5) and Y = SO0(4, 4)/SO(4)×SO(4). The codimension takes its second minimal
value 10 when Y ′ = SL(5,R)/SO(5), hence the gap is 2. If r = 6, then X = SO0(6, 6)/SO(6)×SO(6) and Y =
SO0(5, 5)/SO(5) × SO(5). The codimension takes its second minimal value 15 when Y
′
= SL(6,R)/SO(6),
hence the gap is 5. If r = 7, then X = SO0(7, 7)/SO(7) × SO(7) and Y = SO0(6, 6)/SO(6) × SO(6).
The codimension takes its second minimal value 21 when Y ′ is either H2 × SO0(5, 5)/SO(5) × SO(5) or
SL(7,R)/SO(7), hence the gap is 9.
Case of SO(2r,C)/SO(2r): the Dynkin diagram is of type Dr and is shown in Figure 4, with multiplicities
2 for all simple roots. If we remove αi, the remaining diagram will represent Yi = SL(i,C)/SU(i) × SO(2r −
2i,C)/SO(2r − 2i) when i < r − 2 (notice SO(6,C)/SO(6) is the same as SL(4,C)/SU(4)), and Yi = H
3 ×
H3 × SL(r − 2,C)/SU(r − 2) when i = r − 2, and Yi = SL(r,C)/SU(r) when i = r − 1, r. We compute
that the codimension of Yi × R in X is −3i
2
+ (4r − 1)i for 1 ≤ i ≤ r − 2 or i = r. It has unique minimal
value 4r − 4 when i = 1, provided r > 4. If r = 4, the codimension has minimal value 12 when i = 1, 3, 4.
So the splitting rank occurs when Y = SL(4,C)/SU(4) and is equal to 16. This agrees with the general
result when r > 4 hence can be absorbed into it. Now the codimension takes the second minimal value
8r − 14 when i = 2, provided r > 7. In this case, Y ′ = H3 × SO(2r − 4,C)/SO(2r − 4) and the gap is
4r − 10. If r = 4, then X = SO(8,C)/SO(8) and Y = SL(4,C)/SU(4). The codimension takes its second
minimal value 18 when Y ′ = H3 × H3 × H3, hence the gap is 6. If r = 5, then X = SO(10,C)/SO(10)
and Y = SO(8,C)/SO(8). The codimension takes its second minimal value 20 when Y ′ = SL(5,C)/SU(5),
hence the gap is 4. If r = 6, then X = SO(12,C)/SO(12) and Y = SO(10,C)/SO(10). The codimension
takes its second minimal value 30 when Y ′ = SL(6,C)/SU(6), hence the gap is 10. If r = 7, then X =
SO(14,C)/SO(14) and Y = SO(12,C)/SO(12). The codimension takes its second minimal value 42 when
Y ′ is either H3 × SO(10,C)/SO(10) or SL(7,C)/SU(7), hence the gap is 18.
Case of SU(r, r + k)/S (U(r) × U(r + k)): the Dynkin diagram is of type (BC)r and is shown in Figure
5, with ordered multiplicities 2, 2, ..., 2, (2k, 1). If we remove αi, the remaining diagram will represent Yi =
SL(i,C)/SU(i)×SU(r−i, r−i+k)/S (U(r−i)×U(r−i+k)) (notice SL(1,C)/SU(1) and SU(0, k)/S (U(0)×U(k))
are just a point by abuse of notation). We compute that the codimension of Yi × R in X is −3i
2
+ (4r + 2k)i.
It has unique minimal value 4r + 2k − 3 when i = 1, provided r + 2k > 3, which holds for higher rank
symmetric spaces. So the splitting rank occurs when Y = SU(r − 1, r − 1 + k)/S (U(r − 1) × U(r − 1 + k))
and is equal to n − (4r + 2k − 3). Now the codimension takes the second minimal value 8r + 4k − 12 when
i = 2, provided r + 2k > 6. In this case, Y ′ = H3 × SU(r − 2, r − 2 + k)/S (U(r − 2) × U(r − 2 + k)) and
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Figure 6. Dynkin diagram of type E6
the gap is 4r + 2k − 9. As we focus on r ≥ 4 in Proposition 2.7, the only space excluded by r + 2k > 6 is
SU(4, 5)/S (U(4) ×U(5)) (r = 4, k = 1). In this case, Y is SU(3, 4)/S (U(3) ×U(4)). The codimension takes
its second minimal value 24 when Y ′ is either H3 × SU(2, 3)/S (U(2) × U(3)) or SL(4,C)/SU(4), hence the
gap is 9.
Case of Sp(r, r + k)/Sp(r) × Sp(r + k): the Dynkin diagram is of type (BC)r and is shown in Figure 5,
with ordered multiplicities 4, 4, ..., 4, (4k, 3). If we remove αi, the remaining diagram will represent Yi =
SU∗(2i)/Sp(i)× [Sp(r− i, r− i+ k)/Sp(r− i)×Sp(r− i+ k)] (notice SU∗(2)/Sp(1) and Sp(0, k)/Sp(0)×Sp(k)
are just a point by abuse of notation). We compute that the codimension of Yi×R in X is −6i
2
+ (8r+4k+1)i.
It has unique minimal value 8r + 4k − 5 when i = 1. So the splitting rank occurs when Y = Sp(r − 1, r − 1 +
k)/Sp(r−1)×Sp(r−1+k) and is equal to n−(8r+4k−5). Now the codimension takes the second minimal value
16r+8k−22 when i = 2, provided 2r+4k > 11. In this case, Y ′ = H5×Sp(r−2, r−2+k)/Sp(r−2)×Sp(r−2+k)
and the gap is 8r + 4k − 17. As we focus on r ≥ 4 in Proposition 2.7, the inequality 2r + 4k > 11 always
holds.
Case of SO∗(4r+2)/U(2r+1): the Dynkin diagram is of type (BC)r and is shown in Figure 5, with ordered
multiplicities 4, 4, ..., 4, (4, 1). If we remove αi, the remaining diagram will represent Yi = SU
∗(2i)/Sp(i) ×
SO∗(4r−4i+2)/U(2r−2i+1) (notice SU∗(2)/Sp(1) and SO∗(2)/U(1) are just a point by abuse of notation).
We compute that the codimension of Yi × R in X is −6i
2
+ (8r + 3)i. It has unique minimal value 8r − 3
when i = 1. So the splitting rank occurs when Y = SO∗(4r − 2)/U(2r − 1) and is equal to n − (8r − 3).
Now the codimension takes the second minimal value 16r − 18 when i = 2, provided r > 4. In this case,
Y ′ = H5 × SO∗(4r − 6)/U(2r − 3) and the gap is 8r − 15. As we focus on r ≥ 4 in Proposition 2.7, the only
space excluded by the inequality r > 4 is SO∗(18)/U(9). In this special case, Y = SO∗(14)/U(7) and the
codimension takes its second minimal value 44 when Y ′ = SU∗(8)/Sp(4), hence the gap is 15.
Case of E−14
6
/Spin(10) × U(1): the Dynkin diagram is of type (BC)2 and is shown in Figure 5, with
ordered multiplicities 6, (8, 1). Hence Y can only be H9 or SU(1, 5)/S (U(1) × U(5)) ≃ CH5. Comparing
the dimensions of the two spaces, we conclude the one that has splitting rank should be CH5 × R, and the
splitting rank is 11. Notice that E−14
6
/Spin(10) × U(1) is of rank two hence it does not satisfy the condition
of Proposition 2.7.
Case of E6
6
/Sp(4): the Dynkin diagram is of type E6 and is shown in Figure 6, with multiplicities 1 for
all simple roots. If we remove one simple root, the remaining diagram will represent 4 kinds of symmetric
spaces: Y1 = Y6 = SO0(5, 5)/SO(5) × SO(5), Y2 = Y5 = H
2 × SL(5,R)/SO(5), Y3 = H
2 × SL(3,R)/SO(3) ×
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Figure 7. Dynkin diagram of type E7
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Figure 8. Dynkin diagram of type E8
SL(3,R)/SO(3) and Y4 = SL(6,R)/SO(6). We compute that the dimensions of Yi × R are 26, 17, 13 and 21
respectively. So the splitting rank is 26 and the gap is 5.
Case of E6(C)/E6: the Dynkin diagram is of type E6 and is shown in Figure 6, with multiplicities 2 for
all simple roots. If we remove one simple root, the remaining diagram will represent 4 kinds of symmetric
spaces: Y1 = Y6 = SO(10,C)/SO(10), Y2 = Y5 = H
3 × SL(5,C)/SU(5), Y3 = H
3 × SL(3,C)/SU(3) ×
SL(3,C)/SU(3) and Y4 = SL(6,C)/SU(6). We compute that the dimensions of Yi × R are 46, 28, 20 and 36
respectively. So the splitting rank is 46 and the gap is 10.
Case of E7
7
/SU(8): the Dynkin diagram is of type E7 and is shown in Figure 7, with multiplicities 1
for all simple roots. If we remove one simple root, the remaining diagram will represent 7 kinds of sym-
metric spaces: Y1 = SO0(6, 6)/SO(6) × SO(6), Y2 = H
2 × SL(6,R)/SO(6), Y3 = H
2 × SL(3,R)/SO(3) ×
SL(4,R)/SO(4), Y4 = SL(7,R)/SO(7), Y5 = SL(3,R)/SO(3)×SL(5,R)/SO(5), Y6 = H
2×SO0(5, 5)/SO(5)×
SO(5) and Y7 = E
6
6
/Sp(4). We compute that the dimensions of Yi × R are 37, 23, 17, 28, 20, 28 and 43 re-
spectively. So the splitting rank is 43 and the gap is 6.
Case of E7(C)/E7: the Dynkin diagram is of type E7 and is shown in Figure 7, with multiplicities 2 for
all simple roots. If we remove one simple root, the remaining diagram will represent 7 kinds of symmetric
spaces: Y1 = SO(12,C)/SO(12), Y2 = H
3 × SL(6,C)/SU(6), Y3 = H
3 × SL(3,C)/SU(3) × SL(4,C)/SU(4),
Y4 = SL(7,C)/SU(7), Y5 = SL(3,C)/SU(3) × SL(5,C)/SU(5), Y6 = H
3 × SO(10,C)/SO(10) and Y7 =
E6(C)/E6. We compute that the dimensions of Yi × R are 67, 39, 27, 49, 33, 49 and 79 respectively. So the
splitting rank is 79 and the gap is 12.
Case of E8
8
/SO(16): the Dynkin diagram is of type E8 and is shown in Figure 8, with multiplicities
1 for all simple roots. If we remove one simple root, the remaining diagram will represent 8 kinds of
symmetric spaces: Y1 = SO0(7, 7)/SO(7) × SO(7), Y2 = H
2 × SL(7,R)/SO(7), Y3 = H
2 × SL(3,R)/SO(3)×
SL(5,R)/SO(5), Y4 = SL(8,R)/SO(8), Y5 = SL(4,R)/SO(4) × SL(5,R)/SO(5), Y6 = SL(3,R)/SO(3) ×
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Figure 9. Dynkin diagram of type F4
SO0(5, 5)/SO(5) × SO(5), Y7 = H
2 × E6
6
/Sp(4), and Y8 = E
7
7
/SU(8). We compute that the dimensions of
Yi × R are 50, 30, 22, 36, 24, 31, 45 and 71 respectively. So the splitting rank is 71 and the gap is 21.
Case of E8(C)/E8: the Dynkin diagram is of type E8 and is shown in Figure 8, with multiplicities
2 for all simple roots. If we remove one simple root, the remaining diagram will represent 8 kinds of
symmetric spaces: Y1 = SO(14,C)/SO(14), Y2 = H
3 × SL(7,C)/SU(7), Y3 = H
3 × SL(3,C)/SU(3) ×
SL(5,C)/SU(5), Y4 = SL(8,C)/SU(8), Y5 = SL(4,C)/SU(4) × SL(5,C)/SU(5), Y6 = SL(3,C)/SU(3) ×
SO(10,C)/SO(10), Y7 = H
3 × E6(C)/E6), and Y8 = E7(C)/E7. We compute that the dimensions of Yi × R
are 92, 52, 36, 64, 40, 54, 82 and 134 respectively. So the splitting rank is 134 and the gap is 42.
Case of F4
4
/Sp(3)× Sp(1): the Dynkin diagram is of type F4 and is shown in Figure 9, with multiplicities
1 for all simple roots. If we remove one simple root, the remaining diagram will represent 3 kinds of
symmetric spaces: Y1 = Sp(3,R)/U(3), Y2 = Y3 = H
2×SL(3,R)/SO(3), and Y4 = SO0(3, 4)/SO(3)×SO(4).
We compute that the dimensions of Yi × R are 13, 8 and 13 respectively. So the splitting rank is 13 and the
gap is 5.
Case of E2
6
/SU(6) × Sp(1): the Dynkin diagram is of type F4 and is shown in Figure 9, with ordered
multiplicities 1, 1, 2, 2. If we remove one simple root, the remaining diagram will represent 4 kinds of
symmetric spaces: Y1 = SU(3, 3)/S (U(3)×U(3)), Y2 = H
2×SL(3,C)/SU(3), Y3 = H
3×SL(3,R)/SO(3), and
Y4 = SO0(3, 5)/SO(3) × SO(5). We compute that the dimensions of Yi ×R are 19, 11, 9 and 16 respectively.
So the splitting rank is 19 and the gap is 3.
Case of E−5
7
/SO(12) × Sp(1): the Dynkin diagram is of type F4 and is shown in Figure 9, with ordered
multiplicities 1, 1, 4, 4. If we remove one simple root, the remaining diagram will represent 4 kinds of
symmetric spaces: Y1 = SO
∗(12)/U(6), Y2 = H
2 × SU∗(6)/Sp(3), Y3 = H
5 × SL(3,R)/SO(3), and Y4 =
SO0(3, 7)/SO(3) × SO(7). We compute that the dimensions of Yi × R are 31, 17, 11 and 28 respectively. So
the splitting rank is 31 and the gap is 3.
Case of E−24
8
/E7 × Sp(1): the Dynkin diagram is of type F4 and is shown in Figure 9, with ordered
multiplicities 1, 1, 8, 8. If we remove one simple root, the remaining diagram will represent 4 kinds of
symmetric spaces: Y1 = E
−25
7
/E6 × U(1), Y2 = H
2 × E−26
6
/F4, Y3 = H
9 × SL(3,R)/SO(3), and Y4 =
SO0(3, 11)/SO(3) × SO(11). We compute that the dimensions of Yi × R are 55, 29, 15 and 34 respectively.
So the splitting rank is 55 and the gap is 21.
Case of F4(C)/F4: the Dynkin diagram is of type F4 and is shown in Figure 9, with multiplicities 2 for
all simple roots. If we remove one simple root, the remaining diagram will represent 3 kinds of symmetric
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Figure 10. Dynkin diagram of type G2
spaces: Y1 = Sp(3,C)/Sp(3), Y2 = Y3 = H
3 × SL(3,C)/SU(3), and Y4 = SO(7,C)/SO(7). We compute that
the dimensions of Yi × R are 22, 12 and 22 respectively. So the splitting rank is 22 and the gap is 10.
Case of G2
2
/SO(4): the Dynkin diagram is of type G2 and is shown in Figure 10, with multiplicities 1 for
both simple roots. If we remove one simple root, the remaining diagram will represent the only symmetric
space: H2. So the splitting rank is 3 corresponding to the totally geodesic submanifold H2 × R. Notice this
space is of rank two so it does not satisfy the condition of Proposition 2.7.
Case of G2(C)/G2: the Dynkin diagram is of type G2 and is shown in Figure 10, with multiplicities 2 for
both simple roots. If we remove one simple root, the remaining diagram will represent the only symmetric
space: H3. So the splitting rank is 4 corresponding to the totally geodesic submanifold H3 × R. Notice this
space is of rank two so it does not satisfy the condition of Proposition 2.7.
This verifies all cases, and completes the proofs of both Theorem 2.4 and Proposition 2.7.
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