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1. TNTR~OUCTION 
A second-order algebraic differential equation of degree n is given by 
wz, y, Y’, .Y”) = 0, (*I 
when @(z, y, y’, y”) is a polynomial in y, y’, y” of degree n in y” and its 
coefficients are meromorphic functions of a complex variable z. As to 
whether the solutions of (*) are free of movable critical points, much has 
been published for the case n = 1; but, the only interesting result known for 
n 3 2 is a discovery of ours to be presented in Corollary 6.5 with the aid of 
Theorems 2.2 and 2.3. 
Before describing our result for n = 2, we note that: if n = 1, then (*) can 
be written as 
Y” =f(z, Y, Y’h (**) 
where f’(z, y, y’) is a rational function of y and y’ whose coefficients are 
meromorphic functions of z. Information about those equations (**) whose 
solutions are free of movable critical points can be found in many 
publications among which [34, pp. 317-3551 of E. L. Ince and [IO] of F. J. 
Bureau provide excellent perspective. (In [ 111, F. J. Bureau similarly 
studied third-order algebraic differential equations of the first degree.) 
Because of their close relationship with (**), systems of the form 
u’ = g(z, u, II) and 
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u’ = h(z, 24, II) (***) 
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have been extensively investigated when g(z, U, u) and h(z, U, a) are 
polynomials in u and v whose coefficients are meromorphic functions of z. 
Various systems (*a*) whose solutions are free of movable branch points 
are related to canonical forms for (**) in [36] by T. Kimura and 
T. Matuda. 
Our results for n = 2 are based on a thorough examination of Paul 
Appell’s research in [IS] about differential equations of the form 
a(z) y”’ + b(z) y”y’ + c(z) y”y + d(z) y’2 + e(z) y’y +f(z) y2 = 0, (1.1) 
where u(z),..., f(z) are meromorphic functions of a complex variable z on a 
region Sz of the complex plane, the left member Q(z, y, y’, y”) of (1.1) has 
no nontrivial factorization, and Q(Z) & 0. As one of several interesting new 
results, we found that Paul Appell’s condition for solvability of (1.1) is a 
necessary and sufficient condition for (1.1) to have its solutions free of 
movable branch points in the precise sense of [S; pp. 91, 1121. While the 
sufficiency will be obvious, the necessity requires a novel argument. We 
shall prove that Paul Appell’s condition for solvability of (1.1) is equivalent 
to a new condition involving the divisibility of one polynomial by another. 
Then, we shall show that analogous conditions can be applied to 
irreducible first-order algebraic differential equations of the second degree. 
In this way, we shall obtain a convenient and constructive necessary and 
sufficient condition for the solutions of such equations to be free of 
movable branch points. This result in Theorem 6.2 is a considerable 
improvement over previous formulations. 
Suppose a given algebraic differential equation @ = 0 has meromorphic 
coefficients on a region Q of the complex plane. If all the branch points in 
L2 of local solutions of @ =0 on corresponding open subsets of Sz are 
collected to form a set Vbr, then the solutions of Cp = 0 are said to be free of 
movable brunch points when Vbr contains no interior points [S, 
pp. 91, 1121. If all the singular points (critical points, poles, etc.) in Sz of 
local solutions of @ = 0 on corresponding open subsets of Q are collected 
to form a set V,, then the solutions of @ = 0 are said to be free of movable 
singularities when V, contains no interior points. Similarly, the solutions of 
@ = 0 are said to be free of movable critical points, or free of movable poles, 
or free of movable essential singularities when corresponding sets V,,, or 
V p0, or V,, have no interior points. Corollary 6.5 contains the new result 
that: if the solutions of (1.1) are free of movable branch points, then they are 
free of movable singularities. 
Equation (1.1) first appeared in Paul Appell’s work. He used it to 
illustrate how the nonsingular solutions of a nonlinear differential equation 
of order m can sometimes be obtained by solving a homogeneous linear 
differential equation of order m + 1. His general procedure was formulated 
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in [3] and it was restricted exclusively to (1.1) in [2, 4, 51. His procedure 
is applicable to (1.1) when 
cecz, Y? Y’, Y”))’ + 4z) Qb, Y? Y’, Y”) 
= uz, Y, y’, Y”) w, y, Y’, y”, Y”‘), (1.2) 
for some meromorphic function L(z) on Sz and some polynomials U, L 
homogeneous and linear in y, y’, y”, y”’ with meromorphic coefficients on 
52. The most difficult part of Appell’s research about (1.1) is the method he 
developed in [S] to characterize the equations (1.1) which satisfy (1.2). He 
showed in [S, p. 4131 that (1.2) occurs if and only if 
4a(z) d(z) - (b(z))2 & 0, K=C, and J= c2+ cz, (1.3) 
for some constant C, where Z, J, K are defined in [S, pp. 402-4031 by 
explicit formulas involving exponentials of integrals of rational functions of 
a(z) )...) a’(z) )... Paul Appell’s research [2-51 for ( 1.1) appeared during 
1887-1889. In [19] of 1903, D. R. Curtiss derived the same formulas for 
Z, J, K by using a different argument. Other information about (1.1) occurs 
in [61, 62, 13, 14, 15, 64, 58, 591. However, there have been no published 
improvements of Paul Appell’s very interesting results. 
We are pleased to announce that (1.3) can be replaced with a simple 
condition. Namely, Theorem 2.2 establishes that (1.2) occursfo~ (1.1) if and 
only if 
A, & 0 and z, 3 I, = 0, (1.4) 
where 
A2=4ad-b2, A,r4ae-2bc, A,-4af -c2, 
Z,=2cAs-bA,A,-4aA2A,+2aAg+2aA;A,-2aA,A;, 
I, = cA2 A, - 2bA, A, + 2aA, A, + 2aA; A, - 2aA, Al. 
Moreover, if(1.4) is satisfied, then n for (1.2) is unique and 
We can write any equation (1.1) in the equivalent form 
(2~2~” + by’ + cy)’ + Az y” + A, y’y + A4 y2 = 0. (1.5) 
Setting D = A: - 4A, Aq, we must have D f 0 because Q( y, y’, y”) has no 
nontrivial factorization. As a remarkable new result in Theorem 2.3, the 
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equations (1.1) which satisfy (1.2) correspond to the equations (1.5) having 
A2 sk 0, 
and 
(1.6) 
(1.7) 
Thus, all the equations (1.1) which satisfy (1.2) can be obtainedfrom (1.5) 
by selecting a, AI, A3, A, us any meromorphic functions such that a & 0, 
A, & 0, D ~6 0 and then defining b and c by (1.6) and (1.7). 
Paul Appell showed in [S] how, when (1.2) occurs, suitable linear com- 
binations of any three linearly independent solutions of the third-order 
homogeneous linear differential equation L(z, y, y’, y”, y”‘) = 0 can be 
selected to yield linearly independent elements u,, uq, u3 such that all the 
nonsingular solutions of ( 1.1) are given by 
y(z) = h2u,(z) + hku,(z) + k2u3(z), (1.8) 
where h and k are constants not both zero. 
The problem of solving (1.1) when (1.2) occurs is reduced in Corollary 4.9 
to the problem of solving a Riccuti differential equation and a first-order 
homogeneous linear differential equation. Because of their simplicity, our 
explicit formulas giving suitable u i , u2, u3 for (1.8) may be useful for other 
research. Now we can add the equations (1.1) satisfying (1.2) to the list of 
nonlinear second-order differential equations for which the main obstacle 
in obtaining their solutions is the solving of a second-order homogeneous 
linear differential equation. Other equations having this property appear in 
[48, p. 35, (l)] (or [59, Satz2]) and [Sl, 60, 30, 25, 54, 551. 
The details needed to specify (1.8) for (1.1) when (1.2) occurs are scar- 
cely increased when the same procedure is used to obtain. solutions like 
y(z) = (h*uJz) + hku,(z) + k2u3(z))” 
for a modification of (1.1). Thus, we shall deduce Corollary 4.9 from a 
more general result in Theorem 4.8. 
In Corollary 6.5 we shall establish the new result that: 
( 1.1) has its solutions free of movable brunch points if and only if it satisfies 
(1.2). And, (1.1) satisfies (1.2) if and only if its solutions are free of movable 
singularities. Except for this, the observations of P. Painlevb in [48, 
pp. 65-671 and E. L. Ince in [34, p. 3171 remain valid. In other words, 
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nothing else of interest is known about the absence of movable singularities 
for the solutions of second-order algebraic differential equations of degree n 
(in y”) when n > 2. As we noted earlier, this contrasts sharply with the case 
n= 1. 
The nonlinear differential equation 
a(z) WI2 + b(z) ww’ + c(z) w’ + d(z) w2 + e(z) w +f(z) = 0, (1.9) 
whose left member Q(z, 1, w, w’) is obtained from ( 1.1 ), also deserves our 
attention. It is a first-order algebraic differential equation of the second 
degree (in w’). As early as 1878, N. Alexeeff gave a method in [ 1 ] to make 
the solving of (1.9) depend on the solving of a first-order algebraic differen- 
tial equation of the first degree. In [20] of 1894, G. Darboux presented 
problems that require solutions of (1.9) when c z e E 0. And, in [21] of 
1896, G. Darboux gave a simple method to replace such an equation with a 
corresponding first-order algebraic differential equation of the first degree. 
In [44] of 1936, D. S. Mitrinovitch extended the method of Darboux to 
the general class of the equations (1.9). G. Darboux’s work also inspired 
numerous special results about (1.9). Among them appear [49, 31, 50, 261. 
However, the principal contributions are in [21, 44, 29, 18). 
In 1934, Georg Hamel derived differential invariants for (1.9) in [29], 
and he used them to investigate the situation where there exist 
meromorphic functions rx,,(z),..., c(~~(z) and a nontrivial relation 
cr,,w~+2a,,Cw+2c(,,w+a,2C~+2C123C+C(33=0 (1.10) 
whose solutions are solutions of (1.9) for each constant C. We set aji 3 ali 
so (1.10) specifies a 3 x 3 matrix [aij]. The arguments given in [29, 
pp. 82-951 show that if there exists some nontrivial relation like (1.10) 
whose solutions satisfy (1.9) for each constant C, then the same is true for 
some relation (1.10) having det[aU] g 0, sill ~0, and either cl12 r0 or 
cc,3 = 0. 
Directly from [ 18, Theorems 4, 5,6], we find that if five distinct 
solutions of (1.9) and live corresponding constants satisfy a relation (1.10) 
in which det[aV] & 0, a,, = 0, and dither ~1,~ = 0 or a13 = 0, then 
(Q(z, 1, w, w’))’ + p(z) Q(z, 1, w, w’) = Lb, w, w’) L,(z, w, w’, 4, (1.11) 
for some meromorphic function p(z) and some polynomials L1, Lz linear in 
w, w’, w” with meromorphic coefficients. 
Condition (1.11) for (1.9) first appeared in [ 181. There, we proved that 
when (1.9) satisfies (l.ll), the nonsingular solutions of (1.9) can be found 
by solving one or two first-order linear differential equations. A simple con- 
dition equivalent o (1.11) is established as a new result in Theorem 2.4. The 
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equations (1.9) that satisfy (1.11) are specified explicitly in Theorems 2.5 and 
2.6. Corollary 6.7 shows that the solutions of (1.9) are free of movable branch 
points if and only if (1.9) satisfies (1.11). And, (1.9) satisfies (1.11) if and 
only if its solutions are free of movable singularities. 
In 1884 Lazarus Fuchs presented in [23] (or [24]) what appeared to be 
a necessary and sufficient condition for an irreducible first-order algebraic 
differential equation of degree n 3 1 to have its solutions free of movable 
branch points. Letting p denote the genus of any such equation whose 
solutions are free of movable branch points, L. Fuchs established in [23] 
(or [24]) that if p = 0, then the differential equation can be transformed to 
a Riccati differential equation. Continuing the same reasoning in [52] of 
1884 and [53] of 1885, Henri Poincare showed that if p = 1, then the dif- 
ferential equation can be transformed to an elliptic differential equation. He 
also gave details in [53] for the case p 2 2. 
M. J. M. Hill and A. Berry pointed out in [32] that all the statements of 
L. Fuchs’ theorem published before 1910 were incorrect. They supplied two 
additional conditions that L. Fuchs had overlooked. The corrected theorem 
with a detailed proof appears in the treatise [34, pp. 304-3111 of E. L. Ince. 
It is essential for our proof of Theorem 6.2. Next, we shall introduce a 
suitable context for its formulation as Theorem 1.1. 
A first-order algebraic differential equation of degree n > 1 is given by 
fO(z,W)(w+f~(Z,W)(W’)n-l+ ... +f,(z,w)=O, (1.12) 
when fO(z, w),..., fJz, w) are polynomials in w whose coefficients are 
meromorphic functions of a complex variable z on a region 52 of the com- 
plex plane and when fO(z, w) & 0. We let E, denote the field of 
meromorphic functions defined on 0 and we let & denote an algebraic 
closure ([39, p. 2761 or [9, p. 911) of E,. To say the left member 
P(z, w, w’) of (1.12) is irreducible over E, means that whenever P(z, w, w’) 
is expressed as a product of two polynomials in w and w’ with coefficients 
from E,, one of the factors has degree zero in both w and w’. (Throughout, 
irreducible is used only to connote having no nontrivial factorization.) The 
partial derivative of P(z, w, w’) with respect o w’ is given by 
S(z, w, w’) = nfO(z, w)(w’)“- ’ + . . . + f,- 1(z, w). 
The p-discriminant D(z, w) in [34, pp. 30431 l] may be defined as the 
resultant [39, p. 2071 obtained from P(z, w, p) and S(z, w, p) by regarding 
them as polynomials in p. In particular, D(z, w) is a polynomials in w 
whose coefficients belong to E,. 
Whenever the degree of D(z, w) in w is s 2 1, there is a factorization 
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in which p, ,..., ps are elements in En and A is a nonzero element in E,. 
When n 2 2 andf,(z, p) & 0 - O(z, p), there is at least one element c in E, 
such that (x - <)* divides P(z, p, X) when considered as polynomials in X 
over En. The irreducibility of P(z, w, w’) over En yields P(z, p, X) & 0. 
Suppose q(z) and w(z) are analytic functions on a nonvacuous open 
subset U of D such that 
and 
w, rl(z)) =0, for each z in U, (1.13) 
(X-w(z))’ divides P(z, q(z), X), (1.14) 
when viewed as polynomials in X over the field of meromorphic functions 
defined on U. Then, except possibly at isolated points of $2 that are 
specified by the coefficients in E, off,(z, w),..., fn(z, w), each point z0 in U 
is contained in some open subset U, of U relative to which there is a 
Puisseux series 
p=o(z)+c,(z)(w-~(z))k’“+Ck+,(Z)(W-~(Z))(k+l)’~+ . ..) (1.15) 
where: k and u are positive integers; ck(z), ck + 1(z),... are analytic functions 
on U,; c,Jz) # 0 for z in U,; for each fixed z in U,, there is a neighborhood 
N,(q(z)) of q(z) such that (1.15) converges and satisfies P(z, w, p) = 0 for w 
in NJ?(z)); and, a is the least positive integer for which the preceding is 
satisfied. Due to the minimality of ~1, (1.15) is branched for w about q(z) if 
and only if u > 2. 
Suppose the degree off,(z, w) in w satisfies 
deg,(f& ~1) = 0. (1.16) 
Then, (1.12) can be written as 
(w’)” + l)l(Z, w)(w’),- l + . . . + l),(z, w) = 0, (1.17) 
where tii(z, w) is a polynomial in w over E, whose degree in w is the same 
as that of fj(z, w) for i = l,..., n. Under the substitution 
w=l/W and w’ = - W/( WZ), (1.18) 
(1.17) is transformed into 
(w’y- W2$,(z, w-l)(w’)n-l+ ‘.a +(-l)“w*n$,(z, W-1)=0. (1.19) 
The coefficients of the powers of FV’ in (1.19) are polynomials in W if and 
only if 
dwA.fXz, WI) G 2i, for i=1,2 ,..., n. (1.20) 
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Suppose (1.20) is also satisfied, let r(t, W, IV’) denote the left member of 
(1.19), let d(z, W) denote its p-discriminant, suppose W divides d(z, W), 
and let w(z) be an analytic function defined on some nonvacuous open 
subset U of Q such that 
(X-o(z))* divides T(z, 0, X), (1.21) 
as polynomials in X over the field of meromorphic functions defined on U. 
Then, except possibly at isolated points of Q that are specified by the coef- 
ficients in En off,(z, w),...,f,(z, w), each point z0 in U is contained in some 
open subset U, of U relative to which there is a Puisseux series 
p=w(z)+c,(z) Wk’m+Ck+l(Z) vk+l)ia+ ‘..) (1.22) 
where k and a are positive integers; c,(z), ck+ L(z),... are analytic functions 
on UO; c,(z) # 0 for z in U,,; for each fixed z in U,, there is a neighborhood 
N,(O) of 0 such that (1.22) converges and satisfies T(z, W, p) = 0 for W in 
N;(O); and, a is the least positive integer for which the preceding is 
satisfied. Due to the minimality of a, (1.22) is branchedfor W about 0 if and 
only if a > 2. 
To say z0 in Sz is a branch point of some local solution of ( 1.12) means 
there is a deleted neighborhood 
N*(z,)= {z:O< (z-z01 <r} 
of z0 contained in 52 and there is an analytic function w(z) defined on a 
nonvacuous open disc N contained in N*(z,,) such that the coefficients of 
fO(z, w),..., fn(z, w) are analytic on N*(z,); 
P(z, w(z), w’(z)) = 0, for each z in N; 
w(z) can be analytically continued along any path from N contained in 
N*(z,,); and, analytic continuation of w(z) in N*(zO) one time around z0 
does not lead back to w(z) on N. For such a branch point zO, if analytic 
continuation of w(z) m + 1 times around z0 in N*(zJ does return to w(z) 
on N, then z0 is said to be an algebraic branch point of w(z). The order of 
an algebraic branch point z0 of W(Z) is the least such positive integer m. 
Let V,, be the subset of S2 such that z0 in Q belongs to V,, if and only if 
z0 is a branch point of some local solution of (1.12). The solutions of (1.12) 
are free of movable branch points (relative to 8) if and only if there are no 
interior points in V,,,. Let V,,, be the subset of G? such that z0 in S belongs 
to V,,, if and only if z0 is an algebraic branch point of some local solution 
of (1.12). 
505/68/l-6 
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THEOREM 1.1. (L. Fuchs and others). Suppose the left member of 
( 1.12) is irreducible over En. Then, the solutions of (1.12) are free of 
movable branch points if and only if (1.12) satisfies each of the six conditions 
(A), (B), (CL (A'), 00 (C') thatfollow. 
(A) Restriction (1.16) is satisfied. 
(B) For any analytic functions n(z), o(z) on some open subset of 52, zf 
the contextfor (1.13), (1.14), and (1.15) is satisfied by n(z), w(z), and some 
branched Puisseux series (1.15), then q’(z) z o(z). 
(C) If analytic functions n(z), o(z) and a branched Puisseux series 
satisfy the context for (1.13), (1.14), and (1.15) with CI minimal, then 
k>a--1. 
(A’) Restriction (1.20) is satisfied. 
(B’) Suppose (A) and (A’) are satisfied and use ( 1.18) to transform 
(1.12) into (1.19). For any analytic function w(z) on some open subset of Q, 
if the p-discriminant of (1.19) is divisible by W and tf the context for (1.21) 
and (1.22) is satisfied by o(z) and some branched Puisseux series (1.22) then 
w(z) = 0 and therefore the two polynomials 
(-1)“-‘w2n-21c/,~,(z, W-l), (-l)“W%j”(Z, W-1) 
in W that appear as the last two coefficients in (1.19) are each divisible 
by W. 
(C’) Suppose (A) and (A’) are satisfied and use (1.18) to transform 
(1.12) into (1.19). For any analytic function o(z) on some open subset of 1;2, 
tf the p-discriminant of (1.19) is divisible by W and tf the context for ( 1.21) 
and (1.22) is satisfied by w(z) and some branched Puisseux series (1.22) with 
LX minimal, then k z LX - 1. 
Moreover, the points of V,,, not in Vat are isolated points of Q. 
Proof: The proof given by E. L. Ince in [34, pp. 304-31 l] is directly 
applicable. 
An observation about (B) is appropriate. Namely, suppose the 
hypothesis of (B) is satisfied. Then, (1.14) shows that the conclusion 
q’(z) E o(z) always implies q(z) is a local solution of (1.12). For n > 2 in 
(1.12), the hypotheses (1.13) and (1.14) may be satisfied by some local 
solution q(z) of (1.12) and some o(z) even though n’(z) f o(z). When the 
hypothesis of (B) is satisfied for n = 2 in (1.12) then the conclusion 
q’(z)zo(z) is clearly equivalent to the condition that q(z) be a local 
solution of (1.12). This is important for Theorem 6.2. 
L. Fuchs presented each of (A), (B), (C), (A’) in [23] of 1884. He 
overlooked (B’) and (C’). Painlevt’s study of first-order algebraic differen- 
tial equations in [45547] strongly influenced later investigations such as 
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those of J. Malmquist in [4042]. But, P. Painleve discontinued his 
research well before 1910, when M. J. M. Hill and Arthur Berry first noted 
in [32] the error in omitting (B’) and (C’). That P. Painleve was familiar 
with L. Fuchs’ research in [23] and found no inconsistency between it 
(with (B’) and (C’) missing) and his own work is indicated by the referen- 
ces he made to [23] in his publications [45, pp. 10-11; 47, p. 9 of 
Introduction; 48, pp. 3-41. Thus, both L. Fuchs and P. Painleve gave insuf- 
ficient attention to the type of branch point z0 of a local solution w(z), 
where w(z) + co as z --+ z,,. 
Numerous incorrect results about Theorem 1.1 were published both 
before and after the appearance in 1927 of E. L. Ince’s careful treatise [34]. 
For example, [64, 38, 573 refer to the presentation of Theorem 1.1 in [27, 
p. 781 of 1950 or its translation [28, p. 573 of 1958. This formulation is 
unusually inaccurate. In particular, it omits the hypothesis of irreducibility, 
it omits (B’) and (C’), and it replaces (B) with the simple statement hat: 
each root of the p-discriminant must be a solution of (1.12). Our Exam- 
ple 5.1 shows the latter to be incorrect. Namely, the solutions of (5.1) are 
free of movable branch points (though they have movable poles) and the 
double root of the p-discriminant for (5.1) is not a solution of (5.1). 
M. Matsuda presented in [43] an elegant algebraic formalism for 
Theorem 1.1 and other classical results about first-order algebraic differen- 
tial equations. A. E. Eremenko provided additional interesting information 
in [22]. However, when their context is specialized to yield a result 
equivalent to Theorem 1.1, their conditions are as difficult to apply to 
(1.12) as those stated in Theorem 1.1. 
For an irreducible first-order algebraic differential equation of the second 
degree to have its solutions free of movable branch points, Theorem 1.1 
shows that, apart from other conditions, it must have the form 
a,(z) WI2 + (u*(z) w2 + UJZ) w + u‘$(z)) w’ + (US(Z) w4 
+ us(z) w3 + u,(z) w* + us(z) w + ug(z)) = 0, 
in which al(z) $ 0. 
(1.23) 
N. S. Kolesnikova and N. A. Lukashevich gave a sufficient condition in 
[38] for any differential equation of the form (1.23) to have its solutions 
free of movable branch points. Their condition [38, Formula (13)] consists 
of six polynomial relations involving u,(z),..., +(z) and u;(z),..., u;(z). 
However, as we shall see in Section 6, their condition is far from necessary. 
Our Theorem 6.2 provides the first useful method to decide whether any 
given irreducible dgferentiul equation (1.23) has its solutions free of movable 
brunch points. It has fundamental importance. 
Section 7 presents the best methods for solving the irreducible dSfferentiu1 
equations (1.23) whose solutions are free of movable branch points. Our 
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research in [ 161 was planned for this purpose. The main previous con- 
tributions were made by L. Fuchs in [23] (or [24]), by H. Poincari in 
[52, 533, by P. Painled in [45547], and by A. Cahen in [123. The results 
in Section 7 provide an excellent check on the correctness of Theorem 6.2. 
The research [4547] of P. Painlevt has been frequently cited in abstruse 
investigations as if it gave a satisfactory solution to the problem of specify- 
ing all the irreducible differential equations (1.23) whose solutions are free 
of movable branch points. This general impression has persisted because 
the results in [45547] are not explicit enough for there to be any obvious 
inconsistency between them and the case n = 2 of Theorem 1.1. However, 
one can check that neither [45547] nor any other publication has con- 
ditions for (1.23) like (6.3) and (6.4) of Theorem 6.2. Together, (6.3) and 
(6.4) are equivalent to (B’) in Theorem 1.1 when n = 2. 
Simple formulas involving arbitrary meromorphic functions as parameters 
will be given in Section 8 to explicitly spectfy the coefficients of the 
irreducible differential equations (1.23) whose solutions are free of movable 
branch points. The novelty of these results is due to Theorem 6.2. They will 
play a role for (1.23) analogous to that of (1.5), (1.6), and (1.7) for (1.1). 
Namely, the differential equations (1.1) whose solutions are free of movable 
branch points are given by (1.5), (1.6) and (1.7). These formulas for (l.l), 
the corresponding formulas in Section 8 for (1.23), and the conditions in 
Theorem 6.2 all have a global character under analytic continuation that 
contrasts sharply with the local character of (B), (C), (B’), (C’) in 
Theorem 1.1. This deserves further comment. 
Suppose @J = 0 is an algebraic differential equation whose coefficients are 
from Ea. By multiplying Qi = 0 with a suitable analytic function on 52, we 
may assume the coefficients of @J =0 are analytic functions on G? 
Nevertheless, we may wish to initially restrict the extent of B so that, in 
addition to the coefficients of Q, = 0, some m elements have analytic 
branches s, ,..., s, on Q. (For example, see Case I of Section 7, where m = 5 
and s, ,..., sg are rl, r2, r3, r4, 4.) Then, by considering any region Q, in the 
complex plane having a nonvacuous intersection with Q such that all the 
coefficients of @ = 0 and all the components of S= (So,..., s,) can be 
analytically continued from 52 to Sz,, we obtain a corresponding differential 
equation @, = 0 and a corresponding sequence S, relative to a,. Similar 
analytic continuations give a family 
each member of which can be obtained from (@, S, Q) by a finite number 
of direct analytic continuations such as from Q,, = B to some IR1, from Q, 
to some QR2,..., and from QR,- 1 to Sz,. (Of course, each S, is vacuous if 
m = 0.) Moreover, if @ = 0 is (1.1) or (1.23), then each of our conditions for 
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the absence of movable branch points is preserved under direct analytic 
continuations. Therefore, when @ = 0 is (1.1) or ( 1.23), Gs = 0 has its 
solutions free of movable branch points (relative to sZB) if and only if CJ = 0 
has its solutions free of movable branch points (relative to a). 
2. THE COEFFICIENT DOMAIN AND ESSENTIAL IDENTITIES 
The set En of meromorphic functions defined on a given region B of the 
complex plane forms a field in which both 1 + 1 and 1 + 1 + 1 are nonzero. 
Of course, the operation of differentiation obeys familiar rules. Our results 
in Sections 2, 3, and 4 require only these properties of the coefficient 
domain. A change of notation will clarify the essentials. 
Henceforth, let E, be any field in which 1 + 1 # 0 # 1 + 1 + 1 and for 
which there is a derivation denoted by ‘. Analogous to differentiation, a 
derivation ’ of E, is a rule which assigns to each element a in E, a unique 
element a’ in E, such that (a + 8)’ = a’ + 8’ and (a/3)’ = a’fl + a/?‘, for all 
a, /I in E,. An algebraic closure i?, of E, is a field containing El as a sub- 
field such that: (i) for each element y in E,, there is a unique polynomial 
p,(X)=x”+alx”-‘+ ... +a, 
over E, of minimal degree n 2 1 having y as a root; and (ii) any 
polynomial of positive degree in a single variable over E, has at least one 
root in E,. An algebraic closure E, of E, is known to exist ([9, p. 911 or 
[39, p. 2761). Let E, be the set of those elements y in E, for which p,(X) 
has no multiple root in I!?, . Then, Ez is a subfield of E, and E, is a subfield 
of EZ. Moreover, there is a unique way [9, pp. 139-1401 to extend the 
derivation ’ of E, to a derivation of E, (that we also denote by ‘). For us, 
the main feature of E2 is that each element of E, has a square root and a 
cube root in E2. Thus, quadratic, cubic, and biquadratic polynomials in a 
single variable over E, have roots in E,. 
For any polynomial g(X) = C; = ,, Bk Xk over E,, we set 
g(l)(X)= f k/9,xk-’ and gD(X)= f jl;xk. (2.1) 
k=l k=O 
This notation shows how the derivation of E, uniquely specifies the 
derivation of EZ. Namely, let y be any element in Ez and let g(X) be p,(X). 
Then, the coefficients of g(X), g(‘)(X), g”(X) belong to El, g(y) = 0, 
d”(y) Z 0, (g(‘)(y)) Y’ + P(y) = My))’ = 0, and Y’ = - gD(y)/g’%). 
The set %I of constants of E, consists of those elements a in El such that 
a’ = 0. The set y of constants of E2 consists of those elements y in E2 such 
that y’ = 0. Short arguments establish the following facts. %I is a subfield of 
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E, . %$ is a subfield of Ez. %?, is a subfield of &. Each element of SZ is a root 
of some nonzero polynomial in a single variable over %?, . Quadratic, cubic, 
and biquadratic polynomials in a single variable over ‘lk; have roots in $$. 
EXAMPLE 2.1. Let El be the field E,. Then, E, is an algebraic closure 
E, of ER, %, can be identified with the field of complex numbers, and 
‘ik; = %?, . 
In the terminology of [37], E, may be any ordinary differential field 
whose characteristic is unequal 2 or 3. The restriction char # 2 is essential. 
The restriction char # 3 is made for Theorem 3.1, for Propositions 3.3, 4.1, 
4.3, 8.1, 8.2, and for Cases I, II in Section 7. 
In Proposition 3.4, we shall show that there exist two subsets 
{ y, w, w’, w” )... > and { Y, Y’, Y”, Y”‘,... > 
of a ring extension Ye of Ez such that each of these two subsets is 
algebraically independent over E, while 
Y’ = YW, y” = y( w’ -t w2), y”’ = y( w” + 3ww’ + wq,... . (2.2) 
Our primary interest is the differential equation Q(y, y’, y”) = 0, where 
Q(y, y’, y”) = uy”* + by”y’ + cy”y + d~‘~ + ey’y + fy2, (2.3) 
for a ,..., fin E, and a # 0. To study Q( y, y’, y”) = 0, we introduce 
P*(w, w’) = awl2 + 2aw2w’ + bww’ + cw’ + uw4 + bW3 + (c + d) w2 + ew + f 
(2.4) 
so that (2.3) is related to (2.4) through (2.2) by 
Q(Y, Y’, Y”) = y2P,(w, ~‘1. (2.5) 
The relationship (2.5) is basic for our study of Q(y, y’, y”) = 0 and its 
importance is best explained in a more general context. 
We shall consistently let P(w, w’) be defined by 
P(w, w’) = a, wf2 + a, w2w’ + u3 ww’ + u4 w’ 
+u,w4+u,w3+u,W*+ugW+ug, (2.6) 
where a, ,..., a, are elements of E, and u, # 0. For Theorem 4.8 and our dis- 
cussion here, we introduce 
H( y, y’, y”) = b, yrr2y2 + b, y”y”y + b3 y”y’y* + b, y”y3 
+ b, Y’~ + 6, ~‘~y + b, y’*y* + b, y’y3 + b, y4, (2.7) 
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where b, ,..., b9 are elements of E, and b, #O. We set 
A0 = 4a,a5 -a;, B,=4b,b,-b;, 
A, =4u,a,-2a,a,, B, =4bIb,-2b,h,, 
A2=4a,a7-2a32a4-a:, B,=4b,b,-2b,b,-b;, 
A,=4a,a,-2a,a,, B,=4b,bs-2b3b4, 
A, = 4a, a9 - a:, B,=4blb,-b:. 
When (2.7) and (2.6) are related through (2.2) by 
my, y’, Y”) = Y4m% w’), (2.8) 
we can easily verify that u, ,..., a9 and b, ,..., b, satisfy 
Ak =&, for k = 0, 1, 2, 3, 4, (2.9) 
2b, y”y’ + b, y’“y + b3 y’y’ + b4 y3 = y3S(w, w’), (2.10) 
where 
S(w,w’)=2a,w’+a,w2+a,w+a4. (2.11) 
Of course, an element w0 in E, is a solution of P(w, w’) = 0 if and only if 
P( wO, wb) = 0. Since S(w, w’) is the formal partial derivative of P(w, w’) 
with respect o w’, a solution w0 in E, of P(w, w’) = 0 is a singular solution 
of P(w, w’) = 0 if and only if S(wc, wb) = 0. The left member of (2.10) is the 
formal partial derivative of N(y, y’, y”) with respect to y”. Thus, when 
(2.7) and (2.6) are related through (2.2) by (2.8), a nonzero element y0 in 
Ez is a solution of Hf y, y’, y”) = 0 if and only if the element w0 = yyyO is a 
solution of P(w, w’) = 0. And, y, is a singular solution of H( y, y’, y”) = 0 if 
and only if wg is a singular solution of P( w, w’) = 0. We always have 
4a, P(w, w’) E (S(w, w’))* + F(w), (2.12) 
where 
F(w)=A,w4+Arw3+A2w2+A~w+Aq. (2.13) 
Thus, a solution w0 in E2 of Pfw, w’) = 0 is a singular solution of 
P(w, w’) = 0 if and only if F(wO) = 0. In Theorem 4.2, we shall see that 
P(w, w’) has no nontrivial factorization over E, if and only if there is no 
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polynomial over E, whose square is F(w). For later reference, we use (2.1) 
and (2.13) to introduce 
G(w)- (a,~~+u~~+u~)~~)(~)-22a,F~(w). (2.14) 
Next, we specialize this notation to the differential equations 
Q(y, y’, y”)=O and Q(1, w, w’)=O. 
First, we consider Q(y, y’, y”) = 0. Set H(y, y’, y”) E y’Q(v, y’, v”). 
Then, to satisfy (2.8), we must specialize P(w, w’) to be P,(w, w’). Our 
corresponding formulas are 
4aP*(w, w’)-(S*(w, w’))‘+F*(w), (2.15) 
S*(w, w’) = 2uw’ + 2uw2 + bw + c, (2.16) 
F*(w)-A,w2+A,w+A,, (2.17) 
A2=4ud-b2, A,=4ue-2bc, Aq=4uf -c2, (2.18) 
and A,, = A, =O. We shall find that (2.15) and 
4uQ(y, y’, y”) - (2uy” + by’ + qQ2 + A, y’2 + A, y’y + A, y2 (2.19) 
are essential. Using (2.2) and (2.5), we see that Q(y, y’, y”) has no non- 
trivial factorization if and only if P,(w, w’) has no nontrivial factorization. 
We have 
4A2 A, - A: = 26a(det M), (2.20) 
where A4 is the 3 x 3 matrix 
(2.21) 
Thus, as is well known for ternary quadratic forms, Q(y, y’, y”) has no 
nontrivial factorization over E, if and only if det M # 0. 
If A2=A3=A4=0, then (Q(y,y’,y”))‘+IlQ(y,y’,y”) is shown by 
(2.19) to have the nontrivial factor 2uy” + by’ + cy for any 1. 
THEOREM 2.2. Suppose at least one of A,, A,, A4 in (2.18) is nonzero 
and set 
Z0=2cA:-bA2A,-4uA2A,+2uA:+2uA;A3-2uA,A;, 
I, = CA, A, - 2bA, A, + 2uA, A, + 2uA;A, - 2uA, A;. 
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Then, (Q(y, y’, y”))’ + nQ(y, y’, y”) has a nontrivial factorization for some 
I if and only if 
A,#0 and I, = II = 0. (2.22) 
Moreover, when (2.22) is satisfied, A is unique and 
+g-(!y). 
(Details for the factorization are given in Theorem 3.5.) 
(2.23) 
Proof For our situation here, G(w) in (2.14) specializes to be G,(w) in 
(3.6). Theorem 3.5 shows that the indicated factorization occurs if and only 
if A2#0 and 
G,(w) - (4aw + 2~3, - 2~7’) F,(w) 
for some 1. However, (3.6) and (2.17) yield 
(2.24) 
A,G,(w) E (4aA,w + 2bA2 - 2aA, - 2aA;) F,(w) + (Z,w + I,). 
Thus, (2.24) occurs with A, # 0 if and only if (2.22) is satisfied and A is 
given by (2.23). This completes the proof. 
Of course, Q( y, y’, y”) = 0 uniquely specifies 
(2uy”+by’+cy)*+A,y’*+A,y’y+A,y*=O, (2.25) 
a differential equation having the same solutions. Except for a factor + 1, 
we can recover Q( y, y’, y”) = 0 from (2.25). We set D = A: - 4A2A4. 
THEOREM 2.3. The differential equation Q(y, y’, y”)=O satisfies (2.22) 
and det M#O tfand only if A,#O, DZO, 
b= 
2A;+2A3 D’ 
A 
2 
-D a, 
> 
and 
A; f 2A4 A,D’ 
C= 
A2 -2A,D a- > 
(2.26) 
(2.27) 
Proof We have det M#O if and only if D #O. Thus, (2.22) and 
detM#O are satisfied if and only if A2#0, DZO, A,Z,-2A,Z,=O, and 
2A,Z, - A3Z, = 0. When A, # 0 #D, A,Z, - 2A,Z, = 0 is equivalent to 
(2.26). When A, # 0 # D, 2A4Z,, - A,Z, = 0 is equivalent to (2.27). This 
completes the proof. 
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The differential equations Q(y, y’, y”) = 0 over E, that satisfy (2.22) and 
det A4 # 0 are obtained from (2.25) by selecting a, A *, A,, A, as any 
elements in E, for which a, AZ, D are nonzero and then defining b and c by 
(2.26) and (2.27). 
Next, let P(w, w’) be the left member Q(1, w, w’) of 
aw’2+bww’+cw’+dw2+ew+f=0. (2.28) 
We have 4aQ( 1, w, w’) E (2aw’ + bw + c)’ + F,(w) for (2.12) so that F(w) 
in (2.13) again specializes to be F,(w) in (2.17). But now, G(w) in (2.14) is 
the polynomial 
G,(w) = (2bA, - 2uA;) w* + (2cA, + bA, - 2uA;) w + (CA, - 2uA;). 
Defining M for (2.28) by (2.21), we again have (2.20). In particular, 
Q( 1, w, w’) has no nontrivial factorization over E, if and only if det A4 # 0. 
If A, = A, = A, = 0, then (Q( 1, w, w’))’ + pQ( 1, w, w’) has, for any p, the 
nontrivial factor 2uw’ + bw + c. 
THEOREM 2.4. Suppose at least one of A,, A,, A, in (2.18) is nonzero 
and set 
J,=2cA;-bA,A,-2uA2A;+2uA;A,, 
J,=cA,A,-2bA,A,-2uA2AI,+2uA;A,, 
J2=cA:-bAjAq-2uA,A&+2uA;A,. 
Then, (Q( 1, w, w’))’ + pQ( 1, w, w’) has a nontrivial factorization for some p 
if and only if 
A,#0 and Jo= J, =0 with p= 
u’+b A; 
--A,’ 
(2.29) 
U 
or 
A,#0 and A2=J2=0 with p = y-$ (2.30) 
3 
or 
A,=A,=O 
’ A:, 
with p=%-A. (2.31) 
4 
(Details for the factorization are given in Theorem 3.2 and Proposition 3.3.) 
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ProoJ Because of Theorem 3.2, the indicated factorization occurs if and 
only if 
G,(w) = (2ap - Za’) F*(w), 
for some ,u. When A, # 0, we use 
(2.32) 
A2Go(w)-(2bA2--2uA;)F,(w)+(J,w+J,) 
to see that (2.32) occurs if and only if (2.29) is satisfied. When A, = 0 and 
A,#O,weuseA,G,(w)-(bA,-2aA;)F,(wf+J,toseethat(2.32)occurs 
if and only if (2.30) is satisfied. Finally, when A, = A3 =0, we use A4 #O 
and AdGo( (-2aAk)F*(w) to see that (2.32) occurs if and only if 
(2.31) is satisfied. This completes the proof. 
Of course, (2.28) uniquely specifies 
(2aw’+bw+~)~+A~w*+A~w+A~=O, (2.33) 
a differential equation having the same solutions. Except for a factor i: 1, 
(2.33) yields (2.28). We set D= AZ--4A2A4. 
THEOREM 2.5. The dgferential equation (2.28) satisfies (2.29) and 
det M#O $and only ifA,#O, D#O, 
b=(T-%)a, 
and 
c=($-g+ 
(2.34) 
(2.35) 
Proof: The condition (2.29) and det Mf 0 are satisfied if and only if 
A*#O, DfO, A3JO--2A2Jt=0, and 2A4J0-A,J1=O. When A,#O#D, 
ASJo-2AzJ, =0 is equivalent to (2.34). When A2 # 0 # D, 
2A,J0 - A, J1 = 0 is equivalent to (2.35). This completes the proof. 
The differential equations (2.28) over E, that satisfy (2.29) and det M f 0 
are obtained from (2.33) by selecting a, A,, AS, A4 as any elements in E, 
for which a, A,, D are nonzero and then de~ning b and c by (2.34) and 
(2.35). 
THEOREM 2.6. The differential equation (2.28) satisfies (2.30) if and only 
ifA,=O, A,#O, and 
c=($)b+Z($)‘a. (2.36) 
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Proof: When A, # 0, J2 = 0 is equivalent to (2.36). This completes the 
proof. 
The differential equations (2.28) over E, that satisfy (2.30) (and 
det M # 0) are obtained from (2.33) by setting A, = 0, selecting a, b, A,, A, 
as any elements in E, such that a # 0 # A,, and then defining c by (2.36). 
Condition (2.29) with det M # 0 is the main hypothesis of Corollary 4.6. 
Condition (2.30) is the main hypothesis of Proposition 7.1. The conclusions 
of these results show how the problem of solving the corresponding (2.28) 
can be replaced by the problem of solving first-order linear differential 
equations. 
The polynomial G,(w) and the condition that F,(w) divides G,(w) were 
first considered in [ 181. The polynomials G,(w), G(w) and the 
corresponding conditions for them are new here. 
3. CONDITIONS OF DIVISIBILITY 
THEOREM 3.1. Suppose F( w ) f 0. Then, F(w) divides G(w) if and only if 
each root of F(w) in E2 is a singular solution of P(w, w’) = 0. 
Pro@ If the degree of F(w) is zero, then both conditions are trivially 
satisfied. Suppose the degree of F(w) is positive. Let r be any root of F(w) 
in E;, let m > 1 be its multiplicity, and write F(w) E (w - r)“q( w). Applying 
(2.14) and (2.1) to this, we obtain 
Due to mq(r) # 0, (w - r)” divides G(w) if and only if S(r, r’) = 0, for 
S( w, w’) in (2.11). We use this to complete the proof. 
Throughout, we suppose { y, w, w’, w”, w”‘,... 1 is initially given as an 
algebraically independent set of elements over Et. Then, there is a unique 
way to extend the derivation ’ for E, to a derivation for the ring a of 
polynomials in y, w, w’, w”, w”‘,... over E, such that 
(yY= YW and (W’k’)J = W(k+ I), for k=O, 1,2 ,+... 
As a subring of 8, let W, be the ring of polynomials in w, w’, w”, w”’ ,... over 
EZ. The restriction to 9, of the derivation for 9 is a derivation for 8,. In 
particular, P( w, w’) and (P( w, w’))’ are elements in si?l. 
THEOREM 3.2. Suppose F( w ) f 0. Then, F(w) divides G(w) if and only if 
there is some polynomial h(w) such that (P(w, w’))’ + h(w) P(w, w’) has a 
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nontrivial factorization in B1. Moreover, when such a factorization occurs, 
h(w) is the unique polynomial over E, that satisfies 
G(w)=(2a,h(w)-2a;)F(w), (3.1) 
and, for S(w, w’) in (2.11) it yields 
(P(w, w’))’ + h(w) P(w, w’) s S( w, w’) T(w, w’, w”), (3.2) 
where 
8a: T(w, w’, w”) 
=4a,(S(w, w’))‘+(2a,h(w)-2a;) S(w, w’)+F”‘(w). (3.3) 
Proof We find that (P(w, w’))’ - w”S(w, w’) is a polynomial in w and 
w’ over E, free of w”. Therefore, P’ + hP has a nontrivial factorization (i.e., 
is reducible) in ~8’~ if and only if it is divisible by S. We use (2.12) to obtain 
4a,(P’+hP)-S(2S’+ hS-(a;/a,)S)+J, (3.4) 
where J(w, w’) E (F”‘(w)) w’ + FD(w) + (h(w) - (aila,)) F(w). Due to 
a, # 0, S( w, w’) divides J( w, w’) if and only if 
(a2w2 + a3w + a4) F(l)(w) - 2a,(FD(w) + (h(w) - (aila,)) F(w)) - 0. 
Thus, P’ + hP is reducible in $I’, if and only if h(w) satisfies (3.1). And, (3.1) 
is satisfied by some polynomial h(w) if and only if F(w) divides G(w). When 
P’+ hP is reducible in 5e,, S divides J so that J equals the product 
of S(w, w’) and F(‘)(w)/(2a,). Then, (3.4) yields (3.2) and (3.3). This 
completes the proof. 
If F(w)-0, then (3.1) (3.2) and (3.3) are satisfied by any h(w). 
PROPOSITION 3.3. For F(w) & 0, suppose F(w) divides G(w). Then, 
T( w, w’, w”) for (3.2) is linear in w, w’, w” tf and only tf a, = a5 = a6 = 0. 
Moreover, if a2 = a5 = a6 = 0, then h(w) for (3.2) is an element u in E,. 
Proof We use (3.1) to obtain h(w) zql w +q,, for some qO, q1 in E,. 
The only terms of 8a: T( w, w’, w”) in (3.3) which may cause T(w, w’, w”) to 
be nonlinear in w, w’, w” are 
(8a,a, + 4a:q,) ww’, G%a2ql + 4-4,) w3, 
and (4a,a;+2a,a3q,+2a,a,q,-2a;a2+3A,) w2. When T(w, w’, w”) is 
linear in w, w’, w”, we find that: q, = - 2a,/a,, a: = A,, the coefficients 
4a,A, and - 4a,A, of w5 in the left and right members of (3.1) are equal, 
u2 = 0, q1 = 0, A, = 0, us = 0, A, = 0, and a6 = 0. Conversely, suppose that 
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a, = a5 = a6 =O. The divisibility of G,(w) by J’,(w) in the proof of 
Theorem 2.4 shows that q1 = 0 and therefore T(w, IV’, w”) is linear in 
w, w’, IV”. This completes the proof. 
When a, = a5 = a6 = 0, we can identify P( w, w’) with the left member of 
(2.28). The equations (2.28) that satisfy det M#O and (3.2) for some 
h(w) z p are given by Theorems 2.5 and 2.6. They are the only irreducible 
equations P(w, w’) = 0 for which (3.2) occurs and T(w, w’, w”) is linear in 
w, w’, w”. Their nonsingular solutions can be obtained from the solutions of 
the second-order linear differential equation T(w, w’, w”) = 0. The 
procedure was developed in [ 18, pp. 27992811 by analogy with P. Appell’s 
results for (1.1) when (1.2) occurs. Corollary 4.6 and Proposition 7.1 repeat 
better methods found in [18]. 
We define y’, y”, y”‘,... in B by 
Y (kJ = yv,, v, = w and Vk+,=(Vk)‘+wVk, for k= 1, 2, 3 ,.... 
(3.5) 
In particular, this yields (2.2). 
PROPOSITION 3.4. The set {y, y’, y”, y”‘,...} of elements in 6% is 
algebraically independent over E2. 
Proof: For n = 1, 2, 3 ,..., set YH = {y, y’,..., y’“‘}. Any algebraic relation 
for q=(y, y’} over E, can be written as b,(y)(y’)‘+ ... +&,(y)=O, 
where each tii( y) is a polynomial in y over E,. We replace y’ with yw and 
use the algebraic independence of { y, w} over E, to deduce that tii( y) E 0 
for i = O,..., r. Thus, yI is algebraically independent over E,. 
Suppose YR is algebraically independent over E,. Then, any algebraic 
relation for YR+, over E, can be written as 
,go fji( y, y’,..., y”l))( y(‘I+ ‘))i= 0, 
where #i( y, y’,..., y”“) is a polynomial in y, y’,..., ytn) over E,. Due to (3.5), 
we have di(y, y’,..., y’“‘) = ti and y(“+ ‘) = yV,,+ 1 = yw(“) + q, where ti for 
i = O,..., r and q & 0 are polynomials in y, w,..., w(“-‘) over E,. This yields 
0 = i 5, ( i C) tyj( yw’“‘)‘) =j$o lj(W’“‘)’ 
,=O j=O 
in which 
[,= i (J <ifl’+Jyi, for j=O ,..., r, 
i = j 
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is a polynomial in y, w ,..., w(+‘) over Ez. Since { y, w ,..., wcn)} is 
algebraically independent over E,, we deduce cj = 0, tj E 0, and 
qbj( y, y’,..., y’“)) zz 0 for j = r, j = r - l,..., j = 0. Now, the algebraic indepen- 
dence of 9” over E, shows that Yn+ i is algebraically independent over E,. 
Because s/7, is algebraically independent over E, for n = 1,2,..., this 
completes the proof. 
As a subring of 9, let %?* be the ring of polynomials in y, y’, y”, y”‘,... 
over E,. The derivation ’ for W yields ( y)’ = yw = y’ and 
for k = 1, 2, 3 ,.... Thus, the restriction of the derivation for W to 9?* is a 
derivation for 9&. In particular, Q(y, y’, y”) from (2.3) and (Q(y, y’, y”))’ 
are elements in 9&. 
THEOREM 3.5. Suppose F,(w) f 0 and set 
G,(w) = (4aA,) w3 + (2bA, + 2aA, - 2aA;) w* 
+(2cA, + bA, - 2aA;) w + (CA, - 2aA&). (3.6) 
Then, for some 1, (Q( y, y’, y”))’ + lQ(y, y’, y”) has a nontrivial 
factorization in L%~ if and only if 
G,(w) = (4aw + 2al- 2a’) F,(w). (3.7) 
Moreover, (3.7) occurs if and only ifA, #O and F,(w) dioides G,(w). When 
(3.7) occurs, 1 is the unique element in E, specified by (2.23) and it yields 
(Q(Y, Y’, ~“1)’ + ~Q(Y, Y’, Y”) = WY, Y’, Y”) UY, Y’, Y”, ~“‘1, (3.8) 
where U( y, y’, y”) = 2ay” + by’ + cy and 
8a*Uy, Y’, Y”, ~“‘1 
E 4a( U( y, y’, y”))’ + (2aJ - 2a’) U( y, y’, y”) + 2A, y’ + A3 y. (3.9) 
Proof. We find that (Q( y, y’, y”))’ - y”‘U( y, y’, y”) is a polynomial in 
y, y’, y” over E, free of y”‘. Therefore, Q’ + LQ is reducible in 5& if and 
only if it is divisible by U. For S.,.(w, w’) in (2.16), the relations (2.2) yield 
U(Y, Y’, Y”) = Y2S*(W w’). 
Applying the derivation of W to (2.5), we obtain 
(Q(Y, Y’, ~‘3) + ~Q(Y, Y’, Y”) 
3 y’((P*(w, w’))‘+ (2w + n) P*(w, w’)). (3.10) 
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Thus, S,(w, w’) divides (P,(w, w’))’ + (2w + A) P.+( w, w’) in BI if and only 
if U divides Q’ + IQ in Ye,. Due to Theorem 3.2, the latter occurs if and 
only if (3.7) is satisfied. The form of G,(w) in (3.6) shows that (3.7) occurs 
if and only if A2 #O and F,(w) divides G,(w). The coefficients of w* in 
(3.7) yield I as that element in E, given by (2.23). Finally, when (3.7) is 
satisfied, we use (3.10), (3.2), (3.3), yS, = U, ySi = U’- WV, and yw = y’ 
to obtain (3.8) and (3.9). This completes the proof. 
F'ROWSITION 3.6. Suppose F(w) & 0. Then, F(w) divides (G(w))’ if and 
only if each simple root of F(w) in E, is a singular solution of P( w, w’) = 0. 
Proof: Write F(w) = (w -r)“q(w) for q(r)#O as in the proof of 
Theorem 3.1. When m = 1, w - r divides (G(w))* if and only if S(r, r’) = 0. 
When m > 2, the divisibility of G(w) by (w - r)” ~ ’ shows that (w - r)” 
divides (G(w))~. We use these observations to complete the proof. 
4. CONSTRUCTIVE METHODS 
TO SPECIFY SOLUTIONS EXPLICITLY 
When F(w) in (2.13) satisfies F(w) f 0, there is a unique representation 
F(w) = A(FAwW’z(w))*~ (4.1) 
where A is in E, , F,(w) and F2( w) are manic polynomials over E, , and 
F,(w) has no multiple roots. 
PROPOSITION 4.1. For F(w) & 0 in (2.13), set d,,(w)- F(w) and, for 
k = 1, 2, 3, let dk(w) be the manic polynomial which is a greatest common 
divisor of dk-l(w) and dill,(w). Then, AF,(w) and F*(w) in (4.1) are given 
by 
ddWMwH2 
AF1(w)- (dl(w))‘(d3(w))’ 
and I;z(w)= 
d,(w) 4(w) 
d2(w) 
Proof: We apply the Theorem of [ 171. 
The Euclidean algorithm enables us to obtain d,(w), d*(w), d,(w) and 
therefore F,(w) and F2( w) by means of a finite number of operations in El. 
PROPOSITION 4.2. Suppose F(w) & 0. Then, P(w, w’) has a nontriuial fuc- 
torization over E, if and only if F,(w) = 1. Moreover, any nontrivial fac- 
torization for P(w, w’) over E, can be rewritten as a nontrivial factorization 
for P( w, w’) over E,. 
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Proof. Suppose F,(w) = 1 and select q in E2 so that q2 = -A. Then, 
(2.12) yields the nontrivial factorization 
P(w, w’)= & 
( 1 
(St% 4 + YIF2(w))(S(w, w’) - e-2(w)) 
1 
over E,. Conversely, any nontrivial factorization for P(w, w’) yields 
P(w, w’; = Ul(W’ + 41(w))(w’ + 4*(w)), 
from which we obtain F(w) = -a:(ti,(w)--4,(w))’ and F,(w) E 1. This 
completes the proof. 
When F(w) ~0, we have P(w, w’) = (1/(4a,))(S(w, w’))‘. Thus, P(w, w’) 
is irreducible over E, if and only if F(w) f 0 and F,(w) f 1. 
PROPOSITION 4.3. Suppose P(w, w’) is irreducible over E, and F(w) has a 
multiple root 5. Then, 5 is the only multiple root of F(w), the multiplicity of r 
is either 2 or 3, and l is an element of E, that can be obtained by means of a 
finite number of operations in E,. 
Proof. The degree of F(w) does not exceed 4 and F(w) is not a perfect 
square over E2. Therefore, F(w) cannot have two distinct multiple roots or 
one root of multiplicity 4. Thus, 5 is the only multiple root of F(w) and its 
multiplicity m satisfies m =2 or m= 3. If m = 2, then d,(w)= w - <. If 
m = 3, then d2(w) = w - c. The coefficients of d,(w) and d2(w) are elements 
of E,. This completes the proof. 
For F(w) $ 0, suppose the degree of F,(w) is 1 or 2. Then, we have 
F(w) = (yw - a)(Sw - /I)(Ew - c)*, (4.2) 
for some elements a, p, y. 6, E, [ in E, such that a6 - By # 0 and either E # 0 
or [ # 0. Then, the nonsingular solutions w0 in E, of P(w, w’) = 0 are 
related by 
(4.3) 
to various solutions to in E, of R( t, t’) = 0, where 
R(t, t’)=4(aS-By)a,tt’+c,t4+c3t3+c2t2+c1t+c0, 
c4 = Za,(a’y - cry’) + a2a2 + a,ay + a4y2, 
co = 2a,(B’S - PS’) + a2/3’ + a,/?6 + a4S2, 
c2 = 2a,(a’S - as’ + j?‘y - By’) + 2a2aj? + a,(aS + By) + 2a,yS, 
c3 = (as - &)(a& - ~3, and cl = (aa - BrW - 4). 
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THEOREM 4.4. (i) For the preceding context about (4.2), an element w0 
in E, is a nonsingular solution of P( w, w’) = 0 tf and only tf it is given by 
(4.3) for some solution t, in E, of 
R(t, t’) = 0 and t(c,t2+c,)(yt2+d)#0. (4.4) 
Moreover, the correspondence ffected by (4.3) between the set of non- 
singular solutions in E2 of P(w, w’) = 0 and the set of solutions in E, of (4.4) 
is one-to-one. 
(ii) When c3 # 0, a root in E, of cj t2 + c, is a solution of R( t, t’) = 0 
tf and only tf either E = a2 = 0 or E # 0 and S(r, r’) = 0 for r = C/E. 
(iii) When y # 0, a root t, in E2 of yt2 + 6 is a solution of R(t, t’) = 0 tf 
and only if yet, = a2. 
(Since E, may be selected with considerable freedom, our use of E, in 
these formulations is not unduly restrictive.). 
Proof Statement (i) is a consequence of [ 16, Theorem 21. 
For (ii), we note that r, = r,, where 
Z-, = 2a,(c16 - ay)(c, c; - c; c3) + c:c, - c1 c2c3 + c,c:, 
F,=(a~-~y)4(2a,(.5~‘-~‘~)+a2~2+a3~~+a4~2). 
When c3 #O, we find that a root in E, of c3 t2 + c, is a solution of 
R( t, t’) = 0 if and only if f, = 0. But, we have r2 = 0 if and only if either 
E = a2 = 0 or E # 0 and S(r, r’) = 0 for r = C/E. 
For (iii), set r= 2a,(ao - t!Iy)(y’J - $7) + c402 - c,yS + c0y2. We also 
have r= a,(& - fly)’ and c,y6 - c, y” = (a6 - j?y)‘ye. Suppose y # 0 and 
yt:+6=0. We find that R(t,, t’,)=O if and only if F=(c,yo-c,y*)t,. 
This yields R(t,, t’,) = 0 if and only if y&t* = a,. 
PROPOSITION 4.5. Suppose A,=AI=O, A,#O, A$4A2A4#0, and 
suppose the roots rl, r2 of F(w) in E2 are singular solutions of P(w, w’) = 0. 
Let p and 7 in E, satisfy 
-A* 
“= 16a: 
and a2(rl - r2) T= 
4a, . 
Then, an element w0 in E, is a nonsingular solution of P( w, w’) = 0 if and 
only tf it is given by w0 = (rz ti - r, )/(tz - 1) for some solution t, in E, of 
t’+pt2+5t-p=o and t2 - 1 # 0. (4.6) 
Moreover, distinct solutions of (4.6) yield distinct solutions of P(w, w’) = 0. 
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Proof. We have I;(w)~(w-r,)(-w+r,)(4a,p)~. Set a=r2, t!?= -rl, 
y=l, 6= -1, .s=O, and I= -4 a,p. Since rl and r2 are solutions of 
S( w, w’) = 0, we obtain 
R(t, t’) = 4aI(r, - r2) t(t’ + pt2 + zt - p) 
and c,t2 + c, -4a,(r, - r2) p(t’- 1). We use Theorem 4.4 to complete the 
proof. 
COROLLARY 4.6. Suppose Eq. (2.28) satisfies (2.29). Suppose 
4u2n2+Az=Ound0’-ntI=OforsomenundtI#Oin E2. Letr,,r,bethe 
roots in E, of F,(w). Then, the nonsingular solutions w0 in E, of (2.28) are 
uniquely given by 
where C is a nonzero constant of E,. 
Proof Here, F(w) is F.,(w), and F.,.(w) divides G,(w). By Theorem 3.1, 
rl and r2 are singular solutions of (2.28). For (4.5), we take p = q/2 and 
T = 0. To find the solutions to in E, of (4.6), we set t = 1 - (l/u) for u0 # l/2 
and u = (u + 1)/2 for v,, ~0. This yields u’-vu =0 and to = 
(CB - 1 )/( C8 + 1) for nonzero constants C in E,. We use Proposition 4.5 to 
complete the proof. 
PROPOSITION 4.7. Suppose the hypothesis of Proposition 4.5 is satisfied, 
suppose u2 # 0, and suppose t,, up, up in E2 satisfy 
t; + pt; + st, - p = 0, (4.7) 
24; - (2pt, + t) up = p, (4.8) 
II; - (2pt, + T) VP = 0, and v, # 0. (4.9) 
Then, one nonsingular solution of P( w, w’) = 0 in E2 is given by 
w,=(r2tz-rI)/(tz- 1) (4.10) 
and each of the others is uniquely specified by 
w =r2(t,(u,+C~,)+l)~--I1(u~+Cv~)* 
0 (t,(u,+Cv,)+1)2-((Up+CVp)* ’ 
(4.11) 
where C is constant of ES. 
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Proof: We have p # 0, r # 0, tp # - 1, 0, 1. Since t, is a solution of (4.6), 
wp in (4.10) is one nonsingular solution of P(w, w’) = 0 in EZ. For the 
others, we set t = t,, + (l/u) and u = up + v to obtain u’ = (2~2, + z) v and 
u0 = Cu,. Now, Proposition 4.5 yields (4.11) and completes the proof. 
Of course, finding t,, up, and v, # 0 for (4.7), (4.8), (4.9) is equivalent to 
finding three distinct solutions 
t, = t,, t, = tp + (l/u,), f3 = t, + Mu, + up)) 
of the Riccati differential equation in (4.6). 
THEOREM 4.8. Suppose a,, AZ, A,, A, in E, and integers m, n are such 
that n>O, ma, #O#na,, A,#O, and D#O for D=A:--4A,A,. Set 
a2 = (Wm) aI, 
2mA; + 2nA3 D’ 
a3= -- 
WA2 D 
al, 
mA; + 2nA4 
a, = 
m-4, 
(4.12) 
(4.13) 
Let r,, r2 be the distinct roots in E2 of A, w2 + A, w + A, and suppose 
p, z, t,, up, vp, 0 in E, satisfy (4.5), (4.7), (4.8), (4.9), Bf 0, and 
2mA,9’ + nA,8 = 0. (4.14) 
Then, the nonsingular solutions in E, of 
(2a, y”y + (a2 - 2a,) y” + a3 y’y + a4 y2)2 
+A2y’2y2+A3y’y3+A4y4=0 (4.15) 
are the elements y, in E, such that 
y;; = (C*u, + CKu, + K2u3)” (4.16) 
for some constants C, K in E2 not both zero and for 
ul=eu,(t;-l), u2=2e(t;u,+t,-u,), 
u~=(e/v,)((t,u,+ 1)2-z@. 
Moreover, ul, u2, u3 are linearly independent, u: - 4u, u3 = 402 # 0, and 
X’ - u has n distinct roots in E, for each a f 0 in E,. 
Proof: For any LX # 0 in E2, na, # 0 implies x” - LY has n distinct roots in 
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E, which therefore belong to E,. Using (2.2), (2.8), and (2.9), we transform 
(4.15) into 
(2a,w’+a,w*+a,w+a,)~+A,w*+A,w+A,=0. (4.17) 
Since a3 and a4 in (4.12) and (4.13) are the special cases of (8.3) and (8.4) 
in which a, = (2n/m) a, #O, Proposition 8.3 shows that r,, r2 are singular 
solutions of (4.17). Thus, Proposition 4.7 is applicable to (4.17). Setting 
fi =v~(r*t~--r,),f*=o,(r*t,(t,u,+ 1)-r&J, 
andf,=r,(t,u,+ l)*-rluz, we write (4.11) as 
GfI + xJf2 + f3 
w”=c;g,+2cog,+g3’ 
(4.18) 
where g,, g,, g, are such that ul=ppg,, u2=2p,g2, and u3=ppg3, for 
pLp = 0/v,. We use (4.7), (4.9), and (4.14) to obtain 
(wpg,)‘- b&J-J = ct;- l)(u,/(2A,))(2mA,8’+nA38) = 0. (4.19) 
For any v in E, and for x = (vu2 - 2u,)(r, - r2)/(2u,), we apply (4.7), (4.8), 
(4.9) to deduce 
vk, g;-g;g2)+(f,g2-f2gl)=tpv~X, (4.20) 
V(g,g;-g;g3)+(fig3-f3g1)=(2fpUp+1)~~X. (4.21) 
Select v=m/n and note that x =O. Then, (4.19), (4.20), (4.21) yield 
(vc,(G gl + 2Co g2 + g3))’ = n&C&f, + 2Cof2 +&I, 
for any constant Co in E,. Thus, y, # 0 in E, satisfies yb/yo = w. for w. in 
(4.18) if and only if 
y;f = fqc;u, + c,u, + u3p, 
for some constant Ko#O in E,. There are 21rnl distinct nonzero constants 
K in E2 such that K*” = Ko. Selecting one and setting C = Co K, we have 
(4.16) in the case KfO. Since wp in (4.10) is now wp=fi/gl, the remaining 
nonsingular solutions y, in E, of (4.15) satisfy 
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and y;t = (C%,)” for some constant C # 0 in E,. This gives (4.16) when 
K = 0. For the Wronskian of U, , u2, u3, we deduce 
W(u,,w4=2p;W(gl, g,, g3)=8pz203#0. 
Also, we obtain U$ - 4u, uj = 4t12 # 0. This completes the proof. 
COROLLARY 4.9. Each differential equation Q( y, y’, y”) = 0 specified by 
(2.3) and satisfying both (2.22) and det M#O can be obtained by setting 
m = n = 1 in Theorem 4.8 and (with a2 - 2a, = 0) cancelling a factor y2 from 
(4.15). For constants C, K not both zero, its nonsingular solutions 
y, = C’u, + CKu2 + K2u3 (4.22) 
are obtained by solving the Riccati differential equation in (4.6) and thefirst- 
order homogeneous linear differential equation in (4.14). 
Proof For m = n = 1 and therefore a2 = 2a,, we note that (4.15), (4.12), 
and (4.13) reduce to (2.25) (2.26), and (2.27) respectively. We use 
Theorem 4.8 to complete the proof. 
For (4.16) and (4.22) there de not exist elements 4, Ic/ such that 
C2u, + CKu, + K2u3 = (C4 + Kt,@‘, 
because uI = #2, u2 = 2@j, u3 = $’ would require ~4: - 424, u3 = 0. 
5. THREE EXAMPLES 
Let 52 be a region of the complex plane, let E, be E, of Example 2.1, and 
select z in E, and s, q in & such that z’ = 1, s2 = 2z2 + 1, and q2 = 2z2 - 1. 
EXAMPLE 5.1. Writing [35, p. 371, (1.452)] as 
(222+1)w’2+w%‘+2zww’+(z2+2)w’+2w2+1=0, (5.1) 
we obtain F(w) = (w - (2s - 3z))( - w - (2s + 3z))( w - z)’ and 
G(w) = 4(w2 + 3z2 + 2)(w - (2s - 3z))( - w - (2s + 3z))(w - z), 
after first finding d,(w)= w-z and d2(w)=d3(w) - 1. Here, F(w) divides 
(G(w))’ although F(w) does not divide G(w). Thus, 2s - 32 and - 2s - 32 
are the singular solutions of (5.1). Selecting a = 2s - 32, j = 2s + 32, y = 1, 
6 = - 1, E = 1, and i = z for Theorem 4.4, we deduce 
R(t, t’) = -8st(2s2t’ + (s - 2z) t2 - 2st + (s + 2z)), 
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to = (z + C + s)/(z + C - s), and w0 = ( C2 + 1 - Cz)/(z + C), for the non- 
singular solutions w0 in & of (5.1). 
While the solutions of (5.1) possess movable poles, they are free of 
movable branch points. The root z of F(w) has multiplicity 2 and it is not a 
solution of (5.1) 
EXAMPLE 5.2. Replacing w with z + (l/w) in (5.1), we obtain 
S2W’2 - 4s2w2w’ - 4zww’ - w’ + 4s2w4 + 8zw3 + 3w2 = 0. (5.2) 
It hasF(w)~(-4q2)(w-r,)(w-r2)andG(w)~(-8s2w-8z)F(w), where 
rl = 1/(2s -42) and r2 = - 1/(2s +4z). Thus, r, and r2 are the singular 
solutions of (5.2). To illustrate Proposition 4.7, we select p = q/(23’) and 
z = s/(q2) for (4.5) and 
t = -(s+2z) -(s+z) 1 
P 
4 ’ up = 2st, ’ 
VP = - 
St, 
for (4.7), (4.8), (4.9). Then, wp = 0 from (4.10) is a nonsingular solution of 
(5.2). And, (4.11) yields 
z-2c 
w0=4cZ+4cz-z2+ 1’ 
for all the other nonsingular solutions in i?, of (5.2). We can substitute 
-C/2 for C to be consistent with Example 5.1. 
EXAMPLE 5.3. Equation (5.2) is related through (2.2) to 
s2y”2y2 _ (js2y”y’2y - 4zy”y’y2 - fry3 
+ 9s5'4 + 12zy’3y + 4y’2yZ = 0. (5.3) 
Thus, we have A,=A,=O, A,= -4q2, A,= -8z, A,= -1, D=16s2#0, 
and a, = s2. Taking m = - 1 and n = 2 in Theorem 4.8, we obtain 
a2 = - 4s’ and a2 - 2a, = - 6s2. Similarly, (4.12) and (4.13) yield a3 = - 42 
and a4= - 1. Thus, (5.3) satisfies the hypotheses of Theorem 4.8 with 
r, , r2, p, T, tp, up, up as defined in Example 5.2. Selecting 8 = - 2q, we find 
U, = 4, u2 = 42, and u3 = 1 - z2. Thus, an element y, in i?, is a nonsingular 
solution of (5.3) if and only if 
1 
y -4C2+4CKz+KZ(1-z2)’ & 
for constants C, K not both zero. 
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6. SOLUTIONS FREE OF MOVABLE BRANCH POINTY 
When F(w) & 0, there are unique manic polynomials Fi( w), F2( w) over 
El such that 
F(w) = ~4wu%(w))*, 
A is in E,, and F,(w) has no multiple roots. Here, we introduce 
G,(w)+,~~+u~~+u~)11;(1~)(~)-22a,Ff(w). 
To obtain F,(w) and G,(w) by means of a finite number of operations in 
E, , we can apply Proposition 4.1. 
PROPOSITION 6.1. Suppose F(w) & 0. Then, each root of F(w) in E, 
having odd multiplicity is a singular solution of P(w, w’) = 0 if and only if 
F,(w) divides G,(w). 
Proof. We must show that each root of F,(w) is a singular solution of 
P(w, w’) = 0 if and only if F,(w) divides G,(w). Suppose r is a root in E2 of 
F,(w). Then, we have 
Fe,‘)(r) # 0 and (Fi’)(r)) r’ + Ff(r) = (F,(r))’ = 0. 
Thus, r is a singular solution of P(w, w’) = 0 if and only if G,(r) = 0. We 
use this to complete the proof. 
For the context of Theorem 1.1, we specialize E, to be E, of Exam- 
ple 2.1. A first-order algebraic differential equation of degree n 3 1 over E, 
has the form 
fo(w)(w’)“+fi(w)(w’)“-‘+ ... +f,(w)=O, (6.1) 
where fO(w),..., f,(w) are polynomials in w over EQ and f,(w) f 0. To say 
the left member of (6.1) is irreducible over E, means that: in any 
expression for it as a product of two polynomials in w and w’ over &, one 
of the factors is an element of ED. When irreducibility over J!& occurs and 
the solutions of (6.1) are free of movable branch points, Theorem 1.1 shows 
that the degree offi is < 2i for i = 0, l,..., n. Then, (6.1) is a Riccati dif- 
ferential equation when n = 1; or, if n = 2, it has the form of P(w, w’) = 0 
from (2.6). Of course, the solutions of any Riccati differential equation can- 
not have movable branch points. However, further conditions are needed 
for P(w, w’) = 0. 
In [38], N. S. Kolesnikova and N. A. Lukashevich presented a sufficient 
condition for P(w, w’) = 0 to have its solutions free of movable branch 
points. The six relations of [38, Formula (13)] are satisfied if and only if 
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a, = 1 and there is a factorization (3.2) in which h(w) = 0. Of course, a, = 1 
is merely a normalization. Thus, our Theorem 3.2 (or a direct com- 
putation) shows that the sufficient condition of [38] is equivalent to 
G(w) E 0. 
In Example 5.1, the solutions of P( w, w’) = 0 are free of movable branch 
points while a double root of F(w) is not a solution of P(w, w’) = 0. Thus, 
the condition that F(w) divides G(w) is not necessary. The condition that 
F(w) divides (G(w))~ is necessary but not sufficient, as we shall see later. 
When P( w, w’) has a nontrivial factorization, the solutions of P( w, w’) = 0 
are solutions of Riccati differential equations and must be free of movable 
branch points. We recall that P(w, w’) is irreducible over E, if and only if 
F(w) & 0 and F,(w) f 1. 
THEOREM 6.2. Suppose P(w, w’) from (2.6) has its coefficients in E, and 
is irreducible over E,. Then, the solutions of P( w, w’) = 0 are free of movable 
branch points if and only if 
F,(w) divides G,(w) (6.2) 
and 
A,=O#A, implies a,=0 (6.3) 
and 
A,=A,=A2=O#A, impliesa2=0. (6.4) 
Proof: There are six conditions, (A), (B), (C), (A’), (B’), (C’), in 
Theorem 1.1. Together they form a necessary and sufficient condition for 
the solutions of P(w, w’) = 0 to be free of movable branch points. To check 
them, we write P( w, w’) = 0 as 
fdw) wf2 +f,(w) w’ +f2(w) = 0, 
where fo(w)=a,, f,(w)~a2w2+a,w+a, ,.... 
Conditions (A) and (A’) are always satisfied by P(w, w’) = 0. Namely, 
(A) requires that fO(w) be independent of w. And, (A’) requires that the 
degrees of f,(w) and f2(w) do not exceed 2 and 4, respectively. 
Condition (B) involves the roots of the p-discriminant 
h fi f2 
2fO fi 0 =a,F(w). 
0 xl fi 
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Suppose q is a root of F(w) of multiplicity m > 1 so that 
(.fi(w))‘- 4h(w)f*(w) = -F(w) = tw - 17Y%(wh 
where q(w) is a polynomial in w with q(q) # 0. Then, P(q, X) has a unique 
root w= -fi(~)/(2al) of multiplicity 2. Solving P(w, p) =0 for p, we 
obtain p,, p2 given by 
(6.5) 
We note that p, and p2 are branched together relative to w about q if and 
only if m is an odd integer. Therefore, (B) is satisfied by P(w, w’) = 0 if and 
only if each root of F(w) having odd multiplicity is a solution of 
P( w, w’) = 0. We use Proposition 6.1 to see that (B) is satisfied if and only 
if (6.2) occurs. 
Condition (C) is always satisfied by P(w, w’) = 0. Namely, at each root r 
of F’(w), where pl, p2 in (6.5) are branched together, there is a Puisseux 
expansion 
in which ck # 0, k is a positive integer, a = 2, and k >/ a - 1. 
To interpret (B’), we use the substitution w = l/W, w’ = - I%“/( W2) to 
replace P(w, w’) = 0 with 
a,w2+(--a2-ua,W-ua,W2) W’ 
+ (a5 + a6 W+ u, W2 + a, W3 + a, W4) = 0. (6.6) 
Letting IJ W, IV’) z &,( W) IV” + dl( W) IV’ + d2( W) designate the left 
member of (6.6), we set Q(W) =4&( W) d2( W) - (dl( W))2. Then, the 
p-discriminant of (6.6) is a, @( W) and we have 
Q(W)-A,+AlW+A2W2+A3W3+A4W4. 
Suppose 0 is a root of G(W) of multiplicity m 2 1. Then, I(O, X) has a uni- 
que root w = - $,(0)/(2a,) of multiplicity 2. Solving I( W, p) = 0 for p, we 
obtain pl, p2 given by 
(6.7) 
where q(W) is a polynomial in W and q(0) #O. Thus, p, and p2 are 
branched together for W about 0 if and only if m is an odd integer. 
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Therefore, (B’) is satisfied if and only if a2 = 0 whenever m is odd. Hence, 
(B’) is satisfied if and only if (6.3) and (6.4) are satisfied. 
Condition (C’) is always satisfied by P(w, w’) = 0. Namely, if pi and pz 
in (6.7) are branched together for W about 0, then there is a Puisseux 
expansion 
in which ck # 0, k is a positive integer, a = 2, and k > a - 1. 
Since (A), (B), (C), (A’), (B’), (C’) are satisfied if and only if (6.2), (6.3), 
(6.4) are satisfied, this completes the proof. 
COROLLARY 6.3 (N. S. Kolesnikova and N. A. Lukashevich). For 
P(w, w’) and G(w) defined ouer E, by (2.6) and (2.14), suppose that 
G(w) = 0. Then, the solutions of P(w, w’) = 0 are free of movable branch 
points. 
Proof If F(w)=0 or if F(w) f 0 and F,(w) E 1, then P(w, w’) is 
reducible over i?, and the solutions of P( w, w’) = 0 are therefore free of 
movable branch points. Suppose F(w) f 0 and F,(w) f 1. Then, 
Theorem 3.1, Proposition 6.1, and G(w) ~0 in (2.14) show that (6.2) (6.3) 
(6.4) are satisfied. We use Theorem 6.2 to complete the proof. 
PROPOSITION 6.4. For Q(y, y’, y”)=O defined over E, by (2.3), the 
solutions are free of movable branch points if and only tf either det M = 0 or 
(2.22) is satisfied. And, tf the solutions are free of movable branch points, 
then they are free of movable singularities. 
Proof. Suppose det it4 = 0 or (2.22) is satisfied. Then, either Q( y, y’, y”) 
has a nontrivial factorization or, because of Theorems 2.2 and 3.5, it 
satisfies (3.8). In either case, the solutions of Q(y, y’, y”) =0 are solutions 
of linear differential equations and are therefore free of movable 
singularities. 
Suppose det M # 0 and suppose (2.22) is not satisfied. For P,(w, w’), we 
have a,=2a#O, A,=AI=O, A:--4A,A,#O, and F,(w)=AF,(w) for 
some A # 0 in Ea. Theorems 2.2 and 3.5 show that either A, = 0 or F,(w) 
does not divide G.+.(w). Therefore, either P,(w, w’) does not satisfy (6.4) or 
it does not satisfy (6.2). Theorem 6.2 shows that the solutions of 
P,(w, w’) = 0 have movable branch points. Therefore, using (2.2) and (2.5), 
we conclude that the solutions of Q(y, y’, y”) =0 have movable branch 
points. This completes the proof. 
Several results in [64] can be improved by using Proposition 6.4. 
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COROLLARY 6.5. The solutions of the irreducible differential equation 
(1.1) are free of mov~le branch points tf and only tf ( 1.1) satisfies ( 1.2). 
And, ( 1.1) satisfies ( 1.2) if and only if the solutions of ( 1.1) are free of 
movable singularities. 
Proof We have det M # 0 and F,(w) f: 0. Because of Proposition 6.4, 
we merely need to show that (2.22) occurs if and only if (1.1) satisfies (1.2). 
However, this is a consequence of Theorems 2.2 and 3.5. 
~OPOSITION 6.6. For Q( 1, w, w’) =0 defined over En in (2.28), the 
solutions are free of movable branch points tf and only tf either det M= 0 or 
one of (2.29), (2.30) is satisfied. And, if the solutions are free of movable 
branch points, then they are free of movable sing~larit~es. 
Proof: If det M = 0, then the solutions of (2.28) are the solutions of one 
or two linear differential equations and are therefore free of movable 
singularities. 
Suppose det M# 0. We have a,=a5=a,=0, Ao=A,=O, 
A: - 4AzA, # 0, and F,(w) E AF,(w) for some A #O in E,. Theorems 3.2, 
2.4 and Proposition 3.3 show that (2.28) satisfies (6.2), (6.3), (6.4) if and 
only if one of (2.29), (2.30) occurs. Therefore, by Theorem 6.2, the solutions 
of (2.28) are free of movable branch points if and only if one of (2.29), 
(2.30) is satisfied. When one of (2.29), (2.30) is satisfied, the corresponding 
factorization (3.2) described in Theorems 2.4, 3.2 and Proposition 3.3 
shows that the solutions of (2.28) are free of movable singularities. This 
completes the proof. 
COROLLARY 6.7. The solutions of the irreducible differential equation 
(1.9) are free of movable branch points if and only tf (1.9) satisfies (1.11). 
And, (1.9) satisfies ( 1.11) zf and only if the solutions of (1.9) are free of 
movable singularities. 
Proof We have det A4 # 0 and A: - 4A2A, # 0. Because of 
Proposition 6.6, we merely need to show that one of (2.29), (2.30) occurs if 
and only if ( 1.9) satisfies (1.11). We use Theorems 2.4, 3.2 and 
Proposition 3.3 to complete the proof. 
7. PROCEDURES WHEN P(w, w')=O SATISFIES (6.2), (6.3), (6.4) 
Writing P( w, w’) = 0 in the equivalent form 
(7.1) 
ABSENCE OF MOVABLE BRANCH POINTS 107 
for F(w) 1 0 and F,(w) 8 1, we note that the different ways (6.2), (6.3), 
(6.4) can be satisfied are indicated by 
F(w)zAA,(w-r,)(w-r,)(w-r,)(w-r,), A,#O; (1) 
F(w) - A,(w - r,)(w - r2)(w - r3), A, #O=a,; (11) 
F(w) = A2(w - r,)(w - r2), A,#O; (III) 
F(w)=A,(w-r,), A,#O=a,; (IV 
F(w) G A,(w - r,)(w - r2)(w - P)~, A,#O; (V 
F(w) - A,(w - r,)(w - r2)(w - r3)2, A,#O; WI) 
F(w)rA,(w-r,)(w-p)2, A,#O=az; WI) 
F(w)sA,(w-r,)(w-r2)2, A, #O=a,, (VIII) 
F(w) = A,(w - rl)(w - r2)‘, A,#O; OX) 
F(w) E A,(w - r,)3, A, #O=a,. (W 
Here, rl ,..., r, denote distinct singular solutions of (7.1) and p denotes an 
element hat is not a solution of (7.1). For each of these ten cases, we shall 
give the most useful procedure known to solve (7.1). 
Case I. Suppose F(w) is given by (I). We found in [ 16, p. 4611 that 
w =rl(r2-r3)u0+r2(r3-rl) 
0 
(r2-r3)uo+(r3-rl) 
(7.2) 
establishes a one-to-one correspondence between the nonsingular solutions 
w. of (7.1) and the solutions u. # 0, 1, r of 
v’2=4sv(u- l)(v-r), (7.3) 
where 
h - r3W2 - r4) 
r=(r~-r4Nr2-r3) 
and s = Aok2 - rdh - rl 1 
16~: ’ 
Here, r is a constant ~0, 1 because it is the cross ratio of four distinct 
solutions of the Riccati differential equation S( w, w’) = 0. The solutions 
u. # 0, 1, r of (7.3) are related through v = u + (r + 1)/3 to the nonsingular 
solutions u. of 
u ‘2=s(4u3-g2u-g~), (7.4) 
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where g, = (4/3)(r* - r + 1) and g, = (4/27)(r + 1)(2r - l)(r - 2) are con- 
stants such that gz - 27g: = 16r*(r - l)* # 0. 
Now, we restrict E, to be E, in Example 2.1. We may assume the coef- 
ficients of (7.1) are analytic functions on a. By replacing Q with a sub- 
region of 52, we may also assume that there are analytic branches rl(z), 
r*(z), r)(z), r4(z) on Q of r,, r2, r3, r4 in E, and there is a univalent 
analytic function b(z) on Q such that 
j, Ak(z) W4-k = A,(z) fi o$J - r,(z)) “=I 
and (4’(z))* = s(z), for each z in Q. In particular, the univalence of $ yields 
4’(z) # 0 for each z in 0. Set IJ = 4-r on 4(Q). Let u,, be any nonsingular 
meromorphic solution of (7.4) on 52. Then, on d(Q) we have 
and 
As in [56, pp. 56 - 611, there is a Weierstrass elliptic solution p of 
tt2=4t3-g2t-g3. (7.5) 
Thus, there is a complex number C such that 
(uo,J+)(i) = m(i + CL for each [ in d(Q). 
Therefore, the formula uO(z) = @(4(z) + C), for z in Q and C an arbitrary 
constant, specifies the nonsingular meromorphic solutions of (7.4) on Q. 
These solutions yield the nonsingular meromorphic solutions of (7.1) on Sz. 
The process of analytic continuation described for (1.24) can now be 
applied to (@, Y, Sz), where Q, = 0 is (7.1) and the components of Y are 
rl(zL r2(zh r3(z), r4(zL d(z). 
This procedure was first developed for [16]. The relationship between 
(7.4) and (7.5) was mentioned in [33, p. 1433, with a factor 4 missing. It 
has interesting consequences in [6,7]. 
Case II. Suppose F(w) is given by (II). We use [16, pp. 45884621 to see 
that (7.2) establishes a one-to-one correspondence between the nonsingular 
solutions w,, of (7.1) and the solutions u0 # 0, 1, r of (7.3) where we now 
have 
rl - r3 r=- and Al(r3-r2) .Y= 
r2 - r3 16af 
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Since ri , r2, r3 are distinct solutions of 2a, w’ + a3 w + a4 = 0, r is a constant 
# 0, 1. Now, the procedure is similar to that of Case I. 
Case III. Suppose F(w) is given by (III). If a2 = 0, then a5 = a6 = 0 and 
Corollary 4.6 is applicable. If a2 # 0, then Proposition 4.7 is applicable. 
Case IV. Suppose F(w) is given by (IV). Then, with a2 = a5 = a6 =O, 
Theorems 3.1, 3.2, and 2.4 show that we have (2.28) when (2.30) is satisfied. 
Thus, the following result is applicable. 
PROPOSITION 7.1. Suppose Eq. (2.28) satisfies (2.30), suppose 
Za#‘+b@=O, 4~0, x2=(-~3)l(16a24), IcI’=x, 
for some I$, II/, x in E2, and let rl in El be the unique root of F,(w). Then, the 
nonsingular solutions in E, of (2.28) are wO=(~)($+C)*+rl, where C is 
any constant of E,. 
Proof: We have F(w)=F,(w)=(-d)(w-r,)(-4a1,9’)~. Selecting cr=& 
/? = r,, y = 0, 6 = 1, E = 0, [ = 4a$‘, we use Theorem 4.4 with R(t, t’) = 
4a#t(t’ - I,Y) to complete the proof. 
Case V. Suppose F(w) is given by (V). Then, we can use Theorem 4.4 
to replace (7.1) with a Riccati differential equation. Alternatively, we could 
set w = p + (l/u) and then apply Proposition 4.7. These procedures are 
illustrated in Examples 5.1 and 5.2. 
Case VI. Suppose F(w) is given by (VI). Then, we can use 
Proposition 7.2 or 7.3 according to whether a5 # 0 or a5 = 0. 
PROPOSITION 7.2. For F(w) in (VI), suppose a5 # 0, select h in E2 such 
that 
h2 = Ao(r2 - r3)(r3 - r1)l(44), (7.6) 
and suppose v # 0 in E, satisfies q’ - hq = 0. Then, the nonsingular solutions 
w. in E, of (7.1) are 
rl(r2 - r3)(Crl+ 1 I* + r2(r3 - rl )(Ctl - 1 I* 
w”= (r2-r3)(C~+1)2+(r3-r,)(Crj-1)2 ’ (7.7) 
where C is any nonzero constant of E,. 
Proof: Set a=r1(r2-r3), p=r2(r3-r,), y=r2-r3, 6=r3-r,. This 
gives a6 -By # 0. Set E = ( -2a, h)/(yS) so that ySc2 = A,. Set [ = .vj. Then, 
(4.2) is satisfied. We find 
R(t, t’) E 2a,(a6 - fly) t(2t’ + ht2 -h) 
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and ~(c,t* + c,) = 2a,(a6 - fir) f(t - l)(t + 1). For the solutions 
t,# - l,O, 1 in E, of R(t, t’)=O, start with 2t’+ ht* --II =O, set t = 
1 + (l/u) for u0 # - l/2, set u = u - (l/2) for a,, # 0, and obtain u’ - hv = 0. 
This yields o,, = Q/2 and 
to=(Cvl+ l)/(Cv- l), (7.8) 
for any constant C # 0 in E2. We have yti + 6 # 0; otherwise, Theorem 4.4, 
part (iii), would require ~2: = y*.z*ti = - y&* = -A, and a5 = 0. Now, we 
use Theorem 4.4, part (i), to obtain (7.7) and complete the proof. 
PROFQSITION 7.3. For F(w) in (VI), suppose u5 = 0, se&t r in E, such 
that r* = (r, - r3)/(r2 - r3), and set v] = (5 - l)/(l + 1). Then, the nonsingular 
solutions w. in E, of (7.1) are given by (7.7), where C is any constant # 0, 1 
in E,. 
Proof Set h= a2(r3 -r1)/(2a,5), note that h satisfies (7.6) due to 
a5 = 0, and proceed as in the proof of Proposition 7.2 until u’ -ho = 0 is 
obtained. Now, introduce t, = (‘I+ l)/(q - 1) and note that yt: + 6 = 0 and 
y E t, = a*. Theorem 4.4, part (iii), shows that t, is a solution of R( t, t’) = 0. 
Therefore, q is a solution of o’- hu = 0 and the solutions to of (4.4) are 
given by (7.8), where C is any constant # 0, 1. We use Theorem 4.4, part 
(i), to complete the proof. 
Proposition 7.2 considerably improves the formulation of [ 121. 
Proposition 7.3 is remarkable and completely new. 
Case VII. Suppose F(w) is given by (VII). Select a = - A,, /I = r, , 
y = 0, 6 = 1, E = 1, [ = p and apply Theorem 4.4. Because of a2 = 0, we 
obtain cq = co = 0 for R(t, t’) in (4.4) so that (7.1) is replaced with a Riccati 
differential equation. Alternatively, we could set w = p + (l/u) in (7.1) and 
then apply Proposition 4.7. 
Case VIII. Suppose F(w) is given by (VIII). Substitute w = r2 + (l/u) in 
(7.1) and then apply Corollary 4.6. 
Case IX. Suppose F(w) is given by (IX). Substitute w= r2 + (l/u) in 
(7.1) and then apply Proposition 7.1. 
Case X. Suppose F(w) is given by (X). Substitute w = r, + (l/u) in (7.1) 
and then apply Proposition 7.1. 
When F(w) & 0 and F,(w) f 1, the genus p of (7.1) depends on the 
degree d of F,(w). Namely, if d is 4 or 3, then p = 1 (Cases I and II). And, if 
d is 2 or 1, then p = 0 (Cases III through X). 
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8. THE DIFFERENTIAL EQUATIONS FOR (I) THROUGH (X) 
Explicit characterizations for all the differential equations P( w, w’) = 0 
having coefficients in E, and satisfying one of (I) through (X) will be given 
next. We shall do this in terms of a,, F(w) ,... for the corresponding differen- 
tial equations (7.1). In particular, when E, is En, this will yield all the 
irreducible first-order algebraic differential equations of the second degree 
having meromorphic coefficients such that the solutions are free of movable 
branch points. 
PROPOSITION 8.1. For (I), suppose a, #O, A, ~0, a, fi, y, 6 are given 
elements in E, and set F(w) = A,(w4 + tlw3 + ,3w’ + yw + 6), 
D, = (4(b2 - 3cry + 126)3 - (27~~6 + 27y2 + 2fi3 - 7286 - 9~@y)~), 
a2-2P 
@-3Y 
ay-446 
a6 
-a 
-28 
-3Y 
-46 
Then, D, # 0 = det M, occurs if and only if there exist a,, u3, u4 in E, with 
which the corresponding (7.1) satisfies (I). Moreover, if D, # 0 = det M, , 
then 
MICaI, a2, a3, a41T= CO, O,O, Ol’, (8.1) 
and a,, a3, a4 are unique. 
Proof Since D, is the discriminant [63, p. 1743 of F(w), the four roots 
of F(w) in E, are distinct if and only if D, # 0. Suppose D, #O and let 
a,, a3, a4 be any elements in E,. Then, F,(w) is F(w)/& and 
G,(~)-(4a~~-aa~+4a~)F,(w)+(~,w~+~~w~+~~w+q5~), 
where [+1? 42, h? d41T=M1Ca17 a,, a3, a,]? Thus, the roots of F(w) in 
E2 are four distinct singular solutions of (7.1) if and only if D 1 # 0 and (8.1) 
is satisfied. The cofactors ri, r2, r3, r4 of the elements in the first column 
of M, yield 
-D,/Ag=(3+4v)yr,+((2+3v)ay+46)r2 
+(3aS+(l+ 2v)fly) r3+(vy2+ 2p6) r,, 
for any v in E,. Thus, when D, # 0 = det M,, the rank of M, is 3 and 
a2, a3, a4 are uniquely specified by (8.1). This completes the proof. 
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PROPOSITION 8.2. For (II), suppose a, # 0, a2 = 0, A 1 # 0, a, 8, y are 
given elements in E, and set F(w) = A,(w3 + aw* + /?w + y), 
D, = A;1(a2flZ + 18afly - 4f13 - 4a3y - 27y2), 
-2a’ -ci 3 
Then, D2 # 0 = det M, occurs if and only if there exist a3, a4 in E, with 
which the corresponding (7.1) satisfies (II). Moreover, if D2 # 0 = det Mz, 
then 
~2C~,,~3,~,lT=C0,0,0]T, (8.2) 
and a3, a4 are unique. 
Proof. Since D, is the discriminant [63, p. 1691 of F(w), the three roots 
of F(w) in E2 are distinct if and only if D, # 0. Suppose D, # 0 and let 
a3, a4 be any elements in E, . Then, F,(w) is F(w)/A i and 
where C&q, il'=M2C~I,a3,41T. Thus, the roots of F(w) in E, are three 
distinct singular solutions of (7.1) if and only if D2 # 0 and (8.2) is satisfied. 
We note that 
(4/I - a2)(301y - /3’) + 3y(c$ - 9~) + cry(3B- ct2) = D,/A’:. 
Thus, when D, # 0 = det M2, the rank of M2 is 2 and a3, a4 are uniquely 
specified by (8.2). This completes the proof. 
PROPOSITION 8.3. For (III), suppose a, #O, u2, u3, u4, A,#O, A,, A, 
are in E, andD=A:-4A,A,#O. Set F(w)zA2w2+A3w+A4. Then, the 
corresponding (7.1) satisfies (III) if and only if 
and 
(8.3) 
(8.4) 
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Proof We have F,(w)= F(w)/A,. We set a= A3/A2, /I= Ad/AZ, 
vQo = - au3 + 24 - 2a’a, + (a* - 28) u2, 
*, = - Vu, + au4 - 2B’u, + aj?u2, 
to obtain G,(w)-(2u,w-au,+2u,)F,(w)+($,w+~,). Thus, (III) 
occurs if and only if tiO = r+Q, = 0. Setting A = a* -4/l = D/AZ # 0, we have 
11/0=$, =0 if and only if 
-A’ 
u3 = ( 1 - u,+au, A 
and 
0-W 
We use a = AJA, and j? = A$A, to see that (8.5) and (8.6) are equivalent 
to (8.3) and (8.4). This completes the proof. 
PROPOSITION 8.4. For (IV), suppose a, # 0, a, = 0, u3, u4, A3 # 0, r are 
in E, and set F(w) = A,(w - r). Then, the corresponding (7.1) satisfies (IV) if 
and only $a,= -2r’u,-ru,. 
Proof: We have (IV) if and only if S(r, r’) = 0. 
PROPOSITION 8.5. For (V) and (VI), suppose a, #O, u2, u3, u4, A,,#O, 
a, /?, r are in E, such that A=a*--/I#0 and r*+ar+B#O. Set 
F(w) 5 A,(w* + aw + /l)(w - r)*. 
Then, the corresponding (7.1) satisfies (V) if and only if (8.5), (8.6), and 
S(r, r’) # 0 are satisfied. And, it satisfies (VI) ifund only if (8.5), (8.6), and 
S(r, r’) = 0 are satisfied. 
Proof We have F,(w)= w* +a~+/?. The proof of Proposition 8.3 
shows that the roots of F,(w) are two distinct singular solutions of (7.1) if 
and only if (8.5) and (8.6) are satisfied. Suppose (8.5) and (8.6) occur. 
Then, according to whether r is not or is a singular solution, (7.1) satisfies 
(V) or (VI). This completes the proof. 
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PROPOSITION 8.6. For (VII) and (VIII), suppose a, #O, a2 =O, a3, u4, 
A, #O, 5, q are in El and 521. Set F(w)rA,(w-[)(w-q)2 and 
i = -act’ - rl'M< -VI) a,. 
Then, (7.1) satisfies (VII) ifand only ifa3#[ and a4= -2t’a, -[a3. And, 
it satisfies (VIII) if and only if a3 = i and a4 = - 2((W - 5’~)/(5’ - rl)) aI. 
Proof Our (7.1) satisfies (VII) if and only if S( 5, 4’) = 0 and 
S(q, q’) # 0. And, it satisfies (VIII) if and only if S({, 5’) = 0 and 
S(v], q’) = 0. We rewrite this in terms of a3 and a4 to complete the proof. 
PROPOSITION 8.7. For (IX), suppose u1 # 0, a,, a3, u4, A, # 0, t, q are in 
E, and t #q. Set F(w)E&(w-<)(w-~)~. Then, (7.1) satisfies (IX) ifand 
only l$ 
a3= -2(E)al-(e)+ and a4= -2(‘~~~“)a,+Ra,. 
Proof: This (7.1) satisfies (IX) if and only if S( 5, 5’) = 0 and 
S(q, n’) = 0. We solve for a3 and a4 to complete the proof. 
PROWSITION 8.8. For (X), suppose aI #O, a, = 0, a3, u4, A, #O, r are in 
E, and set F(w) = A,(w-~)~. Then, (7.1) satisfies (X) if and only if 
a4= -2r’a,-ra,. 
Proof: This (7.1) satisfies (X) if and only if S(r, r’) = 0. 
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