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[x1;    ;xjXj])に変換される．各ステップ iにおいて，
原言語側の単語の埋め込み表現 esi は，
esi = tanh(Wxxi) (1)
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2.2 Decoder













etj 1 = tanh(Wyyj 1) (5)
と表される．ここで，Wy 2 Rqvt は重み行列であり，
vt は目的言語側の語彙サイズを表す．単語 yj 1 は，
学習時には原言語文と同様に目的言語文を one-hotベ





j : cj ] + ba) (6)
と表される．ここで，Wa 2 Rr2r は重み行列，ba 2
Rrはバイアスであり，rは隠れ層の次元数を表す．文






















p(y^j jY<j ;X) = softmax(Wghtj + bg) (9)
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のように求める．同様にして，入力された目的言語文
の文ベクトル f t を求める．求めた原言語文および目
的言語文の文ベクトルの内積を用いて，入力された原
言語文に対する目的言語文の正解らしさを，




criminator を騙すように，Discriminator は Genera-
tor の出力文を区別できるように敵対的な学習を行
わなけらばならない．したがって，予測系列を Y^ =










j jY (d)<j ;X(d);)




















































































原言語文 両 症例 とも 保存 療法 を 施行 し た 。
参照訳 The conservative treatment was applied to both cases .
システム出力文 Both cases underwent conservative treatment .
人手評価スコア：1.000，Sentence BLEUスコア：0.232，GAN評価スコア：0.999
失敗例
原言語文 次世代 ネットワーク 下 で の ネットワーク 管理 システム に対する 要求 を 論じ , NEC
により 提供 さ れる 幾つ か の 解決 策 を 紹介 し た 。
参照訳 Demands for the network management systems under the next generation networks are
discussed , and some solutions oered by NEC are introduced .
システム出力文 The demand for the network management system under the next generation network is
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