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Hoy en d´ıa el a´rea de procesamiento de ima´genes es utilizada en disciplinas como la
medicina, la biolog´ıa, ingenier´ıa entre otras. El intere´s de e´ste proyecto se concentra
en una aplicacio´n para caracterizacio´n molecular de organismos, particularmente en lo
referente al mejoramiento de la calidad de ima´genes de geles de electroforesis.
En general, las ima´genes de geles digitalizadas poseen defectos como el ruido que proviene
del proceso de adquisicio´n de la imagen, bajo contraste y baja nitidez que provienen tanto
del proceso de adquisicio´n debido a una inadecuada configuracio´n de la ca´mara, as´ı como
de las mismas ima´genes de geles que intr´ınsecamente se caracterizan por poseer un bajo
contraste y baja nitidez.
En e´ste sentido el presente trabajo tiene como objetivo principal implementar y comparar
diferentes algoritmos que reduzcan el ruido, mejoren el contraste y la definicio´n de las
ima´genes de geles de electroforesis. En el caso de reduccio´n de ruido se comparan los
algoritmos: reductor de ruido gaussiano, filtro de mediana, reductor de ruido SUSAN y
medias no locales. En el caso de mejoramiento de contraste se comparan: ecualizacio´n
de histograma y mejoramiento de gradiente. Finalmente, en el caso de mejoramiento de
nitidez se comparan dos variantes del algoritmo enmascarado de desenfoque, donde en una
se emplea una ma´scara gaussiana para el desenfoque y en otra una ma´scara laplaciana.
En e´ste trabajo se propone un enfoque objetivo para la evaluacio´n de los algoritmos
mediante el llamado Frente de Pareto que permite un ana´lisis multiobjetivo, es decir,
considera simulta´neamente varias medidas de aptitud que compiten entre s´ı. As´ı, se defi-
nen diferentes medidas de aptitud para la reduccio´n de ruido, mejoramiento de contraste
y nitidez, para cuantificar el rendimiento de los algoritmos. As´ı, el Frente de Pareto per-
mite comparar “todas” las parametrizaciones de un algoritmo por un lado, y comparar
diferentes algoritmos por otro.
0Palabras Claves: procesamiento de ima´genes, reduccio´n de Ruido, mejoramiento de contraste,
mejoramiento de nitidez, evaluacio´n multiobjetivo, frente de Pareto

Abstract
The area of image processing is used in disciplines such as medicine, biology, engineering,
etc. This work focuses on the field of molecular characterization of organisms, particularly
in referring to the improvement of the quality of images of electrophoresis gels.
In general, the digitized gels images exhibit defects like noise originated in the process
of acquisition, low contrast and sharpness that come both processing acquisition due
to inadequate configuration of the camera, and of the same images of gels which are
inherently characterized by a low contrast and low sharpness.
In this sense this work’s main objective is to implement and compare different algorithms
that reduce noise, enhance contrast and sharpening of images of electrophoresis gels. In
the case of noise reduction the following algorithms are compared: gaussian denoiser,
median filter, SUSAN denoiser and Non Local Means denoiser. In the case of contrast
enhancement the following algoritms are compared: histogram equalization and impro-
vement gradient. Finally, for sharpening it compares two variants of unsharp masking
algorithm, in the first case is used a Gaussian mask for blur and another case a Laplacian
mask is used.
A key aspect of this work is that proposes an objective approach for the evaluation
of algorithms by the Pareto Front, which allows a multiobjetive analysis, it considers
diferents aptitude measures that competing among they. In this way, this work defines
various aptitude measures for noise reduction, contrast enhancemente and sharpness, to
quantify the performance of the algorithms. Thus, the Pareto Front enables comparisons
between “all” parametrizations of an algorithm on the one hand and compare different
algorithms on the other.
0Keywords: Image Processing, Image Enhancement, Denoising, Contrast Enhancement, Sharpening.

A mi querida madre,
y a mis abuelos

Agradecimiento
Primero y antes que nada, dar gracias a Dios y la Virgen de la A´ngeles, por estar conmigo
en cada paso que doy, por fortalecer mi corazo´n e iluminar mi mente y por haber puesto
en mi camino a aquellas personas que han sido mi soporte y compan˜´ıa durante todo el
periodo de estudio.
E´ste proyecto de graduacio´n esta´ enteramente dedicado a mi familia. A mi madre Leda
Mar´ıa quien siempre me ha apoyado y me ha dado el carin˜o necesario para crear las
condiciones ido´neas para el e´xito en mis estudios, adema´s por brindarme un hogar ca´lido
y ensen˜arme que la perseverancia y el esfuerzo son el camino para lograr las metas que
me proponga.
A mi t´ıa Rosa Lorena por estar siempre a mi lado en todo momento como una madre,
desde que inicie´ mi carrera universitaria, por creer en mı´ y que yo pod´ıa alcanzar la meta
que culmino con el presente proyecto.
A mis abuelos Dulce Mar´ıa y Marco Aurelio por contribuir en mi formacio´n desde muy
pequen˜o. Principalmente a mi abuelo por inculcarme valores indispensables para ser un
hombre de bien, y aunque ya no me acompan˜a, su recuerdo y ensen˜anzas siempre esta´n
en mi mente da´ndome fuerzas para seguir adelante.
A mi madrina Cecilia por sus invaluables consejos en momentos dif´ıciles que me inspira-
ron paz y tranquilidad. Tambie´n a mi padrino Marco Aurelio y a su esposa Amparito por
tratarme como su hijo, por estar siempre pendientes de mı´, da´ndome apoyo y seguridad.
A mis t´ıas abuelas en especial a Rosa por estar siempre al tanto de mis estudios, y por el
carin˜o que me brindaron como si fuera un nieto suyo.
A mi novia Mar´ıa le agradezco su infinita compresio´n en aquellos momentos, que por
motivos de estudio tuvimos que sacrificar el compartir tiempo juntos. Adema´s, por ser
un apoyo incondicional, porque su amor y carin˜o fueron y son motivacio´n para seguir
adelante.
A mi profesor asesor el Dr. Pablo Alvarado por su generosidad al brindarme la oportu-
nidad de realizar este Proyecto y por permitirme recurrir a su capacidad y experiencia en
un marco de confianza y amistad, fundamentales para la concrecio´n de este trabajo.
A mi compan˜ero Ro´ger por ser un excelente socio de estudio y trabajo. Adema´s, por
colaborar con el e´xito a lo largo de toda mi carerra universitaria.
Y en general a toda mi familia que siempre han estado pendientes, apoya´ndome en el
estudio y en mis proyectos. ¡Gracias!.
Miguel Angel Aguilar Ulloa
Diciembre 2007
I´ndice general
I´ndice de figuras v
I´ndice de Tablas xi
Glosario xiii
Lista de s´ımbolos y abreviaciones xv
1 Introduccio´n 1
1.1 Caracterizacio´n molecular de organismos . . . . . . . . . . . . . . . . . . . 1
1.2 Problema´tica del procesamiento de ima´genes con mala calidad . . . . . . . 3
1.3 Solucio´n propuesta para el mejoramiento de la calidad de ima´genes . . . . 4
1.4 Objetivos y estructura de e´ste trabajo . . . . . . . . . . . . . . . . . . . . 6
2 Marco teo´rico 7
2.1 Fundamentos de procesamiento digital de ima´genes . . . . . . . . . . . . . 7
2.1.1 Conceptos generales . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Mejoramiento de ima´genes . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Trabajos previos en mejoramiento de ima´genes . . . . . . . . . . . . . . . . 18
2.2.1 Reduccio´n de ruido . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2 Trabajos realizados en mejoramiento de contraste . . . . . . . . . . 23
2.2.3 Mejoramiento de nitidez . . . . . . . . . . . . . . . . . . . . . . . . 26
i
I´ndice general
3 Me´todo de evaluacio´n de algoritmos 29
3.1 Evaluacio´n de algoritmos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Frente de Pareto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3 Funciones de aptitud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.1 Funciones de aptitud para algoritmos de reduccio´n de ruido . . . . 34
3.3.2 Funciones de aptitud de contraste en una imagen . . . . . . . . . . 35
3.3.3 Funciones de aptitud de nitidez en una imagen . . . . . . . . . . . . 36
4 Algoritmos Implementados 39
4.1 Algoritmos para la reduccio´n de ruido . . . . . . . . . . . . . . . . . . . . . 39
4.1.1 Modelos de Ruido . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.1.2 Reductor de Ruido Gaussiano . . . . . . . . . . . . . . . . . . . . . 42
4.1.3 Filtro de Mediana . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.1.4 Reductor de Ruido SUSAN . . . . . . . . . . . . . . . . . . . . . . 45
4.1.5 Medias no Locales . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 Algoritmos para el mejoramiento de contraste . . . . . . . . . . . . . . . . 53
4.2.1 Ecualizacio´n de Histograma . . . . . . . . . . . . . . . . . . . . . . 54
4.2.2 Mejoramiento de Gradiente . . . . . . . . . . . . . . . . . . . . . . 61
4.3 Algoritmos para el mejoramiento de nitidez . . . . . . . . . . . . . . . . . . 67
4.3.1 Enmascaramiento de Desenfoque . . . . . . . . . . . . . . . . . . . 67
5 Ana´lisis de Resultados 71
5.1 Reduccio´n de ruido . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2 Mejoramiento de contraste . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.3 Mejoramiento de nitidez . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.4 Combinacio´n de algoritmos de mejoramiento de ima´genes . . . . . . . . . . 99
6 Conclusiones y Recomendaciones 103
ii
I´ndice general
6.1 Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.2 Recomendaciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
Bibliograf´ıa 107
A LTI-Lib 111
B Referencia de Clases 115
B.1 Medias no Locales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
B.1.1 Descripcio´n Detallada . . . . . . . . . . . . . . . . . . . . . . . . . 116
B.1.2 Documentacio´n para el Constructor y el Destructor . . . . . . . . . 117
B.1.3 Documentacio´n de las Funciones Miembro . . . . . . . . . . . . . . 118
B.1.4 Documentacio´n de los Datos Miembro . . . . . . . . . . . . . . . . 121
B.2 Mejoramiento de Gradiente . . . . . . . . . . . . . . . . . . . . . . . . . . 123
B.2.1 Descripcio´n Detallada . . . . . . . . . . . . . . . . . . . . . . . . . 123
B.2.2 Documentacio´n del Constructor y Destructor . . . . . . . . . . . . . 125
B.2.3 Documentacio´n de las Funciones Miembro . . . . . . . . . . . . . . 126
B.2.4 Documentacio´n de los Datos Miembro . . . . . . . . . . . . . . . . 128
B.3 Ma´scaras para Mejoramiento de Nitidez . . . . . . . . . . . . . . . . . . . . 130
B.3.1 Descripcio´n detallada . . . . . . . . . . . . . . . . . . . . . . . . . . 131
B.3.2 Documentacio´n de Enumeraciones Miembro . . . . . . . . . . . . . 134
B.3.3 Documentacio´n del Constructor y Destructor . . . . . . . . . . . . . 134
B.3.4 Documentacio´n de las Funciones Miembro . . . . . . . . . . . . . . 135
B.4 Ma´scara de Desenfoque . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
B.4.1 Descripcio´n detallada . . . . . . . . . . . . . . . . . . . . . . . . . . 136
B.4.2 Documentacio´n del Constructor y Destructor . . . . . . . . . . . . . 138
B.4.3 Documentacio´n de las Funciones Miembro . . . . . . . . . . . . . . 138






1.1 Ejemplo de imagen de gel de electroforesis [5] utilizando AFLP . . . . . . . 2
1.2 Proceso de binarizacio´n de gel [5] . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Diagrama de bloques del sistema automatizado de ana´lisis de ima´genes [5] 3
1.4 Etapa de preprocesamiento del sistema de ana´lisis automa´tico de ima´genes
de geles de electroforesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.5 Elementos del mejoramiento de la calidad en una imagen . . . . . . . . . . 5
2.1 Rejilla G2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Vecindario de 3x3 de un p´ıxel (i, j) en una imagen . . . . . . . . . . . . . . 9
2.3 Proceso de filtrado lineal espacial . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Tipos de expansiones de las fronteras de una imagen: (a) cero, (b) reflejada,
(c) perio´dica, (d) constante. . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Diagrama de bloques del proceso de filtrado en el dominio de la frecuencia
[21]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.6 Estrutura piramidal de ima´genes [21]. . . . . . . . . . . . . . . . . . . . . . 16
2.7 Proceso de degradacio´n y mejoramiento de ima´genes [21]. . . . . . . . . . . 18
2.8 Clasificacio´n de algoritmos de reduccio´n de ruido [27]. . . . . . . . . . . . . 20
2.9 Clasificacio´n de algoritmos de mejoramiento de contraste. . . . . . . . . . . 23
2.10 Clasificacio´n de algoritmos de mejoramiento de nitidez. . . . . . . . . . . . 26
3.1 Alternativas de evaluacio´n de algoritmos segu´n Zhang [41] . . . . . . . . . 29
v
I´ndice de figuras
3.2 Frente de Pareto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3 Diagrama de dispersio´n de la magnitud del gradiente de la imagen original
N que se supone con baja nitidez versus la magnitud del gradiente de la
imagen filtrada con ma´scara de desenfoque Î = Au[N ] . . . . . . . . . . . 37
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Es el conjunto de pasos requeridos para capturar una imagen mediante una ca´mara
digital.
Contraste
Es la diferencia de tonos que hay entre las distintas zonas de la imagen. Los objetos
en una imagen resultan visibles gracias a su diferencia de contraste respecto a los
valores de los tonos que la rodean.
Electroforesis
La electroforesis es una te´cnica de separacio´n de mole´culas basada en su taman˜o
molecular y carga ele´ctrica. E´sta generalmente se utiliza con propo´sitos anal´ıticos,
pero puede ser una te´cnica preparativa para purificar mole´culas parcialmente antes
de aplicar procesos tales como: una espectroscop´ıa de masas, una clonacio´n o una
secuenciacio´n de ADN.
Frente de Pareto
Es un conjunto de puntos en un espacio multidimensional de funciones de aptitud
de un algoritmo que describe las mejores configuraciones de e´ste.
Funcio´n de Aptitud
Una funcio´n de aptitud es un tipo particular de funcio´n objeto, que cuantifica que
tan o´ptima es una solucio´n brindada por un determinado algoritmo. Una funcio´n
de aptitud ideal debe estar correlacionada con el objetivo del algoritmo.
Mejoramiento de Ima´genes
Es un a´rea del procesamiento digital de ima´genes, cuyo objetivo principal es procesar





Describe nivel de definicio´n de los detalles y contornos en una imagen.
Procesamiento Digital de Ima´genes
El campo de procesamiento digital de ima´genes se refiere al procesamiento de
ima´genes digitales mediante una computadora, en donde tanto la entrada como
la salida son ima´genes.
Ruido
Son p´ıxeles con valores erro´neos que se presentan aleatoreamente durante el proceso
de adquisicio´n de una imagen y transmisicio´n de datos.
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C Conjunto.
| C | Cardinalidad del conjunto C.
IR Conjunto de los nu´meros reales.
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µ Media de una distribucio´n gaussiana.
σ Desviacio´n esta´ndar de una distribucio´n gaussiana.
σ2 Varianza de una distribucio´n gaussiana.
∇ Operador gradiente.
∇2 Operador laplaciano.
ξ Mediana de un conjunto de datos.
Procesamiento de ima´genes
A[·] Transformacio´n realizada por un algoritmo a una imagen.
G2 Rejilla bidimensional de una imagen G2 = [0...M − 1][0...N − 1] para
< M,N >∈ IN+
I Imagen.
Î Imagen procesada por un algoritmo.
M Ma´scara.
N Imagen desgradada, ya sea con ruido, con un bajo contraste o bien una
xv
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baja nitidez.
p P´ıxel o elemento de imagen que pertenece a una rejilla G2
V Vecindario de un p´ıxel.
r, s Valores de niveles de gris de dos p´ıxeles.
(i, j) Par ordenado que denota la posicio´n de un p´ıxel, donde i es la fila y j la
columna.
Evaluacio´n
Au Algoritmo A con parametrizacio´n u.
P̂ Frente de pareto.
F (Au,G) Agregado de funciones de aptitud de un algoritmo A considerando el con-
junto de datos de referencia G.
fips(Au,GN ) Ima´genes procesadas por segundo.
fecmi(Au,G) Error cuadra´tico medio inverso.
frme(Au,GN ) Me´todo de ruido escalar.




G Conjunto de datos de referencia {〈Ik,Nk〉 | k = 1...n}.
RM Ruido de me´todo.
Ik Imagen de referencia.
Nk Versio´n degradada de la imagen de referencia Ik.
Abreviaciones
AFLP Polimorfismo de longitud de fragmentos amplificados (Amplified Fragment
Length Polymorphism).
ALHS Especificacio´n Automa´tica Local de Histograma (Automatic Local Histo-
gram Specification).
CDF Funcio´n de Densidad de Acumulada (Commulative Density Function).
DFT Transformada Discreta de Fourier (Discrete Fourier Transform).
ECMI Error cuadra´tico medio inverso.
HE Ecualizacio´n de Histograma (Histogram Equalization).
HS Especificacio´n de Histograma (Histogram Specification).
IPS Ima´genes Procesadas por Segundo.
HS Ecualizacio´n Local de Histograma (Local Histogram Equalization).
MCP Mejoramiento de Contraste Promedio.
PDF Funcio´n de Densidad de Probabilidad (Probability Density Function).
RM Ruido de Me´todo.
RME Ruido de Me´todo Escalar.
xvi
Lista de s´ımbolos y abreviaciones
SUSAN Nu´cleo de Asimilacio´n del Segmento Univalor Menor (Smallest Univalue
Segment Assimilating Nucleus).
UDWT Transformada deWavelet no Diezmada (Undecimated Wavelet Transform).
USAN Nu´cleo de Asimilacio´n del Segmento Univalor (Univalue Segment Assimi-
lating Nucleus).
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El procesamiento digital de ima´genes se define como la manipulacio´n de ima´genes me-
diante una computadora, en donde tanto la entrada como la salida son ima´genes [21].
E´sta se divide en dos categor´ıas: el mejoramiento de la calidad de ima´genes y la ejecucio´n
de acciones o toma de decisiones con base en la informacio´n de la imagen. En e´ste sentido
el presente trabajo se concentra en la primera de ellas. A continuacio´n se enmarca el
trabajo en una aplicacio´n en particular que es la caracterizacio´n molecular de organis-
mos, posteriormente se presenta la importancia de mejorar la calidad de las ima´genes en
general. Seguidamente, se plantea la solucio´n al problema y finalmente se presenta el
objetivo del trabajo as´ı como la estructura de e´ste documento.
1.1 Caracterizacio´n molecular de organismos
El ADN de organismos se puede caracterizar molecularmente, e´sto se puede efectuar me-
diante un ana´lisis de ima´genes de geles, que son el resultado de procesos de electroforesis.
La electroforesis es una te´cnica de separacio´n de mole´culas basada en su taman˜o molecular
y carga ele´ctrica. E´sta generalmente se utiliza con propo´sitos anal´ıticos, pero puede ser
una te´cnica preparativa para purificar mole´culas parcialmente antes de aplicar procesos
tales como: una espectroscop´ıa de masas, una clonacio´n o una secuenciacio´n de ADN.
El gel se emplea como una matriz para separar las mole´culas, e´ste generalmente es un
pol´ımero y la electroforesis se refiere a la fuerza electromotriz que se usa para desplazar
las mole´culas a trave´s del gel. En la Figura 1.1 se muestra un ejemplo de una imagen de
gel de electroforesis, obtenido mediante una te´cnica llamada polimorfismo de longitud de
fragmentos amplificados (en ingle´s Amplified Fragment Length Polymorphism - AFLP)[3].
1
1 Introduccio´n
Figura 1.1: Ejemplo de imagen de gel de electroforesis [5] utilizando AFLP
En e´sta imagen se aprecian carriles (columnas verticales) y bandas (pequen˜as l´ıneas ho-
rizontales en cada carril). Adema´s, se aprecia que existe una distorsio´n geome´trica y un
bajo contraste que dificulta su interpretacio´n. El ana´lisis de las ima´genes es realizado
por bio´logos moleculares manualmente e inicia con la binarizacio´n de la imagen, donde se
determinan las bandas ausentes y las presentes, e´sta informacio´n se representa de forma
binaria. En la Figura 1.2 se muestra co´mo una banda presente en la imagen de gel se re-
presenta con un uno binario y co´mo una banda ausente se representa con un cero binario.
Figura 1.2: Proceso de binarizacio´n de gel [5]
Posteriormente, se obtiene una matriz que organiza y resume la informacio´n extra´ıda.
El objetivo del ana´lisis posterior depende de la tarea. Como se ha mostrado, el ana´lisis
de estas ima´genes esta´ compuesto de varias etapas y se efectu´a manualmente, por lo
que errores humanos son introducidos por las limitaciones en la calidad de la imagen.
E´sto pone en evidencia la necesidad de herramientas que permitan mejorar las ima´genes
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adquiridas de forma digital para analizarlas de manera automa´tica.
El sistema propuesto de ana´lisis automa´tico de las ima´genes de geles se muestra en la
Figura 1.3. El primer elemento de este sistema es la adquisicio´n de ima´genes de geles
mediante una ca´mara. Este proceso de digitalizacio´n de la imagen introduce imperfec-
ciones a la imagen, y aunado a las imperfecciones intr´ınsecas de las ima´genes de geles,
hace necesaria una etapa de pre-procesamiento que reduzca el ruido, mejore el contraste,
la nitidez y compense distorsiones geome´tricas de la imagen. Seguidamente la etapa de
extraccio´n de descriptores consiste en transformar cada carril en la imagen del gel, a una
representacio´n vectorial adecuada para el posterior ana´lisis. El mo´dulo de reconocimiento
de patrones relaciona la imagen adquirida con meta-informacio´n, almacenada en una base
de datos. La verificacio´n evalu´a utilizando la informacio´n disponible a priori si los datos
que provee la etapa de reconocimiento de patrones tienen sentido o no. Una etapa con que
se debera´ contar es una interfaz para facilitar al experto su interaccio´n con el sistema, en
relacio´n con la recoleccio´n, almacenamiento, manipulacio´n, recuperacio´n de informacio´n
y acceso a la base de datos.
Figura 1.3: Diagrama de bloques del sistema automatizado de ana´lisis de ima´genes [5]
1.2 Problema´tica del procesamiento de ima´genes con
mala calidad
En el proceso de adquisicio´n en sistemas de procesamiento digital de ima´genes, la infor-
macio´n digitalizada de primera mano posee imperfecciones. E´stas pueden provenir del
elemento a ser digitalizado, como es el caso de las ima´genes de los geles, que en s´ı mismas
poseen imperfecciones como bajo contraste, baja nitidez y distorsiones geome´tricas de
las bandas, que son problemas propios del objeto. Otro origen de imperfecciones es el
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proceso de adquisicio´n por medio de la ca´mara, que puede introducir ruido y afectar tanto
el contraste como la nitidez de la imagen, e´sto causado por una inadecuada configuracio´n
de la ca´mara, defectos f´ısicos en e´sta y errores en la transmisio´n de datos.
Motivos como los expuestos anteriormente sugieren que para un adecuado ana´lisis au-
toma´tico de la imagen, se debe contar con una etapa de pre-procesamiento, que esta´
compuesta por tres elementos: reduccio´n de ruido, mejoramiento de contraste y mejora-
miento de nitidez. E´sta etapa de pre-procesamiento es una necesidad comu´n de sistemas
de procesamiento digital de ima´genes, que dependera´ de las caracter´ısticas propias de
cada aplicacio´n en particular. As´ı, para el caso del ana´lisis de ima´genes de geles de elec-
troforesis, la etapa de pre-procesamiento adema´s de contar con los tres elementos ba´sicos,
debera´ contar con un mo´dulo de compensacio´n de distorsiones geome´tricas de las ban-
das. Dentro de e´ste contexto la problema´tica en general de una inadecuada calidad de las
ima´genes se sintetiza de la siguiente manera:
Una imagen digitalizada con un nivel de ruido, de contraste y de nitidez ina-
decuados, aumenta la induccio´n de error en su posterior ana´lisis e interpre-
tacio´n.
1.3 Solucio´n propuesta para el mejoramiento de la
calidad de ima´genes
El presente trabajo se localiza en la etapa de preprocesamiento mostrada en el diagrama
funcional de la Figura 1.3. Tal y como se discutio´ en la seccio´n anterior e´sta etapa para el
caso particular del sistema de ana´lisis automa´tico de ima´genes de geles de electroforesis
esta´ conformada por los siguientes mo´dulos: reduccio´n de ruido, mejoramiento de con-
traste, mejoramiento de nitidez y compensacio´n de la distorsio´n geome´trica de las bandas.
Como se muestra en la Figura 1.4 e´stos se pueden conjuntar en dos subetapas en donde la
primera de ellas contiene los mo´dulos de reduccio´n de ruido, mejoramiento de contraste y
mejoramiento de nitidez y la segunda contiene el mo´dulo de compensacio´n de distorsio´n
geome´trica.
El intere´s de e´ste trabajo esta´ particularmente en la primera subetapa de la Figura 1.4,
en donde se pretenden desarrollar mo´dulos de software que permitan reducir el ruido,
mejorar el contraste y la nitidez. El mejoramiento en la calidad de una imagen dependera´
en conjunto de e´stos tres elementos, tal y como se expresa conceptualmente en la Figura
1.5.
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Figura 1.5: Elementos del mejoramiento de la calidad en una imagen
En principio la atencio´n se concentra en efectuar una investigacio´n bibliogra´fica en art´ıculos
que propongan me´todos o algoritmos que permitan disminuir el ruido, mejorarar el con-
traste y la nitidez de una imagen, de e´sta manera se elegira´ y se implementara´ el mejor
algoritmo para la mejora de cada para´metro.
Los algoritmos implementados formara´n parte de una biblioteca de software para visio´n
por computadora y procesamiento digital de ima´genes llamada LTI-Lib con el objetivo
de poner a libre disposicio´n los algoritmos implementados; para mayor detalle de e´sta
biblioteca consulte el Ape´ndice A. Por otra parte, para poder evaluar de una manera
objetiva el desempen˜o de cada uno de los algoritmos se hace necesario contar con medidas
cuantitativas o tamb´ıen llamadas medidas o funciones de aptitud de ruido, contraste y
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nitidez, ya que, no basta con una comparacio´n visual, que es muy subjetiva. Se pretende
que los algoritmos que se implementen presenten mejores resultados que los ya existentes
en la LTI-Lib, como es en el caso de reduccio´n de ruido y mejoramiento de contraste. Por
otra parte, en el caso de mejoramiento de nitidez, la biblioteca no cuenta actualmente con
este tipo de algoritmos.
Finalmente, para valorar el desempen˜o de los algoritmos implementados de una manera
integral con las medidas de aptitud encontradas para cada elemento de calidad de imagen,
se hara´ uso de la evaluacio´n por medio de Frentes de Pareto que permiten un ana´lisis multi-
objetivo, es decir, consideran a la vez varias medidas de aptitud que compiten entre s´ı.
E´sto permitira´ evaluar cada algoritmo todas sus parametrizaciones, que hace que la eva-
luacio´n sea ma´s robusta que una simple comparacio´n con un solo conjunto de para´metros.
As´ı, el Frente de Pareto adema´s de comparar todas las parametrizaciones de un algoritmo
para tener un conocimiento completo del comportamiento del algoritmo, permite hacer
una comparacio´n objetiva entre diferentes algoritmos. Un algoritmo gene´tico se empleara´
aqu´ı para encontrar el Frente de Pareto.
1.4 Objetivos y estructura de e´ste trabajo
El objetivo principal de este trabajo es mejorar la calidad de ima´genes digitalizadas de
geles de electroforesis, disminuyendo el ruido, mejorando el contraste y la nitidez de las
mismas permitir lograr el ana´lisis automa´tico de ellas. Para lograr e´sto se implementara´n
tres algoritmos: uno para reducir el ruido, uno para mejorar el contraste y otro para
mejorar la nitidez en una imagen. Finalmente, se determinara´n medidas aptitud de ruido,
contraste y nitidez en una imagen que permitan evaluar objetivamente mediante el Frente
de Pareto los algoritmos implementados.
En el Cap´ıtulo 2 se presentan conceptos generales de procesamiento digital de ima´genes
y del a´rea de mejoramiento de ima´genes. Adema´s, se hara´ una revisio´n sobre traba-
jos previos de reduccio´n de ruido, mejoramiento de contraste y de nitidez en ima´genes
digitalizadas. E´sto permitira´ conocer los diferentes caminos que se han recorrido en la
implementacio´n de algoritmos de mejoramiento de la calidad en ima´genes y as´ı mismo
conocer cua´les son los que han presentado mejores resultados. En el Cap´ıtulo 3 se pre-
senta el me´todo de evaluacio´n del rendimiento de los algoritmos, adema´s del concepto de
medidas de aptitud, que son las medidas cuantitativas que medira´n el nivel de ruido, de
contraste y de nitidez en ima´genes digitalizadas. En el Cap´ıtulo 4 se presentan en detalle
los algoritmos y su implementacio´n; en el Cap´ıtulo 5 se presentan los resultados obtenidos
con su correspondiente ana´lisis. Finalmente, la conclusiones y recomendaciones para el




Como punto de partida de e´ste trabajo en e´ste cap´ıtulo se presentara´n conceptos funda-
mentales de procesamiento de ima´genes, as´ı como conceptos relacionados particularmente
con el a´rea de mejoramiento de ima´genes. Posteriormente, se presentan diferentes traba-
jos que han sido realizados en relacio´n con la reduccio´n del nivel de ruido, mejoramiento
de contraste y mejoramiento de nitidez en ima´genes, e´sto con el fin de conocer diferentes
enfoques que se han desarrollado y as´ı determinar entre ellos cua´l es la alternativa ido´nea
para ser implementada en cada uno de los tres casos.
2.1 Fundamentos de procesamiento digital de ima´genes
2.1.1 Conceptos generales
Antes de presentar los conceptos relacionados con el a´rea de mejoramiento de ima´genes se
definen conceptos ba´sicos de procesamiento digital de ima´genes, e´stos son fundamentales
para la adecuada compresio´n de e´ste trabajo.
Definicio´n 2.1 (Elemento de imagen) Un elemento de imagen o p´ıxel p, se define
como p = (i, j) ∈ G2.
G2, es una rejilla bidimensional, finita, discreta y compacta que se define como G2 =
[0...M − 1]× [0...N − 1], con M,N ∈ IN+. En la Figura 2.1 se muestra la rejilla G2.























Figura 2.1: Rejilla G2
I(p) o I(i, j), tal que I : G2 → IR.
Otro concepto de procesamiento digital de ima´genes, y de intere´s para el a´rea de mejora-
miento de ima´genes es el vecindario de un p´ıxel que se define de la siguiente manera:
Definicio´n 2.3 (Vecindario de un p´ıxel) Un p´ıxel p con coordenadas (i, j) tiene ve-
cinos verticales y horizontales con las siguientes coordenadas
(i+ 1, j), (i− 1, j), (i, j + 1), (i, j − 1)
E´ste conjunto de p´ıxeles se le llama vecindad de 4 y se denota como V4(p). Los cuatro
p´ıxeles diagonales de p tienen las siguientes coordenadas
(i+ 1, j + 1), (i+ 1, j − 1), (i− 1, j + 1), (i− 1, j − 1)
y e´ste conjunto se denota como VD(p). E´stos puntos junto con la vecindad de 4 de p
forman un conjunto llamado vecindad de 8 de p y se denota como V8(p).
2.1.2 Mejoramiento de ima´genes
La intensio´n de e´sta seccio´n es definir los conceptos ba´sicos de los principales a´mbitos
en los que se desarrollan los algoritmos de mejoramiento de calidad de ima´genes. El
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mejoramiento de ima´genes es el intere´s de e´ste trabajo, su objetivo principal es procesar
una imagen para que el resultado sea ma´s adecuado que la imagen original, de acuerdo a
la aplicacio´n de intere´s.
El mejoramiento de ima´genes se divide en general en tres categor´ıas[27]: dominio espa-
cial, dominio de la frecuencia, y el ma´s reciente, el dominio de la transformada wavelet
(onditas). Una vez definidos e´stos tres dominios se presenta el modelo del proceso de
degradacio´n y mejoramiento de ima´genes.
Dominio Espacial
El presente trabajo se concentra enteramente en e´ste dominio. El te´rmino dominio espa-
cial se refiere al plano de la ima´gen en s´ı mismo y los algoritmos basados en e´ste operan
directamente sobre los p´ıxeles, y se denotan mediante la siguiente expresio´n
Î(i, j) = A[I(i, j)] (2.1)
donde I(i, j) es la imagen de entrada, Î(i, j) es la imagen procesada y A es un operador
en I, definido sobre algu´n vecindario de (i, j). Tal y como se describio´ en la Definicio´n
2.3 un vecindario es una subimagen cuadrada o rectangular centrada en (i, j), como se






Figura 2.2: Vecindario de 3x3 de un p´ıxel (i, j) en una imagen
El centro de la subimagen se mueve atrave´s de todos los p´ıxeles de la imagen. El operador
A es aplicado a cada posicio´n (i, j) para la salida, Î en ese punto. La forma ma´s simple
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de A es cuando el vecindario de I tiene un taman˜o de 1×1. En e´ste caso, Î depende solo
del valor de I en (i, j), y A se convierte en una funcio´n de transformacio´n de intensidad
(o nivel de gris) de la forma
s = A(r) (2.2)
donde, r y s son variables que denotan respectivamente, la intensidad o el nivel de gris de
I(i, j) y Î(i, j) en cualquier punto (i, j). Vecindarios ma´s grandes permiten una mayor
flexibilidad. En general, el proceso consiste en aplicar una funcio´n a los valores de I en
un vecindario determinado de (i, j) para determinar el valor de Î en (i, j).
El principal ejemplo del proceso descrito anteriormente es el uso de las llamadas ma´scaras,
conocidas tambie´n como filtros, ventanas o nu´cleos (en ingle´s masks, filters, windows,
kernels, respectivamente). Una ma´scara M es un pequen˜o arreglo en dos dimensiones
centrado en el p´ıxel (i, j), en donde los valores de los coeficientes de la ma´scara determinan
la naturaleza del proceso. Las te´cnicas de mejoramiento de ima´genes que se basan en e´ste
enfoque se conoce como procesamiento de ma´scara o de filtrado.
El concepto de filtrado proviene del uso de la transformada de Fourier en procesamiento
de sen˜ales en el llamado dominio de la frecuencia [2, 26, 29]. Se emplea el te´rmino de
filtrado espacial para diferenciar este proceso del filtrado tradicional en el dominio de la
frecuencia.
Dos de los tipos ma´s comunes de filtros espaciales son [21]: los lineales y los no linea-
les, en donde ambos recorren todos los p´ıxeles de una imagen con sus correspondientes
vecindarios, pero la diferencia esta´ en co´mo aplican el filtrado a la imagen.
La respuesta del filtrado espacial lineal esta´ dada por convolucio´n de la imagen con una
ma´scara. E´sto se calcula mediante la suma de los productos de los coeficientes del filtro
con sus correspondientes p´ıxeles en el a´rea abarcada por la ma´scara. En general, el filtrado
lineal de una imagen I(i, j) de taman˜oM×N , con una ma´scaraM(i, j) de taman˜o m×n
esta´ dado por la expresio´n






w(s, t)I(i− s, j − t) (2.3)
donde a = (m − 1)/2 y b = (n − 1)/2. Para generar un filtrado completo de la imagen
e´sta ecuacio´n debe ser aplicada para i = 0, 1, 2, ...,M − 1 y j = 0, 1, 2, ..., N − 1, as´ı se
asegura que la ma´scara procesa todos los p´ıxeles de una imagen. El proceso de filtrado
lineal se ilustra en la Figura 2.3.
El segundo tipo de filtrado es el filtrado espacial no lineal, que opera en los vecindarios,
y el proceso de recorrido atrave´s de los p´ıxeles de una imagen es igual al caso lineal.
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P´ıxeles de la imagen
debajo de la ma´scara
Coeficientes de la ma´scara,
mostrando las coordenadas
I(i, j)
I(i− 1, j − 1)
I(i− 1, j)
I(i− 1, j)
I(i, j + 1)
I(i + 1, j + 1)I(i + 1, j)
I(i− 1, j + 1)
I(i + 1, j − 1)
w(0, 0)
w(−1,−1) w(−1, 1)
w(1, 0)w(1,−1) w(1, 1)
w(0,−1) w(0, 1)
w(−1, 0)
Figura 2.3: Proceso de filtrado lineal espacial
Sin embargo, la diferencia radica en que la operacio´n de filtrado esta´ condicionada a los
valores de los p´ıxeles en el vecindario en consideracio´n.
Con respecto a la implementacio´n de los filtros espaciales surge una pregunta: ¿Que´
sucede cuando una ma´scara tiene como p´ıxel central uno que se encuentra en el borde de
la imagen o cerca, y por tanto algunos de los p´ıxeles que abarca e´sta no se encuentran
definidos porque no pertenecen a la imagen?. En e´ste caso el enfoque empleado en e´ste
trabajo consiste en expandir la frontera de la imagen y rellenar esa a´rea mediante varias
alternativas. La primera de ellas consiste asignar un valor de cero a esa a´rea expandida tal
y como se ilustra en la Figura 2.4(a). Otro tipo de expansio´n se basa en reflejar la imagen
en cada uno de los bordes como se muestra en 2.4(b). El tercer tipo de expansio´n consiste
en repetir perio´dicamente la imagen como se ilustra en la Figura 2.4(c). Finalmente,
en la Figura 2.4(d) se muestra el u´ltimo tipo de expansio´n que consiste es repetir de
manera constante el valor del p´ıxel del borde. E´stas diferentes alternativas de fronteras





Figura 2.4: Tipos de expansiones de las fronteras de una imagen: (a) cero, (b) reflejada, (c)
perio´dica, (d) constante.
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Dominio de la Frecuencia
Las te´cnicas de procesamiento en el dominio de la frecuencia se basan en la la transfor-
mada de Fourier de una imagen [2, 26, 29]. El intere´s de e´ste trabajo se concentra en la
transformada discreta de Fourier (en ingle´s Discrete Fourier Transform - DFT) que es la
base del estudio del dominio de la frecuencia en procesamiento digital de ima´genes. La
transformada discreta de Fourier en dos dimensiones de una funcio´n f(x, y) (o bien una
imagen I(i, j)) de taman˜o M ×N esta´ dada por la siguiente ecuacio´n








E´sta expresio´n debe ser calculada para los valores de u = 0, 1, 2, ...,M − 1 y tambie´n
para v = 0, 1, 2, ..., N − 1. Similarmente, dada F (u, v), se obtiene f(x, y) mediante la








F (u, v)e−j2pi(ux/M+vy/N) (2.5)
para x = 0, 1, 2, ...,M − 1 y y = 0, 1, 2, ..., N − 1. Las ecuaciones 2.4 y 2.5 conforman la
pareja de transformadas discretas bidimensionales de Fourier. Las variables u y v son las
variables de frecuencia. y x y y son las variables espaciales.
• Filtrado en el Dominio de la Frecuencia
El domino de la frecuencia es ma´s que el espacio definido por los valores de la transformada
de Fourier y sus variables de frecuencia (u, v), a continuacio´n se presenta el significado
del dominio de la frecuencia para el procesamiento de ima´genes.
A partir de la informacio´n de la imagen en el dominio de la frecuencia se puede interpretar
de manera general caracter´ısticas espaciales e´sta. La frecuencia se asocia directamente con
la tasa de cambio, y as´ı se puede asociar frecuencias con caracter´ısticas de la intensidad
de una imagen. As´ı, la componente de frecuencia ma´s baja u = v = 0 corresponde al valor
promedio de la intensidad o nivel de gris en una imagen. Al desplazarse en el espectro de
frecuencias de una imagen desde el origen hacia las altas frecuencias, se encuentra que las
bajas frecuencias son las responsables de regiones planas en donde no hay gran variacio´n
de el nivel de gris. Por otra parte, hacia las altas frecuencias se encuentran cambios
ra´pidos en el nivel de gris de una imagen. E´stos cambios ra´pidos pueden ser bordes de














I(i, j) Î(i, j)
HT (u, v)IT (u, v)
Operacio´n de filtrado en el dominio de la frecuencia
Figura 2.5: Diagrama de bloques del proceso de filtrado en el dominio de la frecuencia [21].
Sea I(i, j) una imagen y IT (u, v) su correspondiente transformada de Fourier. En [21] se
propone el siguiente esquema de filtrado en la frecuencia:
1. Calcular IT (u, v), la DFT de la imagen.
2. Multiplicar IT (u, v) por una funcio´n de filtrado HT (u, v).
3. Calcular la DFT inversa del resultado en (2).
4. Obtener la parte real del resultado en (3).
La funcio´n HT (u, v) es llamada filtro porque e´ste suprime ciertos componentes de fre-
cuencia mientras que otros no se alteran. Los tipos de filtros ma´s comunes empleados
en procesamiento digital de ima´genes son: los filtros paso bajo que atenu´an las altas fre-
cuencias, y los filtros paso alto que atenu´an las bajas frecuencias. Es as´ı como que una
imagen procesada con un filtro paso bajo presenta menor detalle y luce ma´s difuminada,
en contraposicio´n con una imagen procesada con un filtro paso alto que presenta mayor
detalle y definicio´n.
Sea I(i, j) representa la imagen de entrada y IT (u, v) es su transformada, entonces la
transformada de Fourier de la imagen de salida esta´ dada por
ÎT (u, v) = HT (u, v)IT (u, v) (2.6)
La imagen filtrada es obtenida simplemente tomando la transformada inversa de
ÎT (u, v)
Î(i, j) = F−1[ÎT (u, v)] (2.7)
El procedimiento de filtrado comentado anteriormente se resume en el diagrama de bloques
de la Figura 2.5, en el que se sintetiza el concepto del filtrado como un proceso que se basa
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en la modificacio´n de la transformada de una imagen, mediante alguna funcio´n de filtrado,
y posteriormente se toma el inverso del resultado para obtener la imagen de salida final.
La relacio´n fundamental entre el domino de espacial y el dominio de la frecuencia es el
teorema de la convolucio´n. E´ste concepto ya se introdujo anteriormente en el caso del
dominio espacial, cuando se describio´ el proceso mediante el cual una ma´scara se mueve
atrave´s de todos los p´ıxeles de una imagen, y as´ı calcula una cantidad predeterminada
para cada p´ıxel. Sea F (u, v) y H(u, v), las transformadas de Fourier de f(x, y) y h(x, y),
respectivamente. El primer te´rmino del teorema de la convolucio´n es f(x, y)∗h(x, y), y el
segundo te´rmino es la multiplicacio´n de las transformadas F (u, v)H(u, v). La convolucio´n
en el dominio espacial se define formalmente como
f(x, y) ∗ h(x, y)⇔ 1
2pi
F (u, v)H(u, v) (2.8)
La doble flecha es usada para indicar que la expresio´n de la izquierda que es la convolucio´n
espacial puede ser obtenida tomando la transformada inversa de la transformada de Fou-
rier de la expresio´n de la derecha que es el producto F (u, v)H(u, v). Un resultado ana´logo
es la convolucio´n en el dominio de la frecuencia, que es simplemente una multiplicacio´n
en el dominio espacial
f(x, y)h(x, y)⇔ F (u, v) ∗H(u, v) (2.9)
Dominio de la transformada Wavelet
La transformada de wavelet es una te´cnica reciente de transformacio´n utilizada en el
procesamiento de ima´genes. A diferencia de la transformada de Fourier en donde las
funciones base son ondas senoidales, la transformada de wavelet se basa la descomposicio´n
lineal en ondas llamadas wavelets u onditas, de frecuencia variable y duracio´n limitada.
Un wavelet u ondita ψ(x) es un tipo de funcio´n matema´tica utilizada para dividir una
funcio´n dada en diferentes componentes de frecuencia y estudia cada componente con una
resolucio´n que se ajuste a su escala.
Los wavelets son copias escaladas y trasladadas conocidas como wavelets hijas de una
forma de onda oscilatoria de longitud finita llamada wavelet madre. La transformada de
wavelet tiene ventajas sobre la transformada de Fourier para representar funciones que




• Ana´lisis Multiresolucional (MRA)
Los wavelets fueron primero presentados como el fundamento de un nuevo enfoque para
el procesamiento de sen˜ales llamado teor´ıa multiresolucional. Como su nombre lo indica,
la teor´ıa multiresolucional se relaciona con sen˜ales (o ima´genes en e´ste caso) en ma´s de
una resolucio´n. E´sto con el objetivo de detectar caracter´ısticas de las sen˜ales que en
una resolucio´n son ma´s fa´ciles de detectar que en otras. El ana´lisis multiresolucional se
fundamenta principalmente en tres te´cnicas de imagen: pira´mide de ima´genes, codificacio´n
subbanda y la transformada de Haar.
Pira´mide de ima´genes Es una estrutura conceptualmente simple para representar
ima´genes con ma´s de una resolucio´n es la pira´mide de ima´genes. Como se muestra en
la Figura 2.6 la base de la pira´mide contiene la representacio´n de mayor resolucio´n de la
imagen que esta´ siendo procesada. Al moverse hacia los niveles superiores de la pira´mide
tanto el taman˜o como la resolucio´n de la imagen decrecen.
Nivel J (Base)







Figura 2.6: Estrutura piramidal de ima´genes [21].
Codificacio´n subbanda En la codificacio´n subbanda, una imagen es descompuesta
en un conjunto de componentes de banda limitada, llamadas subbandas, que pueden ser
reensambladas para reconstruir la imagen original sin error. Cada subbanda es generada
por el filtro pasabanda que filtra la entrada. Debido a que el ancho de banda de las
subbandas resultantes es ma´s pequen˜o que el de la imagen original, las subbandas pueden
ser submuestreadas sin perder informacio´n. La reconstruccio´n de la imagen original se
logra sobremuestreando, filtrando y sumando las subbandas individuales.
La transformada de Haar E´sta es la tercera y u´ltima de las te´cnicas de imagen
que se relaciona con el ana´lisis multiresolucional. La importancia de e´sta transformada
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radica en el hecho de que sus funciones base son los wavelets ortonormales conocidos ma´s
viejos y simples. La transformada de Haar, es tanto separable como sime´trica y puede ser
expresada en forma de matriz como
T = HFH (2.10)
donde F es una matriz de la imagen de taman˜o N×N , H es una matriz de transformacio´n
de taman˜o N×N . Para la transformada de Haar, la matriz de transformacio´n H contiene
las funciones base de Haar, hk(z). Ellas se definen sobre un intervalo continuo y cerrado
z ∈ [0, 1], para k = 0, 1, 2, ..., N − 1, donde N = 2n. Para generar H, se define un entero
k, tal que k = 2p + q − 1, donde 0 ≤ p ≤ n− 1, q = 0 o 1 para p = 0, y 1 ≤ q ≤ 2p para
p 6= 0. Entonces las funciones base de Haar son
h0(z) = h00(z) =
1√
N
, z ∈ [0, 1] (2.11)
y




2p/2 (q − 1)/2p ≤ z ≤ (q − 0.5)/2p
−2p/2 (q − 0.5)/2p ≤ z ≤ q/2p
0 de otra manera, z ∈ [0, 1]
(2.12)
Para un mayor detalle del dominio wavelet aplicado a procesamiento de ima´genes refie´rase
a [21].
Proceso de degradacio´n y mejoramiento de ima´genes
Como se muestra en la Figura 2.7, el proceso de degradacio´n es modelado como una
funcio´n de degradacio´n que representa los factores de desmejoramiento de una imagen,
como errores en el proceso de adquisio´n, mala iluminacio´n al momento de la captura de
la imagen y otros factores ma´s, que resultan en una imagen con inadecuado contraste y
nitidez. Lo anterior junto con el ruido aditivo operan en la imagen de entrada deseada
idealmente I(i, j) para producir una imagen degradada Î(i, j). Teniendo algu´n conoci-
miento de la funcio´n de degradacio´n H, y del ruido aditivo η(i, j), es posible obtener
una imagen estimada Iˆ(i, j) que se acerque lo ma´s posible a la imagen deseada, e´ste es
precisamente el objetivo principal del mejoramiento de imagen y a su vez de e´ste trabajo.
Basado en los conceptos discutidos en la seccio´n anterior sobre el dominio espacial y de la
frecuencia, junto con el concepto de convolucio´n se puede modelar en el dominio espacial
el proceso de degradacio´n de una imagen de la siguiente manera













Figura 2.7: Proceso de degradacio´n y mejoramiento de ima´genes [21].
donde H(i, j) es la representacio´n espacial de la funcio´n de degradacio´n y el s´ımbolo ∗
indica la convolucio´n entre la imagen de entrada y la funcio´n de degradacio´n. Basado en
el teorema de la convolucio´n se sabe que una convolucio´n en el dominio del espacio es una
multiplicacio´n en el domino de la frecuencia, de tal manera que el proceso de degradacio´n
se modela en el dominio de la frecuencia de la siguiente manera
ÎT (u, v) = IT (u, v)HT (u, v) +N(u, v) (2.14)
donde los te´rminos en mayu´sculas son las transformadas de Fourier de los correspondientes
te´rminos de (2.13). Por otra parte, los filtros de mejoramiento son los algoritmos que se
desarrollan ya sea en el dominio espacial, dominio de la frecuencia o dominio de wavelet.
El presente trabajo se concentra completamente en el dominio espacial.
2.2 Trabajos previos en mejoramiento de ima´genes
2.2.1 Reduccio´n de ruido
El proceso de adquisicio´n de ima´genes mediante sensores y ca´maras generalmente conta-
mina las ima´genes con imperfecciones como el ruido. Defectos en instrumentos, problemas
con el proceso de adquisicio´n, ruido te´rmico, as´ı como errores de transmisio´n y compresio´n
degradan la calidad de las ima´genes digitalizadas, de tal manera que el primer paso antes
de analizar las ima´genes adquiridas es aplicar te´cnicas de reduccio´n de ruido.
La forma en que el ruido se presenta en las ima´genes digitales se ve influenciada por los
instrumentos de captura, la transmisio´n de datos y la cuantizacio´n de la imagen, entre
otros y segu´n e´sta as´ı sera´ la te´cnica a emplear para reducir el ruido. En general, el ruido
en ima´genes naturales se asume como aditivo y aleatorio, y es modelado como Gausiano
18
2.2 Trabajos previos en mejoramiento de ima´genes
y blanco, y e´ste es en el que se enfoca principalmente el presente trabajo. En la Seccio´n
4.1.1 se presentan con detalle modelos comunes de ruido en procesamiento de ima´genes.
Evolucio´n de la investigacio´n en reduccio´n de ruido en ima´genes
La reduccio´n de ruido sigue siendo un problema fundamental en el a´rea de procesamiento
de ima´genes. Una de las principales preocupaciones que concentra los esfuerzos de la
mayor parte de los trabajos es reducir el ruido sin afectar la imagen original, debido a
que muchos enfoques de reduccio´n de ruido tienden a difuminar las ima´genes. Por otra
parte, al comparar los algoritmos desarrollados para la reduccio´n de ruido en una imagen
con los de mejoramiento de contraste y de definicio´n, se encuentra que los esfuerzos de
investigacio´n se han concentrado mayormente en la reduccio´n de ruido.
En general los wavelets brindan un rendimiento superior dedido a las propiedades de
multiresolucio´n comentadas en la seccio´n anterior. Con la Transformada de Wavelet
ganando popularidad en los u´ltimos an˜os, muchos algoritmos basados en e´sta han sido
propuestos. De tal manera que el intere´s en la investigacio´n ha pasado del dominio
espacial y de Fourier al dominio de la Transformada de wavelet. Desde que Donoho
en [17] propuso un enfoque de umbral para reduccio´n de ruido, se han publicado gran
cantidad de art´ıculos en e´ste sentido. A pesar, de que el concepto propuesto por Donoho
[18] no fue revolucionario, demostro´ un enfoque simple a un problema dif´ıcil [27].
Lo anterior no quiere decir que se ha dejado de lado el desarrollo de algoritmos en el
dominio espacial y de la frecuencia. El enfoque propuesto por Buades en [9] en el 2004,
llamado medias no locales (en ingle´s Non-Local Means) es un algoritmo de reduccio´n de
ruido desarrollado en el dominio espacial que aprovecha la redundancia en las ima´genes, y
su principal virtud es el no afectar la imagen original para eliminar el ruido; e´ste enfoque
es de especial intere´s para el presente trabajo.
Clasificacio´n de los algoritmos de reduccio´n de ruido
Como se muestra en la Figura 2.8, existen dos enfoques ba´sicos para reduccio´n de ruido en
una imagen: me´todos en el dominio espacial yme´todos en el dominio de las transformadas
[27].
• Filtrado en el Dominio Espacial
Una forma tradicional para remover ruido de una imagen es emplear filtros espaciales.









Transformadas de datosTransformadas de datos
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Figura 2.8: Clasificacio´n de algoritmos de reduccio´n de ruido [27].
Filtros lineales En general los filtros lineales tienden a difuminar las ima´genes, afec-
tando los bordes, l´ıneas y detalles finos. Un filtro de media es el filtro lineal o´ptimo para
ruido Gaussiano, en el sentido de error cuadra´tico medio. La idea de e´ste filtro es susti-
tuir el valor de cada p´ıxel, por el promedio de los valores de los vecinos, definidos por la
ma´scara. El filtro Gaussiano es otro filtro lineal, que convuciona una ma´scara gaussiana
con la imagen para reducir el ruido; e´ste se describe en la Seccio´n 4.1.2.
Filtros no lineales En e´ste tipo de filtros el ruido se remueve sin identificarlo. Los
filtros espaciales utilizan filtros pasobajo, en grupos de p´ıxeles definidos por las ma´scaras,
asumiendo que ocupan la parte alta del espectro de frecuencia. El filtro de mediana es
un ejemplo de filtro no lineal en donde el valor de p´ıxel en estudio es sustituido con
la mediana del vecindario definido en la ma´scara; e´ste filtro se describe en la Seccio´n
4.1.3. Otro enfoque que evita el difuminado de la imagen es el propuesto por Buades en
[9, 10, 11, 12]. E´ste algoritmo se basa en el promediado no local de todos los p´ıxeles de
una imagen; en la Seccio´n 4.1.5 se describe detalladamente e´ste algoritmo.
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• Filtrado en el Dominio de las Transformadas
Los me´todos de filtrado en el dominio de las transfomadas pueden ser clasificados de
acuerdo a la eleccio´n de las funciones base. Las funciones base pueden ser datos adapta-
tivos y no adaptativos.
Filtrado en la frecuencia En algoritmos del dominio de la frecuencia, la reduccio´n
de ruido se logra mediante el disen˜o de un filtro con una frecuencia de corte determinada,
cuando el ruido se encuentra descorrelacionado de la imagen original. El ruido se encuentra
en las altas frecuencias, por tal motivo, que el tipo de filtros que se utilizan son pasobajo.
Los filtros se implementan mediante la Transformada Ra´pida de Fourier (en ingle´s Fast
Fourier Transform - FFT). E´stos me´todos podr´ıan causar frecuencias artificales en la
imagen procesada.
Dominio Wavelet El filtrado en el dominio Wavelet se divide en dos categor´ıas:
me´todos lineales y no lineales.
I. Filtros Lineales Los filtros lineales en el dominio wavelet proveen resultados o´ptimos
cuando el ruido, puede ser modelado como un proceso Gaussiano y el criterio de exactitud
es el error cuadra´tico medio. Sin embargo, el disen˜o de filtros basado en e´ste criterio
frecuentemente resulta en una imagen que es ma´s desagradable que la imagen original
con ruido, a pesar de e´sto el proceso de filtrado reduce exitosamente el error cuadra´tico
medio.
II. Filtros de Umbral no Lineales El a´rea ma´s investigada de la transformada wavelet
aplicada a la reduccio´n de ruido es la de los me´todos basados en el umbral de coeficientes
no lineales. E´ste procedimiento aprovecha que la transformada de wavelet mapea ruido
blanco del dominio de la sen˜al a ruido blanco en el dominio de la transformada. As´ı,
mientras que la energ´ıa de la sen˜al se concentra ma´s en pocos coeficientes en el dominio
de la transformada, el ruido no lo hace. E´ste es un importante principio para separar el
ruido de la sen˜al de intere´s [17].
El procedimiento descrito anteriormente, en donde los pequen˜os coeficientes son removi-
dos, mientras que otros se mantienen se llama umbral fuerte. Pero genera desperfectos en
las ima´genes como resultado de un fracasado intento de remover los coeficientes de ruido
moderamente grandes.Para superar e´ste inconveniente, en [17] se introduce el umbral li-




a. Umbrales no adaptativos VISUShrink [18] es un umbral universal no adaptativo, que
depende solo del nu´mero de puntos de datos. Tiene equivalencia asinto´tica, sugiriendo
el mejor rendimiento en te´rminos de error cuadra´tico medio cuando el nu´mero de p´ıxeles
alcanza infinito.
b. Umbrales adaptativos SUREShrink [18] usa un h´ıbrido del umbral universal y el
umbral SURE (en ingle´s Stein’s Unbiased Risk Estimator) y se desempen˜a mejor que
VISUShrink.
III. Transformadas de wavelet no ortogonales La transformada de wavelet no diezmada
(en ingle´s Undecimated Wavelet Transform - UDWT) es usada tambie´n para descompo-
ner una sen˜al para proveer una mejor solucio´n visualmente. Aunque la mejora en los
resultados es superior, el uso de UDWT incluye gran cantidad ca´lculos, lo que lo hace ser
un proceso ma´s lento [27].
Adicionalmente al uso de UDWT, el uso de multiwavelets mejora el desempen˜o pero
tambie´n incrementa la complejidad computacional. Los multiwavelets son obtenidos me-
diante la aplicacio´n de ma´s de una funcio´n madre (funcio´n de escalado) a un conjunto de
datos dado.
IV. Modelo de Coeficientes de Wavelet E´ste enfoque se concentra en explotar las pro-
piedades de multiresolucio´n de la transformada de wavelet. E´sta te´cnica identifica una
estrecha correlacio´n de la sen˜al en diferentes resoluciones observando la sen˜al en mu´ltiples
resoluciones. E´ste me´todo provee excelentes resultados pero computacionalmente es mu-
cho ma´s complejo y costoso. El modelado de los coeficientes de wavelet puede ser deter-
min´ıstico o estad´ıstico [27].
a. Determin´ıstico El me´todo determin´ıstico de modelado implica crear una estructura
de a´rbol de los coeficientes de wavelet, en donde cada nivel del a´rbol representa la escala
de transformacio´n y cada nodo representa los coeficientes de wavelet [6]. La aproximacio´n
o´ptima del a´rbol muestra una interpretacio´n jera´rquica de la descomposicio´n de wavelet.
Los coeficientes de wavelet de singularidades son los ma´s grandes a lo largo de las ramas del
a´rbol. As´ı, si un coeficiente de wavelet tiene una fuerte presencia en un nodo particular,
entonces en el caso de ser una sen˜al su presencia deber´ıa ser ma´s pronunciada en sus
ramas padre. Si es un coeficiente ruidoso, no se encontrara´ una presencia consistente.
b. Estad´ıstico E´ste enfoque se concentra en las propiedades ma´s interesantes de la
transformada de wavelet, como lo son la correlacio´n multiescala entre los coeficientes de
wavelet, la correlacio´n local entre los coeficientes del vecindario, entre otros. E´ste enfoque
tiene el objetivo intr´ınseco de perfeccionar el modelado exacto de los datos de una imagen
con el uso de la transformada de wavelet. En [13] y [30] se puede encontrar una amplia
revisio´n sobre las propiedades estad´ısticas de los coeficientes de wavelet. En general, los
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enfoques se clasifican en dos modelos probabil´ısticos: marginal y coyuntura.
2.2.2 Trabajos realizados en mejoramiento de contraste
Las ima´genes con bajo contraste pueden resultar de una pobre iluminacio´n, falta de un
rango dina´mico adecuado en el sensor de imagen, o tambie´n apertura inadecuada del
objetivo durante la adquisicio´n, o bien que el objeto que se desea adquirir posee en s´ı
mismo un bajo contraste como es el caso de las ima´genes de geles de electroforesis. El
propo´sito de los me´todos de mejoramiento de contraste es mejorar la visibilidad y los
detalles de una imagen.
• Clasificacio´n de los algoritmos de mejoramiento de contraste
En general, muchos autores [35, 36, 25] concuerdan como se muestra en la Figura 2.9, que
los me´todos de mejoramiento de contraste se clasifican en dos grandes categor´ıas: globales
y locales.
replacemen





Aumento de GradienteExpansio´n de contraste
Figura 2.9: Clasificacio´n de algoritmos de mejoramiento de contraste.
Globales Las te´cnicas de mejoramiento de contraste globales, remedian problemas como
condiciones excesivas o pobres de iluminacio´n en el ambiente de origen. Sin embargo, e´stas
te´cnicas no siempre producen buenos resultados especialmente en ima´genes que tienen una
gran variacio´n espacial en el contraste.
I. Histograma La ecualizacio´n de histograma (en ingle´s Histogram Equalization - HE)
[21] es un me´todo ampliamente utilizado para el mejoramiento de contraste. En principio,
la ecualizacio´n de histograma incrementa el contraste de una imagen mediante la trans-
formacio´n de su histograma en uno uniforme que abarque el rango dina´mico completo
de niveles de gris. E´sto se basa en la suposicio´n que para una ma´xima transmisio´n de




A pesar de la simplicidad y la definicio´n impl´ıcita de la funcio´n de transformacio´n en
el me´todo de ecualizacio´n de histograma, hay algunos problemas asociados a ello. El
primero, es que resulta en un cambio significativo en el valor medio del brillo de la imagen.
E´sto debido a que la ecualizacio´n de histograma transforma el histograma original de la
imagen en una distribucio´n uniforme, que tiene un valor medio en la mitad del rango
de niveles de gris independientemente del valor medio de la imagen original. Segundo,
el me´todo de ecualizacio´n de histograma puede causar un sobre contraste o bien una
saturacio´n de los niveles de gris fuera del rango. Y tercero, la funcio´n de transformacio´n
de la ecualizacio´n de histograma es capaz de mejorar el contraste global de una imagen y
podr´ıa o no aumentar el contraste local, debido a que esta´ basado en el contenido global
de la imagen.
Como se sen˜alo´ en la discusio´n anterior la ecualizacio´n de histograma determina au-
toma´ticamente la funcio´n de transformacio´n que permite que la imagen resultante tenga
un histograma uniforme. En e´ste sentido, es u´til tambie´n poder especificar la forma del
histograma que se desea que tenga la imagen procesada. El me´todo que se utiliza para
generar una imagen procesada con un histograma especificado se llama especificacio´n de
histograma (en ingle´s Histogram Specification - HS) [21]. En e´ste enfoque el contraste
de la imagen original se modifica mediante la especificacio´n del histograma deseado. La
ecualizacio´n de histograma se puede considerar como un caso especial de especificacio´n
de histograma en donde el histograma deseado tiene una distribucio´n uniforme. La ecua-
lizacio´n de histograma se describe detallamente en la Seccio´n 4.2.1.
II. Expansio´n de contraste La expansio´n de contraste [21] es una te´cnica simple de mejo-
ramiento de contraste que intenta aumentar el contraste de una imagen “espandiendo” su
rango de niveles de gris a un rango deseado de valores, como puede ser el rango completo
de valores que el tipo de imagen permita. E´ste me´todo se diferencia de la ecualizacio´n
de histograma en que solo puede aplicar una funcio´n lineal de escalado a los p´ıxeles de la
imagen.
Locales Los me´todos globales son apropiados para mejoramiento en general, pero hay
casos en que es necesario mejorar los detalles en pequen˜as a´reas de la imagen. En te´rminos
generales las te´cnicas locales presentan mejores resultados que las globales.
I. Histograma El procedimiento global de ecualizacio´n de histograma puede ser fa´cilmente
extendido a mejoramiento local de contraste llamado ecualizacio´n local de histograma (en
ingle´s Local Histogram Ecualization - LHE) [21]. En la ecualizacio´n local de histograma,
se define primero un vecindario cuadrado o rectangular y se mueve el centro del mismo
p´ıxel por p´ıxel atrave´s de toda la imagen. E´sta extensio´n de la ecualizacio´n de histograma
permite a cada p´ıxel adaptarse a su vecindario, as´ı se puede lograr un mayor contraste
para todas las ubicaciones de la imagen. Sin embargo, la ecualizacio´n local de histograma
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resulta en una modificacio´n no natural de la imagen. Tambie´n e´ste me´todo produce
bordes en puntos donde la transformacio´n local cambia abruptamente, debido al ra´pido
cambio del histograma local. E´sto se debe a que la ecualizacio´n local de histograma es
solo la extensio´n local de la ecualizacio´n de histograma, por tanto, hereda sus problemas
de sobremejoramiento y saturacio´n.
La especificacio´n de histograma tambie´n tiene su contraparte en los enfoques locales
de mejoramiento de contraste. La especificacio´n de histograma es una te´cnica con as-
pecto inherente: ¿Co´mo se define el histograma deseado?. En e´ste sentido Jafar et. al.
en [25] proponen un nuevo me´todo llamado Especificacio´n Local Automa´tica de Histo-
grama (en ingle´s Automatic Local Histogram Specification - ALHS), que proporciona
automa´ticamente el o´ptimo mejoramiento de contraste con una distorsio´n mı´nima en la
apariencia de la imagen. Ba´sicamente, la especificacio´n local automa´tica del histograma
es aplicado localmente como la ecualizacio´n local de histograma. Sin embargo, para modi-
ficar el p´ıxel en el centro del bloque, se especifica el histograma de salida deseado para ese
bloque, as´ı el me´todo de especificacio´n de histograma se utiliza para encontrar el nuevo
valor del p´ıxel. La idea central de la especificacio´n automa´tica del histograma es la de-
terminacio´n del histograma deseado para cada bloque. La especificacio´n local automa´tica
del histograma define automa´ticamente el histograma, de tal manera que e´ste sea lo ma´s
cercano a la distribucio´n uniforme y al mismo tiempo su valor medio del brillo tenga una
mı´nima desviacio´n respecto a su valor original.
II. Segmentacio´n de Ima´genes Muchos de los enfoques de mejoramiento de contraste
local se basan en la segmentacio´n de ima´genes, para e´sto se emplean me´todos en el dominio
espacial y en dominio de la frecuencia, seguidos de un operador de mejoramiento de
contraste en cada segmento. Los enfoques se diferencian principalmente en la forma en
que escoge para la representacio´n multi-escala o multi-resolucio´n de la imagen (difusio´n
anisotro´pica [20], te´cnicas piramidales no lineales [38], te´cnicas morfolo´gicas multi-escala
[37, 28]) o en la forma en que mejoran el contraste despue´s de la segmentacio´n (operadores
morfolo´gicos [28], transformadas de wavelet [40], transformadas curvelet [34], lo´gica difusa
[23, 22] y algoritmos gene´ticos [31]).
III. Aumento de Gradiente En general, el aumento de gradiente se encuentra asociado
con un aumento de contraste. En e´ste sentido Subr et. al. [35, 36] proponen un algoritmo
que logra el mejoramiento del gradiente mediante la maximizacio´n de una funcio´n objetivo,
obteniendo as´ı una imagen resultante con un mayor contraste, que se controla con un so´lo
para´metro de e´ste algoritmo. Adema´s, se basa en restricciones que evitan que los valores
de los niveles de gris se saturen en la imagen procesada. En particular entre los algoritmos
de mejoramiento de contraste, es de especial intere´s para el presente trabajo. En la Seccio´n
4.2.2 se describe detalladamente e´ste algoritmo.
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2.2.3 Mejoramiento de nitidez
El principal objetivo del mejoramiento de la nitidez de ima´genes es resaltar los detalles
finos en una imagen o mejorar los detalles que fueron difuminados, ya sea, por un error o
por un efecto natural del proceso de adquisicio´n. En general, los esfuerzos de investigacio´n
en el a´rea de mejoramiento de nitidez de ima´genes son ma´s escasos que en el caso de
reduccio´n de ruido y de mejoramiento de contraste.
• Clasificacio´n de los algoritmos de mejoramiento de nitidez
Al igual que en el caso de los algoritmos de reduccio´n de ruido los algoritmos de mejo-
ramiento de nitidez como se muestra en la Figura 2.10 se pueden clasificar en: dominio
espacial, dominio de la transformada de Fourier y dominio de la transformada de wavelet.
Algoritmos de Mejoramiento de Definicio´n
Dominio Espacial Dominio de la Frecuencia Dominio de Wavelet
Figura 2.10: Clasificacio´n de algoritmos de mejoramiento de nitidez.
Dominio Espacial En general, la difuminacio´n de una imagen se puede lograr en
el dominio espacial mediante el promediado de los valores de un vecindario. Debido a
que el promediado es ana´logo a la integracio´n, es posible concluir que el mejoramiento
de la nitidez en una imagen se puede alcanzar mediante la diferenciacio´n espacial. E´sto
porque la diferenciacio´n de ima´genes mejora los bordes y otras discontinuidades (como
el ruido desafortunadamente) y desenfatiza a´reas con variacio´n lenta en los valores del
nivel de gris. Uno de los me´todos ma´s ampliamente utilizados en el mejoramiento de
nitidez se llama enmascaramiento de desenfoque [21], que consiste en sustraer una versio´n
difuminada de la imagen original de la imagen en s´ı misma. La imagen que se resta es
filtrada mediante la aplicacio´n de una ma´scara ya sea gaussiana o laplaciana. E´sta te´cnica
se presenta con ma´s detalle en la Seccio´n 4.3.1.
I. Dominio de la Frecuencia Como se discutio´ en la Seccio´n 2.1.2, los bordes y
otros cambios abruptos en los niveles de grises esta´n asociados con los componentes de
alta frecuencia, de tal manera que el mejoramiento de la nitidez de una imagen puede ser
logrado en el dominio de la frecuencia mediante proceso de filtrado pasoalto, que atenu´a
las bajas frecuencias sin modificar la informacio´n de alta frecuencia. Algunos de los filtros
pasoalto que se emplean son: Ideal, Butterworth, y el Gaussiano [21].
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II. Dominio de Wavelet Donoho en [16] propone un algoritmo basado en wavelets. La
idea principal de e´ste enfoque es que a un nivel de resolucio´n dado, tanto la transformada
de wavelet, como su inversa pueden ser expresadas como una convolucio´n con ciertas





Me´todo de evaluacio´n de algoritmos
En general ningu´n algoritmo de mejoramiento de calidad es aplicable a todo tipo de
ima´genes y tampoco es apto para todo tipo aplicacio´n, es por e´sto que se hace necesario
evaluar los algoritmos objetivamente, con el fin de conocer por completo el comporta-
miento de cada algoritmo y as´ı mismo, para efectuar comparaciones directas entre ellos.
La alternativa empleada en e´ste trabajo es la optimizacio´n multi-objetivo que no solo se li-
mita a encontrar una u´nica solucio´n, sino que ma´s bien busca el conjunto de las soluciones
“o´ptimas” para un determinado algoritmo y sus parametrizaciones.
3.1 Evaluacio´n de algoritmos
Zhang en [41] propuso una categorizacio´n para la evaluacio´n de algoritmos de segmen-
tacio´n que se muestra en la Figura 3.1, sin embargo, e´sta puede ser aplicada a otro tipo




Figura 3.1: Alternativas de evaluacio´n de algoritmos segu´n Zhang [41]
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Los me´todos anal´ıticos tratan con los algoritmos en s´ı mismos considerando principios
subyacentes, hipo´tesis, limitaciones, complejidad, entre otros. E´stas te´cnicas no requie-
ren la implementacio´n de los algoritmos y esta´n exentas de los efectos negativos de la
experimentacio´n. Sin embargo, ellos no pueden describir aspectos del desempen˜o de los
algoritmos.
Los me´todos emp´ıricos trabajan con la salida de los algoritmos, requiriendo expl´ıcitamente
la implementacio´n de los mismos. Las medidas de bondad definen medidas cuantitativas
que juzgan la concordancia de los resultados de los algoritmos con el concepto idealizado,
sin la necesidad de datos de referencia. As´ı las medidas de bondad son absolutas, como
por ejemplo el tiempo de ejecucio´n de un determinado algoritmo. Finalmente, la u´ltima
categor´ıa son las medidas de discrepancia. En e´stas a diferencia de las medidas de bondad,
la salida de un algoritmo es comparada con datos de referencia, llamados datos de oro (en
ingle´s golden data), y las diferencias son codificadas en alguna me´trica.
El mayor problema en la evaluacio´n de te´cnicas de mejoramiento de ima´genes es la di-
versidad de resultados de un algoritmo dependiendo de la parametrizacio´n elegida. E´ste
aspecto es tradicionalmente descuidado en la literatura de mejoramiento de ima´genes e
inclusive en otras a´reas, as´ı, cuando un nuevo enfoque es propuesto, sus ventajas sobre
otras te´cnicas son comu´nmente mostradas bajo la consideracio´n de un solo conjunto de
para´metros que raramente esta´ optimizado. Para evitar tal situacio´n, el presente trabajo
plantea la evaluacio´n objetiva de los algoritmos y sus parametrizaciones.
Everingham et. al. en [19] sen˜ala el riesgo de intentar concentrar las bondades de un
algoritmo es una sola medida, debido a que es imposible reflejar todas las dependencias
entre para´metros y propiedades del resultado de un algoritmo en un solo valor escalar. Un
compromiso entre varias medidas de aptitud o de costo puede ser hecho solo si suficiente
informacio´n acerca de los efectos de diferentes parametrizaciones esta´n disponibles.
La evaluacio´n a trave´s de discrepancia emp´ırica esta´ asociada con la generacio´n de un
conjunto de datos de referencia, que en e´ste caso son las ima´genes originales. La gene-
racio´n de e´ste conjunto de oro dependiendo de la aplicacio´n, puede ser una dif´ıcil tarea,
debido a que la evaluacio´n es significativa solo si el conjunto de referencia es suficiente-
mente representativo para el contexto. Por e´sta razo´n, muchos autores optan por mostrar
simplemente uno o dos ejemplos, usando solo un conjunto de para´metros [9, 35]. En el
caso particular de e´ste trabajo, el conjunto de referencia esta´ constituido por algunas
ima´genes de geles de electroforesis.
En e´ste trabajo el enfoque seleccionado es la evaluacio´n emp´ırica propuesta por Eve-
ringham et al. [19], que esta´ basada en la optimizacio´n de desempen˜o multi-objetivo. El
resultado de tal mecanismo de evaluacio´n es un frente, que describe las “mejores” configu-
raciones en un espacio de aptitudes multi-dimensional. Para un compromiso dado entre
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medidas de aptitud, e´ste enfoque permite seleccionar no solo objetivamente el algoritmo,
sino tambie´n la parametrizacio´n que produce un punto de operacio´n deseado.
3.2 Frente de Pareto
El agregado de funciones de aptitud F para una algoritmo A con parametrizacio´n u,
evaluada usando como referencia un conjunto de datos G se define como
F (Au,G) = Φ(f1(Au,G), ..., fn(Au,G)) (3.1)
con funciones de aptitud individuales fk(Au,G) que son monoto´nicamente crecientes con
la aptitud de algu´n aspecto particular del comportamiento del algoritmo. Las funciones
fk generan un espacio multidimensional de aptitudes, donde cada punto representa el
desempen˜o de un algoritmo parametrizado con un punto u en un espacio de para´metros.
La forma general de Φ es asumida como desconocida, pero se incrementa monoto´nicamente
con aumentos de todas las funciones de aptitud fk. E´sta condicio´n asegura que ese punto
en el espacio de aptitud puede ser considerado como ma´s apto que todos los otros puntos
con valores menores en todas las dimensiones.
En la Figura 3.2, por ejemplo, el punto p1 es ma´s apto que el punto p4 y todos los dema´s
puntos que se encuentren dentro del recta´ngulo gris. En e´ste contexto, el punto p1 se dice
domina a p4. Todos los puntos no dominados en un conjunto definen el frente de pareto
de ese conjunto. En el ejemplo de la Figura 3.2, el frente esta´ definido por los puntos
p1, p2 y p3. Elegir una parametrizacio´n que no esta´ en el frente de Pareto sera´ siempre
una mala eleccio´n, debido a que un punto que forme parte del frente de pareto tendra´ un
mejor rendimiento.
En la Figura 3.2 el punto p1 domina la regio´n marcada por el recta´gulo gris. Las l´ıneas
punteadas delimitan la regio´n de dominancia de los puntos p2, p3 y p4. La l´ınea so´lida
sen˜ala el frente de Pareto para el conjunto de puntos mostrado. Los conceptos previos
son matema´ticamente expresados por la expresio´n
P̂ = {〈u ∈ IPA, f(Au,G)〉|¬∃v ∈ IPA : f(Av,G)  f(Au,G)} (3.2)
donde P̂ es el frente de Pareto, f es el vector de funciones de aptitud [f1, ..., fn]T y IPA
es el espacio de para´metros del algoritmo A. La relacio´n parcial de ordenamiento “”
describe la propiedad de dominancia, en donde el vector de funciones de aptitud f(Av,G)
domina a f(Au,G). A lo anterior se le conoce como dominancia de Pareto, y se define como
31







Figura 3.2: Frente de Pareto
f(Av,G)  f(Au,G)⇔ ∀k : fk(Av,G) ≥ fk(Au,G) ∧ ∃k : fk(Av,G) > fk(Au,G) (3.3)
Cualquier algoritmo que encuentre el frente de Pareto para un conjunto de puntos de
aptitud implementa (3.2) y (3.3). Debido a que el espacio de para´metros IPA, usualmente
contiene un nu´mero infinito de paremetrizaciones, el siguiente problema consiste en elegir
un conjunto representativo de muestras de IPA, de tal manera, que su frente de Pareto se
pueda considerar como una fiel aproximacio´n del frente exacto para el espacio completo.
Una aproximacio´n ingenua ser´ıa muestrear regularmente los valores de cada para´metro, ya
que el nu´mero de evaluaciones necesarias podr´ıa crecer exponencialmente con el nu´mero de
para´metros. As´ı por ejemplo, un algoritmo con 4 para´metros, cada uno muestreado diez
veces, requerir´ıa 104 = 10000 evaluaciones. Debido a que una sola evaluacio´n, comprende
ca´lculos para un conjunto completo de datos, el tiempo de ejecucio´n requerido para e´sta
alternativa es enorme.
En e´ste trabajo se empleo´ la optimizacio´n evolutiva multi-objetivo, cuya principal fina-
lidad es encontrar el frente de Pareto. E´sta es una alternativa gene´tica, que elimina
los ca´lculos innecesarios y concentra su atencio´n en aquellas regiones del espacio de
para´metros en donde se obtienen los mejores resultados. El nu´mero de evaluaciones
requeridas en e´sta alternativa gene´tica es proporcional al nu´mero de bits usados para
representar la parametrizacio´n.
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Todos los algoritmos de optimizacio´n multi-objetivo intentan encontrar el frente que con-
tiene las parametrizaciones mejor optimizadas para el conjunto de datos de referencia G.
Por lo tanto, como se menciono´ en la seccio´n anterior es importante que en la evaluacio´n
se utilicen datos representativos del contexto de la aplicacio´n; para el caso particular de
e´ste trabajo e´stos datos representativos son las ima´genes de geles de electroforesis.
3.3 Funciones de aptitud
Una funcio´n de aptitud es un tipo particular de funcio´n objetiva, que´ cuantifica que tan
“o´ptima” es una solucio´n. Una funcio´n de aptitud ideal debe estar correlacionada con el
objetivo del algoritmo.
Para algoritmos de evaluacio´n multi-objetivo, se deben seleccionar varias funciones de
aptitud, que pueden ser medidas de bondad o de discrepancia. Independientemente de
la seleccio´n final, un conjunto de datos de referencia G debe ser elegido. En el caso de
mejoramiento de ima´genes e´ste conjunto esta´ definido como
G = {〈Ik,Nk〉|k = 1...n} (3.4)
donde Ik es la imagen de referencia, yNk es la imagen de referencia degradada, ya sea, con
ruido, con un mal contraste o con una mala definicio´n. El conjunto GI = {Ik|k = 1...n}
contiene las ima´genes de referencia. GN = {Nk|k = 1...n} contiene las ima´genes de
referencia degradadas.
Sea Îk una imagen mejorada mediante un algoritmo A parametrizado con u a partir de
la imagen desgradada Nk
Îk = Au[Nk] (3.5)
El objetivo es buscar funciones de aptitud que evalu´en la diferencia entre la imagen original
Ik y la imagen mejorada Îk mediante el algoritmo A.
Para cada uno de los algoritmos que mejoran los para´metros de calidad de una imagen,
a saber, ruido, contraste y nitidez se emplearon diferentes medidas de aptitud. Tambie´n,
se empleo´ una medida aptitud en comu´n, que es el inverso del tiempo que toma cada
algoritmo en ejecutarse.
Ima´genes procesadas por segundo El inverso del tiempo de ejecucio´n es una medida
de aptitud que permite evaluar la eficiencia de los algoritmos. E´ste dato es relevante en
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aplicaciones que se deben ejecutar en tiempo real. Se emplea el inverso puesto que es
deseable un bajo tiempo de ejecucio´n y as´ı se utiliza el tiempo de ejecucio´n como aptitud
y no como una medida de costo, y al mismo tiempo e´sto permite obtener una medida de
la cantidad de ima´genes que un algoritmo procesa por segundo. Sea te(Au[Nk]) el tiempo
de ejecucio´n requerido para que el algoritmo mejore la calidad de la imagen Nk. As´ı, e´sta
es una medida de bondad definida como
fips(Au,GN ) = |GN |∑
Nk∈GN
te(Au[Nk]) (3.6)
3.3.1 Funciones de aptitud para algoritmos de reduccio´n de
ruido
Para evaluar aspectos particulares de los algoritmos de reduccio´n de ruido en una imagen
se emplearon dos medidas de discrepancia: la primera de ellas es el error cuadra´tico medio
inverso y la segunda se llama ruido de me´todo escalar.
Error cuadra´tico medio inverso El error cuadra´tico medio mide el cuadrado de
la distancia entre una imagen y su estimacio´n, que e´ste caso e´sta u´ltima imagen es la
obtenida a partir del algoritmo de reduccio´n de ruido. Como se busca medidas de aptitud
se emplea el inverso del error cuadra´tico medio. E´sta es una medida de discrepancia y se
define como







donde Ik es la imagen original, Îk = Au[Nk] es la imagen mejorada mediante el algo-
ritmo, pm es un p´ıxel que pertenece a G2k, donde Ik : G2k → IR, Îk : G2k → IR, |G2k| es la
cardinalidad de G2k y |GI | es la cardinalidad de GI .
Ruido de me´todo (Method noise) En principio el ruido de me´todo (en ingle´s
method noise) no es una medida escalar, sino ma´s bien es una medida de diferencia entre
ima´genes. E´ste fue propuesto por Buades et. al. en [9] y se define de la siguiente manera:
Definicio´n 3.1 (Ruido de me´todo escalar) Sea una imagen (ruidosa o no) N y Au
un operador de reduccio´n de ruido que depende de un para´metro de filtrado u. Entonces,
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se define como el ruido de me´todo como una diferencia entre ima´genes.
rm(Au[N ],N ) = N − Au[N ] (3.8)
En general uno de los principales problemas de los algoritmos de reduccio´n de ruido es
que e´stos difuminan las ima´genes, porque el ruido al contener sus componentes en altas
frecuencias es fa´cilmente confundido con bordes y finas estructuras, que tambie´n contienen
altas frecuencias. El ruido de me´todo nos dice cua´les de las caracter´ısticas geome´tricas o
detalles de la imagen a mejorar son preservados por el algoritmo de reduccio´n de ruido
y cua´les son eliminados. La diferencia entre la imagen original y su versio´n filtrada,
muestra el ruido que fue removido por el algoritmo. Con el fin de preservar la mayor´ıa de
detalles posibles de la imagen original, el ruido de me´todo debe acercarse lo ma´s cercano
posible a ruido blanco y gaussiano. El ruido de me´todo permite evaluar otro aspecto de
los algoritmos de reduccio´n de ruido diferente al evaluado con el error cuadra´tico medio
y tambie´n es una medida de discrepancia.
El ruido de me´todo no es un valor escalar sino una imagen, por tanto, se determino´
una medida que evalu´a el contenido geome´trico y de detalles de la imagen original que
elimina el algoritmo de reduccio´n de ruido. En principio se evalu´a la varianza media
local de la imagen del ruido de me´todo, as´ı cuanto ma´s detalles elimina el algoritmo de
la imagen original mayor es la varianza, siendo e´sta medida un costo. Sin embargo, se
utiliza su inverso como una medida de aptitud, y se define el ruido de me´todo escalar como









RMk = rm(Au[Nk],Nk) (3.10)
donde RMk es la imagen del ruido de me´todo, pm es un p´ıxel que pertenece a G2k, tal
que RMk : G2k → IR, pn es un p´ıxel vecino de pm, V8(pm) es una vecindad de 8 de pm,
|G2k| es la cardinalidad de G2k y |GN | es la cardinalidad de GN .
3.3.2 Funciones de aptitud de contraste en una imagen
Para evaluar el rendimiento de los algoritmos de mejoramiento de contraste se empleo´
una medida de discrepancia llamada mejoramiento de contraste promedio, y una medida
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de bondad “llamada” entrop´ıa.
Mejoramiento de Contraste Promedio E´sta medida de aptitud se basa en la funcio´n
objetivo en la cual se fundamenta el algoritmo de mejoramiento de gradiente descrito en
la Seccio´n 4.2.2. E´sta funcio´n de aptitud es una medida de discrepancia que cuantifica
la razo´n de mejoramiento de contraste de una imagen que se supone con bajo constraste
con respecto a su versio´n mejorada y se define de la siguiente manera











donde Îk = Au[Nk], pm es un p´ıxel que pertenece a G2k, tal que < Ik, Nk >: G2k → IR, pn
es un vecino de pm, V4(pm) es un conjunto de cuatro vecinos de pm, |G2k| es la cardinalidad
de G2k y |GN | es la cardinalidad de GN .
Entrop´ıa La entrop´ıa discreta es una medida de la informacio´n contenida en una
imagen, en donde valores altos indican ima´genes ricas en detalles, y por tanto poseen alto
contraste. E´sta es una medida de bondad y se define de la siguiente manera





hk(n) log2 hk(n), ∀hk(n) 6= 0 (3.12)
donde hk es el histograma normalizado de Îk = Au[Nk]. Para ma´s detalles sobre el
histograma refie´rase a la Seccio´n 4.2.1.
3.3.3 Funciones de aptitud de nitidez en una imagen
Para evaluar la mejora de nitidez introducida por un filtro a una imagen, se empleara´
una pareja de medidas complementarias entre s´ı, que miden la nitidez y la difuminacio´n,
y fueron presentadas por Dijik et. al. [15]. E´sta pareja de mediciones se basa en un
diagrama de dispersio´n en donde se grafican la magnitud del gradiente de los p´ıxeles en la
imagen original versus la magnitud de los correspondientes p´ıxeles en la imagen mejorada.
Para ilustrar en la Figura 3.3 se muestra un ejemplo de un diagrama de dispersio´n de una
imagen filtrada con un algoritmo de mejoramiento de contraste llamado enmascarado de
desenfoque descrito detalladamente en la Seccio´n 4.3.1.
A partir de los valores de la magnitud de los gradientes los p´ıxeles son clasificados en los
que fueron difuminados y los que incrementaron su nitidez. En el primer caso el gradiente
de los p´ıxeles aumenta; dichos puntos se muestran bajo la l´ınea x = y en el escatergrama.
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x = yy = aBx + bB





Figura 3.3: Diagrama de dispersio´n de la magnitud del gradiente de la imagen original N que
se supone con baja nitidez versus la magnitud del gradiente de la imagen filtrada
con ma´scara de desenfoque Î = Au[N ]
Los p´ıxeles que aumentaron su gradiente se grafican sobre e´sta l´ınea. E´stos dos grupos
de p´ıxeles se clasifican en dos conjuntos denotados como A y B, respectivamente
A = {(|∇N |, |∇Î|) | |∇N | ≥ |∇Î|) (3.13)
B = {(|∇N |, |∇Î|) | |∇N | < |∇Î|) (3.14)
Las rectas y = ax + b representan las l´ıneas de mejora ajuste para cada uno de los dos
conjuntos de datos, esto con el objetivo de obtener factores que indiquen el grado en que
los bordes incrementaron su gradiente y las regiones planas fueron difuminadas. E´stas
rectas se calculan minizando la desviacio´n absoluta de la siguiente manera




|y − (ax+ b)| (3.15)




|y − (ax+ b)| (3.16)
De donde se obtiene lo siguiente
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La pendiente aA indica el grado de difuminacio´n introducido por el filtro. De la misma
manera, aB indica el grado de nitidez introducido por el filtro. Los valores de bA y bB se
descartan. No´tese que aA ≤ 1 y aB ≥ 1.
Para tomar en cuenta el nu´mero de p´ıxeles empleados para estimar e´stos valores, las pen-
dientes son ponderadas con el nu´mero relativo de puntos utilizados para la estimacio´n, de
la siguiente manera
Difuminacio´n






donde se emplea a′A =
1
aA
para obtener nu´meros en el mismo rango [1,∞).
Nitidez
fn(Au,GN ) = 1|GN |
∑
Nk∈GN
(aB − 1) |B||A|+ |B| (3.20)
E´stos dos valores pueden ser considerados como un factor de amplificacio´n de bordes y




En e´ste cap´ıtulo se presentan los algoritmos de mejoramiento de ima´genes comparadas
en e´ste trabajo. En el caso de la reduccio´n de ruido se comparan: el Reductor de Ruido
Gaussiano, el Filtro de Mediana, el Reductor de Ruido Susan [33], y el algoritmo llamado
Medias no Locales [9, 11, 12, 10, 8], e´ste u´ltimo fue el que se implemento´ en e´ste trabajo.
Con respecto al mejoramiento de contraste se comparan: Ecualizacio´n de Histograma y
un algoritmo de mejoramiento de gradiente [35, 36], e´ste u´ltimo fue el que se implemento´.
Finalmente, para el mejoramiento de nitidez se implementaron y compararon dos variantes
del algoritmo llamado enmascaramiento de desenfoque. Las variantes en e´ste algoritmo
se basan en el tipo de ma´scara empleada para el desenfoque, en la primera se utilizo´ una
ma´scara laplaciana y en la segunda una ma´scara gaussiana.
4.1 Algoritmos para la reduccio´n de ruido
En e´sta seccio´n primero se presentan los modelos de ruido ma´s comunes en procesamiento
digital de ima´genes, posteriormente se describen los algoritmos de reduccio´n de ruido.
4.1.1 Modelos de Ruido
La principal fuente de ruido en ima´genes digitales se encuentra en el proceso de adquisio´n
de e´stas, as´ı como en el proceso de transmisio´n de datos. El desempen˜o de los sensores de
ima´genes se ven afectados por una variedad de factores como condiciones ambientes y la
calidad de los componentes de los sensores de ima´genes en s´ı. Antes de describir cada uno
de los algoritmos de reduccio´n de ruido, se definen algunas de las funciones de densidad
de probabilidad (en ingle´s Probability Density Function - PDF) de ruido ma´s comunes en
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aplicaciones de procesamiento de ima´genes. El intere´s en e´ste trabajo se concentra en el
ruido gaussiano y en el ruido impulsional.
Ruido Gaussiano y Blanco
El modelo de ruido Gaussiano (tambie´n llamado normal) es usado frecuentemente en la






donde z representa el nivel de gris, µ es el valor promedio de z, y σ es la desviacio´n
esta´ndar. La desviacio´n esta´ndar cuadra´tica, σ2, se llama varianza de z. El ruido gaus-
siano tiene un efecto general en toda la imagen, es decir, la intensidad de cada p´ıxel de la
imagen se ve alterada en cierta medida con respecto a la intensidad en la imagen original.
En la Figura 4.1 se muestra un ejemplo de una imagen con ruido gaussiano y blanco con
una desviacio´n esta´ndar de σ = 0.1.
Figura 4.1: Imagen con ruido Gaussiano y Blanco con σ = 0.1
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Ruido Impulso (Sal y Pimienta)
La PDF del ruido impulsional (bipolar) esta´ dada por
p(z) =

Pa para z = a
Pb para z = b
0 en otro caso
(4.2)
Si b > a, el nivel de gris b aparecera´ como un punto claro en la imagen, y el nivel a apa-
recera´ como un punto oscuro. Si Pa o Pb es cero, el ruido impulsional se llama unipolar.
Si ninguna de las probabilidades son cero, y especialmente si son aproximadamente igua-
les, el ruido impulsional tendra´ la apariencia de gra´nulos de sal y pimienta distribuidos
aleatoriamente por toda la imagen. A diferencia del ruido gaussiano el ruido impulsional
tiene un efecto sobre un subconjunto del total de p´ıxeles de la imagen. En la Figura 4.2
se muestra un ejemplo de una imagen con ruido impulsional.
Figura 4.2: Imagen con ruido impulsional
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4.1.2 Reductor de Ruido Gaussiano
El reductor de ruido Gaussiano se basa en una ma´scara que se convoluciona con una ima-
gen, para efectos de reducir el ruido. Sin embargo, e´ste tipo de ma´scara remueve tambie´n










donde σ es la desviacio´n esta´ndar de la distribucio´n. Tambie´n se asume que e´sta distri-















Figura 4.3: Distribucio´n Gaussiana de una dimensio´n, con media 0 y σ = 1
El intere´s para procesamiento de ima´genes es una ma´scara en dos dimensiones. En e´ste
sentido, una ma´scara Gaussiana de 2D isotro´pica se define de la siguiente manera






E´sta distribucio´n en dos dimensiones se muestra en la Figura 4.4.
Debido a que las ima´genes son una coleccio´n discreta de p´ıxeles, es necesario obtener una
aproximacio´n discreta de la funcio´n Gaussiana para poder implementar la convolucio´n.
En la Figura 4.5, se muestra una ma´scara Gaussiana de valores enteros de 5 × 5 p´ıxeles
con σ de 1.
Una vez que la ma´scara ha sido calculada, el reductor de ruido Gaussiano puede ser
implementado con la te´cnica de convolucio´n discutida en la Seccio´n 2.1.2. En la Tabla
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1 4 7 4 1
4 16 26 16 4
7 26 41 26 7
4 16 26 16 4
1 4 7 4 1
Figura 4.5: Ma´scara Gaussiana 5× 5, con σ = 1
4.1 se resumen los tres para´metros de e´ste algoritmo, que son el taman˜o de la ma´scara,
la varianza y el tipo de frontera empleado para la convolucio´n.
Tabla 4.1: Para´metros del Reductor de Ruido Gaussiano
Para´metro Rango de Valores
Taman˜o de la ma´scara Gaussiana 3, 5, 7, ...
Varianza (σ2) 0 - 100 (16 bits)
Tipo de frontera de la imagen Constante, Perio´dica, Reflejada, Cero y Sin Frontera
4.1.3 Filtro de Mediana
El filtro de mediana es un filtro espacial no lineal de ordenamiento estad´ıstico, cuya res-
puesta se basa en el ordenamiento de los p´ıxeles contenidos en el a´rea definida por el
filtro. El filtro de mediana es uno de los filtros de ordenamiento estad´ıstico ma´s conocido,
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y como su nombre lo indica, reemplaza el valor del p´ıxel por la mediana de los valores
del nivel de gris en el vecindario del ese p´ıxel definido por el filtro. Matema´ticamente se
expresa de la siguiente manera
Î(i, j) = mediana(i,j)∈V{N (i, j)} (4.5)
donde V es el vecindario definido por el filtro de mediana. El valor original del p´ıxel
es incluido en el ca´lculo de la mediana. Los filtros de mediana tienen ventajas sobre el
reductor de ruido Gaussiano, debido a que para cierto tipo de ruido como el impulsional
tanto bipolar como unipolar son particularmente efectivos, adema´s e´sto se logra con una
difuminacio´n menos considerable que los filtros lineales.
La mediana, ξ, de un conjunto de valores es tal que la mitad de valores del conjunto son
menores o iguales que ξ, y la otra mitad de valores son mayores o iguales que ξ. Para
efectos de calcular la mediana, primero se ordenan ascendentemente los elementos del
conjunto, que en e´ste caso son los valores del nivel de gris contenidos en el a´rea definida
por el filtro, posteriormente se define la mediana de ese conjunto y se asigna ese valor al
p´ıxel central del vecindario. As´ı por ejemplo, en un vecindario de 3× 3 la mediana es el







Figura 4.6: Ca´lculo de mediana, con una ma´scara de 3× 3
En la Tabla 4.2 se presenta los para´metros de e´ste algoritmo que son el taman˜o del
vecindario en donde se aplica la mediana y el tipo de frontera empleado por el filtro.
Tabla 4.2: Para´metros del Filtro de Mediana
Para´metro Rango de Valores
Taman˜o de la ma´scara 3, 5, 7, 9, 11, 13, ...
Tipo de frontera de la imagen Constante, Perio´dica, Reflejada, Cero y Sin Frontera
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4.1.4 Reductor de Ruido SUSAN
SUSAN (con siglas en ingle´s Smallest Univalue Segment Assimilating Nucleus) es un
enfoque no lineal presentado por Smith en [33], para el procesamiento de ima´genes a bajo
nivel, en relacio´n con deteccio´n de bordes, deteccio´n de esquinas y reduccio´n de ruido con
preservacio´n de estructuras; e´sto u´ltimo es el intere´s de e´ste trabajo. A continuacio´n se
explica el principio de SUSAN y luego se presenta el algoritmo de reduccio´n de ruido.
Principio de SUSAN
Considere la Figura 4.7 que muestra un recta´gulo oscuro en un fondo blanco. Una ma´scara
circular que tiene como centro un p´ıxel llamado nu´cleo se muestra en cinco posiciones. Si
el brillo de cada p´ıxel dentro de una ma´scara es comparado con el nu´cleo de esa ma´scara,
entonces un a´rea de la ma´scara puede ser definida con el mismo o similar brillo que el
nu´cleo. E´sta a´rea se llama USAN (que es el acro´nimo en ingle´s para Univalue Segment
Assimilating Nucleus). En la Figura 4.8, cada ma´scara de la Figura 4.7 es representada
con su USAN en blanco.
Nu´cleo de la Ma´scara
Borde de la Ma´scara
Regio´n Oscura
Regio´n Clara
Figura 4.7: Cuatro ma´scaras circulares en diferentes lugares de una imagen [33].
E´ste concepto de que cada p´ıxel de la imagen tenga asociado una a´rea con brillo similar
es la base del principio de SUSAN: Una imagen procesada para dar como salida el a´rea
USAN, tiene bordes y caracter´ısticas en dos dimensiones fuertemente reforzadas, con e´stas
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Seccio´n de la ma´scara donde los p´ıxeles tienen un nivel de gris diferente al nu´cleo
Seccio´n de la ma´scara donde los p´ıxeles tienen un nivel de gris igual o similar al nu´cleo
Figura 4.8: Cuatro ma´scaras circulares con los USAN’s mostrados como partes blancas de las
ma´scaras [33].
u´ltimas con ma´s e´nfasis que los bordes [33].
El hecho de que el mejoramiento de bordes y esquinas SUSAN no use derivadas de la
imagen explica porque´ el rendimiento en presencia del ruido es bueno. El efecto de
integracio´n del principio junto con su respuesta no lineal, da como resultado un fuerte
rechazo al ruido. El algoritmo de reduccio´n de ruido SUSAN se relaciona con el principio
de SUSAN en que la USAN se emplea para escoger el mejor vecindario local de difuminado.
Algoritmo SUSAN para reduccio´n de ruido
El algoritmo SUSAN para filtrado de ruido, como otros algoritmos preserva la estructura
de la imagen, difuminando solo los vecinos que forman parte de la misma regio´n que
el p´ıxel central. En general e´sta regio´n se asume constante en valor, sin embargo, e´ste
algoritmo la asume aproximadamente constante.
El filtro SUSAN trabaja tomando el promedio sobre todos los p´ıxeles que se encuentran
en la USAN. Es evidente que e´sto le dara´ el ma´ximo nu´mero de los vecinos adecuados
con los cuales se calculara´ el promedio, mientras que no implique vecinos de regiones no
relacionadas. As´ı la estructura de la imagen se mantiene intacta.
El algoritmo SUSAN se relaciona con el operador gradiente inverso ponderado (4.6), que
forma una media ponderada de los p´ıxeles locales, en donde la ponderacio´n depende de
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donde N (i, j) es la imagen original que se supone ruidosa, Î(i, j) es la imagen filtrada,
y la sumatoria es tomada sobre un vecindario de 3 × 3. La diferencia entre el operador
gradiente inverso ponderado y el filtro SUSAN, radica en el hecho que el primero emplea
el gradiente inverso para el ponderado de cada vecindario, a diferencia del SUSAN en
donde la ponderacio´n se deriva de la ponderacio´n de la USAN, de la siguiente manera
c(~r, ~r0) = e




Mientras que el me´todo de gradiente inverso ponderado no usa umbral de brillo del todo,
la ecuacio´n de similitud de brillo (4.10) es fuertemente dependiente del umbral. E´sto tiene
como ventaja que los p´ıxeles que forma parte de USAN tienen ponderaciones similares,
mientras que los que esta´n fuera de la USAN tienen valores de ponderacio´n de practica-
mente cero. Para efectos de la implementacio´n del filtro SUSAN, se emplea una forma
ma´s suavizada de la ecuacio´n de ponderacio´n, de la siguiente manera
c(~r, ~r0) = e




A parte de la diferencia en la ecuacio´n de ponderacio´n, otra diferencia de importancia
entre el filtro SUSAN y el me´todo gradiente inverso ponderado es que las sumas sobre el
vecindario local no incluyen el p´ıxel central (nu´cleo), e´sto permite una reduccio´n mucho
mayor del ruido impulsional. Si el a´rea de USAN es cero como podr´ıa suceder en el caso
del ruido impulsional, el valor del p´ıxel central (nu´cleo) se calcula mediante la mediana
de los 8 p´ıxeles ma´s cercanos a e´ste.




N (i+ a, j + b)e− r
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a2 + b2, σ controla la escala del difuminado espacial y t es el umbral de brillo
que controla la escala de defuminado de brillo. Con respecto a la mejora de bordes en
ima´genes, es claro que en un borde difuminado los p´ıxeles llevados a los vecindarios que
son ma´s cercanos en valor. As´ı, lejos de destruir la estructura de una imagen, el filtro
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SUSAN mejora la calidad de la imagen. Los para´metros del algoritmo de reduccio´n de
ruido SUSAN son: el taman˜o del vecindario que determina la calidad de la reduccio´n de
ruido y la velocidad de ejecucio´n, el umbral t, el tipo de frontera y el factor de forma f
de la siguiente forma exponencial
c(~r, ~r0) = e




Los para´metros del algoritmo reductor de ruido SUSAN se muestran en la Tabla 4.3
Tabla 4.3: Para´metros del Reductor de Ruido SUSAN
Para´metro Rango de Valores
Taman˜o de la ma´scara 3, 7
Umbral 0-15 (8 bits)
Factor de forma 2-6
Tipo de frontera de la imagen Constante, Perio´dica, Reflejada, Cero y Sin Frontera
4.1.5 Medias no Locales
El algoritmo Medias no Locales (en ingle´s NL-Means) presentado por Buades et. al. en
[9, 11, 12, 10, 8], aprovecha la alta redundancia de las ima´genes naturales. En e´ste sentido
se sabe que una pequen˜a ventana en una imagen natural tiene muchas otras ventanas
similares en una misma imagen. Ahora en un sentido muy general, se puede definir como
vecindario de un p´ıxel pm cualquier conjunto de p´ıxeles pn en una imagen, tal que una
ventana alrededor de pn se vea como una ventana alrededor de pm, as´ı los valores de el
vecindario de pn pueden ser empleados para predecir el valor de pm. E´sto quiere decir que
el vecindario de un determinado p´ıxel no esta´ aislado de otros vecindarios de la misma
imagen, y es precisamente e´ste el principio del algoritmo de medias no locales.
Sea N una imagen ruidosa definida en una regio´n delimitada G2 → IR, sea p ∈ G2. El
algoritmo medias no locales estima el valor de p como un promedio de los valores de todos
los p´ıxeles cuyos vecindarios Gaussianos sean similares al vecindario de p






h2 N (y)dy (4.11)
donde Gσ es una ma´scara Gaussiana con una desviacio´n esta´ndar σ, h actu´a como un
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h2 N (y)dy (4.12)
Se debe recordar que
(Gσ ∗ |N (x+ .)−N (y + .)|2)(0) =
∫
IR2
Gσ(t)|N (x+ t)−N (y + t)|2dt (4.13)
Debido a que se esta´ trabajando con ima´genes digitales, es necesaria una descripcio´n
discreta del algoritmo que se desarrolla en la siguiente seccio´n.
Descripcio´n
Dada una imagen ruidosa N = {N (pm) | pm ∈ G2 , N : G2 → IR}, el valor estimado de




w(pm, pn)N (pn) (4.14)
donde los pesos {w(pm, pn)}pn dependen de la similitud entre los p´ıxeles pm y pn y satis-
facer las siguientes dos condiciones
0 ≤ w(pm, pn) ≤ 1 (4.15)
y ∑
pn
w(pm, pn) = 1 (4.16)
Con el objetivo de calcular la simitud entre los p´ıxeles de una imagen, se define un sistema
de vecindarios en una imagen I como
Definicio´n 4.1 (Sistema de Vecindarios) Un sistema de vecindarios en una imagen
I : G2 → IR es una familia V = {Vpm}pm∈G2 de subconjuntos de G2 tal que para todo
pm ∈ G2,
1. pm ∈ Vpm,
2. pn ∈ Vpm ⇒ pm ∈ Vpn
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Adema´s como se definio´ en la seccio´n 2.1.1, Vpm es un vecindario o ventada de simi-
lud de pm.
Las ventanas de similitud pueden tener diferentes formas y taman˜os para adaptarse me-
jor a la imagen. Por simplicidad se emplean ventanas cuadradas de taman˜o fijo. La
restriccio´n de N a un vecindario Vpm se denota como N (Vpm)
N (Vpm)⇔ N (pn), pn ∈ Vpm (4.17)
La similitud de dos p´ıxeles pm y pn dependera´ de la similitud de las intensidades del
nivel de gris de los vectores N (Vpm) y N (Vpn), donde Vk denota un vecindario cuadrado
de taman˜o fijo centrado en k. Los p´ıxeles con niveles de gris del vecindario similares a
N (Vpm) tendra´n pesos mayores en el promediado. El algoritmo de medias no locales no
solo compara el nivel de gris en un solo punto sino tambie´n que compara el vecindario
completo. Como se muestra en la Figura 4.9 de Lena, pn1 y pn2 tienen un mayor peso
porque sus ventanas de similitud son similares a la de pm. Por otro lado, el peso w(pm, pn3)
es mucho menor. Aunque el nivel de gris de pn3 es similar al del p´ıxel pm, los valores de
intensidad en las ventanas de similitud son muy diferentes.
Con el fin de calcular la similitud de intensidades del nivel de gris en los vectores N (Vpm) y
N (Vpn), se calcula la distancia Euclideana Gaussiana Ponderada, ||N (Vpm)−N (Vpn)||22,σ.
Ahora e´sta medida esta´ ma´s adaptada para cualquier ruido blanco aditivo tal que el ruido
altere la distancia entre ventanas en una forma uniforme. La aplicacio´n de la distancia
Euclideana a vecindarios ruidosos plantea la siguiente igualdad
E||N (Vpm)−N (Vpn)||22,σ = ||I(Vpm)− I(Vpn)||22,σ + 2σ2 (4.18)
donde I y N son, respectivamente, las ima´genes original y ruidosa, y σ2 es la varianza
del ruido. E´sta igualdad muestra la robustez del algoritmo debido a que la distancia Eu-
clideana conserva el orden de similitud entre p´ıxeles. As´ı, los p´ıxeles con mayor similitud
a pm en N sera´n tambie´n los p´ıxeles con mayor similitud a pm en I. Los pesos asociados





||N (Vpm )−N (Vpn )||
h2 (4.19)





||N (Vpm )−N (Vpn )||
h2 (4.20)
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Figura 4.9: Esquema de la estrateg´ıa del algoritmo medias no locales. Vecindarios similares
tienen un peso mayor, w(pm, pn1) y w(pm, pn2), que otros con vecindarios muy
diferentes que tienen un peso mucho menor w(pm, pn3)
y h actu´a como el grado de filtrado, que controla la ca´ıda de la funcio´n exponencial y as´ı
mismo la ca´ıda de los pesos como una funcio´n de la distancia Euclideana.
Versiones ma´s ra´pidas del algoritmo
El algoritmo de medias no locales en principio presenta gran complejidad computacional,
de tal manera que para su implementacio´n se debe emplear una alternativa menos costosa
en cuanto a tiempo de ejecucio´n. E´sta consiste en establecer dos ventanas: la primera
se llama ventana de similitud de taman˜o (2f + 1)2, t´ıpicamente de 5× 5 a 9× 9 p´ıxeles,
e´sta ya fue definida anteriormente en (4.17), y la segunda se llama ventana de bu´squeda
de taman˜o (2s + 1)2, en la que se restringen las bu´squedas de las ventanas de similitud;
formalmente a partir de la definicio´n del algoritmo de medias no locales en (4.14) e´sta
ventana de bu´squeda es la imagen completa. Sin embargo, e´sto es lo que hace costoso
al algoritmo de tal manera que la ventana de bu´squeda se restringe a un taman˜o menor,
t´ıpicamente de 11× 11 a 21× 21 p´ıxeles. La complejidad del algoritmo bajo e´stas condi-
ciones es N2 × (2f + 1)2 × (2s+ 1)2, donde N2 es el nu´mero de p´ıxeles de la imagen. Es
muy conveniente ampliar el taman˜o de la ventana de bu´squeda tanto como se pueda, sin
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embargo, existe un compromiso con el tiempo de ejecucio´n. A continuacio´n se presentan
dos enfoques para lograr lo anteriormente discutido.
• Multiescala
Lo discutido anteriormente se puede lograr con una estrategia multiescala. E´ste algorimo
se muestra en la Figura 4.10.
Algoritmo Multiescala
1: Se ampl´ıa la imagen u0 por un factor de 2 mediante el procedimiento de submues-
treo de Shannon esta´ndar E´sto produce una nueva imagen u1. Por conveniencia,
se denotan los p´ıxeles de u1 como (i, j), y los p´ıxeles de u0 como (2i, 2j).
2: Se aplica el algoritmo de medias no locales a u1, as´ı que con cada p´ıxel (i, j) de
u1, una lista de ventanas centradas en (i1, j1), ..., (ik, jk) esta´ asociada.
3: Para cada p´ıxel de u0, (2i+ a, 2j + b) con a, b ∈ {0, 1}, se aplica el algoritmo de
medias no locales. Pero en lugar de comparar con todas la ventanas en la zona de
bu´squeda, se compara solo con las nueve ventanas vecinas de cada p´ıxel (2il, 2jl)
para l = 1, ..., k.
4: E´ste procedimiento puede aplicarse en una estructura piramidal, submuestreando
u1 en u2, y as´ı sucesivamente. De hecho, no es aconsejable aplicar una ampliacio´n
ma´s de dos veces.[11]
Figura 4.10: Algoritmo multiescala para el mejoramiento del rendimiento del algoritmo de
medias no locales
Mediante la aplicacio´n por solo un factor de 2, el tiempo de ca´lculo se divide en aproxi-
madamente 16.
• Mediante Bloques
Sea N una imagen ruidosa, donde pmk ∈ G2 , N : G2 → IR. Para cada pmk , sea Wk ⊂ G2
la ventana de bu´squeda centrada en pmk , Wk = pmk +Bk donde Bk define el taman˜o y la
forma de la ventana. Supo´ngase que cada Wk es un subconjunto conectado de G2, tal que
G2 = W1 ∪W2 ∪ ... ∪Wn y donde las intersecciones entre ventanas no deben ser nulas.




w(pmk , pn)N (pn) (4.21)
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y h actu´a un para´metro del grado de filtrado. El hecho de que todas e´stas ventanas se
encuentren traslapadas permite una transicio´n regular en la imagen restaurada. E´sta va-
riante mediante bloques del algoritmo resulta en una mejor adaptacio´n a la configuracio´n
local de la imagen y al mismo tiempo reduce el costo computacional. La implementacio´n
recie´n discutida se ilustra a continuacio´n:
Algoritmo de Bloques
1: Sea N ×N el taman˜o de la imagen, y sea pmk ∈ G2 , N : G2 → IR.
2: Se define la ventana de bu´squeda Wk = pmk +Bk de taman˜o (2s+ 1)
2.
3: Para cada ventana de bu´squeda Wk se aplica el algoritmo de medias no locales y
se asigna el nuevo valor al p´ıxel pmk .
4: Tomando la ventana de similitud de taman˜o (2f + 1)2 y la ventana de bu´squeda
de taman˜o (2s+1)2 la complejidad del algoritmo es (2f+1)2×(2s+1)2×N2. Que
evidentemente es mucho menor que la complejidad inicial (2f + 1)2 ×N2 ×N2.
Figura 4.11: Algoritmo de bloques para el mejoramiento del rendimiento del algoritmo de
medias no locales
E´sta alternativa de bloques fue la que se empleo´ en e´ste trabajo. En el Ape´ndice B.1
se presenta una referencia de la clase implementada que contiene el algoritmo medias no
locales. En la Tabla 4.4 se muestran los para´metros del algoritmo de medias no locales y
su respectivo rango de valores.
4.2 Algoritmos para el mejoramiento de contraste
En e´sta seccio´n se describen los algoritmos de mejoramiento de contraste que se compara-
ron: Ecualizacio´n de Histograma Global y Mejoramiento de Gradiente Local, siendo e´ste
u´ltimo el que se implemento´ en e´ste trabajo.
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Tabla 4.4: Para´metros del algoritmo de Medias no Locales
Para´metro Rango de Valores
h 0-1
Taman˜o de ventana de similitud 3,5,7,9
Taman˜o de ventana de bu´squeda 11,13,15,17,19,21
Varianza de la ma´scara Gaussiana 0-100
Tipo de frontera de la imagen Constante, Perio´dica, Reflejada, Cero y Sin Frontera
4.2.1 Ecualizacio´n de Histograma
Antes de describir el algoritmo de equalizacio´n de histograma, se define el histograma.
Histograma
El histograma de una imagen digital con niveles de gris en el rango [0, L − 1], es una
funcio´n discreta h(rk) = nk, donde rk es el k-e´simo nivel de gris y nk es el nu´mero de
p´ıxeles en la imagen que tienen el nivel de gris rk. Es comu´n en la pra´ctica normalizar
el histograma dividiendo cada uno de los valores por el total de p´ıxeles, n, en la imagen.
As´ı, un histograma normalizado esta´ dado por p(rk) = nk/n, para k = 0, 1, ..., L−1; p(rk)
brinda un estimado de la probabilidad de ocurrencia de un valor de nivel de gris rk.
Los histogramas son la base de numerosas te´cnicas de procesamiento en el dominio espa-
cial. La manipulacio´n de histogramas puede ser usado efectivamente para el mejoramiento
de ima´genes. Adicionalmente, el histograma provee informacio´n estad´ıstica u´til, para apli-
caciones de procesamiento de ima´genes como compresio´n y segmentacio´n.
Considere la Figura 4.12, que es una imagen de un planeta, aca´ se muestran cuatro
caracter´ısticas ba´sicas del nivel de gris en una imagen: imagen oscura, imagen clara,
imagen con bajo contraste e imagen con alto contraste. El extremo derecho de e´sta figura
muestra los histogramas correspondientes a e´stas ima´genes. El eje horizontal de cada
gra´fico corresponde a valores de h(rk) = nk o p(rk) = nk/n si los valores son normalizados.
Como se muestra en la Figura 4.12(a), en el caso de la imagen oscura los componentes
de su histograma se concentran en el extremo menor (oscuro) de la escala de grises, que
adema´s presenta bajo contraste. Similarmente, los componentes del histograma de la
imagen clara, que adema´s presenta bajo contraste se muestra en la Figura 4.12(b) se
encuentran en el extremo mayor de la escala de grises. La imagen con bajo contraste
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como se muestra en la Figura 4.12(c) tiene un histograma concentrado en el medio de la
escala de grises. Finalmente, se observa en la Figura 4.12(d) que una imagen con alto
contraste cubre un amplio rango de la escala de grises, y la distribucio´n no esta´ muy lejos
de ser uniforme, con muy pocas l´ıneas ma´s altas que otras. Intuitivamente, es razonable
concluir que una imagen cuyos p´ıxeles tienden a ocupar el rango completo de los posibles
valores de niveles de gris, y que adema´s su distribucio´n tiende a ser uniforme, tendra´ una
apariencia de alto contraste y exhibira´ una amplia variedad de tonos de gris. El efecto
neto sera´ una imagen que muestra un amplio rango dina´mico. Como se mostrara´ en el
siguiente seccio´n, es posible desarrollar una funcio´n de transformacio´n que pueda lograr
automa´ticamente e´ste efecto, basado solo en la informacio´n disponible del histograma de
entrada.
Descripcio´n de Ecualizacio´n de Histograma
En principio el principal objetivo de la ecualizacio´n de histograma es producir un histo-
grama con una distribucio´n uniforme, que como se comento´ en la seccio´n anterior e´ste
tipo de distribucio´n es una caracter´ıstica de ima´genes con alto contraste.
Sea una variable continua r que representa los niveles de gris de una imagen a ser mejo-
rada. Se asume que r ha sido normalizada en el intervalo [0, 1], con r = 0 representando
el negro y r = 1 representado el blanco. Posteriormente, se considerara´ un planteamiento
discreto, en donde los valores de los p´ıxeles este´n en el intervalo [0, L − 1]. La siguiente
es la forma de la funcio´n de transformacio´n de intere´s
s = A(r) 0 ≤ r ≤ 1 (4.24)
que produce un nivel s para cada p´ıxel r en la imagen original. E´sta funcio´n de transfor-
macio´n satisface las siguientes condiciones
1. A(r) es de valor u´nico y se incrementa monoto´nicamente en el intervalo 0 ≤ r ≤ 1.
2. 0 ≤ A(r) ≤ 1 para 0 ≤ r ≤ 1.
El requisito en 1 que A(r) sea de valor u´nico se necesita para garantizar que la trans-
formada inversa exista, y la condicio´n monoto´nica preserva el incremento de negro a
blanco en la imagen de salida. Una funcio´n de transformacio´n que no se incrementa mo-
noto´nicamente podr´ıa resultar en una imagen de salida con secciones invertidas, lo que no
es deseable en e´ste caso. Finalmente, la condicio´n 2 asegura que los niveles de gris de la







































































Figura 4.12: Cuatro tipos ba´sicos de imagen con sus correspondientes histogramas: (a) imagen
oscura, (b) imagen clara, (c) imagen con bajo contraste, (d) imagen con alto
contraste
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se denota de la siguiente manera
r = A(s)−1 (4.25)







Figura 4.13: Funcio´n de transformacio´n de nivel de gris que satisface las condiciones de valor
u´nico e incremento monoto´nico
Por otra parte en la Figura 4.14, se muestran algunas funciones de transformacio´n t´ıpicas.
Los niveles de gris en una imagen pueden ser vistos como variables aleatorias en el in-
tervalo [0, 1]. Como ya se discutio´ en la seccio´n 4.1.1 uno de los principales descriptores
de una variable aleatoria es la funcio´n de densidad de probabilidad (PDF). Sean pr(r) y
ps(s) funciones de densidad de probabilidad de las variables aletorias r y s, respectiva-
mente. A partir de la teor´ıa de probabilidad se sabe que, si pr(r) y A(r) son conocidos y
A−1(s) satisface la condicio´n 1, entonces la funcio´n de densidad de probabilidad ps(s) de
























(e) (f) (g) (h)
Figura 4.14: Funciones de transformacio´n t´ıpicas: (a) oscurecimiento, (b) aclarado, (c) com-
primido a los oscuros, (d) comprimido a los claros, (e) alto contraste, (f) bajo
contraste, (g) enfatizado de sombras, (h) enfatizado de claros
As´ı, la densidad de probabilidad de la funcio´n de la variable transformada, s, esta´ determi-
nada por la PDF del nivel de gris de la imagen de entrada y la funcio´n de transformacio´n
elegida. Lo anterior se ilustra en la Figura 4.15.
Una funcio´n de transformacio´n de particular importancia en procesamiento de ima´genes
tiene la siguiente forma




donde w es una variable de integracio´n. El miembro derecho de la ecuacio´n se le llama
funcio´n de distribucio´n acumulada (en ingle´s cumulative distribution function - CDF) de
una variable aleatoria r.
Dada una funcio´n de transformacio´n A(r), ps(s) se encuentra aplicando (4.26). El desa-
rrollo se muestra a continuacio´n
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Figura 4.15: Mapeo de un p´ıxel r a uno s mediante la funcio´n de transformacio´n s = A(r), en















Sustituyendo e´ste resultado por dr/ds en (4.26), y teniendo en cuenta que todos los valo-









= 1 0 ≤ s ≤ 1
Debido a que ps(s) es la funcio´n de densidad de probabilidad, debe ser cero fuera del
intervalo [0, 1], de tal manera que la integral sobre todos los valores de s debe ser igual
a 1. De la forma de ps(s) dada en (4.29) se observa que e´sta es una funcio´n de densidad
de probabilidad uniforme, y es precisamente e´sto lo que se esperaba de la ecualizacio´n de
histograma.
Para valores discretos que es el intere´s en procesamiento de ima´genes, se emplea probabili-
dades y sumatorias, en lugar de densidades de probabilidad e integrales. La probabilidad




k = 0, 1, 2, ..., L− 1 (4.30)
donde, como se sen˜alo´ anteriormente, n es el nu´mero total de p´ıxeles en la imagen, nk
es el nu´mero de p´ıxeles que tiene un nivel de gris rk, y L es el nu´mero total de posibles
niveles de gris en la imagen. La versio´n discreta de la funcio´n de distribucio´n acumulada
de (4.27) es









k = 0, 1, 2, ..., L− 1
As´ı, una imagen procesada es obtenida mediante el mapeo de cada p´ıxel con el nivel rk en
la imagen de entrada en un p´ıxel correspondiente con un nivel sk en la imagen de salida
mediante (4.31), en donde e´sta ecuacio´n se le llama ecualizacio´n de histograma. En la
Tabla 4.5 se muestran los para´metros del algoritmo de ecualizacio´n de histograma.
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Tabla 4.5: Para´metros del algoritmo de Ecualizacio´n de Histograma
Para´metro Rango de Valores
Valor menor que es ecualizado desde la entrada 0 (0-1)
Valor mayor que es ecualizado desde la entrada 1 (0-1)
Valor menor que es ecualizado hacia la salida 0 (0-1)
Valor mayor que es ecualizado hacia de salida 1 (0-1)
Nu´mero de celdas que el histograma usa para la ecualizacio´n 256
4.2.2 Mejoramiento de Gradiente
La percepcio´n humana del contraste se encuentra relacionada con el gradiente local de
una imagen [39]. En e´ste sentido Subr et al. proponen en [35, 36] un algoritmo de me-
joramiento local de contraste, logrado mediante la maximizacio´n de una funcio´n objetivo
escalar que estima el promedio local de contraste en la imagen. As´ı, el objetivo de e´ste
me´todo es aumentar los gradientes locales. Adema´s, se establecen dos condiciones que
controlan la magnitud de la mejora en la imagen, y as´ı mismo previene la saturacio´n
de niveles de gris en la imagen como resultado de la mejora. Las caracter´ısticas ma´s
importantes de e´ste algoritmo se resumen de la siguiente manera:
• Se emplea una funcio´n objetivo escalar para estimar y evaluar el promedio local de
contraste en una imagen.
• Para resolver el problema de maximizacio´n de la funcio´n objetivo se emplea un
algoritmo voraz.
• Se establecen dos condiciones para e´ste algoritmo: la primera de ellas controla la
magnitud del mejoramiento de contraste logrado, y la segunda asegura que en la
imagen procesada no presente valores saturados en el nivel de gris.
El problema de optimizacio´n
La “mejora” de los gradientes locales de una imagen esta´ sujeta a dos condiciones estrictas
que previenen la saturacio´n y un contraste excesivo. As´ı, la funcio´n objetivo a maximizar
es la siguiente







N (pm)−N (pn) (4.32)
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sujeta a las siguientes condiciones
1 ≤ Î(pm)− Î(pn)N (pm)−N (pn) ≤ (1 + δ) (4.33)
y
L ≤ Î(pm) ≤ U (4.34)
donde N (pm) y Î(pm) representan los niveles de gris en el p´ıxel pm de las ima´genes de
entrada que se supone con bajo contraste y salida, respectivamente, donde pm ∈ G2 tal
que N , Î : G2 → IR. As´ı mismo N (pn) y Î(pn) representan los niveles de gris en el
p´ıxel pn de las ima´genes de entrada y salida, respectivamente, donde pn es un p´ıxel vecino
de pm, |G2| denota la cardinalidad de G2, V4(pm) denota la vecindad de cuatro de pm,
L y U son el l´ımite menor y mayor de los niveles de gris (L = 0 y U = 255 en una
imagen de 8 bits), respectivamente y δ > 0 es el u´nico para´metro que controla la cantidad
de mejoramiento de contraste logrado. El objetivo de e´ste algoritmo es maximizar la
funcio´n objetivo mediante el aumento del gradiente local alrededor de un p´ıxel en la
imagen de entrada en el mayor grado posible. La condicio´n definida en (4.33) asegura
un mejoramiento de gradiente delimitado. El l´ımite menor asegura que los signos de
los gradientes son preservados. El l´ımite superior asegura un l´ımite de mejoramiento de
contraste controlado por el para´metro δ. Finalmente, la condicio´n definida por (4.34)
asegura que la imagen de salida no tendra´ valores saturados de intensidad.
El Algoritmo
Para resolver el problema de optimizacio´n de la seccio´n anterior se emplea un algoritmo
voraz. E´ste algoritmo se basa en el hecho de que dados dos p´ıxeles vecinos con niveles
de gris r y s, con s 6= r, cuando se escalan por un factor de (1+δ) resultan en r′ y s′, tal que
r′ − s′
r − s = (1 + δ) (4.35)
As´ı, si simplemente se escalan los valores N (pm), ∀pm ∈ N , por un factor de (1 + δ), se
obtiene el valor ma´ximo posible para f(N ). Sin embargo, esto podr´ıa violar (4.34) en
pm, saturando la intensidad en ese punto. Para evitar e´sto, e´ste algoritmo adopta una
estrategia iterativa, empleado un algoritmo voraz.
Para entender adecuadamente e´ste algoritmo se debe visualizar una imagen N en tres
dimensiones en donde la base es una cuadr´ıcula de m× n, y cada punto de la cuadr´ıcula
tiene una altura proporcional al nivel de gris de ese p´ıxel. As´ı la altura de cada p´ıxel pm
se encuentra dentro del rango definido entre L y U .
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Para cada iteracio´n del algoritmo, el umbral u se encuentra en el rango L ≤ u ≤ U .
Despue´s, se genera una matriz (B) de m×n, marcando regiones de N que se encuentran
sobre el plano definido por el umbral u como
B(i, j) =
{
1 siN (i, j) > u
0 siN (i, j) ≤ u (4.36)
Posteriormente, se localizan los componentes conectados que no son cero en B, y se
etiquetan como u´nicas. A estos componentes se llama pequen˜as colinas o colinas (en
ingle´s hillocks), y se denotan como huk , donde k denota el nu´mero de componente y u
denota el valor del umbral empleado para definir las colinas. Seguidamente, los p´ıxeles
en cada colina son escalados por una cantidad tal que no sobrepase U y al mismo tiempo
el gradiente alrededor de ese p´ıxel no se mejore por ma´s del factor (1 + δ). El factor de
escala se elige individualmente para cada colina.
E´ste me´todo involucra un barrido sucesivo de planos definidos por umbrales uk, tal que,
L ≤ uk ≤ U y en cada barrido, se escalan las colinas respetando las dos condiciones
definidas anteriormente. No´tese que como se barren planos sucesivos, una colina hui se
puede dividir en hu+1n , con n = 0, 1, 2, ..., o permanecer sin cambio. Pero, dos colinas h
u
l
y hut nunca se pueden fusionar para formar h
u+1
k . E´stos resultados indican que el proceso
de definir planos en cada umbral es estrictamente creciente de una etapa a la siguiente, y
adema´s los p´ıxeles examinados en una etapa son un subconjunto de los p´ıxeles examinados
en la etapa anterior. La observacio´n anterior permite optimizar los gradientes de cada p´ıxel
basado en informacio´n almacenada acerca de que´ tanto se ha escalado una determinada
colina en iteraciones anteriores, as´ı se puede asegurar que e´ste valor no exceda (1 + δ).
Para los valores iniciales de u, el a´rea abarcada por las colinas es amplia. Sin embargo, en
e´stos niveles el grado de mejoramiento que se logra no es tan amplio porque muchos de
los p´ıxeles ya se encuentran saturados. Conforme el valor de u se incrementa, las colinas
conectadas se dividen y es posible mejorar au´n ma´s los gradientes de los p´ıxeles.
E´sta primera etapa descrita anteriormente solo mejora las colinas locales de la imagen
de entrada N con bajo contraste, generando una imagen que se denota como N1, de
tal manera que para lograr un mejoramiento completo de la imagen se deben procesar
tambie´n los valles. Para ello se debe invertir N1, mediante U − N1 para generar una
imagen N2, y a e´sta se le aplica la misma te´cnica que se le aplico´ a N1, para as´ı mejorar
los valles tambie´n. Finalmente, se invierte N2, mediante U −N2 para obtener la imagen
mejorada final.
En la Figura 4.16, se muestra el proceso desarrollado por e´ste algoritmo ilustrado en una
dimensio´n por simplicidad. En la Figura 4.16(a), el umbral es cero as´ı que solo hay una






















Figura 4.16: Proceso de mejoramiento de contraste en una dimensio´n aplicado por el algoritmo
[36, 36]
colina ya esta´ expandida, as´ı que el p´ıxel con el ma´ximo valor ya alcanza la saturacio´n.
En la Figura 4.16(b), el umbral se incrementa a u1 y as´ı la colina 1, es dividida ahora en
dos colinas 2 y 3. La colina 3 no puede ser expandida ma´s debido a que el mayor p´ıxel
en valor ya esta´ saturado. Sin embargo, la colina 2 puede ser expandida, de tal manera
que el mejoramiento local de cada p´ıxel alcance (1 + δ). Debido a que e´ste es la ma´xima
magnitud de mejoramiento, la colina 2 no sera´ expandida ma´s. En la Figura 4.16(c), el
umbral es u2 y la colina 3 se divide en las colinas 4 y 5. En e´ste caso solo la colina 5
podra´ ser mejorada debido a que la colina 4 ya se encuentra saturada. En la segunda
pasada, la imagen de la Figura 4.16(c) se invierte y produce la Figura 4.16(d). Las colinas
son procesadas y expandidas como en la primera pasada para producir la Figura 4.16(e).
Finalmente, la Figura 4.16(e) es invertida para obtener la imagen final mejorada en la
Figura 4.16(f).
Para resumir, las Figuras 4.17 y 4.18 muestran el pseudoco´digo de las dos rutinas que
componen el algoritmo de mejora de gradiente. En primera instancia, hay una rutina
principal llamada mejoraContraste, que se muestra en la Figura 4.17, e´sta rutina le aplica
a una imagen de entrada el escalado de las colinas, luego invierte e´ste resultado para
escalar los valles y finalmente, vuelve a invertir e´ste segundo resultado para obtener la
imagen mejorada.
Por otra parte, una rutina secundaria que se muestra en la Figura 4.18 llamada escalado,
se encarga de escalar las colinas. E´sta rutina hace un barrido a lo largo de todos los
mı´nimos de la imagen, de tal manera que en cada plano se aplica el escalado a las colinas.
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E´sta rutina almacena la historia del escalado para cada p´ıxel de tal manera que no se
sobrepase el valor (1+δ). El u´nico para´metro del algoritmo de mejoramiento de gradiente
es el factor delta. En la Seccio´n B.2 se encuentra la referencia de la clase que se implemento´
con el algoritmo de mejoramiento de gradiente.
Algoritmo Principal: Mejora Contraste
Algoritmo mejoraContraste(N , δ, L, U)
Entradas: Imagen de Entrada N
Para´metro: δ
Salida: Imagen de Salida Î
Inicio
1: Î ← N
2: Î = escala(Î, δ)
3: Î ← U − Î
4: Î = escala(Î, δ)
5: Î ← U − Î
3: Retornar Î
Fin
Figura 4.17: Pseudoco´digo del algoritmo principal de mejoramiento de contraste
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Algoritmo Secundario: Escala la magnitud de las colinas
Algoritmo escala(N , δ, L, U)
Entradas: Imagen de Entrada N
Para´metro: δ
Salida: Imagen de Salida Î
Inicio
1: Î ← N
2: u = 0
3: mientras u < U hacer
4: Obtenga la matriz binaria
si N (i, j) ≥ u entonces
B(i, j) = 1
fin si
5: Identifique el conjunto de colinas H en B
6: para cada Hk ∈ H hacer
7: encontar pmax, Î(pmax) ≥ Î(p) ∀p ∈ Hk
8: δmax = min(δ, (U − u))/(Î(pmax)− u)− 1)
9: para cada p ∈ Hk hacer
10: δaplicar = δmax
11: buscar la historia del escaldo de p, δh(p)
12: si δaplicar + δh(p) > δ entonces
13: δaplicar = δ − δh(p)
14: fin si
15: Î(p) = (1 + δaplicar)(Î(p)− u) + u
16: δh = δh(p) + δaplicar
17: fin para
18: fin para
19: asignar a u el menor valor del p´ıxel sobre el plano actual
20: fin mientras
Fin
Figura 4.18: Pseudoco´digo del algoritmo secundario que escala el valor de las colinas
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4.3 Algoritmos para el mejoramiento de nitidez
En e´sta seccio´n se describen dos variantes de un algoritmo de mejoramiento de nitidez
llamado enmascaramiento de desenfoque.
4.3.1 Enmascaramiento de Desenfoque
El enmascaramiento de desenfoque es una te´cnica ampliamente utilizada para el mejora-
miento de la nitidez en ima´genes, que proviene de un proceso fotogra´fico, donde se crea
una copia del negativo original por contacto sobre una pel´ıcula, situando un cristal fino
de plata entre ambos, esto produce una copia positiva desenfocada por la difusio´n de
la luz. Posteriormente, se situ´an ambas pel´ıculas hacie´ndolas corresponder exactamente
en un ampliador para reproducirlas en papel. Las a´reas oscuras de la pel´ıcula positiva
desenfocada, opuestas a las a´reas claras del negativo original impedira´n que la luz pase y
as´ı se sustraera´ de la luz que pasa a trave´s de la pel´ıcula original. Debido a que el positivo
es intensionalmente difuminado, solo las bajas frecuencias se cancelara´n, de tal manera
que las altas frecuencias se enfatizara´n y as´ı se obtiene una imagen con mayor nitidez y
detalle.
En el a´mbito digital, muchas aplicaciones de software de manipulacio´n de ima´genes em-
plean e´sta te´cnica para el mejoramiento de la nitidez. El nombre “enmascaramiento de
desenfoque” se deriva del hecho de que e´sta te´cnica sustrae una versio´n difuminada o “des-
enfocada” de la imagen original de la imagen en s´ı. E´sto se expresa de la siguiente manera
Î(i, j) = N (i, j)−Nd(i, j) (4.37)
donde Î(i, j) es la imagen mejorada en nitidez y Nd(i, j) es la versio´n difuminada de
N (i, j), siendo e´sta la imagen de entrada que se supone con baja nitidez. Una genera-
lizacio´n del enmascaramiento de desenfoque es el filtrado de alto impulso. Una imagen
filtrada con alto impulso, Î(i, j), se define como
Î = CN −Nd (4.38)
donde C ≥ 1 es una constante. Reordenando se obtiene
Î(i, j) = N (i, j) ∗ Cδ(i, j)−N (i, j) ∗M(m,n)
Î(i, j) = N (i.j) ∗ (Cδ(i, j)−M(m,n)) (4.39)
As´ı, para mejorar la nitidez se debe convolucionar la imagen N (i, j) con la ma´scara
(Cδ(i, j) −M(m,n)), donde M(m,n) es una ma´scara gaussiana o laplaciana. El caso
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de la ma´scara gaussiana ya se discutio´ en la Seccio´n 4.1.2, mientras que el laplaciano se
describira´ a continuacio´n.
En general, una imagen difuminada se logra en el dominio espacial mediante el promediado
de sus p´ıxeles en un vecindario. Debido a que el promediado es ana´logo a la integracio´n, se
puede esperar que un mejoramiento de la nitidez en una imagen se puede lograr mediante
la diferenciacio´n. El operador Laplaciano para una funcio´n de dos variables (imagen), se
define como







Debido a que las derivadas de cualquier orden son lineales, el laplaciano es un operador
lineal. Para efectos de procesamiento de ima´genes es necesario expresar el laplaciano en
una forma discreta. Sea una imagen I con (i, j) ∈ G2. Debido a que la imagen se compone
de dos variables primero se define la derivada de segundo orden en la direccio´n i
∂2I(i, j)
∂i2
= I(i+ 1, j) + I(i− 1, j)− 2I(i, j) (4.41)
y de manera similar en la direccio´n j
∂2I(i, j)
∂j2
= I(i, j + 1) + I(i, j − 1)− 2I(i, j) (4.42)
La implementacio´n digital del laplaciano se obtiene sumando las derivadas de cada una
de las dos direcciones, de la siguiente manera
∇2I(i, j) = [I(i+ 1, j) + I(i− 1, j) + I(i, j + 1) + I(i, j − 1)]− 4I(i, j) (4.43)
Las direcciones diagonales pueden ser incorporadas agregando dos te´rminos ma´s a (4.43),
uno para cada diagonal. Debido a que cada uno de los te´rminos diagonales contienen
tambie´n un te´rmino −2I(i, j), el total sustra´ıdo de los te´rminos de diferencia es ahora
−8I(i, j). En la Figura 4.19(a) se muestra la ma´scara laplaciana definida en (4.43) y en
la Figura 4.19(b) se muestra la ma´scara laplaciana con los te´rminos diagonales incluidos.
Ahora bien, como se definio´ en (4.39) para el caso de alto impulso, una imagen n´ıtida se
logra mediante la convolucio´n de e´sta con (Cδ(i, j) −M(m,n)), dondeM(m,n) es una
ma´scara gaussiana o laplaciana. As´ı, en la Figura 4.20 se muestra la ma´scara Laplaciana
para el caso de alto impulso. En la Seccio´n B.3 se encuentra la referencia de la clase que
contiene las ma´scaras laplaciana y gaussiana, y en la Seccio´n B.4 se encuentra la referencia
de la clase que contiene el algoritmo de enmascaramiento de desenfoque. En la Tabla 4.6
se muestra los para´metros del algoritmo de enmascaramiento de desenfoque.
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Figura 4.20: Ma´scaras laplacianas para alto impulso: (a) sin te´rminos diagonales (b) con
te´rminos diagonales
Tabla 4.6: Para´metros del algoritmo de Ma´scara de Desenfoque
Para´metro Rango de Valores
Tipo de ma´scara Laplaciana, Gaussiana
Taman˜o de la ma´scara 3,7,9,11,...
Constante de alto impulso 1-10
Tipo de vecindario (Para la ma´scara Laplaciana) Vecindario de 4 u 8






En e´ste cap´ıtulo se presentan los resultados que se obtuvieron a partir de la evaluacio´n
de los algoritmos de reduccio´n de ruido, mejoramiento de contraste y mejoramiento de
nitidez. El eje de e´sta evaluacio´n es el Frente de Pareto, que fue discutido en el Cap´ıtulo 3.
Adema´s, se mostrara´n ima´genes mejoradas mediante los algoritmos para ilustrar los re-
sultados expresados en el Frente de Pareto. Para efectos de e´sta evaluacio´n se empleo´ una
computadora con una procesador Intel de doble nu´cleo y con 3GB de memoria RAM. En
la Figura 5.1 se muestra un ejemplo de una imagen de gel de electroforesis empleada para
evaluar los algoritmos.
Figura 5.1: Imagen de gel de electroforesis empleada para la evaluacio´n de los algoritmos.
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5.1 Reduccio´n de ruido
Los algoritmos de reduccio´n de ruido que se comparara´n son: el reductor de ruido gaus-
siano, el filtro de mediana, el reductor de ruido SUSAN y medias no locales. Para eva-
luarlos, se le aplico´ ruido gaussiano y blanco con desviaciones esta´ndar de: σ = 0, 01,
σ = 0, 05 y σ = 0, 1 a una imagen de gel de electroforesis con una resolucio´n de 354× 256
y con un rango de niveles de gris entre 0, 065 y 0, 684, e´sto con el objetivo de estudiar
el comportamiento de los me´todos ante diferentes niveles de ruido. Adicionalmente, se
evaluo´ el desempen˜o de los algoritmos ante el ruido impulsional con una cobertura de
10% de la imagen.
Para ilustrar el efecto de reduccio´n de ruido de los diferentes algoritmos, se presentara´n
ima´genes con ruido y su correspondiente imagen mejorada con cada algoritmo, esto con el
fin de realizar una comparacio´n visual entre las ima´genes procesadas por cada algoritmo.
Adicionalmente, se mostrara´ la imagen del ruido de me´todo que consiste en sustraer la
imagen filtrada Î de la imagen original N . La imagen resultante de e´sta resta debe ser
idealmente solo el ruido eliminado por el algoritmo. Sin embargo, si los algoritmos de
reduccio´n de ruido eliminan caracter´ısticas y detalles geome´tricos de la imagen original,
en la imagen del ruido de me´todo se observara´ dicho efecto. Lo mostrado cualitativamente
por el ruido de me´todo se expresa cuantitativamente en una medida que se le llamo´ ruido
de me´todo escalar. As´ı, las medidas de aptitud para obtener el Frente de Pareto de los
algoritmos de ruido son: el error cuadra´tico medio inverso (fecmi), que mide cuanto reduce
el ruido un algoritmo y el ruido de me´todo escalar (frme), que mide cuanta distorsio´n
introducen los algoritmos a las ima´genes procesadas.
Ruido Gaussiano con σ = 0,01
Los Frentes de Pareto obtenidos para los algoritmos de reduccio´n de ruido a partir de
una imagen de gel de electroforesis con un ruido gaussiano y blanco con σ = 0, 01 se
muestran en la Figura 5.2. De e´sta se observa que el Frente de Pareto del algoritmo de
medias no locales domino´ a los frentes de los dema´s algoritmos desde un error cuadra´tico
medio de 10000 hasta aproximadamente 27000. Sin embargo, de un error cuadra´tico
medio inverso de 27000 hasta ma´s de 30000 domino´ el reductor de ruido gaussiano. Por
otra parte, el Frente de Pareto del reductor de ruido SUSAN abarco´ un rango de ruido
de me´todo escalar de aproximadamente 8250 hasta 10000. En e´ste sentido el desempen˜o
con respecto a la distorsio´n del reductor de ruido SUSAN es comparable con el reductor
de ruido gaussiano y el algoritmo medias no locales, debido a que su Frente de Pareto
abarca un rango ruido de escalar similar, a pesar de ello posee algunos puntos inferiores
a los mı´nimos alcanzados por e´stos algoritmos. Sin embargo, lo mismo no sucedio´ con
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Figura 5.2: Frentes de Pareto de los algoritmos de reduccio´n de ruido con σ = 0, 01. Error
Cuadra´tico Medio Inverso (fecmi) versus Ruido de Me´todo Escalar (frme).
respecto a la reduccio´n del error cuadra´tico medio. Finalmente, el Frente de Pareto del
filtro de mediana esta´ conformado por un solo punto, que en general esta´ dominado por
los Frentes de los dema´s algoritmos. A pesar de e´sto el filtro de mediana logro´ disminuir el
error cuadra´tico medio ma´s que cualquier punto del frente del reductor de ruido SUSAN.
El hecho de que el Frente del filtro de mediana sea un u´nico punto, se debe a que e´ste
algoritmo cuenta con un solo para´metro que es el taman˜o de la ventana, que adema´s
cuenta pocos posibles valores. Por lo tanto, es de esperar que el Frente del filtro de
mediana se caracterice por pocos puntos.
En la Figura 5.3(a) se muestra segmento de una imagen de un gel con un ruido gaussiano
y blanco con σ = 0, 01, que es un nivel de ruido que visualmente casi no se percibe. Para
comparar el efecto de reduccio´n de ruido de cada uno de los algoritmos sobre la imagen
se eligio´ un punto aproximadamente constante de ruido de me´todo escalar en 9500, con
excepcio´n del frente del filtro de mediana que posee un solo punto en aproximadamente
frme = 7900. Al comparar las ima´genes procesadas por los diferentes algoritmos de
reduccio´n de ruido de las Figuras 5.3(b) a la 5.3(e), se observa que la imagen con menor
ruido es la procesada por el algoritmo de medias no locales, mostrada en la Figura 5.3(e),
con un valor de fecmi = 24709. Por otra parte, se encontro´ que el algoritmo que le tomo´
ma´s tiempo procesar la imagen fue al algoritmo de medias no locales, razo´n por la que
es preferible utilizar el reductor de ruido gaussiano debido a que es ma´s ra´pido y con
resultados similares. En general, los para´metros empleados por los diferentes algoritmos
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fueron los mı´nimos, lo que es congruente con el bajo nivel de ruido aplicado. As´ı, por
ejemplo el reductor de ruido gaussiano empleo´ una ma´scara de 3 × 3 p´ıxeles, que es el
mı´nimo valor, con una baja varianza de 0, 26. En el caso del filtro de mediana y del
reductor de ruido SUSAN, se empleo´ igualmente el taman˜o de ma´scara mı´nimo, 3 × 3
p´ıxeles. Finalmente, en el algoritmo de medias no locales se empleo´ una ventana de
similitud de 3×3 p´ıxeles, una ventana de bu´squeda de 5×5 p´ıxeles y un grado de filtrado
de 0, 001, que son valores relativamente bajos.
Tabla 5.1: Medidas de aptitud de las ima´genes de la Figura 5.3
Algoritmo Error Cuadra´tico Me´todo de Ruido Tiempo de
Medio Inverso (fecmi) Escalar (frme) Ejecucio´n (s)
Reductor de Ruido Gaussiano 23868 9421 0, 01
Filtro de Mediana 20793 7899 0, 02
Reductor de Ruido Susan 12242 9351 0, 01
Medias no Locales 24709 9360 0, 20
Tabla 5.2: Para´metros empleados en los algoritmos de reduccio´n de ruido para obtener
las ima´genes de la Figura 5.3
Algoritmo Para´metro Valor
Reductor de Ruido Gaussiano Taman˜o de la ma´scara 3
Varianza 0,27
Tipo de frontera Constante
Filtro de Mediana Taman˜o de la ma´scara 3
Tipo de frontera Constante
Reductor de Ruido SUSAN Taman˜o de la ma´scara 3
Umbral 4
Factor de forma 4
Tipo de frontera Cero
Medias no Locales Grado de filtrado (h) 0.0005
Taman˜o de la ventana de similud 3
Taman˜o de la ventana de bu´squeda 5
Varianza de la ma´scara Gaussiana 0,75
Tipo de frontera Espejo
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Figura 5.3: Ima´genes procesadas por los algoritmos de reduccio´n de ruido y su correspondiente
imagen de ruido de me´todo (N−Î): (a) imagen original N con un ruido gaussiano
con σ = 0, 01, (b) reductor de ruido Gaussiano, (c) filtro de mediana, (d) reductor
de ruido SUSAN, (e) medias no locales.
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Ruido Gaussiano con σ = 0,05
Los frentes de Pareto obtenidos para los algoritmos de reduccio´n de ruido a partir de
una imagen de gel de electroforesis con un ruido gaussiano con σ = 0.05 se muestran en
la Figura 5.4. Al comparar e´stos Frentes con los obtenidos con un ruido con σ = 0.01,
mostrados en la Figura 5.2, se observa co´mo el rango de valores de la medida de aptitud
del ruido de me´todo escalar se mantiene, ya que, e´sta mide la distorsio´n de las ima´genes
procesadas por los algoritmos y es independiente de la cantidad de ruido. Por otra parte,
el rango de la medida de aptitud del error cuadra´tico medio inverso disminuyo´, que es
acorde con el aumento del ruido.
Al comparar los Frentes de Pareto de la Figura 5.4, se observa que el frente del algoritmo
de medias no locales domina claramente el resto de algoritmos. Adema´s, tanto el frente
del algoritmo de medias no locales como el reductor de ruido gaussiano presentan la misma
tendencia co´ncava. Por otra parte, el reductor de ruido SUSAN se caracteriza al igual
que en el caso del ruido con desviacio´n esta´ndar de 0, 01, por abarcar un rango similar de
ruido de me´todo escalar similar a los algoritmos de medias no locales y reductor de ruido
gaussiano, pero e´sto con un alto error cuadra´tico medio. En contraposicio´n al reductor
de ruido SUSAN, el frente del filtro de mediana esta´ por debajo con respecto al ruido
de me´todo escalar, pero con un menor error cuadra´tico medio en todos los puntos de su
frente.
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Figura 5.4: Frente de Pareto de los algoritmos de reduccio´n de ruido con σ = 0, 05. Error
Cuadra´tico Medio Inverso (fecmi) versus Me´todo de Ruido Escalar (fmre).
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En la Figura 5.5(a) se muestra un segmento de una imagen de un gel con un ruido
gaussiano con σ = 0, 05. Para observar las reduccio´n de ruido en las ima´genes por parte
de los algoritmos se comparan los algoritmos con valor de ruido de me´todo escalar con un
valor de aproximadamente 3500, a excepcio´n del filtro de mediana que presenta un u´nico
valor de ruido de me´todo escalar de aproximadamente 1500. De la comparacio´n de las
Figuras 5.5(b) a la 5.5(e), se encontro´ que para un valor constante de ruido de me´todo
escalar constante el algoritmo de medias no locales redujo en mayor cantidad el ruido.
En la Tabla 5.4 se muestran los para´metros empleados por los diferentes algoritmos de
reduccio´n de ruido para obtener las ima´genes de la Figura 5.5. Adema´s, en la Tabla 5.3
se resumen las medidas de aptitud obtenidas con las ima´genes de la Figura 5.5.
Por otra parte, con respecto a los para´metros empleados por los diferentes algoritmos para
obtener los Frentes de Pareto de la Figura 5.4 se encontro´, que en general aumentaron sus
valores respecto al caso del ruido con σ = 0, 01. E´sto responde precisamente al aumento de
la desviacio´n esta´ndar de ruido. As´ı por ejemplo, el reductor de ruido gaussiano aumento´
el taman˜o de las ma´scaras en un rango entre 7 × 7 y 17 × 17, y la desviacio´n esta´ndar
aumento´ a un rango entre 1 y 4. En el caso del filtro de mediana el taman˜o de la ma´scara
aumento´ a un rango entre 3×3 y 9×9. En el caso del reductor de ruido SUSAN el factor
de forma se encontro´ en un rango entre 4 y 10, mientras que el umbral abarco´ el rango
de 1 y 15. Finalmente, en el algoritmo de medias no locales el taman˜o de la ma´scara de
similitud aumento´ a un rango entre 5 × 5 y 9 × 9, la ventana de bu´squeda aumento´ a
un rango entre 9 × 9 y 11 × 11, la varianza se encontro´ en un rango entre 0, 1 y 10, y
el grado de filtrado aumento´ en un orden de magnitud, de tal manera que los valores se
encontraron en un rango comprendido entre 0, 001 y 0, 003.
Tabla 5.3: Medidas de aptitud de las ima´genes de la Figura 5.5
Algoritmo Error Cuadra´tico Me´todo de Ruido Tiempo de
Medio Inverso (fecmi) Escalar (frme) Ejecucio´n (s)
Reductor de Ruido Gaussiano 1428 3436 0, 01
Filtro de Mediana 4890 1498 0, 12
Reductor de Ruido Susan 1044 3751 0, 01
Medias no Locales 3418 3544 1, 3
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Figura 5.5: Ima´genes filtradas por los algoritmos de reduccio´n de ruido y su correspondiente
imagen de ruido de me´todo (N−Î): (a) imagen original N con un ruido gaussiano
con σ = 0, 05, (b) reductor de ruido Gaussiano, (c) filtro de mediana, (d) reductor
de ruido SUSAN, (e) medias no locales.
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Tabla 5.4: Para´metros empleados en los algoritmos de reduccio´n de ruido para obtener
las ima´genes de la Figura 5.5
Algoritmo Para´metro Valor
Reductor de Ruido Gaussiano Taman˜o de la ma´scara 9
Varianza 0, 33
Tipo de frontera Constante
Filtro de Mediana Taman˜o de la ma´scara 7
Tipo de frontera Constante
Reductor de Ruido SUSAN Taman˜o de la ma´scara 3
Umbral 15
Factor de forma 2
Tipo de frontera Cero
Medias no Locales Grado de filtrado (h) 0, 0036
Taman˜o de la ventana de similud 7
Taman˜o de la ventana de bu´squeda 9
Varianza de la ma´scara Gaussiana 0, 39
Tipo de frontera Constante
Ruido Gaussiano con σ = 0,10
Los Frentes de Pareto obtenidos para los algoritmos de reduccio´n de ruido a partir de
una imagen de gel de electroforesis con un ruido gaussiano con σ = 0, 10 se muestran
en la Figura 5.6. En e´ste caso se mantiene la misma tendencia de los Frentes de Pareto
obtenido con un ruido con σ = 0, 05 mostrados en la Figura 5.4, donde los valores del
ruido de me´todo escalar se mantienen en el mismo rango de 0 a 10000, que confirma
que e´sta medida cuantifica la distorsio´n introducida a las ima´genes procesadas por los
algoritmos independiente del nivel de ruido aplicado. Por otro lado, como es de esperar
al aumentar el nivel de ruido disminuye el rango de valores del error cuadra´tico medio
inverso.
Con respecto al comportamiento de los algoritmos se encontro´ que e´ste es similar al caso
del ruido con σ = 0, 05, donde por un lado, el frente de Pareto del algoritmo de medias
no locales es el que domino´ los frentes del resto de algoritmos, y por otro, el frente del
reductor de ruido SUSAN abarco´ un rango de ruido de me´todo de 500 a 10000 pero con
una disminucio´n del error cuadra´tico medio en baja medida, en contraposicio´n al filtro
de mediana, que a pesar de presentar un ruido de me´todo de aproximadamente 500,
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disminuyo´ el error cuadra´tico medio en mayor medida que el reductor de ruido SUSAN.
Reductor de Ruido Gaussiano
Reductor de Ruido SUSAN
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Figura 5.6: Frente de Pareto de los algoritmos de reduccio´n de ruido con σ = 0.10. Error
Cuadra´tico Medio Inverso (fecmi) versus Me´todo de Ruido Escalar (fmre).
En la Figura 5.7(a) se muestra un segmento de una imagen de un gel con un ruido
gaussiano con σ = 0, 10. Para efectos de comparar las ima´genes procesadas por los
algoritmos se eligieron puntos en los diferentes frentes de Pareto con un ruido de me´todo
de aproximadamente 1000. Al comparar las ima´genes de las Figuras 5.7(b) a la 5.7(e), se
observa que la que redujo en mayor medida el ruido y que introdujo distorsio´n en menor
medida fue el algoritmo de medias no locales. En la Tabla 5.6 se muestran los para´metros
empleados por los diferentes algoritmos de reduccio´n de ruido para obtener las ima´genes
de la Figura 5.7. Adema´s, en la Tabla 5.5 se resumen las medidas de aptitud obtenidas
con las ima´genes de la Figura 5.7.
Los para´metros empleados por los algoritmos para obtener los Frentes de Pareto de la
Figura 5.6, son congruentes con el nivel de ruido aplicado en e´ste caso. As´ı, el reductor
de ruido gaussiano empleo´ ma´scaras de taman˜os en el rango de 9× 9 y 17× 17, con una
varianza entre el rango de 1 a 6. Por su parte el filtro de mediana empleo´ ma´scaras de
9×9 a 13×13. El reductor de ruido SUSAN utilizo´ factores de forma de 2 a 16 y umbrales
de 0 a 3. Finalmente, el algoritmo de medias no locales empleo´ ventanas de similitud de
7× 7 a 9× 9, ventanas de bu´squeda de 9× 9 a 17× 17, y el grado de filtrado se encontro´
entre 0, 05 y 0, 15.
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Tabla 5.5: Medidas de aptitud de las ima´genes de la Figura 5.7
Algoritmo Error Cuadra´tico Me´todo de Ruido Tiempo de
Medio Inverso (fecmi) Escalar (frme) Ejecucio´n (s)
Reductor de Ruido Gaussiano 391 1064 0.001
Filtro de Mediana 2314 432 0.18
Reductor de Ruido Susan 160 840 0.01
Medias no Locales 730 919 0.9
Tabla 5.6: Para´metros empleados en los algoritmos de reduccio´n de ruido para obtener
las ima´genes de la Figura 5.7
Algoritmo Para´metro Valor
Reductor de Ruido Gaussiano Taman˜o de la ma´scara 9
Varianza 0, 35
Tipo de frontera Constante
Filtro de Mediana Taman˜o de la ma´scara 9
Tipo de frontera Constante
Reductor de Ruido SUSAN Taman˜o de la ma´scara 3
Umbral 16
Factor de forma 12
Tipo de frontera Cero
Medias no Locales Grado de filtrado (h) 0, 044
Taman˜o de la ventana de similud 9
Taman˜o de la ventana de bu´squeda 9
Varianza de la ma´scara Gaussiana 0, 42
Tipo de frontera Espejo
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Figura 5.7: Ima´genes filtradas por los algoritmos de reduccio´n de ruido y su correspondiente
imagen de ruido de me´todo (N−Î): (a) imagen original N con un ruido gaussiano
con σ = 0, 10, (b) reductor de ruido Gaussiano, (c) filtro de mediana, (d) reductor
de ruido SUSAN, (e) medias no locales.
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Ruido Impulso
Para la obtencio´n del Frente de Pareto se le aplico´ un ruido impulsional con un 10%
de cobertura de la imagen. En la Figura 5.8 se muestra los Frentes de los algoritmos
obtenidos en e´ste caso. De e´sta se observa que a diferencia de los resultados obtenidos
con el ruido gaussiano y blanco, el frente de Pareto del filtro de mediana domino´ al resto
de los algoritmos respecto a ambas medidas de aptitud.
De lo anterior se concluye que por un lado los algoritmos ido´neos para el ruido gaussiano
y blanco son el algoritmo de medias no locales seguido del reductor de ruido gaussino,
mientras que por otro lado, los algoritmos ido´neos para el ruido impulsional son el filtro
de mediana seguido del reductor de ruido SUSAN. Particularmente, para las ima´genes de
geles de electroforesis se encontro´ que el algoritmo de medias no locales es el ido´neo.
En la Figura 5.9(a) se muestra una imagen con un ruido impulsional que cubre el 10%
de la imagen. Para comparar las ima´genes con ruido impulsional procesadas se eligio´ el
punto en el frente de cada algoritmo con el menor error cuadra´tico medio (mayor valor
del error cuadra´tico medio inverso). Al comparar las ima´genes de las Figuras 5.9(b) a
5.9(e), se observa como efectivamente el filtro de mediana fue el que mejor se desempen˜o´
eliminando por completo el ruido impulsional con un valor de error cuadra´tico medio
Reductor de Ruido Gaussiano
Reductor de Ruido SUSAN
Filtro de Mediana
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Figura 5.8: Frente de Pareto de los algoritmos de reduccio´n de ruido aplicados a ima´genes
con ruido impulsional. Error Cuadra´tico Medio Inverso (fecmi) versus Me´todo de
Ruido Escalar (frme).
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inverso de fecmi = 28236, con una mı´nima distorsio´n en la imagen procesada, con un valor
de ruido de me´todo escalar de frme = 9745. En la Tabla 5.8 se muestran los para´metros
empleados por los diferentes algoritmos de reduccio´n de ruido para obtener las ima´genes
de la Figura 5.9. Adema´s, en la Tabla 5.7 se resumen las medidas de aptitud obtenidas
con las ima´genes de la Figura 5.9.
Para obtener el Frente de Pareto de reductor de ruido gaussiano de la Figura 5.8 empleo´
un rango de taman˜os de ma´scaras de 9 × 9 a 17 × 17, y varianza entre 0, 5 y 4, 5. En
el caso del filtro de mediana el u´nico taman˜o empleado fue 3 × 3, con todos los tipos de
frontera de la imagen posibles: cero, espejo, perio´dica, constante. Por su parte el reductor
de ruido SUSAN, utilizo´ valores de umbral entre 0 y 2, valores de factor de forma entre
2 y 16. Finalmente, el algoritmo de medias no locales empleo´ valores de taman˜o de la
ventana de similitud entre 3× 3 y 9× 9, los taman˜os de la ventana de bu´squeda oscilaron
entre 5 × 5 y 7 × 7, el valor del grado de filtrado se encontro´ entre 0, 002 y 0, 007, y la
varianza entre 0, 03 y 3.
Tabla 5.7: Medidas de aptitud de las ima´genes de la Figura 5.9
Algoritmo Error Cuadra´tico Me´todo de Ruido
Medio Inverso (fecmi) Escalar (frme)
Reductor de Ruido Gaussiano 4220 9145
Filtro de Mediana 28236 9795
Reductor de Ruido Susan 7383 9780
Medias no Locales 7050 9463
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Tabla 5.8: Para´metros empleados en los algoritmos de reduccio´n de ruido para obtener
las ima´genes de la Figura 5.9
Algoritmo Para´metro Valor
Reductor de Ruido Gaussiano Taman˜o de la ma´scara 9
Varianza 4, 55
Tipo de frontera Constante
Filtro de Mediana Taman˜o de la ma´scara 3
Tipo de frontera Constante
Reductor de Ruido SUSAN Taman˜o de la ma´scara 3
Umbral 1
Factor de forma 12
Tipo de frontera Cero
Medias no Locales Grado de filtrado (h) 0, 0073
Taman˜o de la ventana de similud 5
Taman˜o de la ventana de bu´squeda 7
Varianza de la ma´scara Gaussiana 1, 55
Tipo de frontera Constante
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Figura 5.9: Ima´genes filtradas por los algoritmos de reduccio´n de ruido y su correspondiente
imagen de ruido de me´todo (N −Î): (a) imagen original con un ruido impulsional
que cubre el 10% de la imagen, (b) reductor de ruido Gaussiano, (c) filtro de
mediana, (d) reductor de ruido SUSAN, (e) medias no locales.
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5.2 Mejoramiento de contraste
Para efectos de evaluar los algoritmos de mejoramiento de contraste se emplearon tres
ima´genes de gel de electroforesis: una con iluminacio´n normal con una resolucio´n de
573× 409 con un rango de niveles de gris de 0, 065 a 0, 719, una clara con una resolucio´n
de 556×398 con un rango de niveles de gris entre 0, 58 y 1 y una oscura con una resolucio´n
de 535× 398 y con niveles de gris entre 0, 1 y 0, 32. E´stas fueron previamente procesadas
con el algoritmo de medias no locales, con el objetivo de evitar que con la mejora de
contraste adema´s de los detalles de la imagen, se enfatizara el ruido.
Las medidas de aptitud empleadas para evaluar los algoritmos de mejoramiento de con-
traste son: mejoramiento de contraste promedio (fmcp), que mide el grado de aumento
de contraste de la imagen mejorada respecto a la imagen original, y entrop´ıa (fe), que
mide el contenido de informacio´n de una imagen, as´ı el contraste de una imagen es pro-
porcional a la entrop´ıa de e´sta. En la Figura 5.10 se muestran los Frentes de Paretos de
los algoritmos: ecualizacio´n de histograma y mejoramiento de gradiente. E´stos Frentes se
obtuvieron mediante el conjunto de tres ima´genes discutido anteriormente. Al comparar
e´stos Frentes es evidente la dominancia con respecto a ambas medidas de aptitud del
























Figura 5.10: Frentes de pareto de los algoritmos de mejoramiento de contraste. Mejoramiento
de Contraste Promedio (fmcp) versus Entrop´ıa (fe).
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En la Figura 5.11(a) se muestra una imagen de gel de electroforesis con bajo contraste
y su correspondiente histograma. Como se discutio´ en la Seccio´n 4.2.1 una imagen con
bajo contraste se caracteriza por tener las componentes de su histograma en un rango
reducido de la escala de gris. En e´ste sentido, tal y como se muestra en el histograma
de Figura 5.11(a), las componentes de e´ste se concentran en el centro de la escala de
gris. Para efectos de comparacio´n de las ima´genes procesadas por los algoritmos se eligie-
ron las parametrizaciones de los algoritmos que permitieron que se obtuviera un mayor
mejoramiento de contraste promedio.
En la Figura 5.11(b) se muestran una imagen de gel de electroforesis, mejorada en con-
traste mediante la ecualizacio´n de histograma y su correspondiente histograma. La ecuali-
zacio´n de histograma transforma el histograma de la imagen original en uno uniforme, tal
y como se muestra el histograma de la Figura 5.11(b). Lo anterior tiene el inconveniente
de que el valor medio del brillo de la imagen original cambia a un valor medio en la mitad
del rango dina´mico de los niveles de gris, independientemente del valor original. Adema´s,
la ecualizacio´n de histograma al ser implementada globalmente procesa la imagen como
un todo, por lo que, el resultado del contraste local de ciertos sectores de la imagen no
es el deseado, como es el caso del extremo izquierdo de la imagen de gel de electroforesis
de la Figura 5.11(b), que se observa oscuro. En la Tabla 5.10 se muestran los para´metros
empleados para la ecualizacio´n de histograma, donde el rango de valores de entrada y
salida se eligio´ de 0 a 1, debido a que por un lado la imagen de entrada a pesar de que
concentra sus componentes en el centro del histograma, posee algunos pocos valores en
los extremos del rango, de tal manera que el rango de 0 a 1 los abarque por completo.
Adema´s por otro lado, el rango deseado en la imagen procesada es de 0 a 1 para que abar-
que el rango dina´mico completo y as´ı se logre un mayor contraste, siendo e´sto congruente
con los para´metros obtenidos a partir del Frente de Pareto. Por otro lado, el nu´mero de
celdas empleadas por la ecualizacio´n de histograma fue 256.
Por otra parte, en la Figura 5.11(c) se muestran una imagen mejorada en contraste me-
diante el algoritmo de mejoramiento de gradiente y su correspondiente histograma. El
histograma de imagen mejorada como se aprecia en la Figura 5.11(c) abarca todo el
rango dina´mico de niveles de gris. Lo anterior aunado al hecho de que el mejoramiento
de gradiente opera localmente, permite que la imagen procesada presente ma´s detalles, a
diferencia de la imagen procesada mediante la ecualizacio´n de histograma. En la Tabla
5.10 se muestra que el para´metro δ fue 1.5. Adema´s, debido a que las componentes del
histograma de la imagen original con bajo contraste se concentran en la mitad del rango
dina´mico un δ = 1.5 es suficiente para que el algoritmo logre mejorar la imagen, de tal
manera que el histograma de la imagen procesada abarque el rango dina´mico completo
de niveles de gris, como se muestra en la Figura 5.11(c).
Finalmente, se puede concluir que una imagen con alto contraste se caractiza por poseer
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componentes del histograma que abarque el rango dina´mico completo de niveles de gris.
Es as´ı como se espera que las ima´genes procesadas por los algoritmos de mejoramiento de
contraste posean un histograma que contenga componentes en todo el rango dina´mico. La
diferencia entre los algoritmos consiste en co´mo se logre lo anterior, as´ı la ecualizacio´n de
histograma opera directamente sobre el histograma, que como se comento´ anteriormente
tiene sus desventajas, y por otra parte el algoritmo de mejoramiento de gradiente sobre
los gradientes de la imagen. En la Tabla 5.9 se muestran las medidas de aptitud obtenidas
con las ima´genes de la Figura 5.11.
Tabla 5.9: Medidas de aptitud de las ima´genes de la Figura 5.11
Algoritmo Mejoramiento de Contraste Entrop´ıa (fe)
Promedio (fmcp)
Ecualizacio´n de Histograma 1.87 6.05
Mejoramiento de Gradiente 8.30 12.59
Tabla 5.10: Para´metros empleados en los algoritmos de mejoramiento de contraste para
obtener las ima´genes de la Figura 5.11
Algoritmo Para´metro Valor
Ecualizacio´n de Histograma Valor menor que es ecualizado desde la entrada 0
Valor mayor que es ecualizado desde la entrada 1
Valor menor que es ecualizado hacia la salida 0
Valor mayor que es ecualizado hacia la entrada 1
Nu´mero de celdas empleadas para la ecualizacio´n 256
Mejoramiento de Gradiente Cantidad de mejoramiento de contraste (δ) 1.5
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Figura 5.11: Ima´genes procesadas por los algoritmos de mejoramiento de contraste y su corres-
pondiente histograma: (a) imagen de gel de electroforesis con bajo contraste, (b)
ecualizador de histograma, (c) mejoramiento de gradiente.
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En la Figura 5.12(a) se muestran una imagen de gel de electroforesis clara con bajo
contraste y su correspondiente histograma. Como se aprecia en el histograma de e´sta
imagen los componentes se concentran en la parte superior del rango dina´mico, por lo
que imagen luce clara. Por otra parte, en la Figura 5.12(b) se muestran tanto la imagen
procesada por la ecualizacio´n de histograma, como su correspondiente histograma. En
e´ste caso la imagen se caracteriza por poseer ciertos sectores de la imagen en extremo
oscuros, por lo que se pierde el detalle de ciertas bandas y carriles. Por otro lado, debido
a que los componentes del histograma de la imagen original se encuentran agrupadas en
el extremo superior del rango dina´mico, se empleo´ como rango de la imagen de entrada de
0, 5 a 1, como se muestra en la Tabla 5.12, sin embargo, se empleo´ el rango de 0 a 1 para
la imagen procesada. Por otra parte, en la Figura 5.12(c) se muestra la imagen procesada
por el algoritmo de mejoramiento de gradiente y su correspondiente histograma. En e´ste
caso la imagen presenta mayor detalle en las bandas y carriles, lo que es congruente con
el hecho de que el valor de la entrop´ıa obtenido con e´ste algoritmo fue fe = 11.6, que
es ma´s del doble del obtenido con la ecualizacio´n de histograma fe = 5.4. En e´ste caso
el algoritmo empleo´ un δ ma´s grande de 3.5 para abarcar el rango dina´mico completo,
debido a que los componentes del histograma se ubican totalmente en el extremo superior
del rango.
Tabla 5.11: Medidas de aptitud de las ima´genes de la Figura 5.12
Algoritmo Mejoramiento de Contraste Entrop´ıa (fe)
Promedio (fmcp)
Ecualizacio´n de Histograma 2.21 5.4
Mejoramiento de Gradiente 2.28 11.60
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Figura 5.12: Ima´genes procesadas por los algoritmos de mejoramiento de contraste y su corres-
pondiente histograma: (a) imagen de gel de electroforesis clara con bajo con-
traste, (b) ecualizador de histograma, (c) mejoramiento de gradiente.
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Tabla 5.12: Para´metros empleados en los algoritmos de mejoramiento de contraste para
obtener las ima´genes de la Figura 5.12
Algoritmo Para´metro Valor
Ecualizacio´n de Histograma Valor menor que es ecualizado desde la entrada 0.5
Valor mayor que es ecualizado desde la entrada 1
Valor menor que es ecualizado hacia la salida 0
Valor mayor que es ecualizado hacia la entrada 1
Nu´mero de celdas empleadas para la ecualizacio´n 256
Mejoramiento de Gradiente Cantidad de mejoramiento de contraste (δ) 3.5
En la Figura 5.13(a) se muestran una imagen de gel de electroforesis oscura con bajo
contraste y su correspondiente histograma. E´ste u´ltimo se caracteriza por tener sus
componentes concentrados en el extremo inferior del rango dina´mico lo que le da una
apariencia oscura a la imagen. En la Figura 5.13(b) se muestra la imagen procesada por
el algoritmo de ecualizacio´n de histograma, donde se observa que nuevamente e´sta posee
ciertos sectores oscuros que hacen perder detalle a las bandas y carriles de la imagen de
electroforesis. Como se muestra en la Tabla 5.14, se empleo´ como rango de entrada de 0 a
0.5, debido a que los componentes de la imagen oscura se encuentran en extremo inferior
del rango dina´mico. Adema´s, en e´ste caso se empleo´ nuevamente un rango dina´mico de
salida de 0 a 1, con 256 celdas para la ecualizacio´n. Por otra parte, en la Figura 5.13(c) se
muestra una imagen de gel de electroforesis procesada por el algoritmo de mejoramiento
de gradiente, que presenta mayor detalle que la procesada por la ecualizacio´n de histo-
grama. En e´ste caso como se muestra en la Tabla 5.13 se empleo´ δ = 5.5, con el objetivo
de que la imagen procesada abarcara todo el rango dina´mico de valores.
Finalmente, al comparar los resultados expresados en los frentes de Pareto de la ecuali-
zacio´n de histograma y el mejoramiento de gradiente, se concluye que e´ste u´ltimo es el
ido´neo para las ima´genes de geles de electroforesis
Tabla 5.13: Medidas de aptitud de las ima´genes de la Figura 5.13
Algoritmo Mejoramiento de Contraste Entrop´ıa (fe)
Promedio (fmcp)
Ecualizacio´n de Histograma 5.05 4.98
Mejoramiento de Gradiente 5.76 11.4
93




















































Figura 5.13: Ima´genes procesadas por los algoritmos de mejoramiento de contraste y su corres-
pondiente histograma: (a) imagen de gel de electroforesis oscura con bajo con-
traste, (b) ecualizador de histograma, (c) mejoramiento de gradiente.
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Tabla 5.14: Para´metros empleados en los algoritmos de mejoramiento de contraste para
obtener las ima´genes de la Figura 5.13
Algoritmo Para´metro Valor
Ecualizacio´n de Histograma Valor menor que es ecualizado desde la entrada 0
Valor mayor que es ecualizado desde la entrada 0.5
Valor menor que es ecualizado hacia la salida 0
Valor mayor que es ecualizado hacia la entrada 1
Nu´mero de celdas empleadas para la ecualizacio´n 256
Mejoramiento de Gradiente Cantidad de mejoramiento de contraste (δ) 5.5
5.3 Mejoramiento de nitidez
Para evaluar el algoritmo de mejoramiento de nitidez enmascarado de desenfoque, se
empleo´ una imagen de gel electroforesis que al momento de adquirirla se le aplico´ un leve
desenfoque en la ca´mara. Antes de utilizar e´sta imagen para obtener el Frente de Pareto
se le aplico´ el algoritmo medias no locales para efectos de eliminar ruido proveniente del
proceso de adquisicio´n de la imagen, debido a que el enmascarado de desenfoque enfatiza
no solo los bordes sino tambie´n lo hace con el ruido. E´sto se realiza para que el ana´lsis
se concentre en la mejora en nitidez y que el ruido no interfiera en ello.
El algoritmo de enmascarado de desenfoque se evaluo´ en dos etapas: en la primera de
ellas se empleo´ la ma´scara laplaciana y en la segunda la ma´scara gaussiana, e´sto con el
objetivo de comparar las dos variantes del algoritmo. Como se discutio´ en la Seccio´n 3.3.3
las medidas para evaluar el mejoramiento de nitidez en una imagen son: difuminacio´n (fd)
que mide la atenuacio´n introducida por el algoritmo en las regiones planas, y nitidez (fn)
que mide la amplificacio´n introducida por el algoritmo en los bordes. En la Figura 5.14 se
muestran los Frentes de Pareto que se obtuvieron, donde se aprecia la clara superioridad
de la ma´scara laplaciana sobre la gaussiana, principalmente respecto a fn. La naturaleza
derivativa de la ma´scara laplaciana hace que e´sta presente un mejor rendimiento en la
mejora de nitidez en los bordes.
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Figura 5.14: Frente de Pareto de las dos variantes de enmascarado de desenfoque. Difumi-
nacio´n (fd) versus Nitidez (fn).
Para ilustrar lo expresado en los Frentes de Pareto de la Figura 5.14, se eligio´ un punto con
un valor constante de difuminacio´n de aproximadamente 2, tanto en el frente de Pareto
de la ma´scara gaussiana, como laplaciana. En cada uno se emplearon los para´metros
indicados por el frente de Pareto para lograr esos puntos. En la Figura 5.15(a) se muestra
un segmento de una imagen de gel de electroforesis, con baja nitidez. En la Figura 5.15(b)
la imagen con nitidez mejorada mediante el algoritmo de enmascarado de desenfoque con
una ma´scara gaussiana, en donde se observa que tanto los carriles (l´ıneas horizontales)
como las bandas (pequen˜as columnas verticales oscuras en cada carril) presentan una
mayor definicio´n. Un aspecto relevante que se observa en la Figura 5.15(b) es que la
imagen adema´s de haber mejorado su nitidez, tambie´n mejora su contraste; e´sto gracias
a la constante de alto impulso con un valor C > 1. Los valores de las medidas de
aptitud en e´ste caso son fd = 2.03 y fn = 0.43, y e´sto es congruente con el diagrama de
dispersio´n que se muestra en el extremo derecho de la Figura 5.15(b), donde el rango de
las magnitudes de los gradientes aumentados de los p´ıxeles se encontro´ de 0 a 0, 35. Por
otra parte, en la Figura 5.15(c) se muestra una imagen con nitidez mejorada mediante el
algoritmo de enmascarado de desenfoque con una ma´scara laplaciana, en donde se observa
que los carriles y las bandas presentan una mayor definicio´n que en el caso de la ma´scara
gaussiana. Los valores de las medidas de aptitud en e´ste caso son fd = 1.99 y fn = 8.51,
lo que indica como se comprueba en el diagrama de dispersio´n del extremo derecho de la
Figura 5.15(c), que el rango de las magnitudes de los gradientes aumentados de los p´ıxeles
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Tabla 5.15: Para´metros empleados en el algoritmo de enmascarado de desenfoque para
obtener las ima´genes de la Figura 5.15
Tipo de Ma´scara Para´metro Valor
Gaussiana Taman˜o de la ma´scara 5
Constante de alto impulso 2.1
Varianza 8.0
Tipo de frontera Constante
Laplaciana Taman˜o de la ma´scara 3
Constante de alto impulso 1.2
Tipo de vecindario Vecindario de 8
Tipo de frontera Constante
Tabla 5.16: Medidas de aptitud de las ima´genes de la Figura 5.15
Tipo de Ma´scara Difuminacio´n (fd) Nitidez (fn)
Gaussiana 0.18 0.83
Laplaciana 1.99 8.51
es de 0 a 0, 47.
Al comparar los frentes de Pareto de la Figura 5.14, se observa que el algoritmo de
enmascaramiento de desenfoque con ma´scara laplaciana domina al de ma´scara gaussiana
respecto a ambas medidas de aptitud. Por otra parte, se demostro´ que el diagrama de
dispersio´n de las magnitudes de los gradientes de la imagen original versus la imagen
filtrada, es una herramienta u´til para la comparacio´n de algoritmos de mejoramiento
de nitidez. As´ı, el aumento de nitidez no solo se expresa en la cantidad de p´ıxeles que
aumentaron su gradiente, sino tambie´n en la magnitud de dicho aumento. En e´ste sentido
al comparar el diagrama de dispersio´n de la ma´scara gaussiana en la Figura 5.15(b) con
el de la ma´scara laplaciana en la Figura 5.15(c), se observo´ que e´ste ultimo presento´ un
aumento en mayor medida. En la Tabla 5.15 se muestra los para´metros empleados por
las dos variantes del algoritmo enmascarado de desenfoque para lograr las ima´genes de la
Figura 5.15. Adema´s, en la Tabla 5.16 se resume los valores de las medidas de aptitud
correspondientes a las ima´genes de gel de electroforesis de la Figura 5.15.
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Figura 5.15: Ima´genes filtradas mediante el algoritmo enmascarado de desenfoque y su corres-
pondiente diagrama de dispersio´n de la magnitud del gradiente de la imagen
original |N | versus la magnitud del gradiente de la imagen filtrada |Î|: (a) ima-
gen original con baja nitidez N , (b) imagen procesada con ma´scara gaussiana,
(c) imagen procesada con ma´scara laplaciana.
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5.4 Combinacio´n de algoritmos de mejoramiento de
ima´genes
En las secciones anteriores se analizo´ individualmente el efecto de los algoritmos de re-
duccio´n de ruido, mejoramiento de contraste y nitidez. Sin embargo, como se expreso´ en
el Cap´ıtulo 1 el objetivo principal de e´ste trabajo es mejorar simulta´neamente e´stos tres
para´metros en las ima´genes de gel de electroforesis. De tal manera, que en e´sta seccio´n
se presentan los resultados que se obtuvieron de la combinacio´n de los algoritmos que
presentaron el mejor rendimiento en cada caso. As´ı, el mejor algoritmo de reduccio´n de
ruido es medias no locales, el de mejoramiento de contraste es el algoritmo mejoramiento
de gradiente y para el mejoramiento de nitidez es el algoritmo enmascarado de desenfoque
con una ma´scara laplaciana.
La secuencia que se empleo´ se muestra en la Figura 5.16, donde la primera etapa es la re-
duccio´n de ruido, esto con el objetivo de que ni el algoritmo de mejoramiento de contraste,
ni el de mejoramiento de nitidez enfaticen el ruido. La segunda etapa es el mejoramiento
de contraste y finalmente, la tercera etapa es el mejoramiento de nitidez, que se coloca al
final para eliminar tanto el desenfoque de la imagen original, como cualquiera introducido





Figura 5.16: Secuencia de algoritmos para el mejoramiento de las ima´genes de geles de elec-
troforesis
En la Figura 5.17(a) se muestra un segmento de una imagen de gel de electroforesis,
que presenta ruido gaussiano y blanco, bajo contraste y nitidez. En la Figura 5.17(b)
se muestra la imagen con reduccio´n de ruido mediante el algoritmo de medias no locales
para evitar que la etapa de mejoramiento de contraste lo enfatice. En la Figura 5.17(c)
se muestra la imagen mejorada en contraste mediante el algoritmo de mejoramiento de
gradiente. Finalmente, en la Figura 5.17(d) se muestra la imagen final con mejora en
nitidez, que esta´ lista para pasar a la etapa de compensacio´n de distorsiones geome´tricas
que se desarrollara´ en otro trabajo. Los para´metros empleados por los algoritmos para
obtener las ima´genes de la Figura 5.17 se muestran en la Tabla 5.17.
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(a) (b)
(c) (d)
Figura 5.17: Secuencia de mejoramiento de ima´genes: (a) imagen de gel de electroforesis ori-
ginal, (b) imagen con disminucio´n de ruido, (c) imagen mejorada en contraste,
(d) imagen mejorada en nitidez.
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Tabla 5.17: Para´metros empleados por los algoritmos para obtener las ima´genes de la
Figura 5.17
Etapa Algoritmo Para´metro Valor
Reduccio´n de Medias no Locales Taman˜o de la ma´scara de similitud 5
Ruido Taman˜o de la ma´scara de bu´squeda 9
Grado de filtrado (h) 0.001
Varianza de la ma´scara gaussiana 2.6
Tipo de Frontera Espejo
Mejoramiento Mejoramiento Mejoramiento logrado (δ) 1.5
de Contraste de Gradiente
Mejoramiento Enmascaramiento Tipo de ma´scara Laplaciana
de Nitidez de Desenfoque Taman˜o de la ma´scara 3
Tipo de vecindario De 4
Constante de alto impulso (C) 1
Tipo de Frontera Constante
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El ser humano en la mayor´ıa de los casos es quie´n al final juzga la calidad de una ima-
gen. Sin embargo, e´sta evaluacio´n subjetiva es insuficiente para analizar el redimiento de
algoritmos de mejora de calidad de ima´genes, principalmente en aquellas aplicaciones en
donde la ima´genes son analizadas automa´ticamente por un sistema, como es el caso del
ana´lisis por computadora de ima´genes de gel de electroforesis. En e´ste sentido la principal
contribucio´n de e´ste trabajo a parte de la implementacio´n de algoritmos de mejoramiento
de ima´genes, es la evaluacio´n objetiva de algoritmos mediante la obtencio´n de Frentes de
Pareto. En e´ste cap´ıtulo se sintetizan los principales resultados y aportes de e´ste trabajo.
6.1 Conclusiones
E´ste trabajo se concentro´ en la mejora de ima´genes respecto a tres aspectos: reduccio´n
de ruido, mejora de contraste y mejora de nitidez. El intere´s particularmente se ha
concentrado en las ima´genes de geles de electroforesis, empleadas en la caracterizacio´n
molecular de organismos. E´stas ima´genes se caracterizan por presentar mayormente ruido
gaussiano y blanco, adema´s presentan bajo contraste y baja nitidez. En e´ste trabajo se
empezo´ por analizar diferentes enfoques propuestos en la literatura de mejoramiento de
ima´genes para la reduccio´n de ruido, mejoramiento de contraste y nitidez. La evaluacio´n
consistio´ en determinar primero medidas de aptitud que evaluaran a los algoritmos de
reduccio´n de ruido, mejoramiento de contraste y nitidez, y segundo evaluar objetivamente
los algoritmos con e´stas medidas de aptitud, para encontrar los Frentes de Pareto de los
diferentes algoritmos.
En primera instancia, se evaluaron los algoritmos de reduccio´n de ruido, empleando un
conjunto de ima´genes a las que se les aplico´ ruido gaussiano y blanco con desviaciones
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esta´ndar de 0,01, 0,05 y 0,10. Las medidas de aptitud definidas para evaluar los algoritmos
fueron: error cuadra´tico medio inverso (fecmi) que cuantifica que´ tanto disminuyeron el
ruido los algoritmos y el ruido de me´todo escalar (frme) que´ cuantifica que tanta distorsio´n
introducen los algoritmos a las ima´genes procesadas. A partir de e´sta evaluacio´n se
encontro´ que el Frente de Pareto del algoritmo llamado medias no locales, domino´ a
los frentes de pareto del resto de algoritmos, debido a que e´ste fue el que redujo en
mayor medida el ruido gaussiano y blanco, con muy poca distorsio´n. El reductor de ruido
gaussiano presento´ un redimiento cercano al algoritmo medias no locales para el caso del
ruido gaussiano y blanco con una desviacio´n esta´ndar de 0,01. Adema´s, se encontro´ que
para el caso del ruido con una desviacio´n esta´ndar de 0,01 es preferible emplear el reductor
de ruido gaussiano, debido a que en comparacio´n con el algoritmo de medias no locales
es menos costoso computacionalmente. Por otra parte, el filtro de mediana presento´ un
buen redimiento en cuanto a disminucio´n del error cuadra´tico medio, pero con un bajo
redimiento en cuanto a la distorsio´n de las ima´genes procesadas. En contraposicio´n,
el reductor de ruido SUSAN, presento´ un buen redimiento en cuanto a la introduccio´n
de distorsio´n de las ima´genes procesadas pero un bajo rendimiento en relacio´n con la
disminucio´n del error cuadra´tico medio.
Otro tipo de ruido que suele presentarse en el proceso de adquisio´n es el ruido impulsional.
En e´ste sentido, los algoritmos fueron evaluados tambie´n con un conjunto de ima´genes
a las cuales se le aplico´ un ruido impulsional con una convertura de 10% de la imagen.
A diferencia de los resultados obtenidos con el ruido gaussiano y blanco, aca´ el Frente
de Pareto del Filtro de Mediana domino´ al resto de algoritmos con respecto a ambas
medidas de aptitud, seguido del reductor de ruido SUSAN. El filtro de mediana logro´
eliminar por completo el ruido impulsional con una distorsio´n mı´nima. As´ı, de acuerdo
con los resultados obtenidos se determino´ que el algoritmo de medias no locales es el
ido´neo para la reduccio´n de ruido en e´ste tipo de ima´genes.
Por otro lado, en un segundo momento se evaluaron los algoritmos de mejoramiento de
contraste a patir de un conjunto de tres ima´genes: una con bajo contraste, una oscura
con bajo contraste y una clara con bajo contraste. Para evaluar los algoritmos de mejo-
ramiento de contraste se emplearon las siguientes medidas de aptitud: mejoramiento de
contraste promedio (fmcp), que mide la cantidad de aumento de contraste que presentan las
ima´genes procesadas respecto a su versio´n original, y entrop´ıa (fe) que mide la cantidad
de informacio´n contenida en una imagen, siendo el contraste proporcional a la entrop´ıa.
De e´sta evaluacio´n se encontro´ que el Frente de Pareto del algoritmo de mejoramiento de
gradiente domino´, debido a que e´ste opera localmente a diferencia de la ecualizacio´n de
histograma que opera globalmente. El hecho de que la ecualizacio´n de histograma opere
globalmente tiene como consecuencia que el contraste en algunos sectores de la imagen
no es el adecuado, por ejemplo en ciertas regiones de la imagen el contraste puede ser
ma´s oscuro o ma´s claro de lo que deber´ıa. As´ı, de acuerdo con los resultados obtenidos
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se encontro´ que el algoritmo de mejoramiento de gradiente es el ido´neo para el aumento
del contraste de las ima´genes de geles de electroforesis.
Finalmente, se evaluaron dos variantes del algoritmo llamado enmascaramiento de desen-
foque, mediante una imagen que al momento de ser adquirida se le aplico´ un desenfoque.
En e´ste caso las medidas de aptitud fueron: difuminacio´n (fd), que es el factor de ate-
nuacio´n de las regiones planas, y nitidez (fn), que es el factor de amplificacio´n de bordes
y otros detalles de la imagen. A partir de los resultados se encontro´ que al emplear una
ma´scara laplaciana para el desenfoque, el gradiente de los p´ıxeles y por ende la nitidez de
la imagen aumentaron en mayor medida que con la ma´scara gaussiana. As´ı, se determino´
que el algoritmo de enmascaramiento de desenfoque con ma´scara laplaciana, es el ido´neo
para aumentar la nitidez en ima´genes de gel de electroforesis.
Para lograr el objetivo de mejorar la calidad de las ima´genes de electroforesis se debe
aplicar simulta´neamente los algoritmos de reduccio´n de ruido, mejoramiento de contraste
y mejoramiento de definicio´n, sin embargo, se debe determinar la secuencia adecuada en
que se aplican las mejoras. En sentido se encontro´ que e´sta secuencia es: 1) reduccio´n de
ruido, 2) mejoramiento de contraste y 3) mejoramiento de nitidez. La reduccio´n de ruido
se aplica primero con el objetivo de que ni el algoritmo de mejoramiento de contraste ni
el de mejoramiento de nitidez enfaticen el ruido, posteriormente se aplica el mejoramiento
de contraste y la etapa de mejoramiento de nitidez se coloco´ al final de la imagen que
puede estar difuminada, ya sea por el proceso de adquisicio´n, o bien por los algoritmos
de reduccio´n de ruido y de mejoramiento de contraste.
Las contribuciones ma´s importantes de e´ste trabajo se resumen de la siguiente manera:
• Ana´lisis de diferentes enfoques propuestos en el a´rea de mejoramiento de ima´genes
para reduccio´n de ruido, mejoramiento de contraste y mejoramiento de nitidez
(Seccio´n 2.2).
• Implementacio´n de un algoritmo de reduccio´n de ruido con una mı´nima distorsio´n
en las ima´genes procesadas (Seccio´n 4.1.5).
• Implementacio´n de un algoritmo de mejoramiento de contraste local en ima´genes
digitalizadas (Seccio´n 4.2.2).
• Implementacio´n de un algoritmo de mejoramiento de nitidez en ima´genes digitali-
zadas (Seccio´n 4.3.1).
• Definicio´n de diferentes medidas de aptitud para cuantificar el rendimiento de los
algoritmos de reduccio´n de ruido, mejoramiento de contraste y mejoramiento de
nitidez (Seccio´n 3.3).
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• Evaluacio´n multiobjetivo mediante el Frente de Pareto de los algoritmos aplicados a
ima´genes de geles de electroforesis. E´sto con el objetivo de encontrar el conjunto de
parametrizaciones o´ptimas para la aplicacio´n de intere´s por un lado, y para efectuar
comparaciones entre diferentes algoritmos por otro. (Cap´ıtulos 3 y 5).
As´ı las cosas, en el presente trabajo se implemento´ algoritmos que disminuyeran el ruido,
mejoraran el contraste y la nitidez en una imagen, adema´s se determinaron medidas de ap-
titud para los diferentes algoritmos, para finalmente evaluar los algoritmos objetivamente
mediante el Frente de Pareto. Todo lo anterior orientado al mejoramiento de ima´genes
de geles de electroforesis.
6.2 Recomendaciones
El tiempo de ejecucio´n es un aspecto relevante en aplicaciones que se ejecutan en tiempo
real. En el caso particular del algoritmo de medias no locales como se presento´ en la
Seccio´n 4.1.5, existen dos enfoques para implementar eficientemente e´ste algoritmo: mul-
tiescala y mediante bloques. En e´ste trabajo se implemento´ el enfoque de bloques, sin
embargo, se debe implementar el enfoque multiescala y compararlo con el de bloques.
Esto se debe a que, a pesar del rendimiento presentado por e´ste algoritmo en cuanto a
la reduccio´n de ruido con poca distorsio´n, es costoso computacionalmente, por lo que se
deben buscar alternativas que incrementen la velocidad. Por otra parte, como se describio´
en la Seccio´n 2.2.3 los enfoques propuestos para mejoramiento de nitidez son escasos, de
tal manera que se debe ampliar la bu´squeda a otros enfoques o bien proponer nuevos.
Finalmente, en e´ste trabajo los algoritmos de mejoramiento de ima´genes se aplicaron a
ima´genes de gel de electroforesis. Sin embargo, el uso de e´stos algoritmos se puede am-
pliar a otro tipo de aplicaciones, siguiendo el mismo proceso de evaluacio´n multiobjetivo
empleado para encontrar las parametrizaciones o´ptimas respectivas.
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La LTI-Lib es una coleccio´n de algoritmos y estructuras de datos comunmente empleadas
en aplicaciones de procesamiento digital de ima´genes y visio´n por computadora, desa-
rrollada en un principio en la ca´tedra de Informa´tica Te´cnica (en alema´n Lehrstuhl fuer
Techische Informatik (LTI)) de la Universidad RWTH de Aachen en Alemania. Esta´
escrita en C++ con el objeto de permitir la programacio´n orientada a objetos y obte-
ner un co´digo eficiente. Su principal objetivo es proveer una biblioteca independiente, lo
ma´s cercana al esta´ndar ANSI C++. La intensio´n es que trabaje en diferentes sistemas
operativos con especial atencio´n en Linux/GCC y MS Windows/Visual C++.
Historia
En los u´ltimos an˜os, varios grupos de investigacio´n de LTI han trabajado en diferentes
aplicaciones en el campo de visio´n por computadora. Antes de 1999, todos los proyec-
tos que involucraban algoritmos de procesamiento de ima´genes desarrollaban su propio
software y aplicaciones independientemente. Lo anterior implica los siguientes problemas.
1. El trabajo se desperdiciaba innecesariamente en duplicacio´n de co´digo.
2. Reutilizar co´digo era imposible debido a la falta de estandarizacio´n de las interfaces.
E´stas razones forzaron el disen˜o de una librer´ıa interna, que fuera utilizada por todos los




Primero, se necesitaba una biblioteca de C++ que siguiera consistentemente el concepto
de orientacio´n a objetos. e´sto ten´ıa como objeto simplificar el desarrollo de software, el
mejoramiento y la mantenibilidad.
Segundo, la librer´ıa deber´ıa proveer no solo algoritmos para procesamiento de ima´genes,
pero tambie´n para tareas matema´ticas y estad´ısticas, permitiendo un intercambio flexible
de datos entre todos lo mo´dulos. Muchas de las librer´ıas existentes no cumpl´ıan con e´stos
requisitos.
Tercero, otras de las bibliotecas ya no se manten´ıan ma´s, y algunas no ten´ıan documen-
tacio´n del todo. Las bibliotecas comerciales estaban bien documentadas y ten´ıan buenas
herramientas, pero debido al concepto de “co´digo cerrado” de e´stas, era imposible me-
jorarlas o cambiar los algoritmos existentes sin reimplementarlos. E´ste u´ltimo punto es
inaceptable para propo´sitos de investigacio´n.
Cuarto, herramientas poderosas y generalizadas usadas en investigacio´n pueden ser usadas
para buscar soluciones de problemas relativamente pequen˜os, pero son usualmente muy
lentas para aplicaciones ma´s complejas o para prototipos complejos que involucran el
proceso completo de adquisio´n y procesamiento. Usualmente tambie´n son requeridas
aplicaciones en tiempo real o que involucren grandes cantidades de datos.
La creacio´n de una nueva biblioteca en el LTI no fue un proyecto que inicio´ desde cero,
debido a la existencia de co´digo previo y suficiente experiencia de todos los proyectos de
investigacio´n. En un inicio, una interface fue especificada y muchos de los algoritmos
ma´s importantes se adaptaron a ella. La LTI-Lib ha crecido a ma´s de 750 clases (ma´s de
350000 l´ıneas de co´digo), cubriendo procesamiento de ima´genes, matema´ticas, estad´ıstica,
redes neuronales, interfaces con hardware, entre otros. El proyecto de la LTI-Lib-2 inicio´
como una evolucio´n natural de los previos conceptos a mediados del 2003. En e´sta versio´n
conceptos modernos pueden ser empleados debido a que las restricciones impuestas por
el compilador de Microsoft Visual C++ 6.0 fueron removidas en las nuevas versiones de
los compiladores MS. Tambie´n, cambios adicionales de disen˜o se hicieron basados en la
experiencia obtenida de la LTI-Lib-1.
El uso de una sola biblioteca ahorra tiempo de desarrollo, que ser´ıa requerido en la
reimplementacio´n de algoritmos usados comunmente. E´ste tiempo puede ser invertido
ahora en el desarrollo de nuevas soluciones o bien optimizar las existentes. En este sentido
no solo el grupo de desarrolladores se vera´ beneficiado con las mejoras sino tambie´n los
usuarios de la biblioteca. Su uso incrementa tambie´n la legibilidad de co´digo, debido
al hecho de que todas las tareas simples o complejas, siguen especificaciones generales
conocidas, as´ı el desarrollo y mantenimiento futuro sera´ ma´s fa´cil.
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La LTI-Lib es fa´cil de usar debido a la especificacio´n consistente de una interfaz de pro-
gramacio´n para todas las clases. La preservacio´n de e´sta consistencia es parcialmente
lograda mediante el uso del PERL-script ltiGenerator. Basado en unos pocos datos
rudimentarios dados por el programador e´ste script construye algunas plantillas, que con-
tienen todas la definiciones esta´ndar. Despue´s de e´sto solo la funcionalidad necesita ser
implementada.
• Funciones objeto
Muchos de los algoritmos requieren para´metros, que son valores definidos por el usuario
que modifican su comportamiento. Todos los algoritmos en la LTI-Lib esta´n encapsulados
en las llamadas clases-objetos funcionales (en ingle´s functor-classes). Ellas siempre con-
tienen una clase llamada para´metros (parameters), que puede ser declara expl´ıcitamente
o bien herada de la clase madre.
Esto significa, que cuando se utiliza la LTI-Lib, no se llama a algunas funciones o me´todos
con un muchos argumentos confusos, algunos datos de entrada, otros datos de salida, y
adicionalmente una larga lista de para´metros. Los para´metros por defecto usualmente se
almacenan en la clase funcio´n objeto, y todos los me´todos que proveen la funcionalidad
del algoritmo experan del usuario solo los datos de entrada y los objetos de salida en
donde los resultados esperados se escriben. Tambie´n se pueden cambiar los para´metros
usados para definir la funcionalidad de la funcio´n objeto de acuerdo a sus necesidades.
Los para´metros de una funcio´n objeto deben ser distinguidos de su estado, que consiste
de todos los atributos de la clase que son computados durante la ejecucio´n del algoritmo,
pero no directamente dados o requeridos por el usuario. E´stos conceptos se muestran en
la figura A.1.
Hay muchas razones para tener una clase independiente para los para´metros. Se pueden
crear mu´ltiples instancias con diferentes conjuntos de valores que puede cambiar la fun-
cionalidad de una funcio´n objeto con un simple llamado a la funcio´n setParameters().
Tambie´n es posible cargar y salvar para´metros en un archivo, o bien puede darlos a una
interfaz de usuario en donde se pueda elegir entre mu´ltiples valores.
Los para´metros contienen valores directamente especificados por el usuario y ellos no
deber´ıan ser modificados por la funcio´n objeto. Si el programador piensa que el algoritmo
debe cambiar un para´metro, E´sto es un signo de que e´ste para´metro deber´ıa ser copiado












Figura A.1: Arquitectura de una funcio´n objeto. El usuario puede cambiar su comporta-
miento mediante los para´metros. La funcio´n objeto tambie´n tiene un estado, que
enventualmente al igual que los para´metros pueden ser guardados[4]
La funcionalidad la funcio´n objeto es siempre accesada por los me´todos apply. Ellos
esperan datos de entrada (usualmente referencias a objetos como matrices o ima´genes), y
referencias a objetos de salida (referencia a contenedores donde el resultado sera´ escrito).
Todas las funciones objeto deben proveer una interfaz basada en objetos de para´metros y
me´todos apply, con el objetivo de brindar una v´ıa uniforme de acceso a la funcionalidad




En e´ste ape´ndice se presentan la referencias de las clases implementadas en la LTI-Lib
para e´ste trabajo. Para reduccio´n de ruido: Medias no Locales ; para mejoramiento de con-
traste: Mejoramiento de Gradiente; finalmente, para mejoramiento de nitidez: Ma´scara
de desenfoque. La referencia contiene el detalle de las funciones miembro y de los datos
miembro de cada clase. Para ma´s detalles del la LTI-Lib refie´rase al Ape´ndice A.
B.1 Medias no Locales
La clase lti::nonLocalMeansDenoising contiene el algoritmo de medias no locales descrito
en la Seccio´n 4.1.5 y se incluye mediante:
#include <ltiNonLocalMeansDenoising.h>
El diagrama de herencia para lti::nonLocalMeansDenoising: se muestra en la Figura B.1.
lt i::nonLocalMeansDenoising
lt i::denoising
lt i::functor lt i::channelProcessingInterface<  float  > lt i::channelProcessingInterface<  unsigned _LTI_BYTE >
Figura B.1: Diagrama de herencia de la clase lti::nonLocalMeansDenoising
El diagrama de colaboracio´n para la clase lti::nonLocalMeansDenoising se muestra en la
Figura B.2.
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lt i::nonLocalMeansDenoising
lt i::denoising
lt i::functor lt i::channelProcessingInterface<  float  > lt i::channelProcessingInterface<  unsigned _LTI_BYTE >
Figura B.2: Diagrama de colaboracio´n de la clase lti::nonLocalMeansDenoising
B.1.1 Descripcio´n Detallada
E´sta clase implementa el algoritmo descrito en el art´ıculo “A non-local algorithm for
image denoising” que fue presentado por Antoni Buades, Bartomeu Coll and Jean-Michel
Morel. E´ste es un algoritmo para reduccio´n de ruido con poca o nula distorsio´n en el
resultado.
Dada una imagen discreta y ruidosa N = N (pm)|pm ∈ N , el valor estimado NL[N ](pm),





donde la familia de pesos w(pm, pn)pn dependen de la similitud entre los p´ıxeles pm y pn ,
y satisface las condiciones usuales 0 ≤ w(pm, pn) ≤ 1 and
∑
pn
w(pm, pn) = 1.
La similitud entre dos p´ıxeles pm y pn depende de la similitud de la intensidad de los niveles
de gris de los vectores N (Vpm) y N (Vpn), donde Vk denota un vecindario cuadrado de
taman˜o fijo y centrado en el p´ıxel pmk . E´sta similitud es medida como una funcio´n de
decrecimiento de la distancia euclideana ponderada.
Los p´ıxeles con un vecindario con un nivel de gris similar a N (Vpm), tienen una ponde-





||N (Vpm )−N (Vpn )||
h2





||N (Vpm )−N (Vpn )||
h2
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y el para´metro h actu´a como el grado de filtrado. E´ste controla la ca´ıda de la funcio´n
exponencial y as´ı mismo la ca´ıda de los pesos como un funcio´n de distancias euclideanas.
Para la descripcio´n completa de e´ste algoritmo refie´rase a la Seccio´n 4.1.5.
Funciones Miembro Pu´blicas
• nonLocalMeansDenoising ()
• nonLocalMeansDenoising (const parameters &par)
• nonLocalMeansDenoising (const nonLocalMeansDenoising &other)
• virtual ∼nonLocalMeansDenoising ()
• bool apply (channel &srcdest) const
• bool apply (channel8 &srcdest) const
• bool apply (const channel &src, channel &dest) const
• bool apply (const channel8 &src, channel8 &dest) const
• nonLocalMeansDenoising & copy (const nonLocalMeansDenoising &other)
• nonLocalMeansDenoising & operator= (const nonLocalMeansDenoising &other)
• virtual const std::string & name () const
• virtual nonLocalMeansDenoising ∗ clone () const
• virtual nonLocalMeansDenoising ∗ newInstance () const
• const parameters & getParameters () const
Clases
• class parameters
Para´metros para la clase nonLocalMeansDenoising.
B.1.2 Documentacio´n para el Constructor y el Destructor
lti::nonLocalMeansDenoising::nonLocalMeansDenoising ()
Constructor por defecto.
lti::nonLocalMeansDenoising::nonLocalMeansDenoising (const parameters &
par)
Construye una funcio´n objeto usando los para´metros dados.
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B.1.3 Documentacio´n de las Funciones Miembro
bool lti::nonLocalMeansDenoising::apply (channel & srcdest) const
[virtual]
Opera en los argumentos dados.
Para´metros:
srcdest channel con los datos de origen. El resultado se guardara´ aqu´ı tambie´n.
Retorna:
returna true si es exitoso, y false de lo contrario.
Reimplementado de lti::denoising.
bool lti::nonLocalMeansDenoising::apply (channel8 & srcdest) const
[virtual]
Opera en los argumentos dados.
Para´metros:
srcdest channel8 con los datos de origen. El resultado se guardara´ aqu´ı tambie´n.
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Retorna:
true si es exitoso, y false de lo contrario.
Reimplementado de lti::denoising.
bool lti::nonLocalMeansDenoising::apply (const channel & src,channel &
dest) const [virtual]
Opera en una copia de los argumentos dados.
Para´metros:
src channel con los datos de origen.
dest channel donde se guardara´ el resultado.
Retorna:
true si es exitoso, y false de lo contrario.
Implementa lti::denoising.
bool lti::nonLocalMeansDenoising::apply (const channel8 & src, channel8 &
dest) const [virtual]
Opera en una copia de los argumentos dados.
Para´metros:
src channel8 con los datos de origen.
dest channel8 donde se guardara´ el resultado.
Retorna:
true si es exitoso, y false de lo contrario.
Implementa lti::denoising.
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nonLocalMeansDenoising & lti::nonLocalMeansDenoising::copy (const
nonLocalMeansDenoising & other)
Copia datos de otra (“other”) funcio´n objeto.
Para´metros:
other la funcio´n objeto a ser copiada.
Retorna:
una referencia a e´sta funcio´n objeto.
nonLocalMeansDenoising& lti::nonLocalMeansDenoising::operator= (const
nonLocalMeansDenoising & other)
Alias para el miembro de la copia.
Para´metros:
other la funcio´n objeto a ser copiada
Retorna:
una referencia a e´sta funcio´n objeto.
virtual const std::string& lti::nonLocalMeansDenoising::name () const
[virtual]
Retorna el nombre completo de la clase.
Reimplementado de lti::denoising.
virtual nonLocalMeansDenoising∗ lti::nonLocalMeansDenoising::clone ()
const [virtual]
Retorna un puntero a un clon de e´sta funcio´n objeto.
Implementa lti::denoising.
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virtual nonLocalMeansDenoising∗ lti::nonLocalMeansDenoising::newInstance
() const [virtual]
Retorna un puntero a una nueva instancia de e´sta funcio´n objeto.
Implementa lti::denoising.
const parameters& lti::nonLocalMeansDenoising::getParameters () const
Retorna los para´metros usados.
Reimplementado de lti::denoising.
B.1.4 Documentacio´n de los Datos Miembro
Los siguientes son los datos miembros de la clase lti::nonLocalMeansDenoising::parameters.
int lti::nonLocalMeansDenoising::parameters::similarityWindowSize
Taman˜o de la ventana de similitud.
Valor por defecto: 5x5
int lti::nonLocalMeansDenoising::parameters::searchWindowSize
Taman˜o de la ventana de bu´squeda, donde el algoritmo se aplicara´. Un taman˜o ma´s
grande mejora el resultado de la reduccio´n de ruido pero es ma´s lento. El algoritmo
completo en teor´ıa emplea la imagen completa, pero el costo computacional no justifica
el mejoramiento en el resultado.
Valor por defecto: 11x11
double lti::nonLocalMeansDenoising::parameters::variance
E´sta la varianza empleada por la ma´scara gaussiana.
Valor por defecto: 5.0
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float lti::nonLocalMeansDenoising::parameters::filterDegree
E´ste para´metro mide el grado de filtrado de la imagen obtenida. Cuando se sabe que
la desviacio´n esta´ndar del ruido σ el valor del grado de filtrado dependera´ de ello. Un
buen valor esta´ entre 10 ∗ σ2 and 15 ∗ σ2. Valores muy grandes pueden causar ima´genes
difuminadas.
Valor por defecto: 0.006f
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B.2 Mejoramiento de Gradiente
La clase lti::galConstrastEnhancement contiene el algoritmo de mejoramiento de gradiente
descrito en la Seccio´n 4.2.2 y se incluye mediante:
#include <ltiGALContrastEnhancement.h>
El diagrama de herencia para lti::galContrastEnhancement: se muestra en la Figura B.3.
lt i::galContrastEnhancem ent
lt i::contrastEnhancem ent
lt i::functor lt i::channelProcessingInterface<  float  > lt i::channelProcessingInterface<  unsigned _LTI_BYTE >
Figura B.3: Diagrama de herencia de la clase lti::galContrastEnhancement




lt i::functor lt i::channelProcessingInterface<  float  > lt i::channelProcessingInterface<  unsigned _LTI_BYTE >
Figura B.4: Diagrama de colaboracio´n de la clase lti::galContrastEnhancement
B.2.1 Descripcio´n Detallada
E´sta clase implementa el algoritmo descrito en el art´ıculo ”Greedy Algorithm for Lo-
cal Contrast Enhacement” and ”Contrast Enhacement of Images using Human contrast
Sensivity” presentado por Kartic Subr, Aditi Majumder and Sandy Irani.
El nombre de e´sta clase galContrastEnhancement se deriva de las siglas en ingle´s ”Greedy
Algorithm for Local Contrast Enhacement, que significan Algoritmo Greedy para el Me-
joramiento Local de Contraste.
E´ste algoritmo es un me´todo de mejoramiento local de contraste, cuyo el objetivo es me-
jorarar los gradientes locales, que esta´n directamente relacionados con el contraste local
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de una imagen. El mejoramiento de contraste es propuesto como un problema de optimi-
zacio´n que maximiza el contraste local de una imagen. La funcio´n objetivo a maximizar es








sujeto a las siguientes condiciones,
1 ≤ Î(pm)− Î(pn)N (pm)−N (pn) ≤ (1 + δ)
L ≤ Î(pm) ≤ U
donde las funciones escalares N y Î representan los niveles de gris en el p´ıxel pm de la
imagen de entrada and salida, respectively, N es la imagen de entrada que supone con
bajo contraste, |N | denota la cardinalidad de N , V4(pm) denota el conjunto de cuatro
vecinos de pm. L y U son los l´ımites inferior y superior de los valores de los niveles de
gris, y δ > 0 es un solo para´metro que controla la cantidad de mejoramiento logrado. La
primera condicio´n asegura que un mejoramiento limitado de los gradientes. La segunda
condicio´n asegura que la satura no tendra´ valores de intensidad saturados.
Funciones Miembro Pu´blicas
• galContrastEnhancement ()
• galContrastEnhancement (const parameters &par)
• galContrastEnhancement (const float delta)
• galContrastEnhancement (const galContrastEnhancement &other)
• virtual ∼galContrastEnhancement ()
• bool apply (channel &srcdest) const
• bool apply (channel8 &srcdest) const
• bool apply (const channel &src, channel &dest) const
• bool apply (const channel8 &src, channel8 &dest) const
• galContrastEnhancement & copy (const galContrastEnhancement &other)
• galContrastEnhancement & operator= (const galContrastEnhancement &other)
• virtual const std::string & name () const
• virtual galContrastEnhancement ∗ clone () const
• virtual galContrastEnhancement ∗ newInstance () const
• const parameters & getParameters () const
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Clases
• class parameters
Para´metros para la clase galContrastEnhancemet.
B.2.2 Documentacio´n del Constructor y Destructor
lti::galContrastEnhancement::galContrastEnhancement ()
Constructor por defecto.
lti::galContrastEnhancement::galContrastEnhancement (const parameters &
par)
Construye una funcio´n objeto de mejoramiento de contraste con los para´metros dados.
lti::galContrastEnhancement::galContrastEnhancement (const float delta)
Construye una funcio´n objeto de mejoramiento de contraste usando el δ dado.
Para´metros:
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B.2.3 Documentacio´n de las Funciones Miembro
bool lti::galContrastEnhancement::apply (channel & srcdest) const [virtual]
Opera en los argumentos dados.
Para´metros:
srcdest channel con los datos de origen. El resultado se guardara´ aqu´ı tambie´n.
Retorna:
true si fue exitoso, false de lo contrario.
Implementa lti::contrastEnhancement.
bool lti::galContrastEnhancement::apply (channel8 & srcdest) const
[virtual]
Opera en los argumentos dados.
Para´metros:
srcdest channel8 con los datos de origen. El resultado se guardara´ aqu´ı tambie´n.
Retorna:
true si fue exitoso, false de lo contrario.
Implementa lti::contrastEnhancement.
bool lti::galContrastEnhancement::apply (const channel & src, channel &
dest) const [virtual]
Opera en un copia de los argumentos dados.
Para´metros:
src channel con los datos de origen.
dest channel donde se guardara´ el resultado.
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Retorna:
true si es exitoso, false de lo contrario.
Implementa lti::contrastEnhancement.
bool lti::galContrastEnhancement::apply (const channel8 & src, channel8 &
dest) const [virtual]
Opera en un copia de los argumentos dados.
Para´metros:
src channel8 con los datos de origen.
dest channel8 donde se guardara´ el resultado.
Retorna:




Copia los datos de otra (“other”) funcio´n objeto.
Para´metros:
other la funcio´n objeto a ser copiada
Retorna:
una referencia a e´sta funcio´n objeto
galContrastEnhancement& lti::galContrastEnhancement::operator= (const
galContrastEnhancement & other)
Alias para el miembro de la copia.
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Para´metros:
other la funcio´n objeto a ser copiada
Retorna:
una referencia a e´sta funcio´n objeto
virtual const std::string& lti::galContrastEnhancement::name () const
[virtual]
Retorna el nombre completo de la clase funcio´n objeto.
Reimplementado de lti::contrastEnhancement.
virtual galContrastEnhancement∗ lti::galContrastEnhancement::clone ()
const [virtual]




Retorna un puntero a una nueva instancia de e´sta funcio´n objeto.
Implementa lti::contrastEnhancement.
const parameters& lti::galContrastEnhancement::getParameters () const
Retorna los para´metros usados.
B.2.4 Documentacio´n de los Datos Miembro
Los siguientes son los datos miembros de la clase lti::galContrastEnhancement::parameters.
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float lti::galContrastEnhancement::parameters::delta
Delta δ: cantidad de mejoramiento que se pretende lograr.
Valor por defecto: 0.5.
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B.3 Ma´scaras para Mejoramiento de Nitidez
La clase lti::sharpeningKernels contiene dos ma´scara empleadas para el mejoramiento de
nitidez y se incluye con:
#include <ltiSharpeningKernels.h>
La clase lti::unsharpMasking emplea las ma´scaras de e´sta clase para mejorar la nitidez de
ima´genes. El diagrama de herencia para lti::sharpeningKernels: se muestra en la Figura
B.5.
lt i::sharpeningKernels
lt i::kernel2D<  float  >
lt i::m atrix<  float  >
lt i::genericMatrix<  float  >
lt i::container
lt i::genericMatrix<  T >
lt i::ioObject
lt i::object
<  float  >
lt i::m atrix<  T >
<  float  >
lt i::kernel2D<  T >
<  float  >
Figura B.5: Diagrama de herencia de la clase lti::sharpeningKernels
El diagrama de colaboracio´n para la clase lti::sharpeningKernels se muestra en la Figura
B.6.
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lt i::sharpeningKernels
lt i::kernel2D<  float  >
lt i::m atrix<  float  >
lt i::genericMatrix<  float  >
lt i::container
lt i::genericVector<  float  >
lt i::genericVector<  T >
lt i::genericMatrix<  T >
lt i::ioObject
lt i::object




lt i::kernel2D<  T >
offset_
lt i::point<  T >
<  int  >
rowAddressTable_
<  float  >
<  float  >
lt i::m atrix<  T >
<  float  >
<  float  >
Figura B.6: Diagrama de colaboracio´n de la clase lti::sharpeningKernels
B.3.1 Descripcio´n detallada
E´sta clase contiene ma´scaras (en ingle´s kernels, masks, filters) para el mejoramiento de
la nitidez en ima´genes, basadas en el algoritmo ma´scara de desenfoque y filtrado de alto
impulso.
E´sta es una te´cnica comu´n para mejorar la nitidez de ima´genes, que consiste en sustraer
un versio´n difuminada de la imagen de la imagen en s´ı misma. E´sto se expresa de la
siguiente manera
Î(i, j) = N (i, j)−Nd(i, j)
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donde Î(i, j) denota la imagen que se le mejoro´ la nitidez mediante la te´cnica de ma´scara
de desenfoque, y Nd(i, j) es una versio´n difuminda de N (i, j).
Una generalizacio´n de la ma´scara de desenfoque se llama filtrado de alto impulso, y se
define como
Î(i, j) = CN (i, j)−Nd(i, j)
donde C ≥ 1 es una constante. Reordenando obtenemos,
Î(i, j) = N (i, j) ∗ C −N (i, j) ∗M(m,n)
Î(i, j) = N (i, j) ∗ [Cδ(i, j)−M(m,n)]
E´sto significa que para obtener una imagen con mayor nitidez se necesita convolucionar
una imagen con [Cδ(i, j)−M(m,n)], dondeM es una ma´scara gaussiana o laplaciana.
E´sta clase implementa la ma´scara definida por [Cδ(i, j) − M(m,n)]. Los para´metros
definen el taman˜o, la constante C, el tipo de ma´scara, ya sea, laplaciana o gaussiana,
el tipo de vecidario, ya sea de 8 o 4 vecinos para el caso de la ma´scara laplaciana y la
varianza para el caso de la ma´scara gaussiana.








Para convolucionar una ma´scara laplaciana con un canal siga e´ste ejemplo:
// el canal a ser filtrado:
lti::channel data;
// ... inicialice el canal aquı´ ...
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// ma´scara laplaciana de 3x3, constante de alto impulso
// and un vecindario de 4 vecinos
lti::sharpening kernel(3,1.1,sharpeningKernels::Laplacian,
sharpeningKernels::FourNeighbor);
// operador de convolucio´n
lti::convolution filter(kernel);
// filtrar el canal para mejorar su nitidez
filter.apply(data);
Para convolucionar una ma´scara gaussiana con un canal siga e´ste ejemplo:
// el canal a ser filtrado:
lti::channel data;
// ... inicialice el canal aquı´ ...
// ma´scara gaussiana de 3x3, constante de alto impulso
// and una varianza de 5.0
lti::sharpening kernel(3,1.1,sharpeningKernels::Gaussian,5.0);
// operador de convolucio´n
lti::convolution filter(kernel);
// filtrar el canal para mejorar su nitidez
filter.apply(data);
Nota: la convolucio´n con e´stas ma´scaras puede dar valores debajo de cero o sobre el limite
superior del tipo (>1 en floats o >255 en ubytes). As´ı, que debe limitarlos.
Tipos Pu´blicos
• enum eKernelType {Laplacian,Gaussian}
• enum eNeighborType {FourNeighbor,EightNeighbor}
Funciones Miembro Pu´blicas
• sharpeningKernels (const int KernelSize=3, const float C=1.0f, eKernelType ker-
nelType=Laplacian, eNeighborType neighborType=FourNeighbor, const double &va-
riance=1.3)
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• sharpeningKernels (const int KernelSize, const float A, eKernelType kernelType,
const double &variance)
• void generate (const int kernelSize, const float C, eKernelType kernelType, eNeigh-
borType neighborType, const double &variance)
B.3.2 Documentacio´n de Enumeraciones Miembro
enum lti::sharpeningKernels::eKernelType
Tipo de ma´scara: Laplaciana o Gaussiana.
Enumerador:
[Laplacian] Ma´scara Laplaciana. [Gaussiana] Ma´scara Gaussiana.
enum lti::sharpeningKernels::eNeighborType
Tipo de vecindario: 4 u 8 vecinos.
Enumerador:
[FourNeighbor] Ma´scara de 4 vecinos. [EightNeighbor] Ma´scara de 8 vecinos.
B.3.3 Documentacio´n del Constructor y Destructor
lti::sharpeningKernels::sharpeningKernels (const int KernelSize = 3, const
float C = 1.0f, eKernelType kernelType = Laplacian, eNeighborType
neighborType = FourNeighbor, const double & variance = 1.3)
Constructor.
Inicializa la ma´cara con los valores especificador. Si un valor inva´lido es dado, una ma´scara
vac´ıa se creara´.
Para´metros:
size taman˜o de la ma´scara en una dimensio´n.
C constante de alto impacto.
kernelType tipo de ma´scara (Laplaciana or Gaussiana).
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neighborType tipo de vecindario de la ma´scara. E´sto solo es va´lido para la ma´scara
Laplaciana.
variance varianza de la ma´scara. E´sto solo es va´lido para la ma´scara Gaussiana.
lti::sharpeningKernels::sharpening (const int KernelSize, const float
C,kernelType, const double & variance)
Constructor.
Inicializa la ma´cara con los valores especificador. Si un valor inva´lido es dado, una ma´scara
vac´ıa se creara´.
Para´metros:
size taman˜o de la ma´scara en una dimensio´n.
C constante de alto impacto.
kernelType tipo de ma´scara (Laplaciana or Gaussiana).
variance varianza de la ma´scara. E´sto es va´lido solo para la ma´scara gaussiana.
B.3.4 Documentacio´n de las Funciones Miembro
void lti::sharpeningKernels::generate (const int kernelSize, const float C,
eKernelType kernelType, eNeighborType neighborType, const double &
variance)
Inicializa la ma´scara con los valores especificados. Si un valor inva´lido es dado, una
ma´scara vac´ıa se creara´.
Para´metros:
size taman˜o de la ma´scara en una dimensio´n.
C constante de alto impacto.
kernelType tipo de ma´scara (Laplaciana or Gaussiana).
variance varianza de la ma´scara. E´sto es va´lido solo para la ma´scara gaussiana.
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B.4 Ma´scara de Desenfoque
La clase lti::unsharpMasking contiene el algoritmo descrito en la Seccio´n 4.3.1 y se incluye
con:
#include <ltiUnsharpMasking.h>
El diagrama de herencia para lti::sharpeningKernels: se muestra en la Figura B.7.
lt i::unsharpMasking
lt i::sharpening
lt i::functor lt i::channelProcessingInterface<  float  > lt i::channelProcessingInterface<  unsigned _LTI_BYTE >
Figura B.7: Diagrama de herencia de la clase lti::unsharpMasking




lt i::functor lt i::channelProcessingInterface<  float  > lt i::channelProcessingInterface<  unsigned _LTI_BYTE >
Figura B.8: Diagrama de colaboracio´n de la clase lti::unsharpMasking
B.4.1 Descripcio´n detallada
E´sta es una te´cnica comu´n para mejorar la nitidez de ima´genes, que consiste en sustraer
un versio´n difuminada de la imagen de la imagen en s´ı misma. E´sto se expresa de la
siguiente manera
Î(i, j) = N (i, j)−Nd(i, j)
donde Î(i, j) denota la imagen que se le mejoro´ la nitidez mediante la te´cnica de ma´scara
de desenfoque, y Nd(i, j) es una versio´n difuminda de N (i, j).
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Una generalizacio´n de la ma´scara de desenfoque se llama filtrado de alto impulso, y se
define como
Î(i, j) = CN (i, j)−Nd(i, j)
donde C ≥ 1 es una constante. Reordenando obtenemos,
Î(i, j) = N (i, j) ∗ C −N (i, j) ∗M(m,n)
Î(i, j) = N (i, j) ∗ [Cδ(i, j)−M(m,n)]
E´sto significa que para obtener una imagen con mayor nitidez se necesita convolucionar
una imagen con [Cδ(i, j)−M(m,n)], dondeM es una ma´scara gaussiana o laplaciana.
E´sta clase implementa la ma´scara definida por [Cδ(i, j) − M(m,n)]. Los para´metros
definen el taman˜o, la constante C, el tipo de ma´scara, ya sea, laplaciana o gaussiana,
el tipo de vecidario, ya sea de 8 o 4 vecinos para el caso de la ma´scara laplaciana y
la varianza para el caso de la ma´scara gaussiana. Vea la documentacio´n de la clase
lti::sharpeningKernels para ma´s informacio´n acerca de las ma´scaras.
Los para´metros definen el taman˜o, la constante de alto impulso C, el tipo de ma´scara
(Laplaciana o Gaussiana) y el tipo de vecindario (4 u 8 vecinos).
Funciones Miembro Pu´blicas
• unsharpMasking ()
• unsharpMasking (const parameters&par)
• unsharpMasking (const unsharpMasking &other)
• virtual ∼unsharpMasking ()
• bool apply (channel8 &srcdest) const
• bool apply (channel &srcdest) const
• bool apply (const channel8 &src, channel8 &dest) const
• bool apply (const channel &src, channel &dest) const
• unsharpMasking & copy (const unsharpMasking &other)
• unsharpMasking & operator= (const unsharpMasking &other)
• virtual const std::string & name () const
• virtual unsharpMasking ∗ clone () const
• virtual unsharpMasking ∗ newInstance () const
• const parameters & getParameters () const
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Clases
• parameters
Para´metros para la clase unsharpMasking.
B.4.2 Documentacio´n del Constructor y Destructor
lti::unsharpMasking::unsharpMasking ()
Constructor por defecto.
lti::unsharpMasking::unsharpMasking (const parameters & par)
Contruye una funcio´n objeto de mejoramiento de nitidez con los para´metros dados.
lti::unsharpMasking::unsharpMasking (const unsharpMasking & other)
Constructor de copia..
Para´metros:
other objeto a ser copiado
virtual lti::unsharpMasking::∼unsharpMasking () [virtual]
Destructor.
B.4.3 Documentacio´n de las Funciones Miembro
bool lti::unsharpMasking::apply (channel8 & srcdest) const [virtual]
Opera en los argumentos dados.
Para´metros:
srcdest channel8 con los datos de origen. El resultado se guardara´ aqu´ı tambie´n.
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Retorna:
true si fue exitoso, false de lo contrario.
Implementa lti::sharpening.
bool lti::unsharpMasking::apply (channel & srcdest) const [virtual]
Opera en los argumentos dados.
Para´metros:
srcdest channel con los datos de origen. El resultado se guardara´ aqu´ı tambie´n.
Retorna:
true si fue exitoso, false de lo contrario.
Implementa lti::sharpening.
bool lti::unsharpMasking::apply (const channel8 & src, channel8 & dest)
const [virtual]
Opera en una copia de los argumentos dados.
Para´metros:
src channel8 con los datos de origen.
dest channel8 donde se guardara´ el resultado.
Retorna:
true si fue exitoso, false de lo contrario.
Implementa lti::sharpening.
bool lti::unsharpMasking::apply (const channel & src, channel & dest) const
[virtual]
Opera en una copia de los argumentos dados.
139
B Referencia de Clases
Para´metros:
src channel con los datos de origen.
dest channel donde se guardara´ el resultado.
Retorna:
true si fue exitoso, false de lo contrario.
Implementa lti::sharpening.
unsharpMasking& lti::unsharpMasking::copy (const unsharpMasking &
other)
Copia datos de otra (“other”) funcio´n objeto de mejoramiento de nitidez.
Para´metros:
other la funcio´n objeto a ser copiada
Returns:
una refencia a e´sta funcio´n objeto
unsharpMasking& lti::unsharpMasking::operator= (const unsharpMasking &
other)
Alias para el miembro de la copia.
Para´metro:
other funcio´n objeto a ser copiada
Retorna:
una refencia a e´sta funcio´n objeto
virtual const std::string& lti::unsharpMasking::name () const [virtual]
Retorna el nombre completo de la clase.
Reimplementado de lti::sharpening.
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virtual unsharpMasking∗ lti::unsharpMasking::clone () const [virtual]
Retorna un puntero a un clon de e´sta funcio´n objeto.
Implementada de lti::sharpening.
virtual unsharpMasking∗ lti::unsharpMasking::newInstance () const
[virtual]
Retorna un puntero a una nueva instancia de e´sta funcio´n objeto.
Implementa lti::sharpening.
const parameters& lti::unsharpMasking::getParameters () const
Retorna los para´metros usados.
Reimplementado de lti::sharpening.
B.4.4 Documentacio´n de los Datos Miembro
Los siguientes son los datos miembros de la clase lti::unsharpMasking::parameters.
int lti::unsharpMasking::parameters::kernelSize
Taman˜o de la ma´scara en una dimensio´n.
Valor por defecto: 3x3.
float lti::unsharpMasking::parameters::C
Constante de alto impacto.
Valor por defecto: 1.
sharpeningKernels::eKernelType lti::unsharpMasking::parameters::kernelType
Tipo de ma´scara para la ma´scara de desenfoque (Laplaciana o Gaussiana).
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Default value: sharpeningKernels::Laplacian.
sharpeningKernels::eNeighborType lti::unsharpMasking::parameters::neighborType
E´ste es el tipo de vecindario considerado en el caso de la ma´scara laplaciana.
Valor por defecto: sharpeningKernels::FourNeighbor.
double lti::unsharpMasking::parameters::variance
Varianza para la ma´scara gaussiana.







para la reduccio´n de ruido, 39
para mejoramiento de contraste, 53
ana´lisis
de imagenes de geles, 1, 3
bandas, 2
biblioteca, 6
binarizacio´n de una imagen, 2
caracterizacio´n molecular de organismos, 1
carga ele´ctrica, 1
conclusiones, 103
contraste, xiii, 4, 5
convolucio´n






distorsiones geome´tricas de las bandas, 4
dominio
de la frecuencia, 13
espacial, 9
ecualizacio´n de histograma, 54
electroforesis, xiii, 1
elemento de imagen, 7, 8
entrop´ıa, 36
error cuadra´tico medio inverso, 34
etapa
de pre-procesamiento, 4
etapa de preprocesamiento, 4
filtrado






de los algoritmos de reduccio´n de ruido,
73





de aptitud, 31, 33
de aptitud de contraste, 35
de aptitud de nitidez, 36
de aptitud de ruido, 34
de densidad de probabilidad, 40
de distribucio´n acumulada, 60
histograma, 54
ima´genes





procesadas por segundo, 34
imagen
de gel, 2











para mejoramiento de nitidez, 130
medias no locales, 48, 115
mejoramiento
de contraste, 4, 6








modelos de ruido, 39
nitidez, xiv, 4, 5, 38
p´ıxel, 7, 8
para´metros
de ecualizacio´n de histograma, 60
del filtro de mediana, 44
del reductor de ruido gaussiano, 43
del reductor de ruido SUSAN, 48

















referencia de clases, 115
resultado
mejoramiento de nitidez, 95
resultados
en la reduccio´n de ruido, 72




de me´todo escalar, 35
gaussiano y blanco, 40
impulsional, 41
sistema




de un p´ıxel, 8
visio´n por computadora, 6
voraz, 61
144
