The design and the debugging of large distributed AI systems require abstraction tools to build tractable macroscopic descriptions. Data aggregation provides such tools by partitioning the system dimensions into aggregated pieces of information.
I. INTRODUCTION
The design, debugging, and optimization of large-scale distributed AI systems need tools that proceed with high-level descriptions, with insightful abstractions regarding the system global dynamics. Among abstraction techniques (dimension reduction in multivariate analysis, generalization in machine learning, subsetting, segmentation, and so on [1] ), this paper focuses on data aggregation. It consists in losing some information about the agent level to build simpler -yet meaningful -macroscopic descriptions.
Given a discrete dimension of the system, each partition of the elements which constitute the dimension determines a potential aggregation of the system. Yet, the number of partitions of a set grows exponentially with its size. Finding the partitions that maximize a fitness measure is thus a computationally-expensive problem. In this paper, we propose an algorithm that finds the "best partitions" in a linear or polynomial time, assuming that: (1) parts of the dimension can be evaluated independently of each other; (2) all partitions are not necessarily eligible for aggregation. In a multi-agent perspective, we present and apply two constrained sets of admissible partitions, inherited from the spatial and temporal semantics of multi-agent systems (MAS).
The state of the art in Section II shows that the MAS community currently lacks tools to build high-level abstractions. Section III formalizes the best-partitions problem and presents an algorithm that efficiently solves it. Section IV presents two constrained sets of admissible partitions, their semantics, and their associated complexity. Section V introduces informationtheoretic quality measures to define what are the "good" partitions depending on their complexity and their information content. Section VI finally applies the algorithm to the analysis of international relations through press media.
II. MACROSCOPIC ANALYSIS OF LARGE-SCALE MAS
Some techniques from graph analysis and data clustering build groups of agents out of their microscopic properties [2] , [3] . Such objectives may meet ours on a theoretical point of view, but this paper supports a very different philosophy: abstractions should be built regarding some macroscopic semantics. Hence, our approach should rather be related to researches on multi-level agent-based models [4] . These works openly tackle the abstraction problem by designing MAS on several organizational levels according to the experts. The algorithm and measures presented in this paper may provide a formal and quantitative framework to such researches.
In a comprehensive survey of agent-based simulation platforms [5] , Railsback et al. evaluate simulation tools by implementing classical features of MAS modeling and analysis. Unfortunately, the abstraction problem is not tackled, thus indicating that such considerations are seldom if ever taken into account. Indeed, most platforms (Java Swarm, Repast, MASON, NetLogo and Objective-C Swarm) are confined to the microscopic simulation of agents. Railsback warns against the lack of "a complete tool for statistical output" in these platforms. The provision of global views on the MAS macroscopic behavior thus constitutes an on-going research topic. In some debugging systems, abstractions are used to reduce the information complexity of execution traces. However, they are either limited to the simplification of agents internal behavior, and do not tackled multi-agent organizational patterns [6] , or provided without any feedback regarding their quality [7] .
III. SOLVING THE BEST-PARTITIONS PROBLEM
This section formalizes the best-partitions problem and its computational complexity (III-A). It presents a computationally-efficient algorithm that solves this problem without evaluating each partition independently (III-B). Section IV shows that the complexity of the problem can be reduced by constraining the set of meaningful partitions.
A. The Best-partitions Problem
Definition 1. A population Ω is a set of individuals {x 1 , . . . , x n }. We mark |Ω| = n the size of the population, P the set of its parts and P the set of its partitions.
The population generically represents a discrete dimension of the MAS that can be aggregated: agents, simulation steps, events, communications, and so on. Each part X in P represents an aggregate that summarizes the behavior of its underlying individuals. Each partition X in P represents a way of using aggregates to build a macroscopic description of the population, both complete (each individual is at least in one aggregate) and non-redundant (at most in one aggregate).
Definition 2.
A measure of partitions quality m is an application that associates a value in R to each partition in P.
The measure m represents the quality of the aggregated descriptions induced by the partitions. It thus gives a criterion to choose the aggregates that will summarize the MAS dimensions, according to an expected quality level.
Definition 3. The best partitions P, according to a measure m, are the partitions in P that maximizes m:
Finding P is what we call the best-partitions problem.
The problem complexity is related to the number of partitions in P. For a population of size n, it is given by:
Hence, |P| grows worse than exponentially with the size of Ω. So we need a way to find best partitions without evaluating every possible ones.
B. An Algorithm Based on the Sum Property
We use the sum property [8] to make the best-partitions problem tractable. This algebraic property guaranties that the quality of an aggregate does not depend on the way other individuals are themselves aggregated.
Definition 4. A measure of partitions quality has the sum property if it is the additive extension of a measure on parts:
In other words, a quality measure has the sum property if it is defined as the sum of its parts quality. The algorithm proposed below relies on such a property. However, it constitutes a special case of a more general property, the principle of optimality [9] , verified by a larger class of quality measures.
The covering relation thus expresses the atomic disaggregations that can be applied to a given partition. Therefore, the best partitions P(X) of a given part X can be used to find the best partitions among all covering ones. Moreover, the best refining partitions of a partition X can be recursively found by the Cartesian product of the best partitions of its parts:
Besides, each partition of a part X is either {X} or a refining partition of a covering partition of {X}. Hence, best partitions can be recursively founded within the following set:
Our algorithm uses this "refinement and covering structure" to make the least possible comparisons. It starts with the whole aggregated population and compares it with the covered partitions, expressing the possible atomic desegregations one can perform. To evaluate these covered partitions, the algorithm is recursively applied on each of their parts.
Algorithm. Find the best partitions P wrt to a measure m:
1) Get the partitions in P that are covered by {Ω}; 2) For each covered partition X :
• Recursively find P(X) for each part X ∈ X ; • Merge the results to get the best refining partitions of X :
3) Compare these best refining partitions and the partition {Ω} with each other; 4) Return the ones that maximize m.
C. Algorithmic Complexity
The intermediary results of the recursion can be stored so that the algorithm is executed only once on each part X ∈ P. Regarding the complexity in space, hereafter marked space(P), the memory size required by the algorithm is then proportional to the number of parts |P| = 2 n . Hence, the space complexity is exponential:
To determine the complexity in time, hereafter marked time(P), we are interested in the total number of comparisons (step 3 of the algorithm). There are n k parts of size k in P and each as exactly (2 k−1 − 1) covering partitions. Hence:
Even if this temporal complexity is much lower than the total number of partitions |P|, the algorithm still has an exponential complexity in space and in time. Therefore, it cannot be exploited for the whole set of partitions P.
IV. SEMANTICS IN THE BEST-PARTITIONS PROBLEM
Heuristics may be developed to partially solve the problem in a non-exponential time. However, we claim that most realworld problems bring into play a kind or another of exogenous constraints that, by introducing some semantics, can reduce the complexity of the best-partitions problem. In MAS analysis, for example, agents are organized in groups, roles, or tasks; events, communications, and dynamics rely on the natural order of time. Such constraints should thereby be included in the aggregation process.
A. The Constrained Best-partitions Problem
Let P a ⊂ P be a subset of admissible partitions verifying the exogenous constraints defined by the experts. The constrained best-partitions problem consists in finding:
The algorithm presented in the previous section is generic: it can be applied to any subset P a of admissible partitions. Its complexity directly depends on the "covering structure" of such a set. In particular, the less a partition admits covered partitions within P a , the more the "covering structure" is constrained, the more the algorithm is tractable. In the following subsections, we present two sets of admissible partitions that are essential for MAS analysis. For each set, we indicate:
• |P a |, the number of admissible partitions; • space(P a ), the number of admissible parts, to which the memory size needed by the algorithm is proportional; • time(P a ), the number of comparisons computed by the algorithm (step 3), determining its time complexity.
B. Admissible Partitions According to a Hierarchy
Agents in MAS can be hierarchically organized: e.g. for decision making [10] or for multi-level simulation [4] . Admissible partitions should be consistent with such an organization. Fig. 1 represents the execution of the algorithm on a hierarchy of 5 individuals. The number of admissible partitions still grows exponentially with the size of the population. Indeed, for each fork of the tree, the number of admissible partitions within a branch is multiplied by those of the other branches. In the case of binary trees, an analysis of the series U n = (U n−1 ) 2 + 1 gives the following asymptotic behavior:
However, a hierarchically organized population of n individuals cannot have more than 2n − 1 parts (binary tree). Hence:
The "covering structure" of a hierarchy forms a simple tree (see thick arrows in Fig. 1) where each part has only one covered partition. Hence:
As a consequence, in this very constrained case, even if the number of admissible partitions grows exponentially, the algorithm has a linear complexity in space and in time.
C. Admissible Partitions According to an Order
The system dimensions may also be constrained by an order, in particular to express temporal or causal properties. In this case, admissible partitions should also preserve this relation. This corresponds to the number of intervals [x, y] that one can build with two degrees of freedom. Fig. 2 represents the execution of the algorithm on an ordered population of 4 individuals. It is far more intricate than for a hierarchical population. We can see that each part of size k as k − 1 covered partitions. Hence:
As a consequence, in this less constrained case, the algorithm has a polynomial complexity in space and in time.
V. QUALITY MEASURES FROM INFORMATION THEORY
This section presents some measures of partitions quality that fit the sum property. Their interest and semantics is discussed in previous works [11] , [12] . We do not claim that they are the only relevant measures, but that they express interesting properties and meet the MAS analysis purposes.
A. The Dual Problem of Aggregation
Let us consider an attribute that takes real positive values v(x) for each individual x ∈ Ω (e.g., size or weight of individuals, events or communications number). Such an attribute can be additively extended on parts:
Given a partition X ∈ P, the set of values {v(X)} X∈X provides a description of the attribute. It is a microscopic description when the values of all individuals are represented: {v(x)} x∈Ω , and a fully aggregated description when only the sum of all values is indicated: {v(Ω)}. In order to simplify the system's microscopic description, the aggregation process consists in losing some information regarding the individuals. Hence, two aspects should be evaluated: (1) How much a given partition reduces the description complexity? (2) How much, by doing so, it loses precious information for the analysis?
• We need a gain measure to estimate the complexity reduction between partitions: gain(X ) = C(X 0 ) − C(X ), where X 0 is a partition of reference. • We also need a loss measure to estimate the information that is lost by aggregating X wrt a partition X 0 . These two measures can then be combined in a parametrized information criterion (PIC) that expresses a trade-off between the gain ratio and the loss ratio:
where α ∈ [0, 1] is the parameter used to balance the tradeoff. For α = 0, maximizing PIC 0 is equivalent to minimizing the loss: the best partition is always the microscopic one. On the contrary, for α = 1, it is the fully aggregated one. When α varies between 0 and 1, a whole class of nested partitions arises. The choice of this parameter is deliberately left to the user, so she can adapt the description level to her varying requirements: a complexity that fits with the available computational resources (gain) and an information content that fits with the expected amount of details (loss).
B. Shannon Entropy as a Measure of Complexity
Shannon entropy estimates the quantity of information needed to encode a description. From Shannon's formula [13] , we define the entropy reduction (see [11] for details):
The higher the entropy reduction is, the less information is needed to encode the description, the less complex it is.
C. Kullback-Leibler Divergence as a Measure of Information
Kullback-Leibler divergence estimates the information quantity wasted during the aggregation process [11] . From the formula in [14] , we define the information loss:
Interestingly, an aggregate which internal distribution is very heterogeneous has a very high divergence, indicating an important information loss.
VI. APPLICATION TO NEWS ANALYSIS
Our global approach is currently being evaluated as part of a multidisciplinary research project in collaboration with geographers and media experts. The project aims at (1) designing tools for the visualization and the analysis of international relations within print media and (2) defining useful geographical and temporal abstractions for the macroscopic analysis of these relations [12] . This section presents early applications of the best-partitions algorithm which main purpose is to illustrate the approach. We work with two populations:
• Ω c contains n c = 168 countries (the system agents)
• Ω w contains n w = 90 weeks (the system steps) We work with 60,000 papers published by The Guardian. For each couple of individuals (c, w) in Ω c × Ω w , we count the number of papers published during the week w that cite the country c. This gives us the values v(c, w) of an attribute that expresses the variation over time of the countries media weight. These values are interpreted as the microscopic description of the international system. The following experiments show how this description can efficiently be aggregated by our approach for the macroscopic analysis of news.
A. Temporal Aggregation According to an Order
The set of weeks Ω w is naturally ordered by the "arrow of time". We mark P w the corresponding set of admissible partitions. Given a country c ∈ Ω c , the algorithm is applied to the corresponding values v(c, Ω w ) = {v(c, w)\w ∈ Ω w }. Among the |P w | = 2 nw−1 = 6.19×10 26 admissible partitions, the algorithm computes P in: time(P w ) = 1 6 (n w + 1)n w (n w − 1) = 1.21 × 10 5 steps
The following results concern c = Tunisia. The left plot in Fig. 3 gives the gain and loss ratio of the best partition depending on the value of the α parameter specified by the user. This plot presents quality of the partitions that one can choose depending on the expected level of details and the corresponding information loss. Histograms in Fig. 3 explicits the microscopic description (α = 0) and two aggregated ones. For α = 0.4, only 13 values are displayed, 9 of them being aggregated values. Some global patterns -as peaks and homogeneous periods -can instantaneously be spotted. For α = 0.6, the distribution is roughly approximated by 3 aggregated values. It shows that the number of citations regarding Tunisia has been globally decreasing over the last two years. In both cases, the temporal order is preserved by the aggregation.
B. Spatial Aggregation According to a Hierarchy
In a geographical analysis context, partitions can be defined according to world topological or socio-economical properties. We consider WUTS -a hierarchical organizations of Ω c that defines 5-level nested descriptions of world countries [15] . We mark P c the corresponding set of admissible partitions. Given a week w ∈ Ω w , the algorithm is applied to the values v(Ω c , w) = {v(c, w)\c ∈ Ω c }. Among the |P c | = 3.8 × 10 12 admissible partitions, the algorithm computes P in time(P c ) = 64 comparisons (total number of aggregates in the WUTS hierarchy).
The following results concern w = the week from the 7 th to the 13 th of January 2013. The top-left plot in Fig. 4 presents the gain and the loss of the best partitions depending on the value of the α parameter. The maps explicit three of these partitions, for α = 0 (microscopic description), α = 0.4 and α = 0.5. The best-partitions algorithm leads to multi-resolution maps of the worlds that are consistent with the topological and socioeconomical properties specified by the geographers within the WUTS hierarchy. For example, on the second map, 6 values are represented, 3 of which are aggregated: Latin American, Euro-African, and Asian-Pacific countries. These three aggregates do correspond to commonly used high-level abstractions for geographical analysis.
VII. CONCLUSION AND PERSPECTIVES
This paper proposes an algorithm to build meaningful aggregated descriptions for MAS macroscopic analysis -in a linear or polynomial time. This algorithm has been illustrated on a dataset of newspaper articles. We believe that the approach can be applied to a large class of systems, provided that :
• we can observe the system's entities according to several discretized microscopic dimensions; • some measures can express the descriptions quality; • these measures have the sum property [8] (or fit with the principle of optimality [9] ); • the semantics of aggregated dimensions can be used to constrain the set of admissible partitions. To continue this research effort, other interesting constraints for MAS analysis should be investigated, along with their associated algorithmic complexity. This approach may also be generalized from partitions to all incomplete and/or redundant sets of parts. This would allow a greater variety of admissible macroscopic descriptions. Finally, in the case of ordered populations, even if the cubic complexity of the algorithm makes it tractable in practice, it is not optimal. In fact, we have discovered that Jackson et al. recently proposed a specific quadratic algorithm for the aggregation of ordered populations [9] . In future work, we will show how the generic algorithm that we propose in this paper can thus be improved to meet this performance.
