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Abstract
We provide a new strategy built on the divide-and-conquer approach by Lindsten et
al. (2017, Journal of Computational and Graphical Statistics) to investigate the smooth-
ing problem in a hidden Markov model. We employ this approach to decompose a hidden
Markov model into sub-models with intermediate target distributions based on an auxil-
iary binary tree structure and produce independent samples from the sub-models at the leaf
nodes towards the original model of interest at the root. We review the target distribution in
the sub-models suggested by Lindsten et al. and propose two new classes of target distribu-
tions, which are the estimates of the (joint) filtering distributions and the (joint) smoothing
distributions. The first proposed type is straightforwardly constructible by running a filter-
ing algorithm in advance. The algorithm using the second type of target distributions has an
advantage of roughly retaining the marginals of all random variables invariant at all levels
of the tree at the cost of approximating the marginal smoothing distributions in advance.
We further propose parametric and non-parametric ways of constructing these target dis-
tributions using pre-generated Monte Carlo samples. We show empirically the algorithms
with the proposed intermediate target distributions give stable and comparable results as
the conventional smoothing methods in a linear Gaussian model and a non-linear model.
Keywords: Algorithms; Bayesian methods; Monte Carlo simulations; Particle filters
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1 Introduction
A hidden Markov model (HMM) is a discrete-time stochastic process {Xt, Yt}t≥0 where {Xt}t≥0
is an unobserved Markov chain. We only have access to {Yt} whose distribution depends on
{Xt}. We make the following assumptions in the entire article: The densities of the initial state
X0, the transition density Xt+1 given Xt = xt and the emission density Yt given Xt = xt taken
with respect to some dominating measure exist and are denoted as follows:
X0 ∼ p0(x0)
Xt+1|{Xt = xt} ∼ p(xt+1|xt) for t = 0, . . . , T − 1,
Yt|{Xt = xt} ∼ p(yt|xt) for t = 0, . . . , T,
where T is the final time step of the process.
We are interested in the (marginal) smoothing distributions {p(xt|y0:T )}t=0,...,T or the joint
smoothing distribution p(x0:T |y0:T ) where x0:T and y0:T are abbreviations of (x0, . . . , xT ) and
(y0, . . . , yT ), respectively. Exact solutions are available for linear Gaussian HMM using a Rauch–
Tung–Striebel smoother (RTSs) (Rauch et al., 1965) and in a HMM with finite-space Markov
chains (Baum and Petrie, 1966). In most other cases, the smoothing distributions are not ana-
lytically tractable.
A large body of work uses Monte Carlo methods to approximate the smoothing distributions
{p(xt|y0:T )}t=0,...,T or the joint smoothing distribution p(x0:T |y0:T ). Sequential Monte Carlo
(SMC) methods (Doucet et al., 2001) are commonly used to sequentially update the filtering
distributions {p(xt|y0:t)}t=0,...,T . SMC can in principle be used to estimate the joint smoothing
density p(x0:T |y0:T ) by updating the entire history of the random samples in each resampling
step. However, the performance can be poor, as path degeneracy will occur in many settings
(Arulampalam et al., 2002). Advanced sequential Monte Carlo methods with desirable theoretical
and practical results have been developed in recent years including sequential Quasi-Monte Carlo
(SQMC) (Gerber and Chopin, 2015), divide-and-conquer sequential Monte Carlo (D&C SMC)
(Lindsten et al., 2017), multilevel sequential Monte Carlo (MSMC) (Beskos et al., 2017) and
variational sequential Monte Carlo (VSMC) (Naesseth et al., 2017).
Other smoothing algorithms have been suggested previously. Doucet et al. (2000) develop the
forward filtering backward smoothing algorithm (FFBSm) for sampling from {p(xt|y0:T )}t=0,...,T
based on the formula proposed by Kitagawa (1987). Godsill et al. (2004) propose the forward
filtering backward simulation algorithm (FFBSi) which generates samples from the joint smooth-
ing distribution p(x0:T |y0:T ). Briers et al. (2010) propose a two-filter smoother (TFS) which
employs a standard forward particle filter and a backward information filter to sample from
{p(xt|y0:T )}t=0,...,T . Typically, these algorithms have quadratic complexities in N for generating
N samples. Fearnhead et al. (2010) and Klaas et al. (2006) propose two smoothing algorithms
with lower computational complexity, but their methods do not provide unbiased estimates.
In this article, we suggest using the divide-and-conquer sequential Monte Carlo (D&C SMC)
(Lindsten et al., 2017) approach to address the smoothing problem. The D&C SMC algorithm
performs statistical inferences in probabilistic graphical models. It splits the random variables
of the target distribution into multiple levels of disjoint sets based upon an auxiliary tree T . An
intermediate target distribution needs to be assigned to each set of random variables yielding
sub-models for each non-leaf node. The choice of these intermediate target distributions is key
for a good overall performance of the algorithm. By sampling independently from the leaf nodes
and gradually propagating, merging and resampling from the leaf nodes to the root, the D&C
SMC algorithm eventually produces samples from the target distribution. The merging step
involves importance sampling.
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Using the idea of D&C SMC, we aim to estimate the joint smoothing distribution p(x0:T |y0:T )
and thus call the algorithm: ‘tree-based particle smoothing algorithm’ (TPS). The key differences
between TPS and other smoothing algorithms lie in its non-sequential and more adaptive merging
step of the samples.
Our main contribution is the proposition and investigation of three classes of intermediate
target distributions to be used in the algorithm. We denote a leaf node corresponding to a single
random variable Xj by Tj ∈ T and a non-leaf node corresponding to the random variables Xj:l
by Tj:l ∈ T (j < l).
The first class advised by Lindsten et al. (2017) has the density proportional to the product
of all transition and emission densities associated to the target variable Xj (resp. Xj:l) in the
sub-model. This is equivalent to the unnormalised likelihood of a new HMM starting at time j
(resp. from time j to l) given the observations of the same time interval with an uninformative
prior of Xj if j 6= 0.
The second class uses an estimate of the filtering distribution p(xj |y0:j) at Tj ∈ T and an
estimate of the joint filtering distribution p(xj:l|y0:l) at Tj:l ∈ T . Working with this estimate
involves tuning a preliminary particle filter.
The third class uses estimates of the marginal smoothing distribution p(xj |y0:T ) at Tj ∈ T
and of the joint smoothing distribution p(xj:l|y0:T ) at Tj:l ∈ T . We will see that this class of
immediate distributions is optimal in a certain sense. Furthermore, under this construction, we
approximately retain the marginal distribution of all single random variables {Xj}Tj=0 invariant
as the marginal smoothing distributions {p(xj |y0:T )}Tj=0 at every level of the tree. The price
of implementing TPS using the second class of intermediate target distributions relies on both
the estimates of the filtering and the (marginal) smoothing distributions, but not necessarily the
joint smoothing distribution. We then propose some parametric and non-parametric approaches
to construct these intermediate distributions based on the pre-generated Monte Carlo samples
considering both efficiency and accuracy.
The article is structured as follows. We first describe the divide-and-conquer approach for
particle smoothing in Section 2. We discuss the intermediate target distributions and the con-
structions of the initial sampling distributions at the leaf nodes in Section 3. In Section 4, we
conduct simulation studies in a linear Gaussian and non-linear non-Gaussian HMM to compare
TPS with other smoothing algorithms. The article finishes with a discussion in Section 5.
2 Tree-based Particle Smoothing Algorithm (TPS)
This section outlines an algorithm we call ‘tree-based particle smoothing algorithm’ (TPS).
Lindsten et al. (2017) describe the construction of an auxiliary tree for general probabilistic
graphical models. We demonstrate a unique construction of an auxiliary binary tree from a
HMM bearing intermediate target distributions specified at each node. We then illustrate the
sampling procedure for the target distributions at the nodes. We present an algorithm which can
be applied recursively from the leaf nodes towards the root and yet generate the target samples.
2.1 Construction of an auxiliary tree
TPS splits a HMM into sub-models based upon a binary tree decomposition. It first divides the
random variablesX0:T into two disjoint subsets and recursively apply binary splits to the resulting
two subsets until the resulting subset consists of only a single random variable. Each generated
subset corresponds to a tree node and is assigned an intermediate target distribution. The root
characterises the complete model with the target distribution p(x0:T |y0:T ). Initial samples are
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Figure 1: An auxiliary binary tree consisting of random variables when T = 5
generated at the leaf nodes, independent between leaves. Theses samples are recursively merged
using importance sampling until the root of the tree is reached.
We propose one intuitive way of implementing the binary splits which ensures that the left
subtree is always a complete binary tree and contains at least as many nodes as the right subtree.
We split a non-leaf node with the variables Xj:l where 0 ≤ j < l ≤ T , into two children Tj:k−1
and Tk:l with the random variables Xj:k−1 and Xk:l, where
k = j + 2p, (1)
and p = d log(l−j+1)log 2 e − 1. The auxiliary tree when T = 5 is shown in Figure 1.
This construction has several advantages: The random variables within each node have con-
secutive time indices. The left subtree is also a complete binary tree of 2d
log(T+1)
log 2 e leave nodes.
{yT+1, yT+2, . . .} become available, as samples from the complete subtree would not need to be
updated.
Moreover, the tree has a height of
(d log(T+1)log 2 e+ 1) levels, which implies a maximum number
of d log(T+1)log 2 e updates of the samples corresponding to a single random variable with different
target distributions at different levels of the tree. Usually, more updates potentially indicate
more resampling steps, which may cause more serious degeneracy problems. In Figure 1, the
samples corresponding to X0, . . . , X3 need to be updated three times from the leave nodes and
those of X4, X5 need to be updated twice. When running a bootstrap particle filter to solve the
smoothing problem, the samples at time step t = 0 need to be updated T times and thus the
maximum number of the updates become T , which is no less than d log(T+1)log 2 e.
Lindsten et al. (2017) also propose a general way of constructing the auxiliary tree in a self-
similar model family, where a HMM belongs to. Their construction in the context of a HMM
may not be identical to ours with no restriction on the choice of the cutting point.
2.2 Sampling procedure in the sub-models of tree
We describe the sampling approach from the target distribution at a leaf and non-leaf node of
the constructed binary tree T described in Section 2.1. We denote a target density by fj which
can be straightforwardly sampled from at a leaf node Tj ∈ T , a proper importance density by
hj:l and a target density by fj:l respectively at a non-root tree node Tj:l ∈ T where 0 < l−j < T .
At the root, the target density is always f0:T = p(x0:T |y0:T ).
At a leaf node Tj , we sample from fj directly. At a non-root node Tj:l, we employ an
importance sampling step with the proposal hj:l = fj:k−1fk:l being the product of the target
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Algorithm 1: Algorithm TS(j, l) which generates weighted samples from the target fj:l
if j = l then
Simulate x
(i)
j ∼ fj(xj) for i = 1, 2, . . . , N . Return {x(i)l , w(i)l = 1N }Ni=1.
else
Let p = d log(l−j+1)log 2 e − 1 and k = j + 2p.
{x˜(i)j:k−1, w˜(i)j:k−1}Ni=1 ← TS(j, k − 1) from Tj:k−1 and {x˜(i)k:l, w˜(i)k:l}Ni=1 ← TS(k, l) from Tk:l.
Denote the combined particles by {x˜(i)j:l = (x˜(i)j:k−1, x˜(i)k:l), w˜(i)j:l = w˜(i)j:k−1w˜(i)k:l}Ni=1.
Update the unnormalised weights for i = 1, . . . , N :
wˆ
(i)
j:l = w˜
(i)
j:l
fj:l(x˜
(i)
j:l)
fj:k−1(x˜
(i)
j:k−1)fk:l(x˜
(i)
k:l)
. (2)
Resample
{
x˜
(i)
j:l , wˆ
(i)
j:l
}N
i=1
to obtain the normalised weighted particles
{
x
(i)
j:l , w
(i)
j:l
}N
i=1
.
Return
{
x
(i)
j:l , w
(i)
j:l
}N
i=1
.
end
densities from the two children of Tj:l. Practically, we merge the samples from Tj:k−1 and Tk:l
respectively and reweigh them.
Algorithm 1 demonstrates the generation of N weighted samples
{
x
(i)
j:l , w
(i)
j:l
}
from the target
fj:l at Tj:l. It adopts the pre-stored weighted particles
{
x˜
(i)
j:k−1, w˜
(i)
j:k−1
}N
i=1
from Tj:k−1 and{
x˜
(i)
k:l, w˜
(i)
k:l
}N
i=1
from Tk:l where k is the cutting point defined in Equation (1). The algorithm
first merges the weighted particles
{
x˜
(i)
j:l =
(
x˜
(i)
j:k−1, x˜
(i)
k:l
)}N
i=1
from the children which forms an
approximation of the distribution with density fj:k−1fk:l. The algorithm reweighs the combined
samples using importance sampling to target the new distribution fj:l. We retain the notation
of the weights in the algorithm since some return unequal weights including Chopthin algorithm
(Gandy and Lau, 2016) while others including multinomial resampling, residual resampling (Liu
and Chen, 1998) and systematic resampling (Kitagawa, 1996) return equal weights. We apply
the algorithm recursively from the leaf nodes to the root of the auxiliary binary tree which yields
the samples from the final target f0:T = p(x0:T |y0:T ). The computational flow is shown in Figure
2 when T = 5.
The setting of the algorithms are the same as the paper by Lindsten et al. (2017) with
additional attentions to the form of the proposals and intermediate target distributions associated
to the tree nodes. According to Proposition 1 and 2 in Lindsten et al. (2017), the unbiasedness
of the normalising constant and the consistency can be verified under some regularity conditions
given valid proposals and an exchangeable resampling procedure.
3 Intermediate target distributions in TPS
Given an auxiliary tree T constructed in a way described in Section 2.1, we define the intermediate
target distributions of the sub-models associated to the nodes in the tree. We apply Lindsten
et al. (2017)’s method to build one class of intermediate target distribution {fj:l}Tj:l∈T and
develop two new classes, based on the filtering and the smoothing distribution, respectively.
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{
x
(i)
0:5, w
(i)
0:5
}N
i=1
∼ p(x0:5|y0:5) = TS(0, 5)
{
x
(i)
4:5, w
(i)
4:5
}N
i=1
= TS(4, 5)
{
x
(i)
5 , w
(i)
5
}N
i=1
=TS(5, 5)
{
x
(i)
4 , w
(i)
4
}N
i=1
=TS(4, 4)
{
x
(i)
0:3, w
(i)
0:3
}N
i=1
= TS(0, 3)
{
x
(i)
2:3, w
(i)
2:3
}N
i=1
= TS(2, 3)
{
x
(i)
3 , w
(i)
3
}N
i=1
= TS(3, 3)
{
x
(i)
2 , w
(i)
2
}N
i=1
=TS(2, 2)
{
x
(i)
0:1, w
(i)
0:1
}N
i=1
= TS(0, 1)
{
x
(i)
1 , w
(i)
1
}N
i=1
=TS(1, 1)
{
x
(i)
0 , w
(i)
0
}N
i=1
= TS(0, 0)
Figure 2: Computational flow of TS (see Algorithm 1) in a HMM for T = 5. Each non-root node
contains the weighted samples from the intermediate target distributions. The generation of the
samples starts from the leaves following the branches towards the root of the auxiliary binary
tree.
3.1 Target suggested by Lindsten et al. (2017)
Lindsten et al. (2017) recommends a class of intermediate target distributions with densities
proportional to the product of the factors within the probabilistic graphical model. We apply
the method to a HMM which bears binary and unary factors. A binary factor refers to a transition
density of two consecutive hidden states. An unary factor refers to a prior density of a hidden
state or the emission density between a hidden state and its observation. We call the tree-based
particle smoothing algorithm with the above idea TPS-L as suggested by Lindsten et al. (2017).
At a leaf node Tj where the sub-model only contains a single random variable Xj given
the observation Yj = yj , the target distribution contains no binary factor and is defined as
f0(x0) ∝ p0(x0)p(y0|x0) when j = 0 and fj(xj) ∝ p(yj |xj) when j 6= 0.
At a non-leaf node Tj:l, the target density is proportional to the product of all transition and
emission densities containing the hidden states in the sub-model:
fj:l(xj:l) ∝ p(yj |xj)
l−1∏
i=j
{
p(xi+1|xi)p(yi+1|xi+1)
}
.
When j = 0, the prior density of X0 is additionally multiplied.
Assume Tj:l connects two children Tj:k−1, Tk:l ∈ T carrying the pre-generated particles:
{x˜(i)j:k−1, w˜(i)j:k−1}Ni=1 ∼ fj:k−1 at Tj:k−1 ∈ T and {x˜(i)k:l, w˜(i)k:l}Ni=1 ∼ fk:l at Tk:l ∈ T . The un-
normalised importance weight wˆ
(i)
j:l of the combined particle x˜
(i)
j:l = (x˜
(i)
j:k−1, x˜
(i)
k:l) in Equation (2)
becomes:
wˆ
(i)
j:l = w˜
(i)
j:lp(x˜
(i)
k |x˜(i)k−1), (3)
where x˜
(i)
k−1 is the last element in x˜
(i)
j:k−1 and x˜
(i)
k is the first element in x˜
(i)
k:l.
The tree-based sampling algorithm employing this type of intermediate target distributions
is simple to implement, which does not involve any estimation techniques in the algorithms dis-
cussed in Section 3.2 and 3.4. TPS-L only requires the initial sampling of the particles from fj and
applies importance sampling with a straightforward weight formula to merge them towards the
root of the tree. The initial sampling distribution fj for j 6= 0 is equivalent to the posterior given
a single observation yj from an uninformative prior. Correspondingly, the target distribution Tj:l
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only incorporates the observations from time j to l with no information beforehand or afterward.
We will see in the simulation section that with only one observation conditioned on, the initial
sampling distribution may be vastly different from the marginal smoothing distribution, thus
resulting in poor estimation results.
3.2 Estimates of filtering distributions as target
The second class of target distributions is based on estimates of filtering distributions and thus
we name the algorithm TPS-EF. At the root, the target distribution is
f0:T (x0:T ) = p(x0:T |y0:T ) = p0(x0)p(y0|x0)
T−1∏
i=0
{
p(xi+1|xi)p(yi+1|xi+1)
}
.
At a leaf node Tj ∈ T , we use an estimate of the filtering distribution fj(xj) = pˆ(xj |y0:j) ≈
p(xj |y0:j) whose exact form and sampling process will be discussed in Section 3.5. At a non-leaf
and non-root node Tj:l ∈ T , we define the intermediate target distribution:
fj:l(xj:l) ∝ pˆ(xj |y0:j)
l−1∏
i=j
{
p(xi+1|xi)p(yi+1|xi+1)
}
≈ p(xj:l|y0:l).
The weight of the merged sample x˜
(i)
j:l = (x˜
(i)
j:k−1, x˜
(i)
k:l) in Equation (2) becomes:
wˆ
(i)
j:l = w˜
(i)
j:l
p(x˜
(i)
k |x˜(i)k−1)p(yk|x˜(i)k )
pˆk(x˜
(i)
k |y0:k)
. (4)
Under such constructions of the intermediate target distributions, the particles at the leaf
nodes are initially generated from (an estimate of) the filtering distribution. Whilst moving up
the tree, their empirical marginal distributions gradually shifts towards the smoothing distribu-
tions. One downside of this is that this may eliminate a large population of particles, as the
transition is accomplished via importance sampling, particularly if the discrepancy between the
filtering and smoothing distribution is large.
3.3 Kullback–Leibler divergence between the target and proposal dis-
tribution
Before proposing the second type of intermediate target distributions, we present an optimal
type of proposal attaining the minimum Kullback–Leibler (KL) divergence (Cover and Thomas,
2012) by assuming the random variables Xj:k−1 ∈ T and Xk:l ∈ T from the sibling nodes being
independent.
Given the proposal hj:l = fj:k−1fk:l being the product of the densities of two independent
random variables, the minimum KL divergence is met when the two densities are the marginals
of the target densities with respect to the corresponding random variables. For simplicity of the
notations, we denote the target density at a non-leaf node to be f(x1,x2) where X1,X2 are
the random variables with the same time indices from the children but not necessarily the same
probability measure. A valid proposal density h1(x1)h2(x2) satisfies h1(x1)h2(x2) > 0 whenever
f(x1,x2) > 0, where we assume h1 and h2 are the probability densities of two independent
(joint) random variables X1 and X2. We claim that proposal f1(x1)f2(x2) has the smallest
KL divergence among all proposals of the form h1(x1)h2(x2) where f1(x1) and f2(x2) are the
marginal densities of f(x1,x2) with respect to X1 and X2, respectively.
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Theorem 1. Let f be a probability density function defined on Rn1+n2 , let h1 and h2 be probabil-
ity density functions on Rn1 and Rn2 , respectively. If h1(x1)h2(x2) > 0 whenever f(x1,x2) > 0,
then
∫
Rn2
∫
Rn1
f(x1,x2) log
(
f(x1,x2)
h1(x1)h2(x2)
)
dx1dx2 ≥
∫
Rn2
∫
Rn1
f(x1,x2) log
(
f(x1,x2)
f1(x1)f2(x2)
)
dx1dx2,
where f1(x1) =
∫
Rn2 f(x1,x2)dx2 and f2(x2) =
∫
Rn1 f(x1,x2)dx1 are the densities of the
marginal distributions of f(x1,x2).
The proof of Theorem 1 is in the Appendix.
3.4 Estimates of smoothing distributions as target
We provide an alternative way of constructing the intermediate target distributions using the
marginal smoothing distributions motivated by Theorem 1. Since the closed-form solutions to
the marginal smoothing distributions are not available in general, we employ the estimates of the
distributions at the nodes. At the root, we still use f0:T = p(x0:T |y0:T ). At a leaf node Tj ∈ T ,
we define fj(xj) = pˆ(xj |y0:T ) ≈ p(xj |y0:T ), which requires estimating the marginal smoothing
distribution. We thus name the algorithm TPS-ES. At a non-leaf and non-root node Tj:l, we
define the target distribution fj:l:
fj:l(xj:l) ∝ pˆ(xj |y0:j) pˆ(xl|y0:T )
pˆ(xl|y0:l)
l−1∏
i=j
{
p(xi+1|xi)p(yi+1|xi+1)
}
≈ p(xj |y0:j)p(xl|y0:T )
p(xl|y0:l)
l−1∏
i=j
{
p(xi+1|xi)p(yi+1|xi+1)
}
= p(xj:l|y0:T ),
where pˆ(xj |y0:j) denotes a probability density approximating the filtering density at the jth
time step. Hence, given the estimate smoothing densities {pˆ(xj |y0:T )}j=0,...,T and the estimating
filtering densities {pˆ(xj |y0:j)}j=0,...,T , we build an estimator of the distribution p(xj:l|y0:T ) at
Tj:l ∈ T . Merging the particles at Tj:l from its children at Tj:k−1 ∈ T and Tk:l ∈ T amounts to
correlating the two sets of samples while roughly preserving their marginal distributions. The
weight of the merged sample x˜
(i)
j:l = (x˜
(i)
j:k−1, x˜
(i)
k:l) in Equation (2) becomes:
wˆ
(i)
j:l = w˜
(i)
j:l
pˆ(x˜
(i)
k−1|y0:k−1)
pˆ(x˜
(i)
k−1|y0:T )pˆ(x˜(i)k |y0:k)
p(x˜
(i)
k |x˜(i)k−1)p(yk|x˜(i)k ). (5)
Applying TPS-ES demands the constructions of {pˆ(xj |y0:j)}j=0,...,T and {pˆ(xj |y0:T )}j=0,...,T
in advance. The new weight formula in Equation (5) additionally incorporates the ratio between
the estimated filtering and smoothing densities of xk−1 compared with Equation (4).
TPS-ES exhibits a sound property regarding the Kullback–Leibler divergence discussed in
Section 3.3. Given the target distribution fj:l(xj:l) = pˆ(xj:l|y0:T ) estimating p(xj:l|y0:T ) at
Tj:l, the proposal hj:l(xj:l) = fj:k−1(xj:k−1)fk:l(xk:l) estimates p(xj:k−1|y0:T )p(xk:l|y0:T ). We
notice p(xj:k−1|y0:T ) and p(xk:l|y0:T ) are the marginal distributions, and their product forms
a proposal attaining the minimum KL divergence from p(xj:l|y0:T ). Hence, what the proposal
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density hj:l(xj:l) estimates has a minimum KL divergence from the smoothing density that our
target distribution fj:l(xj:l) estimates.
Moreover, TPS-ES can be practically useful in some extreme models whereas the empirical
marginal densities from other Monte Carlo smoothing algorithms may miss modes caused by the
poor proposals. Since TPS-ES leaves the marginal distributions of all random variables roughly
invariant at all levels of the tree, we can diagnose each importance sampling step by inspecting
the empirical marginals of the corresponding variables. If there is a substantial difference between
the empirical marginal distributions, we need to examine the combination step.
3.5 Initial sampling distribution at leaf nodes
We illustrate the constructions of the univariate distributions {pˆ(xj |y1:j)}j=0,...,T and {pˆ(xj |y0:T )j=0,...,T }
mentioned in Section 3.2 and Section 3.4, which are used in the initial sampling distributions at
the leaf nodes. In general, the solutions of the filtering and smoothing distribution of a HMM
are analytically intractable and need to be estimated from Monte Carlo samples with some
exceptions including linear Gaussian and discrete HMMs.
We aim to generate a probability density fˆ estimating a target density f given the weighted
samples {xi, wi}ni=1 from f . In the context of f being a filtering or smoothing distribution, we
can obtain the weighted samples by running a filtering algorithm or a smoothing algorithm. We
are not interested in the empirical distribution since it is discrete and generally does not cover
the full support of the random variable of interest.
We first consider some parametric approaches. We can fit the data with some common
probability distributions including a normal distribution and Student’s t-distribution. We can
also accommodate a mixture model to fit multiple modes of the target densities. The parameters
of the distributions can be estimated in various ways including moment matching, maximum
likelihood method and EM algorithm.
The parametric approaches are reasonably quick and simple. For instance, assuming a Gaus-
sian distribution requires the evaluation of the mean and variance and can be easily obtained
from the samples using moment matching. The generation and evaluation of densities of the new
particles are straightforward and fast to implement. Nevertheless, the target distribution may
not be well approximated under the parametric assumption.
Alternatively, we can employ some non-parametric approaches for instance, a kernel density
estimator (KDS). We need to select the type of kernels and bandwidth in advance. The com-
plexity of generating N new samples is O
(
log(n)N
)
and the evaluation of the densities is more
computationally expensive with complexity O(nN).
We propose another non-parametric approximation method using piecewise constant func-
tions with a lower computational effort than a KDS. We first build a uniform grid consisting
of the points x1 < x2 < . . . < xn with densities d1, . . . , dn estimated by a KDS such that
xi+1 − xi = ∆ > 0 for i = 1, . . . , n. The resulting probability density function formed by these
grid points using piecewise constant functions is:
f(x) =
n∑
i=1
1x∈[xi−∆/2,xi+∆/2)di. (6)
The evaluation of the sample densities reduces significantly from O(nN) to O
(
N
)
compared to
a KDS.
Such probability density functions using piecewise constant functions have several disadvan-
tages though enjoy a fast computation of estimated densities. Firstly, the estimator is biased
since the proposal density generally does not cover the full support of the target density. More-
over, in TPS-ES, if the estimated filtering and smoothing distributions are both generated using
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the piecewise constant functions with different samples, there is no guarantee their densities have
the same support, which may cause zero or infinite weight in Equation (5). To avoid this, we
consider the mixture probability distributions using the piecewise constant functions accommo-
dating the samples from both the filtering and smoothing distributions. Assume at time step j,
the first uniform grid consists of the points xf1 < x
f
2 < . . . < x
f
nf
such that xfi+1 − xfi = ∆f for
i = 1, . . . , nf with estimated filtering densities df1 , . . . , d
f
n from a KDS and assume the second
uniform grid consists of the points xs1 < x
s
2 < . . . < x
s
ns such that x
s
i+1−xsi = ∆s for i = 1, . . . , ns
with estimated smoothing densities ds1, . . . , d
s
n from another KDS. Then the resulting estimated
filtering density pˆ(x|y0:j) is given by
pˆ(x|y0:j) = αf
nf∑
i=1
1x∈[xfi−∆f/2,xfi +∆f/2)d
f
i + (1− αf )
ns∑
i=1
1x∈[xsi−∆s/2,xsi+∆s/2)d
s
i , (7)
where 0 < αf < 1. Similarly, the estimated smoothing density pˆ(x|y0:T ) is given by
pˆ(x|y0:T ) = αs
ns∑
i=1
1x∈[xsi−∆s/2,xsi+∆s/2)d
s
i + (1− αs)
nf∑
i=1
1x∈[xfi−∆f/2,xfi +∆f/2)d
f
i , (8)
where 0 < αs < 1. We have no conclusion of the values of αf and αs so far and choose them
with values close to 1. The resulting grid with the set of points {xf1 , xf2 , . . . , xfnf , xs1, xs2, . . . , xsns}
is generally not uniform, but we ensure the estimated filtering and smoothing densities have the
same support, though still finite.
4 Simulations
We conduct simulations in a linear Gaussian HMM and a non-linear non-Gaussian HMM in
this section. We implement TPS-EF and other smoothing algorithms with roughly the same
computational effort. In the second example, we further compare TPS-EF and TPS-ES.
4.1 Gaussian Linear Model
We consider a simple linear Gaussian HMM similar to Doucet et al. (2000).
Xt = 0.8Xt−1 + Vt t = 1, . . . , T,
Yt = Xt +Wt t = 0, . . . , T.
where T = 127, where X0, V1, . . . , VT ,W0, . . . ,WT are independent with X0 ∼ N (0, 1), Vt ∼
N(0, 1), Wt ∼ N(0, 1).
We implement the following smoothing algorithms. We run TPS using normal distributions
as the initial sampling distributions (TPS-N) whose means and variances are estimated using
moment matching from the samples of a bootstrap particle filter. The choice of a normal dis-
tribution is motivated by the fact that in this case the true smoothing distribution is a normal
distribution. We also implement the tree-based particle smoothing algorithm suggest by Lindsten
et al. (2017) (TPS-L), the Rauch–Tung–Striebel smoother (RTSs) (Rauch et al., 1965) yielding
the closed-form solutions, the bootstrap particle filter (BPF) which updates the entire history of
the particles in each step, the forward filtering backward smoothing algorithm (FFBSm) (Doucet
et al., 2000) and the forward filtering backward simulation (FFBSi) (Godsill et al., 2004).
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We have implemented the above methods in R ourselves. We set the required sample size
N = 10000 in TPS-N as a benchmark and denote n = 10000 the number of samples pre-generated
from a bootstrap particle filter in FFBSm, FFBSi, TPS-N and TPS-L. We adjust the number of
particles in other algorithms to roughly keep the same running time. As the implementations are
not deterministic, we allow a 10% error regarding the running time for the rest of the algorithms
compared to TPS-N. We run each algorithm M = 500 times with the same set of observations
{yt}127t=0.
As a criterion for comparison, we define the mean square error of means (MSEm) and vari-
ances (MSEv) in the mth simulation:
MSEmm =
1
T + 1
T∑
t=0
(
Êm[Xt|Y0:T ]− E[Xt|Y0:T ]
)2
,
MSEvm =
1
T + 1
T∑
t=0
(
V̂ar
m
[Xt|Y0:T ]−Var[Xt|Y0:T ]
)2
,
where Ê[Xmt |Y0:T ] and V̂ar[xm|y0:T ] are the Monte Carlo estimates of the mean and variance of
the smoothing distribution at time step t in the mth simulation. E[Xt|Y0:T ] and Var[Xt|Y0:T ] are
the true smoothing means and variances from a Rauch–Tung–Striebel smoother (Rauch et al.,
1965).
The simulation results are shown in Table 1. When N = n, the two tree-based sampling
algorithms: TPS-L and TPS-N enjoy the same complexity O(N) as BPF, and generate far more
particles than FFBSm and FFBSi with quadratic complexities. TPS-L has the smallest mean
of MSEm and MSEv followed by TPS-N, which outperform FFBSm and FFBSi significantly in
terms of MSEm.
Table 1: Simulation errors in the linear model
N n Mean of MSEm (s.e.) Mean of MSEv (s.e.)
BPF 44000 NA 0.0020 (0.0000147) 0.0019 (0.000013)
FFBSm 410 410 0.0065 (0.0000550) 0.0047 (0.000037)
FFBSi 450 450 0.0059 (0.0000563) 0.0044 (0.000031)
TPS-N 10000 10000 0.0014 (0.0000096) 0.0018 (0.000014)
TPS-L 13000 NA 0.0008 (0.0000061) 0.0007 (0.000005)
4.2 Non-linear Model
We consider a well-known non-linear model (Gordon et al., 1993; Andrieu et al., 2010):
Xt =
1
2
Xt−1 + 25
Xt−1
1 +X2t−1
+ 8 cos(1.2t) + Vt, t = 1, 2, . . . , T,
Yt =
X2t
20
+Wt, t = 0, 2, . . . , T,
where T = 511, whereX0, V1, ..., VT ,W0, ...WT are independent withX0 ∼ N (0, 1), Vt ∼ N (0, τ2)
and Wt ∼ N (0, σ2).
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Table 2: Simulation errors in the non-linear model
Parameter Values N n Mean of MSEm (s.e.) Mean of KS
BPF
τ = 1, σ = 1
40000 NA 0.0239 (0.00085) 80.04
FFBSm 315 315 0.0944 (0.01657) 77.20
FFBSi 320 320 0.1399 (0.02291) 76.65
TPS-EFP 10000 10000 0.0050 (0.00007) 34.51
TPS-L 13000 NA 0.3020 (0.00042) 109.13
BPF
τ = 1, σ = 5
40000 NA 0.2096 (0.03064) 55.10
FFBSm 315 315 0.6785 (0.02850) 67.71
FFBSi 320 320 0.6071 (0.04981) 66.12
TPS-EFP 10000 10000 0.3998 (0.01174) 47.36
TPS-L 13000 NA 14.4847 (0.01790) 261.34
BPF
τ = 5, σ = 1
40000 NA 1.2182 (0.05684) 119.33
FFBSm 315 315 3.4342 (0.22357) 94.57
FFBSi 320 320 3.2161 (0.20196) 93.60
TPS-EFP 10000 10000 0.1034 (0.00544) 28.19
TPS-L 13000 NA 0.4599 (0.00149) 67.69
We run the same algorithms BPF, FFBSm, FFBSi and TPS-L as in Section 4.1. In TPS-EF,
we use piecewise constant functions defined in Equation (6) for the approximation of the initial
sampling distributions. We call the algorithm TPS-EFP and set N = n = 10000 as a benchmark.
As before, we correspondingly adjust the sample sizes in other algorithms to achieve roughly the
same computational effort.
We calculate the mean and standard deviation of the MSE of means (MSEm) in M = 500 sim-
ulations with the same set of observations. Given no closed-form solutions to the true smoothing
distributions, we apply a discrete analogue to the distributions of the initial hidden state p0(x0)
and the transition distributions {p(xt+1|xt)}t=0,...,126. We then approximate the smoothing dis-
tributions of the original HMM using the solutions of the discrete-space HMM. The MSEm of
the mth simulation in the non-linear model is defined as:
MSEmm =
1
T + 1
T∑
t=0
(
Êm[Xt|Y0:T ]− E(Xˆt
∣∣y0:T ))2,
where E(Xˆt
∣∣y0:T ) is the mean of the smoothing distribution at time step t of the discrete-space
HMM.
We additionally perform Kolmogorov–Smirnov test (Massey Jr, 1951) which measures a dis-
tance between the empirical distribution and the target probability distribution. In the context of
the smoothing problem in a non-linear hidden Markov model, the Kolmogorov–Smirnov statistic
can be defined as
D = sup
x
|F (t)1,N (x)− F (t)2 (x)|,
where F
(t)
1,N is the empirical cumulative function generated by N samples at the time step t from
a smoothing algorithm and F
(t)
2 is the cumulative distribution function at time step t of the
smoothing distribution from a discrete-space HMM derived from the true model. We denote
KSm to be the sum of the KS statistic of all time steps in the mth simulation.
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Figure 3: CDF of the smoothing, filtering and initial sampling distribution at time step j = 271
of TPS-L in the non-linear model when τ = 1, σ = 5.
The simulation results with different values of τ and σ are shown in Table 2. In the first two
situations, TPS-L shows the largest error and KS statistic, especially when τ = 1 and σ = 5.
This can be explained by the poor proposal from the initial sampling distribution constructed by
the algorithm. We examine this by plotting the cumulative distribution function (CDF) of the
initial sampling distribution fj in TPS-L, the filtering distribution p(xj |y0:j) and the marginal
smoothing distribution p(xj |y0:T ) at a particular time step when j = 271. In Figure 3, the CDF
of the initial sampling are far more dissimilar to the marginal smoothing distribution than the
filtering one, which contributes to very ineffective importance sampling steps during the built-up
of the tree.
Other algorithms provide different results in the three parameter settings. When τ = 1, σ = 1,
TPS-EFP shows much smaller MSEm and KS followed by BPF. BPF however has the largest
mean of KS. When τ = 1, σ = 5, TPS-EFP has a larger mean of MSEm than BPF. In terms
of the KS statistic, TPS-EFP outperforms other smoothing algorithms. When τ = 5, σ = 1,
TPS-EFP and TPS-L produce dominant results with vastly smaller MSEm. They also exhibit
the smallest mean of KS among the smoothing algorithms whereas the BPF gives the largest
result though generating the most samples.
To conclude, TPS-EFP and TPS-L perform well when the ratio between the standard de-
viation in the transition and emission density, i.e. when τ/σ is large. TPS-EFP has a more
stable and appreciable performance, which provides low MSEm and consistently the smallest KS
among the five smoothing algorithms. In contrast, the result of TPS-L may be misleading due
to its instability. BPF works well regarding MSEm in some situations, but poorly in terms of
Kolmogorov–Smirnov statistic. FFBSm and FFBSi produces less accurate results due to higher
computational complexity.
13
Table 3: Simulation errors between TPS-EF and TPS-ES in the non-linear model
Parameter Values N n n′ Mean of MSEm (s.e.) Mean of KS
TPS-EFP
τ = 1, σ = 1
50000 50000 NA 0.00123 (0.00032) 17.56
TPS-ESP 50000 50000 50000 0.00051 (0.00007) 11.91
TPS-ESP 18000 50000 25000 0.00169 (0.00037) 15.17
TPS-EFP
τ = 1, σ = 5
50000 50000 NA 0.09136 (0.02758) 24.27
TPS-ESP 50000 50000 50000 0.10297 (0.01128) 19.51
TPS-ESP 18000 50000 25000 0.19861 (0.01954) 26.56
TPS-EFP
τ = 5, σ = 1
50000 50000 NA 0.01420 (0.01193) 14.63
TPS-ESP 50000 50000 50000 0.01261 (0.00269) 11.87
TPS-ESP 18000 50000 25000 0.02599 (0.00509) 14.80
4.3 Comparing TPS-EF and TPS-ES in the non-linear model
In this section, we conduct simulations in the same non-linear model using tree-based particle
smoothing algorithm with estimated filtering (TPS-EF) and smoothing (TPS-ES) distributions as
the intermediate target distributions. As TPS-ES is not a good competitor given a relatively small
sample size in Section 4.2, we compare its performance with TPS-EF with more computational
budget.
We demonstrate the implementations of the two algorithms. We apply the same smoothing
algorithm TPS-EFP as described in Section 4.2 which utilises the piecewise constant functions to
estimate the filtering distributions. As TPS-ES requires the estimated smoothing distributions
as the initial sampling distributions, we achieve this by using piecewise constant functions for
the estimation based on the samples from an initial run of TPS-EFP and thus call the algorithm
TPS-ESP.
We specify the parameters in the simulations of TPS-EFP and TPS-ESP. We denote the
sample size by N . We set the parameters αs = αf = 0.95 appeared in Equation (7) and (8). In
TPS-EFP and TPS-ESP, the estimated filtering distributions are both constructed from n sam-
ples from the particle filters. Additionally, in TPS-ESP, the estimated smoothing distributions
are constructed from TPS-EFP with n′ samples. We run TPS-ESP in two different situations:
The first one has the same sample size N as TPS-EFP and requires more computational effort to
estimate the initial sampling distributions based on n′ Monte Carlo samples. The second one has
roughly the same computational effort as TPS-EFP which generates fewer Monte Carlo samples
for the estimation of the initial sampling distributions and the target samples.
We compare TPS-EFP and TPS-ESP with respect to the mean square error and Kolmogorov–
Smirnov statistic defined in Section 4.2. We run TPS-EFP and TPS-ESP for M = 200 times
with different values of τ and σ whose results are shown in Table 3. TPS-ESP has an evident
improvement of the Kolmogorov–Smirnov (KS) statistic in most situations and the comparisons
between MSEm vary. The MSEm of TPS-ESP always decreases when generating the same
number of samples as TPS-EFP. However, TPS-ESP does not provide convinced results under
roughly the same computational effort.
Overall, the performance of TPS-ESP depends on the computational budget. Given the same
sample size as in TPS-EFP, TPS-ESP can potentially decrease both MSEm and KS statistic.
This may not be true when the algorithm is kept the same overall effort as TPS-EFP.
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5 Conclusion
This article introduces a Monte Carlo sampling method we call TPS built on the D&C SMC
(Lindsten et al., 2017) to estimate the joint smoothing distribution p(x0:T |y0:T ) in a hidden
Markov model. The method decomposes the model into sub-models with intermediate target
distributions using a binary tree structure. TPS samples independently from the leaves of the
tree and gradually merges and resamples to target the new distributions upon the auxiliary tree.
We propose one generic way of constructing a binary tree which sequentially splits the joint
random variables X0:T . Furthermore, we discuss the sampling procedure of the target samples
at a non-leave node by combining the samples from its children using importance sampling. The
computational effort is adjustable with a possible reduction to a linear effort with respect to the
sample size.
Using the above settings, we investigate three algorithms with different types of intermediate
target distributions at the non-root nodes. TPS-L (Lindsten et al., 2017) constructs intermediate
target distributions conditional on the observations from the same time interval as the target
variables and imposes an uninformative prior. TPS-L is very simple to implement with no ad-
ditional tuning algorithms. The algorithm is at the risk of providing very poor initial sampling
distribution based on little information from the observations. TPS-EF employs intermediate
target distributions estimating of the (joint) filtering distributions which conditions on the obser-
vations up to the last time step in the target variable. It is straightforward for implementation
with an initial run of a filtering algorithm. Nevertheless, the proposal in the importance sam-
pling step may still not be satisfactory when the marginal filtering and smoothing distributions
are vastly different. TPS-ES builds the distributions estimating of the (joint) smoothing dis-
tributions which conditions on all the observations. It roughly retains the marginal smoothing
distributions from the intermediate target distributions at all levels of the auxiliary tree despite
its more intensive computations.
We further propose the constructions of the estimated filtering and smoothing distributions
based on the Monte Carlo samples. Considering both accuracy and computational effort, we
recommend parametric approaches such as normal assumptions in a linear Gaussian model and
non-parametric approaches such as using piecewise constant functions in a non-linear model.
In the simulation studies, TPS-L has the smallest error in the linear model, but very unstable
results in the different settings of the non-linear model. TPS-EF exhibits more desirable simu-
lation outcomes. It is computationally less expensive than the most smoothing algorithms with
quadratic complexity. It also produces the smallest mean square errors in the linear Gaussian
model and consistently the smallest average Kolmogorov–Smirnov statistic in different situations
under the non-linear model. In particular, it outperforms other algorithms substantially when the
variance of the transition density is much larger than the emission density. TPS-ES, however, has
a better approximation of the smoothing distribution with respect to the Kolmogorov–Smirnov
statistic compared with TPS-EF at the cost of an additional run of a smoothing algorithm.
To conclude, TPS with two proposed choices of the intermediate target distribution presents
a new approach of addressing the smoothing problem which shows the following advantages: We
have flexibilities of choosing and constructing the intermediate target distributions, which can
potentially produce better proposals in the importance sampling steps. TPS can escape from the
quadratic complexity with respect to the sample size computationally, and produce more particles
and accurate simulation results than some smoothing algorithms. Nevertheless, its performance
depends on the implementation of other filtering or smoothing algorithms and the estimation of
the target distributions. Due to its flexible and relatively fast implementations with stable and
comparable simulation results, we regard it as a competitor with other smoothing algorithms.
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A Proof of Theorem 1
By Jensen’s inequality,∫
Rn1
f1(x1) log
(
f1(x1)
)
dx1 −
∫
Rn1
f1(x1) log
(
h1(x1)
)
dx1
=
∫
Rn1
f1(x1) log
(
f1(x1)
h1(x1)
)
dx1 = E
[
log
(
f1(X1)
h1(X1)
)]
= E
[
− log
(
h1(X1)
f1(X1)
)]
≥ − log
{
E
[
h1(X1)
f1(X1)
]}
= 0.
Using this and the definition of marginal distribution,∫
Rn2
∫
Rn1
f(x1,x2) log
(
f1(x1)
)
dx1dx2 =
∫
Rn1
f1(x1) log
(
f1(x1)
)
dx1
≥
∫
Rn1
f1(x1) log
(
h1(x1)
)
dx1 =
∫
Rn2
∫
Rn1
f(x1,x2) log
(
h1(x1)
)
dx1dx2.
(9)
Similarly,
∫
Rn2
∫
Rn1
f(x1,x2) log
(
f2(x2)
)
dx1dx2 ≥
∫
Rn2
∫
Rn1
f(x1,x2) log
(
h2(x2)
)
dx1dx2. (10)
Multiplying (9) and (10) by -1 and adding them, we have
∫
Rn2
∫
Rn1
f(x1,x2) log
(
1
f1(x1)f2(x2)
)
dx1dx2 ≤
∫
Rn2
∫
Rn1
f(x1,x2) log
(
1
h1(x1)h2(x2)
)
dx1dx2.
Adding
∫
Rn2
∫
Rn1
f(x1,x2) log
(
f(x1,x2)
)
dx1dx2 to both sides yields the result.
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