Abstract. When using a greedy algorithm for finding a model, as is the case in many data mining algorithms, there is a risk of getting caught in local extrema, i.e., suboptimal solutions. Widening is a technique for enhancing greedy algorithms by using parallel resources to broaden the search in the model space. The most important component of widening is the selector, a function that chooses the next models to refine. This selector ideally enforces diversity within the selected set of models in order to ensure that parallel workers explore sufficiently different parts of the model space and do not end up mimicking a simple beam search. Previous publications have shown that this works well for problems with a suitable distance measure for the models, but if no such measure is available, applying widening is challenging. In addition these approaches require extensive, sequential computations for diverse subset selection, making the entire process much slower than than the original greedy algorithm. In this paper we propose the bucket selector, a model-independent randomized selection strategy. We find that (a) the bucket selector is a lot faster and not significantly worse when a diversity measure exists and (b) it performs better than existing selection strategies in cases without a diversity measure.
Introduction
An important component of many algorithms that need to traverse a large model space is greedy search. Data mining algorithms such as hierarchical clustering, rule set induction, and decision tree learning all rely on its ability to find good enough solution states quickly. In this setting, the increasingly available parallel computing resources can be leveraged in two ways. First, proposals have been made to use these resources to improve the runtime performance of greedy search algorithms, i.e., to find the same results faster [2, 6] . A second use of parallel computing resources that has been studied is to improve the task-based performance of greedy algorithms by addressing their shortcomings, namely their tendency to get caught in local extrema. These techniques propose to search the model space in parallel, maintaining and improving multiple diverse (possibly incomplete) solutions until a better final model is found.
In this paper, we focus on this second class of greedy search algorithms and, in particular, on the technique of widening [1] , which aims to maintain diverse models with little or, ideally, no communication between the parallel workers. In order to prevent workers from pursuing similar solutions because they show promise at first, widening relies on a distance measure and a selection strategy that together enforce diversity. However, deciding which distance measure and selection strategy to use for a given problem can be challenging itself.
On the one hand, designing a measure that selects good and diverse models from a large model space is a multi-objective optimization problem, which, in general, is difficult to solve. Nevertheless, widening has shown very promising results for problems that have a suitable model-dependent distance measure. Examples of such problems include the set cover problem [9] , KRIMP [12] , Bayesian networks [13] , and hierarchical agglomerative clustering [7] .
On the other hand, the state-of-the-art selection strategies either require a distance matrix for the models or the models to be sorted according to their quality. These preconditions put severe limits on the independence of individual parallel workers as they have to exchange their models frequently, resulting in a large increase in runtime over the sequential greedy algorithm.
In order to address these two challenges, we propose a model-independent diverse selection strategy for widening, the so-called bucket selector. We argue that our selection strategy is a powerful technique to enable widening for problems that have no straightforward distance measure or that require more independence of workers than state-of-the-art selection strategies can provide. As an example of such a greedy search problem, we use the set covering problem as a demonstrator and the ordering of joins during query optimization in relational database systems [14] .
In summary, this paper makes the following contributions:
-We propose the bucket selector, a novel selection strategy that uses randomized partitioning in order to facilitate exploration of the model space while still exploiting promising areas (Section 4). -In our evaluation, we demonstrate that (a) the performance of the bucket selector is not significantly worse for problems that have a well-known modeldependent distance measure, (b) it outperforms existing selection strategies for problems without such a measure and (c) in both cases, it finds results faster than other strategies (Section 5).
We begin in Sections 2 and 3 by giving an overview of related work and an introduction to widening, respectively. Concluding remarks are given in Section 6.
Work focusing on the diversity of models has been done mostly in the areas of ensemble learning and genetic algorithms, but interesting approaches can also be found in satisficing planning, where the objective is to find a good enough solution for a given problem. A very popular and powerful method of utilizing parallel resources is the learning of multiple predictors concurrently, i.e., ensemble learning, resulting in a group of models that leverages the wisdom of the crowd by combining the individual models' predictions, e.g., by (weighted) majority vote. Bagging [4] is a method that is often used to ensure that the learners specialize in different areas of the feature space. In ensemble learning, promoting diversity among the individual members is an important part of building the joint classifier, as multiple very similar predictors would not contribute any additional knowledge. In general the diversity among members of an classifier ensemble is perceived to be high if the predictors' outputs differ. This makes sense for an ensemble, as a single model does not necessarily need to be good for every part of the input space, but overfit and focus on a fraction of it instead. When the goal is to select one generally good model in the end, this notion of diversity does not suffice.
Genetic algorithms provide a more fitting approach here, as they usually maintain a population, but the goal is to find one best solution. In order to avoid premature convergence of the population the selection of individuals to take over into the next iteration often consists of the fittest and some less fit individuals. Additionally, techniques such as fitness sharing [8] can be employed to enforce exploration of the model space.
Other approaches presented in previous widening publications use various distance metrics to enforce diversity. For set covering Ivanova et al. [9] use the Jaccard coefficient, Sampson et al. use the Frobenius Norm of the difference of the graphs' Laplacians to compare Bayesian networks [12] and an optimization based on p-dispersion-min-sum for KRIMP [13] . Fillbrunn et al. [7] compare incomplete hierarchical clustering trees by using the Robinson-Foulds metric. Most selection strategies presented in those publications are either computationally too expensive to be feasible for use in greedy algorithms due to them having to sort the models or build distance matrices, or they require extensive communication between workers.
Widening
Widening is an improvement for greedy algorithms that learn a model by iteratively refining it. Formally, such a sequential algorithm performs the following update on the model m ∈ M in each iteration:
Here, r is the refinement function that builds all possible successors for a model and s is a selection function that selects a single model, usually based on some heuristic ψ : M → R for the model's quality. The update rule is applied either until the model does not change anymore, cannot be refined further, or is deemed good enough. For a widened and parallel algorithm the update rule is extended for multiple models and the selection function is split into a thread/worker local and a global part:
where k is the number of models held by parallel workers and refined individually. The selection function is applied locally to each worker and then globally to the union of these selected refinements to produce the next k models. We call k the width of the algorithm. Instead of a greedy search through the model space, this approach resembles a beam search, enabling broader exploration of the model space while still exploiting promising areas thoroughly. For k = 1 a widened algorithm behaves greedily and if k is large enough the model space is searched exhaustively. If the selection operator simply selects models based on ψ, the solutions found by the individual workers are likely to either converge or be very similar, leading to inefficient use of compute resources and a lack of exploration. We call this simple and fast approach top-k. Widening aims to counteract this behavior by making the workers choose sufficiently different models m 1 , . . . , m k . But at the same time, the models must be good according to the heuristic, so that the workers do not optimize solely based on diversity. The solution to this multi-objective optimization problem is the responsibility of the selection function s. Ivanova et al. [9] introduced the diverse top-k selector which selects the best k models that are also sufficiently diverse from one another. While the top-k selection strategy does not enforce diversity at all, diverse-top-k cannot be run as efficiently because in each operation the models have to be sorted by quality. Additionally, it relies on a model-specific distance measure that is not always easy to find.
In the next section, we present the bucket selector, a randomized selection strategy that does not require a distance function, is easily parallelizable with little communication between the workers, and shows promising results in our initial performance study.
The Bucket Selector
The bucket selector enhances diversity by selecting not just the best models, but by partitioning the models into buckets and selecting the best model from each bucket. In which bucket a model is placed is determined by a hash function h : M → [0, k). The ith model selected by s local and s global is therefore:
Because the same hash function is used locally and globally, s local = s global as is also the case for the top-k selector.
The choice for the hash function is obviously problem-dependent. In addition to the usual properties of hash functions (even distribution of hash values, same hash value for identical models) it would also be desirable to guarantee an even distribution of hash values in each step of the algorithm and possibly also equal hash values for semantically equivalent models. We plan to investigate these issues in subsequent work.
Using the bucket selector, we achieve diversity by using the hash function, while also ensuring that the same model is not selected twice. By fixing the bucket number for which a worker is responsible, we can further limit the necessary inter-worker communication to the transfer of the best model in a bucket to the respective worker node, avoiding the central collection of models altogether. For k = 3 this means that Worker 1 sends the best model in Bucket 2 to Worker 2 and the best model in Bucket 3 to Worker 3. Workers 2 and 3 do the same for Buckets 1 and 3 or 1 and 2, respectively. As a consequence, k · (k − 1) models have to be transferred in each iteration.
Given k workers and n models, the time complexity of the hash bucket selector is O(n + k 2 ): n for finding the best model in each bucket locally and k 2 because each worker gets all models in its bucket and must find the best one. Partitioning the models based on their hash value ensures that the same models produced by different workers still end up in the same bucket and the selection step is deterministic. A downside of the hashing is the fact that the models may not be evenly distributed across buckets or buckets may even stay empty if k is large and the number of refinements is small. To ensure that approximately the same number of models competes for the top spot in each bucket, we can randomly shuffle the model list and assign a model m j at index j to a bucket using the function h → j mod k. In contrast to hash partitioning the shuffle approach is sensitive to duplicate models: a good model that is sorted into multiple buckets may also be the best model in all of them and therefore reduce the diversity of the selected models. Adding explicit deduplication increases the time complexity to O(nk +k 2 ) because for each model that is put at the top spot of a bucket, the top spots of all other buckets have to be checked for a duplicate.
If determinism is important, it is also possible to hash the models into l > k buckets and iteratively merge the smallest buckets until k buckets are left. The complexity for this approach is O(n(l − k) + k 2 ) and its exploration behavior compared to that of top-k is shown in Figure 1 . It should be noted that if the number of refinements is much larger than k, the probability of empty buckets is very small and bucket merging is not necessary.
Evaluation
In this section, we present the results of an initial study that we carried out by applying the bucket selector to the set cover problem and the join ordering problem for query optimization in relational database systems. The set cover problem serves as a baseline to evaluate the bucket selector on a problem with a known good distance measure, whereas the join ordering problem is used as an example of a problem that has no straightforward distance measure. For both of these problems, we analyze and compare different selectors w.r.t. the quality of the solutions they find and their runtime performance with different grades of parallelization.
The Set Cover Problem
The set cover problem is an NP-hard problem from combinatorics [11, p. 414] . Given a collection of sets S whose union spans a universe U, the goal is to find the smallest subset C ⊆ S that still spans the whole universe.
An iterative algorithm for solving the problem greedily has been given by Johnson et al. [10] . The algorithm starts with an empty temporary coverĈ and iteratively adds the set from S that covers the largest number of currently uncovered elements of U. Given a model with temporary coverĈ and the set of sets that are not yet taken S = {s|∀s : s ∈ S, s / ∈Ĉ}, we can refine it and find set R of all possible new temporary covers with:
From this set we can then select the k covers that cover the largest part of U for the next iteration. For a heuristic estimation of a cover's quality we can therefore simply use the size of the union of the sets contained within it, i.e. the size of the partial cover.
We compute the hash values of our models based on the bit set containing the indices of the sets contained in the cover. In our implementation we make use of the java.util.BitSet#hashCode() method.
Set Cover Results
We evaluated the set covering performance of the bucket selector on three benchmark data sets: rail507, rail516, and rail582 [3] , all of which are from a real-life train-crew scheduling problem. We ran each experiment 200 times, shuffling the order in which we presented the data to the algorithm each time. When models are sorted by quality, ties between two models are broken based on the smallest set-index that is contained in the cover 4 . For the diverse top-k selector we used a threshold based on the jaccard index as described by Ivanova et al. [9] . As can be seen in Figure 2 , increasing the number of models maintained in parallel has a positive effect on the final size of the found set cover. Diverse Topk with k = 10 even achieves a slightly better mean set cover size than Top-k with k = 50. We also see that the bucket selector performs better than the top-k algorithm in all datasets, but worse than the diverse top-k approach for rail507 and rail516. While the improvements the bucket selector brings over Top-k seem small, it has to be noted that this comes at no additional computational cost, as will be shown in Section 5.5.
The Join Ordering Problem
In contrast to the set cover problem, the join ordering problem for query optimization in a relational database system does not have a representation with a straightforward distance measure. We therefore demonstrate for this problem how join queries can be optimized using widening and the bucket selector.
The join ordering problem has the form T , P , where T are the tables to be joined and P are predicates of the form A, B, s , connecting tables A and B with selectivity s. The selectivity denotes the fraction of rows retained from the crossproduct A×B, so that the resulting table has the cardinality |A B| = |A|·|B|·s.
In order to find an efficient execution plan for a database query comprising multiple joins, the query optimizer needs to enumerate all orders in which the elements of T can be joined together into one join tree, i.e. all binary trees where the leaves are elements of T and the inner nodes are joins with zero or more predicates from P. We disregard commutations (i.e., A B ≡ B A), which reduces the number of candidates to inspect. For N tables there are
distinct trees. For each of these join orders, the query optimizer estimates the cost of the corresponding query execution plan based on a cost model that represents CPU and I/O overhead. For a large number of tables (N > 15) the exhaustive enumeration of all possible table combinations is infeasible and query optimizers typically need to restrict the search space or resort to greedy or genetic algorithms to find good plans. As we focus exclusively on the ordering of joins in this paper, the sizes of the original and intermediate tables is the main factor that influences the overall cost of a query execution plan.
In this section, we show that widening with the bucket selector performs favorably compared to the top-k selector and the simple greedy algorithm, suggesting that diversity is an important factor in the search for good join orders.
In the widening framework a model for a join optimization problem has the form R, P where R are relations (tables or joins) and P are the remaining predicates. In the initial model each element of R is a table (R = T ). To refine an unfinished model m = R, P we take each predicate P = R 1 , R 2 , s with R 1 , R 2 ∈ R from P and create a new model
In the selection step we can use this formula for our quality heuristic and select the k models with the lowest cost estimation, e.g., ψ(m) = 1 cost(m) . The hash function for join trees is computed by first assigning a unique random number to every table and calculating hash values of inner nodes in a bottom-up fashion using the formula h(a b) = 31 · (31 · j(a b) + h(a)) + h(b), where j(·) returns the number of joins in a join (sub-)tree. The hash value of the whole tree is that of its root node.
Join Ordering Results
We evaluate our bucket selector on the join optimization problem with randomly generated tables and join predicates. For this evaluation, we use a random bucket selector that first puts one random model in each bucket and then assigns random buckets to the remaining models, i.e., each bucket always has at least one model, given the number of models is greater or equal k. The hash bucket selector uses a hash code based on the join tree structure.
We limit our evaluation to joins in a snowflake schema, a topology that is common in data warehouses. A snowflake schema consists of a large fact table, which is connected to multiple dimension tables, which in turn have connections to further, smaller tables. We selected this use case because it is known to be challenging: in a snowflake schema, optimal plans often involve cross-products of the smaller tables, which are typically not enumerated by exact optimizers to reduce the search space.
In our experiments the fact table has a cardinality between 500,000 and 1,000,000 rows, the dimension tables have a cardinality between 500 and 1000 rows and the outer tables have a cardinality between 10 and 100 rows. The predicates for the joins between the fact and the dimension tables have a selectivity between 0.0001 and 0.0005 and the dimension tables are connected to the outer tables by predicates with a selectivity between 0.01 and 0.05. Each experiment is repeated 1000 times with random predicate selectivities and cardinalities within the given bounds. We also allow cross products, which are treated as joins with a predicate that has a selectivity of 1.0.
For a total of 16 tables arranged in a snowflake topology (1 fact table, 3  dimension tables and 12 outer tables) we can compare our results to the optimal plan. As can be seen in Figure 3a both the random bucket and hash bucket selector outperform the top-k selector in terms of plan costs. We also see that as k increases the bucket approaches show greater improvement: while the top-k selector's mean plan costs improve from 205% at k = 1 to 196% at k = 100, the random bucket selector improves from 165.3% to 139% and the hash bucket selector from 163.8% to 137.5%.
For a larger number of tables the calculation of the optimal plan becomes infeasible. In order to evaluate the bucket selector on such an example, we follow a similar approach as described by Bruno et al. [5] and compare the plans found by the bucket selector to the plans found by the top-k selector. Figure 3b depicts the plan costs of the bucket selector relative to the top-k selector. Both the random and hash bucket selector perform better, with a mean improvement of about 10%. The higher the width k of the search is, the larger is the benefit the bucket selector has. With k = 10 the hash bucket selector produces on average plans with 89.9% of the top-k selector's cost and with k = 100 this cost sinks to 83.9%.
In both experiments, we see that the hash bucket selector produces slightly better plans than the random bucket selector. This is due to the imperfect handling of duplicate models as explained in Section 4: a model that occurs multiple times in the refinements can be the top of multiple buckets if they are assigned randomly, thus resulting in less than k selected models. As we can see in the next section, the random bucket selector in return offers a slightly better runtime without explicit deduplication. 
Notes on Runtime
Apart from solution quality, the runtime of the search algorithm plays just as important a role. This especially concerns join plan generation, where the latency with which a database query optimizer can return a result to the user is the most crucial factor. In the following section, we evaluate the time the optimization algorithm needs to find a solution for different selectors. All benchmarks are performed on a machine with 64 gigabytes of main memory and an Intel Core i7-5930K CPU with 6 physical and 6 virtual cores. For our experiments, we use the Java Microbenchmarking Harness (JMH) 5 to minimize the influence of Java's Just-in-Time compiler on the measurements. We run each experiment 200 times in batches of 20 iterations, creating a new virtual machine and performing five warm-up iterations for every batch.
For the set covering problem we run experiments with the rail507 data set and compare the top-k, diverse top-k, hash bucket, and random bucket selectors. In Figure 4a we see that diverse top-k is considerably slower than the other selectors and that the random bucket selector slightly outperforms the hash bucket and the top-k selectors in terms of runtime. That the hash bucket selector is as fast as the top-k selector, despite theoretically better runtime complexity, is likely a result of the rather time consuming calculation of the hash function.
Our runtime evaluation of the join order optimization problem is conducted on randomly generated snowflake topologies with 1 fact table, 5 dimension tables and 25 outer tables. We compare the top-k selector and the hash and random bucket selectors. As depicted in Figure 4b , both bucket selection strategies are faster than the top-k approach, the random bucket selector finding a solution almost twice as fast for k = 64. 
Conclusion
We have proposed the bucket selector-enforcing diversity with a random or hash-based partitioning of intermediate models-as a favorable alternative to simple top-k selection, providing better results in terms of model quality and runtime. We also found that bucket selection cannot beat the solution quality of the diverse top-k selection strategy in the set covering problem, where a good distance measure for the models exists. We thus see the bucket selector as a middle ground, being better than simple top-k and providing the benefit of model independence and improved runtime over diverse top-k selection.
As an example for a problem without a known good model distance measure, we presented our results for the heuristic optimization of query plans for snowflake joins. This problem seems to benefit from diversity enhancement during search, as we can quickly generate query plans that have on average 83.9% of the costs of the plans found by the top-k approach. Our results motivate further work in the area of join order optimization concerning tests with other table topologies and the implementation of parallel query optimizers.
