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Abstract
The structure of the ω-limit sets is thoroughly investigated for the skew-product semiflow
which is generated by a scalar reaction-diffusion equation
ut = uxx + f(t, u, ux), t > 0, x ∈ S
1 = R/2πZ,
where f is uniformly almost periodic in t and satisfies f(t, u, ux) = f(t, u,−ux). We show
that any ω-limit set Ω contains at most two minimal sets. Moreover, any hyperbolic ω-limit
set Ω is a spatially-homogeneous 1-cover of hull H(f). When dimV c(Ω) = 1 (V c(Ω) is the
center space associated with Ω), it is proved that either Ω is a spatially-homogeneous, or Ω
is a spatially-inhomogeneous 1-cover of H(f).
1 Introduction
In this paper we investigate the dynamics of bounded solutions for the scalar reaction-diffusion
equations on the circle
ut = uxx + f(t, u, ux), t > 0, x ∈ S
1 = R/2πZ, (1.1)
where f : R×R×R→ R together with all its derivatives (up to order 2) are almost periodic in
t uniformly for (u, p) in compact subsets.
To carry out our investigation, we embed (1.1) into a skew-product semiflow in the following
way. Let fτ (t, u, p) = f(t + τ, u, p)(τ ∈ R) be the time-translation of f , then the function f
∗Partially supported by NSF of China No.11371338, 11471305, Wu Wen-Tsun Key Laboratory and the Fun-
damental Research Funds for the Central Universities.
†Partially supported by NSF of China No.11601498.
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generates a family {fτ |τ ∈ R} in the space of continuous functions C(R×R×R,R) equipped with
the compact open topology. By the Ascoli–Arzela theorem, the hull H(f) of f (i.e. the closure
of {fτ |τ ∈ R} in the compact open topology) is a compact metric space and every g ∈ H(f) is
uniformly almost periodic with the same regularity as f . Hence, the action of time-translation
g · t ≡ gt (g ∈ H(f)) defines a compact minimal flow on H(f) (cf. [25, 30]). This means that
H(f) is the only nonempty compact subset of itself that is invariant under the flow g · t. As a
consequence, equation (1.1) induces a family of equations associated to each g ∈ H(f),
ut = uxx + g(t, u, ux), t ≥ 0, x ∈ S
1. (1.2)
Let X be the fractional power space associated with the operator u → −uxx : H
2(S1) →
L2(S1) such that the embedding relation X →֒ C1(S1) is satisfied. Choose any u ∈ X, then
(1.2) admits (locally) a unique solution ϕ(t, ·;u, g) in X with ϕ(0, ·, u, g) = u(·). Moreover, the
solution continuously depends on g ∈ H(f) and u ∈ X. Therefore, (1.2) defines a (local) skew
product semiflow Πt on X ×H(f):
Πt(u, g) = (ϕ(t, ·;u, g), g · t), t ≥ 0. (1.3)
By the standard a priori estimates for parabolic equations (see [13]), if ϕ(t, ·;u, g)(u ∈ X) is
bounded in X in the existence interval of the solution, then u is a globally defined classical
solution. The study of the asymptotic behavior of ϕ(t, ·;u, g) boils down to the problem of
understanding the structure of the ω-limit set ω(u, g) of ϕ(t, ·;u, g). Note that, for any δ > 0,
{ϕ(t, ·;u, g) : t ≥ δ} is relatively compact in X. Consequently, ω(u, g) is a nonempty connected
compact subset of X×H(f). It is also known that Πt restricted on the ω-limit set ω(u, g) has a
unique continuous backward time extension, and hence, admits a flow extension (see, e.g. [12]).
When f is independent of t, Massatt [16] and Matano [18] showed independently that any
periodic orbit is a rotating wave u = φ(x − ct) for some 2π-periodic function φ and constant
c, and any ω-limit set is either itself a single rotating wave, or a set of equilibria differing by
phase shift in x. Moreover, if f(u, ux) = f(u,−ux), then any ω-limit set is just an equilibrium.
In [10], the well-known Poincare´-Bendixson type theorem has been established by Fiedler and
Mallet-Paret for f which is independent of t but can depend on x.
In the case that f in (1.1) is time-periodic with period 1 (equivalently, H(f) is homeomorphic
to the circle T 1 = R/Z), Sandstede and Fiedler [24] showed that the ω-limit set ω(u) can be
viewed as a subset of the two-dimensional torus T 1 × S1 carrying a linear flow. Moreover, for
f(t, u, ux) = f(t, u,−ux), Chen and Matano [4] proved that the ω-limit set ω(u) of any bounded
solution consists of a unique time-periodic orbit with period 1. For the general f which is time-
periodic but depending on x, one may refer to Teresˇcˇa´k’s work [31] to see that any ω-limit set
of the associated Poincare´ map can be imbedded into a 2-dimensional plane; and moreover, the
chaotic behavior was exhibited in [24] for such general f .
In the case that f in (1.1) is time almost-periodic, the present authors [26] thoroughly investi-
gated the structure of the minimal sets generated by (1.1). Among others, they have proved that
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a minimal setM is a spatially-homogeneous 1-cover ofH(f) if it is hyperbolic (i.e., the dimension
of the center space V c(M) associated withM is 0). When dimV c(M) = 1 (resp. dimV c(M) = 2
with dimV u(M) being odd), they have obtained that either M is spatially-homogeneous; or M
can be (resp. residually) embedded into an almost-periodically (resp. almost-automorphically)
forced circle-flow S1 ×H(f). The structure of the minimal sets with higher-dimensional center
spaces still remains open; and moreover, that of the ω-limit sets for (1.1) have not been studied
so far from this point of view.
In the present paper we will focus on the structures of the ω-limit sets for (1.1) under the
assumption of the reflection symmetry f(t, u, ux) = f(t, u,−ux). For such circumstance, it
is already known that any minimal set is an almost 1-cover of H(f) (see [26]). Note that
a minimal set is just a special case of the ω-limit sets. The current paper is devoted to a
basic description of the structure of a general ω-limit set of (1.3). More precisely, assume that
f(t, u, ux) = f(t, u,−ux) and let (u0, g0) ∈ X ×H(f) be such that the motion Π
t(u0, g0)(t ≥ 0)
is bounded. Then we have the following three main theorems (We write Ω for the ω-limit set
ω(u0, g0)):
Theorem A. The ω-limit set Ω contains at most two (obviously at least one) minimal sets. (See
also Theorem 3.1).
Theorem B. Any hyperbolic ω-limit set Ω is a spatially-homogeneous 1-cover of H(f). (See also
Theorem 4.1).
Theorem C. Assume that dimV c(Ω) = 1. Then Ω is either spatially-homogeneous or a spatially-
inhomogeneous 1-cover of H(f). (See also Theorem 5.1).
All these structural theorems for the ω-limit sets Ω of (1.3) are natural generalizations from
the autonomous and time-periodic cases ( [4, 16, 18, 24]) to the time almost-periodic systems.
One may further find that Theorems B&C have ever been considered in [26] under the additional
assumption that Ω itself is minimal. As a consequence, the structural theorems here are also
extensions of [26] from the minimal sets to general ω-limit sets for (1.3).
For separated boundary conditions, one may observe the related structural theorems for
the ω-limit sets, or even the 1-covering property of the hyperbolic ω-limit sets with general
nonlinearity f(t, x, u, ux) (see Shen-Yi [27–30]). However, with periodic boundary condition one
can not expect the corresponding phenomena of the ω-limit sets in general (see [20, 24, 26] and
references therein). For instance, for system (1.1) with f being replaced by f(x, u, ux), Fiedler
and Mallet-Paret [10] proved that any ω-limit set of (1.1) is either a single periodic orbit or it
consists of equilibria and connecting (homoclinic and heteroclinic) orbits. When f is replaced by
f(t, x, u, ux), it is only known that the uniformly stable minimal set is topologically conjugate
to a skew-product flow on some Mˆ ⊂ R2 × H(f) (see [26, Theorem 5.2]). As a consequence,
the understanding of the structure of general ω-limit sets of (1.1) with f = f(t, x, u, ux) is very
limited.
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Theorems A and B here help us understand the structures of the ω-limit sets under the
assumption of the reflection-symmetry f(t, u, ux) = f(t, u,−ux). Moreover, to the best of our
knowledge, the structure of general ω-limit sets with nontrivial center spaces have been hardly
studied for both separated boundary and periodic boundary conditions (see some related results
for the minimal sets in [26,29] and for tridiagonal competitive-cooperative systems [8,9]). The-
orem C seems to be the first attempt to tackle this problem for the general ω-limit sets with
nontrivial center spaces.
This paper is organized as follows. In section 2, we introduce some notations, relevant
definitions and preliminary results, including the almost periodic (automorphic) theory and the
invariant manifolds theory for skew-product semiflows, which will be important to our proofs.
In section 3, we will prove Theorem A (see the detail in Theorem 3.1) for the ω-limit set Ω.
In section 4, we will investigate the structure of the hyperbolic ω-limit sets and prove Theorem
B (see also Theorem 4.1). In section 5, we will focus on Theorem C (see also Theorem 5.1).
Finally, we will give several examples in Section 6 related to Theorem 3.1 and Theorem 5.1.
These examples illustrate that Ω can possess one or two minimal sets (i.e., Theorem 3.1(ii)-(iii)
indeed may occur); and moreover, if dimV c(Ω) ≥ 2 then the conclusion of Theorem 5.1 cannot
hold anymore.
2 Preliminaries
In this section, we summarize some preliminary materials to be used in later sections. We
start by introducing some basic concepts of skew-product semiflows, etc. Next, we recall the
definitions of almost periodic (automorphic) functions and some of their properties. We then
present some basic properties of zero numbers of solutions for linear parabolic equations. Finally,
we introduce the invariant subspaces and invariant manifold theory for the linear and nonlinear
parabolic equations on S1.
2.1 Basic concepts
Let Y be a compact metric space with metric dY , and σ : Y ×R→ Y, (y, t) 7→ y ·t be a continuous
flow on Y , denoted by (Y, σ) or (Y,R). A subset S ⊂ Y is invariant if σt(S) = S for every t ∈ R.
A subset S ⊂ Y is called minimal if it is compact, invariant and the only non-empty compact
invariant subset of it is itself. Every compact and σ-invariant set contains a minimal subset and
a subset S is minimal if and only if every trajectory is dense in S. The continuous flow (Y, σ)
is called to be recurrent or minimal if Y is minimal. A pair y1, y2 of different elements of Y is
distal, if there is a δ > 0 such that dY (y1 · t, y2 · t) > δ for every t ∈ R, the pair y1, y2 is called
proximal if it not distal. We say that the flow (Y, σ) is distal when, each pair y1, y2 of different
elements of Y is distal.
Hereafter, we always assume that Y is minimal and distal.
Let X,Y be metric spaces and (Y, σ) be a compact flow (called the base flow). Let also
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R
+ = {t ∈ R : t ≥ 0}. A skew-product semiflow Πt : X × Y → X × Y is a semiflow of the
following form
Πt(u, y) = (ϕ(t, u, y), y · t), t ≥ 0, (u, y) ∈ X × Y, (2.1)
satisfying (i) Π0 = IdX and (ii) the co-cycle property: ϕ(t + s, u, y) = ϕ(s, ϕ(t, u, y), y · t) for
each (u, y) ∈ X × Y and s, t ∈ R+. A subset A ⊂ X × Y is positively invariant if Πt(A) ⊂ A for
all t ∈ R+. The forward orbit of any (u, y) ∈ X × Y is defined by O+(u, y) = {Πt(u, y) : t ≥ 0},
and the ω-limit set of (u, y) is defined by ω(u, y) = {(uˆ, yˆ) ∈ X × Y : Πtn(u, y) → (uˆ, yˆ)(n →
∞) for some sequence tn →∞}.
A flow extension of a skew-product semiflow Πt is a continuous skew-product flow Πˆt such
that Πˆt(u, y) = Πt(u, y) for each (u, y) ∈ X × Y and t ∈ R+. A compact positively invariant
subset is said to admit a flow extension if the semiflow restricted to it does. Actually, a compact
positively invariant set K ⊂ X ×Y admits a flow extension if every point in K admits a unique
backward orbit which remains inside the set K (see [30, part II]). In particular, the ω-limit
set ω(u, g) defined above admits a flow extension (see, e.g. [12, 30]). A compact invariant set
K ⊂ X × Y for Πt (Πt(K) ⊂ K for all t ∈ R) is called minimal if it does not contain any other
nonempty compact invariant set than itself.
Let K ⊂ X × Y be a positively invariant set for Πt which admits a flow extension. For
each (u, y) ∈ K one can define a backward orbit of (u, y) as O−(u, y) = {Πt(u, y) : t ≤ 0}
and the α-limit set of (u, y) is defined as α(u, y) = {(uˆ, yˆ) ∈ X × Y : Πtn(u, y) → (uˆ, yˆ)(n →
∞) for some sequence tn → −∞}. Let also p : X ×Y → Y be the natural projection. Then p is
a flow homomorphism for the flows (K,R) and (Y, σ). Moreover, K ⊂ X×Y is called an almost
1-cover (1-cover) of Y if card(p−1(y) ∩K) = 1 for at least one y ∈ Y (for any y ∈ Y ).
2.2 Almost-periodic and almost-automorphic functions
Let D be a subset of Rm. We list the following definitions and notations in this subsection.
Definition 2.1. A continuous function f : R×D→ R, (t, w) 7→ f(t, w), is said to be admissible
if f(t, w) is bounded and uniformly continuous on R × K for any compact subset K ⊂ D. f
is Cr (r ≥ 1) admissible if f is Cr in w ∈ D and Lipschitz in t, and f as well as its partial
derivatives to order r are admissible.
Let f ∈ C(R ×D,R)(D ⊂ Rm) be admissible. Then H(f) = cl{f · τ : τ ∈ R} is called the
hull of f , where f ·τ(t, ·) = f(t+ τ, ·) and the closure is taken under the compact open topology.
Moreover, H(f) is compact and metrizable under the compact open topology (see [25,30]). The
time translation g · t of g ∈ H(f) induces a natural flow on H(f) (cf. [25]). Moreover, if f is
Cr-admissible then, g is also Cr-admissible for any g ∈ H(f) (see [30]).
Definition 2.2. A function f ∈ C(R,R) is almost periodic if, for any ε > 0, the set T (ε) :=
{τ : |f(t+ τ)− f(t)| < ε, ∀t ∈ R} is relatively dense in R. f is almost automorphic if for every
{t′k} ⊂ R there is a subsequence {tk} and a function g : R → R such that f(t+ tk) → g(t) and
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g(t− tk)→ f(t) point wise. A function f ∈ C(R×D,R)(D ⊂ R
m) is uniformly almost periodic
(automorphic) in t, if f is both admissible and, for each fixed d ∈ D, f(t, d) is almost periodic
(automorphic) with respect to t ∈ R.
Remark 2.1. If f is a uniformly almost automorphic function in t, thenH(f) is always minimal,
and there is a residual set Y ′ ⊂ H(f), such that all g ∈ Y ′ is an almost automorphic function
in t. If f is a uniformly almost perioidc function in t, then H(f) is always minimal and distal,
and every g ∈ H(f) is uniformly almost periodic function (see, e.g. [30]).
2.3 Zero number function
Given a C1-smooth function u : S1 → R1, the zero number of u is defined as
z(u(·)) = card{x ∈ S1|u(x) = 0}.
The following lemma was originally presented in [1] and [17] and was improved in [3].
Lemma 2.1. Consider the linear system{
ϕt = a(t, x)ϕxx + b(t, x)ϕx + c(t, x)ϕ, x ∈ S
1,
ϕ0 = ϕ(0, ·) ∈ H
1(S1),
(2.2)
where a, at, ax, b and c are bounded continuous functions, a ≥ δ > 0. Let ϕ(t, x) be a classical
nontrivial solution of (2.2). Then the following properties holds.
(a) z(ϕ(t, ·)) <∞,∀t > 0 and is non-increasing in t.
(b) z(ϕ(t, ·)) can drop only at t0 such that ϕ(t0, ·) has a multiple zero in S
1.
(c) z(ϕ(t, ·)) can drop only finite many times,and there exists a T > 0 such that ϕ(t, ·) has
only simple zeros in S1 as t ≥ T (hence z(ϕ(t, ·)) = constant as t ≥ T ).
Lemma 2.2. For any g ∈ H(f), Let ϕ(t, ·;u, g) and ϕ(t, ·; uˆ, g) be two distinct solutions of (1.2)
on R+. Then
(a) z(ϕ(t, ·;u, g) − ϕ(t, ·; uˆ, g)) <∞ for t > 0 and is non-increasing in t;
(b) z(ϕ(t, ·;u, g)) − ϕ(t, ·; uˆ, g))) strictly decreases at t0 such that the function ϕ(t0, ·;u, g)) −
ϕ(t0, ·; uˆ, g) has a multiple zero in S
1;
(c) z(ϕ(t, ·;u, g))−ϕ(t, ·; uˆ, g))) can drop only finite many times, and there exists a T > 0 such
that
z(ϕ(t, ·;u, g)) − ϕ(t, ·; uˆ, g))) ≡ constant
for all t ≥ T .
Proof. See Lemma 2.3 in [26].
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Lemma 2.3. Let u ∈ X be such that u has only simple zeros on S1, then there is δ > 0 such
that for any v ∈ X with ‖v‖ < δ, one has
z(u) = z(u+ v)
Proof. See Corollary 2.1 in [24] or Lemma 2.3 in [4].
The proof of the following lemma can be found in [26, Lemma 2.4].
Lemma 2.4. Fix g, g0 ∈ H(f). Let (u
i, g) ∈ p−1(g), (ui0, g0) ∈ p
−1(g0)(i = 1, 2, u
1 6=
u2, u10 6= u
2
0) be such that Π
t(ui, g) is defined on R+ and Πt(ui0, g0) is defined on R. If there
exists a sequence tn → +∞ (resp. sn → −∞) as n→∞, such that Π
tn(ui, g) → (ui0, g0) (resp.
Πsn(ui, g)→ (ui0, g0)) as n→∞(i = 1, 2), then
z(ϕ(t, ·;u10, g0)− ϕ(t, ·;u
2
0, g0)) ≡ constant,
for all t ∈ R.
2.4 Invariant subspaces for linear parabolic equations on S1
Consider the following linear parabolic equation:
ψt = ψxx + a(x, ω · t)ψx + b(x, ω · t)ψ, t > 0, x ∈ S
1 = R/2πZ, (2.3)
where ω ∈ Ω, ω · t is a flow on a compact metric space Ω, a, b : S1 × Ω → R1 are continuous,
and aω(t, x) = a(x, ω · t), bω(t, x) = b(x, ω · t) are Ho¨lder continuous in t.
Throughout this subsection, X is the fractional power space associated with the operator
u→ −uxx : H
2(S1)→ L2(S1) such that the embedding relation X →֒ C1(S1) is satisfied.
Now we recall the concept of exponential dichotomy (ED) and Sacker-Sell spectrum.
Let Ψ(t, ω) : X → X be the evolution operator generated by (2.3), that is, the evolution
operator of the following equation:
v′ = A(ω · t)v, t > 0, ω ∈ Ω, v ∈ X, (2.4)
where A(ω)v = vxx + a(x, ω)vx + b(x, ω)v, and ω · t is as in (2.3).
Define Π¯t : X × Ω→ X ×Ω by
Π¯t(v, ω) = (Ψ(t, ω)v, ω · t), (2.5)
Clearly, Π¯t is a linear skew-product semiflow on X × Ω. We say Ψ admits an exponential
dichotomy over Ω if there exist K > 0, α > 0 and continuous projections P (ω) : X → X
such that for all ω ∈ Ω, Ψ(t, ω)|R(P (ω)) : R(P (ω)) → R(P (ω · t)) is an isomorphism satisfying
Ψ(t, ω)P (ω) = P (ω·t)Ψ(t, ω), t ∈ R+ (hence Ψ(−t, ω) := Ψ−1(t, ω·−t) : R(P (ω))→ R(P (ω·−t))
is well defined for t ∈ R+); moreover,
‖Ψ(t, ω)(I − P (ω))‖ ≤ Ke−αt, t ≥ 0,
‖Ψ(t, ω)P (ω)‖ ≤ Keαt, t ≤ 0.
(2.6)
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Here R(P (ω)) is the range of P (ω). Let λ ∈ R and define Π¯tλ : X × Ω→ X ×Ω by
Π¯tλ(v, ω) = (Ψλ(t, ω)v, ω · t),
where Ψλ(t, ω) = e
−λtΨ(t, ω). So, Π¯tλ is also a linear skew-product semiflow on X × Ω. We call
σ(Ω) = {λ ∈ R : Π¯tλ has no exponential dichotomy over Ω}
the Sacker-Sell spectrum of (2.3) or (2.4). If Ω is compact and connected, then the Sacker-Sell
spectrum σ(Ω) = ∪∞k=0Ik, where Ik = [ak, bk] and {Ik} is ordered from right to left, that is,
· · · < ak ≤ bk < ak−1 ≤ bk−1 < · · · < a0 ≤ b0 (see [5, 22,23]).
Given any given 0 ≤ n1 ≤ n2 ≤ ∞. When n2 6=∞, let
V n1,n2(ω) = {v ∈ X :‖Ψ(t, ω)v‖ = o(ea
−t) as t→ −∞
‖Ψ(t, ω)v‖ = o(eb
+t) as t→∞}
(2.7)
where a−, b+ are such that bn2+1 < a
− < an2 ≤ bn1 < b
+ < an1−1. Here an1−1 = ∞ if
n1 = 0. For any a
− ∈ (bn2+1, an2) (resp. b
+ ∈ (bn1 , an1−1)), Ψa−(t, ω) (resp. Ψb−(t, ω)) admits
an exponential dichotomy over Ω. Let Pa−(ω) (resp. Pb+(ω)) be the associated continuous
projection, which is in fact independent of a− ∈ (bn2+1, an2) (resp. b
+ ∈ (bn1 , an1−1)). Then
V n1,n2(ω) = R(I−Pb+(ω))∩R(Pa−(ω)). Recall that Ψ(t, ω)|R(P
a−
(ω)) is an isomorphism, it then
yields that Ψ(t, ω)v is well defined for v ∈ V n1,n2(ω) and t < 0. When n1 < n2 =∞, let
V n1,∞(ω) = {v ∈ X : ‖Ψ(t, ω)v‖ = o(eb
+t)as t→∞}
where b+ is such that bn1 < b
+ < λ for any λ ∈ ∪n1−1k=0 Ik. V
n1,n2(ω) is called the invariant
subspace of (2.3) or (2.4) associated with the spectrum set ∪n2k=n1Ik at ω ∈ Ω.
Suppose that 0 ∈ σ(Ω) and n0 is such that 0 ∈ In0 ⊂ σ(Ω). Then V
s(ω) = V n0+1,∞(ω),
V cs(ω) = V n0,∞(ω), V c(ω) = V n0,n0(ω), V cu(ω) = V 0,n0(ω), and V u(ω) = V 0,n0−1(ω) are
referred to as stable, center stable, center, center unstable, and unstable subspaces of (2.3) at
ω ∈ Ω, respectively.
Suppose that 0 6∈ σ(Ω) and n0 is such that In0 ⊂ (0,∞) and In0+1 ⊂ (−∞, 0). V
s(ω) =
V n0+1,∞(ω) and V u(ω) = V 0,n0(ω) are referred to as stable and unstable subspaces of (2.3) at
ω ∈ Ω, respectively.
2.5 Invariant manifolds of nonlinear parabolic equations on S1
Consider
v′ = A(ω · t)v + F (v, ω · t), t > 0, ω ∈ Ω, v ∈ X (2.8)
where ω · t and A(ω · t) are as in (2.4), F (·, ω) ∈ C1(X,X0), F (v, ·) ∈ C
0(Ω,X0) (v ∈ X),
Fω(t, v) = F (v, ω · t) is Ho¨lder continuous in t, and F (v, ω) = o(‖v‖) (X0 = L
2(S1)), here X
is as in the previous subsection. It is well-known that the solution operator Φt(·, ω) of (2.8)
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exists in the usual sense, that is, for any v ∈ X, Φ0(v, ω) = v, Φt(v, ω) ∈ D(A(ω · t)); Φt(v, ω) is
differentiable in t with respect to X0 norm and satisfies (2.8) for t > 0.
Suppose that σ(Ω) = ∪∞k=0Ik is the spectrum of (2.4). The following lemma can be proved
by using arguments as in [2, 6, 7, 13].
Lemma 2.5. There is a δ0 > 0 such that for any 0 < δ
∗ < δ0 and 0 ≤ n1 ≤ n2 ≤ ∞, (n1 6= n2
when n2 = ∞), (2.8) admits for each ω ∈ Ω a local invariant manifold W
n1,n2(ω, δ∗) with the
following properties.
(i) There are K0 > 0, and a bounded continuous function h
n1,n2(ω) : V n1,n2(ω)→ V n2+1,∞(ω)⊕
V 0,n1−1(ω)) being C1 for each fixed ω ∈ Ω, and hn1,n2(v, ω) = o(‖v‖), ‖(∂hn1,n2/∂v)(v, ω)‖ ≤
K0 for all ω ∈ Ω, v ∈ V
n1,n2(ω) such that
W n1,n2(ω, δ∗) = {vn1,n20 + h
n1,n2(vn1,n20 , ω) : v
n1,n2
0 ∈ V
n1,n2(ω) ∩ {v ∈ X : ‖v‖ < δ∗}} .
Moreover, W n1,n2(ω, δ∗) are diffeomorphic to V n1,n2(ω)∩{v ∈ X|‖v‖ < δ∗}, andW n1,n2(ω, δ∗)
are tangent to V n1,n2(ω) at 0 ∈ X for each ω ∈ Ω.
(ii) W n1,n2(ω, δ∗) is locally invariant in the sense that if v ∈W n1,n2(ω, δ∗) and ||Φt(v, ω)|| < δ
∗
for all t ∈ [0, T ], then Φt(v, ω) ∈ W
n1,n2(ω · t, δ∗) for all t ∈ [0, T ]. Therefore, for any
v ∈W n1,n2(ω, δ∗), there is a τ > 0 such that Φt(v, ω) ∈W
n1,n2(ω · t, δ∗) for any t ∈ R with
0 < t < τ .
If 0 ∈ In0 = [an0 , bn0 ] ⊂ σ(Ω), thenW
s(ω, δ∗) =W n0+1,∞(ω, δ∗), W cs(ω, δ∗) =W n0,∞(ω, δ∗),
W c(ω, δ∗) = W n0,n0(ω, δ∗), W cu(ω, δ∗) = W 0,n0(ω, δ∗), and W u(ω, δ∗) = W 0,n0−1(ω, δ∗) are
referred to as local stable, center stable, center, center unstable, and unstable manifolds of (2.8)
at ω ∈ Ω, respectively.
In the following remark, we will list some useful properties of local invariant manifolds. These
properties also can be proved by following the similar argument in [2, 6, 7, 13].
Remark 2.2. (1) W s(ω, δ∗) and W u(ω, δ∗) are overflowing invariant in the sense that if δ∗ is
sufficiently small, then
Φt(W
s(ω, δ∗), ω) ⊂W s(ω · t, δ∗),
for t sufficiently positive, and
Φt(W
u(ω, δ∗), ω) ⊂W u(ω · t, δ∗),
for t sufficiently negative. W s(ω, δ∗) and W u(ω, δ∗) are unique and have the following charac-
terizations: there are δ∗1 , δ
∗
2 > 0 such that
{v ∈ X : ‖Φt(v, ω)‖ ≤ δ
∗
1 for t ≥ 0 and Φt(v, ω)→ 0 exponentially as t→∞}
⊂W s(ω, δ∗) ⊂ {v ∈ X : ‖v‖ ≤ δ∗2 , ‖Φt(v, ω)‖ → 0 as t→∞}
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and
{v ∈ X : the backward orbit Φt(v, ω) exists and ‖Φt(v, ω)‖ ≤ δ
∗
1 for t ≤ 0,
further, Φt(v, ω)→ 0 exponentially as t→ −∞}
⊂W u(ω, δ∗) ⊂ {v ∈ X : ‖v‖ ≤ δ∗2 , ‖Φt(v, ω)‖ → 0 as t→ −∞}.
Moreover, one can find constants α, C > 0, such that for any ω ∈ Ω, vs ∈ W s(ω, δ∗),
vu ∈W u(ω, δ∗),
‖Φt(v
s, ω)‖ ≤ Ce−
α
2
t‖vs‖ for t ≥ 0,
‖Φt(v
u, ω)‖ ≤ Ce
α
2
t‖vu‖ for t ≤ 0.
(2.9)
(2) W cs(ω, δ∗) (choose δ∗ smaller if necessary) has a repulsion property in the sense that if
||v|| < δ∗ but v /∈ W cs(ω, δ∗), then there is T > 0 such that ||ΦT (v, ω)|| ≥ δ
∗. Consequently, if
||Φt(v, ω)|| < δ
∗ for all t ≥ 0 then one may conclude that v ∈W cs(ω, δ∗). Note that W cs(ω, δ∗)
is not unique in general.
(3) W cu(ω, δ∗) has an attracting property in the sense that if ‖Φt(v, ω)‖ < δ
∗ for all t ≥ 0,
then v∗ ∈W cu(ω∗, δ∗) whenever (Φtn(v, ω), ω · tn)→ (v
∗, ω∗) with some tn →∞. Moreover, one
can choose δ∗ smaller such that, if ||v|| < δ∗ with a unique backward orbit Φt(v, ω)(t ≤ 0) but
v /∈ W cu(ω, δ∗), then there is T < 0 such that ||ΦT (v, ω)|| ≥ δ
∗. As a consequence, if v has a
unique backward orbit Φt(v, ω)(t ≤ 0) with ||Φt(v, ω)|| < δ
∗ for all t ≤ 0 then, one may conclude
that v ∈W cu(ω, δ∗). Note also that W cu(ω, δ∗) is not unique in general.
(4) By the invariant foliation theory in [6, 7], one has that for any ω ∈ Ω,
W cs(ω, δ∗) = ∪uc∈W c(ω,δ∗)W¯s(uc, ω, δ
∗) (resp.W cu(ω, δ∗) = ∪uc∈W c(ω,δ∗)W¯u(uc, ω, δ
∗)),
where W¯s(uc, ω, δ
∗) (resp. W¯u(uc, ω, δ
∗)) is the so-called stable leaf (resp. unstable leaf) of (2.8)
at uc. It is invariant in the sense that if τ > 0 (resp. τ < 0) is such that Φt(uc, ω) ∈W
c(ω · t, δ∗)
and Φt(u, ω) ∈ W
cs(ω, δ∗) (resp. Φt(u, ω) ∈ W
cu(ω, δ∗)) for all 0 ≤ t < τ (resp. τ < t ≤ 0),
where u ∈ W¯s(uc, ω, δ
∗) (resp. u ∈ W¯u(uc, ω, δ
∗)), then Φt(u, ω) ∈ W¯s(Φt(uc, ω), ω · t, δ
∗) (resp.
Φt(u, ω) ∈ W¯u(Φt(uc, ω), ω · t, δ
∗)) for 0 ≤ t < τ (resp. τ < t ≤ 0). Moreover, there are K,β > 0
such that for any u ∈ W¯s(uc, ω, δ
∗) (resp. u ∈ W¯u(uc, ω, δ
∗)) and τ > 0 (resp. τ < 0) with
Φt(u, ω) ∈W
cs(ω · t, δ∗) (resp. Φt(u, ω) ∈W
cu(ω · t, δ∗)), Φt(uc, ω) ∈W
c(ω · t, δ∗) for 0 ≤ t < τ
(resp. τ < t ≤ 0), one has that
‖Φt(u, ω)− Φt(uc, ω)‖ ≤ Ke
−βt‖u− uc‖
(resp. ‖Φt(u, ω)− Φt(uc, ω)‖ ≤ Ke
βt‖u− uc‖)
for 0 ≤ t < τ (resp. τ < t ≤ 0).
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3 Structure of ω-limit sets
This section is devoted to the structure of the general ω-limit sets of (1.3). Let (u0, g0) ∈
X × H(f) be such that the motion Πt(u0, g0)(t ≥ 0) is bounded, we will prove the following
theorem.
Theorem 3.1. Assume that f(t, u, ux) = f(t, u,−ux). Then the ω-limit set ω(u0, g0) of (1.3)
contains at most two minimal sets. Moreover, one of the following is true:
(i) ω(u0, g0) is a minimal invariant set.
(ii) ω(u0, g0) =M1 ∪M11, where M1 is minimal, M11 6= ∅, and M11 connects M1 in the sense
that if (u11, g) ∈M11, then ω(u11, g) ⊂M1 and α(u11, g) ⊂M1.
(iii) ω(u0, g0) = M1 ∪ M2 ∪ M12, where M1, M2 are minimal sets, M12 6= ∅, and for any
u12 ∈ M12, either M1 ⊂ ω(u12, g) and M2 ∩ ω(u12, g) = ∅, or M2 ⊂ ω(u12, g) and M1 ∩
ω(u12, g) = ∅, or M1 ∪M2 ⊂ ω(u12, g) (and analogous for α(u12, g)).
Remark 3.1. We remark that all the three cases in Theorem 3.1 may occur (see Examples in
Section 6).
Before we proceed to prove Theorem 3.1, we first give an important property of ω(u0, g0),
which is motivated by the proof of [4, Theorem B].
Proposition 3.2. Assume that f(t, u, ux) = f(t, u,−ux) is C
1-admissible. Let (u0, g0) ∈ X ×
H(f) be such that the motion Πt(u0, g0)(t > 0) is bounded and ω(u0, g0) be the ω-limit set. Then,
there is a point x0 ∈ S
1 such that for any (u, g) ∈ ω(u0, g0), one has ux(x0) = 0.
In order to prove Proposition 3.2, we introduce the following notation: for any u ∈ X and
a ∈ S1, we define function ρau as below:
ρau(·) = u(2a− ·) (3.1)
For any a ∈ S1, if ϕ(t, ·;u, g) is a bounded classical solution of (1.2), then since g(t, u, ux) =
g(t, u,−ux), ρaϕ(t, ·;u, g) is also a bounded classical solution of (1.2) and ρaϕ(t, ·;u, g) =
ϕ(t, ·; ρau, g).
Lemma 3.3. Assume that f(t, u, ux) = f(t, u,−ux) is C
1-admissible. Let ϕ(t, ·;u, g) be a
bounded solution of (1.2) with ϕ(0, ·;u0, g) = u0 ∈ X. Then we have
lim
t→∞
sgn(ϕx(t, a;u0, g)) (3.2)
exists for every a ∈ S1.
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Proof. Denote u(t, x) = ϕ(t, x;u0, g) and let w(t, x) = ρau(t, x)− u(t, x), then w(t, x) satisfies
wt = wxx + b(t, x)wx + c(t, x)w, (3.3)
where
b(t, x) = −
∫ 1
0
∂g
∂p
(t, x, u(t, x), sux(t, x) + (1− s)ux(t, 2a− x))ds
and
c(t, x) = −
∫ 1
0
∂g
∂u
(t, x, su(t, x) + (1− s)u(t, 2a− x), ux(t, 2a − x))ds.
Moreover, for all t ≥ 0, one has
w(t, a) = 0 and wx(t, a) = −2ux(t, a).
If w ≡ 0, then ux(t, a) ≡ 0 for t ≥ 0 and (3.2) is established. Thus, we only consider the case
where w 6≡ 0. Since g is C1-admissible, equation (3.3) satisfies the assumption in Lemma 2.1.
So, Lemma 2.1 (c), there exists T > 0 such that, for all t ≥ T , w(t, ·) has only simple zeros on
S1. Since w(t, a) = 0 for all t ≥ 0, wx(t, a) = −2ux(t, a) 6= 0 for all t ≥ T , which implies that
ux(t, a) is always positive or always negative for t ≥ T . Thus, sign(ux(t, a)) = 1 or −1 for all
t ≥ T ). The proof of (3.2) is completed.
A point u ∈ X is called spatially-homogeneous if u(·) is independent of the spatial variable x.
Otherwise, u is called spatially-inhomogeneous.
Lemma 3.4. Let all the hypotheses in Lemma 3.3 hold. Then for any point (u, g) ∈ ω(u0, g0)
and a ∈ S1, we have:
(i) either ρau = u or ρau− u has only simple zeros on S
1;
(ii) ρau = u if and only if ux(a) = 0.
Proof. (i) Since (u, g) ∈ ω(u0, g0), there exists tn →∞ such that ϕ(tn, ·;u0, g0)→ u; and hence
ϕ(tn, ·; ρau0, g0) → ρau. By virtue of Lemma 2.4, ρau = u; otherwise, ρau − u has only simple
zeros on S1. (ii) follows immediately from (i).
Proof of Proposition 3.2. Given any (u, g) ∈ ω(u0, g0) with u not being spatially-homogeneous.
Choose x0 ∈ S
1 be a minimum point of u:
u(x0) = min
x∈S1
u(x).
Since u is spatially-inhomogeneous, by virtue of Lemma 3.4 (ii), one has {x ∈ S1|ux(x) = 0}
is a discrete set (Otherwise, suppose that a is an accumulation point of those an for which
ux(an) = ux(a) = 0. Then, by Lemma 3.4(ii), u(2an − x) = u(2a − x) = u(x) for each x ∈ S
1.
So, putting bn = 2a − 2an, we get a sequence bn 6= 0, such that bn → 0 and u(x) = u(x + bn)
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for all x ∈ S1. Consequently, u is constant, a contradiction). It is therefore possible to find
x1, x2 ∈ S
1 such that ux(x) < 0 for x ∈ (x1, x0) and ux(x) > 0 for x ∈ (x0, x2). By Lemma 3.3,
for any other (u˜, g˜) ∈ ω(u0, g0), one has u˜x(x) ≤ 0 for x ∈ (x1, x0) and u˜x(x) ≥ 0 for x ∈ (x0, x2).
Thus, u˜x(x0) = 0. The proof is completed.
Throughout this section, we always denote by x0 the point in Proposition 3.2 such that
ux(x0) = 0 for all (u, g) ∈ ω(u0, g0).
Before proving Theorem 3.1, we still need the following two lemmas:
Lemma 3.5. Let M1,M2 ⊂ X ×H(f) be two minimal sets of (1.3). Then there is an integer
N > 0, such that for any g ∈ H(f), (ui, g) ∈Mi ∩ p
−1(g)(i = 1, 2), one has
z(ϕ(t, ·;u1, g) − ϕ(t, ·;u2, g)) = N, ∀t ∈ R. (3.4)
Proof. For any g ∈ H(f), (ui, g) ∈Mi∩p
−1(g)(i = 1, 2), we claim that there is an integer N ∈ N
such that z(ϕ(t, ·;u1, g)−ϕ(t, ·;u2, g)) = N for all t ∈ R. To prove this claim, we first note that
there are T > 0 and N1, N2 such that
z(ϕ(t, ·;u1, g) − ϕ(t, ·;u2, g)) = N1 for all t ≥ T (3.5)
and
z(ϕ(t, ·;u1, g)− ϕ(t, ·;u2, g)) = N2 for all t ≤ −T. (3.6)
In fact, (3.5) follows directly from Lemma 2.2. As for (3.6), one can take a sequence tn → −∞
such that Πtn(ui, g)(i = 1, 2) converges to (u˜i, g˜) ∈ Mi ∩ p
−1(g˜) as n → ∞, for i = 1, 2. By
Lemma 2.4, there is an N2 ∈ N such that
z(ϕ(t, ·; u˜1, g˜)− ϕ(t, ·; u˜2, g˜)) = N2, for all t ∈ R. (3.7)
Therefore,
z(ϕ(tn, ·;u1, g) − ϕ(tn, ·;u2, g)) = N2 (3.8)
for n sufficiently large; and hence, Lemma 2.2(a) implies that (3.6) holds.
We now turn to prove that N1 = N2. Choose a sequence tn → ∞ such that Π
tn(u2, g) →
(u2, g) as n →∞. Without loss of generality, we assume that Π
tn(u1, g) → (u¯1, g). By Lemma
2.4, there is an integer N > 0 satisfying that
z(ϕ(t, ·; u¯1, g) − ϕ(t, ·;u2, g)) = N, ∀t ∈ R. (3.9)
Since (u1, g), (u¯1, g) ∈ M1 ∩ p
−1(g), it then follows from [26, Theorem 4.2] that there are
(u∗1, g
∗) ∈M1∩p
−1(g) and sequence t∗n →∞ (s
∗
n →∞) as n→∞ such that Π
t∗
n(u1, g)→ (u
∗
1, g
∗)
and Πt
∗
n(u¯1, g) → (u
∗
1, g
∗)(Π−s
∗
n(u1, g) → (u
∗
1, g
∗) and Π−s
∗
n(u¯1, g) → (u
∗
1, g
∗)) as n → ∞. By
(3.6)-(3.9) and the continuity of z(·), we get N1 = N = N2. That is,
z(ϕ(t, ·;u1, g) − ϕ(t, ·;u2, g)) = N, ∀ |t| ≥ T. (3.10)
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By Lemma 2.2(a), we have proved our claim.
Finally, we show that N is actually independent of g ∈ H(f) and (ui, g) ∈ Mi ∩ p
−1(g)
(i = 1, 2). Indeed, for any g ∈ H(f) and any (ui, g), (uˆi, g) ∈Mi∩p
−1(g)(i = 1, 2), By the claim
above, there are N1, N2 ∈ N such that
z(ϕ(t, ·;u1, g) − ϕ(t, ·;u2, g)) = N1, for all t ∈ R,
and
z(ϕ(t, ·; uˆ1, g) − ϕ(t, ·; uˆ2, g)) = N2, for all t ∈ R.
It again follows from [26, Theorem 4.2] that (ui, g), (uˆi, g) forms a two sided proximal pair.
Thus, by the continuity of z(·), one has
N1 = z(ϕ(t, ·;u1, g)− ϕ(t, ·;u2, g)) = z(ϕ(t, ·;u1, g) − ϕ(t, ·; uˆ2, g))
= z(ϕ(t, ·; uˆ1, g) − ϕ(t, ·; uˆ2, g)) = N2.
Moreover, for any g, gˆ ∈ H(f) and (ui, g) ∈Mi ∩ p
−1(g), (uˆi, gˆ) ∈Mi ∩ p
−1(gˆ)(i = 1, 2). Again,
one can choose a sequence tn → −∞ and (u¯2, gˆ) ∈ M2 ∩ p
−1(gˆ) such that Πtn(u1, g) → (uˆ1, gˆ)
and Πtn(u2, g)→ (u¯2, gˆ) as n→∞. Similarly as the arguments in (3.7)-(3.8), we have
N = z(ϕ(t, ·;u1, g)− ϕ(t, ·;u2, g)) = z(ϕ(t, ·; uˆ1, gˆ)− ϕ(t, ·; uˆ2, gˆ)),
for all t ∈ R. Thus, we have proved that N is independent of g ∈ H(f) and (ui, g) ∈ Mi ∩
p−1(g)(i = 1, 2), which completes the proof of the lemma.
Lemma 3.6. Let ω(u0, g0) ⊂ X × H(f) be in Theorem 3.1 and M1,M2 ⊂ ω(u0, g0) be two
minimal sets. Define
mi(g) := min{u(x0)|(u, g) ∈Mi ∩ p
−1(g)},
Mi(g) := max{u(x0)|(u, g) ∈Mi ∩ p
−1(g)}
(3.11)
for i = 1, 2. Then M1, M2 are separated in the following sense:
(i) [m1(g),M1(g)] ∩ [m2(g),M2(g)] = ∅ for all g ∈ H(f);
(ii) If m2(g˜) > M1(g˜) for some g˜ ∈ H(f), then there exists δ > 0 such that m2(g) > M1(g)+ δ
for all g ∈ H(f).
Proof. We first claim that (i) holds for some g˜ ∈ H(f). Otherwise, one has m2(g) ≤M1(g) and
m1(g) ≤ M2(g) for all g ∈ H(f). Given g, g
∗ ∈ H(f), let (u1, g) ∈ M1 ∩ p
−1(g) be such that
u1(x0) = m1(g) and (u2, g) ∈M2 ∩ p
−1(g) be such that u2(x0) =M2(g). It follows from Lemma
3.5 that z(ϕ(t, ·;u1, g) − ϕ(t, ·;u2, g)) ≡ constant, for all t ∈ R. By Lemma 2.2(b), we have
ϕ(t, ·;u1, g) − ϕ(t, ·;u2, g)(x0) 6= 0 for all t ∈ R. Note that u1(x0) = m1(g) ≤ M2(g) = u2(x0).
Then, one has
ϕ(t, ·;u1, g)(x0) < ϕ(t, ·;u2, g)(x0), for all t ∈ R. (3.12)
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By the minimality of M1, there is a sequence tn → ∞, such that Π
tn(u1, g) → (u
∗
1, g
∗) as
n → ∞, where (u∗1, g
∗) ∈ M1 with u
∗
1(x0) = M1(g
∗). Without loss of generality, we can
also assume that Πtn(u2, g) → (u
∗
2, g
∗) as n → ∞. By (3.12), M1(g
∗) = u∗1(x0) ≤ u
∗
2(x0) ≤
M2(g
∗). Moreover, it again follows from Lemma 3.5 that M1(g
∗) 6= M2(g
∗), which implies that
M1(g
∗) < M2(g
∗) (Otherwise, x0 is a zero of u
∗
1−u
∗
2 with multiplicity two) so by Lemma 2.2(b)
z(ϕ(t, ·;u∗1, g
∗) − ϕ(t, ·;u∗1, g
∗)) drops at t = 0, a contradiction). However, similarly as above,
one can also obtain that M2(g
∗) < M1(g
∗), a contradiction.
Without loss of generality, we assume that M1(g˜) < m2(g˜) for some g˜ ∈ H(f). Then
we will show that M1(g) < m2(g) for all g ∈ H(f). Suppose that there is a g
∗ ∈ H(f)
such that M1(g
∗) ≥ m2(g
∗). Let (u∗2, g
∗) ∈ M2 ∩ p
−1(g∗) with u∗2(x0) = m2(g
∗) and choose
(u∗1, g
∗) ∈M1∩p
−1(g∗) with u∗1(x0) =M1(g
∗). By the minimality of M2, we can find a sequence
{tn}, tn →∞, such that Π
tn(u∗2, g
∗)→ (u∗∗2 , g˜) as n→∞ and u
∗∗
2 (x0) = m2(g˜). Without loss of
generality, one may also assume that Πtn(u∗1, g
∗)→ (u∗∗1 , g˜) as n→∞. By the same arguments
as in the previous paragraph, one has
m2(g˜) = u
∗∗
2 (x0) ≤ u
∗∗
1 (x0) ≤M1(g˜),
contradicting our assumption. Therefore, m2(g) > M1(g) for all g ∈ H(f). We have proved (i).
(ii) By (i), it is clear that m2(g) > M1(g) for all g ∈ H(f). Suppose that there is sequence
m2(gn) > M1(gn) satisfying that m2(gn)−M1(gn)→ 0 as n→∞. Then, we may assume that
gn → g
∗ ∈ H(f), m2(gn) → c and M1(gn) → c as n → ∞, for some c ∈ R. Since Mi (i = 1, 2)
are compact, c ∈ [m1(g
∗),M1(g
∗)] ∩ [m2(g
∗),M2(g
∗)], a contradiction.
Proof of Theorem 3.1. Suppose that ω(u0, g0) contains three minimal sets Mi (i = 1, 2, 3). De-
fine
Ai(g) = {u(x0)|(u, g) ∈Mi ∩ p
−1(g)}
and
mi(g) = minAi(g), Mi(g) = maxAi(g),
for all g ∈ H(f) and i = 1, 2, 3. By virtue of Lemma 3.6(ii), we may assume without loss of
generality that there is a δ > 0 such that
M1(g) + δ ≤ m2(g) ≤M2(g) < M2(g) + δ ≤ m3(g), (3.13)
for all g ∈ H(f).
Now choose (ui, g0) ∈ Mi ∩ p
−1(g0), i = 1, 2, 3, and consider (u0, g0) and (u2, g0). It follows
from Lemma 2.2 that there is a T > 0 such that z(ϕ(t, ·;u0, g0)− ϕ(t, ·;u2, g0)) = constant, for
all t ≥ T . By Lemma 2.2(b), we can assume without loss of generality that ϕ(t, ·;u0, g0)(x0) <
ϕ(t, ·;u2, g0)(x0) for all t ≥ T . Since M3 ⊂ ω(u0, g0), there is a sequence {tn}, tn → ∞, such
that ϕ(tn, ·;u0, g0)(x0) → m3(g
∗) as n → ∞. Let ϕ(tn, ·;u2, g0)(x0) → β(g
∗) with β(g∗) ∈
[m2(g
∗),M2(g
∗)]. Consequently,
m3(g
∗) ≤ β(g∗) ≤M2(g
∗),
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contradicting (3.13). Thus, ω(u0, g0) contains at most two minimal sets. Let ω(u0, g0) = M1 ∪
M2 ∪M12, where M1, M2 are minimal sets. If M1 6=M2, since ω(u0, g0) is connected, M12 6= ∅.
Choose (u12, g) ∈M12, it is clear that ω(u12, g) ∩ (M1 ∪M2) and α(u12, g) ∩ (M1 ∪M2) are not
empty, for otherwise, either ω(u12, g) or α(u12, g) would contain a minimal set and therefore
ω(u0, g0) would have three minimal sets. For the case ω(u0, g0) contains only one minimal
set, that is, M1 = M2. If M12 6= ∅, then a similar argument shows that ω(u12, g) ∩M1 6= ∅,
α(u12, g) ∩M1 6= ∅ for any (u12, g) ∈M12. Thus, we have completed our proof.
4 Hyperbolic ω-limit sets
By virtue of Theorem 3.1, we will focus on structure of the hyperbolic ω-limit sets of equation
(1.3). To state the main result in this section, we need to further introduce some additional
notations on the invariant manifolds associated with (1.2)-(1.3).
Let E ⊂ X×H(f) be a connected and compact invariant set of (1.3), and ϕ(t, ·;u0, g) be the
solution of (1.2) with ϕ(0, ·, u0, g) = u0(·). For any ω = (u0, g) ∈ E, we write ω · t = Π
t(u0, g).
Consider the transformation v = u− ϕ(t, ·;u0, g) in (1.2). It turns out that the new variable v
satisfies the following equation:
vt = vxx + a(x, ω · t)vx + b(x, ω · t)v + F (v, ω · t), t > 0, x ∈ S
1 = R/2πZ, (4.1)
where
F (v, ω) = g(0, v + u0, vx + (u0)x)− g(0, u0, (u0)x)− a(x, ω)vx − b(x, ω)v,
a(x, ω) = gp(0, u0, (u0)x) (here gp(·, ·, p) is the derivative of g with respect to p), b(x, ω) =
gu(0, u0, (u0)x).
Denote A(ω) = ∂
2
∂x2
+ a(·, ω) ∂
∂x
+ b(·, ω). Then (4.1) can be rewritten as
v′ = A(ω · t)v + F (v, ω · t). (4.2)
Let σ(E) = ∪∞k=0Ik (Ik is ordered from right to left) be the Sacker-Sell spectrum of the linear
equation associated with (4.2):
v′ = A(ω · t)v, t > 0, ω ∈ E, v ∈ X. (4.3)
For any given 0 ≤ n1 ≤ n2 ≤ ∞ (n1 6= n2 when n2 =∞), let V
n1,n2(ω) be the invariant subspace
of (4.3) associated with the spectrum set ∪n2k=n1Ik at ω ∈ E. Moreover, by Lemma 2.5, there is
a well-defined local invariant manifold W n1,n2(ω, δ∗) of (4.2). Let
Mn1,n2(ω, δ∗) = {u ∈ X|u− u0 ∈W
n1,n2(ω, δ∗)}. (4.4)
Mn1,n2(ω, δ∗) is then referred as a local invariant manifold of (1.3) at (u0, g).
Assume 0 ∈ σ(E) and n0 is such that In0 = [an0 , bn0 ] ⊂ σ(E) with an0 ≤ 0 ≤ bn0 . Let
V s(ω), V cs(ω), V c(ω), V cu(ω), and V u(ω) be the stable, center stable, center, center unstable,
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and unstable subspaces of (4.3) at ω ∈ E, respectively. So, W s(ω, δ∗), W cs(ω, δ∗), W c(ω, δ∗),
W cu(ω, δ∗) and W u(ω, δ∗) are well defined as in subsection 2.5. By virtue of (4.4), we can define
M l(ω, δ∗) = {u ∈ X|u− u0 ∈W
l(ω, δ∗)}
for l = s, cs, c, cu and u. Then M s(ω, δ∗), M cs(ω, δ∗), M c(ω, δ∗), M cu(ω, δ∗) and Mu(ω, δ∗)
are continuous in ω ∈ E and referred as local stable, center stable, center, center unstable, and
unstable manifolds of (1.3) at ω = (u0, g) ∈ E, respectively.
Let ω = (u, g) ∈ E, then the following Remark is directly from Remark 2.2.
Remark 4.1. (1) M s(ω, δ∗) and Mu(ω, δ∗) are overflowing invariant in the sense that if δ∗ is
sufficiently small, then
ϕ(t,M s(ω, δ∗), g) ⊂M s(ω · t, δ∗),
for t sufficiently positive, and
ϕ(t,Mu(ω, δ∗), g) ⊂Mu(ω · t, δ∗),
for t sufficiently negative. M s(ω, δ∗) and Mu(ω, δ∗) are unique and have the following charac-
terizations: there are δ∗1 , δ
∗
2 > 0 such that
{v ∈ X : ‖ϕ(t, ·; v, g) − ϕ(t, ·;u, g)‖ ≤ δ∗1 for t ≥ 0 and ϕ(t, ·; v, g) − ϕ(t, ·;u, g) → 0
exponentially as t→∞}
⊂M s(ω, δ∗) ⊂ {v ∈ X : ‖v − u‖ ≤ δ∗2 , ‖ϕ(t, ·; v, g) − ϕ(t, ·;u, g)‖ → 0 as t→∞}
and
{v ∈ X : the backward orbit ϕ(t, ·; v, g) exists and ‖ϕ(t, ·; v, g) − ϕ(t, ·;u, g)‖ ≤ δ∗1 for t ≤ 0,
further, ϕ(t, ·; v, g) − ϕ(t, ·;u, g) → 0 exponentially as t→ −∞}
⊂Mu(ω, δ∗) ⊂ {v ∈ X : ‖v − u‖ ≤ δ∗2 , ‖ϕ(t, ·; v, g) − ϕ(t, ·;u, g)‖ → 0 as t→ −∞}.
Moreover, one can find constants α, C > 0, such that for any ω ∈ E, vs ∈ M s(ω, δ∗),
vu ∈Mu(ω, δ∗),
‖ϕ(t, ·; vs, g)− ϕ(t, ·;u, g)‖ ≤ Ce−
α
2
t‖vs − u‖ for t ≥ 0,
‖ϕ(t, ·; vu, g)− ϕ(t, ·;u, g)‖ ≤ Ce
α
2
t‖vu − u‖ for t ≤ 0.
(4.5)
(2) M cs(ω, δ∗) (choose δ∗ smaller if necessary) has a repulsion property in the sense that if
||v−u|| < δ∗ but v /∈M cs(ω, δ∗), then there is T > 0 such that ||ϕ(T, ·; v, g)−ϕ(T, ·;u, g)|| ≥ δ∗.
Consequently, if ||ϕ(t, ·; v, g) − ϕ(t, ·;u, g)|| < δ∗ for all t ≥ 0 then one may conclude that
v ∈M cs(ω, δ∗). Note that M cs(ω, δ∗) is not unique in general.
(3) M cu(ω, δ∗) has an attracting property in the sense that if ‖ϕ(t, ·; v, g)−ϕ(t, ·;u, g)‖ < δ∗
for all t ≥ 0, then v∗ ∈ M cu(ω∗, δ∗) whenever (ϕ(tn, ·; v, g), ω · tn) → (v
∗, ω∗) and with some
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tn →∞. Moreover, one can choose δ
∗ smaller such that, if ||v−u|| < δ∗ with a unique backward
orbit ϕ(t, ·; v, g)(t ≤ 0) but v /∈ M cu(ω, δ∗), then there is T < 0 such that ||ϕ(t, ·; v, g) −
ϕ(t, ·;u, g)|| ≥ δ∗. As a consequence, if v has a unique backward orbit ϕ(t, ·; v, g)(t ≤ 0) with
||ϕ(t, ·; v, g) − ϕ(t, ·;u, g)|| < δ∗ for all t ≤ 0, then one may conclude that v ∈M cu(ω, δ∗). Note
that M cu(ω, δ∗) is not unique in general.
(4) For any ω ∈ E, we have
M cs(ω, δ∗) = ∪uc∈Mc(ω,δ∗)M¯s(uc, ω, δ
∗) (resp. M cu(ω, δ∗) = ∪uc∈Mc(ω,δ∗)M¯u(uc, ω, δ
∗)),
where M¯s(uc, ω, δ
∗) (resp. M¯u(uc, ω, δ
∗)) is the so-called stable leaf (resp. unstable leaf) of (2.8)
at uc. It is invariant in the sense that if τ > 0 (resp. τ < 0) is such that ϕ(t, ·;uc, g) ∈M
c(ω·t, δ∗)
and ϕ(t, ·; v, g) ∈M cs(ω, δ∗) (resp. ϕ(t, ·; v, g) ∈M cu(ω, δ∗)) for all 0 ≤ t < τ (resp. τ < t ≤ 0),
where v ∈ M¯s(uc, ω, δ
∗) (resp. v ∈ M¯u(uc, ω, δ
∗)), then ϕ(t, ·; v, g) ∈ M¯s(ϕ(t, ·;uc, g), ω · t, δ
∗)
(resp. ϕ(t, ·; v, g) ∈ M¯u(ϕ(t, ·;uc, g), ω·t, δ
∗)) for 0 ≤ t < τ (resp. τ < t ≤ 0). Moreover, there are
K,β > 0 such that for any u ∈ M¯s(uc, ω, δ
∗) (resp. u ∈ M¯u(uc, ω, δ
∗)) and τ > 0 (resp. τ < 0)
with ϕ(t, ·; v, g) ∈ M cs(ω · t, δ∗) (resp. ϕ(t, ·; v, g) ∈ M cu(ω · t, δ∗)), ϕ(t, ·;uc, g) ∈ M
c(ω · t, δ∗)
for 0 ≤ t < τ (resp. τ < t ≤ 0), one has that
‖ϕ(t, ·; v, g) − ϕ(t, ·;uc, g)‖ ≤ Ke
−βt‖v − uc‖
(resp. ‖ϕ(t, ·; v, g) − ϕ(t, ·;uc, g)‖ ≤ Ke
βt‖v − uc‖)
for 0 ≤ t < τ (resp. τ < t ≤ 0).
Remark 4.2. For any minimal setM ⊂ E, one has σ(M) ⊂ σ(E) and dimV u(M) ≥ dimV u(E),
dimV c(M) ≤ dimV c(E) and codimV s(M) ≤ codimV s(E) (here V u(M), V c(M) and V s(M)
are stable space, center space and unstable space of the linearized variational equation (4.3) on
M).
A subset A ⊂ X is called spatially-homogeneous (resp. spatially-inhomogeneous) if any point
in A is spatially-homogeneous (resp. spatially-inhomogeneous). In particular, it deserves to
point out that if A is minimal, then A is either spatially-inhomogeneous; or otherwise, A is
spatially-homogeneous.
Our main result in this section is the following
Theorem 4.1. Assume that f(t, u, ux) = f(t, u,−ux). Let Ω = ω(u0, g0) be an ω-limit set of
(1.3) with dimV c(Ω) = 0. Then ω(u0, g0) is a spatially-homogeneous 1-cover of H(f).
We first show that Theorem 4.1 holds for any minimal sets.
Lemma 4.2. Assume M ⊂ X ×H(f) be a minimal set of (1.3) with dimV c(M) = 0, then M
is spatially-homogeneous and 1-cover of H(f).
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Proof. This lemma can be found in [26, Theorem 4.1.3,p.31]. For the sake of completeness, we
give a detailed proof below.
Suppose thatM is spatially-inhomogeneous. Then for any ω = (u0, g0) ∈M , ϕx(t, x;u0, g0) is
a nontrivial solution of (4.3), whereE is replaced byM . Recall that f ∈ C2, then ||ϕx(t, ·;u0, g0)||
is bounded for all t ∈ R. So, (2.7) implies that (u0)x ∈ V
c(ω), a contradiction to that
dimV c(M) = 0. Thus, we have proved that M is spatially-homogeneous.
Therefore, M is also a minimal set of
u˙ = g˜(t, u), (4.6)
where g˜(t, u) = g(t, u, 0) with g ∈ H(f). It then follows from [30, Theorem III.3.4] that M is an
almost 1-cover of H(f). Moreover, when dimV u(M) > 0, (4.6) can be also viewed as a special
case of (1.2) under the Neumann boundary condition. Thus, by [28, Corollary 4.6], M is 1-cover
of H(f). When dimV u(M) = 0, M is uniformly stable. Then [30, Theorem II.2.8] implies that
M is distal. Combining with M is almost 1-cover of H(f), M is 1-cover of H(f). We have
completed the proof of this lemma.
Remark 4.3. (1) By virtue of Lemma 4.2, we immediately obtain that any minimal set M ⊂ Ω
is spatially-homogeneous and a 1-cover, provided that dimV c(Ω) = 0. However, it is not clear
that whether the Ω itself is spatially-homogeneous. Our Theorem 4.1 will confirm that the Ω
itself is indeed a spatially-homogeneous 1-cover of H(f).
(2) In fact, we can further obtain that
lim
|t|→∞
ln ‖ϕx(t, x;u0, g0)‖
t
= 0 (4.7)
for any (u0, g0) ∈M , provided that M is spatially-inhomogeneous. Recall that ||ϕx(t, ·;u0, g0)||
is bounded as in the proof of Lemma 4.2. Then (4.7) is directly due to the fact that one can
find a δ0 > 0 such that ‖ϕx(t, ·;u0, g0)‖ ≥ δ0 for all t ∈ R. (We can show the existence of such
δ0 as follows: Without loss of generality, suppose that there is a sequence tn → ∞ such that
‖ϕx(tn, ·;u0, g0)‖ → 0 as n → ∞, which entails that ϕx(tn, x;u0, g) → 0 as n → ∞ uniformly
in x ∈ S1. Without loss of generality, we assume that (ϕ(tn, ·;u0, g), g · tn) → (u
∗, g∗) ∈ M as
n→∞. Thus, u∗ must be spatially-homogeneous, a contradiction.)
If we assume additionally that dimV u(Ω) = 0 in Theorem 4.1, then Ω is uniformly stable.
Therefore, by virtue of [30, Theorem II.2.8], it is clear that ω(u0, g0) is spatially-homogeneous
and a 1-cover of H(f).
Consequently, in the remaining of this section, we only assume that dimV u(Ω) > 0 in Theo-
rem 4.1. We first need some technical lemmas. Let E be the connected and compact invariant
set as in (4.1).
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Lemma 4.3. Let ω = (u0, g) ∈ E and
Nu =
{
dimV u(E), if dimV u(E) is even,
dimV u(E) + 1, if dimV u(E) is odd.
(4.8)
Assume that dimV u(E) ≥ 1. Then for δ∗ > 0 small enough, one has
(1) If dimV c(E) = 0 and dimV u(E) is odd, then
z(u(·) − u0(·)) ≥ Nu for u ∈M
s(ω, δ∗) \ {u0},
z(u(·) − u0(·)) ≤ Nu − 2 for u ∈M
u(ω, δ∗) \ {u0};
(2) If dimV c(E) = 1 and dimV u(E) is odd, then
z(u(·) − u0(·)) ≥ Nu for u ∈M
s(ω, δ∗) \ {u0},
z(u(·) − u0(·)) = Nu for u ∈M
c(ω, δ∗) \ {u0},
z(u(·) − u0(·)) ≤ Nu − 2 for u ∈M
u(ω, δ∗) \ {u0};
(3) If dimV c(E) = 1 and dimV u(E) is even, then
z(u(·) − u0(·)) ≥ Nu + 2 for u ∈M
s(ω, δ∗) \ {u0},
z(u(·) − u0(·)) = Nu for u ∈M
c(ω, δ∗) \ {u0},
z(u(·) − u0(·)) ≤ Nu for u ∈M
u(ω, δ∗) \ {u0}.
Proof. See [26, Corollary 3.5].
Lemma 4.4. (i) Assume that 0 /∈ σ(E). Then, for (u1, g), (u2, g) ∈ E with ‖u1−u2‖ ≪ 1, one
has M s(u1, g, δ
∗) ∩Mu(u2, g, δ
∗) 6= ∅ and Mu(u1, g, δ
∗) ∩M s(u2, g, δ
∗) 6= ∅.
(ii) Assume that 0 ∈ σ(E). Then, for (u1, g), (u2, g) ∈ E with ‖u1 − u2‖ ≪ 1, one has
M cs(u1, g, δ
∗) ∩Mu(u2, g, δ
∗) 6= ∅ and M s(u1, g, δ
∗) ∩M cu(u2, g, δ
∗) 6= ∅.
Proof. See [26, Lemma 3.7].
Lemma 4.5. Assume that M ⊂ X×H(f) be a spatially-homogeneous minimal set of (1.3) with
dimV u(M) > 0. Then dimV c(M) must be even and dimV u(M) be odd.
Proof. Given any ω = (cg, g) ∈ M(cg is a constant because M is spatially-homogeneous), the
variational equation associated with (1.2) at (cg, g) turns out to be
vt = vxx + a(t)vx + b(t)v, x ∈ S
1, (4.9)
where a(t) = gp(t, ϕ(t, ·; cg , g), 0), b(t) = gu(t, ϕ(t, ·; cg , g), 0). Let w(t, x) = v(t, x+c(t))e
−
∫
t
0
b(s)ds
with c˙(t) = −a(t), then (4.9) is transformed into wt = wxx. Note that wt = wxx possesses the
simplest “sin-cos”-mode eigenfunctions as wk(t, x) = e
−k2t sin kx, e−k
2t cos kx associated with the
same eigenvalue λk = −k
2, k = 0, 1, · · · . Then it yields that vk(t, x) = e
−k2t+
∫
t
0
b(s)ds sin k(x −
c(t)), e−k
2t+
∫
t
0
b(s)ds cos k(x−c(t)) are the Floquet solutions of (4.9) for k ∈ N. Since dimV u(ω) >
0, one has that dimV c(M) should be even and dimV u(M) be odd.
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Lemma 4.6. Assume that 0 /∈ σ(E) and dimV u(E) 6= 0. Then dimV u(E) must be odd.
Proof. Let M ⊂ E be a minimal set of (1.3). Then by Remark 4.2, we have dimV u(M) ≥
dimV u(E) and dimV c(M) ≤ dimV c(E). Since dimV c(E) = 0, one has dimV c(M) = 0 and
dimV u(M) = dimV u(E), which means M is hyperbolic and hence M is spatially-homogeneous
(by Lemma 4.2). Then Lemma 4.5 directly implies that dimV u(E) is odd.
Lemma 4.7. If 0 /∈ σ(E), then E does not contain any two sided proximal pair.
Proof. Suppose that there is a two sided proximal pair {(u1, g), (u2, g)} in E. By Lemma 2.2,
one may assume that t0 ∈ R is such that ϕ(t0, ·;u1, g) − ϕ(t0, ·;u2, g) has only simple zeros on
S1. Then it follows from Lemma 2.3, there is an ǫ0 > 0 such that for any v ∈ X with ‖v‖ < ǫ0,
ϕ(t0, ·;u1, g)− ϕ(t0, ·;u2, g) + v(·) has only simple zeros on S
1 and
z(ϕ(t0, ·;u1, g) − ϕ(t0, ·;u2, g) + v(·)) = z(ϕ(t0, ·;u1, g) − ϕ(t0, ·;u2, g)). (4.10)
Let {tn}, {sn} with tn →∞, sn → −∞ be such that
‖ϕ(tn, ·;u1, g)− ϕ(tn, ·;u2, g)‖ → 0,
‖ϕ(sn, ·;u1, g)− ϕ(sn, ·;u2, g)‖ → 0
(4.11)
as n→∞. By Lemma 4.4(i), there are un+ ∈M
s(ϕ(tn, ·;u1, g), g · tn, δ
∗) ∩Mu(ϕ(tn, ·;u2, g), g ·
tn, δ
∗) and un− ∈M
s(ϕ(sn, ·;u1, g), g ·sn, δ
∗)∩Mu(ϕ(sn, ·;u2, g), g ·sn, δ
∗) for n sufficiently large.
Then, ϕ(s, ·;un+, g · tn) exists for s < 0 and ϕ(t, ·;u
n
−, g · sn) exists for t > 0. Thus by (4.5),
‖ϕ(s, ·;un+, g · tn)− ϕ(s, ·;ϕ(tn, ·;u2, g), g · tn)‖
≤ Ce
αs
2 ‖un+ − ϕ(tn, ·;u2, g)‖
(4.12)
and
‖ϕ(t, ·;un−, g · sn)− ϕ(t, ·;ϕ(sn, ·;u1, g), g · sn)‖
≤ Ce−
αt
2 ‖un− − ϕ(sn, ·;u1, g)‖
(4.13)
for any s ≤ 0 ≤ t. Note that
ϕ(t0 − tn, ·;ϕ(tn, ·;u2, g), g · tn) = ϕ(t0, ·;u2, g)
ϕ(t0 − sn, ·;ϕ(sn, ·;u1, g), g · sn) = ϕ(t0, ·;u1, g).
(4.14)
By (4.12), (4.13) and (4.14), there is n0 sufficiently large such that sn0 < t0 < tn0 and
‖ϕ(t0 − tn0 , ·;u
n0
+ , g · tn0)− ϕ(t0, ·;u2, g)‖ < ǫ0,
‖ϕ(t0 − sn0 , ·;u
n0
− , g · tn0)− ϕ(t0, ·;u1, g)‖ < ǫ0.
(4.15)
Since un0+ ∈M
s(ϕ(tn0 , ·;u1, g), g · tn0 , δ
∗), Lemma 4.6 and Lemma 4.3(1) imply that
z(ϕ(tn0 , ·;u1, g) − u
n0
+ ) ≥ Nu. (4.16)
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Hence,
z(ϕ(t0, ·;u1, g) − ϕ(t0 − tn0 , ·;u
n0
+ , g · tn0))
≥ z(ϕ(tn0 , ·;u1, g) − u
n0
+ ) ≥ Nu.
(4.17)
Combining (4.10), (4.14) and (4.17), one has
z(ϕ(t0, ·;u1, g)− ϕ(t0, ·;u2, g)− (ϕ(t0 − tn0 , ·;u
n0
+ , g · tn0)− ϕ(t0, ·;u2, g)))
= z(ϕ(t0, ·;u1, g)− ϕ(t0 − tn0 , ·;u
n0
+ , g · tn0)) ≥ Nu.
Similarly, one can also obtain that
z(ϕ(t0, ·;u1, g)− ϕ(t0, ·;u2, g)− (ϕ(t0, ·;u1, g) − ϕ(t0 − sn0 , ·;u
n0
− , g · tn0)))
= z(ϕ(t0 − sn0 , ·;u
n0
− , g · tn0)− ϕ(t0, ·;u2, g)) ≤ Nu − 2,
a contradiction. Thus, we have completed the proof.
Now we are ready to prove Theorem 4.1.
Proof of Theorem 4.1. Suppose that ω(u0, g0) is not minimal. Then either case (ii) or case (iii)
in Theorem 3.1 can hold.
(1) If ω(u0, g0) = M1 ∪M11 as in Theorem 3.1(ii), then M1 is spatially-homogeneous and a
1-cover of H(f) (see Lemma 4.2). So, fix any (u11, g) ∈M11 and (u1, g) =M1 ∩ p
−1(g). It then
follows from Theorem 3.1(ii) that (u1, g), (u11, g) is a two sided proximal pair, which contradicts
Lemma 4.7.
(2) If ω(u0, g0) = M1 ∪M2 ∪M12 as in Theorem 3.1(iii), then M1, M2 are 1-covers of H(f)
(see Lemma 4.2 again). Fix any (u12, g) ∈ M12 and (ui, g) = Mi ∩ p
−1(g) for i = 1, 2. For
simplicity, we just assume that ω(u12, g) ∩M1 6= ∅ and α(u12, g) ∩M2 6= ∅. Recall that M1,M2
are 1-covers. Then Lemma 4.7 implies that α(u12, g)∩M1 = ∅ and ω(u12, g)∩M2 = ∅ (Otherwise,
{(u1, g), (u12, g)} or {(u2, g), (u12, g)} forms a two sided proximal pairs with (u1, g) ∈M1 (resp.
(u2, g) ∈M2), a contradiction).
We assert that Πt(u12, g) − Π
t(u1, g) → 0 as t → ∞. Suppose on the contrary that there
is a sequence tn → ∞ such that Π
tn(u12, g) → (u
∗
12, g
∗) 6= (u∗1, g
∗) ← Πtn(u1, g). Observing
that ω(u12, g) ∩M2 = ∅ and M1 is a 1-cover, one has (u
∗
12, g
∗) /∈ M1 ∪M2. Hence, (u
∗
12, g
∗) ∈
M12; and moreover, (α(u
∗
12, g
∗) ∪ ω(u∗12, g
∗)) ∩ M2 = ∅. Then Theorem 3.1(iii) implies that
ω(u∗12, g
∗) ∩ M1 6= ∅ and α(u
∗
12, g
∗) ∩ M1 6= ∅. In other words, {(u
∗
12, g
∗), (u∗1, g
∗)} forms a
two sided proximal pair, which contradicts Lemma 4.7. Thus, we have completed the proof of
assertion. Similarly, one may also obtain that Πt(u12, g) −Π
t(u2, g)→ 0 as t→ −∞.
Therefore, by the invariant manifold theory, Πt(u12, g) ∈ M
s(Πt(u1, g), δ
∗) for t ≫ 1. By
Lemma 2.2(a) and Lemma 4.3(1), one has
z(ϕ(t, ·;u1, g)− ϕ(t, ·;u12, g)) ≥ Nu, t ∈ R
1. (4.18)
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Recall that Πt(u12, g)−Π
t(u2, g)→ 0 as t→ −∞. We now turn to show that
z(ϕ(t, ·;u1, g)−ϕ(t, ·;u2, g)) = z(ϕ(t, ·;u1, g)−ϕ(t, ·;u12 , g)), for t sufficiently negative. (4.19)
In fact, by Lemma 3.5, we know that there is N0 ∈ N such that z(ϕ(t, ·;u1, g)−ϕ(t, ·;u2 , g)) = N0
for all t ∈ R. The compactness ofM1 andM2 implies that there exist tn → −∞ and (u˜i, g˜) ∈Mi
such that Πtn(ui, g)→ (u˜i, g˜) as n→∞(i = 1, 2), which also means that Π
tn(u12, g)→ (u˜2, g˜) as
n→∞. So by Lemma 2.3, z(u˜1−u˜2) = z(ϕ(tn, ·;u1, g)−ϕ(tn, ·;u12, g)) for n≫ 1. Furthermore,
there exists m ∈ N such that for all n > m, one has
z(ϕ(tn, ·;u1, g)− ϕ(tn, ·;u12, g)) = N0. (4.20)
Hence, by Lemma 2.2(a), z(ϕ(t, ·;u1, g) − ϕ(t, ·;u12, g) = N0 for t sufficiently negative. Conse-
quently, z(ϕ(t, ·;u1, g)−ϕ(t, ·;u12 , g) ≤ N0 for t ∈ R. Combining with (4.20), this implies (4.19)
directly.
By virtue of (4.18)-(4.19), it follows that
z(ϕ(t, ·;u1, g) − ϕ(t, ·;u2, g))
=z(ϕ(t, ·;u1, g) − ϕ(t, ·;u12, g)) ≥ Nu > 0, for t sufficiently negative.
(4.21)
On the other hand, sinceM1 andM2 is spatially-homogeneous, it is easy to that z(ϕ(t, ·;u1, g)−
ϕ(t, ·;u2, g)) = 0 for all t ∈ R
1, a contradiction.
Thus, both (ii) and (iii) in Theorem 3.1 can not happen, which implies that ω(u0, g0) is
minimal; and hence, a spatially-homogeneous 1-cover of H(f).
5 ω-limit sets with 1-dimensional center spaces
In this section, we focus on the structure of general ω-limit sets with nontrivial center spaces. To
the best of our knowledge, this question has been hardly studied for both separated boundary
and periodic boundary conditions (see some related results for the minimal sets [26, 29]). Here
we will consider the structure of ω(u0, g0) with 1-dimensional center space. To be more specific,
we have the following theorem, which seems to be the first attempt to tackle this question.
Theorem 5.1. Assume that f(t, u, ux) = f(t, u,−ux). Let Ω = ω(u0, g0) be the ω-limit set with
dimV c(Ω) = 1. Then the following hold.
(i) If dimV u(Ω) > 0, then Ω is a spatially-inhomogeneous 1-cover of H(f);
(ii) If dimV u(Ω) = 0, then Ω is spatially-homogeneous.
We first prove Theorem 5.1(ii).
Proof of Theorem 5.1(ii). Assume that dimV u(Ω) = 0. We write the Sacker-Sell spectrum
σ(Ω) = ∪∞k=0Ik, where Ik = [ak, bk] (a0 ≤ 0 ≤ b0). Suppose that there is ω˜ = (u˜, g˜) ∈ Ω
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such that u˜(x) is spatially-inhomogeneous. Then ϕx(t, ·; u˜, g˜) is a nontrivial solution of the
linearized equation (4.3). Moreover, since ω˜ = (u˜, g˜) ∈ Ω, one has ‖ϕx(t, ·; u˜, g˜)‖ is bounded
for all t ∈ R. So, (2.7) implies that u˜x ∈ V
c(ω˜). Together with dimV c(ω˜) = 1, it yields that
V c(ω˜) = span{u˜x}. Let λ =
1
2(a0+ b1) < 0. Then Ψλ(t, ω) = e
−λtΨ(t, ω) admits an exponential
dichotomy as X = V s(ω)⊕ V c(ω) over Ω, i.e., there exist K1 > 0 and α1 > 0 such that
‖Ψλ(t, ω)u
s‖ ≤ K1e
−α1t‖us‖, t ≥ 0, ∀us ∈ V s(ω),
‖Ψλ(t, ω)u
c‖ ≤ K1e
α1t‖uc‖, t ≤ 0, ∀uc ∈ V c(ω).
(5.1)
Recall that Ψλ(t, ω) |V c(ω) is an isomorphism, then one has
K−11 e
α1t‖uc‖ ≤ ‖Ψλ(t, ω)u
c‖ for any t ≥ 0, uc ∈ V c(ω), ω ∈ Ω. (5.2)
Together with (5.1) and (5.2), we have
‖Ψ(t, ω)us‖ ≤ K21e
−2α1t‖Ψ(t, ω)uc‖, t ≥ 0, ω ∈ Ω, (5.3)
for any us ∈ V s(ω) and uc ∈ V c(ω) with ‖us‖ = ‖uc‖ = 1. On the other hand, by the
exponentially separated property of the strongly monotone skew-product semiflows (see, e.g. [30,
p.38]), X = X1(ω) ⊕ X2(ω) where Xi(ω)(i = 1, 2) vary continuously in ω ∈ Ω and X1(ω) =
span{v(ω)} with v(ω) ∈ IntX+ and ‖v(ω)‖ = 1. Moreover, there exist α2 > 0 and K2 > 0 such
that for any u2 ∈ X2(ω) with ‖u2‖ = 1,
‖Ψ(t, ω)u2‖ ≤ K2e
−α2t‖Ψ(t, ω)v(ω)‖ (t > 0). (5.4)
Let ω = ω˜. Then X = X1(ω˜) ⊕ X2(ω˜) and X = V
c(ω˜) ⊕ V s(ω˜) satisfying (5.3) and (5.4).
By the uniqueness of the exponential separation on X (see, e.g. [19, Theorem 3.2.3]), one has
X1(ω˜) = V
c(ω˜) and X2(ω˜) = V
s(ω˜). So, u˜x ∈ IntX
+, which implies that u˜(x) is a strictly
monotone function for x ∈ S1. This contradicts to the periodic boundary condition. Thus, we
have completed the proof of Theorem 5.1(ii).
We now make some preparation for proving Theorem 5.1(i). For given u ∈ X and a ∈ S1,
we define σau = u(·+ a) and let
Σu = {σau | a ∈ S
1},
we also let m(u) = maxx∈S1 u(x) be the maximal value of u on S
1. For any a ∈ S1, if ϕ(t, ·;u, g)
is a classical solution of (1.2), then it is easy to check that σaϕ(t, ·;u, g) is a classical solu-
tion of (1.2). Moreover, the uniqueness of solution ensures the translation invariance, that is,
σaϕ(t, ·;u, g) = ϕ(t, ·;σau, g).
Lemma 5.2. Let M ⊂ X × H(f) be a minimal set of (1.3). Assume that dimV c(M) = 1.
Then M is spatially-homogeneous if and only if dimV u(M) = 0.
Proof. The necessity directly part follows from Lemma 4.5 (Otherwise, dimV u(ω) 6= 0 will imply
that dimV c(M) must be even, a contradiction to dimV c(M) = 1).
The sufficiency part is a direct corollary of Theorem 5.1(ii).
24
In the remaining of this section, we always assume that dimV u(Ω) > 0 and dimV c(Ω) = 1.
Lemma 5.3. Let Ω = ω(u0, g0) be an ω-limit set of (1.3) and M be any minimal set in Ω.
Assume that dimV c(Ω) = 1 and dimV u(Ω) > 0. Then dimV c(M) ≤ 1. Furthermore,
(a) When dimV c(M) = 1, M is a spatially-inhomogeneous 1-cover of H(f); and moreover,
there is δ∗ > 0 such that M c(ω, δ∗) ⊂ Σu for any ω = (u, g) ∈M .
(b) When dimV c(M) = 0, M is a spatially-homogeneous 1-cover of H(f); and moreover,
one has{
dimV u(M) = dimV u(Ω) and codimV s(M) = codimV s(Ω)− 1, if dimV u(Ω) is odd;
dimV u(M) = dimV u(Ω) + 1 and codimV s(M) = codimV s(Ω), if dimV u(Ω) is even.
Proof. By Remark 4.2, we have dimV c(M) ≤ 1. Furthermore, case (b) is directly from Lemma
4.2 and Lemma 4.6.
Now we focus on proving (a). Recall that M is minimal. Then, M is either spatially-
inhomogeneous; or otherwise, M is spatially-homogeneous. Since dimV c(M) = 1, Lemma 4.5
entails that M is spatially-inhomogeneous; and hence, one can immediately utilize [26, Theorem
4.2(2)] to obtain that M is a 1-cover of H(f).
It remains to show that M c(ω, δ∗) ⊂ Σu for any ω = (u, g) ∈M . To this end, we note that,
due to the 2π-periodic boundary condition, any element of M will possess a spatial-period of
2π, that is, u(·) = u(· + 2π) for any (u, g) ∈ M . Let L ∈ (0, 2π] be the smallest spatial-period
of some element in M . Then the minimality of M yields that L is the smallest spatial-period of
any element in M . Choose δ ∈ (0, L) so small that
‖ϕ(t, ·;σau, g) − ϕ(t, ·;u, g)‖ < δ
∗, for any |a| < δ and t ∈ R,
where δ∗ > 0 is defined in Lemma 2.5. From Remark 4.1(2)-(3), it then follows that σau ∈
M cs(ω, δ∗) ∩M cu(ω, δ∗)=M c(ω, δ∗) for all |a| < δ.
Since dimV c(M) = 1, it induces that M c(ω, δ∗) ⊂ Σu. Thus, we have proved the Lemma.
Recall that
Nu =
{
dimV u(Ω), if dimV u(Ω) is even,
dimV u(Ω) + 1, if dimV u(Ω) is odd.
Lemma 5.4. Assume that dimV u(Ω) > 0 and dimV c(Ω) = 1. Let M ⊂ Ω be a minimal set.
Then for any (u1, g) ∈ M and (u2, g) ∈ Ω \M , the pair {(u1, g), (u2, g)} can not be two sided
proximal.
Proof. By virtue of Lemma 5.3,M is a 1-cover. Moreover, it is either (i) spatially-inhomogeneous
(with dimV c(M) = 1), or (ii) spatially-homogeneous (with dimV c(M) = 0).
Case (i). M is spatially-inhomogeneous with dimV c(M) = 1. Suppose there are (u1, g) ∈M
and (u2, g) ∈ Ω\M such that {(u1, g), (u2, g)} forms a two sided proximal pair. Then it is easy to
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see that u2 /∈ Σu1 (Otherwise, u2 = σa0u1 for some a0 ∈ S
1\{e} and since {(u1, g), (u2, g)} is two
sided proximal pair, there exist a sequence {tn} and (u
∗, g∗) ∈M such that Πtn(u1, g)→ (u
∗, g∗)
and Πtn(σa0u1, g)→ (u
∗, g∗) as n→∞. This entails that σa0u
∗ = u∗. By the minimality of M ,
one has σa0u1 = u1. So, u2 = u1, a contradiction.)
Now choose two sequences tn →∞ and sn → −∞ such that
Πtn(u1, g)→ (u
∗, g∗) and Πtn(u2, g)→ (u
∗, g∗) (5.5)
and
Πsn(u1, g)→ (u
∗∗, g∗∗) and Πsn(u2, g)→ (u
∗∗, g∗∗) (5.6)
as n → ∞. Clearly, (u∗, g∗), (u∗∗, g∗∗) ∈ M . It also follows from [26, Corollary 3.9] that
z(u∗ − σau
∗) = Nu = z(u
∗∗ − σau
∗∗) for any a ∈ S1 with σau
∗ 6= u∗ and σau
∗∗ 6= u∗∗.
Since u2 /∈ Σu1, we claim that z(ϕ(t, ·;u2, g)−ϕ(t, ·;σau1, g)) ≥ Nu for all t ∈ R
1 and a ∈ S1.
Otherwise, by Lemma 2.2, there is a0 ∈ S
1, T ∈ R1 and N ∈ N with N < Nu such that
z(ϕ(t, ·;u2, g)−ϕ(t, ·;σa0u1, g)) = N for all t ≥ T . Then the continuity of z(·) implies that there
is a small neighborhood B(a0) of a0 such that z(ϕ(T, ·;u2, g) − ϕ(T, ·;σau1, g)) = N for any
a ∈ B(a0). Since u
∗ is spatially-inhomogeneous, one can always choose some a1 ∈ B(a0) such
that σa1u
∗ 6= u∗. By Lemmas 2.2 and 2.4, one has z(u∗ − σa1u
∗) ≤ N < Nu, a contradiction.
Thus, we have proved this claim.
By a similar deduction with the sequence {sn}, one can also get z(ϕ(t, ·;u2, g)−ϕ(t, ·;σau1, g)) ≤
Nu for all t ∈ R
1 and a ∈ S1. So,
z(ϕ(t, ·;u2, g)− ϕ(t, ·;σau1, g)) = Nu, for all t ∈ R and a ∈ S
1.
In particular, by Lemma 2.3 and the compactness of S1, there exists δ > 0 (independent of
a ∈ S1) such that
z(u2 − σau1 + v) = Nu (5.7)
for any a ∈ S1 and v ∈ X with ‖v‖ < δ.
We now consider two cases separately: dimV u(Ω) is even; or dimV u(Ω) is odd. In the
following, we will prove case (i) under the assumption that dimV u(Ω) is even. The proof is
analogous under the assumption of dimV u(Ω) being odd.
Using (5.5) and Lemma 4.4(ii) we obtain that there exists some v ∈ Mu(ϕ(tn, ·;u2, g), δ
∗) ∩
M cs(ϕ(tn, ·;u1, g), δ
∗) for tn sufficiently large. We now assert that v /∈ M
c(ϕ(tn, ·;u1, g), δ
∗).
Otherwise, since dimV c(M) = dimV c(Ω) = 1, by Lemma 5.3(a), one has v = σaϕ(tn, ·;u1, g)
for some a ∈ S1. Noticing that v ∈Mu(ϕ(tn, ·;u1, g), δ
∗), then
‖σau1 − u2‖ = ||ϕ(−tn, ·; v, g · tn)− u2|| ≤ Ce
−α
2
tn‖v − ϕ(tn, ·;u2, g)‖ ≤ Cδ
∗e−
α
2
tn . (5.8)
Let ǫ0 = |m(u1) − m(u2)| > 0 with m(ui) = maxx∈S1 ui(x) for i = 1, 2 (note that ǫ0 > 0 is
due to u2 /∈ Σu1 and [26, Corollary 3.9 (iii)]). Since X →֒ C
1(S1), it is not difficult to see that
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‖σau1 − u2‖ ≥ C0|m(u1) − m(u2)| = C0ǫ0 for some constant C0 > 0. As a consequence, by
letting tn be large enough, one has ‖σau1 − u2‖ < min{δ
∗, C0ǫ0}. Thus, we have obtained a
contradiction. Therefore, v /∈M c(ϕ(tn, ·;u1, g), δ
∗).
Recall that v ∈M cs(ϕ(tn, ·;u1, g), δ
∗). Then it follows from the foliation ofM cs(ϕ(tn, ·;u1, g), δ
∗)
in Remark 4.1(4) and Lemma 5.3(a) that there is some a0 ∈ S
1 such that v ∈M s(σa0ϕ(tn, ·;u1, g), δ
∗)
with σa0ϕ(tn, ·;u1, g) ∈ M
c(ϕ(tn, ·;u1, g), δ
∗). Since dimV u(Ω) is even, Lemma 4.3(3) entails
that z(v − σa0ϕ(tn, ·;u1, g)) ≥ Nu + 2, and hence,
z(ϕ(−tn, ·; v, g · tn)− σa0u1) ≥ Nu + 2. (5.9)
But then, one can deduce from (5.8) that ‖ϕ(−tn, ·; v, g · tn)− u2‖ < δ, for tn sufficiently large.
Here δ > 0 is defined in (5.7). As a consequence, by (5.7), one has z(ϕ(−tn, ·; v, g ·tn)−σa0u1) =
z(ϕ(−tn, ·; v, g · tn)−u2+u2−σa0u1) = z(u2−σa0u1) = Nu, contradicting (5.9). Thus, we have
proved case (i) under the assumption of dimV u(Ω) being even.
Case (ii). M is spatially-homogeneous with dimV c(M) = 0. Suppose that there are (u1, g) ∈
M and (u2, g) ∈ Ω\M such that {(u1, g), (u2, g)} forms a two sided proximal pair. Again, we will
prove case (ii) under the assumption that dimV u(Ω) is odd; or dimV u(Ω) is even, separately.
We first consider the assumption of dimV u(Ω) being odd. By virtue of Lemma 5.3(b), one
can choose δ∗ > 0 so small that
Mu(ω, δ∗) = M˜u(ω, δ∗) and M cs(ω, δ∗) = M˜ s(ω, δ∗), (5.10)
where M˜u, M˜ s denote respectively the local unstable and stable manifolds of ω ∈M with respect
to the Sacker-Sell spectrum σ(M) (see more discussion on (5.10) in Remark 5.1(i)).
For simplicity, we may assume that u2 − u1 has only simple zeros on S
1. Then, by Lemma
2.3, there are δ > 0 and N ∈ N, such that for any v ∈ X with ‖v‖ < δ,
z(u2 − u1 + v) = N. (5.11)
Since {(u1, g), (u2, g)} forms a two sided proximal pair, there are two sequences tn → ∞ and
sn → −∞ such that
‖ϕ(tn, ·;u1, g) − ϕ(tn, ·;u2, g)‖ → 0 and ‖ϕ(sn, ·;u1, g)− ϕ(sn, ·;u2, g)‖ → 0, as n→∞.
By Lemma 4.4, one has Mu(Πtn(u2, g), δ
∗) ∩M cs(Πtn(u1, g), δ
∗) 6= ∅ and Mu(Πsn(u2, g), δ
∗) ∩
M cs(Πsn(u1, g), δ
∗) 6= ∅ for n sufficiently large. Then (5.10) entails that
Mu(Πsn(u2, g), δ
∗) ∩ M˜ s(Πsn(u1, g), δ
∗) 6= ∅
for n sufficiently large. Choose some u+n ∈ M
u(Πtn(u2, g), δ
∗) ∩M cs(Πtn(u1, g), δ
∗) and u−n ∈
Mu(Πsn(u2, g), δ
∗) ∩ M˜ s(Πsn(u1, g), δ
∗). Let u∗2 = ϕ(−tn, ·;u
+
n , g) and u
∗
1 = ϕ(−sn, ·;u
−
n , g).
Then (4.5) implies that
‖u∗2 − u2‖ = ‖ϕ(−tn, ·;u
+
n , g · tn)− ϕ(−tn, ·;ϕ(tn, ·;u2, g), g · tn)‖
≤ Ce−
α
2
tn‖u+n − ϕ(tn, ·;u2, g)‖
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and
‖u∗1 − u1‖ = ‖ϕ(−sn, ·;u
−
n , g · sn)− ϕ(−sn, ·;ϕ(sn, ·;u1, g), g · sn)‖
≤ Ce
α
2
sn‖u−n − ϕ(sn, ·;u1, g)‖.
Consequently, one has ‖u∗2 − u2‖ < δ and ‖u
∗
1 − u1‖ < δ for n sufficiently large, where δ is
from (5.11). Thus, z(u2 − u1) = z(u
∗
2 − u1) ≥ z(u
+
n − ϕ(tn, ·;u1, g)). Noticing that u
+
n ∈
M cs(Πtn(u1, g), δ
∗), by Lemma 4.3(2), z(u+n − ϕ(tn, ·;u1, g)) ≥ Nu, and hence, z(u2 − u1) ≥
Nu. On the other hand, z(u2 − u1) = z(u2 − u
∗
1) ≤ z(ϕ(sn, ·;u2, g) − u
−
n ). Recall that u
−
n ∈
Mu(Πsn(u2, g), δ
∗). Then Lemma 4.3(2) implies that z(ϕ(sn, ·;u2, g)− u
−
n ) < Nu, which entails
that z(u2 − u1) < Nu, a contradiction.
Now we consider the assumption of dimV u(Ω) being even. Also by Lemma 5.3(b), one can
choose δ∗ > 0 small enough such that
M cu(ω, δ∗) = M˜u(ω, δ∗) and M s(ω, δ∗) = M˜ s(ω, δ∗). (5.12)
(see more discussion on (5.12) also in Remark 5.1(ii)). Now we suppose that
‖ϕ(tn, ·;u1, g) − ϕ(tn, ·;u2, g)‖ → 0 and ‖ϕ(sn, ·;u1, g)− ϕ(sn, ·;u2, g)‖ → 0, as n→∞,
where tn →∞ and sn → −∞. By Lemma 4.4, for n sufficiently large, one hasM
cu(Πtn(u1, g), δ
∗)∩
M s(Πtn(u2, g), δ
∗) 6= ∅ and M cu(Πsn(u1, g), δ
∗) ∩M s(Πsn(u2, g), δ
∗) 6= ∅. Using (5.12), one has
M˜u(Πtn(u1, g), δ
∗) ∩M s(Πtn(u2, g), δ
∗) 6= ∅
for n sufficiently large. Now choose w+n ∈ M˜
u(Πtn(u1, g), δ
∗) ∩M s(Πtn(u2, g), δ
∗) and w−n ∈
M cu(Πsn(u1, g), δ
∗)∩M s(Πsn(u2, g), δ
∗). Let u∗∗1 = ϕ(−tn, ·;w
+
n , g ·tn) and u
∗∗
2 = ϕ(−sn, ·;u
−
n , g ·
sn). Then by (4.5),
‖u∗∗1 − u1‖ = ‖ϕ(−tn, ·;w
+
n , g · tn)− ϕ(−tn, ·;ϕ(tn, ·;u1, g), g · tn)‖
≤ Ce−
αtn
2 ‖w+n − ϕ(tn, ·;u1, g)‖,
‖u∗∗2 − u2‖ = ‖ϕ(−sn, ·;w
−
n , g · sn)− ϕ(−sn, ·;ϕ(sn, ·;u2, g), g · sn)‖
≤ Ce
αsn
2 ‖w−n − ϕ(sn, ·;u2, g)‖
Thus, ‖u∗∗1 − u1‖ < δ and ‖u
∗∗
2 − u2‖ < δ for n ≫ 1. Then, z(u2 − u1) = z(u2 − u
∗∗
1 ) ≥
z(ϕ(tn, ·;u2, g)−w
+
n ). Since w
+
n ∈M
s(Πtn(u2, g), δ
∗), by Lemma 4.3(3), z(ϕ(tn, ·;u2, g)−w
+
n ) ≥
Nu + 2. Consequently, z(u2 − u1) ≥ Nu + 2. Similarly, one has z(u2 − u1) = z(u
∗∗
2 − u1) ≤
z(w−n − ϕ(sn, ·;u1, g)) ≤ Nu, a contradiction.
Thus, we have completed the proof of this lemma.
Remark 5.1. (i) Let δ∗ be defined in Lemma 2.5. It deserves to point out that one can choose
some smaller δ∗1 ∈ (0, δ
∗), if necessary, such that M cs(ω, δ∗1) = M˜
s(ω, δ∗1), which entails that in
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our caseM cs(ω, δ∗1) is unique (note that in general caseM
cs(ω, δ∗1) could be not unique). Indeed,
choose δ∗1 so small, one can obtain that
‖ϕ(t, ·;w, g) − ϕ(t, ·;u, g)‖ < Ce−βt||w − u|| < Cδ∗1 < δ
∗, t ≥ 0,
for any w ∈ M˜ s(ω, δ∗1). Then for any M
cs(ω, δ∗), it follows from Remark 4.1(2) that w ∈
M cs(ω, δ∗). Note also ||w − u|| < δ∗1 . Then w ∈ M
cs(ω, δ∗1). This implies that M˜
s(ω, δ∗1) ⊂
M cs(ω, δ∗1). Now, given any w ∈ M
cs(ω, δ∗1), by the graph-expression of M
cs(ω, δ∗1) (as in
Lemma 2.5), one can find some v ∈ Xcs(ω) with ||v|| < δ∗1 such that w = u + v + h
cs(v, ω).
Since Xcs(ω) = Xs(ω) ⊕ Xc(ω) = X˜s(ω) for any ω ∈ M , one has w1 := u + v + h˜
s(v, ω) ∈
M˜ s(ω, δ∗1). Recall that M˜
s(ω, δ∗1) ⊂ M
cs(ω, δ∗1). Then w1 ∈ M
cs(ω, δ∗1). By the graph-property
of M cs(ω, δ∗1), it yields that h
cs(v, ω) = h˜s(v, ω), which implies that w = w1 ∈ M˜
s(ω, δ∗1).
Therefore,M cs(ω, δ∗1) = M˜
s(ω, δ∗1). Thus, the uniqueness of M˜
s(ω, δ∗1) immediately implies that
M cs(ω, δ∗1) is unique regardless of the choose of the cut-off function.
(ii) Similarly as in the above argument, we can also utilize Remark 4.1(3) to obtain that one
can choose smaller δ∗1 ∈ (0, δ
∗) such that M cu(ω, δ∗1) = M˜
u(ω, δ∗1) is unique regardless of the
choose of the cut-off function.
Now we are ready to prove Theorem 5.1(i).
Proof of Theorem 5.1(i). Assume that dimV u(Ω) > 0. Then Lemma 5.3 implies that any min-
imal set M ⊂ Ω is either a spatially-homogeneous 1-cover with dimV c(M) = 0, or a spatially-
inhomogeneous 1-cover with dimV c(M) = 1.
We claim that the ω-limit set Ω itself is minimal. Before we give the proof of this claim, it
is clear from [26, Theorem 4.2(ii)] that this claim implies Theorem 5.1(i) immediately.
Now we are focusing on the proof of this claim. By the structure of Ω given in Theorem 3.1,
to prove this claim, it suffices to show that neither (ii) nor (iii) in Theorem 3.1 can hold.
Case (a): ω(u0, g0) = M1 ∪ M11 as in Theorem 3.1(ii), where M1 is a 1-cover. Fix any
(u11, g) ∈ M11 and let (u1, g) = M1 ∩ p
−1(g). Then it follows from Theorem 3.1(ii) that
M1 ⊂ α(u11, g)∩ω(u11, g). Since M1 is an 1-cover, {(u11, g), (u1, g)} forms a two sided proximal
pair, contradicting Lemma 5.4. So, Theorem 3.1(ii) cannot happen.
Case (b): ω(u0, g0) =M1∪M2∪M12 as in Theorem 3.1(iii), whereM1, M2 are both 1-covers
of H(f). Fix any (u12, g) ∈M12 and let (ui, g) =Mi ∩ p
−1(g) for i = 1, 2. Clearly, u12 6= ui for
i = 1, 2. We will discuss the following three alternatives separately:
(b1) Both M1 and M2 are spatially-inhomogeneous;
(b2) Both M1 and M2 are spatially-homogeneous;
(b3) One is spatially-homogeneous, the other is spatially-inhomogeneous.
For case (b1): By Theorem 3.1(iii), we may assume that ω(u12, g) ∩M1 6= ∅ and α(u12, g) ∩
M2 6= ∅. This then implies that α(u12, g) ∩ M1 = ∅ and ω(u12, g) ∩ M2 = ∅ (Otherwise,
{(u1, g), (u12, g)} or {(u2, g), (u12, g)} will form a two sided proximal pair, which contradicts
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Lemma 5.4). Similarly as in the assertion in the proof of Theorem 4.1, we can obtain
Πt(u12, g)−Π
t(u1, g)→ 0, as t→∞. (5.13)
As a consequence, by Remark 4.1(2), ϕ(t, ·;u12, g) ∈ M
cs(Πt(u1, g), δ
∗) for t ≫ 1. Further-
more, we assert that ϕ(t, ·;u12, g) ∈ M
s(Πt(u1, g), δ
∗) for t ≫ 1. In fact, fix any T ≫ 1 with
ϕ(T, ·;u12, g) ∈M
cs(ΠT (u1, g), δ
∗), by the foliation ofM cs(ΠT (u1, g), δ
∗) in Remark 4.1(4), there
exists a uc ∈ M
c(ΠT (u1, g), δ
∗) such that ϕ(T, ·;u12, g) ∈ M¯s(uc,Π
T (u1, g), δ
∗). By Lemma
5.3(a), we have M c((ΠT (u1, g), δ
∗) ⊂ Σ(ϕ(T, ·;u1, g)). So, one can find some a ∈ S
1 such that
uc = ϕ(T, ·;σau1, g); and hence, we have
ϕ(T, ·;u12, g) ∈ M¯s(ϕ(T, ·;σau1, g),Π
T (u1, g), δ
∗).
This entails that ||ϕ(t + T, ·;u12, g) − ϕ(t + T, ·;σau1, g)|| → 0 as t → ∞. As a consequence,
Πt(u12, g) − Π
t(σau1, g) → 0 as t → ∞. Together with (5.13), we obtain that σau1 = u1,
which implies that ϕ(T, ·;u12, g) ∈ M
s(ΠT (u1, g), δ
∗). By the arbitrariness of T ≫ 1, one has
ϕ(t, ·;u12, g) ∈M
s(Πt(u1, g), δ
∗) for all t≫ 1. Thus, we have proved the assertion.
Similarly as in the proof of Lemma 5.4, we consider separately the situation that dimV u(Ω)
is even and dimV u(Ω) is odd. We again only deal with the situation of dimV u(Ω) being even.
By Lemma 2.2 and Lemma 4.3(3), the assertion above implies that
z(ϕ(t, ·;u12, g)− ϕ(t, ·;u1, g)) ≥ Nu + 2, t ∈ R
1, (5.14)
and
z(ϕ(t, ·;u12, g) − ϕ(t, ·;u2, g)) ≤ Nu, t ∈ R
1. (5.15)
On the one hand, by (5.13) and (5.15), similarly as (4.19) we have
z(ϕ(t, ·;u1, g)− ϕ(t, ·;u2, g)) = z(ϕ(t, ·;u12, g) − ϕ(t, ·;u2, g)) ≤ Nu, for t≫ 1. (5.16)
On the other hand, by (5.14), similarly as (4.19) we have
z(ϕ(t, ·;u2, g)− ϕ(t, ·;u1, g))
= z(ϕ(t, ·;u12, g) − ϕ(t, ·;u1, g)) ≥ Nu + 2, for t≪ −1.
(5.17)
By (5.16)-(5.17), we obtain a contradiction to Lemma 3.5. Thus, case (b1) is impossible.
For case (b2): Again, by Theorem 3.1(iii), we may assume that ω(u12, g) ∩ M1 6= ∅ and
α(u12, g)∩M2 6= ∅. This then implies that α(u12, g)∩M1 = ∅ and ω(u12, g)∩M2 = ∅ (Otherwise,
{(u1, g), (u12, g)} or {(u2, g), (u12, g)} will form a two sided proximal pair. Note that M1,M2 are
spatially-homogeneous. This contradicts Lemma 5.4(ii).) Similarly as (5.13) and the assertion
in the proof of Theorem 4.1, we obtain that
Πt(u12, g)−Π
t(u1, g)→ 0 as t→∞ (5.18)
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and
Πt(u12, g)−Π
t(u2, g)→ 0 as t→ −∞. (5.19)
Consequently, it follows from the hyperbolicity of M1,M2 that Π
t(u12, g) ∈ M˜
s
1 ((Π
t(u1, g), δ
∗)
for t ≫ 1 and Πt(u12, g) ∈ M˜
u
2 ((Π
t(u2, g), δ
∗) for t ≪ −1, where M˜ui (ω, δ
∗), M˜ si (ω, δ
∗), i = 1, 2,
denote respectively the local unstable and stable manifolds of ω ∈ Mi with respect to the
Sacker-Sell spectrum σ(Mi).
Then, by Lemma 5.3(b), Lemma 4.3(1) and Lemma 2.2(a), one has
z(ϕ(t, ·;u1, g)− ϕ(t, ·;u12, g)) ≥ Nu, t ∈ R
1. (5.20)
Recall that Πt(u12, g) − Π
t(u2, g) → 0 as t → −∞. Then it follows from (5.20), similarly as
in (4.19), that we have
z(ϕ(t, ·;u1, g) − ϕ(t, ·;u2, g))
=z(ϕ(t, ·;u1, g) − ϕ(t, ·;u12, g)) ≥ Nu > 0, for t sufficiently negative,
which contradicts z(ϕ(t, ·;u1, g)−ϕ(t, ·;u2, g)) = 0 (since both u1 and u2 are spatially-homogeneous).
Thus, case (b2) should not happen.
For case (b3): We may assume without loss of generality that M1 is spatially-homogeneous
and M2 is spatially-inhomogeneous. By Theorem 3.1(iii) again, we may also assume that
ω(u12, g) ∩ M1 6= ∅ and α(u12, g) ∩ M2 6= ∅. So, by Lemma 5.4(i)-(ii) and the same argu-
ment in case (b1) and (b2), we have α(u12, g) ∩M1 = ∅ and ω(u12, g) ∩M2 = ∅. Therefore, one
can further obtain (5.18) and (5.19) similarly.
When dimV u(Ω) is odd (resp. dimV u(Ω) is even), it follows from (5.18) and (5.10) that
Πt(u12, g) ∈M
cs(Πt(u1, g), δ
∗) = M˜ s(Πt(u1, g), δ
∗), for t≫ 1; (5.21)
and from (5.19), one has
Πt(u12, g) ∈M
cu(Πt(u2, g), δ
∗), for t≪ −1.
Recall thatM2 is inhomogeneous. Together with Remark 4.1 and Lemma 5.3(a), one can repeat
the similar argument in the proof of the assertion after (5.13) to obtain
Πt(u12, g) ∈M
u(Πt(u2, g), δ
∗), for t≪ −1.
So, by Lemma 4.3(2) (resp. Lemma 4.3(3)), we have
z(ϕ(t, ·;u12, g) − ϕ(t, ·;u2, g)) ≤
{
Nu − 2, if dimV
u(Ω) is odd,
Nu, if dimV
u(Ω) is even,
(5.22)
for all t ∈ R.
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On the other hand, by letting E = M1 in Lemma 4.3 and noticing that dim M˜
u
1 is always
odd, we deduce from by Lemma 5.3(b), Lemma 4.3(1) and (5.21) that
z(ϕ(t, ·;u12, g) − ϕ(t, ·;u1, g)) ≥ dim M˜
u
1 + 1, for all t ∈ R. (5.23)
Since
dim M˜u1 =
{
dimV u(Ω), if dimV u(Ω) is odd,
dimV u(Ω) + 1, if dimV u(Ω) is even,
it follows from (4.8) that dim M˜u1 = Nu − 1, if dimV
u(Ω) is odd; and dim M˜u1 = Nu + 1, if
dimV u(Ω) is odd. Therefore, (5.23) entails that
z(ϕ(t, ·;u12, g)− ϕ(t, ·;u2, g)) ≥
{
Nu, if dimV
u(Ω) is odd,
Nu + 2, if dimV
u(Ω) is even,
(5.24)
for all t ∈ R.
For (5.22), similarly as (4.19) we utilize (5.18) to obtain that
z(ϕ(t, ·;u2, g)− ϕ(t, ·;u1, g))
= z(ϕ(t, ·;u12, g) − ϕ(t, ·;u2, g)) ≤ Nu − 2 (resp. Nu), for t≫ 1.
(5.25)
Similarly, we use (5.24) and (5.19) to obtain that
z(ϕ(t, ·;u2, g) − ϕ(t, ·;u1, g))
= z(ϕ(t, ·;u12, g)− ϕ(t, ·;u1, g)) ≥ Nu (resp. Nu + 2), for t≪ −1.
(5.26)
However, by Lemma 3.5, it is already known that
z(ϕ(t, ·;u2, g) − ϕ(t, ·;u1, g)) = constant, for all t ∈ R,
a contradiction to (5.25)-(5.26). Thus, case (b3) cannot happen.
Up to now, we have shown that none of case (b1)-(b3) can happen, which implies that
Theorem 3.1(iii) can not happen at all. Thus, we have proved the claim that the ω-limit set Ω
itself is minimal, which completes our proof.
6 Examples
In this section, we will present some examples related to Theorem 3.1 and Theorem 5.1. As for
Theorem 3.1 (concerning with the structure of Ω), we will give some example to show that case
(ii)-(iii) in Theorem 3.1 indeed may occur. For Theorem 5.1 (concerning with the structure of
Ω with dimV c(Ω) = 1), we will also present an example to show that, if dimV c(Ω) ≥ 2, then
the conclusion in Theorem 5.1 cannot hold anymore.
Example 6.1. Consider the following parabolic equation (motivated by [28]):
ut = uxx + (f(t)− λ)u, t > 0, x ∈ S
1 = R/2πZ, (6.1)
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where f(t) = −
∑∞
k=1 2
−kπsin(2−kπt) is an almost periodic function, and λ is an eigenvalue of
∂2
∂x2
: H2(S1)→ L2(S1).
The skew-product semiflow Πt on X ×H(f) is
Πt(u, g) = (ϕ(t, ·;u, g), g · t), (6.2)
where X is the fractional power space defined in the introduction. Let u0 be an eigenfunction
of ∂
2
∂x2
: H2(S1) → L2(S1) corresponding to λ. Then ϕ(t, ·;u0, f) = e
∫
t
0
f(s)dsu0 is a solution of
(6.1).
Following the discussion in [21,28], the function ψ(t) = e
∫
t
0
f(s)ds satisfies the following prop-
erties:
(a) ψ(t) is bounded for t ≥ 0;
(b) There exists tn →∞ such that ψ(tn)→ 0 as n→∞, and ψ(2
n) ≥ e−2pi−2 for n = 1, 2, · · · ;
(c) For any sequence tn →∞ such that limn→∞ ψ(t+ tn) = ψ
∗(t) exists, ψ∗(t) is not almost
periodic if it is nonzero.
By virtue of (b), ω(u0, f) is not minimal and {0} ×H(f) is the only minimal set in ω(u0, f).
Moreover, ω(u0, f) is an almost 1-cover of H(f) (see [28, p.396]).
The linearized variational equation of (6.1) at (u, g) ∈ ω(u0, f) is
vt = vxx + (g(t) − λ)v. (6.3)
Clearly, e−k
2t+
∫
t
0
(g(s)−λ)dssin(kx) and e−k
2t+
∫
t
0
(g(s)−λ)dscos(kx) are solutions of (6.3) for k ∈ N).
Moreover, these functions form a Floquet basis of (6.3), and the associated Floquet spaces are
W0 = span{e
∫
t
0
(g(s)−λ)ds} and
Wk = span{e
−k2t+
∫
t
0
(g(s)−λ)dssin(kx), e−k
2t+
∫
t
0
(g(s)−λ)dscos(kx)}, k = 1, 2, · · · . (6.4)
Such Floquet spaces are exponentially separated. Note also that lim|t|→∞
1
t
∫ t
0 g(s)ds = 0 (see
[11,27]), it follows that the Sacker-Sell spectrum σ(ω(u0, f)) = {−λ− k
2 : k ∈ N}.
Case (i): Let λ = 0 (which is the first eigenvalue of ∂
2
∂x2
: H2(S1) → L2(S1)) and the
corresponding eigenfunction u0 ≡ 1 is spatially-homogeneous). Then, it is clear that ω(u0, f)
is spatially-homogeneous and σ(ω(u0, f)) = {0,−1, · · · ,−k
2, · · · } (Thus, the upper Lyapunov
exponent with respect to (6.3) is 0. Hence, for this case, one may also call that ω(u0, f) is linearly
stable by following [30, p.36, Definition II.4.3]). Moreover, one has dimV u(ω(u0, f)) = 0 and
dimV c(ω(u0, f)) = 1. As we mentioned in the previous paragraph, ω(u0, f) is not minimal
and {0} × H(f) is the only minimal in ω(u0, f). Therefore, it belongs to Theorem 3.1(ii).
Furthermore, it is also an example indicating that ω(u0, f) need not be minimal even if it
belongs to Theorem 5.1(ii).
Case (ii): Let λ = −1 (which is the second eigenvalue of ∂
2
∂x2
: H2(S1)→ L2(S1)) and choose
the corresponding eigenfunction u0 = sinx). Then, the corresponding solution is ϕ(t, x, u0, g) =
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e
∫
t
0
f(s)ds sinx. So, u is spatially-inhomogeneous for all (u, g) ∈ ω(u0, f) \ {0} × H(f). More-
over, we have σ(ω(u0, f)) = {1, 0, · · · , 1 − k
2, · · · }. Together with (6.4), we also obtain that
dimV c(ω(u0, f)) = 2. Note also that ω(u0, f) is not minimal. Thus, such an example shows
that, if dimV c(Ω) ≥ 2, then neither (i) nor (ii) in Theorem 5.1 need hold.
Example 6.2. Consider
ut = uxx − (a(t) cos u+ b(t) sin u) sinu, t > 0, x ∈ S
1 = R/2πZ, (6.5)
where f(t) = (a(t), b(t)) is almost periodic and satisfies that the ODE
y
′
= a(t)y + b(t) (6.6)
admits no almost periodic solution and the solution y0(t) of (6.6) with y0(0) = 0 is bounded
(see [14] for the existence of such a(t) and b(t)). Then there are (u0, g0) ∈ X ×H(f) such that
ω(u0, g0) contains two minimal sets (see [27] for the detail). So, this example indicates that
Theorem 3.1(ii) can indeed occur.
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