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Summary
Image registration is the automatic alignment of images. It is a fundamental task in 
computer vision. Image registration is challenging, in part, because of the wide range 
of applications with an equally wide range of content. Applications that require the 
automatic alignment of images include: super-resolution, face detection, video coding, 
medical imaging, mosaicking, post-production video effects, and satellite image regis­
tration. The wide and diverse range of applications have lead to a wide and diverse 
range of image registration algorithms. An image registration algorithm is defined by 
its transformation, criterion, and search. The transformation is the model of image de­
formation required for alignment. The criterion is the definition of the best registration. 
The search describes how the best registration is to be found.
This thesis presents two image registration methods; fast robust correlation and ori­
entation correlation. The presented methods find translational transformations. Both 
define their criterion of the best registration using robust statistics. Fast robust cor­
relation applies robust statistics to pixel intensity differences. Orientation correlation 
applies robust statistics to differences in orientation of intensity gradient. This gives 
orientation correlation the property of illumination invariance. Both use an exhaustive 
search to find the best registration.
The novelty of fast robust correlation and orientation correlation is the combination 
of robust statistics, with an exhaustive search that can be computed quickly with 
fast Fourier transforms (FFTs). This is achieved by expressing a statistically robust 
registration surface with correlations. The correlations are computed quickly using 
FFTs. Computation with FFTs is shown to be particularly advantageous in registration 
of large images of similar size.
Experimental comparisons demonstrate the advantages of the methods over standard 
correlation-based approaches. Advantage is shown in the experiments of: video coding, 
video frame registration, tolerance of rotation and zoom, registration of multimodal 
microscopy images, and face registration.
Key words: Image Registration, Robust Statistics, Correlation, Fast Fourier Trans­
form.
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Chapter 1
Introduction
T HE introduction to the thesis sets out the motivation for image registration, for image registration that is statistically robust, and for image registration that is 
both statistically robust and fast. This chapter is arranged as follows. Sections 1.1,
1.2 and 1.3 answer three questions: Why register images? Why statistically robust? 
Why fast? Sections 1.4 and 1.5 present thesis contributions and a thesis outline. The 
chapter closes with a summary.
1.1 W hy register images?
Signal registration is a key component of radar, sonar, digital communications, and 
many other systems. Although the work in this thesis can be applied to any signal 
registration technique, the focus is on registration, or matching, of images.
To illustrate the purpose of image registration consider the application of satellite image 
registration. A satellite orbits the Earth taking photos of the landscape. To get the big 
picture the images must be stitched together to form a mosaic. To be able to make the 
mosaic we need to know how the images fit together. It is this task of finding how the 
images fit together, that image registration solves. An example is shown in Figure 1.1.
Image registration has a wide range of applications chiefly within the fields of image 
processing and computer vision. Applications include:
1
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(c) Mosaic of satellite images 
Figure 1.1: Using image registration to create a mosaic of satellite images.
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• Super-resolution
• Face detection
• Video coding
• Medical imaging
• Database classification
• Mosaicking
• Post-production video effects
• Motion compensated video frame rate conversion
• Satellite image registration
In considering image registration applications there are important classifications that 
will effect the selection of an appropriate method. As with all computer vision and 
image processing applications there is the split between applications that allow human 
interaction and those that are stand-alone. For a human interaction example consider 
post-production video effects. The tool will be used by skilled operators. If there is 
a problem with the image registration the operator will expect to be able to make 
adjustments to solve the problem. As a example of stand-alone application consider 
video coding or motion compensated video frame rate conversion of live video. Image 
registration is a key component of both of these applications, but with live video there 
is no time to allow for manual adjustment of the image registration.
A second point in considering an application of image registration is the use of prior 
knowledge. Most importantly: Can prior knowledge be used to restrict the possible 
range of the image transformation? For example it is often reasonable to assume a large 
overlap between video frames, but the overlap between two pictures from a single shot 
camera is typically unknown. To return to the satellite image registration example if 
position and orientation of the satellite is known then an estimate of the registration 
can be made and image processing is only required required to improve the estimate. 
If such position and orientation information is not available a much wider search is 
required.
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1.1.1 A  paradigm for image registration
This thesis considers image registration in three parts:
• Transformation : The transformation or mapping to align the images.
• Criterion : The criterion defining the best registration.
• Search : The method for searching for the best registration.
The transformation is the model of how the images may be distorted or displaced. This 
transformation allows us to reverse the distortion and align the images. All methods, 
even manual registration, must select a transformation. For example, consider manual 
registration of Figure 1.1(a) and 1.1(b). The transformation used is translational. The 
registration is stored as a horizontal and vertical shift.
Continuing the manual satellite image registration example, how does one know when 
the best registration has been reached? A common reply is: “Because it matches.” ! 
For automated image registration, the criterion defining the best registration must be 
set. In general, criteria are split into two types:
• Feature-based Example: with the satellite images the best registration criterion 
could be defined as the minimum difference in alignment of the roads.
• Area-based Example: the best registration criterion could be defined as the 
minimum absolute difference in intensity.
Note that both feature- and area-based best registration criteria methodologies involve 
a comparison or differencing between the images. It is to this difference that the thesis 
advocates the application of robust statistics. More on this in the following section, 
Section 1.2.
With the transformation selected and the best registration criteria defined the remain­
ing task is to search for the best registration. The selection of a search method is highly 
coupled to the selection of best registration criterion. The searching stage of image reg­
istration is computationally intensive. With video sized images or even larger images
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from still digital cameras, the amount of searching possible is limited by available com­
putational resource. This thesis advocates the use of fast image registration algorithms 
to make the best use of available computational resource. This point is expanded in 
Section 1.3.
1.2 W hy statistically robust?
To correctly register Figure 1.1(a) and 1.1(b) an algorithm must evaluate the regis­
tration shown in Figure 1.1(c), and conclude that this is the best registration. The 
definition of this best registration is all important.
The term registration measure is now introduced. Given two images and possible regis­
tration parameters, a registration measure algorithm returns a measure of the quality 
of the given registration. The best registration is the one with the highest quality 
registration measure.
A registration measure will compare either the intensities of the images (area-based), 
or features measured from the images (feature-based). Note that the discussion in this 
section applies to both cases. Whether intensity or feature, some form of differencing is 
necessary to generate a measure of quality for given registration parameters. Note these 
differences may also be referred to as errors. A function is applied to the individual pixel 
or feature differences such that the differences can be combined to give a registration 
measure for given registration parameters. This function is referred to as a kernel 
function.
For an example of a kernel function consider a four pixel line of two images with pixel 
values: [150,150,150,150] and [152,146,147,155]. Differencing the two lines at zero 
shift gives pixel differences of: [2,—4 ,—3,5]. One could apply the absolute kernel 
function and then average, giving an overall registration measure of 3.5. Note the 
significance of the kernel function; summing the differences alone gives a registration, 
measure of 0, a perfect registration, which is clearly incorrect.
To evaluate a registration many existing methods apply a squared function to the 
differences. There is good reason for this. If the distribution of differences is Gaussian
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then a squared function is optimal. In the field of image registration the assumption 
of Gaussian differences is often not a valid assumption. The following will result in 
non-Gaussian differences:
• Occlusion
• Revelation of new objects
• Salt and pepper noise
• Highlights
• Shadows
• Compression degradation and errors
• Transmission errors
• Un-modelled scene deformation
• Camera parameters which are un-known, un-modelled, or incorrect
Of the above effects occlusion, highlights, and revelation of new objects are the most 
significant.
1.2.1 The effect of outliers on non-robust methods
At the correct registration effects such as occlusion, revelation of new objects, and 
highlights cause regions of the registering images to miss-match. Statistically these 
miss-matches are referred to as outliers. The purpose of this subsection is to demon­
strate why outliers are particularly problematic for a non-robust registration criterion.
Least squares
The problems that outliers cause to squared error registration are demonstrated by 
applying least squares to the task of line fitting. Least squares was first published 
by Legendre in 1805 [84]. Least squares is an example of a squared error criterion
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resulting in an efficient implementation. Least squares offers a closed form solution. It 
is interesting to note that it was only after the introduction of least squares that Gauss 
introduced the normal, or Gaussian, distribution.
We wish to fit a straight line to N  data points (x^yi). This problem is also known as 
linear regression. The equation for a straight line is:
y(x ) =  mx +  c (1.1)
Our task is to find the m and c of the line that best fits the data points. In the 
above discussion on image registration we posed the question “What is the definition 
of the best registration?” In the same fashion here we pose the question, “What is 
the definition of the best fitting line?” For a least squares solution the best fitting line 
is defined as the one that minimises the square of the y-axis distance from each data 
point to the line. Least square line fitting may also be formulated to minimise #-axis 
distances, this is not considered here. In equation form the best fitting line parameters 
are measured from:
argmin «(m, c) (1.2)
m ,c
Where ft(m, c) is:
N
K(m,c) =  ^ ( y i  -  mxi -  c)2 (1.3)
i=i
To arrive at the closed form solution to least squares line fitting, we partially differen­
tiate K with respect to m and c, and equate to zero:
N
=  -9  '
dm 
8k
v ~ IL.
 xi{yi - mxi -  c) (1.4)
*=i 
N
d c = - 2 ^ 2 y i - m x i - c  (1.5)
i=l
Re-arranging we have simultaneous equations:
N N  N
c ^ X i  +  m 'Y ^xl =  ^ 2 Xiyi (1.6)
i=l i=l i=l
N N
cN  +  m xi =  ^ 2  Vi (L7)
£=1 i=l
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The solution is:
m
c
(1.8)
(1.9)
N  N
where: Sx =  Xi Sy = (1.10)
i = l  i= 1
N N
&xx =  ^ 1 xi &xy =  ^  ^^ iVi
We now apply least squares and demonstrate the problems caused by non-Gaussian 
errors. Figure 1.2(a) shows five well conditioned data points and their least squares 
regression line1. Figures 1.2(b) and 1.2(c) show the effect of outliers on least squares. 
Note that in each case only one element of a single data point has been changed. These 
errors can arise from erroneous measuring equipment, erroneous recording of data, 
human error, or, as is most likely the case in image processing, non-Gaussian errors in 
the data.
In Figure 1.2(b) the y of the forth element has been changed. The changed point is 
known as an outlier in the y-direction. Despite only a single change the least square 
regression line has significantly shifted. In Figure 1.2(c) an outlier in the ^-direction has 
been introduced. This point has a particularly devastating effect on the least squares 
regression line. The point is known as a leverage point. The least squares regression 
line is approximately at a normal to the correctly fitted line.
Correlation
Here we further demonstrate failings of a squared error criterion, this time, in our
chosen application of image registration.
1An example of how straight line fitting can be used to solve a problem: Say we want to measure 
the deceleration of a car. Unfortunately our car does not have an accelerometer but is does have 
a speedometer. Acceleration is the rate of change of speed. Therefore if the speed data can be 
approximated with a straight line, the gradient of the line (m) will give the acceleration.
y-
ax
is
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(a) No outliers.
(b) Outlier in y-direction. (c) Outlier in E-direction. Outlier is a leverage 
point.
Figure 1.2: Effects of outliers on least squares line fitting.
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Correlation, also known as cross-correlation, is a signal registration technique. Here 
correlation is applied to image registration. Earlier in the introduction we considered 
three parts to an image registration algorithm: transformation, criterion, and search. 
Considering these points for correlation we have:
• Transformation : Translation.
• Criterion : Area-based. Correlation minimises the sum of the squares of the 
intensity difference.
• Search : Exhaustive.
There are parallels between correlation and the method of least squares: both minimise 
a squared error criterion, and both are particularly useful due to their relative com­
putational efficiency. Correlation is discussed in detail in Chapter 3. An overview of 
correlation sufficient for the discussion in this section is given below.
The correlation surface c(m, n) representing the correlation of image f (x,  y ) with image 
g(x,y) is defined as:
OO CO
c(m ,n) =  ^ 2  £  f ( x ,y ) 9* ( x - ™ , y - n )  m,n =  0, ± 1, ± 2, . ..  (1.12)
X——co y ~ ~  oo
The correlation surface will peak when image f (x ,y )  and the displaced image g(x,y) 
best register each other. The translational shift is measured from the position of the 
maximum in c(m,n). Complex conjugate is shown with a *, although in this case 
/  and g are pixel intensities - real numbers unchanged by the complex conjugate. 
The positioning of images /  and g is graphically displayed in Figure 1.3. Image /  is 
stationary, while image g is shifted by m, n. At each m, n the overlapping regions of /  
and g are multiplied and the sum is stored in c(m,n). This example will also require 
normalisation to account for the variation in the number of overlapping pixels.
Let us now demonstrate a key failing of correlation. The failure is directly related to the 
implicit use of the squared error criterion in computing the correlation surface. Consider 
the use of correlation to register the images in Figure 1.4(a) and Figure 1.4(b), the first 
and fifth frames of a video sequence. Over 90% of each frame is background. The
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Figure 1.3: Illustration to show arrangement in Equation 1.12.
background of the two frames is aligned with a (0 ,-6 ) translation, see Figure 1.4(c). 
Registering the two frames with correlation returns a translation of (0,0), registering 
neither the background nor the objects in the scene. Examination of the frames reveals 
a four pixel black border on the right of each frame. The black lines represent less 
than 1.2% of the pixels in each of the frames. Correlations problem is that at the 
correct registration the black lines cause outliers. As with least squares the squared 
error criterion excessively weights the outliers. The result is that correlation considers 
it too costly not to register the black lines.
Kernel functions
To better understand the failing of the squared error criterion let us return to the least 
squares example and pose the question: “Why was the correct line not found?” .
Let us define errors ei as the difference between the given points (xi, yi) and the correct 
line with parameters mt and ct (the ground truth line):
&i =  Vi ~ (mtXi +  ct) (1.13)
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(c) Mosaic of first and fifth coastguard frames 
Figure 1.4: Mosaic of coastguard frames.
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» e «* »
0 10 20 30 40 
Input to kernel function
50 60 0 10 20 30 40 50 60 
Input to kernel function
« e2 S *
0 10 20 30 40 
Output of kernel function
(a )  N o  o u tlie r s .
50 60 0 10 20 30 40 50 60
Output of kernel function 
( b )  O u t lie r  in  1/ - d ir e c tio n .
Figure 1.5: Graphical illustration to show the effect of a squared kernel function.
To measure the goodness of fit of the correct line, the kernel function is applied to the 
errors e* and the result summed. Least squares uses the squared kernel function. If 
least squares is to find the correct line, the sum of e? must be equal to the residuals 
from the estimated parameters m, c. Algebraically:
if S e? = + (L14)
i— 1 2— 1
then least squares finds correct line (1*15)
The effect of the squared error kernel is graphically illustrated in Figure 1.5. The sub­
figures show the input to the kernel function, e*, and the output of the squared kernel 
function, ef. First we consider the no outliers case when least squares does find a good 
fit. Figure 1.5(a) shows the errors from the least squares line fitting shown previously in 
Figure 1.2(a). The ei errors are closely distributed about 0. The output of the kernel is 
also closely distributed about 0. The sum of ef is small. Least squares rightly considers 
the correct line a good match.
Now let us consider the effect of the squared kernel on an outlier. Figure 1.5(a) shows 
the errors from the least squares line fitting shown previously in Figure 1.2(a). The 
outlier can be seen in the input to the kernel function, e4 =  7.4. If the correct line is
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(a) Squared kernel function. (b) Example robust kernel function.
Figure 1.6: Kernel functions.
to be chosen the outlier must have a limited effect. The squared kernel function does 
exactly the opposite, e\ — 54.76. The sum of ef is large. Thus least squares wrongly 
considers the correct line a bad match.
The squared kernel function is shown in Figure 1.6(a). The a>axis is the input to the 
kernel function; the differences or errors. The y-axis the kernel function output. Let 
us now introduce a kernel that will not overly weight outliers. Such a robust kernel 
is shown in Figure 1.6(b). Starting from zero the robust kernel begins in a similar 
fashion to the squared kernel function. However, rather than continually rising the 
robust kernel tends to a limit. Thus, an outlier will not be overly weighted.
The differing effects on outliers of squared and robust kernels are shown in Figure 1.7. 
In this figure the kernels of Figure 1.6 are plotted together on the same axis. Within 
r =  ±0.5 the kernels are almost, exactly the same. This is the inlier region. Outside 
r =  ±1.5 the squared kernel continues to rise, while the robust kernel is constant. This 
is the outlier region. The outlier seen in Figure 1.5(b) is shown in Figure 1.7 as a x 
on the squared kernel and as a * on the robust kernel. Note the dramatic difference 
in kernel function output for this point. The squared kernel overly weights the outlier, 
the robust kernel does not.
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Figure 1.7: Squared and robust kernel functions.
1.3 W hy fast?
The previous section justified the use of robust statistics in image registration. Here 
we justify the need for fast and robust algorithms for image registration. We offer two 
distinct reasons to justify the need for image registration that is not just robust but 
also fast:
• Even compared to other computer vision operations, image registration is com­
putationally expensive.
• Popular algorithms are fast. Particularly in the field of computer vision useful 
algorithms are fast.
Each of these points is discussed in turn.
To clarify the claim that image registration is computationally expensive let us consider 
an image of size X  by Y  pixels. Image processing algorithms (for example: edge 
detection, filtering, thresholding, . . . )  typically iterate over an image and perform an 
operation at each pixel. Thus a typical image processing algorithm requires:
X Y  operations (1.16)
For image registration the key difference is that we are dealing with two images. Con­
sider two images, both of size X  by Y. Exhaustive search translational image registra-
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tion requires:
(X Y )2 operations (1*17)
The computational complexity of image registration is polynomially greater than a 
typical image processing algorithm.
To clarify the claim that popular algorithms are fast it is first shown why, since 1965, 
correlation can be computed quickly Correlation, as stated in Equation 1.12, is widely 
considered to be computationally expensive. For equally sized images of size X  by Y, 
a direct implementation requires:
X 2Y 2 real multiplications (1.18)
Correlation can be computed very quickly in the frequency domain. Using the discrete 
Fourier transform (DFT) we have:2
if f (x ,y )  ^  F(k, I) (1.19)
and y(®,2/) G(k,l) (1.20)
then c(m, n) ^  F{k,l)G*(k,l) (1.21)
Computing correlation in the frequency domain requires only X Y  multiplications. Un­
fortunately computing the DFTs requires the order of X 2Y 2 multiplications. There is 
no advantage to computing correlation with DFTs. The Fast Fourier Transform (FFT) 
is a fast algorithm for computing the DFT. With the advent of the FFT in 1965 [23] 
the computational cost of correlation dramatically dropped. Using FFTs to compute 
the correlation of real /  and real g requires:
3X Y  log2 X Y  real multiplications (1.22)
Correlation is unique in its ability to perform an exhaustive search in significantly less 
than X 2Y 2 operations.
Now two algorithms that are popular partly due to their speed have already been 
presented: least squares and correlation. Least squares is attractive because is has a
2Strictly Equation 1.21 is circular correlation, for more on this see Chapter 3.
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closed form solution. Correlations key advantage is that is can be computed efficiently 
with the aid of fast Fourier transforms. Both least squares and correlation are often 
applied even when a squared error kernel is not ideal. The disadvantage of a squared 
kernel is considered to be outweighed by the advantage of speed. This logic will result 
in methods that quickly find the wrong solution!
1.4 Contributions of thesis
This thesis makes contributions to the state of the art in the field of image registration. 
Two methods for translational image registration are presented:
• Fast robust correlation
• Orientation correlation
The thesis presents underlying theory of the approaches. Theoretical analysis including 
analysis of computational cost. And experimental verification of the benefits of the 
approaches. Both of these methods have the following key advantages:
• Statistical robustness
• Exhaustive search
• Fast; compute with fast Fourier transforms
In addition orientation correlation has the following advantages:
• Illumination invariance
• Kernel width setting decoupled from distribution of intensity values
1.5 Thesis outline
This thesis is arranged as follows. Chapter 2 presents a literature review on image 
registration. The thesis then divides the following four chapters between fast robust
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correlation and orientation correlation. Fast robust correlation is presented in Chapter 
3. Analysis of the computational cost is given. Chapter 4 presents experiments with 
fast robust correlation. Orientation correlation is presented and analysed in Chapter 
5. Experimental verification of orientation correlation is presented in Chapter 6. Dis­
cussion on fast robust correlation and orientation correlation is presented in chapter 
7. The final chapter of the thesis is Chapter 8. This chapter presents conclusions and 
further work.
1.6 Summary of introduction
The introduction sets out the motivation for the thesis. The introduction justifies the 
need for:
• Image registration
• Statistically robust image registration
• Fast statistically robust image registration
Chapter 2
Literature Review on Image 
Registration
IMAGE registration is a broad field of research. In 1991 L.G. Brown published A Survey of Image Registration Techniques [14]. This paper spans 52 pages and 
contains over 100 references. There has also been major developments within the field 
over the last decade. There are two reasons for the large volume of research in the field 
of image registration:
• Large and diverse field of applications. Differing applications with differing re­
quirements.
• Choice of solutions. There are many approaches to image registration; no single 
method is appropriate for all tasks.
The combination of many applications and no single right answer, makes image reg­
istration an interesting research topic. Better techniques result in improvements to 
numerous applications.
This literature review of image registration is arranged as follows: A general method 
for evaluation of image registration methods is proposed. Image registration methods 
are considered in three parts: transformation, criterion, and search. In Section 2.1
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existing approaches are discussed within this framework. In Section 2.2 existing robust 
approaches are discussed and the contributions of this thesis are set in the context of 
existing work. The chapter closes with a summary.
2.1 Evaluation of image registration methods
The introduction to this thesis considered three parts to an image registration method:
• Transformation : The transformation or mapping to align the images.
• Criterion : The criterion defining the best registration.
• Search : The method for searching for the best registration.
Thus, to evaluate an image registration method we pose three questions:
• What is the transformation used to align the images? (Transformation)
• What is the criterion defining the best registration? (Criterion)
• How is the best registration found? (Search)
Answers to these three questions should give a clear understanding of an image regis­
tration method. The following subsections review the literature on image registration 
by discussing likely answers to each of the question about image registration: transfor­
mation, criterion, and search.
2.1.1 Transformation
Transformations for image alignment can be split into two categories [41]:
• parametric transformations
• non-parametric transformations
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Parametric transformations are of greater interest to this thesis, and as such, discus­
sion is appropriately focused. Image alignment transformations are also referred to as 
image warping functions. For image registration the interest is in image transforma­
tions that model image deformation. There are other image transformations that are 
inappropriate for modelling image deformation, for example, Fourier transforms and 
trace transforms such as the radon transform.
The notation used for image deformation transformations is shown in Figure 2.1. An 
image point (x ,y ) is mapped to (x',y'). Points (x,y) and (x',y ') are correspondence 
points. Given the input image referenced by (x,y), we desire to create the warped 
output image referenced by (V, y'). For the purpose of image deformation the inverse 
transformation is typically considered. An output image pixel is warped back to a 
point in the input image. The value of the input image at that point is found using 
interpolation methods such as nearest neighbour, bilinear, or bicubic. This value is then 
placed in the output image. When this has been completed for all output image pixels 
the transformation is complete. This process is referred to as backwards projection. 
The problem with forwards projection is that, in general, an image transformation will 
not map exact pixel locations to exact pixel locations. For this reason it is important 
for image transformations to be invertible.
Discussion now turns to a family of parametric image transformations known as planar 
image transformations [47]. This family of transformations is referred to as a hierarchy
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Table 2.1: Planar image transformations; equations and degrees of freedom (dof).
of transformations. As we descend down the hierarchy, the range of planar deforma­
tions that can be modelled increases. What follows descends the hierarchy discussing 
significant transformations. The following frequently refers to Table 2.1 and Figure 
2.2. Table 2.1 shows the equation for each planar transform to be discussed. Figure
2.2 shows examples of planar image transformations applied to an image.
Translation : At the top level of the hierarchy of planar transforms is translation.
A translation of Figure 2.2(a) is shown in Figure 2.2(b). Translation is a shifting of an 
image on the image plane. A translation has two parameters, tx and iy, representing 
the translation in each dimension of the image plane. The equation for a translational 
transformation of image coordinates is shown at the top of Table 2.1. A translation 
can be defined by one point correspondence between two images.
In many applications translation is the most significant image transformation. Consider
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(a) Original (b) Translate
(c) Rotate (d) Scale
(e) Shear (f) Projective
Figure 2.2: Examples of planar image transformations.
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the motion within a video sequence of a football game1. There are many types of 
motion; the ball rotates, the pitch can be tracked with a homography (see below). 
However, the dominant perceived motion will arise from the rotation of the camera as 
it tracks the ball. The greatest component of this motion is translation.
Translation is the only motion model in the MPEG-1, MPEG-2 video coding standards 
[72]. This is because translation is the greatest component of perceived motion in most 
video. With the spread of digital television across the globe, the translational image 
transformation model is the only motion model that is already in use by millions every 
day.
Euclidean : Euclidean transformations contain translation and rotation. The signif­
icance of Euclidean transformations is that they are isometric. That is to say, that the 
distance between any two image points will be the same after an Euclidean transform. 
Further down the hierarchy the transformations do not have this property. The three 
parameters, tx, ty and 0, are shown in the Euclidean transformation equation in Table
2.1. Individually rotation and translation are shown in Figure 2.2.
Similarity : A similarity transformation contains translation, rotation, and scaling.
Distance is not preserved but shape (or form) and angles are. Similarity transformations 
are also referred to as quasi-affine transformations. A similarity can be computed with 
two corresponding image points. The similarity equation with translation (tx,ty)T, 
rotation 9, and scale s is shown in Table 2.1. Individually translation, rotation, and 
scale are shown in Figure 2.2.
Affine : An affine transformation can translate, rotate, scale, and shear. Shape and
angles are not preserved. The action of an affine transformation is homogeneous across
the image. Affine transformations can be computed from three point correspondences.
The equation for an affine transformation, shown in Table 2.1, requires translation
xThe author is thinking of soccer. The argument still follows for other versions of the beautiful 
game.
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parameters, (tx,ty)T, and an affine matrix:
A = Oil «12 (2.1)
&21 &22
Individually translation, rotation, scale, and shear are shown in Figure 2.2.
Projective : Projective transformations are significant as they are able to describe
any deformation of a plane. An example of a projective transformation is shown in 
Figure 2.2(f). Projective transformations are also referred to as homographics. The 
action of a projective transformation varies across the image. Order of contact is 
preserved; a projective transformation will not fold the image onto itself. A projective 
transformation also preserves straight lines; as with the above planar transformations, 
straight lines map to straight lines. Projective transformations can be computed from 
four point correspondences. Table 2.1 shows the homography matrix:
H is constrained by a scale parameter and thus has 8 degrees of freedom. The ho­
mography operates on homogeneous three-dimensional vectors. Image coordinates are 
recovered as follows:
There are two notable cases in computer vision where projective transformations are 
of use:
• Consider a planar surface viewed by a camera. Now translate and rotate the 
camera to any other view of the planar surface. The two views of the planar 
surface can be aligned with a projective transformation.
• Consider a camera at a fixed point in space but that is freely able to rotate. 
All views from the camera can be aligned with a projective transformation. This 
allows multiple views to be mosaicked to create a panoramas. A guide to available 
software can be found at [76].
hu h±2 hi3
H =  /i2i /i22 2^3
3^1 hs2 hss
(2.2)
(2.3)
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Further parametric transformations : Further parametric transformations in­
clude bilinear and polynomial transforms. The bilinear transformation is similar to a 
projective transform in that it has 8 degrees of freedom, and can be computed from 4 
point correspondences. Bilinear transformations do not preserve all straight lines, only
lines parallel to the axes are guaranteed to map to straight lines. Further a bilinear
transformation is not guaranteed to be bijective, that is, the transformation may not 
be invertible. The bilinear transformation is defined as:
x' =  P21% +  Pi2V +  P22%y +  Pn (2.4)
y' =  q2\x +  qi2y +  q22xy +  qu (2.5)
Polynomial transforms are the generalisation of quadratic, biquadratic, cubic, and bicu­
bic transformations [89]. The general form of polynomial transforms of order n is:
S ' - E E W ' V  (2.6)
i=0 j=0
2/' =  E E  (2.7)
i=0 j =0
It is also possible to choose a hierarchy of transformations, and then select the most 
appropriate transformation. The advantage here is that over-fitting, that can result 
from simply using the transformation with the greatest number of parameters, can be 
avoided. Selection criteria include: the A Information Criterion (AIC) and Minimum 
Description Length (MDL). In [49] Hill discusses the use of a modification to the AIC. 
Selection of a parametric transformation is made from a group including translation, 
similarity, affine, and projective transformations.
Non-parametric transformations : Examples of non-parametric transformations
include: elastic deformations, thin-plate splines, and diffeomorphisms [96]. The main 
application of non-parametric transformations is in medical imaging [4]. In medical 
imaging non-rigid deformation models are required to model the changes to body parts 
through time and subject.
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2.1.2 Criterion
Image registration algorithms require three parts: transformation, criterion, and search. 
The above subsection has reviewed models of image deformation that facilitate image 
registration (the transformation part). In this subsection the thesis will review the 
criteria used to define the best registration.
Given a model of expected image deformation we need to be able to evaluate given 
transformations. In this fashion we can evaluate two given transformations and con­
clude which is the best. In this paradigm of image registration we evaluate all possible 
image registration parameters, and pick the best parameter set. To do this we need to 
set a criterion to measure the quality of a given set of transformation parameters.
Images registration criteria can be divided into two categories; area-based criteria and 
feature-based criteria. Each of these categories is reviewed in turn.
Area-based : Area-based criteria define the best registration in terms of measurable
image quantities. Area-based methods are also referred to as direct methods [56]. For 
example an area-based method could measure the quality of a given registration by 
summing the absolute pixel difference. The following equation contains images f { x , y ) 
and g{x,y), and returns a scalar measure of the quality of registration s.
(2*8)
x y
In Equation 2.8 g(x,y) is warped by the given transformation to g{x\ ?/), where, we 
postulate, it will align with f (x,y) .  The set of image transformation parameters that 
results in a minimal s are the best registration parameters. Absolute value image 
registration criterion is an important part of block-based video coding [90].
There is a clear problem with area-based matching criteria; illumination invariance. 
There are two ways to overcome this. Model the illumination variation, or first nor­
malise the image. For invariance to global illumination change a popular matching 
measure is Normalised Cross-Correlation:
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In Equation 2.9 /  and g are mean values of /  and g. Again s is a scalar measure of 
the quality of aligning f (x ,y )  with transformed g(x,y). In this case a higher value of 
s indicates a better registration.
A significant criteria for area-based registration of video is the motion constraint 
equation[54]. The motion constraint equation is also referred to as image intensity 
velocity, or the brightness constancy constraint. The motion constraint equation is 
derived from the total differential of I  =  f(x,y,t ) :
dl dl dl
dx x dy y dt±  — ty ±  ITT — 0 (2.10)
Although the motion constraint equation should equal zero, in real video sequences 
it does not. The quality of given motion parameters is measured by the functions 
proximity to zero.
The main reason for interest in the motion constraint equation is because it is linear 
in tx and ty, and therefore can be solved using least squares. Equation 2.10 can not be 
solved for a single pixel, A single pixel provides a single constraint. Typically a patch 
with many pixels, over constraining the estimation, is used. tx, ty can be considered as 
functions, allowing any parametric motion transformation to be estimated.
The area-based examples in this discussion of image registration criteria utilise non- 
robust statistics; namely squared and absolute difference. This thesis advocates the 
application of robust statistics to area-based image registration criteria, see Section 
2.2.
Feature-based : Feature-based image registration criteria have a two stage approach.
First features are extracted from the images. The relations between images are then 
measured from these features [94]. Many common image features have been used, 
for example: corners, lines, and circles. The advantage of feature-based methods is 
that millions of pixel can be described by a set of, say, hundreds of features. The 
disadvantage is that there is always the possibility that insufficient useful features will 
be detected. In this case a feature-based method will fail. While an area-based method 
will utilise all the information (all the pixels) and can succeed. Also, feature-based
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methods have to estimate the true position of a feature, this estimate can contain 
errors.
Features used for images registration include:
• Corners [47, 93]
• Lines [21]
• Circles [3]
• Interest point groups [15]
• Maximally stable extremal regions [68]
Feature-based criteria typically evaluate a given transformation by counting the number 
of concurring feature matches. This is a robust approach. Feature matches are classified 
as either inliers or outliers.
2.1.3 Search
Image registration algorithms require three parts: transformation, criterion, and search. 
So far this thesis has reviewed image transformations and the criterion defining the 
best match. The thesis now discusses how to search and find the image transformation 
parameters of the best registration.
A standard exhaustive search for the best registration parameter, in general, has a 
computational cost that is too high. For example, consider a translational transfor­
mation model and an area-based best registration criterion, such as minimum absolute 
difference. An exhaustive search for tx and ty requires:
{XY )2 operations (2.11)
In Equation 2.11 each operation will require at least one clock cycle on a computers 
Central Processing Unit (CPU). For simplicity let us say we wish to register two images 
of size 1000 by 1000 pixels. This size is approximately the size of a high definition 
television frame and smaller than a picture from a digital camera. Exhaustive match
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registration of these two pictures will require 10004 =  1012 operations. Assuming we 
are using a 1GHz computer (a reasonable assumption in the year 2002) we are able to 
compute 109 operations per second. Thus, exhaustive image registration will require 
1000 seconds or approximately sixteen minutes.
Now the question is how long should image registration take? The standard for com­
puter vision algorithms is often real time. Meaning that algorithms should aim to 
process at video frame rate; typically between 24Hz and 30Hz. By this standard ex­
haustive search image registration is 25,000 times too slow. Even allowing for a Moore’s 
Law style doubling of computer power every 18 months it would take 17 years before 
exhaustive search image registration can be used at frame rate. Real time image reg­
istration is required today, not in 17 years time!
There are two main approaches to avoid an exhaustive search:
• Optimisation
• Multiresolution or pyramid techniques
Optimisation : Briefly, the main idea in optimisation methods is to perform a gradi­
ent directed search in a hyperspace of image transformation parameters. This can work 
well in tracking applications which have a good initial estimate of the image transfor­
mation parameters. For example [52] performs optimisation in the Hough parameter 
hyperspace for motion estimation in video sequences. The problem is when a good ini­
tial estimate is not available and the parameter search space is not smooth. The search 
may become stuck in a local minimum. This is particularly problematic in the case of 
using robust error kernels, which are likely to cause local minima. In the general case 
of image registration a-priori knowledge is not given, therefore a good initial estimate 
is not available.
Pyramids : The standard approach to alleviating the problems faced by optimisation
is to use image pyramids. These techniques are also referred to as multiresolution 
techniques. A pyramid is constructed for each image that is to be registered. The
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Figure 2.3: Image pyramid. The original image is at the bottom level. Successive upper 
levels are decimated and filtered versions of the bottom level.
bottom level of the pyramid contains the original image. The original image is low pass 
filtered and subsampled giving a lower resolution representation, this becomes the next 
level of the pyramid. The low-pass filter is to avoid aliasing. Successive upper levels of 
the pyramid are are constructed in the same fashion, each containing a lower resolution 
representation of the original image. An illustrative diagram is shown in Figure 2.3.
With pyramids of each image constructed, the idea is that at the top level of the 
pyramid the low-resolution images can be registered with optimisation. The result of 
this first optimisation is then propagated down to the next level of the pyramid. The 
images are registered with a-priori information from the top level. This continues down 
to the bottom level of the pyramid where, hopefully, the correct registration of the 
full-resolution images can be found.
There are two difficulties with pyramid techniques. Firstly, the construction of the 
pyramids. How many levels? What should the difference in resolution between each 
level be? How much filtering to apply? Should multiple possibilities found at the top 
level be propagated down? And if so how? Secondly, pyramid techniques will fail if 
the discerning information is removed through the subsampling and filtering. In this 
case, pyramid techniques will be unable to match the images at the top level. For 
example consider the registration of images of textures such as ceramic tiles, carpets or 
the grain of a piece of wood. The discerning information in such images is in the high 
frequencies; registration of subsampled versions of these images will not be possible.
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RANSAC : Pyramid techniques are mainly applicable to area-based techniques.
The most popular search techniques for feature-based methods are based on RANSAC 
(RANdom SAmple Consensus). This is due to the nature of the features, such as Harris 
features [46], that are being used to infer the registration. New features can appear, 
existing features can disappear, and noise can cause spurious features. Any method 
utilising such features must be robust.
Originally proposed by Fischler and Bolles [26], RANSAC is arguably the most robust 
algorithm currently in use in computer vision. RANSAC is a parameter estimation 
algorithm that is notably skilled at measuring parameters from contaminated data 
sets. A good statistics book will explain that there is a theoretical maximum of 50% 
to the amount of contamination to a data set that can still have correct parameters 
measured from it [84]. RANSAC is able to break this limit.
Given a set of data points, RANSAC randomly selects a minimal subset to calculate 
parameters. For example, to fit a straight line to two-dimensional data, two points 
must be selected. Hypothesis parameters are calculated from the minimal subset of 
data points. The cost, or quality, of the hypothesised parameters is measured by 
counting the number of inlying data points. If these are the highest quality parameters 
so far they are stored. The process then repeats until the probability of finding a better 
solution is below a threshold.
Difficulties with RANSAC include setting the thresholds and, as with any algorithm 
involving a random step, the best answer is not guaranteed. A number of improvements 
to RANSAC have been proposed; MINPRAN [88], MLESAC [95], R-RANSAC [22], and 
NAPS AC [73].
Correlation : So far discussion on image registration search techniques has covered
the high computational cost of an exhaustive search, and limited search techniques to 
reduce the computational cost. Here the thesis discusses a technique that dramatically 
reduces the computational cost of an exhaustive search; correlation computed with fast 
Fourier transforms (FFTs).
Correlation has been introduced in the introduction to this thesis. Correlation was first
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applied to image registration by Anuta [5], see also [80]. Using FFTs correlation is able 
to compute an exhaustive translational match in:
3XYlog2X Y  real multiplications (2.12)
Continuing the above example of matching 1000 by 1000 pixel images: Direct compu­
tation of an exhaustive match requires 1012 operations, while correlation requires less 
than 2 x 107. A reduction of five orders of magnitude.
Phase correlation : A notable modification to correlation is phase correlation [51,
60, 77, 91]. The phase correlation registration surface [60] is the inverse Fourier trans­
form of:
m i w j k j )
. |F(M)G*(M)I 1 1
Where F(k,l) and G(k,l) are the respective discrete Fourier transforms of f (x,  y) and 
g(x, y). |F(fc, 01 is the magnitude component of F(k, I). Equation 2.13 can be expressed 
as:
£(M ) G*(M) ,,
|F(M)| |G*(fc,!)l
Thus phase correlation can be considered as a preprocessing operation to correlation. 
Phase correlation is the correlation of /  and g each first normalised in the frequency 
spectrum. The effect of normalising the frequency spectrum is illustrated in Figure 2.4. 
Phase correlation has features that correlation does not have: illumination invariance, 
and a sharp peak (a delta function under ideal conditions) indicating the correct regis­
tration. However, as with correlation, phase correlation is area-based registration with 
a squared kernel.
Improvements to phase correlation have been proposed. Low pass filtering of the reg­
istration surface has been found to give improved performance under non-translational 
deformation [77]. Without this filtering the performance of phase correlation under
non-translation deformation is notably bad. It has been proposed to window the input
image prior to FFT [91], see, for example [82] for window functions. Windowing can 
cause two problems: Firstly, the window function becomes part of the signal, caus­
ing a bias to a (0,0) measurement of translation. Secondly, a window function will
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(a) Original (b) Normalised spectrum
Figure 2.4: Phase correlation preprocessing
non-uniformly weight the image. The second point is used to advantage in the Shape 
Adaptive Phase Correlation method of Hill and Vlachos [51]. Note that since phase 
correlation normalises in the frequency domain, applying a weighting function to the 
frequencies of the images will have no effect. This implies that pre-filtering the images 
will not affect the result.
Other improvements to correlation have been proposed over the years [62, 79]. Together 
with phase correlation these have improved correlation results and addressed issues such 
as illumination invariance. Comparative studies have been made [6, 67]. While some of 
these correlation methods claim to be robust all are based on the square error kernel; 
they are not statistically robust. Extending correlation to use kernels other than a 
squared error kernel is the subject of this thesis. The subsequent chapters show how 
this can be achieved.
The other limitation to correlation is that it computes a translational match. The 
transformations that correlation based methods can estimate have been extend in two 
ways: i) utilisation of the log-polar image representation, and ii) split magnitude and 
phase frequency domain processing. Each of these, along with the extension to affine 
transformations, is discussed below.
2.1. Evaluation of image registration methods 35
Log-Polar : The log-polar representation of two images is shown in Figure 2.5.
Rather than the traditional Cartesian coordinate referencing, images are referenced 
using polar coordinates starting at the centre of the image. In this fashion a rotation 
in Cartesian coordinates is represented as a translation in the polar angle coordinate. 
Further, by taking the logarithm of the polar magnitude, a Cartesian scale change is 
represented as translation in the polar log-magnitude coordinate. Thus the rotation 
and scale changes between Figures 2.5(a) and 2.5(b), are represented as a (tx,ty)T 
translation between Figures 2.5(c) and 2.5(d). The translation can be measured with 
correlation. This representation has been used recently in a hierarchical framework to 
estimate affine parameters [99]. Cyclic correlation, which derives from the nature of the 
FFT, is particularly useful when finding the rotation. Cyclic correlation is discussed in 
the following chapter.
Fourier-Mellin : The difficulty with the log-polar representation is measuring rota­
tion and scale under the presence of translation. The solution is to use split magnitude 
and phase frequency domain representations of the images. In the frequency domain 
translation only affects the phase, not the magnitude. Scale and rotation in the data 
domain, rotates and scales the magnitude in the frequency domain. With this in mind 
the following method develops:
• Input:
— Images to be registered f {x ,y ) ,  g(x,y)
• Process:
— FFT images — » F(k,l), G(k,l)
— Take magnitude — > |F(A;,^ )|, |G(&,Z)|
— Convert to log-polar coordinates — > |Fo(log(r),0)|, |G0(log(r),<9)|
— Use correlation to recover rotation and scale
— Compensate original images for rotation and scale
— Use correlation to recover translation
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(a) Image 1, Cartesian coordinates (b) Image 2, Cartesian coordinates
(c) Image 1, log-polar coordinates (d) Image 2, log-polar coordinates
Figure 2.5: In Cartesian coordinates images (a) and (b) are related by rotation and 
scale. In log-polar coordinates the rotation and scale can be scene as a translation, (c) 
and (d).
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• Output:
— Translation, rotation, and scale parameters
This is referred to as the Fourier-Mellin transform [20]. The algorithm was implemented 
optically by Casasent and Psaltis [18]. Castro and Morando [25] used digital image 
processing but did not recover scale. Translation, rotation, and scale were recovered 
by Srinivasa Reddy and Chatterji [87]. Hill and Vlachos have applied the algorithm to 
broadcast applications [50].
Further Bracewell et al [13] have shown that the A matrix (see Equation 2.1) of an 
affine transformation is decoupled from the translation in the magnitude component of 
the frequency representation. Kruger and Calway [59] have exploited this in a multires­
olution quadtree, to recover a piecewise affine registration. The affine invariance of the 
magnitude component in the frequency domain has also been exploited by Lucchese et 
al [64, 65, 66].
2.2 Statistically robust image registration methods
The ideas behind robust statistics have been around for hundreds of years. In the first 
publication on least squares Legendre commented [84]:
If among these errors are some which appear too large to be admissible, then 
those observations which produced these error will be rejected, as coming 
from too faulty experiments, and the unknowns will be determined by means 
of the other observations, which will the give much smaller errors.
To paraphrase Legendre using more modern language:
Reject outliers. Apply least squares to the remaining inliers.
Before the advent of automated data processing, this was a reasonable approach. While 
carrying out parameter estimation by hand, outliers could be spotted and removed.
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The term robust was first used by Box in 1953 [45, 55]. During the 1960s robust 
statistics took-off. By this time automated data processing was in use. Automatic 
ways of dealing with outliers were required. Simply saying that outliers should first be 
removed was no longer sufficient.
Robust statistics are now discussed in the context of image registration. Huber defines 
robust statistics as [55]:
. ..  insensitivity to small deviations from the assumptions.
Note that “small” may imply small deviations for all data (for example Gaussian noise), 
or large deviations for a small quantity of data (outliers). In relation to image registra­
tion, robustness implies correct registration in the presence of noise, occlusion, revealed 
regions, new objects, highlights, . . . ,  in general any effect that may cause deviation from 
a perfect match. Registration based on a squared error kernel, such as correlation, has 
optimal performance for normally distributed errors (Gaussian noise). However, as 
shown with the example in the introductory chapter, Figure 1.4, a squared error kernel 
is unable to handle serious mismatches at the correct registration (outliers).
The most prevalent robust method in the literature is the solution of M-estimators 
with Iteratively Reweighted Least Squares [10, 61, 74]. Two significant variants to this 
approach are now discussed.
Bober and Kittler use the Robust Hough Transform to estimate multiple motions in a 
video sequence [11, 12]. In this approach the Hough space is of the affine motion model 
parameters. Robust kernel functions are applied to the intensity difference between the 
current and affinely warped next frame or region. The result of the kernel function is 
consider as a ‘vote’ in the Hough space. The resulting optimisation problem is tackled 
using steepest decent in a hierarchical framework. Because of the use of optimisation 
this method may be appropriate for registration of adjacent video frames but it is not 
appropriate for general image registration. Moreover, as discussed by the authors, the 
support function must be well-behaved for the optimisation to work. It is possible that 
in regions with motion boundaries and transparency the support function will not be 
well-behaved and the optimisation will fail.
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Bab-Hadiashar and Suter use robust statistics in their solution of the motion constraint 
equation shown in Equation 2.10 [7, 8]. The novelty of their approach is the use 
of median-based operations to obtain an initial separation of data into inliers and 
outliers. Standard variants of least squares are then applied to the inliers to obtain the 
solution to the motion constraint equation. The 50% breakdown point of the median 
operator make this a highly robust approach. The difficulty with median estimates is 
the lack of a closed-form solution resulting in high computation cost. In addressing 
this Bab-Hadiashar and Suter use a small subsample for the median stage. Again this 
use of robust statistics is not applied to the general image registration problem, only 
to the solution of the motion constraint equation. This does not easily extend to image 
registration since the motion constraint equation assumes constant intensity.
The solution of M-estimators with Iteratively Reweighted Least Squares is optimisation. 
As discussed earlier optimisation is appropriate only when a good initial estimate of 
the registration parameters is available. This approach has been shown to be successful 
in motion estimation and optic flow tasks were the range of motion is assumed to be 
limited. As Lai observes, such assumptions can not be made in the more general task 
of image registration [61].
Exhaustive robust registration would provide the best of both worlds; a robust kernel 
(as used in M-Estimators), and an exhaustive search (negating the requirement for a 
good initial estimate). Why are such approaches not in common use? One reason 
is the computational cost. As shown above an exhaustive search is computationally 
expensive. Fast algorithms would make robust exhaustive searches more viable.
2.3 Contributions of the thesis to the literature
The literature review has identified a lack of fast algorithms for exhaustive robust image 
registration. The main contribution of this thesis is to present an image registration 
method which satisfies this requirement. The image registration method to be presented 
has the following properties:
• Transformation : Translation.
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• Criterion : Area-based. Minimise the sum of the intensity differences applied 
to a robust kernel.
• Search : Exhaustive.
The novelty of this approach is the application of robust error kernel to correlation. 
The method can be implemented with FFTs allowing a dramatic speed-up compared 
with direct computation of an exhaustive search. This new approach will be of benefit 
to the many existing approaches that utilise correlation.
2.4 Summary of literature review
Current state of the art in the field of image registration has been reviewed. Existing 
image registration methods are discussed in terms of:
• Transformations for image alignment.
• Criterion of the best registration.
• The search to find the best transformation parameters.
The chapter then specifically reviews existing statistically robust approaches to image 
registration relevant to this thesis. The novelty of the work in this thesis is explained 
in context of the existing work in the field.
Chapter 3
Fast Robust Correlation
FAST robust correlation, a significant contribution of the thesis, is presented in this chapter. This new algorithm formulates a statistically robust registration 
surface in such a way as to allow the surface to be computed as a series of correlations. 
By computing the correlations with fast Fourier transforms the computational cost of 
computing the statistically robust registration surface is greatly reduced. This chapter 
is restricted to theoretical analysis. Experimental analysis is presented in Chapter 4.
This chapter is arranged as follows. The method of fast robust correlation is presented 
in Section 3.1. The method is presented by first analysing correlation. The relation 
between correlation and square error kernel image registration is shown, Subsection
3.1.1. Fast robust correlation is then presented in Subsection 3.1.2. There are a num­
ber of issues in using FFT-based correlation: normalisation, zero padding, sub-pixel 
registration, windowing and filtering. These issues are discussed within Section 3.2 to 
Section 3.6. The computational cost of fast robust correlation is analysed in Section
3.7. The chapter closes with a summary.
Parts of the work presented in this chapter have been presented, by the author of this 
thesis, at the 2002 International Conference on Pattern Recognition [27] and have been 
accepted for publication in the IEEE Transactions on Image Processing [29].
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(c) Original with alpha mask applied
Figure 3.1: Example of an alpha mask.
3.1 Method
Here the mathematical notation to be used is described. Images /  and g are to be 
registered. Image pixels axe indexed using {x,y), where x and y are integers. The 
extent of the images is defined by alpha masks a /  and ag.
Alpha masks allow registration of non-rectangular objects. An example of an alpha 
mask is shown in Figure 3.1. Note it is not sufficient to apply the alpha mask to the 
image; the alpha masks are part of the image registration process. The example alpha 
mask in Figure 3.1 contains only black or white. In general alpha masks may contain 
values between 0 and 1. Such alpha masks axe required, for example, to correctly 
represent mixed pixels. Modern image formats such as Portable Network Graphics 
(PNG) contain alpha masks [78]. Alpha masks are also referred to as alpha channels, 
mask channels or alpha mattes. The use of masks to register non-rectangular shapes 
with correlation-based registration can be seen in Hill and Vlachos’s “Shape Adaptive 
Phase Correlation” algorithm [51].
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To represent the quality of registration at every translational position we use a reg­
istration surface. For an example see Figure 3.2. A registration surface may also be 
referred to as a matching surface. A registration surface is created by shifting one 
image with respect to the other, and measuring the difference between the images at 
each position. We are interested in a pixel-precision registration surface, and thus shift 
by (ra, n), where m and n are integers. At a given shift the difference between /  and g 
is measured at each pixel using a kernel h(r), where r is pixel difference. The result of 
the kernel function is appropriately multiplied by the alpha masks. Thus the general 
expression for a registration surface is:
R{m,n) ~ Y 2 ^ 2 h(^f(x,y) -  g{x -  m ,y -  n)^af (x,y) ag(x -  m,y  -  n) (3.1)
a: y
The two dimensional translational vector aligning /  and g is found from the position 
of the minimum in the registration surface. Registration surface equations can be 
formulated such that the best registration is either at the maximum or minimum. In 
this thesis registration surfaces are always displayed with the maximum representing 
the best registration, for example Figure 3.2.
The meaning of alpha masks in the context of image registration shows itself in Equation
3.1. Note that the alpha masks are applied to the output of the kernel function, not 
individually to the images,
3.1.1 Correlation
Here the relation between correlation and translational, area-based squared error kernel 
registration is shown.
Substituting the squared error kernel, h(r) =  r2, in Equation 3.1 we have the squared 
kernel registration surface:
S(m,n) =  - g { x - m , y - n ) ^  af (x,y) ag{x -  m,y -  n) (3.2)
x y
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15000
10000
row shift column shift
Figure 3.2: Example registration surface.
Equation 3.2 can be expressed as a series of correlations:
S{m,n) = ( { f 2{x,y)af {x,y)) * a g(x,y)')
- 2 ( ( f (x ,y )a f (x ,y ) )  * (g(x,y)a9(x,y)))
+  (a f {x ,y )*  (g2(x,y)ag(x,y))'j (3.3)
where the symbol ★ stands for correlation:
f ix ,  y) ★ g{x, y) -  5 3  5 3  f ix,  y)g{x - m , y - n ) (3.4)
x y
Note that f {x ,y )  ★ g{x,y) depends on (m,n) and is independent of {x,y).
Correlation can be computed as the inverse Fourier transform of:
F{k,l)G*{k,l) (3.5)
where F and G axe the Fourier transforms of real /  and equal sized real g [82]. If
FFTs are used, Equation 3.5 is cyclic, or circular, correlation. Cyclic registration /
correlation is illustrated in Figure 3.3. Cyclic registration results from using the FFT
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= wrapped areas
(a) Standard registration (b) Cyclic registration
Figure 3.3: Standard and cyclic registration. Standard registration is considered on a 
infinite plane. Cyclic registration is considered on the surface of a toroid.
algorithm. Images are shifted on a torus. The effect can be removed through zero 
padding. Zero padding dramatically increases the computational cost. In most cases 
zero padding is not required and therefore is not used. Most often when correlation is 
referred to in the context of image registration, cyclic correlation is implied.
Under the condition of a cyclic registration of equal sized /  and g and unity alpha 
masks, the first and third terms on the right hand side of Equation 3.3 are constant. 
The remaining second term is correlation with a coefficient of —2. Thus we can say: 
Cyclic correlation will give the same result as a cyclic registration with a squared kernel.
3.1.2 Fast robust correlation
The squared kernel in Equation 3.2 is sensitive to outliers. To achieve robustness, 
the contribution of the kernel, h(r), to the criterion function Equation 3.1 should be 
negligible for large errors. Examples of such kernels can be found in [11, 55], Fast robust 
correlation approximates an ideal kernel, h(r), with a limited number of sinusoidal
image /  at (0,0)
image g at (m,n)
= match area
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terms.
p
HH «  X  bp ^ 1 — cos (op7rr)  ^ (3.6)
v-1
The function in Equation 3.6 contains coefficients P, ap, and bp. P  is the number of 
sinusoidal terms, ap the frequency of each term, and bp the amplitude of each term. Such 
a function is well suited to approximating kernels; zero maps to zero: h(0) =  0, and the 
function is symmetric: h(r) — h(—r). This particular function is chosen because, as 
shown below, the registration surface of such a function can be computed with a series 
of correlations.
As justification for our chosen kernel, consider ap — p. In this case Equation 3.6 
is a Fourier cosine series. Fourier theorem states that any continuous function can be 
described with a series of sinusoids. Thus, we postulate that a finite number of sinusoids 
can give a usable approximation of a desirable kernel. Since we are interested in even 
kernel functions, the odd sine terms are unnecessary. The advantage of using ap ^  p is 
shown in Chapter 4; fewer terms are required to create useful kernels.
Each term in Equation 3.6 has the same underlying function as the M-estimate proposed 
by Andrews [55]. Andrews’ defined an influence function (derivative of kernel) as:
sin(7rr) for — 1 < r < 1
(3.7)
0 elsewhere
With the condition h(0) =  0, Andrews kernel function is:
f 1 — cos(7rr) for -  1 < r < 1
Hr)  =  “  “  (3.8)
2 elsewhere
Since image pixel values normally have a fixed range (for example [0 : 255] for byte 
pixels), it is possible for our kernel to be equivalent to Andrews. In this thesis, unless 
stated otherwise, it is assumed that pixel values are within, or have been normalised 
to, the range [0:1]. Thus values of r are within the range [—1 : 1], Example kernels
that can be created with the fast robust correlation kernel are shown in Figure 3.4.
Since kernels are symmetric functions, each kernel is shown over the range [0:1]. For
h'(r) =
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h(r)
Square kernel
Approximation of absolute kernel 
. P=6
a=[0.92, 2.9, 3.4, 5.2, 7.2, 12] 
b=10_3*[430, 36, 15,13, 7.6, 4.0]
Robust kernel 
P = 2
a = [0.625,1.68] 
b = [0.643, 0.242]
Figure 3.4: Example fast robust correlation kernels. Square kernel is shown for com­
parison.
comparison example kernels are shown with the square kernel present in correlation. 
Selection of kernel coefficients is considered in Section 4.2.
Substituting Equation 3.6 into Equation 3.1 gives an equation for our robust kernel 
registration surface:
R(m,n) = ^ J 2 [ af(x ’ y )aff(x - m , y - n ) J 2  M 1 -
X y p= 1 '
cos (ap%(f{x,y) -  g(x -  m,y -  n ) ) ^  (3.9)
This equation can be expanded into a series of correlations using trigonometric functions 
as:
p
R(m, n) = (aj(x, y) * as(x, y) j  ^  bp
[ a , M e «  (^ /c - . , ) ) )  *
+  (« /(* ,!/)  sin (a,,7r/(.'c,y)j) * ( a g(x,y) sin (apwg(x,y)j\
P= l
(3.10)
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R(m)
Figure 3.5: Flow diagram of possible implementation of fast robust correlation.
or exponential functions:
R{m,n) =  5ft< ocf { x , y ) * a g(x,y) ^ b p -  
I p;=l
* | (3.11)
Implementing the correlations in Equation 3.10 and Equation 3.11 using FFTs allows 
translational registration of images that is fast, exhaustive and robust. Figure 3.5 shows 
a possible implementation of Equation 3.11.
3.2 Normalisation
Discussion here is relevant to the implementation of both correlation and fast robust 
correlation. Non-cyclic registration, possible with full zero padding, implies a vari­
ation in the number of pixels being registered. A sum registration surface requires 
normalisation. It is now shown how this can be quickly achieved.
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We define a / and ag to have value 1 over included pixels, 0 over pixels to not include 
and values between 0 and 1 for increasing partial inclusion. Alpha masks are the same 
size as their respective images, and are zero padded by the same size as their respective 
images. With alpha masks defined in such a way the correlation of aj  and ag gives the 
measure of the amount of pixel overlap at each registration surface position. Dividing 
the sum registration surface, R or S, by the correlation of zero padded masks we obtain 
a normalised, or mean, registration surface. For example, for fast robust correlation:
R(m ,n) =  —  n ) -----
Q’f ( x }y ) * o t g ( x , y )
The denominator of Equation 3.12 can also be used to remove small overlap registra­
tions. Thresholding a f(x }y ) * a g(x,y) indicates the position of small overlap registra­
tions.
3.3 Zero padding
Zero padding is the process of extending a sequence with zero elements. For FFT-based 
correlation techniques zero padding may be applied immediately before one, or more, of 
the FFTs. Zero padding can be used to interpolate a signal. The use of zero padding to 
interpolate for sub-pixel registration is discussed in Section 3.4. There are two further 
reasons for the use of zero padding in FFT-based correlation:
• To ensure the frequency domain representation of each sequence is the same size.
• To avoid cyclic correlation.
To discuss the first reason consider the correlation of two sequences differing in size. 
To perform element-wise multiplication in the frequency domain the signals must be 
the same size. To achieve this the signal of smaller size is zero padded to the size of 
the larger. This is typically the case in template matching where a small template is 
correlated with a large sequence.
Zero padding both signals beyond the size of the larger sequence begins to remove the 
cyclic wrapping illustrated in Figure 3.3. If the size of the images is X f  by Yf and X g
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by Yg then zero padding them, to X f + X g — 1 by Yf 4- Yg — 1 results in acyclic correlation. 
Acyclic FFT-based correlation is considered in the computation cost analysis in Section
3.7. Acyclic correlation is considered in the computational cost analysis because it is 
directly comparable with the use of robust statistics for the creation of registration 
surfaces without the use of FFTs.
In all experimental results presented in this thesis cyclic correlation is used. There 
are two reasons for this. First, there is no requirement for normalisation; all pixels 
are used for registration at each position. This is particularly useful as it removes the 
requirement of a threshold to remove small overlap registrations. The second reason 
is computational cost. To register images of size X  by Y, acyclic correlation requires 
FFTs nearly of size 2X by 2Y. Experimental results will show that reasonable results 
are achieved without the added cost of acyclic correlation.
3.4 Sub-pixel registration
This thesis is concerned with pixel accurate registration. Here possible extensions to 
provide sub-pixel accurate registration are discussed.
FFT-based correlation techniques produce registration surfaces. The registration sur­
face maximum or minimum, as appropriate, provides a pixel accurate registration. 
Given a registration surface a sub-pixel accurate registration is obtained by interpolat­
ing the registration surface. There are two general methods that lend themselves to 
this interpolation:
• Zero padding prior to inverse FFT.
• Local fitting of a function to the registration surface.
Zero padding prior to inverse FFT can be applied to both correlation and fast robust 
correlation. In both methods the last stage in the generation of a pixel accurate regis­
tration surface is an inverse FFT. Zero padding prior to the inverse FFT interpolates 
the registration surface. For example zero padding a 200 by 200 pixel accurate sur­
face in the frequency domain to 400 by 400 results in a half pixel accurate registration
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surface. The main issue with this technique is the increase in computational cost. Con­
tinuing the example of a 200 by 200 pixel accurate surface, registration accurate to a 
10th of a pixel would require a 2000 by 2000 inverse FFT. The reason for the large 
increase in computational cost is that the entire surface is being interpolated.
Local fitting of a function to the registration surface interpolates only a single point - the 
required maximum or minimum as appropriate. The following assumes the registration 
is indicated by a maximum. Typically the interpolation is considered separately along 
the x — and y—axis. For example, in each dimension, a quadratic is fit to the peak its 
adjacent points. The peak of each quadratic gives the x , y sub-pixel registration. Key 
to the success of this approach is the selection of the function to fit around the peak. 
Function selection depends on the nature of the surface.
Recently there has been work on sub-pixel registration with phase correlation. In 2002 
Foroosh et al presented “Extension of Phase Correlation to Subpixel Registration” [32]. 
The paper derives analytic expressions of the phase correlation of subsampled images. 
The main contribution of the paper is to show that for subsampled images there will 
be several coherent peaks, as opposed to the usual single peak. From this observation a 
closed-form solution for sub-pixel registration is obtained. The paper does not present 
comparative results.
3.5 Windowing
The use of the FFT is often coupled with the use of windowing. Windowing is the 
process of applying a weighting function to a signal. Windowing is used to compensate 
for the periodic nature of the FFT. Example window functions and further details may 
be found in [82, 98].
In this work the FFT is used to speed to computation of correlation-based image 
registration. Windowing the images to be registered would unnecessarily mix the images 
with a stationary signal.
In the case of correlation windows would be applied in the same fashion as alpha masks. 
The use of alpha masks is conceptually different to windowing: Alpha masks are signal
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dependent masks which indicate the areas of an image to be registered. A window 
function is signal independent; constant for all inputs.
If windowing was applied to correlation two effects will occur. Firstly, the two window 
functions will match at zero shift, introducing a bias to a zero motion peak. Secondly, 
from the observation of the equivalence of windowing and alpha masks, it follows that 
windowing will bias correlation to register the central area of the images.
Experiments have been carried out using windowing with correlation. Results are 
presented in Appendix A.I.
3.6 Filtering
Correlation, fast robust correlation and the other correlation based registration algo­
rithms presented later in this thesis all involve a inverse FFT to generate the registra­
tion surface. This implies that each algorithm has a frequency domain representation 
of the registration surface. Filtering can be easily applied to the registration surface by 
weighting the surface in the frequency domain. If a particular band of frequencies are 
known to be particularly useful to the registration process their effect can be amplified. 
Similarly if a band of frequencies do not contain useful information for the registration 
process they can be attenuated, or even removed.
This thesis takes the view that filter selection is based on the image source and the 
application. This has been reflected in trial experiments; a filter that improves results 
on one sequence can degrade results in another. Since all methods can easily incorporate 
filtering and there is no universal best filter, filtering is not further considered. Filtering 
is not used in the experimental results presented in Chapters 4 and 6.
Selecting a no filter paradigm may introduce a bias against methods that typically 
employ filtering. This is considered a desirable effect. Much of the existing work in 
correlation-based registration that makes use of filtering does not publish the filter 
parameters, for example [77], or even the filter function, for example [60, 91]. This 
again points to source and application specific filtering. As the fields of computer 
vision and image processing mature there must be greater interest in designing “black
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boxes” that do not require the adjustment of numerous parameters. This thesis seeks to 
minimise the number of parameters, and therefore favours an algorithm that does not 
require adjustment of filter parameters over an algorithm that does require adjustment 
of filter parameters.
3.7 Computational cost
Two computational cost comparisons are made. First, fast robust correlation is com­
pared with correlation in terms of the number of FFTs required. Second, fast robust 
correlation is compared with equivalent data domain processing in terms of the num­
ber of low level operations. Due to the wide availability of efficient FFTs, it has been 
assumed the correlation will be computed with FFTs. Note that other, theoretically 
faster, ways of computing correlation are available [1, 2, 92]. These algorithms can be 
used to the benefit of both correlation and fast robust correlation.
3.7.1 Versus correlation
The case of registering two equal size real images with unity alpha masks is considered. 
No zero padding is applied; the registration is cyclic. Correlation requires three (two 
forward and one backwards) real FFTs.
Fast robust correlation is now considered. Since the second correlation in Equation 
3.11 is complex, trigonometric and exponential functions for fast robust correlation 
are computationally equivalent. To count the number of real FFTs required for fast 
robust correlation, the trigonometric equation, Equation 3.10, is used. Since alpha 
masks are unity their FFT and correlation are trivial. In this case computing fast 
robust correlation requires two correlations. Using the Fourier linearity property [82] 
fast robust correlation is computed with 4P + 1  (4P forwards and one backwards) real 
FFTs. In Chapter 4 we demonstrate an effective kernel using P  =  1. In this case fast 
robust correlation requires five real FFTs compared to correlation’s three.
In a parallel or multi-processor system both correlation and fast robust correlation take 
the same time. With correlation the two forward FFTs can be computed simultane-
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ously. In fast robust correlation all forward FFTs, regardless of the number of kernel 
terms, can be computed simultaneously. Both correlation and fast robust correlation 
will take two FFT cycles to complete.
3.7.2 Versus direct method
Here fast robust correlation is compared with directly computing an exhaustive, robust, 
translational registration (the standard way of computing an equivalent registration). 
The computational cost for each method to produce a registration surface is evaluated. 
The only difference in resulting registration surfaces will be fast robust correlation’s 
approximation of the kernel. The registration is to be non-cyclic, as is appropriate for 
direct registration. We consider the registration of two real images with unity alpha 
masks; image /  of size Xf by Yf and image g of size Xg by Yg.
Direct robust registration : To assess the computational cost of direct robust
registration we count the number of pixel operations of kernel function h to generate a 
registration surface.
To derive the equation for the number of operations, one-dimensional signals are first 
considered; Yf and Yg are set to 1. The number of operations is found by forming 
a summation of the number of overlapping pixels at each registration position. This 
summation has three possibilities dependent on the relative size on the one-dimension 
signals. All three cases, Xf > Xg, Xf =  Xg, and Xf < Xg) lead to the same result. 
Here the case of Xf > Xg is considered. An example of this case is shown in Figure
3.6. The summation for Xf > X g is:
1 + 2 +  • • • +  (X g — 1) -f- X g(X f — X g +  1) +  {Xg — 1) +  • • • +  2 +  1 (3.13)
Equation 3.13 contains two identical arithmetic series and a product term. Equation
3.13 may be re-written as:
2(1 + 2 H + (Xg — 1)) + Xg(Xf — H- 1) (3.14)
Applying sum of arithmetic formula [48] Equation 3.14 simplifies to:
(3.15)
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1 + 2 + ( X - 1) + Xg(Xf - X g+l)  + ( X - l )  +  2 +  1
Figure 3.6: Illustrative example for calculating the number of operations for direct 
computation of robust registration. One-dimensional case where X f  > X a is considered. 
Total number of operations is X fX g =  20.
The two-dimensional case is now considered. As with the one-dimensional case, a 
summation of the number of overlapping pixels at each registration position is formed. 
Each overlapping row is summed using Equation 3.15. As with the one-dimensional 
case the summation contains two identical arithmetic series and a product term:
Y,YS +  2 Yf Ys +  . . .  +  (Xl -  1 )Yf Yg +
X g(Xf - X s +  l  )Y,Yg +
{Xg- VYfYg + • • • + 2YjYg + (3.16)
Simplifying Equation 3.16 gives an equation for the number of operations for the two- 
dimensional case. Direct robust registration requires:
X fX gYfYg operations (3.17)
Fast robust correlation : In fast robust correlation the majority of computational
cost is with the FFTs. For an equivalent measure to the number of direct registration 
operations we count the number of multiplications required for the FFTs. For X  =  2n 
where n is a natural number the FFT of a complex sequence requires (X/2) log2 X  
complex multiplications [98]. If the size of FFT has small prime factors, the FFT will 
be fast, that is, close to (X/2) log2 X  complex multiplications, see [81] or Section 3.7.3 
below. For a two-dimensional sequence size X  by Y  we have: [XY/2) log2 X Y  complex 
multiplications.
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The correlation of zero padded unity alpha masks is a two dimensional ramp function. 
Thus the first correlation in Equation 3.9 is trivial. With unity alpha masks, normalised 
fast robust correlation requires 4P +  1 Fourier transforms. For non-cyclic registration, 
full zero padding is required. All Fourier transforms are of the size X j  +  Xg — 1 by 
Yf +  Yg — 1. For simplicity we consider a size of X f +  X g by Yj -f Yg. Since images 
/  and g are real the number of multiplications can be halved [81]. From the above 
sentences we form an expression for the number of real multiplications for fast robust 
correlation:
(4P  +  1)(X/  +  X g)(Yf +  Yg) log2(Xf + Xg)(Yf + Yg) (3.18)
To compare the number of operations required for direct robust registration and fast 
robust correlation, images of size Xf = Yf = Xg = Yg = X are considered. In this 
case registration using the direct method requires X A operations, and with fast robust 
correlation 8(4P +  1)X2 log2(2X) operations. As image size increases direct registration 
operations will increase as a function of X 4, while fast robust correlation operations 
will increase as a function of X 2 log2(X). Actual values are compared in Table 3.1. 
In comparing the number of operations for direct robust registration and fast robust 
correlation we observe:
• There is no benefit using fast robust correlation if one, or both, of the images are 
small.
• The benefit of using fast robust correlation rapidly increases with image size.
• For large images using fast robust correlation dramatically reduces the computa­
tional cost, e.g. by a factor of 2400 for X  =  1024, P  =  1.
We now comment on the ease of implementing fast robust correlation. The majority 
of computational cost is with the Fourier transforms. Computing Fourier transforms 
quickly has been the task of much work over the last 50 years. Off the shelf code [35], 
DSP chips with custom algorithms, and even full custom micro-chips based on [23] are 
readily available. By utilising the FFT we are able to make use of the existing body of 
work aimed at speeding up the discrete Fourier transform.
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Image Number of operations
size Direct robust Fast robust correlation
X registration P=1 P=2 P=3
8 4,096 10,240 18,432 26,624
16 65,536 51,200 92,160 133,120
32 1,048,576 245,760 442,368 638,976
64 16,777,216 1,146,880 2,064,384 2,981,888
128 268,435,456 5,242,880 9,437,184 13,631,488
256 4,294,967,296 23,592,960 42,467,328 61,341,696
512 68,719,476,736 104,857,600 188,743,680 272,629,760
1024 1,099,511,627,776 461,373,440 830,472,192 1,199,570,944
Table 3.1: Comparing number of operations for registration surface generation 
3.7.3 Zero padding for speed
To perform correlation using FFTs it may be necessary to zero pad the images before 
the FFTs. There are three different reasons for zero padding: first, to element-wise 
multiply F(k,l) with G*(k,l) they must be of the same size, second, to avoid cyclic 
correlation, and third, to increase the speed of the FFT. It is now explained why and 
demonstrated how increasing the size of the image can increase the speed of the FFT.
In general the larger the sequence the greater the time required for the FFT. However, 
there are many sizes from which an increase in size, for example through zero padding, 
will result in a significant decrease in computation time.
The FFT works by splitting sequences into small pieces. The basic FFT algorithm 
works on sequences of length 2n, where n is a natural number, continually halving the 
sequence down to sections of length 2. Modern FFTs, such as [35], work on sequences 
of any length. However, such FFTs favour sizes with small prime factors.
To illustrate this statement we measure the CPU time taken for MatLab 6.1 [69] to FFT 
a complex, square, two dimensional sequence of varying size. MatLab 6.1 FFT routines 
are based on The Fastest Fourier Transform in the West [35]. Times were measured
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Figure 3.7: Mean CPU time against FFT size.
using the Linux version of MatLab on a 1GHz Intel Pentium III processor. The average 
times of 100 runs for square images of sizes between 200 x 200 and 1000 x 1000 are 
shown in Fig. 3.7(a).
From Fig. 3.7(a) we observe that as image size increases the variance within similar 
FFT sizes increases. Above image sizes of 600 x 600 there are differences in processing 
time greater than a factor of ten between FFT of images only a few pixels difference 
in size. Fig. 3.7(a) also shows there are many optimal sizes of FFT. Fig. 3.7(b) shows 
that sizes of FFT with small prime factors are fast.
3.8 Summary of chapter
The main purpose of this chapter is the presentation of fast robust correlation. The 
new image registration algorithm is presented in the context of registration surfaces 
and correlation. Like correlation, fast robust correlation performs an exhaustive search 
quickly with the help of fast Fourier transforms. Unlike correlation, fast robust corre­
lation has a robust error kernel related to the Andrews influence function. The use of 
a robust kernel will allow image registration that is able to handle outliers.
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There are a number of issues in the use of FFT-based correlation, these have been 
discussed. The computational cost of fast robust correlation has been analysed. In 
a parallel system, correlation and fast robust correlation will take the same time to 
compute. Compared to direct computation of an equivalent robust match, fast robust 
correlation is 1000’s of times faster.
Chapter 4
Experiments with Fast Robust 
Correlation
THIS chapter makes two significant contributions. Firstly, the selection of kernel parameters for fast robust correlation. For the selection of kernel parameters 
two methods are presented and discussed. Secondly, the experimental comparison of 
fast robust correlation with correlation. Experimental comparison is made using the 
following experiments:
• Video coding
• Video frame registration
• Tolerance of rotation and zoom
A brief overview of these experiments is provided here. The high compression rates of 
modern video codecs rely on good, fast translatory motion estimation. This experiment 
uses correlation-based registration methods to create block-based motion estimators. 
The limitation of a block-based motion estimation experiment is the difficulty in defin­
ing a quantitative measure to assess performance. Consideration of motion estimation 
for video coding allows the definition of such a quantitative measure. The video frame 
registration experiment registers increasingly far apart frames from a single sequence.
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The tolerance of rotation and zoom experiment measures the ability of a translatory 
registration method to register images under non-translatory deformation.
Section 4.1 describes each experiment. Section 4.2 discusses two methods for the se­
lection of kernel coefficients for fast robust correlation. This section states the kernel 
used in the experiments. Section 4.3 contains three subsections with the experimen­
tal comparisons of correlation and fast robust correlation. The chapter closes with a 
summary.
4.1 Description of experiments
In all experiments the registration is performed with greyscale images. Where source 
images are in colour they are first converted into greyscale.
4.1.1 Video coding
Video is a rich source of information, but uncompressed it is expensive to transmit 
and expensive to store. The main interest in video coding is to compress the video 
while maintaining perceived visual quality. Image coding exploits spatial redundancy 
common in images to give compression factors of, say, one order of magnitude. Video 
coding can also exploit the temporal redundancy common in video to give compression 
factors of, say, two orders of magnitude.
To exploit the temporal redundancy in video the next frame to encode is described in 
terms of the previously encoded frames. Video coding standards such as H.261, H.263, 
MPEG-1 and MPEG-2 use motion vectors and prediction error to describe a new frame 
[71]. The basic idea is discussed with the aid of Figure 4.1. Assume frame A has already 
been encoded. Frame B is split into blocks. A search is performed to find the best 
match of each frame B block in frame A , this gives a motion vector for each block. If 
each block has a perfect match then frame B can be completely described by the mbtion 
vectors. In general the matching will not be perfect; the motion vectors are used to 
construct an estimate of frame B , B. Frame B can be reconstructed by encoding the 
difference between B and B : this is the prediction error e, e =  B  — B. Block-based
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frame A  frame B
Figure 4.1: Backwards block-based motion estimation
codecs work under the well founded assumption that it is possible to encode the motion 
vectors and prediction error using less space than would be required to describe the 
original frame.
The performance of a codec is measured by the size and quality of the encoded video 
[53]. Here the interest is with the block motion estimation which can be viewed as many 
image registration operations. In video coding the quality of the motion estimation is 
measured by the minimisation of Mean Absolute prediction error (MAe) shown in 
Equation 4.1. The smaller the MAe the less space required to encode the prediction 
error.
MAe =  meanly|J3(a, y) -  B(x,y)\ (4.1)
Equation 4.1 defines the optimal block motion estimation method for video coding - full 
search with an absolute kernel function (FS). Equation 4.1 defines both a quantitative 
measure to assess performance and an optimal method to measure relative performance 
against. This optimal method is full search with an absolute kernel.
Full search is not commonly used in video codecs, the computational cost is too high for 
the majority of applications. For this reason an array of fast block motion estimation 
algorithms have appeared over the last 20 years, for example two-dimensional logarith­
mic search [57], three-step search [90], cross search [39], block-based gradient descent
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(a) bus (b) coastguard (c) foreman
Figure 4.2: First frame of each test sequence
search [63], and diamond search [102]. The video coding experiment is not an attempt 
to add to the list of fast block motion estimation algorithms. The point is to use video 
coding as a framework for quantitative experiments between comparable methods.
Comparison of correlation-based image registration methods is made in a restricted case 
of the motion estimation task. Rather than searching for a frame B block in frame A , 
the motion vector for the frame B block is found using only the corresponding frame 
A block. Motion vectors will be generated through cyclic correlation of temporally 
adjacent blocks. Full search uses the area around the frame A block as normal, thus it 
will be almost impossible for the correlation methods to obtain the performance of full 
search.
Experiments are undertaken on the first 150 frames of three Cif size (288 x 352) video 
sequences. The first frame of each sequence is shown in Figure 4.2. The bus sequence 
is dominated by an object tracking pan left with motion as high as 9 pixels per frame. 
The coastguard sequence initially pans to the left, then pans to the right, to track 
boats. During the panning background motion is generally 1 or 2 pixels per frame with 
near zero motion for the tracked object. The foreman sequence contains three distinct 
sections; talking head, pan right with motion as high as 26 pixels per frame and static 
scene with some camera motion.
Other details of the video coding experiment: Standard MPEG sized blocks are used 
(16 x 16). Cyclic correlation of 16 x 16 blocks gives a 16 x 16 registration surface the peak
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of which represents a motion vector in the range ([—8 : 7], [—8 : 7]) with integer pixel 
accuracy. Full search motion vectors are appropriately limited to ([—8 : 7], [—8 : 7]) 
with integer pixel accuracy. Comparison is also made in relation to baseline full search 
(FS) method. Performance is measured by the ability of a method to minimise mean 
absolute prediction error (MAe) and will be also be expressed as a percentage of the 
full search method.
4.1.2 Video frame registration
The video frame registration experiment uses the 300 frame, Cif size, coastguard se­
quence. In the video sequence the camera tracks a boat in a pan left, then tilts to track 
a second boat moving in the opposite direction. To illustrate the video shot selected 
frames are shown in Figure 4.3. The background is at sufficient depth for a translational 
registration to be a good approximation of the motion in the scene.
The task in the video frame registration experiment is to register the first frame with 
each subsequent frame in the sequence. Note that intermediate frames are not used to 
assist the registration. For example in registering the first and 50th frames, the 2nd 
through 49th frames are not used. In this fashion the registration becomes progres­
sively more difficult as the translatory distance from the first frame increases. There 
is some overlap between the first and each subsequent frame in the sequence. Thus it 
is theoretically possible to register the first and last frames. Observing the first and 
last frames in Figure 4.3 it is evident that the small overlap, changes in illumination, 
object motion and ripple effect of the water make this a difficult task.
The result of the video frame registration experiment is recorded as the highest frame 
number for which a given method can correctly register the frame to the first frame. A 
better registration method is expected to register the first frame with a higher numbered 
frame.
4.1.3 Tolerance of rotation and zoom
Tolerance of rotation and zoom is measured with two experiments. Each experiment 
uses a large image and extracts sub-images offset by a shift of (40, —50) pixels. The
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(d) 181st frame (e) 241st frame (f) 300th frame
Figure 4.3: Selected frames from coastguard sequence.
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Figure 4.4: Correct registration in tolerance of rotation and zoom experiment, no 
rotation or zoom.
sub-images are deformed and then cropped to Cif size (288 x 352). Deformation must 
include the larger images to avoid undefined areas in the cropped images. The correct 
registration of undeformed, cropped, sub-images is shown in Figure 4.4.
The rotation experiment counter-rotates each sub-image by half the rotation amount. 
In this fashion both sub-images have undergone equivalent levels of resampling. The 
zoom experiment reduces the size of one sub-image by the zoom factor. The zoom is 
equivalent to a scale change centred on the image centre. Deformed image pairs axe 
registered, and the registration surface maximum or minimum, as appropriate, is found. 
This gives a measured translation. As an error measure we use the Euclidean distance 
between the true ((40, —50)) and the measured translation of the centre of the image.
Results of the tolerance of rotation and zoom experiment are presented in the form 
of two dimension graphs. The rr-axis shows increasing deformation. The y-axis shows 
increasing registration error. An improved method would be expected to show a lower 
registration error for a given amount of deformation.
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4.2 Kernel coefficient selection
Before undertaking experiments with FRCorr, kernel coefficients must be selected. Two 
approaches to kernel coefficient selection have been applied:
• Least squares fitting to known kernel.
• Optimisation of kernel on sample task.
In what follows each approach is discussed and kernel coefficients to be used in the 
experiments are selected.
Least squares fitting to known kernel : Our first approach is to approximate
known kernels. Given a desired robust kernel, h, and a number of kernel terms, P, we 
fit our robust kernel by minimising the square of the area between the two curves:
argmin f  (h {r )— — cos (apirr))^ w(r)dr (4.2)
d p ,bp JO p — i
In Equation 4.2 w(r) is a weighting function. The kernel is linear in the coefficient bp
so, for a given P  and ap, one can find bp using least squares. As opposed to Equation
4.2, an influence function (derivative of kernel) [55] can be approximated:
rl / f3 b \ 2
argmin / ( h'(r) — V '  sin [apnr) ) w{r)dr (4.3)
bp Jo \ p=x '
In what follows recall that we are interested in finding ap and bp for a given P. For the 
least squares fitting approach to be used prior selection of ap is required. Least squared 
fitting is undertaken on a number of combinations of ap and the best fit combination 
selected. Initial fitting was carried out using a constant weighting function, w(r) =  1'. 
Fitting improved by using histograms of image differences as weighting functions.
Although the kernel fitting approach was an improvement over ’random’ selection of 
coefficients there are fundamental difficulties. These are now discussed.
• Least squares. The use of least squares again highlights the difficulties of using 
the squared error kernel. Even with the weighting function, regions for which the 
kernel shape was not critical have a large effect on the shape of the kernel.
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• Selection of h. How to know which existing robust function to fit? Which 
robust function is most appropriate to fit for image registration?
Consideration of these difficulties leads to the next approach to kernel coefficient selec­
tion.
Optimisation of kernel on sample task : The idea behind this second approach
to kernel coefficient selection is to find, or even, to learn, the most suitable coefficients. 
The novelty of this approach is that lack of assumptions about a desirable kernel. Unlike 
the least squares fitting approach there is no prior selection of an ideal kernel.
For a given P  the optimal ap and bp for a sample registration task are sought. The 
approach requires a quantitative task with a measure to minimise. Ideally the task will 
involve many image registration operations but still be quick to compute. The video 
coding experiment described in Subsection 4.1.1 is used. The quantitative measure to 
minimise is Mean Absolute prediction error (MAe). Video coding is a suitable task 
since block motion estimation involves nearly 400 registration operations per frame, 
and the 16 by 16 block size implies that evaluating coefficients is relatively fast. The 
first pair of frames from the bus, coastguard and foreman sequences are used; a total of 
nearly 1200 registration operations. Frames from different sequences are used to avoid 
overtraining on a single sequence.
The sum of bp is arbitrarily chosen as 1; thus for a given P  there is a 2P — 1 search 
space. The search has been undertaken for P  =  1 and P =  2, one and three dimension 
search spaces respectively. Reasonable limits for each dimension of the search space 
were considered and the search space was sparsely sampled (5 points on each dimen­
sion). The sample with the minimum MAe has the best coefficients so far. The next 
iteration reduces the width of the search space and centres the sampling grid on the 
best coefficients from the last iteration. And so on, until the change in MAe is negli­
gible. An automatic implementation of the search was created. The minimisation was 
manually watched, and width reduction altered with a view to avoiding local minima.
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The resulting kernels are:
P  =  1: h(r) =  1 — cos(16.8r) (4.4)
P =  2: h(r) =  0.647(1 -  cos(12.7r)) +  0.353(1 -  cos(39.1r)) (4.5)
Plots of the kernels are shown in Figure 4.5. To put the kernels into context they are 
shown with normalised histograms of cyclic registration pixel differences, i.e. the pixel 
differences applied to the kernel. Figures 4.5(a) and 4.5(c) show the kernels with the 
histogram of pixel differences at the best (full search) motion vector positions. Figures 
4.5(b) and 4.5(d) show the kernels with the histogram of all differences.
The advantage of optimising the kernel on a sample task is that this approach is not 
limited to existing kernels. The approach shows that the kernel shape over the majority 
of the errors (—0.2 < r < 0.2) is more important than the shape elsewhere. That said, 
it is probably significant that the kernel is varying outside the range —0.2 < r < 0.2.
The P — 2 kernel gives improved results over the P =  1 in the video coding experi­
ment, but not in other experiments. We postulate that the availability of additional 
parameters in the P  =  2 kernel has resulted in over-tuning. The paradigm of this thesis 
favours the simplicity of the P =  1 kernel. Also the lower the number of terms the less 
the computational cost. For these reasons we favour the P =  1 kernel over the P  =  2 
kernel. Experimental results will be shown for the P =  1 kernel.
A key difference between the kernels in Figure 4.5 and typical robust kernels, such as 
those found in [11, 55], is minima at differences other than zero. Non zero minima 
are particularly problematic for optimisation techniques; non zero differences could be 
minimised. Since fast robust correlation uses an exhaustive search this has not been 
found to be a problem. The advantage of such a kernel is that it rises quickly. As the 
histograms in Figure 4.5 show, this is necessary for an effective robust image registration 
kernel.
In tuning a single term kernel (P =  1) only the kernel width needs to be selected. 
Setting kernel width must be addressed when using any robust kernel. If images with 
significantly different pixel difference distributions are to be registered, the width of 
the robust kernel must be adjusted. As is demonstrated by the following experiments
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(a) P  =  1 kernel with normalised histogram 
of differences at correct registrations.
(b) P  =  1 kernel with normalised histogram 
of all differences.
r
(c) P  =  2 kernel with normalised histogram 
of differences at correct registrations.
r
(d) P  — 2 kernel with normalised histogram 
of all differences.
Figure 4.5: P — 1 and P — 2 kernels found by searching for the lowest MAe on the first 
pair of frames from three video sequences. Histograms of pixel differences generated 
from the same video frames.
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the kernel shown in Figure 4.5 is effective for registering general content digital images 
and video where the pixels are a measure of intensity. If preprocessing is applied to the 
images, e.g. gradient or phase methods, the width of a robust kernel must be reset.
4.3 Comparison of correlation-based methods
Fast robust correlation (FRCorr) is compared with correlation (Corr) in the video cod­
ing, video frame registration and tolerance of rotation and zoom experiments. In all 
experiments the single term FRCorr kernel shown in Equation 4.4 and Figures 4.5(a) 
and 4.5(b) is used. Cyclic correlation is used for both Corr and FRCorr. Since cyclic 
correlation is used and in each experiment the images to be registered are the same size 
there is no zero padding. Since there will be the same number of pixels overlapping 
at each position no normalisation is required. No windowing is used. No filtering is 
applied.
The only difference between Corr and FRCorr is the kernel function. Corr uses:
h{r) =  r2 (4.6)
while FRCorr uses:
h{r) =  1 — cos(16.8r) (4.7)
4.3.1 Video coding
FRCorr is first compared to Corr in the application of block motion estimation for video 
coding. Computational cost is calculated and contrasted with that of full search (FS). 
Following this quantitative experimental results are presented.
Temporally adjacent blocks are correlated to generate motion vectors. Correlating 
sequential blocks is efficient; compared to non-sequential registration the overall number 
of forward FFTs can be halved. However, a relatively small block size does not suit 
correlation techniques; benefits of the FFT are greater for larger images. Counting
FFT multiplications for Corr and FRCorr and pixel operations for Corr, FRCorr and
FS, computational cost is shown in Table 4.1.
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M e t h o d FFT O p e r a t i o n s
C o r r
F R C o r r
F S
2
3
NA
4,096
6,144
65,536
Table 4.1: Computational cost of motion estimation per block
MAe
bus coastguard foreman
Method as % of F S as % of F S as % of F S
C o r r 10.3 130% 6.57 115% 4.44 157%
F R C o r r 9.38 119% 6.01 106% 3.53 125%
F S 7.91 100% 5.69 100% 2.84 100%
Table 4.2: Mean absolute prediction error (MAe)
Mean absolute prediction error (MAe) for the first 150 frames of bus, coastguard and 
foreman sequences is shown in Table 4.2, On all three sequences F R C o r r  outperforms 
C o r r .  This is because the F R C o r r  kernel is better able to approximate the absolute 
kernel of the MAe error criterion and negate the effect of the errors cause by the cyclic 
registration.
4.3.2 Video frame registration
Here C o r r  and F R C o r r  are compared by attempting to register the first frame of the 
coastguard sequence with subsequent frames. With C o r r  the only meaningful registra­
tion is between the first and second frames; the background is correctly aligned. F R C o r r  
correctly registers the background for each frame up to and including the 226th frame. 
The mosaic of the first and 226th frames as found by F R C o r r  is shown in Figure 4.6. In 
the overlapping area of the mosaic the images are combined with averaging, this allows 
each image to be ‘seen’ .
Registration surfaces from registering the first and 80th coastguard frames are shown
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Figure 4.6: Mosaic of first and 226th frames of coastguard sequence using F R C o r r .
in Figure 4.7. Surfaces are shown such that the best registration is a peak. Frames 
are correctly aligned by F R C o r r  with a (—51, —110) translation. Both surfaces have a 
ridge at zero column shift caused by the line blanking. C o r r  registration surface has a 
global minimum at (-10,0), no minima are evident near the correct shift. F R C o r r  has 
a clear, sharp, global minimum at the correct shift.
As discussed in Section 1.2 in the Introduction a reason for the failure of correlation 
to register the first with third or higher frames is the line blanking at the right of the 
images. For further investigation the line blanking is removed. C o r r  now registers the 
background up to and including the 11th frame. Between the 12th and 71st frame 
C o r r  registers the small boat. For the 72nd frame onwards C o r r  does not generate a 
meaningful registration. The registration of the small boat is interesting. Considering 
the relatively small size of the small boat against compared with the large background 
the registration of the small boat is unexpected. The reason is the darkness of the boat 
and the brightness of its wash. Misalignment of the small boat will produce a small 
number of large errors. These will be strongly weighted by the squared kernel of C o r r .  
With line blanking removed F R C o r r  registers the background of the first frame with 
the background of frames up to and including the 233rd frame.
In this experiment the robust kernel of F R C o r r  produces an improved result over the
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column shift row shift column shift
(a) Correlation (b) Fast Robust Correlation
Figure 4.7: Inverted registration surfaces, registering first and 80th coastguard frames. 
The background is registered with a (—51, —110) translation.
squared kernel of C o r r  by better handling the effects of:
Cyclic misalignment 
Line blanking 
Object motion
4.3.3 Tolerance of rotation and zoom
Experiments measuring the tolerance to rotation and zoom of C o r r  and F R C o r r  are now 
presented. With no deformation both methods correctly register the images. Graphs 
showing the registration error against a) rotation and b) zoom are shown in Figure 4.8.
From Figure 4.8 we observe that F R C o r r  outperforms C o r r  in terms of tolerance to 
both rotation and zoom. F R C o r r  registers images rotated by 12 degrees to within 15 
pixels, and images differing in a scale factor of 1.3 to within 16 pixels. As deformation 
increases, F R C o r r  degrades gracefully. Figure 4.9 shows the F R C o r r  registration of 
images with a rotation difference of 10 degrees.
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—•— Corr 
— FRCorr
—►— Corr 
—1* -  FRCorr
(a) Rotation (b) Zoom
Figure 4.8: Robustness to rotation and zoom.
5 10 15
rotation, degrees
1.15 1.2 1.25
zoom factor
Figure 4.9: FRCorr registration of images with a rotation difference of 10 degrees.
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The unique reason for the increased performance of the FRCorr kernel in this experiment 
is that a small rotation or zoom will cause a few large misalignments. As an example 
consider the edge of an object, say one of the buildings in Figure 4.4. Rotating one of 
the images causes the edge of the object to misalign. If there is a significant contrast 
change around the object there will be a few large errors even at the best registration. 
These large errors have a significant effect on Corr because of the squared kernel. 
Whereas they will have a small effect on FRCorr because of the robust kernel.
That FRCorr has an improved ability to register images under rotation or zoom is a 
significant result. As an example consider a hierarchical estimation algorithm such as 
that proposed by Can et al [17]. The estimation proceeds through a hierarchy of models; 
two parameter translation, six parameter affine and finally a 12 parameter quadratic 
model. Such a method places two requirements on the translatory estimation stage; 
it must be reliable and it must be able to register under higher model deformation. 
This experiment demonstrates the robust kernel outperforming the squared kernel in 
the registration of images with un-modelled deformation.
4.4 Summary of chapter
The chapter experimentally compares the performance of correlation with that of fast 
robust correlation. Comparison is made on the following experiments:
• Video coding
• Video frame registration
• Tolerance of rotation and zoom
In all three experiments fast robust correlation outperforms correlation. The sole dif­
ference between the methods is the kernel. Correlation has a squared error kernel. Fast 
robust correlation has a robust kernel. The robust kernel is better able to handle:
• Cyclic misalignment
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• Line blanking
• Object motion
• Rotation and zoom misalignment
Chapter 5
Orientation Correlation
HIS chapter presents orientation correlation in three parts; an appropriately fo­
cused literature review, a formal setting-out of the method and an analysis sec­
tion. As with fast robust correlation, orientation correlation is a method of translatory 
image registration which is statistically robust, exhaustive and fast. Orientation corre­
lation builds on fast robust correlation in two ways:
• Illumination invariance
• Kernel width setting decoupled from distribution of intensity values
Illumination invariance is the driving reason for interest in the orientation representa­
tion. As applications move out of the lab and into the real world, illumination invari­
ance becomes a must. The second point is addressing a fundamental issue within robust 
statistics. Any robust method must define a separation between inlying and outlying 
data. Orientation correlation uses a representation with a fixed range and uniform 
distribution of data. Setting the separation in such a representation is consistent for 
all input data.
The key novelty of the work presented here is analysis linking orientation correlation 
and robust statistics. Other novelties of the work presented here include:
• Unit magnitude; no thresholding or other non-uniform functions.
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• Analysis; demonstration of the differencing of angles followed by the application 
of a robust kernel.
• Speed; computation with FFTs.
This chapter is arranged as follows. A literature review of the orientation representa­
tion for image representation is presented in Section 5.1. The method of orientation 
correlation is presented in Section 5.2. In Section 5.3 the method is analysed and its 
properties proven. A chapter summary is made in Section 5.4.
Parts of the work presented in this chapter have been presented by the author of this 
thesis at the 2002 British Machine Vision Conference [28]. The work that the author 
presented at that conference received the Imaging Faraday Partnership prize for “the 
work that best deserves help with exploitation” .
5.1 Literature review of orientation representation for im­
age registration
The interest here is in the orientation representation of an image and its applica­
tion to image registration. The orientation representation is explicitly defined later 
in this chapter. Briefly, the orientation representation of an image is an image of 
two-dimensional vectors, one vector per image pixel. Each vector represents the local 
orientation of the image content.
In his 1978 search for a “General Picture Processing Operator” Granlund proposes a 
multi-purpose feature extractor for image processing [43]. The main idea of this paper 
is to introduce a hierarchical paradigm for image processing. This work includes the 
idea to represent each local region (or window) of an image with a two-dimensional 
vector. To quote Granlund: “An obvious choice is to have the direction of the vector 
correspond to directional components within the window.” Although Granlund stresses 
that he is not trying to model the human brain, he considers it likely that humans use 
such general operators. In respect to the use of orientation information by the human 
brain there is now other work to support this claim [16].
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Of the many papers adding to Granlunds General Picture Processing Operator we high­
light [44] for its discussion of the “double angle” representation (more recently Cootes 
and Taylor [24] have referred to the same idea as “orientation modulo 7r” ). Consider 
the orientation of an edge and a line. The edge has a unique orientation. The line 
may have two orientations; 6 or 6 +  ir. Since angular measures are modulo 27r dou­
bling the two possible orientations of the line maps to the same point. Mathematically: 
29 — 2(9 +  7r). The main advantage with this representation is that the orientation is 
described in a continuous way. This is in contrast to the more recent work by Froba 
and Kiiblbeck [37]. This work maps the two possible orientations of a line to a single 
point by limiting the range of orientations to [0 : 7r]:
if 0 < <&(x,y) < it 
<$>(x ,y )= :<  (5.1)
f 4>(a;,y) — 7r if 7r < $>(x,y) < 2k
Clearly this introduces a discontinuity. The authors get round the discontinuity by 
applying a sine function to <&'(x,y). Other than coping with the discontinuity it is not 
clear why the sine function is used, it will heavily weight small errors. Further, this 
can not result in a FFT implementation.
In 1995 Freeman et al exploited the orientation representation for the purpose of hand 
gesture recognition and television control by hand gestures. [33] recognises different 
hand gestures by classifying histograms of orientation. [34] describes a system where 
the camera is mounted near the television and looking at the user. The television is 
controlled (on/off, volume, channel selection) by locating and tracking an open hand. 
Since the camera is stationary background removal is used to limit the search for the 
open hand. Where there is movement in the image, normalised correlation of the 
orientation image representation is applied to find the open hand. The authors suggest 
that a variety of other image representations could be applied, but comment that:
We found that an orientation representation gave somewhat better perfor­
mance than pixel intensities.
The key contribution of this chapter is to link orientation correlation to robust statistics 
and explain why orientation correlation gives increased performance.
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More recently registration using the orientation representation has been used by Burl 
et al [16], Froba et al [36, 37, 38] and Cootes and Taylor [24]. These papers do not link 
orientation correlation and robust statistics. These papers are all biometrics papers. 
Biometrics is the identification or verification of a person from measurements of that 
person. For example, with varying degrees of reliability, it is possible to recognise a 
person from their finger print, retina, voice, gait or DNA. The key advantage of bio­
metric security over standard security measures is that you do not have to remember 
passwords or PIN numbers, or carry a key or swipe card. More specifically the afore­
mentioned papers are concerned with the biometric field of face recognition. The main 
advantage of face recognition is that it is a non-invasive biometric. A key interest in 
face recognition is illumination invariance. It is likely that this is the reason for the 
interest in orientation representation for face recognition.
Burl et al use what they call “orientation template correlation” (called orientation cor­
relation here) for feature detection for face registration, Froba et al use the orientation 
representation for face registration, and Cootes and Taylor use it for face registration 
and recognition using their Active Appearance Model. Froba’s et al papers and the 
paper by Cootes and Taylor describe systems of which orientation correlation is a part. 
Similarly the work of Burl et al describes a system of which orientation correlation is a 
part, but the paper is intended as book chapter and makes a case for the use of orien­
tation correlation as a tool for the identification of a class of objects, not only for the 
specific object class of faces. These papers do not add to the theory of orientation cor­
relation; their raison’ d’etre is to discuss the wider systems they propose. Fortunately 
the papers do discuss implementation details; this aspect is discussed in this chapter 
and experimental analysis can be found in the the following chapter and the appendix.
5.2 Method
This section formally details two methods: the method of orientation correlation and 
the method of squared orientation correlation. It is hoped that the selection of the 
names should be evident from the detail of the methods. It will be shown that squared 
orientation correlation is equivalent to the double angle approach of [44, 24]. Analysis
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highlighting the properties of the methods is in Section 5.3.
The notation used here is consistent with that used in Chapter 3. To re-cap, we wish 
to register discrete images /  and g. Images are indexed using (x, y), where x and y are 
integers.
Orientation image : To register images /  and g with orientation correlation or
squared orientation correlation we first create orientation images f 0 and g0- f  is an 
image of scalars, f 0 is an image of two dimensional vectors. Since the vectors in f Q are 
always two dimensional we represent f Q as an image of complex numbers.
There are two key choices in creating orientation images. First, the selection of partial 
derivative filters necessary to calculate local orientation. Second, the selection of the 
function to apply to the magnitude, this is necessary to gain illumination invariance. 
In choosing filters and a magnitude function this work strives to eliminate unnecessary 
parameters, optimise performance and eliminate unnecessary computational cost.
The selection of partial derivative filters does not effect the analysis. A number of 
popular filters are experimentally compared in Chapter 6. Those experiments show 
that the choice of filter makes little difference to the final result of the experiments. As 
a result the smallest filter resulting in the lowest computational cost is used.
For discussion of the magnitude function for illumination invariance, consider the gra­
dient image f g defined in Equation 5.2. f g is an image of complex numbers where each 
complex number represents the local direction and magnitude of intensity gradient at 
a pixel in / .  In terms of the number of pixels, /  and f g nominally have the same size.
f g { x , y )  =  9M + idM  ( 5 . 2 )
A key advantage of f g is the decoupling of illumination information from the structure in 
the image. The magnitude of f g, Equation 5.4, contains the edge strengths which vary 
directly with the strength of contrast in illumination. The argument of f g, Equation
5.6, contains the edge directions which describe the underlying image structure.
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A(s,y) =  |/»(®,y)l (5.3)
2
(5.4)
$(x ,y) =  arg (/„(* , y))
— fa n  ^
(5.5)
(5.6)
Note that the tan 1 in Equation 5.6 is a four quadrant inverse tangent. Many tools
have such a function as standard, for example the atan2(Y,X) function in C, C ++ or 
MatLab.
There are two issues with using such a function. Firstly, the function introduces a 
threshold. Optimal setting of this threshold will vary with differing image types. The 
authors do not propose a method for automatic selection of Ts or present the value of 
Ts used in their published results. Secondly, above the threshold Ts the orientations are 
effectively being weighted with a reliability directly proportional to the magnitude. The 
problem is that the magnitude is a measure of the local illumination change. Therefore 
the method is not illumination invariant.
As an example consider the task to register images contaminated with salt and pepper 
noise; weighting the orientation to give greater consideration to large magnitudes is 
exactly the wrong thing to do. For an example closer to the work of Froba et al 
consider registration of a face with a beard. The beard will give a strong edge but it 
would be undesirable for a face registration system to heavily weight such an edge. As 
has been stated before, robustness is tolerance of both many small deviations and a 
few large deviations.
In Froba et al’s Edge Orientation Matching [37, 38] the authors consider small magni­
tude pixels in f g to be noise and apply the following magnitude function:
(5.7)
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Cootes and Taylor [24] propose a normalising function it;(A) applied as follows:
(5.8)
Two forms of w(A) are proposed in [24], see Equation 5.9 and 5.10.
(5.9)
(5.10)™(A) =  A)
In Equation 5.9 Ao is the mean or median of the expected values of A. In Equation 
5.10 Pn(A) is the cumulative probability distribution of the magnitudes due to effective
noise in the image. If the noise on each pixel is Gaussian it is possible to make an 
analytic estimate of Pn(A) in terms of gamma functions [24].
Both functions proposed by Cootes and Taylor operate under the assumption that
should be attenuated, while other magnitudes are part of the image structure and 
should be given greater consideration. Compared to the function proposed by Froba
are more elegant than that proposed by Froba et al; they effectively contain automatic 
threshold setting. However, the magnitude function suffer from the same use of a local 
measure of illumination as a reliability weighting.
The assumption of Gaussian-like noise is incompatible with the fundamental ideas of 
this thesis. Consider a common component of todays computer vision systems: An 
automatically controlled camera. Without the aid of a skilled operator the camera must 
perform automatic contrast control. Strong natural illumination, probable anywhere 
outside a windowless lab, or any significant variation in illumination across the image 
can result in low contrast in the area of interest. The low contrast will give small 
magnitudes. To dismiss small magnitudes as Gaussian noise is to fail to consider 
objects in areas of low contrast.
For the reasons discussed the magnitude function proposed in this thesis considers each
orientations with small magnitudes are caused by Gaussian or Gaussian-like noise and
et al the overweighting of large magnitudes is greatly reduced. Also these functions
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pixel equally regardless of it’s magnitude. The orientation image f Q is defined as:
fo{x,y) =  sgn (fg(x,y)) (5.11)
where sgn(^) is the signum function (note z is complex here):
f 0 if Id =  0 
sgn(^) =  < (5.12)
■At otherwise
k R
The selection of magnitude function is made here to allow for subsequent theoretical 
analysis. The reasoning for this selection is bases on the assumption that, in the 
absence of prior knowledge, each pixel be considered equally. This effectively ignores 
the magnitude of the gradient image, allowing for the greatest illumination invariance. 
Experiments with different magnitude functions have been carried out and the results 
are presented in Section 6.2.2.
Alpha masks : If alpha masks are given they may be applied directly to the orien­
tation image:
fo fa v ) =  <Xf(x,y)fo{x,y) (5.13)
The effect of such alpha masks is analysed in Section 5.3.3. Alpha masks are applied in 
the same fashion as magnitude-based reliability, but note the conceptual difference. Al­
pha masks contain prior information; magnitude-based reliability is effectively guessing 
the alpha mask from the magnitude information.
Orientation correlation : Orientation images are registered using correlation. Cor­
relation is computed quickly with Fast Fourier Transforms (FFTs). Given Fb(&, I), the 
FFT of f 0{x ,y ), Go{k,l), the FFT of g0(x,y), and IFFT() the Inverse Fast Fourier 
Transform function, the orientation correlation registration surface is:
0(m , n) =  k {iF F T (F 0 (M )G o (M ))}  (5.14)
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The orientation correlation registration surface, 0(m ,n), is the real part of the corre­
lation of f 0(x ,y ) and g£(x, y)> The algorithm for generating the orientation correlation 
registration surface is graphically illustrated in Figure 5.1. The registration of /  and g is 
measured using the position of the maximum in the orientation correlation registration 
surface.
Note that frequency domain correlation has the effect of correlating f Q with <?*; conju­
gating g0 provides the differencing, rather than summation, of angles. Note also that 
the correlation is cyclic, this derives from the cyclic nature of the FFT. Acyclic correla­
tion is possible through the use of zero padding, but acyclic correlation implies a varying 
number of pixels being matched. Averaging would be required and this creates diffi­
culties with small overlap matches. The following chapter demonstrates that effective 
results can be achieved with cyclic correlation. In view of the goal to produce a com­
plete and effective algorithm cyclic correlation is used. Since cyclic correlation is used, 
if shifts greater than half the image size are expected the four possible interpretations 
of the maximum must be considered, and the best selected.
Finally note that Equation 5.14 assumes f 0 and gQ are the same size. Images of differing 
sizes are correlated with FFTs by zero padding the smaller size to the size of the larger 
prior to taking the forward FFTs.
Squared orientation correlation : The double angle approach discussed in Section
5.1 is treated as a variant of orientation correlation: squared orientation correlation. 
Using squared orientation correlation provides invariance to the sign of the orientation. 
That is to say that 9 and 9 +  it are considered a perfect match. The effects and 
implications are discussed in the following analysis section; here we simply define the 
method. A squared orientation image is defined as:
Given Fs(k, I) and G s(k,l), the respective discrete Fourier transforms of / s(®, y) and 
gs(x,y), the squared orientation correlation registration surface Os(m,n) is shown in 
Equation 5.16. A graphical illustration of squared orientation correlation is shown in 
Figure 5.2.
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g(x,y)
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Figure 5.1: Orientation correlation flow diagram
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0 8(m,n) =  SftjlFFT (Fs (k,l)G*s (k,l))J  (5.16)
In the same fashion as with orientation correlation note that conjugating Gs(k, I) has 
the effect of conjugating gs(x,y) and that this provides the differencing, rather than 
summation, of angles. Analysis of squared orientation correlation is given in the fol­
lowing section. Squared orientation correlation is able to register images where one, 
both, or neither have been inverted. Here inverted implies both direct image inver­
sion ( f  — 255 — / )  and rotation of each orientation in the orientation image by tt 
(arg(/') =  arg(fo) +  tt-). Images with inverted and non-inverted regions will also be 
registered.
5.3 Analysis
In this section orientation correlation is analysed. The method’s properties of illumina­
tion invariance, statistical robustness and speed are explained. The use of alpha masks 
is discussed.
5.3.1 Illumination invariant representation
Orientation correlation registers orientation images f 0 and g0, Equation 5.11. An ori­
entation image is invariant to both contrast and offset illumination changes.
Each pixel in an orientation image is a complex number. Each complex number repre­
sents the orientation of intensity gradient at that pixel. The magnitude of an orientation 
pixel is either one or, in the case of a uniform region of the image with no gradient, zero. 
Since correlation is used for registration, a 0 +  0« pixel will have no effect. This is a de­
sirable property; a uniform area of an image provides no information for a registration 
invariant to illumination change.
Orientation correlation is well suited to registering images of different modalities, for 
example, registration of infrared images with intensity images. This is because all 
orientation images have the same units; each pixel is a measure of an angle.
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O s(m, n)
Figure 5.2: Squared orientation correlation flow diagram
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(a) Original (b) 0.5 scale, 150 offset.
Figure 5.3: Sub-image and overlaid arrows representing the orientation image. Note, 
despite the appearance of differing illumination, the orientation images are the same.
Figure 5.3(a) shows a region of a video frame with arrows overlaid to show the complex 
pixel values of the orientation image. Figure 5.3(b) shows the region scaled and offset. 
Note the orientation images of Figure 5.3(a) and 5.3(b) are the same.
5.3.2 Statistically robust registration
Orientation correlation applies a kernel based on the M-estimator proposed by Andrews 
[55] to differences in gradient orientation. Andrews proposed the following influence 
function (derivative of kernel):
h'(r) =
sin(7rr) for — 1 < r < 1 
0 elsewhere
(5.17)
In Equation 5.17 r is the quantity to be minimised. Thus Andrews kernel function is 
of the form:
h{r) =
1 — cos(7rr) for — 1 < r < 1
2 elsewhere
(5.18)
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Orientation correlation : Multiplying orientation pixels is equivalent to taking
their dot product. To show how orientation correlation uses the Andrews kernel we 
consider two orientation image pixels, p and q. As p and q are orientation image pixels 
their magnitude is either one or the pixel is 0 +  Oi. Since correlation is multiplicative 
a 0 +  Oi pixel has no effect. Therefore we consider: \p\ — |y| = 1. Taking the complex 
conjugate of q, and expressing the pixels in a polar form gives:
p =  ei(t> (5.19)
q* =  e~^  (5.20)
In Equations 5.19 and 5.20, (f) and ijj are angles of orientation measured from a common 
reference.
Correlation shifts one image with respect to the other and measures the sum of the 
products. The product of pixel p and the complex conjugate of pixel q is:
pq* =  (5.21)
Returning to Cartesian coordinates and taking the real part only we have:
=  cos {(f) — if)) (5.22)
From this last equation we see that the real part of the product of p and q* is the same
as differencing angles (orientations) of each pixel and applying a cosine kernel function.
To show the relation to the Andrews kernel we substitute 9 =  cf) — ip giving:
— cos(0) (5.23)
Comparing Equation 5.23 with Equation 5.18 we see that over the range —7r < r < tt, 
the functions differ only in a coefficient of —1. Selecting the range of 9 to be [—7r, 7r], 
Equation 5.23 is equivalent to the Andrews kernel function. The significance of the 
differing coefficient of — 1, is that the best orientation correlation match will be indicated 
by a maximum (as a-posed to the minimum typically sought by M-estimators).
Orientation correlations robust kernel is shown in Figure 5.4(a). The kernel has been 
scaled and shifted for display with a normalised histogram. The normalised histogram
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Figure 5.4: Orientation correlation (0C) registering the first and 80th frames of the 
coastguard sequence.
shows the distribution of 6 at the correct cyclic registration of the first and 80th frames 
of the coastguard sequence. A mosaic of the coastguard frames as found by orientation 
correlation is shown in Figure 5.4(b).
The histogram in Figure 5.4(a) contains two distributions. Correctly matching orien­
tations are spread about 0 =  0. Effects such as object motion and cyclic registration 
wrapping cause locally incorrect orientation matches. These are uniformly spread across 
the range of 6. Figure 5.4(a) shows that the robust kernel maximises the correct match 
orientations without overly weighting the contribution of incorrect orientation matches. 
The kernel is wider than the distribution of correct match orientations of the coastguard 
frames. From this observation we can expect orientation correlation to work equally 
well with images containing a higher level of noise.
Squared orientation correlation: As has been previously discussed orientation
correlation matches orientations such that greatest distance from 6 is 6 + 7r. Double 
angle or squared orientation correlation matches orientations such that the greatest 
distance from 9 is 9 +  7r/2 and the distance between 9 and 9 n is zero. Squared
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orientation correlation is so named because of the squaring of orientation image pixels.
Considering orientation image pixels p and q*. Squaring them, setting their magnitudes
to one and expressing them in polar form we have:
p =  ei2<^  (5.24)
q* =  e~i2^  (5.25)
The real part of pq* is:
pq*} =  cos(2(^» — ?/>)) (5.26)
Substituting 9 =  <f> — if:
^{pq*} — cos(29) (5.27)
From Equation 5.27 we see that correlating one squared orientation image with the 
complex conjugate of another applies a cos(20) error kernel to the difference of pixel 
orientations.
To illustrate the squared orientation correlation kernel the 80th frame of the coastguard 
sequence is inverted (f '(x , y) — 255 — f (x , y)). Inverting a frame has the effect of rotat­
ing each orientation by n. This artificial demonstration of the use of squared orientation 
correlation allows direct comparison with the demonstration of orientation correlation 
in Figure 5.4. A real-world, example of the use of squared orientation correlation can 
be found in Section 6.3.2.
The robust kernel of squared orientation correlation is shown in Figure 5.5(a). The 
kernel has been scaled and shifted for display with a normalised histogram. The nor­
malised histogram shows the distribution of 9 at the correct cyclic registration of the
first frame and inverted 80th frame of the coastguard sequence. A mosaic of the frames 
as found by squared orientation correlation is shown in Figure 5.5(b).
As with Figure 5.4(a) the histogram in Figure 5.5(a) contains two distributions. Again 
the distribution of incorrectly matching orientations is approximately uniform. How­
ever, with one frame inverted the distribution of correctly matching orientations is
5.3. Analysis 94
-pi 3pi/4 -pi/2
(a) Robust kernel with normalised histogram (b) Mosaic of the SOC registration,
of 9 at the SOC registration.
Figure 5.5: Squared orientation correlation (SOC) registering the first frame and inverted 
80th frame of the coastguard sequence.
centred about 9 =  n (which is the same as 9 =  —tv). Figure 5.5(a) shows that the 
robust kernel of squared orientation correlation maximises distributions centred about 
both 9 =  0 and 9 = tv. Thus squared orientation correlation can register images where 
neither, one, or both are inverted.
5.3.3 Effect of alpha masks
In the method described in Section 5.2, specifically Equation 5.11, the magnitudes of 
the orientation image are either 0 or 1; either there is, or there is not, a gradient in 
each local area. If a-priori information, such as alpha masks, indicating the influence
of individual pixels is available this can be incorporated into the orientation image by
scaling individual magnitudes.
Consider the polar form of two non-zero orientation pixels scaled by ap and ctq:
p =  apel<i> (5.28)
q* = aqe~^  (5.29)
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The real part of their product is (6 =  (f> — ^ as before):
=  CKpdq cos($) (5.30)
Equation 5.30 shows the effect of the magnitude is to scale the contribution of a given 
pixel.
5.3.4 Computational cost
The majority of the computational cost of orientation correlation is with the FFTs. 
Orientation correlation requires two forward and one backward FFTs of complex value 
images. Comparing with correlation this is the same size and number of FFTs, but 
correlation may use real only FFTs.
For comparison with direct computation the number of complex multiplications is con­
sidered. For orientation correlation; three complex FFTs of size X  by Y  require [98]:
(3/2)XY log2pCr) complex multiplications (5.31)
Equivalent data domain generation of an orientation correlation registration surface 
requires X 2Y 2 complex multiplications. Comparative numbers for typical image sizes 
are shown in Table 5.1. As with the discussion in Section 3.7, the computational 
advantage of computation with FFTs dramatically increases with image size. The 
advantage is significant for low quality video resolution and compelling for typical 
digital photography resolution.
5.4 Summary of chapter
This chapter has reviewed relevant literature and presented and analysed orientation 
correlation. Orientation correlation is a translational image registration method that 
is: exhaustive, fast, illumination invariant, and statistically robust. Analysis has been 
made of the methods illumination invariance, statistical robustness, ability to use alpha 
masks, and computational cost.
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Image size Number of complex mults. Diff. as
Columns Rows Direct FFTs factor
352 288 10,277,093,376 2,528,726 4,064
640 480 94,371,840,000 8,399,840 11,235
704 576 164,433,494,016 11,331,418 14,511
800 600 230,400,000,000 13,588,326 16,956
1024 768 618,475,290,624 23,103,362 26,770
1280 1024 1,717,986,918,400 39,954,536 42,999
1600 1200 3,686,400,000,000 60,113,304 61,324
3200 2400 58,982,400,000,000 263,493,216 223,848
Table 5.1: Comparing the number of complex multiplications for generating orientation 
correlation registration surface. Typical video and photo sizes are shown. The difference 
between direct computation and with FFTs is shown as a multiplicative factor in the 
right hand column.
Orientation correlation works by correlating orientation images. Orientation images 
represent the angle of intensity gradient at each pixel. The method applies Andrews 
robust error kernel to orientation differences. The method is computed quickly through 
the use of fast Fourier transforms.
A variant, squared orientation correlation, is also presented and analysed. Squared 
orientation correlation will be of particular use in matching multimodal images.
Chapter 6
Experiments with Orientation 
Correlation
HIS chapter describes experiments carried out with orientation correlation. The
chapters goal is to experimentally compare orientation correlation with algorith­
mically comparable methods. Orientation correlation is compared with the standard 
illumination invariant, correlation-based methods of phase correlation and normalised 
cross-correlation. Experiments covering a range of interests in the computer vision and 
image processing communities are chosen. Significantly each experiment allows the 
measurement of quantitative results. The experiments are:
• Video coding.
• Registration of multimodal microscopy images.
• Face registration.
A brief overview of these experiments is provided here. The high compression rates 
of modern video codecs rely on good, fast translatory motion estimation. This exper­
iment uses the different correlation-based registration methods to create block-based 
motion estimators. The limitation of a block-based motion estimation experiment is 
the difficulty in defining a quantitative measure to assess performance. Consideration
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of motion estimation for video coding allows the definition of such a quantitative mea­
sure. The registration of multimodal microscopy images is a specialised task to which 
squared orientation correlation is particularly suited. Face registration, currently a hot 
topic in the field of computer vision, is the task of localising a face in an image.
Section 6.1 describes the setup of each experiment in turn. Section 6.2 presents exper­
imental results of a comparison of partial differential filters and magnitude functions 
used in the creation of the orientation image. Experimental results comparing orienta­
tion correlation with phase correlation and normalised cross-correlation are presented 
in Section 6.3. The face registration experiment has been generalised into multiscale 
template matching and implemented in a real-time system to provide a live demonstra­
tion of orientation correlation. This system is described in Section 6.4. The chapter 
closes with a summary.
6.1 Description of experiments
6.1.1 Video coding
The video coding experiment is the same as used in Chapter 4. The video coding 
experiment is described in Subsection 4.1.1.
6.1.2 Registration of multimodal microscopy images
This experiment is concerned with the challenging task of registration a pair of multi­
modal microscopy images. The images, shown in Figure 6.1, are of algal and bacterial 
cells [42]. During the change in optics a shift in position is introduced. Automatic 
registration of the images is required for analysis.
The images are challenging to register due to their size (512 by 768), size of shift 
(30,169), widely differing modalities of the images (light regions in Figure 6.1(a) are 
dark in Figure 6.1(b)), and the differing features of each image modality.
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Figure 6.1: Multimodal microscope images from [40]
6.1.3 Face registration
Facial image processing is a highly active research area in the field of computer vision. 
There is much interest in the automatic recognition of people from images of faces. 
(Face recognition is part of the field of biometrics. For surveys on face recognition 
see [19, 86].) The first task in any face recognition system is face detection. Face 
detection is a specific case of object detection. Current state of the art approaches to 
face detection include: Neural networks [85], sparse network of linear functions [101], 
support vector machines [75], and use of a hierarchy or cascade of classifiers [30, 31, 97]. 
For a survey on face detection see [100].
Here the task of face registration is considered. Face registration involves localising the 
face in an image containing a face. Face registration is a specific case of face detection. 
The experiment involves the creation of an average face to be used as a template to 
find the face.
Experiments are carried out using the XM2VTS1 database [70] and the BANC A2 
database [9]. The XM2VTS database contains video shots of 295 people. Each person
Extended Multi Modal Verification for Teleservices and Security applications (XM 2V TS) part of
the EU ACTS, Fourth European Union framework.
2 Biometric Access Control for Networked and e-Commerce Applications (B A N C A ), a European
Union 5th Framework project.
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Figure 6.2: Example frontal views from XM2VTS database. Note the controlled illu­
mination and head position.
*  *  >
Figure 6.3: Example darkened frontal views from XM2VTS database. Note the illumi­
nation to the right of left has been removed.
has been recorded at four sessions over a period of five months. Examples of these 
images are shown in Figure 6.2. At the last session darkened frontal view images were 
acquired by turning off left and right illumination. Examples of these images are shown 
in Figure 6.3. The BANC A database contains shots of people recorded over 12 ses­
sions. Images from the 5th English set, ‘degraded’ scenario, are used; examples of these 
images are shown in Figure 6.4. All original images are of size 720 by 576 pixels.
Each image has a ground truth position of the approximate geometric centre of each 
eye. The geometric centre of the eye is used because it does not depend on gaze. The 
position of the face is considered as the Euclidean mid-point between the geometric 
centre of each eye. This is referred to as the eye-mid-point.
To register the faces we require a template. The template is created from the first 
XM2VTS session. The images used to create the template are not used again in the 
experiments. Images from the first XM2VTS session are used to create an average face. 
The average face is cropped to form a template for face detection.
The average face is created through pixel accurate translation of faces to an eye-mid-
*
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Figure 6.4: Example images from BANCA database. Images from English set, session 
five, ‘degraded’ scenario. Note the changes in the scale of the faces, poor quality images 
from the webcam, cluttered background, and natural illumination from a window to 
right of the scene.
point. Pixel values are averaged to generate the average face shown in Figure 6.5(a). 
With no accounting for head rotation or scale change the average face appears blurred. 
This is desirable for a translatory template match. Using such an average face will give 
robustness to head rotation and scale change. The average face is cropped to generate 
the template for face detection. Two templates are used in the experiments presented 
in this thesis; a facial template shown in Figure 6.5(b) and a eyes, eyebrows and nose 
bridge template shown in Figure 6.5(c).
The template created from the first XM2VTS session is used on three datasets:
• XM2VTS sessions two, three and four.
• XM2VTS darkened images.
• BANCA, English set, 5th session.
Results axe displayed as histograms of face registration error. Face registration error 
is the Euclidean distance from the ground truth position of the eye-mid-point and the 
position of the registered template eye-mid-point.
6.2 Orientation image variants
This section experimentally compares the effects of different methods for the creation of 
the orientation image. This section is closely linked to the discussion of the orientation
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(c) Eyes, eyebrows and nose 
bridge template for face de­
tection.
Figure 6.5: Average face generated from XM2VTS session one.
image in Section 5.2. Before undertaking experiments with orientation correlation a 
partial differential filter must be selected. Experiments on and selection of the filter 
are made in Section 6.2.1. Experimental results of a comparison of different magnitude 
functions are presented in Section 6.2.2.
6.2.1 Partial differential filter selection
Chapter 5 details the method of orientation correlation and explains that the method 
requires partial differential filters. The selection of partial differential filters does not 
effect the theoretical analysis of Chapter 5 but clearly a selection must be made for 
experimental analysis. Here three popular filters are considered; central differences, the 
Prewitt filter and the Sobel filter, see Figure 6.6. Of the many possibilities for partial 
differentiation these are considered because: i) The computational cost of applying 
these filters is relatively low. it) The size of the filters is odd and therefore have a 
central element, this is in contrast to filters such as the 2 by 2 Roberts filters.
In all experiments the orientation image has the same number of pixels as the original 
input image, that is to say that /  and f Q have the same number of pixels. Thus to
(a) Average of 295 faces. (b) Face template for face
detection.
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Figure 6.6: Partial differential filters.
completely define the filtering operation we must state what to do at border pixels. 
Typically one of two paradigms is selected: i) Do nothing at the border pixels, this 
results in a reduction in image size which can have implications when many filtering 
operations are chained together, ii) Define an approximation to the filter when given 
elements are unknown. In later experiments the second paradigm is used; what to 
do at the borders is defined below. Here the interest is in comparing the filters, it 
is important to apply the same method at border pixels. For this reason a one pixel 
border is set to 0 +  «0, thus observed differences will not be as a result of border effects.
Implementation of the Prewitt and Sobel filters is an example of when not to use FFTs 
- the filter size is too small. Consider a Cif sized image (352 by 288). In a FFT 
implementation the FFT of the filter can be pre-computed leaving one forward and 
one backward FFTs of size 354 by 290 requiring approximately 2 x 2 x 354 x 290 x 
log2(354 x 290) =  6,836,135 operations, see Section 3.7 for more information on this 
equation. A direct shift and apply implementation requires 352 x 288 x 3 x 3  =  912,384 
operations. Prewitt and Sobel filters each have three elements of zero so the number 
of operations may be reduced to 352 x 288 x 6 =  608,256. The Prewitt filter may 
be further optimised by considering the filter as a 3 by 1 or 1 by 3 sum followed by 
central differencing. Central differencing itself only requires a subtraction per pixel, 
352 x 288 =  101,376 operations.
Central differencing, Prewitt and Sobel filters are contrasted in terms of their effect on 
the performance of orientation correlation. Table 6.1 shows the results of an experi­
mental comparison of the different filters using the video coding experiment. Figures 
6.7 and 6.8 shows the result of the comparison for the face registration experiment.
6.2. Orientation image variants 104
Filter bus
MAe
coastguard foreman
Central 9.150 6.064 3.571
Prewitt 9.240 6.062 3.606
Sobel 9.212 6.063 3.599
Table 6.1: Video coding experiment to compare partial differential filters for orientation 
correlation. MAe =  mean absolute prediction error.
The key observation here is that the choice of filter has little effect on the experimental 
result. Note that the video coding results in Table 6.1 have had to be expressed to four 
significant figures to show any difference on the coastguard sequence. One might com­
ment that orientation correlation is robust with respect to filter selection. Considering 
these results we select central differencing on the basis of its minimal computational 
cost.
As stated earlier subsequent experiments do not simply place O-PzO around the border of 
the orientation image. With central differences selected we now define the behaviour of 
the partial differential filter at border pixels. As appropriate forwards and backwards 
differences are used [83], For example, at the left edge of an image where the — 1 
coefficient of the 0.5 x [—1,0,1] filter is off the image, [0, —1,1] is used instead. The 
scaling of the central difference filter by 0.5 is to account for differing widths between 
central and forwards or backwards filters.
6.2.2 Alternate magnitude functions
The selection of magnitude function for orientation correlation is made on a theoretical 
basis in Section 5.2. Here experiments are carried out using four magnitude functions 
to experimentally verify the theory. The four functions are:
(a) A (no function applied to magnitude)
(b) A/(A + -A-mean )
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(a) Central differences (b) Prewitt filter
(c) Sob el filter
Figure 6.7: Face registration experiment to compare partial differential filters for ori­
entation correlation. This experiment uses the face template shown in Figure 6.5(b).
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(a) Central differences (b) Prewitt filter
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(c) Sobel filter
Figure 6.8: Face registration experiment to compare partial differential filters for orien­
tation correlation. This experiment uses the eyes, eyebrows and nose bridge template 
shown in Figure 6.5(c).
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(c) A/(A +  A m e d ia n )
(d) sgn(A)
where A is defined in Equation 5.4. Function (a) is a non-threshold version of the 
function proposed by Froba et al. It is the same as directly correlating gradient images 
f g. Functions (b) and (c) are as proposed by Cootes and Taylor. The absolutes (| • |) 
of Equation 5.9 have been removed since A is real and non-negative. Function (d) is 
the proposed magnitude function that, with the exception of A — 0, equally weights 
all orientations. Note that disregarding A =  0 the proposed function can be written as 
A/A =  1. In this form the mathematical similarity of the proposed function and those 
of Cootes and Taylor is evident.
The magnitude functions are graphically shown in Figure 6.9. The mean and median 
has been measured from the left image in Figure 6.2: Amean =  4.5875, A -m ed ia n  =  2.9155. 
The maximum A from the same image is used to set the range of the x-axis. To put 
the functions in context they are shown with a normalised histogram of A, again from 
the left image in Figure 6.2.
Different magnitude functions should only effect the results of experiments requiring il­
lumination invariance. The video coding experiment and the XM2VTS face registration 
with non-darkened illumination have little illumination variation. In the video coding 
experiment there is little frame to frame illumination variation and the XM2VTS face 
database used for the face registration experiment has been captured under controlled 
illumination. Two of the quantitative experiments contain variation in illumination: 
face registration with the XM2VTS darkened image set and face registration with the 
BANCA image set.
For the XM2VTS darkened images the face template shown in Figure 6.5(b) is used to 
localise the face. The face template is sufficient since the person has been asked to look 
at the camera. A single template is sufficient since the range of the depths is limited 
by the background screen. The results for the XM2VTS darkened images are shown in 
Figure 6.10. The proposed sgn(A) function has the lowest number of significant face 
registration errors.
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Figure 6.9: Magnitude functions and normalised histogram of A from the left image in 
Figure 6.2.
For the BANC A test images three scales of the eyes, eyebrows and nose bridge template 
shown in Figure 6.5(c) are used to localise the face. The setup is consistent with the 
real-time multiscale template matching system described in Section 6.4. The eyes, 
eyebrows and nose bridge template is used to account for head rotation; subjects are 
generally looking at a computer monitor below the camera. Multiple templates are 
used to account for the variation in depth of the subject. The same subsampling is 
used as described in Section 6.4. To avoid distorting results with template selection 
the best template is selected as the one closest to the ground truth position of the face. 
Clearly this is not possible in the live system.
The results for this experiment are shown in Figure 6.11. The main observation from 
these results is the significant improvement of functions (b), (c) and (d) over function 
(a). What is interesting about this experiment is that the template is from one data 
set and the test images are from another. The template is generated from images 
captured with a high quality camera. The test images are captured from a low quality 
webcam and there is natural illumination in the scene. Without a function applied to
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the magnitude, orientation correlation is unable to register the high quality template 
with the low quality test images.
The mathematical similarity of magnitude functions (b), (c) and (d) has been noted 
and this is evident in the results. This is somewhat unexpected for the BANC A face 
registration experiment. If the poor quality images from the webcam contain unimodal 
noise, this should be better handled by functions (b) and (c). This is not particularly 
evident in Figure 6.11.
6.3 Comparison of illumination invariant correlation-based 
methods
6.3.1 Video coding
Here orientation correlation is compared with phase correlation in the application of 
block motion estimation for video coding. Comparison is not made with normalised 
cross-correlation because of the cyclic nature of the experiment. A constant denom­
inator in normalised cross-correlation implies zero mean correlation which gives the 
same result as correlation. Video coding experimental results with correlation have 
already been presented in Chapter 4 (orientation correlation outperforms correlation 
on all three sequences).
The computational cost of motion estimation for video coding is now discussed. As 
discussed in Section 6.1.1 temporally adjacent blocks are correlated to generate mo­
tion vectors. Correlating sequential blocks is efficient, each block need only be trans­
formed once; compared to non-sequential correlation the overall number of forward 
FFTs can be halved. A relatively small block size does not suit FFT-based correla­
tion techniques; benefits of the FFT are greater for larger images. Even so a signifi­
cant gain in performance over the full search method is achieved. Full search requires 
164 =  65,536 subtractions and counter increments per block. Orientation correlation 
requires 2 x 2 x 16 x 16 x log2(16 x 16) =  8,192 real multiplications per block. Mod­
ern CPUs perform add or multiply operations in one clock cycle, these numbers are 
comparable operation counts for computer based implementations.
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Figure 6.10: Comparing orientation correlation magnitude functions. Histograms of 
face registration error. Experiment carried out on 999 images from the XM2VTS dark 
set. This experiment uses the face template shown in Figure 6.5(b).
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Figure 6.11: Comparing orientation correlation magnitude functions. Histograms of 
multiscale template matching error. Experiment carried out on BANCA, English set, 
session 5, ‘degraded’ scenario; 520 images in total. This experiment uses the eyes, 
eyebrows and nose bridge template shown in Figure 6.5(c), zv =  4 and [zi,Z2, zf\ — 
[0.1875,0.2500,0.3125]
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MAe
bus coastguard foreman
Method as % of FS as % of FS as % of FS
PC 11.2 141% 7.40 130% 4.75 167%
OC 9.13 115% 6.06 106% 3.57 126%
FS 7.91 100% 5.69 100% 2.84 100%
Table 6.2: Mean absolute prediction error (MAe) for phase correlation (PC), orientation 
correlation (OC), and full search (FS) methods.
MAe for the first 150 frames of bus, coastguard, and foreman sequences is shown in 
Table 6.2. On all three sequences orientation correlation (OC) outperforms phase cor­
relation (PC). Figure 6.12 shows the reconstruction of the second frame in the bus 
sequence for both phase correlation and orientation correlation.
6.3.2 Registration of multimodal microscopy images
Here we demonstrate squared orientation correlation successfully registering the pair of 
multimodal microscopy images shown in Figure 6.1. In [42] Glasbey and Martin report 
that phase correlation is unable to register the images. First the computational cost is 
discussed.
Computing the orientation correlation of the microscopy images is an excellent example 
of when to use FFTs; the images are large (512 by 768) and of the same size. Direct 
computation would require 4X 2Y 2 — 618 x 109 real multiplications, while computation 
with FFTs requires 4(3/2)X Y  log2(X y ) =  44 x 106 real multiplications. The use of 
FFTs reduces the computational cost by four orders of magnitude.
Registering the images in Figure 6.1 is a suitable application for squared orientation 
correlation. Squared orientation correlation successfully registers the images. The 
squared orientation correlation registration surface is shown in Figure 6.13. Figure
6.13 shows a clear peak at the correct registration position. Collages of the registration 
as found by squared orientation correlation, are shown in Figure 6.14.
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(a) Phase correlation (b) Orientation correlation
Figure 6.12: Block motion estimation between first and second frame of bus sequence. 
Reconstructed second frame and motion vectors are shown for phase correlation and 
orientation correlation.
200 -100 0 100 
column shift
(a) side view showing row shift (b) side view showing column shift
Figure 6.13: Squared orientation correlation registration surface of the images in Figure 
6 .1.
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(a) brightfield over phase contrast
(b) phase contrast over brightfield
Figure 6.14: Collages showing the registration of multimodal microscopy images found 
using squared orientation correlation.
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Figure 6.15: Absolute gradient correlation registration surface, as used in [42], of the 
images in Figure 6.1.
In [42] Glasbey and Martin register the images by correlating absolute gradient. This 
is not robust. The absolute gradient correlation registration surface is shown in Figure
6.15. While the peak is at the correct position it is not as unambiguous as the peak in 
the squared orientation correlation registration surface in Figure 6.13. To demonstrate 
the advantage of squared orientation correlation over correlating absolute gradient im­
ages, we crop the right and bottom of the brightfield image and the left and top of the 
phase contrast image. The more the images are cropped the harder the images are to 
register. We measure the percentage overlap of the correct registration. For example, 
with no cropping 73% of each image overlaps at the correct registration. Correlat­
ing absolute gradient fails when the images have a 59% overlap. Squared orientation 
correlation is able to correctly register the images with only a 12% overlap.
6.3.3 Face registration
Here orientation correlation is compared with phase correlation and normalised cross­
correlation in the application of face registration. First the computational cost is dis­
cussed.
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The gain in computing orientation correlation face registration with FFTs is now given. 
Real multiplications are counted. Image size is 720 by 576. Template size is 151 
by 166. Computing the orientation images, which is required for both direct and 
FFT computation, is not considered. Only whole matches of the template within the 
image are of interest. Direct computation of orientation correlation requires matching 
at [720,576] — [151,166] +  [1, 1] =  [570,411] positions. At each position a complex 
multiplication for each pixel in the template is required. A complex multiplication 
requires four real multiplications. Thus, direct computation of orientation correlation 
requires:
4 x 151 x 166 x 570 x 411 =  23 x 109 real multiplications (6.1)
The number of real multiplications for computation of orientation correlation with FFTs 
is now derived. The template is constant allowing its FFT to be pre-computed. There­
fore orientation correlation requires two FFTs: one forwards FFT of the orientation 
image generated from the input image, and one backwards FFT giving the registration 
surface. Both FFTs are complex and of size 720 by 576. Thus, FFT computation of 
orientation correlation requires:
2 x 2 x 720 x 576 x log2(720 x 576) =  31 x 106 real multiplications (6.2)
For the face registration experiment, computing orientation correlation with FFTs re­
duces the computational cost by a factor of approximately three orders of magnitude.
Face registration results are shown in Figure 6.16. Orientation correlation is compared 
with the standard methods of phase correlation and normalised cross-correlation, see 
Chapter 2 for discussion of standard methods. Figure 6.16 shows histograms of face 
registration error. The histograms show orientation correlation outperforming the stan­
dard techniques. Orientation correlation registers 99% of the faces within 20 pixels. 
The greatest orientation correlation error is 56 pixels. Both phase correlation and 
normalised cross-correlation register many faces with over 100 pixels error.
Analysis of the face registration errors is now given. The four worst errors for each 
method are shown in Figure 6.17. Reasons for phase correlation and normalised cross- 
correlation failures include glasses, facial hair, and head hair occluding part of the
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Figure 6.16: Histograms of face registration error. Error is Euclidean distance, in pix­
els, between ground truth eye-mid-point and registered template eye-mid-point. Ex­
periment carried out on XM2VTS frontal view images from sessions two, three, and 
four; 885 images in total.
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face. In the worst orientation correlation errors, the template eyes match the subjects 
eyebrows. Or, as in the case of Figure 6.17(i), the template eyes match the lower rims 
of the subject’s glasses.
Section 6.4 contains a description of a real-time multiscale template matching system. 
Using the face template shown in Figure 6.5(c) the system acts as a face registration 
system. A simulation of this system has been used to produce quantitative results 
to compare the use of phase correlation, normalised cross-correlation and orientation 
correlation in multiscale template matching. The number and scale of each template is 
as used in the multiscale template matching system described in Section 6.4. To avoid 
distorting results with template selection the best template is selected as the one closest 
to the ground truth position of the face. Clearly this is not possible in the live system.
Multiscale template face registration results are shown in Figure 6,18. As with Figure
6.16, histograms of face registration error compare orientation correlation with phase 
correlation and normalised cross-correlation. The histograms show orientation correla­
tion outperforming phase correlation and normalised cross-correlation.
6.4 Real-time multiscale template matching
A real-time multiscale template matching system has been developed around orientation 
correlation. Its purpose is to provide a live demonstration of orientation correlation. 
Using the facial templates shown in Figure 6.5 the system localises the strongest face 
in the video stream. This system has been demonstrated at the British Machine Vision 
Conference, Cardiff, UK, September 2002. The system comprises a computer and a 
webcam. The webcam is placed above the monitor and is pointed towards the user. 
Images are grabbed from the webcam, facial template matching is performed, and the 
result is displayed on the screen. At full resolution the webcam grabs 640 by 480 pixel 
images. On a 1.7GHz desktop, the system runs at 5 frames per second. Alternatively, 
the system can run at 25 frames per second on half resolution input. System speed is 
invariant to the size of the template. A description of the system is now given.
A flow diagram of multiscale orientation correlation template matching is shown in
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Figure 6.17: Face registration error analysis. Results with greatest Euclidean error are 
shown. Phase correlation (a) to (d). Normalised cross-correlation (e) to (h). Orien­
tation correlation (i) to (1). Greatest error in first column (a),(e),(i), second greatest 
in second column (b),(f),(j), and so on. Sub-heading format XXX_Y shows person ID 
(XXX) and session (Y).
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Figure 6.18: Histograms of multiscale template matching error. Error is Euclidean 
distance, in pixels, between ground truth eye-mid-point and the closest of the matched 
multiscale template eye-mid-points. Experiment carried out on BANCA, English set, 
session 5, ‘degraded’ scenario; 520 images in total.
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Figure 6.19. To increase speed the input image is subsampled by a factor of four, 
zv =  0.25, with appropriate anti-aliasing filtering. For example an input video frame 
of size 640 by 480 is re-sized to 160 by 120. To account for variations in scale three 
templates are used. Relative template subsampling factors are: 0.75, 1 and 1.25. The 
templates are appropriately scaled to account for the subsampling of the video frames: 
[zi,Z2,zs] — [0.1875,0.2500,0.3125], After subsampling the size of each template is 
measured as a pixel count to give ci, C2, C3. The video frame and templates are converted 
to orientation images; this is shown in the flow diagram as /  —> / 0, see Equation 5.11. 
The orientation image templates are zero-padded to the size of the orientation image 
of the subsampled video frame. After the forwards FFT each template is complex 
conjugated. With regard to the templates all that has been discussed so far need 
only happen once and is thus considered initialisation. Each orientation template is 
correlated with the orientation video frame in the frequency domain. After the inverse 
FFTs each registration surface is cropped such that only positions indication a whole 
match of the template within the video frame are considered. The maximum of each 
registration surface is found. We are now presented with a multiple classifier fusion task; 
which template to select. Heuristically averaging the registration surface maximum by 
the pixel count, multiplying by the scale to the power of |, and selecting the maximum 
was found to be effective. This gives a best match location of the template in a given 
video frame.
Since the implementation of the system, improvements have been proposed. See the 
Further Work section in Chapter 8.
6.5 Summary of chapter
This chapter has presented experiments on orientation image variations and demon­
strating the advantages of orientation correlation. Comparisons have been made against 
standard illumination invariant, correlation-based, image registration methods. Advan­
tage has been shown in the applications of:
• Video coding
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Figure 6.19: Multiscale orientation correlation template matching flow diagram. The 
diagram shows the arrangement of the demonstration face registration system.
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• Registration of multimodal microscopy images
• Face registration
The face registration experiment has been developed into a real-time template matching 
system utilising orientation correlation. The system works with a standard computer 
and webcam. The system has been demonstrated at the British Machine Vision Con­
ference, Cardiff, 2002. A description of this real-time template matching system has 
been given.
Chapter 7
Discussion
HE last four chapters have presented theory and experiments. This chapter
makes discussion on the presented algorithms and results. The purpose of this 
chapter is to move from experimental results, to knowledge. This is the joining goal of 
all theses; the contribution to knowledge.
This chapter is arranged as follows. Section 7.1 discusses the statistical robustness of the 
presented image registration methods. Section 7.2 discusses how fast robust correlation 
and orientation correlation quickly compute an exhaustive search. The chapter closes 
with a summary.
7.1 Statistically robust image registration
Two statistically robust image registration methods have been presented. Their statis­
tically robustness is discussed.
7.1.1 Fast robust correlation
Chapter 3 presents fast robust correlation. Chapter 4 presents the results of experimen­
tal comparisons between correlation and fast robust correlation. The cyclic registration 
involves wrapping; this wrapping is likely to cause outliers. Each of the experiments 
adds further outliers. The video coding sequences contains multiple motions. The
124
7.1. Statistically robust image registration 125
coastguard sequence, used for the video frame registration experiment, contains multi­
ple motions and line blanking. The tolerance of rotation and zoom experiments causes 
outliers for a translational registration.
Fast robust correlation allows the approximation of any kernel. In what follows the 
kernel used in the fast robust correlation experiments is considered. Correlation and 
fast robust correlation kernels are shown in Figures 7.1(a) and 7.1(b) respectively. For 
comparison the kernels are shown together in Figure 7.1(c) and 7.1(d). In Figures 7.1(c) 
and 7.1(d) the correlation kernel has been scaled such that both kernels pass through 
the point x  16.8),0.5) =  (0.0935,0.5). Within the range r =  0 to r = 0.1 the 
kernels are approximately the same. Remember from Section 4.2, especially Figures 
4.5(a) and 4.5(c), that inlying image registration errors are within this range. Beyond 
r =  0.1 the kernels diverge. Figure 7.1(d) shows how different the kernels are for 
outlying points, such as the one shown at r =  0.9.
The sole difference between correlation and fast robust correlation is the error kernel. 
In each experiment the square kernel of correlation gives significant weight to outlying 
errors. The robust kernel of fast robust correlation does not.
A critique : There is a criticism that can be made of the kernel used in fast robust
correlation; minima at positions other than r =  0. The danger with such a kernel is 
that it can minimise non-zero errors. There are two reasons that in practice, as shown 
by the experiments, this is not a problem:
• Distribution of image registration errors.
• Exhaustive search.
The first point is illustrated by Figure 4.5 in Chapter 4. In practice the majority 
of image registration errors, particularly the inliers, are within the first kernel maxi­
mum. The second point is that, yes, optimisation-based search should not use a kernel 
with multiple minima, but, fast robust correlation does not use optimisation. The ex­
haustive search means that the correct registration position will always be considered. 
While some outliers may be minimised at an incorrect registration position, the overall 
measure will still be lower for the correct registration position.
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(a) Correlation kernel (b) Fast robust correlation kernel
(c) Plot of both kernels. Note the similarity (d) Plot of both kernels. Note the difference 
in the range r =  0 to r =  0.1. at, for example, r =  0.9.
Figure 7.1: Correlation and fast robust correlation kernels. The correlation kernel is 
the squared function. The fast robust correlation kernel is k(1 — cos(16.8r)).
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7.1.2 Orientation correlation
Chapter 5 presents orientation correlation. In addition to statistical robustness, orien­
tation correlation has the property of illumination invariance. Orientation correlation is 
notable for its lack of parameters to set; even the kernel width does not require setting. 
This is because the robust kernel in orientation correlation operates on differences in 
orientations. It is a reasonable assumption that any natural image will contain an even 
distribution of orientations.
Chapter 6 presents an experimental comparison of orientation correlation with the stan­
dard techniques of phase correlation and normalised cross-correlation. At the heart 
of both phase correlation and normalised cross-correlation is a squared error kernel. 
Unlike the above comparison of correlation and fast robust correlation, there are differ­
ences other than the kernel. Orientation correlation, phase correlation, and normalised 
cross-correlation derive their illumination invariance in different ways. Still, the effect 
of the robust kernel can be seen in the results, particularly in the histograms of face 
registration errors.
In the histograms of Figures 6.16(a) and 6.16(b) note the tight distribution of correct 
registration errors, and the broad distribution of incorrect registration errors. This 
reflects the statistical efficiency, but lack of robustness, of the squared error kernel. The 
histogram in Figure 6.16(c) shows a broader distribution of correct registration errors, 
and almost no incorrect registration errors. This reflects the statistical inefficiency, but 
robustness, of the robust error kernel used in orientation correlation.
The above paragraph discusses statistical efficiency. A statistically efficient estimator 
provides optimal estimates for data that fits the underlying model. This should be 
contrasted with the notion of statistical robustness. The robustness of an estimator 
reflects the insensitivity to deviations from the underlying model. This implies an 
important caveat for the use of fast robust correlation and orientation correlation. The 
methods are statistically robust; they are able to register images even when parts of 
the images do not match. As the results in Figure 6.16 show, statistical robustness 
comes at the price of statistically efficiency. This leads to a two stage approach to 
obtain both statistically robust and statistically efficient results. Methods such as fast
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robust correlation and orientation correlation should be applied first to obtain a robust 
result. The robust result should be used to classify inlying and outlying data. Then a 
statistically efficient method can be applied to the inlying data. Note the significance 
of the statistically robust operator. The robust operator must be applied first, this first 
search is the widest and therefore is likely to occupy the greatest computation time. 
This highlights the fundamental reason for the interest in both fast and statistically 
robust image registration.
7.2 Fast statistically robust image registration
As discussed above, Chapters 3 and 5 have presented statistically robust image regis­
tration algorithms. Fast robust correlation and orientation correlation are not unique 
in their application of robust statistics to image registration. The novelty of the ap­
proaches is the combination of robust statistics and computation with fast Fourier 
transforms.
Orientation correlation and fast robust correlation have a common approach to fast 
computation; the use of correlation. The output of both methods is a registration sur­
face. The registration surfaces have been expressed in terms of correlations. Through 
computation with fast Fourier transforms the computational cost of a statistically ro­
bust exhaustive translational search, is significantly reduced.
An exhaustive search adds general robustness to an image registration technique. Lim­
ited search techniques, such as optimisation and pyramids, can miss the desired result. 
An exhaustive search guarantees that all position are considered. An exhaustive search 
avoids search parameters, structural design decisions, and threshold setting. Limited 
search techniques always run the risk of being tuned to a particular type of input. 
Exhaustive search techniques are able to run on a wider range of input images.
In a sense fast robust correlation and orientation correlation are doubly robust. Firstly 
through their use of robust statistics. Secondly through their exhaustive searches.
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7.3 Summary of discussion
The discussion chapter has discussed the image registration methods that have been 
presented in this thesis. The methods are discussed in the context of their:
• Statistical robustness
• Fast computation of an exhaustive search
The novelty of the presented image registration methods is their combination of these 
attributes.
Chapter 8
Conclusions and Further Work
T HE concluding chapter of the thesis is arranged as follows. A summary of the thesis is given in Section 8.1. Conclusions drawn in Section 8.2. Ideas for further 
work are presented in Section 8.3. The chapter closes with a summary.
8.1 Thesis summary
The introduction to the thesis sets out the motivation for the work. Justification is 
given for:
• Image registration
• Statistically robust image registration
• Fast statistically robust image registration
A literature review on image registration is presented. Image registration is discussed 
in the context of:
• Transformations for image alignment
• Criterion of the best registration
• The search to find the best transformation parameters
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The thesis presents, analyses, and experimentally evaluates two image registration 
methods:
• Fast robust correlation
• Orientation correlation
The penultimate chapter discusses the novelty of the presented techniques; the combi­
nation of robust statistics and a fast exhaustive search.
8.2 Conclusions
The thesis concludes that the presented exhaustive, translatory, image registration 
methods of fast robust correlation and orientation correlation, are fast and will give 
better results than existing approaches. Improvement over existing state-of-the-art 
techniques is made possible through the combination of fast Fourier transforms (FFTs) 
and robust statistics.
Both fast robust correlation and orientation correlation generate registration surfaces. 
The translation parameters are measured from the position of the registration surface 
minimum or, in the case of orientation correlation the position of the maximum. Both 
methods formulate the registration surface in terms of correlations. Correlation can be 
computed with FFTs. Computing fast robust correlation and orientation correlation 
with FFTs gives a substantial reduction to the computational cost of an exhaustive 
search. The reduction is greatest for large images of similar size.
Fast robust correlation and orientation correlation give improved results over standard 
techniques through their use of robust statistics. Standard correlation-based image 
registration methods use a squared error kernel. Effects such as occlusion, object motion 
and highlights cause outliers. These outliers will cause methods using a squared error 
kernel to fail. The robust statistics used in fast robust correlation and orientation 
correlation prevent such failures.
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8.3 Further work
Further work ideas are briefly outlined here.
Combined-template template matching : This idea stems from the use of ori­
entation correlation for template matching. The template is zero padded to the size of 
the search image. Why not place other templates in the zero padding? For example, 
in the face registration system a combined-template could be made up of multiple ro­
tations of the template. This could result in greater tolerance of rotation. Similarly, 
multiple scales could be combined into one template. Combining different sized tem­
plates will require scaling of the magnitude of the orientation image. The main issue 
is interpretation of the resulting matching surface.
Following discussions with Alexander Kadyrov this idea has been developed into the 
“Clock algorithm” and is to appear in the forthcoming International Conference on 
Image Processing [58].
Extension to higher order parametric transformations : Fast robust correla­
tion and orientation correlation could be used in the Fourier-Mellin methods and their 
extensions discussed in literature review Section 2.1.3. An alternate idea is to create a 
registration surface where each position is the goodness of fit of a least squares estimate 
of, say, rotation and zoom, at that translatory position. The idea would be to formulate 
the registration surface with correlations and compute the surface quickly with FFTs.
Frequency domain image pyramid for face registration : The face registration
system described in Section 6.4 uses multi-scale templates and a single scale of input 
image. The reasoning here was that the FFTs of the multi-scale templates can be 
pre-computed, whereas multi-scale input images would require multiple FFT for each 
frame. Alexey Kostin1 pointed out a potential speed-up. Given the FFT of the highest 
scale of the input image, the FFT of smaller scale input images can be obtained by 
cropping the FFT of the highest scale input image.
1 Alexey Kostin, Tula State University, Russia.
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Using a frequency domain image pyramid should give a 30% reduction in the number of 
real multiplications required for FFTs. Two issues would need consideration. Firstly, 
the described approach would involve different sized FFT. Care would need to be taken 
to avoid slow FFT sizes, see Section 3.7.3. Secondly, the output registration surfaces 
will be of different size, giving different resolution translation parameters. A combining 
method would be required.
8.4 Summary of conclusions and further work
This chapter has presented a summary of the thesis, conclusions, and ideas for further 
work. The main conclusion of the thesis is: That the presented exhaustive, translatory, 
image registration methods of fast robust correlation and orientation correlation, are 
fast and will give improved results compared with existing approaches.
Appendix A
Additional experimental results
A .l  Windowing
Here experimental results of using window functions with correlation are presented and 
discussed. Results are shown for the video coding experiment. The experiment is as 
described in Subsection 4.1.1. Results are shown in Table A.I. Plots of the window 
functions are shown in Figure A.I. The results show that windowing increases MAe, 
therefore deteriorating the performance of the block motion estimation for video coding.
The effects of windowing are graphically illustrated in Figure A.2. This figure shows 
the motion vectors generated from the first and second frames of the bus sequence. 
Between these frames the camera is panning left to track the moving bus. The pan left 
is evident from the without windowing motion vectors in Figure A.2(a). Figure A.2(b) 
shows that with a window function the majority of motion vectors incorrectly indicate 
no motion. The incorrect motion vectors result in a higher MAe.
The effects of windowing on correlation have been discussed in Section 3.5. In the case 
of Figure A .2 the weighting of each block makes it more difficult to find the correct 
motion. Matching the window functions becomes the best match, thus resulting in 
many no motion motion vectors.
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Window bus
MAe
coastguard foreman
No windowing 10.29 6.57 4.44
Bartlett 18.57 10.55 5.53
Blackman 18.56 10.52 5.53
Kaiser /3 =  1 10.55 6.83 4.36
Kaiser /5 =  2 13.72 8.28 4.50
Kaiser /? =  4 17.43 10.06 5.23
Kaiser (3 =  8 18.48 10.49 5.51
Hamming 17.86 10.23 5.35
Hanning 18.21 10.38 5.45
Tukey r =  0.25 14.83 9.80 5.41
Tukey r =  0.5 15.86 9.83 5.31
Tukey r =  0.75 17.16 10.06 5.33
Table A.l: Video coding experiment comparing different window functions for correla­
tion. MAe stands for Mean absolute prediction error.
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(a) Various (b) Chebysliev windows
(c) Kaiser windows (d) Tukey windows
Figure A.l: Example window functions.
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(a) No windowing, MAe =  11.3 (b) Tukey window, r =  0.25, MAe =  17.0
Figure A.2: Block motion estimation between first and second frame of bus sequence. 
First frame and motion vectors are shown for cyclic correlation without windowing and 
with an example window function.
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