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Creating high-level structured 3D models of real-world indoor
scenes from captured data is a fundamental task which has im-
portant applications in many !elds. Given the complexity and vari-
ability of interior environments and the need to cope with noisy
and partial captured data, many open research problems remain,
despite the substantial progress made in the past decade. In this
tutorial, we provide an up-to-date integrative view of the !eld,
bridging complementary views coming from computer graphics
and computer vision. After providing a characterization of input
sources, we de!ne the structure of output models and the priors
exploited to bridge the gap between imperfect sources and desired
output. We then identify and discuss the main components of a
structured reconstruction pipeline, and review how they are com-
bined in scalable solutions working at the building level. We !nally
point out relevant research issues and analyze research trends.
CCS CONCEPTS
•Computingmethodologies→Computer graphics; Shapemod-
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1 FORMAT AND PRE-REQUISITES
Format. Long (3 hours).
Necessary background. The tutorial is at the intermediate level.
Basic computer-vision and graphics background is a pre-requisite.
Intended audience. The target audience includes researchers in
geometric modeling, as well as practitioners in the relevant appli-
cation !elds. Researchers will !nd a structured overview of the
!eld, which organizes the various problems and existing solutions,
classi!es the existing literature, and indicates challenging open
problems. Domain experts will, in turn, !nd a presentation of the
areas where automated methods are already mature enough to be
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ported into practice, as well as an analysis of the kind of indoor
environments that still pose major challenges.
Previous presentations. This tutorial builds on an extensive state-
of-the-art survey that has been presented at Eurographics 2020 [Pin-
tore et al. 2019b]. The Eurographics presentation version was a
condensed STAR aimed at experts, and focused on the presentation
of the literature survey. This course signi!cantly extends it with
tutorial-style presentations to accommodate a much more varied
audience and to make the content more self-contained.
2 COURSE DESCRIPTION
The automated reconstruction of 3D models from acquired data, be
it images or 3D point clouds, has been one of the central topics in
computer graphics and computer vision for decades. This !eld is
now thriving, as a result of complementing scienti!c, technological
and market trends. In particular, in recent years, the widespread
availability and proliferation of high-!delity visual/3D sensors
(e.g., smartphones, commodity and professional stereo cameras and
depth sensors, panoramic cameras, low-cost and high-throughput
scanners) has been matched with increasingly cost-e"ective op-
tions for large data processing (e.g., cloud and GPU-accelerated
computation), as well as with novel means of visual exploration,
from mobile phones to immersive personal displays.
In this context, one of the rapidly emerging sub-!elds is con-
cerned with the automatic reconstruction of indoor environments.
That is, a 3D representation of an interior scene must be inferred
from a collection of measurements that sample its shape and/or
appearance, exploiting and/or combining sensing technologies rang-
ing from passive methods, such as single- and multi-view image
capturing, to active methods, such as infrared or time-of-#ight cam-
eras, optical laser-based range scanners, structured-light scanners,
and LiDAR scanners [Berger et al. 2017]. Based on the raw data
acquired by these devices, many general surface reconstruction
methods focus on producing accurate and dense 3D models that
faithfully replicate even the smallest geometry and appearance de-
tails. In this sense, their main goal is to provide the most accurate
representation possible of all the surfaces that compose the input
scene, disregarding its structure and semantics or possibly only ex-
ploiting them to maximize the !delity of the output surface model.
A number of more specialized indoor reconstruction solutions fo-
cus, instead, on abstracting simpli!ed high-level structured models
that optimize certain application-dependent characteristics [Ikehata
et al. 2015].
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The focus on high-level structured models is motivated by sev-
eral reasons. First of all, their availability is necessary in many
!elds. For example, applications such as the generation or revision
of building information models (BIM) require, at least, the determi-
nation of the bare architectural structure [Mura et al. 2014b; Turner
et al. 2015]. On the other hand, information on the interior clutter, in
terms of 3D footprint of major indoor objects, is necessary in many
other use cases, such as guidance, energy management, security,
evacuation planning, location awareness or routing [Ikehata et al.
2015]. Even when the goal is solely for visualization, structured
simpli!ed models need to be extracted as a fundamental component
of a renderable model. This is because narrow spaces, windows,
non-cooperative materials, and abundant clutter make the transi-
tion from the acquisition of indoor scenes to their modeling and
rendering a very di$cult problem. Thus, applying standard dense
surface reconstruction approaches, which optimize for complete-
ness, resolution and accuracy, leads to unsatisfactory results.
Automatic 3D reconstruction and modeling of indoor scenes,
has thus attracted a lot of research in recent years, making it an
emerging well-de!ned topic. In particular, the focus has been on
developing specialized techniques for very common and very struc-
tured multi-room environments, such as residential, o$ce, or public
buildings, which have a substantial impact on architecture, civil
engineering, digital mapping, urban geography, real estate, and
more [Ikehata et al. 2015]. In this context, the fundamental tasks
are the discovery of structural elements, such as rooms, walls, doors,
and indoor objects, and their combination in a consistent structured
3D shape and visual representation. The research community work-
ing on these problems appears, however, fragmented, and many
di"erent vertical solutions have been proposed for the various
motivating applications. In this course, we provide an up-to-date
integrative view of the !eld, bridging complementary views coming
from computer graphics and computer vision.
3 COURSE RATIONALE
Reconstruction of visual and geometricmodels from images or point
clouds is a very broad topic in computer graphics and computer
vision. This course focuses on the speci!c problems and solutions
relating to the reconstruction of structured 3D indoor models, that
is rapidly emerging as a very important and challenging problem,
with speci!c solutions and very important applications. Thus, we
complement existing courses and surveys focusing on reconstruct-
ing detailed surfaces from dense high-quality data or on assigning
semantic to existing geometry, by covering the extraction of an ap-
proximate structured geometry connected to a visual representation
from sparse and incomplete measurements.
The tutorial content is based on a recent survey of the state-of-
the-art that we have published in Computer Graphics Forum [Pin-
tore et al. 2019b], and presented at the 2020 Eurographics conference.
We refer the audience to that STAR for an in-depth presentation of
the concept and a detailed reasoned bibliography.
A general coverage of methods for 3D surface reconstruction
and primitive identi!cation is available in recent surveys [Berger
et al. 2017; Kaiser et al. 2019], and we will build on them for the
de!nition of general problems and solutions. In the same spirit, we
do not speci!cally cover interactive or online approaches; those
interested in online reconstruction can !nd more detail on the topic
in the survey by Zollhöfer et al. [Zollhöfer et al. 2018]. We also
will refer the audience to an established state-of-the-art report on
urban reconstruction [Musialski et al. 2013] for an overview of
the companion problem of reconstructing (from the outside) 3D
geometric models of urban areas, individual buildings, façades, and
further architectural details.
The techniques surveyed in this course also have an overlap with
the domains of Scan-to-BIM or Inverse-CAD, where the goal is the
automatic reconstruction of full (volumetric) information models
from measurement data. However, the overlap is only partial, since
we do not cover the assignment of full semantic information and/or
the satisfaction of engineering construction rules, and Scan-to-BIM
generally does not cover the generation of visual representations,
which is necessary for rendering. Moreover, most Scan-to-BIM
solutions are currently targeting (dense) point cloud data, while we
cover solutions starting from a variety of input sources. It should be
noted that, obviously, relations do exist, and many of the solutions
surveyed here can serve as good building blocks to tackle the full
Scan-to-BIM problem. We will refer the audience to established
surveys in the Scan-to-BIM area for a review of related techniques
based on point-cloud data [Pătrăucean et al. 2015; Tang et al. 2010;
Volk et al. 2014], general computer vision [Fathi et al. 2015], and
RGB-D data [Chen et al. 2015a].
In addition, commodity mobile platforms are emerging as a very
common solutions both for capture and for exploration of mobile
environments. On this speci!c topics, we refer the audience to two
recent tutorials on the subject, which also contain sections devoted
to indoor environments [Agus et al. 2017a,b].
4 DETAILED OUTLINE
The course will be organizes in two sessions of 1.5 hours. After
providing a general overview of the subject (Session 1.1), we will dis-
cuss shape and color sources generated by indoor mapping devices
and describe several open datasets available for research purposes
(Session 1.2). We will then provide an abstract characterization of
the typical structured indoor models, and of the main problems
that need to be solved to create such models from imperfect input
data, identifying the specialized priors exploited to address signif-
icantly challenging imperfections in visual and geometric input
(Session 1.3). The various solutions proposed in the literature, and
their combination into global reconstruction pipelines will be then
analyzed by providing a general overview, pointing out the various
solutions proposed in the literature, and discussing their pros and
cons. Session 1.4 will be dedicated to room segmentation, while
Session 1.5 will cover boundary surface reconstruction from dense
3D data. After a break, we will continue with a presentation of
boundary surface reconstruction from images and/or sparse 3D
data (Session 2.1), object detection and reconstruction (Session 2.2),
!nal model assembly (Session 2.3), and visual representation gen-
eration (Session 2.4). We will !nally point out relevant research
issues and analyze research trends (Session 2.5).
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SESSION 1.1:
Opening and introduction
In the introductory session, we will de!ne the topic of structured
indoor reconstruction and point out to the many applications of it.
We will then provide an outline of the rest of the presentation.
SESSION 1.2:
Data capture and representation
Indoor reconstruction starts from measured data obtained by sur-
veying the indoor environment. Many options exist for performing
capture, ranging from very low-cost commodity solutions to pro-
fessional devices and systems. In this session, we !rst provide a
characterization of the various input sources and then provide a link
to the main public domain datasets available for research purposes.
Input data sources. Indoor mapping is required for a wide variety
of applications, and an enormous range of 3D acquisition devices
have been proposed over the last decades. From LiDAR to portable
mobile mappers, these sensors gather shape and/or color informa-
tion in an e"ective, often domain-speci!c, way [Lehtola et al. 2017;
Xiong et al. 2013]. In addition, many general-purpose commodity
solutions, e.g., based on smartphones and cameras, have also been
exploited for that purpose [Pintore et al. 2014; Sankar and Seitz
2012]. However, a survey of acquisition methods is out of the scope
of this survey. We rather provide a classi!cation in terms of the
characteristics of the acquired information that have an impact on
the processing pipeline. Our classi!cation will di"erentiate Purely
visual input sources, Purely geometric input sources, and Multimodal
colorimetric and geometric input sources.
Open research data.A notable number of freely available datasets
containing indoor scenes have been released in recent years for
the purposes of benchmarking and/or training learning-based so-
lutions. However, most of them are more focused on scene un-
derstanding [University of Zurich 2016] than reconstruction, and
often only cover portions of rooms [Cornell University 2012; New
York University 2012; Princeton University 2015; Stanford Uni-
versity 2016b; Technical University of Munich 2015; Washington
University 2014]. Many of them have been acquired with RGB-D
scanners, due to the #exibility and low-cost of this solution (see
an established survey [Firman 2016] for a detailed list of them).
We will summarize the major open datasets that have been used
in general 3D indoor reconstruction research, detailing their char-
acteristics and possible usage. These will include SUN360 Data-
base [Massachussets Institute of Technology 2012; Pintore et al.
2018a,b; Xiao et al. 2012; Yang and Zhang 2016; Zhang et al. 2014],
SUN3D Database [Chang et al. 2017; Choi et al. 2015; Dai et al. 2017c;
Princeton University 2013; Xiao et al. 2013], UZH 3D Dataset [Mat-
tausch et al. 2014; Mura et al. 2014b, 2016; University of Zurich
2014], SUNCG Dataset [Armeni et al. 2017; Chang et al. 2017; Liu
et al. 2018b; Princeton University 2016; Song et al. 2017], Bundle-
Fusion Dataset [Dai et al. 2017c; Fu et al. 2017; Huang et al. 2017;
Stanford University 2016a], ScanNet Data [Chang et al. 2017; Dai
et al. 2017a,b], Matterport3D Dataset [Chang et al. 2017; Matter-
port 2017], 2D-3D-S Dataset [Armeni et al. 2017; Stanford Univer-
sity 2017], FloorNet Dataset [Chen et al. 2019; Liu et al. 2018b,c],
CRS4/ViC Research Datasets [CRS4 Visual Computing 2018; Pin-
tore et al. 2019a, 2018a,b], Replica Dataset [Straub et al. 2019], and
Structured3D Dataset [Sun et al. 2019; Zheng et al. 2019a].
SESSION 1.3:
Targeted structured 3D model
The goal of structured 3D indoor reconstruction is to transform
an input source containing a sampling of a real-world interior
environment into a compact structured model containing both geo-
metric and visual abstractions. Each distinct input source tends
to produce only partial coverage and imperfect sampling, making
reconstruction di$cult and ambiguous. For this reason, research
has concentrated on de!ning priors in order to combat imperfec-
tions and focus reconstruction on very speci!c expected indoor
structures, shapes, and visual representations. In this session, we
!rst characterize the artifacts typical of indoor model measurement,
before de!ning the structure and priors commonly used in struc-
tured 3D indoor reconstruction research, and the sub-problems
connected to its generation.
Artifacts. In this session, we will introduce the characterization
provided by Berger et al. [Berger et al. 2017] for point clouds, which
characterized sampled sources according to the properties that have
the most impact on reconstruction algorithms, identifying them
into sampling density, noise, outliers, misalignment, and missing
data. We will then show how this characterization extends to visual
and mixed data. We will then discuss how the artifacts associated
with each one of these characteristics have some speci!c forms for
indoor environments.
Reconstruction priors.Wewill show how, without prior assump-
tions, the reconstruction problem for indoor environments is ill-
posed, since an in!nite number of solutions may exist that !t under-
sampled or partially missing data. We will discuss how structured
indoor reconstruction has focused its e"orts on formally or im-
plicitly restricting the target output model, in order to cover a
large variety of interesting use-cases while making reconstruction
tractable, introducing in particular the separation between per-
manent structures and movable objects, and the organization of
permanent structures into a graph of rooms connected by passages.
We will then survey very speci!c geometric priors for structural
recovery that have been introduced in the indoor reconstruction
literature, including !oor-wall [Delage et al. 2006], cuboid [Hedau
et al. 2009], Manhattan world [Coughlan and Yuille 1999], Atlanta
world (a.k.a. Augmented Manhattan World) [Schindler and Dellaert
2004], Indoor World Model [Lee et al. 2009], Vertical Walls [Pintore
et al. 2018a], and Piece-wise planarity [Furukawa et al. 2009].
Main problems. Starting from the above de!nitions, we identify
a core set of basic problems that need to be solved to construct
the model from observed data, which are then discussed in the
following sessions: room segmentation, bounding surfaces recon-
struction, indoor object detection and reconstruction, integrated model
computation, and visual representation generation.
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SESSION 1.4:
Room segmentation
While a number of early methods focused on reconstructing the
bounding surface of the environment as a single entity, without con-
sidering the problem of recognizing individual sub-spaces within it,
structuring the 3D model of an indoor environment according to its
subdivision into di"erent rooms has gradually become a fundamen-
tal step in all modern indoor modeling pipelines, regardless of the
type of input they consider (e.g. visual vs. 3D data) or of their main
intended goal (e.g. virtual exploration vs. as-built BIM) [Ikehata
et al. 2015]. In this session we will discuss approaches that segment
the input before the application of the reconstruction pipeline, as
well as approaches that structure the output 3D model according to
its subdivision into di"erent rooms.
SESSION 1.5:
Bounding surfaces reconstruction - part 1
While room segmentation deals with the problem of decomposing
an indoor space into disjoint spaces (e.g., hallways, rooms), the goal
of bounding surface reconstruction is to further parse those spaces
into the structural elements that bound their geometry (e.g. #oor,
ceiling, walls, etc.). This task is one of the major challenges in in-
door reconstruction, since building interiors are typically cluttered
with furniture and other objects. Not only are these elements not
relevant to the structural shape of a building, and should therefore
considered as outliers for this task, but they also generate viewpoint
occlusions resulting in large amounts of missed sampling of the
permanent structures. Larger amounts of missed 3D samplings are
also present in visual input sources. Thus, generic surface recon-
struction approaches are doomed to fail. In this session, we will
discuss an array of speci!c state-of-the-art approaches, focusing
primarily on the extraction of walls, ceilings, and #oors. Given the
complexity of the topic, the session is subdivided in two parts. In
this !rst session, we will introduce the topic and discuss methods
for reconstruction with dense geometric measures, acquired either
by stereo or by direct measurement of depth.
SESSION 2.1:
Bounding surfaces reconstruction - part 2
The second part of the bounding surface reconstruction session
will be devoted to techniques that perform reconstruction without
geometric measures as input sources and with sparse geometric mea-
sures. As we will see, these technique exploit mostly visual input
data (single- and multi-view).
SESSION 2.2:
Object detection and reconstruction
Modeling objects that occur in indoor scenes is a recurrent problem
in computer graphics and computer vision research. In this context,
the term object refers to a part of the environment that is movable
(typically, furniture) and thus does not belong to the architectural
structure. In this session, we will survey those aspects of indoor
object modeling that are integrated in the reconstruction of the
entire indoor scene. In particular, we will present approaches where
object detection is exploited for clutter removal, methods where
3D indoor objects are approximately reconstructed, and specialized
techniques targeting the detection and modeling of #at objects
attached to walls and ceilings.
SESSION 2.3:
Integrated model computation
The structured reconstruction of a complex environment requires
not only the analysis of isolated structures, permanent or not, but
also to ensure their integration into a coherent structured model. In
this session, we will !rst discuss how the boundary models of the
di"erent rooms are made geometrically and structurally consistent,
ensuring for instance that the separating wall boundaries between
adjacent rooms are correctly modeled based on the speci!c output
representation of choice. Secondly, we will show methods that !nd
connections among rooms, so that adjacent rooms are connected
by doors or large passages that directly re#ect the intended func-
tionality of the environment and that can therefore be integrated in
its structured representation in the form of graph edges. Moreover,
the structure of a multi-room environment goes beyond the plain
geometric description of its rooms and is strongly related to the
way such rooms are connected. For this reason, we will also present
approaches for the extraction of a graph that encodes the room
interconnections in multi-room and multi-#oor environments.
SESSION 2.4:
Visual representation generation
The geometric and topological description coming out of the pre-
vious steps may not be enough for the applications that should
ultimately visualize the reconstructed model. It is therefore nec-
essary to enrich the structured representation with information
geared towards visual representation. In this session, wewill discuss
how generating visual representations translates into two di"erent
problems: the improvement of appearance of reconstructed models
with additional geometric and visual data, and the generation of
structures to support exploration and navigation. We will then dis-
cuss techniques to improve the appearance of reconstructed models
by re!ning the color or by re!ning the geometry. We will !nally
show how providing support for visualizing/exploring the dataset
has especially been tackled in the context of applications that link




In this concluding session, we will summarize the main result com-
ing out of the literature survey and provide examples of applica-
tions in which the techniques are exploiting, focusing especially
on emerging software-as-a-service approaches. We will then pro-
vide a view on open problems and current and future works. We
will particularly mention work that exploits less constraining pri-
ors, performing data fusion to combine visual and depth cues into
multi-modal feature descriptors to help reconstruction, improving
reconstruction from visual input from commodity cameras and
smartphones, as well as exploiting data-driven priors to learn hid-
den relations from the available data.
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5 TUTORIAL NOTES CONTENTS
At the end of this tutorial, we include a full bibliography, as well as
commented slides for all the tutorial sessions.
6 SCHEDULE
Duration Lecturer Topic Sub-topics
10’ Gobbetti Opening and intro-
duction
Topic de!nition; Main applications; Course
outline
10’ Gobbetti Data capture and rep-
resentation
Input data sources; Capture setups; Open re-
search data
15’ Gobbetti Targeted structured
3D model
Artifacts; Reconstruction priors; Main prob-
lems
25’ Mura Room segmentation Segmentation of input; Segmentation of out-
put
25’ Pajarola Bounding surfaces re-
construction - part 1
With dense geometric measures
BREAK
25’ Pintore Bounding surfaces re-
construction - part 2
Without geometric measures as input
sources; With sparse geometric measures
20’ Pintore Indoor object detec-
tion and reconstruc-
tion
Object detection for clutter removal; 3D in-
door objects detection and reconstruction;
Flat indoor objects detection and reconstruc-
tion
15’ Ganovelli Integrated model
computation
Ensuring consistency of multi-room models;
Finding and modeling connections; Multi-
room and multi-#oor graphs
15’ Ganovelli Visual representation
generation
Geometry re!nement; Texture re!nement;
Visual exploration
15’ Gobbetti Wrap-up and discus-
sion
Summary of techniques and assessment of
capabilities; Open problems; Q&A
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