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ABSTRACT 
 This research investigates the suitability of employing the observability Gramian 
as a computational instrument in analyzing microgrid system operations.  An observable 
system permits the use of a limited sensor network to provide fault detection, abnormal 
activity detection, and system calibration with partial information. Microgrids can be 
modeled using systems of ordinary differential equations (ODEs). The observability 
Gramian is calculated using the solution to the ODEs with perturbed initial conditions.  
The observability is determined by the minimum eigenvalue of the Gramian matrix.  A 
large minimum eigenvalue implies that the system is strongly observable, while a small 
value means the system is weakly observable or practically unobservable.  Employing 
contactless sensors allows a non-invasive method of monitoring the system without 
interruption.  As a case study, the empirical observability Gramian was numerically 
computed using a 9-bus microgrid model solving a system of nonlinear ODEs with 6 
state variables and 12 parameters.  The case study first determines the observability of 
various sensor network configurations, and then an observability analysis for fault 
detection introduces variations in system parameters.  This case study showed that, 
depending on the sensor network configuration, microgrids can be observable in the 
presence of unknown parameter variation. 
v 
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This research explores the measures of observability in microgrid generator systems re-
lated to anomalies as well as applications of contactless detection sensor technology. The
evaluation method applied in this study is an application of the observability Gramian of
dynamic systems, a matrix that defines the sensitivity of sensor signals to the variation of
the system state. MATLAB code is developed numerically computing the observability
Gramian. While the approach is applicable for general power systems, this study is centered
on a 9-bus system with three generators as an illustrative example. Its model is a system of
ordinary differential equations. In the computation of the observability Gramian, the initial
conditions and parameters in the ordinary differential equations are perturbed to simulate
system variations. The perturbations alter the sensors’ data. This change is then used to
compute the observability Gramian, of which the minimum eigenvalues are then classified
based on one of four categories. This study assumes that the admittance, generator rotation
angle, and angular velocity within the generators are measured. The analysis is founded on
the system’s minimum eigenvalues; the higher the eigenvalues of the Gramian matrix, the
more observable the system is. Generators at steady-state with consistent load generally
have a relatively steady rate of rotation, however, as the rotation frequency changes, the gen-
erators power output changes. Detecting these changes gives the microgrid administrator
accurate information required to rapidly correct issues within a tactical microgrid.
In addition to the observability Gramian computation and analysis, this work includes a
background study. The background study emphasizes the use of contactless sensor appli-
cations due to their portability and potential retrofit utility to in-situ microgrid systems.
Contactless sensors accommodate a non-intrusive method of measuring parameters while
eliminating interference with system performance and operation. This research includes
the study of contemporary sensor technology, including available sensors, and limitations
in their use. Although sensor technology does not currently produce long-distance electro-
magnetic measurements, application of the mathematical theory of observability analysis
will be advantageous as it evolves. Sensor technology may then be mated with and analyzed
against desired capability that is not currently available for future design applications.
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This research has the potential to be generalized to improve fault detection for tactical
microgrid systems where a loss of power can result in the loss of vital mission command
systems capability at critical times in a decisive operating environment. Additionally,
the application of this theory, in conjunction with optimizing generator utilization, will
reduce operational fuel consumption by indicating wet stacking conditions, which result in
operational inefficiencies.
1.1 Purpose
This thesis investigates the systems control concept of microgrid observability for abnormal
activity detection, fault detection, and system calibration, assuming limited information
from a sensor network and a partially known mathematical model. The goal is to determine
whether it is possible to detect abnormal behavior and/or parameter changes of microgrids
without interrupting system operation. This thesis seeks to develop the theory and compu-
tational tools for the observability of microgrid systems via a 9-bus dynamic power model
as an example. This work is a vital part of the estimation and fault detection of power
systems. Strong observability implies that the state and parameters within the system can
be estimated, or the system’s fault can be detected using sensor information and the system
model. On the other hand, if the system is weakly observable or unobservable, the esti-
mation of the system’s state is not reliable [1], [2]. In the case of an unobservable system,
more data is required to improve estimation accuracy or the reliability of fault detection.
One limitation of this research is the availability of facilities operating tactical microgrid
models for real world testing. This limitation is due to tactical microgrids typically being
employed only in limited infrastructure remote working environments. A simple 9-bus
three-generator system, sometimes referred to as the P.M. Anderson 9-bus model, will be
used to mitigate the effects of this resource limitation. The 9-bus three-generator system
provides a mechanism for analysis by using an easily reproducible theoretical environment
simulation.
1.2 Motivation
In an ideal area of operations, a satellite or unmanned aerial vehicle (UAV) would have the
capability to detect the current flowing through conductors from great distances. Having
2
access to the data gained through this technology would provide a crucial observation
for decision makers about our adversary’s electrical capability and intent. For example,
suppose the location of an adversary’s suspected missile launch site is known, which relies
on excessive, but short duration power consumption as part of its launch sequence. Then,
the ability to measure the power flowing through that location could provide early warning
of an imminent launch. This early warning could then enable a defensive posture, as well
as allow for preemptive countermeasures to deter the missile’s launch.
Amore readily implementable application is that a microgrid maintainer could apply remote
sensing technology to detect faults or calibrate the system for optimization. A microgrid
system administrator managing a complex network of generators can employ small UAVs
such as quad-copters equipped with sensors to monitor conditions at benchmark locations
around the microgrid. This information may then be used to provide fault detection, and
data necessary for system calibration. Remote detection allows the maintainer to investigate
system faults without the need to directly contact the microgrid’s wiring. This remote
troubleshooting reduces the risk of electrocution in locations where a live wire could be un-
grounded. Remote sensing and detection have vast applications when used in conjunction
with microgrid control theory, such as the observability Gramian.
1.3 Topics and Context
Chapter 2 discusses the Hall effect and integrated magnetic concentrator sensor technol-
ogy as well as how these contemporary contactless detection methods apply in industry.
Limitations in contemporary remote sensor technology is also discussed to demonstrate its
capacity to detect currents to only short distances.
Chapter 3 begins the description of the ordinary differential equations of the system model
and demonstrates how to compute the empirical observability Gramian using the system’s
outputs. Chapter 3 also offers an example of both a single sensor system and a multiple
sensor system, which later expands to the study of the 9-bus Anderson microgrid model.
The minimum eigenvalues of the two examples are correlated lending understanding of the
relationship of observability to their sensor network.
Chapter 4 is an exploration of an example case study using the Anderson 9-bus microgrid
model. This chapter defines the system of ordinary differential equations used to compute
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the empirical observability Gramian over the specified time intervals. Sensor network
configurations are developed resulting in three case studies. Each case study is analyzed
with two unique angular position sensor error upper bounds. The numerical computations of
the three case studies are carried out resulting in the Gramian matrices used for calculating
their minimum eigenvalues.
Chapter 5 then considers an observability-fault analysis. Each of the three cases are analyzed
for observability as an un-monitored system parameter is varied. This un-monitored system
change could be the result of a system fault. If the minimum eigenvalue increases, then
the variation is observable. Additional topics are discussed relating control theory and the
condition number’s applicability to the estimation.
Finally, Chapter 6 presents recommendations for future research, which can further the





2.1 Contemporary Detection Methods
This chapter is an overview of contemporary contactless sensor technologies in use in the
electronics industry. The traditional approach is reliant on magnetic field detection and
resistance detection. The developing process not discussed in this thesis is incorporating
laser technology. Laser technology is typically used to measure properties of a conductor,
which are not fundamentally related to electromagnetic fields such as line droop, and line
temperature. Figure 2.1 is a chart depicting the strengths and weaknesses of currently
available technology compared to the new Magneto-Impedance sensor. Although the
desired contactless detection method is laser-based, current technology does not support its
use in this application.
Figure 2.1. Current Detection Methods. Source: [3].
2.1.1 World’s Smallest Contactless Sensor
Sensor technology released in 2019 is the 3.5mm square ROHM BM14270MUV-LB con-
tactless sensor. ROHM is a technology corporation providing sensor research and solutions.
The ROHM sensor is a contactless sensor that differs from traditional sensors by using Aichi
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Figure 2.2. IMC Hall Sensor. Source: [4].
Steel’sMagneto-Impedance (MI) element. Conventional sensors use aHall effect Integrated
Magnetic Concentrator (IMC). Figure 2.2 is a graphic representation of how an IMC sensor
measures current. By integrating the MI element, this new sensor significantly reduces
power draw relative to IMC Hall effect sensors. The ROHM sensor has a minimum operat-
ing current of 0.7mA, which is considerably lower than the typical standard of about 10mA
for similar applications. The reduction in power consumption is particularly useful in power
storage applications. This lower current draw is a significant power saving when used in
smaller-scale portable power systems where high efficiency is an increasingly challenging
design constraint. Another key feature of the ROHM sensor is intrinsic background noise
filtration. This feature eliminates the need for electromagnetic shielding. Noise filtration
achieves magnetic field cancellation digitally. Finally, this sensor provides digital and ana-
log signals that support diverse applications where a digital signal is optimal over an analog
signal.
2.1.2 Contactless Sensors
The commonly available contactless sensor technology used in electronic control systems
focuses on the use of the IMCHall effect sensor formonitoring and controlling currents. Sen-
sors discussed in this publication are CMOS (complementary metal-oxide-semiconductor)
Hall effect sensors with Integrated Magnetic Concentrators (IMC), that measures current
flux as low as 5A and are adaptable to over 1000A. The measured amperage is transmittable
with a sensitivity of approximately 0.1% with a discernible signal of about 10mV/A. This
ability to scale is dependent mainly on the desired application and is achievable through
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designing sensors with a geometry relatively proportional to their intended use. Higher
amperage sensors require a larger bus bar to measure current effectively [4].
One noteworthy new sensor is the Triaxis IMC Hall sensor model MLX91206. The
MLX91206 is available as a kit on Amazon for around $100, and comparable Arduino
based sensors are available for as little as five dollars each. The MLX91206 is user-
programmable and performs with both DC and AC currents. This sensor can be hardwired
into electrical devices or utilized to manufacture portable sensors. Figure 2.3 shows a
200A IMC Hall effect sensor used in a hybrid electric-vehicle power-inversion system. The
approximate dimensions of this sensor are 1 in x 9 in (2.54 cm x 22.9 cm). This sensor
must be placed above the current source, as illustrated with a high measurement efficiency.
The efficiency of the setup in Figure 2.3 is due to the sensor being installed directly above
the copper conductor.
These contactless current sensors are low cost relative to their potential operating cost
savings when used to optimize power consumption. This technology applies to the research
of the observability Gramian and may be useful in real-world testing on microgrid systems
with applications in fault detection. The data obtained from the sensors could be compared
to predicted theoretical currents to optimize the system as well as compare with empirical
data in fault detection analysis.
Figure 2.3. Common IMC Sensor. Source: [4].
2.2 Limitations in Remote IMC Sensor Technology
The underlying constraint regarding remote sensing technology lies in the fact that elec-
tromagnetic fields diminish at a soaring rate as the distance expands from the source. The
shortcoming is that although these sensors are contactless, they must remain close to their
measured current source to achieve an accurate reading.
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A sample calculation shows the drawbacks of contactless IMC sensor detection capabilities
for increasing distances. For this example, consider the Biot-Savart law. The Biot-Savart
law shows the relationship between a magnetic field and the current of a source. It can be
seen from Equations 2.1-2.2, that although these technologies rely on contactless sensors,
as the distance from the current source increases, the sensors ability to detect system
parameters diminishes quickly. H(r) represents the magnetic field at a distance r from the
current source. B is the flux density, and µ0 is the permeability of the medium separating





B = µ0H(r) (2.2)
As the distance r increases between the sensor and the source, the magnetic field, H dimin-





3.1 System Model and Observability
Evaluating observability in a microgrid system is dependent on both the dynamical system
model and the sensor model, which is also called the system output. If the initial condition
is to be estimated, then the sensitivity of the output function to the variation of the initial
condition defines the observability. If the model can accurately represent the system, and
if errors in the system are observable, then only a limited amount of information about the
operating condition is required to recreate the operating state of the system. The fundamental
equation for a linear system’s observability Gramian is dependent on the following ordinary




where x ∈ Rn is the state variable of the ordinary differential equation with constant system
coefficients in the matrix A, n is the state space dimension, y ∈ Rns is the output of the
system with the coefficient matrix C, ns is the dimension of the output variables or the
number of sensors output. For example, if an element in C ∈ Rns×n has a value of one, it
indicates a yield; and a value of zero in C implies the corresponding state variable provides
no contribution to the output. Given a linear system (3.1), does y(t) offer enough information
for one to inversely solve for the trajectory, x(t)? According to control theory [7], it depends
on the rank of the following matrix. The path of x(t) can be uniquely determined based on










However, (3.2) does not take into consideration the estimation error caused by sensor noise.
For this purpose, we use observability Gramian [8]. In a continuous system, calculating the






The lowest eigenvalue of this matrix defines the sensitivity of the output y compared to the
variation of the condition of the initial state x(0) [9]. If the matrix has all large eigenvalues,
it means the variation of x(0) results in large variation of y(t) in L2 norm [10]. The
estimation of x(t) is reliable even in the presence of the noise. If the matrix has some small
eigenvalues, then the output is less sensitive to the perturbation of the state variable in some
directions. As a result, estimation error tends to be large in the presence of sensor noise. If
any of the eigenvalues are zero, then the system is unobservable.
The theoretical continuous observability Gramian does not readily lend itself the sensor
data format because it is an integration over a continuous interval. However, it must be
evaluated discretely with values collected over an interval with a given sample rate. Section
3.2 considers the implications of the discrete-time interval to the observability Gramian of
nonlinear systems.
3.2 Empirical Observability Gramian
The observability Gramian defined in (3.3) applies only to linear system models. Nonlinear
systems require a generalized numerical method. This numerical method is the empirical
observability Gramian [7]. Likewise, the empirical observability Gramian applies over a
discrete-time trajectory, which is consistent with the format of sensor information.
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Sensor detection methods rely on time intervals for parameter estimation. Regardless of
the quality of the sensor or the data collection system software, information is collected
at sample times over given time intervals. Collecting data over time intervals results
in a discrete approximation of the system’s observability. In this section, the empirical
observability Gramian is introduced and exemplified overcoming the loss of fidelity due
to discrete sensor data. It is modeled first for a single sensor with a single output, then
for multiple sensors with multiple outputs. The ordinary differential equations used in
modeling the examples are then perturbed using a small value. The differences of the
perturbed states can then be evaluated through the observability Gramian to determine if
the system is observable. Equations (3.4) through (3.10) present the mathematical theory
representing this process [2], [7], [10]. The operating state is dependent on time and other
specified parameters, as shown in (3.4).
Ûx = f (t, x(t)) (3.4)
y(t) = h(x(t)) (3.5)
The initial conditions for the ordinary differential equation are specified in (3.6).
x(0) = x0 (3.6)
To compute the observability Gramian, the initial conditions of the system are perturbed
by evaluating the equations through the introduction of a small variation, δ. The entire
trajectory of the system is changed by perturbing the initial conditions.
Let e1...en be the basis of Rn in which ei represents the corresponding unit vector.
ei =
[
0 0 . . . 1 . . . 0
]T
(3.7)
For x±i = x0 ± δei,








The perturbations are then evaluated to show the system’s variation in output data. The
perturbation is associated with each dimension, i = 1, 2, ..., n, that generates, yi(t).
∆yi(t) = 12δ
(




; i = 1, 2, 3, ..., n (3.9)
Given a sampling rate 1/∆t making the time sequence t0 = 0 < t1 < t2 < t3 < .... < tnt = t f ,
the empirical observability Gramian is defined as follows:





∆y j(tk); i, j = 1, 2, 3, ..., n (3.10)
where R−1 is the system weighing matrix that accounts for sensor inaccuracy. The sample
rate is ∆t,and nt is the number of samples taken.
3.3 Single Sensor and Multiple Sensor System Examples
3.3.1 Single Sensor Empirical Observability Gramian
This subsection shows the steps for analyzing an ordinary differential equation with the





































Now, perturbing the initial state of the system in each dimension along the direction of ei,
for i = 1, 2 provides the output of the equation over the sample rate corresponding to the
time interval, t, and the perturbation value is δ.
∆yi(t) = 12δ
(




; i = 1, 2 (3.13)
In the computation, the two functions ∆y1, and ∆y2 are evaluated, at a sequence of time,
t0 = 0 < t1 < t2 < t3 < .... < tnt = t f . For this example, t f = 5, and ∆t = 0.2. The
weighting matrix, R−1, is the identity matrix indicating that it does not impact the outcome







The observability Gramian is:













The observability Gramian, G, is a 2x2 matrix, where the eigenvalues provide the system’s
observability. If all of the eigenvalues are large, the system is observable. However, if some
of the eigenvalues are small or zero, some coordinates of the state are weakly observable
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weakly observable or unobservable. For this example, the minimum eigenvalue is 0.3229
indicating that this system is weakly observable. In Chapter 4, Table 4.1 introduces a scale
that determines the observability of the 9-bus microgrid case studies based on previous
studies [1].
3.3.2 Multiple Sensor Empirical Observability Gramian
A similar evaluation of the ordinary differential equations is applied to determine the
observability of a multiple sensor system of equations,
y = Cx (3.17)
In this case, the output vector y has a relationship to both x1(t), and x2(t) achieved through







Now, the state variable output y1 is a function of x1, and y2 is a function of the sum of the




















Once the coefficient matrix, and the output dependencies are developed, the system is
perturbed, and the variation of the output is evaluated similar to example 3.3.2.
For this example, the variation in initial conditions results in a pair of trajectories.
x+i (t); x
−
i (t); i = 1, 2 (3.20)
The matrix represented in (3.18) is expanded to show the components of the operating state
14
perturbed by δei to the initial conditions, resulting in y±i (3.20).




i (t) = Cx
−
i (t) i = 1, 2 (3.21)
The difference of the perturbed operating states is then taken and is then formed into the
matrix ∆yi, where i = 1, 2 is the number of operating states analyzed throughout the system.
∆yi(t) = 12δ
(




; i = 1, 2 (3.22)
So, the observability Gramian is obtained by multiplying the matrix ∆yi by ∆yTi . This
results in a square matrix G where the eigenvalues represent the system’s observability.
The observability Gramian is:













The minimum eigenvalue for the two sensor system is 1.4223. This value indicates that the
system is observable. Comparing the minimum eigenvalues from the single and multiple
sensor configuration examples, and showing that increasing the system’s number of sensors,
the minimum eigenvalue also increased. In fact, this value is almost four times greater than
the minimum eigenvalue from the singe sensor example. It is readily apparent that as the
number of operating states and the number of sensors increases, the application of the
computational mathematics required to find the observability Gramian becomes ever more
arduous. The next chapter discusses a study of a 9-bus microgrid modeled in MATLAB
and analyzed to determine the system’s observability Gramian.
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CHAPTER 4:
Power Systems Observability: A Case Study
4.1 9-Bus Microgrid Model Introduction
This chapter describes the 9-bus model adapted for the study of the empirical observability
Gramian. Equations (4.1) through (4.11) are the classical 9-bus dynamical microgrid model
from the academic textbook, Power System Control, and Stability, 2nd Edition forming the
basis of the model used in this research. Variations of this model frequently appear in
microgrid analysis and design due to its formation into an industry benchmark for testing
by the IEEE.
Figure 4.1. 9-Bus Model. Source: [11].
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4.2 9-Bus Microgrid Model
The 9-bus microgrid was modeled in MATLAB using parameters discussed in this section.
The 9-bus microgrid model consists of three generators, their loads, and wiring network.
As designed, the system has 6 state variables, rotor angle and angular velocity, and 12
parameters determined by the admittance. In this model, the reduced admittance is a 3 × 3
matrix consisting of complex numbers [11]. The state variables vary as a function of time.
However, the parameters, or the admittance, are considered as constants, although they may
change slowly, but not dynamically. Yet, their value has uncertainty that is not accurately
known during the operation. Also, the parametersmay have changes that are not predictable.
The parameters for this 9-bus model have been used in a similar study by Sun and Kang [1],
which analyzed observability based on the domain of attraction. Equations (4.1) through
(4.3) are the ordinary differential equations that define the relationship between power, rotor





dt + Diωi = Pmi − Pei; i = 1,2,3 (4.1)
dδi
dt
= ωi − ωR (4.2)
Pei = E2i Gii +
n∑
j=1, j,i
EiE jYi j cos(θi j − δi + δ j) (4.3)
Hi is the generators stored kinetic energy in units of MJ/MVA, and ωR is the angular
velocity measured in radians. ωi is the generator’s angular velocity, measured in radians
per second. Di represents the drag damping effect of the generator’s dynamic electrical
load, as well as any system drag such as rotational friction, or forces reducing the overall
generator efficiency. δi is the generators rotor angular position. Each generator has two
power components, Pmi is the generator’s mechanical energy, Pei is its produced electrical
energy, Ei is the generator’s constant excitation voltage. Each generator has a unique
excitation voltage, which is a normalized proportion of the minimum voltage needed to
generate power. The conductance of the generator at the term i is Gii,
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Gii , Yii cos(θii) (4.4)
Note that although Gii is the symbol introduced as the observability Gramian, it is, in fact,
an entirely different variable here.
Operational drag, Di, is not considered in this model and is set to zero.
Di = 0; i = 1, 2, 3 (4.5)
Each generator has initial kinetic energy, Hi. In the simulations, the following values
from [11] are adopted,
H1 = 47.28, H2 = 12.8, H3 = 6.02 (4.6)
The reference angular velocity ωR, for the three generators, is:
ωR = 60 · (2π) (4.7)
Each generator has the following constant excitation voltage, Ei:
E1 = 1.0566, E2 = 1.0502, E3 = 1.0170 (4.8)
The system’s power, Pi, is converted to power units, which is a commonmethod of evaluating











The reduced admittancematrix,Y , is a 3×3matrix composed of the complex components of
admittance for the entire system. TheYii terms represent the generator’s internal admittance,
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and the Yi j terms represent the admittance between generators:
Y =

0.8455 − 2.9883J 0.2871 + 1.5129J 0.2096 + 1.2256J
0.2871 + 1.5129J 0.4200 − 2.7239J 0.2133 + 1.0879J
0.2096 + 1.2256J 0.2133 + 1.0879J 0.2770 − 2.3681J
 (4.10)
The 9-bus microgrid has an equilibrium:[




ωR ωR ωR 2.271◦ 19.7315◦ 13.1752◦
]T
(4.11)
Sensors introduce measurement error. In this study, the assumed sensor error of measure-
ment for angular velocity is bounded by 0.03Hz.








= .01745 rad (4.13)
If the admittance is measured, the assumed measurement error is bounded by RY = 0.05.
The sensor data are weighted based on the sensor error bounds using a diagonal matrix. For
example, if all three generators’ states are measured, ωi, δi, for i = 1, 2, 3 and the internal






0 1Rδ I3 0
0 0 1RY I3
 (4.14)
The goal is to estimate both the state variables (ω, δ) and the parameters (admittance).



























For the notation, Y is separated into real components, Y R, and imaginary components, Y I .
Due to symmetry, only the terms in the upper triangular portion of the admittance matrix
are included in the state vector. In the extended state space, the equilibrium is given by
(4.11) and (4.10). More specifically,
Y R =
[






−2.988 1.512 1.225 −2.723 1.087 −2.368
]
(4.17)
In the simulations, the trajectories in the extended state space are computed using the
MATLAB command ’ode45’ that solves the ODEs of the system model. The output of the
system is denoted by:
y = Cx (4.18)
where C is an ns × 18 matrix, ns is the number of sensors. In C, a value of "1" in the matrix
indicates a sensor measures the corresponding state variable. For instance, if we measure




1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

Once the observabilityGramianmatrix is developed, theminimumeigenvalues are analyzed.
The minimum eigenvalue of the Gramian matrix is the smallest ratio between the L2 norm
of the initial state variation and the norm of sensor output. The minimum eigenvalues of
the observability Gramian matrix are used to indicate how observable the system is. Table
4.1 shows the scale for observability categories used for the 9-bus model, which is from a
previous study in [1].
Observability Minimum Eigenvalue
Practically Unobservable < 10−1
Weakly Observable > 10−1
Observable > 1
Strongly Observable > 10
Table 4.1. Case Study Observability Categories
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4.3 Sensor Network
Three sensor configurations are developed in this section. These configurations are defined
as Case I, Case II, and Case III, respectively. Each case uses the same initial conditions and
operating state variables. The sensor configuration for Case I measures each generator’s
internal operating conditions only. Then, the sensor configuration for Case II adds sensors
that monitor the complex admittance components between generators one and two. Finally,
the setup for Case III includes the Case II configuration with the addition of sensors
monitoring the complex admittance component between generators two and three. For each
case, the coefficient matrix, C, is updated accordingly.
Each configuration is then further tested by varying the accuracy, or error upper bound
of the rotor angle position sensor. A more ideal rotor angle sensor error upper bound of
±0.03◦ is unsuitable for real world applications; however, it provides a significant theoretical
improvement in the observability of the system. A less accurate rotor angle sensor with
an accuracy of ±1◦ is more likely to be available in practical applications; however, it is
expected to reduce the system’s observability.
4.3.1 Case I Internal Generator Measurements
Case I considers the dynamic system properties established in section 4.2. The observability
is analyzed over the time interval from t0 = 0 to t f = 5 seconds. This system measures state
variables with sensors that provide data at a rate of 30 Hz i.e., the data rate is 30 samples
per second. With this time interval and sample rate, the simulation produces 151 sets of
information, including the initial state.
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Figure 4.2. Case I Microgrid and Sensor Configuration
For Case I, the system has 12-sensors that measure each generator’s internal operation. The





















1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

The minimum eigenvalue of the Gramian matrix, G, for this 12-sensor system with rotor
angle sensor, Rδ error upper bound of 0.03◦ is 6.7387. This minimum eigenvalue means
that the system is observable. The remaining eigenvalues for the system are presented in
Table 4.2.
The minimum eigenvalue of G for this 12-sensor system with rotor angle sensor error upper
bound of 1◦ is 5.196× 10−4. This minimum eigenvalue shows that the system is practically
unobservable when using the less accurate sensor. The eigenvalues for the system are
presented in Table 4.3. Comparing the twominimum eigenvalues shows that the error upper
bound of rotor angle measurement has a significant impact on the overall observability of
the system. If the error upper bound is 0.03, all 18 state variables are reasonably observable
as the smallest eigenvalue is > 6. However, when the rotor measurement error upper bound
is 1, then the system becomes practically unobservable. The smallest eigenvalue of the
observability Gramian is 5.19 × 10−4. In the worst-case scenario, the estimation error’s L2





















Table 4.2. Case I Eigenvalues Rδ = 0.03◦
Eigenvalues


















Table 4.3. Case I Eigenvalues Rδ = 1◦
4.3.2 Case II Internal Generator and one Generator Pair
Case II considers the complete dynamic properties of the system from Case I with the
addition of sensorsmonitoring the symmetric admittance component between the generators
one and two, Y12.
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Figure 4.3. Case II Microgrid and Sensor Configuration
For Case II, the system has 14-sensors measuring each of the generator’s three internal
operating states, and the additional admittance components. The three operating states
measured are rotor angle, reference angular velocity, along with the addition of the admit-
tance components for Y12.
y =
[





















1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

The minimum eigenvalue of the Gramian matrix, G, for this 14-sensor system is 11.7415.
This eigenvalue indicates that the system is strongly observable with the 14-sensor configu-
ration and a sensor error upper bound of 0.03. The eigenvalues for the system are presented
in Table 4.4.
The minimum eigenvalue of G for this 14-sensor system is 0.0319. This minimum eigen-
value indicates that the system is weakly observable with a sensor error upper bound of 1.









































Table 4.5. Case II Eigenvalues Rδ = 1◦
For Case II, the error upper bound of the rotor angle measurement continues to have a
significant impact on the system’s overall observability. As expected, If the error upper
bound is 0.03, all 18 state variables are even more observable than were computed in Case I
as the smallest eigenvalue is > 11. However, when the rotor measurement error upper bound
is 1, then the system becomes only weakly unobservable. Now the smallest eigenvalue is
0.0319, which is better than the value of Case I.
4.3.3 Case III Internal Generator and two Generator Pairs
Case III includes the complete sensor configuration as Case II with the addition of the
symmetric admittance component between the generators two and three, Y23
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Figure 4.4. Case III Microgrid and Sensor Configuration
For Case III, the system’s 16 sensors measure the operating states of each generator. The
three operating states measured are initial rotor angle, reference angular velocity, along with
the real and imaginary components of admittance.
y =
[

























1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

If the smaller sensor error upper bound is used, then the minimum eigenvalue of the
observability Gramian, G, for this 16-sensor system is 87.1567. This eigenvalue is strongly
observable. The remaining eigenvalues for the system are presented in Table 4.6.
If the larger sensor error upper bound is used, then the minimum eigenvalue of the observ-
ability Gramian, G, for this 16-sensor system is 38.0444. Even with the higher error upper
bound, this system is strongly observable. The remaining eigenvalues for the system are









































Table 4.7. Case III Eigenvalues Rδ = 1◦
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CHAPTER 5:
Observability Analysis with Parameter Variations
5.1 Observability-Fault Analysis
This section applies incremental changes to selected system parameters to analyze how these
variations impact the system’s observability. Fault analysis is conducted using each of the
three cases developed in Chapter 4. The selected system parameters for this analysis are the
complex admittance component between generators one and three, Y13. This parameter is
varied to determine if the sensor configurations that do not directly monitor that parameter
will recognize these incremental changes. The complex admittance component, Y13 was
chosen because it is not directly observed by the sensor network in any of the three case
simulations. Changes in the minimum eigenvalues indicate that the sensor configuration
observes the error and can provide system feedback for fault detection, and calibration.
For rY = 1.05, 1.04, ..., 0.96, 0.95
Y =

0.8455 − 2.9883J 0.2871 + 1.5129J rY (0.2096 + 1.2256J)
0.2871 + 1.5129J 0.4200 − 2.7239J 0.2133 + 1.0879J
rY (0.2096 + 1.2256J) 0.2133 + 1.0879J 0.2770 − 2.3681J
 (5.1)
These variations represent a total of 10 scenarios for each case in which the admittance is
changed. This range of variation reflects major unexpected incidents that may happen to a
9-bus system [1]. We would like to use the observability analysis to study if such changes
can be detected using the sensor configurations introduced in the previous chapter. The
resulting minimum eigenvalues may be compared to the base case of rY = 1.0 to provide
insight into how the fault impacts the system’s observability Gramian.
5.1.1 Case I Analysis
For Case I, the admittance component between generators one and three is multiplied by
the values of rY to determine how these small changes impact observability. Table 5.1 has
the minimum eigenvalues of the observability Gramian for Case I, with each of the rY from
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1.05 to 0.95.
Upon analysis, Table 5.1 shows that incremental changes in the admittance component Y13
increase the systems minimum eigenvalue. Introducing a fault of as little as 2% more than
triples the systems minimum eigenvalue. This case has the least amount of sensors, and is
not as likely to provide adequate feedback based changes as small as 1%.












Table 5.1. Case I with Rδ = 0.03◦












Table 5.2. Case I with Rδ = 1◦
For a position sensor with 0.03 error upper bound, Case I produces Table 5.1 with minimum
eigenvalues for various errors. With this sensor configuration and Rδ = 1, a fault may not
be observable, or at most is weakly observable, in most cases as shown in Table 5.2.
5.1.2 Case II Analysis
For Case II, the admittance component between generators one and three is attenuated on
1% intervals to determine if these small changes are observable. The minimum eigenvalues
for Case II over the interval changes from 105% to 95% are presented in Table 5.3.
Small changes in the admittance component, Y13 provide large changes in the systems
observability. The sensor configuration for this simulation, that includes a sensor between
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generators one and two detects faults with a variation of as little as 1%. of particular interest
is the minimum eigenvalues in Table 5.4 which show that the variation in the un-monitored
admittance component increases observability, even with the rotor angle sensor error upper
bound of 1.












Table 5.3. Case II with Rδ = 0.03◦












Table 5.4. Case II with Rδ = 1◦
5.1.3 Case III Analysis
Similarly, for Case III, the admittance component between generators one and three is
varied on 1% intervals to determine if these small changes are observable. Table 5.5 has
the minimum eigenvalues for Case III, over the variations in admittance from 105% to 95%.
Case III is strongly observable for both rotor angle error upper bounds.
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Table 5.5. Case III with Rδ = 0.03◦












Table 5.6. Case III with Rδ = 1◦
5.2 Further Discussions
In some studies, the condition number of the observability Gramian has been used to
quantify the measure of observability [7]. A matrix has a condition number defined by the
ratio of the largest and smallest eigenvalues. If the value of this ratio is high, then the system
is ill-conditioned, or conversely, if the ratio is low, then the problem is well conditioned.





where λ(G) are eigenvalues of the observability Gramian matrix. The following equations
evaluate the condition number resulting from the simulation case studies.




= 1.5268 × 1011 (5.3)
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= 8.7629 × 1010 (5.4)




= 1.1817 × 1010 (5.5)
For each case, the condition number is very large. The large condition numbers indicate
that the estimation problem may not be well-conditioned. However, the implication of the
condition number, a concept from solving linear systems of equations, to the question of
dynamic system estimation is not clear. The power system has a strongly observable state
variable, the rotor angle, which can quickly accumulate large variation over the interval used
in the studies in conjunctionwith the rotor angular speed of 60Hz. This variation rationalizes
the large eigenvalues of these Gramian matrices. The effect of the large condition number
on the estimation accuracy is not studied here, which is an interesting problem for future
research.
37
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CHAPTER 6:
Future Work and Conclusions
6.1 Empirical Research
Future research incorporating electromagnetic field sensors and known source currents will
provide data that may be used to develop microgrid models. Once this data is analyzed,
applications of the study of the observability Gramian can be continued using a real-world
microgrid, such as the one at the Naval Postgraduate School. Various contactless sensors
can be purchased and placed near the microgrid. This system can then be used to determine
best placement locations, as well as validation of the mathematical model’s error estimation
capacity. This future research initiative should be conducted to refine the mathematical
model by correlating empirical data to the coefficients used in the ordinary differential
equations. Another question to consider is the effect of the large condition number on
estimation accuracy relating to nonlinear dynamic observability.
6.2 Conclusion
This research indicates that the observability Gramian has applications in analyzing non-
linear dynamic power systems with limited information. In certain conditions, constrained
sensor networks providing partial information can be used to detect system faults. The
9-bus microgrid case study has demonstrated that the microgrid model is observable under
most sensor configurations assumed in this study. It was further shown that by introducing
variations in an un-monitored admittance component that in each case, the system was
observable. Varying the un-monitored parameter by as little as 1% increased the minimum
eigenvalue of the corresponding Gramian matrix.
Additionally, sensor accuracy has a significant impact on observability. If a sensor is not
capable of monitoring with the precision necessary to detect small changes, then the system
will not be observable. With the more ideal rotor angle position sensor, the system was
observable in each case. With the 12-sensor system in case I, the system was observable
with a minimum eigenvalue of 6.739. By increasing the number of sensors to 14 in case
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II, which includes monitoring the admittance component between generators one and two,
the observability increased significantly with a minimum eigenvalue of 11.74. However,
increasing the number of sensors to 16 did not improve observability enough to justify
using more than 14 sensors. This means that, for this case study, given a limited amount of
information from the operating state of the microgrid, it is possible to recreate the complete
operating state of the system.
Finally, systems may be observable using various incomplete sensor configurations for
indirect fault detection. This means that knowing only the internal operating conditions
of the systems, and as few as two or three additional data streams, faults can be detected.




A.1 Single Sensor Example Executable
1 %I n i t i a l Cond i t i on s , Time i n t e r v a l
2 x0 = [5 3 ] ;
3 t 0 = 0 ; % I n i t i a l t ime
4 d t = 0 . 2 ; % Time i n t e r v a l
5 t f = 1 ; % F i n a l t ime
6 t = t 0 : d t : t f ; % Time sequence
7 d e l t a = 0 . 0 0 1 ; % P e r t u r b a t i o n v a l u e
8 nx = 2 ; % Number o f s t a t e s
9 ns = 1 ; % Number o f s e n s o r s
10 n t = l e n g t h ( t ) ; % Number o f samples r e c o r d e d
11 invR = [1 0 ; 0 1 ] ; % Weigh t ing Mat r i x
12
13 % Ba s e l i n e S o l u t i o n
14 [ t , x ]= ode45 (@odefun , t , x0 ) ;
15 y = [1 0]∗x ’ ; %s i n g l e s e n s o r
16
17 f o r i =1 : nx
18 xtmp=x0 ;
19 xtmp ( i ) =x0 ( i ) + d e l t a ;
20 [ t , x p l u s ]= ode45 (@odefun , t , xtmp ) ;
21 yp l u s =[1 0]∗ xp lus ’ ;
22 xtmp=x0 ;
23 xtmp ( i ) =x0 ( i )− d e l t a ;
24 [ t , xminus ]= ode45 (@odefun , t , xtmp ) ;
25 yminus =[1 0]∗ xminus ’ ;





29 Ob_gramian= d t ∗ ( De l t y ∗Del ty ’ ) ;
30 min ( e i g ( Ob_gramian ) )
A.2 Multiple Sensor Example Executable
1 %I n i t i a l Cond i t i on s , Time i n t e r v a l
2 x0 = [5 3 ] ;
3 t 0 = 0 ; % I n i t i a l t ime
4 d t = 0 . 2 ; % Time i n t e r v a l
5 t f = 1 ; % F i n a l t ime
6 t = t 0 : d t : t f ; % Time sequence
7 d e l t a = 0 . 0 0 1 ; % P e r t u r b a t i o n v a l u e
8 nx = 2 ; % Number o f s t a t e s
9 ns = 2 ; % Number o f s e n s o r s
10 n t = l e n g t h ( t ) ;
11 invR = [1 0 ; 0 1 ] ;
12
13 % Ba s e l i n e S o l u t i o n
14 [ t , x ]= ode45 (@odefun , t , x0 ) ;
15 y = [1 0 ; 1 1]∗x ’ ; %s i n g l e s e n s o r
16
17 f o r i =1 : nx
18 xtmp=x0 ;
19 xtmp ( i ) =x0 ( i ) + d e l t a ;
20 [ t , x p l u s ]= ode45 (@odefun , t , xtmp ) ;
21 yp l u s =[1 0 ; 1 1]∗ xp lus ’ ;
22 xtmp=x0 ;
23 xtmp ( i ) =x0 ( i )− d e l t a ;
24 [ t , xminus ]= ode45 (@odefun , t , xtmp ) ;
25 yminus =[1 0 ; 1 1]∗ xminus ’ ;
26 Del t y ( i , : ) =( r e s h a p e ( invR ∗ ( yp lus −yminus ) , ns∗nt , 1 ) ) ’ / ( 2∗




29 Ob_gramian= d t ∗ ( De l t y ∗Del ty ’ ) ;
30 min ( e i g ( Ob_gramian ) )
A.3 Example System of Ordinary Differential Equations
1 f u n c t i o n dyd t = odefun ( t , y )
2 dyd t = z e r o s ( 2 , 1 ) ;
3 dyd t ( 1 ) = 0∗y ( 1 ) +1∗y ( 2 ) ;
4 dyd t ( 2 ) = −1∗y ( 1 ) +1∗y ( 2 ) ;
A.4 Executable
1 c l e a r a l l
2 g l o b a l ns nx
3 % I n i t i a l v a l u e s
4 d e l t a = . 0 0 1 ; % P e r t u r b a t i o n v a l u e
5 t 0 =0 ; % I n i t i a l t ime
6 t f =5 ; % F i n a l t ime
7 s e n s o r f r e q =30;
8 d t =1 / s e n s o r f r e q ;
9 t = t 0 : d t : t f ;
10 n t = l e n g t h ( t ) ; % Number o f s t a t e s r e c o r d e d
11 nx =18; % Number o f s t a t e s and p a r ame t e r s
12 ns =12; % Number o f s e n s o r s
13 Rw=2∗ p i ∗ 0 . 0 3 ; % s e n s o r e r r o r o f w i s 0 . 03 HZ
14 Rd l t =1∗ p i / 1 8 0 ; % s e n s o r e r r o r o f d e l t a i s 1 deg
15 invR =1 /0 . 05∗ eye ( ns ) ; % e r r o r o f a dm i t t a n c e i s 0 . 05
16 invR ( 1 : 3 , 1 : 3 ) =1 /Rw∗ eye ( 3 ) ;
17 invR ( 4 : 6 , 4 : 6 ) =1 / Rd l t ∗ eye ( 3 ) ;
18
19 %I n i t i a l c o n d i t i o n s from 9−bus model
20 wR=2∗ p i ∗60 ;
43
21 d l t _ e q u i l i b r i um = [ 2 . 2 7 1 7 ; 1 9 . 7 3 1 5 ; 1 3 . 1 7 5 2 ]∗ p i / 1 8 0 ;
22 YB0R=[0 .8455 0 .2871 0 . 2 096 ; 0 . 2 871 0 .4200 0 . 2 133 ; 0 . 2 0 96
0 .2133 0 . 2 7 7 0 ] ;
23 YB0I=[ −2.9883 1 .5129 1 . 2 256 ; 1 . 5 1 29 −2.7239 1 . 0 879 ; 1 . 2 2 56
1 .0879 −2 .3681 ] ;
24 x_eq =[wR;wR;wR; d l t _ e q u i l i b r i um ;YB0R( 1 , 1 : 3 ) ’ ;YB0R( 2 , 2 : 3 ) ’ ;
YB0R( 3 , 3 ) ; YB0I ( 1 , 1 : 3 ) ’ ; YB0I ( 2 , 2 : 3 ) ’ ; YB0I ( 3 , 3 ) ] ;
25 o p t i o n s = o d e s e t ( ’ Re lTo l ’ ,10^( −6) , ’ AbsTol ’ ,10^( −6) ) ;
26 x0 = x_eq ’ ;
27
28 % Ba s e l i n e v a l u e
29 [ t , x ]= ode45 ( @fun_9bus , t , x0 , o p t i o n s ) ;
30
31 Del t y= z e r o s ( nx , ns∗ l e n g t h ( t ) ) ;
32
33
34 f o r i =1 : nx
35 xtmp=x0 ;
36 xtmp ( i ) =x0 ( i ) + d e l t a ;
37 [ t , x p l u s ]= ode45 ( @fun_9bus , t , xtmp , o p t i o n s ) ;
38 yp l u s = f u n_ou t p u t ( xp lus ’ ) ;
39 xtmp=x0 ;
40 xtmp ( i ) =x0 ( i )− d e l t a ;
41 [ t , xminus ]= ode45 ( @fun_9bus , t , xtmp , o p t i o n s ) ;
42 yminus= f u n_ou t p u t ( xminus ’ ) ;
43 Del t y ( i , : ) =( r e s h a p e ( invR ∗ ( yp lus −yminus ) , ns∗nt , 1 ) ) ’ / ( 2∗




47 Ob_Gramian= d t ∗ ( De l t y ∗Del ty ’ ) ;
48 min ( e i g ( Ob_Gramian ) )
49 max ( e i g ( Ob_Gramian ) )
44
50 Eigen = e i g ( Ob_Gramian ) ;
A.5 9-Bus Model
1
2 f u n c t i o n dx= fun_9bus ( t , x )
3 Ndw=6;
4 BaseMVA=100;
5 Di = [ 0 ; 0 ; 0 ] ;
6 H2= [ 4 7 . 2 8 ; 1 2 . 8 ; 6 . 0 2 ] ;
7 wR=2∗ p i ∗60 ;
8 Ei = [ 1 . 0 5 6 6 ; 1 . 0 5 0 2 ; 1 . 0 1 7 0 ] ;
9 Pm= [ 7 1 . 6 ; 1 6 3 ; 8 5 ] . / BaseMVA ;
10
11 wdl t =x ( 1 :Ndw, 1 ) ;
12 YBR=[ x (Ndw+1 ,1 ) x (Ndw+2 ,1 ) x (Ndw+3 ,1 ) ; . . .
13 x (Ndw+2 ,1 ) x (Ndw+4 ,1 ) x (Ndw+5 ,1 ) ; . . .
14 x (Ndw+3 ,1 ) x (Ndw+5 ,1 ) x (Ndw+6 ,1 ) ] ;
15 YBI=[ x (Ndw+7 ,1 ) x (Ndw+8 ,1 ) x (Ndw+9 ,1 ) ; . . .
16 x (Ndw+8 ,1 ) x (Ndw+10 ,1 ) x (Ndw+11 ,1 ) ; . . .
17 x (Ndw+9 ,1 ) x (Ndw+11 ,1 ) x (Ndw+12 ,1 ) ] ;
18
19 dx= z e r o s (Ndw+12 ,1 ) ;
20 dx ( 1 :Ndw)=fundyn ( t , wdl t , H2 , Di ,wR,Pm, Ei ,YBR, YBI ) ;
21 dx (Ndw+1: end , 1 ) = z e r o s ( 1 2 , 1 ) ; %t h i s i s no t e f f i c i e n t , bu t
s imp l e r i n f o rm a l i t y
22 %i d e a l l y , t h e fun_9bus shou l d have on ly 6
s t a t e v a r i a b l e s
23 %to make t h e compu t a t i on more e f f i c i e n t
A.6 9-Bus Dynamic Function
1 f u n c t i o n dwdl t = fundyn ( t , wdl t , H2 , Di ,wR,Pm, Ei ,YBR, YBI )
2
45
3 YB=complex (YBR, YBI ) ;
4 Yi j =abs (YB) ;
5 t h e t a i j = a t a n2 (YBI ,YBR) ;
6 Gi i =[YBR( 1 , 1 ) ;YBR( 2 , 2 ) ;YBR( 3 , 3 ) ] ;
7
8 [N1 , N2]= s i z e ( wd l t ) ;
9 Ngene r a t o r =N1 / 2 ;
10 a i j =ones ( Ngene ra to r , Ngene r a t o r )−eye ( Ngene r a t o r ) ;
11
12 w=wdl t ( 1 : Ngene r a t o r ) ;
13 d l t =wd l t ( Ngene r a t o r +1:2∗ Ngene r a t o r ) ;
14 dw=w;
15 d d l t = d l t ;
16
17 f o r i =1 : Ngene r a t o r
18 tmp =0;
19 f o r j =1 : Ngene r a t o r
20 tmp=tmp+ a i j ( i , j ) ∗Ei ( i ) ∗Ei ( j ) ∗Yi j ( i , j ) ∗ cos ( t h e t a i j ( i , j
)− d l t ( i ) + d l t ( j ) ) ;
21 end
22 Pe i =Ei ( i ) ^2∗ Gi i ( i ) +tmp ;
23 dw( i ) =wR/H2( i ) ∗(−Di ( i ) ∗w( i ) +Pm( i )−Pe i ) ;
24 d d l t ( i ) =(w( i )−wR) ;
25 end
26
27 dwdl t =[dw ; d d l t ] ;
A.7 Output Function
1 f u n c t i o n y= f u n_ou t p u t ( x )
2 g l o b a l ns nx




6 y = [ x ( 1 : 6 , : ) ; x ( 7 , : ) ; x ( 1 0 , : ) ; x ( 1 2 , : ) ; x ( 1 3 , : ) ; x ( 1 6 , : ) ; x ( 1 8 , : )
] ; % Base Case ns =12
7 % y = [ x ( 1 : 6 , : ) ; x ( 7 , : ) ; x ( 8 , : ) ; x ( 1 0 , : ) ; x ( 1 2 , : ) ; x ( 1 3 , : ) ; x
( 1 6 , : ) ; x ( 1 8 , : ) ] ;
8 % y = [ x ( 1 : 6 , : ) ; x ( 7 , : ) ; x ( 8 , : ) ; x ( 9 , : ) ; x ( 1 0 , : ) ; x ( 1 2 , : ) ; x ( 1 3 , : )
; x ( 1 6 , : ) ; x ( 1 8 , : ) ] ;
9 % y = [ x ( 1 : 6 , : ) ; x ( 7 , : ) ; x ( 8 , : ) ; x ( 9 , : ) ; x ( 1 0 , : ) ; x ( 1 1 , : ) ; x ( 1 2 , : )
; x ( 1 3 , : ) ; x ( 1 6 , : ) ; x ( 1 8 , : ) ] ;
10 % y = [ x ( 1 : 6 , : ) ; x ( 7 , : ) ; x ( 8 , : ) ; x ( 9 , : ) ; x ( 1 0 , : ) ; x ( 1 1 , : ) ; x ( 1 2 , : )
; x ( 1 3 , : ) ; x ( 1 4 , : ) ; x ( 1 6 , : ) ; x ( 1 8 , : ) ] ;
11 % y = [ x ( 1 : 6 , : ) ; x ( 7 , : ) ; x ( 8 , : ) ; x ( 9 , : ) ; x ( 1 0 , : ) ; x ( 1 1 , : ) ; x ( 1 2 , : )
; x ( 1 3 , : ) ; x ( 1 4 , : ) ; x ( 1 5 , : ) ; x ( 1 6 , : ) ; x ( 1 8 , : ) ] ;
12 % y = [ x ( 1 : 6 , : ) ; x ( 7 , : ) ; x ( 8 , : ) ; x ( 9 , : ) ; x ( 1 0 , : ) ; x ( 1 1 , : ) ; x ( 1 2 , : )
; x ( 1 3 , : ) ; x ( 1 4 , : ) ; x ( 1 5 , : ) ; x ( 1 6 , : ) ; x ( 1 7 , : ) ; x ( 1 8 , : ) ] ;
13 % y = [ x ( 1 : 6 , : ) ; x ( 7 , : ) ; x ( 1 0 , : ) ; x ( 1 2 , : ) ; x ( 1 3 , : ) ; x ( 1 4 , : ) ; x
( 1 6 , : ) ; x ( 1 8 , : ) ] ;
14 % y = [ x ( 1 : 6 , : ) ; x ( 7 , : ) ; x ( 1 0 , : ) ; x ( 1 2 , : ) ; x ( 1 3 , : ) ; x ( 1 5 , : ) ; x
( 1 6 , : ) ; x ( 1 8 , : ) ] ;
15 % y = [ x ( 1 : 6 , : ) ; x ( 7 , : ) ; x ( 1 0 , : ) ; x ( 1 2 , : ) ; x ( 1 3 , : ) ; x ( 1 6 , : ) ; x
( 1 7 , : ) ; x ( 1 8 , : ) ] ;
16 end
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