In the neighborhood of a boundary point, the solution of a first-order symmetric homogenous hyperbolic system is conveniently decomposed into fundamental waves solutions that are readily classified as outgoing, incoming, and stationary, or tangential.
Introduction.
Let us consider the symmetric hyperbolic system u t + m j=1 A jũx j = g(x, t), x ∈ R m , t > 0,ũ(x, t) ∈ R n , m ≥ 2, (1.1)
where A j ∈ M n×n symmetric, j = 1, . . . , m (1.2) andũ(x, 0) and g(x, t) are such that supp(ũ(x, 0)), supp(g(x, t)) ⊂ Ω 0 ⊂ R m , compact, (1.3) where supp stands for support. In many applications, it is desirable to locally decompose the general solution of equation (1.1) into "waves" that are moving in different directions. An example of such an application is the specification of nonreflecting, or absorbing, boundary conditions. Specifically, since in practice it is impractical to numerically solve problem (1.1), (1.3), over the whole R m , this problem is often approximated by u t + with some B : ∂Ω → M n×n (R). The objective is to choose B independent of the solutioñ u(·, t), g, such that the solution u obtained from (1.4), (1.5), (1.6) is unique and coincides with (or closely approximates) the restriction to Ω of the solutionũ as obtained from (1.1), (1.3) . For more information about absorbing boundary conditions, see [1] and [2] . An application of the main result of this paper is to the possible form of such a boundary operator B. It is widely expected, at least for some specific examples of (1.1), that no such local operator B exists. Below we shall show that this is indeed the case quite generally.
In order to understand the way the operator B could be constructed, we consider the properties of the solution to (1.1) near the boundary ∂Ω. Since g(x, t) = 0 near the boundary, we examine in this paper the homogenous system
with the boundary condition (1.6), near a point x 0 ∈ ∂Ω. Equation Here and below, · is the real R m inner product. The solutions (1.8) are waves that are moving in the direction of the vector e if λ > 0, opposite to e if λ < 0, and are stationary if λ = 0. Throughout this paper, we consider the solution near a point x 0 ∈ ∂Ω with an outward normal ν. We will call the wave (1.8) outgoing if (e · ν)λ > 0, incoming if (e · ν)λ < 0, and stationary or tangential if (e · ν)λ = 0. For the case ν =x = (1, 0, . . . , 0) T , we identify outgoing and incoming waves as right-moving and left-moving, respectively, in subsequent examples, depending on whether (e ·x)λ is respectively positive or negative.
Throughout the paper, we discuss polynomial wave solutions. These solutions are unbounded; however, they should be regarded as the first terms in the local Taylor expansion of the solutions near x 0 , rather than global solutions.
In the context of absorbing boundary conditions, proposed boundary conditions are often appraised by their treatment of specific local solutions corresponding to incoming and outgoing waves. A simple example shows that the classification of sets of waves as incoming or outgoing is ambiguous. in the domain Ω = {(x, y) | x < 0}. The point x 0 will be taken as x 0 = (x 0 , y 0 ) = (0, 0), and the outward unit normal is ν = (1, 0).
Remark. In this paper, for the theoretical parts, we use x 1 , . . . , x m as the space variables. In this and the rest of the examples in this manuscript, we use x, y, z instead of x 1 , x 2 , x 3 , respectively.
Every function u of the form
is a wave solution of (1.10). In particular, by taking f (ξ) = ξ, θ 1 = 0, θ 2,3 = ±π/6, θ 4,5 = ±π/3, and the corresponding vectors e j = (cos(θ j ), sin(θ j )) T , the func-
(1.12) are wave solutions moving in the direction e (j) . In particular, u e (1) . . . u e (5) are all rightmoving waves. However,
is a left-moving wave solution of (1.10) of the form (1.11) with θ = −π/2. This example illustrates the fact that, in general, solutions cannot be classified into disjoint subspaces of right-or left-moving waves.
Remark. It can be verified that if, instead of using f (ξ) = ξ in (1.11) and (1.12), one would have used any other smooth function, then the linear terms in the Taylor expansion of 5 j=1 a j u e (j) (where the a j are the ones used in (1.13)) would be the same as the linear term in the Taylor expansion of the incoming wave ⎛
A more elaborate, physical example for this phenomenon is presented in Appendix A.
It should be noted that this is a multidimensional phenomenon. In one space dimension, m = 1, the system (1.7) can be diagonalized, and it separates into a system of uncoupled advection equations.
In section 2, the phenomenon of coupling between incoming and outgoing waves is presented in detail.
In sections 3 and 4, we show that this phenomenon is quite general. In particular, at a noncharacteristic boundary point which is neither "purely incoming" nor "purely outgoing", the spaces of incoming and outgoing waves necessarily having nontrivial intersection and perfectly nonreflecting boundary condition of the form (1.6) are impossible.
Local wave expansion.
2.1. Formulation. Formulation of boundary conditions for (1.7) depending on incoming and outgoing waves is based on a local wave expansion of solutions.
Let u(x, t) be a solution of (1.7) of class C 1 near x 0 ∈ ∂Ω and t 0 . Thus
The linear part of (2.1) is isomorphic to R m n :
Since the time derivative is then obtained from (1.7),
We can now choose mn vectors e ( ) = (e ( )
, not necessarily different, indices k , and corresponding eigenvectors r k , satisfying (e ( ) · A) r k (e ( ) ) = λ k r k (e ( ) ) ; k ∈ {1, . . . , n}, = 1, . . . , m n .
(2.4)
Note that for every vector e ( ) there is a choice of n eigenvectors r k and their corresponding eigenvalues λ k . In order to simplify the notation we abbreviate r = r k and λ = λ k , with the understanding that if e ( ) = e ( ) for = , then they correspond to different eigenvalues/eigenvectors. Thus (2.4) becomes (e ( ) · A) r = λ r ; k ∈ {1, . . . , n} , = 1, . . . , m n , are linearly independent. This is not difficult; for example, by taking e ( ) =x j , k = − jn, = 1, . . . , mn with j = j( ), determined from (j − 1)n ≤ < jn, as will be illustrated in example 2.1. Now we can find the constants α ∈ R , = 1, . . . , m n such that:
Using the previous definitions we can
(2.9) Therefore (2.1) can be written as
(2.10)
We can now define a basis of wave solutions, {u e ( ) }, independent of u, but determined by the specific choice of {e ( ) }, as
Note that each u e ( ) is a solution of (1.7) and is a wave moving in the direction (e ( ) ), or opposite to (e ( ) ). Then (2.1) becomes:
i.e., the first-order term in the Taylor expansion of u(x, t) can be presented as a linear combination of the linear waves u e ( ) . Also, higher-order terms in u can be similarly expanded, obtaining an expression
for u locally sufficiently smooth, with
and r and λ k satisfying (1.9). We omit the proof of this in the interest of brevity.
For ν the outward unit normal at x 0 , e ∈ R m /0 and λ determined from (1.9), we denote the set of outgoing, incoming, and stationary or tangential waves in the neighborhood of x 0 by U + = {u e | (e · ν)λ > 0} outgoing,
15)
U 0 = {u e | (e · ν)λ = 0} stationary or tangential.
We also define the following subspaces of local solutions of (1.7):
16)
and their equivalents in R mn :Ũ
Similarly, for a given choice of the vectors e ( ) and indices k , the waves u e ( ) can now be characterized as follows:
18)
W 0 = u e ( ) | (e ( ) · ν)λ = 0 stationary or tangential.
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We define the corresponding subspaces:
19)
and their equivalents in R mn :
Throughout we take mn vectors e ( ) and indices k such that the u e ( ) are linearly independent. Therefore the spacesŴ + ,Ŵ − , andŴ 0 are not intersecting. Though it is clear as to which of the u e ( ) are incoming or outgoing, in general, it is not true that W + (orŴ + ) contains only outgoing waves! In order to illustrate the phenomenon, let us look again at (1.10) in the domain Ω = {(x, y) | x < 0}. The point x 0 will be taken as x 0 = (x 0 , y 0 ) = (0, 0), and the outward unit normal is ν = (1, 0).
The vector Φ is obtained from (2.2):
There are several ways to choose the vectors e ( ) .
Example 2.1.
e (1) = e (2) = e (3) = 1 0 ; e (4) = e (5) = e (6) = 0 1 .
The corresponding λ and r are
23)
ADI DITKOWSKI AND MICHAEL SEVER
The Φ 's are:
(2.24) and the u e ( ) 's are:
(2.25)
Here u e (1) is an incoming, or left-going wave, u e (3) is an outgoing, or right-going wave, u e (2) and u e (5) are stationary waves, and u e (4) and u e (6) are tangential waves, i.e., u e (1) ∈ W − , u e (3) ∈ W + , and u e (2) , u e (4) , u e (5) , u e (6) ∈ W 0 . In this case, the dimension ofW + is 1, and no input wave can be expanded as a linear combination of vectors fromW + andW 0 only.
In Example 1.1, however, u e (1) , . . . , u e (5) ∈ W + . Their linear combination, (1.13), is in W − .
Thus in the neighborhood of a given point x 0 , t 0 a solution u can be approximated from a finite-dimensional set of polynomial waves u e ( ) . This is in contrast to the situation for trigonometric polynomial waves. It is well known that trigonometric polynomial waves travelling in different directions are orthogonal to each other.
The general theorem.
In this section it will be proven that the solutions of all hyperbolic systems that couple the outgoing and incoming waves and have no stationary or tangential waves (along the boundary ∂Ω) have the phenomena that the incoming and outgoing waves are not separate subspaces, i.e.,Û + ∩Û − = 0. It should be noted that this theorem holds at any point x 0 ∈ ∂Ω where these hypotheses are satisfied. We start by proving the theorem for linear waves. Then we briefly sketch the proof for the case when f in (1.8) is a higher-order polynomial.
Proof of the general theorem, linear case. Let
and let Ω ⊂ R m be a given domain, with smooth ∂Ω, x 0 ∈ ∂Ω and ν is an outward unit normal at x 0 . The system (3.1) has local linear plane wave solutions
Within a neighborhood of a point x 0 ∈ ∂Ω, we have the classification of the plane waves U + , U − , and U 0 , as defined in (2.15), and the corresponding subspaces, (2.16)-(2.17).
, the same theorem holds, since the zero order term can be eliminated by using the transformation
(2) Hypothesis 1 is not satisfied for a two-dimensional wave equation, (1.10). This theorem does apply, however, to equations like the Advected-Acoustics equations:
Hypothesis 1 is made in the interest of expediency and can be weakened somewhat. As could be seen from the examples given in the previous sections, the conclusion (3.7) applies in some cases where the boundary is characteristic.
(3) Hypothesis 2, however, is essential. This assumption prevents the case of purely incoming or outgoing boundary, or a combination of two uncoupled systems with boundaries, purely incoming for one and outgoing for the other.
The proof of theorem 3.1 for linear waves contains two parts. In the first, it is shown that the space of all linear wave solutions to (3.1) is isomorphic to R m n and that this space can be spanned by all the linear wave solutions moving in two different directions. In the second part it is proven that the incoming and outgoing waves are coupled.
Proof of Theorem 3.1. It suffices to consider m = 2, with
and let λ k (θ) and r k (θ) be determined by (3.4) :
From hypothesis 1, since there are no stationary waves, there existsθ > 0 such that
From now on, we shall assume that |θ| <θ. In fact (3.15) follows from (3.13), (3.14) . This can be seen by substituting (3.8) into (3.9). Then:
For any θ, k, let γ j q(θ j , k j ) = 0, (3.17) where hereafter in the proof, we shall use N = 2n + 1. For
We abbreviate
and M (θ (1) , θ (2) ) ∈ M 2n×2n (R) is the matrix, constructed from the q j (θ (1) , θ (2) ), assembled columnwise. From (3.14), (3.18), (3.19) , (3.20) , M (θ (1) , θ (2) ) is nonsingular, so for anyθ,k there exists a unique γ(θ,k; θ (1) , θ (2) ) ∈ R 2n , satisfying M (θ (1) , θ (2) ) γ(θ,k; θ (1) , θ (2) ) = q(θ,k).
(
3.22)
A solution of (3.22) implies a solution of (3.17) with N = 2n + 1, γ 2n+1 = −1, θ 2n+1 =θ, k 2n+1 =k. Thus we have shown that every linear wave can be expanded as a linear combination of 2n waves moving forward or backward in the directions determined by θ (1) and θ (2) . Up to this point, we have said nothing about the signs of the λ k .
It remains to show that θ (1) , θ (2) ,θ,k can be chosen so that (3.11) holds. Specifically, it remains to show that the span of the outgoing (incoming) waves does not contain just outgoing (incoming) waves.
Denote by
(3.23)
is the span of all the outgoing (incoming) q j (θ (1) , θ (2) ).
where spañ θ,k means the span over all values ofθ,k. Y + (respectively Y − ) is the span of the q j (θ (1) , θ (2) ) appearing with nonzero coefficients in the solution of (3.22) with q(θ,k) corresponding to an outgoing (respectively incoming) wave.
is the span of all the outgoing (incoming) q(θ, k).
Note that for any θ (1) , θ (2) , {q j (θ (1) , θ (2) ) | λ j > 0} ({q j (θ (1) , θ (2) ) | λ j < 0}) is an outgoing (incoming) wave, therefore it is in Z + (Z − ). Thus T ± (θ (1) , θ (2) ) ⊆ Z ± . Furthermore, using (3.22) , and choosingθ = θ,k = k, it follows that Z ± ⊆ Y ± (θ (1) , θ (2) ), and therefore T ± (θ (1) , θ (2) ) ⊆ Z ± ⊆ Y ± (θ (1) , θ (2) ) .
(3.26)
There are now two possibilities. In the first one Y + (θ (1) , θ (2) ) ⊆ T + (θ (1) , θ (2) ); i.e., there is at least one q(θ,k) ∈ Y + (θ (1) , θ (2) ), but q(θ,k) ∈ T + (θ (1) , θ (2) ). This is case 1 below, which we shall show immediately implies the theorem. The other possibility is that
this is case 2 below, which we shall show precluded by hypothesis 2.
(1) Case 1: Suppose that for some θ (1) , θ (2) Y + (θ (1) , θ (2) ) ⊆ T + (θ (1) , θ (2) ) (3.28) (or similarly, Y − (θ (1) , θ (2) ) ⊆ T − (θ (1) , θ (2) ) ). Then since Y + (θ (1) , θ (2) ) ⊂ R 2n and T + (θ (1) , θ (2) ) ⊕ T − (θ (1) , θ (2) ) = R 2n , it follows that Y + (θ (1) , θ (2) ) ∩ T − (θ (1) , θ (2) ) = 0 .
(3.29) From (3.29), there isθ,k such that λk(θ) > 0 and such that, for some j ∈ {1, . . . , 2n}, γ j (θ,k; θ (1) , θ (2) ) = 0 and λ j < 0. Since the {q j (θ (1) , θ (2) ) | λ j < 0} are linearly independent, the corresponding solution of (3.22) necessarily satisfies (3.11), thus establishing (3.7). (2) Case 2: Suppose (3.28) and the corresponding relation between Y − and T − both fail; then from (3.26), we get (3.27). From (3.27), since Z ± are independent of θ (1) , θ (2) , T ± are independent of θ (1) , θ (2) . Claim: T ± are independent of θ (1) , θ (2) 
The proof of the claim is temporarily deferred. We establish (3.7) by showing that (3.27) is impossible. With e(θ) determined from (3.8), fix k ∈ {1, . . . , n} so that λ k (0) = η + and r k (0) = ρ + as obtained from (3.9) with this particular k. Differentiate (3.9) with respect to θ at θ = 0, obtaining
31)
Using ρ − ⊥ρ + , as they are eigenvectors of a symmetric matrix, the inner product of (3.31) with ρ − gives
32)
where · is the standard R n inner product, so using (3.6) yields From hypothesis 2, for any θ, there is at least one r k (θ) with positive λ k (θ) and at least one with negative λ k (θ). Furthermore, from assumption (1), there is no r k (θ) with λ k (θ) = 0. Since the eigenvalues λ k (θ) are continuous functions of θ, the number of positive and negative λ k (θ) is independent of θ. Thus we have V (θ) ∈ M n× (R) for some , 1 ≤ ≤ n − 1, independent of θ. Now from (3.23), T + independent of θ (1) , θ (2) means that
for any θ (1) , θ (2) , θ, k such that λ k (θ) > 0. Using (3.16), we have from (3.35) and the definition of V (θ) the existence of F, G ∈ M × (R) (depending on θ (1) , θ (2) , θ) such that
37)
which has to hold for all θ (1) , θ (2) , θ.
Choosing θ (1) , θ (2) , θ distinct, we solve (3.36), (3.37) simultaneously, obtaining
But as θ (1) , θ (2) , θ can be interchanged, (3.40) implies
which is equivalent to (3.30). Thus case 2, (3.27), is precluded. This proves the claim and completes the proof of theorem 3.1.
If hypothesis 1 holds, then hypothesis 2 is necessary as well as sufficient for theorem 3.1 to hold.
Theorem 3.2. Assume that the A i , i = 1, ..., m, in (3.1) are independent of x, t. Assume
• The boundary ∂Ω is piecewise smooth and noncharacteristic almost everywhere.
• Hypothesis 2 of theorem 3.1 fails almost everywhere.
Then the system (3.1) is equivalent to an assembly of uncoupled subsystems, for each of which the boundary is almost everywhere noncharacteristic and completely incoming or else completely outgoing.
Remarks. (a) In the above, assumption (2) means that at every such point the boundary is completely incoming or completely outgoing so that (3.5) fails or else (3.6) fails; i.e., there is no such vector µ.
(b) This theorem does not survive the addition of a lower-order term in u to the system (3.1). (c) The extreme case of a system being equivalent to n scalar equations corresponds to the case where the matrices A i , i = 1, ..., m all commute. We omit the proof of this theorem in the interest of brevity. Generalization to higher powers. The theorem above is proven for waves in the form u e,k = r k (e)(e·x−λ k (e)t). It can be shown that the theorem is also true for higher-order polynomial waves, namely u e,k,κ = r k (e)(e · x − λ k (e)t) κ , κ ∈ N. The proof is similar to the linear case.
Absorbing boundary conditions.
In this section we discuss the question of nonreflecting boundary conditions as presented in section 1. Under the same assumptions as for theorem 3.1, we show that local, linear, perfectly nonreflecting boundary conditions do not exist.
A theorem on boundary conditions.
Theorem 4.1. Under the same hypothesis as made in theorem 3.1, there is no boundary condition (1.6) sufficient to uniquely determine weak solutions of (1.4) such that the restriction of the solutionũ obtained from (1.1) to Ω coincides with the corresponding solution of (1.4).
Remark. This theorem applies to linear, local boundary conditions. The questions of nonlinear, nonlocal conditions and absorbing boundary layers (PML) are still open. For more information about the PML boundary conditions, see [3] , [4] , [1] , and [2] .
Proof. Throughout the proof, the point x 0 ∈ ∂Ω is considered fixed; nothing depends on x 0 in particular. Hypotheses 1 and 2 are assumed to be satisfied at x 0 .
For any x ∈ ∂Ω, denote by ν(x) the unit normal at this point. Let
See [5] , [6] .
As an example, let ν(x) · A = 0 1 1 0 . Then, for any 1 ≥ α > 0, we can take
We define P 0 and Q 0 as the specific P and Q which also satisfy:
In this example, P 0 and Q 0 correspond to α = 1.
In order to prove theorem 4.1, we need the following lemmas: S(ζ(x) ), for all x ∈ ∂ω (4.6) and z(·, 0) ∈ L 2 (ω) (4.7)
there exists a unique solution of
Lemma 4.2 states that boundary conditions of the form (4.11) suffice for uniqueness, with {P, Q} ∈ S(ν(x)) for almost all x ∈ ∂ω.
We observe that ω does not have to be bounded. We defer the proof to section 5. such that
The proof is deferred to section 6. Proof of Theorem 4.1. Sinceũ, satisfying (1.1), is unique, the boundary condition (1.6), Bu ∂Ω = 0, must imply that u satisfying (1.4)-(1.6) is uniquely determined. Set p = rank P 0 = dimension of positive eigenspace of ν(x 0 ) · A . Denote by X = {ũ(x 0 , t), 0 < t < T | suppũ(·, 0), g ∈ Ω} (4.20)
withũ satisfying (1.1).
If Bu ∂Ω = 0 and u =ũ on ∂Ω, then Bũ ∂Ω = 0, so to prove the theorem it will suffice to prove dim X > p .
(4.21)
The proof of (4.21) follows from three propositions.
Proposition 1. For any ξ ∈ R n , (P ,Q) ∈ S(ν(x 0 )), there exists u ∈ X satisfying
Proposition 2. If (4.21) fails, i.e., dim X ≤ p, then
satisfying (4.5). Since ∂ω = ∂Ω is smooth in a neighborhood of x 0 , there exists a unique z ⊂ L 2 (ω × (0, T )) (T > 0 arbitrary) satisfying 
and we obtain (4.22) from
The result (4.35) needs justification, since z obtained from (4.28)-(4.30) and the existence lemma 4.2 actually satisfy (4.30) in the sense of L 2 (∂ω) but not pointwise. Thus this applies also to u obtained from (4.33) in (4.35) .
Given such ψ, let σ be a small open neighborhood of x 0 ∈ ∂ω, shrinking to {x 0 } as ε ↓ 0. Denote by a ε = (surface area of σ ε ) 1/2 . (4.36)
Then with P (x), Q(x) satisfying (4.26), (4.27), z obtained from (4.28)-(4.30), and u obtained from (4.33), we have (4.35) in the L 2 (∂ω) sense, i.e., 1
(4.37)
As ε ↓ 0, using (4.25), (4.15), and (4.31), each term on the right-hand side of (4.37)→ 0. Proof of Proposition 2. Without loss of generality, we take ν(x 0 ) · A diagonal, and P 0 = diag (λ 1 , . . . , λ p , 0, . . . , 0), Q 0 = (0, . . . , 0, λ p+1 , . . . , λ n ). 
where
Thus if dim X ≤ p, necessarily dim X = p and We construct (P ,Q) ∈ S(ν(x 0 )) such that (4.42) fails. For k, , k , ∈ {1, . . . , n} and for α > 0, denote by D k,α ∈ M n×n (R) the diagonal matrix with components
and for k = , β = 0, E k, ,β , the "elementary matrix", with components
Claim: For any α > 0 and any k, 
(4.50)
Using (4.50), one easily verifies thatP ,Q satisfy (4.2)-(4.4). This verifies the claim above.
We set k = j, = i such that (4.44) holds and determines β from Proof of Proposition 3. We assume hereafter that the theorem fails, and thus by applying proposition 2, dim X = p. TakeΩ, a small sphere within Ω, such thatx 0 ∈ ∂Ω and x 0 ∈ ∂Ω are the closest boundary points, and such that ν(x 0 ) = ν(x 0 ).
(4.54) Fig. 1 As hypotheses 1 and 2 of theorem 3.1 apply also toΩ, using (4.54), so do propositions 1 and 2. In particular, using (4.54), span{w(x 0 , t), 0 < t < T } = R(P 0 (ν(x 0 )) ) = R(P 0 (ν(x 0 )) ), (4.55) where the w(x, t) satisfy
and w(x, 0) = 0, x / ∈Ω . (4.57)
whence from proposition 2, span{w(x 0 , t), 0 < t < T } = R(P 0 (x 0 )). with | | > 0 small and ν (x 0 ) is the unit normal to ∂Ω at x 0 . From (4.60), (4.61),
where X is obtained from (4.20), replacing Ω by Ω . Assumptions (1), (2) and thus propositions 1 and 2 apply also to Ω , so from (4.63) X = X (4.64) and R(P 0 (x 0 )) = R(P 0 (x 0 )) (4.65) and P 0 (x 0 ) is determined using ν (x 0 ). Now (4.65) is equivalent to (3.30), which has been shown to be impossible under hypothesis 2.
Proof of Lemma 4.2.
Remarks. (1) We allow A i to depend on x, t with |A i |, |A i,x i | uniformly bounded in ω × (0, T ).
(2) Adding a term A 0 z to the left-hand side of (4.10) with |A 0 | (uniformly bounded in ω × (0, T ) ) changes nothing. (3) The issue of boundary conditions for hyperbolic systems has received thorough attention in the literature. In some of the classical textbooks, see for example [7] and [8], the well-posedness is proven by separating the problem into a pure Cauchy problem and a semi-infinite problem for a strip along the boundary, using a partition of unity and a proper change of variable. Here, we use a different approach. Proof. We take {H N } ∞ N =1 as a (nested) sequence of subspaces of H 1 (ω) ∩ C(ω) becoming dense in H 1 (ω) as N → ∞.
2), and integrate with respect to t:
uniformly with respect to N , using the definition of (P, Q), (4.2)-(4.4). Extract a weakly convergent subsequence From the condition (4.4) on P, Q, it follows that the right-hand terms in (5.9) must vanish separately. Thus (4.11) holds. In addition, z =z, so there is no boundary layer.
Proof of Lemma 4.3. Using ν(x) ·
A nonsingular, we have rank P = k, rank Q = n − k (6.1) for some k. Using (4.4) and P, Q symmetric, an orthogonal basis making P block diagonal will also make Q block diagonal, in the form
with
nonsingular and symmetric. We use the same block structure for the symmetric matrix (ν(x ) − ν(x)) · A,
We seek P , Q of the form
From (6.2), (6.4), and (6.6), clearly (4.2) holds for P , Q . We find E ∈ M k×k , F ∈ M (n−k)×(n−k) both symmetric so that rank P = k (6.7)
and rank Q = n − k. (6.8) Using (6.6) and (6.1), since E, F, ∆ ± , ∆ 0 are all small, (6.7) is equivalent to F = 1 4 ∆ T 0 (P 1 + ∆ + + E) −1 ∆ 0 , (6.9) and (6.8) is equivalent to
(6.10) (Here "equivalent to" means simply that the indicated inverses exist.) From the ordinary implicit function theorem, for |ν(x )−ν(x)| sufficiently small, there exists a unique E, F satisfying (6.9), (6.10) simultaneously with E , F ≤ c|ν(x ) − ν(x)| ≤ c|x − x|.
(6.11) Equation (4.15) now follows from (6.5) and (6.11), using (6.6) and (6.2). Equation (4.4) for P , Q follows from (6.7), (6.8) using (6.6), (6.2). To prove (4.3) for P , Q , we observe that from (6.3), (6.5), (6.11), for |ν(x ) − ν(x)| sufficiently small, the symmetric matrices (P 1 + ∆ + + E), (−Q 1 − ∆ − + F ) are strictly positive definite, while from (6.9) and (6.10), E, F are nonnegative definite. From (6.6), using (6.9), (6.10), for any a ∈ R k , b ∈ R n−k not both zero,
thus proving (4.3).
Appendix A.
Let
be Maxwell's equations. Here E = (E 1 , E 2 , E 3 ) T and H = (H 1 , H 2 , H 3 ) T , we take Ω = R 3 , and x 0 = (x 0 , y 0 , z 0 ) = (0, 0, 0). As a model of an antenna, we shall use an elementary or Hertz dipole. The elementary dipole is built from two time-dependent charges, q(t) and −q(t). The first one is located at (0, 0, dl/2) and the second one at (0, 0, −dl/2) in some cartesian coordinate system (x , y , z ). The electromagnetic field generated by this dipole is: An array of 'antennas' are placed at the points x θ j = (− cos θ j , sin θ j , 0)L 0 , where θ 0 = 0, θ 1 = π/12, θ 2 = −π/12, θ 3 = π/6, θ 4 = −π/6, θ 5 = π/4, θ 6 = −π/4, and a 'ghost antenna' is placed at (L 0 , 0, 0). The 'observer' is placed at x 0 ; see Fig 1. Each 'antenna' generates an electromagnetic field (A.2), where the coordinate system (x , y , z ) for each 'antenna' is parallel to (x, y, z) and is centered at x θ j . We denote these fields by (E(θ j ), H(θ j )).
If we take the following linear combination:
