In this paper, we present an heuristic finite difference scheme for the second-order linear operator, which is derived from an unconstrained least squares problem defined by the consistency condition on the residuals of order one, two and three in the Taylor expansion of the local truncation error. It is based on a non-iterative calculation of the difference coefficients and can be used to solve efficiently Poisson-like equations on non-rectangular domains which are approximated by structured convex grids.
Introduction
A very important problem in scientific computing is the numerical solution of Poisson-like problems. It is a well studied problem when the domain has a simple geometry; unfortunately, in some specific real-world settings, the domain is irregular and very non-symmetric, and in this case the classical finite difference formulas do not produce accurate results. As a matter of fact, there are rather few reliable finite difference schemes which can be successfully applied on irregular domains. In the following sections we present a sound heuristic scheme based on a least squares problem for this case. The domains of interest here are simply connected polygonal domains -mostly irregular-which can not be decomposed into rectangles. For such domains, it is possible to generate suitable convex structured grids using the direct optimization method, as discussed in detail in [3, 10, 12, 13, 16] . To introduce the required notation for the grids, let m and n be the number of "vertical" and "horizontal" numbers of nodes on the "sides" of a typical domain boundary; the latter is the positively oriented polygonal Jordan curve γ of vertices
and it defines the typical domain Ω ∈ IR 2 . An example can be seen in figure  1 .
of points of the plane with the fixed boundary positions given by V is a structured grid with quadrilateral elements for Ω, of order m × n; a grid G is convex if and only if each one of the (m − 1)(n − 1) quadrilaterals (or cells) c i,j of vertices {P i,j , P i+1,j , P i,j+1 , P i+1,j+1 }, 1 ≤ i < m, 1 ≤ j < n, is convex and non-degenerate (Fig. 2) .
The functional which was minimized to generate the convex structured grids of the numerical tests for this paper, as implemented in UNAMALLA [4] , was the convex linear combination of the area functional S ω (G) and length L(G) with weight σ = 0.5 (See [11] for details).
Finite difference schemes for linear operators
Let us consider the second order linear operator
where A, B, C, D, E and F are smooth functions defined on an open set containing Ω; general finite difference schemes can be obtained by considering a finite set of nodes p 0 = (x 0 , y 0 ),..., p k = (x k , y k ), for which it is required to find coefficients Γ 0 ,
It is important to emphasize that there are few efficient finite difference schemes for numerical solution of partial differential equations on non-rectangular regions using finite differences [1, 2, 5, 6, 7, 9, 14] .
The limit value in (2) is given by the weak consistency condition [15] 
where
In the case of the 3×3 grid defined by p 0 , p 1 , ..., p 8 , the consistency condition up to third order defines the linear system
which must be satisfied by the Γ i coefficients.
One must note that, in general, this system is not well-determined. Hence, the main question is how to produce a solution of (3) which provides a consistent scheme.
In [8] , in order to get a second order scheme, we proposed to calculate the coefficients Γ 0 , Γ 1 , ..., Γ 8 by solving the constrained optimization problem
Problem (4) must be solved iteratively for the 3 × 3 structured subgrid around every inner grid node P i,j defined by G to provide the optimal local approximation to the differential operator (1). Very satisfactory results obtained with this scheme were reported in [8] . In this paper, we propose an alternative heuristic scheme based on an unconstrained optimization problem which is closely related to the constrained one. First, we separate the first equation of the matrix system (3)
and then we solve the least squares problem defined by
through the Cholesky factorization of its normal equations
where 
Next, Γ 0 is obtained from (7). One must note that, due to the lack of restrictions, this scheme is indeed less restrictive than the previous one, and that in some very irregular grids, the residuals of order one and two might not be equal to zero; however, in spite of these facts, a large amount of numerical experiments led us to conclude that the proposed scheme is accurate enough. In a similar manner to the rectangular case, the approximation to the differential operator at every inner grid point produces a linear equation whose coefficients are given by the Γ i values, and the set of all these equations can be rearranged into a sparse matrix-vector algebraic system of equations whose solution approximates the solution of (1).
Numerical Test
For the numerical tests, we have selected 4 polygonal domains which resemble geographical regions: Great Britain (ENG), Havana bay (HAB), Michoacán (MIC) and Ucha (UCH). Using these boundaries, we considered two sets of tests: a) Convex grids with 21 points per side were generated in UNAMALLA by minimizing the functional [4]
these grids were lated uniformly refined in order to generate grids with 41 and 81 points per side. The refined grids with 41 points per side for these regions are shown in figure 3 .
b) Convex grids with 21, 41 and 81 points per side were generated in UNA-MALLA by minimizing the same functional. The optimal grids with 41 points per side for these regions are shown in figure 4 .
The resulting structured grids were used to calculate the Γ i coefficients for the schemes described in the previous section. In all cases, the algebraic systems obtained from (1) 
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Great Britain. Function f inside the domain was chosen in such a way that u was the exact solution in both cases. Moreover, for the boundary, the function u was selected as the Dirichlet condition.
The tests results are summarized in tables 1 and 2 for the tests set a, and in tables 3 and 4 for the test set b. In all the tables, the values of the quadratic error norm is calculated as the grid function
where U and u are the approximated and the exact solution calculated at the i, j th grid point P i,j = (x i,j , y i,j ) respectively, and A i,j is the area of the i, j thelement, calculated as the area of the polygon defined by {P i+1,j , P i,j+1 , P i−1,j , P i,j−1 }; e k andê k are the errors for the unconstrained and the constrained scheme, respectively. In an analogous way, t k andt k are the CPU times for the unconstrained and the constrained scheme. The empirical order is calculated as
, where e k and N k denote the quadratic error and number of points per side, which are calculated for a given grid and the coarser one for the same region. The examination of the empirical errors shows that both schemes produce numerical solutions which are very close, despite one of them, the heuristic, was defined by an unconstrained problem. However, the algebraic systems assembled for the heuristic scheme are solved faster in all the tests. Another important issue is that the presence of strong non convexities in the boundaries causes the generation of elongated grids cells which affect the accuracy of the numerical solution for both schemes, although the unconstrained heuristic scheme turns out to be more robust than the constrained one in most of the numerical tests (and always more robust in the case of the refined grids of the test set a). Nevertheless, in a similar way to the case of finite elements on very elongated triangles, convergence is expected to be achieved [17] . Table 4 : Problem 2 data. Test set b.
Conclusion
As follows from the numerical tests, the proposed heuristic scheme produces satisfactory results and, even though it might be in theory slightly less accurate than the scheme addressed in [8] , it was as robust as the scheme defined by a local constrained optimization problem 4. In addition, in all the tests, it was notably faster due to the lack of constraints. This leds to conclude that it can be used with ease in order to get reliable approximations to the solution of linear second-order partial equations in irregular regions. Besides, its implementation can be made in a very simple direct way.
