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Abstract. A binary code is called a superimposed cover-free (s, ℓ)-code if the code is identified
by the incidence matrix of a family of finite sets in which no intersection of ℓ sets is covered by the
union of s others. A binary code is called a superimposed list-decoding sL-code if the code is
identified by the incidence matrix of a family of finite sets in which the union of any s sets can cover
not more than L − 1 other sets of the family. For L = ℓ = 1, both of the definitions coincide and
the corresponding binary code is called a superimposed s-code. Our aim is to obtain new lower and
upper bounds on the rate of the given codes. The most interesting result is a lower bound on the
rate of superimposed cover-free (s, ℓ)-codes based on the ensemble of constant weight binary codes.
If the parameter ℓ ≥ 1 is fixed and s → ∞, then the ratio of this lower bound to the best known
upper bound converges to the limit 2 e−2 = 0, 271. For the classical case ℓ = 1, the given statement
means that the upper bound on the rate of superimposed s-codes obtained by A.G. Dyachkov and
V.V. Rykov (1982) is asymptotically attained to within a constant factor a, 2 e−2 ≤ a ≤ 1.
Index terms. Superimposed codes, rate of codes, bounds on the rate, group testing, screening
experiments, search designs.
1 Notations, Definitions and Results
Let N , t, s, L and ℓ be integers, where 1 ≤ s < t, 1 ≤ L ≤ t− s, 1 ≤ ℓ ≤ t− s. Let , denote
the equality by definition, |A| – the size of A and [N ] , {1, 2, . . . , N} - the set of integers from 1
to N . A binary (N × t)-matrix
X = ‖xi(j)‖, xi(j) = 0, 1, x i , (xi(1), . . . , xi(t)), x (j) , (x1(j), . . . , xN (j)), (1)
i ∈ [N ], j ∈ [t], with N rows x 1, . . . ,xN and t columns x (1), . . . ,x (t) (codewords) is called a
binary code of length N and size t. The number of 1’s in column x(j), i.e., |x (j)| ,
N∑
i=1
xi(j),
is called the weight of x(j), j ∈ [t]. A code X is called a constant weight binary code of weight
w, 1 < w < N , if for any j ∈ [t], the weight |x (j)| = w. The standard symbol
∨
denotes the
disjunct (Boolean) sum of two binary numbers:
0
∨
0 = 0, 0
∨
1 = 1
∨
0 = 1
∨
1 = 1,
as well as the component-wise disjunct sum of two binary columns. We say that a column u
covers column v (u  v) if u
∨
v = u. The standard symbol ⌊a⌋ (⌈a⌉) will be used to denote
the largest (least) integer ≤ a (≥ a).
0The given article is a preprint of the paper which is published in Problems of Information Transmission, 2014,
Vol. 50, No. 1., pp. 27-56
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Definition 1. [1]. A code X is called a superimposed cover-free (s, ℓ)-code (briefly, CF
(s, ℓ)-code) if for any two non-intersecting sets S, L ⊂ [t], |S| = s, |L| = ℓ, S ∩ L = ∅, there
exists a row x i, i ∈ [N ], for which
xi(j) = 0 for any j ∈ S, and xi(k) = 1 for any k ∈ L.
Taking into account the evident symmetry over s and ℓ, we introduce tcf (N, s, ℓ) = tcf (N, ℓ, s)
- the maximal size of CF (s, ℓ)-codes of length N and Ncf (t, s, ℓ) = Ncf (t, ℓ, s) - the minimal
length of CF (s, ℓ)-codes of size t. We also define the rate of CF (s, ℓ)-codes:
R(s, ℓ) = R(ℓ, s) , lim
N→∞
log2 tcf(N, s, ℓ)
N
= lim
t→∞
log2 t
Ncf (t, s, ℓ)
. (2)
Definition 2. [2]. A code X is called a list-decoding superimposed code of strength s and list
size L (briefly, LD sL-code), if the disjunct sum of any s-subset of codewords X can cover not
more than L−1 codewords that are not components of the given s-subset. Introduce tld(N, s, L)
– the maximal size of LD sL-codes of length N and Nld(t, s, L) – the minimal length of LD
sL-codes of size t. We also define the rate of LD sL-codes:
RL(s) , lim
N→∞
log2 tld(N, s, L)
N
= lim
t→∞
log2 t
Nld(t, s, L)
. (3)
If L = ℓ = 1, then Definitions 1 and 2 coincide, i.e., R1(s) = R(s, 1), s = 1, 2, . . . , and the
corresponding code is called a superimposed s-code. Superimposed s-codes were introduced in
the initial paper [3], where the first nontrivial properties, applications and constructions1 were
developed. In addition, the problem of obtaining bounds on the rate R(s, 1) was suggested.
1.1 Lower and Upper Bounds on R(s, 1)
The best known lower bound on the rate R(s, 1) was obtained in paper [6], where using a
random coding method based on the ensemble of binary constant weight codes2, we proved that
R(s, 1) ≥ R(s, 1) , s−1 · max
0<Q<1
A(s,Q), s = 1, 2, . . . , (4)
A(s,Q) , log2
Q
1− y
− sK(Q, 1− y)− K
(
Q,
1− y
1− ys
)
, (5)
K(a, b) , a · log2
a
b
+ (1− a) · log2
1− a
1− b
, 0 < a, b < 1, (6)
and y = y(s,Q), 1−Q ≤ y < 1, is the unique root of the equation:
y = 1 − Q + Qys ·
1− y
1− ys
, 1−Q ≤ y < 1. (7)
1Later on, the constructions were essentially extended in [4]-[5]
2The ensemble of constant weight codes is the particular case of a code ensemble called the fixed-composition
ensemble (FCE) which was suggested in [7] to construct the best upper bounds on error probability for discrete
memoryless channels. In [8], the FCE was applied to a similar problem for multiple access channels. In [9]-[11],
we studied the logarithmic asymptotics of average error probability for FCE.
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If s→∞, then the asymptotic behavior of (4)-(7) has the form:
R(s, 1) ≥ R(s, 1) =
1
s2 log2 e
(1 + o(1)) =
0, 693
s2
(1 + o(1)). (8)
Here and below, e = 2, 718 is the base of the natural logarithm.
Obviously [3], R(s, 1) ≤ 1/s, s = 1, 2, . . . , and the best known upper bound on R(s, 1) was
constructed in [12]. This upper bound is called a recurrent bound and it will be denoted by the
symbol R(s, 1), s = 1, 2, . . . . For its description, we introduce the standard notation of binary
entropy
h(v) , −v log2 v − (1− v) log2(1− v), 0 < v < 1, (9)
and for each integer s, s ≥ 1, define the following function:
fs(v) , h(v/s) − v h(1/s), 0 < v < 1, s = 1, 2, . . . . (10)
Evidently [12], for any value of argument v, 0 < v < 1, the function fs(v) is positive and
∩-convex. In addition, its maximal value
max
0<v<1
fs(v) = fs(vs) where vs ,
s
1 + 2s·h(
1
s)
, s = 1, 2, . . . . (11)
Put
R(1, 1) , 1, R(2, 1) , max
0<v<1
f2(v) = f2(v2) = 0, 322, (12)
and for s = 3, 4, . . . , the sequence R(s, 1) is defined [12] (see, also [13]) as the unique root of the
following recurrent equation:
R(s, 1) = fs
(
1−
R(s, 1)
R(s− 1, 1)
)
, s = 3, 4, . . . . (13)
In [12], we proved the inequalities
R(s, 1) ≤ R(s, 1) ≤
2 log2[e(s + 1)/2]
s2
, s = 2, 3, . . . , (14)
which yield the asymptotic upper bound:
R(s, 1) ≤
2 log2 s
s2
(1 + o(1)), s→∞. (15)
For s = 2, 3, . . . , 6, the numerical values of the lower bound R(s, 1) defined by (4)-(7) and the
upper bound R(s, 1) defined by (12)-(13) are given in Table 1.
In Sect. 2.1, we prove
Theorem 1. If s ≥ 8, then the recurrent sequence R(s, 1) satisfies the inequality
R(s, 1) ≥
2 log2[(s+ 1)/8]
(s+ 1)2
, s ≥ 8. (16)
From (14) and (16), it follows that the asymptotic equality is
R(s, 1) =
2 log2 s
s2
(1 + o(1)), s→∞. (17)
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For classical superimposed s-codes, the main result of our work is presented by
Theorem 2. For the rate R(s, 1), the asymptotic inequality takes place:
R(s, 1) ≥
4e−2 log2 s
s2
(1 + o(1)) =
0, 542 log2 s
s2
(1 + o(1)), s→∞. (18)
Our new lower bound (18) essentially improves inequality (8). To within a constant factor
a, 4e−2 ≤ a ≤ 2, bounds (15) and (18) establish the asymptotic behavior for the rate R(s, 1)
of superimposed s-codes. It is important to note that Theorem 2 will be proved in Sect. 2.2
as a consequence of lower bounds on the rate R(s, ℓ) for CF (s, ℓ)-codes at ℓ ≥ 2. These lower
bounds are formulated in Sect. 1.2 and will be constructed in Sect. 2.2 using a random coding
method based on the ensemble of binary constant weight codes.
1.2 Upper and Lower Bounds on R(s, ℓ) for 2 ≤ ℓ ≤ s
Superimposed cover-free (s, ℓ)-codes (CF (s, ℓ)-codes) were introduced in [1]. The first upper
bounds on R(s, ℓ) for CF (s, ℓ)-codes, 2 ≤ ℓ ≤ s, were obtained in [13]-[14]. In papers [15]-[16],
the following recurrent inequality was proved:
R(s, ℓ) ≤
R(s− i, ℓ− j)
R(s− i, ℓ− j) + (i+j)
i+j
ii·jj
, i ∈ [s − 1], j ∈ [ℓ− 1], (19)
which can be considered as an improvement of the recurrent inequality
R(s, ℓ) ≤ R(s− i, ℓ− j) ·
ii · jj
(i+ j)i+j
, i ∈ [s− 1], j ∈ [ℓ− 1], (20)
established in [17]. The recurrent inequality (19) and the recurrent upper bound R(s, 1), s ≥ 1,
defined by (10)-(13), yield the best known upper bound on R(s, ℓ) having the following recurrent
form:
R(s, ℓ) ≤ R(s, ℓ) , min
i∈[s−1]
min
j∈[ℓ−1]
R(s− i, ℓ− j)
R(s− i, ℓ− j) + (i+j)
i+j
ii·jj
, 2 ≤ ℓ ≤ s. (21)
The asymptotic consequence of (21) proved in Sect. 2.2 is given by
Theorem 3. [18]. If s→∞ and ℓ ≥ 2 is fixed, then
R(s, ℓ) ≤ R(s, ℓ) ≤
(ℓ+ 1)ℓ+1
2 eℓ−1
·
log2 s
sℓ+1
· (1 + o(1)), ℓ ≥ 2, s→∞. (22)
Up to now, the best known lower bound for R(s, ℓ), 2 ≤ ℓ ≤ s, was obtained in [13] with
the help of a random coding method based on the standard ensemble with independent compo-
nents of binary codewords and a special ensemble with independent constant weight codewords
suggested in [19]. For fixed ℓ ≥ 2 and s→∞, the asymptotic behavior of this lower bound can
be written [13] as follows
R(s, ℓ) ≥
e−ℓℓℓ+1 log2 e
sℓ+1
(1 + o(1)), ℓ ≥ 2, s→∞. (23)
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The central result of our paper is a new random coding bound for R(s, ℓ), 2 ≤ ℓ ≤ s. The
bound is formulated below as Theorem 4 and will be proved in Sect. 2.2. The given lower bound
is based on the ensemble of binary codes with independent constant weight codewords.
Theorem 4. (Random coding bound R(s, ℓ).) The following two statements take place.
1. Let 2 ≤ ℓ ≤ s. Then the rate of CF (s, ℓ)-codes
R(s, ℓ) ≥ R(s, ℓ) ,
1
s+ ℓ− 1
max
0<z<1
T (z, s, ℓ), (24)
T (z, s, ℓ) ,
ℓzs(1− z)ℓ
1− zs(1− z)ℓ
log2
[
z
1− z
]
+ (s + ℓ− 1)×
× log2
[
1− zs(1− z)ℓ
]
− (s+ ℓ)
z − zs(1− z)ℓ
1− zs(1− z)ℓ
log2
[
1− zs−1(1− z)ℓ
]
. (25)
2. If s→∞ ℓ ≥ 2 is fixed, then the lower bound R(s, ℓ) satisfies the asymptotic equality:
R(s, ℓ) =
e−ℓℓℓ+1 log2 s
sℓ+1
(1 + o(1)). s→∞, ℓ = 2, 3, . . . . (26)
In Sect. 2.2, with the help of Theorem 4 we prove
Theorem 5. For any fixed ℓ = 1, 2, . . . and s→∞, the rate R(s, ℓ) satisfies the asymptotic
inequality
R(s, ℓ) ≥
(
ℓ+ 1
e
)ℓ+1 log2 s
sℓ+1
(1 + o(1)), ℓ = 1, 2, . . . , s→∞. (27)
Theorem 5 essentially improves the asymptotic behavior of the lower bound (23). From
Theorem 5 follows Theorem 2 because inequality (18) of Theorem 2 is the particular case of (27)
at ℓ = 1. From the evident comparison of the upper bound (22) with the lower bound (27) the
result formulated in the abstract of our paper follows.
For fixed s ≥ 2, any i = 1, 2, . . . and any integer parameter j, 2 ≤ j ≤ s, inequality (19) can
be written in the form
R(s+ i, j) ≤
R(s, 1)
R(s, 1) + (i+j−1)
i+j−1
ii(j−1)j−1
, 2 ≤ j ≤ s, i = 1, 2, . . .
or
R(s, 1) ≥
R(s+ i, j)
1−R(s+ i, j)
(i+ j − 1)i+j−1
ii (j − 1)j−1
, 2 ≤ j ≤ s, i = 1, 2, . . . .
Therefore, the rate of superimposed s-codes
R(s, 1) ≥ R′(s, 1) , max
i≥1, 2≤j≤s
{
R(s+ i, j)
1−R(s+ i, j)
(i+ j − 1)i+j−1
ii(j − 1)j−1
}
. (28)
In the right-hand side of (28), the lower bound of Theorem 4 is used. In Table 1, for ℓ = 1
and 2 ≤ s ≤ 6, we give the numerical values of the lower bound R′(s, 1) along with the optimal
parameters (i, j) from definition (28). For 3 ≤ s ≤ 6, the given values improve the lower bound
R(s, 1) defined by (4)-(7). For 2 ≤ ℓ ≤ s ≤ 6, Table 1 also gives the values of the upper bound
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R(s, ℓ), defined by (21), and the values of the lower bound R(s, ℓ) along with the values of
optimal relative weight Q(s, ℓ) for the ensemble used in Theorem 4. In the proof of Theorem 4,
the following asymptotic equality will be established
Q(s, ℓ) =
ℓ
s
(1 + o(1)), s→∞, ℓ = 2, 3, . . . . (29)
Table 1:
(s, 1) (2, 1) (3, 1) (4, 1) (5, 1) (6, 1)
R(s, 1) 3, 22 · 10−1 1, 99 · 10−1 1, 40 · 10−1 1, 06 · 10−1 8, 30 · 10−2
R(s, 1) 1, 82 · 10−1 7, 9 · 10−2 4, 4 · 10−2 2, 8 · 10−2 1, 9 · 10−2
R′(s, 1) 1, 28 · 10−1 8, 2 · 10−2 5, 66 · 10−2 4, 20 · 10−2 3, 246 · 10−2
(i, j) (1, 2) (2, 2) (3, 2) (3, 2) (4, 2)
(s, ℓ) (2, 2) (3, 2) (4, 2) (5, 2) (6, 2)
R(s, ℓ) 1, 61 · 10−1 7, 44 · 10−2 4, 55 · 10−2 2, 86 · 10−2 2, 03 · 10−2
R(s, ℓ) 5, 84 · 10−2 3, 1 · 10−2 1, 85 · 10−2 1, 2 · 10−2 8, 25 · 10−3
Q(s, ℓ) 0, 32 0, 27 0, 24 0, 21 0, 19
(s, ℓ) (3, 3) (4, 3) (5, 3) (6, 3) (4, 4)
R(s, ℓ) 3, 87 · 10−2 1, 83 · 10−2 1, 09 · 10−2 6, 69 · 10−3 9, 58 · 10−3
R(s, ℓ) 9, 78 · 10−3 5, 53 · 10−3 3, 36 · 10−3 2, 15 · 10−3 1, 92 · 10−3
Q(s, ℓ) 0, 34 0, 31 0.28 0, 26 0, 35
(s, ℓ) (5, 4) (6, 4) (5, 5) (6, 5) (6, 6)
R(s, ℓ) 4, 55 · 10−3 2, 56 · 10−3 2, 39 · 10−3 1, 14 · 10−3 5, 97 · 10−4
R(s, ℓ) 1, 1 · 10−3 6, 71 · 10−4 4, 04 · 10−4 2, 34 · 10−4 8, 83 · 10−5
Q(s, ℓ) 0, 32 0, 30 0, 37 0, 35 0, 38
1.3 Bounds on the Rate RL(s) for LD sL-Codes
Superimposed list-decoding codes (LD sL-codes) were introduced in [2] where nontrivial
bounds on the rate RL(s) were obtained. Some constructions were considered in [5] (see,
also [20]-[22]) in connection with two-stage pooling designs arising from the potentialities of
molecular biology to identify any p-subset, p ≤ s, of positive clones in the clone-library of size t.
From Definition 2, follows the possibility of applying an LD sL-code X of size t and length
N at the first screening stage. Then, in a confirmatory (second) screening stage, ≤ s + L − 1
candidates are confirmed individually. In other words, if the number of positive clones ≤ s,
then the two stage list decoding algorithm needs to carry out ≤ N + s + L − 1 tests (pools).
Note, that at fixed s ≥ 2, the rate of two-stage pooling designs RL(s) is an increasing function
of parameter L ≥ 1 and, hence, the number
R∞(s) , lim
L→∞
RL(s), s = 2, 3, . . . , (30)
can be interpreted as the maximal rate for two-stage group testing in the disjunct search model
of p, p ≤ s, positives.
The following important properties of LD sL-codes arise immediately from Definition 2.
Proposition 1. [2]. Let X be an arbitrary sL-code of length N and size t. Let Ms(y ,X),
y ∈ {0, 1}N , denote the set of s-collections of codewords of X such that for any s-collection from
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Ms(y ,X), the disjunct sum of its s codewords is equal to y . Using Definition 2 and obvious
arguments by contradiction, we obtain that for any y ∈ {0, 1}N , the size |Ms(y ,X)| ≤
(s+L−1
s
)
.
Since the number of all s-collections of codewords of X is equal to
(t
s
)
, then(
t
s
)
=
∑
y
|Ms(y ,X)| ≤
(
s+ L− 1
s
)
2N .
According to definition (3), these inequalities lead to lower and upper bounds:
Nld(t, s, L) ≥ log2
(t
s
)
(s+L−1
s
) =⇒ (RL(s) ≤ 1
s
)
, s ≥ 1, L ≥ 1. (31)
Proposition 2. Let s > L ≥ 2, and X be an arbitrary LD sL-code of length N and
size t. A column (codeword) of X is called an ⌊s/L⌋-bad column for X, if X contains ⌊s/L⌋
other columns such that their disjunct sum covers the given column. Otherwise, we say that
the column is ⌊s/L⌋-good column for X and, obviously, the set of all ⌊s/L⌋-good columns for
X is a classical superimposed ⌊s/L⌋-code. Note that an LD sL-code X can contain not more
than L− 1 of ⌊s/L⌋-bad columns. Indeed, if there exists an L-collection of ⌊s/L⌋-bad columns
of X, then the given L-collection is covered by a disjunct sum of ≤ L · ⌊s/L⌋ ≤ s columns of
X. This contradicts the definition of LD sL-code. In other words, any sL-code of size t and
length N contains at least t − (L − 1) codewords constituting a superimposed ⌊s/L⌋-code of
length N . Therefore, the maximal size tld(N, s, L) and the rate RL(s) satisfy the inequalities
tld(N, s, L) ≤ tld (N, ⌊s/L⌋ , 1) + L− 1 =⇒ RL(s) ≤ R (⌊s/L⌋ , 1) , L ≤ s. (32)
Proposition 3. [2]. If all
(t
s
)
disjunct sums corresponding to different s-collections of
columns of a code X are distinct, then the code X is an LD (s− 1)2-code. The given sufficient
condition for LD (s− 1)2-code is, evidently, proved by contradiction.
The first results about the upper and lower bounds on the rate RL(s) for L ≥ 2 were
published in [2]. The upper bound on RL(s) was obtained as an obvious consequence of the
second inequality in (32) and the upper bound (14). The lower bound on RL(s) was proved by a
random coding method based on the standard ensemble of binary codewords with independent
components.
In consequent works [23]-[24], the given bounds were improved and the best known upper and
lower bounds on the rate RL(s) are presented below in the form of Theorem 6 and Theorem 7.
They will be proved in Sect. 2.3 of the given paper. Without the proof, Theorems 6 was
previously formulated in survey [24].
Theorem 6. (Recurrent upper bound RL(s)). The following three statements take place.
1. For any fixed L ≥ 1, the rate of LD sL-codes RL(s) ≤ RL(s), s = 1, 2, . . . , and the sequence
RL(s), s = 1, 2, . . . , is defined recurrently:
• if 1 ≤ s ≤ L, then
RL(s) , 1/s, s = 1, 2, . . . , L ; (33)
• if s ≥ L+ 1, then
RL(s) , min{1/s; rL(s)}, s = L+ 1, L+ 2, . . . , (34)
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and rL(s) is the unique root of the equation
rL(s) , max
(36)
f⌊s/L⌋(v), s = L+ 1, L+ 2, . . . , (35)
where the function fn(v), n = 1, 2, . . . , of parameter v, 0 < v < 1, is defined by (9)− (10)
and the maximum is taken over all v satisfying the condition
0 < v < 1−
rL(s)
RL(s− 1)
; (36)
• if s > 2L, then equation (35) can be written in the form of the equality:
rL(s) = f⌊s/L⌋
(
1−
rL(s)
RL(s − 1)
)
, L ≥ 1, s > 2L. (37)
2. For any L ≥ 1, there exists an integer s(L) ≥ 2 that
RL(s) =
{
1/s if s = s(L)− 1,
< 1/s if s ≥ s(L),
and s(L) = L log2 L at L →∞. 3. If L ≥ 1 is fixed and s→∞, then
RL(s) =
2L log2 s
s2
(1 + o(1)). (38)
The recurrent bound (33)-(37) and asymptotic behavior (38) are generalizations of the re-
current bound (12)-(13) and the asymptotic behavior (17).
Theorem 7. (Random coding bound RL(s)). The following three statements take place.
1. The rate of LD sL-codes
RL(s) ≥ RL(s) ,
1
s+ L− 1
max
0<Q<1
AL(s,Q), (39)
AL(s,Q) , log2
Q
1− y
− sK(Q, 1− y)− LK
(
Q,
1− y
1− ys
)
, s ≥ 1, L ≥ 1, (40)
where we use the notation (6) and parameter y, 1−Q ≤ y < 1, is defined as the unique root of
the equation
y = 1−Q+Qys
[
1−
(
y − ys
1− ys
)L]
, 1−Q ≤ y < 1. (41)
2. For fixed L = 1, 2, . . . and s → ∞, the asymptotic behavior of the random coding bound
RL(s) has the form
RL(s) =
L
s2 log2 e
(1 + o(1)). (42)
3. At fixed s = 2, 3, . . . and L→∞ there exists
R∞(s) , lim
L→∞
RL(s) = log2
[
(s − 1)s−1
ss
+ 1
]
. (43)
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If s→∞, then R∞(s) =
log2 e
e·s (1 + o(1)) =
0,5307
s (1 + o(1)).
Remark 1. For the particular case L = 1, the lower bound (39)-(41) and asymptotic
behavior (42) coincide with the lower bound (4)-(7) and (8). In the proofs of Theorems 4 and 7,
we analyze our random coding method for a constant weight code ensemble and observe why the
asymptotic behavior (s→∞, ℓ ≥ 2 - fixed) of the random coding bound (26) for CF (s, ℓ)-codes
essentially differs from the asymptotic behavior (s → ∞) of the random coding bound (8) for
classical superimposed s-codes.
The right-hand side of (43) gives the best known lower bound on the maximal rate (30) for
two-stage group testing in the disjunct search model. An open problem is to obtain an upper
bound on the rate (30) improving the evident upper bound R∞(s) ≤ 1/s which follows from (31).
Remark 2. We would like to mention paper [25] yielding a lower bound on (30) that is
better than (43) but, unfortunately, its proof contains a principal mistake.
Table 2 presents the numerical values of RL(s) for some small values of parameters s and L
along with the corresponding values of the optimal relative weight QL(s) in the right-hand side
of (39). In Table 2, the numerical values of the lower bound (43) are given as well. In proofs of
Statements 2 and 3, we establish the following asymptotic equalities:
QL(s) =
ln 2
s
+
L ln2 2
s2
+ o
(
1
s2
)
, s→∞, L = 1, 2, . . . , (44)
QL(s) =
[
ss
(s− 1)s−1
+ 1
]−1
+ o(1), L→∞, s = 2, 3, . . . . (45)
Table 2:
(s, L) (2, 2) (2, 3) (2, 4) (2, 5) (2, 6)
RL(s) 2, 35 · 10
−1 2, 59 · 10−1 2, 72 · 10−1 2, 81 · 10−1 2, 87 · 10−1
QL(s) 0, 24 0, 23 0, 23 0, 22 0, 22
(s, L) (3, 2) (3, 3) (3, 4) (3, 5) (3, 6)
RL(s) 1, 14 · 10
−1 1, 34 · 10−1 1, 46 · 10−1 1, 55 · 10−1 1, 61 · 10−1
QL(s) 0, 18 0, 17 0, 16 0, 16 0, 15
(s, L) (4, 2) (4, 3) (4, 4) (4, 5) (4, 6)
RL(s) 6, 84 · 10
−2 8, 37 · 10−2 9, 40 · 10−2 1, 01 · 10−1 1, 06 · 10−1
QL(s) 0, 14 0, 13 0, 13 0, 12 0, 12
(s, L) (5, 2) (5, 3) (5, 4) (5, 5) (5, 6)
RL(s) 4, 55 · 10
−2 5, 74 · 10−2 6, 59 · 10−2 7, 22 · 10−2 7, 71 · 10−2
QL(s) 0.12 0.11 0.11 0.10 0.10
(s, L) (6, 2) (6, 3) (6, 4) (6, 5) (6, 6)
RL(s) 3, 255 · 10
−2 4, 20 · 10−2 4, 90 · 10−2 5, 44 · 10−2 5, 86 · 10−2
QL(s) 0, 10 0, 09 0, 09 0, 09 0, 09
s 2 3 4 5 6
R∞(s) 0, 322 0, 199 0, 145 0, 114 0, 094
Evidently, the rate of LD sL-codes RL(s) satisfies the inequality
R′(s, 1) ≤ R(s, 1) = R1(s) ≤ RL(s), L = 1, 2, . . . , s = 1, 2, . . . ,
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where the lower boundR′(s, 1) is defined by (28). Hence, one can compare the lower boundRL(s)
defined by (39)-(41) with the bound R′(s, 1). Tables 1-2 show that for L = 2 and 2 ≤ s ≤ 6, the
values of R2(s) improve (exceed) the values of R
′(s, 1), and it is easy to check that for s ≥ 7,
the values of R′(s, 1) become greater than values of R2(s). This corresponds to the asymptotic
behavior of the given bounds. The same is also true when L ≥ 2.
1.4 Disjunct Search Designs
Definition 3. [2]-[3]. A code X is called a disjunct s-design ((≤ s)-design), if the disjunct
(Boolean) sum of any collection containing s (≤ s) columns of the code X differs from the
disjunct sum of any other collection containing s (≤ s) columns of the code X. Denote by
N(t,= s) (N(t,≤ s)) the minimal number of rows for disjunct s-designs ((≤ s)-designs) of
size t. Introduce the rate of disjunct s-designs ((≤ s)-designs):
R(= s) , lim
t→∞
log2 t
N(t,= s)
, R(≤ s) , lim
t→∞
log2 t
N(t,≤ s)
. (46)
Obviously [3], the rate
R(≤ s) ≤ R(= s) ≤ 1/s, s = 1, 2, . . . . (47)
In the non-adaptive disjunct search model of s (≤ s) defects among a set of t elements, Def-
inition 3 gives the necessary and sufficient condition for identification. Any disjunct s-design
can be considered as the incidence matrix for a union-free family [26] containing t subset of the
set [N ]. For any s = 2, 3, . . . , the rates (2)-(3) and (46) satisfy the following inequalities
R(s, 1) ≤ R(≤ s) ≤ R(s− 1, 1), R(= s) ≤ R2(s− 1), s = 2, 3, . . . . (48)
The first and second inequalities were observed in [3] and the third inequality was established
in [2] as the consequence of Proposition 3.
Calculations by formulas (33)-(37) give: s(1) = 2, s(2) = 6, s(3) = 12, s(4) = 20, s(5) = 25,
s(6) = 36,. . . . For L = 2, and s = 7, 8, . . . , 14 we have the following values of R2(s− 1):
s 7 8 9 10 11 12 13 14
1/s 0,143 0,125 0,111 0,100 0,091 0,083 0,077 0,071
R2(s− 1) 0,163 0,141 0,117 0,102 0,086 0,076 0,066 0,059
Table 3.
Table 3 shows that the upper bound R2(s− 1) < 1/s if s ≥ 11. Therefore, the third inequality
in (48) means that the rate of disjunct s-designs R(= s) < 1/s if s ≥ 11. For s = 2, the
nontrivial inequality R(= 2) ≤ 0, 4998 < 1/2 was proved in [26]. For 3 ≤ s ≤ 10, the inequality
R(= s) < 1/s is our conjecture.
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2 Proofs of Theorems
2.1 Proof of Theorem 1
Let s = 2, 3, . . . be a fixed integer, the function fs(x), 0 < x < 1, is defined by (9)-(10), and
Ks ,

 max
0≤x≤
Ks−Ks−1
Ks
fs(x)


−1
, s = 2, 3, . . . , K1 , 1,
denotes the recurrent sequence, introduced in [12]. Note that the statement of Theorem 1, i.e.,
inequality (16), is equivalent to the inequality
Ks ≤
(s + 1)2
2 log2[(s + 1)/8]
, s ≥ 8. (49)
If 9 ≤ s ≤ 236, then one can check (49) by computer calculations.
If s ≥ 237, then the proof of (49) is based on the following properties of the sequence Ks:
Ks =
[
fs
(
1−
Ks−1
Ks
)]−1
, 1−
Ks−1
Ks
< vs, s ≥ 3; (50)
vs >
s
1 + se
>
2
s
, s ≥ 8, (51)
which are formulated with the help of definitions (9)-(12). For the fixed parameter s ≥ 3, the
property (50) and the first inequality in (51) were established in [12]-[13]. For s ≥ 8, the second
inequality in (51) is evident. Moreover, for 0 < x < 1 and s ≥ 2, the following bounds
fs(x) , −
x
s
(log2 x− log2 s)−
(
1−
x
s
)
log2
[
1−
x
s
]
−
x
s
log2 s+ x
(
1−
1
s
)
log2
[
1−
1
s
]
=
= −
x
s
log2 x+ x
(
1−
1
s
)
log2
[
1−
1
s
]
−
(
1−
x
s
)
log2
[
1−
x
s
]
≥
≥ −
x
s
log2 x+ x
(
1−
1
s
)
log2
[
1−
1
s
]
+
(
1−
x
s
) x
s
log2 e, 0 < x < 1, s ≥ 2, (52)
(s− 1) log2
[
1−
1
s
]
> − log2 e, s ≥ 2, (53)
hold. They are arising from definitions (9)-(10) of function fs(x) and the standard logarithmic
inequality:
lnu ≤ u− 1, u > 0. (54)
In the consequent proof of inequality (49) for s ≥ 237, we analyze separately two cases. In
the first case we consider values of s, s ≥ 237, for which 1− Ks−1Ks >
2
s , and in the second case –
values of s, s ≥ 237, when 1− Ks−1Ks ≤
2
s .
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1. Let s ≥ 237 and 1−Ks−1Ks >
2
s . Then, applying the increasing property of fs(x), 0 < x ≤ vs,
and (50)-(53), one can easily check the following sequence of statements:
Ks =
1
fs
(
1− Ks−1Ks
) < 1
fs
(
2
s
) ≤ 1
2
s2
log2
[
s
2
]
+ 2 log2 e
s2
(
1− 2
s2
)
+ 2(s−1)
s2
log2
[
1− 1s
] =
=
s2
2 log2
[
s
2
]
+ 2 log2 e−
4 log2 e
s2
+ 2(s− 1) log2
[
1− 1s
] < s2
2 log2
[
s
4
] .
For the first case, inequality (49) is established.
2. Let s ≥ 237 and 1 − Ks−1Ks ≤
2
s . Introduce ts , 1 −
Ks−1
Ks
≤ 2s . In virtue of (50)-(52), we
have
fs(x) ≥
x
s
(
− log2 x+ log2 e−
x log2 e
s
+ (s− 1) log2
[
1−
1
s
])
≥
≥
x
s
(
−
x log2 e
s
− log2 x
)
, 0 < x < 1, s ≥ 2. (55)
Note that the function qs(x) ,
(
−x log2 es − log2 x
)
is a decreasing function for x > 0.
Hence, qs(ts) ≥ qs
(
2
s
)
because ts ≤
2
s . In virtue of (55), this gives the inequality
fs(ts) ≥
ts
s
qs(ts) ≥
ts
s
qs
(
2
s
)
=
ts
s
(
−
2 log2 e
s2
+ log2
[s
2
])
> 0. (56)
One can write
Ks −Ks−1 = Ksts =
ts
fs(ts)
≤
s
log2
[
s
2
]
− 2 log2 e
s2
≤
s
log2
[
s
4
] , s ≥ 8.
The first and second equalities arise from the form of notation ts and property (50). Then
we apply (56) and take into account that s ≥ 8. In other words, we obtain the recurrent
inequality:
Ks ≤ Ks−1 +
s
log2
[
s
4
] , s ≥ 8. (57)
For s ≥ 237, inequality (57) leads to (49) if one can prove that
s2
2 log2
[
s
8
] + s
log2
[
s
4
] < (s+ 1)2
2 log2
[
s+1
8
] , s ≥ 237. (58)
With the help of (54) one can easily derive (58) from the inequality
s2
2 log2
[
s
8
] + s
log2
[
s
4
] < (s+ 1)2
2
(
log2 s+
log2 e
s − 3
) , s ≥ 237. (59)
At last, for any s ≥ 237, inequality (59) is equivalent to the following evident inequality:
s ((2− log2 e) log2 s+ 2 log2 e− 6) + log
2
2 s− (5 + 2 log2 e) log2 s+ 6 + 6 log2 e > 0.
Theorem 1 is proved. 
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2.2 Proof of Bounds on the Rate of CF (s, ℓ)-Codes
2.2.1 Proof of Theorem 4
Proof of Statement 1. To obtain the lower bound on R(s, ℓ), 2 ≤ ℓ ≤ s, we apply the
random coding method [6] based on the ensemble of binary constant weight codes. Let Q,
0 < Q < 1, be a fixed parameter. We will use notations (1)-(2) introduced in Definition 1 of
CF (s, ℓ)-code X of length N and size t. For an arbitrary constant weight code X of weight
w and any set S ⊂ [t], the symbol x (S) , {x (j) : j ∈ S} will denote the corresponding set
of codewords (columns) of the code X. For any two non-intersecting sets S, L ⊂ [t], |S| = s,
|L| = ℓ, S ∩ L = ∅, the corresponding pair (x (S),x (L)) is called an (s, ℓ)-good pair if there
exists a row x i, i ∈ [N ], for which
xi(j) = 0 for any j ∈ S, and xi(k) = 1 for any k ∈ L.
Otherwise, the pair (x (S),x (L)) is called an (s, ℓ)-bad pair. A (codeword) column x (j), of
weight w = |x (j)| =
N∑
i=1
xi(j), j ∈ [t], is called an (s, ℓ)-bad column in code X if there exists an
(s, ℓ)-bad pair (x (S),x (L)) in code X and the column x (j) ∈ x (L).
Introduce an ensemble E(N, t,Q) of binary (N×t)-matrices X having N rows and t columns,
where each column x (j), j ∈ [t], of matrix X is taken independently from the set containing(N
w
)
binary columns of weight w , ⌊QN⌋. For ensemble E(N, t,Q), the symbol P0(N,Q, s, ℓ)
will denote the probability of event: ”a pair (x (S),x (L)) is (s, ℓ)-bad pair” and the symbol
P1(N, t,Q, s, ℓ) will denote the probability of event: ”a column x (j) is an (s, ℓ)-bad column
in code X”. Obviously, for fixed 2 ≤ ℓ ≤ s, both of the probabilities do not depend on sets
S, L ⊂ [t] and index j ∈ [t]. Consequently, the additive bound on the probability of the union
of events yields:
P1(N, t,Q, s, ℓ) ≤
(
t− 1
s+ ℓ− 1
)(
s+ ℓ− 1
s
)
P0(N,Q, s, ℓ) ≤
ts+ℓ−1
s!(ℓ− 1)!
P0(N,Q, s, ℓ).
This inequality implies that the average number of (s, ℓ)-bad columns of code X doesn’t exceed
t · P1(N, t,Q, s, ℓ) < t
ts+ℓ−1
s!(ℓ− 1)!
P0(N,Q, s, ℓ).
Therefore, for any
t <
[
s!(ℓ− 1)!
2P0(N,Q, s, ℓ)
]1/(s+ℓ−1)
,
there exists an (N × t/2)-matrix X which is a CF (s, ℓ)-code. Thus, the maximum size
tcf (N, s, ℓ) ≥
⌊
1
2
[
s!(ℓ− 1)!
2P0(N,Q, s, ℓ)
]1/(s+ℓ−1)⌋
, 0 < Q < 1.
Hence, according to definition (2) of the rate R(s, ℓ), 2 ≤ ℓ ≤ s, we come to the following lower
bound:
R(s, ℓ) ≥ R(s, ℓ) ,
1
s+ ℓ− 1
max
0<Q<1
A(s, ℓ,Q), A(s, ℓ,Q) , lim
N→∞
− log2 P0(N,Q, s, ℓ)
N
. (60)
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To complete the proof of Statement 1, we need to derive an explicit formula for the function
A(s, ℓ,Q) and to show that for any 2 ≤ ℓ ≤ s, the number R(s, ℓ) defined by (60) is equal to the
number defined by (24)-(25).
We will use the type terminology [8]. Consider two arbitrary sets of binary columns having
the same weight w, namely: x (1), . . . ,x (s) and y(1) . . . ,y(ℓ), where x (i),y (j) ∈ {0, 1}N and
for any i ∈ [s] and j ∈ [ℓ], the weight |x (i)| = |y(j)| = ⌊QN⌋. The first set forms an (N × s)-
matrix Xs, and the second one – an (N × ℓ)-matrix Yℓ. Let a , (a1, . . . , as) ∈ {0, 1}
s and
b , (b1, . . . , bℓ) ∈ {0, 1}
ℓ. By {n(a)} ({m(b)}) we will denote a type of matrix Xs (Yℓ). This
means that n(a), 0 ≤ n(a) ≤ N , (m(b), 0 ≤ m(b) ≤ N) is the number of a-rows (b-rows) in
matrix Xs (Yℓ). Obviously, for any matrices Xs and Yℓ the sum∑
a
n(a) =
∑
b
m(b) = N.
Note that n (0 ) (m (1 )) is the number of rows consisting of all zeros (ones) in Xs (Yℓ) and
if N − n(0 ) < m(1 ), then the corresponding pair (Xs, Yℓ) is an (s, ℓ)-good pair. Otherwise, for
any fixed pair of types ({n(a)} , {m(b)}), the fraction
(N−n(0 )
m(1 )
)
/
( N
m(1 )
)
is equal to the relative
number of (s, ℓ)-bad pairs (Xs, Yℓ). From this it follows that the probability
P0(N,Q, s, ℓ) =
∑
{n(a)}
∑
{m(b)}
N !∏
a
n(a)!
N !∏
b
m(b)!
(N−n(0 )
m(1 )
)
( N
m(1 )
) ( N
⌊QN⌋
)−s−ℓ
, (61)
where the sum is taken over all pairs of types ({n(a)}, {m(b)}) provided

n(0 ) +m(1 ) ≤ N ;
0 ≤ n(a) ≤ N ; 0 ≤ m(b) ≤ N ;∑
a
n(a) =
∑
b
m(b) = N ;
|x (i)| =
∑
a: ai=1
n(a) = |y(j)| =
∑
b: bj=1
m(b) = ⌊QN⌋ for any i ∈ [s], j ∈ [ℓ].
(62)
Let N →∞ and n(a) , N [τ(a) + o(1)], m(b) , N [υ(b) + o(1)], where probability distribu-
tions τ , {τ(a)}, a ∈ {0, 1}s and υ , {υ(b)}, b ∈ {0, 1}ℓ are induced by (62), i.e.,

∑
a∈{0,1}s
τ(a) = 1,
∑
b∈{0,1}ℓ
υ(b) = 1, τ(0 ) + υ(1 ) ≤ 1,
∑
a: ai=1
τ(a) = Q,
∑
b: bj=1
υ(b) = Q for any i ∈ [s], j ∈ [ℓ].
(63)
Applying the Stirling approximation, we obtain the following logarithmic asymptotics :
− log2

 N !∏
a
n(a)!
N !∏
b
m(b)!
(N−n(0 )
m(1 )
)
( N
m(1 )
) ( N
⌊QN⌋
)−s−ℓ
 = N [F (τ, υ,Q) + o(1)],
F (τ, υ,Q) ,
∑
a
τ(a) log2 [τ(a)] +
∑
b
υ(b) log2 [υ(b)] − (1− τ (0 ))h
(
υ (1 )
1− τ (0 )
)
+
+ (s+ ℓ)h(Q) + h(υ (1 )).
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Let τQ , {τQ(a)} and υQ , {υQ(a)} be the extremal distributions with properties (63), at
which the minimum of F (τ, υ,Q) is attained. Hence, the logarithmic asymptotic of (61) is
A(s, ℓ,Q) , lim
N→∞
− log2 P0(N,Q, s, ℓ)
N
= min
(τ,υ)∈(63)
F (τ, υ,Q) = F (τQ, υQ, Q). (64)
It is sufficient to look for the minimum of the function F , F (τ, υ,Q) over region (63)
excluding its bounds. Thus, we investigate the minimization problem: F → min.
Main function: F (τ, υ,Q) : X→ R.
Restrictions:


∑
a∈{0,1}s
τ(a) = 1;
∑
b∈{0,1}ℓ
υ(b) = 1;
∑
a: ai=1
τ(a) = Q for any i ∈ [s];∑
b: bj=1
υ(b) = Q for any j ∈ [ℓ].
(65)
Search region X :


0 < τ(a) < 1 for any a ∈ {0, 1}s;
0 < υ(b) < 1 for any b ∈ {0, 1}ℓ;
τ(0 ) + υ(1 ) < 1.
We will find the extremal distribution (τQ, υQ) applying the standard Lagrange method. The
corresponding Lagrangian Λ can be written as follows:
Λ , F (τ, υ,Q) + λ0
(∑
a
τ(a)− 1
)
+ λ1
(∑
b
υ(b)− 1
)
+
+
s∑
i=1
µi
( ∑
a: ai=1
τ(a)−Q
)
+
ℓ∑
i=1
νi

 ∑
b: bi=1
υ(b) −Q

 .
The necessary conditions for (τQ, υQ) are:

∂Λ
∂(τ(a)) = log2 [τ(a)] + log2 e+ λ0 +
∑
i: ai=1
µi = 0 for any a 6= 0 ;
∂Λ
∂(τ(0 ) = log2 [τ(0 )] + log2 e+ λ0 + log2
[
1−τ(0 )
1−τ(0 )−υ(1 )
]
= 0;
∂Λ
∂(υ(b)) = log2 [υ(b)] + log2 e+ λ1 +
∑
i: bi=1
νi = 0 for any b 6= 1 ;
∂Λ
∂(υ(1 )) = log2 [υ (1 )] + log2 e+ λ1 +
ℓ∑
i=1
νi + log2
[
1−υ(1 )
1−τ(0 )−υ(1 )
]
= 0.
(66)
Remark 3. Note that the considered condition ℓ ≥ 2 is an essential restriction for sys-
tem (66). If ℓ = L = 1, then parameters υ (1 ) ≡ Q and υ (0 ) ≡ 1−Q are fixed. Therefore, in
the proof of Theorem 7 (see, Sect. 2.3.2) for the case L = 1, the similar system (113) doesn’t
contain the last two equations from system (66). As a result, two cases (ℓ = 1 and ℓ ≥ 2) lead
to two distinct asymptotic bounds.
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For the Lagrangian Λ, the matrix of its second derivatives coincides with the same matrix
for F and can be described as follows
∂2Λ
∂2(τ(a))
=
log2 e
τ(a)
> 0 for any a 6= 0 ;
∂2Λ
∂2(υ(b))
=
log2 e
υ(b)
> 0 for any b 6= 1 ;
a′ ,
∂2Λ
∂(τ (0 ))2
=
log2 e
τ (0 )
+
log2 e · υ (1 )
(1− τ (0 ))(1− τ (0 )− υ (1 ))
> 0;
b′ ,
∂2Λ
∂(τ (0 ))∂(υ (1 ))
=
log2 e
1− τ (0 )− υ (1 )
> 0;
c′ ,
∂2Λ
∂(υ (1 ))2
=
log2 e
υ (1 )
+
log2 e · τ (0 )
(1− υ (1 ))(1− τ (0 )− υ (1 ))
> 0
because the rest of the second derivatives are all equal to zero. The immediate calculations give
a′c′ − b′2
(log2 e)
2
=
1
τ (0 ) υ (1 )
+
1
(1− τ (0 ))(1 − τ (0 )− υ (1 ))
+
1
(1− υ((1 ))(1− τ (0 )− υ (1 ))
+
+
τ (0 ) υ (1 )
(1− τ (0 ))(1− υ (1 ))(1 − τ (0 )− υ (1 ))2
−
1
(1− τ (0 )− υ (1 ))2
=
=
1
τ (0 )υ (1 )
+
1
(1− τ (0 ))(1− τ (0 )− υ (1 ))
+
1
(1− υ (1 ))(1− τ (0 )− υ (1 ))
−
−
1
(1− τ (0 ))(1− υ (1 ))(1− τ (0 )− υ (1 ))
≥
1− τ (0 ) υ (1 )
1− τ (0 )− υ (1 )
> 0.
Hence, the considered matrix is positive definite and, therefore [27], the function F is strictly
∪-convex on X. In the space R2
s+2ℓ , restrictions (65) generate the affine subspace G having
the dimension
(
2s + 2ℓ − (s+ ℓ+ 2)
)
. This implies that the function F is strictly ∪-convex on
G ∩ X. In other words, any local minimum of F on G ∩ X is the global and unique. Applying
the Karus-Kuh-Tucker theorem [27], we get that any solution of the system (66) provided (65)
is the unique solution and gives the global minimum of F on X.
Note that the symmetry of the problem yields equality: µ , µ1 = µ2 = ... = µs. To prove
this, we need to check that µi = µj for i 6= j. Let a¯i , (0, . . . , 1, . . . , 0) be a row of length
s, which has 1 at the i-th position and 0′s at other positions. The permutation of indices i
and j leads to an equivalent problem. Hence, if (τ1Q, υQ) is a solution, then (τ
2
Q, υQ) is also
a solution, where the distribution τ2Q(a) = τ
1
Q(a˜) and a˜ is a row, obtained by permutation of
indices i and j from row a. The uniqueness of the solution τQ implies that distribution (τ
1
Q, υQ)
coincides with distribution (τ2Q, υQ). In particular, τ
1
Q(a¯i) = τ
1
Q(a¯j). From the first equation
of (66) follows the coincidence of Lagrange factors. Using the same argument, one can prove
that ν , ν1 = ν2 = ... = νℓ. Introduce parameters ri , log2 e+λi, i = 0, 1. Then equations (66)
have the form: 

r0 + µ
∑s
i=1 ai + log2 [τ(a)] = 0 for a 6= 0 ;
r0 + log2 [τ (0 )] + log2
[
1−τ(0 )
1−τ(0 )−υ(1 )
]
= 0;
r1 + ν
∑ℓ
i=1 bi + log2 [υ(b)] = 0 for b 6= 1 ;
r1 + νℓ+ log2 [υ (1 )] + log2
[
1−υ(1 )
1−τ(0 )−υ(1 )
]
= 0.
(67)
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The first equation of (67) implies that
τ(a) = 2−r02−µ
∑
ai =
2−r0
zs
s∏
i=1
P˜1(ai) for a 6= 0 ,
where
P˜1(0) ,
1
1 + 2−µ
, z, P˜1(1) ,
2−µ
1 + 2−µ
, 1− z.
From restrictions (65) it follows that
Q =
2−r0
zs
s−1∑
k=0
(
s− 1
k
)
zs−k−1(1− z)k+1 =
1− z
2r0 zs
⇔ r0 = log2
[
1− z
Qzs
]
.
Since τ = {τ(a)}, a = (a1, a2, . . . , as) ∈ {0, 1}
s, is a probability distribution, then
1− τ (0 ) =
∑
a 6=0
τ(a) =
2−r0
zs
s∑
k=1
(
s
k
)
zs−k(1− z)k =
Q(1− zs)
1− z
.
Therefore, all probabilities of the optimal distribution τQ = {τQ(a), a ∈ {0, 1}
s} can be repre-
sented as functions of the same independent variable z, 0 < z < 1:
τQ(a) =
Q
1− z
zs−
∑s
i=1 ai(1− z)
∑s
i=1 ai for a 6= 0 ; τQ (0 ) = 1−
Q(1− zs)
1− z
. (68)
The third equation of (67) along with restrictions (65) give similar representations of parameters
ν, r1 and optimal distribution υQ = {υQ(b), b ∈ {0, 1}
ℓ} in the form of functions of the same
independent variable u, 0 < u < 1:
1
1 + 2−ν
, u, r1 = log2
[
1− u
Quℓ
]
υQ(b) =
Q
1− u
uℓ−
∑ℓ
j=1 bj (1− u)
∑ℓ
j=1 bj for b 6= 1 ; υQ (1 ) = 1−
Q(1− (1− u)ℓ)
1− u
. (69)
A substitution of µ, r0, ν, r1, τQ (0 ) and υQ (1 ) to the second and fourth equations of (67)
yields 

log2
[
1−z−Q(1−zs)
zs
]
+ log2
[
(1−u)(1−zs)
Q(1−z)(1−(1−u)ℓ)+(1−u)(Q(1−zs)−1+z)
]
= 0;
log2
[
1−u−Q(1−(1−u)ℓ)
(1−u)ℓ
]
+ log2
[
(1−z)(1−(1−u)ℓ)
Q(1−z)(1−(1−u)ℓ)+(1−u)(Q(1−zs)−1+z)
]
= 0.
(70)
Note that each solution (z, u) of (70) identifies the unique extremal distribution (τQ, υQ). If we
put u = z, then two equations (70) are equivalent and the system (70) has the form
Q = Q(z) =
1− z
1− zs(1− z)ℓ
. (71)
The map Q(z) : (0, 1) → (0, 1) is bijective, because for any fixed Q, 0 < Q < 1, there exists
the unique distribution τQ , τQ(z) = {τQ(z)(a)}, which is determined by parameter z, and
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τQ(z1) 6= τQ(z2) for z1 6= z2. Hence, to calculate the maximum in (64) over parameter Q,
0 < Q < 1, we apply the equalities:
max
0<Q<1
A(s, ℓ,Q) = max
0<Q<1
F (τQ, υQ, Q) = max
0<z<1
F
(
τQ(z), υQ(z)Q(z)
)
, (72)
where
F
(
τQ(z), υQ(z)Q(z)
)
=
∑
a
τQ(a) log2 [τQ(a)] +
∑
b
υQ(b) log2 [υQ(b)]− (1− τQ (0 ))×
× h
(
υQ (1 )
1− τQ (0 )
)
+ (s+ ℓ)h(Q) + h(υQ (1 ))
}
. (73)
Put parameter u , z in (69). Using (68)-(69), we obtain all five terms of the sum (73) in
the form of functions of the same independent variable z, 0 < z < 1 :
∑
a
τQ(a) log2 [τQ(a)] =
{
s∑
k=1
(
s
k
)
zs−k(1− z)k
1− zs(1− z)ℓ
log2
[
zs−k(1− z)k
1− zs(1− z)ℓ
]}
+
zs
(
1− (1− z)ℓ
)
1− zs(1− z)ℓ
×
× log2
[
zs
(
1− (1− z)ℓ
)
1− zs(1− z)ℓ
]
=
{
s(1− zs)− s(1− z)
1− zs(1− z)ℓ
log2 z +
s(1− z)
1− zs(1− z)ℓ
log2[1− z]−
−
1− zs
1− zs(1 − z)ℓ
log2
[
1− zs(1− z)ℓ
]}
+
szs
(
1− (1− z)ℓ
)
1− zs(1− z)ℓ
log2 z +
zs
(
1− (1− z)ℓ
)
1− zs(1− z)ℓ
×
× log2
[
1− (1− z)ℓ
]
−
zs
(
1− (1− z)ℓ
)
1− zs(1− z)ℓ
log2
[
1− zs(1− z)ℓ
]
=
s
(
z − zs(1− z)ℓ
)
1− zs(1− z)ℓ
log2 z+
+
s(1− z)
1− zs(1− z)ℓ
log2[1− z] +
zs
(
1− (1− z)ℓ
)
1− zs(1− z)ℓ
log2
[
1− (1− z)ℓ
]
− log2
[
1− zs(1− z)ℓ
]
,
(74)
∑
b
υQ(b) log2 [υQ(b)] =
ℓ∑
k=0
(
ℓ
k
)
zℓ−k(1− z)k
1− zs(1− z)ℓ
log2
[
zℓ−k(1− z)k
1− zs(1− z)ℓ
]
+
(1− z)ℓ (1− zs)
1− zs(1− z)ℓ
×
× log2
[
(1− z)ℓ (1− zs)
1− zs(1− z)ℓ
]
=
ℓz
1− zs(1− z)ℓ
log2 z +
ℓ
(
(1− z)− zs(1− z)ℓ
)
1− zs(1− z)ℓ
log2[1− z]+
+
(1− z)ℓ(1− zs)
1− zs(1− z)ℓ
log2 [1− z
s]− log2
[
1− zs(1− z)ℓ
]
, (75)
− (1− τQ (0 ))h
(
υQ (1 )
1− τQ (0 )
)
= − (1− τQ(0 )) log2 [1− τQ(0 )] + υQ(1 ) log2 [υQ(1 )] +
+ (1− τQ(0 )− υQ(1 )) log2 [1− τQ(0 )− υQ(1 )] =
ℓ (1− zs) (1− z)ℓ
1− zs(1− z)ℓ
log2 [1− z] +
+
(1− zs)
(
1− (1− z)ℓ
)
1− zs(1− z)ℓ
log2
[
1− (1− z)ℓ
]
, (76)
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(s+ ℓ)h(Q) = (s + ℓ) log2
[
1− zs(1− z)ℓ
]
−
(s+ ℓ)(1 − z)
1− zs(1− z)ℓ
log2[1− z]−
−
(s+ ℓ)
(
z − zs(1− z)ℓ
)
1− zs(1− z)ℓ
log2 z −
(s + ℓ)
(
z − zs(1− z)ℓ
)
1− zs(1− z)ℓ
log2
[
1− zs−1(1− z)ℓ
]
, (77)
h(υQ (1 )) = −
(1− z)ℓ(1− zs)
1− zs(1− z)ℓ
log2
[
(1− z)ℓ(1− zs)
1− zs(1− z)ℓ
]
−
1− (1− z)ℓ
1− zs(1− z)ℓ
×
× log2
[
1− (1− z)ℓ
1− zs(1− z)ℓ
]
= log2
[
1− zs(1− z)ℓ
]
−
1− (1− z)ℓ
1− zs(1− z)ℓ
log2
[
1− (1− z)ℓ
]
−
−
ℓ(1− z)ℓ(1 − zs)
1− zs(1− z)ℓ
log2 [1− z]−
(1− z)ℓ(1− zs)
1− zs(1− z)ℓ
log2 [1− z
s] . (78)
Substituting (74)-(78) to (73) and collecting similar terms, we get
F
(
τQ(z), υQ(z)Q(z)
)
= T (z, s, ℓ), 0 < z < 1, 2 ≤ ℓ ≤ s, (79)
where the function T (z, s, ℓ) was defined in Theorem 4 by formula (25). Thus, from (60), (72)
and (79) it follows that the rate of CF (s, ℓ)-codes
R(s, ℓ) ≥ R(s, ℓ) ,
1
s+ ℓ− 1
max
0<z<1
T (z, s, ℓ). (80)
Statement 1 is proved.
Proof of Statement 2. Substituting z = ss+ℓ to (80) and applying definition (25), we
obtain
R(s, ℓ) ≥
1
s+ ℓ− 1
T
(
s
s+ ℓ
, s, ℓ
)
=
e−ℓℓℓ+1 log2 s
sℓ+1
(1 + o(1)) , s→∞, ℓ ≥ 2. (81)
To complete the proof of Statement 2, i.e., to establish the asymptotic equality (26), it is
sufficient to check that inequality (81) is the asymptotic equality. If ℓ ≥ 2 is fixed and s →∞,
then an asymptotic consequence of definition (25) can be written in the form:
max
0<z<1
T (z, s, ℓ) ≤ max
0<z<1
{
zs(1− z)ℓ
(
ℓ log2
[
z
1− z
]
+ 1
)}
(1 + o(1)).
Calculating the derivative of the maximized function in the right-hand side with respect to z,
one can check that the maximal value is attained, when
z =
s
s+ ℓ
+
ℓ log2 e
(s+ ℓ)
(
ℓ log2
[
z
1−z
]
+ 1
) .
Therefore, if ℓ ≥ 2 is fixed and s→∞, then
max
0<z<1
T (z, s, ℓ) ≤
(
s
s+ ℓ
)s( ℓ
s+ ℓ
)ℓ
ℓ log2
[s
ℓ
]
(1 + o(1)) =
e−ℓℓℓ+1 log2 s
sℓ
(1 + o(1)). (82)
From (80) and (82) it follows that the random coding bound
R(s, ℓ) =
1
s+ ℓ− 1
max
0<z<1
T (z, s, ℓ) ≤
e−ℓℓℓ+1 log2 s
sℓ+1
(1 + o(1)), s→∞, ℓ ≥ 2.
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Hence, the asymptotic equality (26) is proved. To establish the asymptotic behavior (29) of
the optimal relative weight Q(s, ℓ) for the ensemble used in Theorem 4, we substitute z = ss+ℓ
to (71) and get
Q(s, ℓ) =
1− z
1− zs(1− z)ℓ
=
ℓ
s
(1 + o(1)), s→∞, ℓ = 2, 3, . . . .
Statement 2 is proved. Theorem 4 is proved. 
2.2.2 Proof of Theorem 5
Let s ≥ k > ℓ ≥ 1. For a fixed parameter p > 0 such that ps is an integer, the inequality (20)
can be written in the form
R(s+ sp, k) ≤ R(s, ℓ)
(sp)sp(k − ℓ)k−ℓ
(sp+ k − ℓ)sp+k−ℓ
.
From this it follows that
R(s, ℓ) ≥ sup
p>0, k>ℓ
{
R((1 + p)s, k)
(sp + k − ℓ)sp+k−ℓ
(sp)sp(k − ℓ)k−ℓ
}
.
If ℓ ≥ 2 is fixed and s → ∞, then applying the asymptotic lower bound (26) to the rate
R((1 + p)s, k), we get
R(s, ℓ) ≥ sup
p>0, k>ℓ
{
e−kkk+1 log2 [s(1 + p)]
(s(1 + p))k+1
(sp+ k − ℓ)sp+k−ℓ
(sp)sp(k − ℓ)k−ℓ
}
(1 + o(1)) =
= sup
p>0, k>ℓ


e−kkk+1pk−ℓ
(
1 + k−ℓsp
)sp+k−ℓ
(1 + p)k+1(k − 1)k−1


log2 s
sℓ+1
(1 + o(1)) =
= sup
k>ℓ


e−ℓkk+1
(
k−ℓ
ℓ+1
)k−ℓ
(
k+1
ℓ+1
)k+1
(k − ℓ)k−ℓ


log2 s
sℓ+1
(1 + o(1)) =
(
ℓ+ 1
e
)ℓ+1 log2 s
sℓ+1
(1 + o(1)),
where we took into account that
max
p>0
pk−ℓ
(1 + p)k+1
=
(
k − ℓ
ℓ+ 1
)k−ℓ
·
(
k + 1
ℓ+ 1
)−k−1
and the maximal value is attained at p = k−ℓℓ+1 .
Theorem 5 is proved. 
2.2.3 Proof of Theorem 3
Let s ≥ ℓ ≥ 2. Assume that p, 0 < p < 1, is a fixed number and sp is an integer. In the
right-hand side of inequality (20), we put parameters j , ℓ− 1, i , ps and obtain
R(s, ℓ) ≤ R(s(1− p), 1) ·
(ps)ps · (ℓ− 1)ℓ−1
(ps+ ℓ− 1)ps+ℓ−1
.
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Let s → ∞ and ℓ ≥ 2 is fixed. Applying to the rate R(s(1 − p), 1) the upper bound (14) and
the asymptotic equality (17), we can write
R(s, ℓ) ≤ min
0<p<1
{
2 log2[s(1− p)]
s2(1− p)2
·
(ps)ps · (ℓ− 1)ℓ−1
(ps+ ℓ− 1)ps+ℓ−1
}
(1+o(1)) =
(ℓ+ 1)ℓ+1
2eℓ−1
·
log2 s
sℓ+1
(1+o(1)),
where we took into account that
max
0<p<1
{(1− p)2 pℓ−1} = (ℓ− 1)ℓ−1
4
(ℓ+ 1)ℓ+1
and the maximal value is attained at p = ℓ−1ℓ+1 .
Theorem 3 is proved. 
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2.3 Proofs of Bounds on the Rate of LD sL-Codes
2.3.1 Proof of Theorem 6
Proof of Statement 1. Inequality (31) from Proposition 1 gives Statement 1 of Theorem 6
for 1 ≤ s ≤ L. Let s > L and X be an arbitrary LD sL-code of size t and length N . If the code
X contains at least one codeword of weight w, 1 ≤ w ≤ N , then the arguments used in [12]-[13]
for the particular case L = 1 lead to the inequality
w ≤ N −Nld(t− 1, s− 1, L), (83)
where Nld(t, s, L) denotes the minimal length of LD sL-codes of size t (see, Definition 2).
Bound (83) and the first inequality in (32) along with the upper bound obtained in [12]-[13] on
the number of codewords of a superimposed ⌊s/L⌋-code having the fixed weight w, w ≥ ⌊s/L⌋+1,
yield the following upper bound on the size t of any LD sL-code:
t ≤ Nld(t, s, L) +
Nld(t,s,L)−Nld(t−1,s−1,L)∑
w=⌊s/L⌋+1
s2
L2
(Nld(t,s,L)
⌈q⌉
)
(⌊q⌋⌊s/L⌋
⌊q⌋
) + L− 1, q = w
⌊s/L⌋
. (84)
Here and below, we will use notations (33)-(36). If t →∞, then with the help of (84) and
analytical arguments similar to [12]-[13], we get
log2 t
Nld(t, s, L)
≤ max
0≤v≤1−
Nld(t−1,s−1,L)
Nld(t,s,L)
f⌊s/L⌋(v) · (1 + o(1)), s > L, t→∞. (85)
Now we will show that the rate of LD sL-codes RL(s) ≤ RL(s) for s > L. It is sufficient to
prove by induction that RL(s) ≤ rL(s) for s > L. The induction base is
RL(L+ 1) ≤ rL(s). (86)
To check (86), we need to show that if s = L + 1, then the trivial bound is better than the
recurrent one, i.e.,
1
L+ 1
≤ rL(L+ 1). (87)
For any s = 2, 3, . . . , introduce an auxiliary function of argument x, 0 < x < 1:
Gs(x) , x− max
0≤v≤1− x
RL(s−1)
f⌊s/L⌋(v), 0 < x < 1. (88)
From definition (88) it follows immediately that Gs(x), 0 < x < 1, is an increasing function
and has a unique zero which is equal to rL(s). Hence, to prove (87) it is sufficient to show that
GL+1
(
1
L+1
)
≤ 0. Indeed, applying (52)-(53) observed in the proof of Theorem 1, we have:
GL+1
(
1
L+ 1
)
=
1
L+ 1
− max
0≤v≤1− L
L+1
f1(v) ≤
1
L+ 1
− f1
(
1
L+ 1
)
≤
≤
1
L+ 1
−
1
L+ 1
T1
(
1
L+ 1
)
≤
1
L+ 1
(
1− log2(L+ 1) +
log2 e
L+ 1
)
< 0. (89)
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To check the inductive step, we will use proof by contradiction. One can write the inductive
assumption and the assumption of contradiction as follows
RL(s− 1) , lim
t→∞
log2 t
Nld(t, s− 1, L)
≤ RL(s− 1), RL(s) , lim
t→∞
log2 t
Nld(t, s, L)
> rL(s). (90)
Therefore, in virtue of (90), we get the sequence of statements:
lim
t→∞
(
1−
Nld(t− 1, s − 1, L)
Nld(t, s, L)
)
< lim
t→∞
(
1−
Nld(t− 1, s− 1, L) · rL(s)
log2 t
)
≤ 1−
rL(s)
RL(s− 1)
.
From this inequality, taking account of (85), it follows that the rate of LD sL-codes
RL(s) = lim
t→∞
log2 t
Nld(t, s, L)
≤ lim
t→∞
max
0≤v≤1−
Nld(t−1,s−1,L)
Nld(t,s,L)
f⌊s/L⌋(v) = max
0≤v≤1−
rL(s)
RL(s−1)
f⌊s/L⌋(v) = rL(s),
where for the last equality, we use definition (35)-(36) of rL(s). The obtained inequality contra-
dicts to the second inequality in (90) and, therefore, the inductive step is proved.
To complete the proof of Statement 1, we need to establish equality (37). We will again
use proof by contradiction. Note the the function f⌊s/L⌋(v) of parameter v, 0 < v < 1, defined
by (9)-(11) is a ∩-concave function which attains its maximal value at v = v⌊s/L⌋. Hence, the
assumption of contradiction can be written as follows:
rL(s) = f⌊s/L⌋
(
v⌊s/L⌋
)
, v⌊s/L⌋ < 1−
rL(s)
RL(s− 1)
, L ≥ 1, s > 2L. (91)
where we use notations and definitions (9)-(11). From (91) it follows that the extremal point
v⌊s/L⌋ < 1−
f⌊s/L⌋
(
v⌊s/L⌋
)
RL(s− 1)
⇐⇒ RL(s − 1) >
f⌊s/L⌋
(
v⌊s/L⌋
)
1− v⌊s/L⌋
. (92)
We show that (92) is not true, i.e., the inequality
RL(s− 1) ≤
f⌊s/L⌋
(
v⌊s/L⌋
)
1− v⌊s/L⌋
, L ≥ 1, s > 2L. (93)
holds. Since v⌊ s−1L ⌋
is a point at which the function f⌊ s−1L ⌋
(v), 0 < v < 1, attains its global
maximum then the inductive assumption implies that
RL(s− 1) ≤ rL(s − 1) ≤ f⌊ s−1L ⌋
(
v⌊ s−1L ⌋
)
, L ≥ 1, s > 2L.
Therefore, to obtain (93) it is sufficient to check
f⌊s−1L ⌋
(
v⌊ s−1L ⌋
)
≤
f⌊s/L⌋
(
v⌊s/L⌋
)
1− v⌊s/L⌋
, L ≥ 1, s > 2L. (94)
If s 6= kL, then
⌊
s−1
L
⌋
= ⌊s/L⌋ and inequality (94) is evidently correct. Otherwise if s = kL, then⌊
s−1
L
⌋
= k− 1 and ⌊s/L⌋ = k. In this case, (94) is arising from inequalities fk−1(vk−1) ≤
fk(vk)
1−vk
,
k > 2, obtained in [12]. Statement 1 is proved.
23
Proof of Statement 2. Consider the function Gs(x) defined by formula (88). Taking
into account the evident inequality RL(s− 1) ≤ 1/(s − 1), s ≥ 2, L ≥ 1, the increasing property
of function f⌊s/L⌋(v), 0 ≤ v ≤ 1/s, arising from (51), and definitions (9)-(10), we obtain the
following sequence of statements:
Gs
(
1
s
)
≥
1
s
− max
0≤v≤1− s−1
s
f⌊s/L⌋(v) =
1
s
− max
0≤v≤ 1
s
f⌊s/L⌋(v) =
1
s
− f⌊s/L⌋
(
1
s
)
>
>
1
s
− h
(
1
s ⌊s/L⌋
)
>
1
s
−
1
s ⌊s/L⌋
log2 [s ⌊s/L⌋]−
2 log2 e
s ⌊s/L⌋
, s > 3.
Hence, for any fixed L ≥ 1, there exists an integer s(L) ≥ 3 such that the sequence Gs
(
1
s
)
> 0
if s > s(L). Then, the main property of function Gs(x) says that rL(s) <
1
s if s > s(L). In
particulary, for sufficiently large L and s > L (log2 L+ 3 log2 [log2 L]), the inequality
1
s
−
1
s ⌊s/L⌋
log2
(
e2s ⌊s/L⌋
)
=
1
s
(
1−
log2 ⌊s/L⌋+ log2
[
e2s
]
⌊s/L⌋
)
> 0.
holds. Therefore, if L→∞, then the sequence s(L) ≤ L log2 L(1 + o(1)).
To prove the inverse asymptotic inequality s(L) ≥ L log2 L(1+ o(1)), we check with the help
of induction that Gs(1/s) ≤ 0 if L < s < L log2 L − L. The induction base for s = L+ 1, i.e.,
inequality (89), was established in Statement 1. From the inductive assumption Gs−1
(
1
s−1
)
< 0
it follows 1s−1 < rL(s − 1). Hence, the upper bound RL(s − 1) =
1
s−1 coincides with the trivial
upper bound if L < s < L log2 L − L. The verification of the inductive step is based on the
following sequence of statements:
Gs
(
1
s
)
=
1
s
− max
0≤v≤1− s−1
s
f⌊s/L⌋(v) =
1
s
− f⌊s/L⌋
(
1
s
)
≤
1
s

1− log2 s− log2 es⌊s/L⌋
⌊s/L⌋

 < 0.
In the first inequality, we apply the lower bound (55). In the second inequality, we take into
account the condition L < s < L log2 L − L. As the final result, we obtain the asymptotic
behavior: s(L) = L log2 L(1 + o(1)) if L→∞. Statement 2 is proved.
Proof of Statement 3. Let L ≥ 1 be a fixed integer and the recurrent sequence KL(s),
s ≥ L+ 1, is defined as follows:
KL(L) , 1, KL(s) ,
[
f⌊s/L⌋
(
1−
KL(s− 1)
KL(s)
)]−1
, s = L+ 1, L+ 2, . . . . (95)
From (33)-(37) it easy to see that for any fixed L ≥ 1, the sequence
rL(s) ≤
1
KL(s)
, s ≥ 1, and rL(s) =
1
KL(s)
(1 + o(1)) if s→∞.
With the help of arguments used in Theorem 1, one can get the following upper bound
KL(s) ≤
(s+ 1)2
2L log2
[
s+1
8
] , L ≥ 1, s ≥ 8. (96)
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Hence, to prove (38) it is sufficient to check the asymptotic inequality:
KL(s) ≥
s2
2L log2 s
(1 + o(1)), L ≥ 1, s→∞. (97)
If s > L, then from the ∩-convex property of function f⌊s/L⌋(v), 0 ≤ v ≤ 1, it follows that
f⌊s/L⌋(v) ≤ f⌊s/L⌋(a) + (v − a)f
′
⌊s/L⌋(a), 0 ≤ v ≤ 1, 0 < a < 1. (98)
In (98), we put v , 1 − KL(s−1)KL(s) and substitute the right-hand side of (98) to (95). This leads
to the inequality:
KL(s) ≥ KL(s− 1) +
1− g⌊s/L⌋(a)KL(s− 1)
f ′⌊s/L⌋(a) + g⌊s/L](a)
, s > L, 0 < a < 1, (99)
where
g⌊s/L⌋(a) , f⌊s/L⌋(a)− af
′
⌊s/L⌋(a), s > L, 0 < a < 1. (100)
The following properties of functions (10) and (100) were established in [12]-[13]:
g⌊s/L⌋
(
2
⌊s/L⌋
)
≤
2 log2 e
⌊s/L⌋2 − 2
, s > L, (101)
f ′⌊s/L⌋
(
2
⌊s/L⌋
)
+ g⌊s/L⌋
(
2
⌊s/L⌋
)
≤
log2
[
⌊s/L⌋
2
]
⌊s/L⌋
, s > L. (102)
From (96) and (101) it follows that for sufficiently large s > s0, the sequence
1− g⌊s/L⌋
(
2
⌊s/L⌋
)
KL(s− 1) > 0, s > s0. (103)
Let s > s0. In (99), we put a ,
2
⌊s/L⌋ . Then taking into account (101)-(103), we get:
KL(s) ≥ KL(s − 1) +
⌊s/L⌋
log2
[
⌊s/L⌋
2
] −KL(s− 1) 2 ⌊s/L⌋ log2 e(
⌊s/L⌋2 − 2
)
log2
[
⌊s/L⌋
2
] , s > s0. (104)
In virtue of (96), the sequence
KL(s − 1)
2 ⌊s/L⌋ log2 e(
⌊s/L⌋2 − 2
)
log2
[
⌊s/L⌋
2
] = o( s
log2 s
)
, s→∞.
Hence, if L ≥ 1 is fixed and s→∞, then the recurrent inequality (104) yields
KL(s) ≥
s∑
k=2L
⌊k/L⌋
log2
[
⌊k/L⌋
2
](1 + o(1)) ≥ s∑
k=2L
k
L log2 s
(1 + o(1)) =
s2
2L log2 s
(1 + o(1)). (105)
The asymptotic inequality (97) is equivalent to (105).
Statement 3 is proved. Theorem 6 is proved. 
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2.3.2 Proof of Theorem 7
Proof of Statement 1. Fix an arbitrary parameter Q, 0 < Q < 1 along with integer
parameters s ≥ 1 and L ≥ 1, where s + L < t. We use the same notations and the similar
definitions that were introduced in the proof of Theorem 4. For an arbitrary constant weight
code X of weight w, length N , size t and any set S ⊂ [t], the symbol x (S) , {x (j) : j ∈ S} will
denote the corresponding set of codewords (columns) of the code X. For any two nonintersecting
sets S, L ⊂ [t], |S| = s, |L| = L, S ∩ L = ∅, the corresponding pair (x (S),x (L)) is called an
(sL)-bad pair if ∨
i∈S
x (i) 
∨
j∈L
x (j).
For the ensemble E(N, t,Q), the symbol P2(N,Q, s, L) will denote the probability of an (sL)-bad
pair. Definition (3) of the rate RL(s) of LD sL-codes and arguments given in the beginning of
the proof of Theorem 4 lead to the following random coding (lower) bound:
RL(s) ≥ RL(s) ,
1
s+ L− 1
max
0<Q<1
AL(s,Q), AL(s,Q) , lim
N→∞
− log2 P2(N,Q, s, L)
N
. (106)
To complete the proof of Statement 1, we will show further that the function AL(s,Q) is de-
scribed by explicit formulas (40)-(41) given in the formulation of Statement 1 of Theorem 7.
Using the terminology of types (see, proof of Theorem 4), probability P2(N,Q, s, L) can be
written in the following form:
P2(N,Q, s, L) =
∑
{n(a)}
N !∏
a
n(a)!
(
N − n(0 )
⌊QN⌋
)L( N
⌊QN⌋
)−s−L
, (107)
where the sum is taken over all types {n(a)}, a , (a1, a2, . . . , as) ∈ {0, 1}
s, provided
0 ≤ n(a) ≤ N,
∑
a
n(a) = N,
∑
a: ai=1
n(a) = ⌊QN⌋ for any i ∈ [s]. (108)
For the given Q, 0 < Q < 1, let parameter N →∞ and n(a) , N [τ(a)+ o(1)], where a fixed
probability distribution τ , {τ(a)}, a ∈ {0, 1}s, is induced by conditions (108), i.e.,∑
a∈{0,1}s
τ(a) = 1,
∑
a: ai=1
τ(a) = Q for any i ∈ [s]. (109)
Using the Stirling’s approximation for types, corresponding to the fixed distribution τ , {τ(a)},
we obtain the following logarithmic asymptotics
− log2
{
N !∏
a
n(a)!
(
N − n(0 )
⌊QN⌋
)L( N
⌊QN⌋
)−s−L}
= N [F (τ,Q) + o(1)],
where
F = F (τ,Q) ,
∑
a
τ(a) log2 [τ(a)]− (1− τ(0 ))L · h
(
Q
1− τ(0 )
)
+ (s + L)h(Q). (110)
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For a fixed Q, 0 < Q < 1, let the minimum of the function F (τ,Q) is attained at τQ = {τQ(a)}.
Therefore, the logarithmic asymptotics of the sum (107) can be calculated as follows
AL(s,Q) , lim
N→∞
− log2 P2(N,Q, s, L)
N
= min
τ∈(109)
F (τ,Q) = F (τQ, Q). (111)
Thus, we need to investigate the minimization problem: F → min.
Main function: F (τ,Q) : Y→ R.
Restrictions:


∑
a∈{0,1}s
τ(a) = 1;
∑
a: ai=1
τ(a) = Q for any i ∈ [s].
(112)
Search region: Y : 0 < τ(a) < 1, a ∈ {0, 1}s.
To find the extremal distribution τQ we apply the standard Lagrange method. The corresponding
Lagrangian has the form:
Λ = F (τ,Q) + λ0
(∑
a
τ(a)− 1
)
+
s∑
i=1
λi
( ∑
a: ai=1
τ(a)−Q
)
.
Hence, the necessary conditions for τQ are

∂Λ
∂(τ(a)) = log2 [τ(a)] + log2 e+ λ0 +
∑s
i=1 ai λi = 0 for a 6= 0 ;
∂Λ
∂(τ(0 )) = log2 [τ(0 )] + log2 e+ λ0 + L log2
[
1−τ(0 )
1−τ(0 )−Q
]
= 0.
(113)
Using the arguments between formulas (66) and (67) in the proof of Statement 1 of Theorem 4,
we obtain: if there exists a solution τ = τQ = {τQ(x )} of the system (113) provided (112), then
the solution is unique and gives the minimum for function F in Y. In addition, the extremal
distribution τQ = {τQ(x )} satisfies the following conditions:{
µ+ ν
∑s
i=1 ai + log2 τ(a) = 0 for a 6= 0 ;
µ+ log2 τ(0 ) + L log2
[
1−τ(0 )
1−τ(0 )−Q
]
= 0,
(114)
where
ν , λ1 = λ2 = · · · = λs, µ , log2 e+ λ0.
After substitution y , 11+2−ν , 0 < y < 1, the first equation of (114) gives
τ(a) =
2−ν
∑
ai
2µ
=
1
2µys
(1− y)
∑
ai ys−
∑
ai for a 6= 0 . (115)
The restriction (112) for probability distribution (115) leads to the equality
Q =
∑
a:ai=1
τQ(a) =
1
2µys
∑
a: ai=1
(1− y)
∑
aj ys−
∑
aj =
=
1
2µys
s−1∑
k=0
(
s− 1
k
)
ys−k−1(1− y)k+1 =
1− y
2µys
, for any i ∈ [s].
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For any fixed Q, 0 < Q < 1, this equality gives a connection between parameters ν and y,
describing the extremal distribution τQ = {τQ(x )}:
1
2µys
=
Q
1− y
⇔ µ = log2
[
1− y
Qys
]
. (116)
Applying (116) to the probability distribution (115), we obtain
1− τ(0 ) =
∑
a 6=0
τ(a) =
1
2µys
s∑
k=1
(
s
k
)
ys−k(1− y)k =
Q(1− ys)
1− y
.
Thus, the components of the extremal distribution (115) take the form of functions depending
on the same independent variable y, 0 < y < 1:
τQ(a) =
Q
1− y
y[s−
∑
ai](1− y)
∑
ai for a 6= 0; τQ(0 ) = 1−
Q(1− ys)
1− y
. (117)
Substituting (117) to the second equation of (114) with regard to (116), yields the equation
log2
[
1− y −Q(1− ys)
Qys
]
+ L log2
[
1− ys
y − ys
]
= 0, (118)
which is equivalent to equation (41) for parameter y, 1 − Q < y < 1, given in Theorem 7.
Equation (118) has the unique solution y = y(s,Q), since for the considered ∪-convex Lagrange
problem, there exists a unique extremal distribution (117) identified by parameter y, 0 < y < 1.
To find the minimal value F (τQ, Q) in (111), we substitute probabilities (117) to the defi-
nition (110) of function F (τ,Q). Then, collecting similar terms in (110), we calculate F (τQ, Q)
as the function of the independent variable y, 0 < y < 1. Using notation (6), the result can be
written in the form
F (τQ, Q) = log2
[
Q
1− y
]
− sK (Q, 1− y)− LK
(
Q,
1− y
1− ys
)
. (119)
The lower bound (39)-(41) on the rate of LD sL-codes, formulated in Theorem 7, arises from
(106), (111), (118) and (119). Statement 1 is proved.
Proof of Statement 2. For fixed s ≥ 2 and L ≥ 1, we will interpret equation (41) as a
function Q of the argument y, i.e.
Q = QL(y, s) ,
1− y
1− rL(y, s)
, rL(y, s) , y
s
[
1−
(
y − ys
1− ys
)L]
, 0 < y < 1. (120)
Then, the random coding bound (39)-(41) can be written as follows
RL(s) ,
1
s+ L− 1
max
0<y<1
TL(y, s), (121)
where
TL(y, s) , (1− sQ− LQ) log2
[
Q
1− y
]
−
(s+ L)(1−Q) log2
[
1−Q
y
]
− L log2 [1− y
s] + L(1−Q) log2
[
1− ys−1
]
. (122)
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Let L ≥ 1 be fixed and s→∞. In definitions (120) and (122), we put y , 1− c/s, where a
fixed parameter c = cL > 0 does not depend on s. Then the definitional equality (121) implies
that the random coding bound
RL(s) ≥
1
s+ L− 1
TL
(
1−
c
s
, s
)
, c < s. (123)
If y = 1− c/s and s→∞, then the asymptotic behavior of (120) and (122) has the form:
Q = QL
(
1−
c
s
, s
)
=
c
s
(1 + o(1)), TL
(
1−
c
s
, s
)
= −
L
s
c · log2 (1− e
−c) (1 + o(1)). (124)
One can easily check that the maximum
max
c> 0
{−c · log2 (1− e
−c)} =
1
log2 e
, (125)
and the maximal value is attained at c = ln 2 = 1log2 e
= 0, 619. For the random coding bound
RL(s) defined by (120)-(122), formulas (123)-(125) lead to the following asymptotic inequality
RL(s) ≥
L
s2 · log2 e
(1 + o(1)), s→∞, L = 1, 2, . . . . (126)
The substitution y = 1 − ln 2/s to (120) yields the asymptotic formula (44) for the optimal
relative weight QL(s) of codewords in the ensemble of constant weight codes for which the
asymptotic behavior of the rate described by the right-hand side (126) is attained.
To complete the proof of Statement 2, we need to check the sign of the equality in (126). We
do not give here this verification for the reason of its awkwardness and also taking into account
the small significance of its result. Statement 2 is proved.
Proof of Statement 3. For fixed integers s ≥ 2, L ≥ 1 and parameter c > 0, consider the
following equation: (
y − ys
1− ys
)L
= c(1− y), 0 < y < 1. (127)
The left-hand (right-hand) side of (127) is an increasing (decreasing) function of y, 0 < y < 1.
Hence, in the interval y ∈ (0, 1), equation (127) has a unique solution (root) which will be
denoted by the symbol yL(s, c). Substitute this root to (120) and introduce the corresponding
variables Q = QL(s, c) and r = rL(s, c). For a fixed integer s ≥ 2 and fixed parameter c > 0,
the considered variables yL(s, c), Q = QL(s, c) and r = rL(s, c) will be interpreted as sequences
of integer argument L, L = 1, 2, . . . .
Let an integer s ≥ 2 and a parameter c > 0 be fixed and L→∞. The following asymptotic
properties of the introduced sequences are evident:
y = yL(s, c) = 1 + o(1),
rL(s, c) = 1− (s+ c)(1 − y) + o(1− y), (128)
QL(s, c) =
1
s+ c
(1 + o(1)), L→∞, s = 2, 3, ..., c > 0.
Definitions (120)-(122) imply that for any c > 0, the random coding bound
RL(s) ≥
1
s+ L− 1
TL (yL(s, c), s) , c > 0, (129)
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where the variable TL (yL(s, c), s) is defined by (122) with y , yL(s, c) and Q , QL(s, c). Using
equation (127) and properties (128), one can obtain the asymptotic behavior of the right-hand
side (122) in the form:
TL (yL(s, c), s)
L
=
(
log2
[
s+ c
s
]
−
s+ c− 1
s+ c
log2
[
s+ c− 1
s− 1
]
−
c
s+ c
log2
[
s− 1
s
])
(1 + o(1)), L→∞. (130)
It is not difficult to check that the maximum in the right-hand side of (130) is attained
at c = c(s) , s
s−(s−1)s
(s−1)s−1 . A substitution c = c(s) to (130) with regard to (129) leads to the
following asymptotic property for the random coding bound (120)-(122):
R∞(s) , lim
L→∞
RL(s) ≥ log2
[
(s− 1)s−1
ss
+ 1
]
, s = 2, 3, . . . . (131)
After substitution c = c(s) to the third formula of (128), we get the asymptotic formula (45)
for the optimal relative weight QL(s) for which the asymptotic behavior of the rate described
by the right-hand side of (131), is attained.
To complete the proof of Statement 3, we need to check the sign of the equality in (131). We
do not give here this verification for the same reason that was above observed for Statement 2.
Statement 3 is proved. Theorem 7 is proved. 
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