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Abstract
Mixture of experts (MoE) models are a class of artificial neural networks that can be
used for functional approximation and probabilistic modeling. An important class of MoE
models is the class of mixture of linear experts (MoLE) models, where the expert functions
map to real topological output spaces. There are a number of powerful approximation results
regarding MoLE models, when the output space is univariate. These results guarantee the
ability of MoLE mean functions to approximate arbitrary continuous functions, and MoLE
models themselves to approximate arbitrary conditional probability density functions. We
utilize and extend upon the univariate approximation results in order to prove a pair of useful
results for situations where the output spaces are multivariate.
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1 Introduction
Mixture of experts (MoE) models are a class of probabilistic artificial neural networks that were first
introduced by [1], and further developed in [2] and [3]. In the contemporary setting, MoE models
have become highly popular and successful in a range of applications including audio classification,
bioinformatics, climate prediction, face recognition, financial forecasting, handwriting recognition,
and text classification, among many others; see [4, 5, 6] and the references therein.
Let X ⊂ Rp and Y be input and output spaces, respectively, where p ∈ N (the zero-exclusive
natural numbers). Let X ∈ X and Y ∈ Y be observable random variables, where X may also be
taken to be non-stochastic (i.e. X = x with probability one, for some fixed x ∈ X). In addition
to X and Y , define a third latent random variable Z ∈ [n] = {1, . . . , n}, such that
P (Z = z|X = x;α) = Gatez (x;α) , (1)
where Gatez (x;α) are parametric functions (known as gating functions), which depend on some
vector α in a real space of fixed dimension. We call n the number of experts in the MoE. Here, the
gating functions are required to satisfy the conditions Gatez (x;α) > 0, and
∑n
z=1Gatez (x;α) = 1,
for each z ∈ [n], x, and α.
The probability density functions (PDFs) of Y , given X = x and Z = z, are referred to as
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expert functions, which are parametric and can be written as
f (y|x, z) = Expertz (y;x,βz) , (2)
where βz is a parameter vector in a real space of fixed dimensionality, for each z. For brevity,
we write f (y|x, z) = f (y|X = x, Z = z;βz). We combine the gating functions (1) and expert
functions (2), via the law of total probability, to produce the conditional PDF of Y given X = x:
f (y|x; θ) =
n∑
z=1
Gatez (x;α)Expertz (y;x,βz) ,
where, θ is a vector that contains the elements of α and βz (z ∈ [n]). We refer to f (y|x; θ) =
f (y|X = x; θ) as the MoE model.
Depending on the choices of gating and expert functions, numerous classes of MoE models can
be specified. For example, if Y is a binary or categorical output space, then one can consider a
logistic or multinomial logistic form (see, e.g. [2, 7]). If Y ⊂ N, then one may follow [8] and utilize
Poisson experts. When Y ⊂ (0,∞) or Y ⊂ [0, 1], the mixture of gamma or beta experts are most
appropriate (see, e.g. [9, 10]).
In this article, we are only concerned with the case where Y ⊂ Rq (q ∈ N), and when the mean
of the expert functions are linear in x, so that
E (y|X = x, Z = z) = az +B
⊤
z x =


az1 + b
⊤
z1x
...
azq + b
⊤
zqx

 , (3)
where we put the elements of azj ∈ R and bzj ∈ R
p (j ∈ [q]) into βz, for each z. Here (·)
⊤ is the
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transposition operator, a⊤z = (az,1, . . . , az,q) ∈ R
q, and Bz ∈ R
p×q is a matrix with jth column
bz,j. Following the nomenclature of [11], we refer to MoE models with the characteristic above as
mixture of linear experts (MoLE) models.
Define the q-dimensional multivariate normal distribution by its PDF
φq (y;µ,Σ) = |2πΣ|
−1/2 exp
[
−
1
2
(y − µ)⊤Σ−1 (y − µ)
]
,
where µ ∈ Rq is a mean vector and Σ ∈ Rq×q is a symmetric positive-definite covariance matrix.
The multivariate normal linear experts were used to specify MoLE models in the foundational
works of [1, 2]. Alternative MoLE models using Laplace, student-t, and skew student-t linear
experts have also been considered in [11], [12], and [13], respectively.
In the MoE literature, there are two dominant choices for gating functions. The first, and by
far the most popular, is the soft-max gate:
Gatez (x;α) =
exp
(
cz + d
⊤
z x
)
∑n
ζ=1 exp
(
cζ + d
⊤
ζ x
) , (4)
where cz ∈ R and dz ∈ R
p (z ∈ [n]) are put in the parameter vector α. This choice of gating was
originally considered in [1].
The second of the dominant gating functions is the Gaussian gating function, or normalized-
Gaussian radial basis gate (cf. [14]), of the form
Gatez (x;α) =
πzφp (x;µz,Σz)∑n
ζ=1 πζφp (x;µζ,Σζ)
, (5)
where πz > 0 and
∑n
z=1 πz = 1, and the unique elements of πz, µz, and Σz (z ∈ [n]) are put
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in the parameter vector α. This gating choice was originally considered, in the MoE context,
by [15], although it had been used in the radial basis functions context by [14]. The Gaussian
gating function has recently gained some popularity in the literature. For example, [16] uses the
Gaussian gating function within the framework of cluster-weighted modeling, and [17, 18] use the
Gaussian gates within the locally-linear mapping framework. Here, both cluster-weighted models
and locally-linear mappings are types of MoE models. The Gaussian gates have also been used by
[19, 20] for MoE modeling of priors in Bayesian nonparametric regression. Under some restrictions,
one can show that the class of soft-max gates is a subset of the Gaussian gates (cf. [16, Cor. 5]).
A class of related gating functions to (5) are the student-t gates. This type of gating has been
explored in [16, 21, 22]. Multivariate probit gates have also been considered in [23].
Given any particular choice of gating, we can write the MoLE mean function as
m (x; θ) = E (y|X = x) =
n∑
z=1
Gatez (x;α)
[
az +B
⊤
z x
]
.
An important property of MoLE models is their richness of representation capability. This rep-
resentational richness has been characterized in a number of ways via various theoretical results.
In [24] and [25], the single-output (q = 1) soft-max gated MoLE mean function was proved to
be fundamental in an appropriate Sobolev space, under assumptions on differentiability and mea-
surability. We define the notion of fundamental in the manner of [26, Ch. 18], in the sequel. In
[14], the single-output Gaussian-gated MoLE mean function was proved to be fundamental in the
class of continuous functions, using the Stone-Weierstrass theorem (cf. [27]). Also via the Stone-
Weierstrass theorem, [28] proved that the single-output soft-max gated MoLE mean function is
fundamental in the class of continuous functions.
Distributional approximation theorems have also been obtained. For example, [9] proved that
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the class of single-output soft-max gated MoLE models can approximate any conditional density
with mean function characterized via a ridge-type relationship with the input vector (cf. [29])
to an arbitrary degree of accuracy, with respect to the Hellinger distance and Kullback-Leibler
divergence (see [30, Ch. 3]). Replacing the linear mean functions (3) by polynomials, [31] obtained
an approximation result regarding conditional densities with Sobolev class mean functions, instead
of ridge-type mean functions.
We note that the results of [9, 25, 31] are more general than what has been discussed here. That
is, the results from the aforementioned papers extend to various generalized linear MoE models,
and are not restricted to the MoLE context.
In a similar manner to [9] and [31], [32] and [33] showed that the single-output soft-max gated
MoLE models can approximate any conditional density, regardless of mean function (under some
regularity conditions), to an arbitrary degree of accuracy, with respect to a Kullback-Leibler type
divergence. Extending upon the results of [32] and [33], [19] proved that the same approximation
result holds for Gaussian-gated MoLE models.
In recent years, numerous articles have described practical applications of multi-output MoLE
models (q > 1; MO). For example, [34] utilized such models for time series segmentation of human
activity data. An application of MO-MoLE models to the analyze genomics data appears in
[35]. Such models have also been used in image reconstruction and spectroscopic remote sensing
applications [17], as well as in sound source separation applications [18]. Time series applications
of MO-MoLE models have been considered by [36] and [37].
Unfortunately, the single-output approximation theorems that have been previously cited no
longer apply directly to MO-MoLE models. In this paper, we utilize the previous results of [14]
and [19] in order to state useful approximation theorems to justify the use of MO-MoLE models
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for the analysis of functionally complex data and those data that arise from complex distributions.
The rest of the paper is organized as follows. The univariate results of [14] and [19] are presented
in Section 2. The main results of the paper are stated in Section 3. Proofs of the main theorems
are provided in Section 4. Discussions and conclusions are presented in Section 5. Supporting
results are reported in the Appendix.
2 Univariate results
The approximation result of [19] requires the following setup. Suppose that we observe the data
pair (X, Y ) ∈ X× Y, where Y ⊂ R, is generated from a data generating process (DGP) that can
be characterized by a marginal PDF gX (x) and conditional PDF gY |X (y|x). Let G denote the
joint probability measure that is implied by the joint PDF gY |X (y|x) gX (x).
Make the assumptions that [A1] gY |X (y|x) is a continuous function in both x ∈ X and y ∈ Y,
almost surely with respect to G, and [A2] there exists some ρ > 0 such that
∫
X×Y
log
gY |X (y|x)
inf{(s,t):‖x−s‖≤ρ,‖y−t‖≤ρ} gY |X (t|s)
dG (x, y) <∞,
where ‖·‖ is the Euclidean norm. As stated by [19], condition [A2] is a technical requirement that
the log relative changes in gY |X (y|x) are finite, on average, and that gY |X (y|x) is positive for all
pairs of x and y.
Write the class of MO-MoLE models with Gaussian gates and Gaussian linear experts over X
as
Lq (X) =
{
f : f (y|x; θ) =
n∑
z=1
πzφp (x;µz,Σz)φq
(
y;az +B
⊤
z x,Cz
)∑n
ζ=1 πζφp (x;µζ,Σζ)
, n ∈ N
}
.
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Here, Cz ∈ R
q×q is a symmetric positive-definite covariance matrix, for each z ∈ [n]. Furthermore,
define the subclass L∗q (X) ⊂ Lq (X), where
L∗q (X) =
{
f : f (y|x; θ) =
n∑
z=1
πzφp (x;µz,Σz)φq (y;az,Cz)∑n
ζ=1 πζφp (x;µζ,Σζ)
, n ∈ N
}
.
The following result is a direct consequence of [19, Thm. 3.1].
Theorem 1. Let X be compact and Y ⊂ R. If the data pair (X, Y ) arises from a DGP that is
characterized by the joint probability measure G, and if gY |X is a conditional PDF that satisfies [A1]
and [A2], then for every ǫ > 0, there exist n and θ that characterize an MoLE model f ∈ L∗1 (X),
such that ∫
X×Y
log
gY |X (y|x)
f (y|x; θ)
dG (x, y) < ǫ.
We now consider the approximation theorem of [14]. Let C (X) denote the class of all continuous
functions with support X ⊂ Rp. For a pair of single-output functions u and v on X, we can define
the uniform distance between u and v as d∞ (u, v) = ‖u− v‖∞, where ‖u (x)‖∞ = supx∈X |u (x)|
is the uniform norm over the support X.
The following definition is taken from [26, Ch. 18]. Suppose that U (X) and V (X) are two
classes of functions on X. If U and V are normed vector spaces (with respect to an appropriate
norm), then we say that U is fundamental in V, if the closure of the span of U is V. That is, we
say that U is fundamental in V with respect to the uniform norm, if for each v ∈ V and ǫ > 0,
there exists a linear combination u =
∑n
z=1 czuz, where cz ∈ R, uz ∈ U (z ∈ [n]; n ∈ N), and
d∞ (u, v) < ǫ.
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For Y = Rq, denote the class of Gaussian-gated MoLE mean functions over the support X by
Mq (X) =
{
m :m (x; θ) =
n∑
z=1
πzφp (x;µz,Σz)∑n
ζ=1 πζφp (x;µζ,Σζ)
[
az +B
⊤
z x
]
, x ∈ X, n ∈ N
}
.
Further define the subclass M∗q (X) ⊂Mq (X), where
M∗q (X) = {m ∈Mq (X) : Bz = 0, for each z ∈ [n]} ,
and 0 is a matrix containing only zeros of appropriate dimensionality. In the q = 1 case, the
following result was proved by [14], using the Stone-Weierstrass theorem.
Theorem 2. If X ⊂ Rp is a compact set, then the set M∗1 (X) is fundamental in C (X), with
respect to the uniform norm. Subsequently, since M∗1 (X) ⊂M1 (X), it follows that M1 (X) is also
fundamental in C (X), with respect to the uniform norm.
3 Main results
Extending from the work of [19], we now consider the approximation capabilities of MO-MoLE
models. To do so, we require the following definitions.
Let Y =
∏q
j=1Yj, such that Yj ⊂ R. Suppose that the data pair (X,Y ) ∈ X×Y is generated
from a DGP that can be characterized by a marginal PDF gX (x) and that admits the univariate
conditional PDFs gYj |X (yj|x), for each j ∈ [q], where Y
⊤ = (Y1, . . . , Yq), and subsequently y
⊤ =
(y1, . . . , yq). Let the probability measure that is implied by the PDF gYj |X (yj|x) gX (x) be written
as Gj , for each j ∈ [q].
Make Assumptions [A1] and [A2] regarding each of the conditional PDFs gYj |X (yj|x). That is,
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assume that [B1] for each j ∈ [q], gYj |X (yj|x) is a continuous function in both x ∈ X and yj ∈ Yj,
almost surely with respect to Gj , and that [B2] for each j ∈ [q], there exists some ρj > 0 such that
∫
X×Yj
log
gYj |X (y|x)
inf{(s,t):‖x−s‖≤ρ,‖y−t‖≤ρ} gYj |X (t|s)
dG (x, yj) <∞.
Using Theorem 1, we obtain the following generalization regarding MO-MoLE models from the
class L∗q (X), and subsequently, the class Lq (X). The proof appears in Section 4.
Theorem 3. Let X be compact and Y =
∏q
j=1Yj, where Yj ⊂ R. Assume that the DGP of
(X,Y ) is compatible with each of the joint probability measures Gj (j ∈ [q]). If the conditional
PDFs gYj |X (j ∈ [q]) are such that Assumptions [B1] and [B2] are satisfied, then there exist n and
θ that characterize an MoLE model f ∈ Lq (X), such that for some ǫ > 0,
∫
X×Yj
log
gYj |X (yj |x)
f (yj|x; θ)
dGj (x, yj) < ǫ
is satisfied simultaneously for all j ∈ [q].
We now extend upon the result of [14] in order to state a theorem regarding the approximation
capabilities of MO-MoLE mean functions. Define the space of MO continuous functions over X as
Cq (X) =
{
m⊤ (x) = (m1 (x) , . . . , mq (x)) : mj ∈ C (X) , j ∈ [q]
}
.
We wish to determine the relationship between the class Mq (X) and Cq (X), for q > 1. In order
to state such a relationship, we require an appropriate distance function. Following the approach
of [38], we utilize summation to induce a multivariate norm and distance function as follows. Let
u⊤ = (u1, . . . , uq) and v
⊤ = (v1, . . . , vq) be a pair of MO functions on X. Denote the induced
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distance between u and v by dq,∞ (u, v) = ‖u− v‖q,∞, where ‖u (x)‖q,∞ =
∑q
j=1 ‖uj (x)‖∞.
We prove that the operator ‖·‖q,∞ satisfies the definition of a norm in the Appendix. Our
following result generalizes Theorem 2. The proof appears in Section 4.
Theorem 4. If X ⊂ Rp is a compact set and q ∈ N, then the set M∗q (X) and Mq (X) are
fundamental in Cq (X), with respect to the induced norm.
4 Proofs of main results
The following lemmas streamline the proofs of Theorems 4 and 3. The first lemma is well known
and characterizes the functional form of the product of two Gaussian PDFs. A proof of the lemma
can be found in [39]. The proofs of Lemmas 2 and 3 appear in the Appendix.
Lemma 1. If µ1,µ2 ∈ R
p and Σ1,Σ2 ∈ R
p×p are symmetric positive-definite covariance matrices,
then
φp (x;µ1,Σ1)φp (x;µ2,Σ2) = cφp (x;µ12,Σ12) ,
where c > 0, Σ−112 = Σ
−1
1 +Σ
−1
2 , and µ12 = Σ12
(
Σ
−1
1 µ1 +Σ
−1
2 µ2
)
.
Lemma 2. If m[1],m[2] ∈ M
∗
q (X), for some X, then m[12] ∈M
∗
q (X), where m[12] = m[1] +m[2].
Lemma 3. If f[1] ∈ L
∗
q (X) and f[2] ∈ L
∗
r (X), for some X (q, r ∈ N), then f[12] ∈ L
∗
q+r (X), where
f[12] = f[1]f[2].
4.1 Proof of Theorem 3
By Theorem 1, under Assumptions [B1] and [B2], for each j ∈ [q] and ǫ > 0, there exists an nj
and θj that specifies a function
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f (yj|x; θj) =
nj∑
z=1
πjzφp (x;µjz,Σjz)φ1
(
yj; ajz, σ
2
jz
)
∑nj
ζ=1 πjζφp (x;µjζ,Σjζ)
,
in L∗1 (X), such that ∫
X×Yj
log
gYj |X (yj |x)
f (yj|x; θ)
dG (x, yj) < ǫ
is satisfied.
We complete the proof constructively. That is, we can show that the product of the marginal
PDFs f (yj|x; θj) yields a joint PDF f (y|x; θ), which is in the class L
∗
q (X). This is achieved via
repeated applications of Lemma 3. We obtain the desired conclusion by noting that L∗q (X) ⊂
Lq (X).
4.2 Proof of Theorem 4
Let X be a compact set. Define ej to be a column vector with 1 in the jth position and 0, elsewhere.
Let u⊤ (x) = (u1 (x) , . . . , uq (x)) ∈ Cq (X) be an arbitrary continuous MO function over X. By
Theorem 2, there exists an MO mean function
mj (x; θj) =
nj∑
z=1
πjzφp (x;µjz,Σjz)∑n
ζ=1 πjζφp (x;µjζ,Σjζ)
ajz,
for each j ∈ [q], such that d∞ (mj (x; θj) , uj (x)) < ǫ/q, for any ǫ > 0. Here, θj is a parameter
vector that contains the unique elements of µjz, Σjz, and ajz ∈ R, for each z ∈ nj, where nj ∈ N,
for each j ∈ [q]. Now, write
mj (x; θj) = mj (x; θj)× ej
12
and note that for any k 6= j, mjk (x; θj) = 0, for all x ∈ X.
Consider the fact that the jth coordinate of the function
m (x; θ) =
q∑
j=1
mj (x; θj) (6)
is only influenced by the jth functional mj (x; θj), by construction. Thus, at each coordinate j,
we have
d∞ (mj (x) , uj (x)) = d∞ (mj (x; θj) , uj (x)) < ǫ/q.
By definition of the induced distance, we therefore obtain the result that
dq,∞ (m,u) =
q∑
j=1
d∞ (mj (x; θj) , uj (x))
< q × (ǫ/q) = ǫ.
It suffices to show that (6) is a function in the class M∗q (X). We obtain such a result by
repeated application of Lemma 2.
5 Discussions and conclusions
We note that both Theorems 4 and 3 require that the gating functions are of the Gaussian form,
given by (5). We note that [28, Thm. 1] provides a version of Theorem 2 that utilizes the
soft-max gating function instead of the Gaussian gating function, under the same compactness
assumption on X. Similarly, [33, Thm. 1] provides a substitute for Theorem 1, under almost
identical assumptions, for soft-max gated MoLEs with Gaussian linear experts. An additional
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assumption that
∫
Y
y2gY |X (y|x)dx < ∞ for all x ∈ X is required, in order to apply the result
of [33]. Thus, one can largely replace the Gaussian gating functions in Theorems 4 and 3 by the
soft-max gating functions of form (4), and still obtain the conclusions of the two results.
Theorem 3 implies that all q univariate gYj |X (yj|x) conditional PDFs (j ∈ [q]) of a q-variate
target conditional PDF gY |X (y|x) can be approximated to an arbitrary degree of accuracy via a
Gaussian-gated MoLE model with Gaussian linear experts, with respect to a Kullback-Leibler like
divergence, assuming the fulfillment of Assumptions [B1] and [B2]. Unfortunately, the statement
of the theorem provides no guarantees regarding the approximation accuracy of the dependence
structures between each of the q univariate variables yj, conditioned on the observation X = x.
Using Theorem 1, we cannot prove such a result using algebraic manipulations alone, in the
manner that has been used to prove Theorem 3. Proving that dependence structures can also be
approximated to an arbitrary degree of accuracy is a topic of ongoing research in the literature.
Such results may be sought via adaptations and extensions of the joint density approximation
results of [40, Sec. 33.1] or [41], to the problem of multivariate conditional density approximation.
Finally, we note that Theorems 1–4 do not provide rates, regarding the reduction of approx-
imation error as functions of q and n. Rate results would require stronger assumptions on the
space of approximands. For example, we may utilize the results of [24] in order to obtain an
approximation rate for functional approximations from the class Mq (X), under the additional
assumption that the MO approximand is a member of some appropriate Sobolev space. Similarly,
using the results of [9], we may obtain approximation rates for conditional approximations from
the class Lq (X), under the additional assumptions that the approximand univariate conditional
PDFs satisfy are restricted to affine-dependence structures, with respect to the input vector. We
leave the establishment of these interesting results to the future.
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Appendix
The induced norm
Let U be a normed vector space, and let u and v be arbitrary elements of U . We say that the
operator ‖·‖ is a norm on U if it satisfies the following assumptions: (i) ‖u‖ ≥ 0 and ‖u‖ = 0 if
and only if u = 0, (ii) For every c ∈ R, ‖cu‖ = |c| ‖u‖, and (iii) ‖u+ v‖ ≤ ‖u‖ + ‖v‖ (cf. [42,
Sec. 4.6]).
Proposition 1. For any vector space Uq (X) of MO functions on X, the operator ‖·‖Σ satisfies the
definition of a norm.
Proof. Let u⊤ = (u1, . . . uq) and v
⊤ = (v1, . . . , vq) be two arbitrary elements in Uq. Recall that
the operator ‖·‖∞ is a norm over any vector space of single-output functions. This implies that
‖uj‖∞ ≥ 0 for each j ∈ [q] and thus ‖u‖q,∞ =
∑q
j=1 ‖uj‖∞ ≥ 0.
Suppose that ‖u‖q,∞ = 0. This implies that each component of
∑q
j=1 ‖uj‖∞ must equal to
zero since no component may take a negative value. However, since ‖·‖∞ is a norm, this implies
that u = 0. Now suppose that u = 0. The direct definition of ‖·‖q,∞ leads to the result that
‖u‖q,∞ = 0. Thus, together, ‖·‖q,∞ fulfills Assumption (i).
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Assumption (ii) is shown to be fulfilled by observing the direct chain of equalities:
‖cu‖q,∞ =
q∑
j=1
‖cuj‖∞
=
q∑
j=1
|c| ‖uj‖∞
= |c|
q∑
j=1
‖uj‖∞
= |c| ‖u‖q,∞ ,
where the second line is due to the fact that ‖·‖∞ is a norm.
Assumption (iii) is also shown to be fulfilled by observing the chain of arguments:
‖u+ v‖q,∞ =
q∑
j=1
‖uj + vj‖∞
≤
q∑
j=1
[
‖uj‖∞ + ‖vj‖∞
]
=
q∑
j=1
‖uj‖∞ +
q∑
j=1
‖vj‖∞
= ‖u‖q,∞ + ‖v‖q,∞ ,
where the second line is again due to the fact that ‖·‖∞ is a norm. The proof is thus complete.
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Proof of Lemma 2
Since m[1],m[2] ∈ M
∗
q (X), we can write y[k] as
m[k] (x; θk) =
nk∑
z=1
πkzφp (x;µkz,Σkz)∑nk
ζ=1 πkζφp (x;µkζ,Σkζ)
akz,
where θk contains the unique elements of µkz, Σkz, and akz (z ∈ [nk]; nk ∈ N), for each k ∈ {1, 2}.
Next, we write
m[12] (x) =
2∑
k=1
nk∑
z=1
πkzφp (x;µkz,Σkz)∑nk
ζ=1 πkζφp (x;µkζ,Σkζ)
akz
=
n1∑
z=1
π1zφp (x;µ1z,Σ1z)
∑n2
ζ=1 π2ζφp (x;µ2ζ,Σ2ζ)∏2
k=1
∑nk
ζ=1 πkζφp (x;µkζ,Σkζ)
a1z
+
n2∑
z=1
π2zφp (x;µ2z,Σ2z)
∑n1
ζ=1 π1ζφp (x;µ1ζ,Σ1ζ)∏2
k=1
∑nk
ζ=1 πkζφp (x;µkζ,Σkζ)
a2z.
For each s ∈ [n1] and t ∈ [n2], we can perform the following mappings: a(st) = a1s + a2t,
π¯(st) = π1sπ2t, Σ
−1
(st) = Σ
−1
1s +Σ
−1
2t , and µ(st) = Σ(st)
(
Σ
−1
1s µ1s +Σ
−1
2t µ2t
)
.
Using Lemma 1, we can write
m[12] (x) =
n1∑
s=1
n2∑
t=1
cstπ¯(st)φd
(
x;µ(st),Σ(st)
)
∑n1
ξ=1
∑n2
ζ=1 cξζπ¯(ξζ)φd
(
x;µ(ξζ),Σ(ξζ)
)a(st)
=
n1∑
s=1
n2∑
t=1
π(st)φd
(
x;µ(st),Σ(st)
)
∑n1
ξ=1
∑n2
ζ=1 π(ξζ)φd
(
x;µ(ξζ),Σ(ξζ)
)a(st),
where π(st) = cstπ¯(st)/
∑n1
ξ=1
∑n2
ζ=1 cξζπ¯(ξζ), for each s and t. Note that this implies that π(st) > 0
(s ∈ [n1], t ∈ [n2]) and
∑n1
s=1
∑n2
t=1 π(st) = 1, as required, since cst > 0.
Finally, utilizing some pairing function (see e.g., [43, Sec. 1.3]), we may map every pair (s, t) ∈
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[n1]× [n2] uniquely to a z ∈
[
n[12]
]
, where n[12] = n1n2. Using this mapping, we can then write
m[12] (x) =
n[12]∑
z=1
π[12]zφd
(
x;µ[12]z,Σ[12]z
)
∑n[12]
ζ=1 π[12]ζφd
(
x;µ[12]ζ ,Σ[12]ζ
)a[12]z
= m[12]
(
x; θ[12]
)
,
where θ[12] is a parameter vector that contains the unique elements of π[12]z, µ[12]z, Σ[12]z, and a[12]z
for each z ∈
[
n[12]
]
. Thus, we have shown that m[12] = m[1] +m[2] is in the class of functions
M∗q (X).
Proof of Lemma 3
Since f[1] ∈ L
∗
q (X) and f[2] ∈ L
∗
r (X), we can write
f[1]
(
y[1]|x; θ1
)
=
n1∑
z=1
π1zφp (x;µ1z,Σ1z)φq
(
y[1];a1z,C1z
)∑n1
ζ=1 π1ζφp (x;µ1ζ,Σ1ζ)
,
and
f[2]
(
y[2]|x; θ2
)
=
n2∑
z=1
π2zφp (x;µ2z,Σ2z)φr
(
y[2];a2z,C2z
)∑n2
ζ=1 π2ζφp (x;µ2ζ,Σ2ζ)
,
where θk contains the unique elements of µkz, Σkz, akz, and Ckz (z ∈ [nk]; nk ∈ N), for each
k ∈ {1, 2}. Here, y⊤ =
(
y⊤[1],y
⊤
[2]
)
, where y[1] ∈ R
q and y2 ∈ R
r.
Next, write
f[12] (y|x) =
n1∑
z=1
π1zφp (x;µ1z,Σ1z)φq
(
y[1];a1z,C1z
)∑n1
ζ=1 π1ζφp (x;µ1ζ,Σ1ζ)
×
n2∑
z=1
π2zφp (x;µ2z,Σ2z)φr
(
y[2];a2z,C2z
)∑n2
ζ=1 π2ζφp (x;µ2ζ,Σ2ζ)
,
and make the following mapping for each s ∈ [n1] and t ∈ [n2]: π¯(st) = π1sπ2t, Σ
−1
(st) = Σ
−1
1s +Σ
−1
2t ,
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and µ(st) = Σ(st)
(
Σ
−1
1s µ1s +Σ
−1
2t µ2t
)
. Furthermore, for each s and t,
φq
(
y[1];a1s,C1s
)
φr
(
y[2];a2t,C2t
)
= φq+r



 y[1]
y[2]

 ;

 a1s
a2t

 ,

 C1s 0
0 C2t




= φq+r
(
y;a(st),C(st)
)
,
specifies a (q + r) -dimensional multivariate normal PDF.
Using Lemma 1, we can write
f[12] =
n1∑
s=1
n2∑
t=1
cstπ¯(st)φd
(
x;µ(st),Σ(st)
)
φq+r
(
y;a(st),C(st)
)
∑n1
ξ=1
∑n2
ζ=1 cξζπ¯(ξζ)φd
(
x;µ(ξζ),Σ(ξζ)
)
=
n1∑
s=1
n2∑
t=1
π(st)φd
(
x;µ(st),Σ(st)
)
φq+r
(
y;a(st),C(st)
)
∑n1
ξ=1
∑n2
ζ=1 π(ξζ)φd
(
x;µ(ξζ),Σ(ξζ)
) ,
where π(st) = cstπ¯(st)/
∑n1
ξ=1
∑n2
ζ=1 cξζ π¯(ξζ), for each s and t.
In a similar manner to the approach from Lemma 2, we may map every pair (s, t) ∈ [n1]× [n2]
uniquely to a z ∈
[
n[12]
]
, where n[12] = n1n2. Using this mapping, we can then write
f[12] (y|x) =
n[12]∑
z=1
π[12]zφd
(
x;µ[12]z,Σ[12]z
)
φq+r
(
y;a(st),C(st)
)
∑n[12]
ζ=1 π[12]ζφd
(
x;µ[12]ζ ,Σ[12]ζ
)
= f[12]
(
y|x; θ[12]
)
,
where θ[12] is a parameter vector that contains the unique elements of π[12]z, µ[12]z, Σ[12]z, a[12]z,
and C[12]z, for each z ∈
[
n[12]
]
. Thus, we have shown that f[12] = f[1]f[2] is in the class of functions
L∗q+r (X).
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