ABSTRACT Bijective connection (BC) networks, including a family of interconnection networks of multiprocessor systems, have been studied extensively due to its desirable properties, such as lower diameter, high reliability, and diagnosability. To meet the demand of processing integrating tasks with large-scale and complex architectures, it is significant to explore alternative interconnection networks for multiprocessor configuration. To this end, we propose a novel framework called hyper bijective connection network (HBC network) as an extension of BC networks, which allows to study the properties of other potential interconnection networks in unity rather than in individual. We prove that when n ≥ 3, m ≥ 2, every n-dimensional HBC network H n (m) has (edge) connectivity m + n − 2, super connectivity 2n + m − 4, and super edge-connectivity 2n + 2m − 6, and is super-connected and super-edge-connected. These results indicate the high reliability of HBC networks. Moreover, we analyze three classic diagnosabilities of a HBC network, including t p -, t 1 /t 1 -, and t/k-diagnosability. We show that when n ≥ 3 and m ≥ 2, an n-dimensional HBC network H n (m) is (m + n − 2)-diagnosable, (2n + m − 4)/(2n + m − 4)-diagnosable, and t(m, n, k)/ k-diagnosable, where 0 ≤ k ≤ m + n − 2 and t(m, n, k) = (k + 1)n + (m − 2) − ((k + 1)(k + 2)/2) + 1. Besides, it is shown that the corresponding properties for BC networks can be derived naturally as special cases of that for HBC networks.
I. INTRODUCTION
A multiprocessor system possesses powerful performance and reliability because of its simultaneous processing mechanism. However, the high complexity of multiprocessor systems adversely affect its availability. As a consequence, designing multiprocessor systems with high performance has become an urgent need which calls for developing appropriate approaches to do an assessment in terms of the reliability. To this end, we generally model a multiprocessor system as a graph (interconnection network), where each vertex stands for a processor of the system and each edge represents the connection of two processors. Thus, one can measure the availability of a multiprocessor system by leveraging existing parameters of its corresponding interconnection network.
The mostly used topology structures for multiprocessor systems include hypercube and its variations [1] , [2] . There is a common property shared by hypercube and its variants, namely each n-dimensional structure can be obtained from two (n − 1)-dimensional structures by a bijective connection between them. Inspired by this observation, a class of graphs for multiprocessor systems is defined in [3] , and thus is named as bijective connection (BC) networks. There are many well known interconnection networks which are members of BC networks, such as hypercubes [4] , Möbius cubes [2] , crossed cubes [1] and twisted cubes [5] , etc. Accordingly, results on the properties of these cubes can be captured by studying the properties of BC networks. Therefore, features of BC networks are broadly investigated in literature. These include reliability evaluation [6] - [8] , t/k-diagnosability [9] , conditional diagnosability [10] , and so on.
With the development of large-scale systems for integrating problem-solving, multiprocessor systems are becoming more and more complex involving hundreds of thousands of processors. Although BC networks offers a good alternative for modeling multiprocessor systems, the dimension has to be enlarged to meet the need of large-scale systems, which naturally results in an increase in its diameter. This may reduce the performance of the corresponding structure, making the processor system more prone to failures. To avoid this, we shall design a new framework for large multiprocessor system which has the good properties of BC networks, and whose diameter can not be affected by increasing its size. Moreover, every multiprocessor system designed accordingly should meet the demand of high reliability, i.e., the system should tolerate as many processor failures as possible.
To achieve this destination, we extend and generalize BC networks by incorporating more interconnection networks, which maintains the desired advantages of BC networks, such as regularity, low degree of nodes, small diameter, node and link symmetry, and high degree of fault tolerance, etc. The resulting framework is thus called hyper bijective connection (HBC) networks. To measure the availability of the proposed system, we analyze two primary indices, reliability and diagnosability. We prove that when n ≥ 3, m ≥ 2, every n-dimensional HBC network H n (m) has (edge) connectivity m + n − 2, super connectivity 2n + m − 4, super edge-connectivity 2n + 2m − 6, and is super-connected and super-edge-connected. Moreover, we analyze three classic diagnosabilities of a HBC network, including t p -, t 1 /t 1 -, and t/k-diagnosability. More specifically, we show that when n ≥ 3 and m ≥ 2, an n-dimensional HBC network H n (m) is (m+n−2)-diagnosable, (2n+m−4)/(2n+m−4)-diagnosable, and t(m, n, k)/k-diagnosable, where 0 ≤ k ≤ m + n − 2 and t(m, n, k) = (k + 1)n + (m − 2) − (k+1)(k+2) 2 + 1. In particular, we observe that the diameter of a HBC network H n (m) will never exceed n. Thus, we can expand its size by increasing the value of m while the corresponding diameter remain unchanged. The corresponding properties of BC networks can be derived naturally as a special case, indicating the feasibility of HBC networks in exploiting potential interconnection networks for multiprocessor systems.
As for the remaining part of this paper, Section II presents the definition of hyper bijective connection networks and some basic useful results, following necessary preliminaries on graph theory. Section III discusses the reliability of hyper bijective connection networks by investigating the parameters including connectivity and super connectivity. Its diagnosability is considered in Section IV, where results concerning the strategies of t p -diagnosis, t 1 /t 1 -diagnosis, and t/k-diagnosis are derived. Finally, in Section V we give a conclusion of this paper, and point out directions for the further research.
II. HYPER BIJECTIVE CONNECTION NETWORKS
For a simple graph G, its vertex set and edge set are represented as V (G) and E(G), respectively. For an arbitrary vertex v ∈ V (G), its neighbor is defined as a vertex u ∈ V (G) such that uv ∈ E(G), and its degree in G, d G (v), is the number of its
and (G) are the minimum degree and the maximum degree of G, respectively. Given an S ⊂ V (G), N G (S) = u∈S N G (u) − S is called the boundary of S in G, which consists of vertices in u∈S N G (u) but not in S. We use G[S] to denote the induced subgraph of S (or subgraph of G induced by S), which is generated from G by removing vertices not in S and their incident edges. To simplify the notation, the induced subgraph of V (G) \ S is also written as
Let G be a graph and
If every edge of a perfect matching M of G has ends in V 0 and V 1 respectively, then we refer to M as a perfect matching between V 0 and V 1 . Now, we take a position to introduce the concept of bijective connection graphs (abbreviated as BC graphs). By following [3] , X n represents an n-dimensional BC graph, and L n stands for the set of all n-dimensional BC graphs.
Definition 1 [3] : Let K 2 be the complete graph on two vertices. Define L 1 = {K 2 }. A graph G belongs to L n , n ≥ 2, if and only if there are two vertex-disjoint nonempty subsets
is a perfect matching between V 0 and V 1 .
Intuitively, we can build an n-dimensional bijective connection graph recursively by a perfect matching between two (n − 1)-dimensional ones, starting with K 2 as the first dimension. To seek for other kinds of interconnection networks for building multi-processor systems, we consider to generalize BC graphs by using complete graph K m (m ≥ 2) instead of K 2 as the basic building block. The resulting graph is expected to maintain the superiority of BC graphs, not only because of the same constructing process with that of BC graphs, but also lies in the superior properties (like the strong symmetry, strong connectivity, etc.) of complete graphs. This generalized version of BC graphs is called hyper bijective connection graphs (HBC graphs, in brief).
In what follows, we are dedicated to investigating the features of HBC graphs, before which we first present a formal definition as follow. Here, we denote by H n (m) an n-dimensional HBC graph, and H n (m) the collection of all n-dimensional HBC graphs.
Definition 2: Given positive integers m ≥ 2 and n ≥ 1, let K m be the complete graph on m vertices. Define Clearly, every BC graph X n belongs to H n (2) . We illustrate these definitions in Figure 1 . From the definition, one see that for any (2) M is a perfect matching between V 0 and V 1 . For convenience, we also use
Proposition 1 implies that n-dimensional HBC graphs are (m + n − 2)-regular graphs containing m2 n−1 vertices and m(m + n − 2)2 n−2 edges.
A graph is connected if every pair of vertices are connected by a path; otherwise the graph is disconnected. Let G be a connected graph.
is the distance of vertices u and v in G. The diameter of a graph is one of major evaluation criteria of communication delay. In general, if a graph has shorter diameter, then it has lower communication delay. One of the desirable properties of a BC graph is its short diameter [3] . We will see that HBC graphs also possess this property. Let H n (m) ∈ H n (m). Although the cardinality of V (H n (m)) (resp. E(H n (m))) increases with the increment of m, its diameter never exceeds n.
Proof: This directly follows by induction on n. Given a graph G, and
is complete, then we call S a k-clique of G. The largest integer k for which G admits a k-clique is called the clique number of G, written as ω(G).
We end this section with the following three conclusions, which will be used to prove our main results in subsequent sections.
Proof: Since H n (m) = K m , the result holds readily when n = 1. We proceed by induction on n. Suppose that n ≥ 2. Denote by H n (m) = G(V 0 , V 1 ; M ). We assume, to the contrary, that H n (m) has a (m+1)-clique S. By the hypothesis,
for any x ∈ S 0 and y ∈ S 1 . Therefore, |S 0 | = |S 1 | = 1. This indicates that m = 1, and yields a contradiction.
We confirm the conclusion through induction on integer n. When n = 1,
Observe that V 0 and V 1 are connected by M , which indicates that V 1 does not contain any vertex with neighbors u and v simultaneously. Therefore,
and v ∈ V 1 (or V 0 ), we can check that u and v share at most two neighbors.
Proof: By induction on n. One can readily check the validity of the conclusion for n = 1. Suppose that n ≥ 2.
, and denote by G 0 and G 1 the induced subgraphs of V 0 and V 1 , respectively. Let
III. RELIABILITY EVALUATION
Concerning the reliability of a multiprocess system (modelled as a graph), its components (edges or vertices) are more prone to failure along with the increase of the number of processors. An edge failure means that the edge is removed, and a vertex failure means that all edges incident with the vertex are failure. Components failure may destroy the system, i.e., the graph may be disconnected after some vertices failures or edge failures. Thus, the reliability of a graph can be evaluated naturally by the minimum number of component failures which will disconnect the graph, i.e., the (edge) connectivity, which is formally defined as follows.
Given a connected graph G, its vertex cut is a vertex subset S ⊂ V (G) such that G−S is disconnected, and its connectivity κ(G) is defined as κ(G) = min{|S|, S is a vertex cut of G} if G is non-complete and otherwise κ(G) = |V (G)| − 1. Analogously, the edge cut of G is an edge subset F ∈ E(G) such that G − F is disconnected, and the edge connectivity λ(G) of G is defined as λ(G) = min{|F|, F is an edge cut of G}. In this way, we see that the bigger of the (edge) connectivity of a graph is, the higher of its reliability is.
However, one should notice that the disruption caused by all vertices/edges adjacent to one processor is almost impossible in a (large) multiprocessor system. Therefore, the (edge) connectivity, which is a worst situation measure, may underestimate the fault tolerance ability of a system [11] .
In [12] , a refined measure, called super (edge-) connectivity was proposed. These parameters can provide a more accurate reliability evaluation for Multiprocessor systems.
Given a connected graph G, let S ⊂ V (G) and
is disconnected and does not contain any isolated vertex, then S (resp. F) is referred to as a super vertex-cut (resp. super edge-cut) of G. Observe that there are graphs without super vertex-cuts or super edge-cuts, e.g. complete graphs. When G contains a super vertex-cut (resp. a super edge-cut), we define its super connectivity (resp. super edge-connectivity) as the smallest size of a super vertex-cut (resp. super edge-cut), denoted by κ 1 (G) (resp. λ 1 (G)). Let S (resp. F) be an arbitrary minimum vertex-cut (resp. mini-
Network reliability evaluation has been extensively studied over the years. Many different graph invariants have been proposed, such as conditional connectivity [11] , [13] , extra (edge-) connectivity [6] , [7] , cyclic (edge-) connectivity [14] , [15] , etc. Moreover, there are also various models and approaches for network reliability analysis. These include binary decision diagrams [16] , Monte Carlo method based on dynamic importance sampling [17] , [18] , D-spectrum [19] , mean time to failure [20] , to name a few.
Our motivation for defining the new framework, HBC networks, is to help designing more large-scaled multiprocessor systems. We show the high reliability of the proposed framework by analyzing two classic parameters, (edge-) connectivity and super (edge-) connectivity.
The theorem below presents the (edge) connectivity of HBC graphs.
We need only to show that the resulting graph by removing at most m + n − 3 vertices is connected.
By the inductive hypothesis, G i − V i is connected for i = 0, 1. We assert that there exists an edge xy satisfying x ∈ (V 0 \ V 0 ) and
We call a connected graph G maximum connected (resp. maximum edge connected) if κ(G) = δ(G) (resp. λ(G) = δ(G)). By applying a lemma below we can readily check that H n (m) is super-connected and super-edgeconnected.
Lemma 4 [21] : For two vertex-disjoint k-regular maximum connected t-vertex graphs G 0 and G 1 , let M be a perfect matching between V (G 0 ) and V (G 1 ). The graph G, defined as the union of G 0 , G 1 and M , is super-connected (resp. superedge-connected) iff t > k + 1, or t = k + 1 and k ∈ {0, 1, 2} (resp. t > k + 1, or t = k + 1 and k = 0). Theorem 2: For any H n (m) ∈ H n (m) with m ≥ 2 and n ≥ 1(n = 2), H n (m) is super-connected and super-edgeconnected.
Proof: The statement being trivial for n = 1, since
Therefore, the conclusion holds by Lemma 4. Observe that by Proposition 1 H n (m) is (m + n − 2)-regular which indicates that H n (m) can become disconnected by removing at most m + n − 2 vertices. Additionally, Theorem 1 shows that if H n (m) − S is disconnected for some S ⊆ V (H n (m)), then |S| ≥ m + n − 2. This implies that the (edge) connectivity has reached the upper bound. Hence, in this sense H n (m) has a high reliability. Now, we turn to the discussion of the super (edge-) connectivity of HBC graphs
Suppose that G does not contain any isolated vertex. We now show that G is connected.
If S ⊂ V i for some i ∈ {0, 1}, then G is clearly connected. Define V i = V i ∩S for i = 0, 1. We therefore assume V i = ∅, and without loss of generality
. Then, by Theorem 1 G 0 −V 0 is connected since 2n+m−5 2 < m+n−3 subject to m ≥ 2. We now prove that every vertex in
Since |S| ≤ 2n + m − 5 and neither u 0 nor v 0 has a neighbor in S , there exists at least one vertex w in S \ V 1 , whose neighbor is in V 0 \ V 0 . Therefore, w is connected to a vertex of G 0 − V 0 , which indicates that G is connected.
Having show that κ 1 (H n (m)) ≥ 2n + m − 4, we now prove that H n (m) has a super vertex-cut with 2n + m − 4 vertices and complete the proof.
When n = 3 and m = 2, we can always find two adjacent vertices u 0 , v 0 ∈ V 0 and two adjacent vertices u 1 , v 1 ∈ V 1 , such that there is no edge between {u 0 , v 0 } and {u 1 , v 1 }. Therefore, V (H 3 (2)) \ {u 0 , v 0 , u 1 , v 1 } is a super vertex-cut with 4 vertices. In the following, we assume m + n ≥ 6. Let S be a maximum clique of H n (m). By Lemma 1 |S| = m and assume S ∈ V 0 . Choose two vertices in S arbitrarily, say u, v. Then, uv ∈ E(H n (m)) and u, v have m−2 common neighbors.
Now, we turn to considering the super edge-connectivity of HBC graphs. For this, we introduce a lemma as follows.
Lemma 5:
It is sufficient to show g(k) ≥ 2m. For this, we first deal with two special cases:
Suppose that k i < m for i ∈ {0, 1, 2, 3}. Let be the number of nonzero integers in {k 0 , k 1 , k 2 , k 3 }, and denote by k the minimum one among these positive integers. Since k > m and k i < m, we have ≥ 2. If = 4, then k ≥ 1 and
In both cases, we have that g(k) ≥ 2k > 2m. Now, we deal with the case of = 3. In this case, either k 0 = 0 or k 1 = 0, and
Note that in Lemma 5, the conditions k i ≤ m and k ≤ 2m can not be omitted. If we admit k i > m, then for the case m = 2, k 0 = k 1 = k 2 = 0, and k 3 = k = 3, we have g(3) = 6 − 9 + 6 = 3 < 2m = 4. If we admit k > 2m, then for the instance m = 3, k 0 = k 1 = k 2 = 0, and k 3 = k = 7, it follows that g(7) = 21 − 49 + 14 < 0 < 2m = 6.
The theorem below deals with the case of n = 3:
Proof:
For (a), let S ⊆ E(H 3 (m)) such that |S | ≤ 2m − 1 and H 3 (m) − S is disconnected. We will show that H 3 (m) − S contains an isolated vertex. If not, let G be a component of H 3 (m) − S , containing the minimum number of vertex. Let
. We suppose that k 0 (= k 00 +k 01 ) ≤ k 1 (= k 10 +k 11 ), and k 00 ≤ k 01 , k 10 ≤ k 11 . Observe that k = k 0 + k 1 
, a contradiction. Now, we assume m < k ≤ 2m. Then, by Lemma 5, we have
For (b), let k ij = |V ∩ V ij |, i, j = 0, 1, and the number of positive integers in {k ij |i, j = 0, 1}. Clearly, 1 ≤ ≤ 4.
(2) When = 3, we without loss of generality assume
Proof of the Claim: Suppose that H n (m) − F contains at least two components. We carry on the proof by induction on integer n. When n = 3, the claim holds by Theorem 4. Suppose that n ≥ 4.
Let −1+(n−1+m−2) > 2n+2m−7 for any m ≥ 2, n ≥ 4. This gets a contradiction. We now assume that
Here, we without loss of generality assume that G 0 − F 0 is disconnected.
If |F 0 | ≤ 2(n−1)+2m−7, then by the induction hypothesis and the above discussion, G 0 − F 0 contains and only contains one isolated vertex, say u 0 . Let v 0 ∈ V 0 such that u 0 v 0 ∈ F 0 , and define F 0 = F 0 \ {u 0 v 0 }. Then, G 0 − F 0 has no isolated vertex, and by the induction hypothesis G 0 −F 0 is connected.
For the former, |F| ≥ |F 0 | + |F 1 | ≥ 2(n − 1 + m − 2) = 2n + 2m − 6 > 2n + 2m − 7, a contradiction; for the latter case, observe that u 0 has a neighbor u 1 ∈ V 1 in H n (m) − F (otherwise u 0 is an isolated vertex of H n (m)−F, and the claim holds). Therefore, H n (m) − F is connected. This contradicts our assumption.
If |F 0 | ≥ 2(n−1)+2m−6, then |F 1 | ≤ 1, and hence
is connected. This shows that either H n (m) − F is connected or u 0 is an isolated vertex in H n (m) − F. In both cases, we obtain contradictions. With this, we complete the proof of this claim.
According to the above claim, we have λ 1 (H n (m)) ≥ 2n + 2m − 6. Let uv be an edge of H n (m), and E = E H n (m) ({u}, N H n (m) (u))∪E H n (m) ({v}, N H n (m) (v)). One can readily check that E \ {uv} is a super edge-cut of H n (m) and |E \ {uv}| = 2m + 2n − 6. Hence, the result holds.
Theorem 5 implies that H m has a high reliability in terms of the super (edge) connectivity, since every two adjacent vertices are incident with at most 2n − 2m − 6 edges.
Since n-dimensional BC networks belong to HBC networks, we have the following corollary by applying Theorems 1∼ 2.
Corollary 1: Let X n ∈ L n where n ≥ 3. Then, κ(X n ) = λ(X n ) = n, κ 1 (X n ) = λ(X n ) = 2n − 2 and X n is superconnected and super-edge-connected.
IV. DIAGNOSABILITY
In general, to ensure that a multiprocessor system function in high reliability, the system need conduct fault-diagnosis regularly to identify the faulty nodes and replace them by fault-free nodes. Over the years, a great deal of measurements concerning diagnosability have been studied [22] - [27] , such as t p -diagnosability [28] , t 1 /t 1 -diagnosability [29] , t/k-diagnosability [30] , conditional diagnosability [31] - [33] and g-good-neighbor conditional diagnosability [34] - [36] . In this section, we consider t p -diagnosis, t 1 /t 1 -diagnosis and t/k-diagnosis of HBC networks.
A. T P -DIAGNOSABILITY
As one of the commonly used diagnosis strategies, t p -diagnosis was first introduced in [37] . Most often, we use a digraph G to model a diagnostic system, in which V (G) is the vertex set representing processors and E(G) the directed edge set representing test-links (every directed edge u, v ∈ E(G) means that v can be tested by u). In order to describe the test-result formally, we employ a function σ : E(G) → {0, 1} satisfying σ ( u, v ) = 0 if v is fault-free vertex when it is tested by u; otherwise, σ ( u, v ) = 1. We refer to the set including all the test-results as a syndrome of the system G. Here, we should assume that the test-results of a fault-free node are never incorrect and unreliable. Suppose that F ⊆ V (G) is a fault-set. Given a syndrome s of G, if for any u ∈ (V (G)\F) it holds that v ∈ (V (G)\F) when σ ( u, v ) = 0, and v ∈ F when σ ( u, v ) = 1, then we say that F is consistent with s. For an integer t p , the system G is called t p -diagnosable if given any syndrome s, the number of faultsets F ∈ V (G) such that |F| ≤ t p and F is consistent with s does not exceed one.
In reality, to cut back the cost, the test-links and the communication links in interconnection networks of multiprocessor systems are usually considered identical. Based on this observation, we take the graph representing a diagnostic system as undirected in the remaining of this paper.
In [28] , a sufficient condition is given for a system to be t p -diagnosable; see the following lemma.
Lemma 6 [28] : For a system S and its graph G,
Observe that κ(H n (m)) = m + n − 2 by Theorem 1, and |V (H n (m))| = m2 n−1 . We have that |V (H n (m))| > 2κ(H n (m))+1 for any m ≥ 2, n ≥ 3. Therefore, by Lemma 6, the following result concerning the t p -diagnosability of HBC networks holds.
Observe that under t p -diagnosable systems, a node can only be tested by its neighbors. Therefore, its diagnosability may be underestimated since interconnection networks in general have low vertex degrees. To improve the diagnosability, Friedman [29] proposed the t 1 /t 1 -diagnosable system, in which fault-free vertices may appear in the fault-set.
Given a diagnostic system S and its corresponding graph G, for a positive integer t 1 , if for any given syndrome, we can find a fault-set F ∈ V (G) with |F | ≤ t 1 satisfying that v ∈ F when v ∈ V (G) is faulty node, then S is called a t 1 /t 1 -diagnosable system (suppose that this system has at most t 1 faulty nodes). It can be shown that t 1 /t 1 -diagnosis achieves a higher diagnosability compared with the t p method [38] .
A necessary and sufficient condition concerning t 1 /t 1 -diagnosable is studied in [38] . VOLUME 6, 2018 Lemma 7 [38] : For a system S, let G be its corresponding graph. S is t 1 /t 1 -diagnosable iff for every integer p and
According to the above result, the t 1 /t 1 -diagnosability of HBC networks is obtained, as shown in Theorem 7, before which a lemma is presented as follows.
Lemma 8: Let H n (m) ∈ H n (m), m ≥ 2, n ≥ 3. For any integer 1 ≤ p ≤ 2n + m − 4 and any V ⊂ V (H n (m)) with
Proof: When 2p ≤ m, it follows directly that
then V can be partitioned into two subsets, say {u 1 , u 2 } and
, then G is a cycle of 4 vertices since G is triangle-free in this case by Lemma 1.
Observe that for any two vertices, by Lemma 2, there are at most two vertices adjacent to them simultaneously. We deduce that V does not contains any two vertices that share neighbors not in V . Thus,
. By the induction hypothesis 
By the induction hypothesis,
Now, assume that |V 0 | ≥ 3 and |V 1 | ≥ 3. Let u 0 ∈ V 0 and u 1 ∈ V 1 , and set V 0 = V 0 \ {u 0 } and V 1 = V 1 \ {u 1 }. Then, both |V 0 | and |V 1 | are even numbers greater than 2. Let |V 0 | = 2p 0 and
Theorem 7: Every n-dimensional HBC graph H n (m) for n ≥ 3 and m ≥ 2, is (2n + m − 4)/(2n + m − 4)-diagnosable.
C. T/K-DIAGNOSABILITY
To further improve the diagnosability under t-diagnosis, Somani et al. [30] introduced the t/k-diagnosis strategy. Suppose that S is a diagnostic system containing at most t (an positive integer) faulty nodes. We refer to S a t/k-diagnosable system if for an arbitrary syndrome yielded by S under a fault-set F, every faulty vertex can be collected into a vertex set F , in which the number of fault-free vertices is at most k, i.e. |F | ≤ |F| + k. Note that we should assume k < t; if not, it could happen that a fault-set contains more fault-free nodes than actual faulty nodes, which indicates an impractical strategy.
In [30] , a necessary and sufficient condition with regard to t/k-diagnosabilities of a system is provided. They also show that for n ≥ 4 and 0 ≤ k ≤ n, the hypercube of n-dimension is t/k-diagnosable, where t = (k + 1)n − (k+1)(k+2) 2 + 1. This result is then extended to bijective connection networks in [9] .
Theorem 8 [30] : Suppose that S is a diagnostic system and G its corresponding graph. Let t, k be integers with t > k. For an integer p and
Let x, y, z are real number. Define t(x, y, z) = − In this section, by using the approach developed in [9] we show that every
To do this, we first prove that HBC graphs satisfy conditions (1) and (2) in the theorem above through Theorems 9 and 10, in the proof for which Lemmas 9 and 10 are used, respectively. m, n, k) . Therefore, we assume k ≥ 3, and continue by induction on n. When n = 1, we have |V | < m and
) and
Assume that the conclusion holds for H n (m) such that
If k 0 = 1, then k 1 = k − 1, and by the induction hypothesis
If k 0 > 1, then we by the induction hypothesis have
Observe that
Therefore, by equations (1), (2),(3), we have
Suppose that m, n, k are integers, m ≥ 2, n ≥ 1 and k ≥ 0. Since k + 1 ≥ 1, it has, by Lemma 9, that for any V ⊂ V (H n (m)) with |V | = k +1, |N H n (m) (V )| ≥ β(m, n, k +1) = t(m, n, k). Note that in Theorem 8, condition 1 holds for each 1 ≤ p ≤ k + 1 if it is true for p = 1 [30] . Therefore, we have Theorem 9: Given integers m, n, k, p satisfying m ≥ 2, n ≥ 1, k ≥ 0 and 1
Lemma 10 [39] : Let G be a connected graph. For any
Theorem 10: Given integers m, n, k satisfying m ≥ 2, n ≥ 3 and 0 
By (5) and (7) 
