Motivation: Liquid chromatography is frequently used as a means to reduce the complexity of peptide-mixtures in shotgun proteomics. For such systems, the time when a peptide is released from a chromatography column and registered in the mass spectrometer is referred to as the peptide's retention time. Using heuristics or machine learning techniques, previous studies have demonstrated that it is possible to predict the retention time of a peptide from its amino acid sequence. In this paper, we are applying Gaussian Process Regression to the feature representation of a previously described predictor ELUDE. Using this framework, we demonstrate that it is possible to estimate the uncertainty of the prediction made by the model. Here we show how this uncertainty relates to the actual error of the prediction. Results: In our experiments, we observe a strong correlation between the estimated uncertainty provided by Gaussian Process Regression and the actual prediction error. This relation provides us with new means for assessment of the predictions. We demonstrate how a subset of the peptides can be selected with lower prediction error compared to the whole set. We also demonstrate how such predicted standard deviations can be used for designing adaptive windowing strategies.
Introduction
Liquid Chromatography-coupled tandem Mass Spectrometry (LC-MS/MS) is currently the most efficient technique to analyze the protein content of complex biological mixtures. The method is depending on reverse-phase chromatography to reduce the complexity of the sample (Snyder et al., 2011) . The peptides resulting from an enzymatic digestion of the sample are loaded on a column packed with carbon chain-bonded silica beads, and subsequently eluted by a solvent. Normally one uses a hydrophilic solvent at the beginning of the experiment and gradually adds an increasing concentration of a hydrophobic solvent. The peptides are retained to the relatively hydrophobic column until the point when the solvent is so hydrophobic that it is no longer energetically favorable to stick to the beads. This results in each peptide to release from the column. The time it takes from the start of the gradient until a particular peptide exits the column is referred to as the peptide's retention time.
This chromatographic separation is frequently pointed out as a reproducible process, that is if we repeat an experiment multiple times any peptide-species will elute at a very similar retention time (Escher et al., 2012; Smith et al., 2002; Tomasi et al., 2004; Vandenbogaert et al., 2008) . This introduces an interesting prediction problem; given a peptide's amino acid sequence, what is its elution time? This is referred to as retention time prediction (Klammer et al., 2007; Krokhin et al., 2004; Moruz and K€ all, 2016) .
The identity of a peptide can be inferred by comparing its predicted properties to experimental measurements. For instance, correspondence between predicted and observed fragment spectra is currently the main method to infer the presence of peptides (Eng et al., 1994) , however, also isoelectric point predictions can be used to reduce and narrow down the present peptides (Branca et al., 2014) . This same principle applies to retention time prediction, as one can use differences between the predicted and observed retention time as a measure of the reliability of a peptide identification (Klammer et al., 2007; Moruz et al., 2013) .
As many other machine learning methods, retention time prediction is done by training a model on a training set, which is a set of peptides with known retention times, and evaluated on a test set, which is a set of peptides with known retention times not revealed to the algorithm. In previous studies, different frameworks such as artificial neural networks (ANN) (Petritis et al., 2003 (Petritis et al., , 2006 , and support vector regression (SVR) (Klammer et al., 2007; Moruz et al., 2010 Moruz et al., , 2012 have been applied to this task. All these frameworks have been originally designed to solve classifications tasks and hence show certain limitations when they are applied to regression tasks, such as retention time prediction. Particularly, these frameworks do not estimate the uncertainty of the predictions. Such an uncertainty measure could be very useful in many applications, as we are generally interested in knowing how near the predicted retention time we could expect the peptide to appear in an experiment.
We note that uncertainty can be formulated as a relation between the sample and the training set. For example, this property can reflect how close the amino acid sequence is to the examples that the model was trained on. This is likely a good strategy, as most machine learning methods are known to generalize better near the data points observed during training.
Here we addressed the problem of how to estimate the uncertainty of retention time predictions with a Bayesian framework, Gaussian Processes (GP) (Rasmussen and Williams, 2006) . We trained a Gaussian Process Regression (GPR) model on ELUDE features (Moruz et al., 2012) , and demonstrated that the GPR was as accurate as the previous SVR implementation while providing uncertainty estimations of the predicted retention times.
Methods
We used the GP framework to predict the retention times of peptides, utilizing the features from the state-of-the-art ELUDE framework (Moruz et al., 2012) . GPs are already well established within computational biology, with several applications in as diverse areas such as alignment of mass spectrometry data (Tsai et al., 2013) , Transcription Time Series Analysis (Topa et al., 2015) and prediction of functionally important protein regions (Huang and Golding, 2014) . Nevertheless, we will briefly describe the GPR framework; the various metrics that are used in our analysis; and the experimental set-up that we have used for conducting our experiments, including a description of the data.
Gaussian process regression
GPR is a kernel based Bayesian framework that can learn a nonlinear mapping between input and target values. This mapping is formulated in terms of a multinomial Gaussian distribution, which is obtained as a posterior distribution. While GPR is fully studied in (Rasmussen and Williams, 2006) , we will provide a brief overview and mainly focus on the properties of the uncertainty predicted by it.
We assume that D ¼ fðx i ; y i Þ : i ¼ 1; . . . ; Ng is a dataset of peptides, with x i 2 R D being features derived from each peptide's amino acid sequence and y i 2 R being their corresponding retention times, which we refer to as their target values. Let X 2 R DÂN hold the x i vectors in its columns and y 2 R N contain the y i target values. We refer to X as the data matrix. The covariance between two observations is given by
with Kronecker delta function, d ij ¼ 1 when i ¼ j, otherwise 0, the variance r 2 , and kð:; :Þ being the radial basis function (RBF) kernel.
This kernel is defined as
with the two hyper-parameters being the length-scale, l, and the signal variance, s 2 . For two data matrices X and Z each containing n X and n Z data points, let K(X, Z) be the n X Â n Z kernel matrix produced by the pairwise comparison of the points in the two sets. Now for any set of inputs X together with their target values y, the prior distribution of a GP is a multivariate Gaussian defined as y 0 $ N ð0; KðX; XÞÞ:
Given a test point x Ã together with its corresponding target y Ã , the following joint distribution estimates the distribution of training and target labels,
Finally, the conditional distribution of the test target is calculated as
with
and
Here, K ¼ KðX; XÞ and k Ã ¼ KðX; x Ã Þ. The predictive distribution corresponds to the noise-free test data and to calculate the predictive distribution for the noisy test data, we add the noise variance r 2 to the predicted variance. The hyperparameters, length-scale, l, signal variance, s 2 , and noise variance, r 2 , are all optimized at the training stage.
The predicted variance, V½y Ã , determines the confidence interval around the predicted mean and can be translated into a notion of confidence or uncertainty for the prediction. To see how this variance can change, in Eq. 7, the term k T Ã ðK þ r 2 IÞ À1 k Ã can be seen as a correction term for the variance. The larger this value is, the lower the variance will be. The norm of this value satisfies the inequality
Here, jjK þ r 2 Ijj 2 is constant and jjk Ã jj 2 is the only term that varies.
As a property of the RBF kernel, jjk Ã jj 2 decreases as the test point moves away from the training points. Through the rest of this paper, we will refer to the predicted uncertainty as predicted standard deviation (PSTD) calculated as the square root of V½y Ã .
Benchmarking metrics
For the peptides in the test set, we were interested in verifying, whether there exists a correlation between a peptide's PSTD and the accuracy of its retention time predictions. We used different metrics to compare how well our methods predict retention time. Here, we will briefly describe these metrics.
For the definitions below, we assume that we are given N peptides whose actual and predicted retention times are collected in two vectors a and p.
Root mean square error
This metric measures how the estimations differ from the actual values and is defined as
This metric has a direct correlation with the objective that is being minimized in the optimization of a GPR model.
w 95% r
In practical applications, it is important to know the interval around the estimation, where the actual value has a high likelihood to appear. Such intervals can then be used for filtering out incorrectly matched peptide spectrum pairs.
To calculate this interval, for a certain duration t, we defined
We were interested in finding an interval duration such that the distance between the actual and estimated values of 95% of the data points is less than this duration. This duration was calculated as the duration t Ã , which satisfies the equation,
Since the prediction error could be either positive or negative, the duration of the 95% interval is 2 Â t Ã . This metric was used in a normalized form, as
In cases where, we were interested in calculating the w 95% r over subsets of the test set, S t and t Ã were computed over the subset, but the normalization factor "'maxðaÞ À minðaÞ' was calculated over the whole set.
Windowing strategy
The PSTD calculated by the GPR can be used as a means to detect incorrect peptide identifications by classifying the peptides with a windowing strategy. When classifying with a windowing strategy, we would like to know how likely it is for a peptide to be wrongly classified either as a false positive or false negative.
The peptide P n ¼ ða n ; p n ; r n Þ, with r n being the PSTD calculated by GPR, is a false negative if the actual retention time a n does not fall in the peptide's predicted 95% confidence interval, based on a normal distribution with mean, p n , and standard deviation, r n , that is N ðp n ; r 2 n Þ. We will refer to this predicted adaptive confidence interval as I 95% ðp n ; r n Þ. Clearly, this adaptive interval changes for every peptide. This is contrasted with an interval with fixed duration, where r n is replaced with an average PSTD calculated over all peptides, say r ave . In this case, P n is a false negative if a n does not fall in I 95% ðp n ; r ave Þ.
Similarly
n is a false positive with respect to P n if p 0 n falls within I 95% ðp n ; r n Þ. To achieve a fixed length interval, we replace r n with r ave . In this case, P 0 n is a false positive if p 0 n falls within I 95% ðp n ; r ave Þ. In a subset of the data, the false negative ratio is calculated as the number of the peptides that are considered to be false negative divided by the size of the subset. To calculate the false positive ratio of this subset, we first calculate the false positive ratio for each peptide within the set with respect to the peptides of the whole data (not only the subset) and then calculate the false positive ratio of the subset as the average false positive ratio of the peptides within it.
Dataset
We downloaded two different datasets from ProteomExchange, one set of spectra from peptides of yeast (Nagaraj et al., 2012) , with accession id PXD000409, as well as a mouse liver set enriched for phosphopeptides (Robles et al., 2014) , with accession id PXD000601. The files were in Thermo raw data format, which we converted into ms1-and ms2-files using msconvert (Kessner et al., 2008) , and subsequently detected ms1-features and setting their apex retention times using Hardklö r/Bullseye package (Hoopmann et al., 2007) . Please note that a peptide's apex retention time, i.e. the time its intensity is highest, is normally different from the time point when its fragment spectrum was acquired. The spectra were matched to their respective sequence database, as well as the same sequences reversed, using MS-GFþ (Granholm et al., 2013; Kim and Pevzner, 2014) , a variable modification of 80 Da was allowed for the phosphopeptide set, but not for the yeast set. Subsequently, we post-processed our data using Percolator (K€ all et al., 2007), and we select unique peptides with a q value of less than 0.001 for the yeast set and q value less than 0.01 for the phosphopeptide set. This selection provides us with a smaller but more accurate set of peptides compared to the original study (Nagaraj et al., 2012) . This resulted in two sets of 14361 unmodified peptides in the yeast set and a phosphoproteomics set of 3413 peptides (35% were not phosphorylated), with their associated chromatographic retention times. ELUDE features (Moruz et al., 2012) were used for mapping the peptide amino acid sequences into a vector space. This feature extraction technique can be applied to both modified and unmodified peptides. Our model's ability to predict the retention time of modified peptides is inherited from these features.
Experimental set-up
All the experiments in this study follow the same experimental setting. We randomly assigned 50% of the peptides to the training set and the remaining peptides to the test set. To reduce any dataset bias in our experiments, this random splitting process was repeated 10 times and we reported the averaged results. When comparing the relative performance of GPR against SVR, the same divisions of peptides in training and test were used by both methods.
Results

Gaussian process regression prediction
Our methodology replaced SVR with GPR in ELUDE's chromatographic RT prediction model. To compare the performance of these two frameworks, we trained and tested both models on the same data. To provide a fair comparison between the two models, we gradually increased the number of training peptides and kept the testing set constant. Thus, the number of peptides for the training was increased from 100 to 3000 ({100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 2000, 3000}). To reduce the effect of any bias in our data, we repeated each experiment 10 times on different random 50% splits of the data. The error of the models was measured using w 95% r metric, see Figure 1 . The GPR and the SVR gave a very comparable performance throughout this experiment. The training time of our GP increased drastically when using more than 3000 peptides (data not shown), while only moderately improving the model's performance.
We also plotted the predicted retention time as a function of the observed retention time for yeast set (Fig. 2a) and phosphorylated peptides (Fig. 2b) . In this experiment, the GPR models were trained over 3000 peptides from the yeast set and 1000 peptides from the phosphorylated set (35% were not phosphorylated). As can be seen, our framework is capable of predicting the retention time for both unmodified and modified peptides.
Predicted standard deviation
To examine the properties of the predicted standard deviation (PSTD), the GPR model was trained on 3000 unmodified peptides. As we have previously shown (Equation 8), when the GPR use an RBF kernel (Section 2.1), its PSTD becomes a function of the training set. Here, we wanted to experimentally verify that the peptides that are dissimilar to the peptides in the training set are more prone to have a high PSTD. We hence compiled a list of peptides from the test set and sorted them according to how similar they were to the training peptides. Assuming that T ¼ fx i : i ¼ 1 . . . Ng is the set of all training peptides, the similarity of a test point x Ã to this set is calculated as
We randomly selected 1000 test peptides and calculated their PSTD and their distance from the training set. The result of this experiment can be seen in Figure 3a , which shows a correlation between these two values.
For the experiments of this paper, we are interested in analyzing the PSTD of groups of peptides. To obtain this grouping, we first sorted the test peptides based on the PSTD and then divided them into ten equal sized bins. The PSTD range of these bins is visualized in Figure 3b . It should be noted that while the PSTD range of the peptides within the last bin is large, their mean lies close to the means of the other bins. Throughout the experiments, we will be using these means to represent the bins.
In Figure 3c , we mapped the frequency of RTs of the peptides with respect to their PSTD within each bin. The majority of peptides with higher PSTD appeared later in time, though as can be seen in Figure 3c , there were still a large number of early eluting peptides that also had a high PSTD and vice versa.
We were interested in investigating how grouping the test peptides based on their PSTD enabled us to estimate our prediction errors. To do so, we sorted and divided the peptides into ten equal sized bins, based on their PSTD (Fig. 3b) . As can be seen in Figure  4a , the bins average PSTD correlated with their RMSE. This is not so surprising, as the larger the PSTD, the further the peptides were from the training peptides in feature space and consequently their predictions became less accurate. Alternatively, we can see how the gradual extension of the test set by adding the bins with higher predicted standard deviation affects the overall error (Fig. 4b) . Clearly, the bins with the highest predicted variance are the largest contributors to the overall error.
Finally, we wanted to see if our PSTD could be used to predict incorrectly identified peptides. Traditionally such tasks are done using a fixed window strategy (Klammer et al., 2007; Moruz et al., 2013) , calling any peptide with a larger difference between observed and predicted retention time than a certain threshold as incorrectly identified, as the peptide observed retention time does not agree with the retention time model. Here, we contrast this fixed window length with a retention time window calculated from the peptide's PSTD.
To demonstrate the difference in behavior of the two windowing strategies, we plotted the false negative ratio of the bins versus their average PSTD in Figure 4c , where a false negative signified any peptide in the test set with a larger difference in observed and predicted retention time than its predicted time window (see Section 2.2.3). The adaptive window strategy, labeled I 95% ðp n ; r n Þ, had a more even distribution of its false negative rate accross the bins than the fixed window strategy, I 95% ðp n ; r ave Þ. We also plotted the average false positive ratio of the bins versus their average PSTD in Figure  4d , where we used the false positive ratio to indicate the fraction of the peptides in the test set unintensionally falling within a peptide's predicted window, averaged over all peptides (see Section 2.2.3). For the majority of the bins the adaptive window lowered the false positive ratio, as compared to the fixed length window. However, this adaptive strategy will have an additional cost of an increased number of false positives for the larger PSTDs. As can be seen from the Figure 4d , the adaptive filterating strategy moderately increases the false positive rate of peptides with the bins with the largest PSTDs.
Software
Together with this paper, we are releasing a Python software package enabling the reproduction of our experiments and application of our method to other data. This packages includes both the data and the codes used in our experiments and depends on the scikit-learn Fig. 4 . The relation between predicted standard deviation (PSTD) and the observed error (RMSE). The peptides were sorted and divided into 10 equal sized bins based on their PSTD. (a) First, the experiments show that the average PSTD and the average RMSE of the bins are strongly correlated. (b) Subsequently, rather than looking at the groups individually, the overall error was measured by cumulatively merging the groups with lower PSTD. Here, the peptides that increase the overall error reside in the last fraction of peptides with the largest PSTD. (c) The false negative ratio of the bins versus their average PSTD for a thresholding strategy using ether a fixed window duration, I 95% ðpn ; rave Þ, or an adaptive window, I 95% ðpn ; rn Þ. The adaptive window strategy better matched the targeted 5% false negative rate. (d) The average false positive ratio of each bin versus their average PSTD, for the fixed and the adaptive threshold strategy. The majority of the peptides had a lower average false positive ratio with the adaptive than the fixed window duration. However, the adaptive strategy, that has larger window sizes for larger PSTD, has a larger average false positive ratio than the fixed window size. However, for both strategies the false positive ratio increased only moderately with a larger PSTD (Color version of this figure is available at Bioinformatics online.) In subsequent experiments, we represented each bin with this average PSTD. (c) The frequencies of the peptides at different ranges of retention times and PSTDs. Although, the majority of the peptides with a high PSTD appear later in the run, at any points in time peptides from almost all ranges of PSTD were observed (Color version of this figure is available at Bioinformatics online.) (Pedregosa et al., 2011) and the GPy (The GPy authors, 2012) python packages to perform the machine learning tasks. To obtain predicted retention times and predicted standard deviations for test peptides, our package allows researchers to either train their own GPR model or use one of the pre-trained models included in the package. This package is delivered with an Apache 2.0 license and can be downloaded from https://github.com/statisticalbiotechnol ogy/GPTime.
Discussion
Prediction uncertainty estimation can have a large effect on how peptide's chromatographic retention time data is predicted. We have demonstrated that there is a strong correlation between the predicted uncertainty and the actual error of peptides. This ability is a great aid when using confidence intervals to either identify peptides (Moruz et al., 2013) or assess their validity (Klammer et al., 2007) . While GPR has provided us with a natural framework for estimating the uncertainty of predictions, we could have done the same task using any Bayesian framework. The use of Bayesian models has always been promising, but has been neglected by many researchers due to their complexity. Unlike other Bayesian frameworks, GPR provides an easy and efficient interface for kernel based Bayesian learning. Our opinion is that this tool is underutilized and that many other studies can also benefit from it.
To properly scale our framework, we believe that we would need features that were better at capturing details of the data. In our experiments, we demonstrated that the performance of both GPR and SVR reach close to peak performance when trained with over 3000 peptides. To scale different prediction tasks, it might be more efficient to learn features rather than to select properties based on personal intuition (Damianou and Lawrence, 2013; Krizhevsky et al., 2012) .
A possible future extension of this study could be to address the feature extraction problem as a deep learning problem, and wrap it within a Bayesian framework. Such a formulation will allow us to simultaneously optimize the features and train the model. Conflict of Interest: none declared.
