Introduction
The policy implications of the relationship between the average growth rate and the volatility of growth rates are significant, and, moreover, depend on the sign of the relationship. In the empirical literature, researchers have found both positive and negative relationships between the two variables, but following Ramey and Ramey (1995) a wide consensus has been building that the correlation is negative.
A negative relationship between the average growth rate and the volatility of growth rates would imply that policies that reduce short-run movements in the average income will also increase the long-term growth rate. In fact, the belief that the two are negatively related is one of the main justifications for short-run "stabilization" policies, which often refer to policies aimed at reducing volatility. 1 The World Bank and the IMF routinely advise governments to reduce fluctuations to achieve higher growth rates. 2 The calculation of the welfare cost of volatility will also be higher if this negative relationship is taken into consideration.
Empirical studies on this issue have yielded contrasting results. As already mentioned, Ramey and Ramey (1995) , in the most commonly cited paper on this topic, find that the average growth rate decreases as the volatility of growth rates increases. They draw their conclusion using data from 92 countries for the period and also separately from a data set of OECD countries for the period . Their finding has been recently confirmed by Aghion et al. (2004) using data from 70 countries for the period 1960-1995. In contrast, in an earlier study using a set of 47 countries for the period between 1950-1977, Kormendi and Meguire (1985) find that the average annual growth rates are positively related to 1 Note that here we are not trying to ask whether reducing volatility is worthwhile. Volatility may have other effects, particularly welfare effects, which might justify policies aimed at managing volatility. What we are pointing out here is that one of the main justifications of such policies is that reducing volatility increases average growth, and our intention is to question that justification.
2 A large number of working papers and economic reports published by the World Bank and IMF recommend reducing volatility to achieve a higher growth rate. For example, the World Bank (2003) says that "even short run volatility ... can have persistent effects on growth." the volatility of growth rates. Grier and Tullock (1989) corroborate the Kormendi and Meguire (1985) result using a sample of 113 countries for the period 1950-1981. In this paper, we address the robustness of the relationship between the average growth rate and the volatility of growth rates. Methodologically, we follow Ramey and Ramey (1995) for most of the paper. There are two dimensions along which we test their results. First, we examine whether the definition of growth rate matters. Ramey and Ramey (1995) (and Aghion et al. 2004) , use the log difference of GDP per capita in consecutive years as the definition of growth rates. We redo their exercise with other definitions of growth rates. Second, we test the robustness of the result in different data sets -we use a larger data set, multiple sources of data, a longer time period, different subsets of the data, and different time periods. We also use time-series data to study the relationship. Our analysis brings out fresh doubts about the relationship -we fail to find a robust significant relationship between the average growth rate and the volatility of growth rates.
A Simple Exercise
To begin with, we do a simple and intuitive exercise. Assume that the average growth rate and the volatility of growth rates are related. Now, if we have two groups of countries such that, on average, the mean growth rates are different across groups, then the average volatilities of those two groups must also be different.
We use data from the Penn World Tables (PWT) 6 .1 (Heston, Summers, and Aten 2002) and divide the sample of 109 countries into two groups based on the average growth rate for the period between 1960 and 1996. We order the countries according to their average growth rates of the countries in the first group. We call these "high-growth countries." The second group consists of the bottom 40 per cent of the countries, referred to as "low-growth countries." The middle 20 per cent of the countries are discarded so that there is a clear difference between the two groups. The average growth rate for the low-growth countries is 0.0027, while the average growth rate for the high-growth countries is 0.0378, which is higher by a factor of 14. Now, if average growth rate and volatility are related, then we would expect the volatilities to be significantly different for these two groups of countries, given that the growth rates are different. However, from the first row of Table 1 , we find that there is no significant difference between the mean volatilities of these two groups of countries -the mean standard deviation for low-growth countries is just 1.1 times that of mean standard deviation for the high-growth countries.
We repeat the exercise to control for wide income differences across countries. Now, we first divide all countries according to their initial income (real GDP per capita in 1961). The poorest 40 per cent of the countries are included in the "poor group" (initial income less than $1694.00), while the richest 40 per cent of the countries make up the "rich group" (initial income greater than $2776.7). Each group consists of 44 countries. We then divide within each group the countries according to their growth rates, as described earlier.
is the standard deviation of those annual growth rates.
From the last two rows of Table 1 we can see that the results for both the groups, poor and rich, are similar to what we have found earlier. In both groups the average growth rates across low-growth countries and high-growth countries differ substantially, but the mean volatilities across them are quite similar.
This simple exercise plants a seed of doubt about whether there is a systematic relationship between the average growth rate and the volatility of growth rates.
Definition Matters
In this section we examine whether the results obtained from the regressions of average growth rates on the volatility of growth rates depend on the definition of growth rate used. Ramey and Ramey (1995) and Aghion et al. (2004) calculate the growth rate as the log difference of GDP per capita. So, in particular, we are interested in knowing whether we get different results if we use an alternative definition. We use the standard definition of growth rate as an alternative definition.
Volatility is measured as the standard deviation of growth rates for each of the above definitions of growth rates.
We regress the average growth rate against the volatility of growth rates twice, once for each of the above definitions of growth rates. We use the same data set used by Ramey and Ramey (1995) for this exercise. All data are downloaded from Valerie Ramey's website and are exactly what had been used in Ramey and Ramey (1995) . The analysis uses data on 92 countries for 1962-1985 from PWT 5.0. The results are reported in Table 2 . When we use the log definition of growth rates, we are actually replicating the results reported in Ramey and Ramey (1995) , and, like them, we find that the coefficient is negative and significant. However, when we use the standard definition of growth rate in the regression, we find that the relationship is no longer significant. It is, therefore, clear that the result that we get from the regression depends on the choice of definition of growth rate. We also redo the regressions with the control variables used in Ramey and Ramey (1995) with their data for both definitions (details of the control variable and the estimation method are provided in section 4). We find from Table 3 that the regression coefficient for volatility is negative when the log definition is used, but it is not significant when the standard definition is used. Thus, often the use of the log difference of GDP per capita as a growth rate produces a result in favour of finding a negative relationship even when no significant relationship is found using the standard definition.
Notice that the two definitions are related. We can expand the log to get,
where
The error term, e t , is small when growth rates are near zero and the two definitions are close. However, as g t increases, e t is not insignificant. The log function, being a strictly concave function, "squeezes" higher growth rates more than low growth rates. Thus, the volatility of growth rates of countries that tend to have high growth rates across time will be lower when the log approximation is used to measure the growth rate than when the standard definition is used.
A more rigorous demonstration that the log definition creates a bias towards finding a negative relationship between the average growth rate and the volatility of growth rate follows.
Suppose there are two countries, 1 and 2, which have different expected growth rates (defined as g t = (y t − y t−1 )/y t−1 ), but the same standard deviation of the growth rates. More specifically, suppose the growth rates in country 1 are distributed as a random variable X with a well-defined expected value on [−1, ∞) and a positive variance on (−1, ∞). Suppose that country 2's growth rates are distributed as the random variable Z such that Z = X + a, where a > 0 is a
constant. By construction, var(X) = var(Z) and E(Z) > E(X).
That is, country 2 has a higher average growth rate than country 1, but the same volatility of growth rates when measured using the standard definition. We want to show that
Proof.
We can transform the above difference of variances in the following way:
by concavity and monotonicity of the log function, ∀x ≥ −1 we have
with strict inequality for any x = x. Hence we have:
Thus,
Thus, for two countries for which the distribution of growth rates is identical up to the addition of a positive constant, the country with a higher average growth rate will have lower variance when the log definition is used. This can be easily generalized to N countries.
This shows that the use of log approximation as a measure of growth rates will create a bias towards finding a negative relationship between the average growth rate and the volatility of growth rates.
Other ways of calculating average growth rate
So far we have used the simple arithmetic average for both definitions of growth rates. Two other methods are sometimes used to calculate the average growth rate over a period of time. One is the geometric average and the other is the average growth rate obtained as the coefficient of an OLS regression of GDP per capita on time. We now use average growth rates calculated by these methods in the regressions. Note that both of these methods give us the average growth rate, but we still have to calculate the volatility of growth rates. We calculate the volatility as the standard deviation of annual growth rates (computed using the standard definition). For these regressions we again use the sample used in Ramey and Ramey (1995) .
From Table 4 , we find that for the geometric average the coefficient is insignificant at the 5 per cent level of confidence but significant at 10 per cent. For the OLS method, the coefficient is insignificant. 
Robustness of the Relationship Across Data Sets
Next we explore whether the relationship between the average growth rate and volatility is robust to the choice of data set. To that end, we run two sets of regressions on all the data sets, one without any control and one with controls, for both definitions of the growth rate: log and standard.
The regression equation without any controls is given by:
where g i represents the average growth rate (for either definition of growth rate used) in country i for the given period. The measure for volatility in a country i is the standard deviation of growth rates in that period, σ i .
For the second set of regressions, we use various controls as independent variables in the regressions. Ramey and Ramey (1995) use the following set of modified Levine-Renelt (1992) control variables:
• Average investment fraction of GDP.
• Average population growth rate.
• Initial human capital.
• Initial per capita GDP (in log terms). Kormendi and Meguire (1985) have also used a similar set of instruments. Following these papers we use the same set of controls in all data sets considered here, except for the data on U.S. states. In that case, the only control we use is the initial per capita GDP (in log terms). Data on all variables, except human capital, are from PWT 6.1. We use the average schooling years in the total population over age 25 in the year 1960 for most of the samples for initial human capital. However, for the sample that consists of only the OECD countries, we use the total gross enrollment ratio for secondary education in 1960 (also following Ramey and Ramey 1995) . Data for both of these variables are from the Barro-Lee data set. 4 We use a panel estimation strategy that is similar to the one in Ramey and Ramey (1995) , which is described by the following equations.
where g y it is the growth rate of country i at time t and σ y i is the standard deviation of the growth rate for the time period 1 to T. X i is the vector of control variables (including a constant). We use MLE to estimate the coefficients.
The results from the regressions using PWT 5.0 data (the Ramey and Ramey 1995 sample) are already discussed in section 3. The description of the rest of the data sets that we use and the results from the regressions are provided in the following subsections.
Worldwide -PWT 6.1 data
The first sample that we use consists of all countries that we could get data on from the latest version of Penn World Tables, PWT 6.1 (Heston, Summers, and Aten 2002) . The PWT 6.1 provides data on a larger set of countries and for a longer time period than PWT 5. We not only regress the average growth rate on volatility for the longest period for which data is available , 5 but also on two subsets, 1962-1985 and 1986-2000 . (We run regressions on various other subsets, including data for each decade; conclusions from these regressions are the same as those derived from the regressions reported here.) We do this to check whether the relationship is also robust to the choice of time period.
We have already seen that log definition biases towards finding a negative relationship between the average growth rate and volatility, but then the question remains whether, even with the log definition, the relationship is consistently negative, irrespective of the sample chosen. To address this aspect, we report the results of two sets of regressions: one for the case when the standard definition is used to calculate annual growth rates, and the second for the case when the log difference is used to compute the growth rates. Table 5 provides the results from the regressions without any control variable, and Table 6 the results with control variables.
In all regressions, we exclude countries for which the volatility of growth rates is greater than four standard deviations of volatilities of all countries in the sample as outliers. We also run all of the above regressions on a set of countries that exclude oil exporters.
7
The results are the same.
Worldwide -IFS data
The PWT 6.1 provides data for a large set of countries for a long period of time and hence is extremely useful for our analysis. The PWT provides data in a common currency, which is a necessary requirement for many research agendas. Since we are interested only in growth rates, data on GDP per capita in local currency would be sufficient. In fact, it would avoid any problems in the data that may creep in while converting from local currency to U.S. dollars. International Financial Statistics (IFS) published by the IMF provide data on GDP per capita in local currency. In this section we use those data for our regressions. The problem is, however, that the data are not as comprehensive as the PWT 6.1. The largest set of countries we could get data on is 75, for the period 1986-2000. We report results from regressions for three different periods : 1962-1985, 1986-2000, and 1971-2000 (the latter is the longest period for which continuous data are available for a reasonable number of countries). We run regressions for other periods too, but the coefficient is never significant for either of the definitions of growth rates.
7 Dummy for oil-exporting countries taken from Easterly and Kraay (2000) .
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We repeat the regressions, now with control variables. The results are reported in Table 8 . 
OECD
Now we restrict our attention to a subset of countries that share similarities in some dimension. The first sample that we consider is the group of countries in the OECD. The sample includes the 24 countries (23 countries in some subsamples due to the reunification of Germany) that were part of the OECD before 1990. Table 9 provides the results of the regressions without any control variable. The results are similar even if we include all the present OECD members.
The results with control variables for the same sample are reported in Table  10 . Sources: PWT 6.1 (Heston, Summers, and Aten 2002) and Barro-Lee data set (http://www.nuff.ox.ac.uk/Economics/Growth/barlee.htm)
From the table, we find that the coefficient on volatility is always positive, though it is significant only for 1986-2000 when the standard definition is used.
Geographically separated groups
Next we divide all countries by their geographic region and look for patterns within each region.
We run regressions between the average growth rate and the volatility of growth rates for each of the groups. Table 11 reports results from the regressions without control variables only for cases in which the regression coefficient is significant. For all other cases (regions or time periods) the coefficient is insignificant. Source: PWT 6.1 (Heston, Summers, and Aten 2002) With the control variables included in the regressions, the coefficient on volatility is insignificant for all regions.
Groups according to political structure
We also divide countries according to the political structure of the country and then test for the relationship within each group of similar countries. We run two sets of regressions, once each for the two widely used measures of political system: the Polity III data by Jaggers and Gurr (1996) , and the Gastil scale published by Freedom House (2003) .
Polity III data
We divide the countries into two groups, "Democracies" and "Non-Democracies," using Polity III data (Jaggers and Gurr 1996) . The Polity III data provide a score for democracy for each country for each period. We add up democracy scores for each country over all years and classify a country as a nondemocracy if the sum is below a certain cut-off. Then we run regressions between the two variables of interest for each group, for each sample period. None of the regression coefficients in these regressions is significant for the standard definition and only one is significant for the log definition. In some cases, the coefficients are positive but insignificant. 1986-2000 42 -0.1399 -0.8816 N -0.2069 -1.3403 N 1962-2000 42 -0.1117 -0.8756 N -0.1767 -1.3778 N 1962-1996 Sources: PWT 6.1 (Heston, Summers, and Aten 2002) and Polity III (Jaggers and Gurr 1996) Adding the various control variables in the regressions, we find non-democracies have significant negative coefficients for a few sample periods, while the rest are insignificant.
Gastil scale
The Gastil scale gives two seven-point indices, one for "Political Freedom" and another for "Civil Rights," for each country for each year (from 1972-73 to 2001-2002) . On this scale, 1 denotes the best performance and 7 is the worst. We take the mean of these indices for each year and take the average of that over the years to divide the countries into two groups. We classify countries with a score greater than or equal to 3.5 as non-democratic. Using this classification, we find that only one of the regressions without control variables yield a coefficient significant at the 5 per cent level of confidence (for the period 1962-2000, the coefficient is significant at 10 per cent). When control variables are added, the regression on countries classified as "non-democratic" has significant negative coefficients only for 1986-2000.
U.S. states
One of the most homogeneous groups on which we test the existence and sign of the relationship of interest consists of U.S. states.
We have two different sets of data on real gross state product (GSP) for all U.S. states. The first is from Bernard and Jones (1996) 12 Unfortunately, data for the common years did not match across the two data sets, and hence we were unable to combine the two data sets. Also, Alaska was an outlier in all the data sets and was not included in the subsequent data sets for which the results are reported. Including Alaska makes many of the coefficients positive, often significant. never significant except once (two are significant at the 10 per cent confidence level, but not at 5 per cent).
We run the same set of regressions with the log of initial income (the income in the first year of the sample time period) added as a control variable. After adding this variable to the regression, the sign reverses in two cases, which now have a positive significant coefficient (there is still one case of negative significance).
Thus, even in this homogeneous group we find there is no significant and robust relationship between the average growth rate and the volatility of growth rates.
Relationship in Time-Series Data
So far, we have been using cross-section data. We now probe the relationship using time-series data provided by Angus Maddison at his website. 13 We divide the available data into non-intersecting five-year periods (like 1920-1924, 1925-1929 ).
14 For each country, we run a regression of average growth rate against volatility calculated for each five-year period.
The results are summarized in Table 15 . The coefficient on the volatility is insignificant for a vast majority of the countries, negatively significant for a few, and positively significant 15 for even fewer countries. Thus, there is no conclusive evidence of any relationship between the two variables of interest, even within countries over time. 
Conclusion
The central question of this study is whether there is a relationship between the average growth rate and the volatility of the growth rates. We tested the relationship in two dimensions: one, whether the choice of definition of growth rate matters, and two, whether the relationship is consistent across data sets and time periods for either of the definitions.
To test the importance of the definition of growth rates, we regressed average growth rates on volatility using exactly the same sample as Ramey and Ramey (1995) , but with two definitions of growth rates. When we used the log difference to define growth rates, we obtained a negative significant relationship between the two, as in Ramey and Ramey (1995) . However, when we used the standard definition instead, there was no longer a significant relationship, both for regressions with and without control variables. We also showed mathematically how the use of log difference can create a bias towards finding a negative relationship even when a relationship is absent if the standard definition is used.
We tested the relationship across data sets and time periods using data from Penn World Tables and International Financial Statistics. We also tested the relationship within various subgroups of countries. We found that often the relationship was not significant, with or without controls, both for the log and the standard definition of growth rates. The number of cases where we found a neg-ative significant relationship was higher for the log definition. There were a few cases with positive significance. The same picture emerged in data across U.S. states; the relationship was never significant for the standard definition, but was sometimes negatively significant for the log definition. Using time-series data, the relationship was negatively significant under both definitions, but an overwhelmingly large number of regressions produced insignificant coefficients.
Thus, we establish two things: the use of the log definition for growth rates may create a bias towards finding a negative relationship between average growth rates and the volatility of growth rates. Even with the log definition, the relationship depends on the choice of data. The relationship is non-existent in a large number of data sets under both definitions of growth rates. Thus, overall, we fail to find a consistent relationship between the average growth rate and the volatility of growth rates.
