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CAPÍTOL 1
Introducció
1.1 Formulació del problema
A la societat actual, cada vegada depenem més de les màquines, que introduïm a la nostra vida quotidiana.
També augmentem les nostres exigències sobre aquestes, volem que siguin més eficients, més versàtils i,
en resum, més capaces en tots els àmbits.
Per desgràcia, molts dels processos que permeten a un individu o agent interactuar amb el medi són
computacionalment complexos, per molt trivials que ens semblin als humans. Una d’aquestes habilitats
és la capacitat d’identificar objectes mitjançant un medi visual, com la vista o una càmera digital. Una
maquina amb aquesta capacitat i amb una base de coneixement amb la que pogués relacionar els elements
percebuts amb el seu significat, podria tenir un concepte del seu entorn similar al que els humans tenen.
Tot i que actualment aquest tipus de sistema comença a ser una realitat, existint ja combinacions de
software i hardware capaces de dur a terme aquesta tasca, la complexitat dels càlculs necessaris sembla
impedir que aquest software s’executi en equips petits portables de baixa potencia, ja que a la majoria
d’aplicacions, els càlculs es realitzen en servidors externs.
Aquest projecte vol comprovar si és possible executar al complet aquests algoritmes en uns temps raonables
en un hardware de prestacions reduïdes o si efectivament és necessari realitzar part del procés en un equip
extern.
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1.2 Objectius del projecte
Un cop presentat el problema que afronta aquest projecte, descriurem els diferents objectius que es
pretenien complir durant la seva realització.
Els objectius podrien estar enumerats de la següent forma:
1. Buscar aplicacions o algoritmes ja existents basats en Deep Learning i triar el més adient per als
requisits del projecte.
2. Comprovar si el software triat es capaç d’executar al hardware que utilitzarem.
3. Estudiar el rendiment de l’execució del software i comprovar si tot aquest pot funcionar des de el
hardware utilitzat o si requereix d’un servidor extern addicional.
4. Realitzar proves amb casos reals per a determinar la qualitat dels resultats obtinguts per el sistema.
5. Plantejar i/o provar possibles aplicacions del sistema, com instal.lar-lo en un drone.
El conjunt dels objectius anteriors forma l’objectiu principal, que és solucionar el problema plantejat,
aconseguir aquesta interacció de la maquina amb el medi, utilitzant només una càmera digital i una petita
peça de hardware.
1.3 Contextualització
En aquest projecte, intentem identificar objectes a partir d’imatges utilitzant algoritmes basats en Deep
Learning, una tècnica d’intel.ligència artificial basada en xarxes neuronals, i que a més, aquest software
s’executi en una Raspberry Pi o dispositiu de capacitat similar. Aquests conceptes seran introduïts amb
més detall en apartats posteriors d’aquest document.
Actualment, ja existeixen aplicacions similars que s’apliquen en àmbits com la seguretat, amb el reconei-
xement facial, o l’ identificació d’objectes.
El que diferencia aquest projecte de les aplicacions existents es el fet d’utilitzar un hardware barat, mòbil
i de baixa potencia.
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1.4 Actors implicats
Ara explicarem els actors, persones o entitats, que participen en el projecte o poden estar interessats en els
seus resultats o possibles aplicacions.
1.4.1 Autor
Totes les tasques relacionades amb el desenvolupament in situ d’aquest projecte seran realitzades per
l’autor.
1.4.2 Tutor/s del projecte
Aquest projecte compte amb la direcció conjunta de Dario Garcia Gasulla, que va proposar el concepte del
projecte en primer lloc, i Javier Béjar Alonso. Els dos s’encarregaran de supervisar el projecte, controlar
el compliment del calendari establert i el compliment dels objectius marcats, a més d’oferir la seva ajuda i
guia durant tot el projecte.
1.4.3 Usuaris
Els usuaris seran totes aquelles persones que es poden beneficiar de les possibles aplicacions del projecte,
o que poden utilitzar-lo com a referència per a desenvolupar aplicacions més complexes.
1.5 Planificació original
Aquest apartat descriu el proces de planificació realitzat inicialment al començament del projecte i durant
el desenvolupament de la Fita Inicial.
1.5.1 Descripció de les tasques
La metodologia emprada combinada amb els punts d’incertesa que plantejava el desenvolupament del
projecte va fer que no es marquessin unes tasques o fites estrictes, sinó que es s’haguessin decidit
dinàmicament durant les reunions setmanals de seguiment. Addicionalment, es van definir objectius de
gran abast que englobessin grups d’aquestes tasques que permetin apreciar els avenços realitzats en el
projecte.
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Les tasques pertanyen a diverses fases del projecte, com l’estudi previ, el disseny, l’adaptació i la
implementació del sistema i la fase de proves. Aquestes fases tenen una dependència directe donada per
el seu ordre i no es poden realitzar simultàniament. Una definició de les tasques podria ser la següent:
1. Redacció de la Fita inicial.
2. Adquisició del software i configuració de l’entorn de treball (NeuralTalk, Torch, llibreries de LUA i
Python).
3. Anàlisi de l’aplicació i el seu funcionament.
4. Instal.lacció de l’aplicació a la Raspberry Pi.
5. Provar el seu funcionament al dispositiu.
6. Crear un sistema per a facilitar el seu ús i intentar aplicar millores a l’aplicació.
7. Fase de proves final.
8. Redacció de la memòria, l’annex i la resta de la documentació.
1.5.2 Duració Aproximada
Tasca Duració aproximada
Redacció de la Fita inicial 90
Adquisició del software i configuració de l’entorn de treball 10
Anàlisi de l’aplicació i el seu funcionament 60
Instal.lacció de l’aplicació a la Raspberry Pi 50
Provar el seu funcionament al dispositiu 30
Crear un sistema per a facilitar el seu ús i intentar aplicar millores a l’aplicació 120
Fase de proves final 40
Redacció de la memòria, l’annex i la resta de la documentació 50
Total 450
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1.6 Possibles obstacles
Aquests son els obstacles que es van considerar durant la Fita Inicial per tant de preveure’ls i poder
evitar-los o tenir preparada una alternativa en cas de succeir.
1.6.1 Calendari
El temps per a desenvolupar aquest projecte es més aviat limitat, d’uns 3 mesos. Per evitar que això afecti
la qualitat del resultat final, es fixarà un calendari estructurat i organitzat, amb fites i reunions setmanals
amb els directors del projecte.
1.6.2 Incompatibilitat entre l’aplicació i la plataforma
Ja esmenada abans, la possibilitat d’una incompatibilitat entre l’aplicació NeuralTalk i la plataforma
Raspberry Pi es ben real. Cal estar preparats per a possibles modificacions al codi i/o la necessitat de
substituir del tot l’aplicació.
1.6.3 Falta de potencia del dispositiu
Tot i estar emparat a les expectatives del projecte, la incapacitat de la plataforma per a executar completa-
ment els algoritmes modificaria la via de desenvolupament del projecte. Simplement, ens centraríem a
dividir en dos l’aplicació actual, una part per al dispositiu i l’altre per a un equip extern.
1.7 Valoració d’alternatives
Durant el desenvolupament de la Fita Inicial, es va tenir en compte la possibilitat de que existís una
incompatibilitat entre l’aplicació de Deep Learning utilitzada i la plataforma Raspberry Pi, bé sigui per
falta de potencia o per problemes amb l’arquitectura.
Com a alternativa davant aquesta situació, es crearia una aplicació en dues parts, una a la Raspberry Pi i
l’altre a un ordinador. La primera part realitzaria la captura d’imatges i les enviaria a l’ordinador, on la
segona part que conté l’aplicació original realitza el processat i genera el comentari, que es torna a enviar
a la Raspberry per a comunicar els resultats.
Gracies a que es va realitzar aquesta previsió, s’ha pogut modificar el projecte per a seguir endavant amb
aquesta alternativa.
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1.8 Planificació actualitzada
Aquest apartat descriu l’actualització realitzada a la planificació original durant la realització de l’Informe
de seguiment.
1.8.1 Descripció de les tasques
Aquesta planificació buscava establir uns objectius i unes dates per a garantir la finalització del projecte a
temps per a la Fita Final. Aquesta part final del projecte es pot dividir en dues fases, la creació de la nova
aplicació entre la Raspberry Pi i l’ordinador, i la redacció de la memòria final. A continuació s’enumeren
les tasques que composen aquestes dues fases:
1. Disseny de la nova aplicació.
2. Desenvolupament de l’aplicació.
3. Provar l’aplicació i els seus resultats.
4. Redacció de la memòria, l’annex i la resta de la documentació.
1.8.2 Duració Aproximada
Tasca Duració aproximada
Disseny de la nova aplicació 10
Desenvolupament de l’aplicació 30
Provar l’aplicació i els seus resultats 5
Redacció de la memòria, l’annex i la resta de la documentació 35
Total 80
1.9 Metodologia i rigor
Donat el calendari ajustat per al desenvolupament del projecte, s’ha d’utilitzar una metodologia de treball
flexible i eficaç. L’ús de les diferents eines disponibles pot facilitar aquesta tasca. La metodologia es basa
en la definició d’objectius que es decideixen durant les reunions setmanals de control que es realitzen.
Aquesta permet realitzar canvis a la planificació dinàmicament, facilitar la previsió d’imprevistos o
solucionar-los amb més facilitat.
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No es van veure motius per a canviar aquesta metodologia a l’estat del projecte en aquell moment. Si que
es va considerar una aplicació més estricte de les fites i de la programació de reunions periòdiques de
control. Part de les desviacions ocorregudes han estat a cause d’aquest fet.
1.10 Recursos
Per a dur a terme el projecte, han fet falta un conjunt d’eines i recursos, tant hardware com software.
Aquest recursos han estat utilitzats en diferents tasques: per al desenvolupament de l’aplicació, per a la
redacció de la memòria o per a organitzar i coordinar el projecte.
A continuació es llisten i descriuen aquests recursos.
1.10.1 Hardware
• Ordinador de sobretaula: utilitzat tant per a la creació de codi i execució de proves com per a la
redacció de la memòria.
• Raspberry Pi 2: mini ordinador de placa reduïda utilitzat en el sistema que s’encarrega de la
captació d’imatges i la comunicació dels resultats.
• Càmera: càmera utilitzada per a la Raspberry per a captar imatges.
1.10.2 Software
• NeuralTalk2 i les seves dependencies: aplicació de partida per al porjecte que es el centre del nostre
sistema.
• Raspbian OS: sistema operatiu utilitzat a la Raspberry.
• ShareLatex: aplicació web utilitzada per a la redacció de la memòria.
• Trello: aplicació de coordinació i gestió de tasques utilitzada per a la planificació del projecte.
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1.11 Gestió econòmica
1.11.1 Consideracions i comentaris
Fins ara hem estat parlant de com s’ha desenvolupat el projecte i quins elements o eines s’han utilitzat,
però és ara on tindrem en compte els seus costos.
Proporcionarem una estimació dels costos del projecte tenint en compte els recursos humans, hardware,
software, i altres costos indirectes.
1.11.2 Pressupost de recursos humans
Aquest projecte ha estat dut a terme per només una persona. La valoració del temps i les hores de treball
és relativa, així que s’utilitzarà una dada econòmica arbitraria per a fer-nos una idea del possible cost.
Hores Preu per hora Preu total
450 30e/h 13.500e
1.11.3 Pressupost de hardware
Per al desenvolupament del projecte han estat necessaris una sèrie d’elements hardware. Els seus costos
es detallen a continuació.
Producte Preu Unitats Vida útil Amortització
Rapsberry Pi 2 31,98e 1 2 anys 6,01e
Accessori Camera (RaspPi) 22,50e 1 2 anys 4,23e
PC Sobretaula 1.200e 1 5 anys 90,23e
TOTAL 1.254,48e 100,47e
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1.11.4 Pressupost de software
Han calgut també eines de software, que han estat utilitzades per a totes les tasques del projecte. Aquest
projecte utilitza software lliure, i per tant, no incorre en cap despesa en aquest àmbit.
1.11.5 Despeses inderectes
A tot projecte i apareixen despeses addicionals indirectes, en el nostre cas, de l’ús d’electricitat.
Producte Preu Unitats Cost aproximat
Electricitat 0,07e /kWh 1.000 kWh 70,00e
TOTAL 70,00e
1.11.6 Pressupost total
Per acabar, ajuntem tots els pressupostos per a obtenir el cost total del projecte.
Concepte Cost aproximat
Recursos humans 13.500,00e
Hardware 100,47e
Software 0e
Costos inderectes 70e
TOTAL 13.670,47e
El projecte té un cost moderat, gracies a l’ús de materials i eines de baix cost o gratuïtes. Es té en
consideració que l’ús d’equipament més car podria haver millorat els resultats obtinguts, però no forma
part dels objectius del projecte.
1.11.7 Control de desviacions
La possibilitat d’una desviació temporal podria afectar al pressupost, augmentant-ne el cost de recursos
humans teòric. Si s’hagués donat aquest cas, s’haurien realitzat ajustos per a minimitzar l’augment de la
despesa en el projecte.
1.12 Àrea social
Aquest projecte es situa dintre el l’àmbit de les aplicacions software i hardware i el seu ús de tècniques
avançades. Tot i que el projecte no s’ha plantejat desenvolupar un producte, les seves possibles aplicacions
si que ofereixen aquesta possibilitat.
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Aquest possible producte derivat podria tenir múltiples aplicacions, tant industrials com socials. Podria
servir com a eina per a persones amb incapacitats o dependents, integrat en altres dispositius i millorant-ne
les capacitats i possibilitats. Al no ser un objectiu del projecte, aquest possible impacte social es tracta
d’una mera especulació.
1.13 Àrea ambiental
El projecte no te un gran impacte a l’àmbit ambiental, ja que es tracta d’un projecte majoritàriament de
software que no té un consum energètic massa elevat i no genera cap tipus de residu. Es podria tenir en
compte l’empremta de carboni dels recursos hardware emprats.
1.14 Puntuació de sostenibilitat
Seguin la pauta establerta, aquesta és la puntuació de sostenibilitat un cop finalitzat el projecte.
1.15 Lleis i regulacions
Al tractar-se d’un projecte de software que no té usuaris definits i no requereix de dades de caràcter
sensible, el projecte no sembla afectat per cap llei o regulació a priori.
El que si es podria considerar, com que es prenen imatges amb una càmera, si aquestes s’emmagatzemessin,
si que ens hauríem d’ajustar a la normativa sobre captura d’imatges en espais públics sense permís explícit.
La llei que regula aquest tipus d’accions es la Llei Orgànica de Protecció de Dades o LOPD.
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CAPÍTOL 2
Estat de l’art
2.1 Introducció
Als apartats anteriors, hem introduït els conceptes de xarxes neuronals, aprenentatge automàtic i Deep
Learning. Tots ells són en el que es fonamenten les tècniques algorítmiques utilitzades en aquest projecte.
Començarem introduint el concepte més bàsic dels tres.
2.2 Xarxes neuronals
Un dels principis bàsics del camp d’estudi de l’intel.ligència artificial és el de poder recrear el funcionament
del cervell dels éssers vius, en concret el seu funcionament a l’hora de “processar” informació i assimilar
coneixement. Les xarxes neuronals artificials són una d’aquestes aproximacions.
Es tracten d’un conjunt de models matemàtics utilitzats per aproximar funcions que depenen d’un gran
nombre d’entrades i que són desconegudes. Estan definits per nodes o neurones que s’activen seguint un
conjunt de regles, generalment locals. Aquestes activacions influencien alhora altres neurones del següent
nivell fins que s’activen les neurones que representen la sortida o resultat [1].
Existeixen diversos tipus de xarxes neuronals que aporten avantatges per a usos diferents. Per exemple,
aquest projecte utilitza les conegudes com a xarxes neuronals convolucionals o Convolutional Neural
Network (CNN), que estan modelades en base a l’escorça visual primaria del cervell. Aquestes xarxes són
especialment eficaces per a aplicacions de reconeixement d’imatges i vídeo.
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Diagrama d’una xarxa neuronal amb n entrades i m sortides.
L’aspecte que fa més interessant aquest tipus de models es la seva adaptabilitat, ja que poden ser modificats
o entrenats per a resoldre una tasca o funció particular. Aquest entrenament forma part de l’aprenentatge
automàtic, que es descriu a l’apartat següent.
2.3 Aprenentatge automàtic
Per si soles, les xarxes neuronals no són més que models estàtics per a aproximar funcions. És la
possibilitat de modificar-les de forma més o menys automatitzada i desconeixent les funcions que volem
aproximar el que les fa tant valuoses. D’això tracta l’aprenentatge automàtic.
L’aprenentatge automàtic, machine learning en anglès, es un subcamp de les ciències de la computació
que estudia la construcció d’algoritmes que puguin aprendre i realitzar prediccions a partir de dades.
Aquest algoritmes funcionen construint un model a partir d’un joc d’entrenament, en comptes de seguir
una seqüència estàtica estricta d’instruccions [2].
Aquest principi és interessant per a camps com la mineria de dades, on el volum de les dades no és
processable per a un ésser humà i tampoc es factible la creació manual de regles per al seu tractament.
Segons la tasca a resoldre, l’entrenament pot ser amb o sense supervisió. L’entrenament supervisat
consisteix en un conjunt d’entrades amb exemples de sortides desitjades, les quals l’algoritme ha d’intentar
aproximar. Per altra banda, l’entrenament sense supervisió no facilita les sortides, deixant a l’algoritme
trobar una forma pròpia d’estructurar la entrada.
Segons el tipus d’estructura utilitzada com a model i l’entrenament per a aquesta, parlem de diferents
enfocaments. En aquest projecte en particular s’utilitza el conegut com a Deep Learning, o aprenentatge
automàtic profund. Passarem a aprofundir més en les seves característiques.
17
2.4 Deep Learning
El Deep Learning es una branca de l’aprenentatge automàtic que intenta modelar abstraccions d’alt nivell
dins les dades utilitzant grafs amb diferents nivells o profunditats, composats per transformacions no
lineals [3].
Un dels aspectes que el fa únic es l’ús d’extracció de features o patrons. Això permet extreure informació
més concisa sobre dades de gran volum on hi pot haver molta redundància, com en els píxels d’una
imatge d’alta resolució. Aquesta característica permet realitzar una síntesi de les dades que pot millorar el
rendiment i la qualitat de les solucions generades per el model o models utilitzats.
Diagrama d’una xarxa neuronal profunda on es veu l’abstracció per nivells.
Aquesta capacitat d’identificar patrons de forma jeràrquica s’aproxima a com el cervell tracta la informació
percebuda per la vista, per exemple, i la fa eficaç per a tasques com el reconeixement d’imatges i vídeos,
de parla o processament de llenguatge natural.
Per a fer-nos una millor idea d’el funcionament general d’aquest tipus d’aplicacions, detallarem el passos
del funcionament d’una aplicació de reconeixement de caràcters escrits a partir d’imatges:
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1. Tenim una gran quantitat d’imatges d’entrenament, totes contenen diferents grafies per a cadascun
dels caràcters a identificar i estan relacionades amb el caràcter que representen.
2. Es realitza un entrenament supervisat del model. Per a cada imatge es deixa que el model generi una
solució i es compara aquesta amb la referencia per a poder aplicar correccions. Un cop completat
l’entrenament, el model està llest per a realitzar prediccions sobre imatges. Aquests dos passos
només s’han de realitzar una vegada.
3. Una nova imatge s’envia al model per a que aquest predigui el contingut.
4. Les capes inicials del model extreuen les features de la imatge i les posteriors reaccionen a aquestes
per a decidir de quin caràcter es tracta.
5. La sortida s’interpreta com al caràcter resultant predit.
En el cas particular del nostre projecte, utilitzem com a model una xarxa CNN. Aquesta ha estat prèviament
entrenada amb un conjunt d’imatges i amb uns comentaris com a referencia per a la sortida. Això permet
partint d’una imatge arbitraria, identificar patrons que apuntin als elements que s’hi troben en aquesta i
poder generar un comentari que ho descriu.
El capítol següent aprofundirà més en el funcionament i estructura de l’aplicació
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CAPÍTOL 3
Desenvolupament
3.1 Introducció
Amb el que hem vist fins ara, ens podem fer una bona idea sobre els principis de funcionament d’apli-
cacions basades en Deep Learning. En aquest capítol, veurem el funcionament particular de l’aplicació
de base que hem utilitzat en aquest projecte, les funcionalitats addicionals que hem afegit, com està
estructurat i funciona el nou sistema.
3.2 Aplicació de partida
3.2.1 Descripció
NeuralTalk2 és la versió millorada de NeuralTalk, dues aplicacions que utilitzen Deep Learning per a
realitzar comentaris o captions sobre imatges arbitraries. Les dues aplicacions han estat creades per
Andrej Karpathy, són de distribució lliure i es poden trobar a GitHub [4].
L’accessibilitat i la relativa senzillesa d’instal.lació i ús van ser la causa de la tria d’aquesta aplicació com
a punt de partida del projecte.
3.2.2 Aspectes tècnics
L’aplicació consta de diversos scripts, escrits en LUA, que s’utilitzen en les diverses parts de l’execució
d’aquesta. L’aplicació requereix d’una serie de dependències que l’usuari ha d’instal.lar abans de poder
utilitzar-la.
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La principal dependència de l’aplicació es Torch, un conjunt de llibreries de aprenentatge automàtic
basades en LUA [5]. Aquestes han permès a l’autor crear una aplicació amb una estructura compacte i
senzilla, que abstreu al usuari amb un sistema de caixa negra: les diverses parts del procés són clares però
el seu contingut intrínsec queda amagat dins la llibreria.
També requereix varies llibreries més de LUA, per a diverses tasques com a crear grafs, executar funcions
matemàtiques i tractar imatges. Si es vol realitzar un entrenament d’un model utilitzant una GPU del
fabricant Nvidia, s’ha d’instal.lar un paquet d’eines i compiladors anomenat CUDA.
L’aplicació està dissenyada per a explotar l’ús de GPU, però té un mode de compatibilitat per a utilitzar
CPU i fins i tot inclou un script per a transformar models generats amb GPU per a poder ser utilitzats en
CPU.
3.2.3 Estructura de l’aplicació
Ara es llistaran els principals scripts de l’aplicació, detallant-ne el seu ús i altres particularitats:
• eval.lua: la peça principal de l’aplicació. Es troba a l’arrel del directori. S’utilitza per a realitzar
prediccions sobre imatges arbitraries, un cop ja es té un model entrenat. Pot predir sobre varies
imatges a la vegada, deixant els resultats en un fitxer que conte un string en format JSON, que pot
ser visualitzat utilitzant un visor HTML inclòs.
• train.lua: utilitzat per a realitzar l’entrenament. Es troba a l’arrel del directori. Requereix un
conjunt d’imatges amb les seves etiquetes corresponents, que serveixen per a comparar la sortida
amb el resultat desitjat. En aquest projecte no hem utilitzat aquest script, els motius es descriuen a
l’apartat següent.
• index.html: visor en HTML per als resultats. Es troba a la carpeta vis. Es pot obrir amb qualsevol
navegador web. Carrega les imatges tractades i el JSON amb els resultats i mostra el conjunt de
forma gràfica i intuïtiva.
• convert_checkpoint_gpu_to_cpu.lua: permet transformar un model generat per al seu ús a GPUs
per a que sigui apte per a executar-se en el mode CPU d’avaluació. Es troba a l’arrel del directori.
Això és interessant en el cas de la Raspberry, que no consta d’una GPU prou potent. Per al
desenvolupament final del projecte, no ha estat necessari el seu ús.
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3.2.4 Funcionament
En aquest projecte no hem realitzat entrenament de models i directament hem utilitzat un model pre-
entrenat públic creat per a aquesta aplicació. Això causa que els comentaris generats siguin en anglès. Per
això en centrarem en explicar el funcionament del codi referent a la predicció sobre imatges, que es troba
al script eval.lua.
Aquest script pot rebre diferents paràmetres com: localització del model a utilitzar, localització de la
carpeta amb les imatges, nombre d’imatges a predir, ús de GPU o CPU. A continuació, explicarem pas a
pas, el procés d’execució d’aquest script en un cas típic, com el que utilitzem en el projecte. La comanda
d’execució en un terminal d’Ubuntu, per exemple, seria:
>th eval.lua -model /path_model -image_folder /path_carpeta_imatges -num_images -1
Aquesta comanda executaria el script d’avaluació, utilitzant el model que es trobi al camí indicat, sobre
les imatges que es troben a la carpeta indicada i carregant totes les imatges de la carpeta, indicat per el
nombre -1. La seqüència d’execució seria la següent:
1. Es realitzen unes inicialitzacions bàsiques de la llibreria Torch.
2. Es carrega el model, utilitzant el camí indicat a l’execució. Aquest pas es lent i pot trigar varis
segons, ja que el model acostuma a ser bastant gran (~1GB).
3. S’inicialitza l’objecte utilitzat per a carregar les imatges de la carpeta indicada.
4. Es carrega la xarxa neuronal del model, que es la s’aplicarà a les imatges.
5. Per cada imatge a carregar, es copia a la carpeta vis, es carrega i es passa a la funció de predicció de
Torch que s’aplica sobre la xarxa. La funció acaba retornant un objecte que conté la predicció en
forma de string.
6. El conjunt de prediccions s’escriuen en un fitxer que conte un string JSON dins de vis, anomenat
vis.json, que després s’utilitza al visor per a visualitzar els resultats.
Per al nostre projecte, necessitem un sistema amb més funcionalitats que les ofertes per NeuralTalk2 en
solitari. Els següents apartats descriuen quines són aquestes noves funcionalitats, com s’estructura el nou
sistema i quin és el seu funcionament.
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3.3 Funcionalitats noves
Volem que el nostre sistema, format per un ordinador que actua de base computacional i la Raspberry Pi
amb una càmera i un altaveu, que realitza captures d’imatges i comunica els resultats de la predicció. Per
a poder fer realitat això, necessitem afegir funcionalitats noves a l’aplicació existent:
• Captura d’imatges: que la Raspberry pugui realitzar captures d’imatges sota demanda de l’aplica-
ció principal.
• Transferència de les imatges: que les imatges preses per la Raspberry siguin transferides per
xarxa a l’ordinador.
• Execució constant de l’avaluació: no volem realitzar constantment el lent procés de carregar el
model. Volem realitzar avaluacions constants sobre noves imatges repetint el mínim de passos
possibles.
• Transferència dels comentaris: si la Raspberry ha de comunicar els resultats, primer necessitarà
rebre’ls.
• Comunicació dels comentaris: utilitzant síntesis de text a veu, la Raspberry “pronunciarà” a través
de l’altaveu el comentari resultant.
Un cop considerades aquestes funcionalitats, veurem com les hem introduït a l’aplicació en forma d’una
modificació del script d’avaluació original i la introducció de 4 nous scripts en Python.
3.4 Estructura del sistema
3.4.1 Distribució
El codi del nostre sistema està distribuït entre dos dispositius. Per una banda, tenim l’ordinador, que
executa el codi d’avaluació constantment, utilitzant dos scripts auxiliars per a demanar imatges i enviar
els comentaris a la Raspberry. La Raspberry té els altres dos scripts que s’encarreguen de respondre a les
peticions d’imatges i a rebre i pronunciar els comentaris.
A continuació veurem en detall els diferents scripts.
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3.4.2 Ordinador
• eval.lua: és el punt d’entrada de l’aplicació. El script original ha estat modificat amb un bucle
indefinit per a demanar i predir constantment sobre imatges. Durant el bucle es, es crida a pcImg.py
i a pcCap.py.
• pcImg.py: s’encarrega d’establir una connexió amb la Raspberry mitjançant un socket i rebre la
imatge presa per rpiImg.py. No presenta cap dependència especial fora de les llibreries bàsiques de
Python.
• pcCap.py: s’encarrega d’establir una connexió amb la Raspberry mitjançant un socket i enviar el
string amb el comentari a rpiCap.py. No presenta cap dependència especial fora de les llibreries
bàsiques de Python.
3.4.3 Raspberry Pi
• rpiImg.py: s’encarrega de rebre una connexió des de l’ordinador de pcImg.py, prendre una imatge
de la càmera i enviar-la a traves del socket. Requereix que la Raspberry Pi tingui instal.lat fswebcam
per a realitzar les captures desde la càmera [6].
• rpiCap.py: s’encarrega de rebre una connexió des de l’ordinador de pcCap.py, rebre el string amb
el comentari i cridar a eSpeak, un sintetitzador de veu per a pronunciar el comentari per l’altaveu.
Requereix que la Raspberry Pi tingui instal.lat eSpeak per a la síntesi de veu per als comentaris [7].
Per a fer-nos una millor idea del funcionament complet del sistema, a l’apartat següent explicarem els
passos a seguir per a fer-lo funcionar i el procés d’execució al detall.
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3.5 Funcionament
Diagrama del sistema amb els diferents dispositius i scripts.
• Passos previs:
1. L’ordinador i la Raspberry Pi estan encesos i connectats a la mateixa xarxa local.
2. La Raspberry Pi te connectada la càmera i l’altaveu o auricular.
3. La IP de la Raspbery Pi està configurada a pcImg.py i a pcCap.py.
4. La Raspberry Pi està executant rpiImg.py i rpiCap.py.
• Ordinador:
5. En un terminal ens movem al directori que conté el codi i executem: >th eval.lua -model
./cv/model.t7 -image_folder ./img -num_images -1.
6. eval.lua: el programa s’executa amb normalitat; carrega el model i quan començaria a carregar
les imatges, entra en un bucle indefinit.
7. eval.lua: es crida un subprocés que executa pcImg.py i espera a que aquest acabi.
8. pcImg.py: inicialitza una connexió i es connecta al socket de la Raspberry Pi creat per
rpiImg.py i espera a rebre les dades pertinents a una imatge.
• Raspberry Pi:
9. rpiImg.py: accepta la connexió provinent de l’ordinador i de pcImg.py. Crida a un subprocés
que executa una comanda per a realitzar una captura de la càmera: >fswebcam -r 640x480
–jpeg 85 -D 0 image.jpg -S 2. Espera a que finalitzi i després l’envia per el socket a pcImg.py.
En acabar, tanca la connexió i es queda esperant la següent.
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• Ordinador:
10. pcImg.py: quan acaba de rebre la imatge, la guarda en un arxiu JPEG, tanca la connexió i
acaba l’execució.
11. eval.lua: carrega la imatge JPEG que pcImg.py ha guardat a la carpeta d’imatges i realitza la
predicció amb normalitat. Al acabar, escriu la solució al fitxer JSON, crida un subprocés que
executa pcCap.py i espera a que aquest acabi.
12. pcCap.py: inicialitza una connexió i es connecta al socket de la Raspberry Pi creat per
rpiCap.py i envia l’arxiu JSON amb el comentari. En acabar l’enviament, s’acaba l’execució.
• Raspberry Pi:
13. rpiCap.py: accepta la connexió provinent de l’ordinador i de pcCap.py. Rep el contingut de
l’arxiu JSON i el guarda en un fitxer. Crida a un subprocés que executa una comanda per a
que el sintetitzador de veu (eSpeak) pronuncii el comentari dins del JSON. Tanca la connexió
i es queda esperant la següent.
14. El comentari de la imatge, en anglès, s’escolta per l’altaveu o els auriculars.
• Ordinador:
15. eval.lua: el programa acaba la iteració del bucle i torna a començar des de el pas 7.
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CAPÍTOL 4
Anàlisi dels resultats
4.1 Introducció
En aquest apartat veurem diversos exemples de resultats obtinguts amb el sistema. Aquests exemples
es distribueixen en dos grups, casos senzills, amb només un element objecte a la imatge, i casos mes
complexos, amb imatges amb multitud d’elements o amb situacions més abstractes.
4.2 Casos simples
Aquest casos es centren en un sol objecte a identificar. Com veurem, el sistema realitza certs errors, causats
per la reducció de certs tipus d’elements a un exemple únic o a simplement per una confusió completa a
l’identificació. La riquesa de l’entrenament del model, quantitat i diversitat d’imatges i comentaris, és
crucial per a la qualitat dels resultats.
Comentari: a laptop computer sitting on top of a bed. Aquest cas no encerta ni
el tipus d’objecte, un llibre, ni la localització, una taula de fusta.
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Comentari: a bottle of wine sitting on top of a table. Tot i que encerta
el fet que sigui una ampolla, la confon amb una de vi.
Comentari: a microwave oven sitting on top of a counter. Encerta a la perfecció
el tipus d’objecte i la localització.
Comentari: a vase filled with flowers on top of a table. En aquets cas torna a
encertar-ho tot.
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Comentari: a banana sitting on top of a wooden table. Encerta l’objecte però es
confon amb el material de la superfície.
Comentari: a laptop computer sitting on top of a wooden table. Una altra vegada
torna a encertar l’objecte però assumeix que la superfície es tracta d’una taula
de fusta.
4.3 Casos complexos
Ara passarem a veure exemples més complexos, que poden ser més abstractes, ja que poden requerir una
major interpretació per part del sistema, a part d’identificar els elements. Com a l’apartat anterior, els
errors comesos venen per la realització d’assumpcions.
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Comentari: a view of a forest with a tree in the background. Podríem considerar-ho
una interpretació bastant aproximada de la imatge.
Comentari: a car is parked on the side of the street. Tot i que decideix centrar-se
en un dels cotxes, l’afirmació es completament correcte.
Comentari: a crowd of people standing around a store. Confon una exposició
amb una botiga, tot i que és una confusió comprensible.
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Comentari: a man standing in front of a refrigerator. En aquest cas ho encerta tot.
Comentari: a man holding a frisbee in his hand. Realitza l’assumpció que el fet
d’estar a prop de l’herba implica jugar amb un disc volador i ignora el gat.
Comentari: a woman is sitting on a bench with a suitcase. Identifica a una persona
asseguda, però es confon amb els demés elements. Les ombres poden ser la causa.
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CAPÍTOL 5
Conclusions
5.1 Resultats del projecte
Tot i que la línia de desenvolupament no ha estat la prevista inicialment, això ha permès el disseny del nou
sistema i ens demostra la importància de la planificació i la previsió durant la fase inicial del projecte.
El sistema, tot i tenir un disseny senzill, compleix amb la funció esperada i mostra resultats interessants
que fan reflexionar sobre les possibles aplicacions d’aquest.
Tot i no haver aportat cap nova informació, el projecta ha servit com a fita personal, i en aquest àmbit a
complert la seva funció.
5.2 Conclusió personal
Com a experiència personal, aquest projecte ha estat enriquidor en diferents àmbits. Des de la introduc-
ció i aprenentatge de noves tecnologies, com el llenguatge LUA, les aplicacions de Deep Learning o
treballar amb un hardware com la Raspberry Pi, fins a la dinàmica de treball en un projecte d’aquestes
característiques.
Tot i considerar-me satisfet per el resultat final del projecte, em penedeixo de no haver-hi dedicat més
temps per a poder ampliar el contingut d’aquest, haver experimentat i realitzat millores al sistema.
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