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Abstract—In this paper, a new concept, radial coverage
strength, is first proposed to characterize the visual sensing
performance when the orientation of the target pose is considered.
In particular, the elevation angle of the optical pose of the visual
sensor is taken to decompose the visual coverage strength into
effective and ineffective components, motivated by the imaging
intuition. An optimization problem is then formulated for a
multi-camera network to maximize the coverage of the object
area based on the strength information fusion along the effective
coverage strength direction through the deployment of the angle
between radial coverage vector of the camera optical pose.
Both simulation and experiments are conducted to validate the
proposed approach and comparison with existing methods is also
provided.
Index Terms—Multi-camera network, data fusion, radial cov-
erage, visual sensor deployment.
I. INTRODUCTION
CAMERAS, as a typical non-contact field sensor, arewidely used in occasions that require interaction with
ambient target objectives, such as unmanned system forma-
tion [1], [2], visual servoing and tracking [3]–[5], robotic
localization and navigation [6], [7], etc. While the camera
sensor is welcomed due to many advantages such as com-
pact size, low power consumption, reasonably low cost, and
rich information, the limitation of a camera sensor is also
obvious, for example, in terms of its limited field of view
and occlusion. In many practical applications such as visual
coverage [8]–[10], objective reconstruction [11], [12], and
large-scale surveillance [13], hence, multi-camera networks
are highly desired to allow individual cameras to perform
collaboratively, mostly, through spatial deployment. Therefore,
how to optimize the spatial deployment of camera sensor
networks becomes a very interesting yet important problem
that attracts a lot of attentions in recent years [14]. In this
regard, various coverage models have been proposed for visual
field sensors, such as 2-D circular sector sensing in [15]–[18]
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and fish-eye cameras in [1], 3-D coverage models taking into
account the intrinsic and/or extrinsic parameters of cameras,
such as resolution, field of view (FOV), focus and occlusion,
etc., in [8], [9], [13], [19]. In particular, a comprehensive
3-D coverage model with continuous measure is introduced
in [13] and is further extended and successfully applied in
many scenarios in [8] which considers both depth distance
and view angle for a better physical interpretation. Besides,
a ‘visual distance’ is also proposed in [9] to characterize
the pose difference between a single camera and a target
point, and the optimal deployment of multiple cameras is
solved based on this performance measure accordingly. The
advantage of the coverage model in [8], [13] lies in the
fact that it presents an effective 3-D parameterized region
within which the visual sensing quality can be continuously
measured. However, the orientations of both camera and target
object poses are not considered in this model, instead, they are
actually the main feature considered in the ‘visual distance’
model [9]. There are also some other work based on data
fusion which combine the coverage strength of multiple 2-
D camera sensors via some mathematic operations [20], [21]
but the deployment is considered. Fairly speaking, the image
fusion techniques are very mature nowadays [22] but, again,
there lacks research on the application of these techniques to
camera sensor deployment.
On the other hand, saving costs of implementation is always
the most important goal of industrial applications. In various
field applications with camera sensor networks, maximizing
the coverage area is a very interesting and important task
which would lead to const-effective solutions to camera sensor
network deployment. In this paper, a new concept, ‘radial
coverage strength’, is proposed and facilitated with the ad-
vantages of both the coverage strength model and the visual
distance model developed in [8], [9], [13]. This new concept
allows one to characterize a parameterized coverage region
while the relative pose between the camera sensor and the
target area is also considered. An optimization problem is then
formulated by applying the radial coverage strength as the
performance measure through information fusion to tackle the
task of maximizing the coverage area for the camera sensor
network. Both simulation and experiments are presented to
validate the main results, as well as comparison with some
existing methods.
The organization of the remaining parts of this paper is
as follows: some background information is presented for the
object model and camera model in Section II as preliminaries;
the radial coverage strength is proposed and described in
Section III; in Section IV, the fusing mechanism for the radial
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2coverage strength is presented which lays down the foundation
for the deployment optimization of the camera sensor network
featured in Section V; simulation and experiments are provided
in Section VI to validate the effectiveness of the proposed
approach; Section VII concludes the paper.
Notations: Rn denotes n-dimensional Euclidean space, R+
denotes positive real number, and N+ represents a positive
integer. SO(3) denotes the Special Orthogonal Group in
the 3-D space. ‖ · ‖ stands for the Euclidean norm. Let
υ1,υ2 ∈ Rn be n-dimensional vectors, then Proj(υ1,υ2) =
υ2−(υT1 υ2/‖υ1‖2)υ1 denote the projection of υ2 on a plane
with υ1 being its normal vector.
II. PRELIMINARIES
In this section, some preliminary knowledge such as frame
transformation, environment model, camera model and rele-
vance model are introduced respectively to describe the camera
network as well as the 3-D environment to be covered.
A. World Frame and Local Frame
As shown in Fig. 1, the world frame Fw is represented
by axis XYZ with O being its origin, the local frame F l
is represented by axis XlYlZl with Ol being its origin. The
axis X′Y′Z′ indicated by the dotted line is the reference axis
parallel to XYZ.
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Fig. 1. World frame and local frame.
Let c ∈ R6 denote the coordinates of F l:
c = [ ςT ϑT ]
T = [xl yl zl α β γ ]
T (1)
where the position component ς = [xl yl zl ]T ∈ R3 denotes
the coordinates of Ol in Fw, and the orientation component
ϑ = [α β γ ]T ∈ R3 denote the orientation of F l, where α ∈
[−pi, pi) is the yaw angle, β ∈ [−pi/2, pi/2] is the pitch angle,
and γ ∈ [−pi/2, pi/2] is the roll angle of F l measured in Fw.
For a point s = [x y z ]T ∈ R3 in Fw, let its coordinate in
F l be sl = [xl yl zl ]T ∈ R3 , then the following relationship
holds [23]:
sl = R(s− ς) (2)
where
R = RγRβRα
[
1 0 0
0 0 −1
0 1 0
]
∈ SO(3) (3)
is the rotation transformation matrix from Fw to F l, and
Rα =
[
cosα 0 sinα
0 1 0
− sinα 0 cosα
]
∈ SO(3) (4)
Rβ =
[ 1 0 0
0 cosβ − sinβ
0 sinβ cosβ
]
∈ SO(3) (5)
Rγ =
[
cos γ − sin γ 0
sin γ cos γ 0
0 0 1
]
∈ SO(3) (6)
are the rotation transformation matrices from Fw to F l for
yaw, pitch and roll, respectively.
B. Object Model
The object model is introduced in Fw. The object model
represents the area of the object to be covered by cameras
and is characterized with meshed triangle pieces. Each triangle
piece is regarded to be an atomic unit in analysis. The area
of each triangle piece is set to be smaller than a given
threshold σ. Moreover, let τk denote the kth triangle piece
(k = 1, 2, · · · ,K), with K ∈ N+ being the total number of
the triangle pieces in the 3-D object model.
For each triangle piece, a local frame is defined on it. The
origin of the frame is defined as the center of the triangle
piece and Zl-axis is along the front face normal direction of
the triangle piece. Let the directional point pk ∈ R6 denote
the coordinates of the unit normal vector of τk:
pk = [ sTk θ
T
k ]
T = [xk yk zk ρk ηk µk ]T (7)
where sk = [xk yk zk ]T ∈ R3 is the position component and
θk = [ ρk ηk µk ]
T ∈ R3 is the orientation component. Then
the front face normal direction nk of τk can be characterized
by:
nk = [ sin ρk cos ηk sin ρk sin ηk cos ρk ]
T (8)
in Fw.
In this paper, the directional point is used to represents the
triangle piece. Let Ω = {p1,p2, · · · ,pK} be the set of all the
directional points of triangle piece. For the specified problem
in this paper, it is assumed that the triangle-piece model of the
object is available for the coverage, for example, the CAD file
of a part. Besides, for each triangle piece, a relevance weight
is assigned to indicate its importance in the coverage. In this
work, the relevance weight is taken as the area of the triangle
piece:
Rel(pk) = Area(τk) (9)
C. Camera Model
In this paper, the pinhole camera is used to perform the
coverage task. The camera model consists of both intrinsic
parameters and extrinsic parameters [23]. Intrinsic parameters
are shown in Table I which are determined by the camera
itself.
Extrinsic parameters include the position and the orientation
component. For each camera, a local frame is defined on
it, called the camera frame Fc. The origin of the frame is
defined at the optical center of the camera and Zc-axis is along
3TABLE I
INTRINSIC PARAMETERS OF CAMERA MODEL
Parameter Description
f ∈ R+ Lens focal length (mm)
su ∈ R+ Horizontal pixel dimensions (mm/pixel)
sv ∈ R+ Vertical pixel dimensions (mm/pixel)
o=[ou ov ]T∈R2 Principle point (pixel)
w ∈ R+ Image width (pixel)
h ∈ R+ Image height (pixel)
da ∈ R+ Effective aperture diameter of optical lens (mm)
ds ∈ R+ Focusing distance (mm)
ϕt, ϕb ∈ [0, pi/2) FOV angles to top / bottom image boundary (rad)
ϕl, ϕr ∈ [0, pi/2) FOV angles to left / right image boundary (rad)
the optical axis of the camera. The Xc-axis and Yc-axis are
along the opposite directions of Uc-axis and Vc-axis axes of
the Charge Coupled Device (CCD), respectively, which form
a right-handed frame together with Zc-axis. Fci is used to
represent the camera frame of the ith camera. Let ci ∈ R6
denote the coordinates of the position of the ith camera in
Fw (i = 1, 2, · · · , N ), which is the extrinsic parameters, with
N ∈ N+ being the total number of the cameras in the task:
ci = [ ςTi ϑ
T
i ]
T = [xi yi zi αi βi γi ]
T (10)
where ςi = [xi yi zi ]T ∈ R3 is the position component of
the ith camera and ϑi = [αi βi γi ]T ∈ R3 is the orientation
component of the ith camera. Let Γ = {c1, c2, · · · , cN} be
the set of extrinsic parameters for all cameras.
It is noted that, from equation (1), the 3-D coordinate sk
of τk in Fw can be transformed into the coordinate scik =
[xcik y
ci
k z
ci
k ]
T ∈ R3 in Fci:
scik = Ri(sk − ςi) (11)
where Ri ∈ SO(3) is the rotation transformation matrix from
Fw to Fci.
III. RADIAL COVERAGE STRENGTH
In this section, a new criteria called the Radial Coverage
Strength is proposed to characterize the coverage performance
of single triangle piece in single camera, involving the resolu-
tion, FOV, focus, and occlusion, taking scik , nk and the intrinsic
parameters of the camera into account.
A. Resolution
Resolution is an important criterion of the coverage per-
formance of triangle pieces in the camera, which describes
the detail an image holds for the target object. The resolution
criterion of pk under the ith camera is defined as
CRi (pk) =
fds
(ds − f)zcik max(su, sv)
(12)
where f , ds, su and sv are intrinsic parameters of the camera
that explained in Table I, zcik is the coordinate of pk on Z
ci-
axis.
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Fig. 2. Illustration for FOV and focus parameters.
B. Field of View
As shown in Fig. 2, the blue rays are the angle bisectors
of the left, right, upper, and lower boundaries of the field of
view, ϕl, ϕr are the horizontal FOV angles, and ϕt, ϕb are
the vertical FOV angles. These angles can be determined by
the camera intrinsic parameters.
For the directional point pk, if the following geometrical
constraints are satisfied
zcik ≥ 0 (13)
− tanϕl ≤ x
ci
k
zcik
≤ tanϕr (14)
− tanϕt ≤ y
ci
k
zcik
≤ tanϕb (15)
then it is said that pk falls in the FOV of the ith camera.
The FOV criterion of pk is defined as
CFOVi (pk) =
{
1 fall in FOV
0 otherwise
(16)
C. Focus
The imaging of the object is blurred if it is not on the
focal plane of the camera. However, the degree of defocus
is permitted within a certain range. As shown in Fig. 2, four
boundaries of the FOV form a pyramid, and it is divided into a
frustum by a near-field depth plane and a far-field depth plane,
which is called the view frustum.
For the directional point pk, given diameter δ of the
permissible circle of confusion in pixel, if zcik falls in the
following range
dn ≤ zcik ≤ df (17)
then it is said that pk is focused by the ith camera, where
dn =
dadsf
daf + δmin(su, sv)(ds − f) (18)
df =
dadsf
daf − δmin(su, sv)(ds − f) (19)
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Fig. 3. Illustration for radial coverage vector.
are the near-field depth and far-field depth, respectively, with
dn < df .
The focus criterion of pk is defined as
CFi (pk) =
{
1 focused
0 otherwise
(20)
D. Occlusion
In this paper, internal occlusion and external occlusion
are both considered. Internal occlusion is from the object
model itself, that is some other triangle pieces exist on the
segment connecting pk and the optical center Oci of the ith
camera. External occlusion is that the obstacles existing around
the object model, which also affects the deployment of the
cameras. In Section VI, a case with external occlusion is shown
by simulation to illustrate the occlusion handling.
As shown in Fig. 3, the angle between vector nk and vector
pkO
ci is defined as ζcik ∈ [0, pi], called the elevation angle
between τk and the ith camera, then
ζcik = arccos
nTk (ςi − sk)
‖ςi − sk‖ (21)
The directional point pk is considered occluded in the ith
camera if any of the following conditions are met
1) ζcik ≥ pi/2, means the camera cannot see the front face
of the triangle piece.
2) The segments between the camera optical center Oci
and the three vertices of τk passes through other
triangle pieces or obstacles.
Then the occlusion criterion of pk is defined as
COi (pk) =
{
0 occluded
1 otherwise
(22)
E. Radial Coverage Vector
The radial coverage vector is proposed to represent the
coverage performance of a single triangle piece in a single
camera. Let Cvcik ∈ R3 denote the radial coverage vector of
pk under the ith camera in Fw:
Cvcik =
CRi (pk)C
FOV
i (pk)C
F
i (pk)C
O
i (pk)(sk − ςi)
‖sk − ςi‖ (23)
TABLE II
PARAMETERS OF IMPROVED GENETIC ALGORITHM
Parameter Description
M ∈ N+ Size of population
L ∈ N+ Length of chromosome (number of genes)
Υmin,Υmax ∈ N+ Minimum / Maximum length of recombination
Ψ ∈ (0, 1] Mutation probability of each gene
T Algorithm termination condition
As shown in Fig. 3, the light is illuminated from pk to camera
optical center Oc, then we can assume that the camera “sees”
the triangle piece along the opposite direction of the light,
that is, the Cvck direction. The length of Cv
c
k takes into
account multiple visual criteria. The radial coverage vector
can be decomposed into a vector Cf ck parallel to the triangle
piece plane and a vector Csck parallel to the front face normal
direction of the triangle piece. Let Cf cik ∈ R3 denote the fusion
vector of pk under the ith camera in Fw:
Cf cik = Proj(nk,Cv
ci
k ) (24)
which provides the direction information required for further
fusion algorithm. Let Cscik ∈ R3 denote the effective radial
coverage vector of pk under the ith camera in Fw:
Cscik = Cv
ci
k −Cf cik (25)
Since the effective radial coverage vector is parallel to the nor-
mal direction of the triangle piece, it represents a component of
the camera that see the triangle piece vertically, providing the
coverage strength information. Therefore, the effective radial
coverage strength of pk under the ith camera is defined as:
‖Cscik ‖ = cos ζcik ‖Cvcik ‖ (26)
where cos ζcik represents the reduction of the coverage, since
the orientation of the triangle pieces must be considered.
IV. FUSED COVERAGE STRENGTH
In the existing literatures, some coverage strength algo-
rithms have been proposed to model the coverage performance
by cameras in [8], [9], [12], [15], [18]. The coverage strength
algorithms in [15], [18] and [9] are constructed from math-
ematic perspective, thus be lack of enough factual basis. To
reach the goals in industry, some coverage strength algorithms
are proposed from physic perspective for combining the visual
criteria for resolution, FOV, focus and occlusion in [8] and
[12]. However, those coverage strength only consider the
single camera, but never the data fusion of multiple cameras
for cooperations. In this section, an effective fused coverage
strength algorithm is proposed to enhance the overall coverage
performance under the multi-camera network.
The effective radial coverage strength and the fusion vector
reveals the detailed performance of the triangle piece captured
by single camera. For τk, since all fusion vectors are coplanar,
the fusion algorithm are always calculated on a 2-D plane, In
this respect, only two cameras are selected for each calcula-
tion of fusion, representing the coverage performance in two
5directions. On the basis of this idea, a fused coverage strength
matrix of pk is constructed as
Λk =

Csk(c1, c1) Csk(c1, c2) · · · Csk(c1, cN )
Csk(c2, c1) Csk(c2, c2) · · · Csk(c2, cN )
...
...
. . .
...
Csk(cN , c1) Csk(cN , c2) · · · Csk(cN , cN )
 (27)
where
Csk(ci, cj) =
max(‖Cscik ‖, ‖Cscjk ‖) Cf cik = 0 or Cf cjk = 0∥∥∥∥∥‖Cscik ‖Cf cik‖Cf cik ‖ +Proj
(
Cf cik ,
‖Cscjk ‖Cf cjk
‖Cf cjk ‖
)∥∥∥∥∥ otherwise
(28)
denotes the fused coverage strength of pk under the ith camera
and the jth camera for i, j = 1, 2, · · · , N . Then the fused
coverage strength of pk under the multi-camera network is
selected as the maximum element in Λk:
Cs(pk) = max
i,j
(Csk(ci, cj)) (29)
V. CAMERAS DEPLOYMENT OPTIMIZATION
The goal of multi-camera deployment is to find a set of
appropriate extrinsic parameters of the cameras to optimize
the tasks. In the existing literatures, different optimization al-
gorithms have been applied for various tasks, such as gradient
descent algorithm (GD), particle swarm optimization algo-
rithm (PSO), standard genetic algorithm (SGA), ant colony
optimization algorithm (ACO) and simulated annealing algo-
rithm (SA). In this paper, an improved genetic algorithm (IGA)
is proposed to optimize the camera deployment problem.
A. Task Formulation
Before construct the cost function, a definition is given as
follows to state whether a triangle piece is recognized by the
camera network. Given a coverage strength threshold thold ∈
R+, if the fused coverage strength of pk satisfies
Cs(pk) ≥ thold (30)
then pk is said to be recognized by the multi-camera network.
The cost function can be formulated as
H(c1, · · ·, cN ,p1, · · · ,pK) =
K∑
k=1
Reco(c1, · · · , cN ,pk)Rel(pk)
(31)
which represents the total area of the recognized triangle
pieces, where
Reco(c1, · · · , cN ,pk) =
{
1 recognized
0 otherwise
(32)
is an criterion for recognition. Hence, the coverage optimiza-
tion problem of the camera network can be formulated as
arg max
c1,··· ,cN
H(c1, · · · , cN ,p1, · · · ,pK)
s.t. ci ∈ Γ,pk ∈ Ω
(33)
Algorithm 1 Improved Genetic Algorithm for Optimization
Input: Ω, IGA, f , su, sv , da, ds, ϕl, ϕr, ϕt, ϕb, δ
Output: c1, c2, · · · , cN
1: Initialization: ctemp1 = c
temp
2 = · · · = ctempN = 0, F = 0.
2: for m = 1 to M do
3: for i = 1 to N do
4: Randomly generate ctempi in its domain.
5: end for
6: Encode ctemp1 , · · · , ctempN as chromosome CHtempm .
7: end for
8: ð0 ← {CHtemp1 ,CHtemp2 , · · · ,CHtempM }.
9: while the termination condition is not met do
10: for m = 1 to M do
11: if Fit(CHtempm ) > F then
12: CHbest ← CHtempm .
13: F ← Fit(CHtempm ).
14: end if
15: end for
16: for m = 1 to M do
17: Perform recombination operation on CHtempm and
CHbest to get CHnewm .
18: Perform mutation operation on CHnewm .
19: CHtempm ← CHnewm
20: end for
21: end while
22: F ← 0.
23: ð← {CHtemp1 ,CHtemp2 , · · · ,CHtempM }.
24: for m = 1 to M do
25: if Fit(CHtempm ) > F then
26: CHbest ← CHtempm .
27: F ← Fit(CHtempm ).
28: end if
29: end for
30: Decode CHbest to get c1, c2, · · · , cN .
31: return c1, c2, · · · , cN
B. Cameras Deployment Using Improved Genetic Algorithm
The standard genetic algorithm is widely applied to optimize
the discrete cost function due to its global search characteristic
and strong robustness. However, a drawback of the standard
genetic algorithm is the low convergence speed due to the
monotonousness of the cost function in iteration process
cannot be guaranteed. In order to deal with this disadvantage,
an improved genetic algorithm is proposed to guarantee the
monotonousness of the cost function in iterations and hence
speed up the iteration process.
In the improved genetic algorithm, each feasible solution
is encoded as a string called a chromosome, and several
chromosomes form a population, as same as that in the
standard genetic algorithm. The parameters of the improved
genetic algorithm are shown in Table. II. The optimization
details for coding and decoding, fitness function, selection
operation, recombination operation and mutation operation are
introduced as follows.
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Camera deployment 
results 
End 
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Fig. 4. Flowchart of improved genetic algorithm.
1) Coding and Decoding: Coding refers to converting a
feasible solution into a chromosome, and decoding is an
inverse conversion of coding. Each gene in the improved
genetic algorithm is represented by a floating-point number.
Suppose {c1, c2, · · · , cN} is a feasible solution, then the
encoded chromosome is
CH = {x1, y1, z1, α1, β1, γ1,
x2, y2, z2, α2, β2, γ2, · · ·
· · · , xN , yN , zN , αN , βN , γN}
(34)
Let ð = {CH1,CH2, · · · ,CHM} be a population, where
CHm is the mth chromosome (m = 1, 2, · · · ,M ), and the
tth population is represented by ðt.
2) Fitness Function: The fitness function is used to calcu-
late the fitness of a chromosome which represent the quality
of a chromosome. In this paper, the fitness function is defined
as same as the cost function, namely,
Fit(CH) = H(c1, · · · , cN ,p1, · · · ,pK) (35)
3) Selection Operation: The chromosome in the population
with highest fitness is selected as the survival chromosome,
and the remaining chromosomes constitute the recombinant
pool.
4) Recombination Operation: Randomly generate a posi-
tive integer Υ satisfying Υ ∈ [Υmin,Υmax]. When two chro-
mosomes are to be recombined, a continuously gene fragment
of length Υ is randomly selected from the chromosome with
high fitness, and the gene fragment of another chromosome
at the corresponding position is replaced to form a new
chromosome.
5) Mutation Operation: Mutation refers to a stochastic
change of a gene, every gene on a chromosome has a certain
probability of mutation. If a gene on a chromosome has not
been replaced in recombination operation, the probability of
mutation is Ψ, otherwise the probability of mutation is zero.
 
Select 
operation 
Recombination 
operation 
Mutation 
operation 
Update 
population 
Fig. 5. Population update operations.
The flowchart and the detailed procedures are described in
Fig. 4 and Algorithm 1, respectively. The update operations of
population is shown in Fig. 5, in which the gray bar represents
the chromosome, the purple bar is the survival chromosome,
and the green bar is the mutated gene. The parameters of the
improved genetic algorithm are included in an eight-tuple:
IGA = (W,Fit,ð0,M,Υmin,Υmax,Ψ, T ) (36)
where W is the coding scheme of the chromosome and ð0 is
the initial population. Since the chromosome with the highest
fitness in the current population is remained in next population,
the non-decrement of the overall fitness during the iteration
process is guaranteed, and hence the convergence speed of
the algorithm is greatly accelerated.
VI. SIMULATION AND EXPERIMENT
Some simulations and experiments are shown in this section
to verify the contents in the above sections, which are sum-
marized in three aspects, (a) the quality of the fused image
is positive correlated with the fused coverage strength, (b)
the improved genetic algorithm is valid for the constructed
cost function and has good performance and fast convergence
rate, and (c) the proposed radial coverage strength and multi-
camera network deployment approach can be applied to the
real case. In addition, two simplified fusion coverage strength
algorithms are also proposed to speed up the calculation of
the cost function.
A. Simplified Fused Coverage Strength Algorithm
Generally speaking, in the aforementioned fused coverage
strength algorithm, N2 times calculations are needed to obtain
the fused coverage strength. The fact is that the elapsed time
of completing the fused coverage strength calculations of all
the triangle pieces is long for the large sized camera network.
Since decreasing the number of the triangle pieces will reduce
the accuracy of the object model, a simplified fused coverage
strength algorithm are proposed to speed up calculations.
For each triangle piece, a principal camera and an auxiliary
camera are chosen according to the following rules. For τk,
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Fig. 7. An example of image correction and image fusion.
let ciˆ be the principal camera and cjˆ be the auxiliary camera,
where iˆ, jˆ ∈ {1, 2, · · · , N}. The principal camera can be
selected according to the following two methods:
iˆ = arg max
i
‖Cscik ‖ (37)
called the coverage-strength-based method (CSBM) or
iˆ = arg max
i
H(ci, ci,p1, · · · ,pK)
s.t. ci ∈ Γ,pk ∈ Ω
(38)
called the recognized-area-based method (RABM). The auxil-
iary camera is chosen through following methods:
jˆ = arg max
j
Csk(ciˆ , cj) (39)
Then the fused coverage strength of pk under camera network
can be formulated as
Cs(pk) = Csk(ciˆ , cjˆ) (40)
The simplified fused coverage strength algorithm with
coverage-strength-based method and recognized-area-based
method will lead to different results of the fusion coverage
strength. Both of them can greatly reduce the number of
TABLE III
EXPERIMENTAL RESULTS OF IMAGE FUSION
Fused Image I(1,1) I(1,2) I(1,3) I(1,4)
Coverage Strength 2.000 2.449 2.828 2.449
RMSE 51.266 48.903 46.049 49.090
PSNR 13.934 14.344 14.866 14.311
Fused Image I(1,5) I(1,6) I(1,7) I(1,8)
Coverage Strength 2.000 2.449 2.828 2.449
RMSE 51.172 49.229 46.070 48.747
PSNR 13.950 14.286 14.862 14.372
TABLE IV
RECOGNITION RATIO WITH HEURISTIC METHOD
Cameras 5 6 7 8
Recognized Ratio 83.70% 89.37% 92.13% 95.21%
calculations, which is an approximation of the fusion coverage
strength algorithm proposed in Section IV. In addition, it is
pointed out that if ciˆ is not unique, it is necessary to calculate
the fused coverage strength with different principal cameras
respectively, and select the largest one as the final fused
coverage strength.
B. Experimental Results of Image Fusion
In this experiment, an omnidirectional black-and-white cir-
cles image is used for detection of the quality of the image
due to its abundant edges. This tested image is printed out
and placed on a platform. We use Cannon 50-D camera
to shoot the tested image from 8 different directions, and
each angle between the adjacent shooting directions are set
to be 45 degrees. To ensure the rigor of the experiment,
the depth distances and the view angles between the camera
and the tested image in 8 directions are strictly equivalent.
The imaging is complete and clear in the camera from all 8
directions. This scene is shown in Fig. 6.
The registration processes are operated on the captured
8 images to obtain the corrected images which are marked
as I1, I2, · · · , I8. The original image is processed into a
reference image IR of the same size as the corrected images.
I1 is selected as a basic image and make image fusion
operation on it with all the 8 corrected images, then 8 fused
images (I(1,1), I(1,2), · · · , I(1,8)) are obtained. It is noted that
many image fusion techniques have been tested in literatures,
such as high pass filtering [24], discrete wavelet transform
[25], [26], uniform rational filter bank [27] and Laplacian
pyramid [28]. Wavelet transformation method is used in this
experiment for image fusion. Each fused image is compared
with IR to calculate the root mean square error (RMSE) and
the peak signal to noise ratio (PSNR). The lower the RMSE or
the higher the PSNR, the better the quality of the image. Fig.
7 shows an example of the procedure of the image registration
and fusion.
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Fig. 8. The coverage results with different algorithms.
TABLE V
EVALUATION METRICS FOR DIFFERENT ALGORITHMS AND METHODS
Algorithms / Methods Recognizedratio
Average
coverage strength
Average
resolution
IGA / CSBM 94.92 % 1.744 1.507
IGA / RABM 92.34 % 1.729 1.651
HA / CSBM 89.37 % 1.704 1.482
MGA / CSBM 83.66 % 1.737 1.485
SGA / CSBM 69.36 % 1.306 1.143
The qualities of 8 fused images together with the corre-
sponding fused coverage strength are stated in Table III. It
can be seen that the quality of the fused image is positive
correlated with the fused coverage strength. Due to the value
of the coverage strength of the camera in each direction are
equivalent, the fused coverage strength totally depend on the
orientations between cameras. It is straightforward that the
fused coverage strength is largest when the angle between two
shooting directions is 90 degree, while the fused image quality
is also the best.
C. Simulation Results of Cameras Deployment with IGA
In this subsection, the effectiveness of the proposed radial
coverage strength and improved genetic algorithm for multi-
camera deployment is demonstrated by a simulation example.
The robustness and the fast convergence of the improved
genetic algorithm are also shown. In addition, different op-
timization methods and fusion coverage strength methods are
compared.
In the simulation, an aircraft shell model is employed as
the object model, and the camera network are deployed to
cover the top and the flank of the aircraft shell model. To
simplify the calculations, The heights of all the cameras are
limited at zi = 1.6 m, such that all cameras have only five
degrees of freedom to be changed. The parameters of the
aircraft shell model and the cameras are set as follows: The
aircraft shell model is partitioned into K = 4589 triangle
pieces. Each camera has the same intrinsic parameters. The
lens focal length is f = 5 mm, the horizontal and vertical
pixel dimensions are su = sv = 0.0053 mm/pixel, and the
principle point is o = [ 800 600 ]T in pixel, with the image
width being w = 1600 and the image height being h = 1200
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Fig. 9. Comparison of the recognized ratios with different methods.
in pixel. The effective aperture diameter of the optical lens is
da = 5 mm, and the focusing distance is ds = 1200 mm. The
diameter of permissible circle of confusion is δ = 5 pixel,
with the coverage strength threshold being thold = 1. On the
basis of these parameters, the other parameters such as the
view angles ϕl, ϕl, ϕt and ϕb, the near depth of field dn and
the far depth of field df can be calculated directly.
The heuristic algorithm (HA) are applied first to determine
the number of cameras, that is, deploy the cameras one by one,
and each camera is deployed to its best pose at current. The
details of this method can be found in [8]. The relationship of
the recognized ratio and the number of the camera network is
illustrated in Table IV, then 6 cameras are selected for further
optimization.
The parameters of the improved genetic algorithm are set as
follows: The size of the population is M = 20, the length of
the chromosome is L = 5×N = 30 due to each camera has
five degrees of freedom. The minimum and maximum length
of recombination are Υmin = 11,Υmax = 19, respectively,
and the mutation probability of each gene is Ψ = 0.2.
Moreover, to be fair for comparison of different algorithms,
all the optimization algorithms in this subsection are set to
terminate at the 400th iteration.
The following aspects are considered as the performances
of the multi-cameras network deployment:
1) Recognized Ratio: The proportion of the recognized
triangle pieces to all the triangle pieces in the 3-D
object model.
2) Average Coverage Strength: The average of the fused
coverage strength for all triangle pieces.
3) Average Resolution: The average of the value of reso-
lution for all triangle pieces in pixel/mm.
To speed up the calculation, the simplified coverage strength
algorithm is applied in simulations. The comparison of differ-
ent algorithms and methods for the performances optimization
are shown in Fig. 8 and Table V. The results of using standard
genetic algorithm and heuristic algorithm are also compared.
In Fig. 8, the black dots and arrows indicate the positions and
the directions of the cameras, the recognized triangle pieces
are marked as yellow while the unrecognized ones are marked
as green. It can be seen that the performances of the multi-
camera deployment with the improved genetic algorithm are
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Fig. 10. Improved genetic algorithm with constraints.
better than those with standard genetic algorithm and heuristic
algorithm. In the case of using the same optimization algo-
rithm, the recognized ratio of coverage-strength-based method
is higher than recognized-area-based method. The coverage
performances are shown in Table V, and the relationship
between the recognized ratio and iteration are demonstrated
in Fig. 9, with different optimization algorithms and all using
recognized-area-based method. As can be seen, the recognized
ratio of the proposed improved genetic algorithm converges
fastest among them.
In addition, a case with some external obstacles existing
is also taken into account in this subsection. Some external
obstacles existing around the object model are assumed such
that the locations of some cameras in Fig. 8 are not available
for placement. Under this constraint, the final deployment
of the cameras is shown in Fig. 10 using improved genetic
algorithm with coverage-strength-based method, in which the
pink semicircles indicate the external obstacles. It can be seen
that the performance of coverage is still perfect although the
external obstacles exist to obstruct the deployment.
D. Experimental Results of Cameras Deployment
A real experiment is designed and operated on a platform
with five cameras to further verify the effectiveness of the
proposed approach. The objective to be covered is a small
sized real aircraft shell model manufactured by 3-D print. Each
camera on the platform has the same intrinsic parameters.
The lens focal length is f = 15.2 mm, the horizontal and
vertical pixel dimensions are su = sv = 0.0053 mm/pixel, the
principle point is o = [ 640 512 ]T in pixel, with the image
width being w = 1280 and the image height being h = 1024
in pixel. The effective aperture diameter of the optical lens
is da = 3.8 mm, and the focusing distance is ds = 1000
mm. The heights of the five cameras are limited at 30 cm.
Some pre-processing are accompanied on the aircraft model.
The aircraft model is partitioned in to 66 triangle pieces, and
a series of identifiers are pasted on each triangle piece. The
identifier is actual an image consisting of same sized black
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Fig. 14. Comparison of coverage performances in simulation and experiment for UV unwrapped mesh images
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squares with same number of graphic edges. Each identifier
is different for the sake of distinguishing each triangle piece
on the objective. Another important purpose of using these
identifiers is to analyze the quality of the images captured
by cameras. The experimental platform and the pre-processed
aircraft model are shown in Fig. 11.
The placements of cameras including the positions and
orientations are calculated by simulation, and the values of the
coverage strength are obtained correspondingly. The triangle
pieces with higher coverage strength values are marked by
darker color. The simulation deployment result is shown in
Fig. 12, then the cameras are placed on the platform based
on the simulation result, and images will be captured by the
cameras. Next, the images are processed to assess the qualities.
Specifically, the identifiers on the images are identified and
corrected at beginning. If an identifier is captured by multiple
cameras, the images involving it will be fused after correction.
The corrected and fused images will be compared with the
reference images to calculate RMSE to assess the qualities.
An example of imaging quality assessment for an identifier is
shown in Fig. 13.
To reveal whether the calculated fused coverage strength
can represent the qualities of the real images captured by
the cameras, the simulation result is compared with the real
experiment result. Considering the errors caused by different
partitions of the triangle pieces in simulation and real ex-
periment, UV unwrapping is performed on the 3-D model
such that each triangle piece of the 3-D model can be seen
from a 2-D mesh image. The results of the simulation and
experiment are shown in Fig. 14a and 14b, respectively. In
Fig. 14, the areas with lower coverage strength or lower image
qualities are marked as lighter yellow, while the areas with
higher coverage strength or higher image qualities are marked
as darker red. From the comparison, the trend of the color
change on the triangle pieces are similar for simulation and
experiment, which validates the effectiveness of the proposed
fused coverage approach for cameras network deployment.
VII. CONCLUSION
A multi-camera network deployment approach is proposed
in this paper to solve the coverage problem for 3-D ob-
ject model. A new criterion called radial coverage vector
is proposed to characterize the visual sensing performance,
which takes the resolution, FOV, focus and occlusion into
account, and also the relative orientation between the camera
and triangle piece. Then the effective radial coverage vector
and fusion vector are decomposed from the radial coverage
vector to calculate the fused coverage strength through the
proposed fused coverage strength algorithm. An improved
genetic optimization algorithm is applied to solve the final
multi-camera deployment, while two simplified method are
presented to speed up calculations. In the end, some simula-
tions and experiments are presented to illustrate the superior
performance of the proposed approach.
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