ABSTRACT The handwritten signature is a widely accepted biometric trait for the individual authentication. This paper proposes a secure and dynamic signature verification method which applies to the mobile phone. A key point for signature verification is to extract features of good distinguishability. There are four main steps in our feature extraction process, including preprocessing, attribute generation, attribute truncation and quantization, and feature generation. In addition to the global features that are extracted from the whole signature, we divide a signature into several segments and extract features from these separate regions. The final feature vector is the combination of global and regional features. A user template is constructed by averaging the feature vectors whose elements are scaled by the feature-specific factors. Then, the similarity score of the test signature to the user template can be measured by Euclidean distance. In order to protect the user privacy in a cloud computing scenario, the template and features are further protected by secure kNN which has no influence on signature matching. The performance of the proposed method is demonstrated on the SG-NOTE database acquired by Samsung Galaxy Note and the MCYT-100 database captured by a WACOM pen tablet.
I. INTRODUCTION
The handwritten signature is a legally accepted biometric trait for the individual authentication. It is widely used to approbate the contents of a document or to authenticate a financial transaction. However, in many situations, no verification is really conducted due to the effort and time that are required to do so [1] . For example, people often write very slipshod signatures in using their credit card, but still get verified. This causes the loss of significance of the handwritten signature. Actually, this situation can be changed by equipping the signature verification device with an automatic verification module. With dramatic developments of mobile phones combined with cloud computing, signature verification on mobiles phones could be essential in many applications. Accordingly, many digital handwritten signature verification (HSV) methods have been proposed, which can be divided into two categories, i.e., static (off-line) and dynamic (on-line) HSV methods, according to the available data in input. More concretely, the static method takes only the image of a signature as input, while the dynamic one takes coordinates, time stamps, pressure, etc. of each signature point as input. Generally, dynamic methods obtain better verification accuracy than the static ones due to the more available reference information [2] .
Most of the existing dynamic HSV methods deal with the signatures that are acquired from digital writing pad. However, the signatures acquired from mobile phones are different. Firstly, the signatures that are written on a mobile phone are of lower-quality. Secondly, the resolutions of signatures vary when they are acquired from different mobile phones. Thirdly, some information which applies to the digital writing pad does not exist in mobile phone scenario. In addition, in the application scenario of handwritten signature in mobile phones, the signatures, feature vectors, and templates need to be uploaded to the cloud server. These information are really private ones that should be properly protected [3] . In this paper, we propose a secure and dynamic signature verification method which is appropriate to be deployed on mobile phones. The main contributions are summarized as follows:
1) We preprocessed the raw handwritten signature data properly, from which the useful attributes were generated for the verification. The attributes were appropriately truncated and quantized. Then, both the global and regional features were extracted to represent the signatures. The performances were tested on SG-NOTE database captured using Samsung Galaxy Note [4] as well as on MCYT-100 database which was acquired using a WACOM pen tablet [5] . The proposed method outperforms the existing state-of-the art methods. 2) We summarized the technologies in biometrical template protection fields and proposed to use secure kNN [6] to protect user templates and features without any influence on signature matching. The remainder of this paper is structured as follows. Section II introduces some related works about dynamic handwritten signature verification methods. Section III specifies the proposed method. Experiments are presented in Section IV. Finally, the conclusions and future work are summarized in Section V.
II. RELATED WORKS
The dynamic handwritten signature verification (DHSV) methods can be further divided into two categories, i.e., function-based and feature-based methods [7] . Functionbased methods calculate the local features at each point of the signature. Then, the verification is conducted on the feature sequences using some sequence matching methods such as Dynamic Time Warping (DTW) [8] - [13] and Hidden Markov Model (HMM) [14] - [17] . Jain et al. [8] proposed a DHSV method based on two kinds of local features. Their spatial features were the static features extracted from the shape of signature, and the temporal features are extracted from the speed properties. The DTW method was employed to calculate the similarity between the feature sequences. Fierrez et al. [15] generated some extended functions including path-tangent angle, velocity, and acceleration. The HMM was used to measure the similarity between the signatures. Fierrez-Aguilar et al. [18] proposed a DHSV method by exploiting both local and global information. The local information was extracted as time functions of various dynamic properties, while the global information referred to a featurebased representation.
Feature-based methods figure out some basic attributes from the original signature data, and extract a feature vector to represent the signature. A template is generated for a user by averaging several enrolled signatures of this user. The similarity of the feature vectors between the test signature and the template is measured for verification. Lee et al. [19] proposed a feature-based DHSV method using 49 normalized features. This method set a threshold for each feature. The verification was conducted by counting the features that had the satisfied similarity to the template. Guru and Prakash [20] observed that the stabilities of different features varied a lot, and the features derived from different users also had different stabilities. Accordingly, the authors utilized the intervalvalued symbolic features and feature-dependent threshold for signature verification. Fallah et al. [21] proposed an online signature verification system by combining Mellin transform and neural network. Firstly, the signature was processed by Mellin transform to make the features insensitive to the size. Next, the features were extracted from the Mel Frequency Cepstral Coefficients, with which the neural network classifier was trained for the verification. Khoh et al. [22] presented a verification method based on hybrid Wavelet-Fourier transform. Firstly, the signature was processed by a wavelet transform. Then, Fourier coefficients were calculated from the wavelet subbands as the the features. Tolosana et al. [23] selected 40 features from 117 global features by SFFS algorithm to get an improved verification accuracy. Zalasiński et al. [24] calculated the weights of each feature for each user, and proposed an evolutionary selection on the global features. Attributes in different parts of signature are different. Accordingly, researchers proposed verification methods based on signature partitions [25] - [29] . The signature was divided into partitions according to the velocity and pressure. Then, features were calculated and selected from these partitions. Yu et al. [30] proposed two strategies to deal with matching and spoof detection issues in an adversarial environment. The first utilizes two separate threshold-based schemes for the matching and spoof problems to make the final decision. The second is to estimate the posterior probability based on the matching and liveness scores together, and finally learn one threshold to make the final decision. Porwik et al. [31] , Doroz et al. [32] proposed a novel verification method which associated the features with various similarity measure methods. Specifically, the similarities between genuine signatures and the similarities between genuine and forgery were calculated by a set of similarity measures. The feature-similarity scores were used as the composed features whose dimension was reduced by Hotelling reduction. Guru et al. [33] proposed to select a subset of the original feature set for each writer using different filter based feature selection criteria. The universal feature sets include three kinds of global features. The signatures are finally represented in the form of an interval valued symbolic feature vector. This method achieves good verification accuracies. But the user enrollment process will consume more time than that in the writer-independent methods. In addition, the users need to input their ID to the system first in the verification process. Generally, the feature-based methods are less time-consuming and avoid the storage of original signatures, which gets the user's privacy preserved to some extend [34] - [37] . But the signature features and templates may also reveal private information and thus should be also properly protected [3] .
The methods mentioned above are designed for digital writing tablets. With the increasing popularity of mobile devices, the signature verification on mobile devices has attracted many attentions. Martinez-Diaz et al. [38] adapted the signature verification methods on writing pad to the Personal Digital Assistant (PDA), and stated that geometric features were more stable than dynamic features such as time, speed, and acceleration in the PDA case. Tolosana et al. [39] considered the sensor interoperability of the signature verification method. The preprocessing and feature selection were incorporated into feature-based and function-based methods. Satisfied verification accuracies were achieved on Boisecure DS2 generated by the Wacom device and DS3 generated by the PDA device. Sae-Bae and Memon [40] developed a simple and effective signature verification method by extracting attribute histograms as global features. This method was tested on two common databases, i.e., MCYT-100 and SUSIG databases. In addition, the authors made a signature database with the IOS mobile device, and conducted abundant test on it. However, this database is not open for privacy issues. Krish et al. [4] generated a dateset of 500 signatures with the Samsung Galaxy Note, and adapted the verification methods for writing tablet to verify these signatures. An Equal Error Rate (EER) of 0.525% was achieved. Martinez-Diaz et al. [41] compared the performance of global and local features in terms of signature verification on the mobile device and the pen tablet, and found that the verification method achieved a lower accuracy in the case of mobile device. In 2016, Zareen and Jabin [42] proposed a verification method based on back propagation neural network and achieved very good verification accuracy (EER = 0.127). However, this method mixed the signatures in both the intra and inter sessions. The proportion of training and test samples in their experiment is 9:1. In this case, the training samples could be too many.
Generally, the handwritten signatures need to be verified on remote servers. In the initialization phase, the users have to upload their several signatures or the corresponding features to the server. In this situation, the user's signatures are directly revealed to the server, bring potential threats to the user. Although little has been done for the handwritten signatures, the biometric template protections have attracted many attentions. Paul and Gavrilova proposed to utilize random projection to protect the fusion of face and ear samples [43] . Afterward, similar methods were designed for the combination of other biometrics such as the fusion of voice and iris [44] and the fusion of different fingerprints [45] . A common drawback of these methods is the degradation in verification accuracy. Some researchers employed the fuzzy vault [46] and fuzzy commitment [47] schemes to protect biometric data. These methods protect the secret value using a set of elements from a public universe. Only the users with the similar set can access the secret value. However, the applications with these technologies cause a large storage expansion and suffers security attacks as proposed in [48] and [49] . Gomez-Barrero [3] proposed to use the homomorphic encryption techniques to protect handwritten signature features. However, the homomorphic encryption is very timeconsuming and leads an additional round of communication between the cloud server and users. Secure kNN is a effective technology to protect the features, meanwhile supporting the Euclidean distance comparison in encrypted domain, and has been deployed in many applications [6] , [50] , [51] 
III. THE PROPOSED SYSTEM
The proposed signature verification system includes four main procedures, i.e., feature extraction, template generation, templates and feature vector protection, and matching, as depicted in Figure 1 . Firstly, a feature extraction method is designed, and a feature vector is calculated from each signature to represent it. Secondly, a template is generated for each user by averaging multiple enrolled signatures. Thirdly, the templates and feature vectors are protected by secure kNN. Finally, the test signatures are verified by the templates. 
A. FEATURE EXTRACTION
The feature extraction process in our scheme includes four main steps, i.e., preprocessing, attribute generation, attribute truncation and quantization, and feature generation. The final feature vector consists of the global features that are extracted from the whole signature and regional features that are extracted from the divided segmental signatures.
1) PREPROCESSING
Preprocessing needs to be done to extract effective features due to the characteristic of signatures from mobile phones. In this paper, the preprocessing procedure includes elimination of redundant information, cubic spline, size normalization, and position normalization. Firstly, in the signatures from SG-NOTE database, there are sometimes several redundant data which is the same data that repeat multiple time. The redundant data is removed at the beginning of the feature extraction. Secondly, the sampling rate is not stable when a signature is captured on the mobile device. Thus, cubic spline is used so as to derive a uniformly sampled signature. Thirdly, the size and position of signature vary when a user writes a signature several times. We normalize the signatures to the same size and move the gravity center of the signature to the original point for better verification performance. For the MCYT-100 database, the sampling rate is stable, and no redundant data exists. Thus, only size normalization and position normalization need to be done.
2) ATTRIBUTE GENERATION
In this paper, a handwritten signature S is denoted as a sequence of discrete elements, i.e, S = {s 1 , s 2 , . . . , s l }, where l denotes the element number in the signature. Each signature element is a triplet and denoted as s i = {x i , y i , t i } with x i and y i denoting coordinates of the signature and t i denoting the time stamps. In order to extract effective features, some basic attributes including velocity, acceleration, path-tangent angle, angular velocity, and log curvature radius are calculated as follows:
1) Velocity and acceleration in x direction:
(1) 2) Velocity and acceleration in y direction:
3) Path-tangent angle:
4) Velocity and acceleration:
5) First order derivative of the velocity and acceleration:
6) Angular velocity:
7) Log curvature radius:
3) ATTRIBUTE TRUNCATION AND QUANTIZATION
The attributes calculated above are of decimal and have various dynamic ranges. We truncate and quantize these attributes so as to facilitate the feature extraction by the histogram. For a velocity, acceleration, or log curvature radius attribute, denoted as x, we firstly calculate its mean µ and standard deviation σ from the enrolled signatures. The attribute values out of the range [µ − 3σ, µ + 3σ ] are discarded. Next, the range [µ − 3σ, µ + 3σ ] are equally divided into Q bins (intervals). Finally, the attributes are quantized to be the indices of the intervals in which they are located. The quantization process is formulated as follow:
For the path-tangent angle θ , its value is definitely in the range [−π/2, π/2]. Thus, we directly divide the range [−π/2, π/2] into Q intervals, and quantize the attributes to the index of interval as follow:
For the angular velocity ω, its value is in the range [−π, π]. We divide the range [−π, π] into Q intervals, and quantize the attributes as follow:
We summarize the truncation and quantization parameters in Table 1 . Please note that the number of bins Q in the calculation of 1-D histogram and co-occurrence histogram for a attribute is different.
4) GLOBAL FEATURE EXTRACTION
The global features used in this paper are summarized in Table 2 . Please note that the features in Row 1-4 of Table 2 are calculated with the non-truncation and non-quantization attributes. The co-occurrence histograms of velocity and acceleration are formulated as, Table 1 , ψ(x, y) = 1 if x = y, else ψ(x, y) = 0. Similarly, the co-occurrence histogram of a path-tangent angle and its neighbors is formulated as,
where s, t ∈ θ ∈ [1, . . . , 8]. Finally, the co-occurrence histograms above are normalized so as to reduce the influence from the length of signature as,
The elements of the co-occurrence histograms are used as features. In total, we extract 124 global features in this paper.
5) REGIONAL FEATURE EXTRACTION
Some attributes vary a lot when different parts of a signature are written. Thus it is meaningful to extract features in segmented signatures. In this paper, the elements of a signature S = {s 1 , s 2 , . . . , s l } are equally divided to k segments, each of which accordingly contains l/k elements. Then, the regional features are extracted from these segments separately, as listed in Table 3 . The features in Row 1-10 of Table 3 are the elements of the normalized histograms of attributes. Features in Row 11-12 are the width and height of the segments. Features in Row 13-14 are the means of the coordinates in the signature segments. These features are easy to understand, and we do not give their formal descriptions for simplicity. We experimentally set k = 3 and totally extract 324 regional features. Finally, all the global and regional features are concatenated together to be the discriminative feature vector.
B. TEMPLATE GENERATION
A user needs to enroll his signatures first to verify himself by the signature. In the enrolment phase, a user is requested to provide several samples, from which the features are extracted to generate the user template. Then, the similarity between the template and the feature vector extracted from the test signature can be measured for verification. The stabilities of features are different from each other. In this paper, we scale the features with their standard deviations. 
. . , n} be the feature vector extracted from the j-th enrolled signature, where n is total number of enrolled signatures and r is the length of the feature vector. Firstly, we calculate the standard deviation of each feature from the enrolled signatures as:
where
. Then, the user templatef = (f 1 ,f 2 , . . . ,f r ) is calculated as:
C. MATCHING
In the matching phase, there is a two-step process. At first, the probe feature vector is compared with a stored template, yielding a comparison score. Then, the comparison score is compared with a configurable decision threshold, yielding a match/no-match decision. Let us denote the feature vector of the test signature to be f t = (f t 1 , f t 2 , . . . , f t r ). The Euclidean distance between the test feature vector and the templates are calculated to score their similarity. Since the features in the templates are scaled ones, the test features also need to be scaled with the correspond scale factors asf t i ← f t i q i , i = 1, . . . , r. Finally, the similarity between the test feature vector and a template is calculated as follow,
(16) 
D. TEMPLATE AND FEATURE VECTOR PROTECTION
As analyzed in Section II, the random projection causes accuracy degradation, the fuzzy vault and fuzzy commitment lead large storage expansion, and the homomorphic encryption is very time-consuming and leads an additional round of communication between the server and user. In this paper, we employ the secure kNN algorithm to protect the templates and feature vectors, which is proved to be secure under known-ciphertext attack and has no influence on the verification accuracy [6] . Here, we denote the feature vector of template as f and feature vector of test signature as q. For the signature template f = (f 1 , f 2 , . . . , f r ) T , we modify it into f = (f 1 , f 2 , . . . , f r , f 2 ) T , where f is the Euclidean norm of f . Then, we divide f into two random vectors Finally,the distance between template and verification signature is calculated as follows,
In this way, both the template and test feature vector are properly protected while the Euclidean distance can be directly calculated from the encrypted vectors.
IV. PERFORMANCE ANALYSIS
The performance of the proposed method is evaluated on SG-NOTE database captured with a Samsung Galaxy Note mobile phone [4] as well as MCYT-100 database captured by a WACOM pen tablet [5] . The performance is measured by Equal Error Rate (EER) which is defined as the error rate at the point where FAR is equal to FRR, where FAR (False Accept Rate) is the proportion of invalid signatures being incorrectly accepted, and FRR (False Reject Rate) is the proportion of valid signatures being incorrectly rejected [13] , [40] .
A. EXPERIMENT 1: SG-NOTE DATABASE
The SG-NOTE database contains 500 signatures from 25 users. The 20 signatures for each user are captured in two sessions separated by an average gap of five days. In each session, the 10 signatures are also acquired in two phases with a short break between them and 5 signatures in each phase. For one user, we try to use the three and five signatures in the first phase of the first session as training (enrolled) samples to generate the user template, and the rest signatures of this user are used as valid signatures. The signatures of other users are used as random forgeries. Please note that there is no skilled forgery in SG-NOTE database. In this paper, the proposed method is separately tested in the intra-session and inter-session cases. For the intra-session test, all the test samples come from the first session, and for the inter-session test, the test samples are from the second session. The ROC curves in the intra-session and inter-session experiments are illustrated in Fig. 2 . The EERs of some previous methods and ours are summarized in Table 4 .
As shown in Table 4 , the regional features achieve higher verification accuracies than the global ones, and the combined features achieve the best results. The inter-session test is a more similar case to the realistic application as the verification may take place after along time from the enrolment. Table 4 shows that the verification accuracy in inter-session test is little bit lower than that in intra-session, which means that the signature verification can be influenced by a long time span.
We compare our method with three previous methods. In [41] , Martinez-Diaz et al. made a comparison between the feature-based and function-based handwritten signature verification methods on SG-NOTE database. Their featurebased method achieved an EER of 2.1% which was better than the function-based method. In [4] , Krish et al. combined the feature-based and function-based methods and achieved a EER of 0.525% in the inter-session test. In 2016, Zareen and Jabin [46] proposed a verification method based on back propagation neural network and achieved very good verification accuracy (EER = 0.127%). However, Zareen et al. ' s experiments mixed the signatures in both the intra and inter sessions, and the proportion between the training and test samples is 9:1. Compared with 3 or 5 training samples in our experiments, the training samples in [42] could be too many. It is user-unfriendly to ask users to enrol so many signatures in a realistic application. In summary, the proposed method achieves an improved verification accuracy as shown in Table 4 .
B. EXPERIMENT 2: MCYT-100 DATABASE
Most of the existing HSV methods are proposed for the pen tablets. Thus we also test our method on MCYT-100 database which is generated by the pen tablet. MCYT-100 database consists of 5000 signatures from 100 users. Each user contains 25 genuine signatures and 25 skilled forgeries. In addition, for one user, the signatures of other users are used as random forgeries. The signatures in MCTY-100 are of higher quality. The sampling rate is stable, and no redundant data exists. Thus, only the size normalization and position normalization are conducted in the preprocessing step. In addition, the features in Row 9-14 of Table 3 are not used here. In this experiment, different number of training samples are used and the verification accuracies with random and skilled forgeries are respectively tested. The training samples are the first n(n = 3, 5, or 10) genuine samples, and the test samples are the rest 25−n genuine samples and other forgery samples. The ROC curves in the test are illustrated in Fig. 3 , and EERs are listed in Table 5 and 6.
As shown in Table 5 and 6, the skilled forgeries are more challenging than random forgeries, and templates generated with more training samples always achieve better verification accuracy. Also we compare our method with many previous function-based and feature-based methods. The results of these methods are directly cited from their published papers since the same database is used. The results show that the proposed method achieves an improved verification performance.
V. CONCLUSIONS AND FUTURE WORK
In this work, we proposed a secure and dynamic handwritten signature verification system which applies to smart phones. Both the global and regional features are extracted for verification. The secure kNN is utilized to protect the template and feature vector. The experiment shows that the regional features achieve good performance in both the two databases. It is valuable to further exploit the regional features in future. In addition, the skilled forgery is a more challenging problem in signature verification. Actually, the verification with the random forgery is a typical matching problem, while the verification with the skilled forgery is a typical two-class classification problem. Hence, an effective combination of two kinds of solutions may achieve an improved performance. This is also the one of our future works.
