When data on treatment assignment, outcomes, and covariates from a randomized trial are available, a question of interest is to what extent covariates can be used to optimize treatment decisions. Statistical hypothesis testing of covariate-by-treatment interaction is ill-suited for this purpose. The application of decision theory results in treatment rules that compare the expected benefit of treatment given the patient's covariates against a treatment threshold. However, determining treatment threshold is often context-specific, and any given threshold might seem arbitrary when the overall capacity towards predicting treatment benefit is of concern. We propose the Concentration of Benefit index (Cb), a threshold-free metric that quantifies the combined performance of covariates towards finding individuals who will benefit the most from treatment. The construct of the proposed index is comparing expected treatment outcomes with and without knowledge of covariates when one of a two randomly selected patients are to be treated. We show that the resulting index can also be expressed in terms of the integrated efficiency of individualized treatment decision over the entire range of treatment thresholds. We propose parametric and semi-parametric estimators, the latter being suitable for out-of-sample validation and correction for optimism. We used data from a clinical trial to demonstrate the calculations in a step-by-step fashion, and have provided the R code for implementation (https://github.com/msadatsafavi/txBenefit). The proposed index has intuitive and theoretically sound interpretation and can be estimated with relative ease for a wide class of regression models. Beyond the conceptual developments, various aspects of estimation and inference for such a metric need to be pursued in future research.
Introduction
Clinical trials are major undertakings to evaluate the merits of medical interventions and are gateways to their market entry. Besides estimating average treatment effect, evaluating treatment effect heterogeneity across identifiable subgroups is a common practice in the reporting stage of trials: 61% of all trials published during one year in a major medical journal reported on at least one such subgroup analysis. 1 In addition to providing insight into the underlying disease processes, quantifying treatment effect heterogeneity can provide evidence as to whether the treatment should be provided to a subset of patients who will benefit the most from it. 2 The classical approach towards evaluating treatment effect heterogeneity in clinical trials is through statistical significance testing for the presence of covariate-by-treatment interaction. 3 The problems with this approach are well recognized and extensively discussed. 4 An important shortcoming of this approach is that statistical testing of one covariate at a time makes it difficult to compare the benefit of treatment between two individuals as they likely differ in several aspects. Further, the presence of interaction on the 'scale of estimation' (often the relative scale) does not mean its presence on the 'scale of interest' for decision-making (often the absolute scale), or vice versa. 2 In light of these issues, there has been a call towards a 'risk-based' approach for evaluating treatment effect heterogeneity. 4 In such an approach, covariates are combined into a single (externally or internally developed) risk score. 4 The predicted risk score is then treated as the subgroup-defining variable.
More recently, direct estimation of treatment benefit, the difference in the outcome with and without treatment as a function of the covariates of interest, is proposed. 2, 5 VanderWeele et al explored how covariates can be used to formulate optimal treatment rules when data on treatment assignment, covariates, and treatment outcomes are available. 5 They examined a variety of objective functions and showed that they all result in applying a threshold on the expected difference in outcomes with and without the treatment given the patient's observed characteristics.
While such a move towards theoretically sound personalized treatment decisions is appealing, the practicality of a full decision-theoretic approach when evaluating treatment effect heterogeneity in clinical trials can be questioned. Maximizing commonly defined decision-theoretic objective functions requires weighting the short-and longterm outcomes of alternative treatment decisions. This requires a deep contextual investigation which can be difficult especially when the effectiveness of new interventions is being considered, or when new prediction models are being developed for personalizing treatment decisions. Reporting on the weighting mechanism might be seen as a distraction from the main findings of the clinical trial or the performance of the prediction model.
We are motivated by the approach taken by the marker development community facing a similar problem. Often, biomarkers and risk prediction models need to be coupled with a positivity rule to enable binary classifications, such as labelling an individual as diseased versus healthy. Classical findings from decision theory identify the optimal positivity rule based on the consequences of test results. 6, 7 However, it is argued that in the early stages of marker development, applying such decision rules to find the optimal threshold can be challenging 8 . Instead, the interest is focused on threshold-free, 'global' measures of discriminatory capacity of the marker, such as the Area Under the Curve (AUC) of the Receiver Operating Characteristic curve and the closely related Concordance (C) statistic, or the Integrated Discrimination Improvement index. 9 In our opinion, the early stages of evaluating whether treatment effect heterogeneity can be harnessed towards designing efficient treatment strategies should similarly remain detached from the potentially contentious weighting of the outcomes. While a full decision-theoretic approach can take place in its due course, investigators can initially focus on 'C-statistic-like' metrics that quantify the overall capacity of covariates towards concentrating treatment benefit. In this work we propose such an index. Our proposed index is relatively easy to calculate, has intuitive interpretation, and does not suffer from many of the issues that hamper interpretations based on statistical significance of interaction terms. Our focus in this paper is on the conceptual foundations, and we relegate important issues regarding the merits of model selection, variable selection, estimation, and validation methods to future developments.
Notation and context
We focus on randomized trials comparing two interventions among individuals. By we define the treatment variable, with = 1 indicating treatment and = 0 indicating no treatment. By we refer to the set of covariates of interest. We define 0 and 1 as the (possibly counterfactual) outcomes for each patient under no treatment and treatment, respectively. The observed outcome, denoted by , is (1 − ). 0 + . 1 . We assume that observation on one unit is unaffected by the particular assignment of treatments to the other units. 10 Our objective is to devise a metric that quantifies to what extent can explain the heterogeneity in expected treatment benefit on the decision scale. We define the expected treatment benefit given covariates to be = ( 1 − 0 | ) if the outcome is favorable, e.g., 5-year survival, or = ( 0 − 1 | ) if the outcome is unfavorable, e.g., disease recurrence (we have dropped the notation that would imply b is a function of X). Without loss of generality, in what follows we assume that the outcome is an unfavorable event and treatment labels are such that the populationaverage treatment benefit is positive.
Our derivations start by estimating the expected benefit of treatment as a function of covariates. In most cases, this function is based on a parametric 'risk model' that estimates ( | , ), the rate or risk of the outcome as a function of covariates and treatment. The expected treatment benefit for the i th subject can then be estimated as ̂=̂( | , = 0) −̂( | , = 1).
We note that there is a great degree of flexibility in how the risk model is specified. For example, one can use a previously developed model, pre-specify a model structure and use the data to estimate its parameters, or use a data-driven approach for both model specification and parameter estimation. In this context, severe biases can arise when the same dataset is used for parameter estimation (and more so in case of model specification) and evaluation of the predictive performance of the model. 11 It is known that regularization techniques, such as shrinking the parameter estimates towards the null, can improve the predictive performance in a new sample. [12] [13] [14] The use of ensemble methods (such as the super-learner 15 ) can also be considered, but the nuances of feature selection and estimation is not the primary focus of this work.
To what extent covariates can help formulate an efficient treatment rule?
If a universal treatment decision (treating all or treating none) will be applied to the population, the knowledge of patient covariates will be irrelevant. Such knowledge matters only if the treatment decision is moved from the population level to the individual level. To quantify the value of such knowledge, we contrast the outcomes of population-level versus individual-level treatment decisions through an abstract comparison.
Imagine the task is front of us is to give treatment to one, and only to one, subject among a randomly selected pair of subjects. When we have knowledge of covariates, the most efficient treatment rule (i.e., the one with the highest expected treatment benefit) is the rule that provides treatment to the subject with higher expected treatment benefit given their covariates. The average benefit of such a covariate-informed rule (compared with not treating any of the two subjects) will therefore be { ( 1 , 2 )}, where 1 and 2 are random draws from the distribution of . On the other hand, without knowledge of covariates, no rule is any more (or less) efficient than random treatment assignment between the two subjects. The average benefit of such a covariate-agnostic treatment rule is ( ), where is a random draw from the distribution of . The more heterogeneous the distribution of , the more disparate the results of such covariate-informed and covariate-agnostic decisions will be. This is the basis of our proposed metric.
Concentration of Benefit index ( )
We first focus on the difference in the expected outcome between the covariateinformed and covariate-agnostic treatment rules in the two-subject experiment:
is a threshold-free quantity that can be estimated for any outcome and arbitrary set of covariates. Its possible values range between 0 and +∞. It has a value of 0 when ( ) = 0, indicating that there is no gain in individualizing treatment decisions.
Generally, the more dispersed the distribution of , the larger the value of .
While is a threshold-free metric, it is still context-specific as it is in the same unit as the outcome. One approach towards developing a scale-free metric is to focus on / ( ). This quantity is equal the Gini index for benefit (for a random variable ,
( 3 ) where 1 , 2 , and 3 are independent random draws from its distribution 16 ); it is also related to the area under the Relative Impact Characteristic curve (AUCI) as discussed by us previously ( / ( ) = − 0.5). 17 While the Gini index for risk is well known and is well behaved (e.g., always bounded in [0,1]) 18 , this is not necessarily the case with treatment benefit. Our main concern is that this quantity can grow without bounds if ( ) is close to zero, resulting in large values that are difficult to interpret.
Instead, our proposed index is a dimensionless metric obtained through dividing by { ( 1 , 2 )} , the larger quantity of the two terms comprising . We call the resulting quantity the 'Concentration of Benefit' index ( ):
ranges between [0,1] and can be expressed in percentages: a of q% means that the covariate-agnostic treatment rule is (100-q)% as efficient as the covariate-informed one in the two-subject experiment explained above (or that it is associated with q% loss of efficiency compared with the covariate-informed rule). Consider, for example, a count event as the outcome. If on average a pair of subjects will experience 0 events in total without treatment, events with random treatment assignment, and events with covariate-informed treatment assignment, = 1 − ( 0 − )/( 0 − ).
When ( ) = 0, there is no extra benefit in individualized versus population-based treatment, and = 0. If the expected treatment benefit for every individual is non- indicating that treating all is not beneficial while individualized treatment can be.
Relationship with treatment threshold
While the two-subject experiment underlying might seem abstract, it has a firm relationship with treatment rules based on treatment thresholds, such as those explored by VanderWeele et al 5 . Imagine we would like to compare the performance of covariateinformed and covariate-agnostic treatment rules when a fraction of the population would receive the treatment. For the covariate-informed rule, the most efficient one (i.e., the one with the highest expected benefit among all the rules that treat the same number of individuals) is to provide the treatment to the proportion of the population with the highest values of . Let −1 be the quantile function of in the population; this strategy entails setting a treatment threshold at −1 (1 − ) on , such that only subjects with higher expected treatment benefit shall receive the treatment. The population benefit of such a strategy will be
Because we might not know the treatment threshold, we can assume that it can result in any proportion of the population, with equal likelihood, to be treated (~(0,1)).
As such, the expected (integrated) treatment benefit across the entire range of thresholds is
On the other hand, in the absence of any information on treatment benefit, the covariate-agnostic rule can do no better (or worse) than randomly assigning a proportion to treatment, with population benefit of ( ) = . ( ). The integrated benefit of treatment for the covariate-agnostic rule across all is therefore across the entire range of treatment thresholds. Assume that the target population is expected to experience 0 events without treatment, and that treating a proportion the population with the highest expected treatment benefit will reduce the expected number of events to ( ), while treating the same proportion at random will reduce the expected number of events to ( ) events. Then
Estimation
For a trial of size , we define ̂= {̂1 ≥̂2 ≥̂3, . . . ,̂} as the ordered, from large to small, vector of estimated treatment benefits. Here we propose two classes of estimators for .
Parametric (model-based) estimator
One approach is to directly work with the model-based estimates of expected treatment benefits for each subject. Indeed, ̂( ) = 1 . ∑= 1 . For {max( 1 , 2 )}, given that in the ordered vector ̂, ∀ ≤ , max(̂,̂) =̂, instead of averaging across all pairs in the sample, we can proceed as
where ̂( ) = ∑= 1 is the partial sum of ̂ up to and including its k th element.
This purely model-based approach for estimating cannot be used for evaluating the out-of-sample performance of the model. Imagine the prediction model for expected treatment benefit in the original sample is to be evaluated in a new clinical trial data.
The prediction model can be used to estimate ̂ for each new subject based on their observed covariates, and therefore allows estimating ; but such an approach is independent of the observed outcomes in the new sample. This limits evaluating the external validity of estimates and investigating the level of optimism of the estimand.
Semi-parametric estimator
Here we propose an alternative semi-parametric estimation method that is influenced by the actual outcomes in the new sample. The derivations closely follow that of Zhao et al. 19 We note that a consistent estimator for ( ) in the new sample, as long as treatment assignment is at random, is the difference in the mean of observed outcomes between the two groups. For example, for a binary outcome in the absence of censoring,
Similarly, for { ( 1 , 2 )}, we can replace the estimate of the partial sum of expected treatment benefits up to the k th subject in the equation for parametric estimator with the observed difference in the outcomes between the two arms among the first k subjects with the highest predicted treatment benefit:
We note that for the first few values of k, the estimator might result in undefined values.
For example, for k=1 (the first subject), either 1 = 0 or 1 = 1, and one of the terms on the right hand side of the above equation will be 0/0. In the implementation of this estimator, we have carried backward the first defined value within each treatment group.
The practical impact of different approaches to overcome this issue should only be of concern in small samples.
We consider this method semi-parametric as it is still based on a (parametric) model for ( | , ), but the model acts as a ranking mechanism for observations, and the estimate of cumulative benefit is obtained non-parametrically from the ranked vector of observed outcomes.
Quantifying uncertainty
Like any summary statistic estimated form a finite sample, has a sampling distribution. The interpretation of as the relative performance of individualized versus population-based treatment across all treatment thresholds provides a decisiontheoretic perspective which makes inference less relevant. 20 However, the end-user might still be interested in examining the range of values that are compatible with the data. Closed-form equations might exist for variance functions assuming certain parametric distribution for . However, it is important to incorporate uncertainty in the model structure. For constructing confidence intervals for the general case, we suggest a bootstrapping approach in which all the calculations (including the estimation of the shrinkage penalty term) are repeated within bootstrap samples. We note that a unified bootstrapping algorithm can be employed for both inference and optimism correction.
Application: a clinical trial of preventive antibiotic therapy for Chronic

Obstructive Pulmonary Disease (COPD) exacerbations
COPD is a chronic airways disease characterized by the loss of lung function and chronic symptoms such as cough and shortness of breath. Exacerbations of COPD are periods of intensified disease activity and are associated with high risk of morbidity and mortality and increased use of healthcare resources. 21 The MACRO study was a randomized trial of daily azithromycin, a broad-spectrum antibiotic, for the prevention of acute exacerbations of COPD. 22 In this study, patients were randomized to either azithromycin (n=570) or placebo (n=572) and were followed for up to one year. The rate of exacerbations was 1.48 per patient-year in the azithromycin group, as compared with 1.83 in the placebo group (p=0.01). A proportional hazards model for the time to the first exacerbation demonstrated a 27% reduction in the rate of exacerbations in the azithromycin relative to the placebo group. 22 However, using azithromycin will incur costs, and there are concerns around azithromycin therapy including the risk of adverse cardiovascular events. 23 Targeting the subset of the COPD patients who will likely gain the most benefit from this therapy can be a more efficient strategy than treating all patients.
In this context, a natural definition of benefit is the number of exacerbations avoided due to treatment over one unit of time, which we define to be one year. For the purpose of this example we focus on moderate (requiring outpatient care) and severe (requiring inpatient care) exacerbations. Mild exacerbations for which the patient will not use healthcare resources were not deemed relevant for preventive therapy. Because reduction in the absolute number of exacerbations is the outcome of interest, instead of the non-parametric proportional hazards model in the main analysis, we switch to a parametric count model of the outcome that considers all events during follow-up.
As the subgroup-defining variables we focus on the following six covariates: sex, age at baseline, whether the patient was hospitalized due to a COPD exacerbation in the 12month period before enrollment, whether the patient received systemic corticosteroids due to a COPD exacerbation in the 12-month period before enrollment, forced expiratory volume at one second (FEV1a measure of lung function) at baseline, as well as the baseline St. George Respiratory Questionnaire (SGRQ) score (a measure of functional capacity, with higher scores indicating lower capacity). These variables were selected a priori by an expert clinician as potential predictors of exacerbation rate or modifiers of treatment effect, which can conceivably be used to formulate a prediction score for benefit of preventive therapy. There were 1,108 patients with non-missing covariates, comprising the sample for this analysis. These patients were followed for an average of 0.94 years and contributed 544 events. As in the original analysis, we consider loss-to-follow-up to have occurred at random. A previous analysis demonstrated that the pattern of exacerbation occurrence was consistent with a constant hazard over time. 24 Fewer than 4% of individuals died and a previous analysis showed little impact from the competing risk of death on the statistical inference on exacerbation rate. 24 As the treatment is randomized, there is no structural confounding.
The possibility of chance confounding (noticeable imbalance of covariates due to randomization 25 ) was ruled out in an exploratory analysis (the standardized mean difference between treatment groups was less than 5% for all covariates). As such, we To estimate the parameters of this model, we chose the ridge regression. Ridge applies an ℓ 2 norm penalty of . ∑ 2 to the likelihood function (when all independent variables are standardized) to prevent optimistic predictions 26 . We used 10-fold cross-validation to find the optimal value of that minimized the mean-squared error of off-sample predictions. All calculations were performed in R 27 ; we used the implementation of ridge regression provided in the glmnet package. 28 We note that other popular regularization techniques, such as the least absolute shrinkage and selection operator (Lasso) can also be used. 29 Lasso applies an ℓ 1 norm penalty with the property that some coefficients can be shrunk to exactly zero, producing parsimonious prediction models;
however, this feature of Lasso is less relevant to the present context, where the emphasis is on global predictive performance of covariates rather than publicizing any treatment rule. Table 1 provides the estimates of regression coefficients for the ridge regression, after all variables were standardized to have zero mean and unit variance. The unconstrained ML estimates are also provided for comparison. Of note, none of the covariate-by-treatment interaction terms was statistically significant for the ML estimates, at the conventional 0.05 significance level. Using the ridge regression resulted in the shrinkage of the majority of variables towards zero. 
A brief simulation study
To evaluate the behavior of the proposed index under various scenarios regarding the actual heterogeneity of treatment effect, a series of simulations were conducted. The empirical joint distribution of the six covariates from the case study was taken as their population distribution to generate a super-population of 10^7 simulated individuals. We modeled the true treatment effect under three scenarios: 1) strong interaction on the log scale, in which the ML estimates from the case study (Table 1) were used to generate simulated treatment outcomes; 2) weak interaction on the log scale, in which the ridge estimates ( Table 1) were used; and 3) a null model, in which the outcome was a function of treatment but not covariates. The population values of were as follows:
0.334 for the strong interaction scenario, 0.183 for the weak interaction scenario, and 0 for the null scenario.
For each scenario, we generated simulated clinical trials of small (n=400), medium (n=1,000), and large (n=5,000) sizes. Treatment was assigned to each subject at random with a probability of 0.5. Within each simulation loop, we fitted the penalized and unconstrained ML models (with the same structure as in the case study). Optimism correction was based on 200 bootstraps. Results, based on 1,000 simulations, are provided in Table 2 . 
Bias SD RMSE Bias SD RMSE Bias SD RMSE Bias SD RMSE Bias SD RMSE Bias SD RMSE
Strong interaction on the log scale (see Table 1 for regression coefficients for treatment effect; Weak interaction on the log scale (see Table 1 for regression coefficients for treatment effect; Results are based on 1,000 simulations.
ML: maximum likelihood; SD: standard deviation; RMSE: root mean square error
Overall, ̂ behaved as expected for a consistent estimator, shrinking in bias, SD, and RMSE with larger sample sizes (with a few exceptions). The parametric ML estimator was upwardly biased, which could be severe in small sample sizes. Penalized regression moderately underestimated in the strong interaction scenario and overestimated it in the weak interaction scenario. Generally, penalized regression had lower dispersion (SD) than its ML counterpart, while semi-parametric estimators had higher dispersion than parametric ones. In the presence of true treatment effect heterogeneity, optimism correction generally removed the bias but increased the dispersion of the estimates. There was no discernible difference between the ridge and ML estimators in both strong and weak interaction scenarios after optimism correction.
Given that has its minimum population value under the null scenario (no treatment effect heterogeneity), it is expected that estimates would be upwardly biased. For the ML estimators, this bias persisted even with large sample sizes. Overall, judging by the root mean square error alone, parametric model with shrinkage estimation prevailed in seven of the nine scenarios (it was outperformed in two scenarios: by parametric ML estimator without shrinkage for the strong interaction scenario, and by optimismcorrected semi-parametric ridge in the null scenario, both when N=5,000).
Discussion
We presented the Concentration of Benefit index, , a scalar metric that summarizes the capacity of covariates towards concentration of treatment benefit when data on treatment assignment, covariates, and treatment outcomes are available from a clinical trial. The index quantifies such capacity in terms of the expected outcomes of a twosubject treatment experiment: when covariate-informed and covariate-agnostic rules are used to decide which one of a randomly selected pair of subjects should receive treatment. We showed that is closely related to the Gini index for the distribution of expected treatment benefit in the population. Importantly, we showed that 1 − can also be interpreted as the proposed 'c-for-benefit' represents the probability that from two randomly chosen pairs of individuals with unequal observed benefit, the pair with higher observed benefit also has a higher predicted benefit. In contrast, 1-is the ratio of the average benefit of treatment when, among all possible pairs of subjects, treatment is given to one at random over when it is given to the one with higher predicted benefit. Comparative behavior of these metrics across different data generation and estimation scenarios remains to be studied.
The interpretation of that involves integration over the entire range of treatment thresholds allows one to conceive modified versions of this index. In certain instances (e.g., a trial that has demonstrated large beneficial average treatment effect and with low risk of adverse events), we expect that treatment will be provided to the majority of patients, and covariates are to be used to find the minority which should be opted out of treatment. In other instances (e.g., a trial with small average treatment effect), the investigator might be in search for the minority of patients who should opt in for treatment. For these scenarios, one can calculate that pertains to a plausible range on the treatment threshold. Similarly, clinical experts and/or patient groups can propose a minimally acceptable treatment benefit (or a maximally acceptable number-needed-totreat) given the risk profile of a treatment, which will define a boundary on the treatment threshold. The 'partial' calculated in this way is similar in concept to the partial AUC of the ROC curve. 31 The finite sample properties of the proposed index, and its sensitivity to model specification and various regularization techniques should be evaluated in future studies. Our brief simulations showed that is sensitive to the choice of parametric versus semiparametric estimation, whether shrinkage estimation is employed, and whether estimates are corrected for optimism. Parametric estimation with shrinkage resulted in the estimates with the lowest root mean square error in the majority of scenarios, but it overestimated in the presence of weak interaction, and underestimated it in the presence of strong interactions. A recent systematic simulation study has demonstrated that not a single modeling approach is likely to be universally acceptable in quantifying treatment effect heterogeneity. 14 The authors recommended that investigators only include plausible interactions and use penalized regression for estimation. In general, the nuances of modeling approach should be aligned with the objective of the task. Global measures of treatment effect heterogeneity such as and c-for-benefit can be used 'generically' during subgroup analysis of clinical trials, or specifically when a clinical prediction model for personalizing a particular treatment decision is being developed. An important point to consider is the distinction between the aims of these activities. The investigative nature of the former encourages a more standardized approach (with less analytical degrees of freedome.g., pre-specifying covariates and model structure); on the other hand, the practical applicability of the latter demands much attention to model specification, external validity, and generalizability.
Other research on this topic can focus on how can be estimated from observational studies. In our case study, randomization had protected against systematic (structural) confounding, and the relatively large sample size protected against chance (nonstructural) imbalance of confounders. However, if this condition cannot be assured, the potential outcome model must include the confounding variables. For example, if , the set of covariates of interest, is a subset of a larger set * that is required to block the confounding (backdoor) paths, then the expected treatment benefit should be calculated as = * \ { ( | * , = 0) -( | * , = 1)}, with inner expectation representing the risk model, and the outer expectation taken with respect to the conditional distribution of confounding variables that are not among the predictors. Evaluating this nested expectation remains an important topic to investigate. Another research topic is applying this concept to multi-arm trials. A possible extension of the two-subject experiment to an m-treatment situation can be based on comparing the outcome of treatment rules when assigning each of m treatments to each of m randomly selected subjects.
Conclusion
Determining which patient is expected to benefit the most from which treatment is a cornerstone of precision medicine. This task requires prediction models that quantify the expected benefit of treatment given patient characteristics. Predictions can then be compared against treatment thresholds to inform treatment decisions. However, at early stages of evaluating treatments and creating prediction models, the global capacity of covariates towards yielding efficient treatment rules is of primary interest. Our contribution in this work was the introduction of a threshold-free measure for this purpose. Several important issues around model selection, variable election, and extension to observational studies and multi-arm trials remain to be explored.
