Abstract: This article looks at the use of cultured neural networks as the decision-making mechanism of a control system. In this case biological neurons are grown and trained to act as an artificial intelligence engine. Such research has immediate medical implications as well as enormous potential in computing and robotics. An experimental system involving closed-loop control of a mobile robot by a culture of neurons has been successfully created and is described here. This article gives a brief overview of the problem area and ongoing research. Questions are asked as to where this will lead in the future.
INTRODUCTION
Progress has been made in recent years towards hybrid systems in which biological neurons are integrated with electronic components. A lamprey brain has been used to control a small-wheeled robot's movements and control commands have been sent to the nervous system of rats to direct their travel. These studies can be technically problematic since access to the brain is limited and data interpretation is complicated. Approaches which involve recording the activity of small populations of neurons are also limited by their invasive nature.
Neurons cultured under laboratory conditions on an array of non-invasive electrodes provide an attractive alternative with which to study the operation of biological neuronal networks and realize a new form of controller. As an example experimental control platform, a robot body can move around in a defined area and the effects of a biological brain, controlling the body, can be witnessed.
Culturing networks of brain cells (typically 100 000) in vitro presently commences by dissociating neurons obtained from foetal rodent cortical tissue and then growing them in a specialized chamber providing suitable environmental conditions and nutrients. An array of electrodes embedded in the base of the chamber (a multi-electrode array; MEA) acts as an electrical interface to the culture. The neurons in such cultures spontaneously connect, communicate, and develop, stabilizing after 30 days to give useful responses for at least three months.
This field of study is very much in its infancy and there are bound to be difficulties, however there is much to be learnt. Even at this stage, such reembodiments have an important role to play in the study of biological learning mechanisms and neurological behaviour in general. Physical embodied robots also provide the starting point for creating reinforcement learning experiments. The problem is coupling the physical robot's goals to the culture's neural behaviour.
OPERATIONAL FEATURES
The culture is grown in a glass specimen chamber lined with a planar '868' MEA which can be used for real-time recordings (Fig. 1) . This allows for the detection of neuronal action potentials within a 100 mm radius (or more) around an individual electrode. By using spike-sorting algorithms, it is then possible to separate the firings of small groups of neurons, as monitored on a single electrode. Recordings across the culture permit a picture of the global activity of the entire neuronal network to be formed. It is also possible to electrically stimulate the culture via any of the electrodes to induce focused neural activity. The MEA therefore forms a functional and non-destructive bidirectional interface to the cultured neurons.
Electrically evoked responses and spontaneous activity in the culture can be coupled to the system under control; in the author's experiments, a physical robot. Sensory data fed back from the robot are subsequently delivered to the culture, thereby closing the robot-culture loop. Thus, signal processing can be broken down into two discrete sections:
(a) 'culture to robot', in which a procedure processes live neuronal activity; (b) 'robot to culture', which involves an input mapping process, from robot sensor to stimulus.
The actual number of neurons in any one specific culture depends on natural density variations in proliferation post-seeding and the experimental aim. The spontaneous electrochemical activity of the culture realizing signals at certain of the electrodes, at a sampling frequency of 25 kHz, is used as input to the robot's actuators and the robot's (ultrasonic) sensor readings are (proportionally) converted into stimulation signals received by the culture, thereby closing the loop.
EXPERIMENTATION
An existing neuronal pathway is identified by searching for strong input/output relationships between pairs of electrodes. Such pairs are defined as those electrode combinations in which neurons proximal to one electrode respond to stimulation of the other electrode at which the stimulus was applied more than 60 per cent of the time and respond no more than 20 per cent of the time to stimulation on any other electrode. An input-output response map can then be created by cycling through all electrodes individually with a positivefirst biphasic stimulating waveform (600 mV; 100 ms each phase, repeated 16 times). In this way, a suitable input/output pair can be chosen, dependent on how the culture has developed, in order to provide an initial decision-making pathway for the robot. This is employed to control the robot body as one sees fit; for example, if the ultrasonic sensor is active and one wishes the response to cause the robot to turn away from the object being located ultrasonically in order to keep moving.
The robot follows a forward path until it reaches a wall, at which point the front sonar value decreases below a threshold, triggering a stimulating pulse. If the responding/output electrode registers activity the robot turns to avoid the wall. In experiments the robot turns spontaneously whenever activity is registered on the response electrode. The most relevant result is the occurrence of the chain of events: wall detection-stimulation-response. From a neurological perspective it is of course of interest to speculate why there is activity on the response electrode when no stimulating pulse has been applied.
Sensor-to-speed control is mediated by the cultured network acting as the sole decision-making entity within the overall feedback loop. One important aspect then involves neural pathway changes in the culture between the stimulatingrecording electrodes.
LEARNING
Learning and memory investigations are generally at an early stage. However the robot appears to improve its performance over time in terms of its wall avoidance ability in the sense that neuronal pathways that bring about a satisfactory action tend to strengthen purely though the process of being habitually performed: learning due to habit. The number of confounding variables is however considerable and the plasticity process, which occurs over quite a period of time, is (most likely) dependent on such factors as initial seeding and growth near electrodes as well as environmental transients Learning by reinforcement -rewarding good actions and punishing bad -is much more of a research effort at this time.
SOME POINTS
Comparisons have been made with an 'ideal' simulation which responds to stimuli perfectly as required. The culture on many occasions responds as expected, on other occasions it does not, and in some cases it provides a motor signal when it is not expected to do so. The concept of an 'ideal' response is difficult to address however because a biological network is involved, and it should not be seen in negative terms when the culture does not achieve an ideal. Very little is known about the fundamental neuronal processes that give rise to meaningful behaviours, particularly where learning is involved, and therefore one needs to retain an open mind as to a culture's performance. In terms of control systems and robotics, it has been shown that a system can have a biological brain to make its 'decisions'. The 100 000 neuron size described is merely due to present-day limitations. Three-dimensional (3D) structures are already being investigated. Increasing the complexity from two dimensions to three realizes a figure of 30 million neurons for the 3D case.
The whole area of research is therefore rapidly expanding as the range of sensory inputs is increased and the number of cultured neurons encapsulated rises. The potential of such systems, including the range of tasks they can deal with, by no means limited to robot control, is therefore an exciting new branch of systems and control.
Understanding neural activity becomes more difficult as the culture size increases. Even the current 100 000 neuron cultures are far too complex for gaining an overall insight. When they are grown to sizes such as 30 million neurons and beyond, clearly the problem is significantly magnified, particularly with regard to neural activity in the centre of a culture volume, which is hidden from view. On top of this, the nature of the neurons may be diversified. At present rat neurons are employed in studies; potentially however any animal neurons could be used, even human neurons!
FORWARD LOOK
Additional sensory devices such as extra sonar arrays, audio input, mobile cameras, and other range-finding hardware such as an on-board infrared sensor are being added to robots. This provides an opportunity to investigate sensory fusion and to perform more complex behavioural experiments, attempting to demonstrate links between behaviour and culture plasticity as different sensory inputs are integrated.
It is clear that cultured neural networks provide a novel decision-making mechanism for a feedback control system, particularly of the type in which a human-like response is required. Their potential future use is considerable, particularly in autonomous or remote control systems where time delays and communication problems can otherwise occur. Many issues still need to be addressed, not the least of which is reliability. Nevertheless, this form of control is seen as an exciting development that, in certain circumstances, can have distinct advantages over traditional methods. 
