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A two-dimensional spin-directed Z2 network model is constructed that describes the combined
effects of dimerization and disorder for the surface states of a weak three-dimensional Z2 topo-
logical insulator. The network model consists of helical edge states of two-dimensional layers of
Z2 topological insulators which are coupled by time-reversal symmetric interlayer tunneling. It
is argued that, without dimerization of interlayer couplings, the network model has no insulating
phase for any disorder strength. However, a sufficiently strong dimerization induces a transition
from a metallic phase to an insulating phase. The critical exponent ν for the diverging localization
length at metal-insulator transition points is obtained by finite-size scaling analysis of numerical
data from simulations of this network model. It is shown that the phase transition belongs to the
two-dimensional symplectic universality class of Anderson transition.
PACS numbers: 73.20.-r, 71.23.-k, 72.15.Rn
I. INTRODUCTION
A strong d-dimensional topological band insulator is a
band insulator of noninteracting electrons which is char-
acterized by a nontrivial topological index under certain
symmetry constraints. Its (d− 1)-dimensional boundary
always has gapless boundary states which are extended
on the boundary but localized in the direction normal
to the boundary. They share, because of the nontrivial
topological index, a degree of robustness to perturbations
that respect the symmetry constraints.
The simplest example of a strong two-dimensional
topological band insulator (without any symmetry con-
straint) was constructed by Haldane.1 With periodic
boundary conditions, it has two single-particle Bloch
bands separated by a gap ∆. Its nontrivial topologi-
cal invariant is a non-vanishing Chern number that is
proportional to the Hall conductivity.2 This example is a
representative of topological band insulators called Chern
insulators. In open geometries, Chern insulators support
gapless single-particle boundary states, i.e., edge states.
These edge states are chiral in that they propagate along
the edge either clockwise or anti-clockwise depending on
the sign taken by the Hall conductivity of the occupied
bands. Since intra-edge backward scattering is not per-
mitted, these chiral edge states are robust to perturba-
tions.3
A more intricate example of a strong two-dimensional
topological band insulator was constructed by Kane and
Mele.4,5 With periodic boundary conditions, it has four
single-particle bands that form two Kramers’ pairs of
bands as a consequence of time-reversal symmetry. How-
ever, spin-rotation symmetry is completely broken by
spin-orbit coupling. A gap ∆ separates the two pairs
of bands, and the Bloch wave functions of the occupied
bands have a nontrivial topological Z2 index.5 In an open
geometry, there is a Kramers’ pair of edge states, called
helical edge states (Fig. 1). This pair is robust to pertur-
bations that respect the time-reversal symmetry.6–8 This
example is a representative of topological band insulators
called Z2 topological band insulators.
Weak topological band insulators are built out of
strong lower-dimensional topological band insulators.
For example, a weak three-dimensional topological insu-
lator can be a stack of strong two-dimensional topological
insulators as is illustrated in Fig. 2. Weak topological
band insulators can support surface states in open ge-
ometries that are inherited from the boundary states of
their lower-dimensional strong topological band building
blocks.
Weak three-dimensional Chern insulators have been
studied theoretically in the context of three-dimensional
generalizations of the quantum Hall effect.9–16 Two-
dimensional transport at the surface of GaAs/AlGaAs
multilayer structures subjected to a large uniform mag-
netic field parallel to the stacking axis was established in
Ref. 17.
Models for weak three-dimensional Z2 topological band
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2(a) (b)
FIG. 1. (Color online:) Cartoon representation of a strong
two-dimensional Z2 topological band insulator with one con-
nected boundary. (a) Electrons are noninteracting and con-
fined within an ellipse in two-dimensional position space. A
single pair of counter propagating helical edge states at zero
energy are denoted by the thick and dashed lines with ar-
rows along the connected boundary of the ellipse, respectively.
They are confined to this one-dimensional boundary. (b) The
single-particle spectrum consists of eigenstates separated by
an energy gap ∆ and eigenstates crossing the band gap ∆.
The former eigenstates are the bulk eigenstates. The latter
eigenstates are the edge eigenstates. The momentum k is the
momentum along the boundary. The wave functions in po-
sition space of bulk eigenstates are supported in the shaded
region of the ellipse. The wave functions in position space of
edge eigenstates are extended along the edge and labeled by
the momentum quantum number k along the edge, while they
decay exponentially fast away from the edge.
insulators were constructed simultaneously with mod-
els for strong three-dimensional Z2 topological insu-
lators.18–21 Of course, most of the excitement gener-
ated by these works was reserved for the strong three-
dimensional Z2 topological insulators, especially after
their experimental discovery in Bi1−xSbx,
22 Bi2Se3,
23,24
and TlBiSe2.
25–28 A weak three-dimensional Z2 topolog-
ical insulator has been identified experimentally in the
form of Bi14Rh3I9.
29
Two-dimensional surfaces of strong (weak) three-
dimensional Z2 topological band insulators support an
odd (even) number of helical surface states. Each such
helical surface state effectively realizes the linear disper-
sion of a massless two-component Dirac particle in two-
dimensional momentum space. A single massless two-
component Dirac particle cannot accommodate a mass
term without breaking time-reversal symmetry in two di-
mensions. In this sense, a single Dirac cone on the surface
of a strong three-dimensional Z2 topological band insu-
lator is protected by time-reversal symmetry. This is not
so for a pair of massless two-component Dirac particles
in two dimensions. They can accommodate a mass term
that does not break time-reversal symmetry, but breaks
some of the lattice symmetries. Thus, a pair of Dirac
cones on the surface of a weak Z2 topological band insu-
lator is not protected by time-reversal symmetry.18 For
this reason, weak topological band insulators have ini-
tially attracted less interest than strong topological band
insulators.
(a) (b)
FIG. 2. (Color online:) (a) Cartoon representation of a weak
layered Z2 topological band insulator with open boundary
conditions along the layering axis. A vertical line represents
the amplitude for the Kramers’ degenerate helical edge states
of a layer consisting of a strong two-dimensional Z2 topolog-
ical band insulator to hop to one of its adjacent layers. The
vertical lines are alternatively drawn with solid and dotted
lines in order to indicate that the magnitude of this hopping
amplitude takes two distinct values. As a consequence of the
breaking of translation invariance by one lattice spacing along
the stacking axis, a dimerization gap opens for all helical edge
states, i.e., for all surface states of this weak layered Z2 topo-
logical band insulator. (b) The topology in (a) is that of a
cylinder.
In the presence of disorder that preserves the time-
reversal symmetry, momentum is not a good quantum
number anymore. In fact, the very notion of a spectral
gap or of gaplessness is meaningless in the presence of
disorder. It is replaced by the notion of mobility edges
that defines the windows of single-particle energies for
which single-particle states are localized by disorder.
The consequences of disorder weaker than the bulk
band gap ∆ for the surface states of a strong three-
dimensional Z2 topological band insulator can be ac-
counted for by describing the helical surface states
as massless two-component Dirac fermions in two-
dimensional space perturbed by local potentials that
break translation invariance along the boundary but pre-
serve time-reversal symmetry. In turn, this effective
field theory can be approximated by a nonlinear σ-model
(NLσM) with a two-dimensional base space and a target
space determined by the symplectic symmetry of the ef-
fective Hamiltonian, that is augmented by a topological
term.30,31 This topological term prevents the transition
from a conducting to an insulating phase as the disorder
strength on the boundary is made arbitrarily large,32 as is
implied by the strictly monotonic one-parameter scaling
law obeyed by the conductivity σ on a surface of area
L2 that is captured by the beta function d lnσ/d lnL
shown in Fig. 3.33,34 By contrast, no topological term
augments the NLσM description of the effect of time-
reversal-symmetric disorder for the surface states of a
weak three-dimensional Z2 topological band insulator.31
One might be tempted to deduce from this fact that
strong disorder always causes localization. This is not
3FIG. 3. (Color online:) Qualitative beta function
d lnσ/d lnL for the conductivity σ of a massless two-
component Dirac fermion on the surface with the area L2
of a strong three-dimensional Z2 topological insulator, when
subjected to disorder that preserves time-reversal symmetry.
The beta function d lnσ/d lnL is deduced from the numerics
of Refs. 33 and 34. It is always positive and the smaller the
initial value of the conductivity is the larger the positive value
of the beta function.
so however.
The even number of Dirac points on the surface of
a weak three-dimensional Z2 topological band insulator
allows a time-reversal symmetric perturbation, a dimer-
ization, to open a spectral gap 2|m|  ∆ for the sur-
face states at the cost of breaking some lattice symme-
tries.18,35 The effective Dirac Hamiltonian with a dimer-
ization mass m in the clean limit turns out to be the one
describing two-dimensional strong Z2 topological insula-
tors.35–38 Hence, the sign of the mass m selects one of
the two topologically distinct massive phases of a strong
two-dimensional Z2 topological band insulator. The sur-
face Dirac points can thus be associated with a quan-
tum critical point separating two massive dimer phases
with less lattice symmetries. A defect of the dimerization
mass m along a curve on the surface of the weak three-
dimensional Z2 topological band insulator at which m
smoothly changes sign binds a pair of Kramers degener-
ate helical edge states whose dispersion crosses the gap
2|m| of the surface states.35–39 Provided the disorder is
time-reversal symmetric, this quantum critical point has
the remarkable property that, perturbed by time-reversal
symmetric surface disorder, it turns into a metallic phase
separating two insulating dimerized phases.
This counter-intuitive conclusion was first reached by
Ringel, Kraus, and Stern for a layered model of a weak
three-dimensional Z2 topological band insulator based on
the sensitivity to twisted boundary condition of spec-
tral flows.40 Mong, Bardarson, and Moore did a numeri-
cal study of the disordered Dirac equation capturing the
low-energy and long-wave-length limit of the disordered
surface states of a weak three-dimensional Z2 topolog-
ical band insulator that confirmed this prediction and,
furthermore, showed that the clean Dirac critical point
is smoothly connected to a metallic phase as shown in
Fig. 4.36 Fu and Kane pointed out the importance of Z2
vortices in a description in terms of a NLσM of disordered
FIG. 4. (Color online:) Phase diagram from Ref. 36 for
the surface states of a weak three-dimensional Z2 topological
band insulator as a function of the mass that opens a band
gap at the Dirac points (horizontal axis) and the disorder
strength (vertical axis). It is assumed that the disorder does
not mix surface states localized on disconnected boundaries
of the three-dimensional Z2 topological band insulator.32 The
origin of the phase diagram is the critical point corresponding
to an even number of two-component massless Dirac fermions
at their Dirac point.
surface states of a weak three-dimensional Z2 topological
band insulator.37 Furthermore, they have proposed the
possibility of a non-monotonous renormalization-group
flow on the line m = 0 in Fig. 4. However, the mono-
tonic scaling observed in Ref. 36 seems to indicate that
d lnσ/d lnL > 0 at m = 0, as is the case of surface states
of a strong Z2 topological insulator shown in Fig. 3. Fi-
nally, a numerical study of the localization properties of a
disordered lattice model for a three-dimensional Z2 topo-
logical band insulator that interpolates from the strong
to the weak regimes is consistent with the phase diagram
of Fig. 4.41
A question that has been left open so far is that of the
nature of the phase transition between the insulating and
the metallic phases in Fig. 4. In this paper, we construct
a two-dimensional network model for the surface states
of a weak three-dimensional Z2 topological band insu-
lator. We call this network model the two-dimensional
spin-directed Z2 network model. It differs from a two-
dimensional Z2 network model that we constructed in
Ref. 42 to study the effects of disorder on the phase di-
agram of a strong two-dimensional Z2 topological band
insulator.43,44 For the two-dimensional spin-directed Z2
network model, we argue by considering several limit-
ing cases and by mapping it to effective Dirac Hamilto-
nians that, without dimerization, there is no insulating
phase even when disorder is strong. With a finite dimer-
ization, we establish numerically the existence of three
phases, two insulating phases that are separated by a
metallic phase. We show that, aside from being contin-
uous, the quantum phase transition between the insulat-
ing and metallic phases belongs to the two-dimensional
universality class with symplectic symmetry within the
theory of Anderson localization, irrespectively of whether
the insulating phases are topologically trivial or nontriv-
4ial.
The paper is organized as follows. The two-
dimensional spin-directed Z2 network model that de-
scribes the combined effects of dimerization and disor-
der for the surface states of a weak three-dimensional Z2
band insulator is constructed in Sec. II. This model is
studied in Sec. III, in which the main numerical results
of this paper are explained. A generalization of the spin-
directed Z2 network model to incorporate surface states
of an odd stacking number of strong Z2 topological in-
sulators is presented in Sec. IV. Section V is devoted to
the two-dimensional spin-directed Z2 network model that
describes the combined effects of trimerization and dis-
order on the surface states of a weak three-dimensional
Z2 band insulator. Section VI closes the paper by sum-
marizing our results. We also present in Appendix A
and B the relationship between the model from Sec. II A
captured by Fig. 2, the two-dimensional spin-directed Z2
network model from Sec. II B, and two-dimensional Dirac
fermions.45 Thereby, we establish the complementarity
of our results to those from Ref. 36. The parameter sets
used in our finite-size scaling analysis are given in Ap-
pendix C.
II. DEFINITIONS AND MAIN RESULTS
A. Quasi-one-dimensional model for the surface
states of a weak three-dimensional Z2 topological
insulator
We start from the model of a weak three-dimensional
Z2 topological band insulator that is depicted in Fig. 2.
It consists of a stacking of layers, each of which repre-
sents a strong two-dimensional Z2 topological band in-
sulator depicted in Fig. 1(a). We assume that all pan-
cakes in Fig. 2(a) are identical. The single-particle spec-
trum corresponding to any pancake in Fig. 2(a) is shown
in Fig. 1(b). It consists of two continua corresponding
to bulk single-particle eigenstates separated by the band
gap ∆ and of a pair of Kramers’ degenerate helical edge
states crossing the bulk gap. We will always assume that
∆ is much larger than the amplitude max
{∣∣t′−∣∣ , ∣∣t′+∣∣} for
edge states on adjacent pancakes to hop between layers.
Here, t′+ is depicted by a solid line in Fig. 2, while t
′
−
is drawn as a dotted line in Fig. 2. The characteristic
energy
δ′ := +
√∣∣t′2+ − t′2−∣∣
2
(2.1a)
quantifies the amount by which translation symmetry by
one stacking layer is broken, i.e., the amount of dimer-
ization about the average hopping amplitude
t′ := +
√
t′2+ + t′2−
2
. (2.1b)
FIG. 5. (Color online:) An elementary scattering event
in the spin-directed Z2 network model maps four incoming
plane waves into four outgoing plane waves through a unitary
4 × 4 matrix S compatible with the operation of time rever-
sal. By demanding that the operation of time reversal is an
antiunitary operation that squares to minus the 4 × 4 iden-
tity matrix, the scattering matrix S can break spin-rotation
symmetry (hence the spin labels on the plane waves), but pre-
serves time-reversal symmetry. In other words, the scattering
matrix belongs to the symplectic class of scattering matrices.
The matrix S is represented by Eq. (2.3).
The hierarchy of energy scales
∆ t′ ≥ δ′ (2.1c)
will be assumed.
Assumption (2.1c) justifies ignoring the degrees of free-
dom from the bulk altogether and keeping only the de-
grees of freedom living on the edges of Fig. 2 for ener-
gies below ∆. In Appendix A, we present a quasi-one-
dimensional Hamiltonian that governs the dynamics of
the surface states of Fig. 2 when
∆ t′  δ′. (2.2)
This approach is inspired from similar constructions
when time-reversal symmetry is broken (see Refs. 46–49).
We show in Appendix A, that there exists a continuum
limit along the stacking axis that reduces this effective
Hamiltonian to the Dirac Hamiltonian studied numeri-
cally by Mong, Bardarson, and Moore in Ref. 36.
B. Two-dimensional spin-directed Z2 network
model for the surface states of a weak
three-dimensional Z2 topological insulator
Alternatively, we may encode the dynamics of the sur-
face states of Fig. 2, under the assumption that the hier-
archy of energy scales (2.1c) holds, in terms of the unitary
scattering matrix of a two-dimensional spin-directed Z2
network model.
The elementary building block of the two-dimensional
spin-directed Z2 network model is a 4× 4 unitary matrix
S that scatters four incoming plane waves into four out-
going plane waves. The conventions on the labels of the
scattering states that we choose to represent S are defined
in Fig. 5. If we demand that this 4× 4 unitary matrix S
5preserves time-reversal symmetry, whereby time reversal
is represented by an antiunitary map on scattering states
that squares to minus the 4 × 4 unit matrix, we obtain
the representation
ψ
(o)
1,↑
ψ
(o)
2,↓
ψ
(o)
3,↑
ψ
(o)
4,↓
 = S

ψ
(i)
2,↑
ψ
(i)
1,↓
ψ
(i)
4,↑
ψ
(i)
3,↓
 , (2.3a)
where the scattering matrix that maps four incoming into
four outgoing plane waves has the 2× 2 block structure
S := e+iφ0
(
r e+iφ3 σ0 tQ
−tQ† r e−iφ3 σ0
)
. (2.3b)
The real numbers r and t obey the condition
1 = r2 + t2 ⇐⇒ r = tanhx, t = 1
coshx
, x ∈ R,
(2.3c)
and may be interpreted as the reflection and transmission
amplitudes, respectively, upon inspection of the transfor-
mation laws of the labels 1 and 2 on the one hand and 3
and 4 on the other hand from Fig. 5. The 2 × 2 matrix
Q is defined by
Q =
(
e+iφ1 cos θ e+iφ2 sin θ
e−iφ2 sin θ −e−iφ1 cos θ
)
= i sinφ1 cos θ σ0 + cosφ2 sin θ σ1
− sinφ2 sin θ σ2 + cosφ1 cos θ σ3.
(2.3d)
It acts on the spin up and down labels of the incoming
and outgoing plane waves through the unit 2× 2 matrix
σ0 and the three Pauli matrices σ1, σ2, and σ3. The
parameter 0 ≤ θ ≤ pi/2 quantifies the amount of spin-
rotation symmetry breaking. When θ = 0, the SU(2)
spin-rotation symmetry is broken down to the subgroup
U(1). Any 0 < θ ≤ pi/2 breaks the residual U(1) sym-
metry by a spin-flip process. The rate of this spin-flip
tunneling is maximal for θ = pi/2. The remaining four
phases φj (0 ≤ φj < 2pi, j = 0, 1, 2, 3) parametrize the
phase arbitrariness of incoming and outgoing plane waves
compatible with the condition(
σ2 0
0 σ2
)
S∗
(
σ2 0
0 σ2
)
= S† (2.3e)
that implements time-reversal symmetry on the scatter-
ing matrix. The sign of the amplitudes t and r can al-
ways be absorbed into the shifts φ1,2 → φ1,2 + pi and
φ3 → φ3 + pi, respectively. Hence, we may assume with-
out loss of generality that t and r are positive numbers.
A two-dimensional spin-directed Z2 network model is
defined by arranging a collection of elementary scattering
events, with possibly distinct values for the parameters t,
θ, φj (j = 0, 1, 2, 3), as is shown in Fig. 6. These network
models are spin-directed because, if all transmission am-
plitudes are chosen to vanish, there is no flipping of the
(a)
(b)
FIG. 6. (Color online:) A two-dimensional spin-directed
Z2 network model built out of the elementary scattering pro-
cesses shown in Fig. 5 in the vertex (a) and the brick-wall
representations (b), respectively. The red and blue lines rep-
resent the flow of electrons with up and down spins, respec-
tively. The dimensions of both networks in (a) and (b) are
M ×M with M = 6. In both representations, one M counts
the number of pairs of up and down spins that move from left
to right or right to left, while the other M counts the number
of pairs of up and down spins that move from up to down
or down to up. In the brick-wall representation, each dotted
line represents an elementary scattering shown in Fig. 5 with
the transmission amplitude t+ or t−. This periodic pattern
implements one of two dimerization patterns, the other one
following from interchanging t+ and t−.
spin quantum numbers so that there are M independent
pairs of Kramers’ degenerate helical edge states propa-
gating unimpeded along M one-dimensional channels.
The two-dimensional spin-directed Z2 network model
is thus different from the two-dimensional (undirected)
Z2 network model that realizes strong two-dimensional
Z2 topological insulators studied in Refs. 42–44, as can
be verified by comparing Fig. 6 to Fig. 7. In the two-
dimensional (undirected) Z2 network model, the nodes
labeled by r in Fig. 7 are obtained from those labeled
by t through a 90 degree rotation. Hence, the two-
dimensional (undirected) Z2 network model is invariant
(on average) under 90 degree rotation, whereas there is
no discrete rotation symmetry for the two-dimensional
spin-directed Z2 network model.
Disorder is introduced in any two-dimensional spin-
directed Z2 network model by choosing the four phases
6(a)
(b)
FIG. 7. (Color online:) The two-dimensional Z2 network
model studied in Refs. 42, 43, and 44 for a strong two-
dimensional Z2 topological insulator with M = 6 in the vertex
(a) and the brick-wall representations (b), respectively. Note
that the flow direction of the same spin component (up or
down) is opposite on adjacent layers in (b), in contrast to
Fig. 6(b).
φj (j = 0, 1, 2, 3) of any elementary scattering process
making up a network model to be random numbers in-
dependently and identically distributed with a uniform
distribution on the interval[
−δφ
2
,+
δφ
2
]
. (2.4)
In this paper, we study the combined effects of dimer-
ization and disorder on the two-dimensional spin-directed
Z2 network model. To incorporate dimerization, we as-
sume that the squared amplitude of the transmission (re-
flection) amplitude alternates in a periodic fashion be-
tween the two values labeled by ± of
0 ≤ t2± ≤ 1
(
r2± = 1− t2±
)
, (2.5a)
where
t2± :=

t2 ± δ2, if t2+ > t2−,
t2 ∓ δ2, if t2+ < t2−.
(2.5b)
Equation (2.5b) emphasizes that the choice of which of
the squared transmission amplitudes t2+ and t
2
− is the
largest is arbitrary for an alternating covering of the net-
work. When δ = 0, there is no dimerization. Param-
eter space Ω4d for the two-dimensional spin-directed Z2
network model with disorder and dimerization is four-
dimensional. We choose the parametrization
Ω4d = Ω
+
4d ∪ Ω−4d (2.6a)
with
Ω±4d :=
{(
t2, θ, δφ,±δ2) ∣∣∣t2 ∈ [0, 1], θ ∈ [0, pi/2],
δφ ∈ [0, 2pi[, δ2 ∈ [0, 1], 0 ≤ t2 + δ2 ≤ 1
}
.
(2.6b)
However, in most cases, we will choose the disorder to be
maximal in that
δφ = 2pi, (2.7a)
the exception being Sec. III G where we study the depen-
dence of the normalized localization length on δφ. If so,
parameter space is three-dimensional and given by
Ω3d = Ω
+
3d ∪ Ω−3d (2.7b)
with
Ω±3d :=
{(
t2, θ,±δ2)∣∣∣t2 ∈ [0, 1], θ ∈ [0, pi/2],
δ2 ∈ [0, 1], 0 ≤ t2 + δ2 ≤ 1
}
.
(2.7c)
The interchange of t2+ and t
2
− amounts to the interchange
of Ω+xd and Ω
−
xd (here either x = 4 or x = 3).
We show in Appendix B that there exists two contin-
uum limits of the two-dimensional spin-directed Z2 net-
work model in the vicinity, as measured by a small δ2,
of the lines θ = pi/2 with t2 arbitrary and θ = 0 with
t2 arbitrary, respectively. The line with θ = pi/2 deliv-
ers the Dirac Hamiltonian studied numerically by Mong,
Bardarson, and Moore in Ref. 36.
C. Some limiting cases without dimerization
There are several lines in the two-dimensional subspace
(
t2, θ, δ2 = 0
) ∈ [0, 1]× [0, pi/2] (2.8)
of the parameter space (2.7) without dimerization for
which the two-dimensional spin-directed Z2 network
model simplifies.
1. Limit t2 = 0 without dimerization
We set
δ2 = t2 = 0. (2.9)
7(a)
(b)
FIG. 8. (Color online:) When δ2 = t2 = 0, the two-
dimensional spin-directed Z2 network model from Fig. 6 de-
couples into M one-dimensional channels, each of which con-
sists of a single Kramers’ degenerate pair of helical edge states
that propagate unimpeded by the disorder. Panels (a) and (b)
are drawn using the vertex and the brick-wall representations,
respectively.
When t2 = 0, the elementary scattering matrix from
Eq. (2.3) is block diagonal and independent of θ,
S = e+iφ0
(
e+iφ3 σ0 0
0 e−iφ3 σ0
)
. (2.10)
The two-dimensional spin-directed Z2 model of Fig. 6 is
shown in Fig. 8 when δ2 = t2 = 0. It represents M
decoupled one-dimensional channels, each of which con-
sists of a Kramers’ degenerate pair of helical edge states
that propagates unimpeded by the disorder. The local-
ization length is infinite in the direction of propagation
of these helical edge states, while it is vanishing in the
orthogonal direction. The fixed point (2.9) is thus the
quasi-one-dimensional symplectic metallic fixed point.
2. Limit θ = 0 without dimerization
We set
δ2 = θ = 0. (2.11)
Since θ measures in dimensionless units the characteris-
tic strength of spin-orbit interactions with the convention
that the Rashba-like spin-orbit coupling vanishes when
θ = 0, the spin-directed Z2 network model with δ2 =
θ = 0 is expected to decouple into two two-dimensional
directed Chalker-Coddington (CC) models,10 one for the
spin-up and one for the spin down plane waves, that are
(a)
(b)
FIG. 9. (Color online:) When δ2 = θ = 0, the two-
dimensional spin-directed Z2 network model from Fig. 6 de-
couples into two directed CC models that are related by time
reversal. Panels (a) and (b) are drawn using the vertex and
the brick-wall representations, respectively.
related by time-reversal symmetry. This decoupling is
shown in Fig. 9. In a two-dimensional directed CC net-
work model,9–16 propagation is uni-directional along the
horizontal direction and bi-directional along the vertical
direction of the two-dimensional network.
To establish this decoupling at θ = 0, we start from
ψ
(o)
1,↑
ψ
(o)
2,↓
ψ
(o)
3,↑
ψ
(o)
4,↓
 = S

ψ
(i)
2,↑
ψ
(i)
1,↓
ψ
(i)
4,↑
ψ
(i)
3,↓
 , (2.12a)
where S takes the limiting form
S = e+iφ0
(
r e+iφ3 σ0 +tQ
−tQ† +r e−iφ3 σ0
)
(2.12b)
with the 2× 2 diagonal block
Q =
(
+e+iφ1 0
0 −e−iφ1
)
. (2.12c)
It is then advantageous for our purpose to do a unitary
transformation that renders explicit the reducibility of
the scattering matrix (2.12) in the spin degrees of free-
dom, 
ψ
(o)
1,↑
ψ
(o)
3,↑
ψ
(o)
2,↓
ψ
(o)
4,↓
 = S˜

ψ
(i)
2,↑
ψ
(i)
4,↑
ψ
(i)
1,↓
ψ
(i)
3,↓
 , (2.13a)
where S˜ takes the limiting form
S˜ = e+iφ0
(
Q˜(t, φ1, φ3) 0
0 Q˜T (t, φ1, φ3)
)
(2.13b)
8with the 2× 2 block
Q˜(t, φ1, φ3) =
(
+r e+iφ3 +t e+iφ1
−t e−iφ1 +r e−iφ3
)
. (2.13c)
The upper-left and lower-right 2 × 2 blocks
e+iφ0 Q˜(t, φ1, φ3) and e
+iφ0 Q˜T (t, φ1, φ3), respectively,
are related by time reversal. Each block defines the
elementary scattering matrix of the two-dimensional
directed CC network model.10 It is shown in Ref. 10 (see
also Refs. 9 and 11–16) that the localization properties
of the two-dimensional directed CC network model are
the following. Transport is highly anisotropic, for it
is perfect along one direction and critical along the
orthogonal direction of the two-dimensional network.50
The fixed point (2.11) is thus the spin-chiral metallic
fixed point.
3. Limit r2 = 0 without dimerization
We set
δ2 = r2 = 0. (2.14)
When r2 = 0, the elementary scattering matrix from
Eq. (2.3) becomes
ψ
(o)
1,↑
ψ
(o)
2,↓
ψ
(o)
3,↑
ψ
(o)
4,↓
 = S

ψ
(i)
2,↑
ψ
(i)
1,↓
ψ
(i)
4,↑
ψ
(i)
3,↓
 , (2.15a)
where S takes the limiting form
S = e+iφ0
(
0 +Q(θ, φ1, φ2)
−Q†(θ, φ1, φ2) 0
)
(2.15b)
with the 2× 2 block
Q(θ, φ1, φ2) =
(
+e+iφ1 cos θ +e+iφ2 sin θ
+e−iφ2 sin θ −e−iφ1 cos θ
)
. (2.15c)
We do the unitary transformation
ψ
(o)
1,↑
ψ
(o)
2,↓
ψ
(o)
3,↑
ψ
(o)
4,↓
 = S˜

ψ
(i)
3,↓
ψ
(i)
4,↑
ψ
(i)
1,↓
ψ
(i)
2,↑
 , (2.16a)
where S˜ takes the limiting form
S˜ = e+iφ0
(
Q˜(cos θ, φ1, φ2) 0
0 Q˜T (cos θ, φ1, φ2 + pi)
)
(2.16b)
with the 2× 2 block
Q˜(cos θ, φ1, φ2) =
(
+e+iφ2 sin θ +e+iφ1 cos θ
−e−iφ1 cos θ +e−iφ2 sin θ
)
.
(2.16c)
(a)
(b)
FIG. 10. (Color online:) When δ2 = r2 = 0, the two-
dimensional spin-directed Z2 network model from Fig. 6 de-
couples into two directed CC models that are related by time
reversal. Panels (a) and (b) are drawn using the vertex and
the brick-wall representations, respectively.
The upper-left and lower-right 2 × 2 blocks
e+iφ0 Q˜(cos θ, φ1, φ2) and e
+iφ0 Q˜T (cos θ, φ1, φ2 + pi),
respectively, are related by time reversal.
The elementary scattering matrix (2.16) is identical to
the elementary scattering matrix (2.13) as implied by the
identifications
sin θ → r, cos θ → t, φ2 → φ3. (2.17)
Consequently, the two-dimensional directed Z2 network
model from Fig. 6 decouples into two directed CC net-
work models that are related by time reversal when
δ2 = r2 = 0. This decoupling is shown in Fig. 10. Trans-
port is highly anisotropic, for it is perfect along one span-
ning vector and critical along the second spanning vector
of the two-dimensional network. The fixed point (2.14)
is thus again the spin-chiral metallic fixed point. The re-
lationship between the fixed points (2.14) and (2.11) is
that the directions for perfect and critical transport have
been interchanged.
4. Limit θ = pi/2 without dimerization
We set
δ2 = θ − pi
2
= 0. (2.18)
When θ = pi/2, the elementary scattering matrix from
Eq. (2.3) becomes
ψ
(o)
1,↑
ψ
(o)
2,↓
ψ
(o)
3,↑
ψ
(o)
4,↓
 = S

ψ
(i)
2,↑
ψ
(i)
1,↓
ψ
(i)
4,↑
ψ
(i)
3,↓
 , (2.19a)
9where S takes the limiting form
S = e+iφ0
(
+r e+iφ3 σ0 +tQ
−tQ† +r e−iφ3 σ0
)
(2.19b)
with the 2× 2 block
Q =
(
0 e+iφ2
e−iφ2 0
)
. (2.19c)
We do the unitary transformation
ψ
(o)
1,↑
ψ
(o)
4,↓
ψ
(o)
2,↓
ψ
(o)
3,↑
 = S˜

ψ
(i)
2,↑
ψ
(i)
3,↓
ψ
(i)
1,↓
ψ
(i)
4,↑
 , (2.20a)
where S˜ takes the limiting form
S˜ = e+iφ0
(
Q˜(t, φ2, φ3) 0
0 Q˜T (t, φ2 + pi, φ3)
)
(2.20b)
with
Q˜(t, φ2, φ3) =
(
+r e+iφ3 +t e+iφ2
−t e−iφ2 +r e−iφ3
)
. (2.20c)
The upper-left and lower-right 2 × 2 blocks
e+iφ0 Q˜(t, φ2, φ3) and e
+iφ0 Q˜T (t, φ2 + pi, φ3), re-
spectively, are related by time reversal. Moreover, they
are nothing but the elementary scattering matrix for
the two-dimensional CC network model that describes
the localization properties of the lowest Landau level
perturbed by disorder in the integer quantum Hall
effect (IQHE). Consequently, the two-dimensional spin-
directed Z2 network model from Fig. 6 decouples into
two CC network models that are related by time reversal
when δ2 = θ − pi/2 = 0. This decoupling is shown in
Fig. 11.
Chalker and Coddington showed in Ref. 51 that the CC
network model is critical if every node of the network
is described by the scattering matrix e+iφ0 Q˜(t, φ2, φ3)
given in Eq. (2.20c) sharing the same tunneling ampli-
tude t. Hence, the two-dimensional spin-directed Z2 net-
work model with δ2 = θ − pi/2 = 0 is always critical.
In the special isotropic case when t2 = r2 = 1/2, this
critical point is called the isotropic CC critical point. In
the generic anisotropic case when t2 = 1− r2 6= 1/2, this
critical point is called the anisotropic CC critical point.
5. Phase diagram without dimerization
All four boundaries of parameter space (2.8) shown as
the sides of the square in Fig. 12(a) evade localization.
Three of these boundaries belong to the unitary class, one
to the symplectic class. Any deviation away from these
boundaries puts the two-dimensional spin-directed Z2
network model in the two-dimensional symplectic class
(a)
(b)
FIG. 11. (Color online:) When δ2 = θ − pi/2 = 0, the
two-dimensional spin-directed Z2 network model from Fig. 6
decouples into two directed CC network models that are re-
lated by time reversal. Panels (a) and (b) are drawn using the
vertex and the brick-wall representations, respectively. Since
all elementary scattering 2 × 2 blocks in Eq. (2.20) are the
same, criticality holds for any 0 ≤ t2 ≤ 1. At the isotropic
point t2 = r2 = 1/2, the system exhibits the criticality of the
usual isotropic CC model, otherwise the system exhibits the
critical behavior of the anisotropic CC model.
of Anderson localization. The symplectic class for disor-
dered metals is the most robust to the effects of disorder
in that it displays the phenomenon of weak antilocaliza-
tion for any dimensionality, i.e., the perturbative effect of
disorder in the diffusive metallic regime is to enhance the
conductivity in the symplectic class.52 Hence, the most
economical conjecture regarding the nature of the inte-
rior of parameter space (2.8) with regard to the physics
of localization is that it is metallic. This scenario is con-
firmed by our numerical calculations that we present in
Sec. III except for the region where t2  1. Although
the numerical results in this region are inconclusive, we
argue in favor of a metallic phase. In fact, the effective
Dirac Hamiltonian derived for t2  1 in Appendix A is
nothing but the Hamiltonian studied by Mong et al.36
with additional anisotropy in velocities. Their numerical
results imply that this region of question is metallic. We
can thus conclude that there is only a metallic phase in
the interior of the square in Fig. 12(a).
6. Phase diagram with dimerization
We close Sec. II with the summary of our numerical
results, to be described in more detail in Sec. III, in the
form of the cuts of the schematic three-dimensional phase
diagram displayed in Fig. 12(c).
Any non-vanishing dimerization δ2 shrinks parameter
space (2.8) through the condition
δ2 ≤ t2 ≤ 1− δ2. (2.21)
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FIG. 12. (Color online:) (a) Phase diagram in the two-dimensional parameter space (a square) (2.8) without dimerization of the
two-dimensional spin-directed Z2 network model. The boundaries of the square corresponds to a two-dimensional chiral metal
when θ = 0, a two-dimensional chiral metal when t = 1, the metal-insulator critical point of the (two-dimensional) CC model
when θ = pi/2, and the quasi-one-dimensional symplectic metallic fixed point when t2 = 0. Numerics of the two-dimensional
spin-directed Z2 network model are consistent with a metallic phase in the interior of the square except in the region of t2  1
for which numerics are inconclusive. However, we show in Appendix A that the numerical results from Ref. 36 apply to this
region, thereby implying that this region is metallic. (b) Two-dimensional cut of the phase diagram in the three-dimensional
parameter space (2.7) with fixed and non-vanishing dimerization of the two-dimensional spin-directed Z2 network model. The
green dot is on the boundary 1/2 ≤ t2 = 1 − δ2 ≤ 1 of the three-dimensional parameter space (2.7). The presence of the
dimerization improves the quality of the numerics. Dimerization reduces the area of the metallic phase. The divergences of
the localization length at the metal-insulator transitions are consistent with a metal-insulator critical point belonging to the
two-dimensional symplectic class of Anderson localization. (c) Qualitative phase diagram in the three-dimensional parameter
space (2.7) with fixed and non-vanishing dimerization. The phase boundary represented by the green curve is on the boundary
1/2 ≤ t2 = 1− δ2 ≤ 1 of the three-dimensional parameter space (2.7). The phase diagram that includes the effect of the sign of
the dimerization in Eq. (2.7) can be represented by gluing along the negative δ2 axis the mirror image about the plane δ2 = 0
of the phase diagram for positive δ2. This delivers two insulating phases separated by a metallic phase.
According to Appendix B, the continuum limit of the
two-dimensional spin-directed Z2 network model in the
vicinity of θ = 0 is that of a gapless Hamiltonian for
any allowed value of t2 and δ2 in the three-dimensional
parameter space (2.7). Hence, we anticipate a metallic
phase when θ = 0 in the three-dimensional parameter
space (2.7). According to Appendix B, the continuum
limit of the two-dimensional spin-directed Z2 network
model in the vicinity of θ = pi/2 is that of a massive
Dirac equation for any allowed value of t2 and δ2 6= 0 in
the three-dimensional parameter space (2.7). Hence, we
anticipate an insulating phase when θ = pi/2 and δ2 6= 0
in the three-dimensional parameter space (2.7). Inciden-
tally, a numerical study of two-component Dirac fermions
with random mass and random potentials from Ref. 53
supports this conclusion.
On the boundary 0 ≤ t2 = δ2 ≤ 1/2 of the three-
dimensional parameter space (2.7), Eq. (2.5) implies
that the two values taken by the dimerized hopping are
t2+ = 2t
2 and t2− = 0, respectively. Correspondingly (re-
call Fig. 2), the network model effectively describes the
one-dimensional propagation of two Kramers’ degenerate
pairs of helical edge states on this boundary. Hence, this
boundary, if supplemented by the condition θ = 0, is the
end line of a critical surface at which a metal-insulator
transition takes place in the three-dimensional parame-
ter space (2.7). On the insulating side of this quantum
phase transition, dimerization is strong relative to the
disorder strength in that the density of states is so low in
the presence of disorder that localization rules. On the
metallic side of this quantum phase transition, dimeriza-
tion is weak relative to the disorder strength in that the
metallic fixed point in the two-dimensional symplectic
symmetry class of Anderson localization is realized.
On the boundary 1/2 ≤ t2 = 1 − δ2 ≤ 1 of the
three-dimensional parameter space (2.7), Eq. (2.5) im-
plies that the two values taken by the dimerized hopping
are t2+ = 1 and t
2
− = 2t
2 − 1, respectively. Correspond-
ingly (recall Fig. 2), the network model effectively de-
scribes the one-dimensional propagation of two Kramers’
degenerate pairs of helical edge states only at the point
t2 = δ2 = 1/2 on this boundary. Hence, the localization
properties of surface states on this boundary cannot be
deduced by mere inspection. We expect a metal-insulator
transition driven by θ, for the surface states are extended
on the boundary θ = 0, while they are localized on the
boundary θ = pi/2. Finally, upon increasing δ2 towards
1/2, the critical point θc(δ
2) at which the metal-insulator
transition takes place should decrease, since transport is
effectively one-dimensional at δ2 = 1/2. A qualitative
numerical study of the localization properties along the
boundary 1/2 ≤ t2 = 1− δ2 ≤ 1 can be found at the end
of Sec. III E.
From these considerations, we conjecture the schematic
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three-dimensional phase diagram shown in Fig. 12(c). We now present numerical support for the phase dia-
gram 12(c).
III. NUMERICAL DATA FOR AN EVEN NUMBER OF DIMERIZED CHANNELS
A. Transfer matrix
In numerical studies of network models, it is convenient to do a similarity transformation on the space of scattering
states. Instead of defining a two-dimensional spin-directed Z2 network model by a unitary scattering matrix that maps
2M incoming plane waves into 2M outgoing plane waves, we can do a similarity transformation on the scattering
states under which a unitary scattering matrix turns into a pseudo-unitary transfer matrix. The transfer matrix
maps the plane waves at the bottom of the brick wall to the plane waves at the top of the brick wall if the boundary
conditions are those of Fig. 13(a). If the boundary conditions are those of Fig. 13(b), the transfer matrix maps the
plane waves at the left of the brick wall to the plane waves at the right of the brick wall. In the former case, the
elementary transfer matrix is defined by
ψ
(i)
2,↑
ψ
(i)
1,↓
ψ
(o)
1,↑
ψ
(o)
2,↓
 =M⊥

ψ
(i)
4,↑
ψ
(i)
3,↓
ψ
(o)
3,↑
ψ
(o)
4,↓
 , M⊥ :=

+
r
t
e−iφ3 Q −1
t
e−iφ0 Q
+
1
t
e+iφ0 Q −r
t
e+iφ3 Q
 . (3.1)
In the latter case, the elementary transfer matrix is defined by
ψ
(o)
1,↑
ψ
(o)
3,↑
ψ
(i)
1,↓
ψ
(i)
3,↓
 =M‖

ψ
(i)
2,↑
ψ
(i)
4,↑
ψ
(o)
2,↓
ψ
(o)
4,↓
 , (3.2a)
where
M‖ :=
1
r2 + t2 cos2 θ

re+i(φ0+φ3) te+i(φ0+φ1) cos θ −t2e+i(φ1+φ2) sin θ cos θ rte+i(φ2+φ3) sin θ
−te+i(φ0−φ1) cos θ re+i(φ0−φ3) −rte+i(φ2−φ3) sin θ −t2e−i(φ1−φ2) sin θ cos θ
t2e−i(φ1+φ2) sin θ cos θ −rte−i(φ2+φ3) sin θ re−i(φ0+φ3) te−i(φ0+φ1) cos θ
rte−i(φ2−φ3) sin θ t2e+i(φ1−φ2) sin θ cos θ −te−i(φ0−φ1) cos θ re−i(φ0−φ3)
 .
(3.2b)
We refer the reader to Ref. 42 for the detailed construction of the total transfer matrixMtot corresponding to Fig. 13
from the elementary 4× 4 transfer matrix of Eq. (3.2).
B. Definition of the normalized localization length
As explained in Ref. 42, the transfer matrix Mtot is
pseudo-unitary and belongs to the group SO∗(2M) given
the definition of M in Fig. 13 (M is even). The matrix
M†totMtot built up from Mx with x =⊥ or ‖ is positive
definite and has the doubly degenerate eigenvalues of the
form exp(±2Xx,j) with j = 1, · · · ,M/2, which can be
ordered according to the convention
0 < Xx,1 < · · · < Xx,M/2. (3.3)
The ordered numbers Xx,j with j = 1, · · · ,M/2 are
called Lyapunov exponents. They become selfaverag-
ing random variables as the quasi-one-dimensional limit
L→∞ for fixed M is taken in Fig. 13.54 The quasi-one-
dimensional localization length is defined by
ξx,M := lim
L→∞
L
Xx,1
. (3.4)
As shown by MacKinnon and Kramer,55 criticality in two
dimensions can be probed through the dependence of the
normalized localization length
Λx :=
ξx,M
M
(3.5)
on the width M of the quasi-one-dimensional spin-
directed network model in Fig. 13. We are going to study
12
(a) (b)
FIG. 13. (Color online:) Two examples in the brick-wall representation of two-dimensional spin-directed Z2 network models
built out of the elementary scattering processes shown in Fig. 5. The periodic choice of the transmission amplitudes t+
and t− implements a dimerization pattern. The red and blue lines represent the flow of electron with up and down spins,
respectively. The continuous (dotted) black line represents the scattering with transmission amplitude t+ (t−) between them.
Periodic boundary conditions are imposed along the horizontal and vertical directions in panels (a) and (b), respectively. The
dimensions of these two-dimensional spin-directed Z2 network models are M × L = 8× 4 and L×M = 8× 4 for examples (a)
and (b), respectively.
numerically the dependence on M of the normalized lo-
calization lengths Λ⊥ and Λ‖ defined by the geometries
of Fig. 13(a) and 13(b), respectively. To this end, we
shall use the transfer matrix method from Ref. 55 in
a quasi-one-dimensional geometry with the aspect ratio
L/M = 5× 105. We work in the parameter space (2.7).
C. Finite-size scaling analysis
We apply a finite-size scaling analysis to the normal-
ized localization lengths Λ⊥ and Λ‖ with the goal of
studying the critical properties at the metal-insulator
transition of the two-dimensional spin-directed Z2 net-
work model, if any. To this end, the normalized local-
ization lengths along the vertical Λ⊥ and horizontal Λ‖
directions of the two-dimensional network are calculated
numerically by the transfer matrix method55 as a func-
tion of δ2 with fixed values of the intrinsic parameters
t2 and θ and the geometric parameter M , whereby the
width M ranges from a minimal value Mmin to a maximal
value Mmax.
We extract the critical exponent ν for the power-law
divergence of the localization length defined by
ξ ∝ |z − zc|−ν , (3.6)
where z and zc denote any relevant parameter driving
to the metal-insulator transition and its critical point,
respectively. In the present work, we choose the param-
eter z that controls the distance to the critical point zc
out of δ2, θ, δφ, and t2 defined in Eq. (2.6). It is well
known that the normalized localization length near the
Anderson transition obeys a scaling law (not necessarily
a power law, though).55
We treat the scaling behavior of the inverse
Γx := Λ
−1
x , x ≡⊥, ‖, (3.7)
of the normalized localization length Λx, which is propor-
tional to the Lyapunov exponent Xx,1, a random variable
that is selfaveraging in the thermodynamic limit.54 The
error bars on Γx are easier to obtain than the error bars
on Λx.
We assume that Γx is a scaling function,
56
Γx = Fx
(
ηM1/ν , ζ My
)
, (3.8)
where η and ζ are the relevant and first leading irrelevant
scaling variables, respectively. The irrelevant exponent
y satisfies y < 0. In the limit M → ∞, we further-
more assume that the scaling law (3.8) obeys a Taylor
expansion in powers of the scaling fields η and ζ about
ηM1/ν = ζ My = 0 that we truncate to the order Nrel
and Nirr(p), respectively,
Γx ≈
Nrel∑
p=0
Nirr(p)∑
q=0
F p,qx η
p ζqMp/ν+qy, (3.9)
where F p,qx is the expansion coefficient at the p and q-th
order of ηM1/ν and ζMy, respectively. Here, we have
allowed for the possibility that Nirr(p) depends on p. If
we assume that the expansion coefficients F p,0x are all
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non-vanishing, we may then do the factorization
Γx ≈
Nrel∑
p=0
F p,0x
(
ηM1/ν
)p 1 + Nirr(p)∑
q=1
fp,qx (ζ M
y)
q
 ,
fp,qx :=
F p,qx
F p,0x
.
(3.10)
It is an empirical fact that the fitting procedure (3.10) is
more stable than the fitting procedure (3.9). Finally, we
assume that
η := z − zc, (3.11)
where z and zc were introduced in Eq. (3.6) and
ζ = 1. (3.12)
In other words, we choose as the fitting parameters: (1)
the scaling exponents ν and y, (2) the location of the crit-
ical point zc, (3) the (Nrel + 1) expansion coefficients for
the relevant perturbation F p,0x for p = 0, · · · , Nrel, and
(4) the
∑Nrel
p=0 Nirr(p) expansion coefficients for the lead-
ing irrelevant perturbation, fp,qx for q = 1, · · · , Nirr(p)
and p = 0, · · · , Nrel. We call
Λcx :=
1
F 0,0x
, (3.13)
the universal scaling amplitude of the normalized local-
ization lengths with x =⊥, ‖, respectively. In order to
demonstrate a single-parameter scaling law, we introduce
Λ′x := (Γ
′
x)
−1
, x =⊥, ‖, (3.14a)
where Γ′x is defined by subtracting from Γx its finite-size
correction from the leading irrelevant exponent y, i.e.,
Γ′x := Γx −
Nrel∑
p=0
Nirr(p)∑
q=1
F p,0x f
p,q
x
(
ηM1/ν
)p
Mqy. (3.14b)
The quality of the fit of the data set to the scaling
function is tested as follows. The simplest test for fitting
numerical data is given by
χ2
N
:=
1
N
N∑
j=1
(Oj − Ej)2
σ2
, (3.15)
where Oj (= Γx) runs over the N data, σ
2 is the variance
of the data, and Ej is the value of the fitting function
computed from Eq. (3.10) corresponding to data O. The
values of χ2/N are distributed in the range [0,∞[, and
a perfect fit gives χ2/N = 0. In practice, a fit is accept-
able if χ2/N is smaller than 1. Another measure for the
quality of the fitting procedure is the goodness of fit G
defined by
G := Γni
(
(N − p)/2, χ2/2
)
, (3.16a)
FIG. 14. (Color online:) One and two-dimensional cuts in
the parameter space (2.7) studied in this paper. The one-
dimensional cuts, A defined in Eq. (3.17), B in (3.20), C in
(3.21), D in (3.23), E in (3.26), F in (3.27), and G in (3.28), as
well as the two-dimensional cuts, I-III, defined in Eq. (3.25)
are shown. The red triangle where the three one-dimensional
cuts A,D, and E, cross represents the critical point (3.19).
where
Γni(a, x) :=
1
Γ(a)
∞∫
x
dy ya−1 e−y (3.16b)
denotes the normalized incomplete gamma function. The
values of G are distributed in the range [0, 1]. A perfect
fit gives G = 1.
A consistency check on the fitting procedure is ob-
tained by verifying that the statistical error bar (one
sigma) on a fitting parameter does not exceed the value
of the fitting parameter by an order of magnitude. Error
bars of fitting parameters are themselves estimated from
error-propagation theory given the error bars of Λx.
The fitting with the nonlinear function (3.10) strongly
depends on the initial values of the fitting parameters.
For this reason, we perform iteratively the fitting for the
data set with different initial values of the fitting param-
eters. We then select the best fitting parameters as the
ones with the smallest value of χ2/N , that we denote
χ2min/N . The best fitting parameters and their χ
2
min/N
define the most reliable fit for a given data set. The typi-
cal number of iterations done for a given data set is about
1000.
The best fitting parameters should not strongly de-
pend on the given data set. For this reason, we repeat
our scaling analysis for data sets differing through the
choice of their minimum and maximum values Mmin and
Mmax for the width of the quasi-one-dimensional spin-
directed Z2 network model. As we demonstrate later,
the fitting parameters obtained from data sets with dif-
ferent minimum Mmin and maximum Mmax widths are
not always consistent with each other. To overcome this
difficulty, we estimate the error bars on the fitting param-
eters by making use of the practical-error-bar procedure
from Ref. 57.
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(a-1) (a-2)
(b-1) (b-2)
FIG. 15. (Color online:) The two-dimensional spin-directed Z2 network model is solved numerically along the one-dimensional
cut (3.17) in the three-dimensional parameter space (2.7). Panel (a-1) shows the δ2 dependence of the normalized localization
length Λ⊥ corresponding to the geometry of Fig. 13(a) for several values of M . Panel (b-1) shows the δ
2 dependence of the
normalized localization lengths Λ‖ corresponding to the geometry of Fig. 13(b) for several values of M . A finite-size scaling
analysis of panels (a-1) and (b-1) is performed in panels (a-2) and (b-2), respectively. The horizontal axis is M1/ν |δ2 − δ2c |
with ν and δ2c given in Table II and Table III in Appendix C. The vertical axis Λ
′
x with x =⊥, ‖ is defined by subtracting
from the normalized localization length Λx its finite-size correction from the leading irrelevant exponent y given in Table S-I
and Table S-II from Ref. 45. The red solid curve demonstrates the quality of the data collapse onto a one-parameter scaling
function.
D. Dependence of the normalized localization
length on δ2
To begin with, we choose the one-dimensional cut
A : (0.5, pi/4, δ2), δ2 ∈ [0, 0.5], (3.17)
of three-dimensional parameter space (2.7). Cut A is
shown in Fig. 14 with the label “A”. This cut is far from
the isotropic CC critical point
(0.5, pi/2, 0) . (3.18)
Figures 15(a-1) and 15(b-1) show the δ2 dependence
of the normalized localization lengths Λ⊥ and Λ‖ defined
by the geometries of Fig. 13(a) and 13(b), respectively,
along the cut (3.17) as the width M is increased from
M = 16 to M = 320. According to Fig. 15(a-1), Λ⊥
and Λ‖ increase (decrease) with increasing M for small
(large) values of δ2. The dependence on M of either Λ⊥
or Λ‖ appears to vanish at a value of δ
2 approximately
given by 0.23. This suggests that the point
(t2c , θc, δ
2
c ) := (0.5, pi/4, 0.23) (3.19)
in the three-dimensional parameter space (2.7) is a crit-
ical point at which a metal-insulator transition takes
place.
1. Finite-size scaling for the normalized localization length
with dimerization
To confirm this interpretation of the point (3.19) in
the three-dimensional parameter space (2.7), we have
done a finite-size scaling analysis of the data presented
in Fig. 15(a-1) and 15(b-1) by regarding δ2 as the driv-
ing parameter z in Eq. (3.6), the details of which are to
be found in Tables I, II, and III (from Appendix C for
Tables II and III).
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Figures 15(a-2) and 15(b-2) support the one-parameter
scaling obeyed by Λ′⊥ and Λ
′
‖ in Eqs. (3.14a) and (3.14b)
close to the critical point (3.19) in the three-dimensional
parameter space (2.7). We use values of the irrele-
vant exponent y and the expansion coefficient fp,qx given
in Tables II and III to calculate Λ′⊥ and Λ
′
‖ through
Eqs. (3.14a) and (3.14b).
As is reported in Tables II and III, the fitting param-
eters obtained by varying the minimum and maximum
widths Mmin and Mmax, respectively, are not always
consistent with the statistical error bars, even though
χ2min/N and G are acceptable. On the one hand, Table II
gives values of ν from all data set that vary within the sta-
tistical error bars. On the other hand, Table III gives val-
ues of ν extracted from the data set with Mmin = 16 and
Mmax = 256 that are not within the error bars from the
values of ν extracted from the data set with Mmin = 32
and Mmax = 256, while both set of values are statistically
reliable as measured by χ2min/N . We believe that the
reason for this inconsistency originates from the orders
of truncations Nrel and Nirr(p) in Eq. (3.10), constrained
as they are by the accuracy of our data, being too small.
To overcome this difficulty, we estimate the error bars on
the fitting parameters shown in Table I by making use
of the practical-error-bar procedure from Ref. 57. The
first two lines of Table I give, at the critical point (3.19)
along the cut (3.17), the value of the critical exponent
ν that controls the power-law divergence of the localiza-
tion length, the value |y| for the leading irrelevant scaling
exponent y, the strength of δ2c , the values of the normal-
ized localization length Λc⊥ and Λ
c
‖, and their geometrical
mean
√
Λc⊥Λ
c
‖.
The subsequent two pairs of lines from Table I sum-
marize the results of the same analysis performed along
the one-dimensional cuts
B :
(
0.5, 5pi/16, δ2
)
, δ2 ∈ [0, 0.5], (3.20)
and
C :
(
0.6, pi/4, δ2
)
, δ2 ∈ [0, 0.4], (3.21)
in the three-dimensional parameter space (2.7). Cuts B
and C are shown in Fig. 14 with the labels “B” and “C”.
The details of the finite-size scaling analysis along the
cuts “B” and “C” are presented in Tables IV–V and VI–
VII from Appendix C, respectively. The δ2 dependence
of the normalized localization lengths Λ⊥ and Λ‖ for the
cuts “B” and “C” are shown in Figs. 26 and 27 from
Appendix C, respectively.
The value for the critical point δc along a one-
dimensional cut with t2 and θ fixed in the three-
dimensional parameter space (2.7) obtained from Λ⊥
agrees within error bars with that obtained from Λ‖. This
agreement is required if (t2, θ, δ2c ) is to be interpreted as
a quantum critical point in Anderson localization.
We find the values of the scaling exponent ν to be
distributed around 2.7± 0.2 in Table I. For comparison,
the scaling exponent ν for the ordinary two-dimensional
symplectic class is ν ≈ 2.7.58
In contrast, we observe that the normalized localiza-
tion lengths at the critical point Λc⊥ and Λ
c
‖ along a given
one-dimensional cut in the three-dimensional parameter
space (2.7) from Table I differ. These values also dif-
fer along different cuts in the three-dimensional param-
eter space (2.7) as well as from the value Λc ≈ 1.84 ob-
tained for the ordinary two-dimensional symplectic class
in Ref. 58. However, if we take the geometric average of
Λc⊥ and Λ
c
‖, we find that the value√
Λc⊥Λ
c
‖ ≈ 1.84 (3.22)
agrees with Λc. The result that the geometric average
of Λc⊥ and Λ
c
‖ for the two-dimensional spin-directed Z2
network model agrees with the value Λc for the two-
dimensional Z2 network model from Ref. 42 has a coun-
terpart for the CC network model. In the anisotropic CC
network model defined by the condition 0 ≤ t2 6= 1/2 ≤
1, there are two normalized localization lengths Λc⊥ and
Λc‖ whose geometric average equals the normalized local-
ization length of the isotropic CC network model defined
by the condition t2 = 1/2.51 In either case, this relation is
a manifestation of two-dimensional conformal invariance
at a critical point.59
The difference between Λc⊥ and Λ
c
‖ along the cut (3.20)
is smaller than that along the cut (3.17). This obser-
vation is consistent with the fact that the former cut
is closer than the latter cut to the isotropic CC critical
point (3.18).
The difference between Λc⊥ and Λ
c
‖ along the cut (3.21)
is smaller than that along the cut (3.17). We attribute
this fact to the property that increasing small t increases
Λ⊥, while it decreases Λ‖.
From these observations, we conjecture that the sur-
face states of weak three-dimensional Z2 topological insu-
lators undergo a metal-insulator transition as a result of
the competition between disorder and dimerization that
belongs to the ordinarily two-dimensional symplectic uni-
versality class.
E. Dependence of the normalized localization
length on θ
We are going to study the dependence on θ of the nor-
malized localization lengths Λ⊥ and Λ‖, whereby we re-
call that θ encodes the strength of the spin-orbit cou-
plings.
We first choose the one-dimensional cut
D : (0.5, θ, 0.234), θ ∈ [0, pi/2], (3.23)
of the three-dimensional parameter space (2.7). Cut D
is shown in Fig. 14 with the label “D”. Figures 16(a)
and 16(b) show the normalized localization lengths Λ⊥
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TABLE I. Summary of the finite-size scaling analysis for Γx(= 1/Λx) with x =⊥, ‖ for the three cuts (3.17), (3.20), and
(3.21) from the three-dimensional parameter space (2.7). Only the most important fitting parameters, namely ν, y, δ2c , Λ
c
x,
and
√
Λc⊥Λ
c
‖ are shown. More details on this finite-size scaling analysis can be found in Tables II - VII in Appendix C. The
expected value and its error bar are estimated by employing the practical error bar procedure.57
x θ t2 ν |y| δ2c Λcx
√
Λc⊥Λ
c
‖
⊥ pi/4 0.5 2.89 [2.75 : 2.98] 0.72 [0.59 : 0.90] 0.2340 [0.2334 : 0.2349] 0.935 [0.919 : 0.944] 1.849
‖ pi/4 0.5 2.71 [2.53 : 2.85] 0.47 [0.30 : 0.81] 0.2343 [0.2332 : 0.2355] 3.657 [3.557 : 3.734]
⊥ 5pi/16 0.5 2.80 [2.64 : 2.91] 0.91 [0.55 : 1.49] 0.1591 [0.1579 : 0.1616] 1.290 [1.234 : 1.310] 1.850
‖ 5pi/16 0.5 2.63 [2.55 : 2.79] 1.14 [0.55 : 1.54] 0.1590 [0.1575 : 0.1598] 2.652 [2.622 : 2.716]
⊥ pi/4 0.6 2.84 [2.70 : 2.92] 0.81 [0.51 : 1.21] 0.2765 [0.2752 : 0.2784] 1.225 [1.193 : 1.249] 1.834
‖ pi/4 0.6 2.57 [2.42 : 2.74] 0.85 [0.26 : 1.72] 0.2764 [0.2754 : 0.2772] 2.746 [2.710 : 2.783]
and Λ‖, respectively, as a function of θ along the cut
(3.23). We note that, along the cut (3.23), there is the
critical point (0.5, pi/4, 0.234) of Eq. (3.19) identified in
Sec. III D. The dependence of the normalized localization
lengths Λ⊥ and Λ‖ on the width M depicted in Fig. 16
show the expected metallic behavior for θ < pi/4 and the
expected insulating behavior for θ > pi/4 from the phase
diagram 12(c). We apply the finite-size scaling analy-
sis by using the data points presented in Fig. 16(b) by
choosing θ as the driving parameter z in Eq. (3.6). To im-
prove the stability of the finite-size scaling analysis with
the number of data points at our disposal, we have used
θc = pi/4 and Λc = 3.657 as given in the scaling func-
tion Eq. (3.10). The parameter sets used in the finite-size
scaling analysis is shown in Table VIII from Appendix C.
Applying the practical error bar procedure,57 we obtain
ν = 2.88 [2.81 : 2.98]. (3.24)
This result suggests that the strength of the spin-orbit
couplings is also a control parameter that drives the sur-
face states of weak three-dimensional Z2 topological in-
sulators through the metal-insulator transition belonging
to the ordinary two-dimensional symplectic universality
class among the Anderson transitions.
We proceed with the numerical exploration of the
three-dimensional parameter space (2.7) depicted in
Fig. 12(c) with the three two-dimensional cuts
I : (t2, θ, 0.1), (3.25a)
t2 ∈ [0.1, 0.9], θ ∈ [0, pi/2],
II : (t2, θ, 0.234), (3.25b)
t2 ∈ [0.234, 0.766], θ ∈ [0, pi/2],
III : (t2, θ, 0.35), (3.25c)
t2 ∈ [0.35, 0.65], θ ∈ [0, pi/2],
which are shown in Fig. 14 with the labels “I”, “II”, and
“III”, respectively.
We have calculated the normalized localization length
Λ‖ on any one of the two-dimensional cuts I, II, and III.
We have estimated the positions (t2c , θc) of the critical
points from the θ dependence of the normalized localiza-
tion length Λ‖ at fixed t
2 by using the scaling function
(3.10), but neglecting corrections involving the irrelevant
exponent y. Because of this simplification, the goodness
of fit G defined in Eq. (3.16) is almost zero so that the
obtained values of ν are not reliable. Nevertheless, we
believe that the accuracy of the positions of the criti-
cal point (t2c , θc) are sufficient to confirm the phase di-
agram 12(c). Figures 17(a), 17(b), and 17(c) show the
phase diagrams on the two-dimensional cuts I, II, and
III, respectively. We find that the metallic phase survives
along the boundary t2 = 1 − δ2 for a window of values
of θ’s not too large. This metallic phase undergoes the
transition to the insulating phase upon increasing θ. We
also observe the reentrance driven by t2 near θ ≈ 3pi/8
on the two-dimensional cut (3.25a) in Fig. 17(a). The
lower upper bound on the allowed values of t2 resulting
from the larger fixed values for δ2 preempts any reen-
trance driven by t2 for the two-dimensional cuts II and
III in Figs. 17(b) and 17(c), respectively.
F. Dependence of the normalized localization
length on t2
We continue exploring the phase diagram 12(c) by
studying the t2 dependence of the normalized localiza-
tion lengths Λ⊥ and Λ‖.
1. Finite-size scaling for the normalized localization length
with dimerization
To begin with, we consider the one-dimensional cut
E : (t2, pi/4, 0.234), t2 ∈ [0.234, 0.766], (3.26)
of the three-dimensional parameter space (2.7). Cut E
is shown in Fig. 14 with the label “E”. We note that
this one-dimensional cut also contains the critical point
(0.5, pi/4, 0.234) in Eq. (3.19). Figures 18(a) and 18(b)
show the normalized localization lengths Λ⊥ and Λ‖, re-
spectively, as a function of t2 along the cut (3.26). The
dependence of Λ⊥ and Λ‖ in Fig. 18 on the width M is
reversed compared to the one displayed in Fig. 16. This is
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FIG. 16. (Color online:) The θ dependence of the nor-
malized localization lengths Λ⊥ in panel (a) and Λ‖ in panel
(b) of the two-dimensional spin-directed Z2 network model
with dimerization along the one-dimensional cut (3.23). The
strength of the spin-orbit coupling θ is varied given the values
t2 = 0.5 and δ2 = 0.234 for fixed M ranging from 16 to 256.
The vertical and horizontal dashed lines represent θc and Λx,c,
respectively, as deduced from the finite-size scaling analysis
summarized in Table. I.
so because increasing t2 along the cut E in Fig. 14 drives a
transition from the insulating to the metallic phase, while
increasing θ along the cut D in Fig. 14 drives a transi-
tion from the metallic to the insulating phase. We also
note for Fig. 18(b) that, when the width M is sufficiently
small, the normalized localization length Λ‖ for t
2 < 0.5
is larger than that for t2 > 0.5, while this relation is in-
verted when M is sufficiently large. This observation is
a manifestation of finite-size corrections to scaling.
In Fig. 17(a), we have observed reentrance near θ ≈
3pi/8 in the t2 dependence of the normalized localization
lengths Λ⊥ and Λ‖. To examine in more detail reentrance
driven by t2, we choose the one-dimensional cut
F : (t2, 19pi/48, 0.1), t2 ∈ [0.1, 0.9], (3.27)
of the three-dimensional parameter space (2.7). Cut F is
shown in Fig. 14 with the label “F”. Cut F is also shown
in Fig. 17(a) by the horizontal dashed line.
Figures 19(a) and 19(b) show the normalized local-
ization lengths Λ⊥ and Λ‖, respectively, along the cut
(3.27). Inspection of Fig. 17(a) shows that cut F comes
close to an extended segment of the boundary between
the metallic and insulating phases when 0.45 ≤ t2 ≤ 0.8.
Hence, the proximity to the phase boundary of cut F
when 0.45 ≤ t2 ≤ 0.8 implies that the dependence of
the normalized localization lengths on the width M is
weak along this portion of cut F in Fig. 14. Neverthe-
less, the signature of a metal-to-insulator transition upon
increasing t2 through t2 ≈ 0.75 and the signature of an
insulator-to-metal transition upon increasing t2 through
t2 ≈ 0.45 are visible in Fig. 19(a) and in its inset, respec-
tively. Reentrance is also visible in Fig. 19(b) and in its
inset. We have also studied the normalized localization
lengths along other one-dimensional cuts parametrized
by t2 in the planes I, II, and III defined by Eqs. (3.25a),
(3.25b), and (3.25c), respectively. We have opted not to
present these results for lack of space. It suffices to say
that the dependence on t2 along these cuts is compatible
with the phase diagram in Fig. 17.
2. Finite-size scaling for the normalized localization length
without dimerization
We continue by studying surface states of a weak three-
dimensional Z2 topological insulators without dimeriza-
tion, i.e., δ2 = 0 and we fix θ to the value pi/4. This
defines the one-dimensional cut
G : (t2, pi/4, 0), t2 ∈ [0, 1], (3.28)
of the three-dimensional parameter space (2.7). Cut G
is shown in Fig. 14 with the label “G”. The dependence
on M of the normalized localization length Λ⊥ and Λ‖
corresponding to the geometries of Figs. 13(a) and 13(b),
respectively, as t2 is increased along the interval [0, 1] is
the following.
Figure 20 shows the normalized localization length Λ⊥
in panel (a) and Λ‖ in panel (b) as a function of t
2.
On the one hand, according to Fig. 20(b), Λ‖ increases
with increasing M for values of t2 ranging from 0.05 to
0.95. This would be the signature for a metallic phase for
these values of t2 if we could show that Λ⊥ also diverges
in the limit M → ∞. According to Fig. 20(a), Λ⊥ also
increases with increasing M for t2 larger than 0.05. We
conclude that the phase at δ2 = 0, θ = pi/4, and for
0.05 < t2 < 0.95 is metallic.
For values of t2 smaller than 0.05, Λ⊥ decreases with
increasing M very close to t2 = 0 according to the inset
of Fig. 20(a). However, this apparent insulating depen-
dence on M of Λ⊥ for t
2 < 0.05 might be a finite-size
artifact due to the fact that Λ⊥ must vanish at t
2 = 0.
In this scenario, the value of M beyond which metallic
dependence of Λ⊥ on M is the rule diverges as t
2 → 0.
This scenario is consistent with the observation that the
goodness of fit G in Eq. (3.16) is the poorest for t2 < 0.05.
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FIG. 17. (Color online:) The phase diagrams obtained from the θ dependence of the normalized localization length Λ‖ on the
two-dimensional cuts (a) I (δ2 = 0.1), (b) II (δ2 = 0.234), and (c) III (δ2 = 0.35). The critical points obtained by the finite-size
scaling analysis are marked by red dots. The connecting green lines are guides to the eyes. The point t2 = δ2 and θ = 0 is
critical by construction. The two vertical dashed lines in each panel indicate the allowed minimum and maximum values of t2.
The horizontal dashed line in panel (a) represents the one-dimensional cut “F” (θ = 19pi/48) defined in Eq. (3.27).
Moreover, the following argument supports this scenario
and the conclusion that the phase is metallic inside the
two-dimensional cut of parameter space at δ2 = 0.
When t2 = 0, the two-dimensional spin-directed Z2
network model realizes a unidirectional metal that con-
sists of M (even) independent pairs of helical edge states
supporting the dimensionless conductance M along their
direction of propagation [the direction ‖ in the geome-
try of Fig. 20(b)] and a vanishing conductance in the
orthogonal direction [the direction ⊥ in the geometry
of Fig. 20(a)]. We first assume that limM→∞ Λ⊥ = 0,
where the limit M → ∞ is taken with M even, per-
sists away from t2 = 0 for sufficiently small values of
t2. We are going to show that this first assumption con-
tradicts the second assumption limM→∞ Λ‖ =∞, where
the limit M → ∞ is taken with M even, for all val-
ues of t2. [The second assumption is supported empiri-
cally for all the values of t2 shown in Fig. 20(b), whereas
the first assumption is not unambiguously supported by
Fig. 20(a).] These two assumptions are in mutual con-
tradiction, for the first assumption implies that the two-
dimensional spin-directed Z2 network model realizes a
quasi-one-dimensional quantum wire with an even num-
ber 2M of channels in the symplectic symmetry class.
Such a quasi-one-dimensional wire is necessarily local-
ized, i.e., limM→∞ Λ‖ = 0, in contradiction with the
second assumption. Since our finite-size scaling analy-
sis puts the second assumption on firmer ground than
the first assumption, we conclude that a two-dimensional
metallic phase in the symplectic symmetry class is estab-
lished for any non-vanishing t2.
G. Dependence of the normalized localization
length on δφ
So far, we have focused on the maximally disordered
case by setting δφ = 2pi in Eq. (2.7). It is time to inves-
tigate how the normalized localization lengths Λ⊥ and
Λ‖ at the point (3.19) marked by the triangle in Fig. 14
depends on the width δφ of the random phases defined
in Eq. (2.6). We recall that the triangle in Fig. 14 is the
critical point defined by the intersection of the cuts A,
D, and E when δφ = 2pi.
The dependence on 0 ≤ δφ ≤ 2pi of the normal-
ized localization lengths Λ⊥ and Λ‖, respectively, at the
point (3.19) is shown in Figs. 21(a) and 21(b). We ob-
serve that Λ⊥ and Λ‖ are both increasing functions of
0 ≤ δφ < 2pi that appear to converge to the critical val-
ues of Λc⊥ and Λ
c
‖, respectively, at the critical point (3.19)
when δφ = 2pi. Hence, disorder favors delocalization
over localization for the surface states of weak three-
dimensional Z2 topological insulators. For any fixed
0 ≤ δφ < 2pi, we also observe that the normalized local-
ization lengths Λ⊥ and Λ‖ both decrease with increasing
the width M . This insulating behavior is caused by the
finite dimerization δ2 = 0.23. Hence, we deduce that the
cut
H : (t2, θ, δφ, δ2) := (0.5, pi/4, δφ, 0.23), 0 ≤ δφ < 2pi
(3.29)
realizes an insulating phase. Along the same lines, we
expect that the phase diagrams presented in Fig. 17 are
qualitatively correct for a weaker disorder 0 < δφ < 2pi
than δφ = 2pi, albeit with a smaller metallic region.
IV. NUMERICAL DATA FOR AN ODD
NUMBER OF DIMERIZED CHANNELS
As was emphasized in Refs. 40, 60, and 61, weak three-
dimensional Z2 topological insulators are characterized
by a dependence on the parity in the stacking num-
ber of strong two-dimensional Z2 topological insulators.
This parity effect can be illustrated in the context of
the two-dimensional spin-directed Z2 network model by
weakly perturbing the quasi-one-dimensional symplectic
metallic fixed point (2.9) from Sec. II C 1 in the limit M
fixed and L → ∞. In this quasi-one-dimensional limit,
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FIG. 18. (Color online:) The t2 dependence of the normal-
ized localization lengths Λ⊥ in panel (a) and Λ‖ in panel (b)
of the two-dimensional spin-directed Z2 network model with
dimerization along the one-dimensional cut (3.26) at θ = pi/4
and δ2 = 0.234 for fixed M ranging from 16 to 128. The
vertical and horizontal dashed lines represent t2c and Λx,c as
deduced from the finite-size scaling analysis summarized in
Table. I, respectively.
the localization properties of the two-dimensional spin-
directed Z2 network model depend on the parity of M .
If M = 2M ′ is even, as we have assumed all along so
far, then the transfer matrix belongs to the Lie group
SO∗(4M ′) and exponential localization is the rule.62 If
M = 2M ′ + 1 is odd, the transfer matrix belongs to the
Lie group SO∗(4M ′+2) and there is one pair of Kramers
degenerate helical quasi-one-dimensional channels that is
perfectly conducting.6–8
We are going to derive this parity effect for the two-
dimensional spin-directed Z2 network model shown in
Fig. 22 that represents surface states from stacked layers
of an odd number of strong two-dimensional Z2 topolog-
ical insulators in Fig. 2. By comparing Fig. 6(a) with
Fig. 22(a), we observe that two rows of vertices denoted
by empty circles were added in Fig. 22(a) at the bottom
and at the top of Fig. 6(a). Correspondingly, all vertices
represented by filled circles colored in green in Fig. 22(a)
correspond to the elementary scattering process between
four incoming and four outgoing plane waves defined in
FIG. 19. (Color online:) The t2 dependence of the nor-
malized localization lengths Λ⊥ in panel (a) and Λ‖ in panel
(b) of the two-dimensional spin-directed Z2 network model
with dimerization along the one-dimensional cut (3.27) at
θ = 19pi/48 and δ2 = 0.1 for fixed M ranging from 16 to
128. Inset: Dependence on t2 near t2 ≈ 0.4 for panel (a) and
near t2 ≈ 0.8 for panel (b).
Eq. (2.3), while all vertices represented by empty cir-
cles in Fig. 22(a) correspond to the perfectly reflecting
boundary condition(
ψ
(o)
↑
ψ
(o)
↓
)
= Sref
(
ψ
(i)
↑
ψ
(i)
↓
)
, Sref := e
iφ σ0, (4.1)
where 0 ≤ φ ≤ 2pi. Fig. 22(a).
The total transfer matrix M‖,tot that defines a two-
dimensional spin-directed Z2 network model with 2M ′+1
Kramers’ pairs of conducting channels is built from the
elementary 4×4 transfer matrixM‖ defined in Eq. (3.2b)
and the elementary 2× 2 transfer matrix defined by(
ψ
(o)
↑
ψ
(i)
↓
)
=Mref
(
ψ
(i)
↑
ψ
(o)
↓
)
, Mref :=
(
e+iφ 0
0 e−iφ
)
.
(4.2)
The matrixM‖,tot belongs to the Lie group SO∗(4M ′ +
2). Hence, the matrix M†‖,totM‖,tot has doubly de-
generate eigenvalues of the form exp(±2X‖,j) with j =
1, · · · ,M/2 as well as doubly degenerate eigenvalues of
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FIG. 20. (Color online:) The t2 dependence of the normal-
ized localization lengths Λ⊥ in panel (a) and Λ‖ in panel (b)
of the two-dimensional spin-directed Z2 network model with-
out dimerization, at θ = pi/4, and for fixed M ranging from
16 to 256. Inset: Dependence on t2 near t2 = 0 for panel (a)
and near t2 = 1 for panel (b).
the form exp(2X‖,0) = 1, i.e., X‖,0 = 0. We shall assume
the convention
0 = X‖,0 < X‖,1 < · · · < X‖,M/2 (4.3)
when ordering the Lyapunov exponents.
We have computed numerically the Lyapunov expo-
nents X‖,j by the transfer matrix method.
55 In the quasi-
one-dimensional limit, as anticipated, we have found the
doubly degenerate eigenvalues X‖,0 = 0 for a sampling of
points from the three-dimensional parameter space (2.7).
Since the largest localization length is nothing but the in-
verse of the Lyapunov exponent X‖,0, the fact X‖,0 = 0
is interpreted as the existence of a perfectly conducting
pair of Kramers’ degenerate quasi-one-dimensional chan-
nels associated to an infinite localization length anywhere
in the three-dimensional parameter space (2.7). In other
words, stacking an odd number of strong two-dimensional
Z2 topological insulators in Fig. 2 always delivers a single
perfectly conducting pair of Kramers’ degenerate quasi-
one-dimensional channels for arbitrary dimerization and
arbitrary local disorder that preserve time-reversal sym-
metry. The same result was also obtained in Ref. 40.
This implies that, even in the insulating phase in the
phase diagram of Fig. 12, there exists a single pair of
Kramers’ degenerate quasi-one-dimensional channels of
perfect conduction as long as M is odd. Hereby, surface
states of a weak three-dimensional Z2 topological insula-
FIG. 21. (Color online:) The δφ dependence of the nor-
malized localization lengths Λ⊥ in panel (a) and Λ‖ in panel
(b) of the two-dimensional spin-directed Z2 network model at
t2 = 0.5, θ = pi/4 and δ2 = 0.234 for fixed M ranging from
16 to 128. The horizontal dashed lines in panels (a) and (b)
represent Λc⊥ = 0.935 and Λ
c
‖ = 3.657, respectively.
tor with an odd number of stacking layers support, in the
quasi-one-dimensional limit, a perfectly conducting pair
of Kramers’ degenerate quasi-one-dimensional channels,
even in the presence of dimerizations.
We have also applied the finite-size scaling analysis
encoded by Eqs. (3.4) and (3.5) to the normalized lo-
calization length Λ‖ obtained from the second smallest
Lyapunov exponent X‖,1. The δ
2 dependence of the nor-
malized localization length Λ‖ along the one-dimensional
cut “A” defined in Eq. (3.17) for various width M is sum-
marized in Fig. 23. Although finite-size corrections are
more pronounced for an odd stacking than for an even
stacking in Fig. 2, the first subleading normalized local-
ization length Λ‖ undergoes a metal-insulator transition
at δ2c ≈ 0.234 belonging to the same universality class as
that occurring for an even stacking. This suggests that
a “two-fluid picture” applies when stacking an odd num-
ber of strong two-dimensional Z2 topological insulators
in Fig. 2 in the quasi-one-dimensional limit. While there
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(a)
(b)
FIG. 22. (Color online:) A two-dimensional spin-directed Z2
network model with the dimensions (2M ′ + 1) × 2M ′ where
M ′ = 3 in the vertex (a) and the brick-wall representations
(b), respectively. The difference with the two-dimensional
spin-directed Z2 network model shown in Fig. 6(a) is the ad-
dition of a bottom and a top row of vertices represented by
empty circles at which perfectly reflecting boundary condi-
tions must be imposed in panel (a).
exists a perfectly conducting quasi-one-dimensional chan-
nel, the localization properties of all remaining quasi-
one-dimensional channels are those of an even number of
stacked strong two-dimensional Z2 topological insulators
in Fig. 2.
V. NUMERICAL DATA WITH
TRIMERIZATION
The parity effect discussed in Sec. IV is also the rea-
son for which the spin-directed Z2 network model with
trimerization shown in Fig. 24 is always delivering a
metallic phase. We first defend this assertion using a
qualitative argument. We then present numerical results
in support of this assertion.
FIG. 23. (Color online:) The δ2 dependence of the normal-
ized localization length Λ‖ calculated from the second small-
est positive Lyapunov exponent X‖,1 for the spin-directed Z2
network model with an odd number channels. The parameter
t2 and θ are fixed to t2 = 0.5 and θ = pi/4, so as to facil-
itate comparison with Fig. 15 when the number of channels
is even, while all other parameters are the same. The verti-
cal dashed line represents δ2c = 0.234, as deduced from the
finite-size scaling analysis summarized in Table. I.
A. Qualitative argument
In the limit of t+  t−, we may replace the three
pairs of helical modes in a trimer by a single effective
pair of helical modes, which is then coupled by t− to
its neighboring effective pairs of helical modes. Thus,
the two-dimensional trimerized spin-directed Z2 network
model reduces to a two-dimensional spin-directed Z2 net-
work model without polymerization in this limit. In the
opposite limit t+  t−, any two pairs of helical modes
coupled by t− become inert (localized) and the remain-
ing pairs of helical modes are weakly coupled without
polymerization. The same conclusion follows from the
point of view of surface states realizing an even number
of Dirac cones. Scattering matrix elements are needed
that couple pairwise the surface Dirac cones in order to
localize the Dirac modes. Trimerization does not deliver
such matrix elements.
From the examples of dimerization and trimerization,
we conjecture the following parity effect. The com-
bined effects of polymerization and disorder for the two-
dimensional spin-directed Z2 network model produces a
phase diagram with either (i) two insulating phases sep-
arated by a metallic phase when the breaking of transla-
tion symmetry involves a repeat unit cell consisting of an
even number of helical modes in the clean limit, (ii) or
a single metallic phase when the breaking of translation
symmetry involves a repeat unit cell consisting of an odd
number of helical modes in the clean limit.
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FIG. 24. (Color online:) Two-dimensional spin-directed
Z2 network model with M = 6M ′ an even integer multiple
of 3. The periodic pattern for the transmission amplitudes
implements a trimerization, as is indicated by the enlarged
unit cell.
B. Numerics
1. Transfer matrix
Two transfer matrices M⊥ and M‖ are defined as in
Sec. III A, except for the pattern of trimerization shown
in Fig. 24 for the transmission amplitude.
2. Definition of the normalized localization length
The normalized localization lengths Λ⊥ and Λ‖ are de-
fined as in Sec. III B, except for the pattern of trimeriza-
tion shown in Fig. 24 for the transmission amplitude.
3. Finite-size scaling for the normalized localization length
in the presence of trimerization
Figure 25 shows the δ2 dependence of the normalized
localization lengths Λ⊥ and Λ‖ along the one-dimensional
cut (3.17) with t2± = 0.5 ± δ2 and θ = pi/4 in the two-
dimensional trimerized spin-directed Z2 network model.
According to Fig. 25(a), the normalized localization
FIG. 25. (Color online:) Combined effects of trimerization
and disorder for a two-dimensional spin-directed Z2 network
model. The δ2 dependence of the normalized localization
length at t2 = 0.5 and θ = pi/4 for fixed M ranging from
24 to 192 is shown in panel (a) for Λ⊥ and in panel (b) for
Λ‖. Inset: Dependence on δ
2 near δ2 = 0.5 for panel (a) and
for panel (b).
length Λ⊥ at fixed t
2
± = 0.5 ± δ2, θ = pi/4, and δ2
increases with increasing M , whereas it is a decreas-
ing function with increasing δ2 at fixed t2± = 0.5 ± δ2,
θ = pi/4, and M . The latter decrease of Λ⊥ with in-
creasing δ2 is expected since Λ⊥ = 0 because of t
2
− = 0
at δ2 = 0.5. A signature of the point t2− = 0 is visi-
ble in the inset of Fig. 25(a) in which the dependence
of Λ⊥ on 0.25 < δ
2 < 0.5 for fixed M ranging from
24 to 192 is shown. Indeed, upon approaching from be-
low δ2 = 0.5, the dependence of Λ⊥ on M undergoes a
crossover from monotonically increasing to monotonically
decreasing. We attribute this fact to the same finite-size
artifact discussed in the last paragraph of Sec. III F 2 that
is responsible for a similar crossover of the dependence
of Λ⊥ on M in the inset of Fig. 20(a) upon approaching
from above t2 = 0.
According to Fig. 25(b), the normalized localization
length Λ‖ at fixed t
2
± = 0.5±δ2, θ = pi/4, and δ2 increases
with increasing M . Moreover, it is an increasing function
of δ2 at fixed t2± = 0.5± δ2, θ = pi/4, and M .
Thus, there is no sign of a transition from a metal-
lic to an insulating phase in the two-dimensional trimer-
ized spin-directed Z2 network model upon increasing the
value of δ2, as was the case for the two-dimensional
dimerized spin-directed Z2 network model at the critical
point (3.19), see Fig. 15. The absence of the insulating
phase in the two-dimensional spin-directed Z2 network
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model with trimerizations has also been confirmed by
studying the θ and t2 dependences along the cuts (3.23)
and (3.26), respectively, of the normalized localization
lengths Λ⊥ and Λ‖.
VI. SUMMARY AND DISCUSSION
We have shown that the surface states of a weak three-
dimensional Z2 topological insulator can be modeled by
a two-dimensional spin-directed Z2 network model. In
other words, a two-dimensional spin-directed Z2 network
model can be interpreted as an effective lattice regular-
ization for the surface states of a weak three-dimensional
Z2 topological insulator. The qualifier Z2 indicates here
that time-reversal symmetry is present, but SU(2) spin-
rotation symmetry is broken.
We have studied the combined effects of polymeriza-
tion and disorder in a two-dimensional spin-directed Z2
network model. Polymerization implies that the lattice
symmetry group G of the two-dimensional spin-directed
Z2 network model is reduced to a nontrivial subgroup G′
in the clean limit.
On the one hand, if the polymerization opens a spectral
gap in the clean limit and if the disorder strength is weak
relative to the polymerization gap, single-particle states
are localized. As the ratio of the disorder strength to
the polymerization gap is increased, a quantum phase
transition from an insulating to a metallic phase takes
place. This transition is smooth and we have shown that
it belongs to the two-dimensional symplectic universality
class in the theory of Anderson localization, as measured
by the power-law divergence of the localization length
with the scaling exponent ν ≈ 2.7. This metallic phase
is connected to the critical point that separates the two
polymerized-gapped phases in the clean limit.
On the other hand, if the polymerization does not open
a spectral gap in the clean limit, i.e., if the pattern of
symmetry breaking G→ G′ is associated to an enlarged
unit cell of the two-dimensional spin-directed Z2 network
model that is built out of an odd integer number of the
unit cell prior to switching on polymerization, then the
metallic phase is robust to any short-range correlated dis-
order.
The two-dimensional spin-directed Z2 network model
studied in this paper is the second example of a two-
dimensional directed network model after that of the di-
rected CC network model. Similarly to the directed CC
network model, it is an effective lattice model that cap-
tures some low-energy and long-wave length properties
of surface states of weak three-dimensional topological
insulators, such as the universal properties of a quantum
phase transition from the theory of Anderson localiza-
tion. There is an important difference with regard to
the long-distance physics of the two classes of network
models, however. Charge transport for the directed CC
network model is intrinsically anisotropic: ballistic chiral
transport in one direction and critical (diffusive) trans-
port in the other direction. By contrast, charge trans-
port for the spin-directed Z2 network model is effectively
isotropic at long wave lengths, as is illustrated after a
rescaling of velocities in the limiting Dirac Hamiltonians.
There exists a network model for each of the ten sym-
metry classes in the theory of Anderson localization.63
Regardless of the dimensionality of space, five of these
network models encode the effects of disorder on strong
topological insulators, noninteracting insulators with re-
sponse functions whose topological character are pro-
tected by symmetry.64–66 By stacking and weakly cou-
pling a family of strong two-dimensional topological in-
sulators from a given symmetry class, one obtains a weak
three-dimensional topological insulator. We conjecture
that the combined effects of breaking the stacking sym-
metry in a periodic way (polymerization) and disorder on
the phase diagram of a weak three-dimensional topolog-
ical insulator from a given symmetry class are captured
by a two-dimensional “directed” network model built out
of an elementary scattering matrix within this symme-
try class. As we have seen for the two-dimensional spin-
directed Z2 network model of this paper, and as expected
from theoretical considerations,38,53,67–69 unpolymerized
network models are not expected to support insulating
phases. Furthermore, the dichotomy between anisotropic
versus isotropic transport is expected to apply to the
three symmetry classes with a Z index (the symmetry
classes A, C, and D) and the two symmetry classes with
a Z2 index (the symmetry classes AII and CII), respec-
tively.38
An outstanding open problem is the interplay of dis-
order and interactions for the surface states of three-
dimensional weak Z2 topological insulators, given the
fact that interactions can stabilize states of matter that
fall outside the classification of noninteracting topologi-
cal insulators.67,70–82
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Appendices
A. QUASI-ONE-DIMENSIONAL MODEL FOR
THE SURFACE STATES OF A WEAK
THREE-DIMENSIONAL Z2 TOPOLOGICAL
INSULATOR
Figure 1 depicts a two-dimensional Z2 topological band
insulator. The interior of the ellipse shown in Fig. 1(a)
is called the bulk. The boundary of the ellipse shown
in Fig. 1(a) is the edge. Figure 1 represents a model of
noninteracting electrons such that (i) the single-particle
eigenstates with support in the bulk display a spectral
gap ∆ as is indicated in Fig. 1(b), while (ii) the single-
particle eigenstates with support on the edge realize a
two-fold degenerate dispersion that crosses the spectral
gap of the bulk states as is indicated in Fig. 1(b), are
extended along the edge, but are exponentially localized
in the direction perpendicular to the edge. These edge
states represent a single pair of Kramers’ degenerate elec-
trons propagating with opposite velocities. These edge
states are also called helical states as the expectation val-
ues of the electronic spins are opposite for each electron
forming the Kramers’ degenerate pair and change with
the momenta k of the electrons parallel to the edge. The
low-energy and long-wave-length effective Hamiltonian of
the single pair of helical states depicted in Fig. 1(a) is
HˆHelical :=
∫
edge
dx
(
Ψˆ†(−i) v σ3 ∂x Ψˆ
)
(x). (A1a)
Units are chosen so that ~ = 1. The speed v is positive by
convention. The operators Ψˆ†α(x) and Ψˆα(x) create and
destroy at the position x along the edge an electron with
the projection α =↑, ↓ of its spin along the spin quanti-
zation axis, respectively. They make up the doublet of
operators Ψˆ†(x) and Ψˆ(x), respectively. The Pauli ma-
trices σ1, σ2, and σ3 act on the spin components of the
electrons. The unit 2× 2 matrix in spin space is denoted
σ0. Hamiltonian (A1a) is invariant under the operation
of time reversal defined by
Ψˆ†(x) = Ψˆ′†(x)K σ2, Ψˆ(x) = σ2K Ψˆ
′(x), (A1b)
where K denotes the operation of complex conjugation.
A layered microscopic model that captures the tun-
neling of helical edge states between adjacent layers for
energy scales below the bulk gap ∆ is defined by the
Hamiltonian
Hˆlayered :=
∫
edge
dx
2N∑
n=1
[(
Ψˆ†n(−i) vn σ3 ∂x Ψˆn
)
(x) + Ψˆ†n(x)µn(x)σ0 Ψˆn(x)
]
+
∫
edge
dx
2N−1∑
n=1
Ψˆ†n+1(x)
λn,0
2
σ0 + i
3∑
j=1
λn,j
2
σj
 Ψˆn(x) + H.c.
 .
(A2a)
There is an even number of layers 2N . Each layer n
with n = 1, · · · , 2N has its own Fermi velocity vn > 0
and chemical potential µn ∈ R. Any two consecutive lay-
ers are coupled by hopping matrix elements parametrized
by the four independent real-valued couplings λn,µ with
µ = 0, 1, 2, 3 and n = 1, · · · , 2N − 1. Open boundary
conditions are chosen along the layering axis. Hamilto-
nian (A2a) is invariant under the operation of time re-
versal defined by
Ψˆ†n(x) = Ψˆ
′†
n (x)K σ2, Ψˆn(x) = σ2K Ψˆ
′
n(x), (A2b)
where K denotes the operation of complex conjugation
and n = 1, · · · , 2N . Hamiltonian (A2a) is depicted in
Fig. 2.
We can turn the layered model (A2) into a layered
microscopic model of a weak three-dimensional Z2 topo-
logical band insulator by demanding that
vn = vu,x + (−1)n vs, µn = µu + (−1)n µs,
λn,µ =
(
1− δn,2N
) [
λu,µ + (−1)n λs,µ
]
, µ = 0, 1, 2, 3,
(A3)
for n = 1, · · · , 2N .
It is shown in the supplementary material45 how to
construct a continuum limit of Hˆlayered that delivers the
single-particle Dirac Hamiltonian
HAIId ≡ vs,x σ3 ⊗ τ3 (−i)∂x + vu,y σ0 ⊗ τ1 (−i)∂y
+ u¯+,0 σ0 ⊗ τ0 + u¯−,0 σ0 ⊗ τ3
+
3∑
j=1
2 w¯′′+,j σj ⊗ τ1 + 2 w¯′−,0 σ0 ⊗ τ2. (A4)
The parameters vs,x and vu,y enter as anisotropic Dirac
velocities. The parameter u¯+,0 enters as a chemical po-
tential. The parameter 2 w¯′−,0 enters as a mass. The
mass term anticommutes with all terms except for the
chemical potential. The remaining 4 terms with the pa-
rameters u¯−,0 and w¯
′′
+,j (j = 1, 2, 3) do not anticommute
with all the gamma matrices multiplying the first deriva-
tives in position space.
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B. DIRAC HAMILTONIAN FROM THE
TWO-DIMENSIONAL SPIN-DIRECTED Z2
NETWORK MODEL
Starting from the two-dimensional CC network model,
Ho and Chalker derived in Ref. 83 the random Dirac
Hamiltonian studied in Ref. 84 on its own merits. The
two-dimensional Z2 network model for a strong two-
dimensional Z2 topological insulator was related to a ran-
dom Dirac Hamiltonian in Ref. 44. As we show in the
supplementary material, it is possible to take the contin-
uum limit of the two-dimensional spin-directed Z2 net-
work model by performing a gradient expansion of the
random phases entering the network model and by per-
forming an expansion in the deviations about the points
(t2, θ, δ2) = (t2, pi/2, 0), (B1)
and
(t2, θ, δ2) = (t2, 0, 0), (B2)
respectively, in the three-dimensional parameter
space (2.7).
As derived in the supplemental material45, close to the
point (B1), the continuum limit of the two-dimensional
spin-directed Z2 network model is captured by the single-
particle Dirac Hamiltonian
Hθ=pi/2 =
[
t r
(
px − py
)
σ1 +
(
r2 px + t
2 py
)
σ2
]⊗ τ0
− [t r (Ax −Ay)σ1 + (r2Ax + t2Ay)σ2]⊗ τ3
−mσ3 ⊗ τ3 + V0 σ0 ⊗ τ0
− θ′ t (λφ σ0 ⊗ τ1 + 2σ0 ⊗ τ2) . (B3a)
Here, a second set of Pauli matrices τ1, τ2, and τ3, to-
gether with the unit 2×2 matrix τ0 has been introduced.
There appear the two-dimensional momentum operators,
px and py, and a mass, m. This Hamiltonian is invariant
under reversal of time, i.e.,
T Hθ=pi/2 T −1 = Hθ=pi/2, T := iσ2 ⊗ τ1K, (B3b)
where K denotes the operation of complex conjugation.
The mass m that encodes the dimerization (m ∝ δ2)
multiplies the matrix σ3⊗ τ3 that anticommutes with all
other contributions to the continuum limit (B3a) with
V0 = 0. Hence, dimerization opens a spectral gap in the
spectrum of Hamiltonian (B3a). The other parameters
Ax, Ay, V0, λφ, and θ
′ ≡ pi/2− θ commute with all other
terms, except for the term with m. At the isotropic point
defined by t2 = r2 = 1/2, Hamiltonian (B3a) becomes
the Dirac Hamiltonian
Hθ=pi/2 =
1√
2
(
p′x σ1 + p
′
y σ2
)⊗ τ0 + V0σ0 ⊗ τ0
− 1√
2
(
A′x σ1 +A
′
y σ2
)⊗ τ3 −mσ3 ⊗ τ3
− θ
′
√
2
(
λφ σ0 ⊗ τ1 + 2σ0 ⊗ τ2
)
(B4a)
where
p′x ≡
px − py√
2
, p′y ≡
px + py√
2
,
A′x ≡
Ax −Ay√
2
, A′y ≡
Ax +Ay√
2
. (B4b)
Close to the point (B2), the continuum limit of the two-
dimensional spin-directed Z2 network model is captured
by the single-particle Dirac-like Hamiltonian
Hθ=0 = px σ0 ⊗ τ3 +
(
t r py σ1 + t
2 py σ2
)⊗ τ0
+
[
t r
(
Ax −Ay
)
σ1 −
(
r2Ax + t
2Ay
)
σ2
]⊗ τ3
+mσ3 ⊗ τ3 + θ t
(
λφ σ0 ⊗ τ1 + 2σ0 ⊗ τ2
)
+ V0 σ0 ⊗ τ0. (B5a)
This Hamiltonian is invariant under reversal of time, i.e.,
T Hθ=0 T −1 = Hθ=0, T := iσ2 ⊗ τ1K, (B5b)
where K denotes the operation of complex conjugation.
As was the case for the continuum limit (B3a), the term
V0 σ0 ⊗ τ0 acts as a chemical potential, for it commutes
with all contributions to the continuum limit (B5a). We
shall set V0 = 0 when deciding if a gap at energy 0 is
opened by dimerization. In comparison to the continuum
limit (B3a), the term px σ0 ⊗ τ3 has appeared that com-
mutes with all contributions to the continuum limit (B5a)
except for the term θ t
(
λφ σ0 ⊗ τ1 + 2σ0 ⊗ τ2
)
. If we
set t = Ax = Ay = V0 = 0, we find the two (two-
fold degenerate) gapless dispersions |px ±m|. More gen-
erally, a branch of excitation is expected to cross the
energy 0 at some m-dependent value of the momen-
tum when θ = V0 = 0. As the coupling m is caused
by dimerization, dimerization thus fails to open a gap
if we set θ = V0 = 0. On the other hand, because
the term θ t
(
λφ σ0 ⊗ τ1 + 2σ0 ⊗ τ2
)
anticommutes with
both mσ3⊗τ3 and px σ0⊗τ3, we expect that a sufficiently
large θ opens a gap for a given m.
C. DETAILS OF FINITE-SIZE SCALING
ANALYSIS
Figures 26 and 27 show δ2 dependence of the nor-
malized localization lengths Λ⊥ and Λ‖ for the one-
dimensional cut “B” and “C”, respectively. Tables II-
VIII present the values of the sets of parameters used in
finite-size scaling analysis.
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FIG. 26. (Color online:) The two-dimensional spin-directed Z2 network model is solved numerically along the one-dimensional
cut (3.20) in the three-dimensional parameter space (2.7). Panel (a-1) shows the δ2 dependence of the normalized localization
length Λ⊥ corresponding to the geometry of Fig. 13(a) for several values of M . Panel (b-1) shows the δ
2 dependence of the
normalized localization lengths Λ‖ corresponding to the geometry of Fig. 13(b) for several values of M . A finite-size scaling
analysis of panels (a-1) and (b-1) is performed in panels (a-2) and (b-2), respectively. The horizontal axis is M1/ν |δ2 − δ2c |
with ν and δ2c given in Table IV and Table V. The vertical axis Λ
′
x with x =⊥, ‖ is defined by subtracting from the normalized
localization length Λx its finite-size correction from the leading irrelevant exponent y given in Table IV and Table V. The red
solid curve demonstrates the quality of the data collapse onto a one-parameter scaling function.
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FIG. 27. (Color online:) The two-dimensional spin-directed Z2 network model is solved numerically along the one-dimensional
cut (3.21) in the three-dimensional parameter space (2.7). Panel (a-1) shows the δ2 dependence of the normalized localization
length Λ⊥ corresponding to the geometry of Fig. 13(a) for several values of M . Panel (b-1) shows the δ
2 dependence of the
normalized localization lengths Λ‖ corresponding to the geometry of Fig. 13(b) for several values of M . A finite-size scaling
analysis of panels (a-1) and (b-1) is performed in panels (a-2) and (b-2), respectively. The horizontal axis is M1/ν |δ2− δ2c | with
ν and δ2c given in Table VI and Table VII. The vertical axis Λ
′
x with x =⊥, ‖ is defined by subtracting from the normalized
localization length Λx its finite-size correction from the leading irrelevant exponent y given in Table VI and Table VII. The red
solid curve demonstrates the quality of the data collapse onto a one-parameter scaling function.
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3
0
2
4
1
9
2
2
3
1
0
.8
5
9
0
.8
1
3
2
.6
4
4
0
.7
4
7
0
.2
7
6
4
2
.7
4
2
6
0
−0
.1
4
8
5
1
.1
4
9
0
.5
6
3
−2
.2
2
9
8
.4
5
4
0
.7
2
7
−1
.9
4
4
0
.6
0
5
−2
.5
1
3
0
.2
5
6
±0
.0
9
7
±0
.2
6
0
±0
.0
0
0
8
±0
.0
3
2
2
3
±0
.1
8
2
4
±1
.7
8
4
±0
.0
6
0
±1
.1
6
9
±1
2
.7
1
2
±0
.1
3
2
±0
.8
4
5
±0
.1
5
1
±1
.2
5
7
±0
.0
5
9
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TABLE VIII. Finite size scaling analysis of Λ‖ for the two-dimensional spin-directed Z2 network model along the cut (3.23)
[D: (0.5, θ, 0.234)]. Only the values of Λ‖ satisfying 2.0 < Λ‖ < 5.0 enter the data set. Different data sets are chosen by varying
the minimum Mmin and maximum Mmax taken by the width M of the two-dimensional spin-directed Z2 network model. The
quality of fit is measured by χ2min/N and G. According to the scaling analysis along the one-dimensional cut (3.17), we use the
values θc/pi = 0.25 and Λ
c
‖ = 0.3657 shown in Table I as the known numbers. The values ν, y, F
p,0
‖ , and f
p,q
‖ for the fitting
parameters and their χ2min/N are shown. The numbers with ± are the statistical error bars (one sigma).
Mmin Mmax N χ
2
min/N G ν |y| θc/pi(∗) Λc‖ ≡ 1/F 0,0‖
(∗)
f1,1‖ f
1,2
‖ F
2,0
‖ f
2,1
‖ F
3,0
‖ F
4,0
‖
16 256 78 0.794 0.742 2.872 0.387 0.2500 3.65700 −0.0374 0.095 0.356 1.025 0.375 0.141
±0.045 ±0.046 − − ±0.0062 ±0.019 ±0.024 ±0.116 ±0.017 ±0.029
24 256 66 0.905 0.414 2.866 0.329 0.2500 3.65700 −0.0328 0.072 0.339 1.034 0.373 0.141
±0.054 ±0.066 − − ±0.0076 ±0.025 ±0.035 ±0.169 ±0.019 ±0.031
32 256 55 0.943 0.290 2.912 0.299 0.2500 3.65700 −0.0188 0.026 0.346 0.932 0.390 0.151
±0.067 ±0.110 − − ±0.0104 ±0.027 ±0.055 ±0.223 ±0.025 ±0.035
48 256 45 0.826 0.461 2.882 0.678 0.2500 3.65700 −0.1157 0.869 0.391 1.700 0.379 0.142
±0.080 ±0.176 − − ±0.0679 ±0.971 ±0.032 ±0.517 ±0.030 ±0.036
16 192 73 0.778 0.755 2.862 0.417 0.2500 3.65700 −0.0394 0.107 0.362 1.035 0.373 0.137
±0.047 ±0.052 − − ±0.0069 ±0.024 ±0.024 ±0.114 ±0.017 ±0.030
24 192 61 0.909 0.382 2.855 0.372 0.2500 3.65700 −0.0365 0.090 0.350 1.032 0.370 0.137
±0.057 ±0.080 − − ±0.0091 ±0.035 ±0.035 ±0.152 ±0.020 ±0.031
32 192 50 0.967 0.232 2.908 0.367 0.2500 3.65700 −0.0220 0.035 0.365 0.914 0.388 0.152
±0.072 ±0.140 − − ±0.0136 ±0.042 ±0.050 ±0.170 ±0.026 ±0.036
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1Supplemental Materials for “Spin-directed network model for the surface states of
weak three-dimensional Z2 topological insulators”
In this supplemental material, we present in more detail the derivations of the two-dimensional Dirac Hamiltonians
presented in Appendix A and B of the main paper.
I. QUASI-ONE-DIMENSIONAL MODEL FOR THE SURFACE STATES OF A WEAK
THREE-DIMENSIONAL Z2 TOPOLOGICAL INSULATOR
A. Definition
Figure 1 depicts a two-dimensional Z2 topological band insulator. The interior of the ellipse shown in Fig. 1(a)
is called the bulk. The boundary of the ellipse shown in Fig. 1(a) is the edge. Figure 1 represents a model of
noninteracting electrons such that (i) the single-particle eigenstates with support in the bulk display a spectral gap
∆ as is indicated in Fig. 1(b), while (ii) the single-particle eigenstates with support on the edge realize a two-fold
degenerate dispersion that crosses the spectral gap of the bulk states as is indicated in Fig. 1(b), are extended along the
edge, but are exponentially localized in the direction perpendicular to the edge. These edge states represent a single
pair of Kramers’ degenerate electrons propagating with opposite velocities. These edge states are also called helical
states as the expectation values of the electronic spins are opposite for each electron forming the Kramers’ degenerate
pair and change with the momenta k of the electrons parallel to the edge. The low-energy and long-wave-length
effective Hamiltonian of the single pair of helical states depicted in Fig. 1(a) is
HˆHelical :=
∫
edge
dx
(
Ψˆ†(−i) v σ3 ∂x Ψˆ
)
(x). (S1a)
Units are chosen so that ~ = 1. The speed v is positive by convention. The operators Ψˆ†α(x) and Ψˆα(x) create and
destroy at the position x along the edge an electron with the projection α =↑, ↓ of its spin along the spin quantization
axis, respectively. They make up the doublet of operators Ψˆ†(x) and Ψˆ(x), respectively. The Pauli matrices σ1, σ2, and
σ3 act on the spin components of the electrons. The unit 2× 2 matrix in spin space is denoted σ0. Hamiltonian (S1a)
is invariant under the operation of time reversal defined by
Ψˆ†(x) = Ψˆ′†(x)K σ2, Ψˆ(x) = σ2K Ψˆ
′(x), (S1b)
where K denotes the operation of complex conjugation.
A layered microscopic model that captures the tunneling of helical edge states between adjacent layers for energy
scales below the bulk gap ∆ is defined by the Hamiltonian
Hˆlayered :=
∫
edge
dx
2N∑
n=1
[(
Ψˆ†n(−i) vn σ3 ∂x Ψˆn
)
(x) + Ψˆ†n(x)µn(x)σ0 Ψˆn(x)
]
+
∫
edge
dx
2N−1∑
n=1
Ψˆ†n+1(x)
λn,0
2
σ0 + i
3∑
j=1
λn,j
2
σj
 Ψˆn(x) + H.c.
 .
(S2a)
There is an even number of layers 2N . Each layer n with n = 1, · · · , 2N has its own Fermi velocity vn > 0 and
chemical potential µn ∈ R. Any two consecutive layers are coupled by hopping matrix elements parametrized by the
four independent real-valued couplings λn,µ with µ = 0, 1, 2, 3 and n = 1, · · · , 2N − 1. Open boundary conditions are
chosen along the layering axis. Hamiltonian (S2a) is invariant under the operation of time reversal defined by
Ψˆ†n(x) = Ψˆ
′†
n (x)K σ2, Ψˆn(x) = σ2K Ψˆ
′
n(x), (S2b)
where K denotes the operation of complex conjugation and n = 1, · · · , 2N . Hamiltonian (S2a) is depicted in Fig. 2.
We can turn the layered model (S2) into a layered microscopic model of a weak three-dimensional Z2 topological
band insulator by demanding that
vn = vu,x + (−1)n vs, µn = µu + (−1)n µs, λn,µ =
(
1− δn,2N
) [
λu,µ + (−1)n λs,µ
]
, µ = 0, 1, 2, 3, (S3)
2for n = 1, · · · , 2N . As we shall demonstrate, the continuum limit
lim
λu,0→∞
ay→0
λu,j
λu,0
= 0, j = 1, 2, 3, lim
λu,0→∞
ay→0
λs,µ
λu,0
= 0, µ = 0, 1, 2, 3, (S4a)
where
lim
λu,0→∞
ay→0
λu,0
2
× (2ay) ≡ vu,y > 0 (S4b)
is a finite non-vanishing and positive number (ay is the interlayer lattice spacing), is related to Dirac fermions in a
four-dimensional representation of the Clifford algebra in (2 + 1)-dimensional space and time.
B. Generic stacked microscopic model and its continuum limit in the stacking direction
1. Definition
Motivated by Hamiltonian (S2a), we define Hamiltonian
Hˆ :=
∫
edge
dx
2N∑
n=1
{
Ψˆ†n [Vn (−i)∂x + Un] Ψˆn +
(
Ψˆ†n Tn Ψˆn+1 + Ψˆ
†
n+1 T
†
n Ψˆn
)}
, (S5a)
whereby periodic boundary conditions have been assumed in the layering index n, i.e., n+ 2N ≡ n, the 2×2 matrices
Vn and Un are Hermitean, and the 2×2 matrix Tn is arbitrary. Reversal of time is implemented by the transformation
Ψˆ†n(x) = Ψˆ
′†
n (x)K σ2, Ψˆn(x) = σ2K Ψˆ
′
n(x). (S5b)
If we write
Vn = vn,0 σ0 + vn,1 σ1 + vn,2 σ2 + vn,3 σ3, vn,µ ∈ R, µ = 0, 1, 2, 3, (S6a)
Un = Un,0 σ0 + Un,1 σ1 + Un,2 σ2 + Un,3 σ3, Un,µ ∈ R, µ = 0, 1, 2, 3, (S6b)
and
Tn = t
′
n,0 σ0+ t
′
n,1 σ1+ t
′
n,2 σ2+ t
′
n,3 σ3+ i
(
t′′n,0 σ0 + t
′′
n,1 σ1 + t
′′
n,2 σ2 + t
′′
n,3 σ3
)
, t′n,µ, t
′′
n,µ ∈ R, µ = 0, 1, 2, 3, (S6c)
we find that
Hˆ = Hˆ(e) + Hˆ(o). (S7a)
Here,
Hˆ(e) =
∫
edge
dx
2N∑
n=1
{
Ψˆ†n
[
V(o)n (−i)∂x + U(e)n
]
Ψˆn +
(
Ψˆ†n T
(e)
n Ψˆn+1 + Ψˆ
†
n+1 T
(e)†
n Ψˆn
)}
,
V(o)n = vn,1 σ1 + vn,2 σ2 + vn,3 σ3,
U(e)n = Un,0 σ0,
T(e)n = t
′
n,0 σ0 + i
(
t′′n,1 σ1 + t
′′
n,2 σ2 + t
′′
n,3 σ3
)
,
(S7b)
is even under the transformation (S5b), while
Hˆ(o) =
∫
edge
dx
2N∑
n=1
{
Ψˆ†n
[
V(e)n (−i)∂x + U(o)n
]
Ψˆn +
(
Ψˆ†n T
(o)
n Ψˆn+1 + Ψˆ
†
n+1 T
(o)†
n Ψˆn
)}
,
V(e)n = vn,0 σ0,
U(o)n = Un,1 σ1 + Un,2 σ2 + Un,3 σ3,
T(o)n = t
′
n,1 σ1 + t
′
n,2 σ2 + t
′
n,3 σ3 + it
′′
n,0 σ0,
(S7c)
is odd under the transformation (S5b).
3TABLE S-I. The first three tables from left to right give the transformation laws of σµ⊗ τν with µ, ν = 0, · · · , 3 under complex
conjugation ∗, multiplication from the left and from the right by σ2⊗τ0 , and by composition of the two operations, respectively.
τ0 τ1 τ2 τ3
σ0 + + − +
σ1 + + − +
σ2 − − + −
σ3 + + − +
τ0 τ1 τ2 τ3
σ0 + + + +
σ1 − − − −
σ2 + + + +
σ3 − − − −
τ0 τ1 τ2 τ3
σ0 + + − +
σ1 − − + −
σ2 − − + −
σ3 − − + −
2. Gauge transformation
We do the gauge transformation
Ψˆ†n → (+i)n Ψˆ†n, Ψˆn → (−i)n Ψˆn. (S8)
Under this gauge transformation
Hˆ :=
∫
edge
dx
2N∑
n=1
{
Ψˆ†n [Vn (−i)∂x + Un] Ψˆn + (−i)
(
Ψˆ†n Tn Ψˆn+1 − Ψˆ†n+1 T†n Ψˆn
)}
, (S9a)
while the operation (S5b) of time reversal reads
Ψˆ†n(x) = Ψˆ
′†
n (x)K σ2 (−i)n, Ψˆn(x) = (+i)n σ2K Ψˆ′n(x). (S9b)
3. Preparation for the continuum limit in the stacking direction
The continuum limit in the stacking direction consists in doing the replacements
Ψˆ2n(x)→ (2ay)1/2 ηˆ1(x, y), Ψˆ2n±2(x)→ (2ay)1/2
[
ηˆ1(x, y)± (2ay)
(
∂ηˆ1
∂y
)
(x, y) + · · ·
]
,
Ψˆ2n+1(x)→ (2ay)1/2 ηˆ2(x, y), Ψˆ2n+1±2(x)→ (2ay)1/2
[
ηˆ2(x, y)± (2ay)
(
∂ηˆ2
∂y
)
(x, y) + · · ·
]
,
(S10a)
for the operators,
V2n = V+(x, y) + V−(x, y)
V2n+1 = V+(x, y)− V−(x, y)
 V±(x, y) = V †±(x, y) (S10b)
for the velocity matrices,
U2n = U+(x, y) + U−(x, y)
U2n+1 = U+(x, y)− U−(x, y)
 U±(x, y) = U†±(x, y) (S10c)
for the on-site potential matrices,
T2n = W+(x, y) +W−(x, y), T
†
2n = W
†
+(x, y) +W
†
−(x, y),
T2n+1 = W+(x, y)−W−(x, y) + (2ay)
(
∂yW+
)
(x, y)− (2ay)
(
∂yW−
)
(x, y),
T†2n−1 = W
†
+(x, y)−W †−(x, y)− (2ay)
(
∂yW
†
+
)
(x, y) + (2ay)
(
∂yW
†
−
)
(x, y),
(S10d)
for the tunneling matrices, and
N∑
n=1
(2ay) ≡
N(2ay)∫
0
dy (S10e)
4TABLE S-II. The three tables from left to right give the transformation laws of σµ ⊗ τν with µ, ν = 0, · · · , 3 under complex
conjugation ∗, multiplication from the left and from the right by σ2⊗τ3 , and by composition of the two operations, respectively.
τ0 τ1 τ2 τ3
σ0 + + − +
σ1 + + − +
σ2 − − + −
σ3 + + − +
τ0 τ1 τ2 τ3
σ0 + − − +
σ1 − + + −
σ2 + − − +
σ3 − + + −
τ0 τ1 τ2 τ3
σ0 + − + +
σ1 − + − −
σ2 − + − −
σ3 − + − −
once the continuum limit has been taken. In anticipation of the continuum limit, we shall already use Eq. (S10e).
With the help of the compacter notation
χˆ :=
(
ηˆ1
ηˆ2
)
(S11a)
and the decomposition
A =
A+A†
2
+ i
(
A−A†
2i
)
≡ ReA+ i ImA (S11b)
of any matrix A into its real and imaginary parts ReA = (ReA)† and ImA = (ImA)†, respectively, we find that,
with the help of Table S-II, we may decompose the expansion up to first order in powers of ay of the single-particle
Hamiltonian (S9a) into its even and odd contributions under reversal of time (S9b) according to
Hˆ =
∫
edge
dx
N(2ay)∫
0
dyH(x, y), H(x, y) = H(e)(x, y) +H(o)(x, y). (S11c)
Here, we need to introduce the unit 2× 2 matrix τ0 and the Pauli matrices τ1, τ2, and τ3 with the help of which
H(e)(x, y) =
[
V
(o,0)
+ (x, y) ⊗ τ0 + V (o,3)− (x, y) ⊗ τ3
]
(−i)∂x
+ U
(e,0)
+ (x, y) ⊗ τ0 + U (e,3)− (x, y) ⊗ τ3
+ 2
(
ImW+
)(e,1)
(x, y) ⊗ τ1 + 2
(
ReW−
)(e,2)
(x, y) ⊗ τ2
+ (2ay)
{
(−i)∂y
[
Re
(
W †+ −W †−
)](o,1)
(x, y)⊗ τ1 − (−i)∂y
[
Im
(
W †+ −W †−
)](o,2)
(x, y)⊗ τ2
}
+ (2ay)
{[
Re
(
W †+ −W †−
)](o,1)
(x, y)⊗ τ1 (−i)∂y −
[
Im
(
W †+ −W †−
)](o,2)
(x, y)⊗ τ2 (−i)∂y
}
(S11d)
and
H(o)(x, y) =
[
V
(e,0)
+ (x, y) ⊗ τ0 + V (e,3)− (x, y) ⊗ τ3
]
(−i)∂x
+ U
(o,0)
+ (x, y) ⊗ τ0 + U (o,3)− (x, y) ⊗ τ3
+ 2
(
ImW+
)(o,1)
(x, y) ⊗ τ1 + 2
(
ReW−
)(o,2)
(x, y) ⊗ τ2
+ (2ay)
{
(−i)∂y
[
Re
(
W †+ −W †−
)](e,1)
(x, y)⊗ τ1 − (−i)∂y
[
Im
(
W †+ −W †−
)](e,2)
(x, y)⊗ τ2
}
+ (2ay)
{[
Re
(
W †+ −W †−
)](e,1)
(x, y)⊗ τ1 (−i)∂y −
[
Im
(
W †+ −W †−
)](e,2)
(x, y)⊗ τ2 (−i)∂y
}
.
(S11e)
For any A := aµ σµ = A
† with aµ ∈ R for µ = 0, 1, 2, 3, the notation
A⊗ τν = A(e,ν) ⊗ τν +A(o,ν) ⊗ τν (S11f)
5is defined by demanding that
for A(e,ν) ⊗ τν , σ2 ⊗ τ3
(
A(e,ν) ⊗ τν
)∗
σ2 ⊗ τ3 = +A(e,ν) ⊗ τν ,
for A(o,ν) ⊗ τν , σ2 ⊗ τ3
(
A(o,ν) ⊗ τν
)∗
σ2 ⊗ τ3 = −A(o,ν) ⊗ τν ,
(S11g)
hold for any ν = 0, 1, 2, 3.
4. Continuum limit that delivers the Dirac Hamiltonian when time-reversal symmetry holds
We specialize to the case when time-reversal symmetry holds. In other words, we seek a well-defined continuum
limit for the single-particle Hamiltonian Eq. (S11d) where the symmetry under conjugation by σ2⊗ τ3K (K complex
conjugation) implies that (see Table S-II)
V
(o,0)
+ = v+,j σj , V
(o,3)
− = v−,j σj , v±,j ∈ R, j = 1, 2, 3,
U
(e,0)
+ = u+,0 σ0, U
(e,3)
− = u−,0 σ0, u±,0 ∈ R,(
ImW+
)(e,1)
= w′′+,j σj ,
(
ReW−
)(e,2)
= w′−,0 σ0,[
Re
(
W †+ −W †−
)](o,1)
= +
(
w′+,0 − w′−,0
)
σ0,
[
Im
(
W †+ −W †−
)](o,2)
= − (w′′+,j − w′′−,j) σj .
(S12)
Recall here that, for any ν = 0, 1, 2, 3, evenness or oddness under time-reversal is not imposed on the 4× 4 complex
matrices
W± ⊗ τν ≡
(
w′±,µ σµ + iw
′′
±,µ σµ
)⊗ τν , w′±,µ, w′′±,µ ∈ R, µ = 0, 1, 2, 3, (S13)
but on their real and imaginary parts(
ReW±
)⊗ τν = w′±,µ σµ ⊗ τν , (ImW±)⊗ τν = w′′±,µ σµ ⊗ τν , (S14)
respectively.
The continuum limit involves the limit ay → 0. To make sense of this limit on the two last lines of the right-hand
side of Eq. (S11d), we first assume the additive decompositions into a constant (denoted by a straight overline) and
position dependent (denoted by a wiggly overline),
v±,µ(x, y) = v¯±,µ + v˜±,µ(x, y) (S15a)
for the “Fermi velocities”
u±,µ(x, y) = u¯±,µ + u˜±,µ(x, y) (S15b)
for the on-site potentials, and
w′±,µ(x, y) = w¯
′
±,µ + w˜
′
±,µ(x, y), w
′′
±,0(x, y) = w¯
′′
±,µ + w˜
′′
±,µ(x, y), (S15c)
for the tunneling amplitudes. All the wiggly fields are smooth functions, i.e., their y derivatives are assumed to be of
order (ay)
0 = 1. Second, we take the limit of infinite band width along the y direction by which
w¯′+,0 × (2ay) ≡ vu,y (S16a)
is held fixed to a non-vanishing and positive number as w¯′+,0 →∞ and ay → 0 [recall Eq. (S4b)], whereas
v±,j(x, y)
w¯′+,0
,
u±,0(x, y)
w¯′+,0
,
w′−,0(x, y)
w¯′+,0
,
w′′±,j(x, y)
w¯′+,0
→ 0, j = 1, 2, 3, (S16b)
in the same limit for any (x, y) ∈ R2. Consequently, the penultimate line and the last line, except for the term
vu,yσ0 ⊗ τ1(−i)∂y, on the right-hand side of Eq. (S11d) vanish in this limit. Third, we assume for simplicity but
without loss of generality that
v¯−,3 ≡ vs,x (S17a)
6FIG. S1. (Color online:) The vertex representation in Fig. 6(a) of the two-dimensional spin-directed Z2 network model is
displayed after rotating counterclockwise Fig. 6(a) by pi/4. The vertices at which the elementary scattering shown in Fig. 5
takes place form a bipartite square lattice denoted Λ. Each of the two interpenetrating sublattices of Λ is a square lattice.
They are denoted Λ+ and Λ−. The vertices of sublattices Λ+ represent the scattering matrix S+ obtained from Eq. (2.3) with
the substitution t→ t+ and r → r+. The vertices of sublattices Λ− represent the scattering matrix S− obtained from Eq. (2.3)
with the substitution t→ t− and r → r−. The lattice dual to Λ, denoted Λ?, is made of the sites at the center of the plaquettes
of Λ. The four edges of a plaquette of Λ are either numbered 3, 4, 2, 1 or 2, 1, 3, 4 in a counterclockwise fashion. The sites of
Λ? denoted (x, y) are the centers of the plaquettes from Λ numbered 3, 4, 2, 1 counterclockwise. This leaves all the sites of Λ?
unnumbered if they are centers of plaquettes in Λ numbered 2, 1, 3, 4 counterclockwise. Pairs of helical plane waves that form
a Kramers’ degenerate doublet are represented by arrows on the nearest-neighbor links of Λ. The color code is red for spin up
and blue for spin down. The eight plane waves along the edges of the plaquette centered on the site (x, y) from the dual lattice
Λ? are assigned the coordinate (x, y).
is a finite and non-vanishing positive number, while
v¯+,j = v¯−,1 = v¯−,2 = 0, j = 1, 2, 3. (S17b)
Fourth, we consider the limit
v˜±,µ(x, y)
vs,x
→ 0, µ = 0, 1, 2, 3, (S18)
for any (x, y) ∈ R2. This limit justifies treating a Dirac point as a fixed point in the sense of the renormalization
group. Fifth, we assume a finite and non-vanishing dimerization ***
w¯′−,0 6= 0,∞. (S19)
The Dirac point is then captured by the single-particle Hamiltonian
HAIId ≡H¯(e)
= vs,x σ3 ⊗ τ3 (−i)∂x + vu,y σ0 ⊗ τ1 (−i)∂y
+ u¯+,0 σ0 ⊗ τ0 + u¯−,0 σ0 ⊗ τ3 +
3∑
j=1
2 w¯′′+,j σj ⊗ τ1 + 2 w¯′−,0 σ0 ⊗ τ2. (S20)
The parameters vs,x and vu,y enter as anisotropic Dirac velocities. The parameter u¯+,0 enters as a chemical potential.
The parameter 2 w¯′−,0 enters as a mass. The mass term anticommutes with all terms except for the chemical potential.
The remaining 4 terms with the parameters u¯−,0 and w¯
′′
+,j with j = 1, 2, 3 do not anticommute with all the gamma
matrices multiplying the first derivatives in position space.
II. DIRAC HAMILTONIAN FROM THE TWO-DIMENSIONAL SPIN-DIRECTED Z2 NETWORK
MODEL
Starting from the two-dimensional CC network model, Ho and Chalker derived in Ref. S1 the random Dirac
Hamiltonian studied in Ref. S2 on its own merits. The two-dimensional Z2 network model for a strong two-dimensional
7Z2 topological insulator was related to a random Dirac Hamiltonian in Ref. S3. In this Appendix, we derive from the
two-dimensional spin-directed Z2 network model a random Dirac Hamiltonian.
A. Block-off-diagonal representation of the scattering matrix
To this end and along the same lines as in Ref. S3, we are going to reformulate the two-dimensional spin-directed
Z2 network model in a form more suitable for taking a continuum limit that will yield a Dirac Hamiltonian.
With the notations and conventions explained in Fig. S1, we can drop the incoming and outgoing labels on the
plane waves in an unambiguous way and write, for example,
ψ1,↑(x, y) = e
+iφ0
[
r+ e
+iφ3 ψ2,↑(x− 1, y) + t+ e+iφ1 cos θ ψ4,↑(x− 1, y) + t+ e+iφ2 sin θ ψ3,↓(x, y)
]
(S1a)
and (we need to make the identification S† → S−)
ψ1,↓(x, y) = e
−iφ0 [r− e−iφ3 ψ2,↓(x, y)− t− e−iφ2 sin θ ψ3,↑(x, y + 1) + t− e+iφ1 cos θ ψ4,↓(x, y + 1)] . (S1b)
Carrying the same manipulations for edges 2, 3, and 4 of the plaquette centered at (x, y) in the dual lattice of Fig. S1,
suggests the introduction of the eight-component spinor
Ψ(x, y) :=
(
Ψ+(x, y)
Ψ−(x, y)
)
, Ψ+(x, y) :=

ψ1,↑(x, y)
ψ4,↓(x, y)
ψ3,↑(x, y)
ψ2,↓(x, y)
 , Ψ−(x, y) :=

ψ1,↓(x, y)
ψ4,↑(x, y)
ψ3,↓(x, y)
ψ2,↑(x, y)
 , (S2a)
the 8× 8 operator-valued matrix
Sˆ :=
(
0 Sˆ+−
Sˆ−+ 0
)
, (S2b)
where the 4× 4 operator-valued matrices are given by
Sˆ+− := e
+iφ0

0 t+ e
+iφ1 cos θ sˆx− t+ e
+iφ2 sin θ r+ e
+iφ3 sˆx−
t+e
+iφ1 cos θ sˆx+ 0 r+ e
−iφ3 sˆx+ −t+ e−iφ2 sin θ
−t+ e+iφ2 sin θ r+ e−iφ3 sˆx− 0 −t+ e−iφ1 cos θ sˆx−
r+ e
+iφ3 sˆx+ t+ e
−iφ2 sin θ −t+ e−iφ1 cos θ sˆx+ 0
 (S2c)
and
Sˆ−+ := e
+iφ′0

0 +t− e
+iφ′1 cos θ sˆy+ −t− e−iφ
′
2 sin θ sˆy+ r−e
−iφ′3
t−e
+iφ′1 cos θ sˆy− 0 r− e
+iφ′3 t−e
+iφ′2 sin θsˆy−
t−e
−iφ′2 sin θ sˆy− r− e
+iφ′3 0 −t− e−iφ
′
1 cos θ sˆy−
r− e
−iφ′3 −t− e+iφ
′
2 sin θ sˆy+ −t− e−iφ
′
1 cos θ sˆy+ 0
 , (S2d)
while we have introduced the translation operators(
sˆx±f
)
(x, y) = f(x± 1, y), (sˆy±f) (x, y) = f(x, y ± 1), (S2e)
for we may then interpret the linear equation
Ψ(x, y; t+ δt) := Uˆ Ψ(x, y; t), Uˆ := Sˆ2 =
(
Sˆ+− Sˆ−+ 0
0 Sˆ−+ Sˆ+−
)
= Uˆ†, (S2f)
as a unitary time-evolution by the discrete time step δt ≡ 1 for the two-dimensional spin-directed Z2 network model.
Following Ho and Chalker,S1 we may define the Hamiltonian
Hˆ := +i
(
Uˆ − 1
)
≡
(
Hˆ+− 0
0 Hˆ−+
)
(S3)
8for the two-dimensional spin-directed Z2 network model. Without loss of generality, we are after the upper 4 × 4
Hermitean block
Hˆ+− ≡
(
HˆA HˆAB
Hˆ†AB HˆB
)
, HˆA = Hˆ
†
A, HˆB = Hˆ
†
B , (S4)
for the two-dimensional spin-directed Z2 network model. In particular, we seek a continuum limit of Hˆ+−.
B. Dirac Hamiltonian from the two-dimensional spin-directed Z2 network model close to θ = pi/2
We are going to deduce Hamiltonian (S4) from expanding Eq. (S3) when the parameters of the two-dimensional
spin-directed Z2 network model are in the close vicinity to the line that is parametrized by t2 in the three-dimensional
parameter space (2.7) and given by
(t2, θ, δ2) = (t2, pi/2, 0). (S5)
We have seen in Sec. II C 4 that the two-dimensional spin-directed Z2 network model decouples along this line into
two critical CC network models. In turn, the critical CC network model is related to a Dirac Hamiltonian.S1 For this
reason we seek the continuum limit of Hamiltonian (S4) close to the critical line (S5).
The expansions
e+iφ0 = 1 + iφ0 + · · · , e+iφ1 = 1 + iφ1 + · · · , e+iφ2 = 1 + iφ2 + · · · , e+iφ3 = 1 + iφ3 + · · · ,
e+iφ
′
0 = 1 + iφ′0 + · · · , e+i(pi+φ
′
1) = −(1 + iφ′1 + · · · ), e+iφ
′
2 = 1 + iφ′2 + · · · , e+iφ
′
3 = 1 + iφ′3 + · · · ,
(S6a)
for the random phases, the expansions
t+ t− = t
2 + · · · , r+ r− = r2 + · · · , t± r∓ = t r ±
δ2
2t r
+ · · · , cos
(pi
2
− θ′
)
= θ′ + · · · , sin
(pi
2
− θ′
)
= 1 + · · · ,
(S6b)
for the products of the transmission and reflection amplitudes and for the deviations of θ about pi/2 (θ = pi2 − θ′), and
the gradient expansions
sx± = 1± ∂x + · · · , sy± = 1± ∂y + · · · , (S6c)
for the shift operators, deliver the following continuum limit for the three 2× 2 blocks entering the right-hand side of
Eq. (S4). With the notations
px,y ≡ −i∂x,y, m ≡
δ2
t r
, Ax ≡ φ3 − φ′3, Ay ≡ φ2 − φ′2, λφ ≡ φ1 − φ′1, V0 ≡ −φ0 − φ′0, (S7a)
one verifies that
HˆA = −t r
[
(px −Ax)−
(
py −Ay
)]
σ1 −mσ2 +
[
r2 (px −Ax) + t2(py −Ay)
]
σ3,
HˆB = +t r
[
(px +Ax) +
(
py +Ay
)]
σ1 +mσ2 +
[
r2 (px +Ax)− t2
(
py +Ay
)]
σ3,
HˆAB = +θ
′ t
(
2 + iλφ
)
(ir σ0 − t σ2) .
(S7b)
Since we assume that θ′ is small, we neglect the other small variables, except for φ1 and φ
′
1, to derive HˆAB . With
the help of a second set of Pauli matrices τ1, τ2, and τ3, together with the unit 2 × 2 matrix τ0 and the unitary
transformation defined by
R(t) :=
(
σ0 ⊗
τ0 + τ3
2
+ e−iα(t)σ2 ⊗ τ0 − τ3
2
) (
e−i
pi
4 σ1e−i
pi
2 σ2
)⊗ τ0, α(t) := arcsin t, (S8a)
we find
Hθ=pi/2 ≡ Hˆ+− =
[
t r
(
px − py
)
σ1 +
(
r2 px + t
2 py
)
σ2
]⊗ τ0 − [t r (Ax −Ay)σ1 + (r2Ax + t2Ay)σ2]⊗ τ3
−mσ3 ⊗ τ3 − θ′ t
(
λφ σ0 ⊗ τ1 + 2σ0 ⊗ τ2
)
+ V0 σ0 ⊗ τ0.
(S8b)
9This Hamiltonian is invariant under reversal of time, i.e.,
T Hθ=pi/2 T −1 = Hθ=pi/2, T := iσ2 ⊗ τ1K, (S9)
where K denotes the operation of complex conjugation. The mass m that encodes the dimerization multiplies
the matrix σ3 ⊗ τ3 that anticommutes with all other contributions to the continuum limit (S8b) with V0 = 0.
Hence, dimerization opens a spectral gap in the spectrum of Hamiltonian (S8b). At the isotropic point defined by
t2 = r2 = 1/2, Hamiltonian (S8b) becomes the Dirac Hamiltonian
Hθ=pi/2 = 1√
2
(
p′x σ1 + p
′
y σ2
)⊗ τ0 − 1√
2
(
A′x σ1 +A
′
y σ2
)⊗ τ3 −mσ3 ⊗ τ3 − θ′√
2
(
λφ σ0 ⊗ τ1 + 2σ0 ⊗ τ2
)
+ V0σ0 ⊗ τ0,
(S10a)
where
p′x ≡
px − py√
2
, p′y ≡
px + py√
2
, A′x ≡
Ax −Ay√
2
, A′y ≡
Ax +Ay√
2
. (S10b)
C. Dirac Hamiltonian from the two-dimensional spin-directed Z2 network model close to θ = 0
We are going to deduce Hamiltonian (S4) from expanding Eq. (S3) when the parameters of the two-dimensional
spin-directed Z2 network model are in the close vicinity to the line that is parametrized by t2 in the three-dimensional
parameter space (2.7) and given by
(t2, θ, δ2) = (t2, 0, 0). (S11)
We have seen in Sec. II C 2 that the two-dimensional spin-directed Z2 network model decouples along this line into
two two-dimensional directed CC network model. In turn, the two-dimensional directed CC network model is critical.
For this reason we seek the continuum limit of Hamiltonian (S4) close to the line (S11).
The spin up and down quantum numbers are separately conserved along the line (S11). This suggests the use of
the basis for the scattering states defined by
ψ1,↑(x, y)
ψ3,↑(x, y)
ψ2,↓(x, y)
ψ4,↓(x, y)
 = Sˆ+−

ψ1,↓(x, y)
ψ3,↓(x, y)
ψ2,↑(x, y)
ψ4,↑(x, y)
 ,

ψ1,↓(x, y)
ψ3,↓(x, y)
ψ2,↑(x, y)
ψ4,↑(x, y)
 = Sˆ−+

ψ1,↑(x, y)
ψ3,↑(x, y)
ψ2,↓(x, y)
ψ4,↓(x, y)
 . (S12)
The expansions
e+iφ0 = 1 + iφ0 + · · · , e+iφ1 = 1 + iφ1 + · · · , e+iφ2 = 1 + iφ2 + · · · , e+iφ3 = 1 + iφ3 + · · · ,
e+iφ
′
0 = 1 + iφ′0 + · · · , e+iφ
′
1 = 1 + iφ′1 + · · · , e+i(pi+φ
′
2) = − (1 + iφ′2 + · · · ) , e+iφ
′
3 = 1 + iφ′3 + · · · ,
(S13a)
for the random phases, the expansions
t+ t− = t
2 + · · · , r+ r− = r2 + · · · , t± r∓ = t r ±
δ2
2t r
+ · · · , cos θ = 1 + · · · , sin θ = θ + · · · , (S13b)
for the products of the transmission and reflection amplitudes and for the deviations of θ about 0, and the gradient
expansions
sx± = 1± ∂x + · · · , sy± = 1± ∂y + · · · , (S13c)
for the shift operators, deliver the following continuum limit for the three 2× 2 blocks entering the right-hand side of
Eq. (S4) represented in the basis (S12). With the notations
px,y ≡ −i∂x,y, m ≡
δ2
t r
, Ax ≡ φ3 − φ′3, Ay ≡ φ1 − φ′1, λφ ≡ φ2 + φ′2, V0 ≡ −φ0 − φ′0, (S14a)
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one verifies that
HˆA = px σ0 + t r
[
Ax + (py −Ay)
]
σ1 −mσ2 −
[
r2Ax − t2
(
py −Ay
)]
σ3,
HˆB = −px σ0 − t r
[
Ax +
(
py +Ay
)]
σ1 +mσ2 −
[
r2Ax − t2
(
py +Ay
)]
σ3,
HˆAB = −θ t
(
+2 + iλφ
)
(it σ0 + r σ2) .
(S14b)
Since we assume that θ is small, we neglect the other small variables, except for φ2 and φ
′
2, to derive HˆAB . With
the help of a second set of Pauli matrices τ1, τ2, and τ3, together with the unit 2 × 2 matrix τ0 and the unitary
transformation defined by
R(t) :=
(
σ0 ⊗
τ0 − τ3
2
+ e+iβ(t)σ2 ⊗ τ0 − τ3
2
)
e−i
pi
4 σ1 ⊗ τ0, β(t) := arccos t, (S15a)
we find
Hθ=0 ≡ Hˆ+− = px σ0 ⊗ τ3 +
(
t r py σ1 + t
2 py σ2
)⊗ τ0 + [t r (Ax −Ay)σ1 − (r2Ax + t2Ay)σ2]⊗ τ3
+mσ3 ⊗ τ3 + θ t
(
λφ σ0 ⊗ τ1 + 2σ0 ⊗ τ2
)
+ V0 σ0 ⊗ τ0.
(S15b)
This Hamiltonian is invariant under reversal of time, i.e.,
T Hθ=0 T −1 = Hθ=0, T := iσ2 ⊗ τ1K, (S16)
where K denotes the operation of complex conjugation.
As was the case for the continuum limit (S8b), the term V0 σ0 ⊗ τ0 acts as a chemical potential, for it commutes
with all contributions to the continuum limit (S15b). We shall set V0 = 0 when deciding if a gap at energy 0
is opened by dimerization. In comparison to the continuum limit (S8b), the term px σ0 ⊗ τ3 has appeared that
commutes with all contributions to the continuum limit (S15b) except for the term θ t
(
λφ σ0 ⊗ τ1 + 2σ0 ⊗ τ2
)
. If
we set t = Ax = Ay = V0 = 0, we find the two (two-fold degenerate) gapless dispersions |px ±m|. More generally, a
branch of excitation is expected to cross the energy 0 at some m-dependent value of the momentum when θ = V0 = 0.
As the coupling m is caused by dimerization, dimerization thus fails to open a gap if we set θ = V0 = 0. On the other
hand, because the term θ t
(
λφ σ0 ⊗ τ1 + 2σ0 ⊗ τ2
)
anticommutes with both mσ3⊗ τ3 and px σ0⊗ τ3, we expect that
a sufficiently large θ opens a gap for a given m.
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