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Abstract
We study the anisotropic Rabi-Stark model by the Bogoliubov operators approach. Transcen-
dental functions responsible for the exact solutions are derived, which zeros produce the energy
spectra. The first-order quantum phase transitions are detected by level crossing of the first excited
state and the ground-state with the use of the pole structure of the derived transcendental func-
tions. As the nonlinear Stark coupling is the same as the cavity frequency, all energy levels close
at the critical coupling. The critical gap exponents are independent of the anisotropy as long as
the counter-rotating wave coupling is present, but essentially change if the counter-rotating wave
coupling disappears completely. It is suggested that the gapless Goldstone mode excitations could
appear above a critical coupling in the present one qubit and single mode cavity coupling model
in the rotating-wave approximation.
PACS numbers: 03.65.Yz, 03.65.Ud, 71.27.+a, 71.38.k
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I. INTRODUCTION
The basic interaction between a two-level atom and a classical light field was described
by the Rabi model many years before [1]. Its fully quantized version in the rotating wave
approximation (RWA) was introduced by Jaynes and Cummings later [2]. Jaynes-Cummings
model can be easily solved due to the conserved excitations of the atom and the photonic
number. It has been widely used in the quantum optics, because the basic physics explored
in the Jaynes-Cummings model alone can be realized and observed in the earlier experi-
ments due to the extremely weak coupling between the atom and the cavity, such as Rabi
oscillations, collapses and revivals of quantum state populations, quadrature squeezing and
photon anti-bunching [3].
However, the situation has changed in the past decade. In many advanced solid devices,
such as circuit quantum electrodynamics (QED) system [4, 5] and trapped ions [6, 7], the
ultrastrong coupling even deep strong coupling [8, 9] between the artificial atom and res-
onators have been accessed, and the RWA is demonstrated invalid [4]. On the other hand,
the two-level system appearing in the quantum Rabi model (QRM) and its variants is a
qubit, which is the building block of quantum information technologies with the ultimate
goal to realize quantum algorithms and quantum computations. Just motivated by the ex-
perimental advances and potential applications in quantum information technologies, the
QRM where the RWA is not made have attracted extensive attentions theoretically [10–19].
For more complete review, please refer to Refs. [20, 21].
The QRM continues to inspire exciting developments in both experiments and theories
recently. The anisotropic QRM [22–24] was motivated by the recent experimental progress
[25–27]. It can be mapped onto the model describing a two-dimensional electron gas with
Rashba ( rotating wave coupling relevant) and Dresselhaus ( counter rotating-wave coupling
dependent) spin-orbit couplings subject to a perpendicular magnetic field [25]. These cou-
plings can be tuned by an applied electric and magnetic field, allowing the exploration of
the whole parameter space of the model. This model can directly emerge in both cavity
QED [26] and circuit QED [27]. For example in Ref. [28] a realization of the anisotropic
QRM based on resonant Raman transitions in an atom interacting with a high finesse op-
tical cavity mode is proposed. On the other hand, Grimsmo and Parkins proposed a novel
scheme by adding a nonlinear coupling term to the QRM Hamiltonian [29]. This nonlin-
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ear coupling term has been discussed in the quantum optics literature under the name of
dynamical Stark shift, a quantum version of the Bloch-Siegert shift, so it was later named
the quantum Rabi–Stark model (RSM) [30]. This model also attracts many attentions in
recent years [31–34]. Recently, the anisotropic Dicke model with the Stark coupling terms,
which can be called as anisotropic Dicke-Stark model, was demonstrated via cavity assisted
Raman transitions in a configuration using counterpropagating laser beams [35]. For one
atom case, it is just the anisotropic RSM.
The RSM has been studied by the Bargmann approach [30, 31]. Later it was solved by
the Bogolibov operator approach (BOA) [32]. Many exotic properties are found within the
analytic exact solutions, such as the first-order phase transition and the spectra collapse [32].
Since the anisotropic Dicke-Stark model can be realized experimentally, what are the prop-
erties contained in its one qubit counterpart, i.e. the anisotropic Rabi-Stark model (ARSM).
Because the parity is still preserved in ARSM, the analytic solution is also desirable.
The paper is structured as follows: In Sec. II, we derive a transcendant function to
the ARSM by BOA. The eigensolutions can then be easily obtained by the zeros of this
function. In Sec. III, the pole structure is derived and the first-order phase transition is
then discussed based on the level crossing of the ground-state and the fist excited state. In
sec. IV, we present the solution when the nonlinear Stark coupling is the same as the cavity
frequency and discuss the energy gap near the critical coupling. The last section contains
some concluding remarks.
II. MODEL AND SOLUTIONS
The Hamiltonian of ARSM can be described as follows
H =
(
1
2
∆ + Ua†a
)
σz + a
†a+ g1
(
a†σ− + aσ+
)
+ g2
(
a†σ+ + aσ−
)
, (1)
where ∆ is qubit energy difference, a† (a) is the photonic creation (annihilation) operator of
the single-mode cavity, g1 and g2 are the rotating-wave and counter rotating-wave coupling
constants, respectively, and σk(k = x, y, z) are the Pauli matrices. Set r = g2/g1 as the
anisotropic parameter.
Associated with this Hamiltonian is the conserved parity Π = exp
(
ipiN̂
)
where N̂ =
(1 + σz) /2+a
†a is the total excitation number, such that [Π, H ] = 0. Π has two eigenvalues
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±1, depending on whether N̂ is even or odd.
Employing the following transformation
P =
1√
2
√r 1
−√r 1
 , P−1 = 1√
2
 1√r − 1√r
1 1
 , (2)
we have the Hamiltonian in the matrix
H1 = PHP
−1 =
 a†a+ β (a + a†)+ (λ+β − β) a† − (12∆+ Ua†a)− λ−β a†
− (1
2
∆+ Ua†a
)
+ λ−
β
a† a†a− β (a+ a†)− (λ+
β
− β
)
a†
 ,
(3)
where λ± = (g21 ± g22) /2 and β =
√
g1g2.
We introduce two displaced bosonic operators with opposite displacements. The first one
is
A† = a† + w, (4)
where w is a displacement to be determined later. The bosonic number state in terms of
the new photonic operators A† is
|n〉A+ =
(
A†
)n
√
n!
D(−w) |0〉 ,
where D(w) = exp
(
wa† − wa) is the unitary displacement operator, |0〉 is original vacuum
state. The wavefunction can be expanded in terms of the A-operators
|A〉 =
∑∞n=0√n!en|n〉A∑∞
n=0
√
n!fn|n〉A
 . (5)
The Hamiltonian now can be also expressed by the A-operators
H1 =
 H11 H12
H21 H22
 , (6)
where
H11 = A
†A− (w − β) (A† + A)+ w2 − 2βw + (λ+
β
− β
)(
A† − w) ,
H22 = A
†A− (w + β) (A† + A)+ w2 + 2βw − (λ+
β
− β
)(
A† − w) ,
H12 = −1
2
∆− U [A†A− w (A† + A)+ w2]− λ−
β
(
A† − w) ,
H21 = −1
2
∆− U [A†A− w (A† + A)+ w2]+ λ−
β
(
A† − w) .
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Projecting both sides of the Schro¨dinger equation onto A 〈m| gives[
Γm −
(
λ+
β
+ β
)
w −E
]
em − (w − β) Λm +
(
λ+
β
− β
)
em−1
+
[
−1
2
∆ +
λ−
β
w − UΓm
]
fm + Uw̥m − λ−
β
fm−1
= 0, (7)[
−1
2
∆− UΓm − λ−
β
w
]
em + UwΛm +
λ−
β
em−1
+
[
Γm +
(
λ+
β
+ β
)
w −E
]
fm − (w + β)̥m −
(
λ+
β
− β
)
fm−1
= 0, (8)
where
Λm = (m+ 1)em+1 + em−1,
̥m = (m+ 1)fm+1 + fm−1,
Γm =
(
m+ w2
)
.
Multiplying the Eq. (7) by (w + β) and Eq. (8) by Uw, we have the corresponding equations
as
(w + β)
[
Γm −
(
λ+
β
+ β
)
w − E
]
em − (w + β) (w − β) Λm + (w + β)
(
λ+
β
− β
)
em−1
+ (w + β)
[
−1
2
∆ +
λ−
β
w − UΓm
]
fm + (w + β)Uw̥m − (w + β) λ−
β
fm−1
= 0 (9)
Uw
[
−1
2
∆− UΓm − λ−
β
w
]
em + (Uw)
2 Λm + Uw
λ−
β
em−1
+Uw
[
Γm +
(
λ+
β
+ β
)
w − E
]
fm − Uw (w + β)̥m − Uw
(
λ+
β
− β
)
fm−1
= 0. (10)
Adding Eq. (9) and Eq. (10) together gives(
(w + β)
[
Γm −
(
λ+
β
+ β
)
w −E
]
+ Uw
[
−1
2
∆− UΓm − λ−
β
w
])
em
+
[
(Uw)2 − (w + β) (w − β)]Λm
+
[
(w + β)
(
λ+
β
− β
)
+ Uw
λ−
β
]
em−1 −
[
(w + β)
λ−
β
+ Uw
(
λ+
β
− β
)]
fm−1
+
(
(w + β)
[
−1
2
∆ +
λ−
β
w − UΓm
]
+ Uw
[
Γm +
(
λ+
β
+ β
)
w − E
])
fm
= 0. (11)
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To remove the term containing Λm, the displacement should be
w =
β√
1− U2 . (12)
Then by Eq. (11) we have
em =
{
1
2
∆− λ−
β
w + UΓm − Uw(w+β)
[
Γm +
(
λ+
β
+ β
)
w − E
]}
fm
−
[
λ+
β
− β + Uwλ−
(w+β)β
]
em−1 +
[
λ
−
β
+ Uw
(w+β)
(
λ+
β
− β
)]
fm−1
Γm −
(
λ+
β
+ β
)
w −E − Uw
(w+β)
[
1
2
∆+ UΓm +
λ
−
β
w
] . (13)
Inserting Eq. (13) to the Eq. (7) at m− 1 gives Uw
w − β −
1
2
∆− λ−
β
w + Uβ
w+β
Γm − Uw(w+β)
[(
λ+
β
+ β
)
w −E
]
Θ(E)
 fm
=
 λ−β + Uww+β
(
λ+
β
− β
)
Θ(E)
+
1
2
∆− λ−
β
w + UΓm−1
m (w − β)
 fm−1 − Uw − λ−β
m (w − β)fm−2
−
 λ+β − β + Uwλ−(w+β)β
Θ(E)
+
Γm−1 −
(
λ+
β
+ β
)
w − E
m (w − β)
 em−1 − λ+β − w
m (w − β)em−2, (14)
where
Θ(E) =
√
1− U2Γm −
(
λ+
β
+ β
)
w − E − Uw
(w + β)
(
∆
2
+
λ−
β
w
)
.
Starting from f0 = 1, e−1 = f−1 = 0, then e0 can be obtained by Eq. (13) at m = 0 and
f1 by Eq. (14). By the similar procedure, we can obtain any mth coefficients em and fm
iteratively.
By the opposite displacement (−w), we can define another Bogoliubov operator B =
a† − w, the wavefunction can also be expanded in the B-basis as
|〉B =
 ∑∞n=0(−1)n√n!fn |n〉B∑∞
n=0(−1)n
√
n!en |n〉B
 , (15)
due to the parity symmetry. |n〉B is defined in the similar way as |n〉A.
Assuming both wavefunctions (5) and (15) are the true eigenfunction for a nondegenerate
eigenstate with eigenvalue E, they should be proportional with each other, i.e. |〉A = r |〉B,
where r is a complex constant. Projecting both sides of this identity onto the original
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vacuum state a 〈0|, we have
∞∑
n=0
√
n!en a〈0|n〉A = r
∞∑
n=0
√
n!(−1)nfn a〈0|n〉B,
∞∑
n=0
√
n!fn a〈0|n〉A = r
∞∑
n=0
√
n!(−1)nen a〈0|n〉B,
where √
n! a〈0|n〉A = (−1)n
√
n! a〈0|n〉B = e−w
2/2wn.
Eliminating the ratio constant r gives( ∞∑
n=0
enw
n
)2
=
( ∞∑
n=0
fnw
n
)2
.
Immediately, we obtain the following well-defined transcendental function, so called G-
function, as
G∓ (E) =
∞∑
n=0
(en ± fn)wn = 0, (16)
where en and fn can be obtained from f0 = 1 described above, ∓ corresponds to odd(even)
parity. The zeros of this G-function will give the regular spectrum. Note also that this
G-function can be reduced to that of the RSM if set r = 1, and further the QRM if U = 0.
We plot the G-function for ∆ = 0.7, g1 = 0.8, U = 0.2, r = 0.5 and 2 in Fig. 1. The zeros
reproduce all regular spectra, which can be confirmed by the numerical exact diagonaliza-
tions in the truncated Fock space.
III. LEVEL CROSSINGS: FIRST-ORDER QUANTUM PHASE TRANSITION
which can be used to analyze the distribution of the levels qualitatively, level crossings,
and some subtle issues 9 that numerical approaches can hardly work.
The vanishing coefficient of fm in Eq. (14) gives them-th (m > 0) pole of the G-functions
Epolem =
(
1− U2)m− λ+ − U∆
2
. (17)
However, the first pole is given by the vanishing denominator of Eq. (13) for m = 0
Epole0 = −
U∆
2 + 2
√
1− U2 −
λ−
(
1−√1− U2) /U + λ+√
1− U2 . (18)
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FIG. 1: (Color online) G-curves for ∆ = 0.7, g1 = 0.8, U = 0.2,r = 0.5 in the upper panel and
r = 2 in the lower panel. Blue lines and red lines are G+ and G− cures, respectively. The green
dashed line is Epole0 and the black dashed lines are E
pole
n . The data by numerics are indicated by
circles, which agree excellently with the zeros of the G-functions.
These poles are exactly reduced to that in the isotropic RSM if r = 1, and anisotropic QRM
if U = 0. The poles given in Eqs. (18) and (17) are also exhibited in Fig. 1 with dashed
lines. The G-curves at these poles indeed show the diverging behavior.
In the QRM and its variants, the well defined pole structure of the derived transcendental
functions, which are responsible for the analytical exact solution, are very useful. To the
best of our knowledge, the characteristics of these poles can be used to analyze the level
distribution [11], level crossings [14], and spectra collapse [12, 36]. These subtle issues are
however hardly analyzed by the numerics as well as the analytical treatments without poles.
We will use the first pole to locate the level crossing points of the ground-state and the first
excited states in the following.
The crossing of the first excited and the ground-state energy indicates the first-order
quantum phase transition (QPT). The numerator of Eq. (13) at m = 0 is zero if energy is
E =
Uλ+ + λ−
(
1 +
√
1− U2)
U
√
1− U2 −
∆
(√
1− U2 + 1)
2U
. (19)
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FIG. 2: (Color online) The spectra and the first-order level crossing for the anisotropic RSM at
∆ = 0.7. The green dashed line is Epole0 and the black dashed lines are E
pole
n .
Simultaneous vanishing denominator of Eq. (13) for m = 0 at E = Epole0 yields the crossing
coupling strength
g1c =
√
∆(1− U2)
U (1 + r2) + 1− r2 . (20)
If U = 0, we have
g1c =
√
∆
1− r2 , (21)
which is exact the same as the QRM. If r = 1, we have
g1c =
√
1− U2
2U
∆, (22)
which is just the result of the RSM [32].
From Eq. (20), one can see that the first-order QPT at finite coupling strength can be
induced by the presence of either the anisotropy or the non-linear Stark coupling on the
condition that r <
√
1+U
1−U . One can also see that the first-order QPT is still possible for
9
r > 1 if U > 0, which should be forbidden in the anisotropic QRM from Eq. (21) without
the non-linear Stark coupling. Due to the counter rotating-wave term, the first-order QPT
can also occurs when U < 0 if r < 1 however it cannot happen in the isotropic RSM from
Eq. (22).
In Fig. 2, we can see that the first excited state and the ground-state levels cross at
0.819 (a), 1.159(b), and 0.502(d), consistent with the analytical result using Eq. (20). The
absence of the first-order QPT demonstrated in Fig. 2 (c) is due to the fact that no real
solution exists in Eq. (20) at those parameters.
Inserting Eq. (20) to Eq. (19), we can get the crossing energy.
Ec =
[
(1 + r2)U + (1− r2) (1 +√1− U2)] g2c
2U
√
1− U2 −
∆
(√
1− U2 + 1)
2U
. (23)
For r = 1, we have E = − ∆
2U
, which is the isotropic RSM results [32].
IV. LEVEL CLOSED AT U = ±1
The solution exactly at U = ±1 cannot be given in the above BOA, but can be obtained
in another way as described in Ref. [32]. To this end, we may write the ARSM Hamiltonian
in another basis
H =
(
∆
2
+ Ua†a
)
σz + a
†a+ α
(
a† + a
)
σx + κα
(
a− a†) iσy, (24)
Comparing with Hamiltonian (1), we have α = g1+g2
2
, κα = g1−g2
2
, where κ = 1−r
1+r
6 1. If
g1 = g2, i.e. κ = 0, the isotopic RSM is recovered, while if g2 = 0, i.e. κ = 1, it corresponds
to the RSM in the RWA
In terms of the position and momentum representations, x = 1√
2
(
a† + a
)
, p =
i√
2
(
a† − a), Hamiltonian (24) at U = 1 can be written as
H2 =
 p2 + x2 − 1 + ∆2 α√2x+ iκα√2p
α
√
2x− iκα√2p −∆
2
 . (25)
For the eigenfunction Ψ = (φ1, φ2)
T , the Schro¨dinger equations for the upper and lower level
now are (
p2 + x2 − 1 + ∆
2
)
φ1 +
(
α
√
2x+ iκα
√
2p
)
φ2 = Eφ1,(
α
√
2x− iκα
√
2p
)
φ1 − ∆
2
φ2 = Eφ2,
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where E is the eigenvalue. One can immediately obtain
Heffφ1 =
(
E + 1− ∆
2
− 2κα
2
E + ∆
2
)
φ1,
where the effective Hamiltonian is just for a quantum oscillator
Heff = 2
(
1 +
2κ2α2
E + ∆
2
)[
p2
2
+
1
2
ω2effx
2
]
,
with effective oscillator frequency
ωeff =
√√√√√ 1 + 2α2E+∆2
1 + 2κ
2α2
E+∆
2
.
So the eigenenergy can be determined by the following equation self-consistently(
E + 1− ∆
2
) (
E + ∆
2
)− 2κα2
E + ∆
2
+ 2κ2α2
= (2n+ 1)
√
E + ∆
2
+ 2α2
E + ∆
2
+ 2κ2α2
, n = 0, 1, 2, ... (26)
Obviously, the whole energy spectra separates into two branches: the upper one E >
−∆
2
− 2κ2α2 and lower one E < −∆
2
− 2α2. The real lower spectra only exist before the
critical coupling α+c
α+c =
√
1−∆+ κ
2
, (27)
and the upper bound of the low spectra is
E+c = −
∆
2
− 2α2. (28)
For U = −1, all results can be straightforwardly obtained by replacing ∆ and κ by −∆
and −κ, respectively. The corresponding critical coupling strength and the characteristic
energy for the upper bound of the lower energy spectra are
α−c =
√
1 + ∆− κ
2
, (29)
E−c =
∆
2
− 2α2, (30)
Figure 3 presents ten energy levels in the lower spectra with different parameters. The
critical points are just α+c = 0.6,
√
3/2 and α−c = 0.5 obtained from Eqs. (27) and (29).
Energy gap: The low energy spectra equation (26) for U = 1 can be rewritten as
11
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FIG. 3: The exact solutions of the lowest ten energy levels when ∆ = 0.5.
2bα2√
x
+
(
b− κ− 2α2 − x)√x =√x+ 2α2 (1− κ2) (2n+ 1) , (31)
where x = E+c − E and b = 2 (α+c )2 − 2α2. In the following, we denote αc as α+c and Ec as
E+c for convenience. When α→ αc, E → Ec, x, b→ 0. Note that the right-hand side of Eq.
(31) is finite in this limit, the first term of the left-hand side reveals that x must be of the
following form
x = rb2 +O(b3),
or else the left-hand-side is infinite. So the energy gap between the ground-state and the
first excited state is
Eg = E1 − E0 ∝ |α− αc|2 .
This is to say, at U = 1, the energy gap closes at αc with the energy gap exponent 2. This
gap exponent can be confirmed by numerical exact diagonalizations, as shown in the right
plot of Fig. 4.
If κ = 1, the counter-rotating wave coupling is absent, this is just the RWA, Eq. (31)
then becomes
2bα2
x
+
(
b− 1− 2α2 − x) = (2n+ 1) . (32)
In this case, x must be of the form
x = rb+O(b2),
so the energy gap is
Eg ∝ |α− αc| ,
12
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FIG. 4: (Color online) The log-log plot of energy gap E1 − E0 as a function of α+c − α at U =
1,∆ = 0.5 for κ = 1, i.e. RWA (left ) and κ = 0.5, i.e. non-RWA (right). The slope of black fitting
line is about 2 for non-RWA case and 1 in the RWA.
with the gap exponent 1, which is also verified in the left plot of Fig. 4.
Very interestingly, the real solution for the eigenenergy can also exist above αc in the
RWA. Eq. (26) at κ = 1 gives
E±n = n±
√
n2 +
(
∆
2
+ 2n
)
∆
2
+ 4α2 (n+ 1), (33)
where +(−) denotes the upper (lower) spectra. The extension to the U = −1 is straightfor-
ward, and will not be presented here.
The derivative of the energy level with respect to n in the lower spectra is given by
dE−n
dn
= 1− 2
(
n+ ∆
2
)
+ 4α2
2
√(
n + ∆
2
)2
+ 4 (n+ 1)α2
, (34)
the extremal condition happens exactly at the critical coupling point
αc =
√
1− ∆
2
.
If α > αc, then
dE
dn
< 0; if α < αc, then
dE
dn
> 0. This is to say that, for α < αc, the low
energy spectra increase with n, while for α > αc, the low energy spectra decrease with n.
For α < αc, the ground state energy is at n = 0. However, for α > αc, the ground-state
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energy is surprisingly corresponding to the infinite n,
E0 = E
−
n→∞ = −
∆
2
− 2α2. (35)
So the gap between the first excited state and ground state vanish, because
Eg = lim
n→∞
(
E−n−1 −E−n
)
= 0.
It just demonstrates the appearance of photonic Goldstone modes above a critical point. In
the Dicke model with infinite two-level atoms, in the RWA, a Goldstone soft mode appears
above a critical point as a consequence of the U(1) symmetry breaking [37]. Here although
the RWA is also made, but only one two-level atom is involved.
In the ground state of the RSM model under the RWA, the photonic number n = 0 below
αc, but n→∞ above αc, which may correspond to a special superradiant phase.
V. CONCLUSION
In this work, we have derived the G-function for the ARSM in a compact way by using
the BOA. Zeros of the G-function determine the regular spectrum. The first-order QPT is
detected analytically by the pole structure of G-functions. The critical coupling strength
of the phase transitions is obtained analytically, which is determined by both anisotropy
and the nonlinear Stark coupling. At U = ±1, the low energy spectra close at some critical
coupling. The energy gap follows an universal power-law scaling ansatz Eg ∝ (gc−g)zν where
z (ν) is the critical (dynamical) exponent in any ARSMs. The energy gap exponent zν = 1
for κ = 1, i.e. RWA; while 2 for κ < 1, indicating that the presence of any counter-rotating
wave terms would change the universality class of this model. In the RWA, since the gap is
always closed above the critical points, one phase having Goldstone gapless excitations then
appears. The possible criticality in the ARSM along the lines in the Dicke model [37] and
the QRMs [18, 19] will be presented elsewhere.
The critical coupling in the RWA can be weak if the qubit frequency is small enough.
In the experiments, at very weak coupling regime, the RWA should be valid, and so the
second-order quantum phase transitions may be realized in the atom-cavity systems easily.
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