The analysis of possible regional climate changes over Europe as simulated by ten regional climate models within the context of PRUDENCE requires a careful investigation of possible systematic biases in the models. The purpose of this paper is to identify how the main model systematic biases vary across the different models.
Introduction
Increasing greenhouse gas (GHG) concentrations, changing aerosol composition and load as well as land surface changes are influencing the climate of the Earth, globally as well as regionally. Global climate models are investigating possible trends in future global climate through the development of climate change scenarios. These follow specific assumptions for the evolution of greenhouse gases and aerosols, several of which have been defined by the Intergovernmental Panel on Climate Change (IPCC, Houghton et al., 2001) and are described in the IPCC Special Report on Emission Scenarios (SRES, Nakicenovic et al, 2000) . Unfortunately, due to the lack of computer power, global climate models are generally still not able to represent surface heterogeneities on scales less than about 100 km. However, global climate change has an influence on these local and regional scales which will be experienced by human kind directly.
Improved information on regional climate change can be achieved with the use of different regionalization techniques, including high-resolution and variable resolution AGCMs (Cubasch et al. 1995, Déqué and Piedelievre 1995) , nested regional climate models, or RCMs (Giorgi and Mearns 1999) , and statistical downscaling (Wilby et al. 1998 ).
In the present study, the performance of 9 different RCMs and one variable resolution AGCM in reproducing present-day climate over the European region is investigated. These models were used as part of the European project PRUDENCE (Christensen et al. 2002) to produce climate-change simulations over the European region and to analyze the uncertainty associated with these simulations.
Two sets of 30-year simulations were completed by all models, one for the present day period of and one for the future time period of 2071-2100 under forcing from the A2 IPCC scenario. This paper focuses on the validation of the 1961-1990 present-day simulations as input to the assessment of the models' response to climate change. Other papers presented in the special issue focus on the climate change scenarios. The primary aim of this paper is to identify how the main model systematic biases vary across the different models. We emphasize that, by experimental design, the models use comparable resolution and domain as well as the same forcing lateral boundary conditions. Thus the influence of factors specific to the internal model physics and dynamics can be determined.
This experiment design also allows the identification of features that are common or vary across the ensemble of models.
The performance of the models has been evaluated through an agreed validation strategy, which has been worked out by the participating groups. It includes the comparison of simulated seasonal and annual means against observations as well as a comparison of observed and simulated inter-annual variability for temperature. These results determine the level of confidence for the driving models as well as for the regional-scale details.
A description of the experimental design is given in section 2, while the analysis of model performances for today's climate is presented in section 3 and the conclusions are presented in section 4.
Design of the experiment
The overall idea behind PRUDENCE was to establish a large ensemble of regional climate-change simulations for Europe for the time frame of 2070 to 2100 (Christensen et al, this issue) . The overall focus on assessing sources of uncertainty of the project made a careful design of the ensemble to sample uncertainties in an efficient manner intractable, but the present set-up represents an ensemble of possibilities.
Description of the models
A short description of the participating RCMs is given in Table 2 .1 together with information about the global atmospheric climate model HadAM3H (Buonomo et al., 2006) , which was chosen to be the central GCM delivering lateral boundary conditions to the RCMs used for the PRUDENCE Standard Ensemble. In the following the names of the models as they are used within this paper are introduced in alphabetical order together with the main references.
The PRUDENCE Standard ensemble:
ARPEGE (Gibelin and Déqué 2003) , CHRM (Vidale et al, 2003) , CLM (Steppeler et al., 2003) , HadRM3H (Buonomo et al., 2005) , HIRHAM (Christensen et al., 1996) , RACMO (Lenderink et al., 2003) , RCAO (Döscher et al., 2002 , Jones et al., 2004 , Meier et al., 2003 , RegCM (Giorgi and Mearns 1999) , REMO (Jacob, 2001) and PROMES (Castro et al., 1993) .
Description of the simulations
within PRUDENCE. Here only a very brief description of the simulations used within this study is given. For further details see Christensen and Christensen. The experiments cover a time period from 1961 to 1990. All RCM simulations have been carried out over Europe using 6 hourly lateral boundary conditions provided by HadAM3H along with sea surface temperature (SST) and sea ice conditions estimated from observations for current climate, i.e. the HadISST dataset (Rayner et al., 2003) . ARPEGE requires only surface boundary conditions (i.e. sea ice and SST) which are also taken from the HadISST dataset. In terms of SSTs and sea ice conditions RCAO is an exception in that it calculates those properties explicitly in the Baltic Sea and Kattegat (Döscher et al., 2002; Räisänen et al., 2004) .
The RCMs used their own model setup as well as grid specification like rotation and number of vertical levels but similar horizontal resolutions of about 50 km (Table 2 .1). Some analyses presented in this paper also include information from simulations with HIRHAM carried out at 25 and 12km resolution and a 25km version of RCAO, as indicated in the related sections. The HIRHAM high-resolution experiments have been driven by the same lateral and lower boundaries as the 50km simulations, except that the 12-km simulation uses the Baltic SSTs from the RCAO 50km simulation as does the high-resolution RCAO.
Model performance

Systematic errors and inter-annual variability
Two fundamental aspects of model validation are addressed here: the ability to simulate i) the longterm (30 or 40 years) mean climate and with less detail ii) the inter-annual variability. The analysis concentrates on near-surface air temperature and precipitation over land and focuses mainly on the winter and summer seasons (December-January-February (DJF), June-July-August (JJA)), though the transition seasons of March-April-May (MAM) and September-October-November (SON) are also considered. For a nested model, it is well known that the ability to simulate these quantities depends to a large degree on the quality of the driving model, and in particular on the degree to which the driving model represents the observed flow conditions for the region of concern (e.g. Noguer et al., 1998 , Machenhauer et al., 1998 Christensen et al. 1998; Giorgi et al. 2001) . Therefore, first the systematic mean flow errors in the baseline PRUDENCE driving model HadAM3H are investigated.
In order to analyze the models' ability to simulate near-surface air temperature and precipitation, 8 sub-regions are used (e.g. Figure 4 in Christensen and Christensen, this issue) . Note that only land points have been used in all investigations. A comparison of the simulated 30-year mean climatology with the one of the 0.5° by 0.5° gridded climatology provided by the Climate Research Unit (CRU) of the University of East Anglia (Hulme et al., 1995) is carried out, as well as a study of the inter-annual variability thereof (New et al., 2000 (New et al., , 2002 .
HadAM3H Mean Sea Level Pressure Bias
The currently best available climatology documenting the present seasonal mean atmospheric flow conditions are provided by the reanalysis projects at NCEP (Kalnay et al, 1996) and ECMWF (ERA15: Gibson et al., 1997, ERA40: Simmons and Gibson, 2000) . For Europe, the ERA15 and ERA40 re-analyses only differ slightly, and therefore only the ERA40-reanalyses of ECMWF is used here. al. 1998) . Note that ARPEGE (the only model not forced at the lateral boundaries by HadAM3H) has the same kind of MSLP bias as HadAM3H in winter (see Gibelin and Déqué, 2003 Also shown is the 11-member ensemble mean based only on the 50km model versions.
Generally, horizontal patterns in Fig. 3 .1.3. indicate that the model bias is largely induced by the lateral boundary forcing (e.g. precipitation in DJF), while the vertical ones show that the bias originates to a large extent from within the model domains (e.g. temperature in MAM). There is however no clear tendency towards a common pattern in both temperature and precipitation, except for DJF, when both temperature and precipitation seem to be dominated by large scale forcing. The areas with warm (cold) bias in winter generally exhibit wet (dry) biases, whereas the relationship is the reverse during summer (though much less clear, coupling warm (cold) biases with dry (wet) ones). Even ARPEGE, which is not forced at the lateral boundaries by HadAM3H, shows the same behavior as the other RCMs in winter. The too zonal winter climate of the HadAM3H and ARPEGE simulations is reflected in the wet climate in central and northern Europe in contrast to the dry climate in the Mediterranean region. For MAM it is not possible to detect clearly if the temperature and precipitation biases are internally generated or imposed by the boundaries, and a similar pattern may be noticed in SON. In JJA no clear picture emerges, except for eastern Europe (EA), where the warm and dry bias clearly follows the tendency of the driving HadAM3H. ARPEGE and PROMES are the only two models for which the JJA temperature bias is less than 1 K over the EA region whereas the driving model and the RCM ensemble mean show a bias close to 2 K over this region.
Regarding temperature it should be noted that a constant vertical lapse rate of 6.5 K/km has been used to refer all grid points to a common altitudes. This constant lapse rate introduces an uncertainty in the temp erature comparisons, especially in mountainous regions. In general, there is a warm bias with respect to the CRU data in the extreme seasons and a tendency to cold biases in the transition seasons.
In winter this warm bias is particularly strong over Scandinavia (SC; more than 2K) except for ARPEGE (bias less than 0.2 K); as an exception the southernmost region MD (Mediterranean) tends to be too cold (bias around -0.5K) and dry (bias around -1 mm/day). A typical spread (standard deviation) between the models is 1K. This warm bias is consistent with the systematic bias in the MSLP as explained above. It could also be influenced by a possible cold bias in the CRU data set in Scandinavia (Christensen at al., 1998) . high inter-annual variability in the observations makes this difference less significant (the CRU mean temperature is only claimed to be accurate to within approximately 1K). The inter-annual variability of the regional models is reduced compared to observations in most areas in winter, particularly in northern and western Europe (Table 3. 1.3a -right columns). Van Ulden et al. (2005) showed that in winter the driving HadAM3H is too zonal and simulates insufficient blocking frequencies, which are the main source for the inter-annual variability in this season.
In summer, CLM and especially PROMES are too cold, whereas most of the other models are too warm and dry with HadRM3H and the high resolution simulation with RCAO show the most extreme behavior and ARPEGE shows the smallest bias. For JJA, the ensemble mean model bias is in general lower than in winter (with the exceptions of MD and EA). This is consistent with the bias in the MSLP as explained above (see also Noguer et al., 1998 , Machenhauer et al. 1998 . During summer there is generally a better agreement between observed and simulated values of inter-annual variability although there is a relatively clear signal in that most of the modeled temperature variability is larger than suggested by observations, while precipitation variability is closer to observations (cf. 3.1.4b), however. RegCM has too high precipitation, HIRHAM and RACMO are close to the mean, ARPEGE and REMO have a very modest bias, whereas RCAO, PROMES and CHRM are quite dry.
Note that EA in reality is very dry during summer, but the exaggerated lack of rain dries out soil water reservoirs in many models causing very high surface temperatures in late summer.
The inter-annual variability of precipitation is in relative good agreement with observations for both winter and summer. The most anomalous model with respect to precipitation is the CHRM model which is consistently much drier than the others. However, it is on the cold side during summer.
These drying problems are enhanced by a circulation bias of HadAM3H, which simulates too frequent blocking events in summer, accompanied by dry and sunny circulations from the east (Van Ulden et al., 2005) .
RCM temperature and precipitation deviations from the driving GCM
cases, there is even a general model tendency independent of region, e.g. RCAO and REMO are generally warmer than HadAM3H in all seasons with CHRM drier and CLM wetter. This indicates that though the main circulation features are being reproduced by the RCMs, their different configurations are leading to simulations which deviate from the GCM performance over large regional scales.
Resolution issues and the ensemble mean model.
A comparison of the HIRHAM experiments at different resolution as well as between the two RCAO experiments shows that change of resolution has a minor impact on large-scale climate features.
There is a small increase in precipitation with resolution.
By a simple ranking procedure area by area and season by season it can be determined that the ensemble mean performs better than individual models: It is the best "model" with respect to temperature and MSLP and number four with respect to precipitation among the 50km RCMs.
Furthermore the mean model is less prone to having large deviations in particular areas; it tends to have similar quality for most areas.
In winter, as seen in Fig. 3.1 .3, the ensemble mean exhibits the same warm and wet bias as most individual models. This again reflects the fact that the winter climate in the regional models is strongly forced by the boundary conditions. In summer the mean model performs very well, with the exception of Eastern Europe and to a lesser degree the Mediterranean, where the aforementioned warm and dry bias prevails.
The bias of the ensemble mean is generally below 1K and in only one case above 2K. This is Scandinavia in winter, where the CRU data might also be uncertain (see above). The precipitation bias is generally below 0.5 mm/day and never more than 1 mm/day. In relative terms most values are less than 30% in error and always less than 50%.
Ranges of minimum and maximum temperatures
The ability of the RCMs to simulate daily variability of T2m, T2min and T2max is investigated in Kjellström et al. (2005) . They compare simulated control to observations from the European Climate Assessment (ECA) dataset (Klein Tank et al., 2002a , 2002b . Here, we summarize some of their findings focussing on extremely warm summer and extremely cold winter conditions.
Empirical distributions of the temperature variables are calculated from the RCMs and from the ECA observations. Biases for different percentiles from these distributions are compared for summer (JJA) and winter (DJF) in different European regions. Table 3 .2, which shows the median bias among the RCMs in different regions, indicates that the positive bias in most of Europe (BI, IP, F, ME, SC and MD) in winter is larger at the 1st and 5th percentiles than in the median. This is a broad-scale feature among the models seen in large parts of the probability distributions both for T2m and T2min.
In summer, the strong bias seen in monthly mean T2max and T2m in east Europe (EA) is more pronounced in the 99th and 95th percentiles in both variables. The cold bias in Scandinavia (SC) during summer is more evenly distributed with no large differences between median and the 99th and 95th percentiles. It can also be noted from Table 3 .2 that the spread among the models is generally larger at the tails of the probability distributions independent of whether there is a bias or not.
Terrestrial Water Storage
An appropriate model-representation of the seasonal cycle of terrestrial water storage (mainly soil moisture, groundwater, surface water and snow cover) is necessary due to its importance for soilmoisture precipitation feedback (e.g. Betts et al. 1996 , Eltahir 1998 , Schär et al. 1999 The diagnostic data set used here for the analysis and validation of simulated terrestrial water storage (Seneviratne et al. 2004; Hirschi et al. 2005 ; data download at http://www.iac.ethz.ch/ data/water_balance/ 1 ) was derived with the combined atmospheric and terrestrial water-balance approach using 
Summary and conclusion
One source of the uncertainty in possible future climate change simulations is related to the model performance. In PRUDENCE, a set of ten regional climate models has been used to simulate current and future climate conditions for Europe. Their results for today's climate have been carefully validated against independent data sets, mainly the CRU data, to be able to judge the quality of model performance. This also shows how the main model systematic biases vary across the different models and regions.
The analysis of near-surface air temperature and precipitation for the time period 1961 to 1990
shows, in general, a warm bias with respect to the CRU data set in the extreme seasons and a tendency to cold biases in the transition seasons. In winter a typical spread (standard deviation) between the models is 1K. The high inter-annual variability in the observations makes this difference less significant (the CRU mean temperature is only claimed to be accurate to within approximately 1K). The inter-annual variability of the regional models is reduced compared to observations in most areas, particularly in northern and western Europe. This suggests that the driving HadAM3H model is probably too zonal and simulates insufficient amounts of blocking events, which are the main source for the inter-annual variability in this season.
During summer there is generally a better agreement between observed and simulated values of interannual variability although there is a relatively clear signal in that most of the modeled temperature variability is larger than suggested by observations, while precipitation variability is closer to observations. The origin of this finding is less easy to interpret. However, the dependency on the formulation of the models surface scheme , particularly during this season offers one possible source for this variability. In summer, the ensemble mean model bias is in general lower than in winter (with the exceptions of MD and EA).
The RCMs reproduce the circulation patterns of the driving GCM well. However, in many regions there are substantial differences between the GCM and RCM surface temperature and precipitation simulations for some RCMs. There is no clear correlation of differences with regions but some models have region and season independent tendencies to deviate in terms of temperature or precipitation.
A comparison of the HIRHAM experiments at different resolution as well as between the two RCAO experiments shows that changing of resolution has a minor impact on large scale climate features.
The biases in maximum temperatures during summer and minimum temperatures during winter are found to be larger at the extremes than in the mean values. It is found that the RCMs generally underestimate the maximum temperatures during summer in northern Europe while there is an overestimation in eastern Europe. In winter minimum temperatures are overestimated over most of Europe. It is also noted that the spread between the models is generally larger at the tails of the probability distributions than in the median. Nakicenovic, N., Alcamo, J., Davis, G., de Vries, B., Fenhann, J., Gaffin, S., Gregory, K., Grübler, A., Jung, T.Y., Kram, T., La Rovere, E.L., Michaelis, L., Mori, S., Morita, T., Pepper, W., Pitcher, H., Price, L., Raihi, K., Roehrl, A., . Tables   Table 2. 1: Summary of grid configurations and parameterizations for the models used in the present study. For some sub-regions fewer models enter the ensemble mean, due to limited coverage by some models. The last entry provides the corresponding CRU mean value. For each sub-region the mean bias (left columns) and the inter-annual standard deviation (right columns) is presented. For the ensemble mean the inter-model standard deviation of the 30-year biases is shown instead. For some sub-regions fewer models enter the ensemble mean, due to limited coverage by some models. The last entry provides the corresponding CRU mean value. For each sub-region the mean bias (left columns) and the inter-annual standard deviation (right columns) is presented. For the ensemble mean the inter-model standard deviation of the 30-year biases is shown instead. For some sub-regions fewer models enter the ensemble mean, due to limited coverage by some models. The last entry provides the corresponding CRU mean value. For each sub-region the mean bias (left columns) and the inter-annual standard deviation (right columns) is presented. For the ensemble mean the inter-model standard deviation of the 30-year biases is shown instead. For some sub-regions fewer models enter the ensemble mean, due to limited coverage by some models. The last entry provides the corresponding CRU mean value. For each sub-region the mean bias (left columns) and the inter-annual standard deviation (right columns) is presented. For the ensemble mean the inter-model standard deviation of the 30-year biases is shown instead. Figure 3 .1. The bias is given as the median among the ten RCMs and the range is defined as the difference between the two models giving the most differing biases. . 
