Abstract-
INTRODUCTION
Big Data, also referred to as Data Intensive Technologies, are becoming a new technology trend in science, industry and business [1, 2, 3] . Big Data are becoming related to almost all aspects of human activity from just recording events to research, design, production and digital services or products delivery to the final consumer. Current technologies such as Cloud Computing and ubiquitous network connectivity provide a platform for automation of all processes in data collection, storing, processing and visualization.
Emergence of Big Data technologies indicates the beginning of a new form of the continuous technology advancement that is characterized by overlapping technology waves related to different components of the modern digital economy from production and consumption to collaboration and general social activity. This creates demand for continuous and dynamically adopted education for preparing new specialists and training for new skills.
There is a growing demand for new type of specialists with strong technical background and deep knowledge of the Big Data technologies what actually can be identified a new profession of the Data Scientist [4] . However, there is no widely available the Data Science professional education and general Big Data training programs as well as there is no common approach to how to effectively build professional level Big Data and Data Science curricula.
The presented paper and the current development of the Big Data courses follows successful example of developing advanced instructional model and educational framework for Cloud Computing presented in the earlier authors' paper [5] .
The remainder of the paper is organized as follows. Section II provides information about needs for new Big Data related professions and challenges in Big Data education. Sections III provide basic information about the Big Data definition and Big Data Architecture Framework. Section IV introduces the Common Body of Knowledge for Big Data (CBK-BD) and refers to required competencies. Section V discusses two examples of the education programs and courses development in which the authors are involved, and the paper concludes with the summary and future developments in section VI.
II. DEMAND FOR NEW PROFESSION AND PECEIVED CHALLENGES
Successful adoption of Big Data technologies is a result of mutual enrichment between science and industry. With a long tradition of working with constantly increasing volume of data, modern e-Science can offer industry the scientific analysis methods, while industry can bring advanced and fast developing Big Data technologies and tools to science and wider public.
Besides extensive use in modern research and science, the Big Data technologies demonstrated their power and competitive advantage in many recent campaigns (such as recent US elections), personalised service offerings and effective risk management which are characterised by extensive use of statistical methods, machine learning and predictions. To benefit from such technologies, a new type of specialists is needed that could combine statistical methods, computational platform, and scientific approach.
A. Horizon2020: Education and skills development for
Research e-Infrastructure The new European H2020 Framework research and technology development program [6] includes measures to strengthen the human capital of research infrastructures and support skills and expertise development specifically needed to construct, operate and use research infrastructures that are becoming increasingly complex and expensive. The special priority item "INFRASUPP-4-2015: New professions and skills for e-infrastructures" includes the following activities: (1) Defining or updating university curricula for the einfrastructure competences mentioned above, and promoting their adoption. (2) Developing and executing training programmes (including for lifelong learning) (3) Create a reference model which defines new profession competencies (4) Support networking and information sharing among practicing e-infrastructure experts and data scientists.
B. Challenges in Big Data Education
The discussed curriculum seeks to provide knowledge in three inter-related technology domain comprising modern Big Data and Data Intensive Technologies: Data Structures and Data Management, Big Data Infrastructure and computing platforms, Data Analytics and Machine Learning. Our objective is to empower future professionals with the ability to develop new knowledge and build stronger expertise in practical technology application.
An effective professional education needs to provide for the professional level of knowledge to achieve the following: 1) Master basic concepts and major application areas 2) Compare similar concepts (and concepts inter-relation) and alternatives, as well as application specific areas 3) Appraise basic technologies and their relation to the basic concepts.
In contrary to more focused technology domain such as Cloud Computing, Big Data fuses computer technology, data analytics and research methods -the three domains that earlier have been considered as rather independent. How their fusion will evolve is still not clear but the leading Cloud Service Providers demonstrate a trend to add Big Data Analytics services to their cloud offerings building on their ability to integrate around available computing and infrastructure facilities and easy support for distributed cooperative groups.
At the same time, many not technical domains, and first of all non-computer sciences, are talking about Big Data literacy that should include knowledge of the data analytics methods and tools, research methods, and existing platform, primarily cloud based to effectively use data intensive technologies in research.
In current continuous technology development and evolution, the usual educational approaches do not serve well in providing advanced curriculum to professionals on new emerging technologies. In the following sections we will explain the new instructional methods and educational approaches we found effective for such new emerging technology domains as Cloud Computing and Big Data.
III. BIG DATA TECHNOLOGY DOMAIN DEFINITION

A. 6 Vs of Big Data
We refer to our recent papers [7, 8, 9] 
B. Structural Big Data Definition
In our research and in our contribution to the NIST Big Data Working Group (NBD-WG) [10] we proposed a structural Big Data definition that consists of five parts as listed below [8] :
(1) Big Data Properties: 6V x Volume, Variety, Velocity, Value, Veracity, Variability (2) New Data Models x Data types, data structure, data linking, provenance x Data Lifecycle and Variability/Evolution (3) New Analytics x Real-time/streaming analytics, new statistical methods, interactive and machine learning analytics (4) New Infrastructure and Tools x Cloud based Big Data infrastructure, storage, network, high performance computing x Heterogeneous multi-provider services integration x New Data Centric (multi-stakeholder) service models x New Data Centric security models for trusted infrastructure and data processing and storage (5) Source and Target that are important aspect defining data types and data structures, e.g. raw data, data streams, correlated data, and required processing methods x High velocity/speed data capture from variety of sensors and data sources 
C. Big Data Architecture Framework
We refer to the definition of the Big Data Architecture Framework (BDAF) proposed by the authors in [9] that summarises the majority of currently ongoing research activities and standardisation processes at NIST, ISO/IEC, as well as by industry leaders.
The The required new approach to data management and processing in Big Data industry is reflected in the Big Data Lifecycle Management (BDLM) model (see Figure 1) proposed as a result of analysis of the existing practices in different scientific communities and industry technology domains. New BDLM requires data storage and preservation at all stages what should allow data re-use/re-purposing and secondary research/analytics on the processed data and published results. However, this is possible only if the full data identification, cross-reference and linkage are implemented in BDI. Data integrity, access control and accountability must be supported during the whole data lifecycle. Data provenance is an important component of the discussed BDLM and must also be done in a secure and trustworthy way. The analytical part of the CBK-BD must be based on the strong mathematical foundation for Data Analytics focused curriculum, and providing basic knowledge for all groups of learners.
The CBK should be mapped to the skills and competencies model to define the curriculum profile that responds to the needs of the specific community or stakeholder groups. The O'Reilly Strata industry research [5] defines the four Data Scientist profession profiles and their mapping to the basic set of technology domains and competencies as shown in Figure  2 . Figure 2 . Data Scientist skills and profiles according to O'Reilly Strata survey [5] There are few known projects and community activities attempting to develop a consistent competency taxonomy for Data Science and data preservation community such as HPC University in US [12, 13] , APARSEN (Association Permanent Archives) [14] . The goal to create a taxonomy of the required skills for research community is a part of the activity by the RDA Interest Group on Education and Training on handling of research data [15] .
The HPC University competencies and skills taxonomy [13] provides comprehensive list of the Computational and Data Science education competencies for the undergraduate and graduate level, and for basic and advanced Data Driven Science competencies. We can take those as a basis for the science and research domain. 
V. IMPLEMENTATION EXAMPLES AND USED APPROACHES
This section will discuss two examples of implementing the proposed approach in the Big Data courses developed by the authors for different target groups of students and stakeholders.
A. Big Data course at Laureate Online Education
Laureate Online Higher Education (LOHE) [16, 17] , the online education partner of the University of Liverpool, provides fully online teaching/education environment based on customized Blackboard platform.
Laureate's courses are designed to push the boundaries of access to higher education from different countries, cultural backgrounds, and for students with varying educational background. The common method here is to push students beyond the boundaries of their customary thinking (i.e., to push them to think "outside of the box") and stimulate their self-motivated learning.
1) Collaborative Online Learning Model Princiles
The following are the main principles that are applied to achieve effective learning in online programs: a) Programs and courses are developed with input from nationally-and internationally-recognized Subject-Matter Experts (SME), leading practitioners, associations/professional groups, and international representatives.
x Educational materials combine strong conceptual foundation, technology basis and applied mechanisms, standardization, best practices and industry implementation.
x Programs and courses fully leverage technological and media resources to optimize collaboration and communication. b) Programs and courses are designed to create an inspiring and transforming student experience and promote collaborative student experiences x Programs are future-oriented and forward thinking, both in providing course materials that reflects current status and trends in the technology domain, and in facilitating critical and analytical students' thinking. x Students are responsible for their learning and they exercise elements of control over their learning environment. They are inspired through opportunities to engage in reflection and critical thinking, to connect theory to practice, their own experience and educational group experience in the weekly classroom discussions. x Work on individual and group projects and hands on assignment. d) Laureate's programs and courses are designed to expose students to diverse ideas, opinions, perspectives, and experiences -both brought by instructors and based on knowledge and experience exchange in the classroom. e) The course undergoes a quality review process that includes a critical reader review and recommendations, and adoption to the common learning model. The quality reviews are continued all along the course "life span".
2) Bloom's Taxonomy and Andragogy in Online Education
The Laureate courses are using such effective learning models as Bloom's taxonomy to facilitate self-learning in online environment and Andragogy to improve effectiveness of learning for adult students.
The courses are developed using best practices for online education and applying Bloom's taxonomy with strong emphasis not only on the Cognitive Domain but also on the Affective Domain [18, 19] to facilitate deep and selfmotivated learning. This includes the following: x Present learning tasks in terms of problem solving, not only as demonstration of accumulated knowledge, and encourage multiple approaches to problem solving. x Provide opportunities for collaboration with others, including: discussions; sharing of experience, perceptions, and alternate viewpoints; and group activities. x Allow students to draw on their own experience as part of their learning and to incorporate their own goals into the work of the course. Andragogy provides effective approach to online higher education. The following principles of andragogy (adult learning) [20, 21] are incorporated: x Define a rationale for learning and make a case for the value of doing the work. x Create environments where self-directed skills are nurtured. x Have different experiences, background, learning styles, motivation, interests, and goals. x Have a life-centered orientation to learning; motivate to learn the whole course knowledge domain and show relevance to their professional or career needs. x Instruction should help the students perform tasks, deal with problems, and thrive in real-life situations. x Rely on the internal motivation factors and provide such motivators as subject mastering satisfaction, knowledge opening their wider vision and general understanding. The important role belongs to the final dissertation module where the formation of the future specialist is finalized. The students learn the basics of the research methods and apply them to the dissertation development process that includes hypothesis, research questions, scholarly contribution, solution development, and hypothesis verifications.
Comparing to campus based programs, the online programs need to be constructed rather top-down providing the whole complex of knowledge from the general concepts to application and practical knowledge. While campus based courses often use specific and sometimes unique research and scientific environment to motivate the students' learning through engagement into practical projects supervised by research staff and teachers.
3) Module structure
The following activities and education forms are used in the Big Data module: x The module consists of 8 weekly seminars that includes 2 Discussion Questions (DQ), Hands-in Assignment (HA, or homework) and project assignment. x Each seminar is provided with the Lecture Notes and textbook reading assignment. There are no synchronous lectures which makes also possible education delivery to countries and to students with low Internet connectivity, as well as bypassing time zone issues. Recorded lectures and accompanying videos are planned for the future. x Discussion questions and asynchronous discussion are the main form of educational activity. DQ answers are submitted to the discussion forum and the students are required to contribute to the discussion. The students benefit from the knowledge and experience sharing during discussion and learn how to defend own answer.
Instructor plays a role of moderator and the students' knowledge and activities assessor. x Discussion questions are designed in such a way that to stimulate the students' higher cognitive activities starting from the basic literature search to analyzing and evaluating collected information and their application to problem solving. Criteria for assessing the students' knowledge and learning outcome are based on the Bloom's Taxonomy and require some experience from the instructor.
4) Module Content
This 
1) Data Science and Data Intensive Technologies Course structure
The Data Science program is being jointly supported by few departments that has traditional focus on the different aspects of the Big Data technologies. Consequently, the Data Science program implemented by different departments has the following specialization: (1) Data Models and Data Management; (2) Machine Learning, Data Analytics; (3) Big Data Infrastructure (cloud based), Computer Platforms, Big Data tools. Departments may also offer more specialized courses based on cooperation with research or industry partners as one described below.
The aim of the UvA Data Science program is to cover both the conceptual and architectural issues in defining the Big Data infrastructure, and Data Analytics applications, as well as more specific information about Big Data ecosystem components, tools, and applications. The courses will provide detailed analysis of the Big Data use cases in science, industry and business what is used to motivated better understanding of the Big Data technologies and required solutions. The course design uses the two major components around which the whole curriculum is built: conceptual Big Data definition and Architecture Framework for Big Data Ecosystem described above.
2) Data Science and Applied Mechanisms Design course
This course is proposed jointly by UvA and KPMG and aims to teach students a combination of Mechanism Design and Big Data techniques to better understand, predict and influence the behavior of large scale information systems. The course will cover the application of mechanism design principles to large scale information systems and the measurability of these systems with the Big Data technologies, allowing for example analysis of phase transitions (such as the global transition from carbon based energy to renewables). After the course, students will be able to understand how to model large scale information systems with mechanism design techniques. They will be able to determine how key parameters in these systems can be measured and analyzed with Big Data technologies and they will be able to participate in the scientific discussion in this emerging field.
The course will include the following key topics: x Introduction to Mechanism Design Theory; x Introduction to Big Data Analytics; x Modelling large scale information systems; x Measuring and analyzing large scale information systems; x Understanding, predicting and influencing phase transitions; x Applying Mechanism Design and Big Data Analytics to real world systems.
Hands on labs and the project will use available at the Faculty of Science HPC and cloud facilities, as well as using Big Data and Data Analytics facilities from leading cloud providers such as Amazon Web Services, Microsoft Azure and local SURFsara academic supercomputing datacenter.
VI. CONLUSION AND FUTURE DEVELOPMENTS
This paper presents an integrated approach to developing the effective education and training courses on Big Data and Data Science technologies that can be profiled both for full time university students and for online education and IT professionals. It is also important that Big Data or Data Science courses are complemented by the Cloud Computing course to provide the better vision and experience for students.
The ongoing research and development work is primarily focused on improving the definition of the Common Knowledge Base for Big Data and Data Science and required skills taxonomy. The authors are involved into wide cooperation with other universities and research community to exchange experience and coordinate development of new courses.
Based on the first full implementation of the Big Data and Cloud Computing courses in the Web Sciences and Big Data program at the Laureate Online Education [17] , the further adoption of the proposed model and approach will be done for the University of Amsterdam Data Science program that will contain few specialization depending on the hosting department.
When successfully tested, the experience will be shared with the interested research community via Research Data Alliance (RDA) Interest Group on Educations and Skills Development [15] . Ongoing coordination and discussion on the Data Science curriculum development is done in the framework of the RDA EDISON (Education for Data Intensive Science to Open New science frontiers) initiative which has a goal to support establishment of new professions by creating skills taxonomy and knowledge map for a new science and technology domain, share existing experience and disseminate best practices; support experts and educators visiting and exchange
