The long-time behaviour of splitting integrators applied to nonlinear Schrö-dinger equations in a weakly nonlinear setting is studied. It is proven that the energy is nearly conserved on long time intervals. The analysis includes all consistent splitting integrators with real-valued coefficients, in particular splitting integrators of high order. The proof is based on a completely resonant modulated Fourier expansion in time of the numerical solution.
Introduction
The long-time behaviour of symplectic integrators applied to (non-oscillatory) Hamiltonian ordinary differential equations is by now well understood. Their long-time behaviour in the case of Hamiltonian partial differential equations is, however, less clear. One of the open questions is the behaviour of higher order integrators for such equations, and this is the topic of the present paper which studies high-order splitting integrators [5, 19, 21] .
As a model problem of a Hamiltonian partial differential equation, we consider the cubic nonlinear Schrödinger equation
We consider this equation in a weakly nonlinear regime of small initial values ψ(·, 0) at time t = 0. In space, we impose 2π-periodic boundary conditions in one dimension, i.e., x ∈ T = R/(2πZ). The conserved energy of this Hamiltonian partial differential equation is E ψ(·, t) = 1 2π T |∂ x ψ(x, t)| 2 dx + 1 4π T |ψ(x, t)| 4 dx.
For this equation, long-time near-conservation of energy and other long-time properties have been studied and proven for the first-order Lie-Trotter and second-order Strang splitting integrators in [1, 9-14, 16, 17] (when combined with a Fourier collocation in space). In the present paper, we prove long-time near-conservation of energy for arbitrary splitting integrators, in particular splitting integrators of order higher than two. Such higher order splitting integrators are successfully applied to nonlinear Schrödinger equations and have been analyzed on bounded time intervals, see, for example, [2, 20, 23, 24] , but their long-time behaviour in the case of nonlinear Schrödinger equations (or Hamiltonian differential equations in general) has not been studied so far.
We finally mention a different line of research [3, 7, 8] , where energy-preserving (but not necessarily symplectic and explicit) methods are constructed, used and analyzed.
The paper is organized as follows. In Section 2 we introduce the considered splitting integrators of arbitrary order. The main result on the long-time behaviour of these integrators is stated in the following Section 3. The proof of this result is given in Sections 4-7 using modulated Fourier expansions in time. We conclude in Section 8 by pointing out extensions of the developed theory.
Splitting integrators
For the numerical discretization of the nonlinear Schrödinger equation (1.1), we consider splitting integrators in time applied to a pseudo-spectral (Fourier) discretization in space. In particular and in contrast to previous work on the long-time behaviour of numerical methods, we allow for higher order splitting integrators.
We denote by h the time step-size and by t n = nh discrete times. The considered fully discrete methods compute approximations ψ n to the exact solution at time t n which are trigonometric polynomials of degree K:
ψ(x, t n ) ≈ ψ n (x) = j∈K ψ n j e ijx , K = −K, −K + 1, . . . , K − 1 .
To describe the time stepping from ψ n to ψ n+1 with a splitting integrator, we introduce the time-α flows φ 
An interesting question is of course how to choose the coefficients a 1 , . . . , a s and b 1 , . . . , b s in the method (2.1). The standard choices are the (first-order) Lie-Trotter splittings (first variant: s = 1, a 1 = b 1 = 1; second variant: s = 2, a 1 = b 2 = 0, a 2 = b 1 = 1) and the (symmetric and second-order) Strang splittings (first variant: s = 2, a 1 = a 2 = 1/2, b 1 = 1, b 2 = 0; second variant: s = 2, a 1 = 0, a 2 = 1, b 1 = b 2 = 1/2). It turns out, however, that also methods (2.1) with order higher than two are successful. Classical examples are the methods of Suzuki [22] and Yoshida [26] , and particularly successful methods have been derived for example by Blanes & Moan [6] . For a general introduction to (higher order) splitting integrators we refer to [5, Chapter 3] , [19, Chapters II and III] and [21] ; for many competitive examples of such methods we refer to [5, Section 3.7] , [24, Table 1 ] and the references therein; and for their use in the case of Schrödinger equations we refer to [2, 20, 23, 24] , for example.
All the splitting integrators mentioned above are covered by the analysis to be presented below. We only assume throughout the paper that the coefficients a 1 , . . . , a s and b 1 , . . . , b s are real-valued and that the method is consistent, i.e.,
and
3 Statement of the main result
We denote by η 1 the Sobolev
with the weights j = |j| 2 + 1.
Our main result is the following theorem on the long-time near-conservation of this norm by the numerical method (2.1). The proof of this theorem will be given in Sections 4-7 below.
Theorem 3.1. Let N ≥ 2 and assume that the CFL-type step-size restriction
on the discretization parameters h and K holds. For a small initial value
with ε ≤ ε 0 the splitting integrator (2.1) then nearly preserves the squared H 1 (T)-norm on long time intervals:
The constants C and ε 0 depend on N and c 0 from (3.3), on the number of stages s and on an upper bound on the absolute values of the coefficients b 1 , . . . , b s of the method (2.1), but they are independent of the size ε of the initial value, the time step-size h and the spatial discretization parameter K.
As shown in [14, Corollary 3.2] , the long-time near-conservation of the squared H 1 (T)-norm of Theorem 3.1 implies in particular long-time near-conservation of energy
along the numerical solution (2.1) and its long-time regularity
The main assumption on the numerical method in Theorem 3.1 is the CFL-type step-size restriction (3.3). With additional technical effort, this condition could be improved to (N + 1)hK 2 ≤ c 0 < 4π and even weakened to a numerical non-resonance condition as in [14, Theorem 3.1] .
An important assumption on the problem in Theorem 3.1 is the smallness (3.4) of the initial values, which cannot be removed at present. In contrast, there is some flexibility in choosing the nonlinearity in the nonlinear Schrödinger equation (1.1). For example, the cubic nonlinearity could be replaced (with minor modifications) by κ|ψ| 2p ψ with κ ∈ R and p ∈ N. Theorem 3.1 shows that high-order splitting integrators have (at least) the same long-time behaviour as has been proven for the (low-order) Lie-Trotter and Strang splitting integrators in [14] . One open question is whether high-order methods behave better than low-order methods. Motivated by the situation for Hamiltonian ordinary differential equations and based on several numerical experiments (with an implementation in quadruple precision), we conjecture that the error in the energy should scale like h p for a method of order p (in addition to being small in terms of ε). Our proof given here, however, does yield such a statement because it is based on expansions in terms of ε in an essential way.
Construction of a modulated Fourier expansion
To begin with the proof of Theorem 3.1, we construct in this section a multiscale expansion of the numerical solution (2.1), a modulated Fourier expansion in time. Such an expansion is one of the tools that can be used to prove long-time properties of numerical methods for Hamiltonian partial differential equations.
Throughout, we work under the assumptions of Theorem 3.1: We let N ≥ 2, we assume that the CFL-type step-size restriction (3.3) holds with this N and a constant c 0 < 2π, and we consider a small initial value (3.4) of size ε.
The numerical method in Fourier space
Throughout this section, we will consider the numerical method (2.1) in Fourier space. To do so we write the flows φ 
Here and in the following, we denote by ≡ the congruence modulo 2K.
Functional analytic framework
Definition 4.1. In the following, we will consider sequences from the space C K×Z indexed by j ∈ K = {−K, −K + 1, . . . , K − 1} and k ∈ Z. They are denoted by boldface letters:
For such a sequence, we introduce, for 0 ≤ σ ≤ 1, the norms
with the weights j = |j| 2 + 1 of (3.2). We also introduce the notations
In the definition of z, we identify the index −j = +K / ∈ K with the index −K ∈ K.
The norm ||| · ||| σ of (4.3) is the norm considered also in [14, Section 5.4] . We recall from there that
and that, for σ >
where * is the discrete convolution
Recall that ≡ denotes the congruence modulo 2K.
Definition 4.2. In addition, we will consider sequences from the space C K×Z×N indexed by j ∈ K, k ∈ Z and p ∈ N. These are denoted by blackboard letters:
By 1, we denote the identity operator on this space C K×Z×N . For p ∈ N and a sequence z ∈ C K×Z×N , we denote by z p the sequence
from the smaller space C K×Z . We finally introduce, for 0 ≤ σ ≤ 1 and p ∈ N, the seminorms 9) where the notations (4.4) and (4.8) are used.
Modulated Fourier expansion
Approximation ansatz. We use a modulated Fourier expansion in time of the numerical solution (2.1). This is an expansion of the form
The coefficients z k j = z k j (εt) of the expansion are assumed to be polynomials of the slow time τ = εt.
Recall that ε ≪ 1 is the small parameter of (3.4). The coefficients z Definition. To derive equations for these modulation functions, we introduce operators 
where v is defined in (4.4) and * in (4.7). The property (4.6) of the convolution * shows that Φ α B (v) has a finite norm ||| · ||| 1 (see (4.3)) if the argument v does; in particular, the infinite sums in the definition of Φ α B converge in this case. System for the modulation functions. Using the properties (4.12) and (4.13), we get
Inserting the ansatz (4.10) in the numerical method (2.1) and requiring (4.11) thus yields
with τ = εt. By comparing the coefficients of e −ikt , we finally get the system
that the modulation functions z k j of (4.10) and (4.11) should satisfy, at least up to a small defect. For later use, we expand the polynomial on the left-hand side of (4.16) as a Taylor series and thus get
For the initial value, we get the condition
Remark. The modulated Fourier expansion (4.10) used here is in principle the same as in [14, Section 5.1]. As there and previously in [15] , it is a completely resonant modulated Fourier expansion where the integer exponents k of e −ikt are integer linear combinations of the completely resonant frequencies j 2 of the nonlinear Schrödinger equation (1.1) and the numerical method (2.1). The system (4.16) that the modulation functions have to satisfy, however, is more complicated than in [14, Section 5.1] involving several nonlinear operators instead of just one.
Asymptotic expansion of the modulation functions
Approximation ansatz, part 2. To construct the modulation functions z k j of the modulated Fourier expansion (4.10), we introduce yet another expansion. This time, it is a truncated expansion of z k j in terms of powers of the small parameter ε of (3.4):
The truncation parameter N is the fixed but arbitrary number of Theorem 3.1 and the step-size restriction (3.3), and we set
The coefficients z k j,p are called modulation coefficient functions and collected in the
Definition. To derive equations for these coefficients, we introduce operators
where the notations (4.4) and (4.8) are used.
System for the modulation coefficients functions. With these operators, the system that the modulation coefficient functions z k j,p of (4.19) should satisfy is
This is obtained by inserting the ansatz (4.19) in the system (4.17) and comparing the coefficients of ε p . Similarly, we get from (4.18)
by (3.4).
Computation of the modulation coefficient functions
In order to (theoretically) compute a solution of the system (4.20) for the coefficients z k j,p of (4.19), we rewrite its right-hand side in the following lemma. Recall from Definition 4.1 that we denote by 1 the identity operator on C K×Z×N .
Lemma 4.3. We have
The operator F has the properties that
Proof. The equation (4.22) follows from a telescopic sum, the linearity of Φ α A and the consistency assumption (2.3).
To prove the properties (a)-(c) of F, we observe that (Φ
with m ≥ 0, 
By Lemma 4.3, the system (4.20) for the coefficients z k j,p of (4.19) is of the form We finally note that the above construction solves the systems (4.20) and (4.21) exactly for p = 1, . . . , N . However, as the expansion (4.19) is a truncated expansion, this does not give an exact solution for the system (4.16), and hence the approximation (4.11) of the numerical solution by the modulated Fourier expansion is not exact. The defect in the system (4.16) and the error in the approximation (4.11) will be studied in the following Section 5.
Estimates of the modulated Fourier expansion
In this section, we derive estimates of the modulated Fourier expansion as constructed in the previous section. As there, we work under the assumptions of Theorem 3.1. By , we denote an inequality up to a constant that is independent of the small parameter ε of (3.4), the time step-size h and the spatial discretization parameter K, but may depend on N from Theorem 3.1, c 0 from the step-size restriction (3.3), the number of stages s of the method (2.1) and an upper bound on the absolute values of the coefficients b 1 , . . . , b s of the method.
Bounds of the modulation coefficient functions
We derive bounds of the modulation coefficient functions z k j,p as constructed in Algorithm 4.4. We begin with the following lower bound on the coefficient e −ikh − e −ij 2 h in the system (4.23), which holds thanks to the step-size restriction (3.3).
Lemma 5.1. Let j ∈ K and k ∈ Z with k = j 2 and |k| ≤ N K 2 . Then, we have
We have
where we use in the final estimate that sinc(x) = sin(x)/x is a monotonically decreasing and positive function on [0, 
where we use the property (4.6) of the convolution in the final estimate (and C 1 is the constant from there). With the same estimates, we also get
since the sum then starts with m = 1 instead of m = 0. The claimed estimate of F follows from these estimates on the individual factors in F.
(b) To prove the claimed estimate for derivatives of F(z), we proceed similarly. We use that
To derive a bound on
we use the same estimates as in part (a) of the proof and in addition
Using also (2m + 1) ℓ ≤ 3 mℓ this yields, with
In this way we get the statement of the lemma also for derivatives of F(v(τ )).
With the previous lemmas, we can now prove the following bounds on the sequences z p (τ ) = z k j,p (τ ) j∈K,k∈Z from Algorithm 4.4 (recall the notation (4.8)). We use here the norm ||| · ||| σ of (4.3) and the rescalings
Lemma 5.3. For p = 1, . . . , N and all ℓ ∈ N 0 , we have for the modulation coefficient functions of Algorithm 4.4
Proof. The first inequality follows immediately from
For the proof of the second inequality, we recall that the modulation coefficient functions z k j,p are constructed in Algorithm 4.4 for p = 1, 2, . . . , N consecutively.
We therefore proceed by induction on p = 1, 2, . . . , N , similarly to the proof of [14, Lemma 5.3] .
We fix p, and we assume that we have shown the bounds for the polynomials z p ′ with p ′ ≤ p − 1 and all their derivatives (this is true for p = 1). To show the claimed bound for z p = (z k j,p ) j∈K,k∈Z , we split this sequence into a sequence containing only functions z k j,p with k = j 2 and a sequence containing the remaining functions with k = j 2 , and we prove the claimed bound for both types of functions separately. We first consider the sequence consisting only of functions z k j,p with k = j 2 . These are constructed as described in steps (a) and (b) of Algorithm 4.4. By induction, we get from Lemma 5.2 for the right-hand side of (4.23) that
where we write (F(z)) p = ((F(z)) k j,p ) j∈K,k∈Z in accordance with the notation (4.8). We also get by induction for the derivatives on the left-hand side of (4.23) that
for ℓ = 1, 2, . . . .
Using Lemma 5.1 to bound e −ikh − e −ij
2 h and the definition of Λ, this implies the claimed estimate with ℓ = 0 for the sequence of modulation coefficient functions with k = j 2 . The estimate for their higher derivatives follows similarly using in addition that the polynomials have only a bounded number of nonzero derivatives by (4.24).
We finally consider functions z k j,p with indices k = j 2 , which are constructed as described in step (c) of Algorithm 4.4. By induction, we have F(z(τ )) p+1 1 h, and we also get for the derivatives on the left-hand side of (4.23) that
This implies the claimed estimate for the first derivative of the modulation coefficient functions with k = j 2 . The bound for higher derivatives is obtained similarly. To also get the bound for the functions themselves, we estimate the initial values given by (4.21) using (3.4) and the already proven bounds for the functions z k j,p with k = j 2 . The same argument also yields the claimed estimates for the functions constructed in step (d) of Algorithm 4.4.
Bounds of the defect
Recall from Section 4.5 that we cannot expect that the modulation functions (4.19) with coefficients computed with Algorithm 4.4 satisfy the system (4.16) exactly. In this section, we first derive a formula for the defect in (4.16) and then provide estimates for it. 
with the defect
Proof. Recall that Algorithm 4.4 solves (4.23) exactly for p ≤ N . Multiplying (4.23) with ε p and summing from p = 1 to p = N , we thus get for z k j from (4.19)
On the left-hand side, we then use that (with z
On the right-hand side, we use that For the second estimate, we use that k pK 2 whenever (F(z(τ ))) 
To deal with the derivatives in the defect, we similarly use that k ≤ N K 2 ≤ h −1 c 0 whenever z 
This finally implies the claimed estimate of Kd.
We remark that the estimates of the defect are simpler than in [14, Section 5.6] which is due to the fact that we use here the stronger CFL-type step-size restriction (3.3).
Approximation of the numerical solution
The modulation functions z k j of (4.19) with the coefficients z k j,p of Algorithm 4.4 give an approximation ψ n = ψ(·, t n ) to the numerical solution ψ n of (2.1) via (4.10) and (4.11) . This approximation satisfies the defining relation (2.1) of the method up to a small defect, as shown in the following lemma. and
where d −iktn e ijx and summing over k ∈ Z and j ∈ K.
Before studying the size of the error ψ n − ψ n , we consider ψ n and ψ n separately. We introduce, for r = 1, . . . , s, the abbreviations .19)). In the case 0 < r < s, we proceed as in step (a), but we solve the recursion With Lemmas 5.6 and 5.7 we can now prove the following result on the error ψ n − ψ n .
Lemma 5.8. We have
Proof. We subtract (5.4) from (2.1). We then use the Lipschitz properties
of the flows, which can be obtained similarly to the boundedness properties (5.5) (with the same constant C as there). By Lemma 5.7 on the size of ψ and ψ, these estimates imply, for r = 1, . . . , s − 1,
with some constant C ′ that is independent of n as long as t n ≤ ε −1 . Using in addition (5.4) from Lemma 5.6, we also get
and hence
Solving this recursion yields
To get the statement of the Lemma, we use that ψ 0 = ψ 0 by Lemma 5.6 and that δ ℓ 1 ≤ |||d(εt ℓ )||| 1 ε N +1 h by Lemma 5.5.
An almost-invariant of the modulated Fourier expansion
We work under the same assumptions as in Sections 4 and 5. In particular, we assume that the CFL-type step-size restriction (3.3) holds and that the initial value is small (3.4). Again, we denote by an inequality up to a constant that is independent of the small parameter ε, the time step-size h and the spatial discretization parameter K.
Our goal in this section is to derive an almost-invariant of the modulated Fourier expansion (as constructed in Section 4 with Algorithm 4.4) and to establish its relation with the squared H 1 (T)-norm of the numerical solution. This is based on the observation that the system (4.16) for the modulation functions is a splitting method. 
The statement follows then from the fact that
by the multinomial theorem.
To show that E is conserved along solutions
By symmetry, the right-hand side is equal to 1 2 j1+j2−j3−j4≡0 k1+k2−k3−k4=0
i.e., E is also conserved along solutions of the differential equation with B.
The previous key lemma shows that the right-hand side of the system (4.16) for the modulation functions is a composition of flows of differential equations, in the same way as the numerical method (2.1), and that these differential equations have the same conserved quantity E. This is the main ingredient to show in the following lemma that
where z are the modulation functions constructed in Section 4 with Algorithm 4.4, is an almost-invariant of the modulated Fourier expansion.
Lemma 6.2 (E is an almost-invariant).
Proof. By Lemma 6.1, we have
Since the modulation functions z k j constructed in Section 4 satisfy (5.1), we thus get
Rewriting the right-hand side yields
To estimate E(t n+1 ) − E(t n ), we use
similarly as in the proof of Lemma 5.3. Together with the Cauchy-Schwarz inequality this yields
Using (4.5), we get
and the statement of the lemma thus follows from the expansion (4.19) and Lemmas 5.3 and 5.5.
We finally recall from [14] that the almost-invariant E of (6.1) is close to the squared H 1 (T)-norm of the numerical solution.
Lemma 6.3 (E is closed to the squared H 1 (T)-norm).
Proof. The proof is essentially the same as the one of [14, Lemma 6.3] . On the one hand, we use that
This follows from (4.5), the expansion (4.19), the estimate |||K 1/2 z p (εt n )||| 0 1 of Lemma 5.3 and the property z On the other hand, we write η
2 tn e ijx and use that
The last inequality follows from η n 1 ε by (4.19) and Lemma 5.3, from ψ n 1 ≤ 2ε by Lemma 5.7 and from 
Long time intervals
In Section 4 and 5, we have constructed and estimated a modulated Fourier expansion of the numerical solution. In Section 6, we have shown that this expansion has an almost-invariant that is close to the squared H 1 -norm of the numerical solution. This implies near-conservation of the squared H 1 -norm along the numerical solution, as claimed in Theorem 3.1. However, this statement is only true on a not so long time interval 0 ≤ t n ≤ ε −1 so far. The goal of this section is to extend it to a long time interval of the form 0 ≤ t n ≤ ε −N . The principle idea is to put many of the not so long time intervals together.
Without loss of generality, we assume in the following thatn = ε −1 h −1 is a natural number, so that ψn is the numerical solution at the endpoint ε −1 = tn of the not so long time interval.
Modulated Fourier expansion on a new time interval
We consider a second time interval of length ε −1 and on it a second modulated Fourier expansion We cannot expect the analog ψn 1 ≤ ε of (3.4) to hold for the new initial value, but, as we will see, we can expect
Under this condition, all estimates of Section 5 for the modulation functions z, the modulation coefficient functions z and the defect d (for 0 ≤ t ≤ ε −1 ) carry over toẑ,
, with possibly different constants. What we still need in order to patch the intervals 0 ≤ t ≤ ε −1 and ε
together is a control on the difference z k j (εtn) −ẑ k j (εtn) at the interface tn = ε −1 of the two intervals. To estimate this difference, we first derive a Lipschitz-type estimate for the nonlinearity F in (4.23) given by (4.22) . We recall that the seminorm |·| 1,q is defined in (4.9), the norm ||| · ||| 1 in (4.3), and that (
Then, we have
with C depending only on p, the bound M , the number of derivatives L, the number of stages s and an upper bound on the absolute values of the coefficients b 1 , . . . , b s of the method (2.1).
Proof. The proof is similar to the one of Lemma 5.2, where bounds on F have been derived. We omit the argument τ in the following and restrict to the case L = 0. The extension to larger L is done as described in part (b) of the proof of Lemma 5. 
For Φ α B we have to work harder. We start from
On the right-hand side of this equation we rewrite, for example,
Using the property (4.6) of the discrete convolution then yields the following Lipschitz-type estimate for Φ α B :
The almost-invariant on a new time interval
For the new modulated Fourier expansion on ε −1 ≤ t ≤ 2ε −1 as considered in the previous Section 7.1 (with modulation functionsẑ k j collected inẑ), we get a new almost-invariantÊ (t) := E ẑ(εt) = j∈K k∈Z
by repeating the arguments of Section 6. The statements of Section 6 transfer to this new almost-invariant under the assumption (7.2) on the size of ψn. In particular,Ê is nearly preserved on ε −1 ≤ t ≤ 2ε −1 and close to the squared H 1 (T)-norm of the numerical solution.
What we still need is a control on the difference E(ε −1 ) −Ê(ε −1 ) at the interface of the two time intervals. With the estimate (6.2) of |k| + 1, the Cauchy-Schwarz inequality and (4.5) we thus get E(ε −1 ) −Ê(ε −1 ) ≤ |||z −ẑ||| 1 |||Λz||| 1 + |||Λẑ||| 1 .
Lemmas 5.3 and 7.2 together with the expansion (4.19) finally yield the statement of the lemma.
Proof of Theorem 3.1
The proof of Theorem 3.1 is obtained by patching many time intervals of length ε −1
together to a long time interval of length ε −N as in [14, Section 7.2] . On every time interval of the form ℓε −1 ≤ t ≤ (ℓ+1)ε −1 we construct a modulated Fourier expansion of the numerical solution and get a corresponding almost-invariant that we denote by E ℓ (t) (in particular, we have E 0 = E and E 1 =Ê with E from Section 6 andÊ from Section 7.2). By Lemmas 6.2 and 7.3 we have for all ℓ E ℓ (t n ) − E 0 (t 0 ) ≤ C(ℓ + 1)ε Besides proving near-conservation of the squared H 1 (T)-norm as stated in Theorem 3.1, this also shows that the hypothesis ψ m 1 ≤ 2ε also holds for t m = (ℓ+1)ε
provided that ε is sufficiently small, and hence concludes the proof of Theorem 3.1.
Conclusion
We have proven long-time near-conservation of energy and the squared H 1 -norm for splitting integrators when applied to the cubic nonlinear Schrödinger equation in a weakly nonlinear regime. The main novelty is that the analysis includes all consistent splitting integrator with real-valued coefficients, in particular higher order splitting integrators.
As in previous papers, the given proof of long-time near-conservation of energy is based on a modulated Fourier expansion. The main difference is that higher order splitting integrators involve multiple nonlinear steps, which complicates the construction of such an expansion and in particular the derivation of suitable estimates in Sections 4 and 5. A crucial point is to set up the system for the coefficients of the modulated Fourier expansion in such a way that the splitting structure can be immediately read off (see Equations (4.16) and (4.20)), which is of particular importance for the derivation of the almost-invariant in Section 6.
Focusing on these difficulties coming from higher order splitting integrators, we did not optimize the results with respect to the CFL-type step-size restriction (3.3), but it is clear that a combination of the techniques presented here with those of [14] lead to a weaker assumption in the form of a numerical non-resonance condition. In addition, the presented way to deal with higher order splitting integrators should also allow us to extend the results of [12, 13, 16, 17] on long-time near-conservation of actions and energy in non-resonant situations and the results of [10] on long-time orbital stability of plane wave solutions to higher order splittings. We also expect that the techniques can be used to study higher order splitting integrators for semilinear wave equations, for which splitting integrators coincide with symplectic extended Runge-Kutta-Nyström methods [25] as has been shown in [4] .
