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ABSTRACT. We give a geometric categorification of the Verma modulesMpλq for quantum sl2.
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1. INTRODUCTION
After the pioneer works of Frenkel-Khovanov-Stroppel [14] and Chuang-Rouquier [12], there have
been various developments in higher representation theory in different directions and with different
flavors. One popular approach consists of using structures from geometry to construct categorical
actions of Lie algebras. This is already present in the foundational papers [12] and [14], where co-
homologies of finite-dimensional Grassmannians and partial flag varieties play an important role in
the categorification of finite-dimensional irreducible representations of quantum sl2. In the context of
algebraic geometry Cautis, Kamnitzer and Licata [10] have defined and studied geometric categorical
sl2-actions, and Zheng gave a categorification of integral representations of quantum groups [46] and
of tensor products of sl2-modules [45].
In a remarkable series of papers, Khovanov and Lauda, and independently Rouquier, constructed
categorifications of all quantum Kac-Moody algebras [28, 29, 30, 32, 33, 34, 41] and some of their
2-representations [41]. In Khovanov and Lauda’s formulation the categorified quantum group is a
2-category 9U , defined diagrammatically by generators and relations. Khovanov and Lauda conjec-
tured that certain quotients of 9U categorify integrable representations of these quantum Kac-Moody
algebras. This conjecture was first proved in finite type An by Brundan and Kleshshev [6]. Based
on Khovanov and Lauda, Rouquier and Zheng’s work, Webster gave in [44] a diagrammatic cate-
gorification of tensor products of integrable representations of symmetrizable quantum Kac-Moody
algebras and used it to categorify the Witten-Reshetikhin-Turaev link invariant. Moreover, he proved
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Khovanov and Lauda’s conjecture on categorification of integrable representations for all quantum
Kac-Moody algebras. This was also done independently by Kang and Kashiwara in [21].
All these constructions share one common feature: they only categorify finite-dimensional repre-
sentations in the finite type (representations in other types are locally finite-dimensional when res-
tricted to any simple root quantum sl2). In this paper we make a step towards a categorification of
infinite dimensional and non-integrable representations of quantum Kac-Moody algebras. We start
with the simplest case by proposing a framework for categorification of the Verma modules for quan-
tum sl2.
This paper was motivated by the geometric categorification of finite-dimensional irreducible rep-
resentations of sl2 by Frenkel, Khovanov and Stroppel in [14, §6] and the subsequent constructions
in [32] and [33]. In particular, the inspiration from Lauda’s description in [32, 33] should be clear.
Without further delays we now pass to describe our construction.
1.1. Sketch of the construction.
1.1.1. Verma modules. Let b be the Borel subalgebra of sl2, and λ “ q
c for some c either formal
or integer. Denote by Vλ the 1-dimensional Uqpbq-module of weight λ, with E acting trivially. The
universal Verma module Mpλq with highest weight λ is the induced module
Mpλq “ Uqpsl2q bUqpbq Vλ.
We follow the notation in [19] (cf. §2.2. and §2.4. in [19]), but in the special case when λ “ qn
for an integer number n, we write Mpnq instead of Mpqnq. The Verma module Mpλq is irreducible
unless λ “ qn with n a non-negative integer. In the latter caseMpnq containsMp´n´2q as a unique
nontrivial proper submodule and the quotient Mpnq{Mp´n ´ 2q is isomorphic to the irreducible
Uqpsl2q-module V pnq of dimension n`1. Throughout this paper, we will treat λ as a formal parameter
and wewill think ofMpλq as a module overQppq, λqq. HereQppq, λqqmeans the field of formal Laurent
series in the variables q and λ. We will also consider MApλq and M
˚
Apλq, where we replace the
ground field Qppq, λqq by the ring A “ Qppqqqrλ, λ´1s. They are Verma modules over 9Uλ, the shifted
idempotented quantum sl2 defined below in §2.1.1, and are given respectively by the canonical and
dual canonical basis ofMpλq, also presented in §2.1.1.
1.1.2. Categorification of the weight spaces of Mpλq´1q. We work over the field of rationals Q
and b means bQ. Let Gk be the Grassmannian of k-planes in C
8 and HpGkq its cohomology
ring with rational coefficients. It is a graded algebra freely generated by the Chern classes xk “
px1, . . . , xkq with degpxiq “ 2i [33, §3.1.1] (see also [17, §3] and [16] for more about cohomology
of flag varieties). The ring HpGkq has a unique irreducible module up to isomorphism and grading
shift, which is isomorphic to Q. Let ExtHpGkqpQ,Qq denote the algebra of self-extensions of Q (this
can be seen as the opposite algebra of the Koszul dual of HpGkq) and for k ě 0, define
Ωk “ HpGkq b ExtHpGkqpQ,Qq.
We have
Ωk – Qrxks b
Ź‚pskq,
which we regard as a Z ˆ Z-graded superring, with even generators xi having degree degpxiq “
p2i, 0q, and odd generators si with degpsiq “ p´2i, 2q (the first grading is quantum and the second
cohomological). We denote by xr, sy the grading shift up by r units on the quantum grading and by s
units on the cohomological grading. In the sequel we use the term bigrading for a Zˆ Z-grading.
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The superring Ωk has a unique irreducible supermodule up to isomorphism and (bi)grading shift,
which is isomorphic to Q and denoted Sk, and a unique projective indecomposable supermodule,
again up to isomorphism and (bi)grading shift, which is isomorphic to Ωk.
In §5 we develop several versions of “topological” Grothendieck groups. The topological split
Grothendieck group K0pΩkq and topological Grothendieck group G0pΩkq are one-dimensional mod-
ules over ZπJqKrq
´1, λ˘1s, where Zπ “ Zrπs{pπ
2 ´ 1q, and generated respectively by the class
of Ωk, and by the class of Sk. In another version, the topological Grothendieck group pG0pΩkq “
G0pΩk -smodlfq is a one-dimensional module over Zπppq, λqq, and is generated either by rΩks, either
by rSks.
For each non-negative integer k we defineMk “ Ωk -smodlf and takeMk as a categorification of
the pλq´1´2kqth-weight space.
1.1.3. The categorical sl2-action. To construct functors F and E that move between categories Mk
we look for superrings Ωk`1,k and (natural) maps
Ωk`1,k
Ωk`1
ψ˚
k`1
::✈✈✈✈✈✈✈✈✈
Ωk
φ˚
k
cc❋❋❋❋❋❋❋❋
that turn Ωk`1,k into a pΩk`1,Ωkq-superbimodule such that, up to an overall shift,
‚ Ωk`1,k is a free right Ωk-supermodule of bigraded superdimension
λq´k´1´λ´1qk`1
q´q´1
,
‚ Ωk`1,k is a free left Ωk`1-supermodule of bigraded superdimension rk ` 1s.
Remark 1.1. The superring HpGk,k`1q b ExtHpGk,k`1qpQ,Qq does not have these properties.
Let Gk,k`1 be the infinite partial flag variety
Gk,k`1 “ tpUk, Uk`1q|dimC Uk “ k,dimC Uk`1 “ k ` 1, 0 Ă Uk Ă Uk`1 Ă C
8u.
Its rational cohomology is a graded ring, generated by the Chern classes:
HpGk,k`1q “ Qrxk, ξs, degpxiq “ 2i, degpξq “ 2.
The forgetful maps
Gk,k`1
pk
##❋
❋❋
❋❋
❋❋
❋
pk`1
zz✉✉
✉✉
✉✉
✉✉
✉
Gk`1 Gk
induce maps in cohomology
HpGk,k`1q
HpGk`1q
ψk`1
88♣♣♣♣♣♣♣♣♣♣
HpGkq
φk
ff▲▲▲▲▲▲▲▲▲▲
which make HpGk,k`1q an pHpGk`1q,HpGkqq-superbimodule. As a right HpGkq-supermodule, the
bimodule HpGk,k`1q is a free, bigraded module isomorphic to HpGkq bQrξs.
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We take
Ωk`1,k “ HpGk,k`1q b ExtHpGk`1qpQ,Qq.
We put ψ˚k`1 “ ψk`1 b 1: Ωk`1 Ñ Ωk`1,k and define φ
˚
k : Ωk Ñ Ωk`1,k as the map sending xi to
xi and si to si ` ξsi`1:
Ωk`1,k
Ωk`1
ψ˚
k`1
“ψk`1b1
::✈✈✈✈✈✈✈✈✈
Ωk.
φ˚
k
cc●●●●●●●●
This gives Ωk`1,k the structure of an pΩk`1,Ωkq-superbimodule. We write Ωk,k`1 for Ωk`1,k when
seen as an pΩk,Ωk`1q-superbimodule. It is easy to see that up to an overall shift, the superring Ωk`1,k
has the desired properties.
For each k ě 0 define exact functors1 Fk : Mk ÑMk`1 and Ek : Mk`1 ÑMk by
Fkp´q “ Res
k`1,k
k`1 ˝Ωk`1,k bΩk p´qx´k, 0y,
and
Ekp´q “ Res
k`1,k
k ˝Ωk,k`1 bΩk`1 p´qxk ` 2,´1y.
Functors pF,Eq form an adjoint pair up to grading shifts, but F does not admit E as a left adjoint.
We would like to stress that this is necessary to prevent us from falling in the situation of Q-strong
2-representations from [11]. In that case, the construction would lift to a 2-representation of 9U and
Rouquier’s results in [41] would imply that if the functor E kills a highest weight then its biadjoint
functor would kill a lowest weight (this can be proved with a clever trick using degree zero bubbles
from [32] to tunnel from the lowest weight to the highest weight2). We should not expect a biadjunc-
tion between the functors E and F since it can be interpreted as a categorification of the involution
exchanging operators E and F (up to coefficients).
Denote byΩkrξs the polynomial ring in ξ with coefficients inΩk and byQk the functor of tensoring
on the left with the pΩk,Ωkq-superbimodule ΠΩkrξsx1, 0y, where Π is the parity change functor. The
categorical sl2-action is encoded in a short exact sequence of functors,
(1) 0 ÝÝÑ Fk´1 ˝ Ek´1 ÝÝÑ Ek ˝ Fk ÝÝÑ Qkx´2k ´ 1, 1y ‘ΠQkx2k ` 1,´1y ÝÝÑ 0.
From the work of Lauda in [32, 33] adjusted to our context it follows that for each n ě 0 there is
an action of the nilHecke algebra NHn on F
n and on En. As a matter of fact, there is an enlargement
of NHn, which we denote An, acting on F
n and En, also admitting a nice diagrammatic description
(see §1.1.6 below for a sketch).
We define M as the direct sum of all the Mk’s and functors F, E and Q in the obvious way. One
of the main results in this paper is the following.
Theorem 6.12. The functors F and E induce an action of quantum sl2 on the Grothendieck groups
K0pMq, G0pMq and pG0pMq, after specializing π “ ´1. With this action there are QJqKrq´1, λ˘1s-
linear isomorphisms
K0pMq –MApλq, G0pMq –M
˚
Apλq,
1All our functors are, in fact, superfunctors which we tend to see as functors between categories endowed with a Z{2Z-
action, whence the use of the terminology functor.
2We thank Aaron Lauda for explaining this to us.
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of 9Uλ module and a Qppq, λqq-linear isomorphismpG0pMq –Mpλq,
ofUqpsl2q-representations. Moreover, these isomorphisms send classes of projective indecomposables
to canonical basis elements and classes of simples to dual canonical elements, whenever this makes
sense.
Form the 2-category Mpλq´1q which is the completion under extensions of the 2-category whose
objects are the categories Mk, the 1-morphisms are cone bounded, locally finite direct sums of shifts
of functors from tEk, Fk, Qk, Idku and the 2-morphisms are (grading preserving) natural transfor-
mations of functors. In this case the 2-category Mpλq´1q is an example of a 2-Verma module for
sl2.
1.1.4. Categorification of the Verma module with integral highest weight. Forgetting the cohomolo-
gical degree on the superrings Ωk and Ωk,k`1 defines a forgetful functor into the category of Z-graded
Ωkp´1q-supermodules, where Ωp´1q is the ring Ω with the cohomological degree collapsed. This
defines a category Mp´1q. A direct consequence of Theorem 5.11 is that the Grothendieck group
K0pMq is isomorphic to the Verma moduleMp´1q.
Our strategy to categorify Mpnq is to first define for each n P Z certain sub-superrings Ωnk and
Ωnk,k`1 of Ωk and Ωk,k`1, that agree with these for n “ ´1, and such that an immediate application
of the procedure as before results in a categorification of the Verma module Mpλqnq. We then apply
the forgetful functor to define a categorification ofMpnq.
As in the case of M, for each m ě 0 there is an action of the nilHecke algebra NHm and of its
enlargement Am on F
m and on Em.
1.1.5. A categorification of the pn ` 1q-dimensional irreducible representation from Mpλq. To re-
cover the categorification of the finite dimensional irreducible V pnq from [12] and [14] we define for
each n P N a differential dn on the superrings Ωk and Ωk,k`1, turning them in DG-algebras and DG-
bimodules. These DG-algebras and DG-bimodules are quasi-isomorphic to the cohomologies of finite
dimensional Grassmannians and 1-step flag manifolds in Cn, as used in [12, 14]. Moreover, the short
exact sequence (1) can be turned into a short exact sequence of DG-bimodules that descends in the ho-
mology to the direct sums decompositions categorifying the sl2-commutator relation in [12, 14]. The
nilHecke algebra action descends to the usual nilHecke algebra action on integrable 2-representations
of sl2 (see [11, 32, 33, 41]). The differential dn descends to the superrings Ωkpnq and Ωk,k`1pnq
yielding the same result as in Mpλq.
1.1.6. A diagrammatic presentation for the enlargement of the nilHecke algebra. The enlarged nil-
Hecke algebra An can be given a presentation in the spirit of KLR algebras [28, 32, 41] as isotopy
classes of braid-like diagrams modulo some relations.
Our diagrams are isotopy classes of KLR diagrams with some extra structure. Besides the KLR
dots we have another type of dot we call a white dot (we keep the name dot for the KLR dots). White
dots are made to satisfy the exterior algebra relations (see below). The enlarged algebra is in fact a
bigraded superalgebra, where nilHecke generators are even and white dots are odd. Moreover, regions
in a diagram are labeled with integer numbers, and crossing a strand from left to right increases the
label by one:
k k ` 1
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Fix a base ring k. The k-superalgebra An consists of k-linear combinations of n-strand diagrams as
described above. The multiplication is given by concatenation of diagrams whenever the labels of the
regions agree and zero otherwise. The superalgebra An is bigraded with the q-degree of the white dot
given by minus two times the label of the region at his right:
deg
˜
k
¸
“ p2, 0q, deg
˜
k
¸
“ p´2k ´ 2, 2q, deg
˜
k
¸
“ p´2, 0q.
The generators are subject to the following local relations:
¨ ¨ ¨k “ ´ ¨ ¨ ¨k , k “ 0 ,
k “ 0 , k “ k ,
k “ k ` k ,
k “ k ` k ,
k “ k ,
k ` k “ k ` k .
All other isotopies are allowed (e.g. switching the relative height of a dot and a white dot). The
relations above respect the bigrading as well as the parity.
We define Anpmq as the sub-superalgebra consisting of all diagrams with label m at the leftmost
region and
Apmq “
à
ně0
Anpmq.
The usual inclusion Anpmq ãÑ An`1pmq that adds a strand at the right of a diagram fromAnpmq gives
rise to induction and restriction functors on Apmq -smodlf that satisfy the sl2-relations. Our results
imply that together with this functors, Apmq -smodlf categorifies the Verma moduleMpλq
m´1q. The
categorification of Verma modules with integral highest weight using the algebras An follows as a
consequence of our results. Moreover, we define for each m P N a differential on Anpmq turning it
into a DG-algebra, which is quasi-isomorphic to a cyclotomic quotient of the nilHecke algebra.
1.2. Acknowledgments. The authors would like to thank Mikhail Khovanov and Marco Mackaay for
helpful discussions, exchanges of email, and for comments on an early stage of this project and to Qi
You, Antonio Sartori, Catharina Stroppel, Daniel Tubbenhauer and Peng Shan for helpful discussions,
comments and suggestions. We would also like to thank Hoel Queffelec and Can Ozan for comments
on earlier versions of this paper. G.N. is a Research Fellow of the Fonds de la Recherche Scientifique
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FNRS under Grant no. J.0135.16.
2. Uqpsl2q AND ITS REPRESENTATIONS
2.1. Forms of quantum sl2. The notions below are well-known and can be found for example in [19]
or [36].
Definition 2.1. The quantum algebra Uqpsl2q is the unital associative algebra over Qpqq with genera-
tors E, F ,K and K´1 subject to the relations:
KK´1 “ 1 “ K´1K,
KE “ q2EK,
KF “ q´2FK,
EF ´ FE “
K ´K´1
q ´ q´1
.
We denote by Uqpbq the subalgebra of Uqpsl2q generated by E,K and K
´1.
Define the quantum integer ras “ q
a´q´a
q´q´1
, the quantum factorial ras! “ rasra ´ 1s! with r0s! “ 1,
and the quantum binomial coefficient
“
a
b
‰
“ ras!rbs!ra´bs! for 0 ď b ď a, and put tau “ q
a´1ras. For
a ě 0 define also the divided powers
Epaq “
Ea
ras!
and F paq “
F a
ras!
.
Following [32, §2.1-2.2] we now introduce some important algebra (anti)automorphisms onUqpsl2q.
Let q, ψ, τ and ρ be as follows:
‚ q is the Q-linear involution that maps q to q´1.
‚ ψ is the Qpqq-antilinear algebra automorphism of Uqpsl2q given by
ψpEq “ E, ψpF q “ F, ψpKq “ K´1,
ψppXq “ pψpXq, for p P Qpqq and X P Uqpsl2q.
‚ τ : Uqpsl2q Ñ Uqpsl2q
op is the Qpqq-antilinear isomorphism given by
(2) τpEq “ q´1K´1F, τpF q “ q´1KE, τpKq “ K´1,
and
τppXq “ pτpXq, for p P Qpqq and X P Uqpsl2q,
τpXY q “ τpY qτpXq, for X,Y P Uqpsl2q.
‚ ρ is the Qpqq-linear algebra anti-involution defined by
(3) ρpEq “ q´1K´1F, ρpF q “ q´1KE, ρpKq “ K,
and
ρppXq “ pρpXq, for p P Qpqq and X P Uqpsl2q,
ρpXY q “ ρpY qρpXq, for X,Y P Uqpsl2q.
The inverse of τ is given by τ´1pEq “ q´1FK , τ´1pF q “ q´1EK´1, and τ´1pKq “ K´1.
Remark 2.2. The ρ defined above should be ψρψ in the notations from [32].
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2.1.1. Deformed idempotented Uqpsl2q. For c either integer or formal parameter, the shifted weight
lattice is given by c ` Z. For n P Z we denote by en the idempotent corresponding to the projection
onto the pλqnq-th weight space. On this weight space, K acts as multiplication by λqn:
(4) enK “ Ken “ λq
nen.
In the spirit of Lusztig [36, Chapter 23] we now adjoin to Uqpsl2q the idempotents en for all n P Z.
Denote by I the ideal generated by the relations (4) above together with
(5) enem “ δn,men, Een “ en`2E, Fen “ en´2F.
Definition 2.3. Define the shifted idempotented quantum sl2 as the Qpqqrλ
˘1s-algebra
9Uλ “
` à
m,nPZ
en pUqpsl2qq em
˘
{I.
In this deformed version the main sl2-relation becomes
(6) EFen ´ FEen “
λqn ´ λ´1q´n
q ´ q´1
en “ rλ, nsen.
In the special case λ “ qn, we will see 9Uλ “ 9Un as a Qpqq-algebra.
The involution q and the algebra maps ψ, τ and ρ introduced above extend to 9Uλ if we put
λ “ λ´1, ψpenq “ en, τpenq “ en, ρpenq “ en.
The extended versions of ψ, τ and ρ then take the form
ψpqsen`2Eenq “ q
´sen`2Een, ψpq
senFen`2q “ q
´senFen`2,
τpqsen`2Eenq “ λ
´1q´s´1´nenFen`2, τpq
senFen`2q “ λq
´s`1`nen`2Een,
and
ρpqsen`2Eenq “ λ
´1qs´1´nenFen`2, ρpq
senFen`2q “ λq
s`1`nen`2Een.
2.2. Representations. We only consider modules of type I in this paper and we follow the notations
from [19]. As before, we write λ “ qc for c formal, and treat it as a formal parameter itself. Then
there is an infinite dimensional Uqpsl2q highest weight-moduleMpλqwith highest weight λ, called the
universal Verma module (as explained in §1.1.1 we follow the notation in [19] for Verma modules for
quantum groups). Let b be the Borel subalgebra of sl2 and let Cλ “ Qppq, λqqvλ be a 1-dimensional
representation of Uqpbq with E acting trivially while Kvλ “ λvλ. The Verma module Mpλq with
highest weight λ is the induced module
Mpλq “ Uqpsl2q bUqpbq Cλ.
It has basis m0,m1, . . . ,mk, . . . such that for all i ě 0
Kmi “ λq
´2imi,
Fmi “ ri` 1smi`1,
Emi “
$&%0 if i “ 0,λq´i`1 ´ λ´1qi´1
q ´ q´1
mi´1 otherwise.
(7)
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We call this basis the canonical basis of Mpλq. The change of basis m1i “ ris!mi gives Mpλq the
following useful presentation ofMpλq:
Km1i “ λq
´2im1i,
Fm1i “ m
1
i`1,
Em1i “
$&%0 if i “ 0,risλq´i`1 ´ λ´1qi´1
q ´ q´1
m1i´1 else.
(8)
We denote by Mα the 1-dimensional weight spaces of weight α. We can picture Mpλq as the
following diagram:
¨ ¨ ¨ Mλ´2k Mλ´4 Mλ´2 Mλ
E
""
E
%%
E
%%
F
aa
F
ee
F
ee
¨ ¨ ¨ .
The Verma module Mpλq is the unique infinite dimensional module of highest weight λ, and it is
irreducible unless c P N. To keep the notation simple we write Mpnq instead of Mpqnq whenever
c “ n P Z. In this caseHomUqpsl2qpMpn
1q,Mpnqq is zero unless n1 “ n or n1 “ ´n´2, and there is a
monomorphism φ : Mp´n´ 2q ÑMpnq, uniquely determined up to scalar multiples. Moreover, the
quotientMpnq{Mp´n´2q is isomorphic to the irreducible Uqpsl2q-module V pnq of dimension n`1,
and all finite-dimensional irreducibles can be obtained this way. Under this quotient, the canonical ba-
sis ofMpnq descends to a particular case of Lusztig-Kashiwara canonical basis in finite-dimensional
irreducible representations of quantum groups introduced in [35] and independently in [25].
The Verma module Mpλq is universal in the sense that any given Verma module with integral
highest weight can be obtained from Mpλq. This means that for each n P Z there is an evaluation
map evn : Mpλq ÑMpnq which is a surjection (see [40] and also [24, 20] for details).
Throughout this paper we will take Mpλq´1q as the universal Verma module and we will call
Mpλq´1`nq (n P Z) the shifted Verma modules (see [40] for details). In our conventions, evaluating
Mpλq´1q at n means putting λ “ qn`1. The evaluation map evn is then the composite of a shift
with ev´1.
2.3. Bilinear form. The universal Shapovalov form p´,´qλ is the bilinear form on Mpλq
´1q such
that for anym,m1 PMpλq´1q, u P Uqpsl2q, and f P Qppq, λqq we have
‚ pm0,m0qλ “ 1,
‚ pum,m1qλ “ pm,ρpuqm
1qλ, where ρ is the Qpqq-linear antiautomorphism defined in Equa-
tion (3),
‚ f pm,m1qλ “ pfm,m
1qλ “ pm, fm
1qλ.
The involution q does not extend to Qppq, λqq (for example
ř
kě0 q
k would be sent to
ř
kě0 q
´k
which is not an element of Qppq, λqq, see §5.3 for more details about Qppq, λqq). However, when
restricting the ground field to Qpq, λq instead of Qppq, λqq (we writeMQpq,λqpλq
´1q in this case) there
is another form we can define. We refer to it as the twisted Shapovalov form, and it is the sesquilinear
form uniquely defined by
‚ xm0,m0yλ “ 1,
‚ xum,m1yλ “ xm, τpuqm
1yλ, where τ is the q-antilinear antiautomorphism defined in Equa-
tion (2),
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‚ fxm,m1yλ “ xf¯m,m
1yλ “ xm, fm
1yλ, where
´ is the Q-linear involution of Qpq, λq which
maps q to q´1 and λ to λ´1,
for anym,m1 PMQpq,λqpλq
´1q, u P Uqpsl2q, and f P Qpq, λq.
For example,
xFnm0, F
nm0yλ “ λ
nq´np1`nqrns!rλ,´1srλ,´2s ¨ ¨ ¨ rλ,´ns,
the notation rλ,ms being introduced in (6).
Evaluation ofMpλq´1q at n reduces to the well-knownQpqq-valued bilinear form (see [40] and [42]
for the original definition in the non-quantum context as well as a proof of uniqueness). The q-
Shapovalov form p´,´qn is the unique bilinear form on Mpnq such that for any m,m
1 P Mpnq,
u P Uqpsl2q, and f P Qpqq we have
‚ pv0, v0qn “ 1,
‚ pum,m1qn “ pm,ρpuqm
1qn, where ρ is the q-linear antiautomorphism defined in Equa-
tion (3),
‚ fpm,m1qn “ pfm,m
1qn “ pm, fm
1qn.
For n ě 0 the radical of p´,´qn is the maximal proper submodule Mp´n ´ 2q of Mpnq, and
hence we have V pnq “ Mpnq{Radp´,´qn and the q-Shapovalov form descends to a bilinear form
on V pnq.
Using the Shapovalov form we define the dual canonical basis tmiuiPN0 ofMpλq by
pm1i,m
jqλ “ δi,j.
Define rλ, js! recursively by
rλ, 0s! “ 1, rλ, js! “ rλ, j ´ 1s!rλ, js.
Then
mk “
rks!
rλ,´ks!λkq´kpk`1q
mk,
and the action of F , E and K on the dual canonical basis is
K˘1mk “ pλq´2kq˘1mk,
Fmk “
λq´k ´ λqk
q ´ q´1
λq´2k´1mk`1,
Emk “ rksλ´1q2k´1mk´1.
(9)
The above reduces without any changes to the case ofMpnq for n R N0. For n P N0 the procedure
cannot be applied on Mpnq. However it can be used in the finite dimensional quotient V pnq yielding
the usual dual canonical basis of finite-dimensional representations, up to a normalization (see for
example the exposition in [14, §1.2]).
Restricting the ground field to the ringQJqKrq´1, λ˘1s yields two 9Uλ-modules, one given by the ba-
sis tmkukPN and the other one by tm
kukPN, which are non-isomorphic. We denote them respectively
MApλq andM
˚
Apλq, where A “ QJqKrq
´1, λ˘1s.
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3. THE GEOMETRY OF THE INFINITE GRASSMANNIAN
3.1. Grassmannians and their Ext algebras. Let Gk be the Grassmannian variety of k-planes in
C8. This space classifies k-dimensional complex vector bundles over a manifold N , in the sense that
there is a tautological bundle overGk, and every k-dimensional vector bundle overN is a pull-back of
the tautological bundle by some map fromN to Gk. Since this pull-back is invariant under homotopy
we actually study homotopy classes of maps fromN to Gk. The cohomology ring of Gk is generated
by the Chern classes (see for example [38, Chapter 14] for details),
HpGkq – Qrx1,k, . . . , xk,k, Y1,k, . . . , Yi,k, . . . s{Ik,8,
where Ik,8 is the ideal generated the homogeneous components in t satisfying the equation
(10) p1` x1,kt` . . . ` xk,kt
kqp1` Y1,kt` . . .` Yi,kt
i ` . . . q “ 1.
This ring is Z-graded with degqpxi,kq “ degqpYi,kq “ 2i. Note that (10) yields recursively
(11) Yi,k “ ´
iÿ
ℓ“1
xℓ,kYi´ℓ,k,
where Yi,k “ 0 if i ă 0, Y0,k “ 1 and xj,k “ 0 for j ą k. Since every Yi,k can be written as a
combination of xj,k, we have
HpGkq – Qrx1,k, . . . , xk,ks.
Now let Gk,k`1 be the infinite partial flag variety
Gk,k`1 “ tpUk, Uk`1q|dimC Uk “ k,dimC Uk`1 “ k ` 1, 0 Ă Uk Ă Uk`1 Ă C
8u.
As it turns out, the infinite Grassmannian Gk is homotopy equivalent to the classifying space BUpkq
of the unitary group Upkq, and we have a fibration
B Ñ BUpkq ˆBUp1q Ñ BUpk ` 1q
induced by the inclusion Upkq ˆ Up1q Ñ Upk ` 1q. The fibre has the homotopy type of the quotient
Upk ` 1q{pUpkq ˆ Up1qq and corresponds to Gk,k`1 in the sense that specifying Uk Ă Uk`1 in C
8
corresponds to specifying Uk in C
8 and a 1-dimensional Grassmannian in Uk. As a consequence, we
get that the cohomology of B, and therefore of Gk,k`1, is generated by the Chern classes
HpGk,k`1q – Qrw1,k, . . . , wk,k, ξk`1, Z1,k`1, . . . , Zi,k`1, . . . s{Ik,k`1,8,
with Ik,k`1,8 given by the equation
p1` w1,kt` . . .` wk,kt
kqp1` ξk`1tqp1` Z1,k`1t` . . .` Zi,k`1t
i ` . . . q “ 1.
Without surprise, HpGk,k`1q has a natural structure of a Z-graded ring with
degqpwi,kq “ degqpZi,k`1q “ 2i, degqpξk`1q “ 2.
Again, we can write every Zi,k`1 as a combination of wj,k and ξk`1 to get
HpGk,k`1q – Qrw1,k, . . . , wk,k, ξk`1s.
The ring HpGkq is a graded positive noetherian ring which has a unique simple module, up to
isomorphism and grading shift, HpGkq{HpGkq` – Q, where HpGkq` is the submodule of HpGkq
generated by the elements of nonzero degree. Let ExtHpGkqpQ,Qq be the algebra of self-extensions
of Q, which is an exterior algebra in k variables,
ExtHpGkqpQ,Qq –
Ź‚ps1,k, . . . , sk,kq.
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It is a Z ˆ Z-graded ring with degqpsi,kq “ ´2i and degλpsi,kq “ 2. The first grading is induced by
the grading inHpGkq and we call it quantum, while the second grading is cohomological. Sometimes
we write degq,λpxq for the ordered pair pdegqpxq,degλpxqq.
In another way of looking at this we note that HpGkq is a Koszul algebra and therefore quadratic.
Indeed let Vk be the Q-vector space with basis xx1,k, . . . , xk,ky and R “ txi,kxj,k ´ xj,kxi,k|1 ď
i, j ď ku, thenHpGkq – T pVkq{pRq and the Koszul dual ofHpGkq coincides with the quadratic dual
HpGkq
! “ T pV ˚k q{pR
Kq, with RK “ tf P V ˚k b V
˚
k |fpRq “ 0u (see [4, §2.10]). An easy exercise
shows that HpGkq
! –
Ź‚ps1,k, . . . , sk,kq, where we identify si,k with x˚i,k : Vk Ñ Q. In conclusion
we have an isomorphism HpGkq bHpGkq
! – HpGkq b
`
HpGkq
!
˘op
– HpGkq b ExtHpGkqpQ,Qq.
Definition 3.1. For each k P N we form the bigraded rings
Ωk “ HpGkq b ExtHpGkqpQ,Qq,
and
Ωk,k`1 “ HpGk,k`1q b ExtHpGk`1qpQ,Qq.
Note we do not use extensions ofHpGk,k`1q-modules and also Ωk is isomorphic to the Hochschild
cohomology of HpGkq. In order to fix some notation and avoid any possibility of confusion in future
computations we fix presentations of these rings as
Ωk “ Qrxk, sks, and Ωk,k`1 “ Qrwk, ξk`1, σk`1s,
where we write tm for an array pt1,m, . . . , tm,mq ofm variables and where it is abusively implied that
the variables si and σi are anticommutative.
Rings Ωk and Ωk,k`1 are in fact (supercommutative rings) superrings with an inherent Z2-grading,
called parity, given by
ppxi,kq “ 0, ppsi,kq “ 1,
for xi,k, si,k P Ωk, and
ppwi,kq “ ppξk`1q “ 0, ppσi,k`1q “ 1,
for wi, ξk`1 and σi P Ωk,k`1.
3.2. Superbimodules. Let R be a superring. A left (resp. right) R-supermodule is a Z2-graded left
(resp. right) R-module. A left supermodule map f : M Ñ N is a homogeneous group homomor-
phism that supercommutes with the action of R,
fpr ‚mq “ p´1qppfqpprqr ‚ fpmq,
for all r P R andm PM . A right supermodule map is a homogeneous right module homomorphism.
An pR,R1q-superbimodule is both a left R-supermodule and a right R1-supermodule, with compatible
actions. A superbimodule map is both a left supermodule map and a right supermodule map.
Then, if R has a supercommutative ring structure and if we view it as an pR,Rq-superbimodule,
multiplying at the left by an element of R gives rise to a superbimodule endomorphism.
Let M and N be respectively an pR1, Rq and an pR,R2q-superbimodules. One form their tensor
product over R in the usual way for bimodules, giving a superbimodule. Given two superbimodule
maps f : M Ñ M 1 and g : N Ñ N 1, we can form the tensor product f b g : M bN Ñ M 1 bN 1,
which is defined by
pf b gqpb bmq “ p´1qppgqppbqfpbq b gpmq,
and gives a superbimodule map.
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Now define the parity shift of a supermodule M , denoted ΠM “ tπpmq|m P Mu, where πpmq is
the element m with the parity inversed, and if M is a left supermodule (or superbimodule) with left
action given by
r ‚ πpmq “ p´1qpprqπpr ‚mq,
for r P R andm PM . The action on the right remains the same.
In this context, the map R Ñ ΠR defined by r ÞÑ πparq for some odd element a P R is a
Z{2Z-grading preserving homomorphism of pR,Rq-superbimodules.
Let π : M Ñ ΠM denote the change of parity map x ÞÑ πpxq. It is a supermodule map with parity
1 and satisfies π2 “ Id. The map π b π : ΠM b N Ñ M b ΠN is Z{2Z-grading preserving and
such that pπ b πq2 “ ´ Id, thus
ΠpM bNq – ΠM bN –M bΠN
are isomorphisms of supermodules. All the above is presented with a more categorical flavour in [13,
22] (see also [23]), showing that the supermodules and superbimodules give supercategories. Of
course, all the above extends to the case when R has additional gradings, making it a multigraded
superring.
3.3. Graded dimensions. Recall that a Zˆ Z-graded supermodule
M “
à
i,j,k P,ZˆZˆZ2
Mi,j,k
is locally of finite rank if each Mi,j,k has finite rank. The same notion applies for bigraded vector
spaces. We denote Mxr, sy the supermodule with the q-grading shifted up by r and the λ-grading
shifted up by s.
In the context of locally finite rank supermodules and vector spaces it makes sense to talk about
graded ranks and graded dimensions. In the cases under consideration the graded dimension ofM is
the Poincare´ series
(12) gdimpMq “
ÿ
i,j,k PZˆZˆZ2
πkλjqi dimpMi,j,kq P ZπJq
˘1, λ˘1K,
where Zπ “ Zrπs{pπ
2 ´ 1q. For example
gdimpΩkq “
kź
s“1
p1` πλ2q´2sqp1` q2s ` q4s ` . . . q.
In this case, we can view gdimpΩkq as living inside of Zπppq, λqq (see §5.3 below for more details
about Zppq, λqq) and it gives
gdimpΩkq “
kź
s“1
1` πλ2q´2s
1´ q2s
.
When we refer to the (graded) superdimension, we will mean we specialize π “ ´1 in the graded
dimension, giving a series in ZJq˘1, λ˘1K. We denote it sdimpMq.
Sometimes it is useful to consider a direct sum of objects (e.g. supermodules or superbimodules)
where the q-degree of each summand has been shifted by a different amount. In this case we use the
notion of shifting an object by a Laurent polynomial: given f “
ř
fjq
j P Nrq, q´1s we write ‘fM
or M‘f for the direct sum over j P Z of fj copies of Mxj, 0y. In a further notational simplication
will writeMxjy forMxj, 0y whenever convenient.
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3.4. The superbimodules Ωk,k`1. The forgetful maps
Gk,k`1
pk
##❋
❋❋
❋❋
❋❋
❋
pk`1
zz✉✉
✉✉
✉✉
✉✉
✉
Gk`1 Gk
induce maps in the cohomology
(13)
HpGk,k`1q
HpGk`1q
ψk`1
88♣♣♣♣♣♣♣♣♣♣
HpGkq
φk
ff▲▲▲▲▲▲▲▲▲▲
given by
φk : HpGkq Ñ HpGk,k`1q, xi,k ÞÑ wi,k, Yi,k ÞÑ Zi,k`1 ` ξk`1Zi´1,k`1,
and
ψk`1 : HpGk`1q Ñ HpGk,k`1q, xi,k`1 ÞÑ wi,k ` ξk`1wi´1,k, Yi,k`1 ÞÑ Zi,k`1,
with the understanding that w0,k “ Z0,k`1 “ 1 and wk`1,k “ 0.
These inclusions make HpGk,k`1q an pHpGk`1q,HpGkqq-bimodule. As a right HpGkq-module,
HpGk,k`1q is a free, graded module, isomorphic toHpGkq bQ Qrξk`1s.
To get a correspondence in terms of Ωk, Ωk`1 and Ωk,k`1 we use the maps φk and ψk`1 above to
construct maps φ˚k and ψ
˚
k`1 between the various rings involved, as in (13),
Ωk,k`1
Ωk`1
ψ˚
k`1
::✈✈✈✈✈✈✈✈✈
Ωk.
φ˚
k
cc●●●●●●●●
Let Vk,k`1 be the Qpξk`1q-vector space with basis xx1,k, . . . , xk,ky. The maps φk and ψk`1 induce
Q-linear injective maps Vk Ñ Vk,k`1 and Vk`1 Ñ Vk,k`1. Now recall that we can view si,k as the
Q-linear map x˚i,k : Vk Ñ Q and si,k`1 as x
˚
i,k`1 : Vk`1 Ñ Q. They can both be extended toQpξk`1q-
linear maps rx˚i,k, rx˚i,k`1 : Vk,k`1 Ñ Qpξk`1q. We have ψk`1pxi,k`1q “ φkpxi,kq ` ξk`1φkpxi´1,kq,
which gives φpxi,kq “
ři
ℓ“0p´1q
ℓξℓk`1ψk`1pxi´ℓ,k`1q, and thusrx˚i,k “ rx˚i,k`1 ` ξk`1rx˚i`1,k`1.
Translated to the language of si’s we get that si,k should be equivalent to si,k`1`ξk`1si`1,k`1. Hence
we define the map φ˚k : Ωk Ñ Ωk,k`1 as
(14) φ˚k : Ωk Ñ Ωk,k`1,
#
xi,k ÞÑ wi,k,
si,k ÞÑ σi,k`1 ` ξk`1σi`1,k`1,
and ψ˚k`1 : Ωk`1 Ñ Ωk,k`1 as
(15) ψ˚k`1 : Ωk`1 Ñ Ωk,k`1,
$&%xi,k`1 ÞÑ wi,k ` ξk`1wi´1,k,si,k`1 ÞÑ σi,k`1.
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with w0,k`1 “ 1 and wk`1,k “ 0. Since every σi,k`1 and wi,k can be obtained from si,k`1 and xi,k,
we write Ωk,k`1 in this basis as
Ωk,k`1 – Qrxk, ξk`1, sk`1s.
We will also write Yi,k`1 for Zi,k`1 “ ψ
˚
k`1pYi,k`1q in Ωk,k`1.
Remark 3.2. Note the si’s and σi’s behave like Y´i’s and Z´i’s with a (supposed) negative index ´i.
This will be useful to recover the finite case, as we will see in §8.3.
As expected, maps φ˚k and ψ
˚
k`1 give Ωk,k`1 the structure of an pΩk,Ωk`1q-superbimodule. Since
these rings are supercommutative we can also think of Ωk,k`1 as an pΩk`1,Ωkq-superbimodule which
we denote by Ωk`1,k. When dealing with tensor products of superbimodules we simplify the notation
and write bk for bΩk and b for bQ.
We use the notation smod-Ωk and Ωk -smod for right and left Ωk-supermodules respectively. As a
right Ωk-supermodule Ωk`1,k – Qrξk`1, sk`1sbΩk is a free graded polynomial supermodule, which
is of graded dimension
gdimsmod-ΩkpΩk`1,kq “
1` πλ2q´2k´2
1´ q2
.
As a left Ωk`1-supermodule Ωk`1,k – ‘tk`1uΩk`1 is a free graded supermodule, with tk ` 1u “
1` q2 ` ¨ ¨ ¨ ` q2k, using the convention from §3.3. Thus Ωk`1,k is of graded dimension
gdimΩk`1 -smodpΩk`1,kq “ tk ` 1u “ 1` q
2 ` ¨ ¨ ¨ ` q2k.
Due to the specific nature of our superrings and (super)categories, there are several notions and
results that can be borrowed unchanged from the nonsuper case, as the notion of sweetness for bi-
modules below. Recall that a superbimodule is sweet if it is projective as a left supermodule and as a
right supermodule. Tensoring with a superbimodule yields an exact functor that sends projectives to
projectives if and only if the superbimodule is sweet. The superbimodule Ωk,k`1 is sweet.
Let Gk,k`1,¨¨¨ ,k`m be the 1-step flag variety
tpUk, Uk`1, ¨ ¨ ¨ , Uk`mq|dimC Uk`i “ k ` i, 0 Ă Uk Ă Uk`1 Ă ¨ ¨ ¨ Ă Uk`m Ă C
8u.
As in the cases of Gk and Gk,k`1 the cohomology of Gk,¨¨¨ ,k`m has a description in terms of Chern
classes,
HpGk,¨¨¨ ,k`mq – Qrwk, ξms,
with degqpwi,kq “ 2i and degqpξj,mq “ 2. Paralleling the case of Ωk,k`1, we define the bigraded
superring
Ωk,...,k`m “ HpGk,¨¨¨ ,k`mq b ExtHpGk`mqpQ,Qq – Qrwk, ξm, σk`ms,
with degλ,qpσj,k`mq “ p´2j, 2q. In this case we also have maps
φ˚k,m : Ωk Ñ Ωk,...,k`m,
$&%xi,k ÞÑ wi,k,si,k ÞÑ mř
j“0
σi`j,k`mejpξmq,
and
ψ˚k`m,m : Ωk`m Ñ Ωk,...,,k`m,
$’&’%xi,k`m ÞÑ
iř
j“0
wj,kei´jpξmq,
si,k`m ÞÑ σi,k`m,
where ejpξmq is the j-th elementary symmetric polynomial in the variables ξ1, . . . , ξm.
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Lemma 3.3. The superring Ωk,k`1,...,k`m is a bigraded pΩk,Ωk`mq-superbimodule, which is iso-
morphic to Ωk,k`1 bk`1 Ωk`1,k`2 bk`2 ¨ ¨ ¨ bk`n´1 Ωk`n´1,k`n.
We can form more general superbimodules. For a sequence k1, . . . , km of nonnegative integers we
define the pΩk1 ,Ωkmq-superbimoduleqΩk1,...,km “ Ωk1,k2 bk2 Ωk2,k3 bk3 ¨ ¨ ¨ bkm´1 Ωkm´1,km.
This superbimodule has an interpretation in terms of the geometry of partial flag varieties. Consider
the variety Gk1,...,km consisting of sequences pUk1 , . . . , Ukmq of linear subspaces of C
8 such that
dimpUkiq “ ki and Uki Ă Uki`1 if ki ď ki`1 and Uki Ą Uki`1 if ki ě ki`1. As before, the forgetful
maps
Gk1,...,km
pk1
zz✉✉
✉✉
✉✉
✉✉
✉ pkm
$$❏
❏❏
❏❏
❏❏
❏❏
Gk1 Gkm
induce maps of the respective cohomology rings. Proceeding as above one can construct maps
Ωk1,...,km
Ωk1
φ˚
k1
::✉✉✉✉✉✉✉✉✉
Ωkm .
ψ˚
km
dd❏❏❏❏❏❏❏❏❏
As expected, the pΩk1 ,Ωkmq-superbimodules
qΩk1,...,km and Ωk1,...,km are isomorphic.
In particular the isomorphism from Ω0,k to qΩ0,1,...,k is explicitly given by
xi,k ÞÑ eipξkq, Yi,k ÞÑ p´1q
ihipξkq, si,k ÞÑ σi,k,
with hipξkq being the i-th complete homogeneous symmetric polynomial in variables ξ1, . . . , ξk.
4. THE 2-CATEGORY ExtFlagλ
4.1. The 2-category ExtFlagλ. Let Bim
s denote the (super) 2-category of superbimodules, with
objects given by superrings, 1-morphisms by superbimodules and 2-morphisms by degree preserving
superbimodule maps. The superbimodules introduced in the previous section can be used to define a
locally full sub 2-category3 of Bims, which we now describe.
Definition 4.1. The 2-category ExtFlagλ is defined as:
‚ Objects: the bigraded superrings Ωk for each k P N.
‚ 1-morphisms: generated by the graded pΩk,Ωkq-superbimodules Ωk and Ω
ξ
k “ Ωkrξs, the
graded pΩk,Ωk`1q-superbimodule Ωk,k`1 and the graded pΩk`1,Ωkq-superbimodule Ωk`1,k,
together with their bidegree and parity shifts. The superbimodules Ωk are the identity 1-
morphisms. A generic 1-morphism from Ωk1 to Ωkm is a direct sum of bigraded superbimod-
ules of the form
ΠπΩkm,km´1 bkm´1 Ωkm´1,km´2 bkm´2 ¨ ¨ ¨ bk2 Ωk2,k1 bk1 Ωk1rξ1, . . . , ξℓsxs, ty
with |ki`1 ´ ki| “ 1 for all 1 ď i ď m and π P t0, 1u.
‚ 2-morphisms: degree-preserving superbimodule maps.
3This means it induces a full embedding between the corresponding Hom-categories
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As in other instances of categorical sl2-actions, the pΩk,Ωkq-superbimodules Ωk,k`1bk`1 Ωk`1,k
and Ωk,k´1 bk´1 Ωk´1,k are related through a categorical version of the commutator relation (6). To
make our formulas simpler when dealing with tensor products of superbimodules we write Ωkpk`1qk
instead of Ωk,k`1 bk`1 Ωk`1,k and Ωkpk´1qk instead of Ωk,k´1 bk´1 Ωk´1,k.
To be able to state and prove this categorical version of the commutator in ExtFlagλ, we need
some preparation.
Lemma 4.2. In Ωk,k`1, the following identities hold for all i, ℓ ě 0:
xℓ,k “
ℓÿ
p“0
p´1qpψ˚pxℓ´p,k`1qξ
p
k`1,(16)
Yℓ,pk`1q “
ℓÿ
p“0
p´1qpφ˚pYℓ´p,kqξ
p
k`1,(17)
ξik`1 “ p´1q
i
iÿ
ℓ“0
xℓ,kYi´ℓ,k`1.(18)
Proof. The three relations are obtained by induction on (14) and (15). 
Lemma 4.3. Each element of Ωkpk´1qk decomposes uniquely as a sum
pf0 bk´1 g0q ` pf1ξk bk´1 g1q ` ¨ ¨ ¨ ` pfk´1ξ
k´1
k bk´1 gk´1q
with fi, gi P ψ
˚
k pΩkq.
Proof. From p18q we see that every element of Ωk´1,k decomposes uniquely as a sum
α0x0,k´1 ` α1x1,k´1 ` . . .` αk´1xk´1,k´1,
with αi P ψ
˚
kpΩkq. Then, sliding every xi,k´1 over the tensor product we get that every element of
Ωkpk´1qk can be written as
ph0 bk´1 α0q ` ph1 bk´1 α1q ` . . .` phk´1 bk´1 αk´1q,
with hi P Ωk,k´1. Moreover, by (16), every element of Ωk,k´1 can be decomposed as a sum
(19) β0 ` β1ξk ` ¨ ¨ ¨ ` βk´1ξ
k´1
k ,
with βi P ψ
˚
k pΩkq. Using (19) to decompose every hi we get a decomposition as in the statement. 
Proposition 4.4. In Ωkpk`1qk, the following identity holds:
kÿ
ℓ“0
p´1qℓxl,k bk`1 ξ
k´ℓ
k`1 “
kÿ
ℓ“0
p´1qℓξk´ℓk`1 bk`1 xℓ,k.
Moreover, the ξk`1 slides over this sum and therefore over the tensor product:
ξk`1
kÿ
ℓ“0
p´1qℓxℓ,k bk`1 ξ
k´ℓ
k`1 “
kÿ
ℓ“0
p´1qℓxℓ,k bk`1 ξ
k´ℓ`1
k`1 .
Proof. The same computations as in [33, §3.2] can be used here since the polynomial side of Ωkpk`1qk
is the cohomology of the 1-step flag manifold as in the reference. 
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Definition 4.5. We construct injective superbimodule morphisms of degrees p2k, 0q by setting
ι : Ω
ξ
k ãÑ Ωkpk`1qk, ξ
i ÞÑ ξik`1
kÿ
ℓ“0
p´1qℓxℓ,k bk`1 ξ
k´ℓ
k`1,
η : Ωk ãÑ Ωkpk`1qk, 1 ÞÑ
kÿ
ℓ“0
p´1qℓxℓ,k bk`1 ξ
k´ℓ
k`1,
and extending by the pΩk,Ωkq-superbimodule structure (14).
Note these maps are superbimodule morphisms since the variable ξk`1 slides over the tensor prod-
uct thanks to Proposition 4.4, and thus multiplying at the left or at the right gives the same result.
Injectivity is a straightforward consequence of the fact that all our superbimodules are free as Q-
modules.
Proposition 4.6. The left inverse of ι is given by
π : Ωkpk`1qk ։ Ω
ξ
k,
#
ξik`1 bk`1 ξ
j
k`1 ÞÑ p´1q
i`j´kY
ξ
i`j´k,k,
ξik`1 bk`1 ξ
j
k`1sk`1,k`1 ÞÑ 0,
with Y
ξ
m,k “ 0 form ă 0, Y
ξ
0,k “ 1, and Y
ξ
i,k is defined recursively by Y
ξ
i,k “ p´ξq
i´
ři
ℓ“1 xℓ,kY
ξ
i´ℓ,k.
Proof. We observe that for all i ě 0 we have
pπ ˝ ιqpξiq “ π
˜
ξik`1.
kÿ
ℓ“0
p´1qℓξk´ℓk`1 bk`1 xℓ,k
¸
“
kÿ
ℓ“0
p´1qixℓ,kY
ξ
i´ℓ,k “ p´1q
iY
ξ
i,k ` p´1q
i
kÿ
ℓ“1
xℓ,kY
ξ
i´ℓ,k
“ ξi ´ p´1qi
iÿ
ℓ“1
xℓ,kY
ξ
i´ℓ,k ` p´1q
i
kÿ
ℓ“1
xℓ,kY
ξ
i´ℓ,k “ ξ
i,
with the last equality coming from the fact that Yi´ℓ,k “ 0 for ℓ ą i and xℓ,k “ 0 for ℓ ą k. 
Remark 4.7. Note that Y
ξ
i,k has the same expression in xr,k as Zi,k`1 in wr,k when we identify ξk`1
with ξ. Indeed we have
Zi,k`1 “ ´
iÿ
ℓ“1
pwℓ,kZi´ℓ,k`1 ` ξk`1wℓ´1,kZi´ℓ,k`1q “ p´ξk`1q
i ´
iÿ
ℓ“1
wℓ,kZi´ℓ,k`1.
Definition 4.8. We also define a surjective morphism of degree p´2k ` 2, 0q by
ǫ : Ωkpk´1qk ։ Ωk, ξ
i
k bk´1 ξ
j
k ÞÑ p´1q
i`j´k`1Ypi`j´k`1q,k.
Remark 4.9. We see that
pǫbk`1 IdΩk`1,kq ˝ pIdΩk`1,k bkηq “ IdΩk`1,k ,
and
pIdΩk`1,k bkǫq ˝ pη bk`1 IdΩk`1,kq “ IdΩk`1,k ,
by a computation similar to the one in [33, Lemma 4.5].
Categorification of Verma modules 19
Definition 4.10. We define a surjective superbimodule morphism of degree p2k ` 2,´2q by
µ : Ωkpk`1qk ։ ΠΩ
ξ
k,
#
ξik`1 bk`1 ξ
j
k`1 ÞÑ 0,
ξik`1 bk`1 ξ
j
k`1sk`1,k`1 ÞÑ p´1q
i`jY
ξ
i`j,k,
and extending to Ωkpk`1qk using the superbimodule structure (14).
We now define maps which allow connecting our construction to the nilHecke algebra later on.
Definition 4.11. We define the nilHecke maps by
X´ : Ωk,k`1,k`2 Ñ Ωk,k`1,k`2,
ξik`1 bk`1 ξ
j
k`2 ÞÑ
i´1ÿ
ℓ“0
ξ
i`j´1´ℓ
k`1 bk`1 ξ
ℓ
k`2 ´
j´1ÿ
ℓ“0
ξ
i`j´1´ℓ
k`1 bk`1 ξ
ℓ
k`2,
X` : Ωk`2,k`1,k Ñ Ωk`2,k`1,k,
ξik`2 bk`1 ξ
j
k`1 ÞÑ
j´1ÿ
ℓ“0
ξ
i`j´1´ℓ
k`2 bk`1 ξ
ℓ
k`1 ´
i´1ÿ
ℓ“0
ξ
i`j´1´ℓ
k`2 bk`1 ξ
ℓ
k`1,
and extending using the right (for X´) and the left (for X`) supermodule structures. These maps are
both of degree p´2, 0q.
Lemma 4.12. For all i, j ě 0 we have
(20) ξibk`1 ξ
j “ X˘pξi`1bk`1 ξ
jq´X˘pξibk`1 ξ
jqξ “ ξX˘pξibk`1 ξ
jq´X˘pξibk`1 ξ
j`1q
and thus
X˘pξi`1 bk`1 ξ
j`1q “ ξX˘pξi bk`1 ξ
jqξ.
Proof. The proof is a direct computation, which is done in [32, Lemma 7.10]. 
Proposition 4.13. The maps X´ and X` are superbimodule morphisms.
Proof. Since by definition X´ is a right supermodule morphism, we only need to prove that it is also
a left supermodule morphism. This means we have to show that
X´pxα,kξ
i
k`1 bk`1 ξ
j
k`2q “ xα,kX
´pξik`1 bk`1 ξ
j
k`2q,
X´ppsα,k`1 ` ξk`1sα`1,k`1qξ
i
k`1 bk`1 ξ
j
k`2q “ psα,k`1 ` ξk`1sα`1,k`1qX
´pξik`1 bk`1 ξ
j
k`2q,
for all i, j ě 0 and α ď k. Using Lemma 4.2 we compute
X´pxα,kξ
i
k`1 bk`1 ξ
j
k`2q
p16q
“
αÿ
ℓ“0
p´1qℓX´pξi`ℓk`1 bk`1 ξ
j
k`2xα´ℓ,k`1q
p16q
“
αÿ
ℓ“0
α´ℓÿ
p“0
p´1qℓ`pX´pξi`ℓk`1 bk`1 ξ
j`p
k`2qψ
˚pxα´ℓ´p,k`2q,
xα,kX
´pξik`1 bk`1 ξ
j
k`2q
p16q
“
αÿ
ℓ“0
p´1qℓξℓk`1X
´pξik`1 bk`1 ξ
j
k`2qxα´ℓ,k`1
p16q
“
αÿ
ℓ“0
α´ℓÿ
p“0
p´1qℓ`pξℓk`1X
´pξik`1 bk`1 ξ
j
k`2qξ
p
k`2ψ
˚pxα´ℓ´p,k`2q.
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These sums are equal by Lemma 4.12.
To prove the second relation in the statement we slide sα,k`1 and sα`1,k`1 to the right through the
tensor products bk`1 to get
X´ppsα,k`1 ` ξk`1sα`1,k`1qξ
i
k`1 bk`1 ξ
j
k`2q
p14q
“ X´pξik`1 bk`1 ξ
j
k`2qsα,k`2 `X
´pξik`1 bk`1 ξ
j`1
k`2qsα`1,k`2
`X´pξi`1k`1 bk`1 ξ
j
k`2qsα`1,k`2 `X
´pξi`1k`1 bk`1 ξ
j`1
k`2qsα`2,k`2
p20q
“ X´pξik`1 bk`1 ξ
j
k`2qsα,k`2 `X
´pξik`1 bk`1 ξ
j
k`2qξk`2sα`1,k`2
` ξk`1X
´pξik`1 bk`1 ξ
j
k`2qsα`1,k`2 ` ξk`1X
´pξik`1 bk`1 ξ
j
k`2qξk`2sα`2,k`2
p14q
“ psα,k`1 ` ξk`1sα`1,k`1qX
´pξik`1 bk`1 ξ
j
k`2q.
The proof for X` is similar. 
Proposition 4.14. There is an injective superbimodule map
u : Ωkpk´1qk ãÑ Ωkpk`1qk,
preserving the degree and given by
u “ pǫbk Idq ˝ pIdbk´1X
´ bk`1 Idq ˝ pIdbkηq
“ pIdbkǫq ˝ pIdbk`1X
` bk´1 Idq ˝ pη bk Idq.
Moreover, this morphism takes the form
(21) upξik bk´1 ξ
j
kq “ ´ξ
j
k`1 bk`1 ξ
i
k`1,
for all i` j ă k.
Proof. Thanks to Lemma 4.3, it is enough to show that the two superbimodule morphisms pǫb Idq ˝
pIdbX´bIdq˝pIdbηq and pIdbǫq˝pIdbX`bIdq˝pηbIdq take the form (21). First, we suppose
that u “ pǫb Idq ˝ pIdbX´ b Idq ˝ pIdbηq and we compute, for i ă k,
upξik bk´1 1q “ ´
kÿ
ℓ“0
k´ℓ´1ÿ
p“0
p´1qi´pφ˚pYi´ℓ´p,kqξ
p
k`1 bk`1 xℓ,k.
By Lemma 4.2 we have
1bk`1 ξ
i
k`1
p18q,p17q
“ p´1qi
iÿ
ℓ“0
i´ℓÿ
p“0
p´1qpφ˚pYi´ℓ´p,kqξ
p
k`1 bk`1 xℓ,k.
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Since Yi´ℓ´p,k “ 0 for ℓ` p ą i, we get upξ
i
k bk´1 1q “ ´1bk ξ
i
k`1. Using this result together with
Lemma 4.2, we compute
ξik bk´1 ξ
j
k
p18q,p16q
“ p´1qj
jÿ
ℓ“0
ℓÿ
p“0
p´1qpψ˚pxℓ´p,kqξ
i`p
k bk´1 Yj´ℓ,k,
upξik bk´1 ξ
j
kq “ ´p´1q
j
jÿ
ℓ“0
ℓÿ
p“0
p´1qpφ˚pxℓ´p,kq bk`1 ξ
i`p
k`1φ
˚pYj´ℓ,kq
“ ´p´1qj
jÿ
r“0
j´rÿ
s“0
p´1qsxr,k bk`1 ξ
i`s
k`1φ
˚pYj´r´s,kq,
´ξjk`1 bk`1 ξ
i
k`1
p18q,p17q
“ ´p´1qj
jÿ
ℓ“0
j´ℓÿ
p“0
p´1qpxℓ bk`1 φ
˚pYj´ℓ´p,kqξ
i`p
k ,
where we have used a change of variable r “ ℓ´ p, s “ p in the middle sum. Similar computations
beginning with the case 1bk´1 ξ
j
k give the same result for pIdbǫq˝pIdbX
`bIdq˝pηbIdq. Finally,
injectivity follows again from the fact that Ωkpk´1qk and Ωkpk`1qk are free Q-modules. 
Thanks to the injection u we see Ωkpk´1qk as a sub-superbimodule of Ωkpk`1qk and we define the
quotient
Ωkpk`1qk
Ωkpk´1qk
“
Ωkpk`1qk
imu
.
A priori this bimodule may not belong to ExtFlagλ. However, as we will see, it is isomorphic to
some 1-morphism in ExtFlagλ.
Lemma 4.15. The maps µ and π induce surjective morphisms on the quotient
µ :
Ωkpk`1qk
Ωkpk´1qk
։ ΠΩ
ξ
k, π :
Ωkpk`1qk
Ωkpk´1qk
։ Ω
ξ
k,
of degrees respectively p2k ` 2,´2q and p´2k, 0q.
Proof. We have to show that imu Ă ker µ and imu Ă ker π. By Lemma 4.3, it is sufficient to show
that the maps µ and π are zero on 1bk`1 1, ξk bk`1 1, . . . , ξ
k´1
k bk`1 1, which is immediate from
the definition of these maps. 
Lemma 4.16. The morphism
ι : Ω
ξ
k Ñ
Ωkpk`1qk
Ωkpk´1qk
,
defined as the composite of ι with the projection on the quotient, is still injective and the inverse of π.
Proof. To show injectivity, we only have to prove that im ι X imu “ t0u which is straightforward,
since by Lemma 4.3 there are no occurrences of ξěkk bk`1 1 in imu. The invertibility property is
immediate. 
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Lemma 4.17. The induced morphism µ is right invertible, with inverse given by
µ´1 : ΠΩ
ξ
k ãÑ
Ωkpk`1qk
Ωkpk´1qk
, ξi ÞÑ
iÿ
ℓ“0
p´1qℓxℓ,k bk`1 ξ
i´ℓ
k`1sk`1,k`1 ` imu
“
iÿ
ℓ“0
p´1qℓξi´ℓk`1 bk`1 xℓ,ksk`1,k`1 ` imu.
Proof. It suffices to prove that ξk`1 slides over the tensor product, as sk`1,k`1 already does. For
i ě k, this comes from Proposition 4.4. For i ă k it follows from the fact that for all X,Y P Ωk and
r ` s ă k we have
upsk,kξ
r
kX bk´1 ξ
s
kY ´ p´1q
ppXq`ppY qξrkX bk´1 ξ
s
kY sk,kq
p14q
“ ξskX bk`1 Y ξ
r
k`1psk,k`1 ` ξk`1sk`1,k`1q
´ p´1qppXq`ppY qpsk,k`1 ` ξk`1sk`1,k`1qξ
sX bk`1 Y ξ
r
k`1
“ξsk`1X bk`1 Y ξ
r`1
k`1sk`1,k`1 ´ p´1q
ppXq`ppY qξs`1k`1sk`1,k`1X bk`1 Y ξ
r
k`1,
since sk,k`1 commutes. In the quotient, this is zero and thus ξk`1sk`1,k`1 commutes. The invertibil-
ity is showed by the same computations as in the proof of Proposition 4.6. 
Lemma 4.18. There is an equality of graded dimensions
gdim
Ωkpk`1qk
Ωkpk´1qk
“
´
q2k ` πλ2q´2k´2
¯
gdimΩ
ξ
k.
Proof. Let Q “ gdimQrξs “ 1
1´q2
. We compute
gdimΩkpk´1qk “
pgdimΩk,k´1q
2
gdimΩk´1
“
`
Qp1` q´2kπλ2q gdimΩk´1
˘2
gdimΩk´1
“ Q2p1´ q2kqp1 ` q´2kπλ2q gdimΩk,
and
gdimΩkpk`1qk “
pgdimΩk,k`1q
2
gdimΩk`1
“
`
Qp1` q´2k´2πλ2q gdimΩk
˘2
1`q´2k´2πλ2
1´q2k`2
gdimΩk
“ Q2p1´ q2k`2q
´
1` q´2k´2πλ2
¯
gdimΩk.
Therefore,
gdim
Ωkpk`1qk
Ωkpk´1qk
“ gdimΩkpk`1qk ´ gdimΩkpk´1qk
“ Q
´
q2k ` πλ2q´2k´2
¯
gdimΩk,
as stated. 
Lemma 4.19. The equalities
µ ˝ ι “ 0 and π ˝ µ´1 “ 0,
Categorification of Verma modules 23
hold.
Proof. It suffices to consider the occurrences of sk`1,k`1 in the image of ι and µ
´1, and the claim
follows. 
Theorem 4.20. There is a degree preserving isomorphism
Ωkpk`1qk
Ωkpk´1qk
– ΠΩξkx´2k ´ 2, 2y ‘ Ω
ξ
kx2k, 0y,
given by µ‘ π with inverse µ´1 ‘ ι.
Proof. The Lemmas 4.15, 4.16, 4.17, 4.18 and 4.19 above imply that µ ‘ π is a split surjection with
inverse µ´1 ‘ ι and that the dimensions agree, and thus it is an isomorphism. 
Remark 4.21. We do not have a direct sum decomposition
Ωkpk`1qk fl Ωkpk´1qk ‘ΠΩ
ξ
kx´2k ´ 2, 2y ‘ Ω
ξ
kx2k, 0y
because there is no surjective morphism Ωkpk`1qk Ñ Ωkpk´1qk. As a matter of fact, there is no
injective morphism Ωk Ñ Ωkpk´1qk either.
Definition 4.22. Define the shifted superbimodules
Ωk`1,k “ Ωk`1,kx´k, 0y, Ωk,k`1 “ Ωk,k`1xk ` 2,´1y, Ω
ξ
k “ ΠΩkrξsx1, 0y.
In terms of these superbimodules the isomorphism in Theorem 4.20 takes the form (the notation
Ωkpk`1qk and Ωkpk´1qk should be clear)
(22)
Ωkpk`1qk
Ωkpk´1qk
– Ω
ξ
kx´2k ´ 1, 1y ‘ΠΩ
ξ
kx2k ` 1,´1y.
Note that by (22) we get
gdimΩ
ξ
k “ ´
π
q ´ q´1
gdimΩk,
gdim
Ωkpk`1qk
Ωkpk´1qk
“ ´
πq´2kpλq´1q ` q2kpλq´1q´1
q ´ q´1
gdimΩk,
which agrees with the commutator relation (6) for λq´1 and e´2k when specializing π “ ´1.
We now arrive to the main result in this section as a corollary of Theorem 4.20.
Corollary 4.23. There is a short exact sequence
(23) 0Ñ Ωkpk´1qk Ñ Ωkpk`1qk Ñ Ω
ξ
kx´2k ´ 1, 1y ‘ΠΩ
ξ
kx2k ` 1,´1y Ñ 0.
The following result will be useful in the sequel.
Proposition 4.24. The superbimodules Ωkpk`1qk and Ωkpk´1qk are sweet and decompose as left Ωk-
modules as
Ωkpk`1qk
Ωk -smod
– ‘rk`1s pΩkxk ` 2,´1y ‘ΠΩkx´k, 1yq bQrξs,
Ωkpk´1qk
Ωk -smod
– ‘rks pΩkxk ` 1,´1y ‘ΠΩkx´k ` 1, 1yq bQrξs,
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and as right Ωk-modules, as
Ωkpk`1qk
smod-Ωk
– ‘rk`1s pΩkxk ` 2,´1y ‘ΠΩkx´k, 1yq bQrξs,
Ωkpk´1qk
smod-Ωk
– ‘rks pΩkxk ` 1,´1y ‘ΠΩkx´k ` 1, 1yq bQrξs,
Proof. By Lemma 4.2, there are decompositions as left supermodules
Ωk`1,k
Ωk -smod
– ‘tk`1uΩk`1,
Ωk,k`1
Ωk -smod
– p1` sk`1,k`1qΩk bQrξs,
such that
Ωk`1,k
smod-Ωk
– ‘rk`1sΩk`1,
Ωk,k`1
smod-Ωk
– pΩkxk ` 2,´1y ‘ΠΩkx´k, 1yq bQrξs.
We conclude by combining these two decompositions. The proof is similar for the decomposition as
right supermodules. 
Remark 4.25. The decompositions as a left and as a right supermodule are similar but the splitting
maps are not superbimodule maps (c.f. Remark 4.21).
4.2. nilHecke action. The nilHecke algebra NHn, which appears in the context of cohomologies
of flag varieties and Schubert varieties (see for example [31, §4]), is an essential ingredient in the
categorification of quantum groups and has become quite ubiquitous in higher representation theory.
Recall that it is the unital, associative k-algebra freely generated by xj for 1 ď j ď n and Bj for
1 ď j ď n´ 1 with relations
(24)
xixj “ xjxi,
Bixj “ xjBi if |i´ j| ą 1, BiBj “ BjBi if |i´ j| ą 1,
Bixi “ xi`1Bi ` 1, B
2
i “ 0,
xiBi “ Bixi`1 ` 1, BiBi`1Bi “ Bi`1BiBi`1.
Here k is a ring which, unless stated otherwise, we will take as Q.
Proposition 4.26. There is an action of the nilHecke algebra NHn on Ωm,m`n.
Proof. We viewΩm,m`n asΩm,m`1b¨ ¨ ¨bΩm`n´1,m`n using Lemma 3.3. Let Bi act as the operator
X´ : Ωm`i´1,m`i b Ωm`i,m`i`1 Ñ Ωm`i´1,m`i b Ωm`i,m`i`1 and xi as multiplication by ξm`i
in Ωm`i´1,m`i. We get all the relations in (24) from the superbimodule structure of the morphism
X´ together with Lemma 4.12, except for the last two on the second column, which can be checked
through computations similar to those in [32, Lemma 7.10]. 
As a matter of fact, there is an enlarged version of the nilHecke algebra acting on Ωm,m`n, and
therefore on Ωm`n,m. From the proof of Proposition 4.13 we see that the nilHecke algebra NHn as
defined above acts on the ring Qrxn, ωns “ Qrxns b
Ź‚pωnq, where ωj is odd and has bidegree
degλ,qpωjq “ p´2pj `mq, 2q. More precisely, ωj is identified with sm`j,m`j P Ωm`j´1,m`j.
Definition 4.27. We define the bigraded (super)algebra Anpmq as the quotient of the product algebra
of NHn with
Ź‚pωnq by the kernel of the action of NHn on Qrxn, ωns.
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The algebra An inherits many of the features of NHn, like the fact that it is left and right noetherian
and is free as a left supermodule over Qrxn, ωns and Qrxns, of ranks n! and 2
nn! respectively. It can
be given an explicit presentation as a smash product as follows.
Proposition 4.28. As an abelian group Anpmq “ NHnb
Ź‚pωnq, where NHn and Ź‚pωnq are
subalgebras and
xiωj “ ωjxi, Biωj “
$&%ωjBi if i ‰ j,ωiBi ` ωi`1`Bixi`1 ´ xi`1Bi˘ if i “ j.
Proof. Only the last relation calls for a proof. We have
X´pxsk,k bk yq “ X
´pxbk psk,k`1 ` ξk`1sk`1,k`1qyq
“ X´pxbk yqsk,k`1 `X
´pxbk ypξk`1sk`1,k`1qq
“ sk,kX
´pxbk yq ´X
´pxbk yqξk`1sk`1,k`1 `X
´pxbk ypξk`1sk`1,k`1qq,
for any x P Ωk´1,k and y P Ωk,k`1 with ppxq ` ppyq “ 0. The case with parity one is similar.
Take k “ m ` i ´ 1 and we get the relation. Faithfulness comes from the basis constructed in
Proposition 9.1. 
5. TOPOLOGICAL GROTHENDIECK GROUPS
Recall that the Grothendieck group (resp. split Grothendieck group), denoted G0 (resp. K0), is
defined in general for abelian (resp. additive) categories as the free group generated by the classes of
objects up to isomorphism quotiented by
rBs “ rAs ` rCs,
whenever there exists a short exact sequence 0 Ñ A Ñ B Ñ C Ñ 0 (resp. an isomorphism
B – A‘C). We call distinguished triplet pA,B,Cq these short exact sequences and decompositions
into direct sums. In the case of abelian categories with finite length objects (resp. Krull–Schmidt
categories), they are given by the free Z-module generated by the classes of simple objects (resp.
indecomposable objects).
If C has a (not necessarily strong) Z{2Z-action Π : C Ñ C, thenG0pCq andK0pCq become modules
over Zπ “ Zrπs{pπ
2 ´ 1q with πrM s “ rΠM s. When the category is strictly Z-graded, namely
Axky fl A for all A P C and k P Z0 , then K0pCq (resp. G0pCq) becomes as Zrq, q
´1s-module freely
generated by the classes of indecomposable objects (resp. simple objects), up to shift. The action is
given by a shift in the degree
qrM s “ rMx1ys, q´1rM s “ rMx´1ys.
This means the action of a polynomial p P Zrq, q´1s can be viewed as (cf. §3.3)
ppq, q´1qrM s “
“
M‘p
‰
.
This story generalizes in the obvious way to the case of multigraded categories.
We look for similar results when working with objects admitting infinite filtrations or that decom-
pose into infinitely many indecomposables, such that the Grothendieck groups become modules over
ZJqKrq´1s. This will allow us making sense of expressions like
rXs “ p1` q2 ` q4 ` ¨ ¨ ¨ ` q2i ` . . . qrSs “
1
1´ q2
rSs,
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for some objects X and S such that pXx2y,X, Sq is a distinguished triplet. In general this procedure
fails and one can see easily that the Grothendieck group collapses using Eilenberg swindle arguments.
To avoid this outcome in our construction, we work with categories where these decompositions and
filtrations are controlled and essentially unique.
This section is a bit more technical but can be regarded as having some interest on its own. The
reader who is only interested in the general construction can easily skip to §6 without worrying too
much. Most of the arguments are sensibly similar to the ones used in the finite case, which can be
found for example in the appendix of [37].
5.1. Topological split Grothendieck group K0. The aim of this section is to define a notion of
Krull–Schmidt categories admitting infinite decompositions. For the split Grothendieck group not to
collapse, we need to control the occurrences of the indecomposables in these decompositions and they
should be essentially unique. That is for every other possible decomposition, the indecomposables are
in bijection and have the same grading. Since we are working in a graded context, we require that
in each decomposition the indecomposables are in a finite number in each degree and the degrees are
bounded from below.
Definition 5.1. We say that a coproduct in a strictly Z-graded category C is locally finite if it is finite
in each degree. By this we mean the coproduct is of the formž
iPZ
pA
‘k1,i
1 ‘ ¨ ¨ ¨ ‘A
‘kn,i
n qxiy,
for some A1, . . . , An P C and kj,i P N. Moreover, we say that it is left bounded, or bounded from
below, if there is somem P Z such that kj,i “ 0 for all i ă m.
An additive category admits all finite products and coproducts, and those are equivalent and called
biproducts. In the same spirit, we define the stronger notion of right complete locally additive category.
Definition 5.2. We say that an additive, strictly Z-graded category C is locally additive if all its locally
finite coproducts are biproducts, that is, they are isomorphic to their product counterparts. We write
them with a
À
sign and sometimes call them direct sums. Moreover, we say that C is right complete
if it admits all left bounded locally finite coproducts.
We illustrate this notions in the working example below, that will be developed further throughout
this section.
Example 5.3. Let R be a unital graded k-algebra, with k being a field. Suppose R “
À
iě0Ri is
locally finite dimensional with positive dimension and R0 “ k. We call locally finitely generated R-
module a graded R-moduleM that can be written asM “
À
iPI Rxi with xi PM and X “ txiuiPI
is finite in each degree.
It is left bounded if there is some m P Z such that degpxiq ą m for all i P I . The category
R -modlfg of left bounded locally finitely generated R-modules with degree 0 morphisms is right
complete and locally additive.
We clearly have all left bounded locally finite coproducts. We show that they are biproducts. Let
M “
à
iąm
pA
‘k1,i
1 ‘ ¨ ¨ ¨ ‘A
‘kn,i
n qxiy P R -modlfg
be a coproduct and Z be an object inR -modlfg with morphisms fj,i : Z Ñ A
kj,i
j (note that A
‘kj,i
j are
biproducts). If i is bounded, then it is a finite coproduct and thus a biproduct, so we suppose without
losing generality that for allm P Z there exist i, j P Z with i ą m such that kj,i ą 0. By the universal
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property of the direct product, there is a canonical map (in the category of all R-modules, but not in
R -modlfg)
r :M Ñ
ź
iPZ
pA
‘k1,i
1 ‘ ¨ ¨ ¨ ‘A
‘kn,i
n qxiy.
We want to show that the map of R-modulesź
i,j
fj,i : Z Ñ
ź
iPZ
pA
‘k1,i
1 ‘ ¨ ¨ ¨ ‘A
‘kn,i
n qxiy
factors through r. This is equivalent to show that for homogeneous x P Z fixed, fi,jpxq “ 0 for
almost all i, j. Suppose this does not hold. Then there is a j P Z such that for each m P Z there
exist some i P Z with i ą m and fi,jpxq ‰ 0. Thus degpfj,ipxqq “ degpxq ´ i. But fj,ipxq is an
homogeneous element of Aj which is left bounded and that is absurd. By construction
ś
i,j fj,i is the
unique morphism satisfying the universal property of the product and thus M is a biproduct.
Remark 5.4. In a locally additive category, there is a canonical bijection
Hom
ˆ
X,
à
kPI
Yk
˙
–
ź
kPI
HompX,Ykq.
Definition 5.5. An object A in a category C is small if every map f : A Ñ
š
iĂI Bi factors throughš
jPJ Bj for a finite subset J Ă I .
Example 5.6. In a category of modules, finitely generated modules are small [43, §2].
Definition 5.7. We say that a locally additive category is locally Krull–Schmidt if every object de-
composes into a locally finite direct sum of small objects having local endomorphisms rings.
Remark 5.8. Note that a locally Krull–Schmidt category must be idempotent complete. Moreover, an
object with local endomorphism ring must be indecomposable, and has only 0 and 1 as idempotents.
It appears the condition of being small allows us to mimic the classical proof of the Krull–Schmidt
property of a Krull–Schmidt category. There exists some other results about Krull–Schmidt properties
for infinite decompositions [43], where the indecomposables are not necessarily small. However they
require the category to admit kernels, which we do not have in our construction. For example, we
want to use the category of projective modules which certainly does not admit all kernels.
Lemma 5.9. ([3, Lemma 3.3, p.18]) In an additive category C, for all A,B and C in C, if A is
indecomposable with local endomorphism ring, then
A‘B
f“
˜
fAA fAB
fCA fCB
¸
– A‘ C
with fAA being an unit, implies that B – C .
We now prove that each object in a locally Krull–Schmidt category decomposes into an essentially
unique direct sum of indecomposables. The idea of the proof is essentially the same as for the classical
Krull–Schmidt theorem (see for example [37, Theorem A6]), with only the smallness property of the
indecomposable objects allowing us to restrict the infinite sums of morphisms into finite ones such
that we can extract units from them. Also the locally finiteness of the direct sums allows us to use
inductive arguments.
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Theorem 5.10. In a locally Krull–Schmidt category, given an isomorphismà
iPZ
pA
‘k1,i
1 ‘ ¨ ¨ ¨ ‘A
‘kn,i
n qxiy –
à
iPZ
pB
‘k11,i
1 ‘ ¨ ¨ ¨ ‘B
‘k1m,i
m qxiy,
where the Aj’s are indecomposables with Aj fl Aj1xiy for all j ‰ j
1 and i P Z, and the same for the
Bj’s , thenm “ n, As – Bjsxαsy for all s, and ks,i “ k
1
js,i`αs , with js ‰ js1 if s ‰ s
1.
Proof. DenoteM “
À
iPZpA
‘k1,i
1 ‘ ¨ ¨ ¨ ‘A
‘kn,i
n qxiy. Let
fj,i,k : Bjxiy ÑM, qj,i,k : M Ñ Bjxiy,
be the injection and projection morphisms given by the biproduct structure, with 1 ď k ď k1j,i. Fix
i0 P Z. We have IdM “
ś
j,i,k fj,i,kqj,i,k. Thus IdA1 “ πp
ś
j,i,k fj,i,kqj,i,kqı P EndpA1xi0yq for each
copy of A1xi0y inA
‘k1,i0
1 xi0y, with π and ı the projection and inclusion ofA1xi0y inM . Since A1 is a
small object, we can restrict this sum to a finite one. Thus we can write πp
ś
j,i,k fj,i,kqj,i,kqı as a finite
sum over j and k. By local property of EndpA1xi0yq, there exists j, i, k P Z such that x “ πfqı is a
unit, with f “ fj,i,k and q “ qj,i,k. Take qıx
´1πf P EndpBjxiyq which is an idempotent, and thus
is 0 or IdBjxi1y. Since it factors through IdA1xi0y, it cannot be zero. Thus qıx
´1 is an isomorphism
with inverse πf such that A1xi0y – Bjxiy, hence A1 – Bjxi´ i0y. We apply the same reasoning for
each Ajxiy. Since the argument can be applied for the Bj’s as well, we get n “ m and As – Bjsxαsy
for some αs P Z. Now using Lemma 5.9 to cancel each Asxiy with Bjsxi ` αsy we conclude that
ks,i “ k
1
js,i`αs
. 
Corollary 5.11. A locally Krull–Schmidt category C possesses the cancellation property for direct
sums, namely for all A,B and C in C, A‘B – A‘ C implies B – C .
Let K 10pCq be the free ZJqKrq
´1s-module generated by the classes of indecomposable objects in
C, up to shift. We equip it with the pqq-adic topology. The (usual) split Grothendieck group of a
right complete locally Krull–Schmidt category C has a canonical structure of ZJqKrq´1s-module with
action of a series ppq, q´1q “
ř
iąm kiq
i given by
ppq, q´1qrM s “
“
M‘p
‰
.
Since each object M P C admits an essentially unique decomposition into indecomposable objects
M –
À
iąmpA
‘k1,i
1 ‘ ¨ ¨ ¨ ‘A
‘kn,i
n qxiy we get a canonical surjective ZJqKrq´1s-module map
f : K0pCq։ K
1
0pCq.
This induces a topology on K0pCq, which in general is not Hausdorff as we can have
0 ‰ rM s ´
ÿ
iąm
k1,iq
irA1s ` ¨ ¨ ¨ ` kn,iq
irAns P
č
ně0
f´1ppqqnq.
Definition 5.12. We define the topological split Grothendieck group as
K0pCq “ K0pCq{ Xně0 f
´1ppqqnq “ K0pCq{ ker f.
The topological split Grothendieck group possesses a canonical pqq-adic topology given by the
quotient topology, making it a topological module over the topological ring ZJqKrq´1s. From the def-
inition we see that we have an homeomorphism K0pCq – K
1
0pCq. Therefore, we have the following
theorem.
Theorem 5.13. The topological split Grothendieck group of a right complete locally Krull–Schmidt
category equipped with the pqq-adic topology is a free ZJqKrq´1s-module generated by the classes of
indecomposables (up to shifts).
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Example 5.14. The category R -modlfg from Example 5.3 and its subcategory given by the projective
modules are both right complete locally Krull–Schmidt.
5.2. Grothendieck group G0. Recall that an object X in an abelian category C has finite length if
there exists a finite filtration, called a composition series,
X “ X0 Ð X1 Ð ¨ ¨ ¨ Ð Xn “ 0,
where each Xi{Xi`1 is a simple (non-zero) object. If it exists, it is unique up to permutation thanks
to the Jordan–Ho¨lder theorem.
In general this result does not hold for infinite filtrations. In this section, we present some conditions
that are sufficient to have uniqueness of such filtrations in a non-artinian category.
Definition 5.15. LetX be an object in an abelian category C. AZ-filtration is a sequence of subobjects
Xi Ă X indexed by i P Z such that Xi`1 Ă Xi and X0 “ X or X0 “ 0. We can write this as
X “ X0 Ð X1 Ð X2 Ð . . . or X Ð ¨ ¨ ¨ Ð X´2 Ð X´1 Ð X0 “ 0.
Such a filtration is called exhaustive if the direct limit limÝÑiXi – X, and Hausdorff if the inverse limit
limÐÝiXi – 0. We say that it has simple quotients if all quotients Xi{Xi`1 are either 0 or simple.
As for the coproducts in strictly Z-graded category, we can define a notion of locally finiteness for
the Z-filtrations.
Definition 5.16. If C is strictly Z-graded, we say that a Z-filtration is locally finite if there is some
finite set tSjujPJ of objects in C such that for all i P Z
Xi{Xi`1 – Sjitpiu, or Xi{Xi`1 – 0,
for some ji, pi P Z, and for each Sjtpu there is a finite number kj,p of such i:
kj,p “ #ti P Z|Xi{Xi`1 – Sjxpyu P N.
We call kj,p the degree p multiplicity of Sj in the filtration. We say the filtration is left bounded if
there exists m P Z such that kj,p “ 0 for all p ă m and j P J .
The infinite counterpart of a composition series for a Z-filtration we choose is defined as the fol-
lowing.
Definition 5.17. We say an object X P C has a Z-composition series if it admits a locally finite,
exhaustive, Hausdorff, Z-filtration with simple quotients.
Example 5.18. Let R “ Qrxs with degpxq “ 2 and let S “ R{Rx be a simple object in the category
of (graded) R-modules with degree 0 morphisms. Let M be a module isomorphic to R. Then M
admits a Z-composition series
M – RÐ RxÐ Rx2 Ð . . .
with R{Rx – S, Rx{Rx2 – Sx2y, etc. Note that in general, for a module category and the Ai Ă X
being submodules, then limÐÝiAi “
Ş
iAi Ă X and limÝÑiAi “
Ť
iAi Ă X, and thus limÐÝiRx
i “Ş
iRx
i “ 0. Another example is R “ Qrx, ys, degpxq “ n, degpyq “ m which has Z-composition
series given by “aliased diagonals” in N2.
Example 5.19. More generally, for R a positively graded k-algebra having locally finite graded
dimension as a k-vector space, one can define a Z-composition series for R viewed as a module over
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itself. Indeed we can write R “
À
iě0R
i, with each Ri “
Àni
j“1 kv
i
j being finite dimensional vector
space in degree i and R0 – k. Then we get a filtration
RÐ
à
iě1
Ri Ð
à
iě2
Ri Ð ¨ ¨ ¨ Ð 0,
that can be refined into a filtration with simple quotients if we insert
Ð
à
iěk`1
Ri ‘
ni´1à
j“1
kvkj Ð
à
iěk`1
Ri ‘
ni´2à
j“1
kvkj Ð ¨ ¨ ¨ Ð
à
iěk`1
Ri ‘ kvk1 Ð
between each
À
iěk R
i Ð
À
iěk`1R
i. The simple quotients are given by tS0u, with S0 – k, and
multiplicities k0,i “ ni.
As a composition series of a finite-length object is essentially unique, we want to establish that up
to some mild hypothesis a Z-composition series is also essentially unique. One possible choice of
such hypothesis is given by the following.
Definition 5.20. An object X with a Z-composition series is said to be stable for the filtrations if
‚ for all pair of Hausdorff filtrations X Ð A1 Ð ¨ ¨ ¨ Ð 0 and X Ð B1 Ð ¨ ¨ ¨ Ð 0, for each
i ě 0 there exists k such that Bk Ă Ai,
‚ for all pair of exhaustive filtrations X Ð ¨ ¨ ¨ Ð A´1 Ð 0 and X Ð ¨ ¨ ¨ Ð B´1 Ð 0, for
each i ď 0 there exists k such that Bi Ă Ak.
Example 5.21. The rings and modules from the previous examples are stable for the filtrations. In
general, a k-algebra as R in Example 5.19, viewed as module over itself, is stable for the filtrations,
and also are its left bounded locally finite dimensional modules. This comes from the fact that such
modules are k-vector spaces, and therefore a filtration of modules yields a filtration of subspaces.
For example, suppose Bk Ć Ai for all k. Then Ai Ĺ Ai Y Bk. In addition X{Xi must be a finite
dimensional vector space and we get an infinite filtration
X Ð B1 `Ai Ð B2 `Ai Ð ¨ ¨ ¨ Ð Ai.
Since, as vector spaces, Bj “ Bj`1
À
Hj for some Hj , and Hj Ć Ai for arbitrary large j (if not,
we would have a Bk Ă Ai since Bk
À
jěkHk). It means that X “ Ai
À
jHj where j runs over
tj P Z|Hj Ć Aiu, which contradicts the fact that X{Xi is finite dimensional.
Example 5.22. The ring Z view as a module over itself is not stable for the filtrations. Consider a
sequence of non-equal prime numbers p0, p1, p2, . . . and the following Hausdorff filtrations
ZÐ p0ZÐ p0p2ZÐ ¨ ¨ ¨ Ð p0 . . . p2kZÐ ¨ ¨ ¨ Ð 0,
ZÐ p1ZÐ p1p3ZÐ ¨ ¨ ¨ Ð p1 . . . p2k`1ZÐ ¨ ¨ ¨ Ð 0.
It is clear that p1 . . . p2k`1Z Ć p0Z for all k and thus Z is not stable for the filtrations. As a matter of
fact, the filtrations have simple quotients but are not equivalent. Indeed the quotients are respectively
given by Z{p2kZ and Z{p2k`1Z.
We now proceed to prove that all Z-composition series of an object X which is stable for the
filtrations are essentially the same. Since a Z-filtration can take two forms, reaching 0 or X, there are
three cases to consider. But first we introduce some useful lemmas.
Lemma 5.23. Suppose there is an object X with two subobjects M and N such that M ‰ N , and
X{M and X{N are simple, then
M{pM XNq – X{N.
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Proof. X “ M Y N and thus X{N “ pM Y Nq{N – M{pM X Nq by the second isomorphism
theorem. 
Lemma 5.24. LetM and A be subobjects of X such that A admits a Z-composition series
A “ A0 Ð A1 Ð ¨ ¨ ¨ Ð 0, or AÐ ¨ ¨ ¨ Ð A´1 Ð A0 “ 0.
Then we get a Z-composition series
AXM Ð A1 XM Ð ¨ ¨ ¨ Ð 0, or AXM Ð ¨ ¨ ¨ Ð A´1 XM Ð 0.
Proof. For all j we have
Aj XM
Aj`1 XM
–
Aj XM
Aj`1 X pAj XMq
–
Aj`1 Y pAj XMq
Aj`1
.
If Aj XM Ă Aj`1 then we get 0. If not we have Aj`1 Ĺ Aj`1 Y pAj XMq Ă Aj , thus Aj –
Aj`1 Y pAj XMq. Therefore
AjXM
Aj`1XM
–
Aj
Aj`1
and this concludes the proof. 
We begin with the case where the two filtrations reach X.
Proposition 5.25. Let X be a stable for the filtrations object in a strictly Z-graded abelian category.
If X admits two Z-composition series of the following form
X Ð A1 Ð A2 Ð ¨ ¨ ¨ Ð 0,
X Ð B1 Ð B2 Ð ¨ ¨ ¨ Ð 0,
with respective multiplicities kj,p, k
1
j,p and simple quotients tSjujPJ , tS
1
jujPJ 1 , then for each s, Ss –
S1jstαsu for some js, αs and ks,p “ k
1
js,p`αs
for all p P Z. In other words, the Z-composition series
have the same quotients and multiplicities.
Proof. Fix s and p. The finiteness condition implies that we can reach all Ai such that Ai{Ai`1 –
Sstpu in a finite number of steps. So we can take some minimal sub-filtration
X Ð A1 Ð A2 Ð ¨ ¨ ¨ Ð An
containing all simple quotients Sstpu. We prove by induction on n that k
1
js,p`αs
ě ks,p for some
js, αs such that Ss – S
1
js
tαsu, and by symmetry of the argument we get the equality.
By the hypothesis on X there exists some r such that Br Ă A1. We can suppose r minimal, such
that Br´1 Ć A1. Consider the filtration
A1 Ð A1 XB1 Ð A1 XB2 Ð ¨ ¨ ¨ Ð A1 XBr´1 Ð Br Ð Br`1 Ð ¨ ¨ ¨ Ð 0.
We claim thatBr´1{Br – X{A1 and that the filtration is in fact a Z-composition series with quotients
given by
X{B1, B1{B2, . . . , Br´2{Br´1, 0, Br{Br`1, . . . ,
and thus can be rewritten as
A1 Ð A1 XB1 Ð A1 XB2 Ð ¨ ¨ ¨ Ð A1 XBr´1 Ð Br`1 Ð ¨ ¨ ¨ Ð 0.
Since this filtration has the same quotients as the one given by the Bi at the exception of Br{Br`1 –
X{A1, we can apply the recursion onX
1 “ A1 with the filtration above together with
A1 Ð ¨ ¨ ¨ Ð An Ð ¨ ¨ ¨ Ð 0.
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We now prove our claim. First observe that if A1XBr´1 ‰ Br then Br Ă A1XBr´1 Ă Br´1 are
strict inclusions and thus Br´1{Br would not be simple, which is absurd. So we get
A1 XBr´1
Br
“ 0.
Now by the lemma above, since we can suppose A1 ‰ B1, we have
A1
A1 XB1
–
X
B1
,
which is simple. Again, if A1 XB1 ‰ B2 (if not, then r “ 2 and we are finished) the lemma gives
A1 XB1
A1 XB2
“
A1 XB1
pA1 XB1q XB2
–
B1
B2
.
Suppose now that
Bi´1
A1XBi´1
– X{A1 is simple. We have for i ă r
Bi
A1 XBi
“
Bi
pA1 XBi´1q XBi
–
Bi´1
A1 XBi´1
,
and thus it is simple. Then in particular, since Br “ A1 XBr´1, we have
Br´1
Br
“
Br´1
A1 XBr´1
–
X
A1
.
Moreover, in general for i ă r ´ 1 we have
A1 XBi
A1 XBi`1
“
A1 XBi
pA1 XBiq XBi`1
–
Bi
Bi`1
.
This finishes the proof. 
The case with the filtrations reaching 0 is similar.
Lemma 5.26. Suppose there is an object X with two simple subobjects M and N such thatM ‰ N ,
then
pM YNq{M – N.
Proof. M XN “ 0 and thus M YN “M
À
N . 
Proposition 5.27. Let X be a stable for the filtrations object in a strictly Z-graded abelian category.
If X admits two Z-composition series of the following form
X Ð ¨ ¨ ¨ Ð A´2 Ð A´1 Ð 0,
X Ð ¨ ¨ ¨ Ð B´2 Ð B´1 Ð 0,
with respective multiplicities kj,p, k
1
j,p and simple quotients tSju, tS
1
ju, then the Z-composition series
have the same quotients and multiplicities.
Proof. The argument is similar to the one from Proposition 5.25. 
Finally, the case with one filtration reaching X and the other 0 follows easily from Lemma 5.24.
Proposition 5.28. Let X be a stable for the filtrations object in a strictly Z-graded abelian category.
If X admits two Z-composition series
X Ð A1 Ð A2 Ð ¨ ¨ ¨ Ð 0,
X Ð ¨ ¨ ¨ Ð B´2 Ð B´1 Ð 0,
Categorification of Verma modules 33
with respective multiplicities kj,p, k
1
j,p and simple quotients tSju, tS
1
ju, then they have the same quo-
tients and multiplicities.
Proof. We prove by induction that all quotients from the first filtration appear as quotients of the
second. A similar reasoning shows the converse.
Case 1: SupposeBi Ă A1 for some i P Z. Take iminimal such thatBi´1 Ć A1. ThenBi´1XA1 –
Bi and
Bi´1
Bi
–
Bi´1
Bi´1 XA1
–
Bi´1 YA1
A1
–
X
A1
.
We now apply the proof on
A1 Ð A2 Ð A3 Ð ¨ ¨ ¨ Ð 0,
X XA1 Ð ¨ ¨ ¨ Ð Bi´2 XA1 Ð Bi´1 XA1 – Bi Ð ¨ ¨ ¨ Ð B´2 Ð B´1 Ð 0.
All quotients but Bi´1{Bi appears in this filtration since for all j ă i we have Bj´1 XA1 Ć Bj .
Case 2: Suppose B´1 Ć A1. Then X “ B´1
À
A1 and X{A1 – B´1. We then apply the
argument recursively on
A1 Ð A2 Ð ¨ ¨ ¨ Ð 0,
A1 – X{B´1 Ð ¨ ¨ ¨ Ð B´2{B´1 Ð 0,
and this concludes the proof. 
Nowwe introduce some tools and we prove that given a subobjectM ofX admitting aZ-composition
series, then the quotients in the filtration of M and X{M are essentially the same as the ones in the
filtration of X.
Lemma 5.29. LetM Ă X. Suppose we have Z-composition series
X Ð X1 Ð X2 Ð ¨ ¨ ¨ Ð 0,
M ÐM1 ÐM2 Ð ¨ ¨ ¨ Ð 0.
Then we get a Z-composition series
X{M Ð
X1 YM
M
Ð
X2 YM
M
Ð ¨ ¨ ¨ Ð 0.
Proof. First observe that for all i, thanks to the third isomorphism theorem, we have
pXi YMq{M
pXi`1 YMq{M
–
Xi YM
Xi`1 YM
.
Then we get
Xi YM
Xi`1 YM
–
Xi Y pXi`1 YMq
Xi`1 YM
–
Xi
Xi X pXi`1 YMq.
If Xi Ă Xi`1 YM , it is 0. If not, we have Xi`1 Ă Xi X pXi`1 YMq Ĺ Xi and thus
XiYM
Xi`1YM
–
Xi
Xi`1
. 
Remark 5.30. Also note that ifM is a subobject of X such that there are Z-composition series
M ÐM1 Ð ¨ ¨ ¨ Ð 0,
X{M Ð Z1 Ð ¨ ¨ ¨ Ð 0,
then there is a filtration with simple quotients
X Ð X1 Ð ¨ ¨ ¨ ÐM ÐM1 Ð ¨ ¨ ¨ Ð 0.
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Proof. Define Xi as the pull-back
Xi //
ı1

Zi
ı

X // X{M
where ı is a monomorphism and thus so is ı1. We clearly have limÐÝiXi “M . Moreover the following
diagram has 3 exact column and 2 exact rows
M //
–

Xi`1 //

Zi`1

M //

Xi

// Zi

0 // Xi{Xi`1 // Zi{Zi`1
and by the 3ˆ 3 lemma the third row must be exact too. This means Xi
Xi`1
– Zi
Zi`1
. 
Proposition 5.31. Let M Ă X. Suppose X,M and X{M are stable for the filtrations. If we have
Z-composition series
X Ð X1 Ð X2 Ð ¨ ¨ ¨ Ð 0,(25)
M ÐM1 ÐM2 Ð ¨ ¨ ¨ Ð 0,(26)
X{M Ð
X1 YM
M
Ð
X2 YM
M
Ð ¨ ¨ ¨ Ð 0,(27)
then all simple quotients of (25) appears has quotients with the same multiplicities in (26) plus (27).
Proof. Consider the filtrations
M “M XX ÐM XX1 ÐM XX2 Ð ¨ ¨ ¨ Ð 0,(28)
X{M Ð
X1 YM
M
Ð
X2 YM
M
Ð ¨ ¨ ¨ Ð 0.(29)
We claim that together they contain exactly all the quotients of (25) with the same multiplicities.
Indeed, note that Xj X pXj`1 YMq – Xj`1 Y pXj XMq such that we must have Xj – Xj X
pXj`1 YMq or Xj`1 – Xj X pXj`1 YMq and thus
Xj XM
Xj`1 XM
–
Xj
Xj`1
or
Xj XM
Xj`1 XM
“ 0
Xj YM
Xj`1 YM
– 0
Xj YM
Xj`1 YM
“
Xj
Xj`1
.
Then we conclude the proof using the Proposition 5.25 on (26) with (28), and on (27) with (29). 
All the above can also be proved for all combinations of the two types of Z-composition series,
using similar arguments.
Remark 5.32. Restricting the filtrations to only Z-filtrations is too strong for what we want to do.
Indeed, suppose we have a non-split short exact sequence
AÑ B Ñ
à
iě0
Xx2iy
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where X and A are simple, then using Remark 5.30 we can construct a filtration
B Ð B1 Ð B2 Ð ¨ ¨ ¨ Ð AÐ 0
which is not a Z-composition series, despite the fact that Bi{Bi`1 – Xx2iy and limÐÝiBi – A. Thus
we want to be able to glue Z-filtrations together.
Write X Aoo❴ ❴ ❴ if there exists a Z-filtration
X Ð X1 Ð ¨ ¨ ¨ Ð A, or X Ð ¨ ¨ ¨ Ð X´1 Ð A,
inducing a Z-composition series on X{A.
Definition 5.33. We say that X has locally finitely many composition factors if there is a finite filtra-
tion
X “ X0 X1oo❴ ❴ ❴ X2oo❴ ❴ ❴ . . .oo❴ ❴ ❴ Xn “ 0oo❴ ❴ ❴ ,
and eachXi{Xi`1 admits a Z-composition series. We can consider the set tSjujPJ of all quotients of
the filtrations for all the Xi{Xi`1, up to isomorphism and grading shift, which we call composition
factors of X. Each of the composition factor has a finite degree p multiplicity for each p P Z, which
is given by the sum of the multiplicities in the Z-composition series of all the quotients Xi{Xi`1.
Moreover, we say that X is stable for the filtrations if for all such filtrations, the quotients Xi{Xi`1
are stable for the filtrations.
We have now all the tools to prove the main result in this subsection.
Theorem 5.34. Let X be a stable for the filtrations object having locally finitely many composition
factors. If there are two filtrations
X “ A0 A1oo❴ ❴ ❴ A2oo❴ ❴ ❴ . . .oo❴ ❴ ❴ An “ 0oo❴ ❴ ❴ ,(30)
X “ B0 B1oo❴ ❴ ❴ B2oo❴ ❴ ❴ . . .oo❴ ❴ ❴ Bm “ 0oo❴ ❴ ❴ ,(31)
with all Ai{Ai`1 and Bi{Bi`1 having Z-composition series, then the composition factors are in
bijection and have the same multiplicities.
Proof. We can suppose m ě n. The proof follows by a double induction on n and m. If n “ 1 and
m “ 1, then the result is given by Propositions 5.25 , 5.27 or 5.28. If n “ 1, then by Lemma 5.24 we
can construct
X B1oo❴ ❴ ❴ 0oo❴ ❴ ❴ ,
which has the same composition factors as X 0oo❴ ❴ ❴ thanks to Proposition 5.31. Then we can
split this filtration and (31) into two parts at the level of B1, on which we can apply the argument
recursively. Suppose now n ą 1. We can construct
X A1oo❴ ❴ ❴ A1 XB1oo❴ ❴ ❴ A2 XB1oo❴ ❴ ❴ . . .oo❴ ❴ ❴ An XB1 “ 0oo❴ ❴ ❴ ,(32)
X B1oo❴ ❴ ❴ A1 XB1oo❴ ❴ ❴ A2 XB1oo❴ ❴ ❴ . . .oo❴ ❴ ❴ An XB1 “ 0oo❴ ❴ ❴ .(33)
By splitting (32) at the level of A1 we can apply the reasoning recursively to prove it has the same
composition factors as (30). It is important to note that (32) and (33) have the same tail after A1XB1
and it is given by n which is smaller than m. This allows us to use the induction hypothesis. By the
same arguments, (33) has the same composition factors as (31). Now by splitting (32) and (33) at
the level of A1 X B1 and using the induction hypothesis, these two must have the same composition
factors as well. This concludes the proof. 
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Definition 5.35. We say that a strictly Z-graded abelian category has local Jordan–Ho¨lder property
if every object has locally finitely many composition factors and is stable for the filtrations.
Let C be a strictly Z-graded, right complete, locally additive category with the local Jordan–Ho¨lder
property and every Z-composition series being left bounded. Following the same path as in the pre-
vious subsection, define G10pCq to be the free ZJqKrq
´1s-module generated by the classes of simple
objects, up to shift. By Theorem 5.34 there is a surjective ZJqKrq´1s-module map
g : G0pCq։ G
1
0pCq,
inducing a topology on G0pCq. We make it Hausdorff by the following.
Definition 5.36. We define the topological Grothendieck group of C as
G0pCq “ G0pCq{ Xně0 g
´1ppqqnq.
Again, the topological Grothendieck group forms a topological module over ZJqKrq´1s with the
pqq-adic topology and we get the following theorem.
Theorem 5.37. The topological Grothendieck group G0pCq of a right complete category C, with the
local Jordan–Ho¨lder property and every Z-composition series being left bounded, is a topological
ZJqKrq´1s-module freely generated by the classes of simple objects (up to degree shift).
An exact, graded functor Φ: C Ñ C1 gives rise to a ZJqKrq´1s-linear map G0pCq Ñ G0pC
1q. Also,
there is an obvious ZJqKrq´1s-linear injection G0pCq ãÑ G0pCq. We define rΦs : G0pCq Ñ G0pC
1q
as the composition G0pCq ãÑ G0pCq Ñ G0pC
1q։ G0pC
1q.
Example 5.38. LetR be a k-algebra as in the Example 5.3. Consider the category R -modlf of locally
finite dimensional R-modules, with the dimensions left bounded and degree 0 morphisms. It has the
local Jordan–Ho¨lder property and every Z-composition series is left bounded. Moreover we have the
following inclusions of full subcategories
R -pmodlfg Ă R -modlf Ă R -modlfg .
Moreover, if the category has enough projectives, then projective resolutions of the simple ob-
jects can give a change of basis, such that the topological Grothendieck group becomes also freely
generated by the projective objects.
Example 5.39. TakeR “ Qrx, ys{py2q, with degpxq “ degpyq “ 2, and its topological Grothendieck
group G0pR -modlfq is generated either by the classes of the simple object S “ Q or the projective
object R, with change of basis given by
rRs “
1` q2
1´ q2
rSs “ p1` q2qp1` q2 ` q4 ` . . . qrSs,
rSs “
1´ q2
1` q2
rRs “ p1´ q2qp1 ´ q2 ` q4 ´ . . . qrRs.
Remark 5.40. Likely it is possible to adapt the results in [1], weakening the artinian assumption to
locally Jordan–Ho¨lder and mixing it with our results. The local Jordan–Ho¨lder property gives for
each object a unique weight filtration, bounded from above (the weight is the opposite of the Z-
grading, thus this a Z-filtration bounded from below), with all quotients being finite. This should be
usable to compute the topological Grothendieck group of D∇pCq and get a continuous isomorphism
KpD∇pCqq – G0pCq.
Categorification of Verma modules 37
5.3. Multigrading and field of formal Laurent series. We now investigate the case of multigrading.
But first we need to chose a construction of the field of formal Laurent series Qppx1, . . . , xpqq.
5.3.1. Field of formal Laurent series. We follow the description given in [2]. We fix a grading by Zp
with p P N, and we choose an additive order ă on it. That is, a ă b implies a` c ă b` c, for every
a, b, c P Zp.
Definition 5.41. We call cone a subset C Ă Rp such that
C “ tα1v1 ` ¨ ¨ ¨ ` αpvp|α1, . . . , αp ě 0u,
for some generating elements v1, . . . , vp P Z
p. Moreover we say C is compatible with the order ă if
0 ă vi for all i P t1, . . . , pu.
Remark 5.42. Usually the definition of cone is more general, but we are interested only in these ones
for our discussion.
Example 5.43. If p “ 1, then there are only two possible orders:
‚ if 0 ă 1, then there is only one (non-zero) compatible cone given by r0,8r,
‚ if 0 ă ´1, then the only compatible cone is s ´ 8, 0s.
Let C Ă Rp be a cone compatible with ă and define
QCJx1, . . . , xpK “
$&% ÿ
k“pk1,...,kpqPNp
akx
k1
1 . . . x
kp
p |ak “ 0 if k R C
,.- .
Proposition 5.44. ([2, Theorem 10]) The set QCJx1, . . . , xpK together with the natural addition and
multiplication forms a ring.
Proof. (Sketch) The important point in the proof of this proposition is that the restriction to cones
compatible with the order ensures we only have to multiply a finite number of elements to define each
coefficient in a product. 
The next definition is [2, Definition 14].
Definition 5.45. We put
QăJx1, . . . , xpK “
ď
C
QCJx1, . . . , xpK,
where the union is over all cones compatibles with ă, and we define the field of formal Laurent series
as
Qăppx1, . . . , xpqq “
ď
e“pe1,...,epqPZp
xe11 . . . x
ep
p QăJx1, . . . , xpK.
Theorem 5.46. ([2, Theorem 15]) The set Qăppx1, . . . , xpqq together with the natural addition, mul-
tiplication and division forms a field.
Proof. (Sketch) There are three main ideas in the proof of this theorem. First, given any pair of cones
C1, C2 compatible with ă, their sum yields a cone C3 “ C1`C2, also compatible with ă. Hence we
can define a product QC1Jx1, . . . , xpKbQC2Jx1, . . . , xpK Ñ QC3Jx1, . . . , xpK, which in turns define
a product on QăJx1, . . . , xpK. Secondly, given fpxq P QCJx1, . . . , xpK such that fp0q ‰ 0, one can
define recursively a unique gpxq P QCJx1, . . . , xpK such that gpxqfpxq “ 1. Finally taking the union
of all QăJx1, . . . , xpK shifted by a monomial allows to write any fpxq P Qăppx1, . . . , xpqq as x
ehpxq
where hpxq P QCJx1, . . . , xpK is such that hp0q ‰ 0. Therefore, we have x
´eh´1pxqxehpxq “ 1,
which concludes the proof. 
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Example 5.47. Again, if p “ 1, we have two possible ways to construct Qppxqq:
‚ if 0 ă 1, then we get Qăppxqq “ QJxKrx
´1s and 1
x´x´1 “ ´xp1` x
2 ` . . . q,
‚ if 0 ă ´1, then Qăppxqq “ QJx
´1Krxs and 1
x´x´1
“ x´1p1` x´2 ` . . . q.
Example 5.48. Take p “ 2, then we have 6 ways to construct Qppx1, x2qq. In this case we abuse the
notation and say, for example, that we choose the order 0 ă x1 ă x2 for the order induced by the
choice p0, 0q ă p1, 0q ă p0, 1q, where we suppose p1, 0q corresponds to x1 and p0, 1q to x2. Then we
get
1
1´ x´21 x
2
2
“ p1` x´21 x
2
2 ` x
´4
1 x
4
2 ` . . . q.
5.3.2. Grothendieck groups for multigrading. Wefix a multigrading and an additive order on it. Every
definition in §5.1 and §5.2 extends naturally to the multigraded case, except for left-bounded.
Definition 5.49. We say that a locally finite coproduct (or filtration) is cone bounded if all its non-zero
coefficients are contained in some cone compatible with ă, up to a shift.
It is then straightforward to adapt all results from §5.1 and §5.2 to the multigraded case, replac-
ing “left-bounded” by “cone bounded”. In accordance to this denomination, we will also say cone
complete for a category which admits all cone bounded, locally finite coproducts.
The next example represents the classical case that will be used later on.
Example 5.50. As in Example 5.19, we can construct filtrations for some multigraded k-algebras.
Suppose R is a unital Zp-graded k-algebra, having locally finite dimension. Also suppose its graded
dimension is contained in a cone compatible with the chosen order on Zp, and suppose it is isomorphic
to k in degree 0. Then the additive order on Zp restricts to a total order 0 “ i0 ă i1 ă . . . on the
homogeneous components of R “
À
k R
ik , which allows us to construct a filtration of submodules
R “
à
iľi0
Ri Ð
à
iľi1
Ri Ð ¨ ¨ ¨ Ð 0,
where each subquotient is an homogeneous component Rij , and thus finite dimensional. Then we can
apply the same arguments as in Example 5.21 to show locally finite, cone bounded (i.e. its graded
dimension is contained in a cone compatible with ă, up to a shift), left R-modules are stable for the
filtrations, and thus R -modlf has the local Jordan–Ho¨lder property. Therefore G0pR -modlfq is a
free Zăppx1, . . . , xpqq-module generated by the classes of simple modules.
The hypothesis in the example above can be weakened a bit by only requiring R to admits a finite
collection of indecomposable projective modules, up to isomorphism and shift, each having their
dimension locally finite and contained in a cone compatible with ă.
6. CATEGORIFICATION OF THE VERMA MODULE Mpλq
Following the explanations in the preceding section, in order to define Qppq, λqq we choose the
additive order on Z2 given by 0 ă q ă λ, with the abuse of notation explained in Example 5.48.
6.1. Categories of modules. Each of the superrings Ωk is a noetherian ZˆZ-graded local superring
whose degree p0, 0q part is isomorphic toQ. Then every graded projective supermodule (not necessar-
ily finitely-generated) is a free graded supermodule [7, Prop. 1.5.15], and Ωk has (up to isomorphism
and grading shift) a unique graded indecomposable projective supermodule.
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Let Ωk -smodlf be the abelian Z ˆ Z-graded category of locally finite-dimensional, cone bounded
Ωk-supermodules, together with the grading preserving supermodule maps. These are graded su-
permodules which are finite-dimensional in each degree. Explicitly a bigraded supermodule M “
‘i,jMi,j is cone bounded if there exist a cone C Ă R
2 compatible with the fixed order ă and
m,n P Z, such that Mi`m,j`n “ 0 whenever pi, jq R C . In other words, it is cone bounded if
its graded dimension is in Qăppq, λqq.
Every graded projective supermodule P of Ωk is of the form P – Ωk b A where A is a graded
abelian group. The superring Ωk has (up to isomorphism and grading shift) a unique simple super-
module Sk “ Ωk{pΩkq` (here pΩkq` denotes the submodule of Ωk generated by the elements of
nonzero bidegree).
Every cone bounded graded Ωk-supermodule has a projective cover [8, Thm. 2]. As a matter of
fact, it is not hard to construct such a projective cover. For cone bounded Ωk-supermodule M form
the non-trivial graded abelian group M{ppΩkq`Mq – Q bΩk M and form P “ Ωk b Q bΩk M .
Then P is a projective cover ofM with the surjection p : P ÑM given by ab bbm ÞÑ aσpbbmq
where σ is a section of the canonical projection M ÑM{ppΩkq`Mq – QbΩk M .
The graded dimension ofΩk is contained in the cone inR
2 generated by p2, 0q and p´2k, 2q. Hence
it is a special case of Example 5.50 (with some minor adjustments for the “super”), thus Ωk -smodlf
possesses the local Jordan–Ho¨lder property and we get the following:
Proposition 6.1. The topological Grothendieck group G0pΩk -smodlfq is a one dimensional module
over the ring Zπppq, λqq with the pq, λq-adic topology, freely generated by either the class of the simple
object Sk or the projective object Ωk.
Consider the full subcategory of Ωk -smodlf generated by modules with λ-grading bounded above
and below. We write it Ωk -smod
λ
lf and it possesses the local Jordan–Ho¨lder property, with a topolog-
ical Grothendieck group having pqq-adic topology. We get the following proposition.
Proposition 6.2. The topological Grothendieck groupG0pΩk -smod
λ
lfq is a one dimensional topolog-
ical module over the ring ZπJqKrλ
˘1, q´1s with the pqq-adic topology, freely generated by the class of
the simple object Sk.
Now consider the full subcategory Ωk -psmod
λ
lfg Ă Ωk -smod
λ
lf consisting of locally finitely gen-
erated, cone bounded projective modules. For the q-grading, it is a cone complete, locally Krull–
Schmidt category, and we get the following.
Proposition 6.3. The topological split Grothendieck group K0pΩk -psmod
λ
lfgq is a one dimensional
module over the ring ZπJqKrλ
˘1, q´1s with the pqq-adic topology, freely generated by the class of the
projective object Ωk.
6.2. The Verma categorification. Set Mk “ Ωk -smodlfg and Mk`1,k “ Ωk`1,k -smodlfg and for
k ě 0 consider the functors
Ind
k`1,k
k : Mk ÑMk`1,k, Res
k`1,k
k : Mk`1,k ÑMk,
Ind
k`1,k
k`1 : Mk`1 ÑMk`1,k, Res
k`1,k
k`1 : Mk`1,k ÑMk`1.
It is sometimes useful to arrange them using a diagram as below.
¨ ¨ ¨
%%▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
Mk`1,k
Res
k`1,k
k`1xx♣♣♣
♣♣
♣♣
♣♣
♣♣
♣
Res
k`1,k
k &&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
¨ ¨ ¨
zztt
tt
tt
tt
tt
tt
Mk`1
ee▲▲▲▲▲▲▲▲▲▲▲▲
Ind
k`1,k
k`1
88♣♣♣♣♣♣♣♣♣♣♣♣
Mk
Ind
k`1,k
k
ff▼▼▼▼▼▼▼▼▼▼▼▼
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Since Ωk`1,k is sweet the functors Ind
k`1,k
k and Ind
k`1,k
k`1 are exact.
For each k ě 0 define exact functors Fk : Mk ÑMk`1 and Ek : Mk`1 ÑMk by
Fk “ Res
k,k`1
k`1 ˝ Ind
k,k`1
k x´k, 0y and Ek “ Res
k,k`1
k ˝ Ind
k,k`1
k`1 xk ` 2,´1y.
Using the language of bimodules, Fk and Ek can also be written as
Fkp´q “
`
Ωk`1 bk`1 Ωk`1,k bk p´q
˘
x´k, 0y,
and
Ekp´q “
`
Ωk bk Ωk,k`1 bk`1 p´q
˘
xk ` 2,´1y,
where Ωk`1,k is seen as a pΩk`1,k,Ωkq-superbimodule and Ωk,k`1 as a pΩk,Ωk,k`1q-superbimodule.
Proposition 6.4. Up to a grading shift the functors pFk,Ekq form an adjoint pair of functors.
Proof. The superbimodule maps η and ǫ from Definitions 4.5 and 4.8 induce respectively natural
transformations 1k Ñ EkFk and FkEk Ñ 1k`1 which are the unit and counit of the adjunction
Fk % Ek by Remark 4.9. 
The functor F does not admit E as a left adjoint. As explained in §1.1.3 this is necessary to cate-
gorify infinite-dimensional highest weight sl2-modules.
We denote by Qk the functor Mk Ñ Mk of tensoring on the left with the shifted pΩk,Ωkq-
superbimodule Ω
ξ
k. In this context, Corollary 4.23 reads as follows.
Proposition 6.5. For each k P N0 we have an exact sequence
0 ÝÝÑ Fk´1 ˝ Ek´1 ÝÝÑ Ek ˝ Fk ÝÝÑ Qkx´2k ´ 1, 1y ‘ΠQkx2k ` 1,´1y ÝÝÑ 0
of endofunctors on Mk .
Since the superbimodules used to construct Fk and Ek are sweet, see Proposition 4.24, we have the
following.
Corollary 6.6. For everyM PMk we have an isomorphism
Ek ˝ FkpMq – Fk´1 ˝ Ek´1pMq ‘ QkpMqx´2k ´ 1, 1y ‘ ΠQkpMqx2k ` 1,´1y.
Define the functor Kk as the endofunctor of Mk which is the auto-equivalence that shifts the
bidegree by p´2k ´ 1, 1q
Kk : Mk ÑMk, Kkp´q “ p´qx´2k ´ 1, 1y.
We have isomorphisms Kk ˝Ek – Ek ˝Kk`1x2, 0y and Kk`1 ˝Fk – Fk ˝Kkx´2, 0y. Moreover, since
Π ˝ Qk – Qk ˝Π we have ΠQk ˝ Kk – Qk ˝ ΠKk.
Definition 6.7. Define the category M and the endofunctors F, E, K and Q, as
M “
à
kě0
Mk, E “
à
kě0
Ek, F “
à
kě0
Fk, K “
à
kě0
Kk, Q “
à
kě0
Qk.
All the above adds up to the following.
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Theorem 6.8. We have natural isomorphisms of functors
K ˝ K´1 – IdM – K
´1 ˝ K,
K ˝ E – E ˝ Kx2, 0y, K ˝ F – F ˝ Kx´2, 0y,
and an exact sequence
0 ÝÝÑ F ˝ E ÝÝÑ E ˝ F ÝÝÑ Q ˝
`
K‘ ΠK´1
˘
ÝÝÑ 0.
Remark 6.9. Theorem 6.8 is suggestive from the point of view of categorification of the deformed
version 9Uλ of quantum sl2 from §2.1.1 if we identify Mk with the pλq
´1´2kq-th weight space.
6.2.1. NilHecke action. In §4.2 we have constructed an action of the nilHecke algebra NHn on the
superbimodules Ωk,k`n and Ωk`n,k. The definition of Fk and Ek imply the following.
Proposition 6.10. The nilHecke algebra action on Ωk,k`n descends to an action on F
n and on En.
6.2.2. Grothendieck groups. For the sake of simplicity we write K0pMkq “ K0pΩk -psmod
λ
lfgq,
G0pMkq “ G0pΩk -smod
λ
lfq and
pG0pMkq “ G0pΩk -smodlfq. We also write
K0pMq “
à
kě0
K0pMkq bZ Q, G0pMq “
à
kě0
G0pMkq bZ Q, pG0pMq “à
kě0
pG0pMkq bZ Q.
Regarding the behavior of tensoring with Qrξs we have the following.
Lemma 6.11. The functor of tensoring with Ωkrξs descends to multiplication by
1
1´q2 on the different
Grothendieck groups K0pMq, G0pMq and pG0pMq.
Proof. This follows from the fact that, since the variable ξ commutes with the variables used to con-
struct Ωk, we get Ωkrξs –
À
iě0 Ωkt2iu and thus rΩkrξss “ p1` q
2 ` . . . qrΩks “
1
1´q2 rΩks . 
The categorical sl2-action on projective supermodules is very nice, the functors Fk, Ek and Qk
satisfy
FkpΩkq “ ‘rk`1sΩk`1, EkpΩk`1q “ QkΩkx´k ´ 1, 1y ‘ΠQkΩkxk ` 1,´1y.
On the Grothendieck groups we have
rFkpΩkqs “ rk ` 1sqrΩk`1s,(34)
and
rEkpΩk`1qs “ ´
πpλq´1qq´k ` pλq´1q´1qk
q ´ q´1
rΩks.(35)
Here we have used the notation r´sq for quantum integers to avoid confusion with the notation for
equivalence classes in the Grothendieck groups. The action on simples can also be computed to be
FkpSkq “ Qrx1,k`1, sk`1,k`1sx´k, 0y, EkpSk`1q “ ‘tk`1uSkxk ` 2,´1y.
On the Grothendieck group G0pMq (and thus on pG0pMq) we have
rFkpSkqs “ rQrx1,k`1, sk`1,k`1sx´k, 0ys “ ´
πpλq´1qq´k ` pλq´1q´1qk
q ´ q´1
λq´2k´2rSk`1s,(36)
and
rEkpSk`1qs “ r‘tk`1uSkxk ` 2,´1ys “ rk ` 1sqλ
´1q2k`2rSks.(37)
We can now state the main result of this section.
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Theorem 6.12. The functors F and E induce an action of quantum sl2 on the Grothendieck groups
K0pMq, G0pMq and pG0pMq, after specializing π “ ´1. With this action there are QJqKrq´1, λ˘1s-
linear isomorphisms
K0pMq –MApλq, G0pMq –M
˚
Apλq,
of 9Uλ-modules, with A “ QJqKrq
´1, λ˘1s, and a Qppq, λqq-linear isomorphismpG0pMq –Mpλq,
of Uqpsl2q-representations. Moreover, these isomorphisms send classes of projective indecomposables
to canonical basis elements and classes of simples to dual canonical elements, whenever this makes
sense.
Proof. By exactness and Theorem 6.8, the action of the functors F, E and K descend to an action on
the Grothendieck groups that satisfies the sl2-relations.
Propositions 6.2 and 6.3 yield two isomorphisms K0pMq – MApλq and G0pMq – M
˚
Apλq as
QJqKrq´1, λ˘1s-modules by sending respectively rΩks tomk and rSks tom
k.
Proposition 6.1 gives an isomorphism pG0pMq –Mpλq of Qppq, λqq-vector spaces. Comparing the
action of E and F on the canonical basis (7) with (34) and (35), and on the dual canonical basis (9)
with (36) and (37), concludes the proof. 
We finish this section with a categorification of the Shapovalov forms defined in § 2.3. ForM,N P
M denote by Mop the right module given by acting with the opposite algebra. Then we consider the
bigraded (super)vector space
Mop bp‘kΩkq N.
Since bothM and N are cone bounded, locally finite dimensional, we get
sdimMop bp‘kΩkq N P Qppq, λqq.
For the sake of keeping the notations short, we will write bM for bp‘kΩkq.
Theorem 6.13. In the Grothendieck groups,
prM s, rN sqλ “ sdimM
op bM N,
where p´,´qλ is the universal Shapovalov from §2.3.
Proof. Let Q be the unique projective indecomposable in Ω0 -smodlfg. We have prQs, rQsqλ “
sdimQbΩ0 Q “ 1. Moreover, by construction
pFXqop bM Y – pp‘kΩk`1,kx´k, 0yq bM Xq
op bM Y
– Xop bM p‘kΩk,k`1x´k, 0yq bM Y
– Xop bM p‘k pΩk,k`1xk ` 2,´1yq x´2k ´ 1, 1yq x´1, 0y bM Y
– Xop bM pKEY x´1, 0yq
– Xop bM pρpFqY q,
for anyX,Y PM. Finally, the bilinearity is obvious from the behavior of the dimension with respect
to direct sum and tensor product. 
For,M,N PM, denote by
HOMMpM,Nq “
à
i,j,kPZˆZˆZ{2Z
HomMpM,Π
kNxi, jyq
the enriched Hom-spaces. They consist of Zˆ Z-graded Q-(super)vector spaces of morphisms.
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Theorem 6.14. In the Grothendieck groups,whenever HOMMpM,Nq has a locally finite cone bounded
dimension, we have
xrM s, rN syλ “ sdimHOMMpM,Nq,
where x´yλ is the twisted Shapovalov from §2.3.
Proof. We have xrQs, rQsyλ “ sdimHOMM0pQ,Qq “ 1 by construction. It follows from Proposi-
tion 6.4 that for any X,Y PM,
HOMMpFX,Y q – HOMMpX,KEY x´1, 0yq – HOMMpX, τpFqY q.
Finally, qmλnxFirQs,FjrQsyλ “ xq
´mλ´nFirQs,FjrQsyλ “ xF
irQs, qmλnFjrQsyλ, is a conse-
quence of the definition of the (enriched) Hom spaces in a bigraded category. 
6.3. 2-Verma modules. As explained in Subsections 1.1.3 and 6.2 above, the functors pF,Eq are
adjoint (up to grading shifts) but not biadjoint. In order to accommodate our construction to the
concept of strong 2-representations and Q-strong 2-representations (in the sense of Rouquier [41]
and Cautis-Lauda [11] respectively) we adjust their definitions into the notion of a 2-Verma module
for sl2.
Since we need to work with short exact sequences of 1-morphisms, we require the Hom-categories
of a 2-Verma module to be Quillen exact [39, Sec. 2] (see also [26, App. A]). Recall that a full
subcategory C of an abelian category A is closed under extensions if for all short exact sequence
0Ñ AÑ B Ñ C Ñ 0 in A with A and C in C, then B is also in C. An additive full subcategory of
an abelian category, closed under extensions, is called Quillen exact.
All results from §5.2 apply for Quillen exact categories if the category admits unions and intersec-
tions of admissible objects. That is whenever there are short exact sequences
0Ñ A1 ÑB Ñ C1 Ñ 0, 0Ñ A2 ÑB Ñ C2 Ñ 0
in C then there are also short exact sequences
0Ñ A1 XA2 ÑB Ñ X Ñ 0, 0Ñ A1 YA2 ÑB Ñ Y Ñ 0
in C.
Definition 6.15. Let c be either an integer or a formal parameter and define εc to be zero if c P Z and
to be 1 otherwise. Let Λc “ c´ 2N0 be the support. A 2-Verma module for sl2 with heighest weight
qc consists of a bigraded k-linear idempotent complete, 2-category M admitting a parity 2-functor
Π : MÑM, where:
‚ The objects ofM are indexed by weights µ P Λc.
‚ There are identity 1-morphisms 1µ for each µ, as well as 1-morphisms F1µ : µÑ µ´2 inM
and their grading shift. We also assume that F1µ has a right adjoint and define the 1-morphism
E1µ´2 : µ´ 2Ñ µ as a grading shift of a right adjoint of F1µ,
E1µ´2 “ pF1µqRxµ` 2´ c,´εcy.
‚ The Hom-spaces between objects are locally additive, cone complete, Quillen exact cate-
gories.
On this data we impose the following conditions:
(1) The identity 1-morphism 1µ of the object µ is isomorphic to the zero 1-morphism if µ R Λc.
(2) The enriched HOMMp1µ,1µq is cone bounded for all µ.
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(3) There is an exact sequence
0 ÝÝÑ FE1µ ÝÝÑ EF1µ ÝÝÑ Qµx´c` µ, ǫcy ‘ ΠQµxc´ µ,´ǫcy ÝÝÑ 0,
where Qµ :“
À
kě0Π1µx2k ` 1, 0y.
(4) For each k P N0, F
k
1µ carries a faithful action of the enlarged nilHecke algebra.
Let C0 be a full subcategory of an abelian category A. For all i ě 0, define recursively Ci`1
as the full subcategory of A containing all the objects of Ci and all B for all short exact sequence
0 Ñ A Ñ B Ñ C Ñ 0 in A with A and C in Ci. We call
Ť
i Ci the completion under extensions of
C0 in A. It is clear that if C0 is also additive, then its completion under extension is Quillen exact.
Form the 2-category M1pλq´1q whose objects are the categories Mk, the 1-morphisms are locally
finite, cone bounded direct sums of shifts of functors from tEk, Fk, Qk, Idku and the 2-morphisms
are (grading preserving) natural transformations of functors. We define Mpλq´1q as the completion
under extensions of M1pλq´1q in the abelian category of all functors. In this case Mpλq´1q is a 2-
Verma module for sl2. Now take the cone completion of ExtFlagλ from §4.1, namely add the cone
bounded, locally finite coproduct of Ωk. Then the completion under extensions of this 2-category in
Bims is also a 2-Verma module, equivalent to Mpλq´1q.
7. CATEGORIFICATION OF THE VERMA MODULES WITH INTEGRAL HIGHEST WEIGHT
In this section we give a categorical interpretation of the evaluation map evn : Mpλq
´1q ÑMpnq
for n P Z.
7.1. Categorification of Mp´1q. Forgetting the λ-gradings of the superrings Ωk and Ωk,k`1 from
§3.1 results in single graded superrings that we denote Ωkp´1q and Ωk,k`1p´1q respectively. We
write xsy for the shift of the q-grading up by s units.
DefineMkp´1q “ Ωkp´1q -smodlf and Mk`1,kp´1q “ Ωk`1,kp´1q -smodlf with the functors
Fk : Mkp´1q ÑMk`1p´1q,
Ek : Mk`1p´1q ÑMkp´1q,
Qk : Mkp´1q ÑMkp´1q,
Kk : Mkp´1q ÑMkp´1q,
as in §6. Denote also Mp´1q “ ‘kě0Mkp´1q.
Since the q-grading in Ωkp´1q and Ωk`1,kp´1q is bounded from below and both superrings have
one-dimensional lowest-degree part, all the results in §6 can be transported to the singly-graded case.
Note that either Ωkp´1q and Ωk`1,kp´1q are the product of a graded local ring with degree 0 part
isomorphic to Q with a finite dimensional superring.
The (topological) Grothendieck group G0pMkp´1qq is one-dimensional and generated either by
the class of the projective indecomposable, either by the class of the simple object, both unique up to
isomorphism and grading shift. Also note that K0pMkp´1qq is generated by the unique projective
and it is homeomorphic to G0pMkp´1qq. However, we prefer to use G0pMkp´1qq which seems to
be a more natural choice since the dual canonical basis inK0 only exists as a formal power series.
Define the 2-category Mp´1q like Mpλq´1q but with the Mkp´1qs as objects. Collapsing the
λ-grading defines a forgetful 2-functor U : Mpλq´1q ÑMp´1q. It is clear thatMp´1q is a 2-Verma
module.
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Having the forgetful 2-functor U at hand, our strategy is to first categorify the shifted universal
Verma module Mpλqnq for arbitrary n and then to apply U to get a categorification of the Vermas
with integral highest weight.
Remark 7.1. While this approach yields a categorification of Mpnq, it is interesting challenge to
construct one where the sl2-commutator relation is given in the form of a finite direct sum.
7.2. Categorification of the shifted Verma moduleMpλqnq for n P Z. Let n P Z, n ă 0 be fixed
and let G´n´1,k and G´n´1,k,k`1 the varieties of partial flags in C
8
G´n´1,k “ tpU´n´1, Ukq|dimC U´n´1 “ ´n´ 1,dimC Uk “ k, 0 Ă U´n´1 Ă Uk Ă C
8u,
and
G´n´1,k,k`1 “ tpU´n´1, Uk, Uk`1q|dimC U´n´1 “ ´n´ 1,dimC Uk “ k,dimC Uk`1 “ k ` 1,
0 Ă U´n´1 Ă Uk Ă Uk`1 Ă C
8u.
Their cohomologies are generated by the Chern classes
HpG´n´1,kq – Qrx1,k, . . . , x´n´1,k, z1,k, . . . , zk,ks,
with degqpxi,kq “ 2i, degqpzi,kq “ 2i, and
HpG´n´1,k,k`1q – Qrx1,k`1, . . . , x´n´1,k`1, z1,k`1, . . . , zk,k`1, ξk`1s,
with degqpxi,k`1q “ 2i, degqpzi,k`1q “ 2i and degqpξk`1q “ 2.
The forgetful map G´n´1,k Ñ Gk gives HpG´n´1,kq the structure of a pHpGkq,HpG´n´1,kqq-
superbimodule and similarly forHpG´n´1,k,k`1q, which becomes a pHpGk,k`1q,HpG´n´1,k,k`1qq-
bimodule under the forgetful map G´n´1,k,k`1 Ñ Gk,k`1. Tensoring on the left with HpG´n´1,kq
(overHpGkq) and withHpG´n´1,k,k`1q (overHpGk,k`1q) gives exact functors fromHpGkq -smodlfg
toHpG´n´1,kq -smodlfg and from HpGk,k`1q -smodlfg toHpG´n´1,k,k`1q -smodlfg respectively.
For each j P N0 put
X´n´1,j “
#
HpG´n´1,jq b ExtHpGjqpSj , Sjq if j ě ´n´ 1
0 else,
and
X´n´1,j,j`1 “
#
HpG´n´1,j,j`1q b ExtHpGj`1qpSj`1, Sj`1q if j ě ´n´ 1
0 else,
and for all k P N0 define the superrings
Ωnk “ X´n´1,´n´1`k bk Ω´n´1`k,
Ωnk,k`1 “ X´n´1,´n´1`k,´n`k bk,k`1 Ω´n´1`k,´n`k.
Now take n P N0. Let also Ω
n
k Ă Ωk and Ω
n
k,k`1 Ă Ωk,k`1 be the sub-superrings
Ωnk “ Qrx1,k, . . . , xk,k, s´n,k, . . . , sk´1´n,ks,
and
Ωnk,k`1 “ Qrw1,k, . . . , wk,k, ξk`1, σ´n,k`1, . . . , σk´n,k`1s,
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where we compute si,k and σi,k`1 for i ď 0 recursively with the formulas
si,k “ ´
kÿ
ℓ“1
xℓ,ksi`ℓ,k, σi,k`1 “ ´
kÿ
ℓ“1
pxℓ,k ` ξk`1xℓ´1,kqσi`ℓ,k`1.
After a suitable change of variables we can write
(38)
Ωnk “ Qrx1,k, . . . , xk,k, s˜1,k, . . . , s˜k,ks
Ωnk,k`1 “ Qrx1,k, . . . , xk,k, ξk`1, s˜1,k`1, . . . , s˜k`1,k`1s,
with degq,λ,qps˜i,kq “ degq,λps˜i,k`1q “ p2n ´ 2i, 2q.
In order to define the analogous of the category M from §6 note that we get
φ˚kpxi,kq “ xi,k`1, φ
˚
kps˜i,kq “ s˜i,k`1 ` ξk`1s˜i`1,k`1,(39)
ψ˚k pxi,k`1q “ xi,k`1 ` ξk`1xi´1,k`1, ψ
˚
k`1ps˜i,k`1q “ s˜i,k`1.(40)
As in Definition 4.22, we define the shifted superbimodules.
Definition 7.2. For n P Z and k P N0 we put
Ω
n
k`1,k “ Ω
n
k`1,kx´k, 0y, Ω
n
k,k`1 “ Ω
n
k,k`1xk ´ n` 1,´1y,
and define
Ω
n
kpk˘1qk “ Ω
n
k,k˘1 bk˘1 Ω
n
k˘1,k, Ω
ξ,n
k “ ΠΩ
n
k rξsx1, 0y.
The analogue of Corollary 4.23 reads as below.
Lemma 7.3. There are short exact sequences of pΩnk ,Ω
n
kq-superbimodules
0 ÝÑ Ω
n
kpk´1qk ÝÑ Ω
n
kpk`1qk ÝÑ Ω
ξ,n
k xn´ 2k, 1y ‘ΠΩ
ξ,n
k x2k ´ n,´1y ÝÑ 0.
Proof. For n ă 0 we regard Ωnk and Ω
n
k,k`1 as algebras over Ω´n´1 and apply the analysis leading to
Corollary 4.23. For n ě 0 we use the presentations of Ωnk and Ω
n
k,k`1 in Eq. (38) and apply again the
analysis leading to Corollary 4.23. In both cases the claim follows by tracing carefully the bidegrees
in the homomorphisms in §4.1. 
We now define categories Mnk “ Ω
n
k -smodlfg and M
n “ ‘kě0M
n
k as we did M in §6. We also
define Mpλqnq as the 2-category with objects Mnk , for k P N0. The 1-morphisms of Mpλq
nq are
direct sums of grading shifts of the functors
Fk : M
n
k ÑM
n
k`1 Fkp´q “ Res
k,k`1
k`1 ˝
`
Ωnk`1,k bk p´q
˘
x´k, 0y,
Ek : M
n
k`1 ÑM
n
k Ekp´q “ Res
k,k`1
k ˝
`
Ωnk,k`1q bk`1 p´q
˘
xk ´ n` 1,´1y,
Qk : M
n
k ÑM
n
k Qkp´q “ Ω
n
k rξs bk p´qx1, 0y,
Kk : M
n
k ÑM
n
k Kkp´q “ p´qxn´ 2k, 1y,
and the 2-morphisms are (grading-preserving) natural transformations between these functors. As
before, we put
E “
à
kě0
Ek, F “
à
kě0
Fk, K “
à
kě0
Kk, and Q “
à
kě0
Qk.
The analogs of Theorems 6.8 and 6.12 follow as in §6 by using Lemma 7.3. We state them below
for the record.
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Theorem 7.4. We have natural isomorphisms of exact endofunctors of Mn
K ˝ K´1 – IdM – K
´1 ˝ K,
K ˝ E – E ˝ Kx2, 0y, K ˝ F – F ˝ Kx´2, 0y,
and an exact sequence
0 ÝÝÑ F ˝ E ÝÝÑ E ˝ F ÝÝÑ Q ˝
`
K ‘ ΠK´1
˘
ÝÝÑ 0.
All the above implies that Mpλqnq is a 2-Verma module for sl2.
Theorem 7.5. The three Grothendieck groups G0pM
nq, K0pM
nq and pG0pMnq, together with the
action induced by functors F and E, are respectively isomorphic with the 9Uλ-modules M
˚
Apλq
nq and
MApλq
nq, and with the Uqpsl2q-module xMpλqnq.
7.3. Categorification of the Verma module Mpnq for n P Z. As before, we apply the map that
forgets the λ-grading on the superrings Ωnk and Ω
n
k,k`1 to obtain singly-graded superrings Ωkpnq and
Ωk,k`1pnq. In this case we still have that the q-grading in Ωkpnq and Ωk`1,kpnq is bounded from
below and both superrings have one-dimensional lowest-degree part, and we can make use of all the
results in §6. Note that again both Ωkpnq and Ωk`1,kpnq are the product of a graded local ring with
degree 0 part isomorphic to Q with a finite dimensional superring.
Denote by Mpnq the image of Mn under the forgetful functor. We keep the notation Fk, Ek, Qk
and Kk for UpFkq, UpEkq, UpQkq and UpKkq. The 2-categories Mpnq constructed in the obvious
way, yield 2-Verma modules.
It is easy to see that
FkΩ
n
k – ‘rk`1sΩ
n
k`1,
and
EkΩ
n
k`1 – QkΩ
n
kxn´ ky ‘ΠQkΩ
n
kxk ´ ny,
which means that in the Grothendieck group we have
(41) rFsrΩnk s “ rk ` 1sqrΩ
n
k`1s, rEsrΩ
n
k`1s “ rn´ k ` 1sqrΩ
n
k s
after specializing π “ ´1.
We now proceed to analyze the cases n ă 0 and n ě 0 separately.
7.3.1. The case n ă 0. The arguments in the proof of Theorem 6.12 can be applied almost unchanged
to get the following.
Theorem 7.6. For n ă 0 the Grothendieck groups G0pMpnqq and K0pMpnqq, together with the
action induced by functors F and E, are isomorphic with the Verma moduleMpnq.
The composite of the functor on Mk obtained by tensoring with the appropriate superbimodules
Xn´1,k and Xn´1,k,k`1 with the forgetful functor U defines a 2-functor EV´|n| : M ÑMpnq which
is exact, takes projectives to projectives, and categorifies the evaluation map ev´|n| : Mpλq
´1q Ñ
Mpnq.
The categorification of Mpnq using Mpnq for n ă 0 is not minimal, in the sense that there is a
smaller category with the same properties we now describe. Note that Ωkp´|n|q and Ωk,k`1p´|n|q
have presentations
Ωkp´|n|q “ Qrxn´1, sn´1srz1, . . . , zk, sn, . . . , sn`ks,
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and
Ωk,k`1p´|n|q “ Qrxn´1, sn´1srz1, . . . , zk`1, ξk`1, sn, . . . , sn`k`1s,
where zi and ξk`1 are even with degqpziq “ 2i, degqpξk`1q “ 2 and si is odd with degqpsiq “ ´2i
(recall that Qrxn´1, sn´1s “ Ωk).
Let Jk Ă Ωkp´|n|q and Jk,k`1 Ă Ωk,k`1p´|n|q be the 2-sided ideals generated by pxn´1, sn´1q
and define the 2-category Mminp´|n|q as before but using the quotient superrings
Ωmink p´|n|q “ Ωkp´|n|q{Jk,
and
Ωmink,k`1p´|n|q “ Ωk,k`1p´|n|q{Jk,k`1,
instead. We get functors Fmin, Emin,Qmin andKmin with the same properties as in Theorem 7.4 while
the Grothendieck group ofMminpnq is still isomorphic toMpnq. Using the surjection fromΩkp´|n|q
to Ωmink p´|n|q we can construct an obvious functor Ψ from Mpnq to M
minpnq that sends Mkpnq
toMmink p´|n|q and pFk,Ek,Qk,Kkq to pF
min
k ,E
min
k ,Q
min
k ,K
min
k q. Moreover, Ψ sends projectives to
projectives, simples to simples, is exact, full and bijective on objects.
7.3.2. The case n ě 0. We have to be a bit careful for this case, as the dual canonical basis does not
exist forMpnq. Indeed, in G0pMpnqq we get the equality
rΩnn`1s “
n`1ź
i“1
1` πq2n´2i`2
1´ q2i
rSnn`1s
and thus after specializing to π “ ´1, it gives rΩnn`1s “ 0. Of course, the element p1 ` πq is
not invertible in ZπJqKrq
´1s and thus we cannot use the projective resolution of Snn`1 to generate it
with the projective Ωnn`1 neither. In fact, we have rFns “ 0, and G0pMpnqq contains V pnq as a
submodule. The action of Uqpsl2q on G0pMpnqq{V pnq is trivial with E “ F “ 0.
Therefore, the Grothendieck group G0pMpnqq is not the way we want to decategorify Mpnq and
we will work only with K0pMpnqq, which is freely generated by the classes or projectives rΩ
n
k s.
Again comparing the action on the canonical basis and (41) gives the following theorem.
Theorem 7.7. For each n ě 0 the Grothendieck group K0pMpnqq, together with the action induced
by functors F and E, is isomorphic to the Verma moduleMpnq.
8. CATEGORIFICATION OF THE FINITE DIMENSIONAL IRREDUCIBLES FROM THE VERMA
CATEGORIFICATION
8.1. The ABC of the DG world. We start by recollecting some basic facts about DG-algebras and
their (derived) categories of modules following closely the exposition in [5, §10].
A differential graded algebra (DG-algebra for short) pA, dq is a Z-graded associative unital algebra
A with 1 in degree zero, equipped with an additive endomorphism d of degree ´1 satisfying
d2 “ 0, dpabq “ dpaqb` p´1qdeg aadpbq, dp1q “ 0.
A homomorphism between DG-algebras pA, dq and pA1, d1q is a homomorphism φ : A Ñ B of alge-
bras intertwining the differentials, φ ˝ d “ d ˝ φ.
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A left DG-module M over A is a Z-graded left A-module with a differential dM : Mi Ñ Mi´1
such that, for all a P A and allm PM ,
dM pamq “ dpaqm` p´1q
degpaqadM pmq.
We have the analogous notion for right A-modules and bimodules. Denote by pA, dq -mod the abelian
category of (left) DG-modules over A. We say P P pA, dq -mod is projective if for every acyclicM in
pA, dq -mod the complex HomApP,Mq is also acyclic. The homology HpMq of a DG-module over
A is the usual homology of the chain complex M . It is a graded module over the graded ring HpAq.
We say that A is formal if it is quasi-isomorphic to HpAq, that is if there exists a map AÑ HpAq or
HpAq Ñ A inducing an isomorphism on the homology.
Twomorphisms f, g : M Ñ N in pA, dq -mod are homotopic if there is a degree 1 map s : N ÑM
such that f ´ g “ sdM ` dNs. The homotopy category KA, which is a triangulated category, is
obtained from pA, dq -mod by modding out by null-homotopic maps. Inverting quasi-isomorphisms
results in the derived category DpAq, which is triangulated and idempotent complete.
The localization functor gives an isomorphism from the full subcategory of KA consisting of pro-
jective objects to the derived category DpAq. We sayM is compact if the canonical map
‘iPI HomDpAqpM,Niq Ñ HomDpAqpM,‘iPINiq
is an isomorphism for every arbitrary direct sum of DG-modules. Note that A is compact projective.
Let DcpAq be the full subcategory of DpAq consisting of compact modules. It is also idempotent
complete.
For a homomorphism of DG-algebras φ : A Ñ B the derived induction functor is the derived
functor associated with the bimodule BBA,
IndBA “ B b
L
A p´q : DpAq Ñ DpBq.
The derived restriction functor is given by taking the derived hom-functor:
ResBA “ RHomBpBA,´q : DpBq Ñ DpAq.
The forgetful functor via the map φ is exact and therefore, lifts trivially to the derived setting. This
lift coincides with the derived restriction functor. The above functors are adjoint:
HomDpBqpInd
B
ApMq, Nq – HomDpAqpM,Res
B
ApNqq.
If φ is a quasi-isomorphism then IndBA and Res
B
A are mutually inverse equivalences of categories.
We define the Grothendieck group of A as the Grothendieck group of the triangulated category
DcpAq. As Khovanov pointed out in [27], if A is formal and (graded) noetherian we can describe the
Grothendieck group of A via finitely-generated HpAq-modules.
Of course, all the above generalizes easily to the case where A has additional gradings and where
the differential is graded over Z{2Z. In this case we speak of graded (or bigraded) DG-algebras,
graded (or bigraded) homomorphisms and graded versions of all the categories above.
8.2. The differentials dn. We next introduce differentials on Ωk and Ωk,k`1 turning them into DG-
algebras for the parity degree. Recall from §3.1 that the rings Ωk and Ωk,k`1 have presentations
Ωk “ Qrx1,k, . . . , xk,k, s1, . . . , sks and Ωk,k`1 “ Qrx1,k, . . . , xk,k, ξk`1, s1,k`1, . . . , sk`1,k`1s.
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Definition 8.1. Define maps dkn : Ωk Ñ Ωk and d
k,k`1
n : Ωk,k`1 Ñ Ωk,k`1 of bidegree x2n ` 2,´2y
and parity ´1 by
dknpxr,kq “ 0, d
k
npsr,kq “ Yn´r`1,k,
and
dk,k`1n pxr,kq “ 0, d
k,k`1
n pξk`1q “ 0, d
k,k`1
n psr,k`1q “ Yn´r`1,k`1,
respecting the Leibniz rule
dknpabq “ d
k
npaqb` p´1q
ppaqadknpbq d
k,k`1
n pabq “ d
k,k`1
n paqb` p´1q
ppaqadk,k`1n pbq.
From now on we use dn to denote either d
k
n and d
k,k`1
n whenever the k or the k, k ` 1 are clear
from the context. The maps dn satisfy dn ˝dn “ 0 and therefore Ωk and Ωk,k`1 become DG-algebras
with dn of bidegree x2n ` 2,´2y which we denote pΩk, dnq and pΩk,k`1, dnq. These algebras are
bigraded and Differential Graded with respect to the Z{2Z-grading (a.k.a. the parity).
Lemma 8.2. For k ą n, the DG-algebras pΩk, dnq and pΩk,k`1, dnq are acyclic.
Proof. Let k ą n. Then dknpsn`1,kq “ Y0,k “ 1 and d
k,k`1
n psn`1,k`1q “ 1. 
Remark 8.3. For n “ 0 the DG-algebra pΩk,k`1, d0q is acyclic for all k and the DG-algebra pΩk, d0q
is acyclic unless k “ 0 and in this case pΩ0, d0q – Q.
The DG-rings pΩk, dnq and pΩk,k`1, dnq have a nice geometric interpretation.
Proposition 8.4. The DG-rings pΩk, dnq and pΩk,k`1, dnq are formal. (1) The DG-ring pΩk, dnq is
quasi-isomorphic to the cohomology of the Grassmannian varietyHpGk;nq of k-planes inC
n. (2) The
DG-ring pΩk,k`1, dnq is quasi-isomorphic to the cohomology of the partial flag variety HpGk,k`1;nq
of k, k ` 1-planes in Cn.
Proof. Let pdnpskqq denote the two-sided ideal of Qrxks generated by dnps1,kq, . . . , dnpsk,kq and let
pdnpσk`1qq denote the two-sided ideal of Qrxk, ξk`1s generated by dnpσ1,k`1q, . . . , dnpσk`1,k`1q. If
we equip the quotient rings
Qrxks{pdnpskqq and Qrxk, ξk`1s{pdnpσk`1qq,
with the zero differential, an easy exercise shows that the obvious surjections Ωk ։ Qrxks{pdnpskqq
and Ωk,k`1 ։ Qrxk, ξk`1s{pdnpσk`1qq, are quasi-isomorphisms.
The formula (11) together with the definition of the differential show that Yn´k`r,k P pdnpskqq for
all r ě 1 and thus give a presentation
Qrxks{pdnpskqq – Qrxk, Y pn´kqs{Ik,n,
with Ik,n the ideal generated by the homogeneous terms in the equation
p1` x1,kt` . . .` xk,kt
kqp1 ` Y1,kt` . . .` Ypn´kq,kt
n´kq “ 1,
which is a presentation for the cohomology ring HpGk;nq and thus proves part (1). The second claim
is proved in the same way. 
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8.3. A category of DG-bimodules.
Proposition 8.5. The maps φ˚k and ψ
˚
k`1 from §3.4 commute with the differentials dn.
Proof. From the definitions and the Leibniz rule we have that the diagrams
sr,k
✤ dn //
❴
φ˚

Yn´r`1,k
❴
φ˚

sr,k ` ξk`1sr´1,k
✤
dn
// Yn´r`1,k`1 ` ξk`1Yn´r,k`1
and
sr,k`1
✤ dn //
❴
ψ˚

Yn´r`1,k`1
❴
ψ˚

sr,k`1
✤
dn
// Yn´r`1,k`1
commute. The statement now follows by using the Leibniz rule recursively. 
In the following we write DG pk, sqn-bimodule for a ppΩk, dnq, pΩs, dnqq-bimodule. From the
proposition, pΩk,k`1, dnq is a DG pk`1, kqn-bimodule. The pΩk,Ωkq-bimodules Ωk,k`1bk`1Ωk`1,k
and Ωk,k´1 bk´1 Ωk´1,k get structures of DG pk, kqn-bimodules with dn satisfying the Leibniz rule
dnpab bq “ dnpaq b b` p´1q
ppaqab dnpbq.
Define the DG pk ` 1, kqn-bimodule
pqΩk`1,k, dnq “ pΩk`1,k, dnqx0, 0y “ pΩk`1,k, dnqx´k, 0y,
and the DG pk, k ` 1qn-bimodule
pqΩk,k`1, dnq “ pΩk,k`1, dnqx´n, 1y “ pΩk,k`1, dnqxk ` 1´ n, 0y.
Note that some of the maps in §4.1 do not extend to the various DG-bimodules above, as for
example π from Proposition 4.6. However, we can equip Ω
ξ
k ‘ ΠΩ
ξ
kx´2k ´ 2y with a differential
given by dnpξ
i ‘ 0q “ 0 and
dnp0‘ Y
ξ
j,kq “ πpYn´k,k`1 b ξ
j
k`1q ‘ 0 “
n´kÿ
p“k´j
Y
ξ
p´k`j,kYn´k´p,k ‘ 0,
for all i, j ě 0, such that it becomes a DG-bimodule over pΩk, d
k
nq. This differential commutes with
π`µ, as dk,k`1n does with u, and by consequence we get a short exact sequence of pk, kqn-bimodules
0Ñ
`
Ωkpk´1qk, dn
˘
Ñ
`
Ωkpk`1qk, dn
˘
Ñ
´
Ω
ξ
kx2k, 0y ‘ΠΩ
ξ
kx´2k ´ 2, 2y, dn
¯
Ñ 0.
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By the snake lemma, it descends to a long exact sequence of HpΩk, dnq – HpGk;nq-bimodules
. . . // H1
`
Ωkpk`1qk, dn
˘
// H1
´
Ω
ξ
kx2k, 0y ‘ΠΩ
ξ
kx´2k ´ 2, 2y, dn
¯
rr❡❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡
H0
`
Ωkpk´1qk, dn
˘
// H0
`
Ωkpk`1qk, dn
˘
// H0
´
Ω
ξ
kx2k, 0y ‘ΠΩ
ξ
kx´2k ´ 2, 2y, dn
¯
rr❞❞❞❞❞❞
❞❞❞❞❞❞
❞❞❞❞❞❞
❞❞❞❞❞❞
❞❞❞❞❞
❞❞❞
H1
`
Ωkpk´1qk, dn
˘
// . . .
Proposition 8.4 tells us the homology of
`
Ωkpk`1qk, dn
˘
is concentrated in parity 0 and thus we have
a long exact sequence
0 // H1
´
Ω
ξ
kx2k, 0y ‘ΠΩ
ξ
kx´2k ´ 2, 2y, dn
¯
rr❡❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡
H0
`
Ωkpk´1qk, dn
˘
// H0
`
Ωkpk`1qk, dn
˘
// H0
´
Ω
ξ
kx2k, 0y ‘ΠΩ
ξ
kx´2k ´ 2, 2y, dn
¯
rr❞❞❞❞❞❞❞
❞❞❞❞❞❞
❞❞❞❞❞❞
❞❞❞❞❞❞
❞❞❞❞❞❞
❞❞❞❞❞❞
❞
0.
For n ´ 2k ě 0, we get that dnp0 ‘ 1q is a polynomial with a dominant monomial ξ
n´2k
k`1 and
dnp0‘ Y
ξ
j,kq ‰ 0. It means the homology of
´
Ω
ξ
kx2k, 0y ‘ΠΩ
ξ
kx´2k ´ 2, 2y, dn
¯
is concentrated in
parity 0 and given by
À
tn´2ku q
2kHpGk;nq. Therefore we get the following short exact sequence
0Ñ HpGk,k´1;nq bHpGk´1;nq HpGk´1,k;nq
ãÑ HpGk,k`1;nq bHpGk`1;nq HpGk`1,k;nq։
à
tn´2ku
q2kHpGk;nq Ñ 0.
For n ´ 2k ď 0, we get dnp0 ‘ Y
ξ
j,kq “ 0 for j ă 2k ´ n and dnp0 ‘ Y
ξ
2k´n,kq “ 1 ‘ 0. Thus the
homology is concentrated in parity 1 and isomorphic to
À
t2k´nu q
´2k´2λ2ΠHpGk;nq. After shifting
by the degree of the connecting homomorphism, it yields the short exact sequence
0Ñ
à
´t2k´nu
q2kHpGk;nq ãÑ HpGk,k´1;nq bHpGk´1;nq HpGk´1,k;nq
։ HpGk,k`1;nq bHpGk`1;nq HpGk`1,k;nq Ñ 0.
It is not hard to see that both short exact sequences split, with an obvious splitting morphism for the
projection in the first one and an obvious left inverse for the injection in the second one, obtained by
the same kind of expressions as ι and π.
In conclusion we recover the well-known commutator of the categorical sl2 action using cohomol-
ogy of the finite Grassmannians and 1-step flag varieties, which is employed in the categorification of
the irreducible finite-dimensional sl2-modules.
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Proposition 8.6. We have quasi-isomorphisms of bigraded DG pk, kqn-bimodules
pqΩk,k`1 bk`1 qΩk`1,k, dnq – pqΩk,k´1 bk´1 qΩk´1,k, dnq ‘rn´2ks Ωdnk , if n´ 2k ě 0,
pqΩk,k´1 bk´1 qΩk´1,k, dnq – pqΩk,k`1 bk`1 qΩk`1,k, dnq ‘r2k´ns Ωdnk , if n´ 2k ď 0.
8.4. A categorification of V pnq. Let Vkpnq (resp. Vk,k`1pnq) be the derived category of bigraded,
left, compact pΩk, dnq modules (resp. bigraded, left, compact pΩk,k`1, dnq-modules), and define the
functors
Ind
k`1,k
k : Vkpnq Ñ Vk`1,kpnq, Res
k`1,k
k : Vk`1,kpnq Ñ Vkpnq,
Ind
k`1,k
k`1 : Vk`1pnq Ñ Vk`1,kpnq, Res
k`1,k
k`1 : Vk`1,kpnq Ñ Vk`1pnq.
For each k ě 0 define the functors
Fkp´q “ Res
k,k`1
k`1 ˝
`
Ωdnk`1,k b
L
k p´q
˘
x´k, 0y,
and
Ekp´q “ Res
k,k`1
k ˝
`
Ωdnk,k`1 b
L
k`1 p´q
˘
xk ` 1´ n, 0y,
where Ωdnk`1,k is seen as a DG pΩk`1,k,Ωkqn-bimodule and Ω
dn
k,k`1 as a DG pΩk,Ωk,k`1qn-bimodule.
Proposition 8.7 and Theorem 8.8 below are a direct consequence of Propositions 8.4 and 8.5, to-
gether with well know results: see for example [14, §6.2] or [34, §3.4,§5.3] (see also [12, §5.3] for the
ungraded case). There is an equivalence of triangulated categories between Vkpnq and the bounded
derived category DbpHpGk;nq -modq.
Proposition 8.7. The functors Fk and Ek are biadjoint up to a shift. Moreover we have natural
isomorphisms of functors
Ek ˝ Fk – Fk´1 ˝ Ek´1 ‘rn´2ks Idk, if n´ 2k ě 0,
and
Fk´1 ˝ Ek´1 – Ek ˝ Fk ‘r2k´ns Idk, if n´ 2k ď 0.
Theorem 8.8. Define the category Vpnq “
À
kě0
Vkpnq. We have a Zrq, q
´1s-linear isomorphism of
Uqpsl2q-modules, K0pVpnqq – V pnq, for all n ě 0.
All the above can be applied without difficulty to Ωmk and Ω
m
k,k`1 in Mpλq
mq, with m ě 0. After
passing to the derived category we get a category isomorphic to Vpn ` m ` 1q. In particular if we
takem “ N and d0, this yields a differential onMpNq with q-grading 2.
8.5. nilHecke action. Recall the ring Ωk,k`1,...,k`s “ Qrxk, ξs, sk`ss from §3.4. It has the structure
of a DG-algebra with differential dn given by
dnpxrq “ 0, dnpξrq “ 0, dnpsrq “ Yn´r`1.
and Yi such that
p1` x1t` . . .` xkt
kqp1` ξ1t` . . . ` ξst
sqp1` Y1t` . . .` Yit
i ` . . . q “ 1.
It is a DG pk, k ` sqn-bimodule quasi-isomorphic to
pΩk,k`1 bk`1 Ωk`1,k`2 bk`2 ¨ ¨ ¨ bk`n´1 Ωk`n´1,k`n, dnq.
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As explained in §4.2, the nilHecke algebra NHm acts on the ring Ωk,...,k`m as endomorphisms of
pΩk`m,Ωkq-bimodules. We now show this action extends to the DG context.
Proposition 8.9. The nilHecke algebra NHm acts as endomorphisms of the DG pk, k`mqn-bimodule
pΩk,...,k`m, dnq and of the DG pk `m,kqn-bimodule pΩk`m,...,k, dnq.
Proof. It is sufficient to verify that the action of the Bis from NHm commute with the differential
dn on pΩk,...,k`m, dnq since the action of xi, which comes to multiplying by ξi, obviously commutes
from the definition dnpξiq “ 0. The commutation with the action of Bi follows from the fact that
X´ is a bimodule morphism with parity 0 and that the differential is a bimodule endomorphism.
Indeed, suppose f is a polynomial in xi,k and ξm, thenX
´pdnpfqq “ 0 “ dnpX
´pfqq. Suppose now
recursively that f P Ωk,k`m respects such a relation. From the bimodule structure, we get
dnpX
´pfsi,k`mqq “ dnpX
´pfqsi,k`mq “ dnpX
´pfqqsi,k`m ` p´1q
ppfqX´pfqdnpsi,k`mq
“ X´pdnpfqqsi,k`m ` p´1q
ppfqX´pfqYn´i`1,
X´pdnpfsi,k`mqq “ X
´pdnpfqsi,k`mq ` p´1q
ppfqX´pfdnpsi,k`mqq
“ X´pdnpfqqsi,k`m ` p´1q
ppfqX´pfqYn´i`1,
which is enough to conclude the proof since we can express every si,k`j as a combination of si,k`m
and ξk`i. 
Corollary 8.10. The nilHecke algebra NHs acts as endomorphisms of E
s and of Fs.
This action coincides with the one from Lauda [32] and Chuang-Rouquier [12].
9. VERMA CATEGORIFICATION AND A DIAGRAMMATIC ALGEBRA
In §4.2 we have constructed an extended version of the nilHecke algebra which acts on Ωk,k`n. In
this section we study this algebra more closely and give it a diagrammatic version in the same spirit
as the KLR algebras [28, 32, 41], as isotopy classes of diagrams modulo relations.
9.1. The superalgebra An. Consider the collection of braid-like diagrams on the plane connecting
n points on the horizontal axis Rˆt0u to n points on the horizontal line Rˆt1u with no critical point
when projected onto the y-axis, such that the strands can never turn around. We allow the strands to
intersect each other without triple intersection points. We decorate the strands with (black) dots and
white dots, equipping the diagram with a height function such that we cannot have two white dots on
the same height. Moreover, the regions are labeled by integers such that each time we cross a strand
from left to right the label increases by 1 :
k
k ` 1
k ` 1
k ` 2
From this rule, it is enough to write a label for the left most region of a diagram. Furthermore, these
diagrams are taken up to isotopy which does not create any critical point and preserves the relative
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height of the white dots as well as the labeling of the regions. An example of such diagram is:
k
Fix a field k and denote by An the k-superalgebra obtained by the linear combinations of these
diagrams together with multiplication given by gluing diagrams on top of each other whenever the
labels of the regions agree and zero otherwise. In our conventions ab means stacking the diagram for
a atop the one for b, whenever they are composable. Our diagrams are subjected to the following local
relations:
¨ ¨ ¨k “ ´ ¨ ¨ ¨k , k “ 0 ,(42)
k “ 0 , k “ k ,(43)
k “ k ` k ,(44)
k “ k ` k ,(45)
k “ k ,(46)
k ` k “ k ` k .(47)
We turn An into bigraded superalgebras by setting the parity
p
˜
k
¸
“ p
˜
k
¸
“ 0, p
˜
k
¸
“ 1,
and the Zˆ Z-degrees as
deg
˜
k
¸
“ p2, 0q, deg
˜
k
¸
“ p´2, 0q, deg
˜
k
¸
“ p´2k ´ 2, 2q.
One can check easily that all relations preserve the bidegree and the parity.
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We write Anpmq for the subsuperalgebra consisting of diagrams with a label m on the leftmost
region. This superalgebra is generated by the diagrams
1 2 n
¨ ¨ ¨m
1
,
1 i n
¨ ¨ ¨¨ ¨ ¨m
xi
,
1 i n
¨ ¨ ¨¨ ¨ ¨m
ωi
,
1 i i` 1 n
¨ ¨ ¨¨ ¨ ¨m .
Bi
There is an obvious canonical inclusion of the nilHecke algebra NHn into Anpmq, the former seen
as a superalgebra concentrated in parity zero. Note that the superalgebra Anpmq is the superalgebra
introduced in §4.2.
Proposition 9.1. The superalgebra Anpmq admits a basis given by the elements
xk11 . . . x
kn
n ω
δ1
1 . . . ω
δn
n Bϑ
for all reduced word ϑ P Sn, ki P N and δi P t0, 1u, with
Bϑ “ Bi1 . . . Bir
for ϑ “ τi1 . . . τir , τi being the transposition exchanging i with i` 1.
Proof. Using the relations (44)-(47) we can push all dots and white dots to the top of the diagrams.
By the relations (42), we can have a maximum of one white dot per strand on the top of each diagram
and by relations (43) we get the decomposition in Bw as in the nilHecke algebra (see [28, §2.3] for
example). Thus the family above is generating. The action described in the section below shows
easily they act as linearly independent operators, concluding the proof. 
9.2. The action of Anpmq on polynomial rings. The superalgebra Anpmq acts on Qrxns b
Ź‚pωnq
with xi and ωi acting by left multiplication while the action of Bi is defined by
Bip1q “ 0, Bipxjq “
$’&’%
1 if j “ i,
´1 if j “ i` 1,
0 otherwise,
Bipωjq “
#
´ωj`1 if j “ i,
0 otherwise,
together with the rule
(48) Bipfgq “ Bipfqg ` fBipgq ´ pxi ´ xi`1qBipfqBipgq,
for all f, g P Qrxns b
Ź‚pωnq.
Proposition 9.2. Formulas above define an action of Anpmq on Qrxns b
Ź‚pωnq.
Proof. The commutation relations produced by isotopies are immediate from Bi being zero on xj
and ωj for j R ti, i ` 1u together with the rule (48). The relation B
2
i “ 0 can easily be proved by
induction. It is straightforward on 1 from the definition. Let f, g P Qrxns b
Ź‚pωnq be such that
B2i pfq “ B
2
i pgq “ 0 and compute
B2i pfgq
p48q
“ Bi pBipfqg ` fBipgq ´ pxi ´ xi`1qBipfqBipgqq
p48q
“ 0.
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The Reidemeister III relation (43) is proved in a same way, we leave the details for the reader. The
nilHecke relations (44) and (45) are easy computations. Indeed we have
Bipxi`1fq ` f
p48q
“ ´f ` xi`1Bipfq ` pxi ´ xi`1qBipfq
“ xiBipfq,
Bipxifq
p48q
“ f ` xiBipfq ´ pxi ´ xi`1qBipfq
“ xi`1Bipfq ` f,
for all f P Qrxns b
Ź‚pωnq. The second to last relation is direct from Bi acting as zero on ωi`1.
Finally, computing
Bipωifq
p48q
“ ´ωi`1f ` ωiBipfq ` pxi ´ xi`1qωi`1Bipfq
p46q,p44q
“ ωiBipfq ` Bipxi`1ωi`1fq ´ ωi`1xi`1Bipfq
gives (47). 
9.3. Symmetric group action. The action of NHn on Qrxns with xi acting by multiplication and Bi
by divided difference operators
Bipfq “
f ´ sipfq
xi ´ xi`1
,
induces an action of NHn on Qrxns b
Ź‚pωnq. This action goes through an action of the symmetric
group Sn on Qrxns b
Ź‚pωnq, given by
sipxjq “
$’&’%
xi`1 if j “ i,
xi if j “ i` 1,
xj otherwise,
(49)
and
sipωjq “
#
ωi ` pxi ´ xi`1qωi`1 if j “ i,
ωj otherwise,
(50)
and sipfgq “ sipfqsipgq.
With this Sn-action, the action of Bi satisfies the usual Leibnitz rule for the Demazure operator,
Bipfgq “ Bipfqg ` sipfqBipgq. Moreover, this action coincides with the one defined before since
Bipfqg ` fBipgq ´ pxi ´ xi`1qBipfqBipgq “
pf ´ sipfqqg ` fpg ´ sipgqq ´ pf ´ sipfqqpg ´ sipgqq
xi ´ xi`1
“
fg ´ sipfgq
xi ´ xi`1
.
9.4. The action of Anpk `mq on Ω
m
k,k`n. We have already observed in §7.2 that the ring Ωm,m`n
can be written as
Ωm,m`n – Ωm,m`1 bm`1 . . .bm`n´1 Ωm`n´1,m`n.
We therefore get an action of Anpmq on Ωm,m`n given by
m` i ÞÑ ξi`1, m` i ÞÑ si`1,i`1,
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m` i ÞÑ
`
X´ : Ωi,i`1 b Ωi`1,i`2 Ñ Ωi,i`1 b Ωi`1,i`2
˘
.
This action agrees with the one defined in §9.2 and this can be generalized to get an action of Anpk`
mq on Ωmk,k`n.
9.5. Categorification. We define
Apmq “
à
ně0
Anpmq.
The usual inclusion Anpmq ãÑ An`1pmq that adds a strand at the right of a diagram from Anpmq
gives rise to induction and restriction functors F and E on Apmq -smodlfg that satisfy the sl2-relations.
Our results in Sections 4, 6 and 7 imply that Anpmq -smodlfg categorifies the pc ´ 1 ` m ´ 2nqth-
weight space ofMpλqm´1q and that Apmq -smodlfg categorifies the Verma module Mpλq
m´1q. The
categorification of the Verma modules with integral highest weight using specializations of the super-
algebras Anpmq follows as a consequence of our results in §7.
9.6. Cyclotomic quotients. We can turn AnpN ` 1q into a DG-algebra, equipping it with a differen-
tial of degree p0,´2q defined by
dN pxiq “ 0, dN pBiq “ 0, dN pωiq “ p´1q
ihN´i`1pxiq,
together with the parity graded Leibniz rule (as before, the parity is the cohomological degree of
dn). We stress that we take the complete homogeneous symmetric polynomial on only the first i
variables, and therefore it commutes with Bj for all j ‰ i and respects (47) for Bi (recall that Yi,k “
p´1qihipξkq).
Proposition 9.3. The DG-algebra pAnpN ` 1q, dN q is quasi-isomorphic to the cyclotomic quotient
of the nilHecke algebra NHNn “ NHn {px
N
1 q,
pAnpN ` 1q, dN q – NH
N
n .
Proof. It suffices to see that dN pω1q “ hN px1q “ x
N
1 since dN pωiq lies in the ideal generated by x
N
1
(see for example [18, Proposition 2.8]). 
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