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APPROXIMATION SYSTEMS
VICTOR A. PESSERS AND TOM H. KOORNWINDER
Abstract. We introduce the notion of an approximation system as a generalization of Taylor
approximation, and we give some first examples. Next we develop the general theory, including
error bounds and a sufficient criterion for convergence. More examples follow. We conclude
the article with a description of numerical implementation and directions for future research.
Prerequisites are mostly elementary complex analysis.
1. Introduction
Holomorphic functions can be characterized by the property that they can locally be approx-
imated by a power series, viz. the Taylor series. When we are given a holomorphic function
g on a simply connected open set U ⊂ C, and we denote its derivatives at a point u ∈ U by
ai := g
(i)(u), then g is in fact the unique solution for g0 in the following infinite system of
differential equations:
gi(u) = ai, g
′
i(x) = gi+1(x) (x ∈ U).
We could truncate this infinite set of equations after n steps, so that we get:
(1.1) gi(u) = ai (i ≤ n), g′i(x) = gi+1(x) (x ∈ U, i < n).
In terms of integrals this can be restated as:
(1.2) gi(x) = ai +
∫ x
u
gi+1(t) dt (x ∈ U, i < n).
Here a holomorphic function gn such that gn(u) = an should be specified. In particular, if we pick
gn to be constant an, the resulting solution for g0 will be the n-th order Taylor polynomial.
In this paper we will introduce a generalization of the Taylor approximation, called approxima-
tion systems, based on the following alteration of (1.1):
(1.3) gi(u) = ai, g
′
i(x) = fi(x, gi+1(x)),
where each fi is a holomorphic function in two complex variables. To get the generalized
equivalent for the n-th order Taylor approximation, we truncate again these equations after n
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2 V. A. PESSERS AND T. H. KOORNWINDER
steps, so that rewriting them in terms of integrals gives:
(1.4) gn(u) := an, gi(x) := ai +
∫ x
u
fi
(
t, gi+1(t)
)
dt (x ∈ U, i < n).
By picking the constant function an for gn, we get after n integrations a solution for g0. As
was the case for Taylor approximations, the solution to the truncated sequence of equations
(1.4) serves as an approximation for the unique1 holomorphic function g which satisfies the
complete set of differential equations (1.3). As will be shown in Example 2.10, we get the Taylor
approximation by simply putting fi(x, y) = y.
The concept of approximation system, introduced in this article, is thus a generalization of the
Taylor approximation, in the sense that it allows for a possibly non-linear function fi at each
single integration step. By its non-linear nature, the resulting approximations will in general not
involve a series. So although our method can be regarded as a generalized Taylor approximation,
it is not a generalized Taylor series (such as can be found in, e.g. [5, 6, 9]), nor does it include
any of these generalized Taylor series as a special case.
The method can also be regarded as a generalization of Picard iteration, in the sense that if
we take ai = a and fi = f , i.e., if we take them identical for each i ≥ 0, then (1.1) essentially
reduces to a single differential equation. The n-th order approximation to it then coincides with
the n-th Picard iteration, as will be shown in more detail in Example 2.12.
It should be noted that there are several earlier instances of the term “approximation system”
in literature which are unrelated to each other and to its meaning here. See for instance [8]
and [12].
The first ideas about approximation systems and many of the basic properties and the examples
were already formulated by the first author in his BSc Thesis [10]. He introduces a related but
different concept called expansion system in his MSc Thesis [11].
1.1. Preliminary remarks. Throughout this paper, we keep the assumption that all functions
involved are holomorphic. Denote the function to be approximated by g and its domain by U .
It is always assumed that U is an open, connected and simply connected set in the complex
plane. We make these assumptions for convenience; for much of the theory they can be relaxed.
For instance, if one considers the case in which U is an open interval on the real line instead,
this will essentially provide the same approximations as the ones defined on an open subset of
the complex plane containing this real interval, like is the case for the Taylor series.
Also the requirement of holomorphy is not strictly necessary, but reasonable nonetheless. Later
on we will see in more detail that the coefficients ai are completely determined by the behavior
of g at the base point u (again, like is the case for the Taylor approximation). So if, for example,
we would only require that the function g is C∞, then there exists no longer a relationship
between the provided approximations and g’s behaviour outside of a small neighbourhood of the
base point u. This makes the algorithm particularly useful for analytic functions.
The assumption that the domain U is open in C is not essential either, but it is made primarily
for consistency in the conditions under which various theorems are proven. If we would allow
1The unicity will be proven in Proposition 5.3.
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for holomorphic functions on a not necessarily open set U , this would each time have to be
interpreted as that the function is holomorphic on some open neighbourhood of U .
1.2. Contents. In Section 2 we define approximation systems as a framework for approximating
holomorphic functions, and we will already encouter some particular examples. However, in
order to prove the convergence of such approximation systems, we will have to develop some
useful theorems first. This will be done in sections 3 to 5. In Section 3 we consider some ways
in which an approximation system can be transformed to another approximation system, and
how the resulting approximations are then related to each other. Next we prove in Section 4 a
general error estimate for approximation systems, which can be regarded a generalization of the
classical error estimate for the Taylor series. Section 5 starts with a discussion of the relationship
between an approximation system and the derivatives of the approximated function at its base
point. We use this relationship to formulate conditions that will guarantee that the provided
approximations really converge to the intended function (Theorem 5.11 and 5.12). In Section 6
we will then consider some more examples of approximation systems, for which we will then be
able to prove specific estimates of the maximal error. Section 7 is a short section in which we
describe how approximation systems can be numerically implemented. We conclude this paper
with some directions for further research.
1.3. Notation.
• B(c,R) denotes the open disk in C with center c and radius R.
• Given a map φ : U → U , by φ◦n we denote the n-fold composition of this map, so
φ◦ 0 := Id and φ◦(n+1) := φ ◦ φ◦n for n ≥ 0.
• D1f and D2f denote the derivative of a function f of two variables with respect to its
first and second argument, respectively.
• ‖f‖Y denotes the sup norm of a function f restricted to the domain Y .
2. Definition and first examples
2.1. Definition of approximation systems. First we give the technical definition of an ap-
proximation system (AS for short). This only specifies some data: a sequence of functions with
their domains, a sequence of coefficients, and a special point. Next we define for a given function
g on U what it means for an AS to be an approximation system for g.
Definition 2.1. An approximation system Ar = ({fi}, {ai}, u) is a triple consisting of:
• A sequence {fi} = {fi}r−1i=0 of holomorphic functions fi : Yi → C in two variables, where
Yi = U × Vi ⊂ C2 with U and Vi open and U simply connected, and where fi(x, . ) is
non-constant for all x ∈ U .
• A sequence of complex constants {ai} = {ai}ri=0, called the coefficients, such that ai+1 ∈
Vi for i < r.
• A special point u ∈ U , called the base point of the approximation system.
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In the above definition, the open set U and the number r are properties of the approximation
system that are implicitly determined by the sequence of functions {fi}r−1i=0 . The set U is what
we call the domain of the approximation system, and r is called its order. This order can be any
nonnegative integer2, but we will also allow the possibility of r being infinite, in which case our
sequences must be interpreted as {ai}∞i=0 and {fi}∞i=0, i.e. sequences with domain Z≥0.
Definition 2.2. An approximation system Ar = ({fi}, {ai}, u) is said to be an approximation
system for the function g if there exists a sequence {gi}ri=0 of holomorphic functions on U such
that g = g0, gi+1(U) ⊂ Vi for all i < r, and the following equations hold3:
gi(u) = ai (i < r + 1)(2.1)
g′i(x) = fi(x, gi+1(x)) (x ∈ U, i < r)(2.2)
In that case, we more specifically call Ar an AS for the sequence {gi}ri=0 .
Remark 2.3. If Ar = ({fi}, {ai}, u) is an AS, then it follows easily from Definition 2.1 that
for n < r also the truncated An := ({fi}n−1i=0 , {ai}ni=0, u) is an AS. Moreover, if Ar is an AS
for the sequence {gi}ri=0, then An is an AS for the sequence {gi}ni=0. We will often use this
principle that an AS of certain order entails all its truncated AS’s of arbitrary lower order.
Thus, statements proven about Ar usually imply similar statements for all truncations An for
n < r. Likewise, statements about an unbounded AS A∞ usually take the form of statements
about all its truncations An for n ∈ Z≥0.
Remark 2.4. Note that according to the definition of an AS for a sequence {gi}ri=0, Ar describes
a set of differential equations which is satisfied by the sequence of functions {gi}ri=0. Except from
the relation between gi and gi+1, there aren’t any further relations imposed between functions
gi and gj for other i and j, as would be the case for most kinds of differential equations. The
whole set of equations, as described in (2.2), can also be formulated as:
gr(u) = ar (in case r <∞)
gi(x) = ai +
∫ x
u
fi
(
t, gi+1(t)
)
dt (x ∈ U, i < r)(2.3)
Now suppose that Ar is given as in Definition 2.1, without any of the functions gi (including
g = g0) as in Definition 2.2. Let a holomorphic function gn : U → Vn−1 be given with gn(u) = an.
Then unique holomorphic functions gi (i < n) exist on a sufficiently small simply connected open
neighbourhood U0 ⊂ U of u such that the truncated An is an AS for for the sequence {gi}ni=0 .
The functions gi can recursively be constructed by (2.3).
Remark 2.5. Suppose in Definition 2.2 only the holomorphic functions {fi} and the base point
of the AS are given, but not the coefficients {ai}. If we then have a sequence {gi}ri=0 satisfying
(2.2), then equation (2.1) can be used as a definition for the ai. With {ai}ri=0 thus chosen, the
sequence {gi}ri=0 will satisfy the whole of Definition 2.2. For this reason, when mentioning an
AS with respect to a certain sequence {gi}, we may omit explicating the values of the ai, since
they are implied by the gi after all. Furthermore, upon mentioning an approximation system
Ar, we will tacitly adopt the notation of Definition 2.2 for denoting its components (namely {fi}
2In case r = 0, {fi} just becomes an empty sequence.
3U and Vi are defined by the domain Yi of fi.
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and {ai}) and for its base point (namely u), unless explicitly stated otherwise. Because in many
cases the base point of an AS either can be understood from context or has an abstract value
u, it is usually not even necessary to mention the base point specifically. In case of possible
confusion we will write g : (U, u)→ C to emphasize that u is the base point.
Let us now apply the idea of Remark 2.4 by choosing an approximation for gn, which we will
call g
[n]
n , that is constantly equal to an. So suppose we are given Ar as an AS for {gi}. To
approximate g := g0, we first put g
[n]
n := an as an approximation for gn, where n is a fixed
number such that 0 ≤ n < r+ 1. For i < n, we may define g[n]i recursively using equation (2.3),
i.e.:
g[n]n (x) := an (x ∈ U)(2.4)
g
[n]
i (x) := ai +
∫ x
u
fi
(
t, g
[n]
i+1(t)
)
dt (x ∈ U, i < n)(2.5)
provided this makes sense because of the inclusions
(2.6) g
[n]
i+1(U) ⊂ Vi (i < n)
being valid. As the n-th order approximation of g, we finally put:
g[n] := g
[n]
0 .
It should be emphasized that, throughout the whole construction of g[n], we have not used
any information about the sequence {gi}, except from the information already contained in
the components of Ar. Hence these approximations are uniquely determined by Ar itself, and
are thus independent of the sequence {gi}. Nonetheless, in view of approximation theorems to
be given later in this paper, when Ar is an AS for {gi}, then the functions g[n] usually turn
out to approximate the function g as n gets bigger. This motivates the following summarizing
definition.
Definition 2.6. Ar is called a proper approximation system for order n if condition (2.6) holds
at each step in the construction of the functions g
[n]
i defined by (2.5). In that case, g
[n] is called
the n-th order approximation of Ar. If Ar is a proper approximation system for every order
n < r + 1, we simply call it a proper approximation system (or shortly PAS).
Remark 2.7. Given an AS Ar which is proper for order n < r+ 1, then it follows directly from
the construction of g[n] that the truncated AS An is a proper approximation system for g[n]. In
fact, g[n] can be characterized as the unique function g˜ such that An is an AS for g˜ and g˜n is
constant.
Remark 2.8. In most cases, the domains can be chosen in such a way that condition (2.6) is
satisfied. In general, for given n, we can always shrink U to a smaller open simply connected
neighborhood of u such that (2.6) is satisfied.
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2.2. Examples of approximation systems.
Example 2.9. Suppose we have a holomorphic function g : U → C. Then every sequence of
invertible holomorphic functions {fi}r−1i=0 in one variable (i.e. fi(x, y) only depends on y) with
sufficiently large range can be used for an approximation system for g. The sequence {gi}ri=0 is
uniquely determined by g0 = g and gi+1 := f
−1
i ◦ g′i.
For instance, if we take g(x) = ex and fi(x, y) = y
i+2/(i+ 1)!, then one may verify that this
leads to an AS where gi is determined to be e
x/(i+1)!. This (somewhat artificial) example, where
fi is a power of varying degree, may serve to demonstrate that in general there is much freedom
when it comes to picking the functions fi. In practice however, we will focus on AS’s where the
function fi stays more or less the same, except for an accompanying coefficient which may vary
with respect to i.
Example 2.10. Taylor approximation
When in Example 2.9 we let fi(x, y) = y and Vi = C for all i ≥ 0, this gives rise to a PAS A∞
for the function g : U → C, such that gi = g(i) (and therefore ai = g(i)(u)). Because
ai +
∫ x
u
n∑
k=i+1
ak
tk−i−1
(k − i− 1)! dt =
n∑
k=i
ak
(x− u)k−i
(k − i)!
and
g[n]n (x) = an,
we get by induction that
g[n](x) = g
[n]
0 (x) =
n∑
k=0
ak
(x− u)k
k!
=
n∑
k=0
g(k)(u)
(x− u)k
k!
,
which is the n-th order Taylor approximation.
Remark 2.11. The convergence of the Taylor series is commonly expressed by the formula:
(2.7) g(x) = g(u) + g′(u)
x− u
1!
+ g′′(u)
(x− u)2
2!
+ . . .
where the lower dots stand for those terms that will come after the last given term.
As we will investigate more closely later on, AS’s also provide accurate approximations for
holomorphic functions. We will often express the convergence of an AS in similar fashion as in
(2.7). The general formula is then given as a nesting of integrals and functions:
(2.8) g(x) = a0 +
∫ x
u
f0
(
x1, a1 +
∫ x1
u
f1
(
x2, a2 +
∫ x2
u
f2
(
x3, a3 + . . .
)
dx3
)
dx2
)
dx1
For instance, taking the concrete example given at the end of Example 2.9, we obtain the
formula:
(2.9) ex = 1 +
∫ x
0
(
1 +
∫ x1
0
1
2!
(
1 +
∫ x2
0
1
3!
(
1 + . . .
)4
dx3
)3
dx2
)2
dx1.
Obtaining an n-th order approximation from such a formula, works quite similar to how one
would obtain it from (2.7): we simply continue the formula up to the n-th level, and replacing
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the dots by 0 at this level will then give us a precise expression for our n-th order approximation.
Hence, formula (2.9) is simply another way of stating that the approximation system given by:
fi(x, y) =
yi+2
(i+ 1)!
, ai = 1, u = 0
converges to ex. We will use such nested formula expressions more often in the rest of this
article.
Example 2.12. Picard iteration
Consider the following ordinary differential equation (ODE) on a domain U :
(2.10) g′(x) = f(x, g(x)),
where f : U×V → C is a holomorphic function. Suppose we have a solution g to this differential
equation on the domain U such that g(u) equals a given value a ∈ V at a base point u ∈ U and
such that g(U) ⊂ V . By letting fi := f and ai := a, we obtain an AS for the function g by just
putting gi := g in (2.2). Now, for fixed n and for U a sufficiently small open simply connected
neighbourhood of u, the Picard iteration scheme (see for instance [1, Ch. 1, §3]):
(2.11)
g[n]n (x) := a,
g
[n]
i (x) := a+
∫ x
u
f(t, g
[n]
i+1(t)) dt (i < n)
 (x ∈ U).
makes sense with g
[n]
i+1(U) ⊂ V (i < n). We recognize (2.5) and (2.6) specified for our example.
Thus our choice for the fi and ai gives us a PAS of any order n in the base point u, but with
U possibly dependent on n. In fact, the general theory of ordinary differential equations tells
us that, for U a sufficiently small neigbourhood of u, we get a PAS for any order and we have
uniform convergence of g[n] to g (see also Remark 4.7).
Note that it follows from (2.11) by induction with respect to n− i that we can say the following
about a special case of Definition 2.6:
(2.12) If fi = f , ai = a for all i then g
[n]
i = g
[n−1]
i−1 = . . . = g
[n−i]
0 = g
[n−i].
Example 2.13. Functional differential equations
As a generalization of the ODE (2.10), consider the functional differential equation (FDE)
(2.13) g′(x) = f(x, g ◦ φ(x)),
on a domain U , where f : U ×V → C is a holomorphic function and φ : U → U is a holomorphic
endomorphism on U . Although this type of differential equations is even more general than the
ODE in the previous example, it likewise gives rise to an AS for g in the sense of Definition 2.2.
We will use such FDE’s later on in this article to provide a couple of examples of AS’s for which
we could obtain explicit error bounds.
Now let us assume that g is a solution of this equation with a given value g(u) = a at a base
point u ∈ U , such that g(φ(U)) ⊂ V . Put gi = g ◦ φ◦ i : U → V , where we recall that φ◦ i stands
for the n-fold composition of φ. Choose Vi ⊂ V0 := V such that g
(
φ◦(i+1)(U)
) ⊂ Vi. Then we
see that the functions
fi(x, y) :=
(
φ◦ i
)′
(x) f(φ◦ i(x), y(x)) (i ≥ 0, (x, y) ∈ U × Vi)
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yield an AS for the functions {gi}i≥0. Indeed, (2.2) can be seen to hold as follows. If g′i(x) =
fi(x, gi+1(x)) for certain i, then
g′i+1(x) = φ
′(x) g′i(φ(x))
= φ′(x) fi
(
φ(x), gi+1(φ(x))
)
= φ′(x)
(
φ◦ i
)′(
φ(x)
)
f
(
φ◦(i+1)(x), gi+2(x)
)
=
(
φ◦(i+1)
)′
(x) f
(
φ◦(i+1)(x), gi+2(x)
)
= fi+1(x, gi+2(x)),
so that the result follows by induction.
Now suppose that moreover φ(u) = u. Then ai = g(u) = a for all i. Also suppose that the AS
obtained above is proper. Then we will show that
(2.14) g
[n]
i ◦ φ = g[n+1]i+1 , in particular g[n]i = g[n−i] ◦ φ◦ i.
For the proof, first observe that in this situation (2.5) is equivalent to
(2.15) g
[n]
i (u) = a,
(
g
[n]
i
)′
(x) =
(
φ◦ i
)′
(x) f
(
φ◦ i(x), g[n]i+1(x)
)
.
The statement is trivially satisfied for i = n, so let us assume that n− i ≥ 1 and moreover that
the statement holds for all m and j such that m− j < n− i. Then(
g
[n]
i ◦ φ
)′
(x) = φ′(x)
(
g
[n]
i
)′
(φ(x))
= φ′(x)
(
φ◦ i
)′
(φ(x)) f
(
φ◦ (i+1)(x), g[n]i+1(φ(x))
)
=
(
φ◦ (i+1)
)′
(x) f
(
φ◦ (i+1)(x), g[n+1]i+2 (x)
)
=
(
g
[n+1]
i+1
)′
(x).
Since also g
[n]
i ◦ φ and g[n+1]i+1 have the same value a at u, we conclude that (2.14)) holds.
Furthermore, by (2.15) we see that
(2.16)
(
g[n]
)′
(x) = f
(
x, g[n−1](φ(x))
)
.
To give a concrete example of the above setting, consider the FDE given by:
(2.17)
d
dx
ex =
(
ex/p
)p
where p is a positive integer. This fits into Equation 2.13, where g(x) = ex, f(x) = xp and
φ(x) = x/p. Working out the details for this particular example, one may verify that we get the
following approximation:
(2.18) ex = 1 +
∫ x
0
(
1 +
∫ x1
0
1
p
(
1 +
∫ x2
0
1
p2
(
1 + . . .
)p
dx3
)p
dx2
)p
dx1.
In Example 6.1 it will be proven that this AS indeed converges on the entire complex plane.
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Remark 2.14. Note that (2.16) together with
(
g[n]
)
(u) = a is equivalent with(
g[n]
)
(x) = a+
∫ x
u
f
(
t, g[n−1](φ(t))
)
dt.
Define an operator S acting on holomorphic functions h on U satisfying h(u) = a and h(φ(U)) ⊂
V as follows:
(2.19) (Sh)(x) := a+
∫ x
u
f(t, h(φ(t))) dt.
Then
(2.20) g[n] = S
(
g[n−1]
)
= . . . = Sn(a).
Special cases of proper approximation systems coming from FDE’s with u being a fixpoint of φ
are given in Examples 6.1, 6.4, 6.6 and Remarks 6.5, 6.7. There it is possible to generate the
approximations g[n] by (2.20) using the operator S.
It is interesting to compare our operator S given by (2.19) and its iteration with the operator T
occurring in Grimm [4, Proof of Theorem 1]. The FDE there is more complicated than (2.13)
(f also depending on g′ and φ also depending on g), but our FDE can be obtained as a special
case. For that case Grimm’s operator T becomes
(Th)(x) := f
(
x, a+
∫ φ(x)
u h(t) dt
)
.
Then iterates Tn(0) approximate g′ rather than g and, for h(u) = a, S and T are connected by
(Sh)′ = Th′, (Snh)′ = Tnh′,
or in integral form:
(Sh)(x) = a+
∫ x
u
(Th′)(t) dt, (Snh)(x) = a+
∫ x
u
(Tnh′)(t) dt.
Remark 2.15. Consider the AS obtained by the choices U = V = C, f(x, y) := y, φ(x) :=
x + α−1 logα (α ∈ (0, 1)), u := 0, g(x) := eαx in Example 2.13. It follows that fi(x, y) = y,
gi(x) = α
ieαx, ai = α
i. The AS is proper. One easily verifies that
g
[n]
i (x) = α
i
n−i∑
k=0
αkxk
k!
, hence g[n](x) =
n∑
k=0
αkxk
k!
.
Thus the n-th order approximation coincides with the n-th order Taylor approximation. We
have here a special case of Example 2.13 where φ has no fixpoint and still everything can be
worked out explicitly.
3. Transformations of approximation systems
The following proposition describes how a general holomorphic endomorphism ψ : Uˆ → U into
the domain of a given approximation system, naturally leads to another approximation system
on the domain Uˆ .
10 V. A. PESSERS AND T. H. KOORNWINDER
Proposition 3.1. Let Ar = ({fi}, {ai}, u) be an AS for the sequence gi : (U, u)→ C (i < r+1).
Then a holomorphic mapping ψ : (Uˆ , uˆ) → (U, u) (mapping uˆ to u) gives rise to a new AS
Aˆr = ({fˆi}, {ai}, u) for the sequence gˆi : (Uˆ , uˆ)→ C (i < r+1), where fˆi(x, y) := ψ′(x)fi(ψ(x), y)
and gˆi(x) := gi ◦ ψ(x).
Proof. Equation (2.2) is satisfied because for i < r we have
gˆ′i(x) = ψ
′(x)g′i(ψ(x)) = ψ
′(x)fi(ψ(x), gi+1(ψ(x))) = ψ′(x)fi(ψ(x), gˆi+1(x)) = fˆi(x, gˆi+1(x)).
The domain of fi can be chosen as Uˆ × Vi, and we have gˆi(Uˆ) ⊂ gi(U) ⊂ Vi, so that the new
approximation system indeed satisfies the requirements. 
Remark 3.2. Let Ar, gi, ψ and fˆi be as in Proposition 3.1. Assume that Aˆr = ({fˆi}, {ai}, u)
is an AS for some sequence gˆi : (Uˆ , uˆ) → C (i < r + 1), where the gˆi are not necessarily as in
Proposition 3.1. If gˆn = gn ◦ ψ for some n < r + 1 then by Remark 2.4 and by the proof of
Proposition 3.1 we still have gi ◦ ψ = gˆi for all i ≤ n.
This Remark leads us immediately to the following Lemma, which will be used in the next
section.
Lemma 3.3. Let Ar = ({fi}, {ai}, u) be a PAS and Aˆr = ({fˆi}, {ai}, u) be an AS for respectively
the sequences gi : (U, u) → C and gˆi : (Uˆ , uˆ) → C (i < r + 1), such that these are related
through a holomorphic transformation ψ : (Uˆ , uˆ)→ (U, u) (i.e., gˆi(x) = gi ◦ψ(x) and fˆi(x, y) :=
fi(ψ(x), y)ψ
′(x) ). Then Aˆr is also a PAS, and gˆ[n]i = g[n]i ◦ ψ for all n < r and i ≤ n.
It is also possible to transform the AS by linear transformations of the second argument of the
fi, as is formulated in the following Proposition. Its proof boils down to just a straightforward
calculation like in the proof of Proposition 3.1.
Proposition 3.4. Let Ar = ({fi}, {ai}, u) be an AS for the sequence gi : (U, u) → C (i <
r + 1). Given two sequences of complex numbers bi and ci (i ≥ 0 and ci 6= 0), then fˆi(x, y) :=
ci fi(x, c
−1
i+1(y− bi+1)) and aˆi := bi+ ciai, defines another AS Aˆr for the sequence gˆi : (U, u)→ C
(i < r + 1), where gˆi(x) := ci gi(x) + bi. If Ar is proper, then so is Aˆr, and we have: gˆ[n]i (x) =
ci g
[n]
i (x) + bi.
Remark 3.5. As a consequence of Proposition 3.4, every approximation system can be altered
in such a way that all the coefficients ai vanish, namely by letting bi = −ai and ci = 1.
The approximations gˆ
[n]
i thus obtained, simply differ a term ai from the approximations in the
original setting. So in principle, we could do away with the coefficients ai in the Definition of
approximation systems (definition 2.1, if one is willing to alter the target functions gi so that it is
valued 0 in the base point u. Although this might simplify some matters in the theory, we believe
this would also result in a more circuitous practical implementation of approximation systems,
especially when the target functions initially do not equal 0 at the base point. Nonetheless, it
is noteworthy that the possibility of leaving out the coefficients ai is there.
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4. Error estimates of the approximation
In this section, we establish error estimates for the apprimations that arise from an approxima-
tion system (Theorem 4.2). As a result of this (Corollary 4.5), we also obtain a simpler formula
for the case that the domain of the approximated function is starlike with respect to our base
point. Note that unlike is the case for Taylor approximations, the domain of convergence of an
approximation system is in general not circular or even starlike with respect to the base point,
as will be discussed in more detail in Section 8.
In the following propositions, we denote by Γ(v, w) the set of piecewise C1-curves in our domain
U connecting v with w, and we define a metric dU on U by
dU (v, w) := inf
γ∈Γ(v,w)
`(γ),
where `(γ) denotes the length of the path γ. Furthermore, given a path γ ∈ Γ(v, w) with interval
I = [a, b] as its domain, let `γ(s) (s ∈ [a, b]) denote the length of the initial part of γ on the
domain [a, s]. We now prove the following simple lemma, which we will use in establishing the
error estimate (Theorem 4.2).
Lemma 4.1. Let γ ∈ Γ(v, w) be a curve in U . Then, for integral n ≥ 0,∫
γ
dU (v, t)
n|dt| ≤ `(γ)
n+1
n+ 1
.
Proof. We have:∫
γ
dU (v, t)
n|dt| =
∫
I
dU (v, γ(s))
n|dγ| ≤
∫
I
`γ(s)
n|dγ| =
∫ `(γ)
0
θndθ =
`(γ)n+1
n+ 1
,
where we observe that in the second equality, applying the substitution θ = `γ(s), we have that
dθ equals |dγ|. 
Theorem 4.2. A Let Ar be an AS for the sequence {gi}ri=0, where we assume that fi’s domain
Yi = U × Vi is such that Vi is convex. Assume moreover that Ar is a PAS of order n < r + 1.
Then
(4.1) |g(x)− g[n](x)| ≤ ‖D2f0‖Y0 · · · ‖D2fn−1‖Yn−1 ‖gn − gn(u)‖U
dU (u, x)
n
n!
(x ∈ U).
B Assume that moreover n < r. Then
(4.2) |g(x)− g[n](x)| ≤ ‖D2f0‖Y0 · · · ‖D2fn−1‖Yn−1 ‖fn‖U×gn+1(U)
dU (u, x)
n+1
(n+ 1)!
(x ∈ U).
Proof. A We will show by downward induction with respect to i, starting at i = n, that for
i ≤ n:
(4.3)
∣∣gi(x)− g[n]i (x)∣∣ ≤ ‖D2fi‖Yi · · · ‖D2fn−1‖Yn−1 ‖gn − gn(u)‖U dU (u, x)n−i(n− i)! (x ∈ U).
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Then the case i = 0 of (4.3) yields (4.1). Clearly, (4.3) holds for i = n because g
[n]
n (x) = an =
gn(u). Now suppose that for some i < n (4.3) holds with i replaced by i+ 1. Then for i we have
the following string of (in)equalities:
|gi(x)− g[n]i (x)| =
∣∣∣∣∫ x
u
(
fi(t, gi+1(t))− fi(t, g[n]i+1(t))
)
dt
∣∣∣∣
≤ inf
γ∈Γ(u,x)
∫
γ
|fi(t, gi+1(t))− fi(t, g[n]i+1(t))| |dt|
≤ inf
γ∈Γ(u,x)
∫
γ
‖D2fi‖Yi |gi+1(t)− g[n]i+1(t)| |dt|
≤ inf
γ∈Γ(u,x)
∫
γ
‖D2fi‖Yi ‖D2fi+1‖Yi+1 · · · ‖D2fn−1‖Yn−1 ‖gn − gn(u)‖U
dU (u, t)
n−i−1
(n− i− 1)! |dt|.
The first equality is by substitution of (2.3) and (2.5). In the second inequality we used the
convexity of Vi and in the third inequality the induction hypothesis. Furthermore, by Lemma 4.1,
inf
γ∈Γ(u,x)
∫
γ
dU (u, t)
n−i−1
(n− i− 1)! |dt| ≤ infγ∈Γ(u,x)
`(γ)n−i
(n− i)! =
dU (u, x)
n−i
(n− i)! .
The last equality follows by continuity and the definition of dU . Combining this result with the
earlier inequalities, we conclude that (4.3) holds for i as well, and thus the statement follows by
induction.
B Now we may show by downward induction with respect to i, starting at i = n, that for i ≤ n:
(4.4)
∣∣gi(x)− g[n]i (x)∣∣ ≤ ‖D2fi‖Yi · · · ‖D2fn−1‖Yn−1 ‖fn‖U×gn+1(U) d(u, x)n+1−i(n+ 1− i)! (x ∈ U).
Then the case i = 0 of (4.4) yields (4.2). Clearly, (4.4) holds for i = n because
(4.5)
∣∣gn(x)− g[n]n (x)∣∣ = |gn(x)− gn(u)| = ∣∣∣∣∫ x
u
fn(t, gn+1(t)) dt
∣∣∣∣ ≤ ‖fn‖U×gn+1(U) d(u, x).
The proof of the induction step is analogous to what we did in part A.

Remark 4.3. Because the sets U, V0, . . . , Vn are open, the sup norms at the right-hand side
of (4.1) and (4.2) may possibly be infinite, in which case the theorem becomes a trivial state-
ment. We will often use Theorem 4.2 in cases where the sets U, V0, . . . , Vn are bounded and
where the holomorphic functions under consideration extend to holomorphic functions on open
neighbourhoods of the closures of these sets. Then the sup norms are finite.
Remark 4.4. Substitution of the inequality (4.5) for |gn(x)− gn(u)| in (4.1) would have given
a weaker form of the inequality (4.2), with the denominator (n+ 1)! replaced by n! .
If the domain U is starlike with respect to u then dU (u, x) = |x − u| for all x ∈ U . Hence we
have the following corollary to Theorem 4.2:
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Corollary 4.5. A Assume the same conditions as in Theorem 4.2, and further assume that U
is starlike with respect to the base point u ∈ U . Then
(4.6) |g(x)− g[n](x)| ≤ ‖D2f0‖Y0 · · · ‖D2fn−1‖Yn−1 ‖gn − gn(u)‖U
|x− u|n
n!
(x ∈ U).
B If moreover n < r then
(4.7) |g(x)− g[n](x)| ≤ ‖D2f0‖Y0 · · · ‖D2fn−1‖Yn−1 ‖fn‖U×gn+1(U)
|x− u|n+1
(n+ 1)!
(x ∈ U).
Example 4.6. Consider the PAS based on the Taylor series as described in Example 2.10.
There fi(x, y) = y and Vi = C for all i. Furthermore, gn = g(n) and g[n] is the n-th order Taylor
approximation of g. Then (4.6) and (4.7) respectively give:
|g(x)− g[n](x)| ≤ ‖g(n) − g(n)(u)‖U |x− u|
n
n!
,
|g(x)− g[n](x)| ≤ ‖g(n+1)‖U |x− u|
n+1
(n+ 1)!
.
These estimates of the remainder term coincide with familiar estimates in Taylor’s Theorem.
Thus it makes good sense to consider this g[n] as an n-th order approximation of g which
generalizes the n-th order Taylor approximation.
Remark 4.7. For a PAS with r = ∞ it would be desirable to have that g[n](x) → g(x)
pointwise or uniform on some neighhbourhood of u as n→∞. In the generality of Theorem 4.2
this cannot be concluded from (4.1) or (4.2). However, things improve if we suppose moreover
that all functions fi are the same function f on Yi = Y = U × V . Then (4.2) yields:
(4.8) |g(x)− g[n](x)| ≤ ‖f‖Y
(‖D2f‖Y )n d(u, x)n+1
(n+ 1)!
(x ∈ U),
which implies uniform convergence on Y if f and D2f are bounded on Y . Of course, this is
still under the assumption that we are dealing with a PAS. In particular, it is required that
g
[n]
i+1(U) ⊂ V for i < n. If moreover ai = a for all i then the requirement simplifies by (2.12) to
g[m](U) ⊂ V for m < n. Then, if the AS is such that gi(u) = a for all g and if we take for V
an open disk around a and for U an open disk around u such that f and D2f are bounded on
U × V , then we can shrink U to a sufficiently small open disk around u such that (4.8) yields
for all n that g[n](x) ∈ V for x ∈ U . Of course, this is a classical argument which was used for
the convergence proof of Picard iteration, see Example 2.12. The error estimate (4.8) is also
classical in the context of Picard iteration, see the last formula in [1, Ch. 1, §3].
5. Convergence criteria
In this section, we will develop some criteria for approximation systems, that will guarantee
its convergence on a certain domain. To do so, we will first have to explore in what way the
derivatives of a function g are determined by an approximation system for this function.
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5.1. Derivatives determined by the approximation system.
Lemma 5.1. Let Ar be an AS for {gi}ri=0. Then we have for i < r and n ≥ 1 that:
(5.1) g
(n)
i (x) =
∑
k+l<n
(Dk1D
l
2fi)(x, gi+1(x)) P
n
k,l(g
′
i+1(x), . . . , g
(n−1)
i+1 (x)),
where Pnk,l is a polynomial with nonnegative coefficients, independent of the specific function gi.
Proof. This is by induction with respect to n, where the case n = 1 is:
g
(1)
i (x) = fi(x, gi+1(x)),
and we further observe that the derivative of a polynomial with non-negative coefficients is again
a polynomial with non-negative coefficients. 
As an immediate corollary we obtain:
Lemma 5.2. Let Ar be an AS for {gi}ri=0. Then for i < r, the values g′i(u), g′′i (u), . . . , g(n+1)i (u)
are uniquely determined by the values gi+1(u), g
′
i+1(u), . . . , g
(n)
i+1(u) through Equation (5.1).
What we meant here with uniquely determined, is that if Ar is also an AS for another sequence
{hi}ri=0, and we have h(j)i+1(u) = g(j)i+1(u) for j = 0, . . . , n, then it follows that h(j)i (u) = g(j)i (u)
for j = 1, . . . , n+ 1.
Proposition 5.3. Let Ar be an AS for {gi}ri=0. Then for i + j < r + 1, the values g(j)i (u) are
uniquely determined in terms of Ar. In case r =∞, we have that the complete functions gi, and
hence g, are all uniquely determined by Ar.
Proof. Let i and j be such that i+ j < r+ 1. By Lemma 5.2 we see that gi(u), g
′
i(u), . . . , g
(j)
i (u)
are uniquely determined by ai, gi+1(u), g
′
i+1(u), . . . , g
(j−1)
i+1 (u). By further iterations, these are
seen to be uniquely determined by ai, ai+1, . . . , ai+j−1, gi+j(u), hence ultimately by ai, . . . , ai+j .
For r = ∞, the statement follows from the fact that holomorphic functions are determined by
all derivatives in a point. 
Remark 5.4. When we say that a certain value or function is uniquely determined by an AS
Ar, this means in general that there is both a dependency on the functions fi and the coefficients
ai. In situations in which the fi are assumed to be fixed, these statements thus reduce to the
unique determinacy in terms of the coefficients ai alone.
Corollary 5.5. Let us have a PAS Ar as in Definition 2.6. Then, for n < r + 1,
(5.2) g[n](j)(u) = g(j)(u) (j ≤ n).
Proof. By Remark 2.7, the truncated AS An is an AS both for {gi}ni=0 and for {g[n]i }ni=0. Then
the result follows from Proposition 5.3. 
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Remark 5.6. If Ar is a PAS for the sequence of functions gi, such that u = 0, ai = 0, fi(x, y)
is even in x and in y, and gi is odd, then we can do better and we conclude that for n <
1
2r+ 1
(5.3) g[n](j)(0) = g(j)(0) (j ≤ 2n).
Indeed, it then follows by induction from (2.5) that all g
[n]
i are odd. Next, by the proof of
Proposition 5.3 (where the dependence on the ai now can be omitted since these are 0) we
have for i + j < r + 1 and j odd that g′i(0), g
(3)
i (0), . . . , g
(j)
i (0) are uniquely determined by
g′i+1(0), g
(3)
i+1(0), . . . , g
(j−2)
i+1 (0), and hence by iteration by g
′
i+ 1
2
(j−1)(0), and hence uniquely de-
termined by the fi. A similar reasoning applies to the g
[n]
i for j ≤ 2n − 2i − 1. Thus (5.3)
follows.
Similarly, if in the PAS Ar for the sequence of functions gi we have that u = 0, fi(x, y) is odd in
x, and gi is even, then we can again conclude that for n <
1
2r +
1
2 (5.3) holds (for j ≤ 2n+ 1).
Indeed, it then follows by induction from (2.5) that all g
[n]
i are even. Next, by the proof of
Proposition 5.3 we have for i+ j < r + 1 and j even that gi(0), g
(2)
i (0), . . . , g
(j)
i (0) are uniquely
determined by ai, gi+1(0), g
(2)
i+1(0), . . . , g
(j−2)
i+1 (0), and hence by iteration by ai, ai+1, . . . , ai+ 1
2
j . A
similar reasoning applies to the g
[n]
i for j ≤ 2n− 2i. Thus the claim follows.
5.2. Domination of approximation systems. For power series, a well-known criterion for
convergence is that if the coefficients of a power series are bounded in absolute value by a second
converging series, then the first series will converge as well. In the following, we will generalize
this idea of a so-called dominating power series to the case of approximations systems.
Definition 5.7. An AS Ar is called non-negative if
ai ≥ 0 (i < r + 1), (Dk1Dl2fi)(u, ai+1) ≥ 0 (i < r, k, l ≥ 0).
A non-negative AS A˜r is said to dominate an AS Ar if
|ai| ≤ a˜i (i < r + 1), |(Dk1Dl2fi)(u, ai+1)| ≤ (Dk1Dl2f˜i)(u, a˜i+1) (i < r, k, l ≥ 0).
Proposition 5.8. If Ar is a non-negative AS for {gi}ri=0 then
(5.4) g
(j)
i (u) ≥ 0 (i+ j < r + 1).
In particular if r =∞, then all gi have non-negative derivatives.
Proof. Let i+j < r+1. From Lemma 5.1 (in particular equation (5.1)) and from the assumption
that Ar is non-negative, it follows that g′i(u), . . . , g(j)i (u) ≥ 0 if g′i+1(u), . . . , g(j−1)i+1 (u) ≥ 0,
which on its turn holds if g′i+2(u), . . . , g
(j−2)
i+2 (u) ≥ 0, etc. As we finally have g′i+j−1(u) =
fi+j−1(u, ai+j) ≥ 0, it ultimately follows that (5.4) holds. 
Lemma 5.9. Let A˜r be a non-negative AS for {g˜i}ri=0 which dominates an AS Ar for {gi}ri=0.
A If for certain n < r + 1 and m ≥ 0, we have that the inequality:
(5.5) |g(j)i (u)| ≤ g˜(j)i (u)
holds for i = n and all j ≤ m, then this inequality also holds for i = n− 1 and all j ≤ m+ 1.
16 V. A. PESSERS AND T. H. KOORNWINDER
B Equation (5.5) holds for all i and j such that i+ j < r + 1.
C If Equation (5.5) holds for i = n and all j ≥ 0, then it holds for all i ≤ n and j ≥ 0.
D If moreover Ar is a PAS for order n and g˜n has only non-negative derivatives, then:
(5.6) |g[n](j)(u)| ≤ g˜(j)(u) (j ≥ 0).
Proof.
A It follows by (5.1) that for j ≤ j0 + 1:∣∣g(j)i0−1(u)∣∣ ≤ ∑
k+l<j
∣∣(Dk1Dl2fi0−1)(u, ai0)∣∣P jk,l(|g′i0(u)|, . . . , |g(j−1)i0 (u)|)
≤
∑
k+l<j
(
Dk1D
l
2f˜i0−1
)
(u, a˜i0)P
j
k,l
(
g˜ ′i0(u), . . . , g˜
(j−1)
i0
(u)
)
= g˜
(j)
i0−1(u).
B Let r0 be any finite number such that r0 < r + 1. Then putting i0 = r0 and j0 = 0, iterated
application of part A proves the statement for all pairs i and j such that i + j ≤ r0. So if r is
finite itself, the statement is proven by letting r0 = r. For infinite r the statement follows as we
can then choose r0 arbitrarily large.
C From part A it directly follows that if (5.5) holds for i = n and j ≥ 0, then it also holds for
i = n− 1 and j ≥ 0. Hence by iteration, the statement will follow for all i ≤ n.
D First we have that |g[n]n (u)| = |an| ≤ a˜n = g˜n(u). Furthermore, for j > 0 we have |g[n](j)n (u)| =
0 ≤ g˜(j)n (u). Now (5.6) follows by applying C to the truncated AS An for the sequence {g[n]i }ni=0.

Remark 5.10. Note that by Proposition 5.8, the condition in part D that g˜n has non-negative
derivatives is automatically satisfied when r =∞.
Theorem 5.11. Let A˜∞ be a non-negative AS for {g˜i}∞i=0 which dominates a PAS A∞ for
{gi}∞i=0. If B(u,R) ⊂ U for some R > 0, then g[n] converges uniformly to g on B(u,R).
Proof. For |x− u| < R we have
|g(x)− g[n](x)| =
∣∣∣ ∞∑
j=0
g(j)(u)− g[n](j)(u)
j!
(x− u)j
∣∣∣
=
∣∣∣ ∞∑
j=n+1
g(j)(u)− g[n](j)(u)
j!
(x− u)j
∣∣∣ ≤ ∞∑
j=n+1
2 g˜(j)(u)
j!
|x− u|j ,
where we have used Corollary 5.5 and Lemma 5.9 B and D. Now use that the radius of conver-
gence of the power series of g˜(x) around u is at least R. 
APPROXIMATION SYSTEMS 17
Theorem 5.12. Let A∞ be a non-negative AS for {gi}∞i=0 such that for some R > 0 we have
U = B(u,R) and B(ai, R˜i) ⊂ Vi−1, where R˜i = limr→R gi(u+ r)− ai. Then A∞ is also a PAS
for {gi}∞i=0, and g[n] converges uniformly to g on U .
Proof. We first prove that A∞ is a PAS for {gi}∞i=0. Fix n ≥ 0. We will show by downward
induction with respect to i, starting at i = n, that g
[n]
i (x) ≤ gi(x) if 0 ≤ x − u < R and
|g[n]i (x)−ai| ≤ gi(u+ r)−ai if |x−u| < R, where the last inequality is strict when R˜ > 0. From
this it then follows that g
[n]
i (U) ⊂ Vi−1 for i = 1, . . . , n. Note that if R˜i = 0, then we still have
that g
[n]
i (U) = {ai} ⊂ Vi−1.
For i = n we have g
[n]
n (x) = an and the assertions are clear. Suppose the assertions hold for i
replaced by i+ 1. Then
g
[n]
i (x) = ai +
∫ x
u
fi
(
t, g
[n]
i+1(t)
)
dt.
Hence, for 0 ≤ x− u < R we have
g
[n]
i (x) ≤ ai +
∫ x
u
fi
(
t, gi+1(t)
)
dt = gi(x).
Also, for |x− u| < R we have
|g[n]i (u+ x)− ai| ≤ lim
r→R
g
[n]
i (u+ r)− ai ≤ lim
r→R
gi(u+ r)− ai = R˜i,
where the inequality is strict if R˜i 6= 0, for in that case gi cannot be constant ai, so that gi is a
strictly increasing function on [u, u+R).
By Theorem 5.11 and the observation that A∞ is a non-negative AS which of course dominates
itself, it follows that g[n] converges uniformly to g on U . 
Remark 5.13. It is possible to apply Theorem 5.12 to a specific class of FDE’s from Exam-
ple 2.13. With the notation and conventions from that example, assume that a ≥ 0, φ(u) = u,
and that φ and f have non-negative derivatives (the function f in both its arguments) in re-
spectively u and (a, u). Then, it follows by the composition and product formulas for power
series, that fi(x, y) =
(
φ◦ i
)′
(x) f(φ◦ i, y(x)) also has non-negative derivatives in (a, u). Hence
the AS associated to our FDE is a non-negative AS. By Proposition 5.8 it then follows that the
solution g of (2.13) has non-negative derivatives in u. Now let U = B(u,R) and Vi = B(a, R˜i),
where R˜i = limr→R gi(u+ r)− ai = limr→R g ◦ φi(u+ r)− a and R > 0. Further assume that
f , D2f and φ
′ are all bounded on their domain.
The requirements for Theorem 5.12 are now satisfied, and so the AS associated to our FDE is
a PAS of all orders, whose approximations converge to g. Therefore, application of Corollary
4.5B yields
|g(x)− g[n](x)| ≤ ‖φ′‖U ‖(φ◦2)′‖U · · · ‖(φ◦n)′‖U ‖D2f‖Y0 · · · ‖D2f‖Yn−1 ‖f‖Yn
Rn+1
(n+ 1)!
.
Since φ is an endomorphism on U we have
(φ◦i)′(x) = φ′(φ◦i−1(x))φ′(φ◦i−2(x)) · · ·φ′(x) ≤ ‖φ′‖iU (x ∈ U).
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This implies the more simple estimates
|g(x)− g[n](x)| ≤ ∥∥φ′∥∥ 12n(n+1)
U
‖D2f‖Y0 · · · ‖D2f‖Yn−1 ‖f‖Yn
Rn+1
(n+ 1)!
(5.7)
≤ ∥∥φ′∥∥ 12n(n+1)
U
(‖D2f‖Y0)n ‖f‖Y0 Rn+1(n+ 1)! ,(5.8)
where we recall that U = B(u,R) and Y0 = B(u,R)×B(a, R˜0), where R˜0 = limr→R g(u+r)−a.
We will use (5.7) and the more rough estimate (5.8) a couple of times in the next section.
6. Further examples
In some of the examples below we will use the Chebyshev polynomials Tp of the first kind and
Up of the second kind (see [2, §10.11, (2), (22), (23)]):
Tp(cos θ) := cos(pθ), Tp(x) =
1
2p
bp/2c∑
k=0
(−1)k(p− k − 1)!
k!(p− 2k)! (2x)
p−2k,
Up(cos θ) :=
sin((p+ 1)θ)
sin θ
, Up(x) =
bp/2c∑
k=0
(−1)k(p− k)!
k!(p− 2k)! (2x)
p−2k.
We will also use the polynomial T+p , which is defined as:
T+p (x) := i
−p Tp(ix), T+p (x) =
1
2p
bp/2c∑
k=0
(p− k − 1)!
k!(p− 2k)! (2x)
p−2k.
We deduce that
T+p (sinhx) = T
+
p (i
−1 sin(ix)) = i−pTp(sin(ix)) = i−pTp(cos(12pi − ix)) = i−p cos(12ppi − ipx),
which equals cos(ipx) for p even and i−1 sin(ipx) for p odd. Hence
T+p (sinhx) =
{
cosh(px) (p even),
sinh(px) (p odd).
We start with some examples which are special cases of an AS determined by a FDE, as has
been described in Example 2.13. The underlying FDE’s with their solutions are
g′(x) =
(
g(x/p)
)p
, g(0) = 1, g(x) = ex,
g′(x) = T+p
(
g(x/p)
)
, g(0) = 0, g(x) = sinhx (p even),(6.1)
g′(x) = (−1)p/2 Tp
(
g(x/p)
)
, g(0) = 0, g(x) = sinx (p even),(6.2)
g′(x) = sinh(x/p)Up−1
(
g(x/p)
)
, g(0) = 1, g(x) = coshx,
g′(x) = − sin(x/p)Up−1
(
g(x/p)
)
, g(0) = 1, g(x) = cosx.
Note that in (6.1) and (6.2) with p odd, the only holomorphic solution g of the FDE with
g(0) = 0 would be the function identically zero.
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Example 6.1. In this example we will prove the convergence of the AS which was concisely
expressed as (2.18). So, more explicitly, let p ∈ Z≥1 , R > 0, and consider the AS obtained by the
choices f(x, y) := yp, φ(x) := x/p, u := 0, g(x) := ex, U := B(0, R), Vi := B(1, exp(R/p
i+1) −
1) ⊂ B(0, exp(R/pi+1)) in Example 2.13. Note that φ leaves the base point 0 invariant. Thus
ai = a = g(0) = 1 for all i. Furthermore,
gi(x) = exp(x/p
i) (x ∈ U), fi(x, y) = p−iyp ((x, y) ∈ U × Vi).
By induction we see that g
[n]
n−k is a polynomial of degree (p
k − 1)/(p − 1). Hence g[n] is a
polynomial of degree (pn − 1)/(p− 1).
The AS satisfies the conditions of Remark 5.13. Hence, it is proper and by (5.7) we get for
|x| < R the estimate
|g(x)− g[n](x)| ≤ ∥∥φ′∥∥ 12n(n+1)
U
‖D2f‖Y0 · · · ‖D2f‖Yn−1 ‖f‖Yn
Rn+1
(n+ 1)!
≤ p− 12n(n+1) exp(R/pn) R
n+1
(n+ 1)!
n−1∏
j=0
p exp((p− 1)R/pj+1)
=
eRRn+1
p
1
2
n(n−1) (n+ 1)!
,
which converges to 0 as n goes to infinity.
For p = 2, the first four approximations are given by
g[0](x) = 1, g[1](x) = 1 + x, g[2](x) = 1 + x+
x2
2
+
x3
12
,
g[3](x) = 1 + x+
x2
2
+
x3
6
+
7x4
192
+
x5
192
+
x6
2304
+
x7
64512
.
Note that formula (5.2) is indeed satisfied: the power series of g[n](x) and g(x) = ex coincide up
to the term with xn.
Remark 6.2. The approximations provided by the above AS converge fast as measured by the
degree of n. For p = 2 for instance, substituting x = 1 in the 8th order approximation yields
g[8](1) = 2.71828182845902 . . . as approximation of e, which has 13 correct decimals. For the
8th order Taylor series on the other hand (corresponding to p = 1), we get g[8](1) = 2.71827 . . .,
which yields 4 correct decimals. This difference can be explained by the extra factor p−
1
2
n(n−1)
in the error estimate, which for p ≥ 2 will be more dominant than the factorial. Hence, for a
given value of x and p ≥ 2, one may expect that the number of correct digits of g[n](x) is roughly
proportional to n2 rather than n log n. Of course, such a comparison does not take into account
that there is also more calculation involved for higher values of p, especially if one would carry
them out symbolically (see also Section 7).
Remark 6.3. From the above error estimate, one may also notice that we get a convergent
approximation if we let the degree n stay a fixed number greater or equal to 2, and instead let
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p approach infinity. In the particular case of n = 2 for example, we obtain that:
ex = lim
p→∞ 1 +
∫ x
0
(
1 +
∫ x1
0
1
p
dx2
)p
dx1 = lim
p→∞ 1 +
∫ x
0
(
1 +
x1
p
)p
dx1.
Deriving the first and third expression of these three, noting that in this case the order of taking
the limit or the derivate can be interchanged, we obtain the well-known formula:
ex = lim
p→∞
(
1 +
x
p
)p
.
Example 6.4. Let p ∈ 2Z≥1, and consider the AS obtained by the choices f(x, y) := T+p (y),
φ(x) := x/p, u := 0, g(x) := sinhx, U := B(0, R), Vi := B(0, sinh(R/p
i+1)) in Example 2.13.
Note that φ leaves the base point 0 invariant, so ai = 0 for all i. Furthermore,
gi(x) = sinh(x/p
i) (x ∈ U), fi(x, y) = p−iT+p (y) ((x, y) ∈ U × Vi).
The AS satisfies the conditions of Remark 5.13. Hence, it is proper and by (5.7) we get for
|x| < R the estimate
|g(x)− g[n](x)| ≤ ∥∥φ′∥∥ 12n(n+1)
U
‖D2f‖Y0 · · · ‖D2f‖Yn−1 ‖f‖Yn
Rn+1
(n+ 1)!
≤ p− 12n(n+1) R
n+1
(n+ 1)!
T+p ( sinh(R/p
n+1))
n−1∏
j=0
T+p
′
( sinh(R/pj+1))
= p−
1
2
n(n+1) R
n+1
(n+ 1)!
cosh(R/pn)
n−1∏
j=0
p sinh(R/pj)
cosh(R/pj+1)
=
Rn+1 sinhR
p
1
2
n(n−1) (n+ 1)!
n−1∏
j=1
tanh(R/pj)
≤ R
n+1 sinhR
pn(n−1) (n+ 1)!
,
where we use in the last inequality that tanh t ≤ t for t ≥ 0. For p = 2, we obtain the nested
formula expression:
(6.3) sinh(x) =
∫ x
0
1 + 2
(∫ x1
0
1
2
+ 1
(∫ x2
0
1
4
+
1
2
(
. . .
)2
dx3
)2
dx2
)2
dx1.
The first four approximations are in that case given by:
g[0](x) = 0, g[1](x) = x, g[2](x) = x+
x3
6
, g[3](x) = x+
x3
6
+
x5
120
+
x7
8064
.
Here, even better than in Example 6.1, g(x) and g[n] (which are both odd functions) have power
series which agree up to the (zero) term of degree 2n. That this holds for all n ≥ 0 was explained
in Remark 5.6.
APPROXIMATION SYSTEMS 21
Remark 6.5. By applying the transformation ψ : U → U, ψ(x) = ix on the set U = B(0, R)
of the previous example, we obtain by Proposition 3.1 and Lemma 3.3 a new PAS with respect
to the function sequence gˆk(x) = gk ◦ ψ(x) = sinh(ix/pk) = i sin(x/pk), where fˆk(y, x) =
ψ′(x) fk(y, ψ(x)) = ip−kT+p (y). Next by applying Proposition 3.4 with ai = −i and bi = 0, we
get a PAS with respect to gˇk(x) = sin(x/p
k), where fˇk(y, x) = p
−k T+p (iy) = (−1)p/2 p−k Tp(y)
(p is still assumed to be even). The error estimate of the induced approximations can again be
given by Corollary 4.5. It turns out to be equal to the estimate given in Example 6.4.
Next, we will see an example of an approximation system for which the functions fi(x, y) depend
on both x and y, rather than on y alone.
Example 6.6. Consider the AS obtained by the choices f(x, y) := sinh(x/p)Up−1(y) (p ≥ 2),
φ(x) := x/p, u := 0, g(x) := coshx, U := B(0, R), Vj := B(1, cosh(R/p
j+1)−1) in Example 2.13.
As before, φ leaves the base point 0 invariant, so aj = 1 for all j. The AS is a non-negative
system (use [2, 10.11(27), 10.9(3)]) and it satisfies the conditions of Remark 5.13. Hence by
(5.8) we have the estimate
(6.4) |g(x)− g[n](x)| ≤ p− 12n(n+1) (‖D2f‖Y )n ‖f‖Y Rn+1
(n+ 1)!
(x ∈ B(0, R)),
where Y = B(0, R)×B(1, cosh(R/p− 1)). Again by the positivity of the system we have
‖f‖Y = f(R, cosh(R/p)) = sinh(R/p)Up−1(cosh(R/p)) = sinhR,
‖D2f‖Y = (D2f)(cosh(R/p), R) = sinh(R/p)U ′p−1(cosh(R/p)).
Also observe that
sinh t U ′p−1(cosh t) =
d
dt
(
sinh(pt)
sinh t
)
=
sinh(pt)
sinh t
(p coth(pt)− coth t) < sinh(pt)
sinh t
(p− 1) (t > 0),
since an elementary analysis yields that p coth(pt) − coth t increases from 0 to p − 1 as t runs
from 0 to ∞. Hence
sinh(R/p)U ′p−1(cosh(R/p)) < (p− 1)
sinhR
sinh(R/p)
.
Altogether,
|g(x)− g[n](x)| < R sinhR
p
1
2
n(n+1)(n+ 1)!
(
(p− 1)R sinhR
sinh(R/p)
)n
(x ∈ B(0, R)),
which converges to 0 as n goes to infinity.
Remark 6.7. Somewhat similarly as in Remark 6.5 we can apply a coordinate transformation
ψ : U → U, x 7→ ix to the set U = B(0, R) of the previous example. Then we obtain by
Proposition 3.1 and Lemma 3.3 a new PAS with respect to the function sequence gˆj(x) =
gj ◦ψ(x) = cos(x/pj), where fˆj(y, x) = ψ′(x) fj(y, ψ(x)) = −p−j sin(x/pj+1)Up−1(y). Again, the
error estimate of the induced approximations is the same as the estimate given in Example 6.6.
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Example 6.8. Let p ∈ Z≥2, R ∈ (0, 1) and put λp,i := (pi + p − 2)/(pi+1 − pi). Now consider
an AS obtained by fi(x, y) := λp,i y
p, ui = 0, gi(x) := (1 − x)−λp,i , U := D(0, R) and Vi :=
B(1, (1 − R)−λp,i+1 − 1). Then we have a non-negative AS A∞ with ai = 1. Application of
Theorem 5.12 yields after some computation that A∞ is a PAS. So by Corollary 4.5.B we have
for x ∈ U that
|g(x)− g[n](x)| ≤ ‖D2f0‖Y0 · · · ‖D2fn−1‖Yn−1 ‖fn‖Yn
Rn+1
(n+ 1)!
≤ λp,n
(
(1−R)−λp,n
)p Rn+1
(n+ 1)!
n−1∏
i=0
p λp,i
(
(1−R)−λp,i
)p−1
≤ 2
nRn+1
(1−R)2n(n+ 1)! ,
where we used the rough estimation that λp,i ≤ 1 and λp,i ≤ 2/p for i ≥ 1. This expression goes
to 0 as n goes to infinity. As R ∈ (0, 1), This means that the approximation system converges
at least on the open unit disk B(0, 1). Letting p = 3, we have for instance for |x| < 1:
1
1− x = 1 +
∫ x
0
(
1 +
2
3
∫ x1
0
(
1 +
5
9
∫ x2
0
(
1 +
14
27
∫ x3
0
(
1 + . . .
)3
dx4
)3
dx3
)3
dx2
)3
dx1,
where we have moved the factors λp,i in front of the integrals. In this case, the first four
approximations are given by
g[0](x) = 1, g[1](x) = 1 + x, g[2](x) = 1 + x+ x2 +
4x3
9
+
2x4
27
,
g[3](x) = 1 + x+ x2 + x3 +
127x4
162
+
751x5
1458
+
1850x6
6561
+
2500x7
19683
+ . . .+
1953125x13
1087876733112
.
Remark 6.9. In all previous examples of this section, the domain of convergence equalled
the whole complex plane, as the R in the expression of the error estimation could be chosen
arbitrarily large. This is no longer true for Example 6.8, as in its expression of the error
estimation we must have R < 1. This should not come as a surprise, as the original function has
a singularity at x = 1, which prohibits U from containing a disk D(0, R′) with R′ > 1. However,
since we are not dealing with Taylor approximations here, this does not mean that the actual
domain of convergence must equal the open unit disk. What is interesting about Example 6.8,
is that here the domain of convergence indeed seems to have a non-circular shape. The question
what the true domain of convergence looks like, seems not so easy to answer, and it will be
further discussed in Section 8.
7. Numerical Implementation
In all examples in the previous section, it was possible to calculate the approximations provided
by the algorithm explicitly. However, in many cases the approximation g
[n]
i is a polynomial
whose degree is exponential in the number n − i. Because the computation time of each new
step depends at least linearly on the input size of g
[n]
i , also the computational effort tends to
increase exponentially as the order of the approximation increases. For practical purposes, this
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can become problematic when n gets large, even when making use of computer software for
symbolic computation.
It is therefore worth noting that the algorithm suits itself quite naturally for numerical implemen-
tation. This can for instance be achieved as follows: suppose we want a numerical approximation
g¯[n] of g[n] (which in its turn is an approximation of g) along a path γ, going from u to x ∈ U .
The first step is to partition γ into a tuple γ¯ : {0, 1, . . . , N} → Im γ, consisting of only N + 1
points from the original path γ. Let ∆k := γ¯(k + 1)− γ¯(k) for k = 1, . . . , N . Now we construct
g¯
[n]
i : {0, . . . , N} → C as follows:
g¯[n]n (k) = an (k = 0, . . . , N),
g¯
[n]
i (0) = ai (i = n− 1, . . . , 0),
g¯
[n]
i (k) = g¯
[n]
i (k − 1) + fi(γ¯(k − 1), g¯[n]i+1(k − 1))∆k−1 (k = 1, . . . , N, i = n− 1, . . . , 0).
The vector g¯[n] := g¯
[n]
0 then represents a function with value g¯
[n](k) at the point γ¯(k). This
approximation of g[n] will become better as the partition γ¯ of γ becomes finer.
Unlike exact computation of g[n], computation of g¯[n] carried out up to a certain numerical pre-
cision does not get significantly more complicated with each increment in n. Hence, provided
that the coefficients ai are already given or computed, and that the functions fi to be applied
do not substantially increase in computational complexity, the computational effort of this nu-
merical implementation tends to be linear in both the depth n and the partition fineness N .
However, one should keep in mind that unlike for symbolic evaluation, to get an increasingly
accurate approximation of a target function g using the numerical algorithm, it requires besides
an increment in n also a simultaneous (and not necessarily proportional) increment in N .
The need for numerical implementation also comes up in situations where g[n] cannot even be
expressed in terms of known mathematical functions (such as we will encounter in the next
section). Then, numerical calculation seems the only option.
8. Directions for further research
8.1. The domain of convergence in Example 6.8. As we noted in Remark 6.9, the fact
that the domain of convergence in Example 6.8 contains the unit disk, does not imply that it
will be equal to it. Numerical simulations seem to indicate that indeed it is not, meaning that
the actual domain of convergence (which we shall call UCp ) can become considerably bigger than
the open unit disk, although x = 1 remains a boundary point of each UCp . This situation can be
likened to the convergence behaviour in [7], where moreover the approximated function is the
same. This phenomenon is known as overconvergence, and is an active field of research (cf. e.g.
[3, 13]). The subscript p in UCp is necessary, as the set U
C
p may differ for different values of the
parameter p. Figure 8.1 gives an impression of the extend of UCp , where p ranges from 2 to 6.
These estimations of the contours of UCp have been obtained with the numerical algorithm from
Section 7, where the paths have been drawn radially outward from the base point u.
24 V. A. PESSERS AND T. H. KOORNWINDER
Figure 1. Domain of conver-
gence UCp .
We do not have certainty about how accu-
rately our simulations are depicting the true
domain of convergence, and a more advanced
numerical analysis is certainly desirable. Of
course, it would be best if we could fully de-
termine UCp through theoretical means, but it
is questionable whether an explicit character-
ization of UCp is easily obtainable. There are,
nevertheless, also other questions by which
we could improve our understanding of UCp .
First, if we cannot exactly determine UCp , per-
haps we can at least improve a bit on the re-
sult that B(0, 1) ⊂ UCp . Is there some bigger
region for which we can show that it is in-
cluded in UCp ? For which points we can show
that they do not lie in UCp ? Further, what can
we say about the border of UCp ? Is it smooth?
Could it perhaps exhibit some kind of self-similarity? In this regard, it may be worth noting that
if we would omit the integrations, i.e. if we would replace (2.5) by g
[n]
i (x) := ai + fi
(
t, g
[n]
i+1(t)
)
,
then for suitable choices of ai and fi, we have got a known recipe for making fractals.
8.2. Fractional approximation systems. So far, we have only considered approximation
systems for which the functions fi and gi are all holomorphic on their domains, rather than
meromorphic. However, the assumption of holomorphy is just made for convenience. In fact,
the theory can also be developed under the weaker assumption that fi and gi are meromorphic
on their domains, but with fi being regular in (u, ai+1) and gi being regular in u. Below we
will consider so-called fractional approximation systems, which fit in such a wider theory. In
the following discussion, we will freely refer to earlier theorems in the paper, but under the
suggestion that these remain valid in this more general setting.
Let g be a meromorphic function on a region U and holomorphic in the base point u := 0 ∈ U ,
and define sequences gi and fi : C × C∗ → C according to the following recursive construc-
tion:
fi(x, y) :=
xmi
y
, gi+1 :=
xmi
g′i
, g0 := g,
where mi denotes the order of the possible zero of g
′
i in the base point u (in case g
′
i(u) 6= 0, we
simply have mi = 0). Note that even if g would be holomorphic on U , there is the possibility
that some of the gi become meromorphic, as a zero of g
′
i outside the base point u, will turn into
a pole of gi+1. Such zeros might in principle show up arbitrarily close to the base point u as
i goes to infinity, so restricting U would not resolve this issue. By putting ai := gi(u), we see
that every function g holomorphic in u gives rise to a unique AS A∞. In this setting which is
less restrictive than in Definition 2.2, we have that A∞ is an AS for g. We will denote this kind
of approximation systems by fractional approximation systems.
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Taking g respectively equal to ex, xa and tanx, this gives us in nested formula expression:
(8.1) ex = 1 +
∫ x
0
dx1
1−
∫ x1
0
dx2
1 +
∫ x2
0
dx3
1−
∫ x3
0
dx4
1 + . . .
(8.2) xa = 1 +
∫ x
1
a dx1
1 +
∫ x1
1
(1− a) dx2
1 +
∫ x2
1
a dx3
1 +
∫ x3
1
(1− a) dx4
1 + . . .
(8.3) tan x =
∫ x
0
dx1
1−
∫ x1
0
2x2 dx2
1 +
∫ x2
0
4x3 dx3
3−
∫ x3
0
28x4 dx4
5 + . . .
For these continued fraction-like expression, we were able to do some simplifications by multi-
plying the numerators and denominators with appropriate factors (as can be done with normal
continued fractions), which is in fact an application of Proposition 3.4. In all of the above ex-
amples we only see rational coefficients ai. This is to be expected for any function whose Taylor
coefficients are rational, as follows implicitly from Lemma 5.1. Note that even for relatively small
n (say n ≥ 4) it already becomes impossible to express g[n] in terms of well-known mathematical
functions. From a practical point of view, this means that we are more than ever dependent on
numerical methods for evaluation of g[n]. From a theoretical point of view however, this does
not prohibit us from studying the theoretical convergence behaviour of these AS’s.
The question now arises whether these fractional AS’s also provide accurate approximations of
the target function. In (8.1) and (8.2), the AS repeats itself after two steps (at least after the
application of Proposition 3.4, mentioned above). When it comes to the question of convergence,
this repetitive behaviour could allow for a more conventional approach in which g is viewed as
a fixpoint of a certain operator (possibly one involving two or more subsequent integrations).
This cannot apply, however, to the more general situation in which the AS is not repetitive, like
is the case in (8.3) where the coefficients do not even follow a clear pattern.
Also, because we no longer require the functions involved to be holomorphic on their domain,
singularities may easily show up in the (intermediate) approximations g
[n]
i . So, in order to make
sense of these fractional approximation systems, let us make the following definition. We call a
piecewise differentiable path γ : [0, 1]→ U with γ(0) = u, a convergent path for our AS, if for all
sufficiently large n we can evaluate g[n] along γ, i.e. the g
[n]
i can all be recursively determined as
long as we carry out all steps of our approximation system along γ. A domain of convergence
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could then be defined as a subset UC in U , such that for any point p ∈ UC , we have that for
some and for any convergent path γ in UC which connects the base point u with p, it holds that
g[n](p) (evaluated along γ) converges to g(p).
In numerical simulations we have observed that these fractional AS’s all seem to have a domain
of convergence in the above sense. Example (8.2) exhibits an even more striking convergence
behaviour, which clearly distinguishes the kind of convergence of fractional AS’s from the conver-
gence of Taylor series. By picking a non-integer value for a, the function xa will get a branched
natural domain. The approximations provided by the fractional AS now seem to extend nicely
to those other branches as well. This means that if we carry out the approximations along a path
γ circling once or more around the branch point, the function values of g[n] along γ converge
to the same values one would obtain from analytic continuation of xa along the path γ. This
suggests that it would be possible (or even preferable) to define the notion of approximation
systems on general Riemann surfaces, rather than merely on open subsets of the complex plane.
In fact, as the domain of xa has just one branch point, we may in this particular case use the
simple coordinate transformation ψ(x) = ex in Lemma 3.3, to restate (8.2) as follows:
(8.4) eax = 1 +
∫ x
0
a ex1 dx1
1 +
∫ x1
0
(1− a) ex1 dx2
1 +
∫ x2
0
a ex1 dx3
1 +
∫ x3
0
(1− a) ex1 dx4
1 + . . .
the domain of eax being just C. Again, it is suggested by numerical simulations that similar
convergence behaviour as in (8.2), is also present in other examples, including fractional AS’s
systems that are not repetitive.
Regarding the question in which cases and under what conditions these fractional AS’s provide
accurate approximations, further research is required in order to provide formal proofs and
counterexamples.
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