ABSTRACT This paper is mainly concerned with cluster tracking control for robotic networks whose dynamics are modeled by a Lagrangian equation with multiple leaders. An adaptive distributed pinning tracking control protocol is presented to realize cluster consensus, and the corresponding convergence analysis is given by utilizing the property of directed acyclic networks topology. Furthermore, by developing a recursive analysis method, a criterion that ensures the convergence for proposed algorithm is given. Subsequently, simulations conducted on the seven two-link revolute arms are presented to illustrate the effectiveness of the theoretical results.
I. INTRODUCTION
Recently, multi-robot systems have gained increased popularity due to their broad range of potential applications, including surveillance, environmental monitoring, and search and rescue missions [1] . Compared with a single-robot system, robot systems with multiple robots have several advantages. For example, in modern large-scale production activities, a complicated production task can be divided into several subtasks. Under this situation, each robot agent in the multi-robot system can cooperatively interact with the corresponding subtasks by exchanging information over networks, which can improve productivity, reduce the time required to accomplish a task, and increase robustness and fault tolerance performance compared with single-robot systems. Due to the above mentioned reasons, there is substantial research interest in multi-robot systems from various perspectives. For example, Huang et al. [2] proposed combining part-dispatching rules to coordinate robots by considering the pattern variation in a pick-and-place task. By using a robust control Lyapunov function, Chiew et al. [3] presented a novel approach for the swarming coordination problem for a multi-agent system consisting of unmanned aerial vehicles.
On the other hand, many robotic systems can be accurately represented by Lagrangian systems. Therefore, the study of multiple Lagrangian systems can provide some heuristic viewpoints for research on multi-robot systems. Many existing works on the coordination control of multiple Lagrangian systems have investigated this issue with different emphases, such as synchronization in networked Lagrangian systems [4] , consensus in networked multiple mechanical systems molded by Lagrangian dynamics [5] , coordination control in multiple Lagrangian systems with virtual holonomic constraints [6] and attitude synchronization control in spacecraft formation [7] . As an important development of complete consensus and synchronization [4] - [8] , cluster consensus [9] , [10] can formulate the multi-task coordinated control problems for networked multi-agent systems. Recently, Liu et al. [11] discussed the group consensus in multiple Lagrangian systems and presented a static distributed control algorithm to realize the group consensus of networks, but the final states of agents in different subgroups may have the same trajectory. Furthermore, compared with group consensus, cluster consensus requires different convergent states in different subgroups. However, all the abovementioned works are concerned with complete consensus or synchronization problem and group consensus in multiple Lagrangian systems, and these observations motivated the research work reported in this paper.
As stated in [12] , coordination is a central task in many multi-robot application areas; therefore, the development of a coordination control protocol becomes an important issue in swarm robot systems, where each agent in the systems should share its own information with its neighbors. To formulate this mechanism, a network is introduced to illustrate the information communication between agents. Motivated by the recent achievements in networked Lagrangian systems, in this paper, we are mainly concerned with cluster tracking control for robotic networks whose dynamics are modelled by the Lagrangian equation with multiple leaders under acyclic partition networks topology. In contrast to cooperative networks topology, the structure of networks discussed in this paper is coexistence of cooperation and competition, in which the weight between agents in different groups may be negative. By introducing virtual leaders, a pinning control algorithm is proposed to achieve the target of cluster consensus, namely, every agent in the networked Lagrangian system converges to the corresponding leader. It is noteworthy that the negative weights between agents in the networks prevents many analysis methods (for example, [13] , [14] ) from being used directly, and a new recursive analysis strategy is developed to address the negative weights cases based on the structure of the acyclic partition network topology.
The rest of the paper is organized is as follows. After providing preliminaries and definitions in Section II, Section III presents a distributed pinning cluster consensus control for networked Lagrangian systems and gives the corresponding convergent analysis. Numerical simulations conducted on seven two-link revolute arms is given in Section IV to demonstrate the effectiveness of the proposed strategy. The conclusions are given in Section V.
II. PRELIMINARIES
Denoted by G = (V , E, A) as a directed graph, where V = {1, 2, · · · , d}, E ∈ V × V and A = [a ij ] ∈ R d×d are the corresponding node set, edge set and weighted adjacency matrix, respectively. Here, we use the symbol ''i" to denote the i-th agent. The element a ij of A is defined as
G has a spanning tree if there exists one agent that has a direct path to every other agent. The element l ij of the the corresponding Laplacian matrix
Consider the networked Lagrangian systems composed by d nodes, and the i-th agent's dynamics equation is expressed by the following Lagrangian equation [4] - [7] , [11] ,
where q i ∈ R n andq i ∈ R n are the generalized coordinates and generalized velocities, respectively. M i (q i ) ∈ R n×n , C i (q i ,q i ) ∈ R n×n and g i (q i ) ∈ R n are the positive definite inertia matrix, Coriolis and centrifugal matrix and gravitational torque, respectively. τ i ∈ R n is the control input we will design later. The dynamics (1) enjoys the following three properties [4] - [7] , [11] :
Assumption 3: There exists a constant vector θ i , such that for ∀x, y ∈ R n , one yields
y) is called the regressor matrix.
In this paper, we assume that V has a partition as
We say that the agents i ∈ V s and j ∈ V t are in the same cluster if s = t. Furthermore, we assume a ij ≥ 0 if the agents i and j are in the same cluster. Then, the definition of cluster consensus in systems (1) can be given as, Definition 1: Under the control protocols τ i and partition (1) is said to reach the cluster
III. DISTRIBUTED PINNING CLUSTER CONSENSUS CONTROL OF NETWORKED LAGRANGIAN SYSTEMS WITH VIRTUAL LEADERS
In this section, by introducing virtual leaders, distributed pinning cluster consensus control of networked Lagrangian systems is studied under directed topology with acyclic partition ( [10] ). Consider a networked Lagrangian system with
, are some positive integers. The dynamics of the i-th agent take the form of (1) and the communication topology graph of all d agents is denoted by G. Suppose that the node set has an acyclic partition
· · · , and G r are, respectively, the underlying graphs of node sets V 1 , V 2 , · · · , and V b in G. Then, from [10] , we know that the Laplacian matrix L of G takes the form,
where L ii ∈ R k i ×k i , i = 1, 2, · · · , b denotes the information exchange between agents in G i , and L ij denotes the information exchange from G j to G i . For the k-th group node set V k , we introduce virtual leader L k , whose vector of generalized coordinates is denoted q dk , k = 1, 2, · · · , b. We assume thatq dk ,q dk and ... q dk are all bounded and lim t→∞ q di −q dj = 0, for i, j ∈ {1, 2, · · · , b}, i = j. In the following, a distributed pinning cluster consensus control law is designed to reach the cluster consensus, that is,
We first define the reference velocityq ri and reference accelerationq ri for the i-th dynamic agent, respectively, as [13] ,
where the local feedback gains satisfy d i > 0 if the i-th node is selected as a pinning node and d i = 0 otherwise.v i andâ i is the estimated desired velocity and acceleration, which are designed later.
Define slide vectorŝ i ∈ R n as,
we consider the following adaptive control law [13] ,
where K i and i are two positive definite matrices, and θ i is the estimate of θ i . Note that the coupled strength a ij satisfies, for i ∈ V k , a ij ≥ 0 if j ∈ V k and a ij ∈ R otherwise. Remark 1: The distributed estimators (9) and (10) are motivated by [13] and [14] . The main difference here is that there may exist some negative a ij that makes the structure of the Laplacian matrix L in this paper different from the corresponding part in [13] and [14] . However, in the following, we can also prove thatv i andâ i converge toq dk and q dk , respectively, in finite time, for i ∈ V k , if certain reasonable assumptions are made for the interactions between clusters.
The following two assumptions are required in our subsequent discussion, which is also introduced in [10] , [11] . 
where
Consider the first equation in (11 
Since L 22 also has the standard structure of a Laplacian matrix with non-negative weight, then from the above analysis, there exists a time constant T 2 ≥ T 1 such thatv c2 ≡ 1 k 2 ⊗q d2 (i.e.,v 2 ≡q d2 , i ∈ V 2 ), when t ≥ T 2 . By repeating this process, we can conclude that there exists time constants
. Similar manipulation can also be used in considering (10) . Then, we have that there must exist some finite time
We now present the following theorem. 
It is then easy to obtain that signals q,q,q,v,â, Y (q,q,q r ,q r ) andθ are all bounded at time interval [0,
If Assumption 4 holds, we have that for t ≥ T ,
When t ≥ T , using adaptive control (7) and the parameter adaptation (8) , one obtains that
By exploiting Assumption 2, we haveV (t) = −s T Ks ≤ 0. Therefore, s andθ are bounded, as are s ci andθ ci , i = 1, 2, · · · b.
Since Assumption 5 holds and L ii , i = 1, 2, · · · b are the Laplacian matrices with the non-negatively weighted graph input s c2 −(L 21 ⊗I n )(q c1 −1 k 1 ⊗q d1 ) and state q c1 −1 k 1 ⊗q d1 . We can obtain that q c2 − 1 k 2 ⊗ q d2 is bounded because s c2 and q c1 − 1 k 1 ⊗ q d1 are bounded. By repeating the previous 
procedures, we have
q ci − 1 k i ⊗ q di are all bounded, i = 1, 2, · · · , b. From system (18), we get thatq ci − 1 k i ⊗q d1 , i = 1, 2, · · · , b, are bounded. Becauseq di are bounded, we→ 1 k 1 ⊗ q d1 andq c1 → 1 k 1 ⊗q d1 as t → ∞, ie., q i → q d1 andq i →q d1 as t → ∞, ∀i ∈ V 1 . Hence, −(L 21 ⊗I n )(q c1 −1 k 1 ⊗q d1 )+s c2 → 0, as t → ∞.G i , i = 1, 2, · · · b, is pinned.
IV. SIMULATION STUDY
In this section, simulations are performed to demonstrate the effectiveness of the derived theoretical result. Consider a network of seven two-link revolute arms, where the nonlinear dynamics of each two-link revolute arm follow the Lagrangian equation (1), in which the position state is denoted by q i = (q i1 , q i2 ) T . The matrices M i (q i ),
, where 
Here m i1 , m i2 , l i1 and l i2 take the same values as in [11] . Furthermore, Y i (q i ,q i , α, β) = α 1 Y 12 α 2 g cos q i1 g cos(q i1 + q i2 ) 0 Y 21 α 1 + α 2 0 g cos(q i1 + q i2 ) ∈ R 2×5 and θ i = (u i1 , u i2 , u i3 , u i4 , u i5 ) T , where α = (α 1 , α 2 ) T , β = (β 1 , β 2 ) T , Y 12 = 2α 1 cos q i2 + α 2 cos q i2 −q i2 β 1 sin q i2 − (q i1 +q i2 )β 2 sin q i2 , Y 21 = α 1 cos q i2 +q i1 β 1 sin q i2 .
The information communication topology between seven agents is shown in Figure 1 . From Figure 1 , we can see that the seven agents have an acyclic partition that takes the form {1, 2}, {3, 4, 5}, {6, 7} . The states of the three virtual 
V. CONCLUSION
This paper has investigated the cluster consensus problem of networked Lagrangian systems under directed network topology with an acyclic partition. By thoroughly exploiting the specific structure of the directed acyclic interaction topology, we have presented a pinning-like tracking technique to regulate the access of all the agents access to the virtual leaders and provided simple yet generic criteria for cluster consensus convergence for such algorithms. Finally, numerical simulations are presented to demonstrate the effectiveness of the proposed criteria. Future research will include switching topologies and time delay cases.
