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Bohr-Sommerfeld-Heisenberg Theory
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Richard Cushman and Jędrzej Śniatycki∗
Abstract
In the framework of geometric quantization we extend the Bohr-
Sommerfeld rules to a full quantum theory which resembles Heisen-
berg’s matrix theory. This extension is possible because Bohr-Sommer-
feld rules not only provide an orthogonal basis in the space of quantum
states, but also give a lattice structure to this basis. This permits the
definition of appropriate shifting operators. As examples, we discuss
the 1-dimensional harmonic oscillator and the coadjoint orbits of the
rotation group.
1 Introduction
The desire to understand the energy spectrum of completely integrable Hamil-
tonian systems lead to Bohr-Sommerfeld theory, also called old quantum the-
ory. Bohr [1] explained Planck’s hypothesis by the spectrum of the harmonic
oscillator, which he obtained using his quantum conditions. Sommerfeld [19]
extended Bohr’s quantization rules to a system with Hamiltonian
H =
√
p2 +m2 + k
r
. (1)
The first term in (1) is the relativistic expression for the kinetic energy of a
particle with mass m and momentum p and the second term is the potential
energy of a charged particle in the electric field produced by a stationary
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charged particle at the origin. With an appropriate choice of the parameters
m and k, we can use the Hamiltonian H as an approximation to the energy
of an electron in the hydrogen atom in the limit of infinite mass of its nu-
cleus. The energy spectrum of the hydrogen atom obtained by Sommerfeld
agreed exactly with the observed spectrum.1 The Bohr-Sommerfeld theory
was applied with varying success to other systems.
The problem with Bohr-Sommerfeld theory is that it gives only the joint
spectrum of energy and angular momentum. It does not provide a way
to discuss the probability of transition between states. The next stage in
the development of understanding of the nature of quantum physics was
provided by the matrix theory of Heisenberg [12] and the wave theory of
Schrödinger [16]. Heisenberg postulated that dynamical variables were not
functions on the phase space of the system but matrices in some vector
space, possibly infinite dimensional. One can infer that Heisenberg’s ma-
trices are linear transformations in the space of physical states relative to
a basis provided by Bohr-Sommerfeld joint eigenstates of energy and angu-
lar momentum. Heisenberg’s approach was further developed by Born and
Jordan [2], who used it to study various physical systems. For Schrödinger,
physical states were described by complex valued functions on the configu-
ration space of the system; while dynamical variables were represented by
differential operators obtained from classical dynamical variables by replac-
ing the momentum by i/~ times the operator of differentiation with respect
to the position variable. Here ~ is Planck’s constant divided by 2π. Dirac
[8] showed that the theories of Heisenberg and Schrödinger are equivalent.
Since then, the Schrödinger equation has become the computational basis
of quantum mechanics. Heisenberg’s theory is discussed in works mainly of
historical interest [15].
At present, quantization of a completely integrable Hamiltonian system is
discussed in the Schrödinger framework. The energy spectra obtained there
tend to their Bohr-Sommerfeld counterparts as ~→ 0 [21].
The aim of this paper is to find a place for the Heisenberg matrix for-
malism within the framework of geometric quantization. A completely inte-
1It is remarkable that the energy spectrum obtained by Sommerfeld agrees exactly with
the energy spectrum obtained by solving the Dirac equation for an electron in the same
electric field [7]. Even more puzzling is the fact that a modification of Bohr-Sommerfeld
conditions by a term 1
2
~ gives rise to the energy spectrum for a pi meson in the same
electric field, whixh can be obtained by solving the Klein-Gordon equation. [17]
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grable Hamiltonian system defines a singular real polarization F = D ⊗ C
of the phase space of the underlying classical system, which is a symplectic
manifold (P, ω). We denote by S∞F (L) the space of sections of the prequan-
tization line bundle L over P that are covariantly constant along F . The
Bohr-Sommerfeld conditions identify those leaves of F that admit lifts to
covariantly constant sections of L [18]. The space S∞F (L) consists of gener-
alized sections (distribution sections) of L that are supported on unions of
Bohr-Sommerfeld leaves. For each Bohr-Sommerfeld leaf, we can choose a
section supported on that leaf. In this way, we obtain a basis of complex
vector space S∞F (L). We may choose a scalar product on S∞F (L) so that this
basis is orthogonal. Let H denotes the space of sections of S∞F (L) that are
normalizable with respect to this scalar product.
It is natural to choose a scalar product in S∞F (L) so that sections sup-
ported on different Bohr-Sommerfeld leaves are mutually orthogonal. How-
ever, the classical theory does not suggest how to normalize any section
supported on a single Bohr-Sommerfeld leaf, as this normalization is quite
arbitrary. Nevertheless, the projection of our orthonormal basis to the com-
plex projective space of one dimensional subspaces of H is well defined by
the classical data.
Our next step is the observation that the basis of H given by the Bohr-
Sommerfeld conditions has a natural structure of a local lattice. This ob-
servation lead Cushman and Duistermaat [4] to the notion of a quantum
monodromy. First suppose that our basis of H is a global lattice. Then,
associated to each generator of the lattice, there is a well defined shifting
operator defined by assigning to each vector of our basis the adjacent vector
in the lattice. Next we compute commutation relations among the shifting
operators and the operators that are diagonal in our basis. Furthermore
we look for functions on P , which satisfy the Poisson bracket relations cor-
responding to the commutation relations of shifting operators. We define
quantization of these functions to be the corresponding shifting operators.
As usual in quantization, we are making a choice, but we know exactly the
arbitrariness involved in this choice. We apply the above this procedure to
harmonic oscillator with one degree of freedom and to coadjoint orbits of the
rotation group SO(3). In [5] we treat the harmonic oscillator in two degrees
of freedom. In these examples, our theory gives the usual results.
Now suppose that the Bohr-Sommerfeld basis is only a local lattice. Let U
be the maximal open dense subset of P on which the singular real polarization
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F of (P, ω) is regular. The space V = U/D of the regular tori in P is a
quotient manifold of U and the projection map π : U → V is a locally
trivial 2-torus bundle. In the universal covering space V˜ of V, we repeat
the construction for the case of a global lattice. Quantization of functions
on V˜ that are pull-backs of functions from V gives quantum operators in
our Hilbert space H. We illustrate our approach in another paper [6] by
quantizing the spherical pendulum.
2 Elements of geometric quantization
In this section, we review the elements of geometric quantization. Our no-
tation differs from other authors in that our symplectic form is the negative
of the symplectic form used in [14]. This is the reason for the appearance
of a negative sign in various formulae. In particular, if (P, ω) is a symplec-
tic manifold, then the Hamiltonian vector field Xf of corresponding to the
Hamiltonian function f ∈ C∞(P ) satisfies Xf ω = − df and the Poisson
bracket of f1, f2 ∈ C∞(P ) is given by {f1, f2} = Xf2f1. These conventions
are commonly used in theoretical physics, see [20], [18], and [22].
2.1 Prequantization
We now discuss prequantization.
Let λ : L → P be a complex line bundle with a connection and a con-
nection invariant Hermitian inner product 〈· | ·〉. A connection on L is given
by the covariant derivative operator ∇, which associates to each section σ of
L and each smooth vector field X on P a section ∇Xσ of L so that for each
f ∈ C∞(P ),
∇X(fσ) = X(f)σ + f∇Xσ and ∇fXσ = f∇Xσ.
For every section σ of L, f ∈ C∞(P ) and every smooth vector field X, X ′ on
P , the curvature K(X,X ′) = [∇X ,∇X′]−∇[X,X′] of ∇ satisfies K(X ′, X) =
−K(X,X ′) and K(X,X ′)(f σ) = f K(X,X ′)σ. Hence there is a 2-form α
on P such that
K(X,X ′)σ = 2πi α(X,X ′)σ. (2)
The form α is the pull-back by the section σ of the curvature form of the
connection ∇. The Hermitian form 〈· | ·〉 on L is connection invariant if, for
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every pair of sections σ1, σ2 of L and every smooth vector field X on P we
have
X(〈σ1 | σ2〉) = 〈∇Xσ1 | σ2〉+ 〈σ1 | ∇Xσ2〉.
Quantization of a mechanical system is defined in terms of an additional
free parameter ~. In quantum mechanics, ~ is the value of Planck’s constant
divided by 2π. However, in the quasi-classical approximation one considers
limits of various expressions as ~→ 0.
The line bundle L over P with a connection ∇ and a connection invariant
Hermitian form on L is a prequantization line bundle of (P, ω) if the following
prequantization condition is satisfied
K(X,X ′)σ = i
~
ω(X,X ′)σ (3)
for every smooth vector field X,X ′ on P and each section σ of L. The
prequantization condition (3) requires that the de Rham cohomology class
[(2π~)−1ω] on P is in H2(P,Z).
Prequantization assigns to each f ∈ C∞(P ) an operator Pf on the space
S∞(L) of smooth sections of L given by
P fσ = i~(∇Xf + f)σ. (4)
For each f1, f2 ∈ C∞(P ) and σ ∈ S∞(L), we have
[P f1,P f2 ] = −i~P {f1,f2}. (5)
This implies that the map
C∞(P )× S∞(L)→ S∞(L) : (f, σ) 7→ i
~
Pfσ
is a representation of the Lie algebra of (C∞(P ), { , }) on S∞(L).
The space S∞0 (L) of compactly supported smooth sections of L has a
Hermitian inner product
(σ1 | σ2) =
∫
P
〈σ1 | σ2〉ωn, (6)
where n = 1
2
dimP . For each f ∈ C∞(P ), the prequantization operator P f
is symmetric with respect to the inner product (6). If the Hamiltonian vector
fieldXf of f is complete, then P f is self adjoint on the Hilbert space obtained
by completing S∞0 (L) with respect to the norm given by (6). Equation (5)
gives the usual commutation relations imposed in quantum mechanics.
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2.2 Polarization
Prequantization does not correspond to quantum theory because the proba-
bility density (σ |σ)(p) of localizing the state σ at a point p ∈ P fails to satisfy
the Heisenberg uncertainty principle. To avoid this difficulty we introduce
the notion of a polarization.
A complex distribution F ⊂ TCP = C ⊗ TP on a symplectic manifold
(P, ω) is Lagrangian if, for each p ∈ P , the restriction of the symplectic form
ω to the subspace Fp ⊂ TCp P vanishes identically and rankC F = 12 dimP .
We denote the complex conjugate of the distribution F by F . Let
D = F ∩ F ∩ TP and E = (F + F ) ∩ TP . (7)
A polarization of (P, ω) is an involutive complex Lagrangian distribution F
such that D and E are involutive distributions on P .
Let C∞(P )0F be the space of smooth complex valued functions on P that
are constant along F , that is,
C∞(P )0F = {f ∈ C∞(P )⊗ C | uf = 0 for all u ∈ F}.
We denote by C∞F (P ) the space of smooth functions on P whose Hamiltonian
vector fields preserve F . In other words, f ∈ C∞F (P ) if, for every h ∈
C∞(P )0F , the Poisson bracket {f, h} ∈ C∞(P )0F . If f1, f2 ∈ C∞F (P ) and
h ∈ C∞(P )0F then the Jacobi identity implies that
{{f1, f2}, h} = −{f2, {f1, h}}+ {f1, {f2, h}} ∈ C∞(P )0F .
Hence, for a strongly admissible polarization, the ring C∞F (P ) is a Poisson
subalgebra of (C∞(P ), { , }).
Let S∞F (L) denote the space of smooth sections of L which are covariantly
constant along F , namely,
S∞F (L) = {σ ∈ S∞(L) | ∇uσ = 0 for all u ∈ F}.
For each h ∈ C∞(P )0F , f ∈ C∞F (P ) and σ ∈ S∞F (L) we have ∇Xh(P fσ) = 0.
Thus, for every f ∈ C∞F (P ), the prequantization operator P f maps S∞F (L) to
itself. The quantization map Q relative to a polarization F is the restriction
of the prequantization map
P : C∞(P )× S∞(L)→ S∞(L) : (f, σ) 7→ P fσ = i~(∇Xf + f)σ
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to the domain C∞F (P )×S∞F (L) ⊂ C∞(P )×S∞(L) and the codomain S∞F (L) ⊂
S∞(L). In other words,
Q : C∞F (P )× S∞F (L)→ S∞F (L) : (f, σ) 7→ Qfσ = i~(∇Xf + f)σ. (8)
For each f1, f2 ∈ C∞F (P ), the quantized operators Qf1 and Qf2 satisfy the
Dirac commutation relations
[Qf1 ,Qf2 ] = −i~Q{f1,f2} (9)
The choice of a polarization in geometric quantization is analogous to the
choice of a complete family of commuting observables in the Dirac theory. In
this paper we choose a real polarization corresponding to a foliation of (P, ω)
by Lagrangian tori.
In general, sections in S∞F (L) need not be square integrable with respect
to the inner product (6). Therefore, one may have to introduce a new inner
product in S∞F (L). We refer to this step as unitarization. In the situation
considered here, the choice of the inner product will be discussed later.
3 The Bohr-Sommerfeld conditions
A Hamiltonian system on (P, ω) is completely integrable if it admits n =
1
2
dimP Poisson commuting constants of motion f1, ..., fn, which are func-
tionally independent on an open dense subset U of P and the joint level sets
of f1, ..., fn form a singular foliation of (P, ω) by n-dimensional Lagrangian
tori. In other words, the span of the Hamiltonian vector fields of f1, ..., fn
defines a singular real polarization D of (P, ω). The restriction of D to the
open dense subset U of P is a regular polarization of (U, ω|U).
Since leaves of D are affine Lagrangian n-tori, the connection on L re-
stricted to each leaf is flat. Hence, the only obstruction to the existence of
sections of L that are covariantly constant along D is the vanishing of the
holonomy group. Let T be an integral manifold of D. From the existence of
action-angle coordinates it follows that there is a neighbourhood W of T in
P such that ω restricted to W is exact, that is ω|W = dθW for a 1-form θW
on W , see [3, appendix D]. The holonomy group of L|T vanishes if an only
if, for each generator Γi of the fundamental group of the n-torus T,∫
Γi
θ = mih for i = 1, ..., n, (10)
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where mi is an integer and h is Planck’s constant. For proof of this state-
ment see [18]. Equation (10) is known as the Bohr-Sommerfeld quantization
condition.
Let S be the collection of all tori satisfying the Bohr-Sommerfeld con-
dition. We refer to S as the Bohr-Sommerfeld set of the integrable system
(f1, . . . , fn, P, ω). Since the curvature form of L is symplectic, it follows that
the complement of S is open in P . Hence, the representation space H of
geometric quantization of an integrable system consists of distribution sec-
tions of L supported on the Bohr Sommerfeld set S. Since these distribution
sections are covariantly constant along the distribution D, it follows that
each n-torus T ∈ S corresponds to a 1-dimensional subspace HT of H. We
choose a inner product ( | ) on H so that the family {HT T ∈ S} consists
of mutually orthogonal subspaces.
In Bohr-Sommerfeld quantization, one assigns to each n-tuple of Poisson
commuting constants of motion f = (f1, ..., fn) on P an n-tuple (Qf1 , . . . ,Qfn)
of commuting quantum operators Qfk for 1 ≤ k ≤ n such that for each n-
torus T ∈ S, the corresponding 1-dimensional space HT of the representation
space (H, ( | )) is an eigenspace for each Qfk for 1 ≤ k ≤ n with eigenvalue
fk|T . For any smooth function F ∈ C∞(Rn), the composition F (f1, ..., fn) is
quantizable. The operator QF (f1,...,fn) acts on each HT by multiplication by
F (f1, ..., fn)|T .
The disadvantage of the Bohr-Sommerfeld theory, as described above, is
that it does not give rise to operators describing transitions between cor-
responding tori in S. Nevertheless, it has been useful in determining the
dimension of the space of states of certain quantum systems, see [11] and
[13]. In this paper, we follow ideas due to Heisenberg [12] and Born and
Jordan [2] to obtain an extension of the Bohr-Sommerfeld theory to a full
quantum theory with a large class of quantizable functions.
4 Shifting operators
From the Bohr-Sommerfeld condition (10) it follows that the Bohr-Sommer-
feld set S is a local lattice. In this section we assume that there exist global
action-angle variables (Ai, ϕi) on U such that ω|U = d(
∑n
i=1Ai dϕi). In other
words, we assume that the 1-form θ =
∑n
i=1Ai dϕi is defined globally on U.
In this case the Bohr Sommerfeld set S defines a global lattice SU on U . The
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case when the action-angle variables are only locally defined will be studied
in [6].
Consider a subspace HU of H given by the direct sum of 1-dimensional
subspaces of HU corresponding to n-tori T ∈ SU . Since SU is a global lattice,
we can label the n-tori in SU by n-tuples of integers m = (m1, ..., mn), where
the index i corresponds to index of the action-angle variables (Ai, ϕi) and mi
is the integer appearing in the Bohr-Sommerfeld condition (10), which defines
an n-torus in these variables. In other words, we write the Bohr-Sommerfeld
conditions in the form∫
Γi
Ai dϕi = mih for each i = 1, ..., n.
Since the actions Ai are independent of the angle variables, we can perform
the integration and obtain
Ai = mi~ for each i = 1, ..., n. (11)
where ~ = h/2π. Equation (11) determine an n-torus T
m
in SU . Let em
be a basis vector of HTm corresponding to the n-torus Tm. Each em is a
joint eigenvector of the commuting operators (QA1 , . . . ,QAn) corresponding
to eigenvalues (m1~, . . . , mn~). The vectors (em) form an orthonormal basis
in HU . Thus,
(e
m
| e
m
′) = 0 if m 6= m′. (12)
For each i = 1, ..., n, introduce an operator ai on HU such that
aie(m1,..,,mi−1,mi,mi+1,...,mn) = e(m1,...mi−1,mi−1,mi+1,...,mn). (13)
In other words, the operator ai shifts the joint eigenspace of (QA1, . . . ,QAn)
corresponding to the eigenvalue (m1~, . . . , mn~) to the joint eigenspace of
(QA1 , . . . ,QAn) corresponding to the eigenvalue (m1~, . . . , mi−1~, (mi− 1)~,
mi+1~, . . . , mn~). Let a
†
i be the adjoint of ai. Equations (12) and (13) yield
a
†
ie(m1,..,,mi−1,mi,mi+1,...,mn) = e(m1,...mi−1,mi+1,mi+1,...,mn) (14)
We refer to the operators ai and a
†
i as shifting operators.
2 For every i =
1, ..., n and each m, we have
[ai, QAi ]em = aiQAiem −QAiaiem
2In representation theory, shifting operators are called ladder operators. The cor-
responding operators in quantum field theory are called the creation and annihilation
operators.
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= ai(mi~ em)−QAie(m1,...mi−1,mi−1,mi+1,...,mn)
= ~ e(m1,...mi−1,mi−1,mi+1,...,mn) = ~aiem.
Hence,
[ai, QAi ] = ~ai. (15)
Moreover, i 6= j implies [ai, QAj ] = 0. Taking the adjoint, of the preceding
equations, we get
[a†i , QAi ] = −~a†i and [a†i , QAj ] = 0 whenever i 6= j.
If fj is a smooth function on P such that
{fj, Ak} = iδkjfj , (16)
then, we can interpret the operator aj as the quantum operator corresponding
to fj . In other words, we set aj = Qfj . This choice is consistent with Dirac’s
quantization relations (9)
[Qf ,Qh] = −i~Q{f,h} (17)
because (15) yields
[Qfj ,QAk ] = −i~Q{fj ,Ak} = −i~Q(iδkjfj) = δkj~Qfj .
Clearly, the function fj is defined by equation (16) up to an arbitrary func-
tion which commutes with all actions A1, . . . , An. Hence, there is a choice
involved. We shall use this freedom of choice to obtain simple expressions
for the quantum operators corresponding to the functions f1, ..., fn.
Since ω|U =
∑n
i=1 dAi ∧ dϕi, it follows that the Poisson bracket of eiϕj
and Ak is
{eiϕj , Ak} = XAkeiϕj = ∂∂ϕk e
iϕj = iδkje
iϕj . (18)
Comparing equations (16) and (18) we see that we may make the following
identification ak = Qeiϕk . Hence, a
†
k = Qe−iϕk .
With this identification we can quantize the following functions on (U, ω|U).
• The actions Aj , j = 1, . . . n.
• The functions eiϕj , j = 1, . . . , n and their complex conjugate e−iϕj ,
j = 1, . . . n, respectively.
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• Since the operators QAj , j = 1, . . . , n, commute with each other,
for any analytic function H of n-variables, we can define an operator
QH(A1,...,An) = H(QA1 , ...,QAn) .
• Since, cosϕj = 12 (eiϕj + e−iϕj ) and sinϕj = 12 (eiϕj − e−iϕj ) we may set
Qcosϕj =
1
2
(aj + a
†
j) and Qsinϕj =
1
2i
(aj − a†j) .
• Since the operators Qcosϕj for j = 1, . . . n commute with each other, we
can quantize any analytic function of cosϕj for j = 1, . . . , n. Similarly,
we can quantize any analytic function of sinϕj for j = 1, . . . , n.
• We can also quantize functions linear in the actions. For example,
QAi cosϕi =
1
2
(QAiQcosϕi +QcosϕiQAi),
QAi sinϕi =
1
2
(QAiQsinϕi +QsinϕiQAi).
Here the order of the operators on the right hand side is determined by
the requirement that quantization of a real function yields a symmetric
operator.
It should be noted that quantization of functions involving the angles ϕj for
j = 1, . . . , n gives rise to operators on HU that are presented as matrices with
respect to the basis (e
m
).
The results described above give a quantization of the symplectic manifold
(U, ω|U) with respect to the real polarization D|U , provided SU is unbounded
in every direction. This requirement is equivalent to the statement that
the lattice corresponding to SU is Zn. If the lattice SU is bounded in any
direction, we have to take it into account in our definition of the shifting
operators. Similarly, if the boundary of U contains some Bohr-Sommerfeld
tori, we also have to modify the definition of the shifting operators. These
modifications will be described in the examples treated below.
5 The 1-dimensional harmonic oscillator
The phase space of a harmonic oscillator is P = R2 with coordinates p and
q and symplectic form ω = dp ∧ dq = dθ, where θ = p dq. The Hamiltonian
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of a harmonic oscillator is H = 1
2
(p2+ q2). The Hamiltonian vector field XH
of H is
XH =
∂H
∂p
∂
∂q
− ∂H
∂q
∂
∂p
= p ∂
∂q
− q ∂
∂p
.
The flow of XH defines an SU(1)-action on P given by
Φ : SU(1)× P → P :(
eiϕ, (p, q)
) 7→ Φeiϕ(p, q) = (p cosϕ− q sinϕ, p sinϕ+ q cosϕ).
The origin (0, 0) ∈ R2 is a fixed point of Φ. The orbits of SU(1) give rise a
Lagrangian fibration by circles on U = R2 \ (0, 0).
Using polar coordinates (r, ϕ) on U , we have p = r cosϕ and q = r sinϕ.
Then ω = r dr ∧ dϕ = d(1
2
r2 dϕ). This implies that H = 1
2
(p2 + q2) = 1
2
r2
is an action and ϕ is the corresponding angle variable. So polar coordinates
(r, ϕ) are action-angle variables on U .
The shifting operators a and a†, introduced in §4 are
aem = em−1 and a
†em = em+1, for m > 0
and they correspond to quantum operators a = Qeiϕ and a
† = Qe−iϕ . The
functions e±iϕ do not extend smoothly to the origin (0, 0) in R2. However,
the functions z = p + iq = reiϕ and z¯ = p − iq = re−iϕ are smooth on R2.
They satisfy the required Poisson bracket relations
{z,H} = ∂
∂ϕ
reiϕ = ireiϕ = i z,
{z¯, H} = ∂
∂ϕ
re−iϕ = −ire−iϕ = −i z¯.
Therefore, we may introduce new operators b = Qz and b
† = Qz¯. Equation
(9) yields
[Qz,QH ] = −i~Q{z,H} = ~Qz and [Qz¯,QH ] = −i~Q{z¯,H} = −~Qz¯.
In other words, [b,QH ] = ~ b and [b
†,QH ] = −~ b†. Hence, for every m > 0,
we have
QHbem = bQHem − ~ bem = (m− 1)~ bem,
QHb
†em = b
†QHem + ~ b
†em = (m+ 1)~ b
†em.
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Observe that b†b commutes with QH , because
[b†b,QH ] = b
†bQH −QHb†b = b†(bQH −QHb) + (b†QH −QHb†)b
= b†[b,QH ] + [b
†, QH ]b = b
†(~ b) + (−~ b†)b = 0.
In other words, [Qz¯Qz,QH ] = 0. Since z¯z = r
2 = 2H , we may assume that
b†b = Qz¯Qz = Qz¯z = 2QH .
This implies that for every m ≥ 0,
‖bem‖2 = 〈em | b†bem〉 = 〈em | 2QHem〉 = 2m~ ‖em‖2 = 2m~.
Hence, be0 = 0 and we can choose a normalization factor so that
bem =
√
2m~em−1 for m > 0.
Since
〈em+1 | b†em〉 = 〈bem+1 | em〉 =
√
2(m+ 1)~ 〈em | em〉 =
√
2(m+ 1)~,
we obtain b†em =
√
2(m+ 1)~em+1. Therefore, for m > 0 we may write
bem =
√
2m~aem and b
†em =
√
2(m+ 1)~a†em. (19)
Thus,
Qzem =
√
2m~em−1 and Qz¯em =
√
2(m+ 1)~em+1 (20)
Since z = p+iq, we get p = 1
2
(z+ z¯) and q = 1
2i
(z¯−z). Thus the quantization
of p and q by operators is Qp =
1
2
(b + b†) and Qq =
1
2
(b† − b). Therefore,
Qpem =
√
m~
2
em−1 +
√
(m+1)~
2
em+1, m > 1; Qp e1 =
√
2~
2
e2 (21)
and
Qqem = i
√
(m+1)~
2
em+1 − i
√
m~
2
em−1 m > 1; Qqe1 = i
√
2~
2
e2. (22)
Equation (21) can be rewritten in the matrix notation as
Qp =


0
√
2~
2
0 0 ...√
2~
2
0
√
3~
2
0 ...
0
√
3~
2
0
√
4~
2
...
0 0
√
4~
2
0 ...
... ... ... ... ...


In a similar way we can write a matrix presentation for Qq.
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6 Quantization of coadjoint orbits of SO(3)
In this section we give the Bohr-Sommerfeld-Heisenberg quantization of coad-
joint orbits of SO(3) on so(3)∗. Below we show that coadjoint orbits of SO(3)
are spheres in R3. Hence,
P = {(x1, x2, x3) ∈ R3 (x1)2 + (x2)2 + (x3)2 = r2} = S2r .
For each i = 1, 2, 3, we set J i = xi|P .
The following discussion shows that the standard symplectic form3 on P
is
ω = − 1
2r2
3∑
i,j,k=1
εijkJ
i dJ j ∧ dJk = 1
r
volS2r , (23)
where volS2r is the standard volume form on S
2
r with
∫
S2r
volS2r = 4πr
2.
First we recall some basic facts about the Lie algebra so(3) of the rotation
group SO(3).The map
j : so(3)→ R3 : X̂ =


0 −x3 x2
x3 0 −x1
−x2 x1 0

 7→ x = (x1, x2, x3) (24)
identifies the Lie algebra so(3) with R3. A short calculation shows that
j([X̂, Ŷ ]) = x × y. Thus j is an isomorphism of the Lie algebra (so(3), [ , ])
with the Lie algebra (R3,×). It is also an isometry from (so(3), k) to (R3, ( , )),
where k is the Killing form on so(3) and ( , ) is the Euclidean inner product
on R3. To see this we compute
k(X̂, Ŷ ) = 1
2
tr X̂Ŷ T = 1
2
tr


0 −x3 x2
x3 0 −x1
−x2 x1 0




0 y3 −y2
−y3 0 y1
y2 y1 0


= x1y1 + x2y2 + x3y3 = (x, y).
Note that for every X̂ ∈ so(3) and every y ∈ R3 we have
X̂y =


0 −x3 x2
x3 0 −x1
−x2 x1 0




y1
y2
y3

 = x× y. (25)
For every X̂, Ŷ ∈ so(3) using (25) we can rewrite j([X̂, Ŷ ]) = x × y as
j(ad
X̂
Ŷ ) = X̂j(Ŷ ), which is equivalent to
(
j(ad
X̂
)j−1
)
j(Ŷ ) = X̂j(Ŷ ), that
is,
j(ad
X̂
)j−1 = X̂, for every X̂ ∈ so(3). (26)
3The expression (23) for the symplectic form on a coadjoint orbit of SO(3) is the one
used by J.-M. Souriau in one of his ledtures.
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Let R ∈ SO(3) and Ŷ ∈ so(3). Then we have
j(AdRŶ ) = Ry. (27)
To prove (27) we need the following formula, which holds for any linear Lie
group G and its associated linear Lie algebra g, namely
Adexp tX = exp t adX , (28)
for every X ∈ g and every t ∈ R. To verify that (28) holds, we note that the
right and left hand sides of (28) are each 1-parameter subgroups of G with
the same tangent vector at t = 0, namely, adX . Therefore the 1-parameter
subgroups are equal.
Returning to the proof of (27), using (28) we get
j(Adexp tX̂)j
−1 = exp(t j(adX̂)j
−1) = exp tX̂,
that is, for every Ŷ ∈ so(3) we have
j
(
(Adexp tX̂)Ŷ ) = (exp tX̂)j(Ŷ ). (29)
Since SO(3) is compact and connected, for every R ∈ SO(3) there is a X̂ ∈
so(3) such that R = exp X̂. Thus (29) implies that for every R ∈ SO(3)
equation (27) holds. So (27) is an integrated version of (26).
Now we calculate the standard symplectic form on an SO(3)-adjoint orbit.
The SO(3)-adjoint orbit through Ĵ ∈ so(3) is O
Ĵ
= {AdRĴ ∈ so(3) R ∈
SO(3)}. The standard symplectic form Ω on OĴ is
Ω(Ĵ)(X ξ̂(Ĵ), X ζ̂(Ĵ)) = −k(Ĵ , [ξ̂, ζ̂]), (30)
where ξ̂, ζ̂ ∈ so(3) and X η̂(Ĵ) = −adĴ η̂ = −[Ĵ , η̂], which defines a vector
field on O
Ĵ
for every η̂ ∈ so(3). Because
AdRX
η̂(Ĵ) = −AdR[Ĵ , η̂] = −[AdRĴ ,AdRη̂] = XAdRη̂(AdRĴ),
we get
Ω(AdRĴ)(AdRX
ξ̂(Ĵ),AdRX
ζ̂(Ĵ)) = Ω(AdRĴ)(X
AdRξ̂(AdRĴ), X
{AdRζ̂(AdRĴ))
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= −k(AdRĴ , [AdRξ̂,AdRζ̂]) = −k(AdRĴ ,AdR[ξ̂, ζ̂])
= −k(Ĵ , [ξ̂, ζ̂]) = Ω(Ĵ)(X ξ̂(Ĵ), X ζ̂(Ĵ)).
This shows that Ω is a 2-form on O
Ĵ
. It is closed since O
Ĵ
is a 2-dimensional
smooth manifold. It is nondegenerate for if 0 = Ω(Ĵ)(X ξ̂(Ĵ), X ζ̂(Ĵ)) for
every X ζ̂ with ζ̂ ∈ so(3), then we obtain 0 = k(Ĵ , [ξ̂, ζ̂]) = k([Ĵ , ξ̂], ζ̂) for
every ζ̂ ∈ so(3). Since k is nondegenerate, this implies that [Ĵ , ξ̂] = 0. But
then X ξ̂(Ĵ) = −[Ĵ , ξ̂] = 0.
Using the bijection j (24) to identify AdRĴ with RĴ by (27), we see that
the SO(3)-adjoint orbit O
Ĵ
may be identified with the 2-sphere S2r = {RJ ∈
R3 R ∈ SO(3)}. Here r2 = (J, J). We may rewrite the definition of Ω (30)
as
Ω(Ĵ)(−[Ĵ , ξ̂],−[Ĵ , ζ̂]) = −k(Ĵ , [ξ̂, ζ̂]).
Thus we may identify Ω with the symplectic form ω on S2r given by
ω(J)(−J × ξ,−J × ζ) = −(J, ξ × ζ). (31)
Note that J × ξ and J × ζ both lie in TJS2r .
The vector field X η̂ on OĴ , defined by X η̂(Ĵ) = −[Ĵ , η̂], corresponds to
the vector field Xη on S2r defined by X
η(J) = −J×η, because the curve t 7→
Adexp tη̂Ĵ in OĴ is identified under the map j with the curve t 7→ (exp tη)J
on S2r . Therefore the tangent vector X
η̂(Ĵ) at Ĵ corresponds to the tangent
vector Xη(J) at J , namely η̂(J) = −J × η. So we may rewrite the definition
of ω (31) as
ω(J)(Xξ(J), Xζ(J)) = −(J, ξ × ζ). (32)
Next we show that (23) holds. Evaluating the left hand side of (23) on
the tangent vectors Xξ(J) and Xζ(J) gives
− 1
r2
3∑
i=1
J i 1
2
3∑
j,k=1
εijk(dJ
j ∧ dJk)(Xξ(J), Xζ(J)) =
= − 1
r2
3∑
i,j,k=1
J i εijk dJ
j(Xξ(J)) dJk(Xζ(J))
= − 1
r2
(J, (ξ × J)× (ζ × J)), see (33) below
= 1
r2
(J, J)(ξ × J, ζ) = −(J, ξ × ζ) = ω(J)(Xξ(J), Xζ(J)).
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This proves (23) provided that we show
dJ ℓ(Xη(J)) = (η × J)ℓ. (33)
By definition J ℓ = xℓ|S2r , where xℓ is the ℓth coordinate function on R3. Now
dJ ℓ(Xη(J)) =
d
dt t=0
J ℓ
(
(exp tη̂)J
)
= J ℓ
( d
dt t=0
(exp tη̂)J
)
, since J ℓ is a linear function on R3
= J ℓ(η̂J) = J ℓ(η × J) = (η × J)ℓ.
This completes the verification of (33) and thus the proof of (23).
Our aim is to obtain an irreducible unitary representation of SO(3) corre-
sponding to quantizable coadjoint orbit. We shall do it in the framework of
geometric quantization as described in §2. First we obtain quantum opera-
tors QJ1 , QJ2 , QJ3 . Next, we show that the rescaled operators
i
~
QJ1,
i
~
QJ2
and i
~
QJ3 give rise to a representation of so(3). We could proceed directly
by setting ~ = 1, or even ~ = i, but in this way we would lose the connection
between geometric quantization in mechanics and in representation theory.
We assume that (P, ω) is prequantizable. This means that
∫
P
ω = nh,
where n ∈ Z. Introducing spherical polar coordinates
J1 = r sin θ cosϕ, J2 = r sin θ sinϕ, J3 = r cos θ
on S2r we get ω = r sin θ dϕ ∧ dθ = 1rvolS2r . Hence,∫
P
ω = r
∫ 2π
0
dϕ
∫ π
0
sin θ dθ = 4πr,
and the integrality condition reads 4πr = nh. Equivalently, r = n
2
~ where
~ = h
2π
. Next
XJ3 r sin θ dϕ ∧ dθ = r sin θ dθ = − dJ3
implies that XJ3 =
∂
∂ϕ
. Thus, the integral curves of XJ3 are circles J3 =
const. They define the leaves of a singular real polarization of Sr2 with sin-
gularities poles at J3 = ±r = ±n
2
~. Locally, we have
ω = r sin θ dϕ ∧ dθ = d(r cos θ dϕ) = d(J3 dϕ). (34)
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Thus (J3, ϕ) are action-angle coordinates for our integrable system (J3, Sr2 , ω).
Since r = n
2
~, the Bohr-Sommerfeld conditions∫
J3=const.
r cos θ dϕ = mh, (35)
read ∫ 2π
0
n
2
~ cos θ dϕ = 2π(n
2
~ cos θ) = mh,
which implies that n
2
~ cos θ = m~ or cos θ = 2m
n
. Since −1 ≤ cos θ ≤ 1, it
follows that −1 ≤ 2M
n
≤ 1 or −n
2
≤ m ≤ n
2
. We now assume that s = n
2
is an
integer. Then −s ≤ m ≤ s. Thus we get a family θm of angles in spherical
coordinates on Ss~2 for which
cos θm =
m
s
, where − s ≤ m ≤ s. (36)
For m = ±s, we get the north pole (0, 0, s~) and the south pole (0, 0,−s~)
of Ss~2 . These are the singular points of our Bohr-Sommerfeld set.
Let (em) be a basis of H consisting of eigenvectors ofQJ3. For each integer
m between −s and s, we have
QJ3em = r cos θmem = s~ cos θmem = s~
m
s
em = m~ em,
using equation (36). We assume that
(em′ | em) = δm′,m. (37)
Note that the Bohr-Sommerfeld conditions not only give the directions of
the basis vectors em in H, but also their ordering m 7→ em. As in §4, we can
define the shifting operators a and a† on H by
a em = em−1 and a
†em = em+1. (38)
As before, we can make an identification ai = Qeiϕ and a
†
i = Qe−iϕ . The
functions eiϕ and e−iϕ do not extend to the singular points (0, 0,−s~) and
(0, 0, s~) of the polarization, which correspond to m = −s and m = s,
respectively. However, the function
J− =
√
r2 − (J3)2 eiϕ =
√
r2 − (J3)2 cosϕ+ i
√
r2 − (J3)2 sinϕ
= J1 + iJ2
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extends smoothly to the singular points. Similarly, the function
J+ =
√
r2 − (J3)2 e−iϕ = J1 − iJ2
extends smoothly to the whole of Ss~2 . Moreover, we have
{J−, J3} = iJ+ and {J+, J3} = −iJ−.
Hence, we can consider our shifting operators to be quantizations of J+ and
J−. In order to define the operators QJ+ and QJ− we set
QJ−em = amem−1 and QJ+em = Q
†
J−
em = am+1em+1,
where the real coefficients am are to be defined so that a−s = 0 and as+1 = 0.
We have
QJ+QJ−em = amQJ+em+1 = a
2
mem
and
QJ−QJ+em = am+1QJ−em−1 = a
2
m+1em.
Hence [QJ+ ,QJ−]em = (a
2
m − a2m+1)em. Since
{J+, J−} = {J1 − iJ2, J1 + iJ2} = 2i{J1, J2} = 2i J3,
it follows that we should have
[QJ+,QJ−] = −i~Q2iJ3 = 2~QJ3 . (39)
Therefore,
(a2m − a2m+1)em = 2~QJ3em = 2m~2 em (40)
for every m = −s, ...., s. Hence,
a2m+1 − a2m = −2m~2 or a2m = a2m+1 + 2m~2
For m = 0, we have a21 = a
2
0. For m ≥ 1, we get
a2m = a
2
1 − 2~2
m−1∑
k=1
k = a21 − ~2(m− 1)m,
and
a2−m = a
2
0 + 2~
2
m∑
k=1
(−k) = a20 − ~2m(m+ 1).
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The conditions as+1 = 0 and a−s = 0 yield a21 − ~2s(s + 1) = 0 and a20 −
~2s(s+ 1) = 0. Hence, a21 = a
2
0 = ~
2s(s+ 1) and
a2m = ~
2s(s+ 1)− ~2(m− 1)m,
a2−m = ~
2s(s+ 1)− ~2m(m+ 1),
for m ≥ 1. Thus, for m = −1, . . . ,−s, we get
a2m = ~
2s(s+ 1) + ~2m(−m+ 1) = ~2s(s+ 1)− ~2m(m− 1).
Therefore,
a2m = ~
2s(s+ 1) + ~2m(−m + 1), for all m = −s, . . . , s
and
QJ−em = ~
√
s(s+ 1)− (m− 1)mem−1 = amem−1,
QJ+em = Q
†
J−
em = ~
√
s(s+ 1)−m(m+ 1) em+1 = am+1em+1.
So
[QJ+ ,QJ−]em = QJ+QJ−em −QJ−QJ+em
= ~
√
s(s+ 1)−m(m− 1)QJ+em+1 − ~
√
s(s+ 1)− (m+ 1)mQJ−em−1
= ~2
(
s(s+ 1)−m(m− 1))em − ~2(s(s+ 1)− (m+ 1)m)em
= 2m ~2 em = 2~QJ3em,
which verfies that (39) holds. Since J1 = 1
2
(J+ − J−) and J2 = 12i(J+ + J−),
we get
QJ1 =
1
2
QJ+em +
1
2
QJ−em =
1
2
am+1em+1 +
1
2
amem−1
QJ2 =
1
2i
QJ+em − 12i QJ−em = 12iam+1em+1 − 12iamem−1
The operatorsQJ1, QJ2 , andQJ3 satisfy the required commutation relations,
namely,
[QJ1,QJ2 ]em = QJ1QJ2em −QJ2QJ1em
= QJ1
(
1
2i
am+1em+1 − 12iamem−1
)−QJ2(12am+1em+1 + 12amem−1)
= 1
2i
am+1QJ1em+1 − 12iamQJ1em−1 − 12am+1QJ2em+1 − 12amQJ2em−1
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= 1
2i
(
1
2
am+2em+2 +
1
2
am+1em
)− 1
2i
(
1
2
amem +
1
2
am−1em−2
)
− 1
2
(
1
2i
am+2em+2 − 12iam+1em
)− 1
2
(
1
2i
amem − 12iam−1em−2
)
= 1
2i
(a2m+1 − a2m)em = 12i(−2m~2)em = i~QJ3em.
Similarly
[QJ2 ,QJ3 ]em = i~
1
2
(
am+1em+1 + amem−1
)
= i~QJ1em
and
[QJ1 ,QJ3]em = i~
1
2
(
am+1em+1 + amem−1
)
= −i~QJ2em.
The operators 1
i~
QJ1 ,
1
i~
QJ2 ,
1
i~
QJ3 are skew symmetric and satisfy the com-
mutation relations of the generators of the Lie algebra so(3), namely
[ 1
i~
QJ1,
1
i~
QJ2 ] =
1
i~
QJ3, [
1
i~
QJ2 ,
1
i~
QJ3] =
1
i~
QJ1 , [
1
i~
QJ3,
1
i~
QJ1 ] =
1
i~
QJ2.
The representation space H of so(3) has dimension 2s + 1. Thus we have
constructed a (2s+1)-dimensional representation on H of the Lie algebra
so(3). This representation gives rise to the Lie algebra homomorphism
ρ : so(3)→ gl(H,R) : Ĵ i ei 7→ QJi . (41)
Below we show that the map ρ (41) can be integrated to the Lie group
homomorphism
R : SO(3)→ Gl(H,R) : g 7→ Adexp ρ(log g). (42)
Because the representation of so(3) on H is irreducible, it follows that the
representation of SO(3), given by
R(g) : H→ H : e
m
7→ R(g)e
m
, for every g ∈ G
is irreducible and corresponds to spin s ∈ N.
In general, let g be the linear Lie algebra of the linear Lie group G. Let
ρ : g→ gl(V,R) : X 7→ ρ(X)
be the Lie algebra homomorphism associated to the representation of g on
the finite dimensional real vector space V given by ρ(X) : V → V , for every
X ∈ g.
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Claim 6.2.1 Let
R : G→ Gl(V,R) : expX 7→ Adexp ρ(X). (43)
Then the map R is a local Lie group homomorphism, which is defined in an
open neighborhood U of the identity element of G where exp : V ⊆ g→ U ⊆
G is invertible.
Proof. For X, Y , and Z ∈ V applying the Lie algebra homomorphism ρ to
the Cambell-Baker-Hausdorff formula [10]
Z(X, Y ) = log(expX expY )
=
∑
n>0
(−1)n−1
n
∑
ri+si>0
1≤i≤n
(∑n
i=1(ri + si)
)−1
r1!s1! · · · rn!sn! Tr1s1···rnsn , (44)
where
Tr1s1···rnsn =


[X, [X, . . . , [X︸ ︷︷ ︸
r1
, [Y, . . . , [Y,︸ ︷︷ ︸
s1
· · · [X, [X, . . . , [X︸ ︷︷ ︸
rn
, [Y, . . . , [Y, Y ]︸ ︷︷ ︸
sn
] · · · ],
0, if sn > 1 or if sn = 0 and rn > 1
= X + Y + 1
2
[X, Y ] + 1
12
[X, [X, Y ]]− 1
12
[Y, [X, Y ]] + · · ·
shows that
ρ(Z)(ρ(X), ρ(Y )) = log exp ρ(X) exp ρ(Y ). (45)
Therefore
R(expX exp Y ) = R(expZ) = Adexp ρ(Z), by definition
= Adexp ρ(X) exp ρ(Y ), by (45)
= Adexp ρ(X) Adexp ρ(Y ) = R(expX)R(expY ),
that is, R is a local group homomorphism. 
Corollary 6.2.2 If G is compact, then the map R (42) is a homomorphism
of Lie groups.
Proof. Because G is compact and the map R is continuous, the exponential
maps exp : g→ G and exp : ρ(g)→ R(G) are surjective. Using the preceding
observation, the corollary follows. 
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