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ON THE REGULARITY OF SMALL SYMBOLIC POWERS OF
EDGE IDEALS OF GRAPHS
S. A. SEYED FAKHARI
Abstract. Assume that G is a graph with edge ideal I(G) and let I(G)(s) denote
the s-th symbolic power of I(G). It is proved that for every integer s ≥ 1,
reg(I(G)(s+1)) ≤ max
{
reg(I(G)) + 2s, reg
(
I(G)(s+1) + I(G)s
)}
.
As a consequence, we conclude that reg(I(G)(2)) ≤ reg(I(G))+2, and reg(I(G)(3)) ≤
reg(I(G))+4. Moreover, it is shown that if for some integer k ≥ 1, the graph G has
no odd cycle of length at most 2k − 1, then reg(I(G)(s)) ≤ 2s+ reg(I(G)) − 2, for
every integer s ≤ k+1. Finally, it is proven that reg(I(G)(s)) = 2s, for s ∈ {2, 3, 4},
provided that the complementary graph G is chordal.
1. Introduction
Let K be a field and S = K[x1, . . . , xn] be the polynomial ring in n variables over
K. Suppose that M is a graded S-module with minimal free resolution
0 −→ · · · −→
⊕
j
S(−j)β1,j(M) −→
⊕
j
S(−j)β0,j(M) −→M −→ 0.
The Castelnuovo–Mumford regularity (or simply, regularity) ofM , denoted by reg(M),
is defined as
reg(M) = max{j − i| βi,j(M) 6= 0},
and it is an important invariant in commutative algebra and algebraic geometry.
Cutkosky, Herzog, Trung, [9], and independently Kodiyalam [24], proved that for a
homogenous ideal I in the polynomial ring, the function reg(Is) is linear, for s ≫ 0,
i.e., there exist integers a(I) and b(I) such that
reg(Is) = a(I)s+ b(I) for s≫ 0.
It is known that a(I) is bounded above by the maximum degree of elements in a min-
imal generating set of I. But a general combinatorial bound for b(I) is not known,
even if I is monomial ideal. However, Alilooee, Banerjee, Beyarslan and Ha` [4, Co-
jecture 1] conjectured that b(I) ≤ reg(I) − 2, when I = I(G) is the edge ideal of a
graph. Indeed, they proposed the following stronger conjecture.
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Conjecture 1.1 ([4], Conjecture 1). For every graph G and any integer s ≥ 1, we
have
reg(I(G)s) ≤ 2s+ reg(I(G))− 2.
It is obvious that for any graph G, the inequality reg(I(G)) ≥ 2 holds. The char-
acterization of graphs with reg(I(G)) = 2 is obtained by Fro¨berg [13, Theorem 1].
In fact, he proved that reg(I(G)) = 2 if and only if the complementary graph G is
chordal, i.e., has no induced cycle of length at least four. Herzog, Hibi and Zheng
[18] showed that for this class of graphs, indeed we have reg(I(G)s) = 2s, for ev-
ery integer s ≥ 1. In other words, Conjecture 1.1 is true for any graph which has
a chordal complement. Conjecture 1.1 is also known to be true for other classes of
graphs, including
• gap-free and cricket-free graphs [3],
• cycles and unicyclic graphs [2, 7],
• very well-covered graphs [22],
• bipartite graphs [6],
• gap-free and diamond-free graphs [11],
• gap-free and C4-free graphs [12],
• Cameron-Walker graphs [5],
• subclasses of bicyclic graphs [8, 14].
It is also reasonable to study the regularity of symbolic powers of edge ideals. In
this direction, Minh posed the following conjecture (see [15]).
Conjecture 1.2. For every graph G and any integer s ≥ 1, we have
reg(I(G)s) = reg(I(G)(s)).
In the above conjecture, I(G)(s), denotes the s-th symbolic powers of I(G).
IfG is a bipartite graph, then we know from [33, Theorem 5.9], that I(G)(s) = I(G)s,
for every integer s ≥ 1. Therefore, Conjecture 1.2 is trivially true for this class of
graphs. On the other, it is known that Conjecture 1.2 is also true for cycles, uni-
cyclic graphs and Cameron-Walker graphs (see [15, 29, 31], respectively). Moreover,
Jayanthan and Kumar [20] proved Conjecture 1.2 for some classes of graphs which
are obtained by the clique sum of odd cycles and bipartite graphs.
The concentration of this paper is on the following conjecture which is obtained by
combination of Conjectures 1.1 and 1.2.
Conjecture 1.3. For every graph G and any integer s ≥ 1, we have
reg(I(G)(s)) ≤ 2s+ reg(I(G))− 2.
It follows from the above mentioned results that Conjecture 1.3 is true for bipartite
graphs, cycles, unicyclic graphs and Cameron-Walker graphs. Moreover, in [30], we
proved that for every chordal graph G and every integer s ≥ 1, the equality
reg(I(G)(s)) = 2s+ reg(I(G))− 2
REGULARITY OF SMALL SYMBOLIC POWERS OF EDGE IDEALS 3
holds. Hence, Conjecture 1.3 is also true for chordal graphs.
Recently, Banerjee and Nevo [6] proved that for every graphG, we have reg(I(G)2) ≤
reg(I(G)) + 2. Thus, confirming Conjecture 1.1 in the case of s = 2. Banerjee, Be-
yarslan and Ha` [5, Theorem 5.3] proved the same inequality for the second symbolic
power, under the extra assumption that reg(I(G) : x) ≤ reg(IG)) − 1. In Corollary
3.9, we prove that the inequality reg(I(G)(2)) ≤ reg(I(G))+2 is true for any arbitrary
graph (thus, generalizing [5, Theorem 5.3]). In other words, Conjecture 1.3 is true for
s = 2. In the same corollary, we will see that Conjecture 1.3 is true for s = 3, too.
In order to prove Corollary 3.9, we first show in Theorem 3.6 that for every graph G
and any integer s ≥ 1, we have
reg(I(G)(s+1)) ≤ max
{
reg(I(G)) + 2s, reg
(
I(G)(s+1) + I(G)s
)}
.
Hence, to verify Conjecture 1.3, we need to appropriately bound the regularity of
the ideals in the form I(G)(s+1) + I(G)s. It is clear that for any graph G, I(G)(2) is
contained in I(G). Also, it is not difficult to check that I(G)(3) ⊆ I(G)2. Therefore,
Corollary 3.9 easily follows from Theorem 3.6 and the above mentioned result of
Banerjee and Nevo [6]. Indeed, we prove something more. It is shown in Proposition
3.7 that if G has no odd cycle of length at most 2s−3, then I(G)(s+1) ⊆ I(G)s. Thus,
using Theorem 3.6, we conclude that for such a graph, we have
reg(I(G)(s+1)) ≤ max
{
reg(I(G)) + 2s, reg(I(G)s)
}
,
(see Theorem 3.8). As a consequence, we obtain in Corollary 3.11 that if G has no
odd cycle of length at most 2k − 1, then for every integer s ≤ k + 1,
reg(I(G)(s)) ≤ 2s+ reg(I(G))− 2.
Morever, it is shown that for any graph with this property,
reg(I(G)s) ≤ 2s+ reg(I(G))− 2,
for every s ≤ k, Corollary 3.10. This extends a recent result of Banerjee and Nevo
[6, Theorem 1.1(ii)], which states that for every bipartite graph G and every integer
s ≥ 1, we have
reg(I(G)s) ≤ 2s+ reg(I(G))− 2.
In Section 4, we study the regularity of the symbolic powers of edge ideals of graphs
which have chordal complements. As we mentioned above, Herzog, Hibi and Zheng
[18] proved that for every graph with this property, reg(I(G)s) = 2s. However, it is
not so much known about the regularity of symbolic powers of edge ideals of these
graphs. It immediately follows from Corollary 3.9 that for every graph G with chordal
complement, reg(I(G)(s)) = 2s, for s ∈ {2, 3}. In Theorem 4.3, we show that the same
equality holds for s = 4, too.
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2. Preliminaries
In this section, we provide the definitions and basic facts which will be used in the
next sections.
Let G be a simple graph with vertex set V (G) =
{
x1, . . . , xn
}
and edge set
E(G). We identify the vertices (resp. edges) of G with variables (resp. corre-
sponding quadratic monomials) of S. For a vertex xi, the neighbor set of xi is
NG(xi) = {xj | xixj ∈ E(G)}. The complementary graph G is the graph with vertex
set V (G) = V (G) and its edge set E(G) consists of those 2-element subsets of V (G)
which do not belong to E(G). For every subset U ⊂ V (G), the graph G \ U has
vertex set V (G \U) = V (G) \U and edge set E(G \U) = {e ∈ E(G) | e∩U = ∅}. A
subgraph H of G is called induced provided that two vertices of H are adjacent if and
only if they are adjacent in G. The graph G is chordal if it has no induced cycle of
length at least four. Two disjoint edges e, e′ ∈ E(G) are said to be a gap, if they form
an induced subgraph of G. The graph G is gap-free if it has no gap. The complete
graph on n vertices is denote by Kn. The graph K3 is also called a triangle. A subset
A ⊆ V (G) is an independent set in G if no pair of vertices in A are adjacent. A subset
C of V (G) is a vertex cover of G if every edge of G is incident to at least one vertex
of C. A vertex cover C is a minimal vertex cover if no proper subset of C is a vertex
cover of G. The set of minimal vertex covers of G will be denoted by C(G).
Let G be a graph with vertex set V (G) =
{
x1, . . . , xn
}
and edge set E(G). The
edge ideal of G, denoted by I(G), is the monomial ideal of S which is generated by
quadratic squarefree monomials corresponding to edges of G, i.e.,
I(G) =
(
xixj : xixj ∈ E(G)
)
.
Computing and finding bounds for the regularity of edge ideals and their powers have
been studied by a number of researchers (see for example [1], [2], [3], [5], [7], [10], [16],
[21], [23], [25], [32] and [34]). We refer the reader to [4] for a survey on this topic.
For every monomial u ∈ S and for every variable xi, the degree of u with respect to
xi, denoted by degxi(u) is the largest power of xi which divides u. For a monomial
ideal I, we denote by G(I), the set of minimal monomial generators of I. For every
subset A of
{
x1, . . . , xn
}
, pA denotes the monomial prime ideal which is generated by
the variables belonging to A. It is well-known that for every graph G with edge ideal
I(G),
I(G) =
⋂
C∈C(G)
pC .
We close this section by recalling the definition of symbolic powers.
Let I be an ideal of S and let Min(I) denote the set of minimal primes of I. For
every integer s ≥ 1, the s-th symbolic power of I, denoted by I(s), is defined to be
I(s) =
⋂
p∈Min(I)
Ker(S → (S/Is)p).
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Assume that I is a squarefree monomial ideal in S and suppose I has the irredundant
primary decomposition
I = p1 ∩ . . . ∩ pr,
where every pi is an ideal generated by a subset of the variables of S. It follows from
[17, Proposition 1.4.4] that for every integer s ≥ 1,
I(s) = ps1 ∩ . . . ∩ p
s
r.
In particular, for every graph G,
I(G)(s) =
⋂
C∈C(G)
p
s
C .
3. Upper bounds for the regularity of symbolic powers
The aim of this section is to prove Conjecture 1.3 in the following cases: (i) For
s = 2, 3. (ii) For any integer s ≤ k + 1, where k ≥ 1 is an integer with the property
that G has no odd cycle of length at most 2k−1. To achieve this goal, in Theorem 3.6,
we determine an upper bound for the regularity of symbolic powers of edge ideals.
The following lemma is the first step in the proof of Theorem 3.6 and its proof is
based on an appropriate ordering of minimal monomial generators of ordinary powers
of edge ideals, which has been provided by Banerjee [3].
Lemma 3.1. Assume that G is a graph and s ≥ 1 is a positive integer. Let G(I(G)s) =
{u1, . . . , um} denote the set of minimal monomial generators of I(G)
s. Then
reg(I(G)(s+1)) ≤ max
{
reg
(
I(G)(s+1) : ui
)
+ 2s, 1 ≤ i ≤ m, reg
(
I(G)(s+1) + I(G)s
)}
.
Proof. Using [3, Theorem 4.12], we may assume that for every pair of integers 1 ≤
j < i ≤ m, one of the following conditions hold.
(i) (uj : ui) ⊆ (I(G)
s+1 : ui) ⊆ (I(G)
(s+1) : ui); or
(ii) there exists an integer k ≤ i− 1 such that (uk : ui) is generated by a subset of
variables, and (uj : ui) ⊆ (uk : ui).
Thus, for every integer i ≥ 2,(
(I(G)(s+1), u1, . . . , ui−1) : ui
)
= (I(G)(s+1) : ui) + (some variables).
Hence, we conclude from [3, Lemma 2.10] that
(1) reg
(
(I(G)(s+1), u1, . . . , ui−1) : ui
)
≤ reg(I(G)(s+1) : ui).
For every integer i with 0 ≤ i ≤ m, set Ii := (I(G)
(s+1), u1, . . . , ui). In particular,
I0 = I(G)
(s+1) and Im = I(G)
(s+1) + I(G)s. Consider the exact sequence
0→ S/(Ii−1 : ui)(−2s)→ S/Ii−1 → S/Ii → 0,
for every 1 ≤ i ≤ m. It follows that
reg(Ii−1) ≤ max
{
reg(Ii−1 : ui) + 2s, reg(Ii)
}
.
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Therefore,
reg(I(G)(s+1)) = reg(I0) ≤ max
{
reg(Ii−1 : ui) + 2s, 1 ≤ i ≤ m, reg(Im)
}
= max
{
reg(Ii−1 : ui) + 2s, 1 ≤ i ≤ m, reg(I(G)
(s+1) + I(G)s)
}
.
The assertion now follows from the inequality (1). 
In order to use Lemma 3.1, to bound the regularity of the (s + 1)-th symbolic
powers of an edge ideal, we first need to obtain information about the ideals of the
form (I(G)(s+1) : u), where u is an element of the set of minimal monomial generators
of I(G)s. The following lemma determines a generating set for theses ideals, in the
special case of s = 1.
Lemma 3.2. Let G be a graph and let e = xixj be an edge of G. Then(
I(G)(2) : e
)
= I(G) +
(
xpxq : xp ∈ NG(xi), xq ∈ NG(xj), xp 6= xq
)
+
(
xt : xt ∈ NG(xi) ∩NG(xj)
)
.
Proof. We first show that the right hand side is contained in the left hand side.
Obviously, I(G) ⊆ (I(G)(2) : e). Let xp and xq be the vertices of G with xp ∈ NG(xi)
and xq ∈ NG(xj). Then
xpxqe = (xpxi)(xqxj) ∈ I(G)
2 ⊆ I(G)(2).
Hence, xpxq ∈ (I(G)
(2) : e). Next, suppose xt is a vertex with xt ∈ NG(xi) ∩NG(xj).
Assume that T is the induced subgraph of G on {xi, xj, xt}. In particular, T is a
triangle. Then
xte = xtxixj ∈ I(T )
(2) ⊆ I(G)(2).
Therefore, xt ∈ (I(G)
(2) : e).
We now prove the reverse inclusion. Let u be a monomial in (I(G)(2) : e) and
suppose
u /∈ I(G) +
(
xt : xt ∈ NG(xi) ∩NG(xj)
)
.
We show that
u ∈
(
xpxq : xp ∈ NG(xi), xq ∈ NG(xj), xp 6= xq
)
.
Let A = {xk1 , . . . , xkℓ} be the set of variables dividing u. Since u /∈ I(G), it follows
that A is an independent subset of vertices of G. Assume that neither of xk1 , . . . , xkℓ
is adjacent to xi. This implies that A∪{xi} is an independent subset of vertices of G.
In other words, V (G)\ (A∪{xi}) is a vertex cover of G. Therefore, there is a minimal
vertex cover C of G which is contained in V (G) \ (A ∪ {xi}). Since u ∈ (I(G)
(2) : e),
it follows that ue ∈ I(G)(2) ⊆ p2C . This is a contradiction, as xj is the only variable in
pC which divides ue and degxj (ue) = 1. Hence, there is a variable, say xka , dividing
u, which is adjacent to xi in G. Similarly, there is a variable xkb dividing u, which is
adjacent to xj . As
u /∈
(
xt : xt ∈ NG(xi) ∩NG(xj)
)
,
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we conclude that xka 6= xkb . Thus,
u ∈
(
xpxq : xp ∈ NG(xi), xq ∈ NG(xj), xp 6= xq
)
,
and we are done. 
In the following lemma, we study the ideals of the form (I(G)(s+1) : u), for some
u ∈ G(I(G)s), and for any arbitrary integer s ≥ 1.
Lemma 3.3. Assume that G is a graph with edge set E(G) = {e1, . . . , er}, and let
s ≥ 1 be a positive integer. Then for any s-fold product u = ei1 . . . eis, we have
(
I(G)(s+1) : u
)
=
((
I(G)(2) : ei1
)(s)
: ei2 . . . eis
)
.
Proof. Let C be a minimal vertex cover of G. Then for every integer j with 1 ≤ j ≤ s,
we have |C ∩ eij | ≥ 1. If |C ∩ eij | = 1, for all j, then∑
xk∈C
degxk(u) =
∑
xk∈C
degxk(ei1 . . . eis) = s.
Therefore, (ps+1C : u) = pC . On the other hand, if |C ∩ eij | = 2, for some integer j
with 1 ≤ j ≤ s, then ∑
xk∈C
degxk(u) ≥ s+ 1.
Hence, u ∈ ps+1C . In other words, (p
s+1
C : u) = S.
Let A denote the set of all minimal vertex covers C of G such that |C ∩ eij | = 1,
for any integer j with 1 ≤ j ≤ s. It follows from the above argument that
(
I(G)(s+1) : u
)
=
( ⋂
C∈C(G)
p
s+1
C
)
: u =
⋂
C∈C(G)
(ps+1C : u) =
⋂
C∈A
pC .
Let A′ be the set of all minimal vertex covers C of G with |C ∩ ei1 | = 1 and let A
′′
be the set of all minimal vertex covers C of G such that |C ∩ eij | = 1, for any integer
j with 2 ≤ j ≤ s. Obviously, A = A′ ∩ A′′. Using a similar argument as above, we
have (
I(G)(2) : ei1
)
=
⋂
C∈A′
pC .
Consequently, ((
I(G)(2) : ei1
)(s)
: ei2 . . . eis
)
=
⋂
C∈A′
(
p
s
C : ei2 . . . eis
)
=
⋂
C∈A′∩A′′
pC =
⋂
C∈A
pC =
(
I(G)(s+1) : u
)
.

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Assume that G is a graph and e = xixj is an edge of G. Let G
′ be the graph
which is obtained from G by adding the edges of the form xpxq with xp ∈ NG(xi),
xq ∈ NG(xj) and xp 6= xq. It is recently shown by Banerjee and Nevo [6, Theorem 3.1]
that reg(I(G′)) ≤ reg(I(G)). This following lemma can be deduced from this result.
However, we provide an alternative proof.
Lemma 3.4. Let G be a graph and e be an edge of G. Then
reg
(
I(G)(2) : e
)
≤ reg(I(G)).
Proof. Suppose xi and xj are the endpoints of e. As xi and xj are adjacent in G,
every minimal vertex cover of G contains at least one of them. Let A1 denote the set
of minimal vertex covers of G which contain exactly one of xi and xj . Also, assume
A2 (resp. A3) is the set of minimal vertex covers C ∈ A1 with xi ∈ C (resp. xj ∈ C).
In particular, we have A1 = A2 ∪A3. Then
(I(G)(2) : e) =
⋂
C∈A1
pC =
( ⋂
C∈A2
pC
)
∩
( ⋂
C∈A3
pC
)
= (I(G) : xj) ∩ (I(G) : xi).
We know from from [28, Lemma 4.2] that
reg(I(G) : xi) ≤ reg(I(G)).
Similarly,
reg(I(G) : xj) ≤ reg(I(G)).
Let H be the graph which is obtained from G by deleting the vertices in NG(xi) ∪
NG(xi). Then
(I(G) : xi) + (I(G) : xj) = I(H) + (some variables.)
As the disjoint union of H and e is an induced subgraph of G, it follows from [16,
Lemma 3.1] and [19, Lemma 3.2] that reg(I(H))+ ≤ reg(I(G)). Therefore,
reg
(
(I(G) : xi) + (I(G) : xj)
)
= reg(I(H)) ≤ reg(I(G))− 1.
Consider the following exact sequence.
0→ S/(I(G)(2) : e)→ S/(I(G) : xi)⊕S/(I(G) : xj)→ S/
(
(I(G) : xi)+(I(G) : xj)
)
→ 0.
Using [26, Corollary 18.7] and the above argument, we deduce that
reg
(
I(G)(2) : e
)
≤ max{reg(I(G) : xi), reg(I(G) : xj), reg
(
(I(G) : xi) + (I(G) : xj)
)
}
≤ reg(I(G)).

The following lemma extends Lemma 3.4.
Lemma 3.5. Assume that G is a graph with edge set E(G) = {e1, . . . , er}, and let
s ≥ 1 be a positive integer. Then for any s-fold product u = ei1 . . . eis, we have
reg
(
I(G)(s+1) : u
)
≤ reg(I(G)).
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Proof. We use induction on s. For s = 1, the assertion follows from Lemma 3.4. Thus,
assume that s ≥ 2. Let x and y denote the endpoints of the edge ei1 . Also, let G
′ be
the graph with edge ideal
I(G′) = I(G) +
(
xpxq : xp ∈ NG(xi), xq ∈ NG(xj), xp 6= xq
)
.
Using Lemma 3.2, there exists a subset A of variables with the property that(
I(G)(2) : ei1
)
= I(G′) + (A).
We know from Lemma 3.3 that
reg
(
I(G)(s+1) : u
)
= reg
((
I(G)(2) : ei1
)(s)
: ei2 . . . eis
)
= reg
((
I(G′), A
)(s)
: ei2 . . . eis
)
= reg
((
I(G′ \ A), A
)(s)
: ei2 . . . eis
)
.
Without lose of generality, we may suppose that there exists an integer ℓ with the
property that ei2 , . . . , eiℓ have nonempty intersection with A, while eiℓ+1, . . . , eis have
no common vertex with A (we set ℓ = 1 if neither of ei2 , . . . , eis is intersecting A). For
every integer k with 2 ≤ k ≤ ℓ, let xk and yk be the endpoints of eik , with xk ∈ A.
Then
reg
(
I(G)(s+1) : u
)
= reg
((
I(G′ \ A), A
)(s)
: ei2 . . . eis
)
= reg
((((
I(G′ \ A), A
)(s)
: x2 . . . xℓ
)
: eiℓ+1 . . . eis
)
: y2 . . . yℓ
)
= reg
(((
I(G′ \ A), A
)(s−ℓ+1)
: eiℓ+1 . . . eis
)
: y2 . . . yℓ
)
,
where the last equality follows from the assumption that x2, . . . , xℓ belong to A. We
conclude from [28, Lemma 4.2] and the above equalities that
(2) reg
(
I(G)(s+1) : u
)
≤ reg
((
I(G′ \ A), A
)(s−ℓ+1)
: eiℓ+1 . . . eis
)
.
By the choice of ℓ, we know that eiℓ+1, . . . , eis are edges of G \ A. Thus, eiℓ+1 . . . eis
belongs to I(G′ \ A)(s−ℓ). Hence, for every variable z ∈ A, we have
zeiℓ+1 . . . eis ∈
(
I(G′ \ A), A
)(s−ℓ+1)
.
In other words,
z ∈
((
I(G′ \ A), A
)(s−ℓ+1)
: eiℓ+1 . . . eis
)
.
10 S. A. SEYED FAKHARI
Therefore,((
I(G′ \ A), A
)(s−ℓ+1)
: eiℓ+1 . . . eis
)
=
((
I(G′ \ A)
)(s−ℓ+1)
: eiℓ+1 . . . eis
)
+ (A).
It follows from inequality (2) and the above equality that
reg
(
I(G)(s+1) : u
)
≤ reg
(((
I(G′ \ A)
)(s−ℓ+1)
: eiℓ+1 . . . eis
)
+ (A)
)
= reg
((
I(G′ \ A)
)(s−ℓ+1)
: eiℓ+1 . . . eis
)
.
As s− ℓ < s, we deduce from the induction hypothesis that
reg
(
I(G)(s+1) : u
)
≤ reg
((
I(G′ \ A)
)(s−ℓ+1)
: eiℓ+1 . . . eis
)
≤ reg(I(G′ \ A)).
Thus, using [16, Lemma 3.1] and Lemma 3.4, we have
reg
(
I(G)(s+1) : u
)
≤ reg(I(G′ \ A)) ≤ reg(I(G′)) ≤ reg(I(G)).

We are now ready to prove the first main result of this paper.
Theorem 3.6. For any graph G and for every integer s ≥ 1, we have
reg(I(G)(s+1)) ≤ max
{
reg(I(G)) + 2s, reg
(
I(G)(s+1) + I(G)s
)}
.
Proof. The assertion follows from Lemmata 3.1 and 3.5. 
In view of Theorem 3.6, in order to bound the regularity of I(G)(s+1), we need to
estimate the regularity of the ideal I(G)(s+1) + I(G)s. Let G be a graph and k ≥ 1
be an integer. Rinaldo, Terai and Yoshida [27, Lemma 3.10] proved that if G has
no odd cycle of length at most 2k − 1, then for every integer s ≤ k, the equality
I(G)(s) = I(G)s holds. Using this result, we prove the following proposition, which
states that the ideal I(G)(s+1)+ I(G)s has a nice description, if s is sufficiently small.
Proposition 3.7. Let G be a graph and let s ≥ 1 be an integer with the property that
G has no odd cycle of length at most 2s− 3. Then I(G)(s+1) ⊆ I(G)s.
Proof. Let u be a monomial in I(G)(s+1). Since I(G)(s+1) ⊆ I(G), there is an edge
e := xy ∈ E(G) which divides u. Set v := u/(xy). Then
v ∈ (I(G)(s+1) : xy) ⊆ I(G)(s−1).
As G has no odd cycle of length at most 2s − 3, it follows from [27, Lemma 3.10]
that I(G)(s−1) = I(G)s−1. Therefore, v ∈ I(G)s−1. This implies that u = (xy)v = ev
belongs to I(G)s. 
As an immediate consequence of Theorem 3.6 and Proposition 3.7, we obtain the
following theorem.
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Theorem 3.8. Let G be a graph and let s ≥ 1 be an integer with the property that G
has no odd cycle of length at most 2s− 3. Then
reg(I(G)(s+1)) ≤ max
{
reg(I(G)) + 2s, reg(I(G)s)
}
.
We can now prove that Conjecture 1.3 is true for s = 2, 3.
Corollary 3.9. For any graph G we have,
(i) reg(I(G)(2)) ≤ reg(I(G)) + 2, and
(ii) reg(I(G)(3)) ≤ reg(I(G)) + 4.
Proof. (i) immediately follows from Theorem 3.8, while (ii) follows from Theorem 3.8
and [6, Theorem 1.1]. 
Using the above mentioned result of Rinaldo, Terai and Yoshida [27, Lemma 3.10],
we are also able to prove the following corollary which extends [6, Theorem 1.1(ii)].
Corollary 3.10. Let G be a graph and let k ≥ 1 be an integer with the property that
G has no odd cycle of length at most 2k − 1. Then for every integer s ≤ k, we have
reg(I(G)s) ≤ 2s+ reg(I(G))− 2.
Proof. We use induction on s. For s = 1, there is nothing to prove. Thus, assume
that s ≥ 2. It follows from the induction hypothesis that
reg(I(G)s−1) ≤ 2s+ reg(I(G))− 4.
Hence, we conclude from [27, Lemma 3.10] and Theorem 3.8 that
reg(I(G)s) = reg(I(G)(s)) ≤ max
{
reg(I(G)) + 2s− 2, reg(I(G)s−1)
}
= 2s+ reg(I(G))− 2.

Let G be a graph and k ≥ 1 be an integer. Assume that G has no odd cycle of
length at most 2k − 1. It follows from [27, Lemma 3.10] and Corollary 3.10 that for
every integer s ≤ k, we have reg(I(G)(s)) ≤ 2s+reg(I(G))−2. The following corollary
shows that the same inequality holds for s = k + 1, too.
Corollary 3.11. Let G be a graph and let k ≥ 1 be an integer with the property that
G has no odd cycle of length at most 2k − 1. Then for every integer s ≤ k + 1, we
have
reg(I(G)(s)) ≤ 2s+ reg(I(G))− 2.
Proof. The assertion follows from Theorem 3.8 and Corollary 3.10. 
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4. Graphs with chordal complement
Let G be a graph with the property that the complementary graph G is chordal.
As we mentioned in the introduction, for every integer s ≥ 1, we have reg(I(G)s) =
2s. However, the regularity of symbolic powers of I(G) is not in general known.
It immediately follows from Corollary 3.9 that reg(I(G)(s)) = 2s, for s = 2, 3. In
Theorem 4.3, we show that the same equality is also true for s = 4. The proof
of this result is based on Theorem 3.6. To use this theorem, we need to estimate
the regularity of the ideal I(G)(4) + I(G)3. The following lemma is needed for this
estimation.
Lemma 4.1. Let G be a gap-free graph and let u be a monomial in the set of minimal
monomial generators of I(G)2. Assume that X0 is the set of variables belonging to
(I(G)(4) : u) (if any). Then
(I(G)(4) : u) + (I(G)3 : u) = (I(G)3 : u) + (X0).
Proof. The inclusion ” ⊇ ” is obvious. Hence, we prove the reverse inclusion.
As u is in the set of minimal monomial generators of I(G)2, we may write u = e1e2,
for some edges e1, e2 ∈ E(G). Let v be a monomial in (I(G)
(4) : u). If v ∈ I(G), then
v belongs to (I(G)3 : u) and we are done. Thus, assume that v /∈ I(G). Let A denote
the set of variables dividing v. As v /∈ I(G), it follows that A is an independent subset
of vertices of G. We consider the following cases.
Case 1. Suppose e1 = e2. Let x and y denote the endpoint of the edge e1 = e2. If
no vertex in A is adjacent to x, then A ∪ {x} is an independent subset of vertices of
G (in particular, y /∈ A). This implies that V (G) \ (A ∪ {x}) is a vertex cover of G.
Let C be a minimal vertex of G which is contained in V (G) \ (A ∪ {x}). Note that
C ∩ (A ∪ {x, y}) = {y}.
This is a contradiction, because
vx2y2 ∈ I(G)(4) ⊆ p4C ,
which implies that 2 = degy(vx
2y2) ≥ 4. Consequently, there is a vertex z ∈ A which
is adjacent to x.
Set v′ := v/z and denote by A′ the set of variables dividing v′. Assume that no
vertex in A′ is adjacent to y (in particular x /∈ A′). Then A′ ∪ {y} is an independent
subset of vertices of G. In other words, V (G) \ (A′ ∪ {y}) is a vertex cover of G. Let
C ′ be a minimal vertex of G which is contained in V (G) \ (A′ ∪ {y}). Note that
{x} ⊆ C ′ ∩ (A ∪ {x, y}) ⊆ {z, x}.
If C ′ ∩ (A ∪ {x, y}) = {x}, then it follows from
vx2y2 ∈ I(G)(4) ⊆ p4C′
that 2 = degx(vx
2y2) ≥ 4, which is a contradiction. Therefore,
C ′ ∩ (A ∪ {x, y}) = {z, x}.
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This implies that z /∈ A′ ∪ {y}. Consequently, degz(vx
2y2) = 1. Since, degx(vx
2y2) =
2, we conclude that
degz(vx
2y2) + degx(vx
2y2) = 3,
which contradicts the inclusion vx2y2 ∈ p4C′. Hence, there is a vertex z
′ ∈ A′ which is
adjacent to y.
Note that
zz′u = zz′x2y2 = (zx)(z′y)(xy) ∈ I(G)3,
which implies that zz′ ∈ (I(G)3 : u). Since v is divisible by zz′, we deduce that
v ∈ (I(G)3 : u).
Case 2. Suppose e1 and e2 are distinct edges which have a common vertex. Let x
and y (resp. x and y′) denote the endpoints of e1 (resp. e2). Let w be an arbitrary
vertex in the set {x, y, y′}. Using a similar argument as in Case 1, there is a vertex zw ∈
A which is adjacent to w. Thus, there are vertices zx, zy, zy′ ∈ A with xzx, yzy, y
′zy′ ∈
I(G). If zx 6= zy, then
zxzyu = zxzyx
2yy′ = (xzx)(yzy)(xy
′) ∈ I(G)3.
Consequently, zxzy ∈ (I(G)
3 : u), and since v is divisible by zxzy, it follows that
v ∈ (I(G)3 : u). Similarly, if zx 6= zy′ , it again follows that v ∈ (I(G)
3 : u). Thus,
assume that zx = zy = zy′ .
Set v′ := v/zx and denote by A
′ the set of variables dividing v′. Assume that
no vertex in A′ is adjacent to x (in particular y, y′, zx /∈ A
′). Then A′ ∪ {x} is an
independent subset of vertices of G. This implies that V (G) \ (A′ ∪ {x}) is a vertex
cover of G. Let C be a minimal vertex of G which is contained in V (G) \ (A′ ∪ {x}).
It follows that
C ∩ (A ∪ {x, y, y′}) ⊆ {y, y′, zx}.
Since, y, y′, zx /∈ A
′, we have
degy(vx
2yy′) = degy′(vx
2yy′) = degzx(vx
2yy′) = 1.
Hence, vx2yy′ = vu /∈ p4C and this is a contradiction. Therefore, there is a vertex
z′x ∈ A
′ which is a adjacent to x.
We recall that zx = zy = zy′ . Note that
zxz
′
xu = zxz
′
xx
2yy′ = (z′xx)(zxy)(xy
′) ∈ I(G)3.
Hence, zxz
′
x belongs to (I(G)
3 : u). As z′x divides v
′, we deduce that zxz
′
x divides v
and thus, v ∈ (I(G)3 : u).
Case 3. Suppose e1 and e2 are disjoint edges of G. Let x and y (resp. x
′ and y′)
denote the endpoints of e1 (resp. e2). As G is a gap-free graph, e1 and e2 can not
form a gap in G. Without lose of generality, assume that x and x′ are adjacent in
G. Let w be an arbitrary vertex in the set {x, y, x′, y′}. Using a similar argument as
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in Case 1, there is a vertex zw ∈ A which is adjacent to w. Thus, there are vertices
zx, zy, zx′, zy′ ∈ A with xzx, yzy, x
′zx′ , y
′zy′ ∈ I(G). If zx 6= zy, then
zxzyu = zxzyxyx
′y′ = (xzx)(yzy)(x
′y′) ∈ I(G)3.
Consequently, zxzy ∈ (I(G)
3 : u). Since v is divisible by zxzy, it follows that v ∈
(I(G)3 : u). Hence, suppose zx = zy. Similarly, if zx′ 6= zy′ , it again follows that
v ∈ (I(G)3 : u). Thus, assume that zx′ = zy′ . If zx 6= zx′ , then it follows from
xx′ ∈ I(G) and the equalities zx = zy and zx′ = zy′ that
zxzx′u = zxzx′xyx
′y′ = (yzy)(y
′zy′)(xx
′) ∈ I(G)3.
Consequently, zxzx′ ∈ (I(G)
3 : u). Since v is divisible by zxzx′ , it follows that v ∈
(I(G)3 : u). Therefore, we assume that zy = zx = zx′ = zy′ .
If the induced subgraph of G on {x, y, x′, y′} is a complete graph, then as zx is
adjacent to all of these vertices, we conclude that the induced subgraph of G on
{x, y, x′, y′, zx} is the complete graph K5. It follows that for every minimal vertex
cover C of G, we must have
|C ∩ {x, y, x′, y′, zx}| ≥ 4.
This implies that
zxu = zxxyx
′y′ ∈ p4C ,
for every C ∈ C(G). Thus, zxu ∈ I(G)
(4). Consequently, zx ∈ X0, and therefore, we
have u ∈ (X0). Hence, assume that there are two vertices, say a and b, in {x, y, x
′, y′},
such that ab /∈ I(G). Let c and d denote the two vertices of {x, y, x′, y′} \ {a, b}. As
ab /∈ I(G), we have either ac, bd ∈ I(G), or ad, bc ∈ I(G).
Set v′ := v/zx and denote by A
′ the set of variables dividing v′. Assume that
A′∪{a, b} is an independent subset of vertices of G (in particular, c, d, zx /∈ A
′). Then
V (G) \ (A′ ∪ {a, b}) is a vertex cover of G. Let C ′ be a minimal vertex of G which is
contained in V (G) \ (A′ ∪ {a, b}). It follows that
C ′ ∩ (A ∪ {x, y, x′, y′}) ⊆ {c, d, zx}.
Since, c, d, zx /∈ A
′, we have
degc(vxyx
′y′) = degd(vxyx
′y′) = degzx(vxyx
′y′) = 1.
Hence, vxyx′y′ = vu /∈ p4C′ and this is a contradiction. Therefore, A
′∪{a, b} is not an
independent subset of vertices of G. As, A′ ⊆ A is an independent subset of vertices
of G, we deduce that there is a vertex z ∈ A′ with az ∈ I(G), or bz ∈ I(G). Without
lose of generality suppose az ∈ I(G). As we mentioned above, either bc ∈ I(G), or
bd ∈ I(G). If bc ∈ I(G), then
zzxu = zzxxyx
′y′ = (az)(dzx)(bc) ∈ I(G)
3.
This implies that zzx ∈ (I(G)
3 : u). As v is divisible by zzx, we conclude that
v ∈ (I(G)3 : u). Similarly, if bd ∈ I(G), then
zzxu = (az)(czx)(bd) ∈ I(G)
3,
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which again implies that v ∈ (I(G)3 : u). 
The following example shows that the assertion of Lemma 4.1 is not true if G has
a gap.
Example 4.2. Let G be the graph with vertex set V (G) = {x1, . . . , x7} and edge set
E(G) = {x1x2, x1x3, x2x3, x3x4, x4x5, x5x6, x5x7, x6x7}.
Set u = (x1x2)(x6x7). Then x3x5 ∈ (I(G)
(4) : u), while x3x5 /∈ (I(G)
3 : u) + (X0),
where X0 is the subset of variable defined in Lemma 4.1. Note that the edges x1x2
and x6x7 form a gap in G.
We are now ready to prove the main result of this section.
Theorem 4.3. Let G be a graph such that the complementary graph G is chordal.
Then
reg
(
I(G)(s)
)
= 2s,
for every s ∈ {2, 3, 4}.
Proof. We know from Fro¨berg’s result [13, Theorem 1] that reg(I(G)) = 2. For
s = 2, 3, we conclude from Corollary 3.9 that
2s ≤ reg(I(G)(s)) ≤ reg(I(G)) + 2s− 2 = 2s.
Thus, the assertion follows in these cases.
We now assume that s = 4. By Theorem 3.6,
8 ≤ reg(I(G)(4)) ≤ max
{
8, reg
(
I(G)(4) + I(G)3
)}
.
Thus, it is enough to show that
reg
(
I(G)(4) + I(G)3
)
≤ 8.
Indeed, we prove
reg
(
I(G)(4) + I(G)3
)
≤ 6.
Let G(I(G)2) = {u1, . . . , um} denote the set of minimal monomial generators of
I(G)2. Using [3, Theorem 4.12], we may assume that for every pair of integers 1 ≤
j < i ≤ m, one of the following conditions hold.
(i) (uj : ui) ⊆ (I(G)
3 : ui); or
(ii) there exists an integer k ≤ i− 1 such that (uk : ui) is generated by a subset of
variables, and (uj : ui) ⊆ (uk : ui).
Consequently, for every integer i ≥ 2, we have
(3)
(
(I(G)3, u1, . . . , ui−1) : ui
)
= (I(G)3 : ui) + (some variables).
For every integer i with 0 ≤ i ≤ m, set
Ii := (I(G)
(4) + I(G)3, u1, . . . , ui).
In particular, I0 = I(G)
(4) + I(G)3. Consider the exact sequence
0→ S/(Ii−1 : ui)(−4)→ S/Ii−1 → S/Ii → 0,
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for every 1 ≤ i ≤ m. It follows that
reg(Ii−1) ≤ max
{
reg(Ii−1 : ui) + 4, reg(Ii)
}
.
Therefore,
(4)
reg(I(G)(4) + I(G)3) = reg(I0) ≤ max
{
reg(Ii−1 : ui) + 4, 1 ≤ i ≤ m, reg(Im)
}
.
Note that Im = I(G)
(4) + I(G)2. On the other hand, we know from Proposition 3.7
that
I(G)(4) ⊆ I(G)(3) ⊆ I(G)2.
Thus, Im = I(G)
2. Consequently, reg(Im) = 4. Hence, inequality (4) implies that
(5) reg(I(G)(4) + I(G)3) ≤ max
{
reg(Ii−1 : ui) + 4, 1 ≤ i ≤ m
}
.
As the complementary graph G has no induced 4-cycle, it follows that G is a gap-
free graph. Therefore, using Lemma 4.1 and equality (3), we conclude that for every
integer i with 1 ≤ i ≤ m,
(Ii−1 : ui) =
(
(I(G)(4) + I(G)3, u1, . . . , ui−1) : ui
)
=
(
(I(G)(4) + I(G)3) : ui
)
+
(
(I(G)3, u1, . . . , ui−1) : ui
)
= (I(G)3 : ui) + (some variables).
It then follows from [3, Lemma 2.10] that
(6) reg(Ii−1 : ui) ≤ reg(I(G)
3 : ui).
We know from the proof of [3, Theorem 6.16] that reg(I(G)3 : ui) = 2. Hence, using
inequality (6), we have reg(Ii−1 : ui) ≤ 2. Finally, it follows from inequality (5) that
reg(I(G)(4) + I(G)3) ≤ 6,
and this completes the proof. 
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