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Open access under CC BYThe double sided silicon strip detector (DSSSD) is a segmented silicon detector commonly used in the
ﬁelds of high energy physics and nuclear physics. This type of detector is used for analysis of reactions
produced by charged particles. This makes it well suited for a number of analytical methods commonly
used in ion beam analysis (IBA), such as Rutherford Backscattering (RBS) and elastic recoil detection
(ERDA). One such detector was installed and tested at Lund Ion Beam Analysis Facility (LIBAF) recently.
This is a modiﬁcation to the existing setup used to measure hydrogen concentrations and depth proﬁles.
When completed it will be used primarily for geological applications.
Exact knowledge of the hydrogen content is important in a number of ﬁelds, but high enough accuracy
can be difﬁcult to achieve with most methods. In IBA normally some variant of ERDA, such as the proton–
proton (p–p) coincidence method is used. We describe how the p–p coincidence technique was optimized
to get the most out of our experimental setup. Previously this type of spectroscopy has been performed
with two detector channels. In the present setup we expand that number from 2 to 96 channels, 64 on the
front and 32 on the back of the detector. The intersecting strips give 2048 distinct detector elements or
1024 possible coincidences as dictated by the reaction kinematics. This increase in complexity requires a
more detailed data analysis but it rewards us with higher sensitivity and a better background
suppression.
 2013 Elsevier B.V. Open access under CC BY-NC-ND license.1. Introduction
Hydrogen is the most abundant element in the visible uni-
verse. It is capable of forming compounds with almost all other
elements found in nature. It is also a common contaminant and
since its presence affects a number of material properties, the
study of hydrogen content and distribution is highly interesting
and relevant for industrial applications [1,2]. The important fact
for the present investigation is that hydrogen is a part of the most
common and for us highly relevant molecule, namely water. Pres-
ence of water in earth’s mantle is of great interest to geologists
and is a subject of a large number of studies [2,3]. A variety of
techniques have been used to measure hydrogen and compounds
formed by hydrogen in geological samples. Fourier transform
infrared spectroscopy (FTIR) and Raman spectroscopy are com-
monly used in this ﬁeld, as is secondary ion mass spectroscopy
(SIMS) [3]. The methods traditionally used by geologists for
hydrogen measurement are relative methods, highly susceptible
to matrix effects and so must rely on standards in order to pro-
vide quantitative results. On the other hand the absolute methodsorysiuk).
-NC-ND license.outside of IBA, such as thermogravimetric methods and hydrogen
manometry require a large amount of material and high hydrogen
concentrations [3–5].
Here, applied nuclear physics is uniquely positioned. In ion
beam analysis (IBA), typically the only discernible effect of the
sample matrix is that of the energy loss of the primary beam,
or the reaction products in the sample. Geological samples are a
thankful subject of study for a nuclear microprobe. They tend to
be radiation resistant. Most of the techniques that fall under
the umbrella of IBA are considered to be non-destructive, but
MeV energy ions will cause radiation damage to samples, espe-
cially at large beam currents. The stability of geological samples
means that often the only practical limitation is the time avail-
able for the sample analysis and the beam that a given facility
can produce. IBA offers a few methods speciﬁc for hydrogen anal-
ysis. Several different nuclear reactions were extensively used in
the past, especially H(15N, ca)12C and H(19F, ca)16O, as were
many variants of elastic recoil detection (ERDA). Those methods
have been tested and used to study hydrogen concentrations as
well as hydrogen proﬁles. They provide great depth resolution
(<10 nm) but are limited to very thin layers. A review and a com-
parison of the most common IBA methods for hydrogen analysis
can be found in [6–8].
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During the last decade, another approach to hydrogen analysis
has been given more attention. Proton–proton scattering can be
described as a variant of ERDA performed in transmission geome-
try in which both the scattered and recoiled particles are detected.
This method has several advantages. It has been shown that irradi-
ation damage to the sample is many orders of magnitude smaller
for this method compared to the other commonly used IBA
methods [9]. This is because damage to the sample scales as the
Rutherford cross section while hydrogen detection scales with
the non-Rutherford proton–proton scattering cross section. The
technique is accessible with a simple setup, available at any IBA
facility. It does not require heavy beams, like the above-mentioned
NRA methods, or complicated detector system, like many variants
of ERDA. The reaction cross section is high, enhanced by two orders
of magnitude compared to the Rutherford cross section at the en-
ergy of few MeV available at most microprobe facilities [2]. Hence
it is a perfect tool for microprobe analysis where often the low
beam current is a limiting factor.
Proton–proton scattering was ﬁrst proposed in 1972 by Cohen
[10], who tested it with 17 MeV protons. The scattering cross sec-
tion deviates signiﬁcantly from the Rutherford cross section. It var-
ies smoothly from 450 mb to 300 mb for angles of interest (which
are 30–60) at the energy of 3 MeV. A high cross section allows the
method to be combined with the low currents inherent to nuclear
microprobe, in order to produce full three dimensional scans of
thin samples [1,11] and measure hydrogen with concentrations
of less than 0.1 ppm [12]. The only requirement for this method
is that the samples need to be thin and preferably self-supporting.
For the current study that means samples with a thickness on the
order of 10 lm. This is why this method is perfectly suited for geo-
logical samples, since such samples can be polished to manageable
size. In addition, interesting structures in geological samples are on
the order of a few micrometers. This makes geological samples an
interesting subject for a microprobe setup, which can produce a
lateral resolution on the order of 1 lm.
Ultimately the power of the pp-scattering technique lies in its
simplicity and speciﬁcity. In a simplest case this experiment
should look as follows. A proton beam enters a thin target and
interacts with a hydrogen atom found within. Both the beam pro-
ton and the recoiling hydrogen exit the sample with roughly half of
the energy of the incoming proton (depending on the outgoing an-
gle and the sample thickness). The kinematics of this elastic scat-
tering process provides additional constraints beyond the
coincidence condition between two particles. It is easy to show
that the elastically scattered particles of equal mass will, in the
lab coordinate frame, always scatter at an angle equal to 90. In
reality, the studied sample has a ﬁnite thickness, which adds the
energy loss and straggling to the interaction and complicates the
ideal picture. As mentioned before, this method has a high speciﬁc-
ity, which generally means low background, and thus the theoret-
ical limitation to the sensitivity comes primarily from the damage
to the irradiated sample and loss of hydrogen from the material [9].
A simple way to improve the sensitivity of the method is to capture
more coincidences per unit of charge the sample is subjected to, i.e.
to increase the size of a detector as was done by [1]. This improve-
ment comes at a price, as it also increases the number of accidental
coincidences accepted. Additionally, a larger solid angle makes
kinematics more complicated, especially for thick targets where
multiple scattering becomes important. When the analyzed sample
has a low hydrogen concentration the other limitation comes from
the contribution from the hydrogen content on the surface of the
sample. Since both particles involved in the reaction are detected,
a complete reconstruction of the interaction is possible. The energyloss of the particles in the sample is a measure of the depth at
which the interaction occurred. For a sample of known composi-
tion, the sum of the energies of the detected protons can be con-
verted into depth proﬁles of the sample. When scattering occurs
at or close to 45 angle relative to the incoming beam, which
was an arrangement previously used in the pp-scattering method
[2], the path of both the recoiled and scattered protons is equal
and so the energy loss can be easily accounted for. For different
scattering angles and thick targets additional angular information
is helpful. The ability to discriminate the surface contamination
from the bulk concentration is limited by the depth resolution of
the setup. This in turn is limited by energy resolution and angular
spread, which are a function of detector size, resolution and target
thickness. The conclusion is that in order to take full advantage of
the pp-scattering technique a new detector is required.3. Experiment
The experiment described here was performed at the sub-mi-
cron beamline at the Lund Ion Beam Analysis Facility (LIBAF),
which is discussed in detail in Ref. [13]. The facility consists of a
single ended 3 MV Pelletron accelerator system designed and built
by NEC, with three available ion beams: p, d and a. The typical
beam spot diameter during this experiment was on the order of
20 lm with a beam current below 0.2 nA. The beam energy was
close to the end of available range at 2.9 MeV. The vacuum in the
target chamber during normal operation was below 1  105 mbar
and below 5  106 mbar over the length of the entire accelerator
vacuum system. This value is sufﬁcient to provide good beam con-
ditions, but it might be insufﬁcient for the sample and result in
excessive hydrogen contamination on the surface of the sample.
A position sensitive detector provides angular information and
a large solid angle of detection. The currently tested detector is
an annular 96 channel double sided silicon strip detector (DSSSD)
similar to the one described in [14]. The highest sensitivity
achieved to date with the pp-scattering technique was reached
using a DSSSD, presented in [12]. The annular detector is a
500 lm thick single disc of silicon. It is divided into 64 sectors
on the front face of the detector (they deﬁne granularity in the azi-
muthal angle u) and 32 rings on the back (they deﬁne granularity
in the polar angle h). The total number of detector elements or pix-
els is 64  32 = 2048. Each pixel can be treated as a single detector
in this scenario, which because of the kinematic restriction means
that 1024 real coincidences can be detected in the optimal geom-
etry. The outer active diameter is 85.4 mm while the inner active
diameter is 32 mm. In the ﬁrst approximation, it follows from
the geometry of the detector and kinematic constraints of the reac-
tion that the optimal detector sample distance to maximize the
captured coincidence yield is around 26 mm. Assuming a point
source and a disc shape detector with the dimensions given above
an approximate active solid angle of the detector is 2 sr. Solid angle
was calculated from the formula X ¼ 2pð1 dﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2þa2
p Þ which is an
analytical solution of X ¼ R cosðaÞr2 dA for a disc detector. In the cur-
rent experiment we are limited by mechanical constraints so that
the actual detector sample distance was 21 mm, which means that
used solid angle included only the ﬁrst 12 rings or 1 sr. It is worth
noting that in this conﬁguration the size of a single pixel on the
detector is around 1 msr. This high granularity gives good position
sensitivity. Schematic picture of the detector setup is presented in
Fig. 1.
Mesytec produced the analog electronics. Detector is read out
with six 16-channel charge sensitive preampliﬁers MPR-16. Four
of them connected to the front side of detector, two to the back.
The shaping ampliﬁers are the matching 16-channel STM-16
Fig. 1. This is a schematic description of the detector setup. Detector is an annular
96 strip DSSSD with 64 sectors on the front side and 32 rings on the back. Detector
readout is divided into 6 sections, with 16 strips per section. This means that there
are 4 quadrants (marked with thicker lines in the ﬁgure) on the front, covering 90
in the azimuthal angle each and 32 rings shaped strips on the back. The readout of
rings is divided between even and odd rings. Each quadrant and both sets of rings
are connected to its own electronics chain (preampliﬁer and ampliﬁer). The
ampliﬁer produces shaped signals for the ADC, fast signals for the TDC and a trigger
signal. The hardware trigger is a coincidence between the quadrants on the
diagonal of the front face of the detector as illustrated in the ﬁgure. Two or more
particles hitting the diagonal quadrants on the front face of the detector will be
interpreted by hardware as a valid hit. Geometry of the detector is reconstructed in
the software. This gives up to a total of 2048 pixels. Thanks to this reconstruction
geometrical cuts can be placed on the data.
Fig. 2. This is the spectrum of the sum of energies of the two coincident particles.
The peak at lower energy corresponds to proton–proton scattering. The peak at
higher energy corresponds to elastic scattering of protons from heavier elements.
Such energy sum plot after complete analysis can be used to extract the depth
proﬁles and concentration in the sample, in this case mineral Zoisite with thickness
of 15 lm. A simple multiplicity condition placed on the data results in a visible
decrease in the elastic scattering background.
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onal quadrants of the detector using standard NIM pulse electronic
units with a coincidence time window of 200 ns. The charge mea-
surement is preformed upstream from the target with an off-axis
Faraday cup which is connected to a charge-to-frequency con-
verter with sensitivity of 10 pA, as described previously in [16].
The beam is deﬂected into that cup once every 10 seconds for
1 second, in order to get a good average value of the current. Data
acquisition was carried out using a VME based system that is still
under development and is limited in capacity to 2000 gates/s. Ana-
log signals were digitized using CAEN peak sensing ADCs v785 and
CAEN v775 TDCs [17]. Data analysis as well as online monitoring
was based on ROOT [18], which is an open source object oriented
framework for data acquisition and analysis developed by CERN.
This software gives us considerable freedom to create our own data
analysis routine.
Calibration was performed using internal conversion electrons
at 0.5 MeV and 1 MeV from a Bismuth-207 source and compared
with the protons from the accelerator scattered off a 40 nm layer
of gold at 2.9 MeV and alpha particles from a Thorium-232 source.
Since both dead layer losses and non-ionizing contributions can be
expected to be negligible for electrons with energy of 1 MeV [19],
conversion electrons provide up to four discernible peaks that can
be used for dead layer correction as well as energy calibration. In
this way, the detector dead layer is estimated to be approximately
2 lm of Si equivalent material and the energy resolution is 20 keV
at 1 MeV as measured with electrons.
The analysis of the actual hydrogen content in the samples can
be performed without a standard, in which case the experimental-
ist relies on the detailed knowledge of the pp scattering cross sec-
tion, in addition to the detailed knowledge of the detector
geometry. To simplify matters in the analysis of the geological
samples, an internal standard (Zoisite) with known stoichiometric
hydrogen content and a chemical formula Ca2Al3Si3O12(OH) will be
used in the future. The notation preferred by geologist is water by
weight since this is what FTIR is sensitive too and this is what is
assumed to exist in the sample. However the pp-scattering methodis sensitive to hydrogen only, which can be a source of some con-
fusion. Both notations will be used for clarity. Zoisite has 1.98% of
water by weight or 0.22% hydrogen by wt. and 4.54% at. of hydro-
gen. This mineral is often used as a standard in analysis of geolog-
ical materials. This allows us to ignore most of the systematic
errors except for the error in charge measurement.
4. Results
We performed the data analysis by placing successive cuts on
the raw data collected and calibrated with our setup in a manner
similar to the one presented in [8,9]. The speciﬁcity of the pp-scat-
tering method deﬁnes a number of ﬁlters that can be applied to the
raw data. We analyzed several samples, which are representative
of the capacity of our setup. The geological samples are a 13 lm
thick olivine Mg1.6Fe0.4SiO4 with and a 10 lm thick garnet Ca3Fe2-
Si3O12. They have been previously analyzed and their hydrogen
content was estimated to be 24 ppm by weight and 380 ppm
respectively this corresponds to roughly 530 ppm at. and
0.76% at. of hydrogen [20]. A 15 lm Zoisite sample, which has high
stoichiometric water content of 1.98% wt. or 4.54% of hydrogen at.,
is used throughout the rest of this section in order to exemplify the
process of sample analysis.
The ﬁrst restriction on the data is placed already in hardware
and it takes the form of a coincident trigger between the opposite
quadrants on the front surface of the detector with a window of
200 ns. This does not remove all accidental coincidences but it sig-
niﬁcantly reduces the ﬂow of data to the disk and it means that in
hardware this detector behaves as four large detectors in pair coin-
cidence. The detector setup is shown schematically in Fig. 1. Due to
the large angular size of the sectors a not insigniﬁcant portion of
the background from accidental coincidences will remain, but that
can be easily removed. In the ﬁrst step we require the multiplicity
of two particles and two particles only. The two spectra for the
geological standard with and without the strict multiplicity condi-
tion are shown superimposed in Fig. 2. We show the intensity in
arbitrary units as the function of the sum of the energies of the
coincident particles, not the individual particle energies. The
resulting spectrum consists of two broad peaks interfering with
each other. The peak at lower energy in the spectrum corresponds
to the true pp-coincidences. The peak at higher energy is caused by
Fig. 3. (a and b). The kinematics of the reaction is such that real coincidences can be
easily separated through purely geometrical considerations. A schematic image of
the detector with the deﬁnition of the quantities plotted in (a) is presented in the
inset in (a). The sum of polar angles of the two coincident particles Rh, is plotted
against the difference in their azimuthal angle DU. This results in a clear peak
which we observe in a) at DU = 179 and Rh = 92. The deviation from the expected
value is most likely due to misalignment of the detector. The cut on that peak clears
our spectrum considerably which can be seen in (b). We see that the two successive
cuts remove large portion of accidental coincidences so that the signal to noise ratio
increases by a factor of four. The analyzed sample is the geological standard Zoisite
with a high water concentration of 1.98% that corresponds to hydrogen concen-
tration of 4.54% at.
Fig. 4. a and b. The ﬁnal step in the analysis is the cut on the Dt–DE plot for the two
coincident particles. In (a) a band corresponding to the true coincidences can be
seen and placing a 40 ns wide cut on this data removes most of the remaining
accidental coincidences. This is shown in (b).
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matrix atoms other than hydrogen. Alternatively this contribution
could arise when a proton scatters from hydrogen, but only one
true proton signal is detected and the other signal is supplied by
a proton scattering from a matrix atom other than hydrogen. For
a thin enough sample the two peaks will not interfere. In a thick
sample with a heavy matrix the higher peak might provide a signif-
icant background and will affect the detection limit. This is the ﬁrst
condition set on the data and clearly more work is needed but the
high background is indicative of high current on the sample. The
high-energy edge of the lower (true-pp) peak corresponds to the
pp scattering from the edge of the sample closest to the detector.
The energy at this point is equal to the energy of the beam
(2.9 MeV) minus the energy lost by the beam particle in the sam-
ple. This energy loss is a direct measure of the area density of
the sample. For the current sample this edge is situated around
2 MeV, which means a sample thicker than 10 lm. The lower edge
should correspond to the scattering from the other side of the sam-
ple and it means that one of the particles taking the longest possi-
ble path through the sample. Here it is assumed that no interfering
reactions with large cross sections take place, which for a proton
with of 3 MeV is a reasonable assumption.It is worth noting that pixels shown in Fig. 1 are not physical
structures on the detector. They are created in software when
the frontside sectors are matched with backside rings for each va-
lid event. The correct matching of front to back sectors allows us to
recover the kinematic relation between the coincident particles
and place further cuts on the data. From theory discussed earlier
and in [8] we know that true pp coincidences will be separated
by 90 in the polar angle and 180 in the azimuthal angle which
for a correctly aligned detector means two pixels on opposite sides
of the detector. This kinematic condition should result in a peak in
a two dimensional spectrum where the angular distribution of the
two particle events is plotted in a way that is indicated in the inset
in Fig. 3a. This peak is indeed seen clearly in Fig. 3a. There is an er-
ror in the position of that peak. The peak is at 92 polar and 179
azimuthal, instead of 90 polar and 180. Part of this error is due
to the misalignment in the position of the detector relative to the
beam from the calculated value. This gives an independent test
of the geometry of the setup, which is an important factor in for-
ward scattering experiment. The peak is also broad with
FWHM = 3 in polar and FWHM = 7 in the azimuthal direction.
This broadening is most likely due to multiple scattering. Both of
these effects contribute to the smearing out of the peak in Fig 3a.
We estimate that the observed error in angle corresponds to an er-
ror in position of <3 mm, since a larger error would shift the peak
further. We make our pixels wider than one strip and shift the geo-
metrical cut on the data from 90 to 92. This should maximize the
accepted true pp events. The proton energy sum spectra without
and with the consecutive geometrical cuts applied can be seen in
Fig. 3b. Once again the broad peak at lower energy corresponds
to the true coincidences and the peak at higher energy is due to
Fig. 5. a and b. Two cleaned up spectra for two different geological samples are
presented in this ﬁgure. The sum of energies of the two incoming particles is plotted
as in the Fig. 2. In (a) a Garnet with 380 ppm Hydrogen wt. or 0.76% at. and (b)
olivine with 24 ppm wt. or 530 ppm at. In olivine hydrogen content on the surface
of the sample is much higher then in the bulk. This hydrogen contamination on the
surface of the olivine shows up as a clean peak and can be used to estimate the
depth resolution which for this 13 lm thick sample is around 0.8 lm. The
resolution will get worse deeper within the sample due to energy straggling. The
background before the data analysis looks quite different for the two samples. As
indicated in the body of the article the accidental coincidences come from proton
scattering of the matrix atoms. Different matrix composition, account for the
differences in background shape. Beauty of the coincidence method is that the data
analysis removes almost all of the background leaving real pp-events, which can be
converted to hydrogen concentration in the sample.
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will interfere with the true coincidences. After both geometrical
cuts, the background near the pp peak decreased a factor of four
and the signal to noise ratio (SNR) increased by a factor of four.
The background can be easily seen by moving away from the
180 azimuthal separation. Here we will encounter multiply scat-
tered particles and accidental coincidences only.
The ﬁnal cut is the cut on the time difference for the two parti-
cles as the function of their energy difference. We see that cut and
its results in Fig. 4a and b respectively. Real pp events are arranged
in a band. It is expected that both Dt and DE will be nearly zero for
particles scattering at 45 since in this case both particles should
follow the same path. Both Dt and DE should increase for particles
with different scattering angles like those coming at 30/60. This
effect should be most pronounced in thick samples. The ﬁnal result
presented in Fig. 4b is an almost background free spectrum which
can be used to estimate the hydrogen content relative to the stan-
dard sample.
In Fig. 5, the energy sum spectra from two actual geological
samples are presented. All of the previously discussed cuts havebeen applied and the before and after histograms are superim-
posed. In both cases accidental coincidences decreased drastically.
Estimated SNR increased 27 times in Fig. 5a so that SNR >20 with
all the cuts applied. Since this sample has an estimated 530 ppm at.
of hydrogen the current setup should be able to see down to some
20 ppm at. In Fig. 5b the content of hydrogen on the surface of the
sample is much higher than in the bulk of the sample. We assume
that this is a contamination limited to few atomic layers on the
surface of the sample, and this gives us a sharp peak from which
we estimate the achieved depth resolution near the surface of a
thick geological sample to be 0.8 lm.
5. Conclusions
The goal of this experiment was to test the position sensitive
detector as a tool for pp-scattering at LIBAF. As it was previously
indicated [8], DSSSD is perfectly suited for this technique. Still a
lot of work remains to be done. Mechanical difﬁculties when
installing the detector in the target chamber means that subopti-
mal geometry was used and additionally the experiment suffered
from the limitations in the DAQ capacity. This information will
be used in future experiments to calculate the actual concentra-
tions and depth proﬁles of hydrogen. Currently, the sensitivity lies
around some tens of ppm. When fully functional the system should
be able to reach sensitivity on the order of ppm in a reasonable
time, for the samples of interest with a depth resolution better
than 1 lm.
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