elled as behavioural blocks. When a first assessment of the pll performance is complete, the behavioural vco model can be substituted by a more detailed transistor level description, and the phase-frequency detector by a gate level model. The digital parts of the circuit are almost always automatically synthesised starting from a high level formal description, given, for example, using the verilog or vhdl languages. The same approach can be applied to the design of digital to analog converters (d2as), analog to digital converters (a2ds), switched capacitor filters, sigma delta modulators, class-d amplifiers, etc. [2] [3] [4] In a soc each subsystem can be analyzed using the simulation tool that is most appropriate for the chosen description detail level. Digital subsystems could in principle be simulated using conventional analog tools such as spice-like simulators, but this is very inefficient, since the digital parts of a soc are often composed of a huge number of components. It is much more efficient to use analog simulators to characterize and collect timing properties of simple digital cells, each composed by few tens of components, and check the functionality of the digital subsystems, that are composed by a very large number of these cells, using event-driven simulators [5] [6] [7] .
After the initial design phases, where the digital and analog blocks of the circuit are simulated using different approaches and numerical algorithms, a general system simulation strategy is needed. A common approach is to perform an analog mixed signal (ams) simulation where the digital and the analog simulators cooperate and synchronise the progress of system simulation time. In this case pseudo-a2d (pa2d) and pseudo-d2a (pd2a) converters are inserted in the circuit netlist to adapt signal representation between the digital and the analog parts of the circuit. We defined these converters as "pseudo" since they are not part of the circuit in practice. To the authors knowledge, ams simulators implement the direct current (dc) analysis, which determines at least one equilibrium point of the circuit, and the time domain (tran) analysis that, starting from a well defined initial condition, possibly determined by dc, computes the dynamic behaviour of the circuit [8] . Several analyses implemented in commonly used analog simulators are not available in ams environments. Among these, those that allow to determine a periodic steady state solution, such as shooting (sh) and harmonic balance (hb), and derived ones, such as periodic small signal (pac) and periodic noise (pnoise), that allow to efficiently determine the small signal behaviour due to a small signal perturbation or noise that is superimposed to the circuit limit cycle in the phase space [9] [10] [11] [12] .
These analyses are largely used and useful for the design of periodic circuits such as, for example, those used for rf applications, plls, switched capacitor filters, etc. The unavailability of these analyses can be a serious problem, whose only solution is to find an approach that adds mixed analog/digital circuits to the class to which sh, pac and pnoise can be applied. This is possible if the concept of variational model is extended to dynamic systems that are not Lipschitz continuous.
In the sequel, a general presentation of ams simulation methods is given, the extension of these methods to allow periodic steady state simulations is then presented. The approach here shown has been developed starting from previous works in the field of mechanics based on the use of "saltation" matrices. Some pioneering work in the circuit analysis field and based on a similar approach can be found in [13] . A recent application of saltation matrices to the specific case of power conversion circuits can be found in [14] and [15] . In these pages a unified and general framework for the use of saltation matrices in circuit simulation is presented, so to finally extend to mixed analog/digital circuits (i.e. circuits that are not Lipschitz continuous) variational model based analysis methods.
A general presentation of saltation matrices from a systems theory point of view can be found in [16] 
The AMS simulation framework
The definition of a unified modeling framework [17] allowing the computation of the variational model of an ams circuit, which is the core of the steady state analyses mentioned in the Introduction, can be given following a step-bystep approach. In particular, smooth non-autonomous analog circuits are first considered, then switching non-autonomous analog circuits can be introduced to finally deal with ams circuits.
Smooth non-autonomous analog circuits
When one aims to formulate a compact and reliable model able to describe the dynamics of a well-posed smooth non-autonomous analog circuit, he can resort to the following semi-explicit index-1 differential algebraic equation (dae)       ẋ = f (x, y, t) g(x, y, t) = 0
where the differential state variables and algebraic variables of the circuit are x(t) ∈ U ⊂ R Na and y(t) ∈ V ⊂ R Ma , respectively, f : R Na+Ma+1 → R Na , and g : R Na+Ma+1 → R Ma . In the case of smooth circuits, f and g are assumed to be continuously differentiable in their definition domain and their partial derivatives matrices are referred to as f x , f y , f t , g x , g y , and g t . As an example, f x jk = ∂f j /∂x k , for j, k = 1, ..., N a . In Eq. (1.1), x 0 is the initial condition of the circuit state variables at time t = t 0 , whereas the initial condition y 0 of the algebraic variables must be chosen in order to satisfy the constraint g(x 0 , y 0 , t 0 ) = 0. Under the aforementioned differentiability hypotheses for g, y 0 can be evaluated through the implicit function theorem provided that g y (x 0 , y 0 , t 0 ) is not singular and a unique and smooth function γ : R Na+1 → R Ma exists so that y 0 = γ(x 0 , t 0 ). In general, this is possible for any (x * , y * , t * ) such that g y (x * , y * , t * ) is invertible, thus allowing to obtain the sensitivity of y with respect to a parameter p from the sensitivity of x with respect to the same parameter. In fact, assuming that (x s (t), y s (t)) is the solution of Eq. (1.1) for t ∈ [t 0 , t 1 ], the sensitivity of this solution with respect to a system parameter p ∈ R can be computed from Eq. (1.1) as
dx dp + f y | y=ys dy dp g x | x=xs dx dp + g y | y=ys dy dp = 0 dx 0 dp
Setting u ≡ dx /dp and w ≡ dy /dp and interchanging the order of derivatives, we obtain
Equation (1.3) represents a "new" linear and time varying dae and, since we have assumed that g y is non singular, we have
The u(t) solution of the linear time-varying differential equation (1.5) leads to the sensitivity of x s (t) with respect to parameter p; the w(t) sensitivity of y s (t) can be subsequently derived from Eq. (1.4). If one is interested in evaluating the sensitivity of the solution with respects to the initial conditions, it is sufficient to introduce matrices Φ(t, t 0 ) ∈ R Na×Na and Ψ (t, t 0 ) ∈ R Ma×Na and solve 6) where I Na is the N a × N a identity matrix, and then evaluate Ψ (t, t 0 ) = − g −1 y x=xs g x | x=xs Φ(t, t 0 ). From a numerical point of view, since the partial derivatives matrices in Eq. (1.6) are to be evaluated along the solution of Eq. (1.1), those differential equations are solved in parallel. The sensitivity matrix of y with respect to x 0 is then given by
If (x s (t), y s (t)) is a stable T -periodic solution of Eq. (1.1), the Φ(t 0 + T, t 0 ) monodromy matrix, solution of Eq. (1.6) at t = t 0 +T , exhibits N a eigenvalues lying on and within the unit circle in the complex plane. If the circuit is autonomous, i.e. Eq. (1.1) does not depend explicitly on time, at least one of these eigenvalues is fixed to 1. It is worth noting that the sensitivity of y with respect to y 0 is always zero, since the algebraic variables of the circuit must satisfy, at each time instant, the constraint g(x, y, t) = 0 given the specific dynamics of the circuit state variables. Correspondingly, if Eq. (1.1) is written as the equivalent ordinary differential equation (ode) 8) where G(x, y, t) = −g −1
if it admits a T -periodic solution, its sensitivity matrix evaluated over one period is characterized by N a + M a eigenvalues, N a (exactly the same of Φ(t 0 + T, t 0 )) lying on and within the unit circle in the complex plane, and M a identically null.
Saltation matrices in brief
Before dealing with modelling of switching non-autonomous analog circuits, we first recall here the saltation matrix formulation, one of the basic mathematical tools that is extensively exploited in the sequel. The reader can find for instance in [16] all the details concerning the analytical derivation of this formulation. In Sec. 1.4.2 an approach analogous to the one in [16] is used to obtain the saltation matrix expression in a specific application case. Without lack of generality we focus our attention on a basic hybrid system described by the set of odes   ẋ
where x ∈ R Na , f 1 and f 2 are assumed to be smooth in R Na , the subspaces R 1 and R 2 are not fixed but can vary at different time instants since they are separated by a surface Σ(t) so that, for every t ≥ t 0 , R Na = R 1 (t) ∪ Σ(t) ∪ R 2 (t). An event manifold h(x, t) is adopted to verify whether or not a generic point x(t) belongs to either Σ, or R 1 or R 2 . More specifically
T as normal vector for all x(t) ∈ Σ(t), moreover, for all t ≥ t 0 , 11) which means that every trajectory reaches the surface Σ transversally so that sliding motion [16] is not allowed. As a further hypothesis, a mapping function M (x) : R Na → R Na is considered such that, whenever a trajectory crosses the surface Σ, for instance from
The dynamics of the system undergoes an impact at t 1 (i.e. x + (t 1 ) = x − (t 1 )) and a switch (since x + (t 1 ) ∈ R 2 implies f = f 2 for t > t 1 ). The Jacobian matrix of M (x) will be referred to as M x (x).
With reference to Fig. 1 .1, assuming that x 0 ∈ R 1 , Φ(t 1 , t 0 ) can be obtained using the composition property of the sensitivity matrix, in this case as Φ(t 2 , t 1 )SΦ(t 1 , t 0 ), being
(1.12) If M (x) = x (i.e. no impact occurs), Eq. (1.12) reduces to
(1.13)
Switching non-autonomous analog circuits
A switching non-autonomous analog circuit can be basically modeled by a piecewise smooth dae, i.e. considering f and g in Eq. (1.1) as piecewise smooth functions and introducing properly defined K SW manifolds partitioning the circuit state space in non-overlapping regions in which f and g are still continuously differentiable. These manifolds can be written as h SW,k (x, y, t) = 0, for k = 1, ..., K SW , and it must be assumed that, for each of these manifolds, the normal vector exists and is expressed as 
(1.14)
When a trajectory "hits" one of these manifolds, say for instance at t = t 1 , either f or g, or both, undergo a switching event which is responsible of discontinuities inẋ and/or y. The differential variables x in Eq. (1.1) are the circuit state variables and thus exhibit no discontinuous change, whereas the algebraic variables y can, possibly, undergo an impact event as shown in Fig. 1.2 . This happens since, if the algebraic constraint is changed when a given manifold is reached by a trajectory, intrinsic continuity of the differential state variables implies a "jump" in the algebraic ones (see Fig. 2(b) ). In other words, adopting the superscript − and + to identify variable values immediately before and after t = t 1 respectively, one always has x + = x − and either y + = y − , if g switches, or y + = y − otherwise. In this cases, as introduced in Sec. 1.2.2 in the ode case, it is still possible to define the matrices Φ(t, t 0 ) and Ψ (t, t 0 ) introduced in Sec. 1.2.1 by resorting to saltation matrices and the composition property of the sensitivity matrix. In particular, the former can be viewed as "correction factors" to be introduced whenever a trajectory of the system hits one of the aforementioned manifolds.
Consider now the more general case shown in Fig. 2(b) , in which both f and g exhibit a switch in correspondence with a generic manifold h SW (x, y, t) = 0. It can be assumed that, starting from the initial condition (x 0 , y 0 ) at t = t 0 , we have
In the following, making reference to Fig. 2(b) , functions f and g will be referred to as f 1 and g 1 , or f 2 and g 2 , if h SW (x(t), y(t), t) < 0 or if h SW (x(t), y(t), t) > 0, respectively. A further non restrictive basic assumption (as it has been done in Sec. 1.2.2), is that f k and g k (for k = 1, 2) are continuous and differentiable in U and V (see Eq. (1.1)). Under these assumptions, being (1.1) a semi-explicit index-1 dae, we write (for k = 1, 2) g kx (x, y, t)ẋ + g ky (x, y, t)ẏ + g kt (x, y, t) = 0 .
(1.16)
as it has been done in Eq. (1.8) for the smooth case the piecewise smooth dae modeling the switching circuit can be reformulated with the equivalent ode To keep notation terse, in the following all the expressions evaluated at t = t 1 in (x − , y − ) will be underlined whereas those evaluated in (x + , y + ) will be overlined. To obtain all the terms needed to evaluate the saltation matrix expression given in Eq. (1.12) for this extended ode, the implicit function theorem is applied to g 2 to identify the mapping function M (see Fig. 2 
As a further consequence of the implicit function theorem, the Jacobian ma-
where 0 Ma is a M a × M a matrix whose entries are zero. The saltation matrix expression is
Notice that the denominator of the second term in the r.h.s of Eq. (1.20) does not depend on the expression g 2 assumed by g after the switching event. This term is related only to the system characteristics for t < t 1 . The last and fundamental step is now to derive the saltation matrices S Φ and S Ψ to be used directly in the dae (and not in the extended ode of Eq. (1.17)) to properly evaluate, also in the piecewise smooth case, Φ and Ψ , respectively. The basic idea is to keep in mind the very definition of saltation matrix and thus write how a perturbation (
T , applied immediately before the switching event at t = t 1 , is propagated and mapped in the perturbation (∆ T x + , ∆ T y + ) T observed immediately after the switching. Since, owing to the algebraic constraints in Eq. 
) and
(1.23) If just f is involved in the switching event (i.e., g 1 = g 2 as in Fig. 2(a) ) no impact is observed on y (i.e., y + = y − ). As a consequence, mapping M reduces to (x + , y + ) = (x − , y − ) and M x,y = I Na+Ma , in this case it is easy to verify that S Ψ = S Φ .
The last step is to apply the composition property of the sensitivity matrix as it has been done in Sec. 1.2.2. With reference to Fig. 1 .2, consider a trajectory originated from the initial condition (x 0 , y 0 ) at t = t 0 belonging to the state-space region in which f k = f 1 and G k = G 1 and reaching the manifold h SW (x, y, t) at t = t 1 . Then, for t = t 1 , the switching event described above takes place and for t ∈ (t 1 , t 2 ] f k = f 2 and G k = G 2 . In this case, owing to the composition property, the sensitivity matrix Φ(t 2 , t 0 ) is thus given by Φ(t 2 , t 1 )S Φ Φ(t 1 , t 0 ) where Φ(t 2 , t 1 ) and Φ(t 1 , t 0 ) are "conventional" sensitivity matrices. Mutatis mutandis according to Eq. (
If a generic piecewise smooth dynamical system admits a T -period solution, by properly introducing saltation matrices the same considerations done in Sec. 1.2.1 concerning the eigenvalues of the system monodromy matrix hold.
AMS circuits
As a first step one can think of an ams circuit basically made up of an "analog" part and a "digital/behavioral" part (see Fig. 1.3) . Actually, from a purely physical point of view, the analog vs. digital distinction is in many ways artificial. When simulations of these circuits are performed, the distinction is often ruled by practical limitations (in terms of simulation times) and detail level required by the designer. For large circuits, it is common practice to represent parts of the circuit with very detailed analog models, and other parts with simplified behavioral (digital) models. The same circuit can be thus modeled in many different ways, the main goal of the mixed mode simulation is to obtain sufficiently accurate results in a reasonable simulation time.
In the analog part of the circuit all variables and time will assume real values and dynamical behaviour is modeled by a dae (as described in Secs. 1.2.1 and 1.2.3). At the digital side all variables, except, possibly, time, are assumed as being quantized; this second part of the circuit is described by a discrete map (function s( · ) in Fig. 1.3 , representing the sequential parts of the circuit) plus, if it is necessary, some additional algebraic equations, modeling eventual pure combinatorial parts (function c( · ) in Fig. 1.3) .
The counterparts at the digital side of the differential and algebraic variables of the analog part are, respectively, the sequential variables w ∈ R N d and the combinatorial ones v ∈ R M d . Since the digital and the analog domains have, in general, a different scale of values, each of these variables is remapped in the digital and analog parts, thus obtaining x d , y d and w a , v a , respectively. To do this a set of mapping functions is needed
The generic architecture of an ams circuit. The time variable t is assumed, at least in principle, to be available at both sides of the circuit. In particular, in the digital part, both a clock signal t d and the continuous variable t are available. Clock-time can trigger sequential events and the continuous variable can be used to store the value of t at specific events if one is interested, for instance, in producing delayed digital outputs.
that, in the simplest case, are pa2d and pd2a converters. Using this notation, as shown in Fig. 1.3 , variables x d and y d have the role of "input" to the digital part, while variables w a and v a can be considered as input to the analog part.
To take into account the influence of these new variables, Eq. (1.1) can be rewritten as
(1.25)
From the notation used in Eq. (1.25), it can be thought that the digital variables mapped in the analog domain act as parameters. It is crucial to highlight that these parameters are time-varying and their evolution is governed by
Evaluation of Eq. (1.26) is performed at time instant t n+1 in correspondence to the occurrence of external or internal events, e.g. transition of a clock signal, change of value of one or more input signal, etc. The values used in the r.h.s. of map s are evaluated at a previous time instant t n . The time step t n+1 − t n can have a fixed value in clocked digital systems or any value (and even tend to zero) if the digital part is event driven.
Functions f and g in Eq. (1.25), as it has been done in Section 1.2.3 to deal with hybrid non autonomous analog circuits, are assumed to be continuously differentiable in a set of regions of the state space delimited by a proper set of switching manifolds. Note that switching phenomena are now ruled also by w and v. As matter of fact, even under the simplest assumption that both f and g are continuously differentiable in all their definition domain, a discontinuity in the digital variables can be interpreted as a switching event for those functions. To summarize, at the analog side one can observe the phenomena described in Section 1.2.3 owing to both the nature of functions f and g themselves, and the influence of variations of w and v. As a consequence the switching manifolds must be re-written as h SW,k (x, y, t; µ d2a (w), µ d2a (v)) = 0, for k = 1, ..., K SW .
At this point it is essential to focus on the dynamics of the digital part of the circuit and variables w will be first considered. These variables, if analyzed from the continuous time domain point of view, are characterized by an always null time derivative but in correspondence with those events that are responsible of their discontinuous variation, where their derivative is not defined. These (impact) events take place in correspondence to the occurrence of external or internal events and can thus be associated to impact manifolds. In the simplest case, w variables undergo impact events because the outputs of µ a2d converters, that are stored in w-type variables, change. This kind of situation induces a subset of manifolds depending on x and y. A further cause of change of variables w is due to the evolution of map s. This may occur because of (i) a clock signal (in this case simple manifolds depending only on t are to be considered), (ii) a variation of variables w depending on the µ a2d converters outputs, or (iii) a variation of variables v. In the last case, some of the variables v must change so that the (algebraic) combinatorial constraints c still hold when any of the variables w storing the output x d and y d of µ a2d converters, are changed. To summarize, discontinuous variations of w may occur when proper impact manifolds h IM,j (w, v, t; x, y) = 0, for j = 1, ..., J IM , are reached by the system trajectory.
The only difference between the manifolds h SW,k and h IM,j is that the former depend on the digital to analog conversion of w and v whereas the latter directly depend on x and y. This discrepancy is due to the fact that the µ a2d converters are directly involved into the formulation of h IM,j and can be viewed as belonging to the digital side. For the sake of symmetry, the µ d2a converters can be included in the analog part and, more specifically, in the very formulation of functions f , g, and h SW,k . This is represented by the darker gray regions in Fig. 1.3 .
As a last preliminary step, the reset functions ruling the variations of w and v must be analyzed. As far as w is concerned, the µ a2d converters and the map s are directly responsible of assigning to w + proper values whenever an impact manifold is reached at a given time instant t = t 1 . The value v + of the algebraic variables is in turn computed by resorting to function c. In the most general situation both w + and v + are evaluated through a map M depending on x − , y − , w − , and v − as discussed in Section 1.2.3 in relation to y + . Since (i) w and v can assume only discrete values and (ii) the analytic expressions of s, c, and µ a2d are not in general differentiable (for instance think of a combinatorial function c made up of logical operators), the reset functions acting on w − and v − will be treated as simple assignments
The above assumption is crucial and its effects must be highlighted. A direct consequence is that the Jacobian matrix M w,v of the reset function M is a diagonal matrix Λ whose entries Λ q,q (for q = 1, ..., N d + M d ) are 1, if the corresponding digital variable w or v is unchanged by M , and 0 otherwise. Moreover, from a more conceptual point of view, a constant M means that no direct perturbations are allowed at the digital side; its time evolution can be only indirectly perturbed by the analog part of the circuit. The effect of this perturbation can be interpreted as jitter at the digital side, since it simply affects the time instant at which impact events may occur but does not modify the values assumed by w + and w − . Finally, by introducing a new differential variable z = (x T , w T , v T ) T , the whole ams circuit is described as follows
together with the manifolds
and their normal vectors 
where Θ is either {SW, k} or {IM, j}. For the sake of simplicity, in the following, whenever possible, symbol Θ will be omitted. The sensitivity matrix of system (1.27) can be computed as introduced in Section 1.2.3 by assuming that (i) both functions F and g in Eq. (1.27) are piecewise continuously differentiable and (ii) the implicit function theorem can still be applied to g. Matrices Φ and Ψ are now 
where
(1.31) Saltation matrix S Φ can then be written as
As in the analog case, if g is continuously differentiable in all its definition domain, Eq. (1.30) becomes
It is easy to show that, in both this last case and the previous one, the saltation matrix S Ψ is exactly the same as in the analog case.
Time domain periodic steady state algorithms
The basic time domain periodic steady state simulation method is the well known sh which allows to efficiently obtain (if it exists) a limit cycle corresponding to a periodic steady-state solution of the circuit being analysed or designed. Once this limit cycle has been obtained, two other time domain periodic steady state simulation methods are typically adopted, pac and pnoise (see for instance [9] [10] [11] [18] [19] [20] ), which are used to determine, with an acceptable computational effort, the small signal behaviour due to a small signal perturbation or noise, respectively, that is superimposed to the available limit cycle. We limit here our discussion to sh since, once it is shown how it can be extended to the proposed ams simulation framework, it will be worth extending also the other two simulation methods. sh can be formulated in different ways, here a simple presentation of one of these is briefly given, a more thorough analysis can be found in [21, 22] .
The first important assumption that must be made is that system (1.27) admits a limit cycle as a steady-state solution and that an initial condition x 0 sufficiently close to the cycle is known. In this case, if a smooth ode is considered (i.e. there are no algebraic equations, no digital parts, and no vector field switchings) the solution is relatively simple and well known. Denote with x s (t) = x s (t + T s ) the expected periodic solution of unknown period T s and augment the original ode with equation dT /dτ = 0, where T the unknown period of solution x s (t) and having adopted the transformation τ = t/T such that the period of the transformed problem is equal to 1.
The boundary conditions that must be specified for the transformed problem must force the trajectory that is found to be closed and, for autonomous systems, must specify a phase condition s that ensures that the boundaryvalue problem (bvp) has a unique solution
The nonlinear equation solved by sh for this bvp is
where ϕ(x(0), T ) is the solution of the initial-value problem at t = T , from initial condition x(0). Equation (1.35) can be solved using a Newton method, solving at each step a linear equation whose coefficients matrix is
where, at the i-th iteration, the entries of (1.36) are evaluated at the current approximation (x (i) (0), T (i) ). When the Newton iterative method converges, an initial condition x * (0) on the limit cycle and the cycle period T * are found, moreover,
is the correct sensitivity matrix. If switching events are present, sh can be easily generalized by introducing saltation matrices, in the following we will call this method including all related auxiliary algorithms discontinuous shooting (dsh). The Newton method yields at each time step t n the sensitivity matrix Φ(t n , t n−1 ) and Φ(1, 0) can be derived as the left product [23] Φ(1, 0) = Ns n=1 Φ(t n , t n−1 ) .
(1.38)
If switching events are located at known time instants, it is sufficient to insert in the above left product a saltation matrix S Φ at each event. If, as an example, there are two discontinuities in the vector field at time samples n = N 1 and n = N 2 (N 1 < N 2 ), Eq. (1.38) becomes
(1.39) Extention to the DAE case is rather straightforward and is detailed in [17] .
In the general case, the ams circuit is modelled by Eq. (1.27) and, since w and v can assume only discrete values, at each Newton iteration i providing the next z (i+1) (0), only x (i+1) (0) are to be directly considered as the initial condition for the next step of the time domain analysis, whereas w (i+1) (0) and v (i+1) (0) are to be evaluated according to the relations enforced by the digital part of the circuit.
Localization of the switching and impacting manifolds
A main ingredient for the computation of the correct fundamental matrix for generic ams circuits are the saltation matrices introduced in Eq. (1.20) and Eq. (1.32). These formulas require knowledge of the h SW,IM (z, y, t) manifolds and of their normal vector, and this can in some cases require some further analysis.
In the ams circuit simulation context it is possible to distinguish between two different types of manifolds, the extrinsic ones and the intrinsic ones. Manifolds of the former type are known a priori and can be easily formalised, as, for example, the pa2d pseudo-converters: in this case the thresholds that define the corresponding digital code are known a priori. Manifolds of the latter type are not known a priori and must be determined run-time during the circuit simulation.
In the next two subsections we present, respectively, an approach to automatically locate intrinsic manifolds and an algorithm to efficiently manage extrinsic ones.
Automatic location of intrinsic manifolds
Consider the dae described in Eq. (1.27) and perform one integration step of the time domain analysis, which is at the base of sh. Assume to know the x(t n ) and y(t n ) components of the solution at the t n time instant and to compute the same components at t n+1 = t n + h n , where h n is the integration time step. Theẋ(t n+1 ) andẏ(t n+1 ) derivatives are directly available from the evaluation of the f (x(t n+1 ), w(t n+1 ), v(t n+1 ), y(t n+1 ), t n+1 ) vector field and g(x(t n+1 ), y(t n+1 ), t n+1 ) in Eq. (1.27). Theṙ(t n+1 ) andṡ(t n+1 ) estimates oḟ x(t n+1 ) andẏ(t n+1 ), can be computed, respectively, through the sensitivity matrices Φ(t n+1 , t n ) and Ψ (t n+1 , t n ) as    ẋ
(1.40) where the known term is different from zero only in non-autonomous circuits. If f and g are smooth functions we have
Consider now inequality
where subscript j identifies the j-th component, 0 < α rel < 1 represents a relative tolerance threshold and α abs ∈ R + represents the absolute one. Along the time domain integration of Eq. (1.27), Eq. (1.42) is used as a monitor function to locate jumps in the vector field. Any time Eq. (1.42) is not satisfied the integration time step h n is shortened and the integration procedure is repeated. If the value of h n becomes smaller than the minimum allowed step h min determined by the relative precision ǫ of the alu and inequality (1.42) is still unsatisfied, then it is possible to conclude that f and/or g are not "sufficiently" smooth or, equivalently, that there is a "jump" and thus introduce a saltation matrix. This "cut and try" mechanism ensures that the manifold is located in time with an accuracy limited by ǫ, i.e. the best possible one. In case of a "false alarm", since f and g are smooth, the S Φ and S Ψ saltation matrices in Eq. (1.22) and Eq. (1.23) simply reduce to the identity matrix. False jumps can be due to modeling functions such as a(t) = tanh(kb(t)) that are C ∞ , but that can be seen as discontinuous during their numerical evaluation if the |kb(t)| argument undergoes large variations. In this case the h(z, y, t) equation of the manifold does not exist, but, during simulations, "numerical manifolds" have to be anyway located and saltation matrix exploited to accurately compute the fundamental matrix.
When a jump has been located in time, its normal vector must be computed. We assume that, locally, the manifold is modeled with sufficient accuracy by the linear equation
where b can assume only the 0 and 1 values. The number of unknowns in
, therefore, the same number of independent scalar equations is needed to determine the entries of the η z , η y and η t unknown vectors. We "explore" F and g in a neighborhood of the manifold by starting from the (z − − δ z , t − − δ t ) solution (see Fig. 1 .2), y is derived using g. Increments δ z and δ t are chosen so that we remain in the portion of the vector field laying before the manifold traversal point but sufficiently far to ensure an acceptable condition number of the matrix related to the linear problem in Eq. (1.43). We explore F and g by linearly varying one by one each of the analog state variable components of z j (j = 1, ..., N a ). Specifically, the value of |δ z,j | is increased until the maximum allowed value δ max z,j checking if there is a sharp variation of a component of F and g. The value of z + δ z,j and y at which there is the jump is substituted in scalar equation (1.43) and we set b = 1. This procedure is repeated for each component of z and for t. Note that each sweep exclusively requires evaluations of F and g and is thus very efficient.
If a sweep till δ max z,j does not show any sharp variation of F or g, then the manifold does not depend on this specific z j component; in this case we set z j = 1, all the other entries of z and y equal to 0 and b = 0. The same mechanism is applied to time t. At the end of this process the set of scalar equations (1.43) forms a linear problem that can be solved for η z , η y and η t .
An algorithm to efficiently manage extrinsic manifolds
As a first assumption we will consider an ams circuit modeled by Eqs. (1.27), (1.28), and (1.29) in the special case in which its analog part is described by an ode (i.e., no algebraic variables y are present at the analog side) and the switching manifolds h SW,k (z) (for k = 1, ..., K SW ) depend on w and v only. The first assumption can subsequently be removed thus generalizing the method also to daes. The second assumption means that switching phenomena at the analog side of the circuit are driven just by digital events transferred to the analog side by pd2as. These events will be identified in the following by generic manifolds h PD2A (z). The digital part of the circuit, in turn, is driven by the evolution of an external time signal triggering digital events and by the outputs of pa2ds providing it with evolving values x d to be processed. The latter events will be associated with the h PA2D (z) manifolds. All the aforementioned manifolds are extrinsic since their analytical expressions are provided by pa2ds and pd2as, whose "mapping functions" are assigned when the ams circuit is designed. One can now ask himself how a perturbation applied to the analog part of the circuit propagates its effect through the digital one and then how it comes back. This is interesting since, if we assume to have noise at the analog part of the circuit, it affects the analog variables x causing uncertainty at the input of pa2ds and, consequently, affecting the time instants at which the x d variables change. This, in turn, causes a variation in the time instant at which pd2as "communicate" at the analog side, through w a and v a , the output of the digital elaboration driven by the evolution of x d and, consequently, its effect on the dynamics of x. If we stop at this level of analysis, one might be convinced that each event modeled by a h PA2D (z) manifold always has repercussions on the effects, at the analog side, of a related h PD2A (z)-manifold modeled event. In fact this is not the case. A simple example is given in Fig. 1.4 A simple example of ams circuit. The AND logic gate is assumed to be characterized by a delay ∆t in its elaboration time. ξ is a noise voltage source. Fig. 1.4 where the digital (combinatorial) part of the circuit is simply made up of a logic AND gate characterized by a delay ∆t in its elaboration time. The v 1 output of such a gate is passed to the analog part of the circuit to drive, for instance, an ideal switch. The inputs of the gate are two properly digitally converted analog variables x 1 and x 2 , the former being perturbed by a noise source ξ. We can imagine to choose an initial condition for the circuit at t = t 0 so that x 1 d (t 0 ) = x 2 d (t 0 ) = 0 (in the following 0 and 1 stand for the logical values false and true, respectively). Assume now ξ to be null and the evolution of the analog part of the circuit to be such that x 1 d = 1 and x 2 d = 1 in t 1 and t 2 , respectively, with t 1 < t 2 . It is evident that v 1a (t 2 + ∆t) = 1. Assume now ξ = 0, in this case x 1 d = 1 at t = t 1 + ∆t 1 but, if t 1 + ∆t 1 < t 2 , one will always observe v 1a (t 2 + ∆t) = 1. This means that the effect of perturbing x 1 is not propagated back from the digital part of the circuit to the analog one. Exactly the opposite behaviour would be obtained by perturbing x 2 instead of x 1 .
Through this simple example it should be clear that, in general, when analyzing the dynamics of an ams circuit all the events at the digital side driven by pa2ds should be tracked then identifying which one of them is the last responsible of a subsequent pd2a event. Each event can be tagged at the analog/digital interface and these tags are propagated in the digital elaboration and finally used, if necessary, at the digital/analog interface. The algorithm we show in the following exploits exactly this idea properly "composing" saltation matrices during the analysis of the circuit dynamics.
Before proceeding, another important consideration must be done concerning the digital elaboration time. In general, it makes sense assuming that the effects of an event driven by a pa2d can be always observed at the analog side after an even brief time interval. This time interval can depend on either the intrinsic delays of the digital part, or the digital part elaboration time, or a fixed time chosen by the circuit designer as it happens, for instance, in pulsed energy restored oscillators [24] . In general, when a given h PA2D is reached, the derivative of the continuous trajectory of the x-variables exhibits no discontinuity. Keeping this concept in mind, let's consider Fig. 1 .5 in which previous assumptions have been graphically summarized. By re- trajectories. Manifolds h PA2D (z) and h PD2A (z) represent, respectively, switching of a pa2d and of a pd2a, only the latter represents a change of vector field and, hence, a switching condition. This sketch represents the projection of the system trajectory on the analog state variables subspace.
ferring to this figure, we imagine to compute the system sensitivity matrix along a trajectory starting from z 0 and evolving in the region where f 1 is the active vector field. At z 1 the h P A2D (z) boundary introduced by a pa2d is traversed and its digital output code changes; however, there is no jump in the vector field at the analog side. At z 2 there is a "jump" in the vector field caused by the switching of a pd2a; this is formalised by traversal of the h P D2A (z) = 0 manifold. The trajectory then evolves from z 2 to z 3 showing a cusp in z 2 . In this specific case we want to derive the expression of the S saltation matrix finding out (at first order) how the ∆z 0 perturbation of the state z 0 at t 0 affects the deviation of the trajectory from z 3 to z 3 + ∆z 3 at t = t 0 + t PA2D (z 0 + ∆z 0 ) + ∆t being
• t PA2D (z(t 0 )) the time needed to reach the h PA2D (z) manifold (i.e. switching of a pa2d) from z(t 0 ); • ∆t the fixed time interval that must elapse after the switching of the pa2d before observing a switch in the vector field of the analog part of the circuit; this happens when the trajectory reaches the manifold h PD2a (z) = z − ϕ t0+tPA2D(z(t0))+ ∆t (z(t 0 )); • ϕ t (z(t 0 )) the system trajectory evaluated at t and originated in z(t 0 ).
Furthermore, without losing generality, it is assumed that t PA2D (z 0 + ∆z 0 ) = t PA2D (z 0 ) + ∆t with ∆t > 0. In particular, we are interested in deriving S such that
To obtain a simpler notation we define (see Fig. 1 .5)
As a first step it is possible to write
and then 
, and ∆z 3 = z 2 − z 5 + (f 2 (z 2 ) − f 1 (z 2 )) ∆t , respectively. By defining Φ ik the system sensitivity matrix evaluated on the trajectory originated from z k and ending in z i , since
we finally obtain
and thus
If switching of pa2d and pd2a is simultaneous, ∆t → 0 and, consequently, S reduces to the standard saltation matrix formulation given in Eq. (1.13). At this point it is possible to delineate an algorithm to deal with the extrinsic manifolds to be included in the dsh analysis (see Sec. 1.3).
• At each integration time step it is checked if at least one pa2d or pd2a has switched. In the following we consider first a commutation of a pa2d since pd2as switches are a consequence of pa2ds commutations.
• If there is a switch of a pa2d, the corresponding h PA2D (z) = 0 manifold is known since it is defined by the voltage threshold at which there is a change in the digital coding at the pa2d output. The manifold equation is added as an extra equation to those of sh and the integration time step is added among the unknowns to have a well posed problem. The solution of this enlarged problem gives the "exact" time instant at which the manifold is hit. The term exact is quoted since we use the Newton method to solve this problem and the iterative method stops when the estimated accuracy of the found time step satisfies a given value.
• Vector α of Eq. (1.49) is computed. The η T PA2D (z) z1 normal to the manifold is known together with both the f 1 (z 1 ) vector field and the Φ 10 transition matrix at the switching time instant. The vector is attached as a property of the digital network connected to the output of the switching pa2d.
• These α properties are handled and inherited consistently with the elaboration of the digital signals in the digital portion of the circuit. The elaboration depends on the implementation of the digital model of the circuit through, for example, the verilog or the vhdl languages. At the end of the digital elaboration (that can involve also delays) there can be a switching of a pd2a due to a change of the digital code at its input. In Fig. 1 .5 this is formalised by manifold h PD2A (z) = 0. The specific α property attached to the digital net that is causing the commutation is assigned to the pd2a.
• When a pd2a commutes it can generate a jump in the vector field; product β in Eq. (1.49) is computed by exploiting the propagated α property.
This implementation is highly efficient since the memory required to compute the saltation matrices depends only on the number of pa2ds since the number of α variables equals the number of pa2ds, and not on the complexity of the analog and digital parts of the circuit.
Numerical results
To show the effectiveness of the approach discussed in the previous Sections, in the sequel we consider two circuits that implement signal processing functions and that can be modeled by daes characterised by a switching vector Fig. 1.6 The schematic of the analog to digital converter.
field. We simulate them with dsh in the version implemented in our simulator pan ( 4 ) and discuss the obtained numerical results. Before proceeding, we underline that the emphasis in proposing these circuits is not on the circuits themselves but on the application of the dsh approach.
The first circuit here considered is shown in Fig. 1.6 ; it implements a simple sample & hold (S&H) that drives an analog to digital converter (ADC). The ADC is directly connected to a digital to analog converter (DAC) that drives a low pass RC filter. We intentionally omitted the digital circuit that eventually does the elaboration of the signal before its conversion by the DAC since it is irrelevant in this context. The circuit is driven by a "large" 1 V at 10 kHz sinusoidal input signal forcing a steady state, we are interested in the small signal behaviour of this circuit, namely, the In to Out periodic small signal transfer function. As always, it is assumed that the effects of the small signal perturbation can be considered as additive with respect to the large signal ones. This small signal is applied at the In terminal and it is S&H by commuting S 1 at 100 kHz. This switch is "ideal" but for its on and off resistance. The sampled version of the analog signal is amplified 10 times and applied to the ADC that codes the signal on the digital bus. The ADC is activated when the input signal has been sampled by the S&H. The digital signal is converted back by the DAC and then low pass filtered by R3 and C2.
From the standpoint of the fundamental-matrix numerical computation, this circuit has the peculiarity of being characterised by several kinds of switching manifolds. If we assume an ideal S&H driving signal that is not affected by any jitter, the manifold related to S 1 of S&H depends only on time (switching time instants) and not on the electrical circuit variables. In this case there is no need to insert a saltation matrix. If the S&H driving signal depends on the electrical variables in some way, saltation matrices are needed. The second kind of manifold is related to the ADC, its digital output depends on the analog input, therefore saltation matrices must be introduced and contribution to the fundamental matrix must be handled in the digital portion of the circuit to allow the "reconstruction" of the small signal transfer Fig. 1.7 The modulus of the spectra computed by the dsh based pac analysis related to the analog conversion of one bit of the ADC (across the C 2 capacitor) in Fig. 7 (a) and to S&H (across the C 1 capacitor) in Fig. 7(b) . x-axis: frequency of the small signal applied to In; y-axis: magnitude of the components of the spectra in dB.
function when the digitally elaborated signal is converted back as an analog signal. This is exactly what is done by the DAC; if conventional approaches are used, the incorrect variational model and fundamental matrix lead to the "isolation" of the small signal output at the Out node with respect to the driving small signal at In. Furthermore, the number of bits or levels used in the analog to digital conversion, as shown in the previous sections, determines the number of manifolds and how manifold traversal effects are handled by the digital portion of the circuit.
We have simulated this circuit with dsh; after a steady state solution has been determined we applied the extended version of pac [11, 20] . In Fig. 1.7 we show the modulus of the spectrum of the small signal voltage across the C2 capacitor (upper panel) and across the C1 one (lower panel). Being the variational model of the circuit time varying the spectra computed by the pac are composed by the beats among the frequency of the small signal perturbation and the fundamental and harmonics of periodic functions contributing the entries of the Φ(1, 0) sensitivity matrix as shown in Eq. (1.38). The result shown in Fig. 1.7 refers to the beat between the dc components of Φ(1, 0) and the frequency of the small signal perturbation. The frequency of the small signal applied to In has been swept in the [10 Hz, 1 MHz] frequency interval. The S&H shapes the transfer function related to C1 that is largely influenced by the opening and closing of S1 at 100 kHz. The shape of the Out voltage spectrum is determined by the square pulses at the output of the DAC, whose time durations depend on α in Eq. (1.49), found in the solution of the variational model when the circuit is driven by the small signal. These pulses can have a very short duration with respect to the working period of the circuit. A correct determination of the periodic small signal transfer functions is an important aspect in the periodic noise analysis [10, [18] [19] [20] . To this end, assume to be interested in how noise generated for example by the R1 and R2 resistors affects the signal at pin Out. In our analysis, these resistors generate thermal and flicker noise; all the other elements of the circuit are assumed noiseless. We performed a periodic noise analysis based on dsh, the total noise power spectral density obtained at Out is shown in Fig. 1.8 ; we can appreciate the almost constant slope of −10 dB/dec due to flicker noise and the up conversion of noise near the fundamental and harmonics of the large signal input. The second considered circuit is shown in Fig. 1.9 ; it implements a class-d audio amplifier. The input signal at node In is conditioned by the feed-back loop constituted by the Op operational amplified, the Ra, Rb resistors and the C1 capacitor. The signal at the output of Op is compared by Cmp to the sawtooth waveform at the Pwm node. The model of the comparator is ideal, i.e. its output instantaneously switches between its upper and lower values. The output of Cmp drives the voltage controlled switches Mp and Mn. The models of these switches are such that Mn closes (its on resistance becomes equal to R on ) when the driving signal is larger than a given threshold while Mp closes when the driving signal is less than this threshold. The sawtooth waveform at node Pwm has a period of 1 µs. The pulsed width modulated large signal (and power) is filtered by the LC filter composed of Lo and Co. The values of these elements have been chosen considering the impedance of the load (loudspeaker). The value of Rb has been chosen equal to 10 Ra in order to have an input/output gain of the class-d amplifier equal to +20 dB. The amplifier has been driven at the In node by the Vin = 2 sin(2π1000t) waveform (large signal). This circuit leads to a dae model with a discontinuous vector field. In fact, by circuit inspection, we can see that the instantaneous switching of Cmp and of the driven Mp and Mn switches lead to a discontinuous voltage across Lo and to a discontinuous current through C1. Furthermore the manifold characterising Cmp is voltage dependent, i.e. the time instant at which there is a commutation of Cmp depends on the instantaneous value assumed by the voltages at the output of Op and at the Pwn node.
The steady state working condition has been computed once more with the dsh method. In Fig. 1.10 we report the driving waveform at In (upper panel), the output waveform at Out (center panel) and that at the output of the Op operational amplifier (lower panel). The apparent thick waveform at the output of Op is a graphical artifact due to the fact that the feedback signal is taken at the output of the Cmp comparator. As for the previous circuit we assume to be interested in the input/output small signal periodic transfer function of this class-d amplifier when it is driven by a small signal that superimpose to the large signal. We thus performed once more an extended pac analysis; Fig. 1.11 shows the obtained modulus (upper panel) and phase (lower panel) of the input/output periodic transfer function. As it can be seen from Fig. 1 .11 the modulus is "almost flat" till about 10 kHz then it exhibits a peak determined by the resonance of Lo and Co with the loading resistor (not shown in Fig. 1.11 ) and then drops with a slope of −40 dB/dec due to the output filter. The values assumed by the phase is coherent with that of the modulus. 
