ELIGIBLE FOR THE STUDENT PAPER AWARD. The learning of mixture models can be viewed as a clustering problem. Indeed, given data samples independently generated from a mixture of distributions, we often would like to find the correct target clustering of the samples according to which component distribution they were generated from. For a clustering problem, practitioners often choose to use the simple k-means algorithm. k-means attempts to find an optimal clustering which minimizes the sum-of-squares distance between each point and its cluster center. We consider fundamental (i.e., informationtheoretic) limits of the solutions (clusterings) obtained by optimizing the sum-of-squares distance. In particular, we provide sufficient conditions for the closeness of any optimal clustering and the correct target clustering assuming that the data samples are generated from a mixture of spherical Gaussian distributions. We also generalize our results to log-concave distributions. Moreover, we show that under similar or even weaker conditions on the mixture model, any optimal clustering for the samples with reduced dimensionality is also close to the correct target clustering. These results provide intuition for the informativeness of k-means (with and without dimensionality reduction) as an algorithm for learning mixture models.
I. INTRODUCTION
Suppose there are K unknown distributions F 1 , F 2 , . . . , F K and a probability vector w := [w 1 , w 2 , . . . , w K ]. The corresponding K-component mixture model is a generative model that assumes data samples are independently sampled such that the probability that each sample is generated from the k-th component is w k , the mixing weight for the k-th component. Suppose that v 1 , v 2 , . . . , v N are samples independently generated from a K-component mixture model, the correct target clustering C := {C 1 , C 2 , . . . , C K } satisfies the condition that n ∈ C k if and only if v n is generated from the k-th component. One of the most important goals of the learning of a mixture model is to find the correct target clustering of the samples (and thereby inferring the parameters of the model).
Clustering is a ubiquitous problem in various applications. Objective-based clustering is a commonly-used technique for clustering. This is the procedure of minimizing a certain objective function to partition data samples into a fixed or appropriately-selected number of subsets known as clusters. The k-means algorithm [1] is perhaps the most popular objective-based clustering approach. Suppose we have a data matrix of N samples V = [v 1 , v 2 , . . . , v N ] ∈ R F ×N , a K-clustering (or simply a clustering or a partition) is defined as a set of pairwise disjoint index sets C := {C 1 , C 2 , . . . , C K } whose union is {1, 2, . . . , N }. The corresponding sum-ofsquares distortion measure w.r.t. V and C is defined as
where c k := 1 |C k | n∈C k v n is the cluster center or centroid of the k-th cluster. The goal of the k-means algorithm is to find an optimal clustering C opt that satisfies
where the minimization is over all K-clusterings. Optimizing this objective is NP-hard [2] . Despite the wide usage of k-means and some analysis of the k-means algorithm [3] , there are relatively fewer theoretical investigations of the fundamental or information-theoretic performance limits of optimal clusterings obtained via optimizing (1) . In applications, there are certain unknown correct target clusterings. While using k-means as a clustering algorithm, we make a key implicit assumption that any optimal clustering is close to the correct target clustering [4] . If there is an optimal clustering that is far away from the correct target clustering, then using kmeans is meaningless because even if we obtain an optimal or approximately-optimal clustering, it may not be close to the desired correct target clustering. Furthermore, due to the inherent inefficiencies in processing high-dimensional data, dimensionality reduction has received considerable attention. Applying such techniques before clustering high-dimensional datasets can lead to significantly faster running times and reduced memory sizes. In addition, algorithms for learning GMMs usually include a dimensionality reduction step. For example, Dasgupta [5] shows that general ellipsoidal Gaussians become "more spherical" and thereby more amenable to analysis after a random projection onto a low-dimensional subspace. Vempala and Wang [6] show that reducing dimensionality by spectral decomposition leads to the amplification of the separation among Gaussian components.
There are two main contributions in this paper, all concerned with fundamental limits of optimal solutions to (2).
1) We prove that if the data points are generated independently from a K-component spherical GMM with an appropriate separability assumption and the so-called non-degeneracy condition [7] , [8] (see Definition 1), then any optimal clustering of the data points is close to the correct target clustering with high probability provided the sample size is commensurately large. 2) We prove that under the same generation process, if the data points are projected onto a low-dimensional space using the first K − 1 principal components of the empirical covariance matrix, then, under similar conditions, any optimal clustering for the data points with reduced dimensionality is close to the correct target clustering with high probability. Again, this result is extended to mixtures of log-concave distributions. The extension to mixtures of log-concave distributions and complete proofs are presented in the extended version [9] .
A. Notations
We use upper and lower case boldface letters to denote matrices and vectors respectively. We use diag(w) to represent the diagonal matrix whose diagonal entries are given by w. The Frobenius and spectral norms of V are written as V F and V 2 respectively. We use tr(X) to represent the trace of matrix X. We write [N ] = {1, 2, · · · , N }. V(i, j) is the element in the (i, j) th position of V. The SVD of a symmetric matrix A ∈ R F ×F is given by A = UDU T with U ∈ R F ×F being an orthogonal matrix and D ∈ R F ×F being a diagonal matrix. In addition, when R :
is a shift with respect to the mean vectorv = 1 N N n=1 v n and the resultant data matrix Z = [z 1 , z 2 , . . . , z N ], with z n = v n −v for n ∈ [N ], is said to be the centralized matrix of V. For a K-component mixture model and for any k ∈ [K], we always use u k to denote the component mean vector, and use Σ k to denote the component covariance matrix. When Σ k = σ 2 k I for all k ∈ [K], where I is the identity matrix, we say the mixture model is spherical.
II. RELATED WORK A. Learning (Gaussian) Mixture Models
The learning of GMMs is of fundamental importance in machine learning and its two most important goals are: (i) Inferring the parameters of the GMM; (ii) Finding the correct target clustering of data samples according to which Gaussian distribution they were generated from. The EM algorithm [10] is widely used to estimate the parameters of a GMM. However, EM is a local-search heuristic approach for maximum likelihood estimation in the presence of incomplete data and in general, it cannot guarantee the parameters' convergence to global optima [11] . Recently, Hsu and Kakade [7] and Anandkumar et al. [8] provide approaches based on spectral decomposition to obtain consistent parameter estimates for spherical GMMs from first-, second-and third-order observable moments. To estimate parameters, they need to assume the so-called non-degeneracy condition for spherical GMMs with parameters
Definition 1: We say that a mixture model satisfies the non-degeneracy condition if its component mean vectors u 1 , . . . , u K span a K-dimensional subspace and the probability vector w has strictly positive entries. On the other hand, under certain separability assumptions on the Gaussian components, Dasgupta [5] , Vempala and Wang [6] provide provably correct algorithms that guarantee most samples are correctly classified or that parameters are recovered with a certain accuracy with high probability. In particular, equipped with the following separability assumption that ∀i, j ∈ [K], i = j,
for a spherical GMM, where C > 0 is a sufficiently large constant 1 and w min := min k∈[K] w k , Vempala and Wang [6] present a simple spectral algorithm with running time polynomial in both F and K that correctly clusters random samples according to which spherical Gaussian they were generated from.
Despite the large number of algorithms designed to find the (approximately) correct target clustering of a GMM, many practitioners use k-means because of its simplicity and successful applications in various fields. Kumar and Kannan [12] show that the k-means algorithm with a proper initialization can correctly cluster nearly all the data points generated from a GMM that satisfies a certain proximity assumption. Our theoretical results provide an explanation on why the k-means algorithm that attempts to find an optimal clustering is a good choice for learning mixture models. We compare and contrast our work to that of Kumar and Kannan [12] in Remark 4.
B. Lower Bound on Distortion and the ME Distance
Let
H be the normalized version of H. We haveHH T = I and the corresponding distortion can be written as [13] 
(4) Let Z be the centralized data matrix of V and define S := Z T Z. Note that D(V, C ) = D(Z, C ) for any clustering C . Ding and He [13] make use of this property to provide a lower bound D * (V) for distortion over all K-clusterings. That is, for any K-clustering C ,
where λ 1 (S) ≥ λ 2 (S) ≥ . . . ≥ 0 are the eigenvalues of S sorted in non-increasing order. For any two K-clusterings, the so-called misclassification error (ME) distance provides a quantitative comparison of their structures.
Definition 2: (ME distance) The misclassification error distance of any two K-clusterings C (1) 
where P K is the set of all permutations of [K]. It is known from Meilȃ [14] that the ME distance is indeed a distance. For any δ, δ ∈ [0, K − 1], define the functions
, and (7)
Combining Lemma 2 and Theorem 3 in Meilȃ [15] , we have the following lemma.
This lemma says that any two "good" K-clusterings (in the sense that their distortions are sufficiently close to the lower bound of distortion D * (V)) are close to each other. In addition, we have the following useful corollary. Corollary 1: Let C := {C 1 , C 2 , . . . , C K } be a K-clustering of a dataset V ∈ R F ×N and define p max , p min , Z, S, and δ as in Lemma 1. Then if δ ≤ 1 2 (K − 1) and τ (δ) ≤ p min , we have
where C opt represents a K-clustering that minimizes the distortion for V. This corollary essentially says that if the distortion of a clustering is sufficiently close to the lower bound of distortion, then this clustering is close to any optimal clustering with respect to the ME distance.
C. Principal Component Analysis
Principal component analysis (PCA) [16] is a popular strategy to compute the directions of maximal variances in vector-valued data and is widely used for dimensionality reduction. For any dataset V ∈ R F ×N and any positive integer k ≤ F , the so-called k-PCA for the dataset usually consists of two steps: (i) Obtain the centralized dataset Z; (ii) Calculate the SVD ofΣ N := 1 N ZZ T , i.e., obtainΣ N = PDP T , and project the dataset onto a k-dimensional space to obtaiñ V := P T k V, where P k := P( : , 1 : k). For brevity, we say thatṼ is the post-k-PCA dataset of V (or simply the post-PCA dataset). If only the projection step is performed (and not the centralizing step), we term the corresponding approach k-PCA with no centering or simply k-SVD, and we say that the correspondingṼ is the post-k-SVD dataset (or simply the post-SVD dataset) of V.
III. RESULTS FOR SPHERICAL GMMS A. Description of the Theorems
First, we show that with the combination of a new separability assumption and the non-degeneracy condition (cf. Definition 1) for a spherical GMM, any optimal clustering for a dataset generated from the spherical GMM is close to the correct target clustering with high probability when the number of samples is sufficiently large.
We adopt the following set of notations. Let Σ N :
where w k , u k and Σ k denote the mixing weight, the mean vector, and the covariance matrix of the k-th component. Let
and λ min := λ K−1 (Σ 0 ). For a K-component spherical mixture model with covariance matrices σ 2 k I for k ∈ [K], we writeσ 2 := K k=1 w k σ 2 k . For p ∈ [0, 1 2 (K − 1)], we define the function
We have 1 2 p ≤ ζ(p) ≤ p. Our first theorem reads: Theorem 1: Suppose all the columns of data matrix V ∈ R F ×N are independently generated from a K-component spherical GMM and N > F > K. Assume the spherical GMM satisfies the non-degeneracy condition. Let w min := min k w k and w max := max k w k . Further assume
Let C := {C 1 , C 2 , . . . , C K } be the correct target K-clustering corresponding to the spherical GMM. Assume that > 0 that satisfies
and
Then for any t ≥ 1, if N ≥ CF 5 K 2 t 2 / 2 , where C > 0 depends on {(w k , u k , σ 2 k )} k∈[K] , we have, with probability at least 1 − 36KF 2 exp −t 2 F ,
where C opt is an optimal K-clustering for V and τ (·) is defined in (8) .
The proof of Theorem 1 is based on Corollary 1 and various concentration bounds. Note that both τ (·) and ζ(·) are continuous and monotonically increasing on [0, 1 2 (K − 1)]. When the mixing weights are skewed (leading to a small w min ), we require a strong separability assumption in (18) . This is consistent with the common knowledge [17] that imbalanced clusters are more difficult to disambiguate for k-means. When δ 0 is small (i.e., the data is well-separated) and N is large (so and t can be chosen to be sufficiently small and large respectively), we have with probability close to 1 that the upper bound on the ME distance given by (19) is close to 0.
When the ME distance between any optimal clustering for kmeans C opt and the correct target clustering C of the samples generated from a spherical GMM is small (and thus the implicit assumption of k-means is satisfied), we can readily perform k-means to find C opt to infer C .
Remark 1: The condition (16) can be considered as a separability assumption. In particular, when K = 2, we have λ min = w 1 w 2 u 1 − u 2 2 2 and (16) becomes
which is similar to (3), the separability assumption in [6] . Unlike (3), in our separability assumption, there is no dependence on F , which is an advantage for datasets with a large number of features, such as the outputs of deep neural networks. There are also no implicit constants such as C in (3). Remark 2: The separability condition in (16) is different from some other pairwise separability assumptions in the literature [5] , [6] . Our condition is a global separability condition. The intuitive reasons for this are twofold. First, we study the optimal solutions to the sum-of-squares distortion measure in (1). This is a global measure, involving all clusters, and so we believe a global separability condition is natural. Second, we leverage several technical lemmas in the literature, such as Lemma 1. These lemmas also involve global parameters such as λ K−1 (S) and λ K (S), thus a global separability condition of the form of (16) seems unavoidable.
Remark 3: The non-degeneracy condition is used to ensure that λ min > 0. When K = 2, to ensure that λ min > 0, from (20), we see that we only need to assume that the two component mean vectors are distinct. In particular, we do not require u 1 and u 2 to be linearly independent.
Remark 4: The result by Kumar and Kannan [12] (discussed in Section II-A) may, at a first glance, appear to be similar to Theorem 1 in the sense that both results show that under appropriate conditions, k-means is a good choice for learning certain mixture models. However, there is a salient difference.
The analysis of Kumar and Kannan [12] is based on a variant of k-means algorithm, while we only analyze the objective function of k-means (in (1)) which determines all optimal clusterings. Since there are multiple ways to approximately minimize the ubiquitous but intractable sumof-squares distortion measure in (1), our analysis is partly algorithm-independent (but dependent on the objective function in (1)) and thus fundamental in the theory of clustering. Our analysis and theoretical results, in fact, underpin why the separability assumptions of various forms appear to be necessary to make theoretical guarantees for using k-means to learn mixture models.
Next, we show that under similar assumptions for the generating process and with a weaker separability assumption for the spherical GMM, any optimal clustering for the post-PCA dataset is also close to the correct target clustering with high probability when N is large enough.
Theorem 2: Let the dataset V ∈ R F ×N be generated under the same conditions given in Theorem 1 with the separability assumption (16) being modified to
LetṼ ∈ R (K−1)×N be the post-(K − 1)-PCA dataset of V.
Then, for any > 0 that satisfies
and for any t ≥ 1, when N ≥ CF 3 K 5 t 2 / 2 , where C > 0 depends on {(w k , u k , σ 2 k )} k∈[K] , we have, with probability at least 1 − 165KF exp −t 2 K ,
where C is the correct target clustering andC opt is an optimal K-clustering forṼ. If we view the Grassmannian manifold as a metric measure space, the distance between subspaces E and F is [18] 
where P E and P F are the orthogonal projections onto E and F. The proof of Theorem 2 hinges mainly on the fact that the subspace spanned by the first K − 1 singular vectors ofΣ N is "close" to the subspace spanned by the first K − 1 singular vectors ofΣ 0 (cf. Lemma 2 to follow).
IV. PROOF SKETCH OF THEOREM 1 We estimate every term in (9) for the correct target clustering C . By concentration inequalities for sub-Gaussian and sub-Exponential distributions, we have for any ∈ (0, 1),
where C 1 > 0 depends on {(w k , u k , σ 2 k )} k∈ [K] . In addition, by covariance estimation of sub-Gaussian distributions, for any
Therefore, by the matrix perturbation inequalities, when N ≥
Combining these results, appealing to Corollary 1, the union bound, and the property that both τ (·) and ζ(·) are continuous and monotonically increasing functions on [0, 1 2 (K − 1)], we obtain (19) as desired.
V. PROOF SKETCH OF THEOREM 2 Following the notations in Section II-C, we writeΣ N = PDP T , P K−1 = P( : , 1 : K − 1), and P −(K−1) = P( : , K : F ). We also denoteṼ = P T K−1 V as the post-(K − 1)-PCA dataset of V. Instead of using P K−1 which is correlated to the samples, we consider the SVD ofΣ 0 and project the original data matrix onto R K−1 using the first K −1 singular vectors ofΣ 0 . By the non-degeneracy condition, we have rank(Σ 0 ) = K − 1. Let the compact SVD ofΣ 0 bē
where Q K−1 ∈ R F ×(K−1) has orthonormal columns and E K−1 ∈ R (K−1)×(K−1) is a diagonal matrix. LetV := Q T K−1 V,Ẑ be the centralized matrix ofV andŜ :=Ẑ TẐ . Then similar to that in Theorem 1, for any ∈ (0, 1),
In addition, for any t ≥ 1, if N ≥ C 4 K 5 t 2 / 2 , P 1 N λ K−1 (Ŝ) − (λ min +σ 2 ) ≥ 2 ≤ 9(eK 2 + 2K)e exp(−t 2 K), :=Z TZ andZ is the centralized matrix ofṼ. By (4) and writing R := Q K−1 Q T K−1 − P K−1 P T K−1 , we have
In addition, by routine calculations,
Thus in (34) and (35), we need to bound R F . In fact, we have the following lemma to bound R F .
Lemma 2: For > 0, if Σ N −Σ 2 ≤ , then
Combining these bounds and by using Corollary 1, we obtain (24) as desired.
