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Kapitel 1
Einleitung
Politische und soziale Unruhen, Wirtschaftskrisen, Kriege und drohende Krie-
ge, Naturkatastrophen und Terroranschla¨ge, so hat sich in der Vergangenheit
gezeigt, wirken sich offenbar auf Finanzma¨rkte aus, denn in Perioden solcher
Ereignisse gibt es stark schwankende Kurse an Finanzma¨rkten. In der Statis-
tik bzw. der O¨konometrie sagt man dann, die Volatilita¨t vera¨ndert sich mit
der Zeit, die (unter der Vergangenheit) bedingte Varianz ist nicht konstant
oder die zugrundeliegende Zeitreihe ist bedingt heteroskedastisch.
Historische Ereignisse wie z.B. der Prager Fru¨hling 1968, die O¨lkrise 1974, der
Sturz des Schahs von Persien 1980, der zweite Golfkrieg 1990, die Wirtschafts-
krise in Su¨dostasien 1997, die Russische Finanzkrise 1998, die Zersto¨rung des
World Trade Center 2001 sind fu¨r solche Schwankungen am Finanzmarkt
zumindest als eine ihrer Ursachen ausgemacht wurden.
Die Ursachen des Bo¨rsencrashes am Schwarzen Montag, 19. Oktober 1987,
sind bis heute nicht vollsta¨ndig gekla¨rt. Eine vielleicht etwas weit her geholte
Begru¨ndung versucht die folgende Agenturmeldung von Associated Press,
abgedruckt in der Seattle Times vom 8. Oktober 1987, zu geben:
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WIE KAM ES ZUR RASANTEN TALFAHRT DER BO¨RSEN-
KURSE ?
New York. Der ju¨ngste Kursverfall an der Wall Street wird un-
ter anderem zuru¨ckgefu¨hrt auf den angeblichen Pessimismus ei-
nes achtunddreißigja¨hrigen Yale-Absolventen im Fach Psycholo-
gie, der fru¨her Schlagzeuger in einer Rockband war und in den
achtziger Jahren zu einem der fu¨hrenden Gurus in Sachen Bo¨rsen-
vorhersage avancierte.
Robert Prechter ist der Verfasser des Elliott Wave Theorist, eines
eigenwilligen Bulletins fu¨r Kapitalanleger, in dem die Ansicht ver-
treten wird, das Bo¨rsengeschehen spiegle die Massenpsychologie
wider, und Stimmungsschwankungen zwischen gut und schlecht
ka¨men in Wellen.
Seine nach Ansicht von Bo¨rsenmaklern erstaunlich akkuraten Vor-
hersagen haben dem fru¨heren Merrill-Lynch-Analysten eine be-
tra¨chtliche Anha¨ngerschaft eingebracht. Seine Prognosen basieren
auf scheinbar nebensa¨chlichen Tendenzen, die von der La¨nge von
Frauenro¨cken bis zu Rocksong-Texten reichen.
Am Dienstag wurde u¨berall gemunkelt, Prechter habe u¨ber den
exklusiven Telefonservice fu¨r die 16000 Bezieher seines Mittei-
lungsblatts (ein Jahresabbonement bela¨uft sich auf 233 Dollar)
kurzfristig baissierende Bo¨rsenkurse vorhergesagt.
In Bo¨rsenkreisen verlautete, diese Geru¨chte ha¨tten zu den massi-
ven Verka¨ufen an der Wall Street beigetragen, die den Dow-Jones-
Index um 90 Punkte absacken ließen - der gro¨ßte Tagesverlust in
der Geschichte dieses bekannten Aktienindexes.
Prechters Nimbus entstand in den spa¨ten siebziger Jahren, als er
Aktienka¨ufe empfahl, unter anderem wegen eines trostlosen Songs
der Punkband The Sex Pistols.
Er vertrat die Meinung, die Tru¨bseligkeit dieses Songs signalisie-
re einen Tiefpunkt der o¨ffentlichen Stimmung, dem eine baldige
Verbesserung des emotionellen und wirtschaftlichen Klimas fol-
gen mu¨sse. Ein paar Monate spa¨ter erholte sich der Markt...
In der Finanzmathematik und Finanzzeitreihenanalyse versucht man mit sto-
chastischen und deterministischen mathematischen Modellen das zuku¨nftige
Verhalten von Finanzma¨rkten vorher zu sagen. Ein finanzmathematisches
Modell liefert eine gute Approximation an reale Verha¨ltnisse, falls es Vor-
hersagen fu¨r beobachtete Daten macht, die nur wenig von den tatsa¨chlichen
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Resultaten abweichen. Finanzdaten bestehen aus einer Zeitreihe von Prei-
sen Pt eines Finanzderivats, die z.B. in jeder Sekunde, stu¨ndlich oder ta¨glich
aktualisiert werden. Beobachtete Preise Pt von Finanzderivaten werden als
nicht stationa¨r angenommen. Sie werden deswegen ha¨ufig in so genannte
Log-returns umgeformt:
Xt = logPt − logPt−1
= log
Pt
Pt−1
= log (1 +
Pt − Pt−1
Pt−1
)
≈ Pt − Pt−1
Pt−1
, t = 1, 2, . . .
Eine Taylorentwicklung erster Ordnung ergibt also, dass die Log-returns
na¨herungsweise identisch mit den relativen Preisa¨nderungen sind, falls letz-
tere klein sind. Die Log-returns, so wird allgemein angenommen, erfu¨llen,
zumindest u¨ber nicht zu lange Zeitperioden, im Gegensatz zu den Preisen
Pt die Stationarita¨tsannahme. Relative Preisa¨nderungen sind nicht additiv
u¨ber verschiedene Zeitperioden. Deswegen werden Log-returns, die diese Ei-
genschaft besitzen, diesen gegenu¨ber ha¨ufig bevorzugt verwendet:
Xt +Xt−1 = logPt − logPt−1 + logPt−1 − logPt−2
= logPt − logPt−2
Die Log-returns wurden oft als eine Folge von unabha¨ngig identisch verteilten
Zufallsvariablen angenommen. Das heißt, dass der logarithmierte Preis logPt
sich gema¨ß einer stochastischen Irrfahrt bzw. eines Random Walk entwickelt.
Samuelson (1973) modellierte Spekulationspreise in stetiger Zeit durch ei-
ne geometrische Brownsche Bewegung. Wird dieses Modell diskretisiert, so
erha¨lt man einen Random Walk mit unabha¨ngig identisch normalverteilten
Zuwa¨chsen fu¨r die logarithmierten Preise in diskreter Zeit. Auch Black und
Scholes (1973) nahmen in ihrer Theorie fu¨r Optionspreise eine geometrische
Brownsche Bewegung an:
Pt = P0 exp (σWt + (µ− σ
2
2
)t) , t ∈ [0, T ],
wobei Wt eine Brownsche Bewegung mit Drift µ und Volatilita¨t σ ist. Dis-
kretisierung dieses Modells fu¨hrt zu folgendem Modell der Log-returns in
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diskreter Zeit:
Xt = logPt − logPt−1
= logP0 + σWt + (µ− σ
2
2
)t− (logP0 + σWt−1 + (µ− σ
2
2
)(t− 1))
= µ− σ
2
2
+ σt , t = 1, 2, . . . ,
wobei t = Wt −Wt−1, also {t} unabha¨ngig identisch normalverteilt.
Die Brownsche Bewegung ist ein physikalisches Modell fu¨r die Bewegung
eines kleinen Teilchens in einer Flu¨ssigkeit und in der Physik seit Beginn
des zwanzigsten Jahrhunderts untersucht worden. Albert Einstein (1905) hat
einen wichtigen Beitrag zu dieser Theorie geleistet, wofu¨r er den Nobelpreis
fu¨r Physik bekam. Vor Einsteins Beitrag schlug ein junger franzo¨sischer Dok-
torand, namens Louis Bachelier (1900), in seiner Dissertation die Brownsche
Bewegung als Modell fu¨r Spekulationspreise vor.
Als man in der zweiten Ha¨lfte des zwanzigsten Jahrhunderts Finanzdaten
mit Hilfe des Computers untersuchte, wurde die Annahme einer Finanzda-
ten zugrundeliegenden geometrischen Brownschen Bewegung verworfen, z.B.
durch Mandelbrot (1963) und Fama (1965). Ihre empirischen Studien basier-
ten auf verschiedenen US-stock-log-return-Zeitreihen. Ihre Schlussfolgerun-
gen waren, dass
- es eine Abha¨ngigkeit in den Daten gibt,
- die Volatilita¨t sich mit der Zeit vera¨ndert,
- die Verteilung der Daten heavy-tailed und asymmetrisch ist, und daher
keine Normalverteilung ist.
Diese Beobachtungen sind klare Anzeichen dafu¨r, dass ein Random Walk mit
normalverteilten Zuwa¨chsen kein sehr realistisches Modell fu¨r Log-returns
von Finanzdaten ist.
Fast zwanzig Jahre nach diesen empirischen Untersuchungen stellte Engle
(1982) ein Modell auf, das diese Beobachtungen beru¨cksichtigte. Er nann-
te sein Modell Autoregressive Conditional Heteroscedastic (ARCH), weil die
quadrierte Volatilita¨t, d.i. die quadrierte bedingte Standardabweichung bzw.
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die bedingte Varianz, nicht konstant, also heteroskedastisch, ist und die Be-
obachtung zum Zeitpunkt t von vergangenen Beobachtungen abha¨ngt:
Xt = σtt
σ2t = α0 +
p∑
i=1
αiX
2
t−i , t ∈ Z , α0, . . . αp−1 ≥ 0, αp > 0,
wobei {t} unabha¨ngig identisch, aber nicht notwendig normalverteilt ist.
Ein Nachteil dieses Modells ist jedoch, dass es ha¨ufig nicht gut genug an die
modellierten Daten angepasst ist, wenn p nicht groß ist. Außerdem ist durch
dieses Modell die Form der bedingten Varianz als Polynom der quadrierten
letzten p Beobachtungen X2t−1, . . . , X
2
t−p stark einschra¨nkend vorgegeben.
Bollerslev (1986) verallgemeinerte das ARCH-Modell mit seinem GARCH-
Modell (Generalized Autoregressive Conditional Heteroscedastic):
Xt = σtt
σ2t = α0 +
p∑
i=1
αiX
2
t−i +
q∑
j=1
βjσ
2
t−i , t ∈ Z ,
α0, . . . αp−1 ≥ 0, αp > 0,
β1, . . . βq−1 ≥ 0, βq > 0,
wobei {t} unabha¨ngig identisch verteilt ist mit Erwartungswert null und
Varianz eins. Fu¨r q = 0 erha¨lt man als Spezialfall das ARCH(p) von Engle.
Eine hinreichende Bedingung fu¨r Stationarita¨t des GARCH(p, q) ist α0 > 0
und
∑p
i=1 αi +
∑q
j=1 βj < 1.
Standard-ARCH und GARCH-Modelle haben den Nachteil, eine Asymmetrie
der Volatilita¨t bezu¨glich des Vorzeichens vergangener relativer Preisa¨nderun-
gen oder Log-returns nicht darstellen zu ko¨nnen. Das folgt einfach daraus,
dass vergangene Beobachtungen nur in quadratischer Form eingehen. Nega-
tiven und positiven Preisa¨nderungen gleichen Betrags wird dadurch derselbe
Effekt auf die Volatilita¨t zugeschrieben. Empirische Beobachtungen zeigen
jedoch ha¨ufig, dass einem negativen Log-return eine gro¨ßere Volatilita¨t folgt
als einem positiven Return gleichen Betrags. Diese Wirkung wird Leverage-
Effekt genannt.
Deswegen untersuchen wir zuna¨chst so genannte nichtparametrische ARCH-
Modelle:
Xt = m(Xt−1, . . . , Xt−p) + σ(Xt−1, . . . , Xt−q)t , t = 0, 1, 2, . . . . (1.1)
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Dabei ist {t} eine Folge unabha¨ngig identisch verteilter Zufallsvariabler
mit Erwartungswert null und Varianz eins. Der bedingte Erwartungswert
m : Rp → R mit m(x) = E[Xt|(Xt−1, . . . , Xt−p) = (x1, . . . , xp)] und die be-
dingte Varianz σ2 oder Volatilita¨t σ : Rq → (0,∞) mit σ2(x) = E[(Xt −
E[Xt|Xt−1])2|(Xt−1, . . . , Xt−q) = (x1, . . . , xq)] sind unbekannte Funktionen.
Der Einfachheit halber betrachten wir hier nur den Fall p = q = 1. Die
nichtparametrische Modellierung hat den Vorteil, dass wir (bis auf Mess-
barkeit) a priori keine Annahmen u¨ber die Gestalt der bedingten Erwar-
tung und Varianz machen. Setzt man im NARCH-Modell (1.1) m = 0 und
σ2(Xt−1, . . . , Xt−p) = α0 +
∑p
i=1 αiX
2
t−i , t ∈ Z , α0, . . . αp−1 ≥ 0, αp > 0,
erha¨lt man als Spezialfall das ARCH-Modell von Engle.
Als weiterer Spezialfall seien hier noch die so genannten Threshold-ARCH-
Modelle (TARCH) erwa¨hnt. In TARCH-Modellen wird die bedingte Stan-
dardabweichung (Zakoian (1994)) beziehungsweise die bedingte Varianz (Glos-
ten et al. (1993)) durch eine stu¨ckweise lineare Funktion modelliert. Dazu
unterteilt man den Definitionsbereich der bedingten Standardabweichung in
disjunkte Intervalle. Um den Einfluss positiver und negativer Returns auf die
Volatilita¨t quantitativ zu unterscheiden, unterteilt man nur in zwei Interval-
le, die positiven und die negativen reellen q-Tupel. Setzt man im NARCH-
Modell (1.1) m = 0 und
σδ(Xt−1, . . . , Xt−q) = α0 +
q∑
i=1
(αi + α
−
i 1{Xt−i < 0})Xδt−i, (1.2)
wobei α0, . . . αq−1 ≥ 0, αq > 0, so erha¨lt man fu¨r δ = 1 und α−i ≤ −αi,
i = 1, . . . , q, Zakoians und fu¨r δ = 2 und α−i ≥ −αi, i = 1, . . . , q, Glostens
TARCH-Modell. Anstelle einer stu¨ckweise linearen Funktion nehmen Gou-
rie´roux und Monfort (1992) eine (stu¨ckweise konstante) Treppenfunktion als
Modell fu¨r die Volatilita¨t. Sei Aj, j = 1, . . . , J , eine Partition des Definiti-
onsbereichs der bedingten Erwartung bzw. Standardabweichung. Dann erha¨lt
man das qualitative Threshold-ARCH-Modell der Ordnung eins (QTARCH(1))
aus dem NARCH(1)-Modell durch:
m(x) =
J∑
j=1
mj1{x ∈ Aj} (1.3)
σ(x) =
J∑
j=1
σj1{x ∈ Aj},
wobei mj und σj ≥ 0, j = 1, . . . , J , reelle Zahlen sind. Der bedingte Erwar-
tungswert (1.3) wird ebenfalls als Treppenfunktion modelliert. Gourie´roux
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und Monfort (1992) geben eine ausfu¨hrliche Diskussion der statistischen Ei-
genschaften des QTARCH. Die Threshold-Modelle sind gekennzeichnet durch
einen abrupten U¨bergang beim U¨berschreiten eines Schwellenwertes zwischen
zwei Bereichen. Zieht man bei der Modellierung einen glatteren U¨bergang
vor, so kann man die Indikatorfunktion in (1.2) durch eine beliebige stetige
Funktion ersetzen, die fu¨r x → −∞ gegen eins und fu¨r x → +∞ gegen null
konvergiert. Eine ha¨ufige Wahl ist z.B. die an der y-Achse gespiegelte logisti-
sche Funktion F (x) = (1 + exp (γx))−1, γ > 0, x ∈ R. Die Indikatorfunktion
ist der Grenzwert der logistischen Funktion fu¨r γ →∞. Das folgende spezielle
TARCH(1)-Modell wird auch asymmetrisches ARCH(1)-Modell genannt:
σ2(Xt−1) = α0 + α1((1− γ1)2 + 4γ11{Xt−1 < 0})X2t−1
= α0 + α1(1− 2γ1(1− 2 · 1{Xt−1 < 0}) + γ21)X2t−1
= α0 + α1(|Xt−1| − γ1Xt−1)2,
wobei α0 > 0, α1 ≥ 0 und |γ1| ≤ 1. Fu¨r γ1 = 0 erha¨lt man das ARCH(1)-
Modell von Engle, fu¨r γ1 6= 0 ein Modell, das Leverage-Effekte beru¨cksich-
tigt. Ist γ1 = −1, werden nur positive Returns (Xt−1 > 0) in der Volati-
lita¨t σ beru¨cksichtigt, ist γ1 = 1, nur negative. Dieses Modell geho¨rt zu den
so genannten asymmetrischen Power-ARCH-Modellen (APARCH), die man
ebenfalls aus dem NARCH-Modell (1.1) erha¨lt durch m = 0 und
σδ(Xt−1, . . . , Xt−q) = α0 +
q∑
i=1
αi(|Xt−i| − γiXt−i)δ,
wobei δ, α0 > 0, α1, . . . , αq ≥ 0 und |γi| ≤ 1.
Gewisse A¨hnlichkeiten zum NARCH-Modell weist das folgende auf, welches
in Drees und Sta˘rica˘ (2002), Herzel, Sta˘rica˘, Tu¨tu¨ncu¨ (2002), Mikosch und
Sta˘rica˘ (2003) und Polzehl, Spokoiny, Sta˘rica˘ (2004) vorgestellt wurde:
Xt,T = m(
t
T
) + σ(
t
T
)t,T , t = 0, . . . , T
wobei {t,T} unabha¨ngig identisch verteilt ist mit Erwartungswert null und
Varianz eins fu¨r festes T , und die Funktionen m : [0, 1]→ R und σ : [0, 1]→
[0,∞) als stetig oder zweifach stetig differenzierbar mit beschra¨nkten Ab-
leitungen vorausgesetzt werden. Der Zeitparameter t wird hier auf das Ein-
heitsintervall [0, 1] normiert, um simultane Kurvenscha¨tzung der Funktionen
m und σ auf [0, 1] mit Hilfe von Kernscha¨tzern zu ermo¨glichen. In diesem
Modell werden im Gegensatz zum NARCH-Modell die Volatilita¨t und der
Erwartungswert deterministisch modelliert. Gemeinsam ist beiden Modellen
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die Heteroskedastizita¨t, also die nicht konstante Volatilita¨t, und deren nicht-
parametrische Approximation durch einen so genannten Nadaraya-Watson-
Scha¨tzer. Im folgenden betrachten wir nur das NARCH-Modell.
Hier werden nun verschiedene Bootstrap-Verfahren vorgestellt, die die Ver-
teilung des Nadaraya-Watson-Scha¨tzers approximieren. Bei der klassischen
Bootstrap-Methode von Efron (1979) handelt es sich um ein Stichprobenwie-
derholungs- bzw. Resampling-Verfahren, bei dem durch unabha¨ngiges Ziehen
(mit Zuru¨cklegen) aus einer gegebenen Stichprobe so genannte Bootstrap-
Stichproben erzeugt werden. Die mit diesen neuen Stichproben berechnete
Verteilung der Bootstrap-Statistik ist ein Scha¨tzer fu¨r die unbekannte Vertei-
lung der urspru¨nglichen Statistik. Bootstrap-Verfahren ko¨nnen in der Praxis
in Fa¨llen angewendet werden, in denen es nur eine relativ geringe Anzahl
von Beobachtungen gibt, zum Beispiel bei Messreihen, die zu teuer oder zu
aufwa¨ndig sind, um ha¨ufig durchgefu¨hrt zu werden.
Im Gegensatz zum klassischen Bootstrap-Verfahren von Efron, das unabha¨ngig
identisch verteilte Zufallsvariablen als Beobachtung voraussetzt, bescha¨ftigen
wir uns in dieser Arbeit mit Bootstrap-Methoden, die auch fu¨r abha¨ngige Zu-
fallsvariablen konsistentes Verhalten zeigen.
In diesem Zusammenhang sei z.B. das Autoregressions- bzw. autoregressive
Bootstrap aus Franke und Wendel (1992), Kreutzberger (1993) oder Franke,
Kreiß, Mammen (2001) genannt. Es basiert auf der Erzeugung des Bootstrap-
Prozesses
X∗t = m˜(X
∗
t−1) + σ˜(X
∗
t−1)
∗
t ,
wobei m˜ und σ˜ Scha¨tzer von m und σ sind und ∗1, . . . , 
∗
T eine (unter der
urspru¨nglichen Stichprobe X0, . . . , XT ) bedingt unabha¨ngig identisch ver-
teilte Stichprobenwiederholung (Resample). Hier wird, wie man sieht, die
Abha¨ngigkeitsstruktur des urspru¨nglichen Prozesses vollsta¨ndig nachgebil-
det.
Eine weitere Bootstrap-Methode fu¨r abha¨ngige Zufallsvariablen ist das Regres-
sions- bzw. regressive Bootstrap aus Franke, Kreiß, Mammen (2001). In die-
sem wird ein Regressionsmodell mit (bedingt) festem Design (X0, . . . , XT−1)
aufgestellt:
X∗t = m˜(Xt−1) + σ˜(Xt−1)
∗
t ,
wobei ∗1, . . . , 
∗
T wie oben definiert ist. Auf der rechten Seite der Gleichung
wird hier der urspru¨ngliche Prozess Xt an Stelle eines Bootstrap-Prozesses
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verwendet. Es handelt sich deshalb nicht mehr wie oben um ein autoregressi-
ves, sondern um ein regressives Bootstrap-Modell. Die Abha¨ngigkeit zwischen
den Zufallsvariablen im urspru¨nglichen Prozess wird nicht mehr nachgebildet,
damit bleibt die Struktur nur teilweise erhalten.
Im regressiven und autoregressiven Fall wurde in Franke, Kreiß, Mammen
(2001) die Konsistenz der Bootstrap-Verteilung sowohl von m als auch von
σ gezeigt. Ein drittes ebenfalls in der eben genannten Arbeit vorgestelltes
Bootstrap-Verfahren ist das Wild Bootstrap. In diesem wird wiederum ein
Regressionsmodell mit (bedingt) festem Design (X0, . . . , XT ) aufgestellt:
X∗t = m˜(Xt−1) + η
∗
t ,
wobei η∗1, . . . , η
∗
T ein unabha¨ngiges Resample mit (bedingtem) Erwartungs-
wert null und (bedingter) Varianz (Xt − mˆh(Xt−1))2 und mˆh der Nadaraya-
Watson-Scha¨tzer vonm ist. Die Struktur des urspru¨nglichen Prozesses ist hier
im Vergleich zu den ersten beiden Verfahren am ungenausten nachgebildet.
Fu¨r Anwendungen des Wild Bootstrap fu¨r die Konstruktion von gleichma¨ßi-
gen Konfidenzba¨ndern sei hier die Arbeit von Neumann und Kreiß (1998)
erwa¨hnt.
Das eben vorgestellte Wild-Bootstrap-Verfahren kann allerdings nur zur Scha¨t-
zung der Verteilung der bedingten Erwartung m verwendet werden. Hierbei
braucht σ nicht sta¨rkere Regularita¨tseigenschaften zu erfu¨llen als etwa Stetig-
keit. In o¨konometrischen Anwendungen wa¨re es allerdings auch, wenn nicht
sogar viel eher von Interesse, eine Wild-Bootstrap-Approximation fu¨r die
Verteilung der bedingten Varianz σ zu haben, z.B. zum Abscha¨tzen und
Kontrollieren von Risiken, wie z.B. Kursschwankungen am Finanzmarkt.
In dieser Arbeit wird in Kapitel 3 ein solches Verfahren vorgestellt und dessen
Konsistenz gezeigt. Wie schon in Franke, Kreiß, Mammen (2001) zu sehen, ist
die Approximation der unbekannten Verteilung durch Wild Bootstrap zwar
nicht so gut wie die durch autoregressives Bootstrap. Dafu¨r wird hier gezeigt
werden, dass das Wild Bootstrap sogar dann funktioniert, wenn dem betrach-
teten Prozess gar kein NARCH-Modell zugrundeliegt. Diese Voraussetzung
ist allerdings fu¨r die Korrektheit des autoregressiven Bootstrap notwendig.
In Kapitel 2 wird zuna¨chst noch einmal das Ausgangsmodell vorgestellt und
nichtparametrische Nadaraya-Watson-Scha¨tzer fu¨r die unbekannten Prozess-
Funktionen m und σ pra¨sentiert. Dann geben wir hinreichende Stabilita¨ts-
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bedingungen fu¨r das NARCH-Modell an und zeigen die asymptotische Nor-
malita¨t der Verteilung des Nadaraya-Watson-Scha¨tzers fu¨r σ. In Kapitel 2.4
wird die Konsistenz der Ableitungen des Nadaraya-Watson-Scha¨tzers fu¨r σ
nachgewiesen.
Kapitel 4 entha¨lt einige Ergebnisse aus Simulationen von NARCH-Prozessen
zur Untersuchung der Qualita¨t von Wild-Bootstrap-Approximationen bei
endlichen Stichprobengro¨ßen.
Im Kapitel 5 wird die Konsistenz eines weiteren Bootstrap-Verfahrens fu¨r
abha¨ngige Zufallsvariablen, des so genannten paarweisen Bootstraps, fu¨r die
Verteilung der bedingten Varianz σ gezeigt. Hier wird die Abha¨ngigkeits-
struktur des urspru¨nglichen Prozesses insofern beru¨cksichtigt, als hier auf-
einander folgende Zufallsvariablen des Prozesses als Paare zusammengefasst
werden. Die Bootstrap-Stichprobe erha¨lt man hier durch unabha¨ngiges Zie-
hen mit Zuru¨cklegen aus der Menge der Paare.
Kapitel 6 stellt als weitere Bootstrap-Methode das oben bereits erwa¨hnte
autoregressive Bootstrap ausfu¨hrlicher vor.
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Kapitel 2
Scha¨tzen in
nichtparametrischen
ARCH-Modellen
2.1 Scha¨tzer fu¨r die bedingte Varianz
Wir betrachten einen bedingten heteroskedastischen autoregressiven nichtli-
nearen Prozess der Ordnung eins (CHARN oder NARCH(1)) der Form
Xt = m(Xt−1) + σ(Xt−1)t , t = 1, 2, . . . . (2.1)
Dabei sei {t} eine Folge unabha¨ngig identisch verteilter Zufallsvariabler
mit Erwartungswert null und Varianz eins. Der (unbekannte) bedingte Er-
wartungswert m : R → R mit m(x) = E[Xt|Xt−1 = x] und die (unbe-
kannte) bedingte Varianz σ2 oder Volatilita¨t σ : R → (0,∞) mit σ2(x) =
E[(Xt − E[Xt|Xt−1])2|Xt−1 = x] werden nichtparametrisch durch Nadaraya-
Watson-Scha¨tzer gescha¨tzt. Fu¨r σ2 lautet dieser wie folgt
σˆ2h(x) =
1
Th
∑T
t=1K(
x−Xt−1
h
)(Xt − mˆh′ (Xt−1))2
1
Th
∑T
t=1K(
x−Xt−1
h
)
, (2.2)
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wobei K : R→ [0,∞) mit ∫ K(v)dv = 1 Kernfunktion heißt, die so genannte
Bandweite h eine positive reelle Zahl und
mˆh(x) =
1
Th
∑T
t=1K(
x−Xt−1
h
)Xt
1
Th
∑T
t=1K(
x−Xt−1
h
)
(2.3)
ein Scha¨tzer fu¨r m ist.
Offensichtlich gilt: σˆ2h ≥ 0.
Der Scha¨tzer σˆ2h kann auch folgendermaßen als gewichtete Summe dargestellt
werden
σˆ2h(x) =
T∑
t=1
wt−1(x)(Xt − mˆh′ (Xt−1))2
wobei wt−1(x) =
K(
x−Xt−1
h
)∑T
s=1K(
x−Xs−1
h
)
.
Man erha¨lt diesen lokal-konstanten Scha¨tzer fu¨r σ dann als Lo¨sung des ge-
wichteten Kleinste-Quadrate-Problems (Least Squares)
T∑
t=1
K(
x−Xt−1
h
)((Xt − mˆh′ (Xt−1))2 − c)2 = minc
Vorgestellt wurde dieser Scha¨tzer in Fan und Yao (1998). Dort wurde gezeigt,
dass dieser Scha¨tzer besser ist als der Scha¨tzer
σˆ2h,2(x) =
1
Th
∑T
t=1K(
x−Xt−1
h
)X2t
1
Th
∑T
t=1K(
x−Xt−1
h
)
− mˆ2h(x)
=
1
Th
∑T
t=1K(
x−Xt−1
h
)(Xt − mˆh(x))2
1
Th
∑T
t=1K(
x−Xt−1
h
)
.
Asymptotische Normalita¨t von σˆ2h,2 wurde in Robinson (1983) gezeigt.
2.2 Stabilita¨t
Voraussetzungen:
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Der Prozess {Xt} ist stationa¨r und stark mischend.
Hinreichende Bedingungen hierfu¨r sind:
(V1) Die Zeitreihe X1, . . . , XT ist eine Realisierung der stationa¨ren Version
des NARCH-Prozesses (2.1) mit unabha¨ngig identisch verteilten Residuen
1, . . . , T mit Erwartungswert null und Varianz eins. Die Residuen t besitzen
eine Dichte p mit infx∈C p(x) > 0 fu¨r alle kompakten Mengen C.
(V2) lim sup|x|→∞
E|m(x)+σ(x)1|
|x| < 1.
(W1) Es existiert ein σ0 > 0, so dass σ(x) ≥ σ0 fu¨r alle x ∈ R.
(W2)m ist in x zweimal stetig differenzierbar mit beschra¨nkten Ableitungen.
(W3) σ ist in x zweimal stetig differenzierbar mit beschra¨nkten Ableitungen.
(W4) p ist in x zweimal stetig differenzierbar mit beschra¨nkten Ableitungen
und beschra¨nkt. E81 <∞.
(W5) g, h, h
′ → 0 , Th5 → B2 > 0 fu¨r T → ∞, h′ ∼ T−α′ mit 0 < α′ < 1
6
und g ∼ T−α mit 0 < α < 1
5
(W6) K besitzt kompakten Tra¨ger [−1, 1]. K ist symmetrisch, nicht negativ
und dreimal stetig differenzierbar mit K(1) = K
′
(1) = 0 und
∫
K(v)dv = 1.
Die Voraussetzungen (V1),(V2),(W1)-(W3) sind hinreichend fu¨r Stationa-
rita¨t und geometrische Ergodizita¨t des Prozesses. Statt (W1)-(W3) ist dafu¨r
auch schon die Beschra¨nktheit von m, σ und σ−1 auf kompakten Mengen
hinreichend. Das ist eine direkte Folgerung aus den Sa¨tzen 1 und 2 in Die-
bolt und Guegan (1990), vergleiche auch Meyn und Tweedie (1993) oder
Doukhan (S.106/107). Wir beno¨tigen aber fu¨r unsere Resultate diese sta¨rke-
ren Voraussetzungen. Die eindeutige stationa¨re Verteilung des Prozesses sei
pi. Die Voraussetzungen stellen sicher, dass die stationa¨re Verteilung pi der
Zeitreihe {Xt} eine positive Lebesgue-Dichte p besitzt. Aus (2.1) erhalten
wir
p(x) =
∫
1
σ(u)
p(
x−m(u)
σ(u)
)dpi(u), (2.4)
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denn fu¨r B aus der Borel-σ-Algebra B u¨ber R gilt
P (x,B) = P (X1 ∈ B|X0 = x) = P (m(x) + σ(x)1 ∈ B)
= P (1 ∈ {y −m(x)
σ(x)
|y ∈ B}) =
∫
B
1
σ(x)
p(
y −m(x)
σ(x)
)dy
und pi(B) =
∫
P (x,B)pi(dx)
Aus der Stationa¨rita¨t und geometrischen Ergodizita¨t des Markov-Prozesses
{Xt} aus (2.1) folgt, dass der Prozess α-mischend ist mit geometrisch fallen-
den Mischkoeffizienten: α(k) ≤ C ·ρk, C > 0, 0 < ρ < 1 (s. Doukhan, Kapitel
2.4 und 1.3).
Die Ordnung O(T−
1
5 ) der Bandweite h ist optimal im Sinne der (kleinsten)
mittleren quadratischen Abweichung. Eine zweite gro¨ßere Bandweite g im
Vergleich zu h in Voraussetzung (W5) fu¨r eine so genannte U¨bergla¨ttung des
Scha¨tzers σˆg, so dass Tg
5 → ∞, ist fu¨r eine explizite Scha¨tzung des Erwar-
tungswertes der im folgenden Abschnitt untersuchten Verteilung notwendig.
2.3 Asymptotische Normalita¨t des Scha¨tzers
fu¨r die Varianz
Wir untersuchen das asymptotische Verhalten von Lσ(x), der Verteilung von√
Th(σˆ2h(x)− σ2(x)).
Zuna¨chst nehmen wir m = 0 als bekannt, d.h. Xt = σ(Xt−1)t an. Spa¨ter
verallgemeinern wir auf den Fall m unbekannt, wobei wir sehen werden, dass
die Asymptotik unvera¨ndert bleibt. Wir spalten den zu untersuchenden Term√
Th(σˆ2h(x)−σ2(x)) in folgende Summanden auf, den so genannten Varianz-
und Erwartungswertanteil
1√
Th
∑
tK(
x−Xt−1
h
)σ2(Xt−1)(2t − 1)
1
Th
∑
tK(
x−Xt−1
h
)
+
1√
Th
∑
tK(
x−Xt−1
h
)(σ2(Xt−1)− σ2(x))
1
Th
∑
tK(
x−Xt−1
h
)
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Wir betrachten zuna¨chst den Za¨hler des Varianzterms.
Lemma 2.1: Gelten (V1),(V2) und (W3)-(W6). Dann gilt fu¨r ein x ∈ R
1√
Th
∑
t
K(
x−Xt−1
h
)σ2(Xt−1)(2t − 1) =⇒ N (0, τ 2(x)) ,
wobei τ 2(x) = σ4(x)p(x)
∫
K2(v)dv(E41 − 1).
Beweis: Sei Ft = σ(X0, . . . , Xt) = σ(X0, 1, . . . , t) die von X0, . . . , Xt bzw.
von X0, 1, . . . , t erzeugte σ-Algebra. Wir zeigen, dass die Voraussetzungen
einer Version (Brown, 1971) des Zentralen Grenzwertsatzes fu¨r Martingaldif-
ferenzschemata erfu¨llt werden, na¨mlich, dass
1
Th
∑
t
E[K2(
x−Xt−1
h
)σ4(Xt−1)(2t − 1)2|Ft−1]
→ σ4(x)p(x)
∫
K2(v)dv(E41 − 1)
nach Wahrscheinlichkeit, und dass fu¨r alle δ > 0, wiederum nach Wahrschein-
lichkeit
1
Th
∑
t
E[K2(
x−Xt−1
h
)σ4(Xt−1)(2t − 1)2
1{ 1
Th
K2(
x−Xt−1
h
)σ4(Xt−1)(2t − 1)2 > δ}|Ft−1]→ 0
Zuerst mu¨ssen wir dafu¨r nachweisen, dass ξt+1 :=
1√
h
K(x−Xt
h
)σ2(Xt)(
2
t+1−1)
ein quadratisch integrierbares Martingaldifferenzschema ist. Es gilt
E[ξt+1|Ft] = 1√
h
K(
x−Xt
h
)σ2(Xt)E[
2
t+1 − 1|Ft] = 0 ,
da {t} unabha¨ngig identisch verteilt ist mit E[21] = 1, und
Eξ2t+1 =
1
h
EK2(
x−Xt
h
)σ4(Xt)E[
2
1 − 1]2
=
1
h
∫
K2(v)p(x+ hv)σ4(x+ hv)hdvE[21 − 1]2
=
∫
K2(v)p(x+ hv)σ4(x+ hv)dvE[21 − 1]2 <∞
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Da K und σ in einer Umgebung von x beschra¨nkt sind, kann die Erfu¨llung
der bedingten Lindeberg-Bedingung mit Hilfe der Cauchy-Schwarzschen und
der Cebysevschen Ungleichung und (W4) geschlossen werden aus
1
Th
∑
t
E[(2t − 1)21{(2t − 1)2 > δTh}]
=
1
h
E[(2t − 1)21{(2t − 1)2 > δTh}]
≤ 1
h
(
E(2t − 1)4
) 1
2
(
E[1{(2t − 1)2 > δTh}]2
) 1
2
=
1
h
(
E(2t − 1)4
) 1
2 P ((2t − 1)2 > δTh)
1
2
≤ 1
h
(
E(2t − 1)4
) 1
2
(
1
δ2T 2h2
E(2t − 1)4
) 1
2
= O(
1
Th2
) = o(1)
Nun wird die andere Bedingung u¨berpru¨ft. Es gilt
1
Th
∑
t
E[K2(
x−Xt−1
h
)σ4(Xt−1)(2t − 1)2|Ft−1]
=
1
Th
∑
t
K2(
x−Xt−1
h
)σ4(Xt−1)(E4t − 1)
Den Erwartungswert dieser Zufallsvariablen berechnet man mit Hilfe einer
Taylorentwicklung zweiter Ordnung von σ und p um x, wobei x˜ eine geeignete
Stelle zwischen x und Xt−1 bezeichnet.
1
Th
∑
t
EK2(
x−Xt−1
h
)σ4(Xt−1)(E41 − 1)
=
1
h
∫
K2(v)σ4(x+ hv)p(x+ hv)hdv(E41 − 1)
=
∫
K2(v)(σ4(x) + hv(σ4)
′
(x) +
1
2
(hv)2(σ4)
′′
(x˜))
(p(x) + hvp
′
(x) +
1
2
(hv)2p
′′
(x˜))dv(E41 − 1)
= σ4(x)p(x)(E41 − 1)
∫
K2(v)dv +O(h2)
denn wegen der Symmetrie von K2 gilt:
∫
vK2(v)dv = 0.
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Diese Zufallsvariable konvergiert im quadratischen Mittel, also auch nach
Wahrscheinlichkeit, gegen ihren Erwartungswert:
E(
1
Th
∑
t
[K2(
x−Xt−1
h
)σ4(Xt−1)(E4t − 1)
− EK2(x−Xt−1
h
)σ4(Xt−1)(E4t − 1)])2
≤ 1
T 2h2
2
T∑
s=1
s∑
t=1
|Cov(K2(x−Xs−1
h
)σ4(Xs−1), K2(
x−Xt−1
h
)σ4(Xt−1))|
(E41 − 1)2
≤ const
T 2h2
T∑
s=1
s∑
t=1
α(s− t) ≤ const
T 2h2
T∑
s=1
∞∑
l=0
ρl = O(
1
Th2
) = o(1) 2
Hier wurde bei der zweiten Abscha¨tzung eine Kovarianzungleichung verwen-
det (siehe Anhang, Abschnitt 1).
Lemma 2.2: Gelten (V1),(V2), (W3)-(W6). Dann gilt fu¨r ein x ∈ R
1√
Th
∑
t
K(
x−Xt−1
h
)(σ2(Xt−1)− σ2(x))→ b(x) n. W.,
wobei b(x) = B · ∫ v2K(v)dv · [(σ2)′(x)p′(x) + 1
2
(σ2)
′′
(x)p(x)].
Beweis: Eine Taylorentwicklung 2. Ordnung fu¨r die linke Seite liefert
1√
Th
∑
t
K(
x−Xt−1
h
)(Xt−1 − x)(σ2)′(x)
+
1
2
1√
Th
∑
t
K(
x−Xt−1
h
)(Xt−1 − x)2(σ2)′′(Xˆt−1)
wobei Xˆt−1 einen geeigneten Wert zwischen x und Xt−1, also, da K Tra¨ger
[−1, 1] besitzt, aus dem Intervall [x − h, x + h], bezeichnet. Wir betrachten
den ersten Summanden.
Zeige Konvergenz im quadratischen Mittel, und damit auch nachWahrschein-
17
lichkeit, gegen Erwartungswert
E
(
1√
Th
∑
t
(
K(
x−Xt−1
h
)(Xt−1 − x)− E[K(x−Xt−1
h
)(Xt−1 − x)]
))2
= E
(
h√
Th
∑
t
(
K(
x−Xt−1
h
)
Xt−1 − x
h
− E[K(x−Xt−1
h
)
Xt−1 − x
h
]
))2
≤ h
2
Th
· 2
T∑
s=1
s∑
t=1
|Cov
(
K(
x−Xs−1
h
)
Xs−1 − x
h
,K(
x−Xt−1
h
)
Xt−1 − x
h
)
|
≤ const
Th
h2
T∑
s=1
s∑
t=1
α(s− t) ≤ h · const
T
T∑
s=1
∞∑
l=0
ρl ≤ h · const = o(1)
Eine Taylorentwicklung fu¨r p und die aus der Symmetrie von K resultierende
Folgerung
∫
vK(v)dv = 0 fu¨hren zu folgendem Ausdruck fu¨r den Erwartungs-
wert
E[
1√
Th
∑
t
K(
x−Xt−1
h
)(Xt−1 − x)]
=
√
ThEK(
x−X1
h
)
X1 − x
h
=
√
Th3
∫
K(v)vp(x+ hv)dv
=
√
Th3
∫
K(v)(p(x) + hvp
′
(x) +
1
2
(hv)2p
′′
(x˜))dv
=
√
Th3p(x)
∫
K(v)vdv +
√
Th5p
′
(x)
∫
K(v)v2dv +O(
√
Th7)
→ B · p′(x)
∫
K(v)v2dv
Analoges Vorgehen liefert unter Beru¨cksichtigung der Stetigkeit von (σ2)
′′
fu¨r den zweiten Summanden der Taylorentwicklung die Konvergenz gegen
1
2
B · ∫ v2K(v)dv · p(x)(σ2)′′(x). 2
Lemma 2.3: Gelten (W4)-(W6). Dann gilt fu¨r ein x ∈ R nach Wahrschein-
lichkeit:
1
Th
∑
t
K(
x−Xt−1
h
)→ p(x)
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Beweis: Berechne den Erwartungswert
E[
1
Th
∑
t
K(
x−Xt−1
h
)]
=
1
h
∫
K(
x− u
h
)p(u)du
=
1
h
∫
K(v)p(x+ hv)hdv
=
∫
K(v)(p(x) + hvp
′
(x) +
1
2
(hv)2p
′′
(x˜))dv
= p(x)
∫
K(v)dv + hp
′
(x)
∫
vK(v)dv +
1
2
h2
∫
v2K(v)p
′′
(x˜)dv
= p(x) +O(h2)
Zeige Konvergenz der Zufallsvariablen gegen Erwartungswert
E[
1
Th
∑
t
(K(
x−Xt−1
h
)− EK(x−Xt−1
h
))]2
≤ 1
Th2
EK2(
x−Xt−1
h
)
=
1
Th2
∫
K2(
x− u
h
)p(u)du
=
1
Th2
∫
K2(v)p(x+ hv)hdv = O(
1
Th
) = o(1) 2
Erweitern wir nun auf den Fall m unbekannt, tauchen bei der Zerlegung des
zu betrachtenden Termes
√
Th(σˆ2h(x)− σ2(x))
=
1√
Th
∑
tK(
x−Xt−1
h
)(Xt −m(Xt−1) +m(Xt−1)− mˆh′ (Xt−1))2
1
Th
∑T
t=1K(
x−Xt−1
h
)
− σ2(x)
in Summanden zusa¨tzlich zu den beiden bisher untersuchten die folgenden
auf
1√
Th
∑
tK(
x−Xt−1
h
)(m(Xt−1)− mˆh′ (Xt−1))2
1
Th
∑
tK(
x−Xt−1
h
)
+
1√
Th
∑
tK(
x−Xt−1
h
)2σ(Xt−1)t(m(Xt−1)− mˆh′ (Xt−1))
1
Th
∑
tK(
x−Xt−1
h
)
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Fu¨r den ersten gilt nach Masry/Tjostheim (1994)
√
Th
∑
tK(
x−Xt−1
h
)(m(Xt−1)− mˆh′ (Xt−1))2∑
tK(
x−Xt−1
h
)
≤
√
Th
∑
tK(
x−Xt−1
h
)(supu∈[x−h,x+h] |m(u)− mˆh′ (u)|)2∑
tK(
x−Xt−1
h
)
= OP (
√
Th)OP (
log T
Th′
) = OP (
log T√
T
Tα
′− 1
10 ) = oP (1) ,
denn α
′
< 1
6
.
Fu¨r den zweiten
Lemma 2.4: Gelten (V1),(V2), (W2)-(W6). Dann gilt
1√
Th
∑
tK(
x−Xt−1
h
)2σ(Xt−1)t(m(Xt−1)− mˆh′ (Xt−1))
1
Th
∑
tK(
x−Xt−1
h
)
= oP (1)
Beweis: Wir fu¨hren mit m− mˆh′ eine Taylorentwicklung 2. Ordnung um x
durch. Dabei bezeichne x˜ eine geeignete Stelle zwischen x und Xt−1. Fu¨r die
weitere Abscha¨tzung verwenden wir die Dreiecksungleichung.
|
√
Th
∑
tK(
x−Xt−1
h
)2σ(Xt−1)t(m(Xt−1)− mˆh′ (Xt−1))∑
tK(
x−Xt−1
h
)
|
= |
√
Th
∑
tK(
x−Xt−1
h
)2σ(Xt−1)t(m(x)− mˆh′ (x))∑
tK(
x−Xt−1
h
)
+
√
Th
∑
tK(
x−Xt−1
h
)2σ(Xt−1)t(Xt−1 − x)(m′(x)− mˆ′h′ (x))∑
tK(
x−Xt−1
h
)
+
√
Th
∑
tK(
x−Xt−1
h
)2σ(Xt−1)t 12(Xt−1 − x)2(m
′′
(x˜)− mˆ′′
h′ (x˜))∑
tK(
x−Xt−1
h
)
|
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≤ 2|m(x)− mˆh′ (x)||
√
Th
∑
tK(
x−Xt−1
h
)σ(Xt−1)t∑
tK(
x−Xt−1
h
)
|
+ 2|m′(x)− mˆ′
h′ (x)||
√
Th
∑
tK(
x−Xt−1
h
)(Xt−1 − x)σ(Xt−1)t∑
tK(
x−Xt−1
h
)
|
+ sup
x˜∈[x−h,x+h]
|m′′(x˜)− mˆ′′
h′ (x˜)|
√
Th
∑
t |K(x−Xt−1h )(Xt−1 − x)2σ(Xt−1)t|∑
tK(
x−Xt−1
h
)
Bekannt ist, dass |mˆh′ (x)−m(x)| = oP (1) und dass
| 1
Th
∑
t
K(
x−Xt
h
)σ(Xt)t+1| = OP ((Th)− 12 )
denn 1√
Th
∑
tK(
x−Xt
h
)σ(Xt)t+1 ist asymptotisch normalverteilt (siehe auch
Beweis von Lemma 2.1).
Da 1
Th
∑T
t=1K(
x−Xt−1
h
) → p(x) nach Wahrscheinlichkeit gema¨ß Lemma 2.3
und p(x) ≥ C > 0 fu¨r festes x, ist der erste Summand der Taylorentwicklung
von der Ordnung oP (1), verschwindet also nach Wahrscheinlichkeit asympto-
tisch.
Bekannt ist aus Franke, Kreiß, Mammen (1997), dass mˆ
′
h′ (x) nach Wahr-
scheinlichkeit gegen m
′
(x) konvergiert, also zeigen wir, dass
| 1
Th
∑
t
K(
x−Xt
h
)(Xt − x)σ(Xt)t+1| = OP (
√
h
T
)
Es gilt:
E| 1
Th
∑
t
K(
x−Xt
h
)(Xt − x)σ(Xt)t+1|2
=
1
Th2
EK2(
x−X1
h
)(X1 − x)2σ2(X1)E22
=
1
Th2
∫
K2(
x− u
h
)(u− x)2σ2(u)p(u)duE22
=
1
Th2
∫
K2(v)(hv)2σ2(u)p(x+ hv)hdvE22
= O(
h
T
)
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Also ist auch der zweite Summand der Taylorentwicklung von der Ordnung
oP (1), verschwindet also nach Wahrscheinlichkeit asymptotisch. Um zu be-
weisen, dass auch der dritte Summand von der Ordnung oP (1) ist, zeigen wir
zuna¨chst
1
Th
∑
t
|K(x−Xt
h
)(Xt − x)2σ(Xt)t+1| = OP (h2).
Betrachte deshalb
E(
1
Th
∑
t
|K(x−Xt
h
)(Xt − x)2σ(Xt)t+1|
=
1
h
E|K(x−X1
h
)(X1 − x)2σ(X1)|E|2|
=
1
h
∫
K(
x− u
h
)(u− x)2σ(u)p(u)duE|2|
=
1
h
∫
K(v)(hv)2σ(u)p(x+ hv)hdvE|2|
= O(h2)
Wir zeigen nun, dass
sup
u∈[x−h,x+h]
|mˆ′′
h
′ (u)−m′′(u)| = OP ((Th′)β) = oP (1) fu¨r β < 0.
Dazu berechnen wir zuerst die zweite Ableitung von mˆ
′′
nach x:
mˆ
′′
h′ (x) =
1
Th′3
∑
tK
′′
(x−Xt−1
h′ )Xt
1
Th′
∑
tK(
x−Xt−1
h′ )
−2
1
Th′2
∑
tK
′
(x−Xt−1
h′ )Xt(
1
Th′2
∑
tK
′
(x−Xt−1
h′ ))
( 1
Th′
∑
tK(
x−Xt−1
h′ ))
2
−
1
Th′
∑
tK(
x−Xt−1
h′ )Xt(
1
Th′3
∑
tK
′′
(x−Xt−1
h′ ))
( 1
Th′
∑
tK(
x−Xt−1
h′ ))
2
+2
1
Th′
∑
tK(
x−Xt−1
h′ )Xt(
1
Th′2
∑
tK
′
(x−Xt−1
h′ ))
( 1
Th′
∑
tK(
x−Xt−1
h′ ))
3
Das asymptotische Verhalten des Nenners ist bekannt. Fu¨r die Terme in den
Za¨hlern wird exemplarisch das asymptotische Verhalten des Terms
1
Th′3
∑
t
K
′′
(
x−Xt−1
h′
)Xt
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untersucht. Zeige:
sup
u∈[x−h,x+h]
| 1
Th′3
∑
t
K
′′
(
u−Xt−1
h′
)Xt − c| = OP ((Th′)β) , β < 0 , c <∞.
Durch Subtrahieren und Addieren des bedingten Erwartungswertes und an-
schließender Anwendung der Dreiecksungleichung ergibt sich:
sup
u∈[x−h,x+h]
| 1
Th′3
∑
t
K
′′
(
u−Xt−1
h′
)Xt|
≤ sup
u∈[x−h,x+h]
1
Th′3
|
∑
t
K
′′
(
u−Xt−1
h′
)Xt − E[K ′′(u−Xt−1
h′
)Xt|Ft−1]|
+ sup
u∈[x−h,x+h]
| 1
Th′3
∑
t
E[K
′′
(
u−Xt−1
h′
)Xt|Ft−1]|
Fu¨r den ersten Summanden des letzten Ausdrucks la¨sst sich zeigen:
P ( sup
u∈[x−h,x+h]
1
Th′3
|
∑
t
K
′′
(
u−Xt−1
h′
)Xt
− E[K ′′(u−Xt−1
h′
)Xt|Ft−1]| ≥ (Th′)β)→ 0
Unterteile das Intervall [x − h, x + h] dazu in a¨quidistante Teilintervalle Ii,
i = 1, . . . ,m, so dass [x − h, x + h] = ⋃i=1,...,m[ui−1, ui] gilt. Die La¨nge der
Teilintervalle ist durch m festgelegt und abha¨ngig von T , sie wird weiter
unten passend gewa¨hlt.
Somit la¨sst sich das Supremum u¨ber das gesamte Intervall [x−h, x+h] nach
oben abscha¨tzen durch das Maximum der Suprema der einzelnen Teilinter-
valle [ui−1, ui]:
P ( sup
u∈[x−h,x+h]
1
Th′3
|
∑
t
K
′′
(
u−Xt−1
h′
)Xt − E[K ′′(u−Xt−1
h′
)Xt|Ft−1]| ≥ (Th′)β)
≤ P (max
i
sup
u∈Ii
1
Th′3
|
∑
t
K
′′
(
u−Xt−1
h′
)Xt − E[K ′′(u−Xt−1
h′
)Xt|Ft−1]| ≥ (Th′)β)
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≤ P (max
i
sup
u∈Ii
1
Th′3
|
∑
t
K
′′
(
u−Xt−1
h′
)Xt − E[K ′′(u−Xt−1
h′
)Xt|Ft−1]
−
∑
t
K
′′
(
ui −Xt−1
h′
)Xt − E[K ′′(ui −Xt−1
h′
)Xt|Ft−1]| ≥ 1
2
(Th
′
)β)
+ P (max
i
1
Th′3
|
∑
t
K
′′
(
ui −Xt−1
h′
)Xt − E[K ′′(ui −Xt−1
h′
)Xt|Ft−1]| ≥ 1
2
(Th
′
)β)
≤ P (max
i
sup
u∈Ii
1
Th′3
|
∑
t
(K
′′
(
u−Xt−1
h′
)−K ′′(ui −Xt−1
h′
))Xt| ≥ 1
4
(Th
′
)β)
+ P (max
i
sup
u∈Ii
1
Th′3
|
∑
t
(E[K
′′
(
ui −Xt−1
h′
)Xt|Ft−1]
− E[K ′′(u−Xt−1
h′
)Xt|Ft−1])| ≥ 1
4
(Th
′
)β)
+ P (max
i
1
Th′3
∑
t
K
′′
(
ui −Xt−1
h′
)Xt − E[K ′′(ui −Xt−1
h′
)Xt|Ft−1]| ≥ 1
2
(Th
′
)β)
Unter Anwendung des Mittelwertsatzes der Differentialrechnung ergibt sich
mit u˜ ∈ [u, ui] fu¨r den ersten Summanden:
max
i
sup
u∈Ii
1
Th′3
|
∑
t
(K
′′
(
u−Xt−1
h′
)−K ′′(ui −Xt−1
h′
))Xt|
≤ max
i
sup
u∈Ii
1
Th′3
|
∑
t
(K
′′′
(
u˜−Xt−1
h′
)(
u−Xt−1
h′
− ui −Xt−1
h′
))Xt|
≤ max
i
sup
u∈Ii
|u− ui| 1
h′4
· 1
T
∑
t
|Xt| · sup
v˜
|K ′′′(v˜)|
(Wa¨hle die La¨nge der Teilintervalle so, dass gilt: maxi supu∈Ii |u− ui| ≤ 1T .)
≤ O( 1
Th′4
)
Damit ist der erste Summand von der Ordnung OP ((Th
′
)β), −2
5
< β < 0,
denn
1
Th
′4
(Th′ )β) → 0 mit h
′ ∼ T−α′ , 0 < α′ < 1
6
fu¨r −2
5
< β < 0.
Fu¨r den zweiten Summanden erha¨lt man mit Hilfe der Rechenregeln fu¨r
bedingte Erwartungswerte und wiederum des Mittelwertsatzes:
max
i
sup
u∈Ii
1
Th′3
|
∑
t
(E[K
′′
(
ui −Xt−1
h′
)(m(Xt−1) + σ(Xt−1)t)|Ft−1]
−E[K ′′(u−Xt−1
h′
)(m(Xt−1) + σ(Xt−1)t)|Ft−1])|
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= max
i
sup
u∈Ii
1
Th′3
|
∑
t
(K
′′
(
ui −Xt−1
h′
)−K ′′(u−Xt−1
h′
))m(Xt−1)|
≤ max
i
sup
u∈Ii
|u− ui| 1
h′4
· 1
T
∑
t
|m(Xt−1)| · sup
v˜
|K ′′′(v˜)| = O( 1
Th′4
)
Damit ist auch der zweite Summand von der Ordnung OP ((Th
′
)β), −2
5
<
β < 0.
Es bleibt zu zeigen, dass auch der dritte Summand von dieser Ordnung ist.
Dazu werden die Markov-, die Burkholder- (aus z.B. Hall/Heyde (1980),
Theorem 2.10) und die Ho¨ldersche Ungleichung verwendet.
P (max
i
1
Th′3
|
∑
t
K
′′
(
ui −Xt−1
h′
)Xt − E[K ′′(ui −Xt−1
h′
)Xt|Ft−1]| ≥ 1
2
(Th
′
)β)
= P (
⋃
i
1
Th′3
|
∑
t
K
′′
(
ui −Xt−1
h′
)Xt
− E[K ′′(ui −Xt−1
h′
)(m(Xt−1) + σ(Xt−1)t)|Ft−1]| ≥ 1
2
(Th
′
)β)
≤
m∑
i=1
P (
1
Th′3
|
∑
t
K
′′
(
ui −Xt−1
h′
)Xt −K ′′(ui −Xt−1
h′
)m(Xt−1)| ≥ 1
2
(Th
′
)β)
=
m∑
i=1
P (
1
Th′3
|
∑
t
K
′′
(
ui −Xt−1
h′
)σ(Xt−1)t| ≥ 1
2
(Th
′
)β)
≤
m∑
i=1
2r
(Th′)βr
(
1
Th′3
)rE|
∑
t
K
′′
(
ui −Xt−1
h′
)σ(Xt−1)t|r
≤
m∑
i=1
2r
(Th′)βr
(
1
Th′3
)rCrE|
∑
t
(K
′′
(
ui −Xt−1
h′
)σ(Xt−1)t)2| r2
≤ Cr 2
r
(Th′)βr
(
1
Th′3
)rT
r
2
m∑
i=1
E|K ′′r(ui −X1
h′
)|σr(X1)E|1|r
≤ Cr 2
r
(Th′)βr
(
1
Th′3
)rT
r
2 ·m · h′ · C = O( 1
T
r
2
−1+ 1
5
−3α′r+α′+βr−α′βr ) = o(1)
falls (1
2
−3α′+β−α′β)r−1+ 1
5
+α
′
> 0, also z.B. mit α
′
= 1
9
und β = − 1
100
fu¨r r ≥ 5.
Damit ist auch der dritte Summand von der Ordnung OP ((Th
′
)β), −2
5
< β <
0.
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Es gilt also:
P ( sup
u∈[x−h,x+h]
1
Th′3
|
∑
t
K
′′
(
u−Xt−1
h′
)Xt − E[K ′′(u−Xt−1
h′
)Xt|Ft−1]| ≥ (Th′)β)→ 0
d.h.
sup
u∈[x−h,x+h]
1
Th′3
|
∑
t
K
′′
(
u−Xt−1
h′
)Xt − E[K ′′(u−Xt−1
h′
)Xt|Ft−1]| = OP ((Th′)β)
= oP (1) , β < 0
Fu¨r den zweiten Summanden auf S. 23, Mitte erha¨lt man
sup
u∈[x−h,x+h]
1
Th′3
|
∑
t
E[K
′′
(
u−Xt−1
h′
)(m(Xt−1) + σ(Xt−1)t)|Ft−1]|
= sup
u∈[x−h,x+h]
1
Th′3
|
∑
t
K
′′
(
u−Xt−1
h′
)m(Xt−1)|
≤ sup
u∈[x−h,x+h]
1
Th′3
|
∑
t
(K
′′
(
u−Xt−1
h′
)m(Xt−1)
− E[K ′′(u−Xt−1
h′
)m(Xt−1)])|
+ sup
u∈[x−h,x+h]
1
Th′3
|
∑
t
E[K
′′
(
u−Xt−1
h′
)m(Xt−1)])|
Nun wird mit Hilfe weiterer Zerlegungen gezeigt, dass der erste Summand des
letzten Ausdrucks von der Ordnung OP ((Th
′
)β) ist. Dazu wird dieselbe Inter-
vallzerlegungsmethode angewandt wie oben und vo¨llig analog vorgegangen.
Der dritte bei dieser Zerlegung auftretende Term
P (max
i
1
Th′3
|
∑
t
(K
′′
(
ui −Xt−1
h′
)m(Xt−1)
− E[K ′′(ui −Xt−1
h′
)m(Xt−1)])| ≥ (Th′)β)
≤
m∑
i=1
1
(Th′)βr
(
1
Th′3
)rE|
∑
t
(K
′′
(
ui −Xt−1
h′
)m(Xt−1)
− E[K ′′(ui −Xt−1
h′
)m(Xt−1)])|r
la¨sst sich allerdings im Gegensatz zu dem entsprechenden Term bei der obigen
Zerlegung nicht mit Hilfe der Burkholder-Ungleichung weiter abscha¨tzen, da
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der bedingte Erwartungswert des Ausdrucks unter der Summe ungleich null
ist. Stattdessen kann hier eine Ungleichung (Theorem 2, Kapitel 1.4) aus
Doukhan angewendet werden auf den Ausdruck E|∑t Yt|r , r > 2, mit der
zentrierten Zufallsvariablen
Yt := K
′′
(
ui −Xt−1
h′
)m(Xt−1)− E[K ′′(ui −Xt−1
h′
)m(Xt−1)]),
da Yt ∈ Lr+δ fu¨r ein δ > 0 gilt, wobei Lp der Raum der messbaren Funktionen
f mit
∫ |f(x)|pdx < ∞ ist, und die dort geforderte Mischungseigenschaft
aufgrund der geometrischen Ergodizita¨t erfu¨llt wird.
E|
∑
t
(K
′′
(
ui −Xt−1
h′
)m(Xt−1)− E[K ′′(ui −Xt−1
h′
)m(Xt−1)])|r
≤ Cr[
∑
t
(E|K ′′(ui −Xt−1
h′
)m(Xt−1)− E[K ′′(ui −Xt−1
h′
)m(Xt−1)]|2+δ) 22+δ ] r2
= Cr · T r2 (E|K ′′(ui −Xt−1
h′
)m(Xt−1)− E[K ′′(ui −Xt−1
h′
)m(Xt−1)]|2+δ) r2+δ
≤ Cr · T r2 · (h′) r2+δ · C
Damit ergibt sich
m∑
i=1
1
(Th′)βr
(
1
Th′3
)rT
r
2 · (h′) r2+δ · Cr · C
= O(
1
T
r
2
−1+ 1
5
− 5+3δ
2+δ
α′r+βr−α′βr ) = o(1)
fu¨r (1
2
− 5+3δ
2+δ
α
′
+ β − α′β)r − 1 > 0, also z.B. mit α′ = 1
9
und β = − 1
100
fu¨r
r ≥ 5.
Der zweite Summand ist nicht stochastisch:
sup
u∈[x−h,x+h]
1
Th′3
|
∑
t
E[K
′′
(
u−Xt−1
h′
)m(Xt−1)]|
= sup
u∈[x−h,x+h]
1
h′3
|E[K ′′(u−Xt−1
h′
)m(Xt−1)]|
→ |p(uˆ)m′′(uˆ) + 2p′(uˆ)m′(uˆ) + p′′(uˆ)m(uˆ)| = |(m · p)′′(uˆ)| =: c <∞
fu¨r ein uˆ ∈ [x − h, x + h]. Denn es gilt mit den folgenden Folgerungen aus
(W6) ∫
K
′′
(v)dv = K
′
(1)−K ′(−1) = 2K ′(1) = 0∫
vK
′′
(v)dv = vK
′
(v)|1−1 −
∫
K
′
(v)dv = −K(v)|1−1 = 0
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∫
v2K
′′
(v)dv = v2K
′
(v)|1−1 − 2
∫
vK
′
(v)dv
= 0− 2vK(v)|1−1 + 2
∫
K(v)dv = 2∫
v3K
′′
(v)dv = v3K
′
(v)|1−1 − 3
∫
v2K
′
(v)dv
= 0− 3(v2K(v)|1−1 − 2
∫
vK(v)dv) = 0
und einer Taylorentwicklung 2.Ordnung von σ2 und p um x, wobei x˜ ∈ [x−
h, x+ h] sowie der Symmetrie von K
′′
und der Stetigkeit von m
′′
und p
′′
:
1
h′3
E[K
′′
(
x−Xt−1
h′
)m(Xt−1)]
=
1
h′3
∫
K
′′
(
x− u
h′
)m(u)p(u)du
=
1
h′3
∫
K
′′
(v)m(x+ hv)p(x+ hv)h
′
dv
=
1
h′2
∫
K
′′
(v)(m(x) + hv(m)
′
(x) +
1
2
(hv)2(m)
′′
(x˜))
(p(x) + hvp
′
(x) +
1
2
(hv)2p
′′
(x˜))
=
∫
(
1
2
m(x)p
′′
(x˜) + (m)
′
(x)p
′
(x) +
1
2
(m)
′′
(x˜)p(x))v2K
′′
(v)dv +O(h
′
)
→ (m · p)′′(x)
fu¨r ein x˜ ∈ [x− h, x+ h].
Insgesamt ergibt sich damit
sup
u∈[x−h,x+h]
| 1
Th′3
∑
t
K
′′
(
u−Xt−1
h′
)Xt−c| = OP ((Th′)β) ,−2
5
< β < 0 , c <∞,
was zu zeigen war. Analoges Vorgehen fu¨r die restlichen Terme von mˆ
′′
h′ (u)
liefert entsprechende Ergebnisse. Durch Zusammenfu¨gen dieser Teilergebnis-
se erha¨lt man dann
sup
u∈[x−h,x+h]
|mˆ′′
h
′ (u)−m′′(u)| = OP ((Th′)β) = oP (1) ,−2
5
< β < 0 2
Setzt man alle Ergebnisse aus diesem Abschnitt zusammen ergibt sich also
mit Hilfe des Satzes von Slutzky
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Lemma 2.5: Gelten (V1), (V2), (W2)-(W6). Fu¨r ein x ∈ R gilt dann:
√
Th(σˆ2h(x)− σ2(x)) =⇒ N (b(x), τ 2(x)) nach Wahrscheinlichkeit,
wobei b(x) = B · ∫ v2K(v)dv · [(σ2)′(x)p′ (x)
p(x)
+ 1
2
(σ2)
′′
(x)]
und τ 2(x) = σ
4(x)
p(x)
∫
K2(v)dv(E41 − 1).
2.4 Konvergenz der Ableitungen des Varianz-
Scha¨tzers
Lemma 2.6: Gelten (V1), (V2), (W2)-(W4) und (W6), und sei g ∼ T−α,
0 < α < 1
6
. Fu¨r ein x ∈ R gilt dann:
(i) (σˆ2g)
′
(x)→ (σ2)′(x)
(ii) (σˆ2g)
′′
(x)→ (σ2)′′(x)
(iii) sup
u∈[x−h,x+h]
|(σˆ2g)
′′
(u)− (σ2)′′(u)| → 0
(iv) sup
u∈[x−h,x+h]
|σˆ2g(u)− σ2(u)| → 0
nach Wahrscheinlichkeit.
Beweis: Nach ein- bzw. zweimaligem Ableiten des Scha¨tzers σˆ2g erhalten wir:
(σˆ2g)
′
(x) =
1
Tg2
∑T
t=1K
′
(x−Xt−1
g
)(Xt − mˆg(Xt−1))2
1
Tg
∑T
t=1K(
x−Xt−1
g
)
−
1
Tg
∑T
t=1K(
x−Xt−1
g
)(Xt − mˆg(Xt−1))2( 1Tg2
∑T
t=1K
′
(x−Xt−1
g
))
( 1
Tg
∑T
t=1K(
x−Xt−1
g
))2
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und
(σˆ2g)
′′
(x) =
1
Tg3
∑T
t=1K
′′
(x−Xt−1
g
)(Xt − mˆg(Xt−1))2
1
Tg
∑T
t=1K(
x−Xt−1
g
)
−2
1
Tg2
∑T
t=1K
′
(x−Xt−1
g
)(Xt − mˆg(Xt−1))2( 1Tg2
∑T
t=1K
′
(x−Xt−1
g
))
( 1
Tg
∑T
t=1K(
x−Xt−1
g
))2
−
1
Tg
∑T
t=1K(
x−Xt−1
g
)(Xt − mˆg(Xt−1))2( 1Tg3
∑T
t=1K
′′
(x−Xt−1
g
))
( 1
Tg
∑T
t=1K(
x−Xt−1
g
))2
+2
1
Tg
∑T
t=1K(
x−Xt−1
g
)(Xt − mˆg(Xt−1))2( 1Tg2
∑T
t=1K
′
(x−Xt−1
g
))
( 1
Tg
∑T
t=1K(
x−Xt−1
g
))3
Bekannt ist
1
Tg
T∑
t=1
K(
x−Xt−1
g
)→ p(x) nach Wahrscheinlichkeit fu¨r T →∞.
Analog kann man zeigen
1
Tg2
T∑
t=1
K
′
(
x−Xt−1
g
)→ p′(x) nach Wahrscheinlichkeit fu¨r T →∞,
1
Tg3
T∑
t=1
K
′′
(
x−Xt−1
g
)→ p′′(x) nach Wahrscheinlichkeit fu¨r T →∞.
Wir zeigen nun nur noch, dass
1
Tg3
T∑
t=1
K
′′
(
x−Xt−1
g
)(Xt − mˆg(Xt−1))2 → (σ2p)′′(x) n. W. fu¨r T →∞.
Analog la¨sst sich
1
Tg2
T∑
t=1
K
′
(
x−Xt−1
g
)(Xt − mˆg(Xt−1))2 → (σ2p)′(x) n. W. fu¨r T →∞
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zeigen.
1
Tg3
T∑
t=1
K
′′
(
x−Xt−1
g
)(Xt −m(Xt−1) +m(Xt−1)− mˆg(Xt−1))2
=
1
Tg3
T∑
t=1
K
′′
(
x−Xt−1
g
)(Xt −m(Xt−1))2
+
1
Tg3
T∑
t=1
K
′′
(
x−Xt−1
g
)(m(Xt−1)− mˆg(Xt−1))2
+
1
Tg3
T∑
t=1
K
′′
(
x−Xt−1
g
)2σ(Xt−1)t(m(Xt−1)− mˆg(Xt−1))
=
1
Tg3
T∑
t=1
K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t + op(1)
Das asymptotische Verschwinden des dritten Summanden wird analog wie
Lemma 2.4 gezeigt. Fu¨r den zweiten gilt wiederum mit Masry, Tjostheim
(1994):
| 1
Tg3
T∑
t=1
K
′′
(
x−Xt−1
g
)(m(Xt−1)− mˆg(Xt−1))2|
≤ 1
Tg3
T∑
t=1
|K ′′(x−Xt−1
g
)|( sup
u∈[x−h,x+h]
|m(u)− mˆg(u)|)2
= OP (
lnT
Tg3
) = op(1)
Die folgenden schon im Beweis von Lemma 2.4 verwendeten Folgerungen aus
(W6) ∫
K
′′
(v)dv = 0∫
vK
′′
(v)dv = 0∫
v2K
′′
(v)dv = 2∫
v3K
′′
(v)dv = 0
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und die Taylorentwicklung 2.Ordnung von σ2 und p um x, wobei x˜ ∈ [x −
g, x + g] sowie die Symmetrie von K
′′
und die Stetigkeit von σ
′′
und p
′′
benutzen wir bei der nachfolgenden Umformung.
Berechne den bedingten Erwartungswert
1
Tg3
T+1∑
t=2
E[K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t |Ft−2]
=
1
Tg3
T+1∑
t=2
E[K
′′
(
x−m(Xt−2) + σ(Xt−2)t−1
g
)
σ2(m(Xt−2) + σ(Xt−2)t−1)2t |Ft−2]
=
1
Tg3
T+1∑
t=2
∫
K
′′
(v)σ2(x+ gv)p(
x−m(Xt−2)
σ(Xt−2)
+
gv
σ(Xt−2)
)
1
σ(Xt−2)
gdv
E[2t |Ft−2]
=
1
Tg2
T+1∑
t=2
∫
K
′′
(v)(σ2(x) + gv(σ2)
′
(x) +
1
2
(gv)2(σ2)
′′
(x˜))
(p(
x−m(Xt−2)
σ(Xt−2)
) + gvp
′
(
x−m(Xt−2)
σ(Xt−2)
) +
1
2
(gv)2p
′′
 (
x˜−m(Xt−2)
σ(Xt−2)
))dv
= [
1
2
σ2(x)
1
T
T+1∑
t=2
p
′′
 (
x˜−m(Xt−2)
σ(Xt−2)
) + (σ2)
′
(x)
1
T
T+1∑
t=2
p
′
(
x−m(Xt−2)
σ(Xt−2)
)
+
1
2
(σ2)
′′
(x˜)
1
T
T+1∑
t=2
p(
x−m(Xt−2)
σ(Xt−2)
)]
∫
v2K
′′
(v)dv +O(g2)
→ (1
2
σ2(x)p
′′
(x˜) + (σ2)
′
(x)p
′
(x) +
1
2
(σ2)
′′
(x˜)p(x))
∫
v2K
′′
(v)dv
= (σ2p)
′′
(x)
Zeige Konvergenz gegen den bedingten Erwartungswert
E
(
1
Tg3
T∑
t=1
(
K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t − E[K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t |Ft−2]
))2
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≤ 1
T 2g6
T∑
t=1
E
(
K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t − E[K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t |Ft−2]
)2
+
1
T 2g6
T∑
t=1
t−1∑
s=1
E[(K
′′
(
x−Xs−1
g
)σ2(Xs−1)2s
− E[K ′′(x−Xs−1
g
)σ2(Xs−1)2s|Fs−2])
(K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t − E[K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t |Ft−2])]
≤ 1
T 2g6
T∑
t=1
E
(
K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t
)2
=
1
Tg6
E
(
K
′′
(
x−Xt−1
g
)σ2(Xt−1)
)2
E4t
=
1
Tg6
∫
(K
′′
)2(v)σ4(x+ gv)p(x+ gv)gdvE4t
= O(
1
Tg5
)
denn
E[(K
′′
(
x−Xs−1
g
)σ2(Xs−1)2s − E[K
′′
(
x−Xs−1
g
)σ2(Xs−1)2s|Fs−2])
(K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t − E[K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t |Ft−2])]
= E[K
′′
(
x−Xs−1
g
)σ2(Xs−1)2s
(K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t − E[K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t |Ft−2])
− E[K ′′(x−Xs−1
g
)σ2(Xs−1)2s|Fs−2]
(K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t − E[K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t |Ft−2])]
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= E[K
′′
(
x−Xs−1
g
)σ2(Xs−1)2sK
′′
(
x−Xt−1
g
)σ2(Xt−1)2t
− E[K ′′(x−Xs−1
g
)σ2(Xs−1)2sK
′′
(
x−Xt−1
g
)σ2(Xt−1)2t |Ft−2]]
− E[K ′′(x−Xt−1
g
)σ2(Xt−1)2tE[K
′′
(
x−Xs−1
g
)σ2(Xs−1)2s|Fs−2]
− E[K ′′(x−Xs−1
g
)σ2(Xs−1)2s|Fs−2]E[K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t |Ft−2]]
= 0− E[E[K ′′(x−Xt−1
g
)σ2(Xt−1)2tE[K
′′
(
x−Xs−1
g
)σ2(Xs−1)2s|Fs−2]
− E[K ′′(x−Xs−1
g
)σ2(Xs−1)2s|Fs−2]
E[K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t |Ft−2]|Fs−2]]
= E[E[K
′′
(
x−Xs−1
g
)σ2(Xs−1)2s|Fs−2]
(E[K
′′
(
x−Xt−1
g
)σ2(Xt−1)2t |Fs−2]
− E[E[K ′′(x−Xt−1
g
)σ2(Xt−1)2t |Ft−2]|Fs−2])]
= 0
An dieser Stelle sieht man, dass eine U¨bergla¨ttung des Scha¨tzers σˆg im Sin-
ne, dass Tg5 → ∞, notwendig ist, damit auch die zweite Ableitung dieses
Scha¨tzers noch schwach konsistent ist.
Teil (iii) und (iv) des Satzes beweist man analog wie supu∈[x−h,x+h] |mˆ′′h(u)−
m
′′
(u)| = OP ((Th)β) im vorigen Kapitel. 2
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Kapitel 3
Wild Bootstrap
3.1 Wild Bootstrap im NARCH-Modell
Wir stellen nun eine Resampling-Methode zur Scha¨tzung der Verteilung von√
Th(σˆ2h(x) − σ2(x)) vor, das so genannte Wild Bootstrap oder Mu¨nchhau-
senverfahren. Dieses Verfahren basiert auf der Scha¨tzung der Verteilung der
Residuen. Beim Wild Bootstrap werden T verschiedene Verteilungen durch
nur T Beobachtungen gescha¨tzt. Dieses Verfahren wurde von Wu (1986) ein-
gefu¨hrt, fu¨r Erweiterungen und Anwendungen siehe z.B. Mammen (1992). In
Ha¨rdle und Mammen (1993) wird das Wild Bootstrap in nichtparametrischer
Regression benutzt, fu¨r weitere Anwendungen siehe auch Franke, Kreiß und
Mammen (1996).
Der quadrierte (bedingt) zentrierte Prozess {(Xt −m(Xt−1))2} kann in fol-
gender Weise ebenfalls als NARCH(1)-Prozess dargestellt werden. Die pro-
zessdefinierende Gleichung (2.1) la¨sst sich auch schreiben als:
(Xt −m(Xt−1))2 − σ2(Xt−1) = σ2(Xt−1)(2t − 1) =: ηt.
Es gilt offenbar Eηt = 0, V arηt = E[σ
2(Xt−1)(2t−1)]2 = Eσ4(Xt−1)(E4t−1).
Die Residuen {ηt} sind unkorreliert, aber nicht unabha¨ngig identisch verteilt.
Außerdem gilt mit Ft−1 = σ(X0, 1, . . . , t−1) und wegen der aus der stochas-
tischen Unabha¨ngigkeit der {t} resultierenden Unabha¨ngigkeit von t von
Ft−1 und wegen E2t = 1
E[ηt|Ft−1] = E[σ2(Xt−1)(2t − 1)|Ft−1] = σ2(Xt−1)E[2t − 1|Ft−1] = 0
35
Daher handelt es sich bei {ηt} um ein Martingaldifferenzschema.
Beim Wild Bootstrap geht man nun folgendermaßen weiter vor: Berech-
ne die empirischen Residuen ηˆt := (Xt − mˆh(Xt−1))2 − σˆ2h(Xt−1). Erzeuge
ein unabha¨ngiges Resample {η∗t }, wobei fu¨r den (bedingten) Erwartungswert
E∗η∗t = 0, fu¨r die Varianz E
∗η∗2t = ηˆ
2
t und fu¨r das vierte Moment E
∗η∗4t = ηˆ
4
t ,
t = 1, . . . , T gelte. Dabei bezeichne E∗ den bedingten Erwartungswert , gege-
ben X0, . . . , XT . Dieses ist beispielsweise zu erreichen durch Erzeugung einer
unabha¨ngig identisch verteilten Stichprobe (Sample) η¯1, . . . , η¯T mit Erwar-
tungswert null und Varianz eins und Definition von η∗t = ηˆtη¯t. Zusa¨tzlich
werde ein endliches viertes Moment von η¯t vorausgesetzt. Der Name Wild
Bootstrap kommt daher, dass die erzeugte Stichprobe η¯1, . . . , η¯T von der ur-
spru¨nglichen Stichprobe X1, . . . , XT unabha¨ngig sein kann.
Die den NARCH-Prozess definierende Gleichung kann man mit Hilfe des
anfangs dieses Kapitels definierten Residuums ηt = σ
2(Xt−1)(2t − 1) auch
schreiben als:
(Xt −m(Xt−1))2 = σ2(Xt−1) + ηt.
Die Wild Bootstrap-Stichprobe (Resample) wird in Analogie zur prozessde-
finierenden Gleichung wie folgt definiert
X2∗t = σˆ
2
g(Xt−1) + η
∗
t . (3.1)
Wir bilden in dieser Wild-Bootstrap-Methode also nicht die urspru¨ngliche
Stichprobe X1, . . . XT nach, sondern die Quadrate der zentrierten Zufalls-
variablen. Dadurch wird erreicht, dass die (gescha¨tzte) Regressionsfunktion,
also die (gescha¨tzte) bedingte Varianz mit der (unter X0, . . . , XT bedingten)
Erwartung der Wild-Bootstrap-Beobachtung X2∗t u¨bereinstimmt:
E∗X2∗t = E
∗(σˆ2g(Xt−1) + η
∗
t ) = E
∗σˆ2g(Xt−1) + E
∗η∗t = σˆ
2
g(Xt−1)
Den Bootstrap-Scha¨tzer fu¨r die Varianz σ2 definieren wir nun folgendermaßen
σˆ∗2h (x) =
1
Th
∑T
t=1K(
x−Xt−1
h
)X2∗t
1
Th
∑T
t=1K(
x−Xt−1
h
)
. (3.2)
Offenbar kann dieser Scha¨tzer im Gegensatz zum Nadaraya-Watson-Scha¨tzer
auch negative Werte annehmen, da auch die in den Scha¨tzer eingehende Wild-
Bootstrap-Stichprobe {X2∗t } aufgrund ihrer Konstruktion im Gegensatz zu
X2t negative Werte annehmen kann.
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Die bedingte Verteilung von
√
Th{σˆ∗2h (x)− σˆ2g(x)}, gegeben X0, . . . , XT , wird
mit LσWB(x) bezeichnet. Dieses ist der Bootstrap-Scha¨tzer von Lσ(x), der
Verteilung von
√
Th{σˆ2h(x)− σ2(x)}.
Wir kommen nun zum Hauptergebnis dieses Kapitels. Wir zeigen die Kon-
sistenz des Bootstrap-Scha¨tzers LσWB(x).
Satz 3.1: Gelten (V1), (V2), (W1) - (W6). Dann gilt fu¨r ein x ∈ R:
dK(LσWB(x),Lσ(x))→ 0 nach Wahrscheinlichkeit
dK bezeichnet hier den Kolmogorov-Abstand, d.h. fu¨r zwei Verteilungen P
und Q ist der Abstand dK(P,Q) definiert als supx∈R |P (X ≤ x)−Q(X ≤ x)|
Beweis: Wir spalten den zu untersuchenden Term
√
Th(σˆ∗2h (x)− σˆ2g(x)) wie
im vorigen Abschnitt in einen Varianz- und Erwartungswertanteil auf
√
Th
∑
tK(
x−Xt−1
h
)(X2∗t − σˆ2g(Xt−1))∑
tK(
x−Xt−1
h
)
+
√
Th
∑
tK(
x−Xt−1
h
)(σˆ2g(Xt−1)− σˆ2g(x))∑
tK(
x−Xt−1
h
)
Mit den beiden folgenden Lemmata und den Ergebnissen aus dem vorigen
Abschnitt ist der Satz bewiesen. Gema¨ß 3.1 gilt: X2∗t − σˆ2g(Xt−1) = η∗t . Fu¨r
den Varianzterm gilt:
Lemma 3.2: Gelten (V1),(V2) und (W3)-(W6). Dann gilt fu¨r ein x ∈ R
1√
Th
∑
t
K(
x−Xt−1
h
)η∗t =⇒ N (0, τ 2(x)) nach Wahrscheinlichkeit,
wobei τ 2(x) = σ4(x)p(x)
∫
K2(v)dv(E41 − 1).
Beweis: Wir benutzen zum Beweis den Zentralen Grenzwertsatz fu¨r Drei-
ecksschemata von unabha¨ngigen Beobachtungen.
E∗(
1√
Th
K(
x−Xt−1
h
)η∗t )
=
1√
Th
K(
x−Xt−1
h
)((Xt − mˆh(Xt−1))2 − σˆ2h(Xt−1))Eη¯t = 0
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Fu¨r die Varianz erhalten wir
E∗
(
1√
Th
∑
t
K(
x−Xt−1
h
)η∗t
)2
=
1
Th
(∑
t
E∗[K2(
x−Xt−1
h
)(η∗t )
2]
+
∑
t6=s
E∗[K(
x−Xt−1
h
)η∗tK(
x−Xs−1
h
)η∗s ]
)
=
1
Th
∑
t
K2(
x−Xt−1
h
)
(
(Xt − mˆh(Xt−1))2 − σˆ2h(Xt−1)
)2
Eη¯2t
=
1
Th
∑
t
K2(
x−Xt−1
h
)
(
(Xt −m(Xt−1) + oP (1))2 − σ2(Xt−1) + oP (1)
)2
=
1
Th
∑
t
K2(
x−Xt−1
h
)
(
σ2(Xt−1)(2t − 1)
)2
+ oP (1)
→ σ4(x)p(x)
∫
K2(v)dv(E41 − 1) nach Wahrscheinlichkeit,
denn
E[
1
Th
∑
t
K2(
x−Xt−1
h
)
(
σ2(Xt−1)(2t − 1)
)2
]
=
1
Th
∑
t
EK2(
x−Xt−1
h
)σ4(Xt−1)E(4t − 1)
= σ4(x)p(x)
∫
K2(v)dv(E41 − 1) +O(h2)
und
E[
1
Th
∑
t
K2(
x−Xt−1
h
)
(
σ2(Xt−1)(2t − 1)
)2
− E[ 1
Th
∑
t
K2(
x−Xt−1
h
)
(
σ2(Xt−1)(2t − 1)
)2
]] = o(1)
gema¨ß Beweis von Lemma 2.1.
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Die Lindeberg-Bedingung ist erfu¨llt∑
t
E∗[(
1√
Th
K(
x−Xt−1
h
)η∗t )
21{ 1√
Th
K(
x−Xt−1
h
)η∗t > δ}]
≤
(
E∗(
1√
h
K(
x−Xt−1
h
)η∗t )
4E∗1{ 1√
Th
K(
x−Xt−1
h
)η∗t > δ}
) 1
2
=
1
h
(
K4(
x−Xt−1
h
)
(
(Xt − mˆh(Xt−1))2 − σˆ2h(Xt−1)
)4
Eη¯4tP
∗(K2(
x−Xt−1
h
)η∗2t > δTh)
) 1
2
≤ 1
h
(
K4(
x−Xt−1
h
)
(
(Xt − mˆh(Xt−1))2 − σˆ2h(Xt−1)
)4
Eη¯4t
1
δ2T 2h2
E∗K4(
x−Xt−1
h
)η∗4t
) 1
2
= OP (
1
Th2
) = oP (1)
Lemma 3.3: Gelten (V1),(V2) und (W3)-(W6). Dann gilt fu¨r ein x ∈ R
1√
Th
∑
t
K(
x−Xt−1
h
)(σˆ2g(Xt−1)− σˆ2g(x))→ b(x) (nach Wahrscheinlichkeit),
wobei b(x) = B · ∫ v2K(v)dv · [(σ2)′(x)p′(x) + 1
2
(σ2)
′′
(x)p(x)].
Beweis: Da (σˆ2g)
′
und (σˆ2g)
′′
nach Lemma 2.6 (i) und (iii) konsistente Scha¨tzer
von (σ2)
′
und (σ2)
′′
sind, verla¨uft der Beweis analog zu dem von Lemma 2.2.
3.2 Wild Bootstrap fu¨r die bedingte Varianz
In diesem Kapitel soll gezeigt werden, dass Lσ(x), die Verteilung von √Th
{σˆ2h(x) − σ2(x)} auch ohne die Modellannahme (1.1) konsistent durch Wild
Bootstrap gescha¨tzt werden kann.
Zur Abku¨rzung setzen wir t :=
Xt−m(Xt−1)
σ(Xt−1)
. Dabei sind m und σ wie in
Kapitel 1 alsm(x) = E[Xt|Xt−1 = x] und σ2(x) = E[(Xt−m(Xt−1))2|Xt−1 =
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x] definiert. Die t sind nun nicht mehr wie vorher unabha¨ngig, allerdings gilt
wie in Kapitel 2.2:
Et = E[E[
Xt −m(Xt−1)
σ(Xt−1)
|Xt−1]]
= E[
1
σ(Xt−1)
(E[Xt|Xt−1]−m(Xt−1))] = 0
V art = E[
1
σ2(Xt−1)
E[(Xt −m(Xt−1))2|Xt−1]] = 1
Die Annahmen, die wir jetzt treffen, sind die Voraussetzungen
(W1) Es existiert ein σ0 > 0, so dass σ(x) ≥ σ0.
(W2)m ist zweimal stetig differenzierbar in x mit beschra¨nkten Ableitungen.
(W3) σ ist zweimal stetig differenzierbar in x mit beschra¨nkten Ableitungen.
(W5) g, h→ 0 , Th5 → B2 > 0 und g ∼ T−α mit 0 < α < 1
5
fu¨r T →∞
(W6) K besitzt kompakten Tra¨ger [−1, 1]. K ist symmetrisch, nicht negativ
und dreimal stetig differenzierbar mit K(1) = K
′
(1) = 0 und
∫
K(v)dv = 1
wie im modellabha¨ngigen Fall. Außerdem wird vorausgesetzt, dass der Pro-
zess {Xt} stark mischend mit geometrisch fallenden Mischkoeffizienten und
stationa¨r mit (stationa¨rer) in x strikt positiver, zweimal stetig differenzier-
barer Dichte p mit beschra¨nkten Ableitungen ist und
(W7) Das bedingte vierte Moment von t κ(x) := E[
4
t |Xt−1 = x] ist stetig
in x.
Satz 3.4: Gelten (W1) - (W7). Dann gilt fu¨r ein x ∈ R:
dK(LσWB(x),Lσ(x))→ 0 nach Wahrscheinlichkeit
Beweis: Zuna¨chst gehen wir genauso vor wie im modellabha¨ngigen Fall, d.h.
wir zerlegen den zu untersuchenden Term
√
Th{σˆ2h(x) − σ2(x)} in Varianz-
und Biasanteil. Fu¨r den Varianzanteil gilt:
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Lemma 3.5: Gelten (W1)-(W7). Dann gilt fu¨r ein x ∈ R
1√
Th
∑
t
K(
x−Xt−1
h
)σ2(Xt−1)(2t − 1) =⇒ N (0, τ 2(x)) ,
wobei τ 2(x) = σ4(x)p(x)
∫
K2(v)dv(E[41|X0 = x]− 1).
Zum Beweis der asymptotischen Normalita¨t des Varianzterms benutzen wir
unter diesen (schwa¨cheren) Voraussetzungen einen zentralen Grenzwertsatz
fu¨r stark mischende Zufallsvariablen aus Politis/Romano/Wolf (1999): Theo-
rem B.0.1 im Spezialfall a = 1 , denn den zentralen Grenzwertsatz fu¨r Mar-
tingaldifferenzschemata ko¨nnen wir hier nicht wie im Fall eines zugrundelie-
genden NARCH(1)-Prozesses benutzen, da ηt = σ
2(Xt−1)(2t − 1) hier kein
Martingaldifferenzschema mehr ist.
Sei ‖ X ‖p= (E|X|p)
1
p .
Theorem B.0.1 (Romano/Politis/Wolf, 1999): Sei {XT,t : 1 ≤ t ≤ dT} ein
Dreiecksschema zentrierter Zufallsvariabler mit zugeho¨rigen Mischkoeffizien-
ten αT . Gelten fu¨r ein δ > 0:
(i) ‖ XT,t ‖2+2δ≤ ∆ fu¨r alle T, t,
(ii) σ2T,kT := V ar
1√
kT
∑kT
t=1XT,t → σ˜2 > 0 fu¨r alle Folgen {kT}, die mit
T →∞ gegen ∞ konvergieren,
(iii)
∑∞
k=0(k + 1)
2α
δ
4+δ
T (k) ≤ K,
wobei ∆ und K von T und kT unabha¨ngige Konstanten sind,
so gilt:
1√
dT
dT∑
t=1
XT,t =⇒ N (0, σ˜2).
Das Dreiecksschema lautet in unserem Fall:
XT,t :=
1√
h
K(
Xt−1 − x
h
)σ2(Xt−1)(2t − 1)
=
1√
h
K(
Xt−1 − x
h
)((Xt −m(Xt−1))2 − σ2(Xt−1)), 1 ≤ t ≤ T.
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Dieses Dreiecksschema erfu¨llt allerdings Bedingung (i) nicht. Es la¨sst sich
lediglich die Erfu¨llung der schwa¨cheren Bedingung
(i)
′ ‖ XT,t ‖2+2δ≤ ∆T 15 δ2+δ fu¨r alle T, t
zeigen, denn:
‖ XT,t ‖2+2δ
= (E| 1√
h
K(
Xt−1 − x
h
)
(
(Xt −m(Xt−1))2 − σ2(Xt−1)
) |2+2δ) 12+2δ
=
1√
h
(E|K(Xt−1 − x
h
)(Xt −m(Xt−1))2
− E[K(Xt−1 − x
h
)(Xt −m(Xt−1))2|Xt−1]|2+2δ) 12+2δ
≤ 1√
h
(E[K(
Xt−1 − x
h
)(Xt −m(Xt−1))2]2+2δ) 12+2δ
=
1√
h
(E[E[(K(
Xt−1 − x
h
)(Xt −m(Xt−1))2)2+2δ|Xt−1]]) 12+2δ
=
1√
h
(
∫
K2+2δ(v)λ(x+ hv)p(x+ hv)hdv)
1
2+2δ
= O(h
1
2+2δ
− 1+δ
2+2δ ) ≤ O(h− δ2+δ ) = O(T 15 δ2+δ ) ,
wobei λ(x) := E[(Xt−m(Xt−1))4+4δ|Xt−1 = x] = σ4+4δ(x)E[4+4δt |Xt−1 = x].
Bei na¨herer Untersuchung des Beweises von Theorem 1 wird deutlich, dass
sich die Aussage des Theorems fu¨r die uns vorliegende Situation auch unter
der schwa¨cheren Voraussetzung (i)
′
zeigen la¨sst: Die Beweisidee beruht auf
einer Unterteilung der Summe der abha¨ngigen Zufallsvariablen in alternie-
rende lange und kurze Blo¨cke in der Art, dass die kurzen Blo¨cke einerseits
klein genug sind, um nicht mehr zum Konvergenzverhalten der urspru¨ngli-
chen Summe beizutragen, andererseits aber groß genug sind, um na¨herungs-
weise Unabha¨ngigkeit der großen Blo¨cke untereinander zu garantieren. Dies
ist eine klassische Vorgehensweise, um zentrale Grenzwertsa¨tze fu¨r abha¨ngi-
ge Zufallsvariablen zu beweisen, und wird gemeinhin Markov oder Bernstein
(1927, Bernstein Summen) zugeschrieben.
Der derart modifizierte Satz lautet nun:
Theorem 2: Sei {XT,t : 1 ≤ t ≤ dT} ein Dreiecksschema zentrierter Zufalls-
variabler mit zugeho¨rigen Mischkoeffizienten αT . Gelten fu¨r ein δ > 0:
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(i) ‖ XT,t ‖2+2δ= O(d
1
5
δ
2+δ
T ) fu¨r alle T, t,
(ii) σ2T,kT := V ar
1√
kT
∑kT
t=1XT,t → σ˜2 > 0 fu¨r alle Folgen {kT}, die mit
T →∞ gegen ∞ konvergieren,
(iii) αT (k) ≤ Kρk, 0 ≤ ρ < 1
wobei K eine von T und kT unabha¨ngige Konstante ist,
so gilt:
1√
dT
dT∑
t=1
XT,t =⇒ N (0, σ˜2).
Anzumerken ist hier, dass statt Voraussetzung (iii) auch die schwa¨chere Be-
dingung αT (k) ≤ K · k−50 hinreichend ist.
Beweis: Definiere
UT,t = XT,(t−1)(bT+lT )+1 + · · ·+XT,(t−1)(bT+lT )+bT , 1 ≤ t ≤ rT ,
wobei rT die gro¨ßte ganze Zahl i ist, fu¨r die (t − 1)(bT + lT ) + bT < dT .
Definiere weiterhin
VT,t = XT,(t−1)(bT+lT )+bT+1 + . . .+XT,i(bT+lT )+bT , 1 ≤ t < rT ,
VT,rT = XT,(rT−1)(bT+lT )+bT+1 + · · ·+XT,dT .
Dann ist ST,dT ,1 =
∑rT
t=1 UT,t+
∑rT
t=1 VT,t. Nun ist lT so zu wa¨hlen, dass lT so
klein ist, dass
∑rT
t=1 VT,t klein im Vergleich zu
∑rT
t=1 UT,t ist, und groß genug,
um sicherzustellen, dass die UT,t fast unabha¨ngig sind.
Wegen der Annahme der schwa¨cheren Bedingung (i)
′
muss rT hier gro¨ßer und
die La¨nge lT der kurzen Blo¨cke kleiner gewa¨hlt werden als im urspru¨nglichen
Beweis. Sei bT = bd
3
5
−η
T c und lT = bd
1
6
−µ
T c, η > 0, µ > 2η, wobei b·c den
ganzzahligen Anteil einer reellen Zahl bezeichnet.
Wie oben angemerkt, ist rT die gro¨ßte ganze Zahl i, fu¨r die (t−1)(bT + lT )+
bT < dT oder a¨quivalent t− 1 < dT−bTbT+lT gilt, in unserem Fall gilt also
bT ∼ d
3
5
−η
T , lT ∼ d
1
6
−µ
T , rT ∼ d
2
5
+η
T . (iv)
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Zuna¨chst wird gezeigt, dass d
− 1
2
T
∑rT
t=1 VT,t fu¨r dT → ∞ nach Wahrschein-
lichkeit gegen null konvergiert. Da sein Erwartungswert null ist, reicht es zu
u¨berpru¨fen, dass seine Varianz gegen null konvergiert. Nach Lemma A.0.3
aus Politis/Romano/Wolf (1999) und Voraussetzung (iii) gilt fu¨r alle T, t
E|VT,t|2 ≤ 18K(∆d
δ
10
T )
2lT =: BlTd
δ
5
T (v)
Also
V ar
1
2 (d
− 1
2
T
rT∑
t=1
VT,t) = E
1
2 (d
− 1
2
T
rT∑
t=1
VT,t)
2
≤
rT∑
t=1
E
1
2 (d
− 1
2
T VT,t)
2
≤
rT−1∑
t=1
(
BlT
d
1− δ
5
T
)
1
2 + (
B(lT + bT )
d
1− δ
5
T
)
1
2 (wegen(v))
≤ B 12 (rT ( lT
d
1− δ
5
T
)
1
2 + (
lT + bT
d
1− δ
5
T
)
1
2 )
= O(d
η− 1
2
µ+ 1
10
δ− 1
60
T ) = o(1) ,
falls δ < 1
6
.
Nach dem Satz von Slutzky bleibt nun noch zu zeigen, dass d
− 1
2
T
∑rT
t=1 UT,t =⇒
N (0, σ˜2).
Seien U
′
T,t, 1 ≤ t ≤ rT , unabha¨ngige Zufallsvariablen mit denselben Ver-
teilungen wie UT,t, 1 ≤ t ≤ rT . Nach Lemma B.0.6 (Ibragimov) aus Poli-
tis/Romano/Wolf (1999) betra¨gt der Supremumsabstand zwischen den cha-
rakteristischen Funktionen von d
− 1
2
T
∑rT
t=1 UT,t und von d
− 1
2
T
∑rT
t=1 U
′
T,t ho¨chs-
tens 16rTαT (lT ). Da die Mischkoeffizienten geometrisch fallend sind, rT aber
nur polynomial wachsend, ist dieser Ausdruck von der Ordnung o(1). Daher
ist der Beweis abgeschlossen, wenn gezeigt ist, dass
d
− 1
2
T
rT∑
t=1
U
′
T,t =⇒ N (0, σ˜2).
44
Dieses wird in zwei Schritten nachgewiesen:
Schritt 1: [V ar(
∑rT
t=1 U
′
T,t)]
− 2+δ
2
∑rT
t=1E|U
′
T,t|2+δ → 0.
Schritt 2: 1
dT
V ar(
∑rT
t=1 U
′
T,t)→ σ˜2.
Die Behauptung folgt dann durch Lyapunovs zentralen Grenzwertsatz und
dem Satz von Slutzky.
Beweis von Schritt 1:
1
rT bT
V ar(
rT∑
t=1
U
′
T,t) =
1
rT bT
rT∑
t=1
E(U
′
T,t)
2
=
1
rT bT
rT∑
t=1
E(UT,t)
2
=
1
rT
rT∑
t=1
E(b
− 1
2
T UT,t)
2
=
1
rT
rT∑
t=1
V ar
1√
bT
bT∑
t=1
XT,t
→ σ˜2 (wegen(ii)). (vi)
Nehme ohne Beschra¨nkung der Allgemeinheit an, dass 1 ≤ K. Dann gilt
nach Korollar A.0.1 aus Politis/Romano/Wolf (1999)
E|b−
1
2
T U
′
T,t|2+δ ≤ [3024max{1, C2T (4)}]24(4(2−δ)/δ+1)(∆ · d
1
5
δ
2+δ
T )
(2+δ)(1+ δ
2
)
≤ [3024K2]24(4(2−δ)/δ+1)(∆′ · d
1
5
δ
T )
(1+ δ
2
) (wegen(iii))
=: DT (vii)
45
Schließlich gilt
[V ar(
rT∑
t=1
U
′
T,t)]
− 2+δ
2
rT∑
t=1
E|U ′T,t|2+δ
= (
1
rT
)
2+δ
2 [
1
rT bT
V ar(
rT∑
t=1
U
′
T,t)]
− 2+δ
2
rT∑
t=1
E|b−
1
2
T UT,t|2+δ
≤ ( 1
rT
)
2+δ
2 [
1
rT bT
V ar(
rT∑
t=1
U
′
T,t)]
2
2+δ rTDT wegen(vii)
≤ ( 1
rT
)
2+δ
2 O(1)O(rT )O(d
1
5
δ
2+δ
(2+δ)(1+ δ
2
)
T ) wegen(vi)
≤ O(r−
δ
2
T )O(d
1
5
δ(1+ δ
2
)
T )
≤ O(d−
δ
2
( 2
5
+η)+ 1
5
δ(1+ δ
2
)
T )
≤ O(d−
δ
2
(η− δ
5
)
T ) = o(1)
fu¨r η > δ
5
.
Beweis von Schritt 2: Wir haben gerade gezeigt, dass 1
rT bT
V ar(
∑rT
t=1 U
′
T,t)→
σ˜2. Nach (iv) gilt außerdem rT bT
dT
→ 1. 2
Damit bleibt nur noch Bedingung (ii) zu u¨berpru¨fen
σ2T,kT
= V ar
(
1√
kT
kT∑
t=1
XT,t
)
=
1
kT
kT∑
t=1
V ar
(
1√
h
K(
Xt−1 − x
h
)
(
(Xt −m(Xt−1))2 − σ2(Xt−1)
))
+
∑
s<t
Cov
( 1√
h
K(
Xs−1 − x
h
)
(
(Xs −m(Xs−1))2 − σ2(Xs−1)
)
,
1√
h
K(
Xt−1 − x
h
)
(
(Xt −m(Xt−1))2 − σ2(Xt−1)
) )
=
1
kT
kT∑
t=1
E
1
h
K2(
Xt−1 − x
h
)
(
(Xt −m(Xt−1))2 − σ2(Xt−1)
)2
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+
2
kt
kT∑
t=1
t−1∑
s=1
Cov
( 1√
h
K(
Xs−1 − x
h
)
(
(Xs −m(Xs−1))2 − σ2(Xs−1)
)
,
1√
h
K(
Xt−1 − x
h
)
(
(Xt −m(Xt−1))2 − σ2(Xt−1)
) )
≤ E 1
h
K2(
X0 − x
h
)((X1 −m(X0))2 − σ2(X0))2
+
2
h
∞∑
k=1
Cov(K(
X0 − x
h
)((X1 −m(X0))2 − σ2(X0)),
K(
Xk − x
h
)((Xk+1 −m(Xk))2 − σ2(Xk)))
Betrachte nun den ersten Summanden
E
1
h
K2(
X0 − x
h
)((X1 −m(X0))2 − σ2(X0))2
= E[E[
1
h
K2(
X0 − x
h
)(σ2(X0)(
X1 −m(X0)
σ(X0)
)2 − 1)2|X0]]
= E[
1
h
K2(
X0 − x
h
)σ4(X0)E[(
2
1 − 1)2|X0]]
= E[
1
h
K2(
X0 − x
h
)σ4(X0)(E[
4
1|X0]− 1)]
=
1
h
∫
K2(
u− x
h
)σ4(u)(κ(u)− 1)p(u)du
=
1
h
∫
K2(v)σ4(x− hv)[κ(x− hv)− 1]p(x− hv)hdv
→
∫
K2(v)dv σ4(x)p(x)(κ(x)− 1)
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Der zweite Summand verha¨lt sich wie folgt
2
h
∞∑
k=1
Cov(K(
X0 − x
h
)((X1 −m(X0))2 − σ2(X0)),
K(
Xk − x
h
)((Xk+1 −m(Xk))2 − σ2(Xk)))
=
2
h
M∑
k=1
EK(
X0 − x
h
)K(
Xk − x
h
)((X1 −m(X0))2 − σ2(X0))
((Xk+1 −m(Xk))2 − σ2(Xk))
+
2
h
∞∑
k=M+1
Cov(K(
X0 − x
h
)((X1 −m(X0))2 − σ2(X0)),
K(
Xk − x
h
)((Xk+1 −m(Xk))2 − σ2(Xk)))
≤ 2
h
c1c2
M∑
k=1
EK(
X0 − x
h
)K(
Xk − x
h
)
+
2
h
∞∑
k=M+1
α
δ
2+δ
k · c3 · (E|K(
X0 − x
h
)((X1 −m(X0))2 − σ2(X0))|2+δ) 22+δ
=
2
h
c1c2
M∑
k=1
h2
∫ ∫
K(v1)K(v2)p(x+ hv1)p(x+ hv2)dv1dv2
+
2
h
c3
∞∑
k=M+1
α
δ
2+δ
k (EK
2+δ(
X0 − x
h
)|(X1 −m(X0))2 − σ2(X0)|2+δ) 22+δ︸ ︷︷ ︸
≤h
2
2+δ ·c4=h1−
δ
2+δ ·c4
≤ c ·M · h+ c′ · 1
h
h1−
∞∑
k=M+1
(ρ
δ
2+δ )k , 0 <  :=
δ
2 + δ
< 1
= c ·M · h+ c′ · h−
∞∑
k=M+1
ρ˜k Wa¨hle M = lnT γ.
≤ o(1) + h−ρ˜lnT γ · c′′ Setze ρ˜ = e−r fu¨r ein r > 0.
= o(1) + T

5 · e− lnT rγ · c′′ = o(1) + T 5−rγ = o(1)
fu¨r γ > 
5r
.
Die Asymptotik des Biasanteils la¨sst sich genauso wie im modellabha¨ngigen
Fall nachrechnen.
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Der Beweis des asymptotischen Verschwindens der u¨brigen Terme verla¨uft
analog zum modellabha¨ngigen Fall, wobei jedoch zu beachten ist, dass die
bedingten Erwartungswerte nun nur unter dem direkten Vorga¨nger Xt−1
und nicht unter der gesamtem Vergangenheit Ft−1 bedingt sind. Dabei la¨sst
sich die Burkholder-Ungleichung nicht anwenden, da kein Martingal mehr
vorliegt. Hier liefert aber mit entsprechenden Umformungen wie im mo-
dellabha¨ngigen Fall die Ungleichung aus Doukhan die geforderte Konvergenz
gegen null.
Daru¨ber hinaus ist es nun nicht mehr mo¨glich die Modellgleichung (1.1) zu
verwenden. Allerdings lassen sich die betroffenen Terme durch andere Umfor-
mungen, na¨mlich das Einschieben eines unter dem unmittelbaren Vorga¨nger
bedingten Erwartungswertes in die Erwartung (siehe Beginn dieses Kapitels)
auf die entsprechende Form im modellabha¨ngigen Fall bringen.
Die asymptotische Normalita¨t des Nadaraya-Watson-Scha¨tzers der bedingten
Varianz ist also auch ohne einen zugrundeliegenden NARCH-Prozess gezeigt
worden. Im folgenden geben wir noch einige Erkla¨rungen zum Vorgehen beim
Wild Bootstrap ohne zugrundeliegenden NARCH-Prozess. Im wesentlichen
gehen wir genauso vor wie in Kapitel 3.1.
Definiere
ηt := σ
2(Xt−1)(2t − 1)
= (Xt −m(Xt−1))2 − σ2(Xt−1),
wobei t :=
Xt−m(Xt−1)
σ(Xt−1)
. Es gilt offenbar Eηt = 0, V arηt = E[σ
2(Xt−1)(2t −
1)]2 = E(σ4(Xt−1)(E[4t |Xt−1]− 1)). Berechne die empirischen Residuen.
ηˆt := σˆ
2
h(Xt−1)(ˆ
2
t − 1) = (Xt − mˆh(Xt−1))2 − σˆ2h(Xt−1),
wobei ˆt :=
Xt−mˆh(Xt−1)
σˆh(Xt−1)
. Erzeuge ein unabha¨ngiges Resample {η∗t }, wobei fu¨r
den (bedingten) Erwartungswert E∗η∗t = 0 und fu¨r die Varianz E
∗η∗2t = ηˆ
2
t
gelte. Dabei bezeichne E∗ den bedingten Erwartungswert , gegebenX0, . . . , XT .
Dieses ist beispielsweise zu erreichen durch Erzeugung einer unabha¨ngig iden-
tisch verteilten Stichprobe (Sample) η¯1, . . . , η¯T mit Erwartungswert null und
Varianz eins und Definition von η∗t = ηˆtη¯t. Zusa¨tzlich werde ein endliches
viertes Moment von η¯t vorausgesetzt.
Die Wild Bootstrap-Stichprobe (Resample) wird wie folgt definiert
X2∗t = σˆ
2
g(Xt−1) + η
∗
t . (3.3)
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Das la¨sst sich in Analogie zur vorhergehenden Notation auch schreiben als:
η∗t = σˆ
2
g(Xt−1)(
X2∗t
σˆ2g(Xt−1)
− 1).
Den Bootstrap-Scha¨tzer fu¨r die Varianz σ2 definieren wir wie in Kapitel 3.1:
σˆ∗2h (x) =
1
Th
∑T
t=1K(
x−Xt−1
h
)X2∗t
1
Th
∑T
t=1K(
x−Xt−1
h
)
. (3.4)
Lemma 3.6: Gelten (W1)-(W7). Dann gilt fu¨r ein x ∈ R
1√
Th
∑
t
K(
x−Xt−1
h
)η∗t =⇒ N (0, τ 2(x)) nach Wahrscheinlichkeit,
wobei τ 2(x) = σ4(x)p(x)
∫
K2(v)dv(E[41|X0 = x]− 1).
Der Beweis la¨uft analog zum modellabha¨ngigen Fall, nur dass hier nicht mehr
die Modellvorstellung verwendet werden kann.
Fu¨r die Varianz z.B. erhalten wir aber
E∗
(
1√
Th
∑
t
K(
x−Xt−1
h
)η∗t
)2
=
1
Th
∑
t
K2(
x−Xt−1
h
)
(
σ2(Xt−1)(2t − 1)
)2
+ oP (1)
→ σ4(x)p(x)
∫
K2(v)dv(E[41|X0 = x]− 1) nach Wahrscheinlichkeit
denn:
E[
1
Th
∑
t
K2(
x−Xt−1
h
)
(
σ2(Xt−1)(2t − 1)
)2
]
=
1
h
E[E[K2(
x−X0
h
)
(
σ2(X0)(
2
1 − 1)
)2 |X0]]
=
1
h
E[K2(
x−X0
h
)σ4(X0)E[(
2
1 − 1)2|X0]]
= σ4(x)p(x)
∫
K2(v)dv(E[41|X0 = x]− 1)
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und
V ar[
1
Th
∑
t
K2(
x−Xt−1
h
)
(
σ2(Xt−1)(2t − 1)
)2
] = o(1)
genau wie im modellabha¨ngigen Fall.
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Kapitel 4
Simulationen
In diesem Abschnitt untersuchen wir das Verhalten des Wild Bootstrap bei
endlichen Stichprobengro¨ßen. Um die Gu¨te der Approximation durch Wild
Bootstrap zu bestimmen, betrachten wir simulierte Realisierungen des fol-
genden Prozesses
Xt = 0.4 ·Xt−1 +
√
0.5 + 0.25 ·X2t−1 · t, t = 1, . . . , T,
wobei die Zufallsvariablen t, t = 1, . . . , T unabha¨ngig identisch standard-
normalverteilt angenommen werden und die Stichprobengro¨ße auf T = 100,
200 bzw. 500 gesetzt wird. Die Dichte der Verteilung von
√
Th(σˆ2h(0)− σ2(0))/Vˆh(0),
wobei
Vˆ 2h (x) =
1
Th
∑T
t=1K
2(x−Xt−1
h
)((Xt − mˆh(Xt−1))2 − σˆ2h(Xt−1))2
( 1
Th
∑T
t=1K(
x−Xt−1
h
))2
,
wird aus 1000 Wiederholungen einer Monte-Carlo-Simulation berechnet. Die
Standardisierung der Verteilung stellt sicher, dass die Verteilung asympto-
tisch normalverteilt ist mit Varianz 1 und i.a. nicht verschwindendem Erwar-
tungswert.
Die Wild-Bootstrap-Approximation ist gegeben durch die Verteilung von
√
Th(σˆ∗2h (0)− σˆ2g(0))/Vˆh(0),
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wobei wir die gleiche Standardisierung wie oben benutzen. Wir verwenden
einen so genannten u¨bergla¨tteten Kernscha¨tzer σˆ2g mit einer Bandweite g >
h. Als Faustregel wird ha¨ufig g ≈ 1.5h oder g ≈ 2h vorgeschlagen. Jede
Bootstrap-Verteilung, die natu¨rlich eine bedingte Verteilung, gegebenX0, . . . ,
XT ist, wurde aus einer Simulation mit 1000 Wild-Bootstrap-Stichprobenwie-
derholungen gewonnen. Die Qualita¨t der Wild-Bootstrap-Approximation wird
nicht nur anhand einer Realisation einer Zeitreihe X1, . . . , XT beurteilt. Es
wurden 40 Zeitreihen der La¨nge T erzeugt und fu¨r jede wurde die Wild-
Bootstrap-Verteilung berechnet. Der U¨bersichtlichkeit halber werden aber
nicht alle 40, sondern nur drei repra¨sentative Fa¨lle gezeigt. Fu¨r jede der 40
Bootstrap-Dichten f ∗i , i = 1, . . . , 40 haben wir die mittlere quadratische Ab-
weichung, den MSE (Mean Square Error), zur wahren Dichte f berechnet,
d.i.MSEi =
∫
(f ∗i (x)− f(x))2dx. Wir zeigen die Wild-Bootstrap-Dichte, die
dem Median der MSE-Werte entspricht, als durchschnittlichen (gelbe Kurve),
jene, welche dem oberen Quartil der MSE-Werte entspricht, als unterdurch-
schnittlichen (blaue Kurve), und schließlich jene, welche dem unteren Quartil
der MSE-Werte entspricht, als u¨berdurchschnittlichen Fall (rote Kurve).
Abbildung 4.1 entha¨lt diese drei aus 100 Wild-Bootstrap-Dichten zusam-
men mit der zugrunde liegenden wahren Dichte (gru¨ne Kurve), die approxi-
miert werden soll, fu¨r die Stichprobengro¨ßen T und Bandweiten g und h mit
T = 100, h = 0.8 und g = 1.1, wa¨hrend die Abbildungen 4.2 und 4.3 die
entsprechenden Ergebnisse fu¨r T = 200, h = 0.65 und g = 0.9 bzw. T = 500,
h = 0.5 und g = 0.7 zeigen.
Abbildung 4.4 zeigt die ta¨glichen Log-Returns des DAX vom 1. Januar 1990
bis zum 31. Dezember 1992, Abbildung 4.5 den lokal-konstanten Nadaraya-
Watson-Scha¨tzer der Volatilita¨t des DAX in diesem Zeitraum. Die ta¨glichen
Log-returns des Wechselkurses US-Dollar - D-Mark vom 1. Januar 1989
bis zum 31. Dezember 1998 sind in Abbildung 4.6 dargestellt. Abbildung
4.7 stellt den lokal-konstanten Nadaraya-Watson-Scha¨tzer der Volatilita¨t des
Wechselkurses US-Dollar - D-Mark dar.
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Abbildung 4.1: Nadaraya-Watson - Wild Bootstrap, T=100
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Abbildung 4.2: Nadaraya-Watson - Wild Bootstrap, T=200
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Abbildung 4.3: Nadaraya-Watson - Wild Bootstrap, T=500
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Abbildung 4.4: Ta¨gliche Log-returns des DAX (1990-92)
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Abbildung 4.5: Lokal-konstanter Scha¨tzer der Volatilita¨t des DAX (1990-92)
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Abbildung 4.6: Ta¨gliche Log-returns des Wechselkurses US $ - DM (1989-98)
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Abbildung 4.7: Lokal-konstanter Scha¨tzer der Volatilita¨t des Wechselkurses
US $ - DM (1989-98)
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Kapitel 5
Paarweises Bootstrap
Es liegen die Beobachtungspaare (X0, X1), (X1, X2), . . . , (XT−1, XT ) des CHA
RN-Modells (2.1) bzw. allgemeiner eines beliebigen stark mischenden und
stationa¨ren Prozesses vor. Aus ihnen wird nun T -mal unabha¨ngig mit Zuru¨ck-
legen gezogen. So erha¨lt man die Bootstrap-Stichprobe (X∗0 , X
∗
1 ), (X
∗
1 , X
∗
2 ), ..
.., (X∗T−1, X
∗
T ). Da die Bootstrap-Stichproben gema¨ß einer Laplace-Verteilung
aus den urspru¨nglichen Beobachtungspaaren gezogen werden, gilt
P ∗{(X∗t−1, X∗t ) = (Xs−1, Xs)} = 1T fu¨r alle s, t = 1, . . . , T , wobei P ∗ die
bedingte Verteilung von (X∗t−1, X
∗
t ), gegeben (X0, X1), . . . , (XT−1, XT ) be-
zeichne.
Durch dieses Vorgehen wird erreicht, dass im Gegensatz zum Wild Bootstrap
die Abha¨ngigkeit zwischen zwei (zeitlich) aufeinanderfolgenden Zufallsvaria-
blen des Prozesses erhalten bleibt.
Auf der Grundlage der Bootstrap-Stichprobenpaare (X∗0 , X
∗
1 ), . . . , (X
∗
T−1, X
∗
T )
kann man analog zu Kapitel 1.1 einen lokal-konstanten Kernscha¨tzer definie-
ren
σˆ∗2h (x) =
1
Th
∑T
t=1K(
x−X∗t−1
h
)(X∗t − mˆh(X∗t−1))2
1
Th
∑T
t=1K(
x−X∗t−1
h
)
. (5.1)
Im folgenden soll gezeigt werden, dass dieser Scha¨tzer dieselbe asymptotische
Verteilung wie der Wild Bootstrap-Scha¨tzer von σ besitzt, d.h. dass also auch
das paarweise Bootstrap eine konsistente Scha¨tzung von Lσ(x) erlaubt.
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Satz 5.1: Es gelten die Voraussetzungen (W1)-(W7) aus dem vorigen Ab-
schnitt und fu¨r die Bootstrap-Stichprobenpaare: P ∗{(X∗t−1, X∗t ) = (Xs−1, Xs)} =
1
T
fu¨r alle s, t = 1, . . . , T .
Dann gilt fu¨r ein x ∈ R:
√
Th(σˆ∗2h (x)− σˆ2h(x)) =⇒ N (0, τ 2(x)) nach Wahrscheinlichkeit,
wobei
τ 2(x) =
σ4(x)
p(x)
∫
K2(v)dv(κ(x)− 1)
Beweis: Einsetzen von σˆ∗2h (x) ergibt
√
Th(σˆ∗2h (x)− σˆ2h(x)) =
1√
Th
∑T
t=1K(
x−X∗t−1
h
)((X∗t − mˆh(X∗t−1))2 − σˆ2h(x))
1
Th
∑T
t=1K(
x−X∗t−1
h
)
.
Berechne Erwartungswert des Nenners:
E∗
1
Th
T∑
t=1
K(
x−X∗t−1
h
) =
1
h
E∗K(
x−X∗1
h
)
=
1
Th
T∑
t=1
K(
x−Xt−1
h
)
→ p(x)
nach Wahrscheinlichkeit. Zeige Konvergenz gegen den zugeho¨rigen Erwar-
tungswert:
E∗(
1
Th
T∑
t=1
(K(
x−X∗t−1
h
)− E∗K(x−X
∗
t−1
h
)))2
=
1
Th2
E∗(K(
x−X∗t−1
h
)− E∗K(x−X
∗
t−1
h
))2
≤ 1
Th2
E∗K2(
x−X∗t−1
h
)
=
1
T 2h2
T∑
t=1
K2(
x−Xt−1
h
)
= O(
1
Th
) = o(1)
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Das Konvergenzverhalten des Za¨hlers la¨sst sich mit Hilfe des Grenzwert-
satzes von Lindeberg fu¨r Dreiecksschemata untersuchen, da die einzelnen
Summanden wegen des unabha¨ngigen Ziehens mit Zuru¨cklegen voneinander
unabha¨ngig sind.
Das Dreiecksschema lautet in diesem Fall
XT,t :=
1√
Th
K(
x−X∗t−1
h
)((X∗t − mˆh(X∗t−1))2 − σˆ2h(x))
Folgende Bedingungen mu¨ssen erfu¨llt sein:
(i) E∗XT,t = 0
(ii) V ar∗XT,t <∞
(iii)
1
s2n
T∑
t=1
∫
1{|XT,t|≥sn}X
2
T,tdP
∗ → 0 fu¨r alle  > 0
wobei s2n =
T∑
t=1
E∗X2T,t (Lindebergbedingung)
zu (i):
E∗
1√
Th
K(
x−X∗t−1
h
)((X∗t − mˆh(X∗t−1))2 − σˆ2h(x))
=
1√
Th
1
T
T∑
t=1
K(
x−Xt−1
h
)[(Xt − mˆh(Xt−1))2
−
∑T
t=1K(
x−Xt−1
h
)(Xt − mˆh(Xt−1))2∑T
t=1K(
x−Xt−1
h
)
] = 0
zu (ii):
E∗[
1√
Th
K(
x−X∗t−1
h
)((X∗t − mˆh(X∗t−1))2 − σˆ2h(x))]2
=
1
T 2h
T∑
t=1
K2(
x−Xt−1
h
)((Xt − mˆh(Xt−1))2 − σˆ2h(x))2
=
1
T 2h
T∑
t=1
K2(
x−Xt−1
h
)((Xt −m(Xt−1) +m(Xt−1)− mˆh(Xt−1))2
− σ2(Xt−1) + σ2(Xt−1)− σˆ2h(x))2
=
1
T 2h
T∑
t=1
K2(
x−Xt−1
h
)((Xt −m(Xt−1))2 − σ2(Xt−1)
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+ 2(Xt −m(Xt−1))(m(Xt−1)− mˆh(Xt−1)) + (m(Xt−1)− mˆh(Xt−1))2
+ σ2(Xt−1)− σˆ2h(x))2
Wie man mit Hilfe von (iii) sehen wird, ist dieser Ausdruck nach Wahrschein-
lichkeit beschra¨nkt.
zu (iii):
s2n =
T∑
t=1
E∗[
1√
Th
K(
x−X∗t−1
h
)((X∗t − mˆh(X∗t−1))2 − σˆ2h(x))]2
=
1
Th
T∑
t=1
K2(
x−Xt−1
h
)((Xt −m(Xt−1))2 − σ2(Xt−1)
+ 2(Xt −m(Xt−1))(m(Xt−1)− mˆh(Xt−1)) + (m(Xt−1)− mˆh(Xt−1))2
+ σ2(Xt−1)− σˆ2h(x))2
Von den nun nach Ausmultiplizieren auftretenden Termen wird exemplarisch
nur der folgende untersucht. Die anderen ko¨nnen analog oder a¨hnlich wie in
vorhergehenden Kapiteln betrachtet werden.
1
Th
T∑
t=1
K2(
x−Xt−1
h
)(m(Xt−1)− mˆh(Xt−1))2(σ2(Xt−1)− σˆ2h(x))
=
1
Th
T∑
t=1
K2(
x−Xt−1
h
)m2(Xt−1)σ2(Xt−1)
− 2 1
Th
T∑
t=1
K2(
x−Xt−1
h
)m(Xt−1)mˆh(Xt−1)σ2(Xt−1)
+
1
Th
T∑
t=1
K2(
x−Xt−1
h
)mˆ2h(Xt−1)σ
2(Xt−1)
− 1
Th
T∑
t=1
K2(
x−Xt−1
h
)m2(Xt−1)σˆ2h(x)
+ 2
1
Th
T∑
t=1
K2(
x−Xt−1
h
)m(Xt−1)mˆh(Xt−1)σˆ2h(x)
− 1
Th
T∑
t=1
K2(
x−Xt−1
h
)mˆ2h(Xt−1)σˆ
2
h(x)
→ 0
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denn bekanntermaßen gilt σˆ2h(x) → σ2(x) nach Wahrscheinlichkeit, und fu¨r
den zweiten Summanden (die anderen ko¨nnen analog betrachtet werden)
1
Th
T∑
t=1
K2(
x−Xt−1
h
)m(Xt−1)mˆh(Xt−1)σ2(Xt−1)
=
1
h
∫
K2(
x− u
h
)m(u)mˆh(u)σ
2(u)du
=
1
h
∫
K2(v)m(x+ hv)mˆh(x+ hv)σ
2(x+ hv)hdv
→ m2(x)σ2(x)
∫
K2(v)dv
denn mˆh(x)→ m(x) nach Wahrscheinlichkeit.
Setzt man die Ergebnisse aus dem Verhalten der anderen Terme zusammen
erha¨lt man die behauptete Konvergenz.
Insgesamt ergibt sich
s2n → σ4(x)p(x)
∫
K2(v)dv(κ(x)− 1) nach Wahrscheinlichkeit.
Die Lindebergbedingung ist erfu¨llt:
1
s2n
T∑
t=1
∫
1{ 1√
Th
K(
x−X∗t−1
h
)((X∗t − mˆh(X∗t−1))2 − σˆ2h(x)) ≥ sn}
1
Th
K2(
x−X∗t−1
h
)((X∗t − mˆh(X∗t−1))2 − σˆ2h(x))2dP ∗
≤ 1
hs2n
[
∫
1{K2(x−X
∗
t−1
h
)((X∗t − mˆh(X∗t−1))2 − σˆ2h(x))2 ≥ 2s2nTh}dP ∗∫
K4(
x−X∗t−1
h
)((X∗t − mˆh(X∗t−1))2 − σˆ2h(x))4dP ∗]
1
2
=
1
hs2n
[P ∗{K2(x−X
∗
t−1
h
)((X∗t − mˆh(X∗t−1))2 − σˆ2h(x))2 ≥ 2s2nTh}
E∗K4(
x−X∗t−1
h
)((X∗t − mˆh(X∗t−1))2 − σˆ2h(x))4]
1
2
≤ 1
hs2n
(
1
4s4nT
2h2
(
E∗K4(
x−X∗t−1
h
)
(
(X∗t − mˆh(X∗t−1))2 − σˆ2h(x)
)4)2) 12
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=
1
hs2n
1
2s2nTh
h
1
Th
T∑
t=1
K4(
x−X1
h
)
(
(X2 − mˆh(X1))2 − σˆ2h(x)
)4
= O(
1
Th
)O(1) = o(1)
Da der Erwartungswert hier aber zu null gescha¨tzt wird, ist eine explizite
Erwartungswertscha¨tzung mittels einer (U¨ber-)Gla¨ttung des Scha¨tzers σˆ2h(x)
durch Wahl einer gro¨ßeren Bandweite g und mit Hilfe der Kernfunktion K
no¨tig. Dann ergibt sich der Scha¨tzer:
σ˜2g(x) :=
∑T
t=1K(
x−Xt−1
h
)σˆ2g(Xt−1)∑T
t=1K(
x−Xt−1
h
)
.
Satz 5.2: Unter den Voraussetzungen aus dem letzten Satz und (W5) gilt
√
Th(σˆ∗2h (x)−σˆ2h(x)+σ˜2g(x)−σˆ2g(x)) =⇒ N (b(x), τ 2(x)) nach Wahrscheinlichkeit,
wobei
b(x) = B
∫
v2K(v)dv[
(σ2)
′
(x)p
′
(x)
p(x)
+
1
2
(σ2)
′′
(x)]
τ 2(x) =
σ4(x)
p(x)
∫
K2(v)dv(κ(x)− 1)
Beweis: Aufgrund des vorigen Satzes bleibt zu zeigen:
√
Th(σ˜2g(x)−σˆ2g(x))→
b(x) nach Wahrscheinlichkeit.
Einsetzen von σ˜2g(x) und Taylorentwicklung von σˆ
2
g(Xt−1) liefern:
√
Th(σ˜2g(x)− σˆ2g(x))
=
1√
Th
∑
tK(
x−Xt−1
h
)(Xt−1 − x)(σˆ2g)′(x)
1
Th
K(x−Xt−1
h
)
+
1
2
1√
Th
∑
tK(
x−Xt−1
h
)(Xt−1 − x)2(σˆ2g)′′(Xˆt−1)
1
Th
K(x−Xt−1
h
)
Der letzte Ausdruck ist derselbe Term wie der Biasterm im Wild Bootstrap
und kann genauso behandelt werden wie im Kapitel 2.1. Damit ist der Satz
bewiesen. 2
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Kapitel 6
Autoregressives Bootstrap
Eine dritte Mo¨glichkeit, die Verteilung Lσ(x) konsistent zu scha¨tzen, stammt
aus u.a. Franke, Kreiß, Mammen (2001) und soll in diesem Kapitel kurz
vorgestellt werden.
Wir betrachten wieder einen stationa¨ren und geometrisch ergodischen Pro-
zess, das NARCH-Modell
Xt = m(Xt−1) + σ(Xt−1)t , t = 0, 1, 2, . . . . (6.1)
Folgende Voraussetzungen werden beno¨tigt, um die Beweise einfach zu hal-
ten:
(A1) Die Zeitreihe X1, . . . , XT ist eine Realisierung der stationa¨ren Version
des obigen NARCH-Prozesses mit unabha¨ngig identisch verteilten Residuen
1, . . . , T mit Erwartungswert null und Varianz eins. Die Funktion m ist
Lipschitz-stetig mit Lipschitz-Konstante Lm und die Funktion σ ist Lipschitz-
stetig mit Lipschitz-Konstante Lσ.
(A2) Es gilt Lm + LσE|1| < 1.
(A3) Es gibt eine Konstante σ0 > 0 derart, dass σ(x) > σ0 fu¨r alle x ∈ R.
(A4) Die Verteilung P der Residuen t besitzt eine Dichte p mit folgenden
Eigenschaften: infx∈C p(x) > 0 fu¨r alle kompakten Mengen C, p ist zweimal
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stetig differenzierbar mit beschra¨nkten Ableitungen und supx∈R |xp′| < ∞.
Außerdem gilt fu¨r eine Konstante γ > 2 E|1|γ <∞.
(A5) m ist zweimal stetig in x differenzierbar mit beschra¨nkten Ableitungen.
(A6) K besitzt kompakten Tra¨ger [−1, 1]. K ist symmetrisch, besitzt eine
beschra¨nkte Ableitung auf (−1, 1) und ∫ K(v)dv = 1. Fu¨r die Bandweite h
gilt h→ 0 und Th5 → B2 > 0.
(A7) Die Bootstrap-Residuen ∗t besitzen (bedingten) Erwartungswert null
und Varianz eins und es gilt dK(P˜, P) = oP (1). Fu¨r den Startwert X
∗
0 des
Bootstrap-Prozesses gilt E∗|X∗0 | = OP (1). E∗|∗t |γ = OP (1) fu¨r eine Konstan-
te γ > 5
2
.
(A8) Es existiert eine Folge γT → ∞ derart, dass sup|x|>γT |m˜(x)| = OP (1),
sup|x|>γT |σ˜(x)| = OP (1) und sup|x|>γT |σ˜−1(x)| = OP (1).
(A9) Mit γT aus (A8) gilt supx≤γT |σ˜(x) − σ(x)| = oP (γ−1T ). Fu¨r alle C >
0 und fu¨r j = 0 und j = 1 gilt supx≤γT |m˜(j)(x) − m(j)(x)| = oP (1) und
supx≤CγT |p˜(j) (x)− p(j) (x)| = oP (1)
(A10) sup|x−x0|≤h |m˜(2)(x)−m(2)(x)| = oP (1).
Fu¨r das autoregressive Bootstrap des Varianz-Scha¨tzers beno¨tigen wir die
folgenden zusa¨tzlichen Annahmen:
(A11) Es gilt E|1|γ < ∞ fu¨r eine Konstante γ > 4. Das bedingte vierte
Moment E[41|X1 = x] ist eine stetige Funktion in x = x0. Die Funktion σ
ist zweimal stetig in x differenzierbar mit beschra¨nkten Ableitungen. Fu¨r die
Bandweite h
′
gilt h
′ → 0 und T (h′)5 → (B′)2 > 0.
(A12) E∗|∗t |γ = OP (1) fu¨r eine Konstante γ > 5. E∗|∗t |4 = E|t|4+oP (1). Fu¨r
j = 0 und j = 1 gilt supx≤γT |σ˜(j)(x)−σ(j)(x)| = oP (γ−1T ). sup|x−x0|≤h |σ˜2(x)−
σ2(x)| = oP (1).
Wie schon in der Einleitung erwa¨hnt wird beim autoregressiven Bootstrap
das NARCH-Modell exakt nachgebildet:
X∗t = m˜(X
∗
t−1) + σ˜(X
∗
t−1)
∗
t ,
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wobei m˜ und σ˜ Scha¨tzer von m und σ sind und ∗1, . . . , 
∗
T eine (unter der ur-
spru¨nglichen Stichprobe X0, . . . , XT ) bedingt unabha¨ngig identisch verteilte
Stichprobenwiederholung (Resample).
Im Folgenden wird die Wahl der Scha¨tzer m˜, σ˜2 und P˜ ero¨rtert. Fu¨r die
Scha¨tzer m˜ und σ˜2 ko¨nnen trunkierte Nadaraya-Watson-Scha¨tzer gewa¨hlt
werden und fu¨r die Verteilung P˜ die empirische Verteilung der Residuen.
Fu¨r Konstanten Cm, Cσ und cσ setzen wir C¯m = Cm|X¯|, C¯σ = Cσr¯2 und
c¯σ = cσr¯
2, wobei X¯ der Stichprobenmittelwert und r¯2 das arithmetische
Mittel der quadrierten Residuen rˆ2t = (Xt − mˆh(Xt−1))2 ist. Wir setzen
m˜(x) =

mˆg(x) fu¨r |mˆg(x)| ≤ C¯m
C¯m fu¨r mˆg(x) > C¯m
−C¯m fu¨r mˆg(x) < −C¯m
σ˜(x) =

σˆj,g′ (x) fu¨r |σˆj,g′ (x)| ≤ C¯σ
C¯σ fu¨r σˆj,g′ (x) > C¯σ
c¯σ fu¨r σˆj,g′ (x) < −c¯σ
,
wobei j = 1 oder 2 und wobei g und g
′
von h und h
′
verschiedene Bandweiten
sind, z.B. wird g im Gegensatz zu h so gewa¨hlt, dass Tg5 →∞. Das bedeutet
eine U¨bergla¨ttung des Scha¨tzers wie auch beim Wild Bootstrap. Wir definie-
ren nun P˜. Fu¨r eine Folge γT →∞ setzen wir IT = {1 ≤ t ≤ T : |rˆt| ≤ γT}.
Dann wird P˜ definiert als empirische Verteilung von rˆt − r¯IT fu¨r t ∈ IT .
Hierbei ist r¯IT das arithmetische Mittel der rˆt fu¨r t ∈ IT .
Der Bootstrap-Scha¨tzer von σ wird nun folgendermaßen definiert:
σˆ∗2
h′ (x) =
1
Th′
∑T
t=1K(
x−X∗t−1
h′ )(X
∗
t − mˆh′ (X∗t−1))2
1
Th′
∑T
t=1K(
x−X∗t−1
h′ )
.
Die bedingte Verteilung von
√
Th{σˆ∗2h (x0) − σ˜2(x0)}, gegeben X0, . . . , XT ,
wird mit LσB(x) bezeichnet. Dieses ist der Bootstrap-Scha¨tzer von Lσ(x), der
Verteilung von
√
Th{σˆ2h(x)− σ2(x)}.
Wir kommen nun zum Hauptergebnis dieses Kapitels, der Konsistenz des
Bootstrap-Scha¨tzers LσB(x).
Satz 6.1: Gelten (AB1) - (AB12). Dann gilt fu¨r alle x0 ∈ R:
dK(LσB(x0),Lσ(x0))→ 0 nach Wahrscheinlichkeit
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dK bezeichnet den Kolmogorov-Abstand, d.h. fu¨r zwei Verteilungen P und
Q ist der Abstand dK(P,Q) definiert als supx∈R |P (X ≤ x)−Q(X ≤ x)|
Beweis: siehe Franke, Kreiß, Mammen (2001).
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Kapitel 7
Anhang
7.1 Mischen
Wir stellen eine Definition fu¨r starkes Mischen und einige in den vorhergehen-
den Kapiteln verwendete Eigenschaften von stark mischenden Zufallsfolgen
vor. Fu¨r Einzelheiten verweisen wir auf Doukhan (1994).
Sei {Xt : t = 0, 1, 2, . . .} eine Folge von Rd-wertigen Zufallsvariablen, d =
1, 2, . . ., und Fmn die von {Xt : n ≤ t ≤ m}, 0 ≤ n ≤ m erzeugte σ-Algebra.
{Xt}t≥0 heisst stark mischend oder α-mischend, falls fu¨r die Mischkoeffizien-
ten
αk = sup
n
sup
A∈Fn0 ,B∈F∞n+k
|P (A ∩B)− P (A)P (B)|
gilt
lim
k→∞
αk = 0.
Falls {Xt} stark mischend ist, dann auch {Yt} mit Yt = ft(Xt) mit denselben
oder kleineren Mischkoeffizienten (siehe Doukhan (1994), S.15).
Falls ein Markov-Prozess {Xt}t≥0 stationa¨r und geometrisch ergodisch ist,
dann ist {Xt} geometrisch stark mischend mit geometrisch fallenden Misch-
koeffizienten αk ≤ Cρk, C > 0, 0 < ρ < 1 (siehe Doukhan (1994), S.89).
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Aus Doukhan (1994), Theorem 3, S.9 haben wir die folgende Kovarianzun-
gleichung:
Lemma: Seien X und Y bezu¨glich der σ-Algebren U und V messbare Zu-
fallsvariablen. Dann gilt fu¨r p, q, r ≥ 1 mit 1
p
+ 1
q
+ 1
r
= 1
|Cov(X, Y )| ≤ 8α 1r (U ,V) ‖ X ‖p‖ Y ‖q,
wobei α(U ,V) = sup {|P (U)P (V )− P (U ∩ V )| : U ∈ U , V ∈ V}.
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7.2 Martingaldifferenzschemata
Wir geben eine Definition fu¨r Martingaldifferenzschemata und pra¨sentieren
einen zentralen Grenzwertsatz von Brown (1971) und eine Ungleichung fu¨r
Martingaldifferenzschemata aus z.B. Hall und Heyde (1980).
Sei (Ω,A, P ) ein Wahrscheinlichkeitsraum und (Fn : n ∈ N0) eine Folge
von σ-Algebren mit F0 ⊂ F1 ⊂ . . . ⊂ A. Sei (ξn : n ∈ N0) eine Folge
von Zufallsvariablen auf (Ω,A, P ), wobei ξn messbar bezu¨glich Fn ist. Die
stochastische Folge [(ξn,Fn) : n ∈ N0] heißt Martingaldifferenzschema, falls
E|ξn| <∞ und E[ξn+1|Fn] = 0 P -f.s. fu¨r alle n ∈ N0.
Burkholder Ungleichung: Falls {Xt : 1 ≤ t ≤ T} ein Martingaldifferenzsche-
ma ist und 1 < p < ∞, dann existieren von p abha¨ngige Zahlen C1 und C2
derart, dass
C1E|
T∑
t=1
X2t |
p
2 ≤ E|
T∑
t=1
Xt|p ≤ C2E|
T∑
t=1
X2t |
p
2
Zentraler Grenzwertsatz fu¨r Martingaldifferenzschemata: Sei [(ξn,Fn) : n ∈
N0] ein Martingaldifferenzschema mit Eξ2n < ∞ fu¨r alle n ∈ N0. Sei X :=
[(Xn,Fn) : n ∈ N0] mit Xn := 1√n
∑n
k=1 ξk, wobei X0 = 0 und F0 = {∅,Ω}.
Falls die bedingte Lindeberg-Bedingung
1
n
n∑
k=1
E[ξ2k1{|ξk|>
√
n}|Fk−1]→ 0 nach Wahrscheinlichkeit fu¨r alle  > 0
erfu¨llt ist und falls
1
n
n∑
k=1
E[ξ2k|Fk−1]→ σ2 nach Wahrscheinlichkeit,
dann gilt Xn =⇒ N (0, σ2).
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Zusammenfassung
In der vorliegenden Arbeit werden bedingt heteroskedastische Zeitreihen der
Ordnung eins betrachtet.
Das zweite Kapitel bescha¨ftigt sich mit Kurvenscha¨tzung in nichtlinearen au-
toregressiven bedingt heteroskedastischen Prozessen der Ordnung eins. Die
bedingte Varianz wird nichtparametrisch durch Nadaraya-Watson-Scha¨tzer
approximiert. Asymptotische Normalita¨t wird im nichtparametrischen Mo-
dell nachgewiesen. Die Konsistenz der ersten und zweiten Ableitung des
Nadaraya-Watson-Scha¨tzers fu¨r die bedingte Varianz wird gezeigt.
In folgenden Kapiteln betrachten wir Bootstrap-Methoden in nichtlinearen
autoregressiven bedingt heteroskedastischen Modellen der Ordnung eins. Fu¨r
den Nadaraya-Watson-Scha¨tzer der bedingten Varianz werden Bootstrap-
Scha¨tzer entwickelt. Die behandelten Bootstrap-Methoden sind das soge-
nannte Wild, das paarweise und das autoregressive Bootstrap. Wir zeigen
die Konsistenz der Verfahren. Fu¨r das Wild und das paarweise Bootstrap
wird desweiteren gezeigt, dass diese Verfahren auch ohne Annahme eines zu-
grundeliegenden nichtlinearen autoregressiven bedingt heteroskedastischen
(NARCH(1)) Prozesses konsistent sind.
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