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Abstract
A new approach to the sparse Canonical Correlation Analysis (sCCA) is proposed with
the aim of discovering interpretable associations in very high-dimensional multi-view, i.e.
observations of multiple sets of variables on the same subjects, problems. Inspired by the
sparse PCA approach of Journe´e et al. (2010), we also show that the sparse CCA formula-
tion, while non-convex, is equivalent to a maximization program of a convex objective over
a compact set for which we propose a first-order gradient method. This result helps us
reduce the search space drastically to the boundaries of the set. Consequently, we propose
a two-step algorithm, where we first infer the sparsity pattern of the canonical directions
using our fast algorithm, then we shrink each view, i.e. observations of a set of covariates,
to contain observations on the sets of covariates selected in the previous step, and compute
their canonical directions via any CCA algorithm. We also introduce Directed Sparse CCA,
which is able to find associations which are aligned with a specified experiment design, and
Multi-View sCCA which is used to discover associations between multiple sets of covariates.
Our simulations establish the superior convergence properties and computational efficiency
of our algorithm as well as accuracy in terms of the canonical correlation and its ability
to recover the supports of the canonical directions. We study the associations between
metabolomics, trasncriptomics and microbiomics in a multi-omic study using MuLe, which
is an R package that implements our approach, in order to form hypotheses on mecha-
nisms of adaptations of Drosophila Melanogaster to high doses of environmental toxicants,
specifically Atrazine, which is a commonly used chemical fertilizer.
Keywords: sparse CCA, Canonical Correlation Analysis, Multivariate Analysis, Multi-
variate Learning
1. Introduction
Canonical Correlation Analysis(CCA), Hotelling (1935) , is a powerful set of approaches for
analyzing the relationship between two sets of random vectors, and discovering associations
between elements of said vectors. Classical CCA is specifically concerned with finding linear
c©2018 Omid Shams Solari, James B. Brown and Peter J. Bickel.
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combinations of the elements of each random vector such that they are maximally correlated
estimated using observations of each random vector on matching subjects/individuals, i.e.
different views, of the same latent random vector. In this article, we use the terms view and
dataset interchangeably, denoted by Xi ∈ Rn×pi , to refer to n observations of a random
vector of length pi.
CCA has been widely used in various fields of data science and machine learning and has
found successful applications in finance, neuro-imaging, computer vision, NLP, social sci-
ences, geography, collaborative filtering, astronomy and a new surge in genomics, especially
in recently popular multi-assay genetic/clinical population studies. After its proposition by
Hotelling (1935), CCA was first applied in Waugh (1942) where he studied the relationship
between the characteristics of wheat and the resulting flour. He demonstrated that desir-
able wheat is high in texture, density and protein content and low on damaged kernels and
foreign materials. Other rather classic applications of CCA include: medical geography,
where Monmonier and Finn (1973) showed direct association between the number of hospi-
tal beds per capita and physician ratios, socio-medical studies, e.g. Hopkins (1969) studies
the relationship between housing and health in Baltimore, education, Dunham and Kravetz
(1975) analyzes the association between measures of academic performance in college and
exam scores in high school, economics, where Simonson et al. (1983) employs this technique
to identify and describe hedging behavior between the asset side and the capital side of
the balance sheets of a selection of US. banks, signal processing, e.g. Schell and Gardner
(1995) introduces Programmable CCA to design filters to distinguish between desired signal
and noise, time-series analysis, e.g. Heij and Roorda (1991) employs CCA for state-space
modeling, geography, e.g. Ouarda et al. (2001) perform a regional flood frequency analysis
using CCA by investigating the correlation structure between watershed characteristics and
flood peaks, medical imaging, e.g. Friman et al. (2001) benefited from CCA in detecting
activated brain regions based on physiological parameters such as temporal shape and delay
of the hemodynamic response. There are plenty of other examples in the fields of chemistry,
e.g. Tu et al. (1989), physics, e.g. Wong et al. (1980), dentistry, e.g. Lindsey et al. (1985)
where CCA is utilized to discover complex yet meaningful associations between two sets of
variables.
CCA and its variants have also found substantial grounds in modern fields of research
such as artificial intelligence and statistical learning, neuro-imaging and human perception,
context-based content retrieval, collaborative filtering, dimensionality reduction and feature
selection, and spatial and temporal genome-wide association studies. Cao et al. (2015) and
Nakanishi et al. (2015) used CCA in the area of Brain Computer Interface(BCI) to recognize
the frequency components of target stimuli. In the area of image recognition, Hardoon
et al. (2004) use a kernel CCA method to perform content-based image retrieval and learn
semantics of multimedia content by combining image and text data. Ogura et al. (2013),
Shen et al. (2013), and Wang et al. (2013) have employed CCA and its variants for the
purpose of feature selection/extraction/fusion and dimensionality reduction.
Modern Canonical Correlation Analysis algorithms have had a significant surge in ge-
nomics esp. multi-omic genetic and environmental studies in the last few years mainly due
to fast and efficient genome sequencing and measurement technologies becoming more acces-
sible. Such studies typically involve two or more, usually high-dimensional, omic datasets,
e.g. trascriptomic, metabolomic, microbiomic data. An instance of such study is Hyman
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et al. (2002) where they performed CGH analysis on cDNA microarrays in breast cancer
and compared copy number and mRNA expression levels to infer the impact of genomic
changes on gene expression. Yamanishi et al. (2003) successfully utilized this method to
recognize the operons in Escherichia Coli genome by comparing three datasets correspond-
ing to functional, locational and expression relationships between the genes. Morley et al.
(2004), Pollack et al. (2002), Snijders et al. (2017), Orsini et al. (2018), Fang et al. (2016),
Rousu et al. (2013), Seoane et al. (2014), Baur and Bozdag (2015), Sarkar and Chakraborty
(2015), and Cichonska et al. (2016) are few other notable relevant works.
In the next section we provide an overview of the common approaches, but we first
compile the notation used throughout the paper in the subsection below.
2. Notation
Each view, i.e. the observation matrix on random vector Xi(ω) : Ω → Rpi , is denoted by
Xi ∈ Rn×pi , i = 1, . . . ,m. n is reserved to denote the sample size and pi to denote the length
of each random vector Xi, i = 1, . . . ,m. Canonical directions are denoted by zi ∈ Bpi , or
zi ∈ Spi , and Zi ∈ Spid , where B = {x ∈ R|‖x‖2 ≤ 1} and S = {x ∈ R|‖x‖2 = 1}.
lx(z) = ‖z‖x : Rp → R denotes any norm function, more specifically l0/1(z) = ‖z‖0/1,
and τ (i) refers to the i − th non-zero element of the vector which is specifically used for
the sparsity pattern vector. Sample covariance matrices corresponding to the i-th and j-th
views is denoted by Cij . We drop the subscript when we only have two views. max(x, 0) is
also denoted by [x]+. We also coin the term accessory variables in Section 5.2 to refer to the
variables towards which we direct estimated canonical directions, disregarding their causal
roles as covariates or dependent variables. We also use “program” to refer to “optimization
programs”.
3. An Overview of Approaches to the CCA Problem
This subsection covers a literature review of Canonical Correlation Analysis, common ap-
proaches, and their statistical assumptions and approximations. While linear approaches
and especially their regularized extensions are the main focus of this paper, we have also
provided an overview of non-linear approaches, e.g. kernelized model of Lai and Fyfe (2000)
and DeepCCA of Andrew et al. (2013).
3.1 CCA
Let X(ω) : Ω→ Rp be a random vector with covariance matrix Σ ∈ Rp×p. Further assume
that EX = 0. Now partition X into X1 ∈ Rp1 and X2 ∈ Rp2 . The covariance matrix can
be partitioned accordingly.
Σ =
[
Σ11 Σ12
Σ21 Σ22
]
(1)
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Canonical Correlation Analysis, Hotelling (1935), identifies two weight vectors z1 and
z2 such that the Pearson correlation coefficient between the images X1z1 and X2z2 is
maximized,
ρ(z∗1 , z
∗
2) = max
z1∈Rp1 ,z2∈Rp2
E[(X1z1)>X2z2]
E[(X1z1)2]1/2E[(X2z2)2]1/2
= max
z1∈Rp1 ,z2∈Rp2
z>1 Σ12z2√
z>1 Σ11z1
√
z>2 Σ22z2
= max
z1∈Rp1 ,z2∈Rp2
zT1 Σ11z1=1
zT2 Σ22z2=1
zT1 Σ12z2
(2)
where the last line is due to scale-invariability of ρ.
The images X1z1 and X2z2 are called the canonical variables and the weights z1 and z2
are the canonical loading vectors or the canonical directions. The loading vectors (z
(1)
1 , z
(1)
2 )
obtained from optimizing Program 2 reveal the first canonical correlation. (z
(2)
1 , z
(2)
2 ) that
maximize 2 but with an added constraint that their corresponding images are respectively
orthogonal to the first pair determine the second canonical correlation. This procedure is
continued until no more pairs are found. The number r ≤ min{p1, p2} of pairs of canonical
variables can be interpreted as the number of patterns in the correlation structure.
We estimate the population parameters by plugging in sample estimates of the expec-
tations in Program 2. With X1 ∈ Rn×p1 and X2 ∈ Rn×p2 being the sample matrices
corresponding to X1 and X2 respectively, Σij , i, j ∈ {1, 2} is estimated by the sample co-
variance matrices Cij =
1
nX
>
i Xj , i, j ∈ {1, 2}.
Therefore the sample CCA optimization problem may be written as,
max
z1∈Rp1 ,z2∈Rp2
z>1 C11z1=1
z>2 C22z2=1
z>1 C12z2 (3)
Generally, this optimization problem is solved using one of the three classes of techniques.
Hotelling (1935) solves this problem using Lagrange multipliers to obtain the characteristic
equation which is a standard eigenvalue problem,
C−122 C21C
−1
11 C
−1
12 z2 = ρ
2z2 (4)
Bach and Jordan (2002) and Hardoon et al. (2004) form the following system of equations
using the same Lagrange multiplier technique,(
0 C12
C21 0
)(
z1
z2
)
= ρ
(
C11 0
0 C22
)(
z1
z2
)
(5)
Which can be regarded as a generalized eigenvalue problem and the positive generalized
eigenvalues as the squared canonical correlations.
Healy (1957) and Ewerbring and Luk (1989) used singular value decomposition to find
canonical correlations. In this approach, inverse square roots of the sample covariance
4
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matrices C
−1/2
11 and C
−1/2
22 are computed. Canonical loading vectors are computed using
the following SVD,
C
−1/2
11 C12C
−1/2
22 = UDV
> (6)
Where U and V are orthonormal matrices and the non-zero elements of the diagonal
matrix D correspond to the singular values which are equal to the canonical correlations.
z
(k)
1 and z
(k)
2 are obtained using C
−1/2
11 U.k and C
−1/2
22 V.k respectively.
3.2 Regularized CCA
Techniques reviewed above are applicable in over-determined systems or low-dimensional
regimes. However, in high-dimensional regimes where there are fewer observations than
variables, n ≤ max{p1, p2}, new approaches are needed to overcome the issues of singular
covariance matrices and overfitting as well as lack of identifiability of original parameter.
These approaches are also helpful in reducing the estimation variance, providing robustness
to outliers, and, of special relevance to this paper, offering more interpretable models.
3.2.1 Ridge Regularization
So called canonical ridge was proposed in Vinod (1976) to address the problem of insufficient
sample size. Here, the innvertibility of the sample covariance matrices C11 and C22 is
improved by introducing ridge penalties, which comes at the cost of introducing two more
hyper-parameters, c1, c2 ≥ 0. Ultimately, the optimization constraints in Program 3 become
z>1 (C11 + c1I)z1 =1
z>2 (C22 + c2I)z2 =1
(7)
Any of the three algorithms of Section 3.1 may be modified for solving this problem.
3.2.2 Lasso Regularization
LASSO or L1 regularized CCA, which is one of the two main foci of this paper, is specif-
ically useful when there are not nearly as many observations as covariates. In such high-
dimensional settings ridge-regularized methods, although successfully reducing instability,
lack interpretability and overfitting is still an issue. To this end, a school of methods exist
which does both variable selection and estimation simultaneously or sequentially through
sparsity inducing regularization. Parkhomenko et al. (2007), Parkhomenko et al. (2009) ,
and Witten and Tibshirani (2009) advise a simple soft-thresholding algorithm to enforce
sparsity. They apply sparse CCA methods to find meaningful associations between ge-
nomic datasets, be it RNA expression datasets, single-loci DNA modifications or regions
of loss/gain within the genome. Waaijenborg et al. (2008) incorporates a combination of
L1 and L2 penalties into the CCA model to identify gene networks that are influenced by
multiple genetic changes. Hardoon and Shawe-Taylor (2011) offers a different formulation
using convex least squares. In their approach the association between the linear combina-
tion of one view and the Gram matrix of the other view is computed. They demonstrate
5
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that in cases when the observations are very high-dimensional, their sparse CCA approach
outperforms KCCA significantly.
The approaches to the L1 regularized CCA proposed in the literature referenced above
are almost identical, except for that of Hardoon and Shawe-Taylor (2011). Despite small
differences, e.g. Waaijenborg et al. (2008) uses elastic net which is a mixture of LASSO and
ridge penalties, they all solve a regularized SVD using alternating maximization of slightly
different optimization programs. Penalized Matrix Decomposition(PMD) algorithm which
was first introduced in Witten et al. (2009), then extended in Witten and Tibshirani (2009)
estimates the sample covariance matrix C12 with closest rank-one matrix in a Frobenius
norm sense under some constraints.
(z∗1 , z
∗
2) = arg min
z1∈Bp1 ,z2∈Bp2
‖z1‖1≤c1,‖z2‖1≤c2,σ≥0
‖C12 − σz1z>2 ‖2F = arg max
z1∈Bp1 ,z2∈Bp2
‖z1‖1≤c1,‖z2‖1≤c2
z>1 C12z2
(8)
where ci ≥ 0, i = 1, 2 are sparsity parameters. The last statement in Program 8 is of
course a penalized SVD.
3.2.3 Cardinality Regularization
Most approaches to the sparse CCA problem involve the LASSO regularization which was
reviewed in Section 3.2.2. However, few greedy approaches were also developed cardinality
or L0 regularized case.
(z∗1 , z
∗
2) = arg max
z1∈Bp1 ,z2∈Bp2
‖z1‖0≤c1,‖z2‖0≤c2
z>1 C12z2
(9)
where as before the sparsity parameters are non-negative. Wiesel et al. (2008) develop a
greedy algorithm which is based on the sparse PCA approach of dAspremont et al. (2008),
which we also base our L0 regularized algorithm on, and demonstrate the effectiveness of
their backward greedy algorithm in high-dimensional settings.
3.3 Bayesian CCA
Bayesian approaches to CCA were introduced to increase the robustness of the model in low
sample size scenarios and improve the validity of the model by allowing different distribu-
tions. Klami et al. (2012) offer a detailed review of Bayesian approaches to CCA, and Bach
and Jordan (2005) offer a formalization of this problem within a probabilistic framework. In
these models latent variables U ∼ N (0, Il) where l ≤ min{p1, p2} are assumed to generate
the observations x
(i)
1 ∈ Rp1 and x(i)2 ∈ Rp2 through
X1|U ∼ N (S1U + µ1,Ψ1)
X2|U ∼ N (S2U + µ2,Ψ2)
(10)
where S1 and S2 are transform matrices and Ψ1 and Ψ1 noise covariance matrices.
Maximum likelihood estimates of model parameters are used to estimate the posterior
expectation of U .
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3.4 Non-Linear Transformations
So far, our discussion of CCA and its extensions were constrained to linear transformations
of observed random variables. Analyzing non-linear correlation structures, however, requires
further innovation. (Deep) neural networks(DNN) based CCA and kernel CCA are reviewed
as the two main schools of methods for uncovering non-linear canonical correlations.
3.4.1 DNN-Based CCA
Lai and Fyfe (1999) used neural networks to find non-linear canonical correlation and detect
shift information in a random dot stereogram data. Lai and Fyfe (2000) extends this by
adding a non-linearity to their network and also by non-linearly transforming the data
to a feature space and then performing linear CCA. Andrew et al. (2013) developed the
package deepCCA, which will be explained here briefly. In this approach, each dataset, Xi, is
transformed through multiple layers by applying sigmoid functions on linear transformation
of the input to the layer j = 1, . . . , J of network i = 1, . . . , I,
aji = σ(Z
j
i xi + b
j
i ), i = 1, . . . , I, j = 1, . . . , J (11)
where σ is a nonlinear sigmoid function and Zji and b
j
i are the weight matrices and bias
vectors respectively that need to be learned such that some cost function is minimized. The
cost function they defined was the correlation between the output views of all I datasets.
Assuming output matrices H1 ∈ Ro×n and H2 ∈ Ro×n, define C12 = 1n−1H˜1H˜>2 , C11 =
1
n−1H˜1H˜
>
1 + γ1I and C22 =
1
n−1H˜2H˜
>
2 + γ2I, where H˜i = Hi − 1nHi1 are the centered
output matrices. Also define T = C
−1/2
11 C12C
−1/2
22 . Then the correlation objective to be
maximized can be written as the trace norm of T .
corr(H1,H2) = tr(T
>T )1/2 (12)
Obviously Hi = f(z
j
i , b
j
i ), j = 1, . . . , J .
Using DNN s for multi-view learning is a very active line of research. Recently, models
based on Variational Auto-Encoders(VAE) have become popular[Wang et al. (2016)].
3.4.2 Kernel CCA & The Kernel Trick
Kernel methods are more popular for analyzing non-linear associations[Lai and Fyfe (2000)].
This is for the most part due to the vast theoretical literature on kernel methods, mainly
from SVM literature, [Gestel et al. (2001); Cai (2013); Blaschko et al. (2008); Hardoon and
Shawe-Taylor (2009); Alam et al. (2008)] and part due to the significantly fewer number of
parameters to be estimated compared to DNNs[Akaho (2001)]. Melzer et al. (2001) applies
non-linear feature extraction to object recognition and compares it to non-linear PCA.
Bach and Jordan (2002) uses CCA based methods in kernel Hilbert spaces for Independent
Component Analysis(ICA) and present efficient computation of their derivatives. Larson
et al. (2014) utilizes kernel CCA to discover complex multi-loci disease-inducing SNPs
related to ovarian cancer.
Kernelized methods use non-linear mappings,φ1(X1) and φ2(X2), of observations to
non-Euclidean spaces, H1 and H1, where the measures of similarity between images are
7
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no longer linear. The similarity may be captured by a symmetric positive semi-definite
kernel, which corresponds to the inner product in Hilbert spaces. In essence, KCCA first
transforms the observations into Hilbert spaces H1 and H2 using PSD kernels,
k1(x1i,x1j) = 〈φ1(x1i), φ1(x1j)〉H1 , k2(x2i,x2j) = 〈φ2(x2i), φ2(x2j)〉H2 (13)
In practice, we don’t need to specify the mappings φi(xi,j). Mercer’s theorem[Mercer
(1909)] guarantees that as long as k1(xij ,x
′
ij) is a positive semi-definite inner-product kernel,
there is a corresponding φi : Rpi → H equipped with inner-product < ., . >H. This permits
us to bypass evaluating φi and go straight to evaluating inner-product kernels ki, 1, . . . , I.
The rest of the analysis will be quite similar to the CCA problem except that the observation
matrices Xi are replaced by their corresponding Gram matrices Ki for i = 1, . . . , I. For a
more comprehensive treatment, refer to Hardoon et al. (2004) and Bach and Jordan (2002).
The remainder of this paper is organized as follows: In Section 4 we introduce the
optimization problems corresponding to L0/L1regularized CCA which are then extended to
Multi-View Sparse CCA and Directed Sparse CCA in Section 5. In Section 6, we propose
algorithms that solve the optimization programs of Sections 4 and 5. In Section 7 we
apply MuLe, the R-package that implements our algorithms, to simulated data, where we
benchmark our method and also compare it to several other available approaches. We also
utilize it in Section 8 to discover and interpret multi-omic associations which explain the
mechanisms of adaptations of Dropsophila Melanogaster to environmental pesticides. We
conclude this paper in Chapter 9. Appendices are referenced in the text wherever applicable.
4. Sparse Canonical Correlation Analysis
We consider sparse CCA formulations of the following form,
φlx,lx(γ1, γ2) = max
z1∈Bp1
max
z2∈Bp2
zT1 C12z2 − γ1lx(z1)− γ2lx(z2) (14)
where lx = lx(z) is a sparsity-inducing norm function, γi ≥ 0, i = 1, 2 are regularization
parameters, and C12 = 1/nX
>
1 X2 is the sample covariance matrix.
4.1 L1 Regularization
Consider x = 1 in Program 14,
φl1,l1(γ1, γ2) = max
z1∈Bp1
max
z2∈Bp2
zT1 C12z2 − γ1‖z1‖1 − γ2‖z2‖1 (15)
This optimization program is equivalent1 to the one in 8.
Theorem 1 Maximizers, (z∗1 , z∗2), of φl1,l1(γ1, γ2) in Program 15 are given by,
z∗1 = arg max
z1∈Bp1
p2∑
i=1
[|cTi z1| − γ2]2+ − γ1‖z1‖1 (16)
1. Optimization programs ψx(λ) and ηy(µ) are called equivalent if there is a one-to-one mapping g : Dλ →
Dµ such that x∗ = y∗ if λ = g(µ).
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and
z∗2i = z
∗
2i(γ2) =
sgn(cTi z1)[|cTi z1| − γ2]+√∑p2
k=1[|cTk z1| − γ2]2+
, i = 1, . . . , p2. (17)
Proof 2
φl1,l1(γ1, γ2) = max
z1∈Bp1
max
z2∈Bp2
z>1 C12z2 − γ1‖z1‖1 − γ2‖z2‖1
= max
z1∈Bp1
max
z2∈Bp2
p2∑
i=1
z2i(c
>
i z1)− γ2‖z2‖1 − γ1‖z1‖1
= max
z1∈Bp1
max
z′2∈Bp2
p2∑
i=1
|z′2i|(|c>i z1| − γ2)− γ1‖z1‖1
(18)
where we used the following change-of-variable z2i = sgn(c
>
i z1)z
′
2i. We optimize 18 for
z′2 for fixed z1 and change it back to z2 to get the result in Equation 17. Substituting this
result back in 18,
φ2l1,l1(γ1, γ2) = arg max
z1∈Bp1
p2∑
i=1
[|cTi z1| − γ2]2+ − γ1‖z1‖1 (19)
The following corollary asserts that we can provide the necessary and sufficient condi-
tions based on the solution z∗1 in order to find the sparsity pattern of z∗2 , i.e. supp(z∗2),
denoted in this paper as τ2 ∈ {0, 1}p2 .
Corollary 2 Given the sparsity parameter γ2 and maximizer z
∗
1 of the program 19, entries
z∗2i, refer to 17, for which |c>i z∗1 | ≤ γ2 are identically zero.
Proof According to Equation 17 of Theorem 1,
z∗2i = 0⇔ [|cTi z∗1 | − γ2]+ = 0⇔ |cTi z∗1 | ≤ γ2 (20)
We can go further and show that we can talk about τ2 without solving for z
∗
1 . Consider
Equation 17 once again,
|cTi z1| ≤ ‖ci‖2‖z1‖2 = ‖ci‖2 (21)
Hence, z2i = 0 for i ∈ 1, . . . , p2 if ‖ci‖2 ≤ γ2 without regard to z∗1 .
Program 16 can be viewed as a L1 regularized maximization of a quadratic function over
a compact set. Obviously the objective is not convex, since it’s the difference of two convex
2. We use the technique introduced in Journe´e et al. (2010) for sparse PCA to carry out the proofs of
Theorems 1 and 5
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functions. However, as we will elaborate more Chapter 6 where we propose our two-stage
algorithm, MuLe, we are only interested in z∗1 for the purpose of inferring τ2. Hence we will
optimize Program 19 with no regularization term in the first stage.
φ2l1,l1(γ1, γ2) ≈ maxz1∈Bp1
p2∑
i=1
[|cTi z1| − γ2]2+ = max
z1∈Sp1
p2∑
i=1
[|cTi z1| − γ2]2+ (22)
Remark 3 As a result of this approximation, as stated in Program 22, the search space is
drastically shrunk from a p1-dimensional Euclidean ball to a p1-dimensional sphere. This is
as a result of maximizing a convex function over a compact set.
Remark 4 Program 22 is a valid approximation of the Program 19. Beside our simulation
results in Section 7, we can see that there is a one-to-one mapping γ1 = h(γ2) in light of
Equation 20; in other words, for every γ1 for which z
∗
1i = 0 there is a γ2 for which the last
inequality in 20 is true.
4.2 L0 Regularization
Adapting formulation 9 of Wiesel et al. (2008) to our approach is equivalent to setting x = 0
in 14,
φl0,l0(γ1, γ2) = max
z1∈Bp1
max
z2∈Bp2
zT1 C12z2 − γ1‖z1‖0 − γ2‖z2‖0 (23)
However, to make use of the results in the previous section, we consider the following
program instead,
φ′l0,l0(γ1, γ2) = maxz1∈Bp1
max
z2∈Bp2
(zT1 C12z2)
2 − γ1‖z1‖0 − γ2‖z2‖0 (24)
Theorem 5 Maximizers, (z∗1 , z∗2), to φl0,l0(γ1, γ2) in Program 23 are given by,
z∗1 = arg max
z1∈Bp1
p2∑
i=1
[(cTi z1)
2 − γ2]+ − γ1‖z1‖0 (25)
and
z∗2i = z
∗
2i(γ2) =
[sgn((cTi z1)
2 − γ2)]+c>i z1√∑p2
k=1[sgn((c
T
k z1)
2 − γ2)]+(c>k z1)2
, i = 1, . . . , p2. (26)
Proof Consider optimizing over z2 while keeping z1 fixed. First, assume γ2 = 0. Obviously,
φl0,l0(γ1, 0)|z1=const. is maximized at z∗2 = c>i z1. Now, considering the case for γ2 > 0, for
which z∗2i = 0 for any z1 such that φl0,l0(γ1, 0)|z1=const. = (cTi z1)2 ≤ γ2. Considering this
analysis and normalizing we obtain Equation 26. Substituting back in 24, we arrive at 25.
Similar to the L1 regularized case, the following corollary formalizes the relationship
between z∗1 and the sparsity pattern τ2 ∈ {0, 1}p2 of z∗2 .
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Corollary 6 Given the sparsity parameter γ2 and solution z
∗
1 to the program 25,
τ2i =
{
0 −√γ2 ≤ c>i z∗1 ≤
√
γ2
1 otherwise
(27)
Proof According to Equation 26 of Theorem 5,
z∗2i = 0⇔ sgn((cTi z∗1)2 − γ2) ≤ 0⇔ (cTi z∗1)2 ≤ γ2 (28)
Again, even without solving for z∗1 we can show that
(cTi z1)
2 ≤ ‖ci‖22‖z1‖22 = ‖ci‖22 (29)
Hence, in light of 26, z2i = 0 for i ∈ 1, . . . , p2 if ‖ci‖22 ≤ γ2 without regards to z∗1 .
As before, Program 25 can be viewed as a L0 regularized maximization of a quadratic
function over a compact set. Also, we are only interested in z∗1 for the purpose of inferring
τ2. Therefore, to be able to use the previous result in shrinking the search domain, we will
optimize Program 25 with no regularization in the first stage.
φ′l0,l0(γ1, γ2) ≈ maxz1∈Bp1
p2∑
i=1
[(c>i z1)
2 − γ2]+ = max
z1∈Sp1
p2∑
i=1
[(c>i z1)
2 − γ2]+ (30)
The same justifications as presented in Remarks 3 and 4 apply here analogously.
So far we proposed methods to infer the sparsity patterns τ1 and τ2 which can be used
to shrink the covariance matrix drastically, as explain in Section 6. Now, efficient CCA
algorithms may be used to estimate the active entries of z∗1 and z∗2 . Assuming we have
estimated the i − th pair of canonical loading vectors, (z1, z2)(i), i = 1, . . . , I, where I =
rank(C12) ≤ n assuming n << min{p1, p2}, we define the i-th Residual Covariance Matrix
as,
C
(i)
12 = C12 −
i∑
k=1
(z
(k)∗>
1 C
(k−1)
12 z
(k)∗
2 )z
(k)∗
1 z
(k)∗>
2 1 ≤ i ≤ I (31)
The (i+ 1)− th pair of canonical loading vectors are estimated by the leading canonical
loading vectors of C
(i)
12 , using any of the previous two methods. Refer to Algorithm 9 in
Appendix B.1 for more details.
5. Further Applications and Extensions
In this section we further extend the methods developed in Section 4. In 5.1 we introduce
our approach to Multi-View Sparse CCA, where more than two views are available. In 5.2
we extend our approach to Directed Sparse CCA, where an observed variable, other than
the observed views, is available, towards which we direct the canonical directions.
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5.1 Multi-View Sparse CCA
So far we limited ourselves to a pair of views in discussing the sub-space learning problem.
In this section we extend our approach to learning sub-spaces from multiple views, i.e.
when we have multiple groups of observations, Xi ∈ Rn×pi , i = 1, . . . ,m on matching
samples. An example of this problem is multi-omic genetic studies where transcriptomic,
metabolomic, and microbiomic data are collected from a single group of individuals. Thus,
we try to discover the association structures between random vectors Xi by estimating
zi such that Xizi are maximally correlated in pairs. Here, we propose a solution to the
following optimization program which is equivalent to the one proposed in Witten and
Tibshirani (2009),
φMlx (Γ) = maxzi∈Bpi∀i=1,...,m
m∑
r<s=2
zTr Crszs −
m∑
s=2
s−1∑
r=1
r 6=s
Γsr‖zs‖1 (32)
where m is the total number of available views, Γ ∈ Rm×m, Γij ≥ 0 is a Lagrange
multiplier matrix, and Crs = 1/nX
T
r Xs is the sample covariance matrix of the (r, s) pairs
of views. Following similar procedure as in 4.1, we analyze the solution to Program 32.
Theorem 7 The local optima z∗1 , . . . ,z∗m of the optimization problem 32 is given by,
z∗si = z
∗
si(Γ) =
sgn(
∑m
r=1
r 6=s
c˜>rsizr)[|
∑m
r=1
r 6=s
c˜>rsizr| −
∑m
r=1
r 6=s
Γsr]+√∑p2
k=1[|
∑m
r=1
r 6=s
c˜>rskzr| −
∑m
r=1
r 6=s
Γsr]2+
(33)
and for r = 1, . . . ,m and r 6= s,
zr(Γ) = max
zr∈Bpr
r 6=s,r=1,...,m
ps∑
i=1
[|
m∑
r=1
r 6=s
c˜>rsizr| −
m∑
r=1
r 6=s
Γsr]
2
++
m∑
i<j=2
i,j 6=s
z>i Cijzj −
m∑
i=1
i 6=s
m−1∑
j=1
i 6=j
Γij‖zi‖1
(34)
Proof Here we follow a progression similar to the proof of Theorem 1.
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φml1 (Γ) = maxzr∈Bpr
r 6=s,r=1,...,m
max
zs∈Bps
m∑
r<s=2
z>r Crszs −
m∑
s=1
m−1∑
r=1
r 6=s
Γsr‖zs‖1 (35)
= max
zr∈Bpr
r 6=s,r=1,...,m
max
zs∈Bps
ps∑
i=1
zsi(
m∑
r=1
r 6=s
c˜>rsizr)−
m∑
r=1
r 6=s
Γsr‖zs‖1+
I︷ ︸︸ ︷
m∑
i<j=2
i,j 6=s
z>i Cijzj −
m∑
i=1
i 6=s
i−1∑
j=1
i 6=j
Γij‖zi‖1 (36)
= max
zr∈Bpr
r 6=s,r=1,...,m
max
zs∈Bps
ps∑
i=1
|z′si|(|
m∑
r=1
r 6=s
c˜>rsizr| −
m∑
r=1
r 6=s
Γsr) + I (37)
The last line follows from zsi = sgn(
∑m
r=1
r 6=s
c˜>rsizr)z
′
si. c˜rsi = crsi if r < s, and c˜rsi = c
>
rsi
if r > s where crsi is the ith row of Crs = 1/nX
T
r Xs. Solving for z
′
s and converting back to
zs, using the aforementioned change-of-variable and normalizing, we get the local optimum
in 33. Substituting back to 37,
φml1
2(Γ) = max
zr∈Bpr
r 6=s,r=1,...,m
ps∑
i=1
[|
m∑
r=1
r 6=s
c˜>rskzr| −
m∑
r=1
r 6=s
Γsr]
2
++
m∑
i<j=2
i,j 6=s
z>i Cijzj −
m∑
i=1
i 6=s
m−1∑
j=1
i 6=j
Γij‖zi‖1
(38)
As pointed out in Section 4.1, we’re only interested in the optimizing 38 in order to find
the sparsity pattern τs ∈ {0, 1}ps . Per Remark 4, we can make a good approximation by
not considering the regularization terms, simplifying the problem to,
φml1
2(Γ) = max
zr∈Bpr
r 6=s,r=1,...,m
ps∑
i=1
[|
m∑
r=1
r 6=s
c˜>rsizr| −
m∑
r=1
r 6=s
Γsr]
2
+ +
m∑
i<j=2
i,j 6=s
z>i Cijzj (39)
As before, we can talk about τs, by just looking at z
∗
r for r = 1, . . . ,m and r 6= s.
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Corollary 8 For a sparsity parameter matrix Γ and the solution, z∗r for r = 1, . . . ,m and
r 6= s, to the Program 39,
τ2i =
0 |
∑m
r=1
r 6=s
c˜>rsizr| ≤
∑m
r=1
r 6=s
Γsr
1 otherwise
(40)
Proof Scanning Equation 33,
z∗si = 0⇔ [|
m∑
r=1
r 6=s
c˜>rsizr| −
m∑
r=1
r 6=s
Γsr]
2
+ = 0⇔ |
m∑
r=1
r 6=s
c˜>rsizr| ≤
m∑
r=1
r 6=s
Γsr (41)
Regardless of z∗r we have,
|
m∑
r=1
r 6=s
c˜>rsizr| ≤
m∑
r=1
r 6=s
‖c˜rsi‖2‖zr‖2 =
m∑
r=1
r 6=s
‖c˜rsi‖2 (42)
Hence, τsi = 0 for i ∈ 1, . . . , ps if
∑m
r=1
r 6=s
‖c˜rsi‖2 ≤
∑m
r=1
r 6=s
Γsr regardless of z
∗
r .
Computing τi is the first stage of our two-stage multi-modal sCCA approach, for which
a fast algorithm is proposed in 6.4 as part of our proposed MuLe framework. The second
stage of our approach consists of estimating the active elements of z∗i , for which we use
two methods, one is to frame the multi-modal CCA problem as a generalized eigenvalue
problem as originally proposed in Kettenring (1971), see Appendix B.2, and the other one
is a more algorithmic approach of extending SVD via power iterations to multiple views,
refer to Appendix B.3.
5.2 Directed Sparse CCA
Consider a setting where in addition to the views Xi ∈ Rn×pi , some accessory variable3,
Y (ω) : ω → R y ∈ Rn, is also observed. We also term the observed accessory variable
the Accessory Direction, y ∈ Rn. Having observed y, the objective is to find linear com-
binations of the covariates in each view which are highly correlated with each other and
also “associated” with the accessory direction. This is useful in high-dimensional settings
where rank-deficient covariance matrices lead to over-fitting, and small sample sizes are not
representative of the direction of variance within each population, and particularly useful in
hypotheses generation where we’re interested in correlation structures associated with a spe-
cific experiment design, e.g. association mechanisms corresponding to a certain treatment
effect. Here we compare two approaches to this problem,
3. We coined the term Accessory Variable to prevent confusion about the causal role of y, and to emphasize
that independent from their role, whether dependent or independent variable, we are solely utilizing them
as a direction towards which we’re directing the canonical directions.
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5.2.1 Two-Step Formulation
Witten and Tibshirani (2009) propose Sparse Supervised CCA, where they consider an
extra observed outcome. Their approach consists of two sequential steps where the first
step, which is completely separate from the second step, involves finding subsets Qi of each
random vector Xi using a conventional variable selection method, e.g. LASSO regression.
In the second step, they utilize sparse CCA where the scope of search and estimation of the
canonical directions is limited to the subspaces defined by Xij , j ∈ Qi,
φl1,l1(γ1, γ2) = max
z1∈Bp1
z1j=0,∀j∈Q1
max
z2∈Bp2
z2j=0,∀j∈Q2
zT1 C12z2 − γ1‖z1‖1 − γ2‖z2‖1 (43)
In Appendix B.4 a simple algorithm to optimize 43 is introduced. This approach, how-
ever, has two considerable shortcomings:
1. Although the scopes of canonical directions are limited to the subspace spanned by
zi ∈ Bpi , zij = 0,∀j ∈ Qi, the active elements of these directions are estimated to
maximize the sCCA criterion. The estimated direction may well not be associated to
the outcome vector anymore, which misses the point.
2. Computing Qi requires some parameter tuning, e.g. sparsity parameters, which is
blind to the CCA criterion; as a result, Qi might exclude covariates which are mod-
erately correlated with y but highly associated with covariates in other views.
To bridge the gap between the two stages, we propose an approach where zi are esti-
mated in one stage such that the canonical covariates are highly correlated with each other
and also associated with the accessory variable.
5.2.2 Single-Stage Formulation
The following optimization problem tends to perform the two stages of variable selection
and performing sCCA in one stage simultaneously,
φDl1,l1(γ, ) = maxz1∈Bp1
max
z2∈Bp2
zT1 C12z2 −
2∑
i=1
[iLi(Xizi,y) + γi‖zi‖1] (44)
where Li is some loss function which directs our canonical directions to be associated
with the accessory direction y, and γi, i ∈ R, i = 1, 2 are non-negative Lagrange multipliers.
Here we analyze two scenarios,
a. Let’s consider the case where y is another separate explanatory variable. Here,
one possible utility function is the dot-product between the canonical covariates and the
explanatory variable, i.e. L(Xizi,y) = −〈Xizi,y〉. Replacing in 44, we have,
φDl1,l1(γ, ) = maxz1∈Bp1
max
z2∈Bp2
zT1 C12z2 +
2∑
i=1
[iy
>Xizi − γi‖zi‖1] (45)
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Theorem 9 The local optima, (z∗1 , z∗2), to φDl1,l1(γ, ) in optimization program 45 is given
by,
z∗1 = arg max
z1∈Bp1
p2∑
i=1
[|cTi z1 + 2x>2iy| − γ2]2+ + 1yX1z1 − γ1‖z1‖1 (46)
and
z∗2i = z
∗
2i(γ2, 2) =
sgn(cTi z1 + 2x
>
2iy)[|cTi z1 + 2x>2iy| − γ2]+√∑p2
k=1[|cTi z1 + 2x>2iy| − γ2]2+
, i = 1, . . . , p2. (47)
Proof
φDl1,l1(γ, ) = maxz1∈Bp1
max
z2∈Bp2
zT1 C12z2 +
2∑
i=1
[iy
>Xizi − γi‖zi‖1]
= max
z1∈Bp1
max
z2∈Bp2
p2∑
i=1
z2i(c
T
i z1 + 2x
>
2iy)− γ2‖z2‖1 + 1yX1z1 − γ1‖z1‖1
= max
z1∈Bp1
max
z2∈Bp2
p2∑
i=1
|z′2i|(|cTi z1 + 2x>2iy| − γ2) + 1yX1z1 − γ1‖z1‖1
(48)
As before we used a simple change of variable, z2i = sgn(c
T
i z1 + 2x
>
i y)z
′
2i. We solve
48 for z′2 for fixed z1 and convert it back, using the aformentioned change-of-variable, to z2
to get the result in Equation 47. Substituting this result back in 48,
φDl1,l1
2
(γ, ) = max
z1∈Bp1
p2∑
i=1
[|cTi z1 + 2x>2iy| − γ2]2+ + 1yX1z1 − γ1‖z1‖1 (49)
Quite similar to our sCCA formulation we can find the sparsity pattern, τ2 of z
∗
2 by
looking at z∗1 .
Corollary 10 Given hyperparameters γ2, 2, and z
∗
1 from program 46, τ2i = 0 if |cTi z∗1 +
2x
>
2iy| ≤ γ2.
Proof According to Equation 47 of Theorem 9,
z∗2i = 0⇔ [|cTi z∗1 + 2x>2iy| − γ2]+ = 0⇔ |cTi z∗1 + 2x>2iy| ≤ γ2 (50)
We can go further and show that we can talk about τ2 without solving for z
∗
1 ,
|cTi z1 + 2x>2iy| ≤ ‖ci‖2‖z1‖2 + 2‖x2i‖2‖y‖2 = ‖ci‖2 + 2‖x2i‖2 (51)
Hence, z2i = 0 for i ∈ 1, . . . , p2 if ‖ci‖2 + 2‖x2i‖2 ≤ γ2 regardless of z∗1 .
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b. Let’s examine a setting where y is an outcome variable. Here the objective is to
ideally find a common low-dimensional subspace in which the projections of Xi are as
correlated as possible and also descriptive/predictive of the outcome y. Being confined to
linear projections, we can choose Li(Xizi,y) = ‖y −Xizi‖22, i.e. sum of squared errors
loss. Rewriting 44 with this choice,
φDl1,l1(γ, ) = maxz1∈Bp1
max
z2∈Bp2
zT1 C12z2 −
2∑
i=1
[i‖y −Xizi‖22 + γi‖zi‖1] (52)
Theorem 11 The optimization program in 52 is equivalent to the following program,
φDl1,l1(γ, ) = maxz∈Bp
z>C˜z + 2y>X˜z − γ1‖z1‖1 − γ1‖z2‖1 (53)
where,
z˜ =
[
z1
z2
]
, C˜ =
[
1C11 C12
C>12 2C22
]
, X˜ =
[
1X1 2X2
]
, (54)
and p = p1 + p2. The solution, (z
∗
1 , z
∗
2), to φ
D
l1,l1
(γ, ) in Program 52 is given by,
v∗ = arg max
v∈Bp
p2∑
i=1
[|c˜Ti v + 2x˜>i y| − γ1I(i≤p1) − γ2I(p1<i)]2+ (55)
and
z∗i = z
∗
i (γ, ) =
sgn(c˜>i v + 2x˜
>
i y)[|c˜Ti v + 2x˜>i y| − γ1I(i≤p1) − γ2I(p1<i)]+√∑p
k=1[|c˜Tk v + 2x˜>k y| − γ1I(k≤p1) − γ2I(p1<k)]2+
, i = 1, . . . , p2.
(56)
Proof Let R = C˜1/2.
φDl1,l1(γ, ) = maxz∈Bp
max
v∈Bp
v>C˜1/2z + 2y>X˜z − γ1‖z1‖1 − γ2‖z2‖1
= max
v∈Bp
max
z∈Bp
p∑
i=1
zi(c˜
>
i v + 2x˜
>
i y)− γ2‖z2‖1 − γ1‖z1‖1
= max
v∈Bp
max
z∈Bp
p∑
i=1
|z′i|(|c˜>i v + 2x˜>i y| − γ1I(i≤p1) − γ2I(p1<i))
(57)
where zi = sgn(c˜
>
i v+2x˜
>
i y)z
′
i. We optimize 57 for z
′ for fixed v and express it in terms
of z to get the result in Equation 56. Substituting this result back in 57,
φDl1,l1
2
(γ, ) = max
v∈Bp
p∑
i=1
[|c˜>i v + 2x˜>i y| − γ1I(i≤p1) − γ2I(p1<i)]2+
= max
v∈Sp
p∑
i=1
[|c˜>i v + 2x˜>i y| − γ1I(i≤p1) − γ2I(p1<i)]2+
(58)
17
Solari, Brown and Bickel
The last line follows from the fact that the objective function is convex, and the maxi-
mization is over a convex set, therefore the maxima are located on the boundary.
Parallel to the Corollary 10, we can find the relationship between the sparsity pattern
τ ∈ Rp, and v∗.
Corollary 12 Solving 58 for v∗ given γ and ,
|c˜>i v∗ + 2x˜>i y| ≤ γ1I(i≤p1) + γ2I(p1<i) ⇒ τi = 0
Proof According to Equation 56 of Theorem 11,
|cTi z∗1 + 2x>2iy| ≤ γ1I(i≤p1) + γ2I(p1<i)
⇒ [|c˜Ti v∗ + 2x˜>i y| − γ1I(i≤p1) − γ2I(p1<i)]+ = 0
⇒ τ∗i = 0
(59)
We can go further and show that we can talk about τ without solving for v∗,
|c˜Ti v∗ + 2x˜>i y| ≤ ‖c˜i‖2 + 2‖x˜i‖2 (60)
Hence,
τi = 0 if ‖c˜i‖2 + 2‖x˜i‖2 ≤ γ1I(i≤p1) + γ2I(p1<i), for i = 1, . . . , p. (61)
So far in Sections 5.1 and5.2, new approaches to Multi-View sCCA and Directed sCCA
were introduced. The former was proposed to compute the canonical directions when we
have more than two sets of variables, while the latter was proposed to direct the canonical
directions towards an accessory direction.
Proposition 13 The Directed sCCA approach in 5.2.2.a is equivalent to the approach in
5.2.2.b assuming an orthogonal design matrix, i.e. cov(Xi) = Ipi, and both are equivalent
to the Multi-View sCCA approach where the inputs are three views X1,X2 and y.
Proof Assuming an orthogonal design,
min
z∈Bp
‖y −Xz‖22 = min
z∈Bp
y>y − 2y>Xz + z>X>Xz = max
z∈Bp
y>Xz = max
z∈Bp
〈y,Xz〉 (62)
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Hence programs 45 and 52 are equivalent. Now considering the multi-view approach for
this problem,
φMlx (Γ) = maxzi∈Bpi∀i=1,...,3
3∑
r<s=2
zTr Crszs −
3∑
s=1
2∑
r=1
r 6=s
Γsr‖zs‖1
= max
zi∈Bpi∀i=1,2,3
zT1 X
>
1 X2z2 + z
T
1 X
>
1 yz3 + z
T
2 X
>
2 yz3 −
3∑
s=1
2∑
r=1
r 6=s
Γsr‖zs‖1
= max
zi∈Bpi∀i=1,2
zT1 X
>
1 X2z2 + z
T
1 X
>
1 y + z
T
2 X
>
2 y − Γ12‖z1‖1 − Γ21‖z2‖1
(63)
where the last line follows from the fact that p3 = 1, so z
∗
3 = 1. Equation 63 is identical to
45 for 1 = 2 = 1.
6. MuLe
In this section we propose algorithms to solve the optimization programs introduced in
Sections 4 and 5. We also address the problem of initialization and hyper-parameter tuning.
Our proposed algorithms are generally two-stage algorithms; in the first stage we find the
sparsity patterns, τi ∈ {0, 1}pi , i = 1, . . . ,m, of the optimal canonical directions via
concave minimization programs introduced before, and in the second stage we shrink the
covariance matrices using the sparsity patterns, [C ′ij ]rs = [Cij ]τ (r)i τ (s)j
, where τ
(r)
i is the r−th
non-zero element of τi or r− th active element of z∗i , and solve the CCA problem using any
Generalized Rayleigh Quotient maximizer.
Remark 14 In order to compute τi for i = 1, . . . ,m, we start by computing τm, using which
we shrink Cim ∀i 6= m to [C ′im]rs = [Cim]rτ (s)m . This in turn shrinks the search space on zm
when computing τi, i 6= m. We perform the same shrinkage sequentially as we move down
towards τ1, shrinking the search space significantly each time. This sequential shrinkage,
not only decreases computational cost drastically, it is also very useful in specifically very
high-dimensional settings, since as with each shrinkage, we are directing successive solutions
away from the normal cones of the preceding one. This might explain superior stability of
our algorithm demonstrated in Section 7.
Collecting from previous sections, the main differentiating characteristic of our approach
is that we cast the problem of finding the sparsity patterns of the canonical directions as a
maximization of a convex objective over a convex set, which is equivalent to the following
Concave Minimization problem,
φ∗ = max
z∈Rp
f(z) = min
z∈Rp
−f(z) (64)
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where f : Rp → R is a convex function. Consult Mangasarian (1996) and Benson (1995)
for an in-depth treatment of this class of programs. Journe´e et al. (2010) propose a simple
gradient ascent algorithm for this problem, for which they provide step-size convergence re-
sults. Considering these results as well as its empirical performance in terms of convergence
and small memory foot-ptint, we also decided to use the following first-order method,
Algorithm 1: A first-order optimization method.
Data: z0 ∈ Q
Result: z∗ = arg maxz∈Q f(z)
1 k ← 0
2 while convergence criterion is not met do
3 zk+1 ← arg maxx∈Q(f(zk) + (x− zk)T f ′(zk))
4 k ← k + 1
What follows in this section, is the application of Algorithm 1 to the programs proposed
so far in this paper.
6.1 l1-Regularized Algorithm
Applying algorithm 1 to the problem in Program 22.
Algorithm 2: MuLe algorithm for optimizing Program 22
Data: Sample Covariance Matrix C12
l1-penalty parameter γ2
Initial value z1 ∈ Sp1
Result: τ2, optimal sparsity pattern for z
∗
2
1 initialization;
2 while convergence criterion is not met do
3 z1 ←
∑p2
i=1[|c>i z1| − γ2]+sgn(c>i z1)ci
4 z1 ← z1‖z1‖2
5 Output τ2 ∈ {0, 1}p2 where τ2i = 0 if |c>i z∗1 | ≤ γ2 and 1 otherwise.
Once the sparsity pattern τ2 is found, we shrink the covariance matrix to C
′
12 ∈ Rp1×|τ2|,
as prescribed at the beginning of this section, and apply Algorithm 1 to C ′12
> to find τ1.
Now we shrink the sample covariance matrix once more toC
′′
12 ∈ R|τ1|×|τ2|. For large enough
sparsity parameters, this matrix is no more rank-deficient, and we can use conventional SVD
or CCA methods to fill in the active elements of zi, i.e. solve for the leading singular vectors
or canonical covariates of this much smaller matrix.
6.2 l0-Regularized Algorithm
Now, we use Algorithm 1 to optimize Program 30.
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Algorithm 3: MuLe algorithm for optimizing Program 30
Data: Sample Covariance Matrix C12
l1-penalty parameter γ2
Initial value z1 ∈ Sp1
Result: τ2, optimal sparsity pattern for z
∗
2
1 initialization;
2 while convergence criterion is not met do
3 z1 ←
∑p2
i=1[(c
>
i z1)
2 − γ2]+c>i z1ci
4 z1 ← z1‖z1‖2
5 Output τ2 ∈ {0, 1}p2 where τ2i = 0 if (c>i z∗1)2 ≤ γ2 and 1 otherwise.
Similar to 6.1, we perform successive shrinkage and find τ1 in the nest step by applying
Algorithm 3 on the shrunk matrix C ′12
>.
6.3 Algorithm Complexity
Perhaps the most appealing characteristic of our proposed algorithm is its significantly
lower time complexity compared to other state of the art algorithms. Here we analyze the
time complexity of MuLe and compare it to the most common algorithm for sCCA which
is the alternating first order optimization, e.g. Waaijenborg et al. (2008), Parkhomenko
et al. (2009), Witten and Tibshirani (2009), for which we use the umbrella term sSVD here.
Following the set-up thus far, assume we have observedX1 ∈ Rn×p1 andX2 ∈ Rn×p2 and we
wish to recover sparse canonical loading vectors z1 ∈ Rp1 and z2 ∈ Rp2 . In order to create
more intuition about the speed-up consider a hypothetical algorithm which uses power
method to solve a SVD problem and finally simply uses hard-thresholding to create sparse
loading vectors. We will call this algorithm pSVDht. Also consider another hypothetical
algorithm called sSVDht which performs the alternating maximization and similarly induces
sparsity by hard-thresholding.
Proposition 15 Time complexity of each iteration of MuLe is smaller than that of pSVDht
if n < min{p1, p2} and p1 ∼ p2.
Proof. The proof of Proposition 15 is presented in Appendix A.1.
Proposition 16 The time complexity of each (z1, z2) update of the MuLe algorithm, i.e.
Algorithm 2, is significantly lower than that of the sSVD algorithm, Witten and Tibshirani
(2009) Algorithm 3.
Proof. A simple proof is provided in Appendix A.2.
6.4 Sparse Multi-View CCA Algorithm
Our sparse multi-view formulation offered in Program 39 scales linearly with the number
of views, which along with the immense shrinkage of the search domain as a result of our
concave minimization program results in considerable reduction in convergence time. Below
is our proposed gradient ascent algorithm for finding τi ∈ {1, 2}pi , i = 1, . . . ,m.
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Algorithm 4: MuLe algorithm for optimizing Program 39
Data: Sample Covariance Matrices Crs, 1 ≤ r < s ≤ m
Sparsity parameter matrix Γ ∈ [0, 1]m×m
Initial values zr ∈ Spr , 1 ≤ r ≤ m
Result: τs, optimal sparsity pattern for zs
1 initialization;
2 while convergence criterion is not met do
3 for r = 1, . . . ,m, r 6= s do
4 zr ←
∑ps
i=1[|
∑m
r=1
r 6=s
c˜>rsizr| −
∑m
r=1
r 6=s
Γsr]+sgn(
∑m
r=1
r 6=s
c˜>rsizr)c˜rsi +
∑m
l=1
l 6=r,s
C˜rlzl
5 zr ← zr‖zr‖2
6 Output τs ∈ {0, 1}ps , where τsi = 0 if |
∑m
r=1
r 6=s
c˜>rsizr| ≤
∑m
r=1
r 6=s
Γsr and 1 otherwise.
Once τs is computed we can use successive shrinkage to shrink C˜rs, r = 1, . . . ,m, r 6= s,
per instructions provided in Remark 14, to C˜ ′rs ∈ Rpr×|τs|. We compute the rest of the
sparsity patterns by repeating Algorithm 4 together with successive shrinkage.
Finally we shrink all covariance matrices to C ′′rs ∈ R|τr|×|τs| using computed sparsity
patterns. The second stage of our algorithm, as before, involves estimating the active
elements of z∗i ; for which we propose two algorithms, the mCCA algorithm, see Appendix
B.2, and the mSVD algorithm, see Appendix B.3.
6.5 Single Stage Sparse Directed CCA Algorithm
We proposed three approaches in 5.2 for Directed sCCA problem; one two-stage, where we
first perform variable selection and then perform sCCA on the covariance matrix of the
selected variables, and two single-stage methods, where we direct the canonical covariates
to align with certain outcome of subspace. For our proposed two-stage algorithm refer to
the Appendix B.4. Here we elaborate on our single-stage algorithms, starting with 5.2.2.a,
we apply our gradient ascent algorithm to Program 49. Once again we optimize it with no
regards to the regularization term in the first stage.
Algorithm 5: MuLe algorithm for optimizing Program 49
Data: Sample Covariance Matrix C12
l1 regularization parameter γ2
Alignment hyperparameters (1, 2)
Initial value z1 ∈ Sp1
Result: τ2, optimal sparsity pattern for z
∗
2
1 initialization;
2 while convergence criterion is not met do
3 z1 ←
∑p2
i=1[|c>i z1 + 2x>2iy| − γ2]+sgn(c>i z1 + 2x>2iy)ci + 1X>1 y
4 z1 ← z1‖z1‖2
5 Output τ2 ∈ {0, 1}p2 where τ2i = 0 if |cTi z∗1 + 2x>2iy| ≤ γ2 and 1 otherwise.
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As before, to compute τ1, we use successive shrinkage, and in the second stage we use
conventional SVD or CCA to estimate the active entries. Regarding 5.2.2.b, rather than
an algorithm solving Program 58, we propose a simpler Algorithm which is identical to
Algorithm 5, except that we X>i y with βi for i = 1, 2, similarly x
>
ijy with βij , which is the
vector of coefficient estimates from regressing y on Xi.
6.6 Initialization & Hyperparameter Tuning
6.6.1 Initialization
Concerning the initialization, we follow the suggestion of Journe´e et al. (2010) and choose
an initial value z1,init for which our algorithm is guaranteed to yield a sparsity pattern with
at least one non-zero element. This initial value is chosen parallel to the column with the
largest L2 norm.
z1init =
ci∗
‖ci∗‖2 , i
∗ = arg max
i∈{1,...,p1}
‖ci‖2 (65)
Where ci is the i-th column of C12. Similarly, z2init = c
′
i∗/‖c′i∗‖2, where c′i∗ is the
column of the transpose of the shrunk covariance matrix.
6.6.2 Hyperparameter Tuning
Algorithms 2-5 involve choosing hyperparameters γ and . Here we propose two algorithm
for choosing the optimal sparsity parameters, γi; they are easily extendable to tuning align-
ment parameters i. But we first need to choose a performance criteria in order to compare
different choices of parameters. Witten and Tibshirani (2009) choose penalty parameters
which best estimate entries that were randomly removed from the covariance matrix, while
some choose them by comparing the Frobenius norms of the reconstructed covariance matri-
ces subtracted from the original matrix. These choices are effectively imposed due to solving
a penalized SVD instead of the sCCA problem. However, since we solve the CCA problem
in the second stage of our algorithm, we use the canonical correlation, ργ1,γ2(X
>
1 z1,X
>
2 z2),
as our measure, which serves our objective more properly.
Algorithm 6 performs hyperparameter tuning using the k-fold cross-validation method,
which is widely common in sCCA literature.
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Algorithm 6: Hyperparameter Tuning via k-Fold Cross-Validation
Data: Sample matrices Xi ∈ Rn×pi , i = 1, 2
Sparsity parameters γi, i = 1, 2
Initial values zi ∈ Spi , i = 1, 2
Number of folds K
Result: ρCV (γ1, γ2) the average cross-validated canonical correlation
1 Let Xik,Xi/k, i = 1, 2, j = 1, . . . ,K be the validation and training sets corresponding
to the k-th fold, respectively.
2 for k = 1, . . . , K do
3 Compute (z∗1
(k), z∗2
(k)) on X1/k,X2/k via proposed methods in 6.1 or 6.2 with
sparsity hyperparameters (γ1, γ2)
4 ρ(k)(γ1, γ2) = corr(X1kz
∗
1
(k),X2kz
∗
2
(k))
5 ρCV (γ1, γ2) = 1/K
∑K
k=1 ρ
(k)(γ1, γ2)
This approach has a significant shortcoming, specially in high-dimensional settings,
though. The issue is that once the sparsity parameter is small enough, the fitted mod-
els return high correlation values, close to one, which makes the choice of best parameters
inaccurate. To cope with this problem, we propose a second algorithm which performs a
permutation test, where the null hypothesis is that the views Xi are independent. In order
to reject the null, the canonical correlation computed from the matched samples must be
significantly higher than the average canonical correlation computed from the permuted
samples. To this end, we propose Algorithm 7. Given a grid of hyperparameters, the tuple
which minimizes the p-value is chosen.
Algorithm 6 performs hyperparameter tuning using the k-fold cross-validation method,
which is widely common in sCCA literature.
Algorithm 7: Hyperparameter Tuning via Permutation Test
Data: Sample matrices Xi ∈ Rn×pi , i = 1, 2
Sparsity parameters γi, i = 1, 2
Initial values zi ∈ Spi , i = 1, 2
Number of permutations P
Result: pγ1,γ2 the evidence against the null hypothesis that the canonical
correlation is not lower when Xi are independent.
1 Compute (z∗1 , z∗2) on X1,X2 via proposed methods in 6.1 or 6.2 with sparsity
hyperparameters (γ1, γ2)
2 ρ(γ1, γ2) = corr(X1z
∗
1 ,X2z
∗
2)
3 for p = 1, . . . , P do
4 Let X
(p)
1 be a row-wise permutation of X1
5 Compute (z∗1
(p), z∗2
(p)) on X
(p)
1 ,X2 via proposed methods in 6.1 or 6.2 with
sparsity hyperparameters (γ1, γ2)
6 ρ
(p)
perm(γ1, γ2) = corr(X
(p)
1 z
∗
1
(p),X2z
∗
2
(p))
7 pγ1,γ2 = 1/P
∑P
p=1 I(ρ
(p)
perm > ρ)
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7. Experiments
In this section we compare and evaluate our proposed algorithm MuLe along with few other
sparse CCA algorithms. To perform an inclusive comparison, we tried to choose represen-
tatives from different approaches. As argued in 3.2.2, optimization problems introduced in
Witten and Tibshirani (2009), Parkhomenko et al. (2009), Waaijenborg et al. (2008) are
equivalent. The methods used here for comparison are the Penalized Matrix Decomposition
proposed in Witten and Tibshirani (2009) which is implemented in the PMA package, and also
a ridge regularized CCA, noted here as RCCA. In order to benchmark MuLe comprehensively,
simple SVD and SVDthr, which is simply soft-thresholded SVD, are also included. Note that
as mentioned before almost all sparse CCA algorithms try to solve a penalized singular
value decomposition problem, whereas we solve a CCA problem in the second stage. In
7.1 and 7.2 we first establish the accuracy of our algorithm, then we compare compute and
compare few characteristic curves regarding stability of our algorithm. We also compare
out Multi-View Sparse CCA algorithm with other popular algorithm, the results of which
is included in Appendix C.1.
7.1 A Rank-One Sparse CCA Model
Consider a CCA problem where X1 and X2 are generated using the following rank-one
model,
X1 = (z1 + 1)u
>, X2 = (z2 + 2)u> (66)
where z1 ∈ R500 and z2 ∈ R400 have the following sparsity patterns,
z1 =
[
1, . . . , 1︸ ︷︷ ︸
25
−1, . . . ,−1︸ ︷︷ ︸
25
0, . . . , 0︸ ︷︷ ︸
450
]
z2 =
[
1, . . . , 1︸ ︷︷ ︸
25
−1, . . . ,−1︸ ︷︷ ︸
25
0, . . . , 0︸ ︷︷ ︸
350
] (67)
1 ∈ R400 and 2 ∈ R500 are added Gaussian noise.
1 ∼ N (0, σ2), ∀i = 1, . . . 500,
2 ∼ N (0, σ2), ∀i = 1, . . . 400,
(68)
and
ui ∼ N (0, 1),∀i = 1, . . . , 50. (69)
Figure 1 compares MuLe’s performance to the methods mentioned above. The noise
amplitude, σ was set to 0.2, in order to more significantly differentiate between the methods.
It is evident that MuLe successfully identified the underlying sparse model since both the
sparsity pattern and the value of the coefficients were estimated quite accurately, while PMA
failed to estimate the coefficient sizes accurately. Note here that, our simple cross-validation
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Figure 1: Comparing performance of different sCCA approaches in recovering the sparsity
pattern and estimating active elements of the canonical directions. The Model or
“true” canonical directions are plotted in the leftmost plot.
parameter tuning resulted in accurate identification of the canonical directions while using
the same procedure on PMA resulted in cardinalities far from the specified model. Hence, the
sparsity parameters for the latter method were chosen by trial-and-error to match model’s
sparsity pattern.
Under the same setting, but varying level of noise σ, we compute the cosine of the angle
between the estimated, zˆi, and true, zi, canonical directions, cos(θi) = |〈zi, zˆi〉| for i = 1, 2
via the methods utilized in Figure 1. We plotted the results in Figure 2 for both canonical
directions; according to which, MuLe outperforms other methods, especially the alternating
method of Witten and Tibshirani (2009), throughout the range of noise amplitude. PMA
uniquely shows a lot of volatility in its solution. The built-in parameter tuning also mis-
specified the correct sparsity parameters, but providing correct hyperparameters manually
also did not help much. Actually, our test shows that a simple thresholding algorithm like
SVDthr outperforms PMA both in terms of support recovery and direction estimation.
But perhaps the most important piece of information one looks for in high-dimensional
multi-view studies is the interpretability of the estimated canonical directions. Therefore,
ultimately the decisive criteria in choosing the best approach is determined by how well
they uncover the “true” underlying sparsity pattern or simply put, how accurately a model
performs variable selection. To this end, variable selection accuracy of each method is
plotted against the noise amplitude in Fig. 3 as the fraction of the support of zi, i ∈ {1, 2}
discovered, here denoted as ηi, vs. the noise amplitude, σ. As before MuLe performs
significantly better than other methods throughout the noise amplitude range.
7.2 Solution Stability on Data Without Underlying Sparse CCA Model
In the following simulations, X1 and X2 are generated by sampling from N (0pi , Ipi), i ∈
{1, 2}. The main purpose of this section is to demonstrate the stability of the solution
paths while comparing the quality of the solutions of different algorithms as a function of
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Figure 2: The cosine of the angle between the estimated and true canonical directions,
cos(θi) = |〈zˆi, zi〉| computed for both datasets.
the cardinality of the canonical loadings. The motivation behind this simulation is that
the solution of a stable algorithm must grow more similar to the non-sparse CCA solution.
Therefore, while setting the sparsity parameter equal to zero for one canonical direction,
for an array of sparsity parameters we compute the correlation of the estimated direction
with the corresponding direction from the CCA solution, as well as the estimated canonical
correlation for the same setting.
The results of the aforementioned simulation is presented in Figure 3. According to our
results MuLe is consistently more correlated with the CCA solution and for (γ1, γ2) = (0, 0),
it solves the CCA problem whereas PMA by far does not show the same solution stability.
Were columns of Xi more correlated, PMA and SVDThr would have resulted in even worse
solutions.
In the next section we utilize MuLe to discover correlation structures in a genomic setting.
8. Fruitfly Pesticide Exposure Multi-Omics
One of the drivers for the development of our method was the rise of multi-omics anal-
ysis in functional genomics, pharmacology, toxicology, and a host of related disciplines.
Briefly, multiple “omic” modalities, such as transcriptomics, metabolomics, metagenomics,
and many other possibilities, are executed on matched (or otherwise related) samples. An
increasingly common use in toxicology is the use of transcriptomics and metabolomics to
identify, in a single experiment, the genetic and metabolic networks that drive resilience
or susceptibility to exposure to a compound[Campos and Colbourne (2018)]. We analyzed
recently generated transcriptomics, metabolomics, and 16S DNA metabarcoding data gen-
erated on isogenic Drosophila (described in Brown et al. 2019, in preparation). In this
experiment, fruit flies are separated into treatment and control groups, where treated an-
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Figure 3: The correlation between the estimated sparse canonical direction and the di-
rection obtained from CCA. (a,b) and the estimated canonical correlation as a
function of the cardinality of the estimated direction. (c,d)
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imals are exposed to the herbicide Atrazine, one of the most common pollutants in US
drinking water. Dosage was calculated as 10 times the maximum allowable concentration
in US drinking water – a level frequently achieved in surface waters (streams and rivers)
and rural wells.
Data was collected after 72 hours, and little to no lethality was observed. Specifically,
male and female exposed flies were collected, whereafter mRNA, small molecular metabo-
lites, and 16S rDNA (via fecal collection and PCR amplification of the V3/V4 region) was
collected. RNA-seq and 16S libraries were sequenced on an Illumina MiSeq, and polar
and non-polar metabolites were assayed by direct injection tandem mass spectrometry on
a Thermo Fisher Orbitrap Q Exactive. Here, we compare 16S, rDNA and metabolites us-
ing MuLe, to identify small molecules associated with microbial communities in the fly gut
microbiome.
This is an intriguing question, as understanding how herbicide exposure remodels the
gut microbiome, and, in turn, how this remodeling alters the metabolic landscape to which
the host is ultimately exposed is a foundational challenge in toxicology. All dietary co-
lateral exposures are ”filtered through the lens” of the gut microbiome – compounds that
are rapidly metabolized by either the host system or the gut are experienced, effectively, at
lower concentrations; the microbiome plays an important role in toxicodynamics.
We utilized the multi-view sparse CCA module of MuLe to find three-way associations
in our study. Hyper-parameter was performed using our permutation test of Algorithm 7
modified to lean towards more sparse models. Our analysis, see Figures 4 and 5, revealed
three principle axes of variation. The first groups host genes for primary and secondary
metabolism, cell proliferation, and reproduction along with host metabolites related to an-
tioxidant response. Intriguingly, all metabolites in this axis of variation derive from the
linoleic acid pathway, part of the anti-oxidant defense system, which is known to be en-
gaged in response to Atrazine exposure [Sengupta et al. (2015)]. Similarly, Glutathione S
transferase D1 (GstD1), a host gene that varies along this axis, is a secondary metabolic
enzyme that leverages glutathione to neutralize reactive oxygen species (eletrophilic sub-
strates). Linoleic acid metabolites are known to strongly induce glutathione synthesis [Arab
et al. (2006)]. The primary metabolism gene, Cyp6w1 is strongly up-regulated in response
to atrazine [Sieber and Thummel (2009)], and here we see it is also tightly correlated with
the anti-oxidant defense system. We see broad inclusion of cell proliferation genes (CG6770,
CG16817, betaTub56D,) and genes involved in reproduction (the Chorion proteins, major
structural components of the eggshell chorion, Cp15, Cp16, Cp18, Cp19, Cp38, and Vitelline
membrane 26Aa (Vm26Aa)), and it is well known that flies undergo systematic repression
of the reproductive system during exposure to environmental stress [Brown et al. (2014)].
Whether this reproductive signal is directly associated with linoleic acid metabolism and
glutathione production is an intriguing question for future study.
The second principle axis of variation groups a dominant microbial clade (Lactobacil-
lales) along with a collection of host metabolites, and one gene of unknown function. The
host metabolites fall principally on the phosphorylcholine metabolic pathway, which is
known to be induced in a sex-specific fashion in response to atrazine in mammals, but,
as far as we know, not previously reported in arthopods [Hola´skova´ et al. (2019)] which
may be useful, as it expands the domain of mammalian adverse outcome pathways that can
be modeled in Drosophila.
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The third and final principle axis includes two host genes a cytochrome P450 (Cyp4g1)
known to be involved in atrazine detoxification [Sieber and Thummel (2009)], and a pepti-
dase of unknown function (CG12374) a minority microbial clade (Rhodospirillales, [Chan-
dler et al. (2011)]), and another collection of linoleic acid pathway metabolites, along with
1-Oleoylglycerophosphoinositol, a host metabolite derived from oleic acid. While the osten-
sible lack of known microbial metabolites is somewhat disappointing, it may also be that
these were simply not assigned chemical IDs during the metabolite identification a common
challenge with untargeted chemistry.
In order to verify that the primary effect captured in our canonical directions are co-
variations associated with the treatment effect, and not that of sex, exposure length etc., we
also projected our samples on to the plane of the first two canonical covariates, see Figure
6. We then color-coded the samples according to the treatment vector. We observed that
our estimated canonical covariates clearly separate our samples according to the treatment
effect.
Overall, we see many of the genes and metabolites involved in response to Atrazine
identified in the support of the first and second canonical covariates. The fact that many
members of individual pathways were returned together is comforting genes and metabo-
lites in the same or related pathways should co-vary, and they appear to through the lens
of our analysis. The novelty and discovery of the sCCA method lies in identifying potential
interactions between these pathways and the current analysis has yielded a number of hy-
potheses for follow-up studies, including the coupling of germ cell proliferation repression to
Linoleic acid metabolism. The identification of genes of unknown function is also interesting
we posit that MRE16 along the second principle axis of variation encodes at least one small
functional peptide (e.g. a peptidase or an immunopeptide), and this too will be the subject
of future study.
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Figure 4: CCA biplot of transcriptomic, microbiomic, and metabolomic datasets in
Drosophila Atrazine exposure experiment.
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Figure 5: Hierarchical clustering of the first two pairs of canonical directions.
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Figure 6: Interpolative plots of microbiomics(a), metabolomics(b), and transcriptomics(c)
views. Any given sample is interpolated by either the complete parallelogram or
the vector sum method explained in Appendix D.2
9. Conclusion
A two-stage approach to sparse CCA problem was introduced, where in the first stage we
computed the sparsity patterns of the canonical directions via a fast, convergent concave
minimization program. Then we used these sparsity patterns to shrink our problem to
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a CCA problem of two drastically smaller matrices, where regular CCA methods may be
used. We then extended our methods to multi-view settings, i.e. Multi-View Sparse CCA,
where we have more than two views and also to scenarios where our objective is to generate
targeted hypotheses about associations corresponding to a specific experimental design, i.e.
Directed Sparse CCA. We benchmarked our algorithm and also compared it to several other
popular algorithms. Our simulations clearly demonstrated superior solution stability and
convergence properties, as well as higher accuracy both in terms of the correlation of the
estimated canonical covariates and also in terms of its ability to recover the underlying
sparsity patterns of the canonical directions. We also introduced MuLe which is the package
implementing our algorithms. We then applied our method to a multi-omic study aiming to
understand mechanisms of adaptations of Drosophila Melanoger (Fruitfly) to environmental
pesticides, here Atrazine. Our analysis clearly indicated that the estimated canonical di-
rections, while sparse and interpretable, captures co-variations due to the treatment effect,
and also the selected sets of covariates are known, according to the peer-reviewed litera-
ture, to be associated with adaptation mechanisms of fruitfly to environmental pesticides
and stressors.
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Appendix A. Proofs
A.1 Proof of Proposition 15
Let’s assume without loss of generality that p1 ≤ p2. In this case we can start MuLe to
find the sparsity pattern of z2 ∈ Rp2 first, shrink X2 to X2red ∈ Rn×n
′
2 where n
′
2 ∼ n,
then repeat the same for z1 ∈ Rp1 , shrink X1 to X1red ∈ Rn×n
′
1 where n
′
1 ∼ n, and finally
compute the first canonical covariates using the shrunken XT1redX2red ∈ Rn
′
1×n
′
2 .
According to the setup of algorithm 2, each iteration to find τ2 is O(2p1p2 + 4p1 + p1),
using τ2 and shrinking X2, each iteration for finding τ1 is O(2p1n
′
2 +4p1 +n
′
2) which makes
the time complexity of both O(2p1p2 + 4p1 +p1 + 2p1n
′
2 + 4p1 +n
′
2). With pSVDht, the time
complexity of both passes together is O(4p1p2 + 2(p1 + p2)). Assuming p2/p1 = k = o(1)
and n ∼ n′2, if
n <
2kp21 − 2(k + 1)p1 − p1
2p1 + 1
The time complexity of MuLe is less than pSVDht. If p1 >> 1,
2kp21 − 2(k + 1)p1 − p1
2p1 + 1
≈ 2kp
2
1 − 2(k + 1)p1 − p1
2p1
= kp1 − (k + 0.5) > p1
So as long as n < min{p1, p2}, our claim stands.
A.2 Proof of Proposition 16
Here, just to provide more clarity, Algorithm 3 of Witten and Tibshirani (2009) is provided
as a representative for the bigger family of sSVD algorithms.
Algorithm 8: PMD(L1, L1) as proposed in Witten and Tibshirani (2009)
Data: Sample Covariance Matrices Σ12 = X
T
1 X2
l1-penalty parameters c1, c2
Result: z1 ∈ Rp1 , z2 ∈ Rp2 , and d = zT1 Σ12z2
1 Initialize z2 to have l2− norm 1;
2 while convergence criterion is not met do
3 z1 ← S(Σ12z2,∆1)‖S(Σ12z2,∆1)‖2 where ∆1 = 0 if this results in ‖z1‖1 ≤ c1; otherwise, ∆1 is
chosen to be a positive constant such that ‖z1‖1 = c
4 z2 ← S(Σ
T
12z1,∆2)
‖S(ΣT12z1,∆2)‖2
where ∆2 = 0 if this results in ‖z2‖1 ≤ c2; otherwise, ∆2 is
chosen to be a positive constant such that ‖z2‖1 = c
5 d← zT1 Σ12z2
There is no need for a detailed time complexity analysis, as it is evident that although
MuLe has order two polynomial time complexity, refer to Appendix A.1, the optimization
problems in stages 3 and 4 of PMD, i.e. finding ∆1 and ∆2 that results in ‖z1‖1 = c1
and ‖z2‖1 = c2, are of exponential time complexity O(2p1) and O(2p2). They propose a
binary search algorithm for this problem which has less time complexity but doesn’t have
guaranteed convergence, neither heuristically nor theoretically. In the implementation of
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the algorithm in the PMA package, the maximum number of iterations is set to a very small
number, replacing which with a convergence criteria did not prove to be successful.
Appendix B. Complementary Methods and Algorithms
B.1 Multi-Factor MuLe
Algorithm 9: Multi-Factor MuLe
Data: Sample Covariance Matrix C12
Regularization parameter vectors γi ∈ Rm, i ∈ {1, 2}
Initial value vectors zi ∈ Spi , i ∈ {1, 2}
Result: Zi ∈ Rpi×m, i ∈ {1, 2}
1 Let C
(0)
12 ← C12
2 for i = 1, . . . ,m do
3 (z
∗(i)
1 ,Z
∗(i)
2 ← sCCAMuLe(C(i−1)12 , γ1i, γ2i)
4 C
(i)
12 = C12 −
∑i
k=1(z
(k)∗>
1 C
(k−1)
12 z
(k)∗
2 )z
(k)∗
1 z
(k)∗>
2
5 (Z1[, i],Z2[, i])← (z∗(i)1 , z∗(i)2 )
B.2 Multi-View CCA as Generalized Eigenvalue Problem
Here, we frame the CCA problem applied to multiple datasets, Xi, i = 1, . . . ,m, analyzed
in Kettenring (1971) as the following Generalized Eigenvalue Problem,

0 C ′12 . . . C ′1m
C ′21 0
...
...
. . . C ′(m−1)m
C ′m1 C ′m(m−1) 0


z′1
z′2
...
z′m
 = λ

C ′11 0 . . . 0
0 C ′22
...
...
. . . 0
0 . . . 0 C ′mm


z′1
z′2
...
z′m
 (70)
where C ′ij is the shrunken Cij , or the sample covariance matrix of the active entries
of zi and zj , denoted here as z
′
i and z
′
j . Equation 70 can be solved using a wide variety
of solvers. We used the geigen4 function which is implemented in an r-package of the
same name, which uses the routines implemented in LAPACK5. Given that m is usually less
than 10, and z′i = O(n), where n is not very large given we’re assuming high-dimensional
settings, problem 70 does not involve very large matrices.
B.3 Multi-View SVD via Power Iteration
We proposed a Multi-View CCA in Appendix B.2 which served as the second stage of out
two-stage sCCA approach which was to estimate active elements of the canonical directions.
Although 70 is of reasonable size, it still requires inversions which might be deemed as a
disadvantage. Although it’s very trivial to use ridge regularization to alleviate this issue,
here we propose an algorithm which uses power iterations to perform multi-View SVD.
4. https://CRAN.R-project.org/package=geigen
5. http://github.com/Reference-LAPACK
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Algorithm 10: MuLe algorithm for optimizing Program 39
Data: Shrunk Sample Covariance Matrices C ′rs, 1 ≤ r < s ≤ m
Initial values z′r ∈ S |τr|, 1 ≤ r ≤ m
Result: z′r, r = 1, . . . ,m, estimated active elements of zr
1 initialization;
2 for r = m, . . . , 1 do
3 while convergence criterion is not met do
4 z′r ←
∑r
s=1Csr(C
>
srz
′
r) +
∑m
s=r+1C
′
rsz
′
s
5 zr ← zr‖zr‖2
B.4 Two-Stage Directed CCA
Though simple and obvious, we include this approach in this appendix for the sake of clarity
and completeness. Here are the steps for this algorithm.
1. Perform variable selection via univariate regression or classification of y on each Xi
resulting in a set of variables, Qi, which are highly associated with the accessory
variable.
2. Subset every datasets such that only the columns selected in the previous steps are
kept, resulting in X ′i ∈ Rn×|Qi|.
3. Perform sCCA between the datasets using any of the algorithms implemented in MuLe.
Appendix C. Further Experimmentations
C.1 Rank-One Sparse Multi-View CCA Model
To assess the validity of the formulation presented in Program 32 and accuracy of our
solution and algorithm presented in Section 6.4, for the cases involving more than two, the
rank-one model introduced in Section 7.1 is extended to three datasets by generating X3
as follows,
X3 = (z3 + 3)u
T , z3 ∈ R600, 3 ∼ N (0, 0.12),∀i = 1, . . . , 600,
z1 =
[
1, . . . , 1︸ ︷︷ ︸
25
0, . . . , 0︸ ︷︷ ︸
550
−1, . . . ,−1︸ ︷︷ ︸
25
]
(71)
where ui ∼ N (0, 1),∀i = 1, . . . , 50.
The coefficient estimates are presented in Figure 7. Here, we also included the RGCCA
package. Although their conventional sCCA algorithm results were identical to PMA, their
generalization to more than two datasets resulted in different and better results. Hence,
its inclusion in this simulation. We used each package’s own built-in hyper-parameter
tuning procedure to find the best parameters. As evident from the results, MuLe identifies
the underlying model quite accurately, but RGCCA although does a good job on parameter
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Figure 7: Comparing performance of some of the most common multi-view sCCA ap-
proaches to that of MuLe in recovering the sparsity pattern and estimating active
elements of the canonical directions. The Model or “true” canonical directions
are plotted in the leftmost plot.
estimation, it does a very poor job on recovering the sparsity patterns of the canonical
directions. PMA misses both critera quite significantly.
In the next section we utilize MuLe to discover correlation structures in a genomic setting.
Appendix D. Visualization Methods
In a general subspace learning problem involving datasets, we’re seeking to replace each
dataset with three low-dimensional pieces of information, a rule for projecting the original
covariates to the learned subspace for the respective subspace, a low-dimensional projec-
tion of samples from the original sample-space to the learned sub-space, and a measure
of similarity or alignment between the learned subspace. In our linear sCCA context, we
replace the dataset Xi with Zi whose rows contain the correlation of the covariate xi with
the canonical covariates, CCi the projection of samples onto the canonical directions and
the canonical correlations ρ
(j)
i ∈ Rm containing the correlation between the j-th canonical
covariate of the i-th dataset and the j-th canonical covariates obtained from other datasets.
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Now we explain the procedures used to create the figures in Section 8 which facilitate the
interpretation of sCCA results. Inspired by the methods proposed in Alves and Oliveira
(2003), we adapt their CCA biplot and interpolative plot to our sCCA settings. In the fol-
lowing brief tutorial, we focus on the first two canonical covariates, thereby keeping only the
first two columns of Zi and CCi, denoted by Z
(2)
i and CC
(2)
i , and only ρ
(j)
i for j ∈ {1, 2}
and i = {1, . . . ,m}.
D.1 CCA Biplot
In order to create the CCA biplot, e.g. Figure 4, we simply plot the first two columns of
Z
(2)
i in the same plot. A key complementary piece of information facilitating interpretation
are the first two canonical correlations. Utilizing at this plot, we can form hypotheses about
how and to what extend groups of variables from different datasets are associated with each
other. The length of the vectors indicate the variable’s share in each canonical direction,
while the angle between them indicate their degree of association.
D.2 CCA Interpolative Plots
Another informative visualization we exploit to interpret sCCA results are Interpolative
CCA Plots, e.g. Figure 6. In order to create such figure for each dataset, we first plot
CCi from all datasets in the same plot, which by itself provides enlightening insights into
how strongly the samples from different datasets align with each other. Next we need to
add lines corresponding to the variables from the respective dataset. In order to make
interpolation easier and the plots more clear, we first choose a set of marker points µij
corresponding to the j-th variable from the i-th dataset, consisting of values within the
range of observed values of the variable xij , i.e. µijk ∈ [min(xij),max(xij)]. We project
these points using the following projection µijeijV
(2)
i , where eij is a vector whose elements
except the j-th is zeroed out. Finally, we pass a line through the projected points. Marking
the values of each variable corresponding to a sample as a vector along each variable we
can find the interpolated position of the said sample. This is a powerful tool as we can find
how accurately we can interpolate a samples position using the values of a different dataset.
This is specially important in cases where sample matching from different datasets are not
exact and samples are matched based on some other metadata, e.g. gender, age etc.
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Supplemental Materials: Sparse Canonical Correlation Analysis via
Concave Minimization
S 1. MuLe Package
An R-implementation of our package MuLe, named MuLe-R, along with the scripts used to
perform the simulations and create the visualizations, and the data used in Section 8 is
available online at https://github.com/osolari/MuleR.
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