Wasserstein distances are increasingly used in a wide variety of applications in machine learning. Sliced Wasserstein distances form an important subclass which may be estimated efficiently through one-dimensional sorting operations. In this paper, we propose a new variant of sliced Wasserstein distance, study the use of orthogonal coupling in Monte Carlo estimation of Wasserstein distances and draw connections with stratified sampling, and evaluate our approaches experimentally in a range of large-scale experiments in generative modelling and reinforcement learning.
INTRODUCTION
Wasserstein distances are a method of measuring distance between probability distributions, and are widely used in image processing (Rabin et al., 2011; Bonneel et al., 2015) , probability (Ambrosio et al., 2005) , physics (Jordan et al., 1998) and economics (Galichon, 2016) , and are increasingly used in machine learning Gulrajani et al., 2017; Peyré and Cuturi, 2018) . Wasserstein distances are popular as they take into account spatial information (unlike total variation distance), and can be defined between continuous and discrete distributions (unlike the Kullback-Leibler divergence). These factors have made Wasserstein distances particularly popular in defining objectives for generative modelling Gulrajani et al., 2017) .
However, exact computation of Wasserstein distances is costly, as it requires the solution of an optimal transport problem. This has motivated the development of a wide variety of computationally tractable approxi-
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mations (see for example (Cuturi, 2013; Genevay et al., 2016) ). The sliced Wasserstein distance was proposed by Rabin et al. (2011) , and exploits the fact that onedimensional instances of optimal transport problems can be solved much quicker than the general case, working directly with one-dimensional projections of the probability distributions in question; see Section 2 for a more detailed exposition.
Although the move from Wasserstein distance to sliced Wasserstein distance often yields significant gains in computational tractability, we highlight two issues that remain. Firstly, the focus of sliced Wasserstein distance on one-dimensional marginals of probability distributions can lead to poorer quality results than true Wasserstein distance (Bonneel et al., 2015) . Secondly, the evaluation of sliced Wasserstein distance itself generally requires Monte Carlo estimation, and thus enough Monte Carlo samples must be used to control the random fluctuations introduced by this stochastic method.
In this paper, we investigate these two shortcomings of the sliced Wasserstein distance and propose a new distance which incorporates the computational benefits of the sliced Wasserstein distance, whilst still retaining information from the high-dimensional distances. Given recent strong results based on Wasserstein distances and their tractable approximations, exploring related methods is an important area of study. However, our initial empirical results demonstrate only small benefits in some contexts.
We study a Monte Carlo sampling scheme for more efficient estimation of both sliced Wasserstein distance, and our novel variant. We conclude this section by highlighting our main contributions:
• In Section 3, we introduce a new variant of Wasserstein distance, which we term projected Wasserstein distance, which incorporates aspects of both sliced Wasserstein distance and true Wasserstein distance.
• In Section 4, we study a Monte Carlo method for more accurate estimation of sliced Wasserstein and projected Wasserstein distances, based on orthogonal couplings of projection vectors, and provide the-
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oretical analysis and connections to notions of stratified sampling.
• In Section 5, we empirically evaluate the performance of projected Wasserstein distance, and orthogonally-coupled estimation, on a variety of tasks, including high-dimensional generative modelling and reinforcement learning.
WASSERSTEIN AND SLICED WASSERSTEIN DISTANCES
We briefly review Wasserstein and sliced Wasserstein distances, and their role in modern machine learning. For a more detailed review of theory of Wasserstein distances and optimal transport more generally, see Villani (2008) . In this paper, we consider these distances in the specific case of Euclidean base space (R d , · 2 ), and first recall the definition of Wasserstein distance at this level of generality. Definition 2.1 (Wasserstein distances). Let p ≥ 1. The p-Wasserstein distance is defined on P p (R d ), the set of probability distributions over R d with finite p th moment, by:
for which the marginal on the first d coordinates is η, and the marginal on the last d coordinates is µ. An element γ ∈ Γ(η, µ) achieving the infimum is called an optimal transport plan between η and µ.
A common problem in the image processing literature using Wasserstein distance is that of computing a barycentre for a collection of measures (Cuturi and Doucet, 2014; Staib et al., 2017) . In this problem, a collection of measures {µ j }
In some sense, this generalises the notion of finding a centre of mass of a collection of points in Euclidean space to the "centre of mass" of a collection of probability measures. A special case of the barycentre problem which is common in the machine learning literature is that of distribution learning, for which J = 1, reducing Problem (1) to the following optimisation problem arg min
for a given µ ∈ P p (R d ), and a space of probability distributions Q ⊆ P p (R d ). A typical application is in deep generative modelling, in which µ is the empirical distribution corresponding to some dataset, and Q is a set of distributions parametrised by a neural network .
One of the reasons that Wasserstein distances are not more commonly used in machine learning is that their evaluation requires solving an optimisation problem. As an example, computing W p p (η, µ) in the particular case where
is expressed as the following linear program:
Here, Dirac delta function δ xm denotes the probability density function of idealized point mass at sample data point x m , D ∈ R M ×M specifies costs between elements of the supports of η and µ, so that
is the Birkhoff polytope. For linear programs of this specific form, the most efficient known solution methods are matching algorithms, which can achieve O(M 5/2 log M ) complexity; for large M , this cost can quickly become infeasible as an inner loop in a learning algorithm. Therefore heuristically optimized equivalent dual form of W p p . In contrast, for one-dimensional probability distributions η, µ ∈ P(R), the optimal transport plan γ ∈ Γ(η, µ) may be written down analytically, and in the case of finitely-supported distributions, the computation of Wasserstein distance amounts to sorting the support of the distributions in question on the real line, with a complexity of only O(M log M ). This motivates an alternative to the Wasserstein distance which exploits the computational ease of optimal transport on the real line: sliced Wasserstein distances (Rabin et al., 2011) . For a vector v ∈ S d−1 , where S d−1 is the unit sphere in R d , we define the projection map
, and denote projection of distribution η by (Π v ) # η. With this notion established, we may now precisely define sliced Wasserstein distances.
for all η, µ ∈ P p (R d ).
Due to the intractable expectation appearing in Equation (5), the sliced Wasserstein distance is typically estimated via Monte Carlo sampling
where
Sliced Wasserstein distances were originally proposed for image processing applications (Rabin et al., 2011; Bonneel et al., 2015) to avoid expensive computation with true Wasserstein distances. More recently, sliced Wasserstein distances have also been used in deep generative modelling (Kolouri et al., 2018; Deshpande et al., 2018; Wu et al., 2017) .
THE PROJECTED WASSERSTEIN DISTANCE
Whilst sliced Wasserstein distances bypass the computational bottleneck for Wasserstein distances (namely, solving the linear program in Problem (4)) required for each evaluation, they exhibit different behaviour from true Wasserstein distance, which in many cases may be undesirable. We offer an intuition as to why the qualitative properties of sliced Wasserstein and true Wasserstein distances differ. Inspecting Algorithm 1, we note that within the main loop, the random vector v n plays two roles: firstly, as the determiner of the matching between the projected particles
; and secondly, in the computation of the distances between the projected particles. Roughly speaking, this may be thought of as introducing some type of "bias". This is similar in flavour to the phenomenon observed by Hasselt (2010) in the context of Q-learning, in which the maximum of a collection of samples is shown to be biased (over)estimate of the maximum of the corresponding population means. Indeed, Hasselt (2010) observes that this phenomenon has a long history (see e.g. Smith and Winkler (2006) ; Harrison and March (1984) ).
Suppose we were to use separate projections to compute the distances at Line 10 of Algorithm 1. More precisely, suppose we sample v n ∼ Unif(S d−1 ) independently of v n , and introduce the notation σ vn :
for the bijective mapping with the property that v n ,
. Now consider replacing Line 10 of Algorithm 1 with the following computation:
noting that in degenerate cases there may exist more than one such σ v , in which case we select uniformly from this set of induced couplings. The computation in Expression (7) removes the source of "bias" identified previously.
Further, we observe that in the special case of p = 2, the use of a second projection to compute the costs can itself be interpreted as an unbiased estimator (up to a multiplicative scaling) of the original pairwise costs themselves. This motivates the projected Wasserstein distance, which we define formally below, along with the prerequisite notion of induced couplings. 
is satisfied. Note that typically Σ v is a set of size one, but in degenerate cases, there may be more than one induced coupling σ v for a given vector v. Definition 3.2 (Projected Wasserstein distances). For p ≥ 1, the p-projected Wasserstein distance between η and µ is defined as:
Projected Wasserstein distances are thus an alternative to Wasserstein distances that enjoy similar com-putational efficiency to sliced Wasserstein distances, but correct for the "bias" implicit in the definition of sliced Wasserstein distances. In the remainder of this section, we explore a variety of theoretical and computational aspects of projected Wasserstein distances, and in Section 5 we explore the use of projected Wasserstein distance as an objective in deep generative modelling and reinforcement learning.
Theoretical properties
Having motivated the projected Wasserstein distance, we now establish some of its basic properties.
Proposition 3.4. We have the following inequalities
for all η, µ ∈ P (M ) (R d ), for all p ≥ 1.
Monte Carlo estimation of PW distance
Just as sliced Wasserstein distance requires Monte Carlo estimation, so too does projected Wasserstein distance. The estimation algorithm is similar to Algorithm 1 for sliced Wasserstein distance (as our motivation for projected Wasserstein distance might suggest), and is presented as Algorithm 2; the crucial difference is the contribution calculation at Line 9. Within Algorithm 2, argsort can be taken to be any subroutine that computes an induced coupling between the projected samples. One implementation that runs in O(M log M ) time consists of sorting the two lists of real numbers, keeping track of the permutations that sort them, and then computing one with the inverse of the other.
Algorithm 2 thus allows any method utilising Wasserstein or sliced Wasserstein distances, such as Problems (1) and (2) instead to use projected Wasserstein distance.
Johnson-Lindenstrauss estimation of PW distance
To conclude this section, we discuss several variations on Algorithm (2) which may allow for more efficient estimation of projected Wasserstein distance. These variants are motivated by the difference in computational burden between sliced Wasserstein and projected Wasserstein distances; whilst Algorithm 1 for Monte Carlo estimation of sliced Wasserstein distances deals entirely with one-dimensional projections, Algorithm 2 for estimation of the projected Wasserstein dis-
Algorithm 2 Projected Wasserstein estimation
Compute projected distributions:
Compute optimal matching for projected distributions:
Compute contribution from coupling:
tance requires computation of distances between the original (unprojected) datapoints.
However, a key observation is that in the course of computing induced couplings in Algorithm 2, many one-dimensional projections of the support of the distributions concerned have been computed. These projections can be pooled, and thus considered collectively as constituting a random projection of the support of the distribution, in the vein of the JohnsonLindenstrauss transform (Johnson and Lindenstrauss, 1984 ). This random projection can then be used to estimate distances between support points of the distributions, without having to work with the original high-dimensional points themselves. More concretely, this can be achieved by replacing Line 9 of Algorithm 2 with the following computation:
In particular, in the case p = 2, this yields an unbiased estimator of the distance computed in Line 9 of Algorithm 2.
ORTHOGONAL ESTIMATION FOR SLICED AND PROJECTED WASSERSTEIN DISTANCES
Having introduced the projected Wasserstein distance, we now turn to the second contribution in this paper: developing understanding of improved methods for estimating both sliced Wasserstein and projected Wasserstein distances. Pitié et al. (2007) argue implicitly for using an orthogonal coupling of projection vectors in estimating the sliced Wasserstein distance, and Wu et al. (2017) put forward an approach to generative modelling where a set of orthogonal projection directions are learnt from data, to be used in the context of sliced Wasserstein estimation.
Here, we consider the general approach of using orthogonal projection directions within sliced Wasserstein and projected Wasserstein distances. We show the (perhaps surprising) results that: (i) there is a strong connection between orthogonal coupling of projection directions and notions of stratified sampling; (ii) contrary to the intuition of Pitié et al. (2007) , using orthogonal projection directions can actually worsen the performance of sliced Wasserstein estimation (as measured by estimator variance); but (iii) orthogonal projection directions always lead to an improvement in estimator variance for the projected Wasserstein distance in the case M = 2; we conjecture that this holds more generally. Besides the motivation presented in Section 3, the projected Wasserstein distances therefore serve an important role in our theoretical understanding of the impact of orthogonally coupled projection directions on estimation of the sliced Wasserstein distances. Details on how to perform practical Monte Carlo sampling from UnifOrt(S d−1 ; N ), as well as computationally efficient approximate sampling algorithms, are provided in the Appendix.
Orthogonal couplings
To make precise the notion of orthogonal projection directions, we first make a preliminary definition.
is defined as the joint distribution of N rows of a random orthogonal matrix drawn from Haar measure on the orthogonal group O(d). If N is a multiple of d, we define the distribution UnifOrt(S d−1 ; N ) to be that given by concatenating N/d independent copies of random variables drawn from UnifOrt(
; N ) has the property that each random vector v n is marginally distributed as Unif(S d−1 ), and all vectors are mutually orthogonal almost surely. The broad idea is to replace the i.i.d. projection directions (v n ) N n=1 appearing in Algorithms 1 and 2 with a sample from UnifOrt(S d−1 ; N ); Algorithm 3 specifies this adjustment precisely in the case of sliced Wasserstein estimation, with the new sampling mechanism shown in red. The adjustment for projected Wasserstein estimation is analogous, and is given in the appendix due to space constraints.
Analysis of orthogonal couplings
We now compare the mean squared error (MSE) of i.i.d. and orthogonal estimation of the sliced and Algorithm 3 Orthogonal sliced Wasserstein estimation
Compute sorted lists of supports:
Compute one-dimensional Wasserstein distance:
As the MSE of an unbiased estimator is equal to its variance, improving upon i.i.d. requires the cross-covariance induced by sampled directions to be negative. This motivates us to first study a class of stratified estimators which is proved to be statistically superior to the i.i.d.
approach. The main drawback of the stratification scheme is its O((M !)
2 ) computational complexity.
The importance of stratified estimators for our purposes comes from the fact that their improved accuracy is due to the increase in average diversity of induced couplings (cf. Definition 3.1), a property that is also typical for the orthogonally coupled estimators. Orthogonal coupling can therefore be seen as a computationally tractable approximation to stratification. As we observe in experiments, this approximation usually indeed leads to improved MSE. However, we prove that the improvement in the case of sliced Wasserstein estimation is not universal over all pairs of distribu-
, contrary to the intuition of Pitié et al. (2007) .
Improving MSE by stratification
We begin by formalising stratification and establishing its dominance over i.i.d. estimation in terms of MSE.
Definition 4.2 (Stratified estimation). Let (X , A) be a measurable space, X a random variable with probability distribution Law(X) taking values in X , and f : X → R an integrable function with θ :
will be called stratified if Law(X i ) = Law(X), ∀i, and all bivariate marginals Law((X i , X j )), i = j, satisfy: (i) X i and X j are conditionally independent given the σ-algebra generated by
is less than (resp. greater than) or equal to P(X ∈ A k )P(X ∈ A l ) when k = l (resp. k = l), for any k, l ∈ [K]; (iii) X i and X j are pairwise exchangeable. The inequality in (ii) is required to be strict for at least one (i, j), i = j, in the k = l case for some k ∈ [K].
Theorem 4.3. The MSE of any stratified estimator is lower or equal to that of an i.i.d. estimator. A stratified estimator for which the inequality is strict exists whenever
Stratification is a well-established means of achieving variance reduction in Monte Carlo (see e.g. Owen (2013) ). However, it is a particularly appealing approach in the context of sliced Wasserstein and projected Wasserstein estimation, as there is a natural partition of the space S d−1 to consider. Bringing Definition 4.2 into the context of sliced and projected Wasserstein estimation, we take
, and f to be the function computed in the inner loop of Algorithms 1 and 2 respectively.
Revisiting Definition 3.1, it is natural to consider par-
} with Σ v denoting the set of optimal matchings for direction v, and S M is the set of all permutations of [M ] . These sets need not be disjoint which we amend using the following observation: multiple couplings are optimal iff either (a) x i = x j or y i = y j , for some i = j; or (b) v, x i = v, x j or v, y i = v, y j , for some i = j. In (a), we are free to deterministically pick any of the optimal couplings as the contribution to both the sliced and projected Wasserstein integrals will be the same under any of them. The events in (b) are then null sets and we can thus again safely pick any of the available couplings.
Stratification with the modified {E τ } τ ∈S M partition can therefore be applied to estimation of projected and sliced Wasserstein distances and by Theorem 4.3 will lead to improved MSE in all but degenerate cases.
Orthogonal coupling of directions as approximate stratification
The last section presented a sampling scheme which renders i.i.d. sampling inadmissible in terms of MSE. However, the proposed stratification approach crucially relies on knowledge of the E σ regions and our ability to sample uniformly from these.
Remark 4.4. Each region E σ , can be written as a finite union of simply-connected sets.
Specifically, a coupling σ ∈ S M is optimal for a given v iff it corresponds to the coupling implied by associating the projected points according to their order. The region where a particular fixed ordering
is achieved can be obtained as follows: (i) for i = 1, . . . , M − 1, define the half-spaces
(ii) obtain the region B
. Defining B y τ analogously and using the definition E σ = {v ∈ S d−1 | σ ∈ Σ v }, we can write E σ as a finite union of intersections of half-spaces:
where τ • σ denotes composition of the two mappings.
By Remark 4.4, the structure of E σ quickly grows in complexity as M increases. Practical implementation of the algorithm is thus computationally intractable for all but very small problems.
However, we might view the orthogonal coupling of the {v n } N n=1 directions as an approximation to stratification, since: (a) the directions are pairwise exchangeable and marginally Unif(S d−1 ), and (b) the orthogonal coupling of the directions should intuitively decrease the chance of sampling the same induced coupling because the individual E σ are finite unions of simply-connected sets (cf. Remark 4.4). However, even if we assumed that Condition (ii) from Definition 4.2 holds, Condition (i) will only be satisfied in the case of the projected Wasserstein distance for which f (v) is piecewise constant (cf. Definition 4.2).
The following result for the simplified case M = 2, d = 2 supports the above intuition, showing that orthogonal coupling improves MSE in the projected but not necessarily in the sliced Wasserstein case. 
EXPERIMENTS
We now present empirical evaluation of the theory introduced in the previous sections.
Distance estimation
We begin with a testbed of small-scale problems, which will aid intuition as to the advantages of orthogonal The varying factors are the angles between the x-axis and the vectors r and z, which we respectively denote by φ and ρ. The numerical difference between MSEs for each dataset is on the left (the higher the better is orthogonal). The two connected black regions on the right highlight the configurations of φ and ρ for which i.i.d. is better than orthogonal.
estimation. The problems we consider consist of computing
To generate a collection of problems, we sample
independently from distributions N (µ x , I), N (µ y , I). In Figure 2 , we plot comparisons of the MSE achieved by estimators using i.i.d. and orthogonally-coupled projection directions for a variety of values of the parameters d and N , in the case p = 1, µ x = µ y , and use a number of projection direction N equal to the dimensionality d. Each pair of sampled distributions in Expression (11) corresponds to a scatter point in the relevant graph in Figure 2 . The results for the case d = 2 illustrate our theoretical results that orthogonality does not always guarantee improved MSE, although in the vast majority of cases, there is indeed an improvement. The case of d = 50 illustrates that as dimensionality increases, the improved performance of orthogonally-coupled projection directions becomes more robust.
Generative modelling
We study the effect of orthogonal estimation in the context of generative modeling. In particular, we study the Sliced Wasserstein Auto-Encoders Kolouri et al. (2018) consists of an encoder f θ (·) with parameter θ and a decoder g φ (·) with parameter φ. For an given observation x ∈ R n , the encoder computes an hidden code z = f θ (x) ∈ R h . With an hidden code z, the decoder computes a generated samplex = g φ (z).
Given a distribution of m observations {x
δ xi be the empirical distribution, we hope to jointly train an encoder f θ (·) that uncovers the hidden structure of P (X) and a decoder g φ (·) that generates samples similar to P (X). Let p θ (z) be the push-forward distribution from z = f θ (x), x ∼ P (X) and p(z) be a prior distribution over hidden codes. The loss of the auto-encoder is defined as
where the first term is a reconstruction error and the second term is to enforce that the generated hidden codes p θ (z) be close to the prior distribution p(z). We then update θ, φ by approximating gradient descent (θ, φ) ← (θ, φ) − α∇ (θ,φ) L ae (θ, φ) with learning rate α. To estimate SW 1 (p θ (z), p(z)), we compare orthogonal vs. i.i.d. Monte Carlo samples and we expect that the benefits from a more accurate estimate of the sliced Wasserstein distance translates into higher quality gradient updates. Experiment details are in the Appendix.
In Figure 3 , we present the learning curves of autoencoders using three methods: i.i.d. Monte Carlo estimate, orthogonal estimate and an approximation to orthogonal estimation using Hadamard-Rademacher (HD) random matrices (see Appendix) to approximate orthogonal estimate. We observe that the effect of orthogonality depends on the hyperparameters in the learning procedure: when the learning rate is large (Figure 3 , left), both estimates behave similarly; when the learning rate is small α = 10 −5 ( Figure  3 , right), orthogonal estimate leads to a slightly faster convergence than i.i.d. estimate. When using HD matrices as a proxy to compute orthogonal estimates, we always benefit from the computational benefit at training time.
Reinforcement learning
In reinforcement learning (RL), at time t an agent is in state s t , takes an action a t , receives an instant reward r t and transitions to next state s t+1 . The objective is to search for a policy π θ : s t → a t parameterized by θ such that the expected discounted cumulative reward J(π θ ) = E π θ [ ∞ t=0 γ t r t ] for some discount factor γ ∈ (0, 1) is maximized. Policy gradient algorithms apply (an approximation of) the gradient update θ new ← θ old + α∇ θ old J(π θ old ) to iteratively improve the policy. Trust region policy optimization (Schulman et al., 2015) requires that D(π θ old ||π θnew ) ≤ for some > 0 to ensure that the updates are stable, where D(·, ·) is some discrepancy measure between two policies. Previously, Schulman et al. (2015) propose to set D(·, ·) = KL[·||·] as the KL divergence, while Zhang et al. (2018) set D(·, ·) = W 1 (·, ·) as the 1-Wasserstein distance. As alternates to the discrepancy measure, we take D(·, ·) to be the sliced Wasserstein distance SW 1 (·, ·) or projected Wasserstein distance PW 1 (·, ·). For fast optimization, instead of constructing an explicit constraint, we adopt a penalty formulation of the trust region (Schulman et al., 2017; Zhang et al., 2018) and update θ new ← θ old + α∇ θ old (J(π θ old ) − λD(θ old , θ new )) for some penalty constant λ > 0. We present all algorithmic and implementation details in the Appendix.
Since projected Wasserstein corrects for the implicit "bias" introduced by sliced Wasserstein, we expect the trust region by projected Wasserstein lead to more sta- Figure 4 , we show the training curves on benchmark tasks HalfCheetah (right) and Hopper (left) (Brockman et al., 2016) . We compare the training curves of three schemes: no trust region (red), trust region by sliced Wasserstein distance (blue) and trust region by projected Wasserstein distance (green). In most tasks with simple dynamics as Hopper, we do not see significant difference between three methods; however, in tasks with more complex dynamics such as HalfCheetah, we observe that trust region updates with projected Wasserstein distance leads to slightly more stable updates than the other two baselines, achieving higher cumulative rewards within a fixed number of training steps.
CONCLUSION
We have considered projected Wasserstein distance, a variant of sliced Wasserstein distance, and studied orthogonal couplings of projection directions in estimators of sliced and projected Wasserstein distances. In doing so, we have also given an interpretation of orthogonal coupling as an efficient, approximate means of performing stratified sampling. Our empirical evaluations show that orthogonality can dramatically reduce estimator variance, and these benefits are translated over to downstream tasks such as generative modelling in certain circumstances. Important areas for future work include deepening our understanding of the relationship between improvements in estimation of Wasserstein distances themselves and improvements in downstream tasks such as distribution learning, and strengthening our understanding of the effectiveness of orthogonal couplings in Monte Carlo estimators of Wasserstein distances. Schulman, J., Levine, S., Abbeel, P., Jordan, M., and Moritz, P. (2015) . Trust region policy optimization. In International Conference on Machine Learning (ICML).
Schulman, J., Wolski, F., Dhariwal, P., Radford, A., and Klimov, O. (2017) . Proximal Policy Optimization Algorithms. arXiv. Zhang, R., Chen, C., Li, C., and Carin, L. (2018). Policy Optimization as Wasserstein Gradient Flows. arXiv.
Smith
As described in Definition 4.1, the primary task in sampling from UnifOrt(S d−1 ; N ) is sampling an orthogonal matrix from Haar measure on the orthogonal group O(d). This is a well-studied problem (see e.g. Genz (1999)), and we briefly review a method for exact simulation. Algorithm 5 generates such matrices, and can be understood as follows. Initially, the rows of A are independent with uniformly random directions. Normalising and performing Gram-Schmidt orthogonalisation results in an ordered set of unit vectors that are uniformly distributed on the Steifel manifold, and hence the matrix obtained by taking these vectors as rows is distributed according to Haar measure on the orthogonal group O(d).
Algorithm 5 Gram-Schmidt orthogonal matrix generation
∼ N (0, 1) 2: Normalise the norms of the rows of A to 1. The Gram-Schmidt subroutine described in Section 8.2 has computational cost O(d 3 ). Whilst in general, this cost would be dominated by the cost of computing a full Wasserstein distance between point clouds (costing O(M 5/2 log M ) in the special case of matching, and at least O(M 4 ) more generally), it is desirable to reduce the cost of sampling from UnifOrt(S d−1 ; N ) further, to make projected/sliced Wasserstein estimation more computationally efficient. A variety of methods for approximately sampling from UnifOrt(S d−1 ; N ) at a cost of O(d 2 log d) exist (see for example (Genz, 1999; Choromanski et al., 2017; Andoni et al., 2015) ), reducing the cost to approximately that of sampling independent projection directions (i.e. O(d 2 )). In our experiments, we use Hadamard-Rademacher random matrices to this end; further details are given in Section 9.5.
Proofs
Proof. Recalling the notation of Definition 4.2, the MSE of any unbiased estimator is equal to its variance
The latter term on the r.h.s. of the above equation is equal to zero for the i.i.d. estimator and thus MSE can only be improved if it is negative. By Definition 4.
We can thus rewrite the cross covariance as
where p
k,l and the vector [p] k := p k we have that the cross-covariance is non-positive for all integrable f iff P (i,j) − pp is negative semi-definite. Observing that the constraints on bivariate marginals in Definition 4.2 ensure that each P (i,j) is a diagonally dominant Hermitian matrix with non-positive entries on the main diagonal, implying negative semi-definiteness.
To prove existence of a stratified estimator which strictly improves upon i.i.d., consider the matrix P (1,2) and let k, l ∈ [K] be the indices for which
= p k p l + ε, for some ε > 0 which preserves non-negativity of the entries of P (1, 2) . If X 1 , X 2 are sampled independently given Proof. We begin by observing that for d = 2, v ∈ S d−1 can be parametrised by single parameter φ ∈ [0, 2π) as v = [cos(φ), sin(φ)] ∈ R 2 . Denoting {σ A , σ B } = S 2 with σ A (i) = i, i = 1, 2 and σ B (1) = 2, σ B (2) = 1, we can characterise the sets E A = {φ ∈ R | σ A ∈ Σ v } and E B = {φ ∈ R | σ B ∈ Σ v } as follows: a matching is optimal iff it agrees with the ordering of v, x 1 , v, x 2 and v, y 1 , v, y 2 ; therefore we can define
and observe E A := (H
) and {φ ∈ R | v, y 1 − y 2 = 0} ∩ [0, 2π) are null events except for the degenerate case when x 1 = x 2 or y 1 = y 2 for which both couplings are equivalent in terms of transportation cost, and thus we can safely treat { E A ∩ [0, 2π), E B ∩ [0, 2π)} as a disjoint partition of [0, 2π), selecting a single coupling deterministically if both are optimal.
Observe that | v, x i − y j | = | −v, x i − y j | and thus v and −v always induce the same optimal couplings. This means that orthogonal coupling of v 1 = [cos(φ 1 ), sin(φ 1 )] and v 2 = [cos(φ 2 ), sin(φ 2 )] is equivalent to setting φ 2 = φ 1 ± π 2 , which means both of the orthogonal vectors induce the same set of optimal couplings. Therefore
Figure 5: Training AEs using two sets of distance measure (left: sliced Wasserstein distance, right: projected Wasserstein distance): We show hidden codes p θ (z) generated by the encoder after training. Though both distributions generally match the prior distribution p(z), the distribution trained with projected Wasserstein distance tends to collapse to the center.
Implementation Details. The AEs have the same architecture as introduced in Kolouri et al. (2018) . The hidden code z has dimension h = 128. The prior distribution p(z) is chosen to be a uniform distribution inside [−1, 1] h . For each iteration, we take a full sweep over the dataset in a random order. All implementations are in Tensorflow (Abadi et al., 2016) and Keras (Chollet et al., 2015) , we also heavily refer to the code of the original authors of (Kolouri et al., 2018) 1 .
Generative Modelling: sliced Wasserstein vs. projected Wasserstein
Background. Here we present the comparison between training AE using sliced Wasserstein distance vs. projected Wasserstein distance. Recall that the training objective of the AE is in general
where D(·, ·) can be some proper discrepancy measure between two distributions. In practice, D(·, ·) can be KL-divergence (Kingma and Welling, 2013) , sliced Wasserstein distance (Kolouri et al., 2018) or projected Wasserstein distance (this work). All the aforementioned alternates allow for fast optimization using gradient descent on the discrepancy measures.
Implementation Details. The AEs have the same architecture as introduced in Kolouri et al. (2018) . The hidden code z has dimension h = 2. The prior distribution p(z) is chosen to be a uniform distribution on the interior of the 2D circle with radius 1. The other implementation details are the same as above.
Results. We compare the posterior hidden codes z ∼ p θ (z) generated by the trained encoders under sliced Wasserstein distance (left) vs. projected Wasserstein distance (right) in Figure 5 . Though both hidden code distributions largely match that of the prior distribution p(z), the hidden codes trained by sliced Wasserstein distance tend to collapse to the center (the distribution has a slightly smaller effective support). This observation is compatible with our observations in the generator network experiments presented in the next section.
Generative Modelling: Generator Networks
Background. A generator network G θ takes as input a noise sample ∼ ρ 0 (·) from an elementary distribution ρ 0 (e.g. Gaussian) and output a sample in the target domain X (e.g. images), i.e. X = G θ ( ) ∈ X . Let P θ (X) be the implicit distribution induced by the network G θ and noise source ρ 0 over samples X. We also have a target distributionP (X) (usually an empirical distribution constructed using samples) that we aim to model. The objective of generative modeling is to find parameters θ such that P θ (X) ≈P (X) by minimizing certain discrepancies
for some discrepancy measure D(·, ·). When D(·, ·) is taken to be the Jenson-Shannon divergence, we recover the objective of Generative Adversarial Networks (GAN) (Goodfellow et al., 2014) . Recently, Wu et al. (2017); Deshpande et al. (2018) propose to take D(·, ·) to be the sliced Wasserstein distance, so as to bypass the potential instability due to min-max optimization formulation with GAN. Similarly, D(·, ·) can be projected Wasserstein distance. Here, we show the empirical differences of these two generative models (sliced Wasserstein generative network vs. projected Wasserstein generative network) with an illustrating example.
Setup. We take X = R 2 andP (X) to be the empirical distribution formed by samples drawn from a mixture of Gaussians. The mixture contains 16 components with centers evenly spaced on the 2-D grid with horizontal/vertical distance between neighboring centers to be 0.3. Each Gaussian is factorized wit diagonal variance 0.1 2 . The samples are illustrated as the red points in Figure 6 below.
Implementation Details. The generators are parameterized as neural networks which take 2−dimensional noise (drawn from a standard factorized Gaussian) as input and output samples in X = R 2 . The networks have two hidden layers each with 256 units, with relu nonlinear function activation in between. The final output layer has tanh nonlinear activation. We train all models with Adam Optimizer and learning rate 10 −4 until convergence. All implementations are in Tensorflow (Abadi et al., 2016) , we also heavily refer to a set of wonderful open source projects 2 3 .
Results. The results for generative modelling are in Figure 6 (left for sliced Wasserstein distance, right for project Wasserstein distance). Red samples are those generated from the target distribution. Blue samples are those generated from the generator network after training until convergence. We observe that samples generated from these two models exhibit distinct features: under sliced Wasserstein distance, the samples tend to be more widespread and in this case capture the modes on the perimeter of the Gaussian mixtures. On the other hand, under projected Wasserstein distance, the samples tend to collapse to the center of the target distribution and only capture modes in the middle.
Reinforcement Learning
Background. Vanilla policy gradient updates θ new ← θ old + α∇ θ old J(π θ old ) suffer from occasionally large step sizes, which lead the policy to collect bad samples from which one could never recover (Schulman et al., 2015) . Trust region policy optimization (TRPO) (Schulman et al., 2015) propose to constrain the update using KL divergence KL[π θ old ||π θnew ] ≤ for some > 0, which can be shown to optimize a lower bound of the original objective and significantly stabilize learning in practice. Recently, Zhang et al. (2018) Instead of constructing the constraints explicitly, one can adopt a penalty formulation of the trust region and apply (Schulman et al., 2017; Zhang et al., 2018) θ new ← θ old + α∇ θ old (J(π θ old ) − λD(π θ old , π θnew )), where λ > 0 is a trade-off constant. The above updates encourage the new policy π θnew to achieve higher rewards but also stay close to the old policy for stable updates. Under sliced Wasserstein distance the samples tend to spread out and capture modes at the perimeter of the mixtures, while under projected Wasserstein distance the samples tend to cluster in the center and capture modes in the middle.
Due to the close connections between various Wasserstein distance measures, we propose to set D(·, ·) as either sliced Wasserstein distance or projected Wasserstein distance. Since projected Wasserstein distance corrects for the implicit "bias" in the sliced Wasserstein distance, we expect the corresponding trust region to be more robust and can better stabilize on-policy updates.
Implementation Details. The policy π θ is parameterized as feed-forward neural networks with two hidden layers, each with h = 64 units with tanh non-linear activations. The value function baseline is a neural network with similar architecture. To implement vanilla policy optimization, we use PPO with very large clipping rate = 10.0, which is equivalent to no clipping. We set the learning rate to be α = 3 · 10 −5 and the trade-off constant to be λ = 0.001 for the trust region. All implementations are based on OpenAI baseline (Dhariwal et al., 2017) and benchmark tasks are from OpenAI gym (Brockman et al., 2016) .
Hadamard-Rademacher random matrices
Here, we give brief details around Hadamard-Rademacher random matrices, which are studied in Section 5.2 as an approximate alternative to using random orthogonal matrices drawn from UnifOrt(S d−1 ; d). These random matrices have been used as computationally cheap alternatives to exact sampling from UnifOrt(S d−1 ; d) in a variety of applications recently; see e.g. (Choromanski et al., 2017; Andoni et al., 2015) . A 1-block HadamardRademacher matrix is simulated by taking H to be a normalised Hadamard matrix in R d×d , and D to be a random diagonal matrix, with independent Rademacher (Unif({±1})) random variables along the diagonal. The Hadamard-Rademacher matrix is then given by the product HD. Multi-block Hadamard-Rademacher random matrices are given by taking the product of several independent 1-block Hadamard-Rademacher random matrices.
