We study the intersection numbers of the curves that are contained in geodesics and tight geodesics in the curve graph.
Introduction
Let S g,n be a compact surface of g genus and n boundary components. We assume all curves are simple, closed, essential and not isotopic to ∂(S). Unless otherwise specified, an isotopy is free.
We recall the curve graph, C(S) defined by Harvey [Har81] . Suppose ξ(S) = 3g+n−3 ≥ 1. The vertices are isotopy classes of curves and the edges between two vertices are realized by disjointness. We need a manipulation on the definition of the edges for ξ(S) = 1; we put the edge between two vertices if they intersect once if S = S 1,1 and twice if S = S 0,4 . The curve graph is a geodesic metric space with the simplicial metric, which we denote by d S . The intersection number between x, y ∈ C(S), i(x, y) is the minimum possible geometric intersections between them up to isotopy. Let A, B ⊆ C(S), we define i(A, B) = max a∈A,b∈B i(a, b).
In this paper, we study the intersection numbers of the curves which are contained in geodesics (Theorem 1.5) and tight geodesics (Theorem 1.4). We refer the reader to section 2 for the definition of tight (multi)geodesics defined by Masur-Minsky [MM00] .
For the rest of this paper, we use the following notations with some conventions.
Notation 1.1.
• Let x, y ∈ C(S), we denote g x,y as a (multi)geodesic between x and y.
• Let n, m ∈ R, n ≺ m means there exists positive constants k, c such that n ≤ k·m+c.
If n ≺ m and m ≺ n then we write n ≍ m. We inherit these coarse inequality notations. However, in this paper we only use these when k, c depend only on the surface or do not depend on anything.
We review some works related to this paper. Shackleton showed
where T depends only on the surface. Then
for all i.
The author showed 
Negating the fact that the constants in Theorem 1.2 and Theorem 1.3 depend on the surface, they also depend on d S (x, x i ), d S (x i , y), and d S (x, y). In this paper, we show there exist a uniform constant, here "uniform" is in the sense that they only depend on the surface. Indeed, we show with coarse inequality settings.
We show Theorem 1.4. Suppose ξ(S) ≥ 1. Let x, y ∈ C(S) and g x,y = {x i } be a tight geodesic such that d S (x, x i ) = i for all i. We have 1. log i(x, x i ) ≺ log i(x, y) and log i(x i , y) ≺ log i(x, y) for all i.
log i(x
We treat i(x p , x p+1 ) = 1 for all p.
Furthermore, we also show Theorem 1.5. Suppose ξ(S) ≥ 1. Let x, y ∈ C(S) and g x,y = {x i } be a geodesic such that
for all i, j such that |i − j| > 2. We treat i(x, x 1 ) = 1 and i(x d S (x,y)−1 , y) = 1.
We note that g x,y does not have to be tight in Theorem 1.5. With Theorem 1.4 and Theorem 1.5, we have Corollary 1.6. Suppose ξ(S) ≥ 1. Let x, y ∈ C(S) and g x,y = {x i } be a tight geodesic such that d S (x, x i ) = i for all i. We have
Background
In this section we review subsurface projections and tight geodesics from [MM00] .
Subsurface projections
Let Z be a subsurface of S such that ξ(Z) = 0 and ξ(Z) ≥ −1. Subsurface projection is a map
Suppose ξ(Z) > 0. Let x ∈ C(S) then π Z (x) is a curve in Z which is obtained by first picking an arc or a curve a ∈ {x ∩ Z} and taking a boundary component of the regular neighborhood of a ∪ ∂(Z) in Z. We note that for each step in this process we make a choice, these choices causes the map not to be well defined. However, the map is coarsely well defined. See Remark 2.1.
Suppose ξ(Z) < 0. (Z is an essential annulus in S.) Fix a hyperbolic metric on S, compactify the corresponding annular cover of S with its Gromov boundary and denote the resulting surface S Z . The vertices of C(Z) are the set of isotopy classes of arcs whose endpoints lie on two boundaries of S Z , here the isotopy is relative to ∂S Z pointwise. Two vertices of C(Z) are distance one apart if they can be isotoped to be disjoint in the interior of S Z . Let x ∈ C(S) then π Z (x) is an arc obtained by the lifts of x which connects two boundaries of S Z . Again we make a choice by picking one of the lifts. See Remark 2.1.
For both non-annular and annular projections, if C ⊂ C(S) we define
We define subsurface projection distances. If A, B ⊂ C(S), we let
Remark 2.1. We remark that subsurface projections are coarsely well defined. Let x ∈ C(S), if a, b ∈ C(Z) such that they can be chosen as π Z (x), then we have
. We note some authors define subsurface projection as a set-map by taking all possible outputs, again these outputs are contained in a diameter 3-ball in C(Z).
We observe the following results from [MM00] .
In the rest of this paper, we mean M as M in the statement of Theorem 2.3.
Tight geodesics
Suppose V, W ⊆ C(S), we say V and W fill S if there is no curve in the complementary components of V ∪ W in S. We let F (V, W ) be the regular neighborhood of V ∪ W in S. It is straightforward to observe that if x, y ∈ C(S), then x and y fill S if and only if d S (x, y) ≥ 3. Now, we define tight geodesics. Suppose ξ(S) > 1. A multicurve is a set of mutually disjoint curves in the surface. A multigeodesic is a sequence of multicurves {V i } such that d S (a, b) = |s − t| for all a ∈ V s , b ∈ V t and for all s, t with s = t. A tight multigeodesic is a multigeodesic {V i } such that V i = ∂F (V i−1 , V i+1 ) for all i. Given x, y ∈ C(S) a tight geodesic between x and y is a geodesic {x i } such that x i ∈ V i for all i where {V i } is a tight multigeodesic between x and y. Suppose ξ(S) = 1. Every geodesic is defined to be a tight geodesic.
Masur-Minsky showed that there exists a tight geodesic between any two points in C(S) [MM00] .
We observe a special behavior of tight geodesics.
Proof. We assume ξ(S) > 1 since the proof for ξ(S) > 1 is more complicated. We show the first statement. Take a tight multigeodesic {V p } between x and y such that
By Theorem 2.3 we are done. If h = i − 1, then we use tightness to observe π Z (V i+1 ) = ∅. We repeat the argument and we are done.
The second statement follows by a similar argument. We only remark that if d Z (x i , x j ) > M then x and y need to project nontrivially to Z by tightness.
On Choi-Rafi formula
In this section, we show Choi-Rafi formula is true for a pair of curves where they prove the formula for a pair of markings. We recall some definitions. Pants curves are a collection of mutually disjoint curves which cut the surface into pairs of pants. A marking is a collection of curves obtained by taking pants curves and choosing extra curves so that they together fill the surface. We call such extra curves transversal curves.
Choi-Rafi showed 
Z ranges over all subsurfaces in S which are not annuli, and A ranges over all annuli in S.
We show Theorem 3.2. Theorem 3.1 holds for two curves x, y ∈ C(S). There exists n such that
where Z ranges over all subsurfaces in S which are not annuli, and A ranges over all annuli in S.
Proof. In [Wata] , the author showed an effective version of
by a different approach from [CR07] .
We show the converse direction. We start with x, y ∈ C(S) and complete them into markings σ, τ controlling i(σ, τ ) by i(x, y).
Suppose x and y fill S. We prove the statement with the following steps.
• Step1 (Construction of pants curves σ p and τ p )
• Step2 (Construction of transversal curves σ t for σ p )
• Step3 (Construction of transversal curves τ t for τ p )
• Step4 (Revisiting Choi-Rafi formula)
Step1: Suppose A ⊆ S. We let S − A denote a complementary component of A in S which is not a pair of pants.
Let x 1 = x and y 1 = y, we define
This process terminates when i = ξ(S) since x i and y i become pants curves. We show i(x i+1 , y i+1 ) ≺ i(x i , y i ) + i(x, y).
we show the following.
For the first inequality, we observe that we only need to consider the intersections of π S−x i (y) and y i in the regular neighborhood of ∂(S − x i ) since i(y, y i ) = 0. We observe these intersections can be measured by i(x i , y i ).
The same argument works to show the second inequality.
For the third inequality, we first observe that near every intersection of x and y, π S−x i (y) and π S−y i (x) intersect at most four times. We have other intersections in the regular neighborhoods of ∂(S − x i ) and ∂(S − y i ), and they can be measured by i(x i , y i ).
We let σ p = x ξ(S) and τ p = y ξ(S) . Since we showed
Step2: Now we construct transversal curves σ t , τ t for σ p , τ p . First, we construct σ t for σ p . For each curve a ∈ σ p , we find a transversal curve a t controlling i(a t , τ p ) by i(x, y).
Take W ⊆ S such that ξ(W ) = 1, a ∈ C(W ) and ∂(W ) ⊆ σ p . (We note ∂(W ) could contain some elements in ∂(S).)
We take
We do this process for every curve in σ p and obtain the set of transversal curves σ t , then we have
Lastly we take σ = σ p ∪ σ t , then we have
We also make the following observation for the next step. For any a ∈ σ p we have either x / ∈ C(W ) or x ∈ C(W ). For the first case, i(a t , x) = 0. For the second case, near every intersection of x and y, we see that x and π W (y) intersects at most twice, so i(a t , x) ≤ 2 · i(x, y). Since |σ t | = ξ(S), with a rough computation we have
Step 3: Similarly we construct τ t for τ p . For each curve b ∈ τ p , we find a transversal curve b t controlling i(σ, b t ) by i(x, y).
i(σ t , b t ) ≺ i(x, y).
For the first inequality, by the same argument given in the previous step, we observe
For the second inequality, we consider the intersections of σ t and b t in the regular neighborhood of ∂(V ) and its complementary component in V . The intersections which could occur in the regular neighborhood of ∂(V ) can be measured by i(σ t , ∂(V )). Since ∂(V ) ⊆ τ p we have i(σ t , ∂(V )) ≺ i(σ t , τ p ) ≺ i(x, y). The intersections which could occur in the complement of the neighborhood of ∂(V ) can be measured by i(σ t , x) since b t = π V (x). By the last observation we made in the previous step, we have i(σ t , x) ≺ i(x, y). All together, we conclude
With the first and the second inequality, we have
We do this process for every curve in τ p and obtain the set of transversal curves τ t , and we have i(σ, τ t ) ≺ i(x, y).
Lastly, we take τ = τ p ∪ τ t , then we have
Step 4: Now, with Choi-Rafi formula, there exists n such that
where Z ranges over all subsurfaces in S which are not annuli, and A ranges over all annuli in S. Therefore, Choi-Rafi formula holds for two curves x, y ∈ C(S) if x and y fill S.
We need to take care of the case when x and y do not fill S. We take F (x, y) ⊂ S. By the same argument in the previous case, we have
We note Z and A need to range over the whole surface for the statement of this theorem. We observe that if W ⊆ S such that W F (x, y), π W (x) = ∅ and π W (y) = ∅, then by Lemma 2.2 we have F (x, y) 
Therefore, we have
4 The proofs of Theorem 1.4 and Theorem 1.5
We prove Theorem 1.4 and Theorem 1.5.
Theorem 4.1. Suppose ξ(S) ≥ 1. Let x, y ∈ C(S) and g x,y = {x i } be a tight geodesic such that d S (x, x i ) = i for all i. We have 1. log i(x, x i ) ≺ log i(x, y) and log i(x i , y) ≺ log i(x, y) for all i.
log i(x
Proof. The proof is the combination of Lemma 2.4 and Theorem 3.2.
Proof of the first statement: We only show log i(x, x i ) ≺ log i(x, y). Recall n from Theorem 3.2 and M from Theorem 2.3.
By our choice of k ≥ n + M , we can apply Theorem 3.2 to the above to obtain log i(x, x i ) ≺ log i(x, y).
Proof of the second statement: Let W be a proper subsurface which x i and x j project nontrivially. Assume i < j. If d W (x i , x j ) > M then by Lemma 2.4 we have
We apply Theorem 3.2 to the above to obtain log i(x i , x j ) ≺ log i(x, y).
Furthermore, we show the following. We do not require the geodesics in the statement of Theorem 1.5 to be tight. Theorem 4.2. Suppose ξ(S) ≥ 1. Let x, y ∈ C(S) and g x,y = {x i } be a geodesic such that d S (x, x i ) = i for all i. We have
Proof. We show log i(x, y) ≺ log i(x, x i ) + log i(x i , y) + log i(x, x j ) + log i(x j , y).
Therefore, taking larger k if necessary, we have
Lastly, we notice that since x i and x j fill the surface, if π W (x i ) = ∅ then π W (x j ) = ∅. Therefore, any subsurface is contained in S i ∪ S j . We repeat the same argument for the case π W (x j ) = ∅, and we obtain
where Z ranges over all subsurfaces in S which are not annuli, and A ranges over all annuli in S. Since l = k 2 ≥ n we can apply Theorem 3.2 to the above to obtain log i(x, y) ≺ log i(x, x i ) + log i(x i , y) + log i(x, x j ) + log i(x j , y).
In the rest of the proof, we discuss the reason that we treat i(x, x 1 ) = 1 and i(x d S (x,y)−1 , y) = 1. (This discussion should also take care of the reason that we treated i(x p , x p+1 ) = 1 for all p in Theorem 1.4.) We consider the case i = 1. We have
for all W ∈ S 1 by Lemma 2.2. Therefore, we have for all i, j such that |i − j| > 2. We treat i(x, x 1 ) = 1 and i(x d S (x,y)−1 , y) = 1.
Proof. By Theorem 1.4, we have log i(x, x i )+log i(x i , y)+log i(x, x j )+log i(x j , y) = log i(x, x i )·i(x i , y)·i(x, x j )·i(x j , y) ≺ log i(x, y) for all i, j such that |i − j| > 2 where we treat i(x, x 1 ) = 1 and i(x d S (x,y)−1 , y) = 1.
