Abstract. The Delaunay tessellation of a locally finite subset of the hyperbolic space H n is constructed via convex hulls in R n+1 . Basic properties, including the empty circumspheres condition and geometric duality with the Voronoi tessellation, are proved and compared with those of the Euclidean version. Some pathological examples are considered. Passing to the lattice-invariant case, we describe an analog of the "Epstein-Penner decomposition" of a finite-volume hyperbolic manifold M .
The Delaunay tessellation is a well known and widely used solution to the "meshing problem": to describe a procedure which, given a finite set S ⊂ R n , canonically produces a polyhedral decomposition of its convex hull Hull(S) that has vertex set S. The Delaunay tessellation is characterized by the empty circumspheres condition:
For each metric sphere S that intersects S and bounds an open ball disjoint from S, Hull(S ∩ S) is a Delaunay cell. Each Delaunay cell C has this form for some sphere S, called a circumsphere of C. (If C is n-dimensional then S is uniquely determined.)
Note that producing a triangulation, with simplices for cells, may require further subdivision.
Computational geometers have long known that convex hulls in R n+1 can be used to construct the Delaunay tessellation in R n . The idea is to project S to a codimension-one submanifold of R n+1 that bounds a convex set (eg. a sphere or paraboloid), take the convex hull there, and project (some) faces of dimension at most n back to R n . Empty circumspheres arise naturally from supporting hyperplanes. For a brief account of this construction see [12, p. 693] , which attributes the idea to K.Q. Brown in 1979. Definition 3.1 here takes this approach to constructing the Delaunay tessellation of a subset of the hyperbolic space H n , which is naturally embedded in R n+1 via the hyperboloid model. This is also closely related to Epstein-Penner's construction [11] , well-known and well-used in hyperbolic geometry, of "Euclidean decompositions" of cusped hyperbolic manifolds. The difference is that [11] treats sets in the "light cone" of R n+1 , a sort of expanded boundary at infinity for H n . Our main theorem is analogous to Epstein-Penner's, compare [11, Prop. 3.5] .
Theorem 6.23. Let Γ < SO + (1, n) be a torsion-free lattice and S a non-empty, locally finite, Γ-invariant set in H n . The Delaunay tessellation of S is a locally finite, Γ-invariant collection of convex polyhedra (the cells) whose union is H n , satisfying:
(1) Each face of each cell is a cell, and distinct cells that intersect do so in a face of each; i.e. it is a polyhedral complex in the sense of eg. [9, Dfn. 2.1.5].
(2) For each metric sphere or horosphere S of H n that intersects S and bounds a convex region B with B ∩ S = S ∩ S, the closed convex hull of S ∩ S in H n is a Delaunay cell. Each Delaunay cell has this form. (3) For each parabolic fixed point U of Γ such that there is a horoball centered at U and disjoint from S, there is a unique horosphere S centered at U such that the closed convex hull of S ∩ S in H n is a Γ U -invariant n-cell, where Γ U is the stabilizer of U in Γ. Each other cell is compact and has a metric circumsphere.
Here SO + (1, n) < GL(R n+1 ) is the group of orientation-preserving isometries of H n , and a lattice is a discrete subgroup with a finite-volume fundamental domain in H n . If Γ < SO + (1, n) is a torsion-free lattice then M = H n /Γ is a complete, orientable hyperbolic nmanifold of finite volume. Every such manifold can be described this way, see eg. [2, Theorem B. 1.7] . A parabolic fixed point is a one-dimensional light-like subspace of R n+1 fixed by each element of a non-trivial subgroup of parabolic elements of Γ. See Section 6.2.
For a cocompact lattice (excluded in [11] ) every Delaunay cell is compact with a metric circumsphere, see Corollary 6. 25. This case is covered in the literature, in dimension two by Näätänen-Penner [14] and sketched, in slightly more generality, by Leibon [13, ]. Charney-Davis-Moussong worked out the construction in arbitrary dimensions in the still more general setting of discrete, coarsely dense subsets of arbitrary hyperbolic manifolds [7] . Here again each Delaunay cell is compact, with a metric circumsphere.
An important case not covered by [7] is when Γ is not cocompact but S is co-finite, projecting to a finite subset of H n /Γ. Then for each parabolic fixed point U there is a non-compact Γ U -invariant n-cell as described in Theorem 6.23 (3) . See Corollary 6.26.
The key feature shared by the sets S considered in [11] , [14] and [7] is that each face of Hull(S) is contained in a space-like hyperplane of R n+1 (see Lemma 1.2), which has compact intersection with certain relevant convex sets containing H n . The analog is true of the recent work of Cooper-Long [8] extending [11] to convex projective manifolds (see the bullet there spanning pp. 6-7). In contrast, we must confront sets that lack this property, and the main work of our paper goes toward surmounting the issues that accompany non-compactness.
The examples of Section 4 illustrate some pathologies of the convex hull construction for an arbitrary locally finite set S, for which faces of Hull(S) may have non-compact intersection with H n : Delaunay cells may not be polyhedra, their faces may not be cells, and the collection of cells may not be locally finite. See also Akiyoshi-Sakuma [1] which features sets in the light cone, associated to infinite-volume hyperbolic 3-manifolds, that produce similar pathologies.
For any locally finite set S the convex hull construction produces a Delaunay tessellation that contains the geometric dual to the Voronoi tessellation of S. For definitions see Section 5. In another departure from [11] , [14] and [7] , this subcomplex may be proper. We prove:
Theorem 5.9. The geometric dual complex of a locally finite set S ⊂ H n , consisting of Delaunay cells geometrically dual to Voronoi cells, is a polyhedral complex. For each metric sphere S of H n that intersects S and bounds a ball B with B ∩ S = S ∩ S, the closed convex hull of S ∩ S in H n is a compact geometric dual cell. Each geometric dual cell has this form.
Theorems 6.23 and 5.9 imply that for a non-cocompact lattice Γ the geometric dual complex of a Γ-invariant, co-finite set S is a proper subcomplex of the Delaunay tessellation.
Sections 1 and 2 establish preliminaries. Section 3 describes the Delaunay tessellation of a finite set. This has been studied by computational geometers: Devillers et. al. [5] (cf. the predecessor [10] ) constructed a Delaunay tessellation of a finite set S ⊂ H n characterized by an empty metric circumspheres condition. See Remark 3.6. Theirs is thus the geometric dual to the Voronoi tessellation and lacks the feature, crucial from our standpoint, that the underlying topological space is the entire convex hull (compare Proposition 3.5).
Section 6 addresses lattice-invariant sets. The main new tool is the technical Lemma 6.16. It describes perturbations of support planes that are light-like, and hence have non-compact intersection with H n , through support planes in certain circumstances. The final result here, Corollary 6.27, describes the Delaunay tessellation's projection to the quotient manifold.
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A brief introduction to the hyperboloid model
For a more complete treatment see eg. [15, Ch. 3] , which we will use below for pinpoint citations. The Lorentzian inner product on R n+1 is given by (x 0 , x 1 , . . . , x n ) • (y 0 , y 1 , . . . , y n ) = −x 0 y 0 + x 1 y 1 + . . . + x n y n This restricts on the tangent bundle of the hyperboloid model H n = {x | x • x = −1, x 0 > 0} to a genuine Riemannian metric, the hyperbolic metric with constant sectional curvature −1.
For 0 < k < n, R k+1 × {(0, . . . , 0)} inherits its own Lorentzian inner product from that of the ambient R n+1 , so its intersection with H n is an isometrically embedded copy of H k . The isometry group SO + (1, n) (called PO(1, n) in [15] ) of H n acts transitively on the set of (k + 1)-dimensional time-like subspaces, those which intersect H n [15, Theorem 3.1.5]. Their intersections with H n comprise its collection of k-dimensional totally geodesic subspaces.
In particular, the geodesic containing distinct x and y in H n is its intersection with the 2-dimensional subspace of R n+1 that they span [15, Theorem 3.2.5] . The unique geodesic ray of H n from x through y is explicitly parametrized by arclength as:
where n is the unit vector in the direction of the component y + (x • y)x of y normal to x. The ray from x runs through y at t = cosh −1 (−x • y), so this is the distance d H (x, y).
Note that for x and y with x 0 > 0, y 0 > 0, x • x = a ≤ 0 and y • y = b ≤ 0:
The inequality above is the Cauchy-Schwartz inequality, which further implies strict inequality if and only if y is not a scalar multiple of x.
• If V is space-like then V ⊥ is time-like.
We will say that any u = 0 in V ⊥ is a normal to V .
Recall that V is time-like if it intersects H n . It is light-like if it is not time-like but contains some x = 0 with x • x = 0, and space-like otherwise. We will say a vector v is time-like, light-like or space-like if v • v is less than, equal to, or greater than 0, respectively.
Proof. If V is space-like then the usual Gram-Schmidt process produces an orthonormal basis for V , measured in the Lorentzian inner product. This in turn gives a well-defined notion of orthogonal projection to V , so any x / ∈ V yields a normal u to V upon subtracting its projection. But V ⊥ ∩ V = 0 since V is space-like, so V ⊥ has dimension 1. For any u ∈ V ⊥ − {0}, u • u < 0, since the union of u with the basis for V is a Lorentz-orthogonal basis for R n+1 (so if u 0 • u 0 were at least 0 then this would hold for all vectors).
For such a u, a linear combination au + bv of u with any v satisfies
If v • u were nonzero, suitable choices of a and b would produce a time-like vector in the span of u and v. Since V is light-like it follows that v • u = 0 for all v ∈ V . Taking such u with u 0 > 0, (1.0.2) implies that x • u < 0 for any x ∈ H n , so the linear functional v → v • u is non-constant on R n+1 , with kernel of dimension n.
If V is time-like there is a Lorentz-orthogonal basis for V that has n − 1 space-like members, each in V 0 . = V ∩ ({0} × R n ), and one time-like member normal to V 0 , produced as above. The Lorentz bilinear form is thus non-degenerate on V , so V ⊥ ∩ V = {0}. The basis described above determines an orthogonal projection map to V in the same way as usual, so subtracting its orthogonal projection from any v / ∈ V yields a normal u to V . Hence V ⊥ is 1-dimensional. It is space-like by [15, Theorem 3.1.4] (or Sylvester's law of inertia).
We will call hyperspheres the non-empty intersections between H n and n-dimensional affine subspaces of R n+1 . They are classified below. Lemma 1.2. For an n-dimensional subspace V of R n+1 and x 0 / ∈ V such that P = (V + x 0 ) intersects H n , the hypersphere S . = P ∩ H n is classified as follows:
• If V is space-like then P = {x | x • u = x 0 • u}, where u is the unique normal to V in H n , and S = {x ∈ H n | cosh d H (x, u) = −x 0 • u} is a metric sphere centered at u. • If V is light-like then P = {x | x • u = −1}, where u is the unique normal to V with x 0 • u = −1, and S = {x ∈ H n | x • u = −1} is the horosphere centered at u.
• If V is time-like there is a unique normal u to V with x 0 − u ∈ V , and S is a component of the equidistant locus
Every metric sphere, horosphere, or equidistant to a geodesic subspace is of the form above.
For now we will take as a definition that a horosphere of H n is a set of the form {x ∈ H n | x • u = −1} for some fixed u with u • u = 0 and u 0 > 0. Its ideal point is U = span(u).
Proof. If V is space-like then since V ⊥ is time-like and 1-dimensional there is a unique
Suppose V is light-like and
• u there is a unique positive scalar multiple of u, also with positive first entry, that pairs to −1 with x 0 . Uniqueness in V ⊥ follows because it is 1-dimensional. Now suppose V is time-like, and let u be the projection of
2 (u • u) ≤ 1; hence the image of H n lies in one component of the locus {v • v ≤ −1} ⊂ V . Since this component contains V ∩ H n it consists of such v with v 0 > 0. For any x ∈ H n and y ∈ V ∩ H n , x • y = v • y, where v is the projection of x as above. Applying (1.0.2) gives
with equality attained if and only if y is the scalar multiple v 0 .
Thus v 0 is the unique closest point to x in V ∩ H n and the formula above determines d H (x, v 0 ).
By construction, P = V + u = λ −1 (1) . It follows that P ∩ H n is one component of the equidistant locus described above, the other being λ
Example 1.3. The three possibilities for the hypersphere S containing x, y and z in H 2 are pictured in Figure 1 .1 in the upper half-plane model {z ∈ C | Im z > 0} (with Riemannian metric
, where g E is the Euclidean metric). This model is a useful visual aid. Its geodesics are lines and semicircles perpendicular to R; its hyperspheres are its intersections with Euclidean circles and straight lines.
In the figure we may take d H (x, y) and d H (x, z) to be fixed, with d H (y, z) increasing from left to right. In each case S is the intersection with H 2 of the Euclidean circle in C containing x, y and z. On the left this circle is contained in H 2 and so is also a hyperbolic circle, though with a different center (the red dot). In the middle this circle is tangent to R and S is a horosphere, the complement of the point of intersection. On the right, S is a component of the equidistant locus to the hyperbolic geodesic pictured in red, which joins the points of intersection between R and the Euclidean circumcircle for x, y and z.
The complementary components to hyperspheres of H n are its intersections with half-spaces. A half-space bounded by an n-dimensional affine plane P of R n+1 is the closure of a component of R n+1 − P . We say a set in H n is convex if it contains the unique geodesic arc between any two of its points.
there is a unique half-space B bounded by P with the property that B ∩ H n is convex. B contains 0, and furthermore:
is the horoball centered at u. B ∩ H n contains the geodesic ray γ x from x in the direction of u, given by:
where u is the space-like normal to V with x 0 − u ∈ V . In this case V ⊂ B.
Also, if V is time-like then each half-space bounded by V has convex intersection with H n . For such a half-space B, we say B ∩ H n is a hyperbolic half-space bounded by V ∩ H n .
Proof. For x and y in P ∩ H n and u as above, if x • u = k = y • u then chasing the definition (1.0.1) we find that a point z on the geodesic arc joining x to y satisfies:
where z = cosh tx + sinh tn. Taken as a function of t, the formula above is positive for all t ≥ 0 and its own second derivative, hence convex. It takes the value 1 at t = 0 and t = cosh −1 (−x • y) and thus lesser values in between. It follows in each case above that only one half-space B bounded by V has convex intersection with H n , and it is as described. One then easily checks in each case that 0 ∈ B, since 0 • u = 0.
Checking that V ⊂ B in the time-like case, and γ x (t) ∈ B in the light-like case, is a matter of computation. For the space-like case, first suppose u = (1, 0, . . . , 0). Then V = {0} × R n and B ∩ U n+1 is contained in the compact set {x | 1 ≤ x 0 ≤ r,
, where r is the first coordinate of x 0 . That B ∩ U n+1 is compact for arbitrary space-like V follows from transitivity of the PO(1, n)-action on H n .
We finally note, simplifying (1.0.1), that for x and y in H n , and any t ∈ [0, cosh −1 (−x • y)], the point x t = cosh t x + sinh t n is a non-negative linear combination of x and y. Hence if x and y are on one side of a time-like subspace V , so is x t .
We finally prove a weak Hahn-Banach theorem (see eg. [4, Th. 11.4.1]) for hyperbolic space. Lemma 1.5. For a closed convex set C ⊂ H n and x 0 / ∈ C, there is an n-dimensional time-like subspace V ⊂ R n+1 with C and x 0 in opposite half-spaces bounded by V .
Proof. Let x be a closest point in C to x 0 , and let u = x 0 + (x • x 0 )x be the component of x 0 normal to x. This is normal to x, and u
For y ∈ C − {x}, if γ is the geodesic arc described in (1.0.1) joining x to y then:
This function has negative derivative at t = 0, since γ(t) ∈ C for all small
Convex sets and projection to the hyperboloid
A subset of R n is convex if it contains the line segment joining any two of its points. The convex hull of S ⊂ R n is the minimal (with respect to inclusion) convex set containing S, and the closed convex hull is the minimal closed, convex set containing S. We will denote the closed convex hull of S by Hull(S). It is the closure of the convex hull (cf. [4, 11.2.3 
]).
It is not hard to show that U n+1 = {x ∈ R n+1 | x • x ≤ −1, x 0 > 0} is a closed, strictly convex subset of R n+1 bounded by H n , so for S ⊂ H n , Hull(S) ⊂ U n+1 . We will construct the Delaunay tessellation of S by projecting "visible" faces of Hull(S) (this notation comes from [1] ) to H n along rays from the origin.
Definition 2.1. For a closed, convex subset C of R n+1 not containing 0, say x ∈ C is visible if it is the first point of intersection between C and the ray from 0 through x.
For S ⊂ H n , the set of visible points of Hull(S) projects bijectively under r n to a convex subset of H n containing S and contained in the closed convex hull of S in H n .
Proof. We claim that r n maps Hull(S) onto a set as above. The lemma will follow, since it is clear from the definition that Hull(S) and its set of visible points have the same image, and that r n is injective on the set of visible points.
The image of Hull(S) is convex. The key fact is that for any x 0 , y 0 ∈ U n+1 the line segment [x, y] in R n+1 that joins them projects under r n to the geodesic arc joining x = r n (x 0 ) to y = r n (y 0 ) in H n . This follows from (1.0.1) and a brief calculation that cosh tx + sinh tn is a positive linear combination of x and y for t ∈ (0, cosh
For any x 0 outside the closed convex hull of S in H n , Lemma 1.5 supplies a time-like subspace V separating x 0 from S, hence also from Hull(S). Since V is a subspace r n (V ∩ U n+1 ) = V ∩ H n , and it follows that V ∩ H n separates x 0 from r n (Hull(S).
In general r n (Hull(S)) may not be closed; see Section 4. Lemma 2.8 below describes such cases, but proving it requires more preliminaries on convex subsets of R n .
Definition 2.
3. An n-dimensional affine plane P is a support plane for a closed convex subset C of R n+1 if C is contained in one of the half-spaces bounded by P , and P ∩ C = ∅.
For a n-dimensional affine plane P of R n+1 , x 0 ∈ P , and a half-space B bounded by P , a vector η is a Euclidean outward normal to B if η · (x − x 0 ) ≤ 0 for all x ∈ B. (Here "·" is the Euclidean inner product.) Remark 2.4. For η = (e 0 , e 1 , . . . , e n ),η . = (e 0 , −e 1 , . . . , −e n ) shares an initial entry with η and satisfiesη • v = −η · v for any v ∈ R n+1 . In particular, if P is parallel to a space-like or light-like subspace and intersects H n , and η is a Euclidean outward normal to the half-space
Lemma 2.5. For a closed convex set C ⊂ R n+1 , say a sequence of support planes P n for C converges to a plane P if there exist x ∈ P and a Euclidean normal η to P approached by a sequence {(x n , η n )}, where x n ∈ P n and η n is a Euclidean outward normal to a half-space bounded by P n and containing C. Then x ∈ C, P is a support plane for C through x, and η is a Euclidean outward normal to a half-space B bounded by P and containing C.
Proof. Since C is closed, x ∈ C. The lemma follows upon fixing any y ∈ C and taking a limit of the inequality η n · (y − x n ) ≤ 0.
For any closed, convex set C and x ∈ ∂C there is a support plane for C through x [4, Prop. 11.5.2]. If x is visible, more can be said. Lemma 2.6. Let C be a closed, convex subset of R n+1 such that 0 / ∈ C. For every visible point x ∈ C there is a support plane P for C through x that separates C from 0; i.e. such that the half-space B bounded by P with B ∩ C = P ∩ C contains 0.
Proof. We will assume C has a non-empty interior, for if not it is entirely contained in a supporting hyperplane [4, Prop. 11.2.7] . Thus every support plane P for C bounds a unique half-space B 0 containing C. The lemma holds if and only if η · x ≤ 0 for some such P and a Euclidean outward normal η to B 0 , since η · x = −η · (0 − x).
If the ray from 0 through x contains tx for some t > 1, then u · x ≤ 0 for any outward normal u to a support plane through x (since (t − 1)x · u ≤ 0). For x without this property, choose a sequence {y n } of points in the interior of C approaching x, and let {x n } be the corresponding sequence with x n the visible point on the ray from 0 through y n . Passing to a subsequence, we may assume {x n } also converges to y.
For each n let η n be an outward normal with length 1 to a support plane for C through x n . Passing to a subsequence again, we assume η n converges to a vector η. Then η · x = lim n→∞ η n · x n ≤ 0 and for any y ∈ C, η · (y − x) = lim n→∞ η n · (y − x n ) ≤ 0.
Lemma 2.7. If P is an n-dimensional affine subspace of R n+1 with P ∩ U n+1 = ∅ then r n (P ∩ U n+1 ) ⊂ B ∩ H n for a half-space B bounded by P with 0 ∈ B and B ∩ H n convex.
Proof. If P contains 0 then so do both half-spaces bounded by P . In this case r n (P ∩U n+1 ) ⊂ P is contained in each such half-space. We therefore suppose that 0 / ∈ P , and let B be the unique half-space bounded by P that contains 0. For any x ∈ P , the ray from 0 through x thus intersects B in the segment {tx | 0 ≤ t ≤ 1}. But for x ∈ U n+1 , r n (x) = x/ √ −x • x has smaller t-coordinate than 1 by definition. Finally, recall from Lemma 1.4 that any half-space B with 0 ∈ B has B ∩ H n convex.
Lemma 2.8. Let S ⊂ H n , and take r n : U n+1 → H n as in Lemma 2.2. For any x ∈ H n that lies outside r n (Hull(S)) but in its closure, there is an n-dimensional time-like subspace V through x such that S is contained in one of the half-spaces bounded by V .
Proof. Let {x k } be a sequence of visible points of Hull(S) such that r n (
subsequence would converge to some x 0 ∈ Hull(S) mapping to x, so we will assume
For each k let P k be a support plane for Hull(S) through x k supplied by Lemma 2.6, separating 0 from Hull(S). Let η k be a unit Euclidean normal to P k pointing outward from Hull(S), so by construction η k · (0 − x k ) ≥ 0 and η k · (y − x k ) ≤ 0 for any k ∈ N and y ∈ Hull(S).
Passing to a subsequence, we assume that {η k } converges to a unit vector η. Fixing y ∈ Hull(S), dividing each of the above inequalities by √ −x k • x k , and taking a limit shows that η · (0 − x) = 0, so the affine n-plane V through x and normal to η also contains 0 (hence is a subspace). We also note for any k ∈ N that
Since y ∈ Hull(S) was arbitrary, the translate of P k through r n (x k ) separates Hull(S) from 0. Since V is the limit (in the sense of Lemma 2.5) of these translates, it does as well.
The Delaunay tessellation and the finite case
Definition 3.1. The dimension of a set C ⊂ R n+1 is the minimal dimension of an affine plane Q containing C, and the interior of C is its interior in Q (cf. [4, Prop. 11.2.7] ). A face of a closed convex set C is a set of the form C ∩ P , where P is a support plane for C. If 0 / ∈ C, a face F of C is visible if every x ∈ F is visible.
We define the Delaunay tessellation of a set
Here r n is as in Lemma 2.2. For a visible face F of Hull(S), say r n (F ) is a Delaunay cell. The main result of this section, Proposition 3.5, asserts among other things that when S is finite its Delaunay tessellation is a polyhedral complex in the standard sense (see eg. [9, Dfn. 2.1.5]): cells are polyhedra, their faces are also cells, and cells that intersect do so in a face. Before going further let us port these notions to the hyperbolic setting.
Definition 3.2.
A convex polyhedron in H n is the intersection of a collection of hyperbolic half-spaces (defined in Lemma 1.4) whose associated collection of bounding totally geodesic subspaces is locally finite. The dimension in H n of a set C is defined, in analogy with 3.1, to be the minimal k such that C is contained in a k-dimensional totally geodesic subspace. The interior and faces of a convex set are similarly defined in analogy with 3.1.
The key advantage of taking S finite is that it ensures Hull(S) is a polyhedron of R n+1 [3, Prop. 12. 
Lemma 3.3. If S ⊂ H
n is finite and of dimension k ≤ n in R n+1 , and the k-dimensional affine subspace containing S does not also contain 0, then r n takes Hull(S) to the closed convex hull of S in H n . This is a compact polyhedron of dimension k in H n .
Proof. Take k = n and let P be the affine subspace of R n+1 containing S but not 0. By [3, Prop. 12.1.15], Hull(S) is a compact, convex polyhedron in P , so Hull(S) = j i=1 H i , where the H i are half-spaces of P bounded by (n − 1)-dimensional affine subspaces Q i ⊂ P . Any point in the frontier of P is in some Q i .
For each i let V i be the vector subspace of R n+1 containing Q i , and let B i be the half-space bounded by V i that contains H i . Since r n preserves V i and the
is a compact subset with its frontier in the V i ∩ H n . It follows that equality holds. By compactness and Lemma 2.2, r n (Hull(S)) is the closed convex hull of S in H n .
If r n (Hull(S)) were contained in V ∩ H n for some proper vector subspace V then S would lie in V ∩ P , which has dimension n − 1. Therefore r n (Hull(S)) has dimension n.
If S has dimension k < n there is a (k+1)-dimensional time-like vector subspace V containing S, whose intersection with H n is an isometrically embedded copy of H k . We therefore work in V and apply the full-dimensional case.
Lemma 3.4. If S ⊂ H
n is finite then every visible point of Hull(S) is contained in a visible face, and every visible face is of the form P ∩ Hull(S) for a support plane P with 0 / ∈ P that separates 0 from S. Each face of a visible face of Hull(S) is itself a visible face of Hull(S).
Proof. Applying [3, Prop. 12.1.15], let Hull(S) = k i=1 B i for a collection of half-spaces B i bounded by affine n-planes P i . If x ∈ Hull(S) then x ∈ B i for all i, and if x is visible then for each t ∈ [0, 1) there exists i t such that tx / ∈ B it . Since the collection {B i } is finite, as t → 1 a subsequence of the i t is constant at some
Now suppose x is in the interior of a visible face F . Let P be a support plane for Hull(S) with F = P ∩ Hull(S), and let η be a Euclidean normal to P pointing outward from Hull(S). If η i 0 is a Euclidean normal to P i 0 pointing outward from Hull(S), then η t = tη + (1 − t)η i 0 is normal to a support plane P t for Hull(S) for each t ∈ [0, 1], pointing outward from Hull(S). For t > 0, F = P t ∩ Hull(S), and for t near 0, η t · x < 0 since this is true for η i 0 . For such t, 0 / ∈ P t and P t separates it from S.
For a visible face F of Hull(S), let P be a support plane for Hull(S) separating 0 from S with 0 / ∈ S. For any proper face F 0 ⊂ F there is a codimension-one support plane Q for F in S with F 0 = Q ∩ F . Let η be a Euclidean normal to P pointing outward from S and δ a Euclidean normal to Q in P pointing outward from F . One verifies that for small t, η t = (1 − t)η + tδ is a Euclidean normal to a support plane P t in R n+1 for Hull(S) with F 0 = P t ∩ Hull(S) that separates S from 0. Proposition 3.5. The Delaunay tessellation of a finite set S ⊂ H n is a decomposition of the closed convex hull of S in H n into a finite collection of convex polyhedra (the cells), such that each face of each cell is a cell and distinct cells that intersect do so in a face of each. For each non-totally geodesic hypersphere S of H n that intersects S and bounds a convex region B with B ∩ S = S ∩ S, the closed convex hull of S ∩ S in H n is a Delaunay cell. Each Delaunay cell is compact and of this form.
Remark 3.6. The hyperbolic Delaunay complex of [5] , defined on p. 7 there, satisfies the empty circumspheres condition with only metric spheres. Thus it is a subcomplex of our Delaunay tessellation (by Theorem 5.9, the geometric dual to the Voronoi tessellation).
Proof of Prop. 3.5. Since S is finite, Hull(S) is a compact convex polyhedron [3, Prop. 12.1.15] . By compactness r n (Hull(S)) is closed. This coincides with the image of its visible set, so by Lemma 2.2 the visible set maps onto the closed convex hull of S in H n . By Lemma 3.4, each visible point of Hull(S) is in an n-dimensional visible face, so the Delaunay tessellation covers the closed convex hull of S. By Lemma 3.3 it is the union of its n-cells.
For a Delaunay cell C with a face C 0 ⊂ C, let V 0 be the time-like vector subspace such that V 0 ∩ H n is the support plane for C with C 0 = V 0 ∩ C. For the visible face F of Hull(S) such that C = r n (F ), and the support plane P for Hull(S) supplied by Lemma 3.4, V ∩ P is a codimension-one support plane for F in P such that r n (V ∩ F ) = C 0 . The face F 0 = V ∩ F of F is also a face of Hull(S), hence C 0 is also a Delaunay cell. Now let C and C be distinct, intersecting Delaunay cells, let F and F be the visible faces with C = r n (F ) and C = r n (F ), and let P and P be support planes for Hull(S) as in Lemma 3.4, with F = P ∩ Hull(S) and F = P ∩ Hull(S). Then Q = P ∩ P is a support plane for F in P with F ∩F = F ∩Q, and the necessarily time-like vector subspace V spanned by Q intersects H n in a support plane for C with C ∩ Q = r n (F ∩ Q) = r n (F ∩ F ) = C ∩ C . (Recall that r n is injective on the visible set of Hull(S), hence on F ∪ F . ) It follows that C ∩ C is a face of C. By the same argument it is a face of C .
For a visible face F let P be the support plane supplied by Lemma 3.4, with F = P ∩Hull(S) and 0 and S in opposite half-spaces bounded by P . Since 0 / ∈ P , S = P ∩ H n is not totally geodesic. By Lemma 1.4 the half-space B containing 0 has convex intersection with H n , and r n (F ) ⊂ B ∩ H n by Lemma 2.7. By Lemma 3.3, r n (F ) is a compact polyhedron, the closed convex hull of B ∩ S = S ∩ S. Now suppose on the other hand that S 0 = S ∩ S for some hypersphere S of the form P ∩ H n , where P is an affine plane bounding a half-space B with B ∩ H n convex and B ∩ S = S 0 . Then P is a support plane for Hull(S), and F = P ∩ Hull(S) is a face with F = Hull(S 0 ). Since S is not totally geodesic P does not contain 0, so F is visible.
A bad example and its no-good relations
The main example of this section, a set S ⊂ H 2 , illustrates the issues one has to work around in analyzing the Delaunay tessellation of an arbitrary locally finite subset of H n . Note that if S is locally finite in H n , it is also locally finite in R n+1 : for x and y ∈ H n ,
(Here the left-hand side is the square of the Euclidean distance between x and y). Such S may however experience "convergence at infinity", causing pathologies in the Delaunay tessellation. What we mean by this is most apparent in the upper half-plane model, where we introduce our bad example S before translating back to the hyperboloid model. Fix a sequence {r n } of real numbers decreasing to some r ∞ > 1, and for n ∈ N let S n be the Euclidean circle of radius r n that contains p 0 = i, intersects the real axis and is centered in the imaginary axis. Let p n ∈ S n (respectively, p −n ∈ S n ) have imaginary part 1/(n + 1) and positive (resp. negative) real part. It is not hard to see that S = {p n | n ∈ Z} is locally finite in H 2 but has two accumulation points in R 2 : the limits p ±∞ ∈ R of the sequences {p ±n } n∈N .
There is an isometry I from the upper half-plane to the hyperboloid model such that I(p 0 ) = (1, 0, 0) and I(S n ) is the intersection with H 2 of an affine plane V n + (1, 0, 0), where V n is a two-dimensional time-like subspace of R 3 invariant under reflection R through the xy-plane and intersecting it in span(cos θ n , sin θ n , 0) for an increasing sequence {θ n } limiting to some θ ∞ < π/4. The images I(p ±n ) are exchanged by R and have x-coordinates approaching infinity as n → ∞.
Though {I(p n )} does not converge in H 2 , it determines a sequence in RP 2 that converges to the projective class of a line of intersection between V ∞ and the light cone, where V ∞ is the R-invariant two-dimensional subspace intersecting the xy-plane in span(cos θ ∞ , sin θ ∞ , 0). (In this sense the projectivized light cone is the boundary at infinity of H 2 , a role filled in the upper half-plane model by R ∪ {∞}, see Definition 6.3.) For each n ∈ N, Hull(S) has a visible face that is a triangle with a vertex at I(p 0 ), I(p n ) and I(p n+1 ), and one that is its image under R. There is one additional visible face F , the translate by ( 
It is easiest to visualize r n (F ) by translating back to the upper half-plane model with I −1 . Its image there is a subset of the triangle T with one vertex at p 0 and two ideal vertices p ±∞ . Precisely, I −1 r n (F ) is the complement in T of the geodesic
The Delaunay tessellation of S lacks several properties that hold for finite sets by Proposition 3.5. In many cases below we describe these in terms of pathologies of Hull(S):
• r n (Hull(S)) is not closed, since it is missing the geodesic I(γ).
• The face F is not the convex hull of its vertices, since it has only one: (1, 0, 0).
• r n (F ) is not a convex polyhedron as it is in particular not closed (recall r n (F ) = I(T )).
• The faces of F containing (1, 0, 0) are not faces of Hull(S), since the only support plane that contains them is
• The collection of faces of Hull(S) is not locally finite at any point of a face of F containing (1, 0, 0).
A couple variations on this construction are worth mentioning. If one takes r n → 1 above (and, correspondingly, θ n → π/4), the same construction produces a set S ⊂ H 2 with a single accumulation point p ∞ = 0 ∈ R. In this case the corresponding face F of Hull(S) is one-dimensional and contained in no 2-face, with I −1 r n (F ) the geodesic arc joining p 0 to p ∞ .
Finally, moving one dimension higher one can modify this construction so that the "limit set" of S is an arbitrary subset of S ∩ ∂H 3 , where S is the sphere through p 0 of radius r ∞ . For such subsets the analog of the face F may have a non-locally finite collection of faces.
The Voronoi tessellation and its geometric dual
Here we will introduce the Voronoi tessellation of a locally finite set S ⊂ H n , then describe its "geometric dual", a subcomplex of the Delaunay tessellation of S. For any such S the Voronoi tessellation is a locally finite polyhedral complex, in the sense of [9, Dfn. 2.1.5], and its geometric dual is a polyhedral complex (possibly not locally finite, see Remark 5.10 below).
Definition 5.1. For locally finite S ⊂ H n and s ∈ S, the Voronoi n-cell determined by s is
The Voronoi tessellation of S is the complex with cells consisting of the V s and their faces.
It is clear from the definition that H n is the underlying space of the Voronoi tessellation.
Lemma 5.2. If S ⊂ H n is locally finite then V s is a convex polyhedron for each s ∈ S, as is each face of V s , and the collection {V s | x ∈ S} is locally finite. For any {s 0 , . . . , s l } such that l i=0 V s i is non-empty, it is a face of V s i for each i.
The fundamental fact here is that the locus {x | d H (x, s) ≤ d H (x, s )} is a hyperbolic halfspace for distinct s and s in H n . More generally:
By the description of the hyperbolic metric (cf. Section 1), the locus above lies in the solution set to the system {x • (s 0 − s i ) = 0 | 1 ≤ i ≤ k}, where s 0 , . . . , s k is a linearly independent subset of the s i . Hence it is of the form V ∩ H n for some (n + 1 − k)-dimensional subspace V of R n+1 . The fact follows. Let us now prove the lemma.
Proof. For any x ∈ H n , by local finiteness the function s → d H (s, x) attains a minimum J at some s 0 ∈ S; hence x ∈ V s 0 . The closed ball B x (2J) contains only finitely many points {s 0 , . . . , s l } of S, again by local finiteness. 
, of the form P ∩ Hull(S) for a support plane P for Hull(S) that separates S from 0 and is parallel to a space-like subspace of R n+1 . For any such support plane P , if S 0 = P ∩ S then P ∩ Hull(S) = Hull(S 0 ) and s∈S 0 V s is a Voronoi cell.
Corollary 5.5. For a Voronoi k-cell V of a locally finite set S ⊂ H n , if S 0 ⊂ S is maximal such that V = s∈S 0 V s then the closed convex hull C V of S 0 in H n , the geometric dual to V , is a Delaunay cell and an (n − k)-dimensional, compact, convex polyhedron.
If x is in a Voronoi cell V = s∈S 0 V s then by definition all s ∈ S 0 are equidistant from V . Since metric spheres are compact (Lemma 1.4), any such collection is finite and Corollary 5.5 follows directly from Proposition 5.4 and Lemma 3.3, with C V = r n (F V ).
One step in the proof of Proposition 5.4 uses an argument borrowed from [11] .
Lemma 5.6. For locally finite S ⊂ H n , suppose P is a support plane for Hull(S), parallel to a space-like subspace of R n+1 , that separates S from 0. Then F = P ∩ Hull(S) is a compact polyhedron equal to Hull(S 0 ), where S 0 = P ∩ S, and every face of F is a face of Hull(S).
Proof. P ∩ U n+1 is compact by Lemma 1.4, so therefore F is as well. Since F contains S 0 it contains Hull(S 0 ); if properly then for any x ∈ F − Hull(S 0 ) there is a support plane Q for Hull(S 0 ) in P that separates it from x. Rotating P around Q by a small amount produces a support plane P for Hull(S) that separates it from x and 0, contradicting that x ∈ F .
To flesh this out a bit, if η is a Euclidean normal to P pointing outward from Hull(S) and δ is a Euclidean normal to Q in P pointing outward from Hull(S 0 ), then η t = (1 − t)η + tδ is normal to a plane P t with P t ∩ P = Q. Let x 0 ∈ Q. We have η · (0 − x 0 ) > 0, since P separates S from 0 but does not contain 0, so η t · (0 − x 0 ) > 0 for all small enough t. One checks directly that for all t > 0, η t · (x − x 0 ) > 0, η t · (s − x 0 ) = 0 for all s ∈ S 0 ∩ Q and η · (s − x 0 ) < 0 for all s ∈ S 0 − Q. The last equation holds for all s ∈ S − Q if t is small enough. This follows from the fact below.
Fact 5.7. For > 0 and an affine plane P with P ∩ U n+1 compact, if P t → P (in the sense of Lemma 2.5) then P t ∩ U n+1 lies in the -neighborhood of P ∩ U n+1 for all small enough t.
The proof is a short exercise that also uses convexity of U n+1 . Since S is locally finite there exists > 0 such that S − S 0 is outside the -neighborhood of P ∩ U n+1 . Fact 5.7 therefore implies that for small enough t it lies in the same half-space determined by P t as by P .
We note also that the face Q ∩ F = P t ∩ Hull(S) is also a face of Hull(S). Since Q is an arbitrary support plane for F in P , the lemma's final assertion holds.
Proof of Proposition 5.4. Note that S 0 = {s 0 , . . . , s l } is finite since its members lie in a metric sphere. Since V is k-dimensional we find, applying 
Thus S is contained in the half-space B 0 = {x • v ≤ c 0 }, and its bounding hyperplane P is a support plane for Hull(S) containing S 0 . The face F = P ∩ Hull(S) contains S 0 and is contained in the (n − k)-dimensional affine space P ∩ W 0 , so has dimension n − k. Since 0 is in the opposite half-space B to B 0 , F is visible.
The translate P − s 0 = {x • v = 0} of P is a space-like vector subspace, since its normal v is time-like. Therefore by Lemma 5.6, F = Hull(S 0 ) is compact. Now suppose F = P ∩ Hull(S) for a support plane P parallel to a space-like subspace. By Lemma 5.6 again F = Hull(S 0 ) is compact, where S 0 = P ∩ S. Reversing the argument above shows that the normal v ∈ H n to V is equidistant from the points of S 0 and closer to them than any others; hence V = s∈S 0 V s is a non-empty (since it contains v) face of the Voronoi tessellation.
Lemma 5.8. Geometric duality is contravariant with respect to inclusion of faces: for locally finite S ⊂ H n , if V is a face of a Voronoi cell V then C V is a face of the geometric dual C V to V ; and every face of C V is of the form C V for some Voronoi cell V containing V . (Hull(S 0 ) ) by Proposition 5.4, and the hyperplane P from the proof of the proposition is in particular a supporting hyperplane for Hull(S 0 ) with P ∩ Hull(S 0 ) = P ∩ Hull(S) = Hull(S 0 ). Hence C V is a face of C V .
For a face C 0 of C V , an argument from the proof of Proposition 3.5 produces a face F 0 of F such that r n (F 0 ) = C 0 , where F is the visible face of Hull(S) mapping to C V . Thus F 0 = Hull(S 0 ) for some S 0 ⊂ S 0 , so C 0 is the geometric dual to the Voronoi cell V = s∈S 0 V s containing V . Proposition 5.4 implies for a locally finite set S ⊂ H n that the collection of Delaunay cells that are geometrically dual to Voronoi cells has the following description:
n that intersects S and bounds a ball B with B ∩ S = S ∩ S, the closed convex hull of S ∩ S in H n is a compact geometric dual cell. Each geometric dual cell has this form.
Remark 5.10. For S as in the main example of Section 4, the geometric dual to the Voronoi tessellation contains every face but F , since these have metric circumspheres. It is thus not locally finite, at p 0 in particular, and its underlying space is not closed nor convex.
Proof of Theorem 5.9. The description of the geometric dual complex above follows from Proposition 5.4. By Corollary 5.5, every geometric dual cell is a compact, convex polyhedron. For such a cell C write C = r n (F ) for the face F = P ∩ Hull(S) given by Proposition 5.4, where P is a support plane parallel to a space-like subspace hence with S = P ∩ H n a metric sphere (Lemma 1.2). Corollary 5.5 implies C is the closed convex hull of S ∩ S.
The half-space B bounded by P and containing 0 intersects H n in a ball bounded by S (recall Lemma 1.4), which contains r n (F ) by Lemma 2.7, and (B ∩ H n ) ∩ S = S ∩ S. On the other hand, a metric sphere S that intersects S and bounds an empty ball is of the form P ∩ H n for a support plane P bounding a half-space B containing 0 with B ∩ S = P ∩ S. Proposition 5.4 therefore implies that r n (F ) is a geometric dual cell, where F = P ∩ Hull(S).
That a face of a geometric dual cell is itself a geometric dual cell is one of the assertions of Lemma 5.8. To prove that geometric dual cells intersect in a face of each we follow the proof of the corresponding assertion of Proposition 3.5. It applies without only one alteration: replace the appeal to Lemma 3.4 with one to Proposition 5.4, and note that no affine plane intersecting U n+1 and parallel to a space-like subspace contains 0.
The Voronoi tessellation's geometric dual may be a proper subcomplex of the Delaunay tessellation even in the simplest possible case of three points in H 2 .
Example 5.11. The simplest case. In the left case the Delaunay tessellation and the geometric dual complex coincide. In particular, the Delaunay triangle is the geometric dual to the Voronoi vertex: the red dot.
In the middle and on the right, the Voronoi tessellation has no vertex and the Delaunay triangle has no geometric dual; instead, the geometric dual to the Voronoi tessellation has cells x, y, z, and the two edges containing x. Recall from Example 1.3 that the Delaunay triangles' circumspheres are horospherical and metric in these respective cases.
Tessellating manifolds
In this section we will construct Delaunay tessellations of finite subsets of finite-volume hyperbolic manifolds. The first basic observation is that invariant sets have invariant hulls.
Lemma 6.1. Suppose S ⊂ H n is invariant under a subgroup Γ of SO + (1, n). Then Hull(S) is also Γ-invariant, and the Γ-action takes faces to faces and commutes with r n . If S is locally finite its Voronoi tessellation and its geometric dual are Γ-invariant.
Proof. Every γ ∈ Γ, being linear, takes the convex hull of S into itself; being invertible, it is a self-bijection of the convex hull, and being continuous and invertible is a self-homeomorphism of Hull(S). Again since it is linear, γ takes affine planes to affine planes and hence faces to faces. Since γ is in SO + (1, n) it takes H n to itself, so since it takes rays through the 0 to rays through 0 it commutes with r n .
If S is locally finite its Voronoi tessellation is defined (see Section 5) . Since the definition is in terms of distance and Γ acts by isometries it preserves the Voronoi tessellation. It follows from Proposition 5.4 that the geometric dual to the Voronoi tessellation is also preserved.
Recall from the introduction that a lattice in SO + (1, n) is a discrete subgroup with a finitevolume fundamental domain. Lattice-invariance imposes strong constraints on the nature of faces of Hull(S). One reason is the following basic fact: Fact 6.2. The limit set of a lattice Γ < SO + (1, n) is the entire sphere at infinity of H n .
For standard material on limit sets see eg. Ch. 12 of [15] . In particular, Fact 6.2 is Theorem 12.1.15 there. Below we interpret these notions in the context of the hyperboloid model:
Definition 6.3. The sphere at infinity of H n is the projectivized positive light cone p(L + ) in RP n . Here p : R n+1 − {0} → RP n is the quotient map. The limit set of S ⊂ H n is the set of accumulation points of p(S) in p(L + ), where L + = {u | u • u = 0, u 0 > 0} is the positive light cone. The limit set of Γ < SO + (1, n) is the limit set of Γ.x for some (any) fixed x ∈ H n .
The following is an exercise in Lorentzian geometry.
Fact 6.4. Suppose P is an affine subspace of R n+1 intersecting H n , and let V be the vector subspace parallel to P and B a half-space bounded by P .
• If V is space-like and B ∩ H n is convex then its limit set is empty.
• If V is light-like and B ∩ H n is convex then its limit set is the singleton p(V ⊥ ∩ L + ).
• If V is time-like then the limit set of B ∩ H n is a hemisphere bounded by p(V ∩ L + ).
Lemma 6.5. Suppose S ⊂ H n is locally finite and Γ-invariant for a lattice Γ of SO + (1, n). For any n-dimensional affine subspace P that bounds a half-space B containing Hull(S), the vector subspace parallel to P is not time-like. If P intersects H n then 0 / ∈ B.
Proof. Since S is Γ-invariant the limit set of Hull(S) contains that of Γ and thus is the entire sphere at infinity. The fact above thus implies the result (recall also from Lemma 1.4 that B ∩ H n is convex if and only if 0 ∈ B.) Corollary 6.6. Suppose S ⊂ H n is locally finite and invariant under a lattice Γ of SO + (1, n). Every support plane for Hull(S) separates Hull(S) from 0. In particular every face of Hull(S) is visible, and every visible point lies in a visible face. For a face F and a support plane P with F = P ∩ Hull(S), if B is the half-space bounded by P that contains 0 then r n (F ) ⊂ B.
Proof. That support planes separate Hull(S) from 0 follows directly from the final assertion of Lemma 6.5. (Note that each support plane contains a face of Hull(S), hence intersects U n+1 and hence H n .) Since each face lies in a support plane, it follows directly that each face is visible. Since each visible point is contained in a face, it lies in a visible face. The final assertion above follows directly from Lemma 2.7.
Corollary 6.7. If S ⊂ H
n is locally finite and invariant under a lattice Γ of SO + (1, n) then r n (Hull(S)) = H n , and H n = {r n (F ) | F is a visible face of Hull(S)}.
Proof. We note first that r n (Hull(S)) is closed, since if it were not then Lemma 2.8 would supply a time-like n-dimensional subspace V with S on one side of it. This violates Lemma 6.5. Since r n (Hull(S)) is closed, if it were not all of H n then Lemma 1.5 would supply a subspace V as above, again violating Lemma 6.5.
The r n -image of Hull(S) is the image of its set of visible points, so the result holds since each such point is contained in a visible face by Corollary 6.6.
A brief interruption on horospheres and horoballs.
To understand the restrictions that lattice-invariance places on horospherical circumspheres, we need a little more information about horospheres. The results here are standard (with the possible exception of Lemma 6.14), but we record them for completeness. Lemma 6.8. Suppose for a light-like subspace V of R n+1 and x 0 ∈ R n+1 that P = V + x 0 intersects H n . For the unique u ∈ V ⊥ such that P = {x • u = −1} and any k < 0, let P k = {x • u = k}. For any x ∈ S = P ∩ H n , the unique closest point of S k = P k ∩ H n to x is γ x (t k ), where γ x is the geodesic ray from Lemma 1.4 and t k = ln(−1/k).
Remark 6.9. It follows from Lemma 6.8 that for k ≥ −1 each S k above satisfies the classical definition of a horosphere as a level set of the Busemann function of γ x , see eg. [6, §II.8].
Proof. A computation shows the unique point of intersection between γ x and S k is γ x (t k ). For x as above and arbitrary y ∈ S − {x}, consider:
This is because x • u = −1 by hypothesis, and x • y ≤ −1 since both are in H n (recall (1.0.2)). It yields the basic fact that d H (x, γ y (t)) > t = d H (y, γ y (t)) for each t ∈ R. In particular, for the unique point γ y (t k ) of intersection between γ y and
The lemma follows directly from the claim that the map y → γ y (t k ) is onto S k . This in turn follows from the facts that for any z ∈ S k , the geodesic γ z has unique point y z = γ z (−t k ) with S, and that γ yz (t) = γ z (t − t k ) for each t ∈ R; in particular, γ yz (t k ) = z. Lemma 6.10. For any horosphere S of H n there is a Euclidean isometry R n−1 → S.
Proof. Suppose V is an n-dimensional light-like subspace of R n+1 and let V 0 = V ∩({0}×R n ), an (n − 1)-dimensional space-like subspace of V . Fix x 0 such that P = V + x 0 intersects Writing an arbitrary element of V as tu + v for t ∈ R and v ∈ V 0 , consider the Lorentzian norm of x 0 + (tu + v) ∈ P .
For each v ∈ V 0 it follows that x 0 + (tu + v) ∈ H n if and only if t = 1 2
is therefore a homeomorphism from V to the horosphere P ∩ H n−1 . Using basic calculus one easily checks that for w ∈ V 0 , dF v (w) = w + 2(v • w)u, so F is an isometry since u ∈ V ⊥ . But V 0 is space-like, so •| V 0 is positive-definite and (V 0 , •) is isometric to Euclidean (n − 1)-space. . Thus any t ∈ R − {0} determines s(t) such that w(t) = s(t)u + tv has w(t) • w(t) = −1. The function s(t) has opposite signs on the two components of R − {0}, and s(t) → ∞ as t → 0. Since u 0 > 0 it follows that w(t) ∈ H n when s(t) > 0.
Fix some t with s(t) > 0, so w(t) ∈ H n . If x ∈ V ∩ B then x • w(t) ≥ −s(t), so by Lemma 1.4 (V ∩ B) ∩ H n is contained in the ball of radius cosh −1 (s(t)) about w(t).
Lemma 6.12. For linearly independent vectors u and u in L + , the horoball intersection (B ∩ B ) ∩ H n is compact, where B = {x • u ≥ −1} and B = {x • u ≥ −1}. For the horosphere S determined by u, if S ∩ B = ∅ then S ∩ B = S ∩ U for a hyperbolic ball U centered in S. As u → u in the Euclidean sense, eventually S ∩ B = ∅ and the radius of U increases without bound.
Proof. The span of u and u intersects H n in the (non-linearly reparametrized) geodesic γ(a) = au + b(a)u , a > 0, where b(a) = −1/(2au • u ). A computation shows that x 0 = γ(1/2) is the unique point of intersection between γ and S. For arbitrary x in S we have x ∈ B ⇔ x • u ≥ −1; i.e. if and only if It remains only to note that any x ∈ B ∩ B also satisfies the inequality above, so B ∩ B is a closed subset of U hence compact. Lemma 6.13. For a sequence {u n } → u of time-like vectors in R n+1 converging to a lightlike vector, and r n → −1, let P n = {x • u n = r n } H n and B n = {x • u n ≥ r n }. If the horosphere S = P ∩ H n determined by u (where P = {x • u = −1}) contains a point x with x • u n → −1, and B n ∩ S contains no sequence with unbounded distance to S − B n as n → ∞, then
Proof. The geodesic γ of H n described below is from Lemma 1.4, with 
P n ∩H n is a metric sphere centered at γ(0) (by Lemma 1.2), and B n ∩H n is a metric ball with the same center (Lemma 1.4), each with radius cosh −1 (−r n / √ −u n • u n ). Since r n → −1 and u n • u n → 0 (by continuity of •), the radius approaches infinity as u n → u.
A computation reveals that γ(t n ) is the unique point of intersection between γ and S, where t n = ln
. Since γ = γ γ(0) , Lemma 6.8 implies that γ(t n ) is the closest point of S to γ(0), in particular closer than x. Therefore:
The right-hand inequality above implies that lim sup n→∞
If γ(t n ) is not in B n then γ(t n ) • u n < r n . Supposing that this occurs for all but finitely many n, rearranging as above we infer that lim inf n→∞ un•un u•un ≥ 2, and the result holds. We therefore restrict attention to an infinite subsequence on which we suppose that γ(t n ) ∈ B n .
For y ∈ S (so y • u = −1) we have y ∈ B n if and only if y • u n ≥ r n ; i.e. if and only if
Thus B n ∩S = U n ∩S where U is a metric ball centered at γ(t n ) with radius the inverse hyperbolic cosine of the right-hand quantity above. By hypothesis this radius remains bounded, so since u • u n → 0 the bracketed quantity on the right approaches 0 as n → ∞. The Lemma follows, since r n → −1.
Lemma 6.14. Let V be an n-dimensional light-like subspace of R n+1 , x 0 such that P = V +x 0 intersects H n , and u ∈ V ⊥ such that x 0 • u = −1. For a codimension-one affine subspace Q of P , exactly one of the following holds:
• Q contains a translate of u, and Q ∩ H n is a totally geodesic hyperplane in the Euclidean metric on P ∩ H n ; or • the half-space P − = {q − tu | q ∈ Q and t ≥ 0} of P bounded by Q has compact intersection with
The intuition here is from conic sections: since P ∩ H n is asymptotic to the paraboloid P ∩ L, Q ∩ U n+1 cuts off two non-compact pieces if and only if Q is "parallel to L".
Proof. Let us first suppose that Q contains a translate of u, and as in the proof of Lemma 6.10, suppose x 0 is Lorentz-orthogonal to V 0 = V ∩ ({0} × R n ). It follows from (6.10.1) that
Upon noting that V is spanned by V 0 and V ⊥ , it is thus clear that Q ∩ U n+1 is non-compact. For any such Q, Q − x 0 is an affine subspace of V that has non-trivial intersection with V 0 . Let Q 0 = (Q−x 0 )∩V 0 . This is a totally geodesic Euclidean subspace of V 0 , with codimension 1 in Q, that is mapped by F (from Lemma 6.10) to Q ∩ H n .
Suppose now that Q contains no translate of u, and assume that x 0 ∈ Q. Then Q 0 = Q − x 0 is a space-like subspace of V . The orthogonal complement to Q 0 in R n+1 contains a time-like vector w, which we may take in H n after scaling. Let W be the orthogonal complement to w, a space-like n-dimensional subspace containing Q 0 , and let R = W + x 0 , intersecting P in Q. Lemma 1.4 implies that B = {x • w ≥ x 0 • w} is that half-space bounded by R that has compact intersection with U n+1 . We claim this contains the half-space of P above.
For q ∈ Q, q • w = x 0 • w since w is by construction Lorentz-orthogonal to Q 0 = Q − x 0 . The claim, and hence the lemma, now follows from (1.0.2), which implies that w • u < 0.
6.2. Finite-volume hyperbolic manifolds. Consequences of Margulis' Lemma, a deep result on the geometry of hyperbolic manifolds, further constrain the faces of Hull(S) with horospherical circumspheres when S is lattice-invariant. In this brief section we will lay out the relevant results, all of which are standard, using the expository text by BenedettiPetronio [2] for pinpoint citations.
For a discrete subgroup Γ of SO + (1, n), let M = H n /Γ. If Γ is torsion-free then M is a manifold, and if Γ is a lattice then M has finite volume. For any > 0 let M (0, ] be the " -thin part" of M , consisting of points at which the injectivity radius is at most , and M [ ,∞) , the " -thick part", be the points where it is at least . The injectivity radius of M at x is 1 2 min{d H (x, g.x)}, taken over all g ∈ Γ − {id }, for somex ∈ H n projecting to x.
Margulis' Lemma asserts that for any n ≥ 2 there exists n > 0, the n-dimensional Margulis constant, such that if 0 < < n then for any torsion-free lattice Γ < SO + (1, n), every subgroup of Γ consisting entirely of elements g with d H (x, g.x) < for some fixed x ∈ H n is almost nilpotent (see [2] ). Cusps are associated to parabolic subgroups of Γ. An isometry γ ∈ SO + (1, n) of H n is parabolic if it has no time-like eigenvector and a unique light-like eigenvector u with eigenvalue 1. Its fixed point is p(U ∩ L + ), where U = span(u) and p : R n+1 − {0} → RP n is projectivization (recall Definition 6.3). A non-trivial group of isometries is parabolic if all its non-trivial elements are. It is a basic fact that all elements of such a group share a fixed point.
This implies that the -thin part
Lemma 6.15. Suppose Γ < SO + (1, n) is a torsion-free lattice, and L is a cusp of M = H n /Γ. For any componentL of π −1 (L), where π : H n → M is the quotient map, there is a parabolic subgroup Γ 1 of Γ stabilizingL such that L is isometric toL/Γ and the following hold:
•L contains the horoball determined by some u ∈ U , where U is the common light-like eigenspace of Γ 1 ; •L is contained in the horoball determined by some u ∈ U ; and • Γ 1 acts cocompactly on the horosphere determined by any u ∈ U .
Conversely, any parabolic subgroup
for some cusp L of M , and any u in the fixed point of Γ 1 determines a horoball containing some such L.
Proof. This is Case 2 in the proof of Theorem D.3.3 of [2] . In particular, Γ 1 is parabolic by construction. It andL are defined at the beginning of that case (pp. 147-148), and L = π(L) is isometric toL/Γ 1 by Lemma D.3.7.
The proof of [2, Th. D.3.3] takes place in the upper half-space model R n−1 × (0, ∞) for H n , with Γ 1 consisting of isometries fixing the point ∞ of ∂H n = (R n−1 × {0}) ∪ {∞}. Each such is of the form (y, t) → (I(y), t) for a Euclidean isometry I of R n−1 (see point 3 on p. 142). It preserves each horosphere centered at ∞, of the form R n−1 × {t} for some t > 0, and acts as an isometry of the inherited Euclidean metric.
In the hyperboloid model the role of ∞ is filled by p(U ∩L + ) for the common one-dimensional light-like eigenspace U of elements of Γ 1 , and horospheres centered at p(U ∩ L + ) are of the form {x
The proof of Lemma D.3.8 identifiesL as the set of points above the graph of a certain continuous function Q : R n+1 → (0, ∞). It is implicit in the proof (and easy to verify) that Q is Γ 1 -invariant in the obvious way: namely, that Q(y) = Q(I γ (y)) for any y ∈ R n−1 and γ ∈ Γ 1 , where I γ is the Euclidean isometry such that γ(y, t) = (I γ (y), t).
It is also true that V = R n−1 /Γ 1 is compact -this the final line of Theorem D.3.3 and the final line of its proof -whence Q attains a minimum t 0 and maximum t 1 on R n−1 . Hence
, giving the first two bullet points. That V is compact also directly implies the final point. Now let Γ 1 be an arbitrary parabolic subgroup of Γ with shared light-like eigenspace U . Any fixed g ∈ Γ 1 − {id } preserves each u ∈ U and, for each such u with u 0 > 0, the horosphere S u = {x • u = −1} ∩ H n that it determines. For fixed such u and any x ∈ S u , let γ x be the geodesic ray of Lemma 1.4. One checks directly that d H (γ(t), g.γ(t)) decreases in t, approaching 0 as t → ∞, so there exists
. L is a cusp since π(γ x [t 0 , ∞)) contains points with arbitrarily small injectivity radius, so a component
That L is stabilized by Γ 1 now follows from Lemma 6.12 and the above, since the horoball containing L has non-compact intersection (containing γ x [t 0 , ∞)) with the horoball determined by u.
It follows from the definition of Q that L the set of points above the graph of Q + k for some k = k( ) approaching ∞ as > 0. The horoball {x • u ≥ −1} ∩ H n bounded by S u therefore contains L for some such .
6.3. Back to the Epstein-Penner construction. A key idea in [11] is that rotating a support plane around an codimension-one subplane produces a new one in certain circumstances (see eg. the paragraph spanning pp. 74-75 there). This is also quite useful in the current setting, but more delicate when the support plane in question is parallel to a light-like subspace: such planes have non-compact intersection with H n .
Lemma 6.16. Suppose S ⊂ H n is locally finite and P is a support plane for Hull(S), parallel to a light-like subspace V of R n+1 , that separates 0 from S. If Q ⊂ P is an (n − 1)-dimensional affine plane containing no translate of V ⊥ , such that the half-space P + of P bounded by Q that has P + ∩ U n+1 non-compact contains P ∩ S, then rotating around Q "in the space-like direction" (see below) produces a family of space-like planes separating S from 0 and P − P + .
Proof. We will assume Q ∩ H n is non-empty. If it were empty then for the minimal t 0 > 0 such that (Q + t 0 u) ∩ H n = ∅, Q + t 0 u would still satisfy the hypotheses. The plane produced by rotating P about Q + t 0 u in the sense below would produce a plane that separates S from the plane produced by rotating P about Q by the same amount.
Thus fix x 0 ∈ Q ∩ H n and let
The Lorentz-orthogonal complement to V 0 in R n+1 also contains some w ∈ H n , hence is spanned by u and w.
For t ∈ R let V t be the vector space spanned by V 0 and u − tw, and let P t = V t + x 0 . If t > 0 we say P t is obtained by rotating P around Q in the space-like direction. The following hold:
• For any t = 0, V ∩ V t = V 0 and P ∩ P t = Q.
• For 0 < t < −u • w, V t is space-like, with time-like normal vector n t = u + sw for
• n t } bounded by P t that contains 0 has convex intersection with H n (by Lemma 1.4, since 0 • n t = 0).
• The half-space B − bounded by P and containing 0 contains P + t = {au t + q | a > 0 and q ∈ Q}, where u t = u − tw. (One checks directly that u
Let B + and B + t be the half-spaces opposite B − and B − t , respectively. Since 0 and P − are in B − t , the goal is to show for small t > 0 that S ⊂ B + t . The claim below will be a key aid: Claim 6.16.1. The set of initial entries of points of P − ∩ U n+1 and the set of initial entries of points of P
The case of P − ∩ U n+1 is a warm-up. Recall from Lemma 6.14 that P − ∩ U n+1 is compact, so the first entry function attains a maximum. Since P is affine and not parallel to {0} × R n the maximal first entry of P − ∩ U n+1 does not occur in its interior. It is thus attained in the boundary (Q ∩ U n+1 ) ∪ (P − ∩ H n ). Since Q is affine the maximal first entry of Q ∩ U n+1 occurs in its boundary Q ∩ H n ⊂ P ∩ H n . So it suffices to consider P − ∩ H n .
We will use the method of Lagrange multipliers to show that the first entry function has no local maximum on P ∩ H n , whence the maximal first entry of P − ∩ H n must be attained in its boundary Q ∩ H n . This will prove the claim for P − .
We find local extrema of this function subject to the constraint that x is in P ; i.e. x • u = −1. Write u = (u 0 , . . . , u n ). After simplifying we find that at a local extremum for the first entry function there exists λ with:
This implies that x i /u i = x j /u j for any i, j > 0, so (x 1 , . . . , x n ) = γ(u 1 , . . . , u n ) for some scalar γ. Applying the constraint equation at a local extremum thus yields:
Since u is light-like we have u . It follows that there is a unique local extremum for the first entry function on P ∩ H n . Since first entries attain a global minimum this is it, and there is no local maximum. The claim follows for P − .
We now modify the argument to treat P − t . Since V t is space-like P t ∩U n+1 is compact (Lemma 1.4), so there is a maximal first entry in P − t ∩ U n+1 . For small enough t > 0, P t is again not parallel to {0} × R n , so the maximum is in the boundary (Q ∩ H n ) ∪ (P − t ∩ H n ). As before it suffices to consider P
Lagrange multipliers will show in this case that the first entry function on P t ∩H n has exactly two local extrema, one of which must therefore be the maximum and the other the minimum (attained by compactness). We will show that the unique local maximum lies in B − and hence, by the fourth bullet above, in P + t , and it will follow that the maximal first entry on P − t ∩ H n lies in its boundary Q ∩ H n .
We find local extrema of x 0 for x = (x 0 , . . . , x n ) as before, but this time with the constraint x • n t = k . = x 0 • n t (i.e. x ∈ P t ). Taking n t = (n 0 , n 0 ), as before we find that extrema occur at x with (x 1 , . . . , x n ) = γn 0 for some scalar γ. At such an x, x 0 = 1 + γ 2 n 0 2 and the constraint equation takes the form:
This determines a quadratic in γ, with leading coefficient n 0 2 ( n 0 2 − n 2 0 ) = n 0 2 n t • n t . Since n t is time-like this coefficient is non-zero. The discriminant is n t • n t + k 2 . By (1.0.2), k < − √ −n t • n t (recall x 0 ∈ H n ), so the discriminant is positive and the quadratic has two solutions. These correspond to the minimal and maximal first entries on P t ∩ H n . The maximum occurs at the larger possibility for γ:
Using the above, the Lorentzian inner product of the maximum point x and u is:
Here we have used (6.16.2) to rewrite x 0 as (γ n 0 2 − k)/n 0 , and simplified. An explicit computation shows that n t • u/n t • n t approaches 1/2 as t → 0. That n t → u, implies that n t • n t → 0, n 0 → u 0 , n 0 → u 0 , and k → −1 as t → 0. It follows that x • u → 0 as t → 0. In particular, for small t > 0 the maximum point is in B − . The claim follows for P − t .
Claim 6.16.4. C .
B + is divided into two convex "half-spaces" by P t , each the closure of a component of B + − P t . By the fourth bullet above, P t ∩ B + = P − t and P − ⊂ B − t . Since B − t ∩ U n+1 is compact (Lemma 1.4, since P t is space-like), the half-space of B + bounded by P − t and P − has compact intersection K with U n+1 . For any x in K, the ray x + (t, 0, . . . , 0) remains in U n+1 for all t ≥ 0 but exits K at some t 0 > 0. This point is in P − t ∩ U n+1 or P − ∩ U n+1 , so by claim 6.16.1 its first coordinate (hence also that of x) is at most M . The claim follows.
Since S ⊂ B + ∩ U n+1 , claim 6.16.4 implies that B + t contains {s ∈ S | s 0 ≥ M }. We now show explicitly that the set S 0 of s ∈ S with s 0 ≤ M is contained in B + t . Since S is locally finite S 0 is finite, so there is some > 0 such that s • u < −1 − for all s ∈ S 0 − Q. (Recall that S ∩ P − ⊂ Q.) For t near enough to 0 it follows that s • n t < −1 − /2 for all such s. (Note that s as defined in the second bullet above approaches 0 as t → 0.) On the other hand, t can also be chosen near enough to 0 that x 0 • n t > −1 − /2. Thus S 0 ⊂ B + t for small t > 0. This proves the lemma Corollary 6.17. Suppose S ⊂ H n is locally finite. If P is a support plane for Hull(S) parallel to a light-like subspace of R n+1 that separates 0 from S, then P ∩ S = ∅.
Proof. Supposing there exists such a support plane P with P ∩ S = ∅, for arbitrary h > 1 consider Q h = P ∩ ({h} × R n ). Since {h} × R n is space-like the half-space P − bounded by Q h as in Lemma 6.14 has compact intersection with U n+1 (it is contained in the half-space bounded by {h} × R n that has compact intersection with H n , cf. Lemma 1.4). Therefore by Lemma 6.16 rotating P a small amount around Q h in the space-like direction produces a plane separating all points of P − from S; hence also from Hull(S). But since h was arbitrary it follows that P ∩ Hull(S) = ∅, a contradiction. Proposition 6.18. Suppose S is locally finite and invariant under a torsion-free lattice Γ of SO + (1, n). If P = V + x 0 is a support plane for Hull(S) that separates 0 from S, with V light-like, then a parabolic subgroup of Γ preserves V ⊥ and acts co-compactly on P ∩ H n .
Proof. Suppose P = V + x 0 is a support plane for Hull(S) with V light-like, and let B be the half-space bounded by P such that B ∩ H n is convex. Recall from Lemma 1.4 that B = {x | x • u ≥ −1}, where u ∈ V ⊥ satisfies u • x = −1 for all x ∈ P . In particular, 0 ∈ B. Since P separates 0 from S, S ∩ B ⊂ P .
For each k between −1 and 0 let P k = {x•u = k}, and let B k = {x•u ≥ k} be the half-space bounded by P k that is contained in B. Let us note a few things about the P k . For each k, P k ∩ H n is a horosphere, since taking
Let M = H n /Γ and π : H n → M the quotient map. Since all points of S lie in S or outside B, the last fact above implies that they all have distance at least ln(−1/k) from all points of B k . This in turn implies the same inequality on the distance in M between π(S) and
(The distance between x, y ∈ M is the minimum, for any fixed x 0 ∈ π −1 (x), of the hyperbolic distances from x 0 to the points of π −1 (y).)
As → 0, the thick parts M [ ,∞) form an exhaustion of M by compact subsets, so for fixed s ∈ S there is an > 0 such that π(s) ∈ M [ ,∞) . For k < 0 near enough to 0 that ln(−1/k) is larger than the diameter of M [ 0 ,∞) , it follows that π(B k ∩ H n ) is disjoint from M [ 0 ,∞) and hence contained in a component L of the -thin part. As π(B k ∩ H n ) contains points at arbitrarily large distance from π(s) it is non-compact, so it lies in a cusp.
LetL be the component of π −1 (L) containing B, and let Γ 1 be the parabolic subgroup supplied by Lemma 6.15 with light-like eigenspace of Γ 1 . By Lemma 6.15,L, and hence also B ∩ H n , is contained in the horoball determined by some u ∈ U . This implies that U = V ⊥ , since by Lemma 6.12 horoballs determined by linearly independent light-like vectors have compact intersection. Lemma 6.15 thus also implies that Γ 1 acts cocompactly on P ∩H n .
Proposition 6.19. Suppose S is locally finite and invariant under a torsion-free lattice Γ of SO + (1, n). If P is a support plane for Hull(S) parallel to a light-like subspace of R n+1 then P ∩ Hull(S) is an n-dimensional face F of Hull(S) with F = Hull(P ∩ S), and:
• the stabilizer Γ U of U = V ⊥ in Γ is parabolic, and F and r n (F ) are Γ U -invariant; • each face of F is a compact face of Hull(S) of the form P ∩ Hull(S) = Hull(P ∩ S),
where P is a support plane for Hull(S) parallel to a space-like subspace of R n+1 ; and • the collection of faces of F is locally finite and finite up to the Γ U -action, and ∂F is the union of the (n − 1)-dimensional faces.
Proof. By Proposition 6.18 there is a parabolic subgroup of Γ preserving P and acting cocompactly on P ∩ H n . The maximal such subgroup Γ U is the stabilizer of U in Γ, since all elements fixing U are parabolic (cf. [2, Lemma D.3.6] ). By Lemma 6.17, S U = P ∩ S is non-empty, and since S is Γ-invariant S U is Γ U -invariant.
Let u ∈ V ⊥ satisfy u • x 0 = −1. For any support plane Q for Hull(S U ) in P , the half-space P − . = {q − au | q ∈ Q and a ≥ 0} of P bounded by Q has compact intersection with U n+1 , by Lemma 6.14. For if not then Q ∩ H n would be a Euclidean hyperplane of S = P ∩ H n , thus bounding a half-space containing points of S arbitrarily far from S U . But this would contradict cocompactness of the Γ U -action.
Cocompactness also implies that S U is contained in the half-space P + opposite P − , and that it is not entirely contained in Q. By Lemma 6.16, P can be rotated in the space-like direction around Q to produce a new support plane P for Hull(S) that separates P + from 0, excluding all points of P − P + from Hull(S). It follows that F , which could a priori contain Hull(S U ) properly, does not, and also that F = Hull(S) is n-dimensional.
P is parallel to a space-like subspace and satisfies P ∩ Hull(S) = Q ∩ Hull(S) = F 0 , where F 0 is the face of F contained in Q. Therefore F 0 = Hull(P ∩ S) is compact and equal to Hull(P ∩ S) by Lemma 5.6, and we have the second bullet above.
An argument of Epstein-Penner, from the first full paragraph on [11, p. 75] , shows local finiteness of the collection of faces. For a compact set K ⊂ P and a sequence of distinct faces F 1 , F 2 , . . . of F intersecting K, the corresponding sequence of support planes Q 1 , Q 2 , . . . in P has a subsequence that converges (in the sense of Lemma 2.5) to a support plane Q 0 for F . By the above Q 0 ∩ U n+1 is compact, so by Fact 5.7 some fixed neighborhood of Q 0 ∩ U n+1 contains Q i ∩ U n+1 for all large enough i. But P ∩ S is locally finite so this neighborhood contains only finitely many of its points. The F i are thus not all distinct (recall Lemma 5.6).
That every ∂F is the union of (n − 1)-dimensional faces also follows from an argument of [11] , in the paragraph spanning pp. 74-75 there. If Q is a support plane for F in P with Q ∩ F ⊂ Q 0 for some (n − 2)-dimensional subspace Q 0 then since Q ∩ U n+1 is compact, by Fact 5.7 rotating Q about Q 0 by a small amount produces new support planes for F . Since a limit of support planes is a support plane (by Lemma 2.5), there is a closed interval about 0 of rotations through support planes, with boundary points consisting of support planes containing points of S outside Q 0 . Such a plane intersects F in a face properly containing Q 0 ∩ F , and the assertion follows.
Since each face of F is the convex hull of its intersection with S, S U is the set of 0-dimensional faces. There are only finitely many Γ U -orbits in S U by cocompactness, and each point of S U is in only finitely many faces of F by local finiteness. Since each face of F contains a vertex, it follows that there are only finitely many Γ U -orbits of faces.
Corollary 6.20. Suppose S is locally finite and invariant under a torsion-free lattice Γ of SO + (1, n). If P is a support plane for Hull(S) parallel to a light-like vector subspace V of R n+1 then for F = P ∩ Hull(S), r n (F ) is an n-dimensional convex polyhedron equal to the closed convex hull of P ∩ S in H n and containing the horoball determined by some u ∈ V ⊥ .
Proof. That r n (F ) is the closed convex hull of P ∩ S will follow from Lemma 2.2 upon showing that r n (F ) is closed. This in turn is a consequence of the following fact: there is a sequence of {V k } time-like subspaces of R n+1 , each bounding a half-space B k with B k ∩ P compact, such that B 1 ∩ P ⊂ B 2 ∩ P ⊂ . . . exhausts P and d H (V k ∩ P, V k+1 ∩ P ) = 1 for each k. To obtain the V k fix x ∈ P ∩ H n , and for γ x as in Lemma 1.
For each k, r n preserves V k and takes B k ∩ P to B k ∩ (B ∩ H n ), where B is the half-space bounded by P containing 0 (recall Lemma 2.7). By the paragraph above, a convergent sequence in r n (F ) is entirely contained in some B k ∩ (B ∩ H n ). Since B k ∩ F is compact its image under r n is closed, hence contains the limit point.
Enumerate the set of faces of F as F 1 , F 2 , . . . and let Q 1 , Q 2 , . . . be the corresponding sequence of support planes for F in Q, with F i = Q i ∩ F for each i. For each i let V i be the time-like vector subspace of R n+1 spanned by Q i . We claim that {V i ∩ H n } is locally finite in H n .
To prove the claim, suppose not and let x 0 be an accumulation point for the V i ∩ H n . Since there are finitely many Γ U -orbits of the F i (Proposition 6.19), passing to a subsequence yields x i → x 0 with x i ∈ V i = g i .V 1 , where g i ∈ Γ U for each i. If V is the light-like subspace parallel to P and u ∈ V ⊥ has the property that u•x = −1 for each x ∈ P , then u•x 0 −1 ≤ u•x i for all large enough i. We may substitute u•g −1 i x i = u•x i in this inequality since g i ∈ SO + (1, n) fixes u, and note that thus all g
The claim is proved, so to show r n (F ) is a polyhedron we observe that r n (F ) = ( B i ) ∩ H n , where B i is the half-space bounded by V i and containing F for each i. Since r n preserves each V i and B i it is clear that r n (F ) ⊂ ( B i ) ∩ H n . Recall from Proposition 6.19 that ∂F = F i , so since r n (F ) is closed and r n | P ∩U n+1 is a local homeomorphism, ∂r n (F ) = r n (F i ). This implies equality: for fixed x ∈ int r n (F ) and any y ∈ H n − F the geodesic arc from x to y exits r n (F ) in some F i ; hence also exits ( B i ) ∩ H n there.
If B = {x • u ≥ −1} is the half-space bounded by P that intersects H n in the horoball containing r n (F ), Lemma 6.11 implies that (V i ∩ B) ∩ H n is compact for any i, so x • u attains a non-zero maximum on it. This is invariant under the Γ U -action, so since there are finitely many Γ U -orbits of the F i there exists k < 0 such that x • u ≤ k for all x ∈ F i and any i. Therefore r n (F ) contains the horoball B k ∩ H n , where
Lemma 6.21. If S is locally finite and invariant under a torsion-free lattice Γ of SO + (1, n) then the collection of faces of Hull(S) is locally finite.
Proof. Given a compact set K ⊂ U n+1 that intersects infinitely many distinct visible faces F n , the corresponding sequence {P n } of support planes has a subsequence that converges (in the sense of Lemma 2.5) to a support plane P . If the parallel subspace V to P is spacelike then P ∩ U n+1 is compact and we follow Epstein-Penner [11, p. 75 ]; see the proof of Proposition 6.19. We therefore suppose below that V is light-like.
For each n let x n ∈ F n , and let η n be a unit-length Euclidean outward normal to the half-space B − n bounded by P n and containing 0. After subsequencing we may take {(x n , η n )} → (x 0 , η) for some x 0 in the face F = P ∩ Hull(S) and Euclidean outward normal η to the half-space B − bounded by P that contains 0.
By Remark 2.4,η • x 0 < 0, so there is a positive scalar multiple u ofη with u • x 0 = −1. We further have u ∈ V ⊥ and B − = {x • u ≥ −1}. Scaling theη n by the same factor produces a sequence {u n } → u such that u n is Lorentz-orthogonal to the subspace V n parallel to P n for each n, and B − n = {x • u n ≥ x n • u n }. By Proposition 6.19 the collection of faces of F is locally finite, so after excluding finitely many F n we may assume the support planes P n satisfy P n = P for all n. P n is also not parallel to P , being a support plane, so Q n = P n ∩ P is non-empty for all n.
By Proposition 6.18, a parabolic subgroup Γ U of Γ preserves V ⊥ and acts cocompactly on P ∩ H n . Since P ∩ S is non-empty (Corollary 6.17) and Γ U -invariant, cocompactness implies there exists J > 0 such that all points of P ∩ H n are within J of P ∩ S. It therefore follows from Lemma 6.14 that none of the Q n contain a translate of u, since otherwise B − n ∩ P would contain points arbitrarily far from P ∩ S.
If an infinite subsequence of the P n were parallel to light-like subspaces then Lemma 6.12 would imply that the corresponding subsequence of the (B − n ∩ P ) ∩ H n contains empty balls of arbitrarily large diameter, again contradicting cocompactness. Upon discarding a finite collection of the P n we may thus assume that each parallel subspace V n is space-like (also recall Lemma 6.5), so B − n ∩ U n+1 is compact (Lemma 1.4). Since {x n ∈ F n } → x 0 ∈ F , one can show by a Euclidean argument that there is a sequence {y n ∈ Q n } converging to x 0 . It follows that a subsequence of the Q n converges to a support plane Q ⊂ P for F containing x 0 . As was showed in the proof of Proposition 6.19, Q ∩ U n+1 is compact. Let M be the maximum of initial entries of points of Q ∩ U n+1 . Since Q n → Q, by Fact 5.7 the first entries of points of Q n ∩ U n+1 are at most M + 1 for large enough n.
Claim 6.21.1. Let B + be the half-space bounded by P opposite B − , and for each n let P − n = P n ∩ B + . The maximal first entry of points of P − n ∩ U n+1 is attained in Q n ∩ H n .
This is analogous to claim 6.16.1 of Lemma 6.16, and its proof is analogous to the P − t case there. In fact upon replacing P t and Q with P n and Q n , respectively, and x 0 by x n and n t by u n , the argument holds verbatim. The only assertion requiring additional comment is that u n • u/u n • u n → 1/2 as n → ∞, used in the estimate on equation (6.16.3) to show that the point of P t ∩ U n+1 with maximal first entry lies in B − . Here we use Lemma 6.13 to prove this: the ball U n of the lemma contains no points of S, so by cocompactness the radius of U n ∩ P must remain bounded.
Therefore formula (6.16.3) for x • u approaches 0 as n → ∞, where x ∈ P n ∩ H n has maximal first entry. The claim follows, so for large enough P − n ∩ S is contained in the finite set S 0 of s ∈ S with first entry at most M + 1. But P − n ∩ S is the vertex set of F n , so there must exist m = n such that F m and F n share a vertex set. It therefore follows from Lemma 5.6 that F m and F n are identical, contradicting our hypothesis, so we have local finiteness. Corollary 6.22. If S is locally finite and invariant under a torsion-free lattice Γ of SO + (1, n) then the collection {r n (F ) | F is a visible face of Hull(S)} is locally finite.
Proof. Suppose this does not hold, and K is a compact set in H n intersecting r n (F k ) for a sequence F k of distinct faces of Hull(S). Passing to a subsequence we assume that there exist x k ∈ F k such that {r n (x k )} → x for some x ∈ K.
If for any x 0 ∈ r −1 n (x) a subsequence of the x k converged to x 0 , local finiteness of the collection of faces of Hull(S) (Lemma 6.21) would be violated. Therefore x k • x k → −∞ as k → ∞. Arguing as in the proof of Lemma 2.8 produces a time-like n-dimensional subspace V of R n+1 that has S on one side. This violates Lemma 6.5, a contradiction.
(1) Each face of each cell is a cell, and distinct cells that intersect do so in a face of each; i.e. it is a polyhedral complex in the sense of eg. [9, Dfn. 2.1.5]. (2) For each metric sphere or horosphere S of H n that intersects S and bounds a convex region B with B ∩ S = S ∩ S, the closed convex hull of S ∩ S in H n is a Delaunay cell. Each Delaunay cell has this form.
(3) For each parabolic fixed point U of Γ such that there is a horoball centered at U and disjoint from S, there is a unique horosphere S centered at U such that the closed convex hull of S ∩ S in H n is a Γ U -invariant n-cell, where Γ U is the stabilizer of U in Γ. Each other cell is compact and has a metric circumsphere.
Remark 6.24. For S as in Theorem 6.23, the geometric dual complex of S includes all Delaunay cells but the parabolic-invariant ones. See Theorem 5.9.
Proof. Recall from Definition 3.1 that the Delaunay tessellation is the collection: {r n (F ) | F is a visible face of Hull(S)} By Lemma 6.1 the collection of faces of Hull(S) is Γ-invariant, so since r n is SO + (1, n)-invariant the Delaunay tessellation is as well. Moreover, S is locally finite so the prior results of this section apply to it. Thus by Corollary 6.22 the collection of Delaunay cells is locally finite, and by Corollary 6.7 their union is H n .
By Lemma 6.5, a face F of Hull(S) is of the form P ∩ H n for a support plane P that is parallel to a space-like or light-like vector subspace of R n+1 . In the former case Lemma 5.6 implies that F = Hull(P ∩ S) is a compact, convex polyhedron. Therefore by Lemma 3.3, r n (F ) is a compact, convex polyhedron in H n equal to the closed convex hull of S ∩ S where S = P ∩ H n . If P is parallel to a light-like subspace then by Proposition 6.19, r n (F ) is a convex polyhedron equal to the closed convex hull of P ∩ S in H n .
The proofs that each face of each cell is a cell, and that distinct cells that intersect do so in a face of each, follow those of the corresponding assertions of Proposition 3.5. The only modifications needed are to appeal to Lemma 6.5 instead of Lemma 3.4. This proves (1).
Lemma 6.5 implies that any support plane P for Hull(S) separates S from 0. Thus for any face F of Hull(S), r n (F ) is contained in the convex region B ∩ H n bounded by S = P ∩ H n by Lemma 2.7, where B is the half-space bounded by P that contains 0. If S = P ∩ H n is a hypersphere such that S ∩ S = ∅ but B ∩ S = S ∩ S, where B is the half-space bounded by P with B ∩ H n convex, then P is a support plane for Hull(S) separating 0 from Hull(S) (again by Lemma 1.4). Hence F = P ∩ Hull(S) is a visible face. This proves the empty circumspheres condition (2).
For a support plane P for Hull(S) parallel to a space-like subspace, S = P ∩ H n is a metric sphere by Lemma 1.2. S is the circumsphere for r n (F ), where F = P ∩ H n , and r n (F ) is compact as proved above. If P is parallel to a light-like subspace V then by Proposition 6.19, C U = r n (F ) is n-dimensional, the closed convex hull in H n of P ∩ S, and preserved by the (parabolic) stabilizer Γ U of U = V ⊥ in Γ. This proves (3).
For the sake of clarity we will record the cocompact case separately. It is a direct consequence of Theorem 6.23 and the standard fact that a cocompact lattice in SO + (1, n) contains no parabolics. (This follows for example from Lemma 6.15.) Corollary 6.25. For a torsion-free, cocompact lattice Γ < SO + (1, n), the Delaunay tessellation of a non-empty Γ-invariant set S ⊂ H n that has finite image under π :
Proof. For any cell F and g ∈ Γ, g(F ) is also a Delaunay cell (by Γ-invariance), so if g(F ) = F then g(F ) ∩ int F = ∅. But since Γ is torsion-free, if F is compact then g(F ) = F for every g ∈ Γ (see eg. [6, Cor. 2.8]) so π is embedding on int F . If F is parabolic-invariant then any g ∈ Γ with g(F ) = F preserves the circum-horosphere of F , thus also its ideal point U , and therefore lies in Γ U . It follows that π| int C U factors through an embedding of int C U /Γ U .
By Corollary 6.20 a parabolic-invariant cell C U contains a horoball centered at some u ∈ U , so the final assertion of Lemma 6.15 implies C U /Γ U contains a cusp of H n /Γ.
The empty circumspheres condition implies that the set of 0-cells of the Delaunay tessellation is S. The set of Γ-orbits of S is in bijective correspondence with its image under π, so if π(S) is finite then so is the set of orbits. By local finiteness, each point of S lies in only finitely many Delaunay cells, so since each such cell contains a point of S they also have finitely many Γ-orbits in this case.
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