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We present simulations of a circular cylinder undergoing vortex-induced vibration in-
line with a free stream in conjunction with a theory for the fluid dynamics. Initially,
it is shown that increasing the Reynolds number from 100 to 250 results in a 12-fold
increase of the peak response amplitude at a fixed mass ratio of m∗ = 5. Subsequently,
we vary m∗ from 2 up to 20 at a fixed Reynolds number of 180. The response amplitude
as a function of the reduced velocity U∗ displays a single excitation region with peak
amplitudes of approximately 1% of the cylinder diameter, irrespectively of the m∗ value.
The vibration is always excited by the alternating mode of vortex shedding. We develop
a new model for the in-line fluid force, which comprises an inviscid inertial force, a quasi-
steady drag, and a vortex drag due to the vorticity periodically shed in the wake. Our
analysis shows that the vortex drag appropriately captures a gradual shift in the timing of
vortex shedding in its phase variation as a function of U∗ while its magnitude displays a
resonant amplification within the excitation region. We use the theory to illustrate why
peak amplitudes, which occur when the vibration frequency is equal to the structural
frequency in still fluid, do not depend on m∗, in agreement with our simulations as well
as previous experimental observations at higher Reynolds numbers than considered here.
This new theory provides physical insight which could not be attained heretofore by
employing semi-empirical approaches in the literature.
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1. Introduction
The flow periodicity due to the vortex shedding from a bluff body exposed to a fluid
stream can cause structural vibration if the body is flexible or it is elastically mounted,
which is referred to as ‘vortex-induced vibration’. In practical applications, compliant
structures usually have degrees of freedom to move both along and across the incident
flow. Much of the fundamental research on the problem has dealt with rigid circular
cylinders as bluff bodies, constrained elastically so as to have a single degree of freedom
to oscillate either in-line with a free stream (the streamwise direction) or transversely
(the cross-stream direction). The circular cylinder spawns the characteristic that is not
prone to galloping vibration and vortex-induced vibration occurs in its purest form. In an
early review on vortex shedding and its applications, King (1977) noted that maximum in-
line amplitudes are approximately 0.2 diameters, peak-to-peak, or about one-tenth of the
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ar
X
iv
:2
00
5.
14
43
4v
1 
 [p
hy
sic
s.f
lu-
dy
n]
  2
9 M
ay
 20
20
2 E. Konstantinidis, D. Dorogi and L. Baranyi
corresponding maximum cross-stream amplitudes. As a consequence, subsequent research
has mostly concentrated on purely transverse vortex-induced vibration as attested in later
reviews on the topic (see, e.g., Bearman 1984; Sarpkaya 2004; Williamson & Govardhan
2004; Gabbai & Benaroya 2005; Bearman 2011; Pa¨ıdoussis et al. 2011). Insight into the
fundamentals of vortex-induced vibration can be gained by the complementary study of
either in-line or transverse vortex-induced vibrations since both share the same excitation
mechanism. The present study deals with the in-line case.
1.1. Characteristics of in-line free response
The condition for the onset of vortex-induced in-line vibration can be broadly expressed
as U∗a ≈ 1/(2S), whereas the corresponding value for cross-stream vibration is U∗a ≈ 1/S,
where U∗a = U∞/fn,aD is the reduced velocity and S = fv0D/U∞ is the Strouhal number;
here U∞ is the velocity of the free stream, D is the dimension of the body in the cross-
stream direction, fv0 is the frequency of vortex shedding for a stationary cylinder, and
fn,a is the natural frequency of the structure in still fluid, i.e. including the ‘added mass’.
The reduced velocity is a non-dimensional parameter, which is typically employed to
present experimental data. Table 1 displays various definitions of the reduced velocity,
which are used in the present study. Other non-dimensional parameters governing the
structural response are: the mass ratio, m∗, the damping ratio, ζ, as well as the Reynolds
number, Re, which determines the flow regime. The definitions of the mass ratio and the
damping ratio are also not uniform in the literature but depend on whether the added
fluid mass is taken into account.
Typically, the response amplitude of cylinder vibration is magnified in distinct ranges
of the reduced velocity, which mimic the classical resonance of a single degree-of-freedom
oscillator to external harmonic forcing. These distinct regions of high-amplitude response
have been given various names such as ‘instability regions’ (King 1977), ‘excitation
regions’ (Naudascher 1987), or ‘response branches’ (Williamson & Govardhan 2004). It
has been established as early as the 1970’s that there exist two distinct excitation regions
of free in-line vibration: the first one appears at U∗a . 2.5 and has been associated with
symmetrical shedding of vortices simultaneously from both sides of the cylinder, whereas
the second one appears at U∗a & 2.5 and has been associated with alternating shedding
of vortices from each side of the cylinder (Wootton et al. 1972; King 1977; Aguirre 1977).
The value of U∗a ≈ 2.5 corresponds to 1/(2S) assuming a Strouhal number of 0.20,
at which reduced velocity the frequency of vortex shedding from a stationary cylinder
becomes equal to half the natural frequency of the structure in still fluid, i.e. fv0 ≈ 12fn,a.
A factor of 2 arises in the denominator from the fact that two vortices shed from alternate
sides of the cylinder each one induces a periodic oscillation of the fluid force in the
streamwise direction. It should be remembered that the Strouhal number is a function
of the Reynolds number, defined as Re = ρU∞D/µ, where ρ is the density and µ is the
dynamic viscosity of the fluid. Therefore, the above value of U∗a ≈ 2.5 should generally be
replaced by U∗a ≈ 1/(2S) in dealing with response data at different Reynolds numbers.
In experimental studies with elastically mounted rigid cylinders, the structural fre-
quency depends on the oscillating mass and the stiffness of the supporting springs,
which provide elastic restoring forces. In an early study, Aguirre (1977) conducted more
than a hundred tests in a water channel to investigate vortex-induced in-line vibration.
He concluded that the structural mass and the stiffness affected the cylinder response
independently and in different ways: for a given value of f/fv0, the density ratio (i.e. the
mass ratio here) did not affect the response amplitude when normalized with the cylinder
diameter, nor did the stiffness affect the normalized frequency of vibration f/fn,a, where
f is the actual vibration frequency. Beyond that early study, the effects of the structural
Vortex-induced in-line vibration 3
Symbol Definition Characteristic frequency
U∗
U∞
fnD
structural frequency in vacuum, fn
U∗a
U∞
fn,aD
structural frequency in still fluid fn,a
U∗r
U∞
fD
actual vibration frequency, f
Table 1. Various definitions of the reduced velocity.
mass and stiffness, which are embodied in the mass ratio and the reduced velocity
values, have not been systematically addressed in more recent studies. Yet, Okajima
et al. (2004) found that the response amplitude of in-line oscillation decreases in both
excitation regions with increasing the reduced mass-damping, or Scruton number - a non-
dimensional parameter that is proportional to the product m∗ζ and is often employed
to compile peak amplitude data as a function of a single parameter. The later findings
possibly illustrate the influence of structural damping alone since the mass ratio was
constant in those tests.
The existence of two distinct response branches of free in-line vibration and corre-
sponding modes of vortex shedding were confirmed in more recent experimental studies
at Reynolds numbers in the range approximately from 103 to 3.5 × 104 (Okajima et al.
2004; Cagney & Balabani 2013b). The drop in response amplitude in-between the two
branches, i.e. at U∗a ≈ 2.5, has been attributed to the phasing of alternating vortex
shedding, which provides a positive-damping, or negative-excitation force with respect
to the oscillation of the cylinder (Konstantinidis et al. 2005; Konstantinidis 2014). More
recently, a mixed mode of combined symmetric and alternating vortex shedding was also
reported to exist in-between the two branches (Gurian et al. 2019).
1.2. Energy transfer and harmonic approximation
For self-excited vibrations to be possible, energy must be transferred from the fluid
to the structural motion in an average cycle so as to sustain the oscillations, i.e. E > 0
where E =
∮
Fxdxc; Fx is the instantaneous fluid force driving the body motion and
xc is the displacement of the body. A rationale is to determine the energy transfer from
forced vibrations of the body in order to predict whether free vibrations can occur for the
corresponding case where the cylinder is elastically constrained. This is typically based
on the approximation that both the motion of the cylinder xc(t) and the driving fluid
force per unit length Fx(t) can be expressed as single-harmonic functions of time t, e.g.
xc(t) = X0 +A cos (2pift), (1.1)
Fx(t) = Fx0 + Fx1 cos (2pift+ φx), (1.2)
where X0 is the mean streamwise displacement of the cylinder, A is the amplitude and
f is the frequency of body oscillation, Fx0 and Fx1 respectively are the magnitudes
of the mean and unsteady in-line fluid forces, and φx is the phase lag between the
displacement and the driving force at the oscillation frequency. Using the above harmonic
approximations, it can be readily shown that
E = piAFx1 sinφx. (1.3)
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Hence, free vibration is possible in the general case only if sinφx > 0, or equivalently the
phase lag be within the range 0◦ 6 φx < 180◦.
Two independent studies employing forced harmonic in-line vibrations at fixed ampli-
tudes of oscillation in the range from 0.05 to 0.28 diameters peak-to-peak, have shown
that energy is transferred from the fluid to the cylinder motion in two excitation regions
separated by approximately U∗r ≈ 2.5 for Re values higher than 103 (Tanida et al. 1973;
Nishihara et al. 2005). It should be noted here that the reduced velocity can only be
defined using the actual frequency of forced oscillation (see Table 1). This is also critical
in correlating forced-vibration studies with the response from free-vibration studies, in
which case the vibration frequency is not necessarily equal to the structural frequency
(Williamson & Govardhan 2004; Konstantinidis 2014). Overall, predictions using forced
harmonic vibration agree well with the excitation regions found in free vibration at
relatively high Reynolds numbers, including the wake modes responsible for free vibration
(Tanida et al. 1973; Nishihara et al. 2005). On the contrary, Tanida et al. found that
energy transfer was always negative for all reduced velocities at Re = 80. They stated that
results obtained for Re = 80 were representative over the range 40 6 Re 6 150, which
indicated that free vibration may not be possible for relatively low Reynolds numbers.
More recently, detailed results from two-dimensional numerical simulations for a cylin-
der placed in an oscillating free stream and the equivalent case of a cylinder oscillating
in-line with a steady free stream both showed that E < 0 for all reduced velocities at
fixed Reynolds numbers of Re = 150 (Konstantinidis & Bouris 2017) and Re = 100 (Kim
& Choi 2019). The lowest amplitudes of forced oscillation in those studies were 0.1 and
0.05 diameters, respectively. The findings from both studies have also indicated that free
in-line vibration may not be feasible for Reynolds numbers in the laminar regime, which
is consistent with the earlier experimental study of Tanida et al. (1973). Nevertheless, it
is plausible that energy transfer may become positive at lower amplitudes of oscillation
than those employed in previous studies, which has not received attention to date since
free in-line vibration has scarcely been studied at low Reynolds numbers; the authors are
aware of only few numerical studies where in-line vibration of circular cylinder rotating
at prescribed rates was investigated at Re = 100 (Bourguet & Lo Jacono 2015; Lo Jacono
et al. 2018). These studies showed that an elastically-mounted rotating cylinder can be
excited into large-amplitude galloping-type vibrations as the reduced velocity increases.
However, the response amplitudes were negligible in the case of a non-rotating cylinder
compared to the rotating cases and the former results were not discussed.
Apart from addressing the question whether in-line vortex-induced vibration is possible
at low Reynolds numbers, a more fundamental issue is to clarify what are the flow physics
causing variations in the amplitude and frequency of response when self-excited vibration
does occur, not only at low Reynolds numbers. This issue impacts our understanding of
vortex-induced vibration as well as its modelling and prediction using semi-empirical
codes in industrial applications. To address that issue, it is essential to formulate a
theoretical framework with the aid of which results can be interpreted. In this study, we
maintain that the in-line free vibration offers a convenient test case because it allows
different dynamical effects, which are associated with fluid inertia, fluid damping, and
the unsteady wake, to be segregated.
1.3. Previous theoretical-empirical approaches
A long-standing approach is to represent the in-line force per unit length Fx(t) based
on the equation proposed by Morison et al. (1950). For a cylinder of circular cross section
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oscillating in-line with a steady free stream, the equation can be written as
Fx(t) =
1
2
ρDCdh |U∞ − x˙c| (U∞ − x˙c)− 1
4
piρD2Cmhx¨c, (1.4)
where ρ is the density of the fluid. The coefficients Cdh and Cmh are often referred to as
drag and added mass (or inertia) coefficients, respectively, and their values are empirically
determined from measurements or simulations. Inherent to this approach is the harmonic
approximation since the coefficients Cdh and Cmh are often determined from tests where
the cylinder is forced to vibrate harmonically. Even when the cylinder motion is self-
excited, it is still necessary to characterize the vibration in terms of the least number
of appropriate non-dimensional parameters for compiling fluid forcing data; this usually
boils down to the use of two parameters, i.e. the normalized amplitude and normalized
frequency of oscillation, which can fully characterize only single-harmonic oscillations.
Another similar approach is to decompose the fluctuating part of the in-line force into
harmonic components in-phase with the displacement (or alternately acceleration) and
in-phase with the velocity of the oscillating cylinder, in addition to a steady term for
the mean drag. By using harmonic approximations, the steady-state response can be
predicted as we present in appendix A. This approach is analogous to using Morison
et al.’s equation and linearising the drag term as |U∞ − x˙c| (U∞ − x˙c) ≈ U2∞ − 2U∞x˙c.
However, Morison et al.’s equation comprises two force coefficients whereas the harmonic
approximation comprises three force coefficients. The lack of an independent term for the
mean drag may explain, at least partially, why Morison et al.’s equation reconstructs the
in-line force unsatisfactorily in the case of vibrations in-line with a steady free stream.
However, it should be noted that the addition of a third term for steady drag in Morison’s
equation did not considerably improve the empirical-fit results (see Konstantinidis &
Bouris 2017).
Sarpkaya (2001) discussed some limitations of Morison et al.’s equation to represent the
in-line force on a cylinder placed perpendicular to zero-mean oscillatory flow. Recently,
Konstantinidis & Bouris (2017) demonstrated the inability of the thus reconstructed
force acting on a cylinder in non-zero-mean oscillatory flows to capture fluctuations due
to the vortex shedding in the drag-dominated regime, where the vortex shedding and
the cylinder motion (the wave motion in that study) are not synchronized. When the
primary mode of sub-harmonic synchronization occurs, Morison’s equation provides a
fairly accurate fit to the in-line force but subtle differences still exist, which may have
detrimental effects when the model equation is used for predicting the free response.
A disadvantage of previous approaches based on Morison et al.’s equation as well as
on the harmonic representation, is that the values of the force coefficients show some
dependency on the best-fitting method, e.g. Fourier averaging vs. least-squares method
(see Konstantinidis & Bouris 2017). Another disadvantage, more important, is that force
coefficients are empirically determined and as a consequence it is difficult to decipher the
flow physics from the variation of the force coefficients, which is our primary goal in this
work.
1.4. Force decomposition and added mass
Despite the empirical use of Morison et al.’s equation, its inventors stated that it
originates from the summation of a quasi-steady drag force and the added-mass force
resulting from ‘wave theory’ (Morison et al. 1950). A comprehensive discussion of the
theory can be found in Lighthill (1986). For a body accelerating rectilinearly within a fluid
medium, there is an ideal ‘potential’ force acting on the body, which can be expressed as
Fx,potential = −Camdx¨c, where Ca is the added mass coefficient, md is the mass of fluid
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displaced by the body, and x¨c is the acceleration of the body. Thus, the body behaves as
if it has a total mass of m+ma, where ma = Camd is the added mass of fluid. According
to the theory of inviscid flow, in which case the velocity field can be defined by the flow
potential, the added mass coefficient Ca of any body is assumed to depend exclusively
on the shape of the body. For a circular cylinder, Ca = 1. Free-decay oscillation tests in
quiescent fluid have shown that Ca is quite close to the ideal value of unity. However, the
applicability of the ideal Ca value in general flows, including cylinders oscillating normal
to a free stream, has been criticized (Sarpkaya 1979, 2001, 2004). On the other hand,
Khalak & Williamson (1996) argued that removing the ideal added-mass force from the
total force will leave a viscous force that may still comprise a component in-phase with
acceleration, i.e. the decomposition does not have to separate all of the acceleration-
depended forces as done in empirical approaches. Ever since the separation of ‘potential’
(inviscid) and ‘vortex’ (viscous) components has been widely employed to shed light into
the vortex dynamics around oscillating bodies transversely to a free stream (see, e.g.,
Govardhan & Williamson 2000; Carberry et al. 2005; Morse & Williamson 2009; Zhao
et al. 2014, 2018; Soti et al. 2018).
For body oscillations in-line with a free stream, one may also split the streamwise force
as
Fx(t) = Fx,potential(t) + Fx,vortex(t), (1.5)
in order to explore the link between fluid forcing and vortex dynamics. This was previ-
ously done for the case of a fixed cylinder placed normal to a free stream with small-
amplitude sinusoidal oscillations superimposed on a mean velocity (Konstantinidis &
Liang 2011). This case is kinematically equivalent to the forced vibration of the cylinder
in-line with a steady free stream. In that study, large-eddy simulations corresponding
to Re = 2150 showed that alternating vortex shedding provides positive energy transfer
for U∗r > 2.5, in very good agreement with previous experimental studies discussed
earlier. It was also observed that the streamwise vortex force diminished in magnitude
while the instantaneous phase of the vortex force with respect to the imposed oscillation
drifted continuously near the middle of the wake resonance (synchronization) region. This
was considered to be inconsistent with the flow physics in the following sense: within
the synchronization region the vortex shedding and the oscillation are strongly phase-
locked and the corresponding wake fluctuations are resonantly intensified. Therefore, the
magnitude of the vortex force would have been expected to increase and its instantaneous
phase to remain fairly constant in this region. The irregular phase dynamics observed in
that study indicates that the vortex force remaining from subtracting the ideal inertial
force from the total force may not fully represent the effect of the unsteady vortex motions
on the fluid forcing.
1.5. New theory and outline of the present approach
In this paper, we develop a new theoretical model for representing the streamwise
force on a cylinder oscillating in-line with a free stream. The model stems from some
recent observations. In particular, it was recently shown that Morison et al.’s equation
based on the sum of a quasi-steady viscous drag force and an inviscid inertial force
represents the in-line force with comparable accuracy as does the equation with best-fitted
coefficients over a wide range of parameters from the inertia to drag-dominated regimes
(Konstantinidis & Bouris 2017). However, neither method could capture fluctuations at
the vortex shedding frequency in the drag-dominated regime, as noted earlier. Thus, the
idea here is to introduce an independent term for the ‘vortex drag’, i.e. to express the
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total force as
Fx(t) =
1
2
ρDCd |U∞ − x˙c| (U∞ − x˙c)− 1
4
piρD2Cax¨c + Fdv(t), (1.6)
where the first term represents the quasi-steady drag, the second term represents the
inviscid added-mass force, and the third term represents the force due to the vorticity
shed in the wake. In this new approach, there are two viscous contributions: a quasi-steady
drag, which is an ‘instantaneous’ reaction force, and a vortex drag, which represents
the ‘memory’ effect in a time-dependent flow. These contributions may be thought of
as related to the vorticity bounded around the cylinder and that shed in the wake,
respectively. Both are affected by the rate of diffusion of the vorticity, which is finite.
However, at sufficiently high Reynolds numbers for which separation occurs, the region
of bounded vorticity is thin and the diffusion in this region occurs fast enough, almost
‘instantaneously’. Then, the force required to supply the rate of increase of the kinetic
energy of the rotational motion in the region of bounded vorticity may be taken to
be proportional to the square of the relative velocity U∞ − x˙c, which gives rise to a
quasi-steady drag (Lighthill 1986). On the other hand, the diffusion of vorticity in the
separated wake region is a very complex process (see, e.g., Konstantinidis & Bouris 2016);
as a consequence the resulting vortex force acting on the body depends on the history of
the vortex motions.
Assuming that a single periodic mode of vortex shedding occurs, the vortex force can
be modelled as a single-harmonic function of time, i.e.
Fdv(t) =
1
2
ρU2∞DCdv cos (2pifdvt+ φdv), (1.7)
where the coefficient Cdv represents the magnitude of the unsteady vortex force, and φdv
the phase between the vortex force and the displacement of the cylinder. The frequency
fdv excited by the unsteady wake depends on the vortex shedding mode, e.g. fdv = 2fvs
for the alternating mode, whereas fdv = fvs for the symmetrical mode. The variation
of Cdv and φdv as functions of the normalized amplitude and normalized frequency
of oscillation, as well the Reynolds number, is expected to be instructive of the flow
dynamics in the wake of vibrating cylinders.
For this study, we conducted numerical simulations of the vortex-induced vibration of
a circular cylinder elastically constrained so as to oscillate only in-line with a free stream.
Simulations were restricted to the two-dimensional regime to keep computer time within
reason so as to examine the influence of the reduced velocity and the mass ratio over wide
ranges and with a good resolution. The two-dimensional approach prohibits the realistic
simulation of cylinder-wake flows at Reynolds numbers above the threshold for which
three-dimensional instabilities occur, which may be assumed approximately the same as
for a stationary cylinder, i.e. Rec ≈ 190 (Williamson 1996). However, we have conducted
a number of simulations at slightly higher Reynolds numbers up to 250 to check the
trends in the results. The numerical simulations provided complete sets of data for the
flow fields and induced fluid forces, and their interaction with the resulting free motion
of the cylinder, which allowed us to address the issues raised in the foregoing paragraphs
and hopefully make a contribution to the understanding of the complex phenomena
encountered in vortex-induced vibration.
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2. Methodology
2.1. Governing equations
The flow is assumed incompressible and two-dimensional while physical properties
of the fluid are constant. The fluid motion is governed by the momentum (Navier–
Stokes) and continuity equations, which can be written in non-dimensional form using
the pressure-velocity formulation as
∂ux
∂t
+ ux
∂ux
∂x
+ uy
∂ux
∂y
= −∂p
∂x
+
1
Re
(
∂2ux
∂x2
+
∂2ux
∂y2
)
− x¨∗c , (2.1)
∂uy
∂t
+ ux
∂uy
∂x
+ uy
∂uy
∂y
= −∂p
∂y
+
1
Re
(
∂2uy
∂x2
+
∂2uy
∂y2
)
, (2.2)
∂ux
∂x
+
∂uy
∂y
= 0. (2.3)
Coordinates have been normalized with D, fluid velocities have been normalized with
U∞, time with D/U∞, and of pressure with 0.5ρU2∞. The acceleration of the cylinder x¨
∗
c
appears on the right-hand side of equation (2.1) because the Navier–Stokes equations are
applied in a non-inertial frame of reference that moves with the vibrating cylinder. Instead
of explicitly enforcing the continuity equation, the the pressure field was computed by
solving the following Poisson equation at each time step,
∇2p = 2
(
∂ux
∂x
∂uy
∂y
− ∂ux
∂y
∂uy
∂x
)
− ∂D
∂t
, (2.4)
where D = ∂ux/∂x + ∂uy/∂y is the dilation. Although the dilation is zero by default
in incompressible flows (Eq. 2.3), the term ∂D/∂t is kept in Eq. (2.4) to avoid the
propagation of numerical inaccuracies (Harlow & Welch 1965).
On the cylinder surface, the no-slip boundary condition gives
ux = 0, uy = 0, (2.5a, b)
and the following condition for the normal pressure gradient at the wall
∂p
∂n
=
1
Re
∇2un − x¨∗c,n, (2.6)
where n refers to the component normal to the cylinder surface pointing to the fluid side.
At the far field, a potential flow field is assumed so that
ux = ux,pot − x˙∗c , uy = uy,pot, (2.7a, b)
where ux,pot and uy,pot is the velocity field from the known potential of irrotational flow.
The corresponding condition for the far-field pressure is
∂p
∂n
= 0. (2.8)
The initial field corresponds to the potential flow around a circular cylinder. The di-
mensionless form of the equations illustrates that the fluid motion depends solely on the
Reynolds number Re given the boundary and initial conditions.
The displacement of a cylinder elastically constrained so that it can oscillate only in-
line with a uniform free stream is governed by Newton’s law of motion, which can be
written in non-dimensional form as
x¨∗c +
4piζ
U∗
x˙∗c +
(
2pi
U∗
)2
x∗c =
2F ∗x (t)
pim∗
, (2.9)
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where x∗c , x˙
∗
c , and x¨
∗
c respectively are the non-dimensional displacement, velocity and ac-
celeration of the cylinder, normalized using D and U∞ as length and velocity scales; F ∗x (t)
is the sectional fluid force on the cylinder normalized by 0.5ρU2∞D; U
∗ = U∞/(fnD) is
the reduced velocity based on the natural frequency of the system in vacuum; m∗ is
the ratio of the cylinder mass to the fluid mass displaced by the cylinder; ζ is the ratio
of the structural damping to the critical damping at which the mechanical system can
exhibit oscillatory response to external forcing (the dimensional form of the equation
of motion and the definition of non-dimensional parameters are given in appendix A).
Here, the forcing is provided by the ambient flow through balancing the normal and shear
stresses on the cylinder surface. The cylinder is initially at rest. The dimensionless form
of equation (2.9) illustrates that the cylinder motion depends on the reduced velocity U∗,
the mass ratio m∗, and the damping ratio ζ. The full set of independent dimensionless
parameters of the problem comprises Re, U∗, m∗, and ζ.
2.2. Numerical code
An in-house code based on the finite difference method was used to solve the equations
of fluid motion (Baranyi 2008). The flow domain is enclosed between two concentric
circles: the inner circle is the boundary fitted to the cylinder surface while the outer circle
represents the far field boundary. The polar physical domain is mapped into a rectangular
computational domain using linear mapping functions. The computational mesh of the
‘physical domain’ is fine in the vicinity of the cylinder and coarse in the far field while
the corresponding mesh of the transformed domain is equidistant. Space derivatives are
approximated using a fourth order finite-difference scheme except for the convective terms
for which a third-order modified upwind difference scheme is employed. The pressure
Poisson equation is solved using the successive over-relaxation (SOR) method and the
continuity equation is implicitly satisfied at each time step. The Navier-Stokes equations
are integrated explicitly using the first-order Euler method and the fourth-order Runge–
Kutta scheme is employed to integrate the equation of cylinder motion in time. At each
time step the fluid forces acting on the cylinder are calculated by integrating the pressure
and shear stress at the cylinder surface, which are obtained from the flow solver. The
streamwise force is supplied to the right-hand side of Eq. (2.9) which is integrated to
advance the cylinder motion. At the next time step, the cylinder acceleration is updated
and the equations of fluid motion are integrated to complete the fluid-solid coupling. For
all simulations reported here, the cylinder is initially at rest and the initial field around
the cylinder satisfies the potential flow.
2.3. Domain size, grid resolution and time-step dependence studies
In this section, we present results from preliminary simulations to check the the
dependence of main output parameters on a) the size of the computational domain
in terms of the radius ratio R2/R1, b) the grid resolution ξmax × ηmax, and c) the
dimensionless time step ∆t. Here ξmax and ηmax are the number of grid points in
peripheral and radial directions, respectively. During these computations, the Reynolds
number, the reduced velocity, the mass ratio, and the structural damping ratio were fixed
at Re = 180, U∗ = 2.55, m∗ = 10, and, ζ = 0 respectively. The main output parameters
of interest are the normalized amplitude A∗ and the normalized frequency f∗ of cylinder
response as well as the in-line and transverse force coefficients, Cx and Cy, respectively.
First, three different values of the radius ratio R2/R1 of the inner and outer circles
defining the computational domain were tested and the corresponding results are shown
in Table 2. The number of circumferential nodes ηmax of the physical domain was adjusted
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domain R2/R1 ξmax × ηmax A∗ f∗ Cx Cy
small 120 360× 274 0.01082 0.3730 0.09863 0.5976
medium 160 360× 291 0.01079 0.3726 0.09972 0.5984
large 200 360× 304 0.01077 0.3725 0.10032 0.5989
Table 2. Results of the domain dependence studies at (U∗,m∗, Re) = (2.55, 10, 180)
grid ξmax × ηmax A∗ f∗ Cx Cy
coarse 300×242 0.01074 0.3725 0.10023 0.5989
medium 360×291 0.01079 0.3726 0.09972 0.5984
fine 420×339 0.01082 0.3727 0.09946 0.5981
Table 3. Results of the grid dependence studies at (U∗,m∗, Re) = (2.55, 10, 180)
∆t A∗ f∗ Cx Cy
0.0004 0.01082 0.3727 0.09984 0.5986
0.0002 0.01079 0.3726 0.09972 0.5984
0.0001 0.01078 0.3726 0.09969 0.5983
Table 4. Results of dimensionless time step dependence studies at
(U∗,m∗, Re) = (2.55, 10, 180)
in each case in order to keep the grid equidistant in the transformed domain. For these
computations, the time step was fixed at ∆t = 10−4U∗ ∼= 0.0002. Table 2 shows that the
most sensitive quantity on the domain size is Cx displaying a relative difference of 1.7%
between the small and large domains, whereas the corresponding differences for A∗, f∗
and Cy are below 0.7%. The relative differences for all quantities of interest become less
than 0.6% between the medium and large domains. Thus, the medium-sized domain with
a radius ratio of R2/R1 = 160 was chosen for the rest of the computations.
Next, we tested three grids with different resolutions ξmax × ηmax where the number
of peripheral and radial grid points was increased so that the grid remains equidistant
in the transformed plane. For these computations, the radius ratio and dimensionless
time step values were fixed at R2/R1 = 160 and ∆t = 10
−4U∗ ∼= 0.0002, respectively.
The results of these tests are shown in Table 3. Again, Cx is the most sensitive quantity
displaying a relative difference of 0.7% between coarse and fine grids. All quantities of
interest display relative differences less than 0.3% between medium and fine grids. Thus,
the medium-resolution grid was chosen for further computations.
Finally, we tested the dependence on the dimensionless time step, ∆t for three dif-
ferent values corresponding to ∆t ∼= 2 × 10−4U∗, 10−4U∗ and 5 × 10−5U∗. For these
computations, the radius ratio and grid resolution values were fixed at R2/R1 = 160 and
360× 292, respectively. The results are shown in Table 4. In this tests, the quantity that
is most sensitive to the time step is A∗, which shows a relative difference of 0.4% between
the largest and smallest time steps whereas the corresponding relative differences for f∗,
Cx and Cy are all below 0.15%. The relative differences of all quantities of interest are
below 0.1% between the intermediate and the smallest time steps. Thus, a dimensionless
time step of ∆t = 10−4U∗ was chosen for the main computations.
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Figure 1. Comparison of results obtained in the present study (open circles) against the study
of Bourguet & Lo Jacono (2015) (filled squares) pertinent to purely in-line free vibration in terms
of the variation of normalized amplitude A∗ and normalized frequency f∗ of cylinder response
and the in-line Cx and transverse Cy force coefficients as functions of the reduced velocity U
∗
for (Re, m∗, ζ) = (100, 4/pi, 0).
2.4. Code validation
The flow code used in the present study was previously employed in several studies
of flows about stationary and oscillating cylinders and results have been extensively
compared against data from the literature (see Baranyi 2008; Dorogi & Baranyi 2018,
2019). For instance, Baranyi (2008) has found good agreement with the study of Al-
Mdallal et al. (2007) in terms of the time history of the lift coefficient and Lissajous
patterns of lift vs. cylinder displacement at comparable situations for the case of a cylinder
forced to oscillate in the streamwise direction. In addition, the extended code handling
flow-structure interaction has been validated for the case of a cylinder undergoing vortex-
induced vibration with two degrees of freedom with equal natural frequencies in the
streamwise and transverse directions against results from Prasanth & Mittal (2008) for
m∗ = 10, ζ = 0, and Reynolds numbers in the range from 60 to 240 (for details see Dorogi
& Baranyi 2018). Furthermore, Dorogi & Baranyi (2019) showed that results obtained
with the present code compare well with published results in Navrose & Mittal (2017)
for purely transverse free vibration, as well as in (Prasanth et al. 2011) and Bao et al.
(2012) for free vibration with two degrees of freedom with equal or unequal, respectively,
natural frequencies in the streamwise and transverse directions, for similar conditions in
each case.
In addition to the validation tests presented in previous studies, we compare in figure 1
results obtained with the present code against the study of Bourguet & Lo Jacono (2015)
for purely in-line free vibration. Here, we employed a finer step in the reduced velocity
to capture the peak amplitude as well as the minimum of the unsteady in-line force.
There is excellent agreement of results for the response amplitude A∗ and the fluctuating
in-line force coefficient Cx but there are some minor deviations regarding the response
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Figure 2. The in-line response amplitude A∗ and frequency f∗ with reduced velocity U∗ at
different Reynolds numbers (see legend); (m∗, ζ) = (5, 0).
frequency f∗ and the transverse force coefficient Cy of 0.2% and 1.2%, respectively, which
might be attributable to different numerical methods employed in those studies (finite
difference vs. spectral element). Overall, previous and present validation tests show that
the numerical code employed in the present study provides accurate solutions.
3. Results and discussion
3.1. Effect of Reynolds number on in-line response at a fixed mass ratio
To start with, we present in figure 2 the significant effect of the Reynolds number on the
in-line response of a cylinder with a mass ratio of m∗ = 5. The structural damping was
set to zero so as to allow for the highest possible amplitude response to take place. For all
Reynolds numbers there exists a single excitation region in which the response amplitude
A∗ displays a marked peak. The peak amplitude over the entire U∗ range, denoted as
A∗max, increases from 0.002 at Re = 100 to 0.024 at Re = 250, i.e. an increase in Re by a
factor of 2.5 results in an increase in A∗max by a factor of 12. This is a remarkable increase
of the order of magnitude, which contrasts the constancy of peak amplitudes of purely
transverse free vibration in the corresponding range of Reynolds numbers (a compilation
of A∗max data as a function of Re from several studies can be found in Govardhan &
Williamson 2006). The U∗ value at which peak amplitudes occur decreases with Re,
which can be attributable to the corresponding increase of the Strouhal number since
peak amplitudes occur at U∗a ≈ 1/(2S). The normalized frequency f∗ is approximately
twice the corresponding Strouhal number at each Reynolds number. However, f∗ displays
a trough within the excitation region that becomes more pronounced as the Reynolds
number increases; it can be hardly discerned for Re = 100. The variations of A∗ and
f∗ appear to be strongly correlated. The characteristics of free response remain similar
for all Reynolds numbers considered here. However, a sudden drop in A∗ appears just
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(a) (b) (c)
Figure 3. Snapshots of the distribution of vorticity around a cylinder undergoing free in-line
vibration for (m∗, ζ) = (5, 0); (a) (Re, U∗) = 100, 2.75), (b) (Re, U∗) = (180, 2.44), (c)
(Re, U∗) = (250, 2.40). U∗ values correspond to peak response amplitudes in figure 2. Each
snapshot corresponds to a random phase of the cylinder oscillation. Contour levels of normalized
vorticity at ±0.1,±0.5,±0.9, . . ..
after the peak amplitude for Re = 250, a feature which is not present for lower Reynolds
numbers. This might indicate the onset of branching behaviour similar to that observed
in vortex-induced vibration purely transverse to the free stream (see Leontini et al. 2006).
In comparison to previous experimental studies, which typically correspond to
Reynolds numbers above 103, we did not observe another excitation region associated
with symmetrical vortex shedding. In contrast, we observed only the alternating mode
of vortex shedding in the present simulations corresponding to the laminar wake regime.
Figure 3 shows vorticity distributions in the wake at U∗ values corresponding to peak
amplitudes for different Reynolds numbers. In all cases, the vorticity distributions
display the familiar von Ka´rma´n vortex street similar to the wake of a stationary
cylinder. As the Reynolds number is increased, the contours of individual vortices
become more concentrated and peak vorticity values within them increase. This might
be partly attributable to the increase in the amplitude of cylinder oscillation with
Reynolds number, which accrues the generation of vorticity on the cylinder surface
(Konstantinidis & Bouris 2016). In addition, the streamwise spacing between the centres
of subsequent vortices decreases due to the increase of the normalized frequency of
cylinder oscillation f∗ with Reynolds number. The absence of the other excitation region
associated with the symmetrical vortex shedding may be attributable to the fact that,
as has been shown in several previous studies where the cylinder is forced to oscillate
in the streamwise direction at correspondingly low Reynolds numbers, the onset of
this mode occurs at relatively high amplitudes above 0.1 diameters (Al-Mdallal et al.
2007; Marzouk & Nayfeh 2009; Kim & Choi 2019). Since streamwise amplitudes of free
vibration are much lower than that threshold, it is not surprising that the mode of
symmetrical shedding and the corresponding excitation region were not observed in the
present study.
3.2. Effect of mass ratio on in-line response at a fixed Reynolds number
Next, we concentrate on the effect of mass ratio on the in-line response at a fixed
Reynolds number of Re = 180, at which the flow is expected to remain laminar and
strictly two dimensional. The structural damping was set to zero (ζ = 0) to allow the
highest possible amplitudes.
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Figure 4. The variation of normalized amplitude A∗ and normalized frequency f∗ of cylinder
response as functions of the reduced velocity U∗ for Re = 180 and different mass ratios m∗ (see
the symbol legend for m∗ values).
3.2.1. Cylinder response
Figure 4 shows the variations of A∗ and f∗ with U∗ for four m∗ values. It can be seen
that A∗ displays a single excitation region with peak amplitudes of approximately 1% of
the cylinder diameter, irrespectively of m∗. At high reduced velocities, i.e. U∗ > 4, the
response amplitude gradually drops off down to a level that depends on the mass ratio,
with A∗ becoming lower as m∗ increases. The response frequency f∗ initially decreases
within the excitation region reaching a minimum value of approximately 0.372 for all
mass ratios. As U∗ is increased beyond the point of minimum, f∗ increases asymptotically
towards the value corresponding to twice the Strouhal number for a stationary cylinder,
i.e. f∗ ≈ 2S = 0.384. It is interesting to note that f∗ < 2S over the entire U∗ range
for all m∗, i.e. the cylinder always oscillates at a frequency slightly lower than twice the
frequency of vortex shedding from a stationary cylinder. This is consistent with forced
harmonic vibration studies, which show that vortex-induced vibration due to alternating
vortex shedding occurs for f < 2fv0 (Nishihara et al. 2005; Konstantinidis & Liang 2011).
The variations of A∗ and f∗ shown in figure 4 appear to be strongly correlated, i.e. A∗
increases as f∗ decreases and vice versa. However, it should be noted that peak amplitudes
occur at marginally lower U∗ values than those that correspond to the minimum in f∗.
The U∗ values at which peak amplitudes occur depend on m∗ quite substantially. In
fact, peak amplitudes occur approximately at the point where the frequency of cylinder
oscillation approaches the natural frequency of the system in still fluid, i.e. f ≈ fn,a.
This condition can also be expressed in dimensionless form as:
Normalized frequency at point of peak amplitude : f∗ ≈ 1
U∗
√
m∗
m∗ + Ca
. (3.1)
The above condition can be verified in Table 5, which summarizes the response charac-
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m∗ U∗ A∗max f
∗ 1
U∗
√
m∗
m∗+1
2 2.17 0.01081 0.3725 0.3763
5 2.44 0.01082 0.3724 0.3741
10 2.55 0.01078 0.3726 0.3739
20 2.614 0.01081 0.3727 0.3733
Table 5. Response characteristics at peak amplitude for different mass ratios (Re = 180).
teristics at peak amplitudes for different mass ratios. Effectively, we see that the reduced
velocity at which the peak amplitude occurs primarily depends on the mass ratio but the
peak response amplitude does not depend on the mass ratio.
The drop in normalized frequency f∗ within the excitation region in fact illustrates the
tendency of the oscillation to ‘lock-in’ at the natural frequency of the structure in still
fluid, i.e. f ≈ fn,a, over a range of reduced velocities. It is important to distinguish this
‘lock-in’ tendency, which only occurs in free vibration, from ‘vortex lock-in’ (a.k.a. ‘vortex
lock-on’), which regards the synchronization of the vortex shedding and the cylinder
oscillation and may occur in both forced and free vibration (Konstantinidis 2014). In
forced vibration, there is no natural frequency of the structure so the lock-in relationship
f = fn,a is meaningless. It should also be noted that for all simulations reported in
figure 4 (i.e. for all U∗ and m∗ values), the vortex shedding was synchronized with the
cylinder oscillation so that f = 2fvs, where fvs is the frequency of vortex shedding from
the freely vibrating cylinder. This is tantamount to the sub-harmonic vortex lock-on in
the context of forced oscillations where alternating vortex shedding synchronizes at half
the frequency of cylinder oscillation, i.e. fvs =
1
2f (see, e.g., Kim & Choi 2019). However,
the conventional lock-in f ≈ fn,a occurs over a narrow range of reduced velocities in the
region of peak-amplitude response.
3.2.2. Magnitude and phase of fluid forces
In figure 5 we present the variation of the unsteady force coefficients in-line with
and transversely to the free stream, respectively denoted as Cx and Cy, as functions of
U∗. The dashed lines indicate constant values corresponding to a stationary cylinder at
Re = 180 (taken from Qu et al. 2013). Cx exhibits similar trends with U
∗ for all mass
ratios. Initially, Cx increases gradually reaching a peak at approximately the point of
peak amplitude response. A maximum value of Cx = 0.106 is attained for all mass ratios,
which is nearly three times the value corresponding to a stationary cylinder; a substantial
increase despite the low amplitude of peak oscillation of only 1% of the cylinder diameter.
Following the peak there is a steep decrease within a narrow U∗ range at the end of which
Cx tends to zero. Interestingly, for all mass ratios this occurs at U
∗ = 2.625, a point at
which the response frequency coincides with the natural frequency of the structure in
vacuum, i.e. f = fn (or in non-dimensional parameters f
∗ = 1/U∗). Hereafter, this
special operating point will be referred to as the ‘coincidence point’ and its ramifications
will be discussed in more detail in Sect. 3.3. Beyond the coincidence point, Cx gradually
reaches to a plateau at a value that is proportional to m∗.
It can be seen in the bottom plot in figure 5 that the variation of Cy as a function of U
∗
is very similar to that of Cx (cf. top plot). However, peak and trough Cy values are only 6%
higher and 5% lower, respectively, than the value corresponding to a stationary cylinder.
For all m∗, a maximum value of Cy = 0.631 exactly is attained at the point of peak
response amplitude. In addition, at the coincidence point, i.e. U∗ = 2.625, Cy attains the
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Figure 5. The variation of the unsteady force coefficients in-line with and transversely to the
free stream, respectively Cx and Cy, as functions of the reduced velocity, U
∗, for different mass
ratios, m∗; Re = 180. Dashed lines indicate constant values that correspond to the stationary
cylinder.
same value of 0.591 exactly for all m∗, which is just slightly below the value corresponding
to a stationary cylinder. Since there is no body acceleration in the transverse direction,
changes of Cy can be related to changes in the vortex dynamics around the oscillating
cylinder (Leontini et al. 2013). Then, the small variation in the Cy magnitude illustrates
that the process of vortex formation and shedding does not substantially change over
the entire range of reduced velocities, even though the cylinder can be oscillating with
different but generally small amplitudes.
The phase angle φx between the driving force Fx(t) and cylinder displacement xc(t), as
defined by harmonic approximations in equations (1.1) and (1.2), is often considered to
be a useful parameter in studies of vortex-induced vibration. In addition to φx, we also
compute here the phase angle φy between the unsteady force acting in the transverse
direction Fy(t) and the displacement, assuming that Fy(t) can also be approximated
as a single-harmonic function of time. The calculation method of the phase angle is
described in appendix B. It should be noted that the harmonic approximations work
very well at low Reynolds numbers considered here except for the time history of Fx(t)
near the coincidence point as will be discussed in detail further below. Figure 6 shows
the variations of the phase angles φx and φy as functions of U
∗.
In figure 6, it can be seen that φx jumps suddenly from 0
◦ to 180◦ across the coincidence
point at U∗ = 2.625 for all m∗. This behaviour can be predicted from the steady-state
harmonic solution, which is given in appendix A, as follows. Equation (A 6) requires that
the condition sinφx = 0 be satisfied when the structural damping is null (ζ = 0). This
constrains φx to be either 0
◦ or 180◦. This taken in tandem with the requirement per
equation (A 7) that cosφx must change from positive to negative as U
∗ increases through
f∗U∗ = 1 translates to the jump in φx from 0◦ to 180◦ appearing at the coincidence point.
We would like to stress that the equation of cylinder motion constraints φx, which makes
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Figure 6. The variation of the phase angles φx and φy between in-line and transverse forces,
respectively, and the cylinder displacement as functions of the reduced velocity U∗ at Re = 180
and different mass ratios m∗ (symbol legend as in figure 5).
it impossible to infer any changes in the flow from the variation of φx as the reduced
velocity is varied.
In contrast to φx, there is no analogous constraint on φy, which instead of a jump
displays a smooth variation with U∗, as can be seen in figure 6. For all mass ratios, φy
increases from an initial value of approximately 20◦ at low reduced velocities to a terminal
value of approximately 105◦ at high reduced velocities, with precise values being slightly
depended on m∗. The U∗ range over which φy changes rapidly is consistent with the range
of relatively high-amplitude response, which broadens as m∗ decreases (see figure 4). The
variation of φy clearly suggests a gradual change in the vortex dynamics as U
∗ is varied
over the prescribed range. Based on evidence from previous studies (see Konstantinidis
et al. 2005; Konstantinidis & Liang 2011), our main hypothesis is that the variation of
the phase angle φy can be linked to a gradual shift in the timing of vortex shedding with
respect to the cylinder oscillation as U∗ is increased. This hypothesis will be verified in
the following subsection by inspection of vorticity distributions at different phases of the
cylinder oscillation.
3.2.3. Vorticity distributions
We have selected three U∗ values, which are listed in table 6, for presenting vorticity
distributions in the wake. In purpose, the normalized frequency of cylinder oscillation f∗
is nearly the same in all three cases so that the vorticity patterns are easier to describe
since the streamwise spacing of the shed vortices scales with f∗ (Griffin 1978). However,
the frequency ratio f/fn = U
∗f∗ and the phase angle φy both increase with U∗, at
different degrees, as also shown in table 6. The two higher U∗ values are just before
and after the ‘coincidence point’, U∗f∗ = 1. For each U∗, figure 7 shows instantaneous
vorticity distributions at two phases corresponding to the maximum and the subsequent
zero displacement of the cylinder as indicated in the time traces (see bottom plots in
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U∗ 2.35 2.60 2.70
f∗ 0.378 0.380 0.381
U∗f∗ 0.888 0.989 1.030
φy (degrees) 40.6 96.0 99.2
Table 6. Important characteristics at three reduced velocities (Re, m∗) = (180, 5).
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Figure 7. The top two rows show instantaneous distributions of vorticity at two phases during
a cycle of cylinder oscillation for three reduced velocities in each column; (Re, m∗) = (180, 5).
The bottom row shows time traces of the normalized displacement xˆc(t) (dashed lines) and the
normalized in-line force Cˆx(t) (solid lines) where circle and square symbols, respectively, mark
the instants for which vorticity distributions are shown above. Contour levels of normalized
vorticity: ±0.1, ±0.5, ±0.9, . . .
figure 7). The significant change of the phase angle φy as a function of U
∗ can be readily
inferred from the time traces of the displacement and the transverse force, which have
been appropriately normalized with their maximum amplitudes for better visualisation
of their waveforms. As U∗ is increased, the position of individual vortices at the same
instants appears to have shifted slightly downstream. The shift in the streamwise position
of individual vortices fits very well with the change in φy as U
∗ is varied; when U∗ changes
from 2.35 to 2.6, φy more than doubles and a large shift is observed; when U
∗ changes
from 2.6 to 2.7, φy changes by few degrees and the shift is hardly perceptible. Making an
estimation of the phase change from the position of the vortex centres when U∗ changes
from 2.35 to 2.6 yields a shift of 54◦, which is very close to the computed change of
55.4◦ in φy. Similar inferences can be made by looking into the stage of formation of
vortices just behind the cylinder. For instance, a stripe of negative vorticity (in blue
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colour) connecting the second vortex to the third vortex taken from right to left, i.e. as
time progresses, can be observed at maximum displacement for U∗ = 2.35. However, the
corresponding vortices are no longer connected by a stripe of vorticity for U∗ = 2.6 and
2.7, which illustrates that this instant corresponds to a later stage in the vortex shedding
process. These observations provide firm evidence that the variation of the phase angle
φy as a function of U
∗ is directly linked to changes in the timing of vortex shedding from
the cylinder.
3.2.4. Variable added mass
Changes in the frequency of cylinder response are often correlated with variations in
the inertial force due to the added mass . This follows from the relationship
f
fn,a
=
√
m∗ + Ca
m∗ + CEA
. (3.2)
Here, Ca is the ideal added mass coefficient from potential flow theory and CEA is a
variable added mass coefficient (Aguirre 1977). The latter coefficient has become known
as the ‘effective added mass’ in the context of transverse free vibration (Khalak &
Williamson 1996; Williamson & Govardhan 2004). Equation (3.2) is equivalent to (A 7)
of the harmonic approximation solution where the component of the force in-phase with
displacement has been substituted by
Cx1 cosφx = 2pi
3f∗2A∗CEA, (3.3)
and the ratio of the natural structural frequency in vacuum to that in still fluid is given
by
fn
fn,a
=
√
m∗ + Ca
m∗
. (3.4)
In figure 8, we present the variation of CEA as a function of U
∗ for each m∗ investigated.
CEA values were computed via equation (3.2) and the known frequency ratio; note that
f/fn,a = f
∗U∗a = f
∗U∗(fn/fn,a). It can be seen that CEA decreases continuously from
positive to negative values with U∗; CEA decreases from as high as 40.8 to as low
as −13.3 for m∗ = 20. At some point, CEA takes the theoretical Ca value of unity,
which is indicated by the dashed line in the inset of figure 8. Interestingly, this occurs
at approximately the reduced velocity of peak amplitude response, which is given by
equation (3.1). Furthermore, for m∗ = 20 a gap separating operating points with CEA
values above and below unity appears at U∗ = 2.614, which is not present at lower
m∗values. The discontinuous variation remained in place even though an extremely fine
step of ∆U∗ = 0.002 was employed around this point. When the frequency of cylinder
oscillation approaches the natural frequency of the structure in vacuum, equation (3.2)
yields CEA = 0, which occurs at the coincidence point U
∗ = 2.625 for all mass ratios.
The very wide variation of CEA values as a function of U
∗ is improbable to represent
some physical change, e.g. due to inertial effects, as we have already seen that flow physics
remain fairly robust over the entire range of reduced velocities. We point out this simply
because we would like to decipher the true effect due to the added mass, which seems
impossible to do through the effective added mass concept. On the other hand, it is
shown further below with the aid of the new theory that a constant value of the added
mass coefficient aligns very well the observations from the simulations. Nonetheless, the
empirical values of CEA as defined above are valid.
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Figure 8. The variation of the effective added mass CEA with the reduced velocity U
∗ for
different mass ratios m∗ (symbol legend as in figure 5).
3.3. Super-harmonic fluid forcing at the coincidence point
As already pointed out, the magnitude of the unsteady in-line force coefficient tends to
zero level as the frequency of cylinder vibration approaches the natural frequency of the
structure in vacuum. This occurs at U∗ ≈ 2.625 for all mass ratios. This can be predicted
from the harmonic solution as follows. Equations (A 6) and (A 7) given in appendix A
can be combined so as to eliminate the phase angle φx. In the case of zero structural
damping (ζ = 0), the following relationship is obtained
Cx1 = 2pi
3m
∗A∗
U∗2
∣∣∣1− (f∗U∗)2∣∣∣ . (3.5)
The above relationship shows that if the vibration frequency approaches the natural
frequency of the structure in vacuum, which can be expressed in non-dimensional form
as f∗U∗ → 1, then the only feasible solution is that Cx1 → 0. In the present simulations
we have found that for all mass ratios f approaches fn within less than 0.1%, which was
made possible by using very fine steps of ∆U∗ = 0.01 or even less.
Figure 9 shows time series of the cylinder displacement and the fluctuating part of
the in-line force at different reduced velocities. The displacement and the force were
normalized with their corresponding maxima in order to reveal their relative waveforms
because absolute values of the force are extremely small. Although the displacement
remains remarkably harmonic, the force starts to deviate from pure harmonic as U∗ is
varied with a fine step around the coincidence point. Spectra of the force show that
a secondary peak appears at the first super-harmonic of the vibration frequency. At
U∗ = 2.63, the main spectral peak appears at the first super-harmonic of the vibration
frequency, whereas a very small peak remains at the main frequency of vibration; the
latter corresponds to an extremely small magnitude of Cx1, which is however sufficient
to sustain the vibration at the main harmonic of the vibration.
4. Development of new linear theory
In this section, we develop a theoretical framework for fluid mechanics of vortex-
induced in-line vibration. We begin with linearising the quasi-steady drag term in
equation (1.6) and substituting the harmonic approximations in equations (1.1) and
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Figure 9. The top-row plots show time series of the cylinder displacement (dashed lines) and
the unsteady streamwise force (solid lines) for different reduced velocities around the coincidence
point; (Re, m∗) = (180, 2). Here, the cylinder displacement xˆc(t) and the in-line force Cˆx(t) have
been normalized with their corresponding maximum amplitudes in order to reveal their relative
waveforms. The bottom-row plots show the spectra of the streamwise force for the corresponding
cases shown in the top row.
(1.7) into the linearised force, which we express explicitly as a function of time t as
Fx(t) =
1
2
ρU2∞D
[
Cd + 2
(
ωA
U∞
)
Cd sin (ωt) + Cdv cos (ωt+ φdv)
]
+
1
4
piρD2Caω
2A cos (ωt), (4.1)
where ω = 2pif . The first term on the right-hand side represents the steady part of the
in-line force whereas the remaining terms represent the unsteady part, which comprises
the combination of cosine and sine functions at the frequency of cylinder oscillation.
Equating the steady parts in equations (1.2) and (4.1) yields
Cd = Cx0. (4.2)
From equation (4.2) follows that Cd is the mean drag coefficient. Equating the cosine
and sine terms in equations (1.2) and (4.1) yields the following relationships:
Cdv sinφdv = Cx1 sinφx + 4pif
∗A∗Cd, (4.3)
Cdv cosφdv = Cx1 cosφx − 2pi3f∗2A∗Ca. (4.4)
The set of equations (4.2-4.4) establishes relationships between fluid forcing components
as functions of A∗ and f∗ alone, i.e. the structural parameters do not appear. Therefore,
the same values of the fluid forcing components also hold when the cylinder is forced to
oscillate at the same operating points in the A∗ : f∗ parameter space as the free vibration.
We use the above set of relationships in order to determine Cdv and φdv appearing in the
new theoretical model from the cylinder response (A∗, f∗) and the fluid forcing (Cx1, φx)
obtained from the simulations. It should be remembered here that Ca = 1 is the known
ideal added-mass coefficient of unity.
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Figure 10. The variation of the vortex drag magnitude Cdv and phase φdv as functions of
U∗af
∗ for different mass ratios (symbol legend as in figure 5).
Figure 10 shows the variation of Cdv and φdv as functions of the parameter U
∗
af
∗.
We have employed this parameter because peak amplitudes occur at U∗af
∗ ≈ 1. As can
be seen in the top plot, Cdv also displays a peak at the same point with a maximum
value of 0.067 for all m∗. The mutual amplification of the response amplitude and the
vortex drag are representative of resonance. Hence, we refer to the condition U∗af
∗ = 1
as the ‘resonance point’. Away from resonance Cdv tends asymptotically to 0.036, which
corresponds to the fluctuating drag coefficient for a non-vibrating cylinder at Re = 180.
In the bottom plot in figure 10 can be seen that φdv follows an S-type increase as a
function of U∗af
∗ from approximately 0◦ to 180◦. At the resonance point, U∗af
∗ = 1, φdv
passes through 90◦ for all m∗. Overall, the variation of φdv is very similar to that of φy;
in fact there is a direct relationship between them, which is illustrated in figure 11. Since
the variation of φy is invariably linked to the vortex dynamics, in particular to the timing
of vortex shedding as shown earlier, it follows that φdv appropriately captures related
changes as the reduced velocity is varied.
4.1. Peak response at resonance point
At the resonance point, we can use the fact that φdv = 90
◦ irrespectively of the m∗
value. In this case, equations (4.3) and (4.4) can be simplified to obtain
Cdv = 4pif
∗A∗Cd, (4.5)
Cx1 = 2pi
3f∗2A∗Ca. (4.6)
The above set of equations establish relationships between the vortex, mean, and total
drag coefficients at resonance point, which involve A∗ and f∗. Considering that all three
force coefficients, Cdv, Cd, and Cx1, can be ‘uniquely’ specified in the parameter space
A∗ : f∗, this could suggest a single operating point inside this space at which a steady-
state harmonic solution is feasible. Nonetheless, it should be cautioned that bimodal
dynamics can also appear at particular regions of the parameter space A∗ : f∗ (Cagney
& Balabani 2013a,b; Gurian et al. 2019). Assuming that a unique solution exists at the
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Figure 11. Relationship between phase angles φdv and φy for different mass ratios (symbol
legend as in figure 5).
resonance point, equation (4.5) illustrates that the component of the vortex force in-
phase with the cylinder velocity counterbalances the quasi-steady drag force, whereas
equation (4.6) illustrates that the only contribution of the fluid force in-phase with
the cylinder acceleration is the inviscid added-mass force. This is commensurate to the
situation where an elastically mounted cylinder oscillates freely within a fluid medium
with no net viscous forces; in such a situation, it would be anticipated that the frequency
of cylinder oscillation is equal to the natural frequency of the structure in an inviscid
fluid, i.e. f = fn,a. This is as if the fluid was phenomenologically interacting with the
cylinder motion only through its ideal inertia. It should be emphasized that in the case
of a viscous fluid, the zero net viscous force results from the cancelling out of the vortex
and quasi-steady drag forces, which is brought about by a gradual change in the phasing
of the vortex shedding, thereby in φy and φdv, as the the reduced velocity is varied.
The above changes can be viewed from another perspective, which is more insightful. As
U∗ increases, the phasing of vortex shedding gradually shifts to follow the changes in the
frequency of oscillation with the flow velocity. Since these variations occur in a continuous
manner for the low-Re cases considered here, a point is reached where the timing of vortex
shedding induces a vortex drag exactly in-phase with the cylinder velocity, φdv = 90
◦. At
this point, the net viscous force must become null (Eq. 4.5), whereas only the added mass
contributes to the force in-phase with the cylinder acceleration (Eq. 4.6). It is important
to note again that these changes are brought in entirely by the fluid dynamics.
We can also combine the new hydrodynamic model with the equation of cylinder mo-
tion in order to illustrate the interaction between the fluid and the structural dynamics.
The steady-state solution can be obtained following a similar procedure as described in
appendix A, which results in the following relationships:
Cdv sinφdv = 4pif
∗A∗
(
Cd +
pi2m∗ζ
U∗
)
, (4.7)
Cdv cosφdv = 2pi
3m
∗A∗
U∗2
[
1−
(
f
fn,a
)2]
. (4.8)
When the structural damping is zero (ζ = 0), equation (4.7) becomes identical to (4.5),
and its solution apparently does not depend on m∗. It should be noted however that
the feasible operating points in the A∗ : f∗ space are limited to those that satisfy
equation (4.7), which correspond to the contour of zero energy transfer (sinφx = 0).
In addition, equation (4.8) becomes indeterminate at the resonance point where f = fn,a
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and φdv = 90
◦ simultaneously. It should be noted that there is no a priori guarantee
that the resonance point is attainable since the solution pursued here is open form.
Nevertheless, as we can see from the simulations the resonance point is attained and
corresponds to the maximum amplitude, in which case we can write
A∗max =
Cdv
4pif∗Cd
. (4.9)
This result shows that the steady-state solution does not depend on m∗; rather the
operating point is solely determined by the fluid dynamics as explained above.
When the structural damping is finite positive (ζ > 0), equation (4.9) may be used
to estimate approximately the peak amplitude for very low values of the mass and
the damping such that pi2m∗ζ/U∗  Cd, on the condition that the resonance point
is attained. The early experiments of Aguirre (1977) support the above inference; he
observed little variation of the peak amplitude in the second excitation region, i.e. the
one associated with alternating vortex shedding, which occurred at U∗a ≈ 1.2/(2S) for
m∗ = 1.2 and 4.3 (see figure 43 of his thesis). The mass–damping was reported in
terms of a stability parameter k′s0 to be approximately 0.5, which was estimated from
free-decay tests in still water, i.e. it includes contributions from hydrodynamic damping
from the cylinder as well as its mountings. From his data, we estimate here that the
corresponding ks value in air was significantly lower than the one measured in water so
that pi2m∗ζ/U∗ < 0.05; this is small compared to the mean drag coefficient Cd. Thus,
we argue that the present analysis is consistent with the experimental facts at Reynolds
numbers higher than considered in this study.
4.2. A∗max as a function of Re in the laminar regime
The variation of the peak amplitude as a function of the Reynolds number can
be estimated using the following assumptions. The mean drag coefficient Cd and the
inverse of the Strouhal number 1/S for stationary bluff bodies display similar variations
as functions of Re so that the product SCd remains almost constant (Alam & Zhou
2008). For vibrating cylinders, there is also evidence that the corresponding product
(f∗/2)Cd remains constant (Griffin 1978). Alam & Zhou (2008) showed that SCd ≈ 0.25
for stationary bluff bodies of various cross-sectional shapes throughout the sub-critical
regime. However, SCd appears to increase slightly with Re in the laminar regime as
seen in their data compilation (see their figure 5). We have confirmed this dependency
on Re in the laminar regime for the stationary as well as the freely-vibrating circular
cylinder as shown in table 7. Nevertheless, the variation of SCd and (f
∗/2)Cd with Re is
small, and in order to keep some generality in the result, we assume that f∗Cd remains
approximately constant. In this case, equation (4.9) shows that A∗max ∝ Cdv. In addition,
we assume Cdv is magnified by a constant factor at resonance so that A
∗
max ∝ Cdv0, where
Cdv0 is the fluctuating drag coefficient for a stationary cylinder. Then, peak amplitudes
at different Re can be estimated from data at one particular Reynolds number Re0, i.e.
A∗max(Re) =
(
A∗max
Cdv0
)
Re0
Cdv0(Re). (4.10)
Figure 12 shows predictions of A∗max using Cdv0 data at different Re (taken from Qu
et al. 2013) and the known response at Re = 180. It can be seen that A∗max predictions
fit well with the amplitude from the simulations at Re = 100 while they also extrapolate
to the result at Re = 250. The enhancement of A∗max with Re is close to quadratic,
which is quite marked compared the almost constant amplitude of purely transverse
vortex-induced vibration in the laminar regime.
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Re SCd (f
∗/2)Cd
100 0.217 0.216
180 0.252 0.244
Table 7. Compilation of data for stationary and vibrating circular cylinders in the laminar
regime. Data for the stationary cylinder are from the study of Qu et al. (2013) and for the
freely vibrating cylinder are from the present simulations at peak amplitude.
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Figure 12. Comparison of A∗max as a function of Re obtained from the simulations (open
symbols) and predicted from equation (4.10) (full symbols).
5. Conclusions
In this study we have developed a theoretical model for the fluid force acting on a
circular cylinder vibrating in-line with a free stream. The streamwise fluid force comprises
the sum of three components: an inviscid added-mass force opposing the inertia of the
cylinder, a quasi-steady drag force opposing the velocity of the cylinder, and a vortex
drag force. The key element here is that the viscous force is split into a quasi-steady drag
and a vortex drag, which can be thought of as separate contributions from the vorticity
bounded to the cylinder and that shed in the wake.
The theory enabled us to decipher three important fluid-dynamical aspects. First, the
phase angle of the vortex force with respect to the cylinder displacement φdv increases
smoothly with U∗ due to a gradual shift in the timing of vortex shedding. This contrasts
the variation of the phase angle between the total force and the cylinder displacement,
which must remain fixed at φx = 0
◦ for U∗f∗ < 1 and at φx = 180◦ for U∗f∗ > 1,
with a sudden jump at the coincidence point (U∗f∗ = 1); this constraint is imposed by
the equation of cylinder motion when the structural is null and has no bearing on the
fluid dynamics. Second, the added mass coefficient for inviscid flow is also applicable for
viscous flow about a cylinder oscillating in-line with a free stream. Third, the vortex drag
is amplified in the excitation region of relatively high-amplitude response, which supports
the classification of vortex-induced in-line vibration as a resonance phenomenon.
The above findings could be confirmed because, unlike previous works dealing with
vortex-induced vibration that primarily consider the fluid force in the direction of cylinder
motion, here we calculated the phase angle between the force transverse to the direction
of motion and the cylinder displacement, φy. This allowed us to illustrate that the smooth
variation of φy as a function of U
∗, in contrast to φx that displays a sudden jump by
180◦, is directly linked to a gradual shift in the timing of vortex shedding.
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The theory developed in this investigation is linear, which means that all force compo-
nents can be well approximated by single-harmonic functions of time, although the fluid
dynamics is non linear by default. Departures from linearity can arise at much higher
amplitudes and/or frequencies of cylinder vibration because of the quadratic relative
velocity term. In addition, other non linearities may arise due to competing requirements
posed by the structural dynamics and the fluid dynamics. In fact, we have pinpointed in
the present study that such non-linear effects become apparent at the ‘coincidence point’
where the vibration frequency becomes equal to the natural frequency of the structure in
vacuum. At this point, the equation of cylinder motion requires that the main component
of the in-line force at the main harmonic of the vibration must become null. In this case,
the component at the first super-harmonic of the vibration frequency dominates the
driving in-line force.
An important result predicted from the theory is that the response does not depend on
m∗ at the point where φdv = 90◦. The simulations show that this occurs at the ‘resonance
point’ where the same peak amplitude is attained for all m∗ values, in accord with the
theory. It should be noted however that the theory cannot predict that the maximum
amplitude occurs when φdv = 90
◦, or that this operating point does materialize, since
the solution is given in open form. On the other hand, the flow physics suggest that at
some point φdv = 90
◦ due to the gradual shift in the timing of vortex shedding, which
accompanies the continuous variation of the vibration frequency as the velocity is varied.
Nevertheless, we have also observed that discontinuities may arise by changing some
parameter, e.g. Re or m∗. Further study over wider ranges of these parameters than
considered here may worth undertaking in the future.
The simulations show that Reynolds number has a remarkable effect on the maximum
amplitudes A∗max attained over the entire reduced velocity range; increasing Re from
100 to 250 results in a 12-fold increase of A∗max. This stands in sharp contrast to the
free vibration transversely to a free stream, in which case peak amplitudes remain
fairly constant in the laminar regime. This may be attributable to variations of the
added mass coefficient in the latter configuration (Konstantinidis 2013). In view of this
complexity, we consider that free in-line vibration offers a more convenient test case
to uncover the fluid dynamics. The fluid dynamics could be elucidated because in-line
response amplitudes remain very small for the low Reynolds numbers investigated in
the present study. As a consequence, the fluid excitation comes solely from the primary
wake instability associated with alternating vortex shedding, which remains robust and
similar as in the wake of a non-vibrating cylinder. It has been well established in the
published literature that other instabilities can be excited, even at small amplitudes,
with increasing the Reynolds number, such as the symmetrical mode of vortex shedding.
There may also exist competition between different modes. Further instabilities due to
gradual transition to turbulence will inevitably perplex the phenomenology of vortex-
induced vibration. However, we maintain that the theory developed here remains valid
and can be used to analyse the more complex phenomena at higher Reynolds numbers,
possibly with some adjustments for different fluid excitation mechanisms.
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Normalized
amplitude
Normalized
frequency
Reduced
velocity
Mass ratio Damping ratio
A∗ =
A
D
f∗ =
fD
U∞
U∗ =
U∞
fnD
m∗ =
m
1
4
piρD2
ζ =
c
2
√
km
Table 8. List of non-dimensional parameters employed in the present study.
Appendix A. Steady-state harmonic solution
The elastically-mounted cylinder is modelled using the conventional mass-spring-
damper mechanical system. The motion of the cylinder constrained so that it can oscillate
only in-line with a uniform free stream is governed by Newton’s second law, which can
be expressed per unit cylinder span as
mx¨c + c x˙c + k xc = Fx(t), (A 1)
where xc, x˙c, and x¨c respectively are the displacement, velocity and acceleration of the
cylinder, m is the mass of the cylinder, c is the structural damping, k is the spring
stiffness, and Fx(t) is the time-dependet sectional fluid force acting on the cylinder.
Substitution of the harmonic approximations in Eqs. (1.1) and (1.2) into Eq. (A 1) and
then balancing steady as well as unsteady sine and cosine terms on both sides yields the
following three relationships:
kX0 = Fx0, (A 2)
c ωA = Fx1 sinφx, (A 3)(−mω2 + k)A = Fx1 cosφx. (A 4)
In this work, we introduce a set of non-dimensional parameters listed in table 8. It should
be noted that we have used the natural frequency of the system in vacuum fn in the
definition of the reduced velocity U∗, in common with most previous numerical studies of
vortex-induced vibration. The relationships describing the steady-state periodic response
may be rewritten in non-dimensional form as
2pi3
m∗
U∗2
X∗0 = Cx0, (A 5)
4pi3
m∗ζ
U∗
f∗A∗ = Cx1 sinφx, (A 6)
2pi3
m∗
U∗2
[
1− (f∗U∗)2
]
A∗ = Cx1 cosφx. (A 7)
Appendix B. Calculation of phase lag between forces and
displacement
The displacement of the cylinder and the fluid forces can be modelled to a very good
degree of approximation (except near the coincidence point) as single-harmonic functions
of time, i.e. their fluctuating parts can be represented in non-dimensional form as
x˜c(t) = A
∗ cos (2pift′), (B 1)
C˜y(t) = Cy cos (pift
′ + φy), (B 2)
C˜x(t) = Cx cos (2pift
′ + φx), (B 3)
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where t′ = t− t0 is the time with origin at a particular instant t0 during the simulation
where the displacement oscillation is at peak after oscillations have stabilised to a steady
state. It should be noted that in the present simulations the frequency of alternating
vortex shedding and frequency of the unsteady transverse force are both equal to half
the frequency of cylinder oscillation (sub-harmonic synchronization). In the following,
the procedure to calculate the phase angle φy of the transverse force with respect to
displacement is shown in detail. Expansion of the cosine term in (B 3) yields C˜y(t) =
Cy cosφy cos (pift
′)−Cy sinφy sin (pift′). Multiplying C˜y(t) by cos (pift′) and then taking
the time average yields
C˜y(t) cos (pift′) = Cy cosφycos2 (pift′)− Cy sinφysin (pift′) cos (pift′), (B 4)
where overlines denote time averaging. Similarly, multiplying C˜y(t) by sin (pift
′) and then
taking the time average yields
C˜y(t) sin (pift′) = Cy cosφy cos (pift′) sin (pift′)− Cy sinφysin2 (pift′). (B 5)
The time average of sin (pift′) cos (pift′) over an even integer number of cycles is zero by
default while cos2 (pift′) = sin2 (pift′). Thus, substitution of these values into (B 4) and
(B 5) and then combining them yields
φy = tan
−1
(
−C˜y(t) sin (pift′)
C˜y(t) cos (pift′)
)
. (B 6)
A similar procedure can be employed to compute the phase angle φx of the in-line force
by multiplying C˜x(t) in Eq. (B 3) with cos (2pift
′) and independently with sin (2pift′),
averaging both equations and then combining them, which leads to the following result
φx = tan
−1
(
− C˜x(t) sin (2pift
′)
C˜x(t) cos (2pift′)
)
. (B 7)
The accuracy of the above procedure is limited by the time step employed in the
simulations, which is very small and thus leads to negligible errors in the calculation
of the phase angles.
REFERENCES
Aguirre, J.E. 1977 Flow-induced in-line vibrations of a circular cylinder. PhD thesis, Imperial
College of Science and Technology.
Al-Mdallal, Q.M., Lawrence, K.P. & Kocabiyik, S. 2007 Forced streamwise oscillations
of a circular cylinder: Locked-on modes and resulting fluid forces. Journal of Fluids and
Structures 23 (5), 681 – 701.
Alam, Md. M. & Zhou, Y. 2008 Alternative drag coefficient in the wake of an isolated bluff
body. Physical Review E 78, 036320.
Bao, Y., Huang, C., Zhou, D., Tu, J. & Han, Z. 2012 Two-degree-of-freedom flow-induced
vibrations on isolated and tandem cylinders with varying natural frequency ratios. Journal
of Fluids and Structures 35, 50–75.
Baranyi, L. 2008 Numerical simulation of flow around an orbiting cylinder at different ellipticity
values. Journal of Fluids and Structures 24 (6), 883 – 906.
Bearman, P. W. 1984 Vortex shedding from oscillating bluff bodies. Annual Review of Fluid
Mechanics 16 (1), 195–222.
Bearman, P. W. 2011 Circular cylinder wakes and vortex-induced vibrations. Journal of Fluids
and Structures 27 (5), 648 – 658.
Vortex-induced in-line vibration 29
Bourguet, R. & Lo Jacono, D. 2015 In-line flow-induced vibrations of a rotating cylinder.
Journal of Fluid Mechanics 781, 127165.
Cagney, N. & Balabani, S. 2013a On multiple manifestations of the second response branch
in streamwise vortex-induced vibrations. Physics of Fluids 25 (7), 075110.
Cagney, N. & Balabani, S. 2013b Wake modes of a cylinder undergoing free streamwise
vortex-induced vibrations. Journal of Fluids and Structures 38, 127 – 145.
Carberry, J., Sheridan, J. & Rockwell, D. 2005 Controlled oscillations of a cylinder: forces
and wake modes. Journal of Fluid Mechanics 538, 3169.
Dorogi, D. & Baranyi, L. 2018 Numerical simulation of a freely vibrating circular cylinder
with different natural frequencies. Ocean Engineering 158, 196 – 207.
Dorogi, D. & Baranyi, L. 2019 Occurrence of orbital cylinder motion for flow around freely
vibrating circular cylinder in uniform stream. Journal of Fluids and Structures 87, 228 –
246.
Gabbai, R.D. & Benaroya, H. 2005 An overview of modeling and experiments of vortex-
induced vibration of circular cylinders. Journal of Sound and Vibration 282 (3), 575 –
616.
Govardhan, R. N. & Williamson, C. H. K. 2000 Modes of vortex formation and frequency
response of a freely vibrating cylinder. Journal of Fluid Mechanics 420, 85130.
Govardhan, R. N. & Williamson, C. H. K. 2006 Defining the modified Griffin plot in vortex-
induced vibration: revealing the effect of Reynolds number using controlled damping.
Journal of Fluid Mechanics 561, 147180.
Griffin, Owen M. 1978 A universal Strouhal number for the locking-on of vortex shedding to
the vibrations of bluff cylinders. Journal of Fluid Mechanics 85 (3), 591606.
Gurian, T. D., Currier, T. & Modarres-Sadeghi, Y. 2019 Flow force measurements and
the wake transition in purely inline vortex-induced vibration of a circular cylinder. Physical
Review Fluids 4, 034701.
Harlow, F. H. & Welch, E. J. 1965 Numerical calculation of time-dependent viscous
incompressible flow of fluid with free surface. The Physics of Fluids 8 (12), 2182–2189.
Khalak, A. & Williamson, C.H.K. 1996 Dynamics of a hydroelastic cylinder with very low
mass and damping. Journal of Fluids and Structures 10 (5), 455 – 472.
Kim, Ki-Ha & Choi, Jung-Il 2019 Lock-in regions of laminar flows over a streamwise oscillating
circular cylinder. Journal of Fluid Mechanics 858, 315–351.
King, R. 1977 A review of vortex shedding research and its application. Ocean Engineering
4 (3), 141 – 171.
Konstantinidis, E. 2013 Added mass of a circular cylinder oscillating in a free stream.
Proceedings of the Royal Society London A 469 (2156).
Konstantinidis, E. 2014 On the response and wake modes of a cylinder undergoing streamwise
vortex-induced vibration. Journal of Fluids and Structures 45, 256 – 262.
Konstantinidis, E., Balabani, S. & Yianneskis, M. 2005 The timing of vortex shedding
in a cylinder wake imposed by periodic inflow perturbations. Journal of Fluid Mechanics
543, 45–55.
Konstantinidis, E. & Bouris, D. 2016 Vortex synchronization in the cylinder wake due to
harmonic and non-harmonic perturbations. Journal of Fluid Mechanics 804, 248–277.
Konstantinidis, E. & Bouris, D. 2017 Drag and inertia coefficients for a circular cylinder in
steady plus low-amplitude oscillatory flows. Applied Ocean Research 65, 219 – 228.
Konstantinidis, E. & Liang, C. 2011 Dynamic response of a turbulent cylinder wake to
sinusoidal inflow perturbations across the vortex lock-on range. Physics of Fluids 23 (7),
075102.
Leontini, J.S., Thompson, M.C. & Hourigan, K. 2006 The beginning of branching behaviour
of vortex-induced vibration during two-dimensional flow. Journal of Fluids and Structures
22 (6), 857 – 864.
Leontini, J. S., Lo Jacono, D. & Thompson, M. C. 2013 Wake states and frequency selection
of a streamwise oscillating cylinder. Journal of Fluid Mechanics 730, 162192.
Lighthill, J. 1986 Fundamentals concerning wave loading on offshore structures. Journal of
Fluid Mechanics 173, 667681.
Lo Jacono, D., Bourguet, R., Thompson, M. C. & Leontini, J. S. 2018 Three-dimensional
30 E. Konstantinidis, D. Dorogi and L. Baranyi
mode selection of the flow past a rotating and inline oscillating cylinder. Journal of Fluid
Mechanics 855, R3.
Marzouk, O. A. & Nayfeh, A. H. 2009 Reduction of the loads on a cylinder undergoing
harmonic in-line motion. Physics of Fluids 21 (8), 083103.
Morison, J. R., O’Brien, M. P., Johnson, J. W. & Schaaf, S. A. 1950 The force exerted
by surface waves on piles. AIME Petroleum Transactions 189, 149–154.
Morse, T. L. & Williamson, C. H. K. 2009 Prediction of vortex-induced vibration response
by employing controlled motion. Journal of Fluid Mechanics 634, 5–39.
Naudascher, E. 1987 Flow-induced streamwise vibrations of structures. Journal of Fluids and
Structures 1 (3), 265 – 298.
Navrose & Mittal, S. 2017 A new regime of multiple states in free vibration of a cylinder at
low Re. Journal of Fluids and Structures 68, 310 – 321.
Nishihara, T., Kaneko, S. & Watanabe, T. 2005 Characteristics of fluid dynamic forces
acting on a circular cylinder oscillated in the streamwise direction and its wake patterns.
Journal of Fluids and Structures 20 (4), 505 – 518.
Okajima, A., Nakamura, A., Kosugi, T., Uchida, H. & Tamaki, R. 2004 Flow-induced in-
line oscillation of a circular cylinder. European Journal of Mechanics - B/Fluids 23 (1),
115 – 125.
Pa¨ıdoussis, M. P., Price, S. J. & de Langre, E. 2011 Fluid-Structure Interactions: Cross-
Flow-Induced Instabilities. Cambridge University Press.
Prasanth, T.K., Premchandran, V. & Mittal, S. 2011 Hysteresis in vortex-induced
vibrations: critical blockage and effect of m∗. Journal of Fluid Mechanics 671, 207 –
225.
Prasanth, T. K. & Mittal, S. 2008 Vortex-induced vibrations of a circular cylinder at low
Reynolds numbers. Journal of Fluid Mechanics 594, 463–491.
Qu, L., Norberg, C., Davidson, L., Peng, S.-H. & Wang, F. 2013 Quantitative numerical
analysis of flow past a circular cylinder at Reynolds number between 50 and 200. Journal
of Fluids and Structures 39, 347 – 370.
Sarpkaya, T. 1979 Vortex-Induced Oscillations: A Selective Review. Journal of Applied
Mechanics 46 (2), 241–258.
Sarpkaya, T. 2001 On the force decompositions of Lighthill and Morison. Journal of Fluids
and Structures 15 (2), 227 – 233.
Sarpkaya, T. 2004 A critical review of the intrinsic nature of vortex-induced vibrations. Journal
of Fluids and Structures 19 (4), 389 – 447.
Soti, A. K., Zhao, J., Thompson, M. C., Sheridan, J. & Bhardwaj, R. 2018 Damping
effects on vortex-induced vibration of a circular cylinder and implications for power
extraction. Journal of Fluids and Structures 81, 289 – 308.
Tanida, Y., Okajima, A. & Watanabe, Y. 1973 Stability of a circular cylinder oscillating in
uniform flow or in a wake. Journal of Fluid Mechanics 61 (4), 769–784.
Williamson, C.H.K. & Govardhan, R. 2004 Vortex-induced vibrations. Annual Review of
Fluid Mechanics 36 (1), 413–455.
Williamson, C. H. K. 1996 Vortex dynamics in the cylinder wake. Annual Review of Fluid
Mechanics 28 (1), 477–539.
Wootton, L. R., Warner, L., Warner, M., Sainsbury, R. N. & Cooper, D. E. 1972
Oscillation of piles in marine structures : a description of the full-scale tests at Immingham.
Tech. Rep. 40. CIRIA.
Zhao, J., Leontini, J.S., Lo Jacono, D. & Sheridan, J. 2014 Fluidstructure interaction of
a square cylinder at different angles of attack. Journal of Fluid Mechanics 747, 688721.
Zhao, J., Lo Jacono, D., Sheridan, J., Hourigan, K. & Thompson, M. C. 2018
Experimental investigation of in-line flow-induced vibration of a rotating circularcylinder.
Journal of Fluid Mechanics 847, 664699.
