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Introduction
The main goal of empirical macroeconomics is to understand the relationships
between macroeconomic variables, such as the gross domestic product (GDP),
inflation and interest rates. This allows for better macroeconomic predictions
and helps macroeconomic policy makers to set a sound fiscal and monetary policy.
For example, understanding the effect of the short term interest rate on inflation
is essential for a central bank, which is responsible for price stability. Also,
good GDP predictions allow governments to anticipate the future evolution of
the economic activity by taking stabilizing actions in advance.
Empirical macroeconomic analysis usually starts from a time series dataset in
which the variables of interest are observed for subsequent time periods, typically
quarterly. Such datasets thus consist of historical data, where the observations
are realizations of how the economy has behaved in the past, and which makes
it difficult to derive causal relationships between the variables. In contrast, note
that in experimental data, used in for instance pharmaceutical studies, cause
and effect can be clearly distinguished by exogenously manipulating a variable,
for example the intake of a certain drug, and then observing the consequences
on another variable, for example the patient’s health. Still, also information on
the linkages between macroeconomic variables can be obtained. First, instead
of true causality, macroeconomists often study the incremental predictive power
between variables instead, which is called ‘Granger causality’. A variable is said to
Granger cause another variable if it improves the prediction of the other variable.
Second, macroeconomists often make additional ‘identification assumptions’ on
the causality between the variables, which allows them to extract exogenous
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shocks. One popular identification assumption is the ‘recursive ordering scheme’,
in which the ordering of the variables determines how rapidly the different
variables can react to exogenous shocks in the other variables. For example,
it is typically assumed that inflation and GDP are relatively sluggish variables,
such that they do not immediately react to an interest rate shock.
In order to extract patterns from the macroeconomic dataset, statistical mod-
els are used. In this thesis, we mainly use the Vector Autoregression (VAR) model,
which is the workhorse in empirical macroeconomics to study linear relationships
between multiple time series. Unlike more structural economic models, VAR
models are fully data-driven and require no ex-ante expert knowledge on the
dependencies between the variables. In the VAR model, each variable depends
on both the past values of the variables in the model and a shock. The vector
autoregression coefficients thus represent the effects of past values of the variables
on the current value of each variable. While the standard VAR model assumes
that these coefficients stay the same over time, this thesis focuses on modeling
changing macroeconomic relationships. First, Time Varying Parameter Vector
Autoregression (TVP VAR) models allow the vector autoregression coefficients to
evolve smoothly over time. For example, the effect of an interest rate shock on
inflation is found to be different in the 1970s compared to the period afterwards.
Second, frequency domain techniques describe the time series as a weighted sum
of sinusoidal components with different frequencies, for instance slowly fluctuating
and quickly fluctuation. Interestingly, the relationships between the variables can
differ across these different frequency components. Third, for a panel dataset in
which the variables are observed both for subsequent time periods and different
countries, also the cross-country variation in the coefficients can be analyzed.
This thesis contains essays on the empirical relationship between macroeco-
nomic time series, often in a multi-country setting. While the standard VAR
model is used in Chapter 2, the time variation in the coefficients is studied in
Chapters 3 and 5, the frequency domain analysis is performed in Chapter 1 and
the cross-country variation is analyzed in Chapter 4.
The first chapter studies the predictive power of domestic stock prices for the
future domestic economic activity in the frequency domain. We develop a multi-
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country test for Granger causality for each of the frequency components. Using
1991Q1– 2010Q2 quarterly data for the G-7 countries, we report that the slowly
fluctuating components of stock prices have large incremental predictive power for
the future GDP, while this is not the case for the quickly fluctuating components.
The second chapter analyzes impulse response functions of vector autoregres-
sion models for variables that are linearly transformed. The impulse response
function of a vector autoregression model is an often used tool in empirical
macroeconomics to analyze the response of the variables in the model to different
types of shocks. For many empirical applications, it is of interest to know how
the impulse response functions would change if one or more variables in the VAR
model are replaced by a linear transformation of the original variables. One
example of such a transformation is the replacement of a nominal growth rate
variable in a VAR model that also includes inflation by its corresponding real
growth rate variable, which is the difference between the nominal growth rate
variable and inflation. We show that the new impulse response is equal to the
linear transformation of the original impulse response if and only if the new shock
is equal to the linear transformation of the original shock. Sufficient conditions
for this relationship between impulse responses are derived for the setting where
the same type of shock is studied in the linearly transformed and original model.
In particular, we consider shocks in one error term only, orthogonalized shocks
and generalized shocks.
The third chapter compares Bayesian estimators with different prior choices for
the amount of time variation in the coefficients of time varying parameter vector
autoregression models using Monte Carlo simulations. In Bayesian statistics, the
posterior estimate of the parameters in the model is a combination of, on the one
hand, the prior assumption on the distribution of these parameters and, on the
other hand, the information contained in the data. When the sample size is very
large, the prior specification is not that important as it is swamped by the large
amount of information in the data. However, for typical macroeconomic time
series, the prior is very important. Since the commonly used prior only allows for
a tiny amount of time variation, less restrictive priors are proposed. Additional
empirical evidence on the time varying response of inflation to an interest rate
viii Introduction
shock is then provided for USA: while a major and statistically significant ‘price
puzzle’ is detected for the period 1972-1979, the estimated response of inflation
to an interest rate shock is negative for most other time periods.
The fourth chapter investigates empirically how the impact of a residential
house price shock on household credit and GDP is influenced by the degree of
the mortgage market flexibility. Countries with a flexible mortgage market, such
as United States and United Kingdom, are characterized by a high loan to value
ratio, low transaction costs of mortgage refinancing and easy access to second
mortgages and home equity loans. Countries with an inflexible mortgage market,
such as France and Italy, are characterized by the opposite. We hypothesize a
stronger effect of house price shocks for the former countries because the financial
accelerator mechanism for existing home owners is expected to be stronger and
because the effect of higher house prices on the required amount of savings
of future first time house buyers is expected to be smaller. A panel vector
autoregression model is estimated separately for a group of eight countries with
a flexible mortgage market and for a group of eight countries with an inflexible
mortgage market. While both household credit and GDP increase after a positive
house price shock for both groups of countries, we do not find empirical evidence
that these responses are stronger for countries with a flexible mortgage market.
The fifth chapter investigates the determinants of sovereign credit ratings,
which are ordinal measures of the creditworthiness of a sovereign government
assigned by a rating agency. We quantify for the three major credit rating
agencies how the importance of the different sovereign credit rating determinants
changed after the start of the European debt crisis in 2009. For this end, we
estimate a multi-year ordered probit model, using a sample of 90 countries for the
years 2002-2015. Our model allows for time variation in the importance of the
different determinants and it takes into account the ordinal nature of the credit
rating. We provide empirical evidence that the credit rating agencies changed
their sovereign credit rating assessment after the start of the European debt
crisis in 2009. The financial balance, the economic development and the external
debt became substantially more important after 2009 and the effect of eurozone
membership switched from positive to negative. In addition, GDP growth gained
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a lot of importance for highly indebted sovereigns and government debt became
much more important for countries with a low GDP growth rate.
In the epilogue chapter six, I give my personal view on the way statistical
inference should be used in business and economic applications. In particular, I
call for more focus on the evaluation of ‘economic importance’, i.e. the estimated
magnitude of an effect together with its estimation error, and for less focus
on the often less relevant and frequently misunderstood concept of ‘statistical
significance’, which only informs on the existence of the effect.
The different chapters in this thesis can be found in
i Croux, C., and Reusens, P. (2013). Do stock prices contain predictive power
for the future economic activity? A Granger causality analysis in the frequency
domain, Journal of Macroeconomics, 35(0), 93-103.
ii Reusens, P. and Croux, C. (2015). Real or nominal variables, does it matter
for the impulse response? FEB Research Report KBI 1504
iii Reusens, P. and Croux, C. (2015). Detecting time variation in the price
puzzle: An improved prior choice for time varying parameter VAR models.
FEB Research Report KBI 1427
iv Reusens, P. (2015). Mortgage market flexibility and the transmission of house
price shocks: a multi-country study. FEB Research Report KBI 1525
v Reusens, P. and Croux, C. (2016). Sovereign credit ratings determinants: the
impact of the European debt crisis. FEB Research Report KBI 1615
vi Reusens, P. (2014). A little less ‘statistical significance’ and a little more ‘eco-
nomic importance’, please! ECONnect, Faculty of Economics and Business
KU Leuven, 22-24
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Chapter 1
Do stock prices contain predictive
power for the future economic
activity? A Granger causality
analysis in the frequency domain
Abstract
This paper investigates the predictive power for the future domestic economic activity
included in the domestic stock prices, using a Granger causality analysis in the frequency
domain. We are able to evaluate whether the predictive power is concentrated at the
slowly fluctuating components or at the quickly fluctuating components. Using 1991Q1-
2010Q2 quarterly data, for the G-7 countries, we found that the slowly fluctuating
components of the stock prices have large predictive power for the future GDP, while
this is not the case for the quickly fluctuating components. This finding holds both in a
single-country setting and in a multi-country setting. Therefore, macro-economic policy
makers could use the slowly fluctuating components of the stock prices to improve their
predictions of the future GDP.
1
2 Granger causality in the frequency domain
1.1 Introduction
Recessions in a country have often been preceded by a decline in the domestic stock
prices. On the other hand, these stock prices have sometimes given false signals
for the future economic activity. For instance, the stock market crash of 1987 was
followed by an economic growth instead of an economic decline. Consequently,
researchers have spent much attention to the question whether or not the stock
prices contain predictive power for the future economic activity.
The theoretical literature on the predictive power of the stock prices for the
future economic activity can be categorized into two theories. The first theory
focuses on the forward looking behavior of the stock market, whereas the second
theory emphasizes the causal effects of the stock prices on the economic activity.
The theory that the stock market is forward looking for the economy is based
both on the efficient market hypothesis that stock prices reflect all currently
available information and on the dividend discount model that the intrinsic value
of a stock is the present value of the future dividends. As corporate profits
are positively correlated with national GDP, it is clear that the future economic
activity of a country is related to the expected future dividends of the country’s
companies (Fama, 1990; Fischer and Merton, 1984). Hence, an increase in the
current expectations about the future economic activity immediately leads to
higher stock prices. Thus, this theory explains why current stock prices may have
predictive power for the future economic activity. However, several researchers
have criticized the theory. Binswanger (2004) argues that stock prices can
deviate from their fundamental value due to the occurrence of speculative bubbles.
Moreover, globalization can decrease the link between the domestic stock prices
and the domestic economy, as it makes the share price of domestic firms more
dependent on foreign sales and the foreign economy (Binswanger, 2004, 2000; Mao
and Wu, 2007). Finally, Mahdavi and Sohrabian (1991) state that variations in
the real discount rate and deviations in the linkage between corporate profits and
the economic activity can create noise in the prediction of the economic activity.
The second theory argues that the stock prices can directly affect the future
economy through consumption and investment (Kaplan, 2008). In other words,
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this theory states that the stock prices can cause the future economic activity.
A first causal linkage is the effect of the stock prices on consumption, which is
established through the wealth effect. This linkage is related to the life cycle
hypothesis of savings, which states that people consume a fraction of the present
value of their total future income (Ando and Modigliani, 1963). In this context,
a rise in the stock prices would increase the wealth of the households, who
consequently would elevate their consumption levels. However, several authors
state that this wealth effect depends on the distribution of stock ownership
across the population (Pearce, 1983). For instance, in the USA, a large part
of the stock holdings are possessed by a small group of very wealthy people who
have a low propensity to consume out of wealth. Hence, the wealth effect is
less important in the USA when compared to countries where the distribution
of stock holdings is more widely distributed. In addition, foreign ownership of
domestic shares also weakens the wealth effect within a country. Next to the
wealth effect, increasing stock prices may impact the consumer confidence and
increase consumption (Pearce, 1983). The second causal linkage is the effect of
the stock prices on investment. The share price of a company can have an impact
on its cost of capital, which is a weighted sum of the cost of equity and the cost
of debt. As such, an overvaluation of the share price decreases the effective cost
of equity (Baker et al., 2003; Fischer and Merton, 1984). Furthermore, high share
prices can increase the value of the collateral of companies and a high share price
can convey positive information about the value of the company towards lenders.
This could increase the perceived creditworthiness of the firm resulting in better
loan conditions and a lower cost of debt (Duca, 2007; Morck et al., 1990). Thus,
a high share price can lead to a lower cost of capital, which increases investment.
In the empirical literature, the concept of Granger causality has been a useful
tool to test the predictive power of the stock prices for the future economic activity.
This concept, as originally proposed by Granger (1969), has been very widely
used in the literature to describe the relationship between variables. Whereas
correlation between two variables indicates comovement, Granger causality relates
to the idea of incremental predictive power of one time series for forecasting
another time series. It is a statistically testable criterion based on the ideas of
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precedence and predictive power (Yao and Hosoya, 2000). As such, a stationary
variable Yt is said to “Granger cause” another stationary variable Xt, if the past of
Yt improves the one period ahead prediction of Xt above the information included
in the past of Xt. (Granger, 1969; Lemmens et al., 2008)
The empirical literature has found mixed results regarding the Granger causal-
ity relationship between the stock prices and the economic activity. With regard to
G-7 countries, the majority of the empirical studies has found significant Granger
causality from the stock prices to the economic activity for most countries (Choi
et al., 1999; Duca, 2007; Hassapis and Kalyvitis, 2002; Henry et al., 2010; Kim
and In, 2003; Lee, 1992; Panopoulou, 2009; Tsouma, 2009). However, Binswanger
(2000, 2004) reported that the Granger causality relationship disappeared in
the 1980’s and 1990’s for all G-7 countries (except for inconclusive results for
Germany), which he relates to possible speculative behavior in the stock market
during that period. Table 1.3 (see Appendix 1.6.1) provides an overview of these
studies for the G-7 countries.
While the current empirical literature has focused on Granger causality from
stock prices to economic activity in the time domain, we will go a step further
by decomposing the Granger causality in the frequency domain. In this domain,
the key idea is that a stationary process can be described as a weighted sum of
sinusoidal components with a certain frequency ω. As a result, one can analyze
these frequency components separately, e.g. the slowly fluctuating components
and the quickly fluctuating components (see Breitung and Candelon, 2006 and
Lemmens et al., 2008, among others). This analysis will make it possible to
determine whether the predictive power is concentrated at the quickly fluctuating
components or at the slowly fluctuating components. As such, instead of com-
puting a single Granger causality measure for the entire relationship, the Granger
causality is calculated for each individual frequency component separately. Thus,
the strength and/or direction of the Granger causality can be different for each
frequency. To the best of our knowledge, the analysis of Granger causality from
stock prices to economic activity has not yet been explored in the frequency
domain. In addition to single-country analyses, we also study the combined
evidence for Granger causality in a multi-country setting.
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Our paper is organized as follows. Section 1.2 develops our key hypothesis
and describes the data. In the methodology Section 1.3, we introduce the test
procedure for Granger causality in the frequency domain both for a single-country
and a multi-country setting. Section 1.4 presents the empirical results. Finally,
Section 1.5 concludes our findings.
1.2 Development of hypotheses and data descrip-
tion
In our paper, we distinguish between the slowly fluctuating components (low
frequencies) and the quickly fluctuating components (high frequencies) of a time
series. We define components with a periodicity larger or equal to one year as
slowly fluctuating and components with a periodicity smaller than one year as
quickly fluctuating. The strength of the Granger causality from the stock prices
to the economic activity is analyzed both for the slowly fluctuating components
and for the quickly fluctuating components.
The decomposition of Granger causality in the frequency domain is relevant
for macro-economic policy makers. On the one hand, if the predictive power
is mainly at the slowly fluctuating components, then taking a priori corrective
actions based upon the information contained in the stock prices, would be
important. The reason is that the predicted slowdown (or boom) of these slowly
fluctuating components of the economic activity would last for a long period
of time. On the other hand, if the predictive power is mainly at the quickly
fluctuating components, taking corrective actions would be less important. The
reason is that stock price movements would only include predictive power for the
fast moving (and thus temporary) components of the economic activity.
A priori, we believe that the stock market can forecast the slowly fluctuating
components of the future economic activity more accurately than the quickly
fluctuating components. Our belief is that the latter consists of the idiosyn-
cratic elements in the economy which are more difficult to predict (Rua, 2010).
Consequently, the forward looking stock market (see Section 1.1) cannot foresee
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these idiosyncrasies and hence does not include them in the current stock prices.
Therefore, we formulate the following hypothesis:
Hypothesis. The Granger causality from the stock prices to the economic activity
is significant for the slowly fluctuating components, but insignificant for the quickly
fluctuating components.
To test this hypothesis, we focus on the G-7 countries. Quarterly data for
these countries is obtained from “Thomson Financial Datastream”. The sampling
period for each country is 1991Q1-2010Q2, so we have 78 observations per country.
A consequence of the quarterly sampling frequency is that the smallest observable
periodicity has a period of half a year.1 The period of the largest observable
periodicity is equal to the length of the sample period, which is 19.5 years.
For each country, a national stock price index is selected in the same way as
in Tsouma (2009) (see Table 1.1). We chose to work with a quarterly average of
the daily index values. We believe this is a more representative measure for the
entire quarter than the end of quarter values. A real stock price index is then
calculated by dividing this quarterly average by the consumer price index (CPI)
of the corresponding country. The seasonally adjusted nominal gross domestic
product (GDP), deflated by the CPI, is chosen as a measure for the economic
activity of each country. Thus, both the stock price index and the GDP are
expressed in prices of the domestic currency with as base date the country’s
CPI base date. Figures 1.3 and 1.4 (see Appendix 1.6.2) show the time plots of
respectively GDP and the stock price index in levels.
1.3 Methodology
The concept of Granger causality in the frequency domain was originally proposed
by Clive Granger in 1969 (Granger, 1969). Subsequently, Geweke (1982) proposed
a measure for this Granger causality in the frequency domain. Several test
procedures for Granger causality at a given frequency have been developed
for this Geweke measure. Geweke (1982) proposed a Wald-test that imposes
1 This smallest periodicity is called the Nyquist frequency. For details, see Hamilton (1994).
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Table 1.1: Choice of the stock price index and the base date of the consumer price index
(CPI) for each G-7 country.
Country Stock price index CPI base date
USA S&P 500 1982-1984
Japan Nikkei 225 2005
UK FTSE all shares 2005
Italy FTSE MIB 1995
France SBF 250 1998
Canada S&P/TSX Composite 2002
Germany DAX 30 2005
linear restrictions on the coefficient parameters. This test procedure was further
elaborated by Breitung and Candelon (2006). Yao and Hosoya (2000) have
developed an alternative Wald-type test which is based on non-linear restrictions
on the VAR parameters. Finally, Seth (2010) discusses tests based on bootstrap
and permutation resampling techniques. In this paper, we use the test procedure
of Breitung and Candelon (2006).
Testing for Granger causality in the frequency domain has been applied to
a wide range of research questions. Gronwald (2009) has studied the causal
relationship between the oil price and several other macroeconomic and financial
market variables. The causal effects of money, output and the output gap on the
inflation rate have been analyzed by Assenmacher-Wesche and Gerlach (2008b,d).
Lemmens et al. (2008) have studied the predictive value of production expectation
surveys in the frequency domain. Breitung and Candelon (2006) have analyzed
at which frequencies the interest rate spread has predictive power for the real
economic growth. The causal relationship between tax and government expendi-
tures has been analyzed in the frequency domain by Koren and Stiassny (1998).
Nishiyama (1997) applied the Geweke framework to the causality relationship
between export sector growth and non-export sector growth. McGarvey (1991)
used an adapted version of Geweke’s framework to test the neutrality of money
hypothesis that money growth has no causal effect on the relative price changes.
Next to economic applications, Granger causality techniques in the frequency
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domain have been extensively used to study the causal interactions in neural data
(e.g. Ding et al., 2006).
This methodology section is organized as follows. We consider both the single-
country and the multi-country setting. We discuss the model assumptions and
outline a test procedure for Granger causality in the frequency domain.
1.3.1 Single-country setting
We review the test procedure for Granger causality in the frequency domain of
Breitung and Candelon (2006). In this single-country setting, we want to test the
Granger causality of a univariate series Yt for another univariate series Xt within
the same country. In our setting, Yt is the growth rate of a national stock price
index and Xt is the domestic GDP growth rate.
Let Xt and Yt be two centered stationary time series. We assume a finite-order
vector autoregressive (VAR) representation of the form
Θ(L)
Xt
Yt
 =
Θ11(L) Θ12(L)
Θ21(L) Θ22(L)
Xt
Yt
 =
1t
2t
 , (1.1)
where Θ(L) = I −Θ1L−Θ2L2 − ...−ΘpLp is a 2 x 2 lag polynomial of order p
with LjXt = Xt−j and LjYt = Yt−j . The error vector t = (1t 2t)′ is assumed
to be multivariate white noise with E(t) = 0 and E(t
′
t) = Σ, where Σ is positive
definite and symmetric. Note that there is no intercept as we work with centered
data for ease of exposition.
As Σ is positive definite and symmetric, a Cholesky decomposition G′G = Σ−1
exists, where G is a lower triangular matrix and G′ is an upper triangular matrix.
Using this Cholesky decomposition, the MA representation of the system can be
expressed as Xt
Yt
 = Ψ(L)
η1t
η2t
 =
Ψ11(L) Ψ12(L)
Ψ21(L) Ψ22(L)
η1t
η2t
 , (1.2)
where Ψ(L) = Θ(L)−1G−1 and (η1t η2t)′ = G(1t 2t)′, so that cov(η1t, η2t) = 0
and var(η1t) = var(η2t) = 1. From (1.2), it is clear that Xt can be described
as a sum of two uncorrelated MA processes. In particular, it is the sum of an
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intrinsic component driven by past shocks in Xt and a component containing the
predictive power of the variable Yt. We can determine the predictive power of Yt
at each frequency ω by comparing the predictive component of the spectrum with
the intrinsic component at that frequency. It is said that Yt does not “Granger
cause” Xt at frequency ω if the predictive component of the spectrum of Xt at
frequency ω is zero. This motivates the measure of causality suggested by Geweke
(1982) and defined as
My→x(ω) = log
[
1 +
|Ψ12(e−iω)|2
|Ψ11(e−iω)|2
]
. (1.3)
This measure of causality is the ratio of the total spectrum divided by the intrinsic
component of the spectrum. It is expressed in this way so that My→x(ω) = 0 if
|Ψ12(e−iω)| = 0. Hence, the equation |Ψ12(e−iω)| = 0 provides a condition for no
Granger causality at frequency ω.
Breitung and Candelon (2006) have simplified the above condition for no
Granger causality at frequency ω to a set of linear restrictions on the coefficients
of the first component of the VAR model (1.1)
Xt =
p∑
j=1
Θ11,jXt−j +
p∑
j=1
Θ12,jYt−j + 1t, (1.4)
where Θ11,j and Θ12,j are the coefficients of the lag polynomials Θ11(L) and
Θ12(L). A necessary and sufficient set of conditions for no Granger causality at
frequency ω is given by 
∑p
j=1 Θ12,j cos(jω) = 0∑p
j=1 Θ12,j sin(jω) = 0.
(1.5)
The linear restrictions (1.5) on the coefficients can be tested by a standard
F-test. The resulting F-statistic is approximately distributed as F (2, T − 2p),
where 2 is the number of restrictions and T is the number of observations used to
estimate the VAR model of order p. Equivalently, the linear restrictions (1.5) can
be tested by an incremental R-squared measure test, quantifying the proportion
of explained variability of Xt lost due to the imposition of the two restrictions
in (1.5). It is defined as the difference between the R-squared measure R2 of the
10 Granger causality in the frequency domain
unrestricted model (1.4) and the R-squared measure R2∗ of the model estimated
under the restrictions (1.5):
IncrementalR2 = R2 −R2∗. (1.6)
This incremental R-squared measure can be interpreted as the strength of the
Granger causality from Yt to Xt at frequency ω and always lies between zero and
one. By plotting the incremental R-squared for the frequencies between 0 and pi,
one can visualize the strength of the Granger causality over the entire frequency
domain (0, pi). The null hypothesis of no Granger causality at frequency ω is
rejected at level α if
IncrementalR2 > F(2,T−2p,1−α)
2
T − 2p (1−R
2), (1.7)
where F(2,T−2p,1−α) is the α upper critical value of the F-distribution with 2 and
T − 2p degrees of freedom (Greene, 2011, page 102).
Finally, let us briefly discuss the choice of the lag order p in the VAR model
(1.1). We will always choose p ≥ 3, since for values p = 1 and p = 2,
the incremental R-squared is constant for all frequencies ω. Lemmens et al.
(2008) show in a simulation study that the Bayesian Information Criterion (BIC)
performs well for testing Granger causality in the frequency domain. Hence, we
use the BIC for determining the optimal lag length p of the VAR model. The
BIC is defined as
BIC(p) = ln det Σ̂ +
lnT
T
4p, (1.8)
where Σ̂ is the covariance matrix of the residuals of the estimated VAR(p) model.
Note that the number of regression parameters equals 4p. The selected lag length
is then the value of p ≥ 3 minimizing the BIC criterion (1.8).
1.3.2 Multi-country setting
In this section, we propose a multi-country test for the Granger causality in the
frequency domain, that captures the predictive power of Yt for forecasting Xt over
the G-7 countries. Combining information across multiple countries yields a more
powerful test.
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Consider the seemingly unrelated regression (SUR) equations
Xi,t =
p∑
j=1
αi,jXi,t−j +
p∑
j=1
βi,jYi,t−j + i,t for i = 1, ..., G, (1.9)
where Xi,t and Yi,t are the variables of country i at time t, i,t is the error term
of country i at time t, p is the lag length and G is the number of countries
under study. Note that the coefficients αi,j and βi,j are country specific and thus
heterogeneity between the countries is captured in the model. Whereas the error
terms are assumed to be uncorrelated across time, we allow for contemporaneous
correlation, capturing spillover mechanisms between the countries’ economic
activity. The estimation of the SUR model is performed by the feasible generalized
least squares estimator (FGLS).
Within the SUR model (1.9), we test a set of linear restrictions on the
parameters. To be specific, there is no Granger causality from Yt to Xt at
frequency ω if 
∑p
j=1 βi,j cos(jω) = 0 for i = 1, ..., G∑p
j=1 βi,j sin(jω) = 0 for i = 1, ..., G.
(1.10)
Similar to the single-country setting, we define an incremental R-squared
IncrementalR2 = R2 −R2∗, (1.11)
where R2 and R2∗ are the McElroy R-squared values of respectively the unre-
stricted and the restricted SUR model (McElroy, 1977). This McElroy value is
the traditional R-squared of the SUR model in stacked form and transformed
towards i.i.d. error terms (see Buse, 1979 and Greene, 2011, page 345). It is
extensively used as a goodness of fit measure in a SUR setting (e.g. Fraquelli
et al., 2004). The null hypothesis of no Granger causality at frequency ω in all
countries is rejected at level α if
IncrementalR2 > F(2G,G(T−2p),1−α)
2G
G(T − 2p) (1−R
2), (1.12)
where F(2G,G(T−2p),1−α) is the α critical value of the F distribution. The number
of restrictions is 2G, the total number of observations is GT and 2Gp is the
total number of estimated coefficients. Whereas this critical value is accurate
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for large sample sizes, a simulation study showed that there is size distortion for
smaller sample sizes.2 Therefore, in our application of stock prices we simulate a
critical value for the statistic IncrementalR2/(1−R2) using parametric residual
bootstrap. Consequently, when multiplying this value by (1 − R2), we get an
accurate critical value for the null hypothesis of no Granger causality in the
multivariate setting.
1.4 Results
We start with an analysis of the predictive power of the stock prices for the
economic activity for every single G-7 country. To get stationarity, we take GDP
and the stock price index in log differences. Hence Xt stands for GDP growth
rate and Yt for the growth rate of the stock price index. ADF-tests confirm that
Xt and Yt are stationary in almost all countries. Also, the null hypothesis of no
cointegration between the GDP series and the stock price index series (expressed
in logs) cannot be rejected, which is in line with Hassapis and Kalyvitis (2002).
The order of the VAR model is selected according to the BIC criterion (see Section
1.3.1). Next, the assumption of multivariate white noise of the error vector in the
VAR model (1.1) is verified for each country: heteroscedasticity is tested by a
multivariate arch-lm test and serial correlation is tested by a Portmanteau test.
For all countries, the assumption of multivariate white noise error terms is not
rejected.
Figure 1.1 presents the incremental R-squared test for Granger causality in the
frequency domain for all frequencies ω in (0, pi). The frequencies are expressed
as angular quarterly frequencies ω. These angular quarterly frequency can be
translated into a periodicity of S years by S = pi/(2ω). We consider the slowly
2 We simulated two processes under the null hypothesis and we computed the empirical rejection
rate over 10000 simulation runs. In particular, X is generated using parametric bootstrapping
from (1.9), where the β coefficients are set to zero (this ensures the absence of Granger
causality at all frequencies). We chose the α coefficients and the error covariance matrix
to be equal to the estimated coefficients and covariance matrix of our multivariate data,
respectively. Finally, Y is chosen to be equal to the stock price index values in our data and
the frequency ω is chosen pi/2.
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fluctuating components to have a periodicity larger or equal to one year, which
corresponds to the angular quarterly frequencies smaller or equal to about 1.5.
The quickly fluctuating components have a periodicity smaller than one year,
which corresponds to an angular quarterly frequency larger than 1.5. For each
G-7 country, the incremental R-squared, as defined in Section 1.3.1, is shown
together with its 5% critical value (see Equation 1.7). This incremental R-squared
is a measure for the strength of the Granger causality from the stock price index
growth to the GDP growth at the given frequency ω. Thus, the higher this
incremental R-squared at frequency ω, the more predictive power for the future
GDP growth is contained in the stock price index growth at that frequency ω.
If the value is higher than the 5% critical value, the stock price index is said to
significantly “Granger cause” the GDP growth at frequency ω.
For all countries, the incremental R-squared is significant at low frequencies.
This means there is significant Granger causality from the slowly fluctuating com-
ponents of the stock price index growth to the corresponding slowly fluctuating
components of the GDP growth. In other words, the stock price index growth
contains predictive power for the future GDP growth at the low frequencies. On
the other hand, the strength of the Granger causality is much smaller at the
high frequencies: the incremental R-squared at these high frequencies does not
reach the level of significance in none of the countries. This means that the
quickly fluctuating components of the stock price index growth cannot predict
the corresponding quickly fluctuating components of the future GDP growth. In
conclusion, the results are in line with our hypothesis of Section 1.2, which stated
that the Granger causality of the stock price index growth for the GDP growth is
significant at the low frequencies and insignificant at the high frequencies. These
results are also in line with Kim and In (2003) who found, using wavelet analysis,
that the stock prices have predictive power for the industrial production in the
USA at the lower frequencies (periodicities larger than sixteen months).3 Whereas
the wavelet analysis can handle non-stationary time series, the frequency domain
approach is more simple and handles stationary time series.
3 Kim and In (2003) also found significant Granger causality at the very short frequencies
(periodicity of two to eight months), which is not seen in our data.
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Figure 1.1: Granger causality test for the G-7 countries. The incremental R-squared
value is presented as a function of the frequencies ω in (0, pi). The horizontal line
represents the 5% critical value of the null hypothesis test of no Granger causality at
frequency ω.
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The average incremental R-squared at the low frequencies is about 0.08. This
means that, with regard to the slowly fluctuating components of the time series,
about 8% of the variation of the GDP growth can be explained by the past of the
stock price index growth, in addition to the variance already explained by the past
of the GDP growth. It should be noted that the average incremental R-squared
at the low frequencies is the highest (about 0.11) for France and the lowest (about
0.04) for the UK. This might indicate that the stock prices in France have more
predictive power than in the UK. Rather, we would interpret our results in a
more general way: we found that the stock price index growth has a significant
predictive power for the future GDP growth at the low frequencies and that these
results are valid for all countries under study.
Figure 1.2 presents the multi-country test for Granger causality in the
frequency domain for all frequencies ω in (0, pi).4 The incremental R-squared
value as defined in (1.11) is plotted versus the frequency. This value is a measure
for the strength of the Granger causality of the stock price index growth for the
GDP growth combining evidence of predictive power of the G-7 countries. Figure
1.2 shows that the incremental R-squared is significant for the slowly fluctuating
components and insignificant for the quickly fluctuating components. Thus, this
multi-country test confirms the empirical results of the single-country analysis:
whereas the slowly fluctuating components of the stock price index growth have
significant predictive power for the corresponding components of the future GDP
growth, this is not the case for the quickly fluctuating components.
The previous testing procedure consists of testing the Granger causality at one
frequency ω∗. As a robustness check, we analyzed the joint null hypothesis of no
Granger causality over a range of frequencies. In particular, we consider the slowly
fluctuating components (ω in the range ]0;pi/2[) and the quickly fluctuating com-
ponents (ω in the range ]pi/2;pi[). Two test statistics are considered respectively:
the maximum and the average of the incremental Rsquared value (1.6) over the
4 The lag length of the SUR model is chosen to be three, which is also the optimal lag length
for all the single-country VAR models. With regard to the SUR model (1.9), we found
neither serial correlation nor cross-country serial correlation of the error terms. Finally, it
was necessary to include country specific coefficients as we found these to be significantly
different.
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Figure 1.2: Multi-country Granger causality test for the G-7 countries. The incre-
mental R-squared value is presented as a function of the frequencies ω in (0, pi). The
horizontal line represents the 5% bootstrap critical value of the null hypothesis test of no
Granger causality at frequency ω.
ω values in the given range. Table 1.2 shows the value of these test statistics for
each country together with the corresponding 5% bootstrap critical value. We see
that the test statistics exceed the critical values on almost all cases for the slowly
fluctuating components, and never for the quickly fluctuating components. Only
for Japan, one test statistic for the slowly fluctuating components does not totally
reach the level of significance.5 The table confirms our results of Figure 1.1: the
Granger causality at the slowly fluctuating components is significant, whereas it
is insignificant at the quickly fluctuation components.
5 The non-significant result for Japan is not seen in robustness checks with a longer sampling
period.
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Table 1.2: The ‘maximum’ and ‘average’ test statistics and corresponding 5% bootstrap
critical value (cval) for the slowly and quickly fluctuating components of each country.
The values in bold are significant at the 5% level.
Slowly fluctuating components Quickly fluctuating components
Maximum test Average test Maximum test Average test
value cval value cval value cval value cval
USA 0.10 0.08 0.08 0.07 0.05 0.07 0.01 0.07
Japan 0.09 0.10 0.08 0.08 0.03 0.09 0.01 0.08
UK 0.05 0.04 0.04 0.04 0.03 0.04 0.02 0.04
Italy 0.11 0.08 0.09 0.06 0.05 0.07 0.03 0.06
France 0.15 0.08 0.11 0.06 0.03 0.07 0.02 0.07
Canada 0.08 0.06 0.08 0.05 0.04 0.06 0.02 0.05
Germany 0.11 0.10 0.09 0.08 0.03 0.09 0.02 0.08
1.5 Conclusion
In this paper, we have investigated the predictive power for the future domestic
economic activity that is contained in the domestic stock prices. Consistent
with the current literature on the topic, we have used the concept of Granger
causality to evaluate this predictive power. The main contribution of our research
is that we have decomposed the Granger causality in the frequency domain.
This analysis makes it possible to evaluate whether the predictive power is
concentrated at the slowly fluctuating components or at the quickly fluctuating
components. For this purpose, the Geweke (1982) test procedure has been
applied both in a single-country setting and in a multi-country setting. The
procedure is easy to implement (R-code is available on the author’s website:
https://sites.google.com/site/peterreusens/documents).
We focused on quarterly data for the G-7 countries. A national stock price
index and the domestic GDP are chosen as measures for the domestic stock
prices and the domestic economic activity, respectively. Both the single-country
and multi-country analysis have demonstrated that there is significant Granger
causality from the stock price index growth to the GDP growth at the slowly
fluctuating components. In contrast, this Granger causality is much weaker at
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the quickly fluctuating components. Therefore, the predictive power of the stock
prices for the future GDP is predominantly present at the low frequencies. In
particular, the slowly fluctuating components of past stock price growth rates can
explain on average about 8% of the variation of the slowly fluctuating components
of the GDP growth, in addition to the variation that is already included in the
past of the slowly fluctuating components of the GDP growth.
An alternative way to study Granger causality in the frequency domain was
proposed by Pierce (1979). A comparison between this test procedure and the test
procedure of Geweke (1982) was made in Lemmens et al. (2008). As a robustness
check, we have performed the Pierce test procedure, yielding similar outcomes
(results are available upon request). Also, using longer sampling periods, similar
results were obtained for both the Geweke and Pierce test for Granger causality
in the frequency domain, so our results are stable.6 Moreover, we have split the
data of each country in half and performed our test for Granger causality in the
frequency domain for the two sub-periods, yielding similar results. Finally, the
‘maximum’ and ‘average’ test statistics of the joint null hypothesis of no Granger
causality for on the one hand the slowly fluctuating frequencies and on the other
hand the quickly fluctuating frequencies also confirm our results.
One limitation of our study is that our empirical study cannot discriminate
between the channels behind the predictive power of the stock prices for the
economic activity. Our Granger causality framework only allowed to determine
the strength of the total predictive power, which is in line with other empirical
research on the issue. In the introduction, we briefly discussed two main channels
for the predictive power: on the one hand, a channel that emphasizes the forward
looking behavior of the stock market and on the other hand, a channel that focuses
on the causal effects of the stock prices on the economic activity. Future research
could look at the disentanglement of the predictive power of the stock prices for
the economic growth into these two channels. This knowledge would be of great
6 This prolonged dataset is one where we use all available data for each country: the start dates
are 1964Q1 (USA), 1980Q1 (Japan), 1969Q1 (UK), 1980Q1 (Italy), 1988Q1 (France), 1969Q1
(Canada) and 1991Q1 (Germany). A small point of difference with our shorter sampling
period is that the for the prolonged sample period, some quickly fluctuating components of
USA, UK and Canada were slightly significant.
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value to policy makers. In particular, if future studies would find that the causal
effect of the stock prices on the future economic activity is important, policy
makers can affect stock prices in order to stabilize the economy. Taking measures
that prevent extreme instabilities in stock prices could then be part of such a
stabilization policy (Duca, 2007). A related area for future research is to analyze
what structural factors drive the channels discussed above and how they differ
between the countries. Possible structural factors could be, among others, the
extent that economic and financial information is spread, the quality of financial
reporting of companies, the distribution of stock ownership across the population
and the proportion of foreign ownership of domestic shares.
Finally, future research can also study the interdependencies of stock prices
and economic activity between different countries. The existence of these
interdependencies across countries depends on the coupling or decoupling of the
countries’ economies and stock markets, which is a debated issue in the literature
(see for example Korinek et al. (2010)). It can be analyzed by including the stock
prices and GDP of the different countries as an independent variable in each
equation of the SUR model.
This paper is the first to study the Granger causality from the stock prices to
the economic activity in the frequency domain. The analysis was performed for
seven countries both in a single-country setting and in a multi-country setting.
We believe that our findings are generalizable to other markets that have a well-
developed stock market and large GDP. As such, we have repeated the study for
Australia, yielding similar results.
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1.6 Appendix
1.6.1 Overview of the empirical literature
Table 1.3: Overview of the empirical literature on Granger causality tests in the G-7
countries. For each study, the table shows the sample period, the sampling frequency,
the measure for economic activity and the outcome of the Granger causality test, which
can be significant (Y), not significant (N) or inconclusive (I).
Country Paper Sampling
period
Sampling
frequency
Economic
activity
measure
Granger
causality
USA Binswanger (2000) 1984-1995 M,Q IP N
Choi et al. (1999) 1957-1996 M,Q,A IP Y
Duca (2007) 1957-2004 Q GDP Y
Hassapis and Kalyvitis (2002) 1960-1997 Q,A IP Y
Henry et al. (2010) 1946-2004 M IP Y
Lee (1992) 1947-1987 M IP Y
Tsouma (2009) 1991-2006 M IP Y
UK Binswanger (2004) 1983-1999 Q GDP N
Choi et al. (1999) 1957-1996 M,Q,A IP Y
Duca (2007) 1970-2004 Q GDP Y
Hassapis and Kalyvitis (2002) 1960-1997 Q,A IP Y
Tsouma (2009) 1991-2006 M IP Y
Japan Binswanger (2004) 1983-1999 Q GDP N
Choi et al. (1999) 1957-1996 M,Q,A IP Y
Duca (2007) 1957-2004 Q GDP Y
Hassapis and Kalyvitis (2002) 1957-1997 Q,A IP Y
Tsouma (2009) 1991-2006 M IP Y
Canada Binswanger (2004) 1983-1999 Q GDP N
Choi et al. (1999) 1957-1996 M,Q,A IP Y
Hassapis and Kalyvitis (2002) 1957-1997 Q,A IP Y
Tsouma (2009) 1991-2006 M IP Y
France Binswanger (2004) 1983-1999 Q GDP N
Choi et al. (1999) 1957-1996 Q IP Y
Duca (2007) 1970-2004 Q GDP Y
Hassapis and Kalyvitis (2002) 1950-1996 Q,A IP N
Panopoulou (2009) 1988-2005 M IP Y
Tsouma (2009) 1991-2006 M IP Y
Italy Binswanger (2004) 1983-1999 Q GDP N
Choi et al. (1999) 1997-1996 M,Q,A IP N
Hassapis and Kalyvitis (2002) 1949-1997 Q,A IP N
Panopoulou (2009) 1988-2005 M IP Y
Tsouma (2009) 1991-2006 M IP Y
Germany Binswanger (2004) 1983-1999 Q GDP I
Choi et al. (1999) 1957-1996 M,Q,A IP Y
Duca (2007) 1970-2004 Q GDP N
Hassapis and Kalyvitis (2002) 1971-1996 Q,A IP N
Panopoulou (2009) 1988-2005 M IP Y
Tsouma (2009) 1991-2006 M IP Y
1.6. Appendix 21
1.6.2 Time plots of GDP and the stock price index
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Figure 1.3: Time plot of real GDP, expressed in millions (for Japan, UK, Italy, France
and Canada) or billions (for USA, Germany) of the domestic currency.
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Figure 1.4: Time plot of the stock price index in levels for the G-7 countries. The
stock price index shown in this figure is the quarterly average of the daily index values
deflated by the consumer price index (CPI) of each country.
Chapter 2
Linearly transforming variables in
the VAR model, how does it
change the impulse response?
Abstract
This paper analyzes the impulse response function of vector autoregression models
for variables that are linearly transformed. The impulse response is equal to the
linear transformation of the original impulse response if and only if the shock is equal
to the linear transformation of the original shock. In addition, sufficient conditions
are derived for the setting where the same type of shock is studied in the linearly
transformed and original model. In particular, we consider shocks in one error term
only, orthogonalized shocks and generalized shocks. A vector autoregression model with
expected inflation, the overnight target rate and a long term real interest rate that
replaces the corresponding long term nominal interest rate, illustrates the applicability
of our results.
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2.1 Introduction
The impulse response function of a vector autoregression (VAR) model is an
often used tool in macro-econometrics to analyze the response of the variables in
the model to different types of shocks. For many applications, it is of interest
to the empirical researcher to know how this impulse response function would
change if one or more variables in the VAR model are replaced by a linear
transformation of the original variables. A first example of such a transformation
is the replacement of a nominal growth rate variable in a VAR model that also
includes inflation by its corresponding real growth rate variable, which is the
difference between the nominal growth rate variable and inflation. A second
example is the replacement of a variable x by x/GDP in a VAR model that
also includes GDP and where x, GDP and x/GDP are either all expressed in
logs or in growth rates. A third example is the replacement of quarterly growth
rates variables by their corresponding linear approximation of the annualized
growth rates, which is four times the quarterly growth rate. A final example
is an alternative recursive ordering scheme with linearly transformed variables for
the identification of structural shocks.
This paper analyzes the impulse response for the general case of linearly
transformed variables. We name impulse responses to be ‘economically equivalent’
if the impulse response of the linearly transformed variables is equal to the linear
transformation of the original impulse response. Similarly, we denote shocks to
be ‘economically equivalent’ if the shock of the linearly transformed variables is
equal to the linear transformation of the original shock. A first result of the paper
is that the impulse responses are economically equivalent if and only if the shocks
are economically equivalent.
One can always derive the economically equivalent shock and response of the
linearly transformed model from the shock and response of the original model. For
example, Goodhart and Hofmann (2008) deduce the real house price response as
the difference between the nominal house price response and the inflation response.
However, the economically equivalent shock will not necessarily be of the same
type as the shock of the original model. For example, the economically equivalent
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shock of an orthogonalized shock identified using a recursive ordering scheme of
the original variables, will not necessarily be identified using a recursive ordering
scheme of the linearly transformed variables.
This paper studies under which conditions the shocks and responses will be
economically equivalent when the same type of shock is studied in the linearly
transformed and original model. One particular setting of this approach has been
previously analyzed by Christiano et al. (1999), who showed that the response
to an orthogonalized monetary policy shock identified using a recursive ordering
scheme, is invariant to the swapping of the ordering of variables that are either
ordered before the monetary policy variable or ordered after the monetary policy
variable. The contribution of our paper is to derive easy-to-verify sufficient
conditions for economic equivalence for a more general setting than in Christiano
et al. (1999). In particular, we study a general linear transformation of variables
and we analyze three different types of shocks that are commonly used by the
empirical researcher: (i) shocks in one error term only, as used by Lutkepohl (2005)
(ii) orthogonalized shocks identified using a recursive ordering scheme, which are
proposed by Sims (1980) and which are frequently interpreted as structural shocks
to the economy. (iii) generalized shocks, as proposed by Pesaran and Shin (1998).
As an illustrative example of economically equivalent and non-equivalent
responses, we compare the response to an orthogonalized shock for two estimated
three variable VAR models with lag length one, using a similar monthly Canadian
dataset for the period January 1994 until December 2002, as in Bhuiyan and Lucas
(2007). The variables of the first VAR model (Model 1) are the expected inflation
(piet ), the overnight target rate (OTt) and the one year nominal interest rate (Nt).
The variables of the second VAR model (Model 2) are piet , OTt and the one year
ex ante real interest rate (Rt), which are linear transformations of the variables of
Model 1.1 First, Figure 2.1 shows the response of the expected inflation and the
interest rate to a one standard deviation orthogonalized shock in the overnight
target rate, both for Model 1 and Model 2, where we assume the recursive ordering
1 Note that instead of the expected inflation and the ex-ante real interest rate used by Bhuiyan
and Lucas (2007), we use the actual inflation and the ex-post real interest rate as a proxy in
this illustrative example.
26 Linearly transforming variables in the VAR model
0 2 4 6 8 10 12
0.
00
0.
05
0.
10
horizon
Nominal interest rate (Model 1)
Real interest rate (Model 2)
Expected inflation (Model 1 and Model 2)
Figure 2.1: The response to a one standard deviation orthogonalized shock in the
overnight target rate with recursive ordering scheme (piet , OTt, Nt) for Model 1 and
(piet , OTt, Rt) for Model 2.
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Figure 2.2: The response to a one standard deviation orthogonalized shock in the
overnight target rate with recursive ordering scheme (Nt, OTt, pi
e
t ) for Model 1 and
(Rt, OTt, pi
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t ) for Model 2.
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schemes (piet , OTt, Nt) for Model 1 and (pi
e
t , OTt, Rt) for Model 2. The figure shows
that the response of piet is the same for the two models and that the response of Nt
is the sum of the responses of Rt and pi
e
t . Second, Figure 2.2 shows the responses
for the different recursive ordering schemes (Nt, OTt, pi
e
t ) for Model 1 and (Rt,
OTt, pi
e
t ) for Model 2. In contrast to Figure 2.1, the response of pi
e
t of the two
models differs and the response of Nt is not equal to the sum of the response of Rt
and any of the responses of piet . Therefore, while the impulse responses of Model
1 (Figure 2.1) are economically equivalent, those of Model 2 (Figure 2.2) are not.
The propositions of this paper can be used in practice to easily evaluate
when the same type of shock in the linearly transformed model will yield a
shock and response that are economically equivalent to those of the original
model. First, this can help the empirical researcher to narrow down the choice
between two alternative recursive ordering schemes for the identification of a
structural shock, one in terms of the original variables and one in terms of the
linearly transformed variables. In particular, our propositions show when these
two identification schemes will yield economically equivalent responses and thus,
they generalize the previously discussed conditions of Christiano et al. (1999)
for economic equivalence of alternative recursive ordering schemes with the same
variables to more general alternative ordering schemes with linearly transformed
variables. If a certain ordering scheme is deemed plausible, then recursive ordering
schemes that generate economically equivalent shocks and responses should be
equally plausible, such that it does not matter which of the two orderings the
researcher chooses. In contrast, if two recursive ordering schemes do not yield
economically equivalent responses, they cannot be both consistent with the same
economic model. In addition to orthogonalized shocks, we also discuss the
economic equivalence of both shocks in one error term only and generalized shocks.
Second, our propositions can be used to derive the responses of linearly
transformed variables based on the responses in existing empirical research and to
detect potential inconsistencies within or across empirical papers. For example,
similar to Figure 2.1, Kahn et al. (2002) separately analyze the response to a
monetary policy shock of a long term nominal interest rate and the response of
the corresponding long term ex-ante real interest rate, using two VAR models for
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Israeli data that also include the expected inflation. As they assume a recursive
identification scheme with expected inflation ranked before the interest rate for
both models, we will show that the response of the nominal interest rate should
be the sum of the response of the real interest rate and the response of expected
inflation. However, this expected relationship does not match with their reported
impulse responses on pages 1504-1505. In contrast to Kahn et al. (2002), the
responses of the real and nominal interest rate of Figure 2.1 and of Bhuiyan
and Lucas (2007), who perform a similar analysis on Canadian data, exhibit the
correct relationship.
This paper is organized as follows. Section 2.2 presents the vector au-
toregression model for both the original variables and the linearly transformed
variables. Next, Section 2.3 studies the relationship between the shocks and
impulse responses of these two models for different types of shocks. Section 2.4
then illustrates the applicability of our results, using above example of a three
variable VAR model with the expected inflation, the overnight target rate and a
real interest rate that replaces the corresponding nominal interest rate. Finally,
Section 2.5 concludes our findings.
2.2 The vector autoregression model
Consider the vector autoregressive representation of the n-dimensional stationary
time series yt
Φ(L)yt = c+ t,
where Φ(L) = I − Φ1L− Φ2L2 − ...− ΦpLp is a lag polynomial of order p, c is a
n-dimensional vector of constants and the n-dimensional vector t is multivariate
white noise with mean 0 and covariance matrix Σ. The moving average (MA)
representation of yt is then given by
yt = µ+ t +
∞∑
s=1
Ψst−s,
where µ is the mean of the stationary process and Ψs are absolute summable MA
coefficients (Hamilton, 1994).
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Next, we define the linearly transformed time series
y∗t = Ayt,
where A is assumed to be an invertible n× n matrix. The MA representation of
y∗t is given by
y∗t = Aµ+ 
∗
t +
∞∑
s=1
Ψ∗s
∗
t−s,
where ∗t = At is multivariate white noise with mean 0 and covariance matrix Σ
∗
and
Σ∗ = AΣAT (2.1)
Ψ∗s = AΨsA
−1. (2.2)
2.3 Impulse response function
Pesaran and Shin (1998) provide a flexible framework to analyze the response of
the variables to different types of shocks. In particular, the response at horizon s
of yt to a shock δ is given by
Is = Ψsδ s ≥ 0, (2.3)
where the lth row of the n dimensional vector Is represents the response of variable
l to the shock δ, which is a n×1 vector representing the composition of the shock.
Similarly, the response of y∗t at horizon s to a shock δ
∗ is given by
I∗s = Ψ
∗
sδ
∗ s ≥ 0. (2.4)
Definition 1. Using the notation above, we define shocks δ and δ∗ to be
economically equivalent if
δ∗ = Aδ. (2.5)
Similarly, we define impulse responses Is and I
∗
s to be economically equivalent if
I∗s = AIs. (2.6)
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Proposition 1a then provides a sufficient condition for economical equivalence
of the impulse responses and Proposition 1b gives a necessary and sufficient
condition for economical equivalence both of the impulse responses and of the
shocks.
Proposition 1. (a) If δ∗ and δ are economically equivalent, then the impulse
responses I∗s and Is are also economically equivalent for each s ≥ 0.
(b) For a given s ≥ 0, if Ψs is invertible, then δ∗ and δ are economically equivalent
if and only if I∗s and Is are economically equivalent.
We point out that at the sample level, the estimate of Ψs is invertible with
probability one for a VAR with lag length greater than zero if the innovations
follow a continuous distribution and that therefore, this invertibility condition
of Proposition 1b can be safely assumed in most empirical work.2 Next, we
emphasize that the composition of the shocks δ and δ∗ is chosen by the empirical
researcher, but that this paper focuses on cases in which the same type of shock
is analyzed in both models. Sections 2.3.1, 2.3.2 and 2.3.3 present sufficient
conditions for economic equivalence for the three frequently used types of shocks
which were discussed in Section 2.1: shocks in one error term only, orthogonalized
shocks and generalized shocks. From Proposition 1a, it follows that these sufficient
conditions for economic equivalence of the shocks are then also sufficient for
economic equivalence of the impulse responses.
2.3.1 Shock in one error term only
Consider a one unit or a one standard deviation shock in the jth error term only.
Then, the vectors δ and δ∗ have δj and δ∗j at the j
th position and zeros elsewhere,
where δj and δ
∗
j are either equal to one or equal to the standard deviation of the
jth error term.
2 Note that at the population level, Ψs is not always invertible. For example, Ψ2 is not
invertible for a bivariate VAR(p) model with coefficients Φ2 = −Φ1Φ1.
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Proposition 2. The sufficient conditions for economic equivalence of ‘shocks in
one error term only’ are:
(a) For a one standard deviation shock in the error term of the jth variable only:
the element of A at the jth row and jth column is greater than zero, all other
elements of the jth column of A are zero and all other elements of the jth
row of A are zero.
(b) For a one unit shock in the error term of the jth variable only: the jth element
of the jth column of A is one and the other elements of the jth column of A
are zero.
2.3.2 Orthogonalized shock
We study orthogonalized shocks that are identified using a recursive scheme. Let
the recursive ordering of the variables in the original and linearly transformed
model be given by the ordering of yt and y
∗
t , respectively. First, consider the
one standard deviation orthogonalized shock to variable j. The vectors δ and
δ∗ are then given by the jth column of respectively P and P ∗ of the Cholesky
decompositions
Σ = PPT and Σ∗ = P ∗P ∗T , (2.7)
where P and P ∗ are lower triangular matrices.
Proposition 3. A sufficient condition for economic equivalence of ‘one standard
deviation orthogonalized shocks’ in the variable j is that either
(a) A is lower triangular or
(b) There exist indices i and k both smaller than j or both larger than j such that
AB is lower triangular, where AB is obtained from A by swapping the ith and
kth rows and/or the ith and kth columns.
Second, consider the ‘one unit orthogonalized’ shocks δ and δ∗, which are given
by the jth column of respectively L and L∗ of the decompositions
Σ = LDLT and Σ∗ = L∗D∗L∗T , (2.8)
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where L and L∗ are lower unitriangular matrices and D and D∗ are diagonal
matrices.
Proposition 4. A sufficient condition for economic equivalence of ‘one unit
orthogonalized shocks’ is that either
(a) A is lower triangular with the jth diagonal element equal to 1 or
(b) there exist indices i and k both smaller than j or both larger than j, such that
AB is lower triangular with the jth diagonal element equal to 1, where AB
is obtained from A by swapping the ith and kth rows and/or the ith and kth
columns.
Condition (b) of Propositions 3 and 4 can be generalized to the swapping
of multiple rows and/or columns, provided that the indices of the rows and/or
columns of each swap are either both smaller than j or both larger than j. Note
that Propositions 3 and 4 are very similar, with the only difference that the latter
additionally requires the jth diagonal element of A, or of its swapped version AB ,
to be equal to one.
An important application of Propositions 3 and 4 is the detection of alternative
ordering schemes with linearly transformed variables that generate economic
equivalent orthogonalized shock to the jth variable, where j is a given number.
From the perspective of the empirical researcher, the distinction between these
identification schemes is then irrelevant and this knowledge allows the researcher
to focus his attention on the economic validation of the relevant ordering
assumptions. Note that the conditions of Christiano et al. (1999) for economic
equivalence of alternative recursive ordering schemes with the same variables are
a specific case of Propositions 3 and 4. Indeed, consider an orthogonalized shock
in variable j and an identification assumption where the ordering of the variables
i and k is swapped, with indices i and k either both smaller than j or both larger
than j. This corresponds to a transformation matrix A equal to the identity
matrix with rows i and k swapped. As A satisfies condition (b) of Propositions 3
and 4, the shocks are economically equivalent, which in this case means that δ∗
is equal to δ with swapped rows i and k.
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2.3.3 Generalized shock
In a generalized shock, proposed by Pesaran and Shin (1998), the change in
the error term of the shocked variable is accompanied by changes in the other
error terms that are expected to occur based on the correlations of the error
terms. Unlike the orthogonalized impulse response function, the generalized shock
does not make any identification assumptions as their aim is not to identify the
structural shocks.
First, the one standard deviation generalized shocks in the jth variable are
given by the vectors
δ =
Σ.j√
Σjj
and δ∗ =
Σ∗.j√
Σ∗jj
, (2.9)
where the subscript ‘.j’ denotes the jth column of the matrix and the subscript
‘jj’ denotes the element of the jth row and jth column of the matrix. We obtain
the following result.
Proposition 5. A sufficient condition for economic equivalence of a ‘one stan-
dard deviation generalized shock’ is that the jth row of A contains zeros for all
elements except the jth element and that the jth element is greater than zero.
Second, the one unit generalized shocks in the jth variable are defined as
δ =
Σ.j
Σjj
and δ∗ =
Σ∗.j
Σ∗jj
.
We obtain the following result.
Proposition 6. A sufficient condition for economic equivalence of a ‘one unit
generalized shock’ is that the jth row of A contains the value one at the jth position
and zeros elsewhere.
Note that the conditions in Propositions 5 and 6 are very similar, with the
only difference that the latter additionally requires the jth diagonal element to be
equal to 1.
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2.4 Example: Real versus nominal interest rate
This section applies the propositions in Section 2.3 to a three variable VAR
example with the expected inflation (piet ), the overnight target rate (OTt) and
a one year nominal interest rate (Nt). The transformed time series replaces Nt
by the one year ex ante real interest rate (Rt). This continues the illustrative
example given in Section 2.1. The vectors yt and y
∗
t are given by
yTt =
(
piet OTt Nt
)
and y∗Tt =
(
piet OTt Rt
)
,
with Rt = Nt − piet . Hence, the linear transformation matrix A is given by
A =

1 0 0
0 1 0
−1 0 1
 . (2.10)
For three different types of shocks, we apply the Propositions 2 to 6 of Section
2.3 to verify the economical equivalence of shocks between the model with
original variables yt and the model with linearly transformed variables y
∗
t . From
Proposition 1, it then follows that the economically shocks also yield economically
equivalent responses.
2.4.1 Shock in one error term only
The conditions for economically equivalence of Proposition 2a are satisfied for
one standard deviation shocks in the overnight rate. Subsequently, Proposition
2b establishes economical equivalence both for one unit shocks in the overnight
rate and one unit shocks in the interest rate.
2.4.2 Orthogonalized shock
For different recursive ordering schemes, we analyze the economical equivalence of
orthogonalized shocks between the model with original variables piet , OTt and Nt
and the model with linearly transformed variables piet , OTt and Rt. It is important
to highlight that different recursive ordering schemes of the original variables
and linearly transformed variables imply a different ordering of the variables in
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yt and y
∗
t , such that also the transformation matrix A will differ. Indeed, the
transformation matrix A only equals (2.10) for the pair of recursive orderings
(piet , OTt, Nt) and (pi
e
t , OTt, Rt).
The original and linearly transformed model each have six theoretically
possible orderings. Note that although we discuss all these recursive orderings
in this example, it is up to the empirical researcher to determine which recursive
identification assumption, if any, is justified based on economic theory. While this
paper does not make a stance on the appropriateness of a given recursive ordering
identification scheme, it provides a useful tool for the empirical researcher to
uncover which recursive orderings lead to economically equivalent shocks. Hence,
our paper narrows down the choice between all possible recursive ordering schemes
of the variables yt and y
∗
t to a choice between the relevantly different recursive
ordering schemes. For example, a researcher that hesitates between the recursive
orderings (piet , OTt, Nt) and (pi
e
t , OTt, Rt) for the identification of a shock, can use
our propositions to determine if these two orderings yield economically equivalent
shocks.
Panel (a) of Table 2.1 shows the corresponding transformation matrix A for
each combination of the possible recursive ordering schemes of the original and
the linearly transformed variables. Note that the diagonal blocks represent the
matrices A for the setting where the ordering of the linearly transformed variables
is the same as the ordering of the original variables, but with Rt replacing
Nt. Panel (b) shows the names of the structural shocks that are economically
equivalent. While in general, structural shocks do not necessarily correspond to
the model variables, their name in this example is chosen to be equal to that of
the variables for ease of exposition.
First, there are three pairs of recursive ordering schemes for which the original
and linearly transformed model have economically equivalent shocks in each of
the variables. Let us consider the top left pair of recursive ordering schemes
(piet , OTt, Nt) and (pi
e
t , OTt, Rt), for which the matrix A is given by (2.10). Note
that Kahn et al. (2002) and Bhuiyan and Lucas (2007) use both recursive
identification assumptions for identifying the shock in the overnight target rate.
Since A is lower triangular with diagonal elements equal to one, conditions (a) of
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Table 2.1: Panel (a) shows the 3 × 3 transformation matrix A for each combination
of the possible recursive ordering schemes of the original variables (columns) and the
linearly transformed variables (rows). Panel (b) indicates the variables for which the
shocks satisfy our sufficient conditions for economic equivalence: ‘all variables’ (All),
‘expected inflation’ (pie), ‘interest rate’ (N), ‘overnight target rate’ (OT ) or ‘none of the
variables’ (-).
(a)
(b)
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Propositions 3 and 4 are satisfied for the orthogonalized shock to each variable.
Hence, both the one unit shocks and the one standard deviation shocks will
be economically equivalent, such that both the response of piet and OTt will be
the same in the linearly transformed model and in the original model and the
response of Rt will equal the difference between the response of Nt and the
response of piet . Similarly, each of the shocks are economically equivalent for
the pair of recursive ordering schemes (piet , Nt, OTt) and (pi
e
t , Rt, OTt) (second
diagonal element), as well as for (OTt, pi
e
t , Nt) and (OTt, pi
e
t , Rt) (third diagonal
element), because the ranking of the interest rate after the expected inflation
makes that the corresponding transformation matrix A is lower triangular with
diagonal elements equal to one. Second, there are ten pairs of recursive ordering
schemes for which the conditions (b) of Propositions 3 and 4 are satisfied only
for a shock in one of the variables. Hence, shocks to this variable of the original
and linearly transformed model will also be economically equivalent. Finally, for
the remaining pairs of recursive ordering schemes, none of the shocks satisfies the
conditions of Propositions 3 and 4.
2.4.3 Generalized shock
The conditions in Propositions 5 and 6 are satisfied for generalized shocks in the
expected inflation and the overnight target rate. Therefore, for a generalized
shock in each of these variables, both the response of piet and OTt will be the
same in the model with linearly transformed variables and in the original model
and the response of Rt will equal the difference between the response of Nt and
the response of piet . In contrast, the conditions in Propositions 5 and 6 are not
satisfied for a generalized shock in the interest rate.
2.5 Conclusion
This paper studies how the impulse response function changes if one or more
variables in the VAR model are replaced by a linear transformation of the
original variables. For three types of shocks that are commonly used by the
38 Linearly transforming variables in the VAR model
empirical researcher, we provide easy-to-verify sufficient conditions for economic
equivalence of shocks and impulse responses, by which we mean that the shock
and response of the model with linearly transformed variables are equal to the
linear transformation of respectively the original shock and original response. In
particular, we consider shocks in one error term only, orthogonalized shocks and
generalized shocks.
Our propositions can be used to easily evaluate when the same type of shock
in the linear transformed system will yield an economically equivalent shock and
response. For orthogonalized shocks, this generalizes the conditions of Christiano
et al. (1999) for economic equivalence of alternative recursive ordering schemes
with the same variables to more general alternative ordering schemes with linearly
transformed variables. We have illustrated the applicability of our propositions
using a vector autoregression model with the expected inflation, the overnight
target rate and a real interest rate that replaces the corresponding nominal interest
rate.
2.6 Appendix
Proof of Proposition 1
(a). Let us assume that δ∗ and δ are economically equivalent, i.e. δ∗ = Aδ.
Then, it follows from (2.2), (2.3) and (2.4) that, for each s,
I∗s = Ψ
∗
sδ
∗ = AΨsA−1δ∗ = AΨsA−1Aδ = AIs,
which proves that the impulse responses I∗s and Is are economically equivalent.
(b). Assume that for a given s > 0, that I∗s and Is are economically equivalent
and that Ψs is invertible. Then, Ψ
∗
s is also invertible since A is assumed to be
invertible. It follows from (2.2), (2.3) and (2.4) that
δ∗ = Ψ∗−1s I
∗
s = (AΨsA
−1)−1AIs = AΨ−1s Is = Aδ,
which proves that the shocks δ∗ and δ are economically equivalent.
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Proof of Proposition 2
Take, without loss of generalization, j = 1. The shocks can be written as
δ = (δ1, 0 . . . 0)
T and δ∗ = (δ∗1 , 0 . . . 0)
T .
(a). For a one standard deviation shock, δ1 and δ
∗
1 are set the standard deviation
of the first error terms, denoted by
√
Σ11 and
√
Σ∗11, respectively. We have that
Aδ is equal to A.1
√
Σ11. Let us assume that the conditions of Proposition 2a are
satisfied for j = 1. Since A1. has zero elements except for the first position, it
follows from (2.1) that A11
√
Σ11 =
√
Σ∗11 and hence (Aδ)1 = δ
∗
1 . Since A.1 has
zero elements except for the first position, Aδ = δ∗.
(b). For a one unit shock, both δ1 and δ
∗
1 are set to one. Under the conditions
of Proposition 2b, Aδ simplifies to the first column of A, which equals δ∗. Hence,
by definition (2.5), the shocks δ and δ∗ are economically equivalent.
Proof of Proposition 3a
Let us assume that A is lower triangular. From (2.1) and (2.7), it follows that Σ∗ =
AΣAT = APPTAT = (AP )(AP )T . As both A and P are lower triangular, AP
is also lower triangular and therefore, AP is equal to the unique lower triangular
matrix P ∗ of the Cholesky decomposition of Σ∗. Therefore, the shock δ∗ is equal
to
δ∗ = P ∗.j = (AP ).j = A(P ).j = Aδ,
where the subscript ‘.j’ denotes the jth column of the matrix. This proves that
the shocks δ∗ and δ are economically equivalent.
Before proving Proposition 3b, an intermediate result is needed.
Lemma 1. Let B be the identity matrix of dimension n with rows i and k swapped,
with either i, k < j or i, k > j and where j is a given number with 1 ≤ j ≤ n. Let
P and PB be the lower triangular matrices of the Cholesky decompositions of the
n× n dimensional symmetric matrices Σ and BΣBT , respectively. Then,
PB.j = BP.j .
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Proof of Lemma 1. Let j be a given number with 1 ≤ j ≤ n. B can be
partitioned as
B =

B1 0 0
0 1 0
0 0 B2
 , (2.11)
where the scalar 1 is at position (j, j) and B1 and B2 are square matrices
respectively of size j − 1 and n − j. Either B1 or B2 is an identity matrix and
either B2 or B1 is an identity matrix where two rows are interchanged. Next,
partition P in the same way as B:
P =

P1 0 0
P2 p 0
P3 P4 P5
 , (2.12)
where p is a scalar and P1 and P5 are lower triangular matrices, respectively of
size (j − 1) and (n − j). Note that several submatrices in B and P disappear if
j = 1 or j = n.
Let LA and LB be the lower triangular matrices and QA and QB the
orthogonal matrices of decompositions B1P1 = LAQA and B2P5 = LBQB . Then,
BP can be written as
BP =

B1P1 0 0
P2 p 0
B2P3 B2P4 B2P5
 = L˜Q, (2.13)
with L˜ the lower triangular matrix
L˜ =

LA 0 0
P2Q
−1
A p 0
B2P3Q
−1
A B2P4 LB
 , (2.14)
and Q the orthogonal matrix
Q =

QA 0 0
0 1 0
0 0 QB
 .
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From (2.7), (2.13) and the fact that Q is an orthogonal matrix, it follows that
BΣBT = BPPTBT = L˜QQT L˜T = L˜L˜T .
As L˜ is lower triangular, it is equal to the unique lower triangular matrix PB of
the Cholesky decomposition of the symmetric matrix BΣBT . Hence, using (2.11),
(2.12) and (2.14), it follows that
PB.j = L˜.j =

0
p
B2P4
 = B

0
p
P4
 = BP.j ,
which proves Lemma 1.
Proof of Proposition 3b
Let AB be the lower triangular matrix that is obtained by swapping the rows i
and k and/or the columns i and k of A. Let BR be the identity matrix with
swapping of the same rows as to obtain AB and let BC be the identity matrix
with swapping of the same columns as to obtain AB . Note that both BR and BC
are symmetric matrices. Then,
AB = BRAB
T
C (2.15)
is lower triangular.
Denote
ΣBC = BCΣB
T
C (2.16)
Σ∗BR = BRΣ∗BTR. (2.17)
Applying Lemma 1 yields
PBC.j = BCP.j (2.18)
P ∗BR.j = BRP
∗
.j , (2.19)
where PBC and P ∗BR are the lower triangular matrices of the Cholesky decom-
positions of ΣBC and Σ∗BR , respectively.
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Since BR and BC are either ‘identity matrices’ or ‘swapping matrices’, B
T
R =
B−1R and B
T
C = B
−1
C and using (2.1), (2.15), (2.16) and (2.17), it follows that
Σ∗BR = BRAΣATBTR = BRAB
T
CBCΣB
T
CBCA
TBTR = A
BPBC (ABPBC )T .
(2.20)
As lower triangularity of AB and PBC implies that also ABPBC is lower
triangular, it follows from (2.20) that
P ∗BR = ABPBC . (2.21)
From (2.15), (2.18) and (2.21) and using BTCBC = I, it then follows that
P ∗BR.j = A
BPBC.j = BRAP.j . (2.22)
Finally, equaling the expressions for P ∗BR.j in (2.19) and (2.22) and premulti-
plying both sides of the equation by B−1R gives
P ∗.j = AP.j ,
which proves that shocks δ and δ∗ are economically equivalent.
Proof of Proposition 4a
The proof is similar to the proof of Proposition 3a. Let us assume that A is lower
triangular with the jth diagonal element equal to 1. Next, define X as a diagonal
matrix with diagonal elements equal to those of AL, which is a lower triangular
matrix with the jth diagonal element equal to 1. Note that since A is invertible,
X−1 exists. Using (2.1) and (2.8) it then follows that
Σ∗ = AΣAT = ALDLTAT = (ALX−1)(XDX)(ALX−1)T .
Hence, ALX−1 and XDX are respectively equal to L∗ and D∗ of the unique
decomposition Σ∗ = L∗D∗L∗T . Since X is a diagonal matrix with jth diagonal
element equal to one, it follows that
L∗.j = (ALX
−1).j = AL(X−1).j = AL.j ,
which proves the economic equivalence of the shocks δ and δ∗.
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Before proving Proposition 4b, an intermediate result is needed.
Lemma 2. Let B be the identity matrix of dimension n with rows i and k swapped,
with either i, k < j or i, k > j and where j is a given number with 1 ≤ j ≤ n.
Let L and LB be the lower unitriangular matrices and D and DB be the diagonal
matrices of the decompositions Σ = LDLT and BΣBT = LBDB(LB)T , where Σ
is a n× n dimensional symmetric matrix. Then,
LB.j = BL.j .
Proof of Lemma 2. Let j be a given number with 1 ≤ j ≤ n. B can be
partitioned as
B =

B1 0 0
0 1 0
0 0 B2
 , (2.23)
where the scalar 1 is at position (j, j) and B1 and B2 are square matrices
respectively of size j − 1 and n − j. Either B1 or B2 is an identity matrix and
either B2 or B1 is an identity matrix where two rows are interchanged. Next,
partition L and D in the same way as B
L =

L1 0 0
L2 1 0
L3 L4 L5
 (2.24)
D =

D1 0 0
0 d 0
0 0 D2
 ,
where L1 and L5 are lower unitriangular matrices, respectively of size j − 1 and
n− j, d is a scalar and D1 and D2 are diagonal matrices, respectively of size j−1
and n − j. Note that several submatrices in B, L and D disappear if j = 1 or
j = n.
Let D1/2, D
1/2
1 and D
1/2
2 be the principal square root of the diagonal matrices
D, D1 and D2 and let LA and LB be the lower triangular matrices and QA
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and QB the orthogonal matrices of the decompositions B1L1D
1/2
1 = LAQA and
B2L5D
1/2
2 = LBQB . Then,
BLD1/2 =

B1L1D
1/2
1 0 0
L2D
1/2
1 d
1/2 0
B2L3D
1/2
1 B2L4d
1/2 B2L5D
1/2
2
 = L˜Q, (2.25)
with L˜ the lower triangular matrix
L˜ =

LA 0 0
L2D
1/2
1 Q
−1
A d
1/2 0
B2L3D
1/2
1 Q
−1
A B2L4d
1/2 LB
 , (2.26)
and Q the orthogonal matrix
Q =

QA 0 0
0 1 0
0 0 QB
 .
Define X˜ as a diagonal matrix with diagonal elements equal to those of L˜.
Since these diagonal elements are strictly greater than zero, X˜−1 exists. From
(2.23), (2.25) and the fact that Q is an orthogonal matrix, it follows that
BΣBT = BLDLTBT = L˜QQT L˜T = L˜L˜T = (L˜X˜−1)(X˜X˜)(L˜X˜−1)T .
where L˜X˜−1 is a lower unitriangular matrix and X˜X˜ is a diagonal matrix. Hence,
L˜X˜−1 is equal to the lower unitriangular matrix LB of the decomposition ΣB =
LBDB(LB)T . Therefore, using (2.23), (2.24) and (2.26), it follows that
LB.j = (L˜X˜
−1).j =

0
1
B2L4
 = B

0
1
L4
 = BL.j ,
which proves Lemma 2.
Proof of Proposition 4b
The proof is similar to the proof of Proposition 3b. Let AB be the lower triangular
matrix with the jth diagonal element equal to 1 that is obtained by swapping the
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rows i and k and/or the columns i and k of A. Let BR be the identity matrix with
swapping of the same rows as to obtain AB and let BC be the identity matrix
with swapping of the same columns as to obtain AB . Note that both BR and BC
are symmetric matrices. Then,
AB = BRAB
T
C (2.27)
is lower triangular with the jth diagonal element equal to 1.
Denote
ΣBC = BCΣB
T
C (2.28)
Σ∗BR = BRΣ∗BTR. (2.29)
Applying Lemma 2 yields
LBC.j = BCL.j (2.30)
L∗BR.j = BRL
∗
.j , (2.31)
where LBC and L∗BR are the lower unitriangular matrices of the decompositions
ΣBC = LBCDBC (LBC )T and Σ∗BR = L∗BRD∗BR(L∗BR)T , where DBC and D∗BR
are diagonal matrices.
Since BR and BC are either ‘identity matrices’ or ‘swapping matrices’, B
T
R =
B−1R and B
T
C = B
−1
C and using (2.1), (2.27), (2.28) and (2.29), it follows that
Σ∗BR = BRAΣATBTR = BRAB
T
CBCΣB
T
CBCA
TBTR = A
BΣBC (AB)T .
Using the assumption that AB is lower triangular with the jth diagonal element
equal to 1, a similar derivation as in the proof of Proposition 4a can show that
L∗BR.j = A
BLBC.j . (2.32)
From (2.27), (2.30) and (2.32) and using BTCBC = I, it then follows that
L∗BR.j = A
BLBC.j = BRAB
−1
C BCL.j = BRAL.j . (2.33)
Finally, equaling the expressions for L∗BR.j in (2.31) and (2.33) and premulti-
plying both sides of the equation by B−1R gives
L∗.j = AL.j ,
which proves that shocks δ and δ∗ are economically equivalent.
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Proof of Proposition 5
Let us assume that the jth row of A contains zeros for all elements except for the
jth element which is equal to a strictly positive number c. Using (2.1), (2.9) and
the assumed structure on the jth row of A, δ∗ can be written as
δ∗ =
Σ∗.j√
Σ∗jj
=
[AΣAT ].j√
[AΣAT ]jj
=
AΣ[AT ].j√
[AΣAT ]jj
=
AcΣ.j√
c2Σjj
= A
Σ.j√
Σjj
= Aδ,
which proves the economic equivalence of the shocks δ and δ∗.
Proof of Proposition 6
The proof is analogous to the proof of Proposition 5.
Chapter 3
Detecting time variation in the
price puzzle: An improved prior
choice for time varying parameter
VAR models
Abstract
This paper compares Bayesian estimators with different prior choices for the time
variation of the coefficients of Time Varying Parameter Vector Autoregression models
using Monte Carlo simulations. Since the commonly used prior choice only allows for a
tiny amount of time variation, less informative priors are proposed. Additional empirical
evidence on the time varying response of inflation to an interest rate shock is provided for
USA. While a ‘price puzzle’ is detected for the period 1972-1979, the estimated response
of inflation to an interest rate shock is negative for most other time periods.
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3.1 Introduction
In order to account for changing macroeconomic relationships, Time Varying
Parameter Vector Autoregression (TVP VAR) models have been introduced to
relax the assumption of time invariance in the vector autoregression coefficients.
TVP VAR models typically impose a random walk assumption on the coefficients1,
where the covariance matrix of the innovations of the coefficients is denoted by
Q and controls the amount of time variation in the coefficients. Our paper is the
first Monte Carlo exercise that compares Bayesian estimators with different prior
choices for this ‘time variation parameter’ Q. We advance the usage of estimators
with more uninformative prior choices for Q. In a three variable empirical
application, we apply these estimators to study the time varying response of
inflation to an interest rate shock in the USA.
For typical macroeconomic data, we show that the prior choice for the
time variation parameter Q proposed by Primiceri (2005) and frequently used
in empirical research, only allows for a tiny amount of time variation in the
coefficients. In other words, we argue that the posterior estimate for the time
variation parameter Q of these papers is almost fully determined by the prior
and that it is nearly unaffected by the true time variation of the data generating
process. Therefore, the tiny amount of estimated time variation reported in these
papers does not inform on the true time variation present in the coefficients. As
a motivation for his strict prior choice against time variation, Primiceri (2005)
stated that a less informative prior would lead to overestimation of Q. But, we
show that less informative priors provide estimators with lower bias and lower
mean squared error. As a second motivation for his prior choice, Primiceri (2005)
states that the estimated time variation should be small for the model to have good
predictive power, in line with the study performed by Stock and Watson (1996)
on many bivariate macroeconomic time series. However, D’Agostino et al. (2013)
reports that his estimated model with substantial time variation in several of the
coefficients has good forecasting performance for USA unemployment, inflation
1 Intuitively, TVP VAR models can be thought of as models that discount the past and the
future in the sense that what happened long ago or far away in the future, gets little weight
in the estimation of the coefficient at a certain time period.
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and interest rate. Also, a forecasting exercise performed on our simulated data
shows that the TVP VAR models with a material amount of time variation
perform well. Finally, a third motivation for using the Primiceri (2005) prior
could be to allow for some small amount of time variation in the coefficients,
while not being interested in estimating the time variation parameter Q. We
argue that it then would be more transparent to set Q to a prespecified small
value rather than giving the false impression that the posterior estimate of the
time variation is driven by the data.
This paper compares the performance of Bayesian estimators for Q with
different prior choices using simulated data for both the univariate local level
model setting and a three variable TVP VAR model setting. As the true
amount of time variation in macroeconomic data differs between macroeconomic
applications, we compare the performance of the estimators over the range of
values of the time variation that is typically found in macroeconomic data. In
this way, our simulation exercise allows us to select the estimator that performs
well across this range of data configurations, avoiding to select an estimator that
coincidently does well for one particular setting. A related study is Korobilis
(2014), who compares different prior choices for Q using a forecasting exercise on
one specific USA macroeconomic dataset. Other related studies are the online
appendix of Baumeister and Peersman (2013) and Nakajima (2011), who both
perform a simulation study to evaluate if a structural break data generating
process can be fitted well by a time varying parameter regression model.
A second contribution of the paper is that we use the estimator of the TVP
VAR model with our improved prior choices to bring additional empirical evidence
on the question how the response of inflation to an interest rate shock varies
over time in the USA. Starting with Sims (1992) and Eichenbaum (1992), the
empirical research has often encountered a ‘price puzzle’ in this relationship, in
the sense that a positive interest rate shock is followed by a sustained inflation
rate rise (Rusnak et al., 2013). Recently, several researchers have investigated
whether the presence of this price puzzle varies over time. First, estimating a
three variable TVP VAR model, Primiceri (2005) and Baumeister et al. (2010)
report a small price puzzle which almost does not change over time. We argue
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that their near time invariant inflation responses are the consequence of their very
strict prior choice which does not allow for any sizable amount of time variation in
the coefficients. Second, using an estimated two regime Markov Switching Vector
Error Correction model, Francis and Owyang (2005) find a price puzzle for several
episodes before 1985 but not for the period after 1985. Third, estimating standard
VAR models on two different subsamples, Boivin and Giannoni (2006), Barth and
Ramey (2002), Castelnuovo and Surico (2010) and Hanson (2004) report that
the price puzzle only occurs for the subsample before 1979. An advantage of
using TVP VAR models over both constant VAR models applied on pre-defined
subsamples and Markov switching models is that we allow for continuous time
variation. Therefore, our results are not dependent on the sometimes arbitrary
choice of subsample boundaries or the number of regimes assumed in the Markov
switching model. Our main finding is that the price puzzle is predominantly
associated with the period 1972-1979.
In addition to the TVP VAR model with constant volatility used by for
instance Cogley and Sargent (2001) and Koop and Korobilis (2010), a stochastic
volatility extension was introduced to allow for a time varying conditional
covariance matrix of the series. Estimators for these TVP VAR models with
stochastic volatility have been developed by Primiceri (2005) and Cogley and
Sargent (2005) and they have been applied in macroeconomic applications by
Clark and Ravazzolo (2014), D’Agostino et al. (2013), Mumtaz and Sunder-
Plassmann (2013) and Sargent and Surico (2011), among others. As the focus of
the paper is on the estimation of the time variation parameterQ, this paper mostly
abstracts from the stochastic volatility and it estimates the TVP VAR model with
constant volatility. Our robustness check including stochastic volatility shows that
our main conclusions are transferable to the setting with stochastic volatility.
Our paper is organized as follows. Section 3.2 presents the time varying
parameter model and the estimators with the different prior choices. Afterwards,
the setup and results of the simulation exercise are discussed in Sections 3.3 and
3.4. Next, Section 3.5 discusses the empirical application in which we estimate the
time varying response of inflation to an interest rate shock using a three variable
TVP VAR model for the USA. Finally, Section 3.6 concludes our findings.
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3.2 Methodology
3.2.1 TVP VAR model
We use the homoscedastic TVP VAR model as discussed in Koop and Korobilis
(2010):
yt = XtBt + ut ut ∼ N(0,Σ) (3.1)
Bt = Bt−1 + νt νt ∼ N(0, Q), (3.2)
where Xt = IN ⊗ [1, y′t−1, ..., y′t−p], yt and ut are N × 1 vectors, N is the number
of variables, p is the lag length, Bt and νt are K × 1 vectors of the coefficients
with K = N(Np + 1). ut and νt are independently and normally distributed
innovations, respectively with covariance matrix Σ and Q. The state equations
are modeled as random walks, which involves permanent shifts in the coefficients
and which limits the number of parameters to be estimated. Moreover, we assume
that the Bt coefficients satisfy the stability criterion for a stable VAR, in line with
Cogley and Sargent (2005). Finally, we will use the ‘mean of the diagonal of Q’
as a measure for the amount of time variation in the coefficients.
3.2.2 Prior choices for the TVP VAR parameters
The Bayesian procedures use priors of the general form
B0 ∼ N(BˆOLS , 4 ∗ Cov(BˆOLS)) (3.3)
Σ ∼ IW (1 +N, IN ) (3.4)
Q ∼ IW (df, scale), (3.5)
where IW is the inverse Wishart distribution, BˆOLS and Cov(BˆOLS) are OLS
estimates on a training sample of the constant coefficient VAR model of the first
40 observations and df and scale respectively are the degrees of freedom and scale
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parameter of the inverse Wishart distribution.2
In this paper, we compare Bayesian estimators, i.e. the mean of the posterior
distribution, between prior choices that differ with respect to the degrees of
freedom and scale parameters of the inverse Wishart prior for Q. Table 3.1
presents these different prior choices. Estimator 1 uses a prior of the form IW (K-
1+,IK), where  is chosen to be 0.00001. In the univariate setting, this type of
prior has been used in the Bayesian literature as a non-informative prior for the
variance parameter (Gelman, 2006). Estimators 2, 3 and 4 have scale parameters
of the form k2Q ∗ df ∗ Cov(BˆOLS), with kQ equal to 0.01 and degrees of freedom
equal to ‘K-1+0.1’, ‘K-1+2’ or ‘K-1+20’, respectively. Estimator 4 equals the
prior choice proposed by Primiceri (2005) for the model with three variables and
two lags.
Table 3.1: Overview of the different prior choices for the inverse Wishart distribution
for Q (Equation 3.5). The first, second and third column show the name of the estimator,
the degrees of freedom and the scale of the inverse Wishart prior distribution, respectively.
Estimator name df scale
1. df=K-1+0.00001,scale=0.00001 K − 1 + 0.00001 0.00001IK
2. df=K-1+0.1,kQ=0.01 K − 1 + 0.1 0.012(K − 1 + 0.1) Cov(BˆOLS)
3. df=K-1+2,kQ=0.01 K − 1 + 2 0.012(K − 1 + 2) Cov(BˆOLS)
4. df=K-1+20,kQ=0.01 (Primiceri) K − 1 + 20 0.012(K − 1 + 20) Cov(BˆOLS)
An important feature of the estimators 2, 3 and 4 is that the scale parameter
of the prior of Q depends on Cov(BˆOLS), the variance of the estimated OLS
coefficient estimated on the training sample. One motivation for such a prior is
that the prior information has the same scale as the likelihood information, which
is a similar motivation as for the empirical Bayes prior and g-prior in classical
non-time varying models (Koop and Potter, 2004). Another motivation is that
2 For the inverse Wishart distribution of the K ×K dimensional Q to be a proper prior, the
degrees of freedom should be strictly greater than K− 1 (Muirhead, 1982). Note that for the
univariate case, the inverse Wishart distribution with scale equal to a and degrees of freedom
equal to b corresponds to an Inverse Gamma distribution with a scale parameter equal to a/2
and a shape parameter equal to b/2.
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coefficients of the data generating process who exhibit less time variation can be
more precisely estimated by a non-time varying VAR model. Therefore, it can
be reasonable to impose a smaller scale parameter for the prior distribution of
these coefficients. However, a disadvantage of this prior choice is that it is data
dependent and that the prior can be different even if the data generating process
is the same.
Table 3.2 shows the 1st and 99th percentiles of the mean of the diagonal
elements of Q for the different prior distributions both for the univariate local
level setting and for the three variable TVP VAR setting with two lags.3 First,
we assess whether the prior is vague by analyzing the difference between the 99th
and 1st percentile of the prior. While the 1st and 99th percentile are very close to
each other for prior 4, they are more distant for prior 3 and especially for prior 2.
Indeed, a lower degrees of freedom of an inverse Wishart distribution corresponds
to a less informative prior (Rossi et al., 2005). Second, we assess whether the prior
has some support for the very low values of Q by evaluating the 1st percentile
of the prior. This is important as the posterior estimate can be substantially
influenced by the steep descent of the inverse Wishart prior around zero (Harvey
et al., 2007). The 1st percentile of the priors 2, 3 and 4 are small enough such
that also very small values of Q can be estimated accurately. Finally, prior 1 is a
vague prior and it also has some support for the small values of Q. In sum, while
priors 1, 2 and to a lesser extent also prior 3, have mass for both the very low
values and the large values of the time variation coefficient, prior 4 is very strict
around a tiny value of Q.
3 For the univariate local level setting, the mean of the diagonal elements of Q is evidently
equal to Q since Q is unidimensional. For the three variable TVP VAR setting, the quantiles
of the mean of the diagonal of the prior distribution of Q are obtained by simulating from the
inverse Wishart distribution. For the prior choices 2, 3 and 4, we choose the median value
of Cov(BˆOLS) over the simulation scheme of Section 3.3 as the value for Cov(BˆOLS) in the
formula for the scale parameter.
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Table 3.2: The 1st and 99th percentiles of the prior distribution of the mean of the
diagonal elements of Q for the different prior choices are shown for the univariate local
level setting (Panel a) and for the three variable TVP VAR setting (Panel b).
(a) Univariate Local level setting df scale 0.01 0.99
1. df=0.00001,scale=0.00001 0.00001 0.00001 >10 >10
2. df=0.1,kQ=0.01 0.1 3e-08 1e-08 >10
3. df=2,kQ=0.01 2 6e-07 7e-08 3e-05
4. df=20,kQ=0.01 20 6e-06 2e-07 7e-07
(b) Three variable TVP VAR setting df scale 0.01 0.99
1. df=20.00001,scale=0.00001 20.00001 0.00001 >10 >10
2. df=20.1,kQ=0.01 20.1 4e-05 7e-05 >10
3. df=22,kQ=0.01 22 5e-05 1e-05 2e-03
4. df=40,kQ=0.01 40 9e-05 4e-06 6e-06
3.2.3 Estimation of the TVP VAR model
A Gibbs sampler algorithm is used which sequentially draws from the conditional
distributions p(BT |Σ, Q), p(Q|BT ,Σ) and p(Σ|BT , Q), where BT is the K × T
vector of the coefficients Bt for all time periods. Draws from p(B
T |Σ, Q) are
performed by the algorithm of Carter and Kohn (1994) (details can be found in
Primiceri, 2005) and draws from p(Q|BT ,Σ) and p(Σ|BT , Q) are performed by
sampling from the inverse Wishart densities
Σ|BT , Q ∼ IW
(
1 +N + T, IN +
T∑
t=1
(yt −XtBt)(yt −XtBt)′
)
(3.6)
Q|BT ,Σ ∼ IW
(
df + T, scale+
T−1∑
t=1
(Bt+1 −Bt)(Bt+1 −Bt)′
)
. (3.7)
In the simulation study, we use 2000 draws with a burn-in of length 1000 and a
thinning factor of 4 for the local level setting. For the three variable TVP VAR
model, we use 5000 iterations of the Gibbs sampler where we discard the first
2000 iterations as a burn-in. Then the posterior mean is used as the Bayesian
estimator. For the local level model only, we compute the maximum likelihood
estimator as a benchmark estimator.
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For the estimation of the TVP VAR, we restrict the coefficients Bt to a
stable VAR at each time period by using the algorithm developed by Cogley
and Sargent (2005) and used by Mumtaz and Sunder-Plassmann (2013), among
others. In particular, we only accept a proposed MCMC draw of the coefficients
if the coefficients are stable for every time period and we reject the MCMC draw
when the stability criterion is violated for at least one time period.4
3.3 Simulation setup
We perform a Monte Carlo study to compare the estimators with different prior
choices for the estimation of the time variation parameter Q. Sections 3.3.1 and
3.3.2 discuss the data generating process for the univariate local level setting with
K = 1 and for a three variable TVP VAR setting with K = 21, respectively. The
amount of time variation of these data generating processes ranges over values
that are typically found in macroeconomic data.
3.3.1 Local level model setting
We simulate data from the univariate local level model
yt = Bt + ut ut ∼ N(0,Σ) (3.8)
Bt = Bt−1 + νt νt ∼ N(0, Q), (3.9)
where yt is a univariate observed variable, Bt is a time varying intercept, ut
and vt are independently distributed innovations, Σ is the variance of the noise
innovations and Q is the variance that governs the amount of time variation in Bt.
Note that this local level model is the simplest setting of the TVP VAR model
of Section 3.2.1 with dimension of yt equal to one and lag length p equal to zero.
For each simulation design with a certain Q value, we simulate 200 time series.
4 The dlm package of Petris (2010) in R is used for the estimation of the univariate local level
model and an adapted version of the Matlab code of Koop and Korobilis (2010) is used for the
estimation of the three variable TVP VAR model. As discussed in Koop and Potter (2011),
it can take many iterations to accept a single draw of the Gibbs sampler, implying that the
algorithm with stability conditions on the coefficients can be very computer intensive.
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We want to generate simulated data similar to representative macroeconomic
data. Table 3.6 in Appendix 3.7.2 surveys the time varying parameter literature
and reports the estimated parameters for typical macroeconomic series expressed
in annualized percentage growth rates. For each study, the final column shows
the estimated λ parameter, which is defined as λ =
√
(Q/Σ)T and which is a
measure of the signal for time variation relative to the noise in the data. The
other columns show the sample size T , the amount of noise in the data Σ and the
amount of time variation in the coefficients Q. First, the estimated λ for papers
that use the ‘local level model’ (studies above the dotted line) ranges between
0 and 66. Second, for the more complex univariate models (studies below the
dotted line), the estimated λ varies even much more and lies between 0 and 412.
In our simulation exercise, we therefore consider 14 different simulation designs
with λ values ranging between 0 and 150. By setting the variance of the noise Σ
equal to 0.1, the initial value of Bt equal to 1 and the number of observations T
equal to 159, this corresponds to Q ranging between 0 and 0.16. If we translate
the time variation parameter Q to the 95th percentile of the absolute difference
between B159 and B1, then this difference ranges between 0 and 9.8.
5
3.3.2 Three variable TVP VAR model setting
We simulate from the TVP VAR model (3.1) and (3.2). We choose the number of
variables N equal to 3 and the lag length p equal to 2, in line with the model used
by Primiceri (2005) and Cogley and Sargent (2005). Followingly, the dimensions
of the parameters in the model are 21× 1 for Bt and νt, 3× 3 for Σ and 21× 21
for Q. Similar to the univariate local level setting of Section 3.3.1, we choose the
number of observations T to be equal to 159 and the covariance matrix of the error
terms Σ to be a scalar matrix with scalar 0.1. The initial value of Bt is a zero
vector and Q is a scalar matrix, such that all random walk modeled coefficients
Bt of our data generating process are independent and have the same amount of
time variation. We analyze different simulation designs where the scalar of the
Q matrix ranges between 0 and 0.002, which we believe to be representative for
5 The 95th percentile of the absolute difference between B159 and B1 can be easily computed
as
√
159Qz0.975, where z0.975 is the 97.5th percentile of the standard normal distribution.
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macroeconomic time series that are expressed in growth rates. The corresponding
95th percentile of the absolute difference between the coefficient Bi159 and B
i
1
ranges then between 0 and 0.98. We do not consider larger values for the scalar
of Q since they often result in non-stationary processes, which are not realistic
for macroeconomic growth rate time series. For each simulation design with a
certain Q value, we simulate 200 time series.
3.4 Simulation results
This section compares the performance of the Bayesian estimators with different
prior choices for the estimation of the true time variation parameter Q of the
TVP VAR model. Sections 3.4.1 and 3.4.2 respectively present the univariate
local level setting and the three variable TVP VAR setting.
3.4.1 Local level model setting
Figure 3.1 shows the median over the simulation runs of the estimated time
variation parameter Q for the Bayesian estimators with the different prior choices
of Table 3.2a and for the Maximum Likelihood estimator. The horizontal axis
represents the different values of the true time variation parameter Q of the data
generating process, which each corresponds to a different simulation design as
discussed in Section 3.3.1. The performance of the different estimators can be
assessed by comparing the vertical distance between the median of the estimated
Q parameter and the 45 degree line.
The Bayesian estimators 1 (df=0.00001,scale=0.00001) and 2 (df=0.1,kQ=0.01),
which have vague priors, perform very well over the entire range of values of the
true time variation parameter Q. Estimator 3 (df=2,kQ=0.01) also performs
well for the simulation designs with larger values of the true time variation
parameter Q, but it underestimates the time variation for the simulation designs
with lower values of Q. In contrast, Bayesian estimator 4 (df=20,kQ=0.01) largely
underestimates the time variation for all simulation designs. In other words, the
estimated Q of estimator 4 is almost not dependent on the actual amount of
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Figure 3.1: The median over the 200 simulation runs of the five different estimators
for Q of the local level model, as a function of the true value of Q. The different
lines represent the four different estimators of Table 3.2a and the maximum likelihood
estimator. The thick black line is the 45 degree line. Note that the axes have a logarithmic
scale and that zero values are shown by a split in the axes.
time variation in the coefficients of the data generating process. Finally, the
maximum likelihood estimator 5 performs well across the different simulation
designs. Especially, it outperforms the inverse Wishart priors for the simulation
design with zero time variation, because inverse Wishart priors do not have
support at zero and therefore overestimate the amount of time variation for
this simulation setting. However, the distribution of the maximum likelihood
estimator has a point mass at 0 when the true time variation is small, which is
called the ‘pile-up problem’ (Aguiar and Martins, 2005; Primiceri, 2005; Stock and
Watson, 1998). Because of this pile-up problem, we prefer the Bayesian estimators
1, 2 and 3 over the maximum likelihood estimator.
Next, each subfigure of Figure 3.8 in Appendix 3.7.1 corresponds to one
simulation design and shows the boxplot of the estimated Q of the local level
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model over the 200 simulation runs. In addition to the median, which is already
shown in Figure 3.1, these boxplots represent simplified visual representations of
the distribution of the estimated Q over the simulation runs. For most simulation
runs of each simulation design, the estimated Q of Bayesian estimators 1 and 2,
and to a lesser extend also estimator 3, are relatively close to the true Q value
of the data generating process. In contrast, for the first nine simulation designs,
which have Q values that range from small to moderately large, the posterior
estimates of Bayesian estimator 4 are very concentrated around a tiny value for
all simulation runs. Although the quartiles of estimator 4 are somewhat larger for
the simulation designs with very large Q values, they still largely underestimate
Q. Finally, note that the maximum likelihood estimator 5 has several estimates
equal to zero for the first nine simulation designs, due to the above discussed
pile-up problem.
For the different simulation designs and for the Bayesian estimators, Figure
3.2 shows the simulated Mean Squared Error (MSE) of the logarithm of Q, defined
as6
MSE =
1
200
200∑
s=1
(log Qˆs − logQ)2, (3.10)
where Qˆs is the estimated Q for the simulation s. This MSE is another metric
to evaluate the different estimators of Q. We prefer this MSE defined on the
logarithm of Q because an underestimation and an overestimation of Q by a
certain factor then have the same impact on MSE. We observe that for all
simulation designs, estimator 1 has the lowest MSE value, followed by estimators
2 and 3. Estimator 4 has a much higher MSE values across all simulation designs.
In summary, this simulation exercise for the univariate local level setting has
shown that estimator 4 (df=20,kQ=0.01) substantially underestimates the time
variation parameter Q and that for almost all simulation designs, estimators 1
(df=0.00001,scale=0.00001), 2 (df=0.1,kQ=0.01) and 3 (df=2,kQ=0.01) have a
lower bias and a lower mean squared error.
6 Note that the simulation design with the true Q equal to zero is not shown as its MSE is plus
infinity. Similarly, the MLE estimator is also not shown on the graph as its estimated MSE
is often minus infinity due to the occurrence of zeros in the MLE estimate of Q.
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Figure 3.2: Simulated mean squared error of the logarithm of the four different Bayesian
estimators of Q, as a function of the true value of Q.
3.4.2 Three variable TVP VAR model setting
Figure 3.3 presents, for each estimator and as a function of the true value of the
scalar of Q, the median over the 200 simulation runs of the estimated amount of
time variation, which we have defined in Section 3.2.1 as the mean of the diagonal
of the estimated Q.7 The performance of the different estimators can be assessed
by comparing the vertical distance between this median and the 45 degree line.
The Bayesian estimators 1 (df=20.00001,scale=0.00001), 2 (df=20.1,kQ=0.01)
and 3 (df=22,kQ=0.01) perform relatively well over the entire range of values of
the true time variation parameter Q. However, comparing Figure 3.3 to Figure
3.1, we acknowledge that the estimated amount of time variation is somewhat
less influenced by the true amount of time variation in this three variable setting
compared to the univariate local level model setting. Still, especially for the
simulation designs with larger values for the scalar of Q, they clearly outperform
7 Note that we exclude the elements of the diagonal of Q that correspond to the intercept
coefficients as these are different in nature from the other VAR coefficients.
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Figure 3.3: The Median over the 200 simulation runs of the mean of the diagonal of
the estimated Q of the three variable TVP VAR model, as a function of the true value
of Q. The different lines represent the four different estimators of Table 3.2b and the
thick black line is the 45 degree line.
estimator 4 (df=40,kQ=0.01), which largely underestimates the amount of time
variation. It is only for the two simulation designs with the lowest time variation
that estimator 4 performs well. The reason is that its prior choice is very strict
around a value close to the true value of Q in these two cases.
Next, each subfigure of Figure 3.4 corresponds to one simulation design and
shows the boxplot of the estimated time variation over the simulation runs, giving
a simplified visual representations of the estimators. While the estimated Q of
Bayesian estimators 1, 2 and 3 are relatively close to the true Q value of the
data generating process for most simulation runs, the posterior estimate of Q of
Bayesian estimator 4 is very concentrated around a tiny value for all simulation
designs.
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Figure 3.4: Each subfigure corresponds to one simulation design and shows the
boxplot of the mean of the diagonal of the estimated Q of the three variable TVP
VAR model over the 200 simulation runs. The title of each subfigure, as well as the
horizontal line, represent the true value of the scalar of the scalar matrix Q of the data
generating process. The horizontal axis represents the different estimators which are
labelled 1 (df=20.00001,scale=0.00001), 2 (df=20.1,kQ=0.01), 3 (df=22,kQ=0.01) and
4 (df=40,kQ=0.01).
Figure 3.5 shows the mean of the simulated mean squared error, as defined in
(3.10), of the diagonal elements of the logarithm of each of the four estimators of
Q, for the different simulation designs. In line with our discussion of Figure 3.3
and 3.4, estimators 1, 2 and 3 outperform estimator 4 for almost all simulation
designs. Estimator 4 only performs well for the simulation design for which the
amount of time variation Q is small, corresponding to the value imposed by its
prior. While for the simulation designs with medium Q values, estimator 1 and 3
are best, estimator 2 does better for the largest Q values.
3.4. Simulation results 63
0
5
10
15
20
25
30
True time variation (scalar of Q)
M
ea
n 
of
 th
e 
M
SE
 o
f t
he
 d
ia
go
na
l e
le
m
en
ts
 o
f t
he
 lo
g 
of
 Q
1e−05 1e−04 1e−03
1
1 1 1 1
1 1
2
2
2 2 2 2
23
3 3
3 3
3 3
4
4
4
4
4
4
41. df=20.00001,scaleQ=0.00001
2. df=20.1,kQ=0.01
3. df=22,kQ=0.01
4. df=40,kQ=0.01
Figure 3.5: Mean of the simulated mean squared error of the diagonal elements of the
logarithm of each of the four estimators of Q, as a function of the true value of the scalar
of Q.
Also, we have performed a forecasting comparison. For the different simulation
designs and for the different estimators, we simulate the Mean Squared Forecast
Error (MSFE) at horizon 1
MSFE =
1
200× 3
200∑
s=1
||yoT+1,s − yˆT+1,s||2 (3.11)
yˆT+1,s = XT+1,sBˆT,s, (3.12)
where yoT+1,s is the value of the series in the s
th simulation at time T + 1, yˆt+1,s
is its forecast and BˆT,s is the posterior mean of the coefficient vector at the
last observation of the sample of the sth simulation BT,s. The top row of Table
3.3 shows the benchmark MSFE of the forecast that uses the true value of the
parameters BT rather than its estimate. The other rows of the table show the
‘Relative Mean Squared Forecast Error’, defined as the ratio of the MSFE to the
benchmark MSFE.
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Table 3.3: The top row of the table presents the MSFE at horizon 1 of the forecast using
the true value of the parameters BT . The other rows show the relative MSFE at horizon
1 of the different estimators. The different columns correspond to different simulation
designs.
Time variation 0 2e-5 6e-5 1e-4 3e-4 4e-4 8e-4 2e-3
Benchmark MSFE True BT 0.10 0.11 0.11 0.11 0.10 0.09 0.10 0.14
1. df=20.00001,scaleQ=0.00001 1.09 1.03 1.07 1.16 1.21 1.31 1.63 1.92
2. df=20.1,kQ=0.01 1.09 1.05 1.09 1.18 1.21 1.32 1.59 1.82
3. df=22,kQ=0.01 1.08 1.03 1.07 1.18 1.20 1.28 1.66 1.91
4. df=40,kQ=0.01 1.08 1.03 1.07 1.18 1.22 1.34 1.80 2.30
For most simulation designs, the benchmark MSFE approximates the scalar
value 0.1 of the scalar error term covariance matrix Σ, becauseBT+1 is close toBT .
The relative MSFE of the estimators is worse for simulation designs with larger
time variation, since it is more difficult to accurately estimate the coefficients BT .
While we observe that the forecast performance of all estimators is very similar
for the simulation designs with low amount of time variation, estimators 1, 2 and
3 outperform estimator 4 for the simulation designs with larger amount of time
variation.
Finally, Table 3.4 shows for each estimator and simulation design, the average
number of rejected Gibbs draws, being Gibbs samples BT that do not meet the
stability criterion.8 The larger the estimated Q, the more the coefficients can
vary over time and the more often iterations are proposed that do not meet the
stability criterion. Therefore, the average number of rejected draws is larger for
estimators 1, 2 and 3 than for estimator 4. Indeed, given that the estimated
amount of time variation of estimator 4 is always small, the probability that its
estimated coefficients move into the non-stationary region is low for a finite sample
with only a few hundred observations.
8 We have discarded time series in the rare cases for which the stability conditions were not
met in less than 30000 iterations.
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Table 3.4: The average number of iterations to find a stable draw of the Gibbs sampler.
0 2e-5 6e-5 1e-4 3e-4 4e-4 8e-4 2e-3
1. df=20.00001,scaleQ=0.00001 0.00 0.00 0.00 0.01 0.04 0.30 2.18 10.15
2. df=20.1,kQ=0.01 0.01 0.01 0.01 0.02 0.12 1.32 4.66 13.85
3. df=22,kQ=0.01 0.00 0.00 0.00 0.00 0.08 0.62 3.06 10.11
4. df=40,kQ=0.01 0.00 0.00 0.00 0.00 0.05 0.08 0.94 1.50
Overall, this simulation exercise for the three variable TVP VAR setting has
shown that for most simulation designs, estimators 1 (df=20.00001,scale=0.00001),
2 (df=20.1,kQ=0.01) and 3 (df=22,kQ=0.01) outperform estimator 4 (df=40,
kQ=0.01) (df=40,kQ=0.01) with respect to bias, mean squared error and out
of sample forecast performance. The reason is that estimator 4 substantially
underestimates the time variation parameter Q for most simulation designs.
3.5 Data application: the price puzzle
In this section, we estimate the time varying effect of an interest rate shock on
inflation using a three variable TVP VAR model with two lags for the USA.
We compare the results between the different estimators of Table 3.2b.9 We
show that the ‘price puzzle’ phenomenon, which is a contractionary interest rate
shock leading to a sustained rise in inflation, is predominantly associated with
the time period 1972-1979. We use the same variables as Primiceri (2005): the
annualized quarterly growth rate of a seasonally adjusted chain weighted GDP
price index, the seasonally adjusted civilian unemployment rate and the seasonally
unadjusted yield on the three-month Treasury bills. The data is obtained from
the ‘Federal Reserve Economic Data’ database for the sample period from 1953Q1
until 2014Q1. Figure 3.6 shows the time plot of our data.
We analyze the time varying inflation response to a 1 percentage point shock in
the interest rate. In particular, we show how our alternative estimators change the
9 For the estimation of the TVP VAR model, we use 4000 iterations of the Gibbs sample where
we discard the first 2000 iterations as a burn-in.
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Figure 3.6: Time plot of inflation, unemployment rate and nominal interest rate for
USA.
results reported in Figure 2 of Primiceri (2005).10 Similar to Primiceri (2005), we
make the identification assumption that an interest rate shock affects inflation and
unemployment with at least one period of lag. For calculating impulse responses
at each time t, we follow Primiceri (2005) and Koop and Korobilis (2010) by
considering the coefficients at time t as fixed for the entire response horizon. For
each estimator, Figure 3.7 shows how the inflation response after one and four
quarters to a one unit interest rate shock evolves over time.
The inflation response of estimator 4 (‘df=40,kQ=0.01’) is almost time invari-
ant.11 For the entire sample period, the response of estimator 4 after one and four
quarters shows a small and time invariant ‘price puzzle’ in the sense that a one
percentage interest rate shock leads to an estimated rise in inflation of about 0.1
percent. Primiceri (2005) considers this ‘near time invariant response’ as evidence
that the response of the economy to orthogonal interest rate shocks does not vary
10 We actually compare our results with Del Negro and Primiceri (2015), which uses a corrected
version of the Gibbs sampler elaborated in Primiceri (2005) and has impulse response
functions slightly different from Primiceri (2005).
11 Similarly, the responses of unemployment and interest rate to an interest rate shock also did
not show much time variation (Results are available upon request).
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Figure 3.7: Time varying inflation response after (a) one and (b) four quarters to an
interest rate shock with 10th, 50th and 90th percentiles of the posterior distribution.
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much over time. In contrast, we believe that the almost constant response is an
artifact of the prior choice ‘df=40,kQ=0.01’ as this prior does not allow for a
material amount of time variation in the coefficients Bt. Hence, we argue that
this estimated amount of time variation in the inflation response does not inform
on the actual amount of time variation.
For estimators 1 (‘df=20.00001,scale=0.00001’), 2 (‘df=20.1,kQ=0.01’) and
3 (‘df=22,kQ=0.01’), the response of inflation to an interest rate shock shows
much more time variation. We find a large price puzzle that is predominantly
present for the time period 1972-1979. During this time period, the estimated
inflation response after one quarter to an interest rate shock lies between 0.1%
and 0.2% for estimator 1, between 0% and 0.3% for estimator 2 and between 0.2%
and 0.4% for estimator 3. For estimators 1 and 3, the 80% Bayesian confidence
interval of these responses has values that are all greater than zero. Also the
estimated response after four quarters during this time period remains positive
and for estimator 2 and its 80% Bayesian confidence interval has values that are
all greater than zero. The price puzzle mostly disappears for the time periods
before 1972 and after 1979: the estimated response of inflation to an interest rate
shock becomes mostly negative. In particular, the estimated responses at the four
quarter horizon mostly range between −0.3% and 0%.
Our findings on the presence of the price puzzle in the period 1972-1979 and
on the absence of it in the period after 1979 are in line with Boivin and Giannoni
(2006), Barth and Ramey (2002), Castelnuovo and Surico (2010) and Hanson
(2004), who report that the price puzzle is only present for their standard VAR
model estimated on the subsample before 1979. Also, the results are supported
by Francis and Owyang (2005), who find a price puzzle only for several episodes
before 1985, using a Markov switching model. Finally, there are three explanations
that can account for the time variation in the presence of the price puzzle.
(i) The price puzzle in the period before 1979 can be the result of a strong cost
transmission channel of monetary policy during that period: if the inflationary
impact of this cost channel is stronger than that of the demand channel, the
inflation would rise in response to a monetary policy shock. Barth and Ramey
(2002) and Tillmann (2009) have showed that this cost channel was strong
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before 1979 and became weaker afterwards. They argue that the financial
deregulation, the absence of credit actions of the Federal Reserve, the change
from a fixed to floating exchange rate regime and decreased financial frictions
have contributed to this decrease in the impact of the cost channel. However,
Castelnuovo (2012) and Rabanal (2003) report that including a cost channel
in their New Keynesian DSGE models cannot produce a price puzzle.
(ii) Using an estimated regime switching DSGE model with changes in regimes
between determinacy and indeterminacy, Belaygorod and Dueker (2009)
reports that a price puzzle is present during the 1972-1981 indeterminacy
regime. Many researchers have indeed found that the monetary policy before
the appointment of former Federal Reserve chairman Paul Volcker in October
1979 was too passive in response to inflationary pressures, which led to
indeterminacy (Clarida et al., 2000; Cogley and Sargent, 2005). After 1979,
the monetary policy became more active in the sense that the nominal interest
rate then responded more than proportionally to inflation changes and this
consequently led to determinacy. Belaygorod and Dueker (2009) claim that
in the indeterminacy regime of the 1970s, there was a self-fulfilling belief
that interest rate shocks are cost-push shocks implying that the price puzzle
is a genuine consequence of the indeterminacy regime, rather than a false
finding. In contrast to the model of Belaygorod and Dueker (2009) however,
the estimated DSGE model with indeterminacy of Castelnuovo and Surico
(2010) and Lubik and Schorfheide (2004) did not produce a price puzzle during
the indeterminacy periods.
(iii) Many researchers have posited that the price puzzle is a false finding that
arises due to the misspecification of the monetary policy shock. In particular,
the omission of the variables ‘expected future inflation’ and ’potential output’
is said to spuriously produce a price puzzle (Giordani, 2004; Sims, 1992).
In addition, Carlstrom et al. (2009) show that the recursive identification
assumption can create a price puzzle when this identification assumption is
wrong. However, none of the proposed remedies for these misspecifications
of the monetary policy shock have been able to fully solve the price puzzle
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(Demiralp et al., 2014).
As a robustness check, we estimated the TVP VAR model with stochastic
volatility. The model and estimation methodology is elaborated in Appendix
3.7.3. Figure 3.9 in Appendix 3.7.3 shows the time varying inflation response to
an interest rate shock after one and four quarters. In line with our baseline model,
estimators 1, 2 and 3 show a price puzzle that is predominantly associated with
the period 1972-1979 and the inflation response of estimator 4 only varies slightly
over time.
Another observation is that for the recent period after 2008, the effect of
an interest rate shock on inflation increases for most estimators. For estimator
2 and 3, the median response even becomes positive, which might suggest the
return of the price puzzle. However, we caution with interpreting interest rate
shocks after 2008Q4 as the short term interest rate was stuck at the zero lower
bound and monetary policy during this period was more focused on influencing
the long-term interest rates through unconventional monetary policy measures
such as large-scale asset purchases and forward guidance. As a robustness check,
we replace the nominal interest rate by a ‘shadow rate’ as introduced by Wu and
Xia (2014) for the ‘zero lower bound period’ after 2008Q4. This shadow rate is
estimated using forward interest rates and it is a measure for monetary policy
that incorporates both the traditional nominal interest rate measure and the
unconventional monetary policy measures. Figure 3.10 in Appendix 3.7.4 shows
the response of inflation to an interest rate shock for this new dataset after one
and four quarters. While the results for the period before 2008Q4 are very similar
to our baseline responses of Figure 3.7, we observe that for most estimators, the
response stays negative and does not increase for the period after 2008Q4.
Finally, for each estimator, Table 3.5 shows the mean of the diagonal of the
posterior mean of Q (excluding intercept components) (i) for the baseline TVP
VAR model, (ii) for the TVP VAR model with stochastic volatility and (iii) for
the TVP VAR model with the shadow interest rate. Estimator 4 indeed returns
a tiny amount of time variation: for the baseline model, the estimate is 6.6 ∗
10−6, corresponding to a value of only 0.07 for the 95th percentile of the absolute
difference of the autoregressive coefficients over the period 1963Q2-2014Q1. For
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Table 3.5: Mean of the diagonal of the estimated Q for the baseline model, for the
model with stochastic volatility and for a model with the shadow rate.
Estimator 1 2 3 4
Baseline model 4.9e-04 9.2e-04 7.4e-04 6.6e-06
Stochastic volatility 2.4e-04 2.0e-03 1.9e-03 6.8e-06
Shadow interest rate 4.0e-04 1.6e-03 1.2e-03 6.2e-06
the other estimators 1, 2 and 3, this value is substantially larger and ranges
between 0.62 and 0.85. A similar finding holds for the model with stochastic
volatility and for the model using the shadow interest rate.
3.6 Conclusion
In the recent macro-econometric literature, Time Varying Parameter Vector
Autoregression (TVP VAR) models have often been applied to model time varying
relationships between macroeconomic variables. This paper is the first Monte
Carlo simulation study that compares Bayesian estimators with different prior
choices for the time variation coefficient Q of these models. In particular, we
conducted a simulation study both for the univariate local level model setting
and a three variable TVP VAR model setting where the time variation of the
different data generating processes ranges over values that are typically found in
macroeconomic data.
Our main finding is that, both for the univariate local level setting and
the three variable TVP VAR setting, estimator 4 (df=K-1+20,kQ=0.01) largely
underestimates the amount of time variation in the VAR coefficients for most
simulation designs, because its prior choice is too strict around a very small value
of the time variation. Unfortunately, starting with Primiceri (2005) for a three
variable TVP VAR setting, this prior choice has been often used in empirical
research. We advance the use of less informative priors for the time variation coef-
ficient. In particular, we have shown that estimator 1 (df=K-1+0.00001,scale=K-
1+0.00001), 2 (df=K-1+0.1,kQ=0.01) and 3 (df=K-1+2,kQ=0.01) have better
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performance for most simulation designs. Conveniently, as our proposed prior
choices of Q remain inverse Wishart distributions, the MCMC estimation algo-
rithm developed by Primiceri (2005) to estimate the TVP VAR model does not
change.
Our improved prior choices are used to estimate the time varying inflation
response to an interest rate shock using a three variable TVP VAR model for the
USA. We detect considerable time variation in the impulse response function. In
particular, we find that the ‘price puzzle’ phenomenon is predominantly associated
with the period 1972-1979 and that the response of inflation to an interest
rate shock is substantially negative for most other time periods. This finding
is in line with empirical evidence from non-time varying VAR models applied
on different subsamples, Markov switching models and estimated DSGE models
with indeterminacy. Our finding differs from the almost time invariant inflation
responses reported by Primiceri (2005) and Baumeister et al. (2010) and we argue
that their near time invariance is the consequence of their very strict prior choice
against any material amount of time variation in the coefficients.
This paper studies the estimation of the amount of time variation in TVP VAR
models. Our proposed inverse Wishart prior choices perform well in a variety of
simulation studies. We have shown the relevance of using our improved prior
choice for TVP VAR models by their ability to detect time variation in the price
puzzle.
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3.7 Appendix
3.7.1 Estimated time variation of the local level model
Figure 3.8: Each subfigure corresponds to one simulation design and shows
the boxplot of the estimated Q of the local level model over the 200 simulation
runs. The title of each subfigure, as well as the horizontal line, shows the true Q
value of the data generating process. The horizontal axis represents the different
estimators which are labelled 1 (df=0.00001,scale=0.00001), 2 (df=0.1,kQ=0.01),
3 (df=2,kQ=0.01), 4 (df=20,kQ=0.01) and 5 (Maximum Likelihood estimator).
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3.7.3 The TVP VAR model with stochastic volatility
We estimate the TVP VAR model with stochastic volatility of Primiceri (2005),
which is given by
yt = XtBt +A
−1
t Σtt t ∼ N(0, 1)
Bt = Bt−1 + νt νt ∼ N(0, Q)
αt = αt−1 + ζt ζt ∼ N(0, S)
log σ2t = log σ
2
t−1 + ηt ηt ∼ N(0,W ).
In line with the notation in the homoscedastic TVP VAR model equations (3.1)
and (3.2), Xt = IN ⊗ [1, y′t−1, ..., y′t−p], yt is a N × 1 vector, N is the number of
variables, p is the lag length, Bt and νt are a K × 1 vectors of the coefficients
with K = N(Np+ 1) and the random walk modeled coefficients Bt are assumed
to satisfy the stability criterion for a stable VAR. Next, At is a N × N lower
unitriangular matrix with N(N − 1)/2 non-zero elements αt and Σt is a N ×
N diagonal matrix with N non-zero elements σt. Finally, t, νt, ζt and ηt are
independently distributed innovations and Q, S and W are covariance matrices,
where S is assumed to be block diagonal with N − 1 blocks Sj corresponding to
parameters belonging to separate equations.
As in Section 3.2.2, we again use the prior choices for Q of Table 3.2 and we
follow Primiceri (2005) and Koop and Korobilis (2010) for the prior choices of the
other parameters, i.e.
B0 ∼ N(BˆOLS , 4Cov(BˆOLS))
A0 ∼ N(AˆOLS , 4Cov(Aˆ))
log(σ20) ∼ N(log(σˆ2OLS), 4IN )
Sj ∼ IW (1 + j, k2S(1 + j)Cov(Aˆ))
W ∼ IW (1 +N, k2W (1 +N)IN )
Q ∼ IW (df, scale),
where kS and kW are respectively equal to 0.1 and 0.01, BˆOLS , AˆOLS , log(σˆ
2
OLS)
and Cov(BˆOLS) are the mean and covariance matrix of the OLS estimates
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on a training sample of the constant coefficient VAR model and Cov(Aˆ) is
the covariance matrix of the Bayesian estimate on a training sample with an
uninformative independent Normal-Wishart prior (Koop and Korobilis, 2010).
For the estimation of the TVP VAR model with stochastic volatility, we use
Del Negro and Primiceri (2015), which is the a corrected version of the Gibbs
sampler elaborated in Primiceri (2005). After initializing AT , ΣT , sT , Q, S and
W , our sampler iterates over the following steps:
1. Sample (BT , AT , Q, S, W ) from p(BT , AT , Q, S, W | yT , ΣT ) using a Gibbs
sampler on blocks BT , AT , Q, S and W ,
2. Sample sT from p(sT | yT , ΣT , BT , AT , Q, S, W ),
3. Sample ΣT from p(ΣT | yT , BT , AT , Q, S, W , sT ),
where BT , AT , sT are matrices that represent the values of the coefficients Bt,
At and st for all time periods and st is an indicator variable which selects a
component of a mixture of normal distributions. Details of the Gibbs sampling
algorithm can be found in Del Negro and Primiceri (2015) and Primiceri (2005).
We use 10000 iterations of the Gibbs sample with a burn-in of 2000 iterations.
3.7. Appendix 77
1970 1980 1990 2000 2010
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
Estimator 1
1970 1980 1990 2000 2010
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
Estimator 2
1970 1980 1990 2000 2010
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
Estimator 3
1970 1980 1990 2000 2010
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
Estimator 4
(a)
1970 1980 1990 2000 2010
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
Estimator 1
1970 1980 1990 2000 2010
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
Estimator 2
1970 1980 1990 2000 2010
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
Estimator 3
1970 1980 1990 2000 2010
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
Estimator 4
(b)
Figure 3.9: Time varying inflation response after (a) one and (b) four quarters to
an interest rate shock for the model with stochastic volatility with 10th, 50th and 90th
percentiles of the posterior distribution.
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3.7.4 The TVP VAR model with the shadow interest rate
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Figure 3.10: Time varying inflation response after (a) one and (b) four quarters to an
interest rate shock for the model with the shadow interest rate.
Chapter 4
Mortgage market flexibility and
the transmission of house price
shocks: a multi-country study
Abstract
This paper assesses how the degree of the mortgage market flexibility alters the effect
of a residential house price shock on household credit and GDP. We estimate a panel
vector autoregression model for a sample of 16 OECD countries for the period 1985Q1-
2012Q4 and we identify a house price shock as an increase in the innovation term of
house prices unrelated to the contemporaneous changes in output and inflation. Our
results do not support the hypothesis of a stronger household credit and GDP response
to a house price shock in countries with a more flexible mortgage market.
4.1 Introduction
The recent great financial crisis has illustrated the devastating impact that large
negative house price shocks can have on the credit availability and household
consumption in many countries. Subsequently, the role of house prices in the
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macro-economy has been investigated intensively during the last decade (e.g.
Muellbauer and Murphy, 2008).
Recently, there is increased attention for the question to which extent the
impact of residential house price shocks on household credit and GDP is stronger
for countries with a more flexible mortgage market, characterized by mortgages
with a high loan to value ratio (LTV), low transaction costs of mortgage
refinancing, and access to second mortgages and home equity loans. Differences
in the macroeconomic effects of house price shocks are expected to arise since an
illiberal mortgage market largely turns off several of the transmission channels for
both existing home owners and future first time buyers.
For existing home owners, the financial accelerator mechanism is stronger for
countries with a flexible mortgage market because a higher house price can be
readily used as improved collateral for additional borrowing for both housing
and non-housing consumption through home equity release products such as
home equity loans, second mortgages and refinancing of the existing mortgage
with a higher principal (Calza et al., 2013; Cardarelli et al., 2008; Klyuev and
Mills, 2007; Muellbauer and Murphy, 2008). First, lower transaction costs of
mortgage refinancing and easy accessible second mortgages and home equity
loans make it more appealing for households to obtain such additional borrowing
(Klyuev and Mills, 2007). Indeed, using a general equilibrium model, Aoki et al.
(2004) show that the consumption response to higher house prices is larger when
these transaction costs of additional borrowing against housing equity are small.
Likewise, Muellbauer (2015) states that the strength of this financial accelerator
mechanism greatly depends on the availability of home equity loans. Second,
given that the loan to value ratio (LTV) can be interpreted as the fraction of
the housing value that can be financed by a loan, the amount that borrowing
constrained consumers in high LTV countries can additionally borrow when house
prices increase, corresponds to a larger fraction of the house price increase. Using
a general equilibrium model with housing collateral and a borrowing constraint
proportional to the product of the expected house price and the loan to value
ratio, Calza et al. (2013), Cardarelli et al. (2008), Iacoviello (2005) and Iacoviello
and Neri (2010) show that rising (declining) house prices relax (constrain) the
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borrowing constraints more when the typical loan to value ratio of mortgages is
high.
Also for future first time buyers, the effect of increased house prices on the
amount of household credit and consumption differs between a flexible mortgage
market and an inflexible mortgage market. First, in an illiberal credit market
with a low loan to value ratio, higher house prices imply that future first
time buyers need to save much more for the purchase of their first home and
therefore largely reduce their current consumption expenditures and associated
consumption credit. For the same increase in house prices in a more liberal
credit market with a higher typical loan to value ratio, less additional saving
is required (Muellbauer, 2007). Second, higher house prices imply that future
first time buyers need a larger loan for the financing of the purchase of a house
that became more expensive (Anundsen and Jansen, 2013; Davis and Zhu, 2011).
Compared to low LTV countries, banks in high LTV countries are more inclined
to accommodate a large part of this increased credit demand, because a larger
part of the house price increase can be financed by a loan.
Empirical research, however, has found mixed results with respect to the
differences in the house price transmission channel between countries with a
flexible mortgage market and countries with an inflexible mortgage market. Calza
et al. (2013) estimate a panel vector autoregression (VAR) model separately for a
group of countries with a flexible mortgage market and a group of countries with
an inflexible mortgage market. Note that differences in the responses to an interest
rate shock between these two groups are expected to arise because of differences
in the house price transmission channel. In particular, a positive interest rate
shock decreases house prices and it is this endogenous house price decrease that is
expected to have stronger effects on the economy in a flexible mortgage market.
While they find a stronger house price and residential investment response to a
monetary policy shock for the flexible mortgage market group, the consumption
response is not stronger. Using a similar panel VAR model, also Sa et al. (2011)
find that monetary policy shocks affect house prices, residential investment and
credit more in the flexible mortgage markets, but that the consumption response
is not materially affected by the degree of mortgage market flexibility. A final
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study with a similar panel VAR setup is Assenmacher-Wesche and Gerlach
(2008a), who conclude that the indicators of mortgage market flexibility do
not substantially affect either the house price or GDP response to a monetary
policy shock. Next, Cardarelli et al. (2008) estimate single-country VAR models
for 18 industrialized countries and find that GDP, house prices and residential
investment are more responsive to both housing demand shocks and monetary
policy shocks in countries with a flexible mortgage market. Also Abdallah and
Lastrapes (2013) find that the consumption response to a housing demand shock
is stronger for states with a more flexible mortgage market, estimating a dynamic
factor model for US states. Finally, Slacalek (2009) regresses housing wealth on
consumption separately for a group of flexible and inflexible mortgage market
countries and finds that while the marginal propensity to consume out of housing
wealth is about 4% for flexible mortgage market countries, it is only about half
the size for inflexible mortgage market countries.
Our paper adds to this line of empirical literature by bringing new empirical
findings on how the effect of a residential house price shock on both household
credit and GDP is influenced by the degree of the mortgage market flexibility.
Similar to Calza et al. (2013), Sa et al. (2011), Assenmacher-Wesche and Gerlach
(2008c), we estimate panel vector autoregression models for a group of flexible
and inflexible mortgage market countries. We contribute in several ways. (i)
While many of the above studies analyze the differences in the effect of house
price increases indirectly by comparing the consumption and credit responses
to a negative interest rate shock which increases house prices, we compare the
direct effects of shocks in house prices between flexible and inflexible mortgage
markets. Hence, our approach does not have the disadvantage of the indirect
approach that other channels can cause differences in the responses to interest
rate shocks between flexible and inflexible mortgage markets. An example of
such an alternative channel is that a decreased interest rate leads to a larger
decrease in mortgage rates for existing homeowners in a flexible mortgage market
in which it is less costly to refinance mortgages, such that the housing and credit
demand is stronger (Sa et al., 2011). (ii) We use an improved dataset by extending
the dataset to 1985-2012 and by incorporating the new standardized datasets on
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house prices and credit to the household sector that are recently published by
the BIS (Dembiermont et al., 2013; Scatigna et al., 2014). (iii) We do not find
a stronger household credit or GDP response to house price shocks in flexible
mortgage market countries. While several empirical papers, as reviewed above,
report a stronger consumption and credit response to house price increases in
flexible mortgage markets, our results are more in line with the results from
Assenmacher-Wesche and Gerlach (2008a), Calza et al. (2013) and Sa et al. (2011),
who did not find a stronger consumption response to a monetary policy shock for
flexible mortgage market countries using a similar panel vector autoregression
model. This result could indicate that the financial accelerator mechanism for
existing home owners and the effects of house price shocks on the savings of
future first time buyers are not substantially different in these countries.
Our paper is organized as follows. Section 4.2 reviews the literature on the
effect of a house price shock on credit and GDP. Section 4.3 presents the panel
vector autoregression model. Section 4.4 discusses the data and the results are
presented in Section 4.5. Finally, Section 4.6 concludes our findings.
4.2 Literature review
While Section 4.1 discussed the literature on the role of the mortgage market
flexibility for the house price transmission channel, this section gives a broader
literature overview on the empirical evidence and transmission channels of the
effect of a house price shock on credit and GDP.
A large number of empirical papers has established a positive credit and
GDP response to a house price shock in industrialized countries. Goodhart
and Hofmann (2008) estimate a panel vector autoregression model in growth
rates for 16 industrialized countries for the period 1970-2006 and find that an
orthogonalized house price shock leads to a strong increase in both credit and
GDP. Similarly, Assenmacher-Wesche and Gerlach (2008c) report a large, positive
and statistically significant credit and GDP response to an orthogonalized house
price shock, estimating a panel vector autoregression model in logarithms for
16 OECD countries for the period 1986-2006. Also Hofmann (2004) report a
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significant, persistent and positive credit response to an orthogonalized property
price shock for most countries, estimating VECM models for 16 industrialized
countries separately. Next, Hofmann (2003) estimates error correction models for
20 industrialized countries separately and finds both a short term and a long term
causality relationship going from house prices to credit. Similarly, estimating
a VECM model for respectively Greece and Hong Kong, both Brissimis and
Vlassopoulos (2009) and Gerlach and Peng (2005) find a long term and short term
causality relationship running from house prices to credit. Finally, Jarocinski and
Smets (2008) estimate a nine-variable VAR model for the USA and find that a
one standard deviation housing demand shock immediately raises house prices by
1% and increases GDP by 0.10% after 4 quarters.
These positive credit and GDP response to a house price shock found in
the empirical literature can be explained by well-known transmission channels.
First, a financial accelerator mechanism exists for existing home owners, both for
household spending, as in Aoki et al. (2004) and Iacoviello (2005), and for firm
investment, as in Bernanke et al. (1999). In particular, rising house prices improve
the collateral of both households and firms and therefore reduce their external
finance premium, which makes banks more willing to extend credit to these more
creditworthy households and firms for the financing of additional housing and
non-housing consumption and investment.
Second, rising house prices also improve the balance sheet of the banks
themselves, as both their own properties rise in value and their outstanding
loans become more creditworthy through better collateral (Davis and Zhu, 2011;
Hofmann, 2003; Goodhart and Hofmann, 2008). This improves the value of the
banks’ equity and lowers their leverage, which stimulates banks to issue more
loans (Adrian and Shin, 2010).
Third, rising house prices imply that first time buyers need to take out a larger
loan to finance the purchase of a house that became more expensive, which leads
to a higher demand for household credit (Anundsen and Jansen, 2013; Davis and
Zhu, 2011). However, higher house prices also imply that future first time buyers
need to save a larger fraction of their current income to finance their future house
acquisition, restricting their current consumption and the associated demand for
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consumption credit (Muellbauer, 2007).
Fourth, Goodhart and Hofmann (2008) argue that rising house prices make
households feel richer. Consequently, these households desire to consume part of
their perceived wealth increase, which leads to an increased demand for household
credit to finance this additional consumption. However, Aoki et al. (2004), Buiter
(2008), Muellbauer (2007) and Price (2008) question this wealth effect as they
argue that the aggregate wealth is invariant to increases in the fundamental
value of house prices, because these go along with increases in future rents.
Subsequently, they state that there is only a redistributive effect from, on the
one hand, tenants and owner-occupiers that will increase their future demand for
housing services to, on the other hand, landlords and owner-occupiers that will
reduce their future demand for housing services.
Finally, because rising house prices increase the Tobin’s Q ratio for residential
investment, constructing new houses becomes more profitable and property
investment increases, which leads construction firms to have an increased demand
for credit (Goodhart and Hofmann, 2008).
4.3 Methodology
We estimate the panel vector autoregression model of Pesaran and Smith (1995),
Pesaran (1996) and Rebucci (2010)
yit = c
i + Φi1y
i
t−1 + ...+ Φ
i
py
i
t−p + 
i
t (4.1)
for t = 1, ..., T and i = 1, ..., G, where G is the number of countries, yit is an
N dimensional vector of country i at time t, p is the lag length, ci is the N
dimensional vector of fixed effects of country i, Φik is the N ×N coefficient matrix
at lag k of country i and it is the N dimensional multivariate white noise of
country i at time t, which is uncorrelated across countries and over time and has
contemporaneous covariance matrix Σi.1 It is further assumed that the coefficients
1 Our model focuses on within-country relationships and it does not take into account dynamic
nor static interdependencies between countries, which is somewhat restrictive. Still, our
model is in line with related empirical research that treats countries as isolated islands (e.g.
Calza et al., 2013; Sa et al., 2011).
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Φik and Σ
i are independently and identically distributed across countries.
The N = 5 endogenous variables are the real gross domestic product (GDP),
the consumer price index (CPI), the real residential house prices (HP), the real
total credit to the household sector (CHH) and the real (ex post) short term
interest rate (IR). In line with Cardarelli et al. (2008) and Cesa-Bianchi et al.
(2015), these variables are expressed in logarithms (except for the interest rate
which is expressed in levels), such that the information on the long-run properties
of the data, including the possible cointegration relationships, is preserved. Also
in line with Cesa-Bianchi et al. (2015), we take the lag length p to be the same
across countries such that differences between countries are not attributable to
differences in the specification of the model. In particular, we choose the lag
length 2, which is selected by the BIC criterion for most individual country VAR
models.
We identify shocks in house prices using the Cholesky identification scheme
with ordering (GDP, CPI, HP, CHH, IR). Since we focus on house price shocks,
the only ordering choice that matters is whether each of the other variables is
ranked before or after the house prices (Christiano et al., 1999). In particular, if
a certain variable is ranked before (after) the house prices, this means that the
variable cannot (can) contemporaneously react to a house price shock and that
house prices can (cannot) contemporaneously react to a shock in that variable.
First, we assume that GDP and CPI do not contemporaneously react to house
price shocks, as in Assenmacher-Wesche and Gerlach (2008a), Cardarelli et al.
(2008) Calza et al. (2013), Goodhart and Hofmann (2008) and Hofmann (2004).
Second, we assume that real house prices are relatively sticky such that there is no
contemporaneous effect of both interest rate shocks and household credit shocks on
house prices, in line with Calza et al. (2013), Cardarelli et al. (2008) and Hofmann
(2004). Similar to Goodhart and Hofmann (2008), we interpret our identified
house price shock as an orthogonalized reduced form shock, which represents
an increase in the error term of house prices unrelated to the contemporaneous
changes in output and inflation.
We estimate the panel VAR model using the mean group estimator originally
proposed by Pesaran and Smith (1995). As in Cesa-Bianchi et al. (2015) and
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Gambacorta et al. (2014), the mean group estimator of the responses to a house
price shock is computed as the equally weighted average of the individual country
estimates of the responses. Calza et al. (2013), Canova (2007) and Pesaran and
Smith (1995) show that in the presence of dynamic heterogeneity, which means
that the VAR coefficients Φik differ across countries and which frequently arises
in macroeconomic applications, the mean group estimator of the responses is
consistent for the true cross-section mean for large T and large G, whereas the
commonly used fixed effect pooled estimator is not consistent.2 A consistent
standard error of the mean group estimator is given by the standard deviation of
the individual country point estimates divided by
√
G (Pesaran, 1996). Finally,
following the central limit theorem, the mean group estimator is asymptotically
normally distributed.
4.4 Data
4.4.1 Variables in the panel vector autoregression model
We use quarterly data between 1985Q1-2012Q4 for 16 industrialized countries:
Australia (AU), Belgium (BE), Canada (CA), Switzerland (CH), Denmark (DK),
Spain (ES), Finland (FI), France (FR), Germany (GE), Italy (IT), Japan (JP),
The Netherlands (NL), Norway (NO), Sweden (SW), United Kingdom (UK) and
United States (US).3
We use the Bank for International Settlements (BIS) dataset on total credit
to the household sector of Dembiermont et al. (2013) for credit extended by ‘all
sector lenders’, including both national and international and both financial and
non-financial organizations, to both households and non-profit institutions serving
households. Since the theoretical linkages between credit and house prices mainly
2 Pesaran and Smith (1995) show that in the presence of dynamic heterogeneity, the fixed effect
pooled estimator is inconsistent for dynamic panel data models in which lagged endogenous
variables are included. They argue that a heterogeneity bias arises because the combination
of the ignorance of coefficient heterogeneity and serially correlated regressors leads to serial
correlation in the disturbances, which in turn leads to inconsistent estimates of the coefficients.
3 We have excluded Ireland from our analysis because its estimated impulse response functions
have an unrealistic explosive behavior for the larger impulse horizons.
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go through the household sector, these are better captured using the credit to
the household sector variable, rather than using the broader credit to the entire
private sector variable, which also includes loans to non-financial corporations.
Still, given that house price shocks only affect the new loans extended, our total
credit to the household sector variable is a more sluggish variable that includes
both previously committed loans and new loans. Due to missing values at the
beginning of the sample, the data for Switzerland (-1999Q3), Denmark (-1994Q3)
and The Netherlands (-1990Q3) needed to be linked to the BIS credit series on
total credit to the private non-financial sector.
Data on residential house prices is obtained from the BIS (Scatigna et al.,
2014). For the construction of their database, the researchers often had to join
different national house price indicators over time. Unfortunately, the cross-
country comparability and quality of house price data are inferior compared to
other economic indicators, because of differences in geographical coverage, type
of dwelling, source of price information and quality adjustments (Scatigna et al.,
2014). In addition, while an ideal house price index would capture the actual
transaction price at the time of the signing of the first binding contract, the
official date of the house sale, as recorded by notaries and land registries, often
has a delay of several months.
Short term interest rates are averages over the quarter taken from the OECD
database. They represent either the three month interbank offer rate or the rate
associated with Treasury bills, Certificates of Deposit or comparable instruments,
each of three month maturity. For Euro Area countries, the 3-month ‘European
Interbank Offered Rate’ is used after the country joined the euro. For Denmark
(-1987Q1), Finland (-1987Q1), Japan (-2002Q1) and The Netherlands (-1986Q1),
the data had to be linked to money market rates obtained from IMF IFS. Next,
data for real GDP is obtained from the OECD database. In particular, we use the
VPVOBARSA series, where the real GDP of each country is expressed in millions
of US dollars using fixed PPPs of 2005. Finally, the OECD MEI database is used
for acquiring data on the consumer price index.
Real house prices, real household credit and real (ex post) interest rate
are obtained by deflating the nominal series by the consumer price index. All
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variables, except the interest rate, are seasonally adjusted: the data for real GDP
were already seasonally adjusted by the data provider and we performed the X11
adjustment procedure for the other variables using the R interface ‘seasonal’ to
X-13ARIMA-SEATS (Sax, 2015).
4.4.2 Classification of countries by degree of mortgage
market flexibility
We use the IMF mortgage market index (IMFMMI) of Cardarelli et al. (2008),
the loan to value ratio (LTV), the usage of mortgage equity withdrawal products
(MEW) and the mortgage debt to GDP ratio (debt) as indicators for the degree of
mortgage market flexibility. The IMFMMI indicator is computed as a combination
of the typical loan to value ratio, the standard length of mortgage loans, the ability
to make mortgage equity withdrawals, the ability to do mortgage refinancing and
the development of secondary markets for mortgage loans. The data is obtained
from Cardarelli et al. (2008) and Calza et al. (2013) and Figure 4.1 shows the
barplot for each mortgage market flexibility indicator.
We make the assumption that the degree of mortgage market flexibility is
relatively constant over time. This is reasonable because our sample starts in
1985, which is after the introduction of many mortgage market innovations and
it is in line with Assenmacher-Wesche and Gerlach (2008a), Calza et al. (2013),
Cardarelli et al. (2008), Sa et al. (2011) and Slacalek (2009).4
For each mortgage market flexibility indicator, we categorize countries with
values larger than the median value as ‘high mortgage market flexibility countries’
4 Although it would be preferable to use time series data on the degree of mortgage market
flexibility, these are only available for a handful of countries. For both United Kingdom
and United States, quarterly time series on consumer credit conditions index have been
constructed by Duca et al. (2013) and Fernandez-Corugedo and Muellbauer (2006), using
quarterly micro-level data on loan to value ratios of first time buyers. A quarterly index
for the ease of United States mortgage refinancing has also been obtained by Duca et al.
(2012), using the percentage of securitized mortgages that are refinanced in a given quarter.
Finally, Muellbauer and Williams (2011) obtained estimates for the credit supply conditions
in Australia using a system of equilibrium correction models for house prices, consumption
mortgage credit and housing equity withdrawal.
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Figure 4.1: Barplot of the IMF mortgage market index (top graph), the typical loan
to value ratio (second graph), the index for the usage of mortgage equity withdrawal
products (third graph) and the mortgage debt to GDP ratio (bottom graph). The IMF
mortgage market index lies between 0 and 1 and higher values represent a more flexible
mortgage market. The index for the usage of mortgage equity withdrawal products can
have values 0 (no usage), 0.5 (limited usage) and 1 (usage). The median value of each
indicator is shown by a horizontal line.
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and the other countries as ‘low mortgage market flexibility’ countries, in line
with Assenmacher-Wesche and Gerlach (2008a), Calza et al. (2013), Sa et al.
(2011) and Slacalek (2009).5 Table 4.1 summarizes the classification into ‘high
flexibility countries’ and ‘low flexibility countries’. While Australia, Denmark,
The Netherlands, Norway, Sweden, Switzerland, United Kingdom and United
States have a high degree of mortgage market flexibility according to most
indicators, the opposite is the case for Belgium, Canada, Finland, France,
Germany, Italy, Japan and Spain.
Table 4.1: Classification of countries into a ‘high flexibility group’ and ‘low flexibility
group’ according to the different indices for mortgage market flexibility: the IMF
mortgage market index (IMFMMI), the loan to value ratio (LTV), the mortgage equity
withdrawal products index (MEW) and the mortgage debt to GDP ratio (debt).
High index group Low index group
IMFMMI LTV MEW debt IMFMMI LTV MEW debt
AU AU AU AU BE CA BE BE
CH BE DK CA CA CH CA ES
DK DK FI CH ES ES CH FI
NL JP NL DK FI FI ES FR
NO NL NO NL FR FR FR GE
SW SW SW NO GE GE GE IT
UK UK UK UK IT IT IT JP
US US US US JP NO JP SW
5 For Switzerland, the value of the IMF mortgage market index is not available, but we assume
it to be high, in line with Calza et al. (2013).
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4.4.3 Descriptive statistics of high and low mortgage mar-
ket flexibility group
For each country, we compute the mean, variance and correlation between the
quarterly growth rate of GDP, house prices (HP) and household credit (CHH). For
the different mortgage market flexibility indicators, Table 4.2 shows the average
of these means, variances and correlations for respectively the ‘high flexibility
countries’ and the ‘low flexibility countries’, as well as the p-value of the test of
equality of population means.
The mean real household credit (CHH) quarterly growth rate equals about
1.2% on average, which is about twice as large as the mean growth rate of both
real GDP and real residential house prices (HP). On average, countries with a
flexible mortgage market have a 0.1% higher mean quarterly growth rate for
GDP, house prices and household credit, according to most indicators for the
degree of mortgage market flexibility. However, only for the GDP growth rate,
these differences are statistically significant at the 10% significance level.
On average, real house prices growth rates are about twice as volatile as
real household credit growth rates and about four times as volatile as real GDP
growth rates. While the point estimates of the average variance of the quarterly
growth rates of GDP and household credit are similar between high and low
index countries, the average variance of the house price growth rate is about 1
to 2.5 percentage-squared larger for flexible mortgage market countries according
to most indicators. However, these differences are only statistically significant for
the mortgage equity withdrawal products index.
The contemporaneous correlations between the quarterly growth rates of the
variables are fairly high: on average about 0.47 for the correlation between house
prices and household credit, about 0.32 between house prices and GDP and about
0.21 between household credit and GDP. The sample mean of the correlations is
about 0.08, 0.06 and 0.01 larger in ‘high flexibility countries’ for the correlations
between respectively house prices and household credit, house prices and GDP
and household credit and GDP, but these differences between the two groups are
not statistically significant.
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Table 4.2: The averages of (i) the mean, (ii) the variance and (iii) the correlations of
the quarterly growth rates of GDP, house prices (HP) and household credit (CHH). For
each mortgage market flexibility indicator, the average is computed separately for ‘high
flexibility countries’ (High) and ‘low flexibility countries’ (Low), where the classification
of countries into groups is given in Table 4.1. Finally, ‘pval’ denotes the p-value of the
t-test of equality of the corresponding population averages.
GDP HP CHH
High Low pval High Low pval High Low pval
M
e
a
n
IMFMMI 0.57 0.48 0.16 0.59 0.48 0.60 1.25 1.14 0.60
LTV 0.55 0.49 0.33 0.53 0.54 0.97 1.19 1.20 0.97
MEW 0.58 0.47 0.09 0.63 0.44 0.38 1.31 1.07 0.26
debt 0.58 0.47 0.09 0.59 0.48 0.60 1.29 1.10 0.36
GDP HP CHH
High Low pval High Low pval High Low pval
V
a
ri
a
n
c
e
IMFMMI 0.80 0.80 0.98 4.81 3.83 0.42 1.70 1.92 0.61
LTV 0.79 0.81 0.96 4.03 4.61 0.63 1.74 1.88 0.76
MEW 0.97 0.63 0.19 5.55 3.09 0.03 2.00 1.62 0.39
debt 0.74 0.86 0.64 5.12 3.53 0.19 1.54 2.08 0.22
HP,CHH HP,GDP CHH,GDP
High Low pval High Low pval High Low pval
C
o
rr
e
la
ti
o
n IMFMMI 0.52 0.42 0.38 0.34 0.29 0.47 0.22 0.21 0.86
LTV 0.52 0.42 0.35 0.37 0.27 0.18 0.22 0.20 0.80
MEW 0.51 0.42 0.40 0.37 0.26 0.13 0.21 0.21 0.98
debt 0.48 0.46 0.88 0.31 0.32 0.86 0.21 0.21 0.99
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4.5 Results
We analyze the response of the variables in the panel VAR model (4.1) to a one
percent house price shock in Sections 4.5.1 to 4.5.3 and to a one percentage point
interest rate shock in Section 4.5.4. Note that in the impulse response functions
below, the unit of measurement of the interest rate response is basis points and the
unit of measurement of the response of the other variables, which are expressed
in logarithms in the model, is the percentage increase of the levels of the variable.
4.5.1 The transmission of house price shocks (all countries)
For the full sample of 16 countries, Figure 4.2 shows the mean group estimator
and corresponding two-standard-deviation confidence interval of the responses to
a one percentage house price shock.6 These responses are resemblant to those
in Goodhart and Hofmann (2008), Iacoviello and Neri (2010) and Jarocinski and
Smets (2008). A house price shock leads to a relatively persistent and statistically
significant rise in real GDP, consumer prices, house prices, household credit and
interest rate. In particular, the GDP response to an exogenous 1% increase in
house prices peaks at 0.13% after 4 quarters, it then becomes negative after 10
quarters with a peak negative response of −0.20% after 22 quarters and it finally
converges to zero. The responses in the consumer price level, the house prices,
household credit and the interest rate peak at respectively 0.20%, 1.71%, 0.40%
and 0.14 percentage points, after respectively 13, 4, 8 and 6 quarters and gradually
go to zero afterwards.
6 Note that given the small number of countries in our sample, our reported two-standard-
deviation confidence interval of the mean group estimator of the impulse responses are only
approximately 95% confidence intervals.
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Figure 4.2: The mean group estimator of the responses to a house price shock, based
on the full sample of 16 countries, and corresponding two standard deviation confidence
bounds. The response variables are the real gross domestic product (GDP), the consumer
price index (CPI), the real short term interest rate (IR), the real residential house prices
(HP) and the real household credit (CHH).
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4.5.2 Mortgage market flexibility and the transmission of
house price shocks
The main focus of this paper is to analyze how the household credit and GDP
response to a house price shock are influenced on the degree of mortgage market
flexibility. Therefore, for each mortgage market flexibility indicator, we compute
the mean group estimator separately for the ‘high flexibility group’ and the ‘low
flexibility group’ of Table 4.1. Figures 4.3 and 4.4 respectively show the household
credit and GDP responses for these two groups and Table 4.3 shows the difference
of the estimated responses between the two groups for a selection of impulse
horizons. We also performed a z-test for differences in means of the responses,
assuming that the responses are independent across countries.
Table 4.3: The difference between the ‘high flexibility group’ and the ‘low flexibility
group’ of the household credit and GDP response to a house price shock at horizons 4, 8,
12 and 24. Flexibility is measured by the IMF mortgage market index (IMFMMI), the
loan to value ratio (LTV), the mortgage equity withdrawal products index (MEW) and
the mortgage debt to GDP ratio (debt).
Difference between response of ‘high’ and ‘low’ flexibility group
Credit response GDP response
hor IMFMMI LTV MEW debt IMFMMI LTV MEW debt
4 -0.10 0.15 -0.03 0.03 -0.03 0.01 0.08* -0.04
8 -0.18 0.10 -0.11 0.06 -0.05 -0.08* 0.02 -0.01
12 -0.27 -0.01 -0.29 0.08 -0.01 -0.12* -0.05 0.08
24 -0.49* -0.16 -0.82* 0.12 -0.01 -0.12* -0.12* 0.12*
‘*’ denotes that the difference is statistically significantly different from zero at the 5% level.
We do not find overwhelming evidence for our hypothesis of a stronger
household credit and GDP response to a house price shock in the flexible mortgage
markets. First, comparing the point estimates of the ‘high flexibility group’ and
the ‘low flexibility group’ in Table 4.3, we find that the household credit response
to a house price shock is somewhat higher for countries with a high loan to value
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Figure 4.3: Mean group estimator and two-standard-deviation confidence bounds of the
household credit response to a house price shock for the ‘high flexibility group’ (dashed
line) and ‘low flexibility group’ (full line), for each of the mortgage market flexibility
indices.
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Figure 4.4: Mean group estimator and two-standard-deviation confidence bounds of the
GDP response to a house price shock for the ‘high flexibility group’ (dashed line) and
‘low flexibility group’ (full line), for each of the mortgage market flexibility indices.
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ratio and a high debt to GDP ratio, but it is weaker for countries with a high
IMF mortgage market index and a high mortgage equity withdrawal products
index. Second, the point estimate of the GDP response to a house price shock is
somewhat stronger for countries with a high mortgage equity withdrawal products
index and a high debt to GDP ratio, but it is slightly weaker for countries with
a high IMF mortgage market index and a high loan to value ratio. Finally,
few of these differences are statistically significant at the 5% confidence level.7
This insignificance mirrors the fact that the estimated differences between the
averages of the high and low flexibility group are small relative to the large intra-
group variability, which is reflected by the wide two-standard-deviation confidence
bounds of the responses in Figures 4.3 and 4.4.
So far, we divided the countries in a high and low flexibility group for each
indicator of the mortgage market flexibility and we compared the mean of the
response to a house price shock of each group. The value of the index of mortgage
market flexibility was therefore not used apart from dividing the countries into
groups. As an additional analysis, Table 4.4 shows the correlations between on
the one hand, each mortgage market flexibility indicator, and on the other hand,
the individual country’s responses to a house price shock. Most correlation values
are economically small and range between -0.1 and 0.25. Still, we find fairly
large values between 0.2 to 0.5 for the correlations between the household credit
response and the LTV and mortgage debt to GDP ratio’s, and between the GDP
response and the IMF mortgage market index and mortgage equity withdrawal
products index. But, none of the correlations is statistically significantly different
from zero at the 5% level, except for the correlation between the loan to value
ratio and the household credit response.8
7 Note that, given the small number of countries in the sample, the test of equality of means
should be interpreted with care.
8 However, this significant and large correlation is largely driven by Italy, for which the Cook’s
distance of the corresponding simple linear regression in which the loan to value ratio is
regressed on the response, is larger than 4. The reason is that Italy has both a very low LTV
coefficient and a very low household credit response.
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Table 4.4: Correlation, computed over all countries, between, on the one hand, each
mortgage market flexibility indicator and, on the other hand, the individual country’s
household credit and GDP response to a house price shock at different horizons.
Correlation between response and flexibility indicator
Credit response GDP response
hor IMFMMI LTV MEW debt IMFMMI LTV MEW debt
4 0.06 0.52* 0.01 0.23 0.36 0.12 0.36 -0.17
8 0.09 0.46 -0.02 0.21 0.21 -0.11 0.16 -0.09
12 0.06 0.37 -0.11 0.18 0.12 -0.19 -0.02 0.08
24 -0.13 0.21 -0.35 0.15 -0.05 -0.21 -0.21 0.18
‘*’ denotes that the correlation is statistically significantly different from zero at the 5% level.
4.5.3 Robustness analyses
We performed several robustness analyses. First, we specified the panel VAR
model (4.1) with the variables in growth rates rather than in logarithms. Second,
we analyzed the panel VAR model with a lag length of four instead of two. Third,
as Hofmann (2003) and Price (2008) state that the mutual ordering of house prices,
interest rate and household credit for the identification of house price shocks is
debatable, we used three alternative recursive ordering schemes.
Table 4.5 in Appendix 4.7 shows the difference between the household credit
and GDP response at horizons 4, 8, 12 and 24 of the ‘high flexibility group’ and
the ‘low flexibility group’ for the different robustness checks. The results are
very similar to Section 4.5.2, meaning that we do not find overwhelming evidence
for a stronger credit and GDP response to a house price shock in the flexible
mortgage markets. Still, as in our baseline analysis, there is some minor evidence
for a stronger credit response for countries with a high loan to value ratio and
a high mortgage debt to GDP ratio and a stronger GDP response for countries
with a high IMF mortgage market index and a high mortgage equity withdrawal
products index.
4.5. Results 101
4.5.4 Mortgage market flexibility and the transmission of
monetary policy shocks
As a final analysis, we studied the response to a monetary policy shock, instead
of the previously analyzed house price shock. In line with Calza et al. (2013), we
identify a monetary policy shock as a one percentage point interest rate shock in a
recursive ordering scheme with the interest rate ordered last. Such an analysis is
very comparable to Assenmacher-Wesche and Gerlach (2008a), Calza et al. (2013)
and Sa et al. (2011), who also use a similar panel VAR model to compare the effect
of a monetary policy shock between a group of flexible mortgage market countries
and a group of inflexible mortgage market countries. As discussed in Section 4.1,
differences in the responses to an interest rate shock between these two groups are
expected to arise because of differences in the house price transmission channel.
In particular, a negative interest rate shock increases house prices and it is this
endogenous house price increase that is expected to have stronger effects on the
economy in a flexible mortgage market.
Figure 4.5 in Appendix 4.7 shows the mean group estimator for the full sample
of 16 countries and corresponding two-standard-deviation confidence interval of
the responses to a one percentage point exogenous decrease in the interest rate.
These responses are resemblant to those in Cardarelli et al. (2008), Goodhart and
Hofmann (2008), Jarocinski and Smets (2008) and Sa et al. (2011). Our expan-
sionary monetary policy shock leads to a relatively persistent and statistically
significant rise in real GDP, consumer prices, house prices and household credit,
with peak responses of respectively 0.89%, 0.5%, 2.97% and 2.23%.
The upper block of Table 4.6 shows the difference between the flexible
mortgage market group and the inflexible mortgage market group of the household
credit, GDP and house price response (in percentages) to a percentage point
exogenous decrease in the interest rate. In line with Calza et al. (2013) and Sa
et al. (2011), the house price and credit responses are on average respectively
0.60% and 0.44% larger for the flexible mortgage market countries. While this
substantially stronger response could be driven by a stronger financial accelerator
effect in these flexible mortgage market countries, another explanation is that,
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compared to an inflexible mortgage market, the decreased interest rate leads to a
larger decrease in mortgage rates and a corresponding higher housing and credit
demand for existing homeowners in a flexible mortgage market in which it is less
costly to refinance mortgages (Sa et al., 2011).
In contrast to the substantially higher credit and house price response, the
estimated GDP response to a percentage point exogenous decrease in the interest
rate is only slightly and insignificantly higher in the flexible mortgage market
countries. This absence of a substantially stronger GDP response is in line with
Assenmacher-Wesche and Gerlach (2008a), Calza et al. (2013) and Sa et al. (2011),
who do not find a stronger consumption response in flexible mortgage market
countries. Moreover, the GDP response to a standardized monetary policy shock
that corresponds to a peak house price response of one (shown in the lower block
of Table 4.6) is even slightly smaller for flexible mortgage market countries. Given
that a stronger financial accelerator effect would imply a higher GDP response to
such standardized shock (Abdallah and Lastrapes, 2013), our finding of a weaker
response is therefore not indicative for a stronger financial accelerator in flexible
mortgage market countries.
4.6 Conclusion
This paper investigates empirically how the impact of a residential house price
shock on household credit and GDP is influenced by the degree of the mortgage
market flexibility. This is relevant for macroeconomic policymakers because the
degree of mortgage market flexibility differs greatly across developed countries.
We hypothesized a stronger effects for countries with a more flexible mortgage
market because in these countries, the financial accelerator mechanism for existing
home owners is stronger and the effect of higher house prices on the required
amount of savings of future first time house buyers is smaller.
We use the mean group estimator to estimate a five variable panel vector
autoregression (VAR) model both for a group of eight countries with a flexible
mortgage market and for a group of eight countries with an inflexible mortgage
market. The household credit and GDP responses to a house price shock,
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identified as an increase in the innovation term of house prices unrelated to the
contemporaneous changes in output and inflation, are then compared between the
flexible and inflexible mortgage market group.
While both household credit and GDP increase after a positive house price
shock for both groups of countries, we do not find substantial empirical evidence
that these responses are stronger for countries with a flexible mortgage market.
Also, while we find that monetary policy shocks lead to a larger house price
and credit response in flexible mortgage markets, the GDP response is not
larger. While several empirical papers, as reviewed in Section 4.1, find a stronger
consumption and credit response to increases in house prices, our results are
more in line with the results from Assenmacher-Wesche and Gerlach (2008a),
Calza et al. (2013) and Sa et al. (2011), who did not find a stronger consumption
response to a monetary policy shock for flexible mortgage market countries using
a similar panel vector autoregression model.
One explanation for our results could be that the effect of house prices on the
economy does not depend on the degree of mortgage market flexibility. However,
our results could also be due to several shortcomings of our empirical exercise.
First, our test for equality of the impulse responses between the flexible and
inflexible mortgage market group has low power because of the small number
of countries in our sample. Second, similar to Goodhart and Hofmann (2008),
our orthogonalized reduced form shock in residential house prices does not have
a structural interpretation. Future research can analyze other type of housing
shocks that have a structural interpretation, such as the housing demand shock
of Jarocinski and Smets (2008). One important aspect of identification is to take
into account the previously discussed time lag of several months between the
official date of the house sale, which is used for the construction of house price
data for many countries, and the date of the signing of the first binding contract.
Third, we acknowledge that a categorization in one high and one low mortgage
market flexibility group based on the value of different indicators of mortgage
market flexibility being higher or lower than the median value, is a crude way
to analyze the effect of mortgage market flexibility. In addition, the two groups
are likely to differ with respect to other structural features in the economy that
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are important for the impact of the housing market on the economy, such as
the tax preferences for housing debt and housing inheritance tax. Finally, we
implicitly assumed the cross country differences of the degree of mortgage market
flexibility to be large compared to the differences over time within each country,
which is reasonable, given that many mortgage market innovations have occurred
before the start of our sample period in 1985. Still, future research may want to
relax this assumption, because important mortgage market innovations have taken
place even after 1985, such as a decline in the cost of refinancing mortgages in the
USA during the 1990s (Bennett et al., 2001) and the securitization of subprime
mortgages into private label mortgage backed securities in the USA, which has
increased the loan to value ratio for first time buyers during the period 2000-2005
(Duca et al., 2013). An area for future research is to construct time series data on
the mortgage market flexibility, which can then be used for analyzing the impact
of the mortgage market flexibility on the relationship between house prices and
the economy.
This paper provides empirical evidence on the impact of the degree of the
mortgage market flexibility on the macroeconomic effects of a house price shock
for a sample of 16 OECD countries. The fact that we did not find substantial
evidence for a stronger impact, warrants future research to further quantify and
analyze the role of mortgage market flexibility for the transmission of house price
shocks.
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Table 4.5: For the different robustness checks, the difference between the ‘high flexibility
group’ and the ‘low flexibility group’ of the credit and GDP response to a house price
shock at horizons 4, 8, 12 and 24 is shown. ‘growth rate’ is a specification of the panel
VAR model (4.1) with the variables in growth rates rather than in logarithms. ‘lag length
4’ is a specification of the panel VAR model (4.1) with lag length equal to four instead of
two. Ordering A, B and C represent alternative ordering choices for the identification
of the house price shocks, respectively (GDP, CPI, IR, HP, CHH), (GDP, CPI, CHH,
HP, IR) and (GDP, CPI, CHH, IR, HP).
Difference between response of ‘high’ and ‘low’ flexibility group
Credit response GDP response
hor IMF LTV MEW debt IMF LTV MEW debt
g
ro
w
th
ra
te 4 -0.06* 0.04 -0.04 -0.01 -0.02 0.03* 0.01 -0.01
8 -0.07* 0.02 -0.05* -0.03 -0.03* 0.02* -0.03* -0.01
12 -0.07* 0.03 -0.05* -0.04* -0.03* 0.01 -0.03* -0.01
24 -0.05* 0.03* -0.04* -0.03* -0.02* 0.01 -0.01* -0.01*
la
g
le
n
g
th
4 4 0.03 0.21* 0.05 0.11 -0.04 -0.02 0.07* -0.06*
8 0.04 0.13 0.08 0.24* -0.05 -0.16* 0.02 -0.01
12 0.01 0.03 0.02 0.26 0.03 -0.21* 0.02 0.12*
24 -0.27 -0.02 -0.50* -0.00 0.07 -0.07 0.03 0.10*
O
rd
e
ri
n
g
A 4 -0.09 0.20* -0.05 0.04 -0.00 0.04 0.07* -0.02
8 -0.15 0.21 -0.14 0.08 -0.01 -0.01 0.00 0.02
12 -0.22 0.15 -0.31* 0.12 0.02 -0.05 -0.06 0.10*
24 -0.42 0.02 -0.82* 0.17 -0.00 -0.10* -0.11* 0.12*
O
rd
e
ri
n
g
B 4 0.04 0.18* 0.03 0.15* 0.02 0.00 0.13* 0.00
8 -0.05 0.15 -0.06 0.19 0.01 -0.09* 0.07 0.05
12 -0.15 0.07 -0.24 0.20 0.04 -0.13* -0.00 0.13*
24 -0.43* -0.06 -0.81* 0.18 0.01 -0.12* -0.09* 0.14*
O
rd
e
ri
n
g
C 4 0.05 0.23* 0.01 0.16* 0.05 0.03 0.11* 0.03
8 -0.02 0.26* -0.09 0.21* 0.05 -0.02 0.06 0.09*
12 -0.10 0.22 -0.26 0.25 0.07 -0.06 -0.01 0.16*
24 -0.37 0.10 -0.82* 0.24 0.01 -0.10* -0.09 0.14*
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Figure 4.5: As Figure 4.2, but now for a one percentage point negative interest rate
shock.
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Chapter 5
Sovereign credit rating
determinants: the impact of the
European debt crisis
Abstract
This paper compares the importance of different sovereign credit rating determinants
over time, using a sample of 90 countries for the years 2002-2015. Applying the composite
marginal likelihood approach, we estimate a multi-year ordered probit model for each
of the three major credit rating agencies. After the start of the European debt crisis
in 2009, the importance of the financial balance, the economic development and the
external debt increased substantially and the effect of eurozone membership switched
from positive to negative. In addition, GDP growth gained a lot of importance for highly
indebted sovereigns and government debt became much more important for countries
with a low GDP growth rate. These findings provide empirical evidence that the credit
rating agencies changed their sovereign credit rating assessment after the start of the
European debt crisis.
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5.1 Introduction
A sovereign credit rating is a measure of the creditworthiness of a sovereign
government assigned by a credit rating agency (CRA). Each sovereign credit
rating is determined by a rating committee, which assesses the different factors
that drive the sovereign’s creditworthiness. Rather than computing a fixed
weighted average of these factors, CRAs can vary the relative importance of the
various factors over time, in response to changing macroeconomic circumstances
(Kiff et al., 2010). For instance, Fitch (2014) states they attach more importance
to the sovereign public finance ratios and financing flexibility during crisis periods
and Gaillard (2012) argues that, before the outbreak of the European debt crisis,
CRAs attached too much value to both the advanced economy status and eurozone
membership of Greece. Even though the CRAs regularly publish reports in
which they identify the different ingredients of the sovereign credit rating, further
judgmental adjustments are made by the rating committee.1 Therefore, the actual
degree of importance of the different variables and their change over time is not
known. In this paper, we quantify, for the three major rating agencies Standard
and Poor’s (S&P), Moody’s and Fitch, how the importance of different sovereign
credit rating determinants changed after the start of the European debt crisis.
Starting with Cantor and Packer (1996), an empirical literature has emerged
that analyzes the importance of the determinants of sovereign credit ratings
using historical data. In their seminal paper, Cantor and Packer (1996) report
1 Standard and Poor’s scores five key factors of a sovereign’s degree of creditworthiness on
a six point scale. While the calibration of both the scoring procedure of each factor and
the procedure of combining the scores into a single credit rating has been more objectively
documented as from 2011, qualitative judgment still remains important in this rating process
(S&P, 2014b). Also Moody’s (2015b) uses a scorecard which maps different indicators to
four key factors, which are then combined to an initial sovereign credit rating. Although
Moody’s provides indicative weights of the different determinants of each of these factors,
they emphasize that the actual weights can substantially deviate because of supplementary
adjustments based on qualitative judgment. Finally, the rating process of Fitch (2014) starts
from the rating prediction of a linear regression model in which 19 variables are regressed
on historical Fitch sovereign credit ratings and which is yearly re-estimated for a sample
starting in 2000. Also here, the rating committee makes substantial changes to this initial
rating prediction.
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that their single-year linear regression model with eight macroeconomic variables
could explain more than 90% of the variability of the sovereign credit ratings
for 1995. In particular, they find a statistically significant effect of the variables
GDP per capita, GDP growth, inflation, external debt, the economic development
and default history. Subsequent research has confirmed the importance of these
variables in explaining the sovereign credit rating (Afonso et al., 2011; Gaillard,
2012; Gartner et al., 2011).
Only a few papers have compared the importance of the different credit rating
determinants over time. These papers predominantly analyze the change after
the 1997-1998 Asian crisis and mostly use linear regression models. Monfort
and Mulder (2000) compare estimated coefficients of their panel linear regression
model between subperiods 1994-1995, 1996-1997 and 1997-1998. They find
stable coefficients across subperiods, with the exception of the export growth
rate. Bissoondoyal-Bheenick (2005) estimate single-year ordered probit regression
models for the years 1995 to 1999 and finds that mostly the same variables are
statistically significant over the different years. Finally, Afonso et al. (2007),
estimating a panel linear regression model separately for the period 1996-2000 and
2001-2006, conclude that most estimated coefficients are similar across subperiods,
which they interpret as evidence for a rather stable credit rating process over time.
This paper builds on above literature that compares the importance of the
different factors of sovereign credit ratings over time. Using a sample of 90
countries for the period 2002-2015, we investigate if and how the importance of
the sovereign credit rating determinants changed after the start of the European
debt crisis in 2009. This analysis is performed for each of the three major
rating agencies Standard and Poor’s (S&P), Moody’s and Fitch and the focus is
predominantly on common patterns over time. Estimating a multi-year ordered
probit model using a composite marginal likelihood estimation approach, we are
the first to take into account both the ordinal nature of the sovereign credit rating
and the serial correlation of the error terms. We compare the importance of the
different credit rating determinants over time, whereas the existing literature that
uses an ordered probit model, has only analyzed the statistical significance and the
sign of the estimated coefficients. A difficulty is that the coefficients of different
112 Sovereign credit rating determinants
ordered probit models are not directly comparable over time, because their scaling
depends on the unobserved degree of residual variation (Allison, 1999).
While previous literature has predominantly focused on the impact of the
Asian crisis on the different credit rating determinants, we analyze the impact of
the European debt crisis. For each of the three major credit rating agencies, we
find that, after the start of the European debt crisis in 2009, the importance of
the financial balance, the economic development and the external debt increased
substantially and that the effect of eurozone membership switched from positive
to negative. In addition, GDP growth gained a lot of importance, especially for
highly indebted sovereigns, and government debt became much more important,
especially for countries with a low GDP growth rate. These findings provide
empirical evidence that the CRAs changed their sovereign credit rating assessment
after the start of the European debt crisis.
Our paper is organized as follows. Section 5.2 discusses the data and Section
5.3 presents the multi-year ordered probit model. Then, Section 5.4 discusses the
results and Section 5.5 concludes our findings.
5.2 Data
We use data for the T = 14 years between 2002 and 2015. For the three major
rating agencies S&P, Moody’s and Fitch, we have a balanced panel dataset for
respectively 85, 90 and 69 advanced and emerging countries, listed in Table 5.8
of Appendix 5.6.1. End of year sovereign credit ratings are obtained from S&P,
Moody’s and Fitch and the different rating categories are shown in Table 5.7 of
Appendix 5.6.1.
We use ten rating determinants in our model. We include GDP per capita,
government debt, GDP growth, inflation, financial balance, external debt, current
account and dummy variables for economic development and default history,
which have been previously shown to be important drivers for the creditworthiness
(Afonso et al., 2011; Cantor and Packer, 1996; Elkhoury, 2007; Gaillard, 2012).
In addition, we include the dummy variable for eurozone membership, which
importance is expected to have changed after the European debt crisis. The data
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definitions, data sources and expected sign of the effect of the determinants on the
credit rating are shown in Table 5.1 and summary statistics are shown in Table
5.2.
Table 5.1: Definitions of the explanatory variables, the source of the data and the
expected sign of the impact of the variables on the credit rating. Abbreviations are used
for IMF WEO Oct 2015, Moody’s (2015a) and Beers and Nadeau (2015).
Variable name Definition Source Sign
GDP per capita GDP per capita, PPP (international dollars) IMF +
Government debt General government gross debt (% of GDP) IMF -
GDP growth Real GDP growth (annual %) IMF +
Eurozone membership Member country of the European Monetary Union ECB +/-
Financial Balance Financial balance (% of GDP) Moody’s -
Economic development Member country of the OECD OECD +
External debt External debt (% of GDP) (developing countries) Moody’s -
Current account Current account balance (% of GDP) IMF +/-
Inflation Inflation, end of period consumer prices (annual %) IMF -
Default history Sovereign default since 1975 Beers -
Table 5.2: Summary statistics for each variable, computed over all observations that
have an S&P rating for the years 2002 to 2015.
Min. 1st Qu. Median Mean 3rd Qu. Max.
GDP per capita 1353.00 10300.00 20110.00 24940.00 35160.00 149600.00
Government debt 0.06 28.50 43.46 52.11 67.63 246.20
GDP growth -15.14 1.55 3.30 3.44 5.47 26.17
Eurozone membership 0.00 0.00 0.00 0.17 0.00 1.00
Financial balance -32.30 -4.38 -2.30 -1.86 -0.10 40.80
Economic development 0.00 0.00 0.00 0.36 1.00 1.00
External debt 0.00 0.00 25.80 33.38 45.95 965.00
Current account -53.56 -4.55 -0.83 0.04 3.67 45.22
Inflation -4.90 1.61 3.08 4.64 5.86 190.00
Default history 0.00 0.00 1.00 0.52 1.00 1.00
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For each determinant, the expected sign of its effect on the credit rating is
motivated as follows:
- GDP per capita: Countries with a higher GDP per capita are expected to have a
higher sovereign credit rating, conditioning on the other variables in the model.
These countries have a higher potential tax base and they often have a sound
political and institutional stability.
- Government debt : Countries with a higher level of government debt relative to
GDP are expected to have a lower sovereign credit rating.
- GDP growth: Countries with a higher GDP growth rate are expected to have a
higher sovereign credit rating, because a higher GDP growth rate is indicative
for a higher future GDP growth rate, which increases the future potential tax
base and reduces the future government debt to GDP ratio.
- Eurozone membership: Membership to the eurozone monetary union2 has an
ambiguous impact on the sovereign credit rating of its member states. On the
one hand, enforceable rules for fiscal discipline, such as the Stability and Growth
Pact, increase the fiscal credibility of its member states (Afonso et al., 2011;
Gartner et al., 2011). Eurozone membership also provides several economic
advantages for member states, such as decreased transaction costs and reduced
price uncertainty, which lead to increased trade and economic activity. Another
advantage is that the euro is an actively traded currency, such that the member
country can more easily issue debt in domestic currency (S&P, 2014a). On the
other hand, many researchers such as De Grauwe and Ji (2013), state that
member countries in a monetary union are prone to a self-fulfilling liquidity
crisis. As these member countries cannot force the central bank to alleviate a
liquidity crisis by buying their government debt, they can face higher interest
rates during a liquidity crisis. This high interest rate, together with the fact
that economic growth cannot be boosted through currency depreciation, implies
that a liquidity crisis can easily spillover into a solvency crisis.
2 Note that we do not investigate the effect of membership to other currency unions, since too
few of those member states have a sovereign credit rating.
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- Financial balance: A positive financial balance relative to GDP signals that the
government is able and willing to increase taxes or reduce expenses in order to
service its debt.
- Economic development : Countries that are classified as economically developed,
are expected to have a higher credit rating. They are perceived to have
attained a certain threshold of economic development for which default is very
unlikely. In addition, these countries are often strongly integrated with the
world economy, such that a default is less likely, as foreign creditors can more
easily disrupt trade or seize assets abroad in case of default (Cantor and Packer,
1996).
- External debt : Countries with a high external debt relative to GDP have a high
total debt burden, such that additional taxes or reduced government expenses
are needed in order to reduce the government’s debt or to support over-indebted
domestic borrowers (Afonso et al., 2011). Given that data on the external
debt is missing for many industrialized countries, we only analyze its effect for
developing countries (as defined in Moody’s, 2015a), by setting the external
debt to zero for the industrialized countries, in line with Hill et al. (2010) and
Afonso et al. (2011).
- Current account : The current account balance of a country has an unclear
impact on its sovereign credit rating. While a current account surplus is
expected to positively impact the credit rating, the effect of a current account
deficit on the credit rating depends on the productivity of the investment it
finances.
- Inflation: A high inflation rate may be a symptom of macroeconomic problems
and can lead to dissatisfied inhabitants and corresponding political instabilities
(Afonso et al., 2011; Bissoondoyal-Bheenick et al., 2006). This negative effect
is partly offset because high inflation also lowers the real stock of outstanding
government domestic currency debt and because a rate of inflation that is too
low may lead to a deflationary spiral.
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- Default history : Sovereigns that have previously defaulted on their debt, are
seen as being less willing to repay their debt.
Finally, we also add the interaction term3 between GDP growth and govern-
ment debt to the model, because GDP growth matters more for the sovereign’s
creditworthiness, if the level of government debt is high. In particular, an increase
in the GDP growth rate reduces the future government debt ratio, and hence
increases the sovereign’s creditworthiness, by an amount proportional to the debt
ratio.4 Therefore, we expect this interaction effect to be positive.
5.3 Methodology
In early research on the determinants of sovereign credit ratings, a linear regression
model was used in which the dependent variable credit rating was transformed
to a linear scale. We believe this linear model to be inappropriate for two
reasons. First, the linear regression model assumes that the absolute distances
in the underlying degree of creditworthiness between subsequent credit rating
categories are equally spaced. This assumption is not realistic for credit ratings
as they are only ordinal measures for the sovereign’s degree of creditworthiness,
see e.g. Afonso et al. (2011), Bissoondoyal-Bheenick (2005) and Mora (2006).
Second, McKelvey and Zavoina (1975) have shown that, even if the degree of
creditworthiness were equally spaced between rating categories, applying linear
regression to ordinal data would still result in a bias in the estimated coefficients.
Christensen (2015) states that this bias of the linear model is small only if there are
many response categories and the responses do not pile up in the end categories.
Given that 17%, 19% and 21% percent of ratings has the highest rating category
for S&P, Moody’s and Fitch respectively, the bias is expected to be considerable.
3 The interaction term is computed as the product of the centered GDP growth rate and the
centered government debt ratio, in which the overall mean is used to center the variables (i.e.
3.348% for GDP growth rate and 52.455% for government debt).
4 Indeed, keeping the total real amount of government debt constant, we would have that next
year’s government debt ratio equals d
1+g
≈ d − dg, with g the real GDP growth rate and d
the present debt ratio.
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The ordered regression model is not subject to the above discussed disad-
vantages of the linear regression model and it is increasingly used for modeling
sovereign credit ratings. Bissoondoyal-Bheenick (2005) and Gaillard (2012) use
a single-year ordered regression model for sovereign credit ratings. Also, Hill
et al. (2010) and Hu et al. (2002) estimate an ordered regression model, pooling
data from multiple years. These single-year and pooled ordered probit models
do not exploit the panel data structure of sovereign credit ratings, collected over
a span of fourteen years. Subsequently, Afonso et al. (2009) and Mora (2006)
estimate a panel ordered probit model, respectively using random and fixed
effects. However, as these models assume that both the regression coefficients and
threshold parameters are constant over time, they do not allow for a comparison
of the coefficients over time.
We use a multi-year ordered probit regression model, which allows for time
variation in the regression coefficients and explicitly models the correlation
between the error terms over the years. Our model is similar to the cross-sectional
multivariate ordered response model used by Bhat et al. (2010) and Ferdous et al.
(2010) to assess the determinants of the level of non-work activities for different
activity types.
5.3.1 The multi-year ordered probit regression model
Consider the latent regression equation
Y ∗it = β
′
txit + νit (5.1)
for i in 1, ..., N and t in 1, ..., T , where N is the number of countries and T is
the number of time periods, Y ∗it is an unobserved latent variable measuring the
degree of creditworthiness of sovereign i at time t, xit is a vector of p explanatory
variables of sovereign i at time t, βt is a vector of unknown parameters at time
t, and (νi1, ..., νiT ) are jointly standard normally distributed error terms with
correlation matrix Σ which are independent across countries and independent
from the covariates.5 In order to reduce the number of free parameters in the
5 The scaling of the variances of the error terms νit to 1 and the absence of intercept coefficients
are necessary to identify the model parameters.
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correlation matrix Σ, we hypothesize, in line with Varin and Czado (2010), that
the error term of each sovereign i follows an autoregressive process of order one
with common autoregressive parameter ρ, so that the element of Σ at row s and
column t, is given by Σst = ρ
|t−s|.
The threshold specification is given by
Yit =

1 if −∞ < Y ∗it < τ1t
l if τ l−1t ≤ Y ∗it < τ lt for l = 2, . . . , Ct − 1
Ct if τ
Ct−1
t ≤ Y ∗it <∞
(5.2)
for i in 1, ..., N and t in 1, ..., T , where Yit is the observed credit rating, τ
l
t is a
threshold parameter and Ct represents the number of observed rating categories
in the sample for time t.6 For notation purpose, we label τ0t = −∞ and τCtt =∞.
In sum, the parameters of the model are the pT coefficients βt, the
∑T
t=1(Ct− 1)
threshold parameters τ lt and the correlation parameter ρ, and we collect them in
the vector θ.
5.3.2 The likelihood function
The likelihood function is given by
L(θ) =
N∏
i=1
Li(θ), (5.3)
where Li(θ) is the likelihood for sovereign i, given by
Li(θ) = P (Yi1 = yi1 , . . . , YiT = yiT )
=
τ
yi1
1 −β′1xi1∫
νi1=τ
yi1−1
1 −β′1xi1
. . .
τ
yiT
T −β′T xiT∫
νiT=τ
yiT−1
T −β′T xiT
φ(νi1, ..., νiT ; Σ) dνi1...dνiT , (5.4)
where yit is the observed category number of variable Yit and φ(νi1, ..., νiT ; Σ) is
the density of the multivariate normal distribution with zero mean and correlation
matrix Σ.
6 If a certain rating category is not observed in the sample, there is no information in the
data to identify its corresponding threshold parameter. Although each CRA has 21 rating
categories, the number of observed different rating categories Ct varies over the years between
16 and 19 for S&P, between 17 to 19 for Moody’s and between 15 to 18 for Fitch.
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Since the T -dimensional integral in (5.4) cannot be easily computed for
dimensions larger than two, a classical maximum likelihood estimation is not
feasible. One could approximate the T -dimensional integral in (5.4) using
simulation techniques, but the corresponding simulated maximum likelihood
estimator should not be used for high dimensional multivariate ordered response
settings, due to computational convergence issues (Bhat et al., 2010).
5.3.3 The composite likelihood estimator
The composite likelihood estimator θˆ (Bhat et al., 2010) maximizes the composite
likelihood function
LC(θ) =
N∏
i=1
LCi (θ), (5.5)
with LCi (θ) the pairwise marginal likelihood function for sovereign i
LCi (θ) =
T−1∏
s=1
T∏
t=s+1
P (Yis = yis, Yit = yit) , (5.6)
where yis and yit denote the observed category of variables Yis and Yit, and
P (Yis = yis, Yit = yit) is the probability of their joint occurrence. It is a consistent
and asymptotically normally distributed estimator with covariance matrix Cov(θˆ),
and it is only slightly less efficient than the full maximum likelihood estimator.
Complete expressions for the composite likelihood function, the estimates of
Cov(θˆ) and implementation details of the composite likelihood estimator are given
in Appendix 5.6.2.
5.3.4 Comparing coefficients over time in the multi-year
ordered probit model
The estimated coefficient βˆvt represents the estimated effect for time t of a one
unit increase in the variable v on the underlying degree of creditworthiness Y ∗it ,
keeping the other variables constant. However, a direct comparison over time of
these estimated coefficients is not meaningful, because the unit of measurement of
the unobserved underlying degree of creditworthiness Y ∗it differs over time (Allison,
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1999). This change in unit of measurement arises because the variances of the
error terms in the ordered regression model are scaled to one.
As a solution, we apply the approach of Hoetker (2004) and Hoetker (2007),
originally proposed for comparing coefficients across binary choice models. This
entails a scaling of the coefficients across time. Let GDP per capita be the first
variable. We will analyze the ratio Rvt , which we call the importance of the
variable,
Rvt =
βvt
βGDPt
for v in 2, ..., p and t in 1, ..., T , (5.7)
where βGDPt is the coefficient of the variable GDP per capita. The interpretation
of this ratio is that, ceteris paribus, a one unit increase in the variable of interest is
expected to have the same effect on the degree of creditworthiness as an increase
in GDP per capita by the amount equal to the value of this ratio. This ratio can
also been interpreted in terms of the ‘compensating variation’ used in Boes and
Winkelmann (2006), Train (1998) and Train (2003): it represents the required
increase in GDP per capita necessary to offset a one unit decrease of the variable
v, such that the sovereign’s degree of creditworthiness remains the same.
The importance Rvt is estimated by the sample counterpart of (5.7), where
the coefficients βvt and β
GDP
t are replaced by their composite likelihood estimate
of Section 5.3.3. The estimated covariance matrix of Rˆvt is obtained using the
Delta method and the estimated covariance matrix, given in Appendix 5.6.2.
5.4 Results
5.4.1 Estimated importance of the credit rating determi-
nants
For the different determinants v and the different time periods t, Figures 5.1,
5.2 and 5.3 show the estimated importance Rˆvt , as defined in Section 5.3.4,
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for S&P, Moody’s and Fitch, respectively.7 As elaborated in Section 5.3.4,
this ratio quantifies the importance of each determinant, as it represents the
required increase in GDP per capita necessary to offset a one unit decrease of
the determinant such that the sovereign’s degree of creditworthiness remains the
same. The figures also show the pointwise 95% confidence bounds. We detect
important changes in the importance of the different variables after the start of
the European debt crisis in 2009. Averages for the estimated importance Rˆvt over
the period 2002-2008 and over the period 2009-2015 are shown in Table 5.3.
The effect of eurozone membership, financial balance, economic development
and external debt on the credit rating changed substantially after 2009. (i) While
the estimated importance of eurozone membership was statistically significant
and positive before 2009, on average about 10000, it substantially decreased after
2009 and became significant and negative, on average about −8000, −15000 and
−4000 for S&P, Moody’s and Fitch, respectively. (ii) While before 2009, the
importance of the financial balance to GDP ratio was insignificant, it became
significant and positive afterwards. After 2009, a one percentage point increase
in the financial balance is expected to have the same effect on the credit rating as
an increase in GDP per capita by about 1000$, on average. (iii) The estimated
importance of economic development increased after 2009 for S&P and Fitch. For
Moody’s, however, the picture is less clear. (iv) The importance of external debt
is significant and negative for all years and it decreased substantially from about
−100 before 2009 to about −250 for the period after 2009.
Also the effect of government debt and GDP growth rate on the credit rating
changed substantially after 2009. The graphs of the importance of GDP growth
and government debt correspond to a country with an average value for these
variables. (i) The interaction term between GDP growth rate and government
debt is significant and positive between 2009 and 2013. (ii) For a country with
an average debt ratio, the importance of GDP growth rate was insignificant for
7 Note that for each variable v and time period t, the estimated importance Rˆvt and the
estimated coefficient βˆvt have the same sign and a similar significance pattern, because the
estimated ordered probit coefficient of GDP per capita βˆGDPt is positive and significant for
each year (the estimated ordered probit coefficients are available upon request).
122 Sovereign credit rating determinants
20
02
20
06
20
10
20
14
−40000−2000002000040000
Eu
ro
zo
n
e
 m
e
m
be
rs
hi
p
20
02
20
06
20
10
20
14
−2000−10000100020003000
Fi
na
nc
ia
l b
al
an
ce
20
02
20
06
20
10
20
14
020000400006000080000
Ec
on
om
ic
 d
ev
e
lo
pm
en
t
20
02
20
06
20
10
20
14
−500−400−300−200−1000
Ex
te
rn
a
l d
eb
t
20
02
20
06
20
10
20
14
−50050100
G
DP
 g
ro
w
th
×
G
ov
e
rn
m
e
n
t d
eb
t
20
02
20
06
20
10
20
14
−10000100020003000
G
DP
 g
ro
w
th
20
02
20
06
20
10
20
14
−500−400−300−200−1000
G
ov
e
rn
m
e
n
t d
eb
t
20
02
20
06
20
10
20
14
−1500−1000−5000500
Cu
rre
nt
 a
cc
ou
nt
20
02
20
06
20
10
20
14
−2000−1500−1000−5000500
In
fla
tio
n
20
02
20
06
20
10
20
14
−60000−40000−200000
D
ef
a
u
lt 
hi
st
or
y
F
ig
u
re
5
.1
:
E
st
im
a
te
d
im
po
rt
a
n
ce
o
f
ea
ch
va
ri
a
bl
e
fo
r
S
&
P
a
s
a
fu
n
ct
io
n
o
f
ti
m
e.
D
a
sh
ed
li
n
es
a
re
9
5
%
co
n
fi
d
en
ce
bo
u
n
d
s.
5.4. Results 123
20
02
20
06
20
10
20
14
−40000−2000002000040000
Eu
ro
zo
n
e
 m
e
m
be
rs
hi
p
20
02
20
06
20
10
20
14
−2000−10000100020003000
Fi
na
nc
ia
l b
al
an
ce
20
02
20
06
20
10
20
14
020000400006000080000
Ec
on
om
ic
 d
ev
e
lo
pm
en
t
20
02
20
06
20
10
20
14
−500−400−300−200−1000
Ex
te
rn
a
l d
eb
t
20
02
20
06
20
10
20
14
−50050100
G
DP
 g
ro
w
th
×
G
ov
e
rn
m
e
n
t d
eb
t
20
02
20
06
20
10
20
14
−10000100020003000
G
DP
 g
ro
w
th
20
02
20
06
20
10
20
14
−500−400−300−200−1000
G
ov
e
rn
m
e
n
t d
eb
t
20
02
20
06
20
10
20
14
−1500−1000−5000500
Cu
rre
nt
 a
cc
ou
nt
20
02
20
06
20
10
20
14
−2000−1500−1000−5000500
In
fla
tio
n
20
02
20
06
20
10
20
14
−60000−40000−200000
D
ef
a
u
lt 
hi
st
or
y
F
ig
u
re
5
.2
:
E
st
im
a
te
d
im
po
rt
a
n
ce
o
f
ea
ch
va
ri
a
bl
e
fo
r
M
oo
d
y’
s
a
s
a
fu
n
ct
io
n
o
f
ti
m
e.
D
a
sh
ed
li
n
es
a
re
9
5
%
co
n
fi
d
en
ce
bo
u
n
d
s.
124 Sovereign credit rating determinants
20
02
20
06
20
10
20
14
−40000−2000002000040000
Eu
ro
zo
n
e
 m
e
m
be
rs
hi
p
20
02
20
06
20
10
20
14
−2000−10000100020003000
Fi
na
nc
ia
l b
al
an
ce
20
02
20
06
20
10
20
14
020000400006000080000
Ec
on
om
ic
 d
ev
e
lo
pm
en
t
20
02
20
06
20
10
20
14
−500−400−300−200−1000
Ex
te
rn
a
l d
eb
t
20
02
20
06
20
10
20
14
−50050100
G
DP
 g
ro
w
th
×
G
ov
e
rn
m
e
n
t d
eb
t
20
02
20
06
20
10
20
14
−10000100020003000
G
DP
 g
ro
w
th
20
02
20
06
20
10
20
14
−500−400−300−200−1000
G
ov
e
rn
m
e
n
t d
eb
t
20
02
20
06
20
10
20
14
−1500−1000−5000500
Cu
rre
nt
 a
cc
ou
nt
20
02
20
06
20
10
20
14
−2000−1500−1000−5000500
In
fla
tio
n
20
02
20
06
20
10
20
14
−60000−40000−200000
D
ef
a
u
lt 
hi
st
or
y
F
ig
u
re
5
.3
:
E
st
im
a
te
d
im
po
rt
a
n
ce
o
f
ea
ch
va
ri
a
bl
e
fo
r
F
it
ch
a
s
a
fu
n
ct
io
n
o
f
ti
m
e.
D
a
sh
ed
li
n
es
a
re
9
5
%
co
n
fi
d
en
ce
bo
u
n
d
s.
5.4. Results 125
T
a
b
le
5
.3
:
F
o
r
ea
ch
va
ri
a
bl
e
a
n
d
ea
ch
C
R
A
,
th
e
ta
bl
e
sh
o
w
s
th
e
a
ve
ra
ge
es
ti
m
a
te
d
im
po
rt
a
n
ce
Rˆ
v t
fo
r
th
e
pe
ri
od
2
0
0
2
-2
0
0
8
(l
ef
t
pa
n
el
)
a
n
d
fo
r
th
e
pe
ri
od
2
0
0
9
-2
0
1
5
(m
id
d
le
pa
n
el
),
a
s
w
el
l
a
s
th
e
P
-v
a
lu
es
o
f
th
e
W
a
ld
h
yp
o
th
es
is
te
st
th
a
t
th
e
a
ve
ra
ge
im
po
rt
a
n
ce
is
th
e
sa
m
e
fo
r
bo
th
pe
ri
od
s
(r
ig
h
t
pa
n
el
).
A
v
e
r
a
g
e
Rˆ
v 2
0
0
2
−
2
0
0
8
A
v
e
r
a
g
e
Rˆ
v 2
0
0
9
−
2
0
1
5
H
0
:
N
o
b
r
e
a
k
in
2
0
0
9
S
&
P
M
o
o
d
y
’s
F
it
ch
S
&
P
M
o
o
d
y
’s
F
it
ch
S
&
P
M
o
o
d
y
’s
F
it
ch
E
u
ro
zo
n
e
m
em
b
er
sh
ip
1
3
0
3
8
1
0
4
6
4
8
2
4
9
-7
5
8
1
-1
5
5
0
2
-3
6
8
8
0
.0
0
0
0
.0
0
2
0
.0
0
0
F
in
a
n
ci
a
l
b
a
la
n
ce
7
8
2
6
7
8
1
1
7
1
1
0
1
3
8
8
2
0
.0
0
1
0
.0
3
1
0
.0
0
4
E
co
n
o
m
ic
d
ev
el
o
p
m
en
t
1
9
7
2
0
4
0
8
0
4
7
3
0
3
3
1
9
6
1
3
6
3
9
3
1
4
3
2
1
0
.0
0
6
0
.5
5
2
0
.0
0
4
E
x
te
rn
a
l
d
eb
t
-1
1
1
-1
2
1
-5
4
-2
4
3
-2
8
4
-1
4
7
0
.0
0
0
0
.0
0
1
0
.0
0
0
G
D
P
g
ro
w
th
×
G
o
v
er
n
m
en
t
d
eb
t
5
5
-1
1
8
3
9
1
3
0
.0
7
2
0
.0
0
8
0
.0
5
4
G
D
P
g
ro
w
th
-1
6
3
1
1
5
-9
2
5
7
8
6
9
3
5
6
0
0
.0
3
0
0
.2
4
0
0
.0
3
7
G
o
v
er
n
m
en
t
d
eb
t
-1
6
6
-1
8
6
-1
0
4
-2
1
5
-2
2
1
-1
1
8
0
.2
0
6
0
.5
6
4
0
.6
4
8
C
u
rr
en
t
a
cc
o
u
n
t
-2
1
1
-3
1
7
-1
4
0
-1
4
8
-1
6
3
-3
0
0
0
.6
5
5
0
.4
7
8
0
.2
7
4
In
fl
a
ti
o
n
-5
8
1
-9
6
0
-6
5
5
-5
1
4
-7
9
6
-4
4
6
0
.7
0
6
0
.6
3
2
0
.1
7
9
D
ef
a
u
lt
h
is
to
ry
-1
7
3
7
9
-3
4
1
6
3
-1
2
5
9
3
-2
2
0
4
6
-3
0
3
1
2
-1
4
8
0
3
0
.2
1
9
0
.5
9
1
0
.4
7
5
126 Sovereign credit rating determinants
the years before 2009 and positive and often significant for the years after 2009.
For a highly indebted sovereign with a government debt ratio of 100% (i.e. the
90th percentile of the government debt ratio in our sample), the total effect of
a one percentage point increase of GDP growth after 2009 is equivalent to an
increase in GDP per capita of about 1400$, 2600$ and 1200$ for S&P, Moody’s and
Fitch, respectively. In contrast, for a lowly indebted sovereign with a government
debt ratio of 20% (i.e. the 10th percentile of the government debt ratio), the
total effect of a one percentage point increase of GDP growth has remained close
to zero. (iii) For a country with an average GDP growth rate, the importance
of government debt has the expected negative sign and is significant for most
years; it increased in magnitude by about 20% after 2009. For countries with
a GDP growth rate of -1% (the 10th percentile), the importance of government
debt increased substantially in magnitude after 2009 to -300, -400, -180 for S&P,
Moody’s and Fitch, respectively, whereas the importance of government debt
remained equal to about -150 for countries with a growth rate of 6% (the 90th
percentile).
The estimated importance of the other variables remained relatively constant
over the sample period. (i) The current account balance is insignificant for nearly
all years. (ii) The estimated effect of a one percentage point decrease in inflation
is significant for most years and corresponds to an increase in GDP per capita
of about 550$, 880$ and 550$ for S&P, Moody’s and Fitch, respectively. (iii)
The estimated importance of the default history is negative and significant. In
particular, the impact of having defaulted in the last decades is equivalent to
an increase in GDP per capita by about -19000$, -32000$ and -14000$ for S&P,
Moody’s and Fitch, respectively.
Finally, the estimated autoregressive parameter ρ of the error term νit is large:
0.965, 0.953 and 0.961 for S&P, Moody’s and Fitch, respectively. Therefore, a
sovereign which received a higher (lower) rating than expected based on the rating
determinants for a given year, is also very likely to have a higher (lower) rating
than expected for the following years.8 This high persistence of the error terms
8 Note that this high serial correlation of the error terms is indicative for omitted variables
that are persistent over time.
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strengthens the benefit of using a multi-year ordered probit model as the efficiency
gain over the estimation of a single-year ordered probit model is substantial when
the correlation of the error terms is large. Note that we did not discuss the time
variation of the threshold parameters, given that their interpretation is not of
interest for this paper (results are available upon request).
5.4.2 Test for a break
We perform two hypothesis tests. First, we test for each variable v, the hypothesis
that its importance is constant across all years
H0 : R
v
1 = ... = R
v
T . (5.8)
Table 5.4 shows the P-value of the Wald test for this null hypothesis. For most
variables and CRAs, we reject this null hypothesis at the 5% significance level,
which motivates the use of a model that allows for time variation in the ordered
probit coefficients, rather than a fixed coefficients panel model.
Table 5.4: P-values of the Wald test for the null hypothesis that the importance Rvt is
equal for all years.
H0: Equality for all years
S&P Moody’s Fitch
Eurozone membership 0.000 0.000 0.006
Financial balance 0.001 0.000 0.079
Economic development 0.182 0.001 0.038
External debt 0.000 0.000 0.004
GDP growth × Government debt 0.000 0.018 0.018
GDP growth 0.005 0.013 0.036
Government debt 0.035 0.022 0.038
Current account 0.120 0.059 0.091
Inflation 0.000 0.238 0.000
Default history 0.132 0.039 0.004
Second, we test, for each variable v in 2, ..., p, the hypothesis that the average
importance is equal before and after 2009, which is the start of the European debt
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crisis
H0 :
1
7
2008∑
t=2002
Rvt =
1
7
2015∑
t=2009
Rvt . (5.9)
The right panel of Table 5.3 shows the P-value of the Wald test for this null
hypothesis. For most CRAs, the hypothesis of no break in 2009 is strongly rejected
for eurozone membership, the financial balance, the economic development, the
external debt, GDP growth and the interaction effect between GDP growth and
government debt. Therefore, the previously discussed changes in the importance
of these variables after 2009 are also statistically significant.
5.4.3 Discussion
In sum, for S&P, Moody’s and Fitch, we find that the importance of the financial
balance, the economic development and the external debt increased substantially
in magnitude after 2009 and that the effect of eurozone membership switched
from positive to negative. In addition, GDP growth and government debt, as
well as their interaction, gained much importance, such that the positive effect
of GDP growth on the credit rating became considerable, especially for highly
indebted sovereigns, and that the negative effect of government debt became
large, especially for low growth countries. These empirical findings indicate a
change in the sovereign credit rating assessment of CRAs after the start of the
European debt crisis. There are several possible explanations for this change.
A first explanation is that credit rating agencies had badly judged the
importance of the different credit rating determinants with respect to default risk
before 2009 and that they have permanently adjusted their rating methodology
after the European debt crisis experience. Kiff et al. (2010) provide a similar
argument for the change of importance of short term debt after the Asian crisis.
A second explanation is that this change only holds temporary for the duration
of the European sovereign debt crisis. This interpretation would be in line with
Fitch (2014), who states that during crisis periods, a higher weight is attached to
sovereign’s finance ratios (as government debt and financial balance ratios) and
financing flexibility. This larger weight of the sovereign’s financing flexibility is
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reflected in the negative effect of eurozone membership after 2009, since eurozone
member countries cannot force the central bank to provide them with sufficient
liquidity.
5.4.4 Model fit
We compare the model fit of our multi-year ordered probit model to that of the
single-year ordered probit model, the pooled ordered probit model, the multi-year
seemingly unrelated linear regression (SUR) model and the single year OLS linear
regression model.9 Table 5.5 shows the mean absolute error (MAE)10 and, in line
with Afonso et al. (2007), the percentage of prediction errors that are within x
notches, where x ranges between 0 and 6. The single-year and multi-year ordered
probit outperform the OLS and SUR linear regression models and the pooled
ordered probit model. They have on the whole the lowest MAE (about 1.5) and
the highest proportion of the ratings are correctly predicted within 0 and 1 notches
(about 30% and 55%).
Table 5.6 presents the frequency of upgrades and downgrades of the actual
and the predicted ratings, together with the percentage of actual upgrades and
downgrades for which the timing is correctly predicted, i.e. the percentage of
actual upgrades (downgrades) for which the sign of the change of the actual and
predicted ratings coincide (similar as in Afonso et al., 2007). The multi-year
ordered probit model performs best: averaged over the three CRAs, it correctly
predicts 44% of the rating upgrades and 56% of the rating downgrades, which
is large given the small percentage of actual and predicted up- and downgrades
9 For the OLS and SUR linear regression models, we have transformed the 21 credit rating
categories of Table 5.7 to an equally spaced linear scale ranging between 1 and 21, in line
with Bissoondoyal-Bheenick et al. (2006) and Giacomino (2013). In line with Afonso et al.
(2007), we round the predicted value of the OLS and SUR model to the nearest integer
between 1 and 21. We compute the prediction of the multi- and single-year ordered probit
models Yˆit, as the rating category l for which τˆ
l−1
t ≤ βˆ′txit < τˆ lt . Finally, note that the
model fit of the multi-year models would even be larger if one incorporated the estimated
serial correlation of the error terms for the computation of the predictions.
10 For the calculation of the mean absolute error, we consider the distance between subsequent
rating categories to be one, in line with the linear scale used for the OLS and SUR linear
regression models.
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Table 5.5: Mean absolute error (MAE) and the percentage of ratings that are correctly
predicted within x notches, where x ranges between 0 and 6.
MAE % correctly predicted within x notches
x = 0 x = 1 x = 2 x = 3 x = 4 x = 5 x = 6
S
&
P
Multi-year ordered probit 1.57 0.28 0.56 0.77 0.89 0.96 0.99 0.99
Single-year ordered probit 1.51 0.31 0.58 0.78 0.90 0.95 0.98 0.99
Pooled ordered probit 1.72 0.26 0.54 0.74 0.86 0.94 0.97 0.99
SUR linear regression 1.79 0.18 0.49 0.74 0.88 0.96 0.98 0.99
OLS linear regression 1.60 0.22 0.55 0.79 0.90 0.96 0.99 0.99
M
o
o
d
y
’s
Multi-year ordered probit 1.59 0.30 0.55 0.77 0.88 0.95 0.98 0.99
Single-year ordered probit 1.53 0.32 0.57 0.78 0.89 0.95 0.97 0.99
Pooled ordered probit 1.81 0.26 0.50 0.72 0.85 0.93 0.96 0.98
SUR linear regression 1.88 0.17 0.48 0.71 0.87 0.94 0.97 0.99
OLS linear regression 1.62 0.22 0.56 0.77 0.90 0.96 0.98 1.00
F
it
c
h
Multi-year ordered probit 1.28 0.39 0.67 0.84 0.93 0.96 0.98 0.99
Single-year ordered probit 1.24 0.39 0.67 0.87 0.94 0.96 0.98 0.99
Pooled ordered probit 1.52 0.31 0.61 0.80 0.90 0.94 0.97 0.98
SUR linear regression 1.55 0.25 0.57 0.81 0.92 0.97 0.98 0.99
OLS linear regression 1.37 0.25 0.64 0.86 0.95 0.98 0.98 0.99
Table 5.6: The frequency of upgrades and downgrades of the actual rating (‘Actual’) and
the predicted rating (‘Predicted’) and the percentage of actual upgrades and downgrades
for which the timing is correctly predicted (‘%Correct’).
Upgrades Downgrades
Actual Predicted %Correct Actual Predicted %Correct
S
&
P
Multi-year ordered probit 0.16 0.22 0.45 0.11 0.18 0.49
Single-year ordered probit 0.16 0.27 0.45 0.11 0.23 0.45
Pooled ordered probit 0.16 0.19 0.29 0.11 0.13 0.32
SUR linear regression 0.16 0.19 0.34 0.11 0.16 0.46
OLS linear regression 0.16 0.27 0.40 0.11 0.23 0.45
M
o
o
d
y
’s
Multi-year ordered probit 0.13 0.21 0.39 0.09 0.19 0.62
Single-year ordered probit 0.13 0.28 0.43 0.09 0.24 0.52
Pooled ordered probit 0.13 0.21 0.33 0.09 0.16 0.44
SUR linear regression 0.13 0.17 0.43 0.09 0.16 0.59
OLS linear regression 0.13 0.27 0.45 0.09 0.24 0.53
F
it
c
h
Multi-year ordered probit 0.14 0.21 0.46 0.09 0.16 0.57
Single-year ordered probit 0.14 0.25 0.41 0.09 0.22 0.59
Pooled ordered probit 0.14 0.21 0.30 0.09 0.13 0.44
SUR linear regression 0.14 0.17 0.40 0.09 0.15 0.59
OLS linear regression 0.14 0.28 0.40 0.09 0.26 0.61
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and given that we do not consider the correct prediction of the absence of a
rating change in a given year. Finally, note that rating changes occur more often
for the fitted ratings of all models (on average 23% for upgrades and 19% for
downgrades) compared to actual ratings (on average 14% for upgrades and 10%
for downgrades), in line with the findings of Hu et al. (2002). This lower number of
actual rating changes can be explained by a trade-off in the CRAs’ rating system
between stability and accuracy (Cantor and Mann, 2007; Gaillard, 2012).
5.5 Conclusion
This paper compares the importance of ten determinants of sovereign credit
ratings over time for the three main credit rating agencies, using a sample of
90 countries for the years 2002-2015. Applying a composite marginal likelihood
estimation approach, we estimate a multi-year ordered probit model.
We provide empirical evidence that the credit rating agencies changed their
sovereign credit rating assessment after the start of the European debt crisis
in 2009. The financial balance, the economic development and the external
debt became substantially more important after 2009, and the effect of eurozone
membership switched from positive to negative. In addition, GDP growth and
government debt, as well as their interaction, gained much importance, such
that the positive effect of GDP growth on the credit rating became consider-
able, especially for highly indebted sovereigns, and that the negative effect of
government debt became large, especially for low growth countries. Very recent
research confirms several of our findings. Comparing estimated single-year linear
regression coefficients between the year 2007 and the year 2015, Amstad and
Packer (2015) find that the government debt to GDP ratio, the GDP growth rate
and the flexibility of the exchange rate regime was more important for the latter
year. Also Boumparis et al. (2015) and Giacomino (2013) find that government
debt became more important after 2008, using a panel linear regression model.
We believe that our empirical model with ten determinants provides a good
understanding of the credit rating process: the in sample predictions have an
average absolute error of about 1.5 notches and about 55% lies within one notch
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of the actual rating and they could correctly predict the timing of about 50% of the
actual rating up- and downgrades. Still, we acknowledge that our model remains
a simplified representation of the complex sovereign credit rating process of the
CRAs, which incorporates hundreds of variables as well as subjective judgment,
and which can vary the relevance of the different determinants across countries
(S&P, 2008). Another limitation is that several of the variables we use to model
end of year sovereign credit ratings, are not instantaneously available to the rating
agencies as they are published and revised several months after the end of the
year. However, note that rating agencies do have access to other data series such
as surveys, which could inform on the current values of these variables.
Finally, our approach of analyzing the ratio of each coefficient relative to the
coefficient of GDP per capita as a measure of importance of each variable, has
the limitation that a change in this ratio does not inform per se on whether
the weight of the numerator variable has changed or whether the weight of the
denominator variable GDP per capita has changed. Moreover, if both numerator
and denominator move in the same direction, this time variation will not be
captured by the ratio. However, both a seemingly unrelated linear regression
analysis and the linear regression model of Amstad and Packer (2015) indicate
that the weight of GDP per capita was relatively constant over time (ignoring the
bias that results from applying such linear regression models). This strengthens
our interpretation that changes in the ratio correspond to changes in the weight
of the numerator variable. Still, future research could investigate the stability of
our results by analyzing the ratio with a denominator variable other than GDP
per capita.
Our results provide insight in the sovereign credit rating process that are
relevant to credit rating agencies, financial investors and governments. The model
can be used by credit rating agencies as an empirical approximation for their
credit rating process. Furthermore, predictions of the credit rating for non-rated
countries can be obtained. Finally, our quantification of the determinants of
sovereign credit ratings can help sovereigns to better understand the drivers of
their credit rating.
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5.6 Appendix
5.6.1 Data Appendix
Table 5.7: The sovereign credit rating categories used by S&P, Moody’s and Fitch.
Category number S&P Moody’s Fitch
21 AAA Aaa AAA
20 AA+ Aa1 AA+
19 AA Aa2 AA
18 AA- Aa3 AA-
17 A+ A1 A+
16 A A2 A
15 A- A3 A-
14 BBB+ Baa1 BBB+
13 BBB Baa2 BBB
12 BBB- Baa3 BBB-
11 BB+ Ba1 BB+
10 BB Ba2 BB
9 BB- Ba3 BB-
8 B+ B1 B+
7 B B2 B
6 B- B3 B-
5 CCC+ Caa1 CCC+
4 CCC Caa2 CCC
3 CCC- Caa3 CCC-
2 CC Ca CC
1 SD/D C D/RD
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Table 5.8: Countries in the sample of S&P, Moody’s and Fitch, denoted by ‘x’.
S&P Moody’s Fitch
Argentina x x x
Australia x x x
Austria x x x
Bahamas, The x
Bahrain x x x
Barbados x x
Belgium x x x
Belize x x
Bolivia x x
Botswana x
Brazil x x x
Bulgaria x x x
Canada x x x
Chile x x x
China x x x
Colombia x x x
Costa Rica x x x
Croatia x x x
Cyprus x x x
Czech Republic x x x
Denmark x x x
Dominican Republic x x
Ecuador x x x
Egypt, Arab Rep. x x x
El Salvador x x x
Estonia x x x
Fiji x
Finland x x x
France x x x
Germany x x x
Greece x x x
Guatemala x x
Honduras x
Hong Kong SAR, China x x x
Hungary x x x
Iceland x x x
India x x x
Indonesia x x x
Ireland x x x
Israel x x x
Italy x x x
Jamaica x x
Japan x x x
Jordan x x
Kazakhstan x x x
Korea, Rep. x x x
Kuwait x x x
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Table 5.8 Continued
S&P Moody’s Fitch
Latvia x x x
Lebanon x x x
Lithuania x x x
Luxembourg x x x
Malta x x x
Mauritius x
Mexico x x x
Morocco x x
Netherlands x x x
New Zealand x x x
Nicaragua x
Norway x x x
Oman x x
Pakistan x x
Panama x x x
Papua New Guinea x x
Paraguay x x
Peru x x x
Philippines x x x
Poland x x x
Portugal x x x
Qatar x x
Romania x x x
Russian Federation x x x
Saudi Arabia x
Senegal x
Singapore x x x
Slovak Republic x x x
Slovenia x x x
South Africa x x x
Spain x x x
Suriname x
Sweden x x x
Switzerland x x x
Taiwan x x x
Thailand x x x
Trinidad and Tobago x x
Tunisia x x
Turkey x x x
Ukraine x x x
United Arab Emirates x
United Kingdom x x x
United States x x x
Uruguay x x x
Venezuela, RB x x x
Vietnam x x x
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5.6.2 The composite likelihood estimator of the multi-year
ordered probit model
The composite likelihood function
The logarithm of the composite likelihood function LC(θ), defined in (5.5), can
be written as
logLC(θ) =
N∑
i=1
T−1∑
s=1
T∑
t=s+1
Cs∑
j=1
Ct∑
k=1
I[yis = j, yit = k]× logP (Yis = j, Yit = k) ,
(5.10)
where yis and yit denote the observed category of variables Yis and Yit.
P (Yis = j, Yit = k) is given by
P (Yis = j, Yit = k) = P
(
τ j−1is < νis < τ
j
is, τ
k−1
it < νit < τ
k
it
)
= Φ2(τ
j
is, τ
k
it; Σst) + Φ2(τ
j−1
is , τ
k−1
it ; Σst)− Φ2(τ jis, τk−1it ; Σst)− Φ2(τ j−1is , τkit; Σst),
(5.11)
where Φ2(·, ·; ρ) is the cdf of the bivariate normal distribution function with
correlation parameter ρ and unit variances, and where τ lit is defined as
τ lit = τ
l
t − βtxit
for i in 1, ..., N , t in 1, ..., T and l in 0, ..., Ct.
The covariance matrix of the composite likelihood estimator
The covariance matrix of the composite likelihood estimator Cov(θˆ) equals the
inverse of the Godambe’s sandwich information matrix G(θ) (Zhao and Joe, 2005)
Cov(θˆ) = G(θ)−1 = H(θ)−1J(θ)H(θ)−1, (5.12)
where
J(θ) = E
[(
∂ logLC(θ)
∂θ
)(
∂ logLC(θ)
∂θ
)′]
H(θ) = E
[
∂2 logLC(θ)
∂θ∂θ′
]
,
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where θ is the vector collecting all unknown elements, as defined in Section 5.3.1.
The matricesH(θ) and J(θ) can be estimated as follows (Bhat et al., 2010; Ferdous
et al., 2010; Varin et al., 2011)
Jˆ(θˆ) =
N∑
i=1
[(
∂ logLCi (θ)
∂θ
)(
∂ logLCi (θ)
∂θ
)′]
θˆ
=
N∑
i=1
T−1∑
s=1
T∑
t=s+1
Cs∑
j=1
Ct∑
k=1
I[yis = j, yit = k]
P (Yis = j, Yit = k)
∂P (Yis = j, Yit = k)
∂θ

θˆ
×
T−1∑
s=1
T∑
t=s+1
Cs∑
j=1
Ct∑
k=1
I[yis = j, yit = k]
P (Yis = j, Yit = k)
∂P (Yis = j, Yit = k)
∂θ
′
θˆ
(5.13)
and
Hˆ(θˆ) =
N∑
i=1
[
∂2 logLCi (θ)
∂θ∂θ′
]
θˆ
=
N∑
i=1
T−1∑
s=1
T∑
t=s+1
Cs∑
j=1
Ct∑
k=1
I[yis = j, yit = k]
[
∂2 logP (Yis = j, Yit = k)
∂θ∂θ′
]
θˆ
= −
N∑
i=1
T−1∑
s=1
T∑
t=s+1
Cs∑
j=1
Ct∑
k=1
[
I[yis = j, yit = k]
P (Yis = j, Yit = k)2
∂P (Yis = j, Yit = k)
∂θ
∂P (Yis = j, Yit = k)
∂θ
′]
θˆ
, (5.14)
where LCi is defined in (5.6) and the θˆ subscript denotes that the function is
evaluated at the composite likelihood estimator θˆ.
For 1 ≤ i ≤ N , 1 ≤ s < t ≤ T , j in 1, ..., Cs and k in 1, ..., Ct, the nonzero
elements of the vector ∂P (Yis=j,Yit=k)∂θ used in (5.13) and (5.14) can be computed
from (5.11) and are given below:
- the component corresponding to τ j−1s with 2 ≤ j ≤ Cs:
φ(τ j−1is )
(
Φ(
τk−1it − Σstτ j−1is√
1− Σ2st
)− Φ(τ
k
it − Σstτ j−1is√
1− Σ2st
)
)
(5.15)
- the component corresponding to τ js with 1 ≤ j ≤ Cs − 1:
φ(τ jis)
(
Φ(
τkit − Σstτ jis√
1− Σ2st
)− Φ(τ
k−1
it − Σstτ jis√
1− Σ2st
)
)
(5.16)
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- the component corresponding to τk−1t with 2 ≤ k ≤ Ct:
φ(τk−1it )
(
Φ(
τ j−1is − Σstτk−1it√
1− Σ2st
)− Φ(τ
j
is − Σstτk−1it√
1− Σ2st
)
)
(5.17)
- the component corresponding to τkt with 1 ≤ k ≤ Ct − 1:
φ(τkit)
(
Φ(
τ jis − Σstτkit√
1− Σ2st
)− Φ(τ
j−1
is − Σstτkit√
1− Σ2st
)
)
(5.18)
- the p components corresponding to βs:
11
(−xis)
{
(φ(τ jis)Φ(
τkit − Σstτ jis√
1− Σ2st
) + φ(τ j−1is )Φ(
τk−1it − Σstτ j−1is√
1− Σ2st
)
−φ(τ jis)Φ(
τk−1it − Σstτ jis√
1− Σ2st
)− φ(τ j−1is )Φ(
τkit − Σstτ j−1is√
1− Σ2st
)
}
(5.19)
- the p components corresponding to βt:
(−xit)
{
φ(τkit)Φ(
τ jis − Σstτkit√
1− Σ2st
) + φ(τk−1it )Φ(
τ j−1is − Σstτk−1it√
1− Σ2st
)
−φ(τkit)Φ(
τ j−1is − Σstτkit√
1− Σ2st
)− φ(τk−1it )Φ(
τ jis − Σstτk−1it√
1− Σ2st
)
}
(5.20)
- the component corresponding to ρ:
|t− s|ρ|t−s|−1(
φ2(τ
j
is, τ
k
it; Σst) + φ2(τ
j−1
is , τ
k−1
it ; Σst)− φ2(τ jis, τk−1it ; Σst)− φ2(τ j−1is , τkit; Σst)
)
(5.21)
where Φ(·) denotes the standard normal distribution function, φ(·) denotes the
standard normal density function and φ2(·, ·; Σst) denotes the bivariate normal
density function with correlation parameter Σst and unit variances.
11 In (5.19), we use the convention that the first component equals zero when both j = Cs and
k = Ct and that the second component equals zero when both j = 1 and k = 1. A similar
convention applies for (5.20).
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Implementation of the composite likelihood estimator
We perform two reparameterizations. First, we write the autoregressive pa-
rameter ρ, between -1 and 1, as the hyperbolic tangent transformation of an
unrestricted parameter ρatanh. Second, in line with Greene and Hensher (2010),
we reparametrize the threshold coefficients τ lt to ensure that the ordering τ
i
t < τ
j
t
for i < j is preserved. Define γjt , for each t in 1, ..., T as
τ1t = γ
1
t
τ jt = τ
j−1
t + exp(γ
j
t ) for j in 2, ..., Ct − 1.
We maximize the composite likelihood using the BFGS algorithm implemented
in the ‘optim’ function of the R package ‘stats’. The gradient of the composite
likelihood function, which is used in the BFGS optimization algorithm, is com-
puted analytically from (5.10). The bivariate normal probabilities of the pairwise
composite loglikelihood function in (5.10) are computed using the Genz (1992)
algorithm implemented in the R package mnormt. The starting values for the
parameters βt and γ
j
t are chosen as the maximum likelihood estimates from the
single-year ordered probit model. The starting values of the ρatanh parameter
is the inverse hyperbolic tangent transformation of the average of the estimates
of the off-diagonal elements of the estimated covariance matrix of the seemingly
unrelated linear regression model to the power 1/|t− s|, where s and t denote the
row and column number.

Epilogue: A little less
‘statistical significance’ and
a little more ‘economic
importance’, please!
Statistical inference in business and academia heavily relies on the concept of
‘statistical significance’. In this article, however, I argue that the concept has
some inherent problems and is often misunderstood and misused. Moreover,
it diverts the attention away from the far more relevant concept of ‘economic
importance’. The problem is widespread among university students and even
professional researchers, in disciplines ranging from economics, medicine and
psychology. Therefore, I urge researchers to put more focus on the evaluation of
the ‘economic importance’ of their results through the use of confidence intervals.
In order to illustrate my thoughts with an example, let’s suppose you have
to decide upon spending 1Me on a marketing campaign for your company’s
new product. Your marketing consultant proposes you two possible campaigns:
Campaign A and Campaign B. First, a market study has revealed that, at
the 95% confidence level, spending 1Me on Campaign A would generate an
incremental consumption of your average targeted consumer within the confidence
interval of 0.01e ± 0.002e. Second, the 95% confidence interval of the average
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incremental consumption for Campaign B is 10e ± 8e. Campaign A has a
larger ‘test statistic’ of 10 (0.01e/0.001e) compared to the test statistic of
2.5 (10e/4e) of Campaign B. Therefore, campaign’s A effect on the average
consumer within the target group is said to be ‘highly statistically significantly
different from zero’. However, it is clear with this example, that blindly selecting
‘Campaign A’ only because of its high statistical significance, does not lead
to the best marketing campaign decision as it has an estimated elasticity very
close to zero. Campaign B makes a lot more economical sense as, even though
the average incremental consumption is estimated with larger uncertainty, all
values of its 95% confidence interval are very large. Although obvious in above
example, the fallacy of confounding a ‘statistically significant’ effect with an
‘economically important’ effect frequently occurs in many disciplines ranging
from economics, medicine and psychology. This problem is labeled ‘asterisk
(*) econometrics’ or ‘sign econometrics’ in which there is a (false) belief that
the statistically significant variables which have the right sign, ought to be the
important variables (Ziliak and McCloskey, 2004). The central message of this
article is that ‘statistical significance’ is not necessary, let alone sufficient, for
‘economic importance’. It does not help, however, that in the everyday language,
the term ‘significant’ is often used to signify something important. In order
to solve this misunderstanding, this article discusses in brief: what statistical
inference is and why statistical significance is not the right tool for business and
economic decision making. Finally, the article promotes the use of confidence
intervals as a solution to evaluate the ‘economic importance’ of the results.
The need for statistical inference to make conclusions for a population
Statistical inference comes into play when, for a variable of interest that is
unknown, one wants to generalize the results of a sample to a larger population.
Examples are studies on the average body mass index of Belgians and the above
example on the expected effect of a new marketing campaign on the incremental
consumption of the average consumer in the target group. In contrast, for known
variables such as the average income of Belgians, statistical inference is not needed
as their exact value is available, for example at the directorate-general statistics
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of Belgium. Statistical inference starts from a sample, randomly drawn from a
population. Estimators such as the sample mean can then be used to approximate
the unknown population value. However, this estimate contains sample variability
in the sense that different samples from the same population result in estimators
which are close to each other but different. The standard error of the estimator
is used a measure of this ‘closeness’. In our example of marketing campaigns, the
standard error for ‘Campaign A’ is only 0.001e, while it is 4e for ‘Campaign B’.
There exist many different paradigms in doing statistical inference. The focus of
this article is on the most popular ‘frequentist paradigm’, which has two main
methods: null hypothesis significance testing and confidence intervals.
‘Statistical significance’ only informs on the presence of an effect and
it has several drawbacks
Null hypothesis significance testing is one popular way of performing statistical
inference. The aim of this test procedure is to discover whether deviations
from a certain null hypothesis are caused by estimation error or whether they
reflect the true characteristics of the population. In particular, hypothesis testing
assesses how likely the sample results are under the assumption that a certain null
hypothesis is true (note that hypothesis testing does not inform on how likely the
null hypothesis itself is). If it is found unlikely that the sample is generated under
the assumption of the null hypothesis (often a prespecified cutoff value of 5% is
used), the null hypothesis will be rejected and the effect will be coined ‘statistically
significant’. For assessing this probability, a ‘test statistic’ is used which is the
ratio of on the one hand the estimated size of the coefficient and on the other hand
the estimated standard error of this estimate. Hence, even a very small estimated
effect can be statistically significant as long as the standard error of the estimator
is small enough (Wooldridge, 2015). The estimated effect of ‘Campaign A’ is an
example of such a small but very precisely estimated effect which rejects the null
hypothesis of zero effect at the 95% confidence level. An important disadvantage
of the concept ‘statistical significance’ is that it only informs on the presence of an
effect and thus remains silent about the size of the effect. Another disadvantage
is the addiction to statistically significant results, which creates an incentive for
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researchers to mine the data until ‘some significant result’ is found and then only
report this significant result (Brodeur et al., 2016; Simmons et al., 2011; Ioannidis
and Doucouliagos, 2013).
Why ‘economic importance’ is more relevant to economics and business
The main point of this article is to distinguish between the existence of an effect
and the size of an effect. Sometimes the former can be a relevant question, mostly
in theology, philosophy, mathematics and physics. For example, if scientists found
statistically significant evidence that teleportation can occur, this itself would be
of great interest to them, irrespectively of the size of the object being teleported
(Mayer et al., 2013). However, in empirical sciences, such as economics, medicine
and psychology, the estimated size of the effect, together with the size of the
estimation error, is often much more relevant than the mere notion of statistical
significance which only informs on the existence of an effect. In our example
of evaluating a new marketing campaign, the marketing manager is much more
interested in knowing the size of the additional revenues generated by the new
marketing campaign than in the mere knowledge that the new campaign will
generate additional revenues. In contrast to the often used objective 5% cutoff rule
for statistical significance, the evaluation of ‘economic importance’ is subjective
and requires expert judgment. The reason is that the meaning of ‘a large size’
greatly depends on the specific application and hence there is no general rule to
coin an effect to be ‘economically important’. I believe that the need for expert
judgment in the assessment of economic importance is not a disadvantage since
the researcher mostly is an expert in the economic application he analyzes. For
our 1Me marketing campaign example, the marketing manager would consider
an incremental consumption of the average targeted consumer between 0.008e
and 0.012e at the 95% confidence level for ‘Campaign A’, to be a very small and
not worth the investment. On the other hand, the average effect of ‘Campaign
B’ between 2e and 18e at the 95% confidence level, would be considered very
important and worth the investment.
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The case for using confidence intervals in economics and business
Along with many researchers, I promote the use of confidence intervals for
performing statistical inference in economic applications because they inform
both on the size of the effect and on the size of the estimation uncertainty
around it (Ziliak and McCloskey, 2008; Nuzzo, 2014). The meaning of a 95%
confidence interval is that if one takes many different samples from a population,
the confidence interval would contain the true population coefficient in 95% of
the cases. As the confidence bound is expressed in the same unit as the size of
the coefficient, it draws the attention of the reader to the relevant question of
the size of the effect. As a by-product, the confidence interval even informs on
the statistical significance as the effect is statistically significant if and only if the
value of the null hypothesis, often the value zero, is not included in the confidence
interval. Even in the case that the confidence interval contains the zero value,
the focus remains on the entire interval in which, in 95% of the samples, the true
value lies: this confidence interval then contains a zero effect, yes, but possibly
also an economically large effect (Elliott and Granger, 2004).
Roadmap for the future
I am certainly not against reporting statistical significance per se, as long as it is
correctly interpreted and as long as it does not overshadow the discussion on the
‘economic importance’ of the results. However, research has shown that often too
little attention is given to ‘economic importance’, that null hypothesis significance
testing is sometimes not fully understood and finally, that the distinction between
‘economic importance’ and ‘statistical significance’ is sometimes mixed. This
result holds for master university students and to a lesser extent even for
professional statistics instructors and top economics journals (Gigerenzer, 2004;
Haller and Krauss, 2002; Soete, 2012; Ziliak and McCloskey, 2004). Therefore, I
call for a change in the way statistical inference is used in business and economic
applications with a greater focus on the evaluation of ‘economic importance’
through the use of for example confidence intervals and with less focus on the often
less relevant and frequently misunderstood concept of statistical significance.
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In this PhD thesis, much attention has been devoted to the economic im-
portance of the empirical results. In Chapter 1, we proposed a measure for the
strength of the Granger causality in the frequency domain, which we used to assess
the predictive power of stock prices for the future economic activity. In Chapter
5, we compared the importance of the different credit rating determinants over
time, whereas the existing literature that uses an ordered probit model has only
analyzed the statistical significance and the sign of the estimated coefficients.
Outlook
This thesis has studied time varying relationships in multi-country macroeconomic
time series. We see several streams for future research.
In Chapter 1, we extended the Geweke (1982) test for Granger causality in
the frequency domain to a multi-country setting, which we used to study the
predictive power of stock prices for the future economic activity. This analysis
revealed that stock price growth rates only have strong incremental predictive
power for GDP growth rates at periodicities larger than one year. Therefore, the
slowly fluctuating components of stock prices growth rates can be used as a leading
indicator for the slowly fluctuating components of the GDP growth. The fact that
stock prices are an instantaneously available and free source of information even
further enhances the value of stock prices as a leading indicator. In practice,
the slowly fluctuating frequency components of stock price growth rates could be
extracted using the band pass filter proposed by Christiano and Fitzgerald (2003),
which has the advantage over many other filters that it performs well at the end
of the sample such that the extracted frequency components can be used in real
time to predict GDP and to steer policy. More generally, one could combine
frequency components of multiple variables into one composite leading indicator
for different frequency bands of GDP growth, as in Rua and Nunes (2005). One
criterion to select the relevant variables of this composite indicator can be their
incremental predictive power at each frequency band, which can be calculated
using the approach of Chapter 1.
In addition, future research could apply our multi-country test for Granger
causality in the frequency domain to other empirical settings that investigate the
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predictive power between variables using a panel dataset. One recent example
is Bilen (2015), who applies our multi-country test for Granger causality in the
frequency domain to study the predictive power between tourism development
and economic activity for a panel dataset of Mediterranean countries. Another
application could be the analysis of predictive power between the growth rates of
the relative price level and the exchange rate of two countries in the frequency
domain. Predictive power between these variables can be expected from the
relative purchasing power parity theory, which states that the relative price level
between two countries and the exchange rate move in tandem. Bidirectional
Granger causality tests in the time domain have already been performed by Cheng
et al. (2007), Cheng et al. (2010) and Schnabl and Baur (2002). We expect that
an analysis of Granger causality in the frequency domain would reveal that the
predictive power is predominantly situated at the slowly fluctuating components
of the time series.
In Chapter 3, we compared Bayesian estimators with different prior choices
for the amount of time variation in the coefficients of time varying parameter
vector autoregression models using Monte Carlo simulations. While we focused
on a comparison of different specifications of the commonly used inverse Wishart
prior, future research could perform similar simulation studies to investigate the
performance of other recently proposed priors. In particular, Eisenstat et al.
(2014), Korobilis (2014) and Belmonte et al. (2013) propose priors that shrink
several of the coefficients, as well as their amount of time variation, to zero
and Koop and Korobilis (2013) use dynamic model selection and dynamic model
averaging for TVP VAR models in which the amount of time variation itself, as
well as the number of variables in the model, can change over time. Likewise,
future research could also investigate the sensitivity of the priors used for the
stochastic volatility parameters. More broadly, the performance of small and large
TVP VARs, as well as constant parameter VARs, can be compared. Finally, in
addition to the performance measures on simulated data, also the out of sample
forecast performance on actual macroeconomic data could be used to select the
most preferred model, in the same spirit as D’Agostino et al. (2013).
In Chapter 5, we used a multi-year ordered probit model to study the time
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variation in the determinants of sovereign credit ratings for the three main credit
rating agencies and we found a major change in the rating assessment after the
start of the European debt crisis in 2009. While we assumed homogeneity across
countries and focused on detecting common patterns over time, future research
could allow for potential heterogeneity between different groups of countries, such
as eurozone member countries, other advanced countries and emerging market
countries. This generalization is meaningful given that Fitch (2014) and S&P
(2008) state that the importance of the different determinants of their ratings
can differ across countries. Indeed, Beirne and Fratzscher (2013) find that the
importance of public debt, GDP growth and fiscal balances was stronger for
emerging economies compared to advanced economies for the period 2000-2007.
In addition, while we estimated the model independently for the three main credit
rating agencies, future research could investigate the possible interaction between
these rating agencies. For this end, one could estimate a model for the three
rating agencies jointly, in which one could allow both for lagged impact of past
rating values and for contemporaneous correlation between the error terms of the
ratings of the different rating agencies.
Another topic for future research is to investigate if there is a similar change in
the determinants of other indicators of sovereign credit risk after the start of the
European debt crisis. First, the determinants of the occurrence of actual sovereign
defaults could be analyzed using binary choice regression models as in Manasse
et al. (2003) and Hilscher and Nosbusch (2010). Second, the determinants of
credit default swap spreads and sovereign yield spreads, which are market based
assessment of sovereign credit risk, could be studied. Note, however, that while
sovereign credit ratings solely measure the probability of sovereign default, these
market based measures are also driven by time varying risk and liquidity premia
(Amstad et al., 2016; Beirne and Fratzscher, 2013; ECB, 2014).
Finally, the multi-year ordered probit model could be used to analyze the
determinants of corporate credit ratings. Using a pooled ordered probit model,
Amato and Furfine (2004) have shown that these credit ratings are influenced
both by financial variables and business cycle variables. A multi-year analysis
similar to the one in Chapter 5 could reveal potential differences over time.
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