Abstract. We propose a model for belief which is free of presuppositions. Current models for belief suffer from two difficulties. One is the well known problem of logical omniscience which tends to follow from most models. But a more important one is the fact that most models do not even attempt to answer the question what it means for someone to believe something, and just what it is that is believed. We provide a flexible model which allows us to give meaning to beliefs in general contexts, including the context of animal belief (where action is usually our only clue to a belief), and of human belief which is expressed in language.
Socrates: Then he who does not know may still have true notions of that which he does not know?
Meno: He has.
--Here Socrates appears to be arguing that the beliefs which Meno's slave could be brought to have via a discussion were beliefs which he already had. 3 There is of course a tension in this line of argument, for if this is so, then deduction would appear to be dispensable, and yet, leading the boy to make deductions was Socrates' own method in bringing him to a new state of mind.
A conclusion similar to that of Socrates also follows from the Kripke Semantics which has become a popular tool for formalizing logics of knowledge. The semantics for the logic of knowledge uses Kripke structures with an accessibility relation R, typically assumed to be reflexive, symmetric, and transitive. If we are talking about belief rather than knowledge, then R would be serial, transitive, and euclidean. Then some formula φ is said to be believed (or known) at state s iff φ is true at all states R-accessible from s. Formally,
If follows immediately that if a formula is logically valid then it is true at all states and hence it is both known and believed. Moreover, if φ and φ → ψ are believed at s then both are true at all t such that s Rt, and hence ψ is true at all such t. Thus ψ is also believed at s. Moreover, a logically inconsistent formula can be neither known nor believed. Aumann's (1976) semantics uses partitions rather than Kripke structures, but is known to be equivalent Fagin et al. (1995) and suffers from the same difficulty.
There have been suggestions (Fagin et al., 1995; Moses, 1988) that these 'problems' can be dealt with by using tools like awareness, impossible possible worlds, or by referring to computational complexity. In our view, these methods do not address the fundamental problem, namely what is it that we are trying to model? In order to have a theory of knowledge, we need to have some criterion for "measuring" what someone knows. Just to start with a logic which yields logical omniscience, and then fiddling with it by various methods, leaves aside the question of what our goal is. Unless we have a clear sight of the goal we are not likely to reach it.
For instance, we do not know if the Goldbach conjecture is true, but if it is true, then it is necessarily true. Surely we cannot argue that we do not know which only because we are not aware of it. That is surely not the problem. Nor can computational complexity help us, because if it is true, then there is a sound formal system which has it as an axiom, and then a proof of the Goldbach conjecture is going to be very fast in that system. If it is false, then of course the falsity is provable in arithmetic as it only requires us to take notice of a particular even number which is not the sum of two (smaller) primes.
The issue of computational complexity can only make sense for an infinite family of questions, whose answers may be undecidable or at least not in polytime. But for individual mathematical questions whose answers we do not know, the appeal to computational complexity misses the issue.
In sum, our goal is to first answer the question, How do we know what people believe? and then try to develop a theory of what people do believe. §2. Inconsistent beliefs. Moreover, beliefs are not always consistent, so one could say, thank heaven for a lack of logical omniscience! A person, some of whose beliefs conflict with others, and who believes all logical consequences of her belief, would end up believing everything!
The following two examples are from Daniel Kahneman's Nobel lecture (Kahneman, 2002) A bat and a ball cost $1.10 in total. The bat costs $1 more than the ball. How much does the ball cost? Almost everyone reports an initial tendency to answer 10 cents because the sum $1.10 separates naturally into $1 and 10 cents, and 10 cents is about the right magnitude. Frederick found that many intelligent people yield to this immediate impulse: 50% (47/93) of Princeton students, and 56% (164/293) But the set of bank tellers who are active in the feminist movement is a proper subset (perhaps even a rather small subset) of the set of all bank tellers, so #8 cannot have higher probability 4 than #6.
Clearly human states of belief are not usually consistent. Nor are they usually closed under logical inference. Various researchers including ourselves have looked into this issue (Parikh, 1987 (Parikh, , 1995 Fagin et al., 1995; Stalnaker, 1999; Gaifman, 2004) . There is also more recent work by Artemov & Nogina (2005) , and by Fitting, aimed towards the logic of proofs.
And yet we do operate in the world without getting into trouble, and when we discover an inconsistency or incompleteness in our thinking, we remove it, either by adding some beliefs which we did not have before, or by deleting some which we had. What we need is a formal account of this activity and a more general representation of beliefs than is afforded by the current Kripke semantics. In particular, logically omniscient belief states need to be represented as a proper subset of all belief states.
The proposal we make here draws on the work of Ramsey (1931 ), de Finetti (1937 , Hayek (1936) , and Savage (1954) with echoes from Marcus (1990 Marcus ( , 1995 , Millikan (2006) , and Whyte (1990) . 5 According to this view, an agent's beliefs are revealed by the choices which an agent makes, and while 'incoherent' choices are unwise, they are not inconsistent, for if they were, they would be impossible. For an agent to make such unwise, incoherent, choices is perfectly possible and is done all the time.
Imagine that Carol assigns probabilities of .3, .3, and .8 respectively to events X, Y, X ∪ Y . One could say that these probabilities are inconsistent. But in fact nothing prevents Carol from accepting bets based on these probabilities. What makes them incoherent is that we can make Dutch book against Carol -i.e., place bets in such a way that no matter what happens, she will end up losing money. 6 Thus incoherent beliefs, on this account, are possible (and hence consistent) but unwise. It will be important to keep in mind this distinction between inconsistency and incoherence.
We now look at some previous work which contains strong indications of the direction in which to proceed. Hayek (1936) considers an isolated person acting over a period according to a preconceived plan. The plan may, of course, be based on wrong assumptions concerning external facts and on this account may have to be changed. But there will always be a conceivable set of external events which would make it possible to execute the plan as originally conceived.
Beliefs are related here to an agent's plans, and it is implicit in Hayek's view that the agent believes that the world is such that his plans will work out (or have a good chance of doing so).
But note that the belief states which are implicit in plans are more general than the belief states which correspond to Kripke structures, and the first may be incoherent and/or logically incomplete. An agent may plan to buy high and sell low, and expect to make money. It is not possible for the agent to actually do so, but it is perfectly possible for the agent to have such a plan. §3. Animal beliefs. Now, for a creature to have a plan it is not necessary that the plan be formulated explicitly in language, or even that the planner has a language. It is perfectly possible for an animal to have a plan and to a smaller extent, it is also possible for a pre-lingual child to engage in deliberate behaviour which is plan-like. This is an important point made explicitly by Marcus (1995) , Searle (1994) , and also fairly clear in Millikan (2006) , that we ought not to limit states like belief and desire to language using creatures, i.e., to adult humans and older children. Frans de Waal is even more emphatic on this point. 7 We should also attribute some kinds of intentional states to higher animals and to pre-lingual children. Going back further, Hume (1978) And so does Millikan (2006) .
Reasoning is just trial and error in thought. Dennett (1996) Finally Whyte (1990) suggests that we can even define truth in this way. He appeals to Ramsey's principle (R): (R) A belief's truth condition is that which guarantees the fulfilment of any desire by the action which that belief and desire would combine to cause. §4. Defining belief. However, we need not address the issue of truth here. Brandom (1994) subjects Whyte to some criticism, but it only has to do with whether the criterion of truth is adequate. We are only interested here in a representation of belief. Such a 7 "It wasn't until an ape saved a member of our own species that there was public awakening to the possibility of nonhuman kindness. This happened on August 16, 1996 when an eight-year old female gorilla named Binti Jua helped a three-year-old boy who had fallen eighteen feet into the primate exhibit at Chicago's Brookfield Zoo. Reacting immediately, Binti scooped up the boy and carried him to safety." De Waal is quite disdainful of Katherine Hepburn's remark in The African Queen: "Nature, Mr. Allnut, is what we are put in this world to rise above." 8 Of course we need not and should not attribute to the chicken the specific belief that such caterpillars are poisonous. Davidson (1982) is right on this particular point. But we can attribute to it the belief that eating them will lead to bad consequences.
representation must accomodate all the following groups: language possessing, logically omniscient humans; 9 language possessing but fallible humans; and non-lingual creatures like animals and very young children. 10 However, if beliefs are not (always) expressed by sentences, or coincide with propositions expressed by sentences, then we need another way of representing belief states, and then relate language-oriented belief states to some specific species of such belief states.
We shall consider two kinds of beliefs. Non-linguistic beliefs which may also be possessed by animals, and linguistic beliefs which can only be possessed by humans; adults and older children. Of course the last two groups will also have non-linguistic beliefs which must be somehow correlated with their linguistic beliefs.
Let B be the space (so far unspecified) of belief states of some agent. Then the elements of B will be correlated with the choices which the agent makes. Roughly speaking, if I believe that it is raining, I will take my umbrella, and if I believe that it is not raining, then I won't. What I believe is revealed by what I do.
But clearly the choice of whether to take my umbrella or not is correlated with my belief only if I don't want to get wet. So my preferences enter in addition to my beliefs.
Conventional theories like that of Savage (1954) take the (actual and potential) choices of an agent, assume that these choices satisfy certain axioms, and simultaneously derive both the agent's beliefs (her subjective probability) and the agent's preferences (expressed by a utility function). But it is known that agents which are rational in Savage's sense, i.e., obey his axioms, are not very common and so we would like to retain the rough framework without the inappropriate precision of Savage's theory.
So we will just assume that the agent has some space P of preferences, and that the choices are governed by the beliefs as well as the preferences. We will use S for the set of choice situations, and C for the set of choices. Thus the set {U, ¬U } could be a choice situation, or an element of S (with U standing for take the umbrella); and both U and ¬U are elements of C. We could say very roughly that an agent who prefers not to get wet will choose U from {U, ¬U } iff she believes that it is raining.
An agent who does have language can also be subjected to a purely linguistic choice. If asked Do you think it is raining? the agent may choose from the set {Yes, No, Not sure}. And it is going to be usually the case that the agent will choose U in the situation, {U, ¬U } iff she chooses Yes in the situation where she hears Do you think that it is raining? But this is not a logical requirement, only a pragmatic one. 9 Of course I do not personally know any logically omniscient humans, but in a limited context it is possible for a human to show full logical competence. Suppose that p stands for Pandas live in Washington DC, q stands for Quine was born in Ohio, and r stands for Rabbits are called gavagai at Harvard. Suppose that Jill believes that p is true and that q and r have the same truth values. Then she is allowing two truth valuations, v = (t, t, t), and v = (t, f, f ). Given a formula φ on p, q, r in disjunctive normal form, she can evaluate v(φ) and v (φ). If both are t she can say that she believes φ. If both are f , she disbelieves φ, and otherwise she is suspending judgment. Then Jill will be logically ominiscient in this domain. But note that she will actually have to make the calculations rather than just sit back and say, "Now do I believe φ?" In fact if it so happens that φ is a complex formula logically equivalent to p, then φ represents the same proposition as p, and is therefore believed by Jill. And yet, Jill will not agree to φ because it is the same 'proposition' as p, but rather that she will agree to the formula φ whose truth value she has calculated. See also Dennett (1985, p. 11) . 10 It is plausible that when a vervet monkey utters a leopard call, then it is saying, 'Ware leopard!', but surely nothing in the behaviour of such monkeys would justify us to think that they might utter If there were no leopards here, then this would be a wonderful spot to picnic.
We will say that an agent endorses (agrees with) a sentence φ iff she chooses Yes when asked, Do you think φ?, and denies (or disagrees with) φ iff she chooses No. She may also choose Not sure, in which case of course she neither endorses nor denies.
Note that nothing prevents an agent from endorsing φ as well as ¬φ, but few agents are that 'out of it'. But of course an agent may endorse φ, φ → ψ, and either deny ψ or at least fail to endorse ψ. We will say in the first case that the agent is logically incoherent, and in the second that the agent is an incomplete reasoner -or simply incomplete.
Given the fact that (φ ∧ ¬φ) → ψ for arbitrary ψ is a tautology, it is obvious that an agent who is logically incoherent, but also logically complete, and who endorses both φ and ¬φ, will end up endorsing everything. Fortunately, most of us, though we are logically incoherent, tend also to be incomplete. If we endorse the statements that all men are equal, that Gandhi and Hitler are men, and that Gandhi and Hitler are not equal, we are still not likely to agree that pigs fly -which we would if we were also complete.
As we have made clear, elements of B cannot be identified with propositions, for an agent may agree to one sentence expressing a proposition and disagree (or not agree with) another sentence expressing the same proposition. An agent in some state b ∈ B may agree with Hesperus is bright this evening, while disagreeing with Phosphorus is bright this evening. But surely we may think of an agent speaking some language L as agreeing with or endorsing a particular sentence φ. There is of course an entirely different sort of incoherence which arises when an agent's linguistic behaviour does not comport with his choices. Suppose an agent who prefers not to get wet, says that it is raining, but does not take her umbrella, then she may well be quite coherent in her linguistic behaviour, but her linguistic behaviour and her nonlinguistic choices have failed to match. Whether we then conclude that the agent is irrational, is being deceptive, or does not know the language, will depend on the weight of the evidence.
We can easily see now how deduction changes things. Meno's slave was initially both incoherent and incomplete. He believed that a square of side four had an area of eight. Since he knew some arithmetic and some geometry, his belief state was not actually coherent. At the end of the conversation with Socrates, he came to endorse the sentence, The square whose side is the diagonal of a square of side two, has an area of eight. It is not quite clear what practical application this information had for him in this case, but surely carpenters carrying out deductions of the same kind will manage to make furniture which does not collapse and bears the load of people and objects.
Beliefs can change not only as a result of deductions, as those Meno's slave did, they can also change as a result of experience, e.g., raindrops falling on your head, or as the result of hearing something, like It is raining.
A philosophical aside.
In this paper I shall avoid taking sides in philosophical disputes, but one thing does need to be mentioned. The representational account of belief seems simply wrong to me. We can certainly think of beliefs as being stored in the brain in some form and called forth as needed, but when we think of the details, we can soon see that the stored belief model is too meager to serve. I will offer an analogy.
Suppose Jennifer owns a bookstore. If someone calls her and asks if she has Shakespeare's Hamlet, she will look on her shelves, and answer yes if Hamlet is in her store. But suppose now that someone asks her if she has Shakespeare's Tragedies. These include Hamlet of course, but also Macbeth, Romeo and Juliet and King Lear. If they are stored alphabetically by title, then they will be in different locations and they won't be in her store as one item. But she can create the set and ship it out as one item to the customer. Did she have the set when the customer called? Surely yes. It would sound silly to say to the customer, "I do have Hamlet, Macbeth, Romeo and Juliet and King Lear, but unfortunately I don't have Shakespeare's Tragedies".
Let us go one step further. Suppose she actually only has a CD containing the files for the four plays, a printer, and a binder. She can still create the set using what she has, even though at the time of the call she had no physical object corresponding to the noun phrase Shakespeare's Tragedies.
It is what she has, namely the CD, the printer, and the binder, and what she can do, namely print and bind, which together allow her to fulfill the order. There are elements of pure storage, and elements which are algorithmic which together produce the item in question. These two kinds of elements may not always be easy to separate. It is wiser just to concentrate on what she can supply to her customer.
It is the same, in my view, with beliefs. No doubt there are certain beliefs which are stored in some way, but there may be other equally valid beliefs which can be produced on the spot so to say, without having been there to start with. And note that if Jennifer has a large number of actual physical books, but also CDs for some, it may be easier for her to produce a book from a CD than to find a book which exists physically in the store.
If someone asks me if I believe that 232345456 is even, I can answer yes at once (since the number ends in a 6), even though that particular belief had never been stored. But if someone asks me the name of some classmate from high school, I might take a long time to remember. Retrieving from storage is one way to exhibit a belief, but not the only one, and often, not even the best one.
In this paper, I shall not assume any particular representation of beliefs, but deal with them purely in terms of how a person acts, and how the potential for acting in some way is affected by various kinds of update. §5. Some technical details. We assume given a space B for some agent whose beliefs we are considering. The elements of B are the belief states of that agent, and these are not assumed to be sentences in Mentalese although for some restricted purposes they could be. There are three important update operations on B coming about as a result of (i) events observed, (ii) sentences heard, and (iii) deductions made. Elements of B are also used to make choices. Thus in certain states of belief an agent may make the choice to take his umbrella and we could then say that the agent believes it is raining. Many human agents are also likely to make the choice to say, "I think it is raining and so I am taking my umbrella" but clearly only if the agent is English speaking. Thus two agents speaking different languages, both of whom are taking their umbrellas, but making different noises, have the same belief in one sense but a different one in another. Both of these will matter. Later on we shall look into the connection.
Deduction is an update which does not require an input from the outside. But it can result in a change in B. Suppose for instance that Jane thinks it is clear, and is about to leave the building without an umbrella. She might say, "Wait, didn't I just see Jack coming in with a wet umbrella? It must be raining." The sight of Jack with a wet umbrella might not have caused her to believe that it was raining, perhaps she was busy with a phone call. But the memory of that wet umbrella may later cause a deduction to take place of the fact that it is raining.
Thus our three update operations are: B × E → e B A belief state gets revised by witnessing an event.
B × L → s B A belief state gets revised through hearing a sentence. 11, 12 And hearing two logically equivalent sentences s, s need not result in the same change occurring, although they may, in case the agent knows they are equivalent. 13 B → d B A deduction causes a change in the belief state (which we may sometimes represent as an addition). 14 Here E is the set of events which an agent may witness and L is some language which an agent understands (i.e., uses successfully). The last map → d for deduction is nondeterministic as an agent in the same state of belief may make one deduction or another.
Finally, we also have a space S of choice sets where an agent makes a particular choice among various alternatives. This gives us the map B × S → ch B × C An agent in a certain belief state makes a choice among various alternatives, and may arrive at a different state of belief after making that choice.
If we want to explicitly include preferences, we could write, B × P × S → ch B × C While S is the family of choice sets, C is the set of possible choices and P is some representation of the agent's preferences. Thus {take umbrella, don't take umbrella} is a choice set and an element of S but take umbrella is a choice and an element of C.
Example:
Suppose that Vikram believes it is not raining. In that case he will be in a belief state b such that ch(b, {U, ¬U }) = (b , ¬U ). Given a choice between taking an umbrella or not, he chooses not to take the umbrella, and goes into state b .
Suppose, however, that he looks out the window and sees drops of rain falling. Let r be the event of rain falling. Then the update operation → e causes him to go into state c such that in state c he chooses U from {U, ¬U }. Thus ch(c, {U, ¬U }) = (c , U ).
Note that state c will also have other properties beside choosing to take an umbrella. It may also cause him to say to others, "You know, it is raining," or to complain, "Gosh, 11 Of course, hearing a sentence is also an event, but its effect on speakers of the language goes beyond just the event. It is this second part which falls under → s . 12 Even a dog may revise its state of belief on hearing Sit!, see for instance Parikh & Ramanujam (2003) . Note also that if the sentence heard is inconsistent with one's current beliefs and one notices the inconsistency, then some theory like that in Alchourron et al. (1985) Alchourron et al. (1985) where more complex kinds of reactions to sentences heard are described.
does it always rain in this city?" There is no such thing as the state of believing that it is raining. Every belief state has many properties, most of them unrelated to rain. Among the choices that agents make are choices to assent to or dissent from sentences. But there is no logical reason why an agent who assents to "It is raining" must take an umbrella or a raincoat. It is just the more pragmatic choice to take the umbrella when one says that it is raining, because otherwise either one gets wet, or one is suspected of insincerity. We could say that the agent believes the sentence "It is raining", and disbelieves the proposition that it is raining. But we would feel uncomfortable with such an account and might prefer to say that the agent is either lying or confused.
Of course an agent may prefer to get wet and in that case, saying "It is raining," and not taking an umbrella are perfectly compatible choices. This shows that an agent's preferences need to be taken into account when correlating the actions which an agent takes and what an agent believes. But we usually do not want to get wet and to make such choices, and usually we do not say what we do not believe. It does not work for us.
Thus our theory of an agent presupposes such a belief set B, and appropriate functions (Pepperberg, 2004) ).
Partial similarity of belief states.
A familiar notion of similarity used in mathematics is that of isomorphism. If two structures < X, R >, < Y, R > are isomorphic, then it means that there is a 1-1 function f from X onto Y such that for all a, b ∈ X , R(a, b) iff R ( f (a), f (b)). Isomorphic structures have the same logical properties.
The notion which will be relevant for us, however, will be the notion of bi-simulation (van Benthem, 1976; Park, 1981; Milner, 1989) .
In the same context as above, we will say that < X, R > and < Y, R > are bi-similar if there is a subset B (the bi-simulation) of X × Y such that X is the domain of B, Y is the co-domain of B, and we have the following conditions.
• If B(a, b) and there is c such that R(a, c), then there is a d such that B(c, d) and R (b, d) . • If B(a, b) and there is d such that R (b, d), then there is a c such that B(c, d) and R(a, c).
Intuitively we can say that if a, b are related by the bi-simulation, then for anything c which is related by R to a, there is something d which is related by R to b, and vice versa. Moreover, c, d are also related by B.
Thus the structures < X, R > and < Y, R > can imitate each other without having to be isomorphic. Isomorphism implies bi-similarity but not vice versa.
If we have richer structures, < X, R, S > and < Y, R , S > then it may well happen that < X, R > and < Y, R > are bi-similar, but < X, R, S > and < Y, R , S > are not. Then the imitation will be partial.
It can thus happen that two belief structures B and B can be bi-similar in some ways, without being bi-similar in every way. Two students in the same school may show similar behavior in the cafeteria, and be bi-similar in their cafeteria personae, but not be bi-similar in, say, their dating behavior. One could say then, somewhat loosely, that they have the same beliefs about food but not about girls. (I am assuming here that their preferences are the same.)
Similarly, Jack and Jill can have the same beliefs and preferences about ice cream, and exhibit similar behavior in ice cream choosing settings, but may have different beliefs about politics.
So far we have only talked about belief states as being indicated by choices. But of course many beliefs are expressed (or so we think) by sentences. We may suggest, with Stalnaker, that what we believe are propositions. Though I do not think such accounts can work, the fact that we find them appealing requires some explanation.
We shall now introduce two notions of belief, e-belief (which is choice-based) and i-belief (which is sentence-based and only appropriate for language users). These two notions will be used to sort out various belief puzzles. §6. The setting. In our setting we imagine an observer o who is pondering on what some agent i believes. We assume (for convenience) that o thinks of a proposition expressed by a sentence as a set of possible worlds where that sentence is true, but that the observee i need not even have a language or a notion of truth. However, it is assumed that i does have some plans. Even if i is just a dog digging for a bone, o understands that i has a plan and roughly what that plan is. And we shall use this plan to make it possible for o to attribute beliefs to i.
We also assume that there is a context C which is the set of relevant possible worlds, and that worlds outside C, even though they are there, are not considered in deliberating about i's belief or beliefs. It is not assumed that i knows that there are worlds outside C; in some sense i lives inside C, but we will assume that o does know that there are possible worlds outside C. The purpose of the context is to avoid considering cases which are possible but strange, like the laws of physics failing, or Bush suddenly joining the Green party. A plan is assumed to work in normal circumstances, and an agent i is only required to have the sort of belief which would be enough for the plan to be carried out in normal circumstances.
For instance, chickens, when given a choice between drinking water and drinking mercury tend to prefer the latter, presumably because it looks more like water (is shinier) than water itself does. We certainly do not want to attribute to the chickens a belief that mercury is good to drink, merely that if you are thirsty, you should go for a shiny liquid. So let P be i's plan at the moment, and let π(P) be the set of worlds w in C such that the plan is possible at w.
There are two senses in which the plan may be possible. One is that the plan can actually be carried out. For instance for the dog digging for a bone, that possibility means that the ground is soft enough. The other sense is that the plan actually yields i the benefit which i wants; in this case, the actual presence of a bone.
So formally, π(P) = {w| w ∈ C ∧ w enables P}.
Let φ be a sentence. Then ||φ|| = {w|w | φ}, the set of worlds where φ is true, is the proposition corresponding to the sentence φ. Note that if φ and ψ are logically equivalent, then ||φ|| = ||ψ||. DEFINITION 6.1. We will say that i e-believes φ, B i e (φ) if π(P) ⊆ ||φ||. We will suppress the superscript i when it is clear from context.
It is obvious in terms of the semantics which we just gave that the statement "The dog e-believes that there is a bone where he is digging" will be true from our point of view.
A Martian observing the same dog, but not having the notion of a bone (I assume there are no vertebrates on Mars) will obviously not assign the same belief to the dog; but the Martian may still have his own theory of the dog's belief state which will allow him to predict the dog's behavior. In other words, the Martian will assign a space B to the dog which will be bi-similar in relevant ways to the space B which we would assign to the dog.
It is easy to see that if an agent e-believes φ and ψ then the agent also e-believes φ ∧ ψ and that if the agent e-believes φ and φ → ψ then the agent e-believes ψ. 15 Oddly enough, creatures which do not use language do not suffer from a lack of logical omniscience! A lot of logic goes along with e-belief, but only within the context of a single plan. For instance, one may drive a colleague to the airport for a two week vacation in Europe and then forget, and arrange a meeting three days later at which this colleague's presence is essential. But within the context of a single (short) plan, consistency and logical omniscience will tend to hold. The situation is more complex with multiple plans. And there is nothing to prevent an agent from having one e-belief in one plan and another contradicting e-belief in another plan. It is pragmatic considerations -the logical counterpart of avoiding Dutch Book -which will encourage the agent i to be consistent and to use logical closure.
Suppose someone has a plan P consisting of, "If φ then do α, else do β" and another plan P consisting of "If φ then do γ , else do δ". Now we find him doing α and also doing δ (we are assuming that the truth value of φ has not changed). We could accuse him of being illogical, but there is no need to appeal to logic. For he is doing Dutch book against himself.
Presumably he assumed 16 that u(α|φ) > u(β|φ) but u(α|¬φ) < u(β|¬φ). Thus given φ, α was better than β but with ¬φ it was the other way around. Similarly, u(γ |φ) > u(δ|φ), but u(γ |¬φ) < u(δ|¬φ). And that is why he had these plans. But then his choice of α, δ results in a loss of utility whether φ is true or not. If φ is true then he lost out doing δ and if φ is false, then he lost out doing α.
For a concrete example of this, suppose that on going out I advise you to take your umbrella, but fail to take mine. If it is raining, there will be a loss of utility for I will get wet. If it is not raining, there will be a loss of utility because you will be annoyed at having to carry an umbrella for no good reason. My choice that I advise you to take your umbrella, but fail to take mine, is not logically impossible. It just makes no pragmatic sense. A similar argument will apply if someone endorses φ, endorses φ → ψ and denies ψ. If such a person makes plans comporting with these three conditions, then he will make choices which do not maximise his utility. Of course such arguments go back to Ramsey (1931) and Savage (1954) .
If we assume that over time, people learn to maximise their utility (they do not always but often do), then they will 'learn' a certain amount of logic and they will make certain obvious logical inferences. 17
15 To see this, if π(P) ⊆ ||φ||, and π(P) ⊆ ||ψ|| then clearly π(P) ⊆ ||φ|| ∩ ||ψ|| = ||φ ∧ ψ||. The proof for the other case is similar using the fact that ||φ → ψ|| = (C − ||φ||) ∪ ||ψ||. Since π(P) is contained in ||φ||, it is disjoint from C − ||φ||. Hence it can be contained in (C − ||φ||) ∪ ||ψ|| if and only if it contained in ||ψ||. 16 The use of the letter u for utility is not meant to suggest that we have a formal notion of utility in mind; only a rough one. 17 Bicchieri (1997) suggests that co-operation also comes about as a result of such a learning process.
Such suggestions have of course also been made by many others. Since we are only considering the one-agent case here, we shall not go into this issue any further. See, however, our Parikh (1991) .
A little girl who was in kindergarten was in the habit of playing with her older sister in the garden every day when she came home. Once, her older sister was sick. So the little girl went to visit her sick sibling in her bedroom, and then, as usual, went out into the garden to play with her. Clearly the little girl had not yet learned to maximise her utility! §7. A second notion of belief -language enters. We now define a second notion of belief which does not imply logical omniscience. This is a more self-conscious, languagedependent notion of belief.
For agents i who do have a language (assumed to be English from now on), their plan may contain linguistic elements. At any moment of time they have a finite stock of currently believed sentences. This stock may be revised as time passes. These agents may perform atomic actions from time to time, and also make observations which may result in a revision in their stock of believed sentences. 18 Thus Lois seeing Superman in front of her will add the sentence "Superman is in front of me", to her stock, but, since she does not know that Clark Kent is Superman, she will not add the sentence "Clark Kent is in front of me". Someone else may add the sentence "I see the Evening Star", but not the sentence "I see the Morning Star" at 8 PM on a summer night. A person who knows that ES = MS, may add the sentence, "Venus is particularly bright tonight." In any case, this stock consists of sentences and not of propositions.
The basic objects in the agents' plans are atomic actions and observations which may be active (one looks for something) or passive (one happens to see something). These are supplemented by the operations of concatenation (sequencing), if then else, and while do, where the tests in the if then else and while do are on sentences. There may also be recursive calls to the procedure: find out if the sentence φ or its negation is derivable within the limits of my current resources, from my current stock of beliefs. Thus if i's plan has currently a test on φ, then, to be sure, the stock of sentences will be consulted to see if φ or its negation is in the stock. But there may also be a recursive call to a procedure for deciding φ. If someone asks "Do you know the time?", we do not usually say, "I don't", but look at our watches. Thus consulting our stock of sentences is typically only the first step in deciding if some sentence or its negation can be derived with the resources we have.
This difference between sentences and propositions matters as we now show. 19
18 It may seem to the reader as if I am endorsing a representational theory after all, but not so. First, the stock may not literally exist, but may simply refer to those sentences which the agent assents to quickly. Secondly, the agent's beliefs need not be restricted to this stock -just as earlier, the bookseller Jill was not restricted to selling sets of books which were in her store as a set. 19 We might compare entertaining a proposition as a bit like entering a building. If Ann and Bob enter the same building through different doors, they need not be in the same spot, and indeed they might never meet. But what makes it the same building is that they could meet without going out into the street. Thus if Ann and Bob are apt to assent to sentences s, s respectively where we know that s, s are equivalent; then it need not follow that there is a sentence they share. But they could through a purely deductive process, and without appealing to any additional facts, be brought to a situation where Ann assents to s and Bob to s (unless one of them withdraws a belief, which may also happen). It has been suggested in this context (e.g. by Stalnaker, 1999 ) that such issues can be addressed by using the notion of fine grain. By this account, if I understand it correctly, logical equivalence is too coarse a grain and that a finer grain may be needed. So if two sentences are in the same fine grain and an agent knows or believes one, then the agent will also know or believe the other. But if we try to flesh out this metaphor then we can see that it is not going to work.
Suppose for instance that Lois Lane has invited Clark Kent to dinner but he has not said yes or no. So she forms the plan, While I do not have a definite answer one way or another, if I see Clark Kent, I will ask him if he is coming to dinner. Here seeing Clark Kent is understood to consist of an observation followed by the addition of the sentence "I am seeing Clark Kent" to her stock.
Suppose now that she sees Superman standing on her balcony. She will not ask him if he is coming to dinner as the sentence "I am seeing Clark Kent" will not be in her stock of sentences. And this is the sense in which she does not know that when she is seeing Superman, she is also seeing Clark Kent. If she suspects that Clark Kent is Superman, then it may happen that her recursive call to the procedure "decide if I am seeing Clark Kent" will take the form of the question, "Are you by any chance Clark Kent, and if so, are you coming to dinner?" addressed to Superman.
Have we given up too much by using sentences and not propositions as the objects of i-belief? Suppose her plan is, "If I see Jack and Jill, I will ask them to dinner" but she sees Jill first and then Jack so that she adds the sentence "Jill and Jack are in front of me" to her stock. Will this create a problem? Not so, because if a sentence φ is in her stock, φ easily implies ψ, and she needs to know the value of ψ so she can choose, then the program find out about ψ which she calls will probably find the sentence she needs. If the program terminates without yielding an answer she may well have a default action which she deems safest.
So here we make use of the fact that Lois does have a reasonable amount of intelligence. Even if she does not explicitly add some sentence ψ to her stock, when she comes to a point where the choice of action depends on ψ, she will ask if ψ or its negation is derivable from her present stock of sentences, possibly supplemented by some actions which add to this stock. DEFINITION 7.1. If an agent a comes to a point in her plan where her appropriate action is If φ then do α else do β, and she does α, then we will say that she i-believes φ. If, moreover, φ is true, and we believe that in a similar context she would judge it to be true only if it is true, then (within the context of this plan) we will say that she i-knows φ.
A common example of such a plan is the plan to answer a question correctly. Thus if an agent is asked "Is φ true?", the agent will typically call the procedure "decide if φ is true", and then answer "yes", "no", or "I don't know" in the appropriate cases.
For instance if G(φ, ψ) means that φ and ψ are in the same grain, then G will be an equivalence relation. But surely we cannot have transitivity in reality, because we could have a sequence φ 1 , . . . , φ n of sentences, any two successive ones of which are easily seen to be equivalent, whereas it is quite hard to see the equivalence of φ 1 and φ n .
Moreover, "being in the same grain" sounds interpersonal. If two molecules are in the same rice grain for you, then they are also in the same fine grain for me -it is just a fact of the matter. But in reality people differ greatly in their ability to perceive logical equivalences.
Thus suppose some set theorist thinks of some new axiom φ and wonders if φ implies the continuum hypothesis, call it ψ. The set theorist may find it quite easy to decide this question even if we see no resemblance between φ and ψ. And if he does not find it easy, he may look in the literature or ask another set theorist, processes which cannot easily be built into a formal theory. And they should not be! For if they were easy to build into a formal theory, then the representation is almost certain to be wrong.
Or a chess champion may be able to see 20 moves (40 half-moves) ahead in the end game, but you and I cannot. And he too usually cannot do this during the middle game. Thus context, habit and expertise matter a lot. Now note that if an agent means to deceive, then the same procedure will be called, but the answers given will be the opposite of the ones indicated by the procedure. But if we ourselves know that the agent's plan is to deceive, then we can clearly take the statement "φ is false" to indicate that the agent believes φ.
We no longer have the law that if the agent i-knows φ and φ implies ψ then the agent of necessity i-knows ψ. But if the agent has the resources to decide φ and the proof of ψ from φ is easy, then she might well also know ψ. But her notion of "easy" may be different from ours, and how much effort she devotes to this task will depend on her mood, how much energy she has, etc. Dennett (1985) , who makes a related point, does not seem to make the distinction between linguistic and non-linguistic belief which I am making here.
For instance if a customer sits down on a bar stool and the bartender sees him, we do not need to ask, "Does the bartender know he wants a drink?" Of course he knows. But suppose a woman suffering from a persistent cough calls her husband and says, "I got an appointment with the doctor for 2:30 PM", she may later think, "I wonder if he realized that I cannot pick up our daughter at 3". When i knows φ and ψ is deducible from φ, then whether we assume that i knows ψ will depend less on some objective distance between φ and ψ than on what we know or can assume about i's habits.
Note now that we often tend to assign knowledge and beliefs to agents even when they are not in the midst of carrying out a plan. Even when we are brushing our teeth we are regarded as knowing that the earth goes around the sun. This can be explained by a continuity assumption. Normally when we are asked if the earth goes around the sun or vice versa, we say that the former is the case. An agent is then justified in assuming that even in between different occasions of being so asked, if we were asked, we would give the same answer. This assumption, which is usually valid, is what accounts for such attributions of belief. §8. Conclusion. We have tried to give an account of belief which starts with behavior rather than with some ad hoc logical system. There are many things to be worked out. For instance, why do we perform deductions at all? They must benefit us in some way, but a detailed logical account of how systems can evolve towards better logical acumen is yet to be developed. Yet another question to ask is about partial beliefs. In some circumstances these partial beliefs will be correlated with a probability function, but again, a concordance with the Kolmogorov axioms will be a norm which is not always observed in practice.
