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The current paper presents a continuation of the development of a modern methodology 
for the construction of uncertainty-quantified chemical reaction models on the base of the 
Bound-to-Bound Data Collaboration (B2BDC) module of the automated data-centric 
infrastructure PrIMe.  Some problems, postulated in the recent studies, are in the focus of 
the present investigation. 
 
The question of targets amount (experimental data, Quantities of 
Interest (QoI)) selected for the analysis has been studied. To investigate this, the PrIMe 
dataset is augmented. The influence of dataset extension on the dataset consistency, feasible 
parameter set, and model optimization is studied and an algorithm for the selection of QoI in 
each experimental set is postulated. The approach of combined methods of scalar 
consistency measure, SCM, and vector consistency measure, VCM, for consistency analysis 
are adapted and successfully implemented. Predictions of the LS- 𝓕 optimized mechanism 
are compared against a wide range of experimental data of laminar premixed flames and 
shock tube ignition delay times. Good agreement of model predictions with the experimental 
measurements is obtained. 
Nomenclature 
ϕ = equivalence ratio 
P5 = pressure behind reflected shock waves in shock-tube experiments  
QoI = quantity of interest  
T5 = temperature behind reflected shock waves in shock-tube experiments 
T0 = initial temperature in laminar flame experiments 
UB = uncertainty bounds 
I. Introduction 
NE of the most important properties of a reaction model in chemical engineering is to make predictions about 
the system when certain settings are changed. Appropriate handling and archiving of experimental data from 
different sources, and of the many uncertainties in the data embedded in the kinetic models, is a major challenge the 
chemical kinetics community has to tackle before becoming a predictive science. Methods for determining whether 
or not the model predictions are consistent with experimental data have been of great interest in combustion research 
over decades. Developing predictive models
1
 has become the goal in many of the modelling studies on reaction 
systems. Numerical optimization of complex reaction networks, of the kind that guided the development of GRI-
Mech,
1-3
 e.g., has now been accepted as one of the underlying methods in this pursuit.
4-6
 In order to develop a 
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predictive reaction model for complex chemical systems the integration of large amounts of theoretical, 
computational, and experimental data collected by numerous researchers is required. The integration of such data 
entails assessment of the consistency of the data, validation of models, and quantification of uncertainties for model 
predictions and often requires calibrating unknown parameters based on experimental observations.  
The interest for development of chemical models spurred the interest in the quality of experimental data, i.e. 
uncertainty quantification. There has been plenty of research on data collaboration over the years;
1,2,7-9
 this also led 
to the development of cybersystems offering kinetic database platforms, calculation and data analysis tools. Based 
on a long research on such cybersystems, we chose an automated data-centric infrastructure, the Process Informatics 
Model (PrIMe)
7




II. Theoretical background 
B2BDC is a computational framework developed for a treatment of collective information content (combined 
numerical and experimental data) collected from multiple sources.
1,2,8,11-14
 This approach allows the users to 
investigate the studied data consistency, identify the sources of inconsistency, evaluate (and re-evaluate) data 
uncertainty and optimize models under development. The main steps of the B2BDC methodology for the UQ 
reaction model analysis are dataset construction, feasible set computation, data consistency analysis and final model 
optimizations. 
A dataset is a collection of model-data constraints where uncertain model parameters, with prior ranges {𝑙𝑖 ≤
𝑥𝑖 ≤ 𝑢𝑖 }𝑖=1
𝑛 , are constrained by both models {𝑀𝑒(𝑥)}𝑒=1
𝑁  and experimental observations, or Quantities of Interest 
(QoIs), given on the uncertainty interval, [Le , Ue ] for each e-th QoI.
13-15
 These models generally take the form of 
surrogates and map to observed experimental targets. Let the hyper-rectangle ℋ define the prior uncertainty for the 
model parameters. For each individual QoI, we can find a feasible set of parameters on which the corresponding 
surrogate model matches the experimental bounds: 
ℱ𝑒 ≔ {𝑥 ∈ ℋ: 𝐿𝑒 ≤ 𝑀𝑒(𝑥) ≤ 𝑈𝑒}                                                             (1) 
 
The feasible set of the dataset is defined as follows: 
 
ℱ ≔∩𝑒=1
𝑁 ℱ𝑒 = {𝑥 ∈ ℋ: 𝐿𝑒 ≤ 𝑀𝑒(𝑥) ≤ 𝑈𝑒 , 𝑓𝑜𝑟 𝑒 = 1, . . , 𝑁}      (2) 
 
i.e., the collection of all parameters for which model predictions match experimental bounds. If the feasible set is 
nonempty, the dataset is said to be consistent.  Conversely, if the feasible set is empty, i.e. inconsistent, then there is 
disagreement between models and data: no parameter vector can satisfy all model-data constraints. Inconsistency 
can often be attributed to misspecified experimental observations, incorrect model forms, or a combination of both. 
Consistency analysis is a key unit of any dataset. If a dataset is defined to be inconsistent, no further analysis can 
be performed. Moreover, consistency of a dataset allows minimizing the error propagation. Therefore, prior to any 
model optimization and improvement, it is necessary to investigate the role of consistency analysis in the model 
optimization and influence of consistency assessment processes on the model output.  
The B2BDC methodology offers two kinds of consistency analysis measures: SCM, namely scalar consistency 
measure, and VCM, vector consistency measure. In earlier work by R. Feeley and coworkers,
11
 a quantitative 
measure of dataset consistency was proposed as follows:  
 




s.t.    (1 − 𝛾)
𝐿𝑒−𝑈𝑒
2
 ≤ 𝑀𝑒(𝑥) −  
𝑈𝑒+𝐿𝑒
2
≤  (1 − 𝛾)
𝑈𝑒−𝐿𝑒
2




 this measure was termed the scalar consistency measure (SCM). Loosely speaking, the SCM 
provides the maximal allowable symmetric tightening of all model-data constraints. Hence, if the SCM is positive, 
the dataset is consistent. If the SCM is negative, then the dataset is inconsistent. In the case of inconsistent datasets, 
sensitivity calculations for the SCM provide a means of identifying possible problematic model-data constraints. 
Strategies for resolving inconsistent datasets using this technique are described in references.
11,16
 For massively 
inconsistent datasets (datasets with numerous contributors to inconsistency), these approaches can be overly 




aggressive and result in excessive identifications. To address this challenge, Hegde and coworkers proposed the 
vector consistency measure (VCM) for resolving massively inconsistent datasets through the finding the fewest 
number of relaxations of the QoI lower and upper bounds required to render the dataset consistency.
16
 Both 
strategies, SCM and VCM, are used in the present work for the data consistency analysis.  
After a feasible set is constructed and dataset consistency is achieved, the reaction model optimization can be 
performed, e.g. through minimizing the sum of relative error between surrogate models and experimental data.
17
   
Generally, three scenarios of optimization are available in PrIMe. The first method applied is LS-ℋ, a (weighted) 
Least-Squared fit constraining parameter values to their initially assessed uncertainty ranges, ℋ. This is now quite 
common approach.
1-6,18
 The other two refined methods,
17
 LS-ℱ and 1N-ℱ, are constrained to the posterior 
uncertainty ranges of parameters, over the feasible set ℱ. Method LS-ℱ uses a weighted Least-Squared objective, 
while 1N-ℱ is a 1-Norm minimization that aims at the smallest number of parameters to be changed.  
In our recent research,
10
 the initial H2/CO reaction model, consisting of 73 reactions and 17 species, was 
subjected to a B2BDC analysis. A complete dataset including a total of 167 experimental targets (122 ignition 
delays, and 45 laminar flame speeds) and 55 active model parameters was constructed. Consistency analysis resulted 
in disagreement between model and data. Then, a final consistent dataset was composed by removing 45 
experimental targets identified by VCM. Model optimization was performed with three methods, LS-ℋ, LS-ℱ and 
1N-ℱ. The LS-ℱ model demonstrated the best agreement with experimental data resulting in zero number of the 
QoIs violation.  
At the moment, it is unfortunately not guaranteed that a huge amount of data leads to a perfect well-predictive 
model, partly because the uncertainty prediction cannot be measured. In this work, we have augmented the dataset 
through a higher number of QoIs for syngas combustion by addition of more targets for already implemented
10
 and 
newly published experimental observation sets. The selection criterion is the minimum amount of units sufficient to 
reflect the experimental trend. Moreover, a new dataset now covers the hydrogen ignition delay times and laminar 
flame speed measurements. The influence of this expansion on the consistency analysis, feasible set, and model 
optimization is analyzed and compared to the previous research results.  
Performed consistency analysis has motivated us to investigate the results obtained with SCM and VCM 
methods and their comparison. Furthermore, the action regarding the inconsistent constraints identified by VCM 
analysis, either their elimination or bound relaxation, has been studied. 
III. Workflow 
A. Initial dataset  
The construction of a dataset is one of the main requirements of the B2BDC methodology. A dataset must 
consist of the experimental observations with respective uncertainty bounds, and a common reaction kinetic model 
with active parameters identified via sensitivity analysis.
19
 
In the initial dataset, syngas and hydrogen ignition delay times and laminar flame speeds are considered. For 
ignition delay times, a set of shock-tube ignition delay time measurements is selected. It has a wide range of 
temperatures (889-2136 K), pressures (0.6-33 bar), and equivalence ratios (φ=0.5-4). To account for flame-
propagation conditions, a set of flame velocity measurements is selected for preheat temperatures (298-700 K), 
pressures (0.5-40 bar), and equivalence ratios (φ=0.5-5.6). These selected experimental observations cover the full 
range of operating conditions present in the literature sources. Experimental conditions of the selected measurements 
are summarized in Table 1. The uncertainty boundaries of the selected QoIs are assessed by evaluation with the 
empirical rule described in Slavinskaya et al.
10
 The final number of QoIs in the complete is 477 QoIs, including 319 
ignition delays and 158 laminar flame speeds. The selected QoIs of ignition delay times and laminar flame speeds 
along with their evaluated uncertainties can be found in Appendixes 1-2. 
B. DLR_H2/SynG reaction kinetic model 
The chemical reaction kinetic model used in this research is a submodel of the DLR C0-C2 reaction model,
10
 
which is the base chemistry of the DLR reaction data base for larger hydrocarbon oxidation.  
C. Ignition delay time determination 
 
Ignition delay time might be derived from different indicators: pressure change, temperature or species 
concentration (usually OH* or OH). PrIMe allows the user to store experimental data with information about the 




method used for ignition delay time determination. Nevertheless, the numerical simulation is not always able to 
identify uniquely the ignition delay time from OH* gradient raise.  
 







Kalitan et al. 
20 
T5=900-1265 K;  
p5=0.6-17.9 bar; 
 =0.5 










T5=943-1148 K;  
p5=16.50-32.7 bar; 
 =0.5 
Vasu et al.24 T5=974-1160 K;  
p5=1.3-2.5 bar; 
 =0.5 





T5=909-965 K;  
p5=1.2-1.4 bar; 
 =0.5-1.0 








Mittal et al.29 T5=1010.5-1044 K;  
p5=15-50 bar; 
 =1.0 
Petersen et al.30,31 T5=1189-1300 K;  
p5=33 atm; 
 =1.0 
Zhang et al.32 T5=1023.52-












1179.72 K;  
p5=2 atm; 
 =1.0 
Krejci et al.36 T5=980-2004 K;  
p5=1.6-32.0 bar; 
 =0.5 
    
Laminar flame speed measurements 
Sun et al.37 T0=298 K; 
p=0.5-40.0 atm; 
 =0.5-6.0 
Goswami et al.38 T0=298 K; 
p=1-10 atm; 
 =0.5-0.6 
Wang et al.39 T0=298 K; 
p=1 atm; 
 =0.6-5.6 
Hassan et al.40 T0=298 K; 
p=0.5-4.0 atm; 
 =0.6-5.0 
Zhang et al.41 T0=298 K; 
p=1-10 atm; 
 =0.5 








Han et al.44 T0=298 K; 
p=5-10 atm; 
 =0.8 













Xie et al.48 T0=373 K; 
p=1 atm; 
 =0.6-3.0 
Das et al.49 T0=298-323 K; 
p=1.0 atm; 
 =0.6-1.2 
Li et al.50 T0=295 K; 
p=1 atm; 
 =0.6-1.0 







Hu et al.56 
Tang et al.57 
Verhelst et al.58 
Kwon and Faeth59 









Sun et al.62 T0=400 K; 
p=1 atm; 
 =0.6-2.0 




Table 1. Experimental measurements selected for initial dataset construction 
 
 




It becomes more critical for ignition modeling of syngas, which has various ignition regimes: strong, mixed, and 
transient. This might cause the phenomena of an ‘unclear’ ignition event, for instance saddle point in the initial 
phase (Fig. 1a); the multi-peak behavior of OH* concentration profiles (Fig. 1b,c); peak s between the initial phase 
and steady state phase where the OH* concentration is constant in spite of ongoing processes (Fig. 1c); or absence 
of the gradient peaks. These behaviors are demonstrated in Fig. 1a-f. An ideal case of gradient raise is shown in Fig. 
2.   
 
The misinterpretation of numerical results (selection of the ‘false’ peak as ignition time points) leads to the 
confuse conclusion about agreement/disagreement of surrogate model with experimental value and, as result, to 
erroneous feasible set and difficulties with data consistency analysis. To address this problem, the following 
assumptions have been made: 
 When there are two peaks in the OH* profile as shown in Fig. 1a-c, the highest peak is used; 
a)      b)  
c) d)  
e)  
 
Figure 1. Different behaviors of OH* concentration profiles for ignition event determination 




















































































































 OH* concentration profile





































 When the simulated steady state OH* concentration 
is greater than the peak OH* concentration as shown in 
Fig. 1d, the peak OH* concentration is used; 
 When there is no sharp gradient as shown in Fig. 1e, 
then the experimental point is assumed as self-inconsistent. 
From the numerical point of view the OH* 
concentration profile does not seem to be a good indicator 
for syngas ignition determination. We have compared the 
step rise according to both pressure and temperature time 
histories along with the OH* concentration profile (Fig. 
3a,b) for the QoI a00000238 with the initial model. It can 
be clearly seen that OH* concentration profile gives two 
peaks whereas very similar ignition delay time of 0.0123 s 
is obtained from both pressure and temperature profiles. 
This allows us to assume that all three indicators for 
ignition time determination interchangeable and 
recommend using pressure and/or temperature profile as a 
unique indicator of ignition delay time for all QoIs. 
 
D. Preliminary filtering 
In order to provide more accurate fitting, a preliminary filtering is applied on the QoIs. According to the filtering 
results, eleven QoIs, a00000156, a00000157, a00000158, a00000309, a00000352, a00000355, a00000358, 
a00000359, a00000360, a00000701, and a00000504 (according to the case explained in Fig. 1e) are detected as self-
inconsistent and removed before any further analysis. We assume that some of those QoIs stem from large deviation 
of modeled ignition time from the experimentally observed one, and some, perhaps, from the large ranges of 
parameter uncertainties. 
E. Construction of feasible region F 
The change in prior (original domain ℋ) and posterior (feasible set ℱ) parameter bounds for DLR_H2/SynG 
dataset is demonstrated in Fig. 4. The variable index indicates the active model parameters. The full list of active 
parameters and their uncertainty bounds of rate coefficients is given in Slavinskaya et al.
10
 Uncertainty bounds are 
given as a relative value. Also shown, as black vertical lines, are prior parameter uncertainty bounds, whereas blue 
and red lines are the posterior inner and outer bounds, respectively.  
 
F. Consistency analysis 
After applying the preliminary filtration, a new dataset is generated after removing 11 self-inconsistent QoIs via 
preliminary filtering.  This dataset, which includes 466 total QoIs, is originally inconsistent. After performing SCM 
analysis, the SCM interval 𝛾 (Eq. 3) for the original dataset is found to be [-2.51, -2.31]. Since the SCM value is 
negative, the dataset is inconsistent.  
a)     b)   
 
Figure 3. Comparison of different indicators for ignition time determination 








































































Figure 2. ‘Ideal’ case of OH* concentration 
profile for ignition event determination 






































VCM analysis results in 87 targets to be relaxed or removed by VCM. These 87 QoIs consisting of 84 ignition 
delay QoIs and 3 flame speed QoIs are presented in Appendix 3. However, after the detailed analysis of all 87 QoIs, 
it has to be noted that this amount is overestimated, and mathematical algorithm still should be further investigated 
and improved. 87 QoIs are removed resulting in DLR_H2/SynG dataset with SCM interval 𝛾 equal to [0.047, 0.11]. 
The SCM is now positive, thus the final DLR_H2/SynG dataset containing 379 QoIs is consistent.  
G. Parameter optimization and validation with experimental data 
Parameter optimization is designed to find an optimal point in the parameter space minimizing specified 
objectives. Generally, three types of optimization were applied:  
1. LS- ℱ – minimizing the sum of relative error between surrogate models and experimental data over the 
feasible set. 
2. LS- ℋ – minimizing the sum of relative error between surrogate models and experimental data over the 
original domain. 
3. 1N- ℱ – minimizing the 1-norm of the parameter over the feasible set. 
The data presented in Table 2 show a similar trend as in the previous research
10
 and highlight several features. 
According to the obtained results the lowest average deviation is shown by LS- ℋ optimization. It was constrained 
to the prior uncertainty ranges of parameters, over the original domain ℋ. Nevertheless, LS- ℋ results in violation 
of 28 QoIs uncertainty bounds. At the same time, the LS- ℱ and 1N- ℱ optimization methods, constrained to the 
posterior uncertainty ranges of parameters, over the feasible set ℱ, result in a lower average relative error and zero 
number of QoIs violation. The 1N- ℱ scheme is using the least number of parameter changes, minimizing the 1-
norm of the parameter; therefore, it gives higher error as compared to the LS- ℱ. Thus, we can conclude that LS- ℱ 
optimization method demonstrates the best predicting behavior among the three methods and will be used in the 
current study.  
 
 






Average error (%) Number of QoIs 
violations 
LS- ℱ 24.4 0 
LS- ℋ 21.7 28 
1N- ℱ 40.6 0 
 
Table 2. Comparison of the optimization methods based on the surrogate models, pw 
 




A comparison between initial and final optimized model validated on experimental data is presented in Figures 
5-6. Model predictions are also compared with those of Varga et al.
6
 since it was generated on the similar 
optimization method with much bigger amount of QoIs but without mathematical analysis of data consistency.  
 
Comparisons in Fig. 5 demonstrate that the predictions of the optimized model overall are in good agreement 
with the experimental measurements obtained in shock tubes. Fig. 6 shows the validation of initial and optimized 
models on the laminar flame speed data. The LS- ℱ optimization method significantly improves model prediction 





Figure 5. Syngas and hydrogen ignition delay time simulations. Symbols, experimental data; initial DLR model, 
black line; Varga et al. model,
6
 gray solid line; LS- ℱ optimized model, pw, red solid line; LS- ℱ optimized model,10 
blue solid line; Black full circles are QoIs from DLR_H2/SynG dataset; Red full circles are the QoIs deleted from 
the initial dataset according to the VCM analysis; Blue full circles are the self-inconsistent QoIs deleted from the 
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times. However, for some QoIs, there is no visible influence of the model optimization. Overall, the LS- ℱ 
optimized model predicts the experimental data within the experimental uncertainties in case of consistent QoIs 
excluding those removed after VCM analysis (red circles with cross).  
The results also demonstrate the influence of dataset augmentation. The comparison of LS- ℱ models prediction 
applied on the dataset with total 122 QoIs
10
 and 379 QoIs (pw) clearly indicates several points: 
 From each experimental set, there should be sufficient amount of experimental points to reproduce the 
trend; 
 Since the investigated reaction mechanism covers hydrogen and syngas combustion, construction of 
heterogeneous dataset (QoIs of both hydrogen and syngas) results in a higher confidence level of the 
model uncertainty quantification and, in consequence, better predictions of the optimized model. 
 
IV. Conclusion 
In this paper, B2BDC analysis of large amount of hydrogen and syngas combustion data was applied within the 
PrIMe cyber-infrastructure for investigation of dataset construction parameters and their impact on reaction model 
optimization.  
The detailed syngas oxidation mechanism of Slavinskaya et al.
10
 has been updated using recently published rate 
constants. The approach of combined SCM and VCM methods for consistency analysis has been adapted from 
Hegde et al.
16
 and successfully implemented.  
The problem of ignition delay determination based on OH* concentration profile has been discussed and 
clarified. According to the research analysis, it has been recommended to use temperature and/or pressure time 
histories as a unique criterion of syngas ignition delay times for numerical simulations in PrIMe.  
Dataset augmentation was performed and investigated. It has been found out that dataset augmentation has 




Figure 6. Syngas and hydrogen laminar flame speed simulations. Symbols, experimental data; initial DLR 
model, black line; Varga et al. model,
6
 gray solid line; LS- ℱ optimized model, pw, red solid line; LS- ℱ 
optimized model,
10
 blue solid line; Black full circles are QoIs from DLR_H2/SynG dataset. 
 
 




























/He, T=300 K, p=40 atm
 Exp.  H.Sun et. al., 2007






























/air, T=600 K, 
=0.6, p=15 atm






























/air, T=323 K, 
p=1 atm, =0.6 





































Finally, predictions using the present LS- ℱ optimized mechanism were compared against a wide range of 
experimental data of laminar premixed flames and shock tube ignition delay times. Improvement of optimized 
model prediction results can be clearly seen. Good agreement of model predictions with the experimental 
measurements allows us to further develop a complex uncertainty quantified H2-CO model for hydrogen and syngas 
combustion. 
Appendix 
Appendix 1. Ignition delay time QoIs 














1 40/60%CO/H2/air 914.0 1.1 a00000105 20 162 2.81%H2/1.19%CO/2%O2/94%Ar 1089.3 9.3 a00000558 25 
2 40/60%CO/H2/air 1036.0 1.1 a00000106 20 163 2.81%H2/1.19%CO/2%O2/94%Ar 1061.5 9.2 a00000559 35 
3 40/60%CO/H2/air 1241.0 1.0 a00000107 20 164 2.81%H2/1.19%CO/2%O2/94%Ar 1020.5 10.0 a00000560 50 
4 60/40%CO/H2/air 900.0 0.6 a00000110 20 165 2.81%H2/1.19%CO/2%O2/94%Ar 937.7 9.5 a00000561 60 
5 60/40%CO/H2/air 1026.0 1.1 a00000111 20 166 2.81%H2/1.19%CO/2%O2/94%Ar 1182.9 19.5 a00000562 30 
6 60/40%CO/H2/air 1162.0 1.0 a00000112 20 167 2.81%H2/1.19%CO/2%O2/94%Ar 1097.1 20.3 a00000563 35 
7 3.5%H2/14%CO/17.4%O2/65.1%Ar 936.0 1.2 a00000113 20 168 2.81%H2/1.19%CO/2%O2/94%Ar 1039.1 20.0 a00000564 50 
8 3.5%H2/14%CO/17.4%O2/65.1%Ar 1058.0 2.6 a00000114 20 169 2.81%H2/1.19%CO/2%O2/94%Ar 1035.3 20.4 a00000565 60 
















1121.0 14.0 a00000121 20 174 1.5%H2/3.0%CO/1.5%O2/94%Ar 898.4 1.9 a00000570 80 
14 40/60%CO/H2/air 951.0 1.1 a00000131 20 175 1.5%H2/3.0%CO/1.5%O2/94%Ar 1221.4 10.0 a00000571 25 
15 40/60%CO/H2/air 996.0 1.1 a00000132 20 176 1.5%H2/3.0%CO/1.5%O2/94%Ar 1070.4 9.7 a00000572 30 
16 40/60%CO/H2/air 1072.0 1.1 a00000133 20 177 1.5%H2/3.0%CO/1.5%O2/94%Ar 1010.4 9.6 a00000573 55 
17 40/60%CO/H2/air 1125.0 1.1 a00000134 20 178 1.5%H2/3.0%CO/1.5%O2/94%Ar 1247.3 21.1 a00000574 35 
18 40/60%CO/H2/air 1175.0 1.0 a00000135 20 179 1.5%H2/3.0%CO/1.5%O2/94%Ar 1133.0 19.9 a00000575 30 




977.0 1.2 a00000146 20 181 
1.54%H2/1.57%CO/1.34%CO2/1.
55%O2/94%Ar 




982.0 1.1 a00000147 20 182 
1.54%H2/1.57%CO/1.34%CO2/1.
55%O2/94%Ar 




1010.0 1.2 a00000148 20 183 
1.54%H2/1.57%CO/1.34%CO2/1.
55%O2/94%Ar 




1034.0 1.1 a00000149 20 184 
1.54%H2/1.57%CO/1.34%CO2/1.
55%O2/94%Ar 




1050.0 1.1 a00000150 20 185 
1.54%H2/1.57%CO/1.34%CO2/1.
55%O2/94%Ar 




1108.0 1.1 a00000151 20 186 
1.54%H2/1.57%CO/1.34%CO2/1.
55%O2/94%Ar 




1090.0 1.1 a00000152 20 187 
1.54%H2/1.57%CO/1.34%CO2/1.
55%O2/94%Ar 




1110.0 1.1 a00000153 20 188 
1.54%H2/1.57%CO/1.34%CO2/1.
55%O2/94%Ar 




1126.0 1.1 a00000154 20 189 
1.54%H2/1.57%CO/1.34%CO2/1.
55%O2/94%Ar 




1145.0 1.1 a00000155 20 190 
1.54%H2/1.57%CO/1.34%CO2/1.
55%O2/94%Ar 




1176.0 1.0 a00000156 20 191 
1.54%H2/1.57%CO/1.34%CO2/1.
55%O2/94%Ar 




1195.0 1.1 a00000157 20 192 
1.54%H2/1.57%CO/1.34%CO2/1.
55%O2/94%Ar 




1206.0 1.0 a00000158 20 193 
1.54%H2/1.57%CO/1.34%CO2/1.
55%O2/94%Ar 




1005.0 2.3 a00000159 20 194 
1.54%H2/1.57%CO/1.34%CO2/1.
55%O2/94%Ar 
1051.0 19.3 a00000590 55 
34 20/80%CO/H2/air 916.0 1.1 a00000179 20 195 
0.6%H2/1.63%CO/3.02%N2/0.74
%O2/94%Ar 
1175.8 1.9 a00000591 25 
35 20/80%CO/H2/air 954.0 1.2 a00000181 20 196 
0.6%H2/1.63%CO/3.02%N2/0.74
%O2/94%Ar 
1039.4 1.9 a00000592 35 
36 20/80%CO/H2/air 993.0 1.0 a00000183 20 197 
0.6%H2/1.63%CO/3.02%N2/0.74
%O2/94%Ar 
964.2 1.8 a00000593 50 
37 20/80%CO/H2/air 1074.0 1.1 a00000186 20 198 
0.6%H2/1.63%CO/3.02%N2/0.74
%O2/94%Ar 
943.5 2.0 a00000594 55 
38 20/80%CO/H2/air 1151.0 1.0 a00000188 20 199 
0.6%H2/1.63%CO/3.02%N2/0.74
%O2/94%Ar 
939.6 1.9 a00000595 55 
39 3.5%H2/14%CO/17.4%O2/65.1%Ar 1015.0 1.1 a00000189 20 200 
0.6%H2/1.63%CO/3.02%N2/0.74
%O2/94%Ar 
940.2 2.0 a00000596 70 
40 3.5%H2/14%CO/17.4%O2/65.1%Ar 1183.0 1.1 a00000190 20 201 
0.6%H2/1.63%CO/3.02%N2/0.74
%O2/94%Ar 
1268.7 10.2 a00000597 25 
41 3.5%H2/14%CO/17.4%O2/65.1%Ar 929.0 2.6 a00000191 20 202 
0.6%H2/1.63%CO/3.02%N2/0.74
%O2/94%Ar 
1135.8 9.3 a00000598 25 
42 3.5%H2/14%CO/17.4%O2/65.1%Ar 992.0 2.6 a00000192 20 203 
0.6%H2/1.63%CO/3.02%N2/0.74
%O2/94%Ar 
1032.5 10.3 a00000599 50 


















43 3.5%H2/14%CO/17.4%O2/65.1%Ar 1063.0 3.1 a00000193 20 204 
0.6%H2/1.63%CO/3.02%N2/0.74
%O2/94%Ar 
1000.4 10.1 a00000600 55 
44 3.5%H2/14%CO/17.4%O2/65.1%Ar 1114.0 14.9 a00000194 20 205 
0.6%H2/1.63%CO/3.02%N2/0.74
%O2/94%Ar 




1052.0 1.1 a00000195 20 206 
0.6%H2/1.63%CO/3.02%N2/0.74
%O2/94%Ar 




1197.0 1.1 a00000196 20 207 
0.6%H2/1.63%CO/3.02%N2/0.74
%O2/94%Ar 




981.0 2.7 a00000197 20 208 
0.6%H2/1.63%CO/3.02%N2/0.74
%O2/94%Ar 




1048.0 2.5 a00000198 20 209 
0.6%H2/1.63%CO/3.02%N2/0.74
%O2/94%Ar 




1063.0 14.3 a00000199 20 210 
0.6%H2/1.63%CO/3.02%N2/0.74
%O2/94%Ar 




1126.0 11.9 a00000200 20 211 
0.6%H2/1.63%CO/3.02%N2/0.74
%O2/94%Ar 
















1013.0 21.6 a00000208 20 215 2%H2/1%O2/97%Ar 1189.0 33.0 a00000611 40 
55 0.5%H2/14%CO/17.4%O2/65.1%Ar 1015.0 13.7 a00000213 20 216 4%H2/2%O2/94%Ar 930.0 3.6 a00000612 45 




















































































1140.0 15.9 a00000243 20 238 5.87%H2/2.95%O2/91.18%Ar 964.0 4.1 a00000634 35 

























1158.0 14.7 a00000305 20 245 3.46%H2/3.49%O2/93.05%Ar 1121.0 15.1 a00000641 25 

























































1148.0 21.4 a00000318 20 255 0.81%H2/4.03%O2/95.16%Ar 1026.0 1.0 a00000651 25 
95 80/20%CO/H2/air 909.0 1.2 a00000322 30 256 0.81%H2/4.03%O2/95.16%Ar 1267.0 0.8 a00000652 20 
96 80/20%CO/H2/air 933.0 1.2 a00000323 30 257 0.81%H2/4.03%O2/95.16%Ar 1670.0 0.9 a00000653 25 
97 80/20%CO/H2/air 947.0 1.2 a00000324 30 258 0.81%H2/4.03%O2/95.16%Ar 2109.0 1.1 a00000654 30 
98 0.8%H2/0.2%CO/1%O2/98%Ar 1299.0 12.0 a00000334 20 259 4.03%H2/20.16%O2/75.81%Ar 889.0 1.0 a00000655 35 
99 0.8%H2/0.2%CO/1%O2/98%Ar 1182.0 12.0 a00000335 20 260 4.03%H2/20.16%O2/75.81%Ar 897.0 1.1 a00000656 35 
100 0.8%H2/0.2%CO/1%O2/98%Ar 1096.0 12.0 a00000336 20 261 4.03%H2/20.16%O2/75.81%Ar 975.0 1.1 a00000657 25 
101 0.5%H2/0.5%CO/1%O2/98%Ar 1383.0 12.0 a00000337 20 262 4.03%H2/20.16%O2/75.81%Ar 1154.0 0.7 a00000658 20 
102 0.5%H2/0.5%CO/1%O2/98%Ar 1235.0 12.0 a00000338 20 263 4.03%H2/20.16%O2/75.81%Ar 1675.0 1.1 a00000659 30 
103 0.5%H2/0.5%CO/1%O2/98%Ar 1099.0 12.0 a00000339 20 264 12.54%H2/1.57%O2/85.89%Ar 943.0 1.1 a00000660 35 
104 0.1%H2/0.9%CO/1%O2/98%Ar 1387.0 12.0 a00000340 20 265 12.54%H2/1.57%O2/85.89%Ar 953.0 0.9 a00000661 30 
105 0.1%H2/0.9%CO/1%O2/98%Ar 1228.0 12.0 a00000341 20 266 12.54%H2/1.57%O2/85.89%Ar 976.0 1.1 a00000662 30 
106 0.1%H2/0.9%CO/1%O2/98%Ar 1116.0 12.0 a00000342 20 267 12.54%H2/1.57%O2/85.89%Ar 1074.0 1.1 a00000663 25 
107 0.8%H2/0.2%CO/1%O2/98%Ar 1264.0 32.0 a00000343 20 268 12.54%H2/1.57%O2/85.89%Ar 1288.0 0.9 a00000664 20 
108 0.8%H2/0.2%CO/1%O2/98%Ar 1243.0 32.0 a00000344 20 269 12.54%H2/1.57%O2/85.89%Ar 2136.0 1.4 a00000665 30 
109 0.8%H2/0.2%CO/1%O2/98%Ar 1185.0 32.0 a00000345 20 270 3.47%H2/3.47%O2/93.06%N2 1006.0 3.9 a00000666 30 
110 0.5%H2/0.5%CO/1%O2/98%Ar 1325.0 32.0 a00000346 20 271 3.47%H2/3.47%O2/93.06%N2 1037.0 4.1 a00000667 25 
111 0.5%H2/0.5%CO/1%O2/98%Ar 1204.0 32.0 a00000347 20 272 3.47%H2/3.47%O2/93.06%N2 1060.0 4.2 a00000668 25 
112 0.5%H2/0.5%CO/1%O2/98%Ar 1179.0 32.0 a00000348 20 273 3.47%H2/3.47%O2/93.06%N2 1081.0 3.9 a00000669 20 
113 0.1%H2/0.9%CO/1%O2/98%Ar 1327.0 32.0 a00000349 20 274 3.47%H2/3.47%O2/93.06%N2 1257.0 3.9 a00000670 20 
114 0.1%H2/0.9%CO/1%O2/98%Ar 1259.0 32.0 a00000350 20 275 0.81%H2/4.03%O2/95.16%Ar 935.0 3.9 a00000671 40 
115 0.1%H2/0.9%CO/1%O2/98%Ar 1166.0 32.0 a00000351 20 276 0.81%H2/4.03%O2/95.16%Ar 986.0 3.9 a00000672 30 
116 0.8%H2/0.2%CO/1%O2/98%Ar 1695.0 1.6 a00000352 20 277 0.81%H2/4.03%O2/95.16%Ar 1075.0 3.5 a00000673 20 
117 0.8%H2/0.2%CO/1%O2/98%Ar 1351.0 1.6 a00000353 20 278 0.81%H2/4.03%O2/95.16%Ar 1360.0 4.2 a00000674 25 
118 0.8%H2/0.2%CO/1%O2/98%Ar 980.0 1.6 a00000354 20 279 4.03%H2/20.16%O2/75.81%Ar 932.0 4.1 a00000675 40 
119 0.5%H2/0.5%CO/1%O2/98%Ar 2004.0 1.6 a00000355 20 280 4.03%H2/20.16%O2/75.81%Ar 987.0 4.2 a00000676 30 
120 0.5%H2/0.5%CO/1%O2/98%Ar 1273.0 1.6 a00000356 20 281 4.03%H2/20.16%O2/75.81%Ar 1021.0 4.2 a00000677 20 
121 0.5%H2/0.5%CO/1%O2/98%Ar 992.0 1.6 a00000357 20 282 4.03%H2/20.16%O2/75.81%Ar 1131.0 4.1 a00000678 25 
122 0.1%H2/0.9%CO/1%O2/98%Ar 1975.0 1.6 a00000358 20 283 12.54%H2/1.57%O2/85.89%Ar 967.0 4.0 a00000679 35 
123 0.1%H2/0.9%CO/1%O2/98%Ar 1436.0 1.6 a00000359 20 284 12.54%H2/1.57%O2/85.89%Ar 997.0 4.1 a00000680 30 





























































1883.0 1.6 a00000503 30 300 12.54%H2/1.57%O2/85.89%Ar 1100.0 15.5 a00000696 20 









































1150.0 32.0 a00000509 30 306 3.41%H2/3.41%O2/93.058%Ar 1050.4 5.0 a00000702 25 
146 0.5%H2/0.5%CO/1%O2/98%Ar 1763.0 1.6 a00000538 30 307 3.41%H2/3.41%O2/93.058%Ar 1022.1 5.0 a00000703 30 
147 0.5%H2/0.5%CO/1%O2/98%Ar 1503.0 1.6 a00000539 25 308 3.41%H2/3.41%O2/93.058%Ar 1222.1 10.0 a00000704 30 
























1091.0 2.3 a00000550 30 315 3.41%H2/3.41%O2/93.058%Ar 1092.7 20.0 a00000711 35 
155 2.81%H2/1.19%CO/2%O2/94%Ar 1161.2 1.5 a00000551 35 316 3.41%H2/3.41%O2/93.058%Ar 1009.4 20.0 a00000712 40 
156 2.81%H2/1.19%CO/2%O2/94%Ar 1025.0 1.7 a00000552 25 317 30%H2/14.8%O2/55.2%N2 1179.7 2.0 a00000713 35 
157 2.81%H2/1.19%CO/2%O2/94%Ar 978.5 1.7 a00000553 40 318 30%H2/14.8%O2/55.2%N2 1077.3 2.0 a00000714 35 
158 2.81%H2/1.19%CO/2%O2/94%Ar 944.8 1.9 a00000554 50 319 30%H2/14.8%O2/55.2%N2 1025.8 2.0 a00000715 30 
159 2.81%H2/1.19%CO/2%O2/94%Ar 932.9 1.9 a00000555 45 320 30%H2/14.8%O2/55.2%N2 994.4 2.0 a00000716 35 
160 2.81%H2/1.19%CO/2%O2/94%Ar 902.1 1.8 a00000556 90 321 30%H2/14.8%O2/55.2%N2 986.6 2.0 a00000717 35 
161 2.81%H2/1.19%CO/2%O2/94%Ar 1178.8 9.1 a00000557 25       
 
Appendix 2. Laminar flame speed QoIs 
















1 50/50% CO/H2/air 300 1 0.8 10 80 85%H2-15%CO/11%O2-89%He 298 1 0.6 10 
2 50/50% CO/H2/air 300 1 1.2 10 81 85%H2-15%CO/11%O2-89%He 298 5 0.6 10 
3 50/50% CO/H2/air 300 1 2.5 15 82 
75/25% CO/H2/He, O2/He=1:6, 
10% dil. with CO2 
298 5 0.8 10 
4 50/50% CO/H2/air 300 1 4 20 83 
75/25% CO/H2/He, O2/He=1:6, 
30% dil. with CO2 
298 5 0.8 10 
5 50/50% CO/H2/air 300 2 0.6 20 84 
75/25% CO/H2/He, O2/He=1:6, 
10% dil. with CO2 
298 10 0.8 10 
6 50/50% CO/H2/air 300 2 1.4 10 85 
75/25% CO/H2/He, O2/He=1:6, 
30% dil. with CO2 
298 10 0.8 10 
7 50/50% CO/H2/air 300 2 2 10 86 40%/40%/20% CO/H2/CO2 295 1 0.6 10 
8 50/50% CO/H2/air 300 2 4 20 87 40%/40%/20% CO/H2/CO2 295 1 1.4 10 
9 95/5% CO/H2/He 300 5 1.2 10 88 40%/40%/20% CO/H2/CO2 295 1 1.8 10 
10 95/5% CO/H2/He 300 5 1.4 10 89 40%/40%/20% CO/H2/CO2 295 1 2.2 15 
11 95/5% CO/H2/He 300 5 2 15 90 
70/30% CO/H2/air, 10% dil. with 
CO2 
295 1 1 10 
12 95/5% CO/H2/He 300 5 3.5 20 91 
70/30% CO/H2/air, 60% dil. with 
CO2 
295 1 1 10 
13 95/5% CO/H2/He 300 10 0.75 15 92 
70/30% CO/H2/air, 10% dil. with 
CO2 
295 1 0.6 10 
14 95/5% CO/H2/He 300 10 1.2 15 93 
70/30% CO/H2/air, 60% dil. with 
CO2 
295 1 0.6 10 
15 95/5% CO/H2/He 300 10 1.4 15 94 
30/70% CO/H2/air, 10% dil. with 
CO2 
295 1 1 10 
16 95/5% CO/H2/He 300 10 1.8 15 95 
30/70% CO/H2/air, 60% dil. with 
CO2 
295 1 1 10 
17 95/5% CO/H2/He 300 10 3.5 25 96 
30/70% CO/H2/air, 10% dil. with 
CO2 
295 1 0.6 10 
18 95/5% CO/H2/He 300 20 1 20 97 
30/70% CO/H2/air, 60% dil. with 
CO2 
295 1 0.6 10 
19 95/5% CO/H2/He 300 20 1.4 20 98 
50/50% CO/H2/air, 10% dil. with 
CO2 
295 1 1 10 
20 95/5% CO/H2/He 300 20 2 20 99 
50/50% CO/H2/air, 60% dil. with 
CO2 
295 1 1 10 
21 95/5% CO/H2/He 300 20 3.5 25 100 50%H2-50%CO/O2-47%H2O 400 1 0.6 10 
22 95/5% CO/H2/He 300 40 1.2 20 101 50%H2-50%CO/O2-47%H2O 400 1 1.2 10 




















23 95/5% CO/H2/He 300 40 1.4 20 102 50%H2-50%CO/O2-47%H2O 400 1 2 10 
24 95/5% CO/H2/He 300 40 2 20 103 95/5% CO/H2/air 298 1 2 10 
25 95/5% CO/H2/He 300 40 3 25 104 95/5% CO/H2/air 298 1 2.4 15 
26 95/5% CO/H2/air 300 1 0.6 15 105 
50/50% CO/H2/air diluted with 
20% N2 
298 1 1 10 
27 95/5% CO/H2/air 300 1 1 20 106 
50/50% CO/H2/air diluted with 
20% N2 
298 1 1.8 10 
28 95/5% CO/H2/air 300 1 1.5 20 107 
50/50% CO/H2/air diluted with 
20% N2 
298 1 4.2 20 
29 95/5% CO/H2/air 300 1 2.5 15 108 
50/50% CO/H2/air diluted with 
60% N2 
298 1 0.8 10 
30 95/5% CO/H2/air 300 1 4 20 109 
50/50% CO/H2/air diluted with 
60% N2 
298 1 1.4 10 
31 95/5% CO/H2/air 300 1 6 20 110 
50/50% CO/H2/air diluted with 
60% N2 
298 1 2.2 15 
32 95/5% CO/H2/air 300 2 1 10 111 
5%H2-95%CO,O2, 30% dil. with 
N2 
298 1 0.6 10 
33 95/5% CO/H2/air 300 2 2.5 15 112 
5%H2-95%CO,O2, 30% dil. with 
N2 
298 1 1.2 10 
34 95/5% CO/H2/air 300 2 4 20 113 
5%H2-95%CO,O2, 30% dil. with 
N2 
298 1 2 10 
35 50/50% CO/H2/He 300 5 1 10 114 
50%H2-50%CO,O2, 50% dil. with 
N2 
298 1 0.6 10 
36 50/50% CO/H2/He 300 5 1.8 10 115 
50%H2-50%CO,O2, 50% dil. with 
N2 
298 1 1.2 10 
37 50/50% CO/H2/He 300 5 3.5 20 116 
50%H2-50%CO,O2, 50% dil. with 
N2 
298 1 2 10 
38 50/50% CO/H2/He 300 10 1 15 117 95%CO-5%H2/air/H2O, H2O=20% 373 1 1.2 10 
39 50/50% CO/H2/He 300 10 1.8 15 118 95%/5%CO/H2/ air ZH2O=20% 373 1 2 10 
40 50/50% CO/H2/He 300 10 3.5 25 119 95%/5%CO/H2/ air ZH2O=20% 373 1 3 15 
41 95/5% CO/H2/air 300 0.5 0.8 10 120 50%/50%CO/H2/ air ZH2O=20% 373 5 0.8 10 
42 95/5% CO/H2/air 300 0.5 1 10 121 50%/50%CO/H2/ air ZH2O=20% 373 5 1.5 10 
43 95/5% CO/H2/air 300 0.5 1.6 10 122 
50%CO-50%H2/air/H2O, 
H2O=20% 
373 5 2.5 15 
44 95/5% CO/H2/air 300 0.5 3 15 123 50%H2-50%CO/air, CO2=0.15 373 1 0.8 10 
45 95/5% CO/H2/air 300 0.5 4.5 20 124 50%H2-50%CO/air, CO2=0.15 373 1 2 10 
46 95/5% CO/H2/air 300 4 0.6 10 125 50%H2-50%CO/air, CO2=0.15 373 1 3 15 
47 95/5% CO/H2/air 300 4 1.6 10 126 50%H2-50%CO/air, H2O=0.15 373 1 0.8 10 
48 95/5% CO/H2/air 300 4 2.4 15 127 50%H2-50%CO/air, H2O=0.15 373 1 2 10 
49 95/5% CO/H2/air 300 4 5 20 128 50%H2-50%CO/air, H2O=0.15 373 1 3 15 
50 50/50% CO/H2/air 500 1 0.63 10 129 H2/air 298 1 0.5 10 
51 50/50% CO/H2/air 500 1 1.01 10 130 H2/air 298 1 1.5 10 
52 50/50% CO/H2/air 700 1 0.63 10 131 H2/air 298 1 4.5 20 
53 50/50% CO/H2/air 700 1 0.73 10 132 H2/O2/Ar, O2/(O2+Ar)=21% 298 1 0.6 10 
54 50/50% CO/H2/air 700 1 0.9 10 133 H2/O2/Ar, O2/(O2+Ar)=21% 298 1 1.8 10 
55 80/20% CO/H2/He 600 15 0.6 20 134 H2/O2/Ar, O2/(O2+Ar)=21% 298 1 4.5 20 
56 50/50% CO/H2/He 600 15 0.6 20 135 H2/O2/He, O2/(O2+He)=21% 298 1 0.6 10 
57 20/80% CO/H2/He 600 15 0.6 20 136 H2/O2/He, O2/(O2+He)=21% 298 1 1.8 10 
58 
95/5% CO/H2/air, 0% dil. with 
H20 
323 1 0.6 10 137 H2/O2/He, O2/(O2+He)=21% 298 1 4.5 20 
59 
95/5% CO/H2/air, 15% dil. with 
H20 
323 1 0.6 10 138 H2/O2/He, O2/(O2+He)=0.125 298 3 0.6 10 
60 
95/5% CO/H2/air, 35% dil. with 
H20 
323 1 0.6 10 139 H2/O2/He, O2/(O2+He)=0.125 298 3 1.5 10 
61 
95/5% CO/H2/air, 0% dil. with 
H20 
323 1 0.9 10 140 H2/O2/He, O2/(O2+He)=0.125 298 3 3.5 20 
62 
95/5% CO/H2/air, 15% dil. with 
H20 
323 1 0.9 10 141 H2/O2/He, O2/(O2+He)=0.125 298 5 0.5 10 
63 
95/5% CO/H2/air, 35% dil. with 
H20 
323 1 0.9 10 142 H2/O2/He, O2/(O2+He)=0.125 298 5 1.5 10 
64 
80/20% CO/H2/air, 0% dil. with 
H20 
323 1 0.6 10 143 H2/O2/He, O2/(O2+He)=0.125 298 5 3.5 20 
65 
80/20% CO/H2/air, 15% dil. with 
H20 
323 1 0.6 10 144 H2/O2/He, O2/(O2+He)=0.08 298 10 0.75 10 
66 
80/20% CO/H2/air, 35% dil. with 
H20 
323 1 0.6 10 145 H2/O2/He, O2/(O2+He)=0.08 298 10 1.25 10 
67 50%H2-50%CO/90%He-10%O2 298 1 0.7 10 146 H2/O2/He, O2/(O2+He)=0.08 298 10 2 10 
68 50%H2-50%CO/90%He-10%O2 298 5 0.7 10 147 H2/O2/He, O2/(O2+He)=0.08 298 15 0.75 10 
69 50%H2-50%CO/90%N2-10%O2 298 1 1 10 148 H2/O2/He, O2/(O2+He)=0.08 298 15 1.5 10 





298 1 0.6 10 150 H2/O2/He, O2/(O2+He)=0.08 298 20 0.75 10 



















































298 10 0.5 15 158 H2/O2, 50% N2 dil. 298 1 2 10 
 
Appendix 3. List of QoIs suggested by VCM 
Ignition delay QoIs 





















1 a00000110 -0.4774 0.0000 29 a00000498 -0.0017 0.0000 57 a00000540 0.0000 0.1910 
2 a00000194 -0.1406 0.0000 30 a00000491 -0.6858 0.0000 58 a00000552 0.0000 0.0261 
3 a00000228 -0.2355 0.0000 31 a00000492 -0.0097 0.0000 59 a00000555 0.0000 0.5183 
4 a00000235 -0.5238 0.0000 32 a00000495 -0.5137 0.0000 60 a00000570 0.0000 0.0719 
5 a00000236 -0.3754 0.0000 33 a00000496 -0.3855 0.0000 61 a00000580 0.0000 1.1304 
6 a00000237 -0.2418 0.0000 34 a00000497 -0.0217 0.0000 62 a00000591 0.0000 0.0795 
7 a00000240 -0.0606 0.0000 35 a00000150 0.0000 0.0709 63 a00000592 0.0000 0.1835 
8 a00000243 -0.0077 0.0000 36 a00000152 0.0000 0.0262 64 a00000593 0.0000 0.2893 
9 a00000318 -0.1501 0.0000 37 a00000153 0.0000 0.0026 65 a00000595 0.0000 1.1639 
10 a00000547 -0.1812 0.0000 38 a00000154 0.0000 0.0417 66 a00000600 0.0000 2.4465 
11 a00000548 -0.0016 0.0000 39 a00000155 0.0000 0.0472 67 a00000612 0.0000 6.4691 
12 a00000549 -0.1356 0.0000 40 a00000107 0.0000 0.0052 68 a00000619 0.0000 3.8471 
13 a00000558 -0.0035 0.0000 41 a00000136 0.0000 0.0051 69 a00000620 0.0000 0.0071 
14 a00000582 -0.0360 0.0000 42 a00000179 0.0000 0.8560 70 a00000631 0.0000 2.8933 
15 a00000623 -0.3518 0.0000 43 a00000186 0.0000 0.0097 71 a00000644 0.0000 0.0068 
16 a00000624 -0.5036 0.0000 44 a00000191 0.0000 9.1044 72 a00000645 0.0000 0.0029 
17 a00000633 -0.0073 0.0000 45 a00000196 0.0000 0.0043 73 a00000653 0.0000 0.0002 
18 a00000635 -0.1842 0.0000 46 a00000310 0.0000 0.9045 74 a00000673 0.0000 0.0336 
19 a00000647 -0.4052 0.0000 47 a00000311 0.0000 0.0128 75 a00000686 0.0000 13.2658 
20 a00000649 -0.0042 0.0000 48 a00000312 0.0000 0.0136 76 a00000692 0.0000 0.5164 
21 a00000650 -0.1770 0.0000 49 a00000316 0.0000 2.8089 77 a00000698 0.0000 0.0014 
22 a00000662 -0.0034 0.0000 50 a00000322 0.0000 1.6876 78 a00000699 0.0000 0.0000 
23 a00000663 -0.1294 0.0000 51 a00000335 0.0000 0.0052 79 a00000700 0.0000 1.3386 
24 a00000664 -0.0087 0.0000 52 a00000353 0.0000 0.0406 80 a00000704 0.0000 0.0061 
25 a00000665 -0.0024 0.0000 53 a00000354 0.0000 0.8257 81 a00000710 0.0000 0.0119 
26 a00000677 -0.1225 0.0000 54 a00000356 0.0000 0.0408 82 a00000608 0.0000 0.0007 
27 a00000682 -0.0011 0.0000 55 a00000357 0.0000 0.5274 83 a00000713 0.0000 0.0001 
28 a00000703 -0.0800 0.0000 56 a00000538 0.0000 0.0150 84 a00000505 0.0000 0.0118 
Laminar flame speed QoIs 
























0.0000 0.1786 2 
Flame QoI  
68 
-3.8602 0.0000 3 
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