Several variable p-adic families of Siegel-Hilbert cusp eigensystems and
  their Galois representations by Tilouine, Jacques & Urban, Eric
ar
X
iv
:m
at
h/
99
01
15
6v
1 
 [m
ath
.N
T]
  1
8 J
an
 19
99
Several variable p-adic families of Siegel-Hilbert
cusp eigensystems and their Galois representations
J.Tilouine∗ E.Urban†
November 10, 1998
Abstract
Franc¸ais: Soit F un corps totalement re´el et G = GSp(4)/F . Dans cet article, nous
montrons sous une hypothe`se faible qu’e´tant donne´ un syste`me λ de valeurs propres de
Hecke (p, P )-ordinaire (pour un parabolique P quelconque fixe´ de G), il existe une famille
λ a` plusieurs variables de syste`mes de valeurs propres de Hecke quasi-ordinaires en p qui
le contient. L’hypothe`se est que λ intervienne dans la cohomologie d’un syste`me de coeffi-
cients re´gulier. Si F = Q (le nombre de variables est alors 3), nous construisons la famille
p-adique a` trois variables de repre´sentations galoisiennes ρλ associe´e a` λ. Enfin, sous
des hypothe`ses ge´ome´triques (qui seront satisfaites si l’on montre que les repre´sentation
galoisiennes de la famille proviennent de motifs de Grothendieck) nous montrons que ρλ
est quasi-ordinaire pour le parabolique dual de P .
English: Let F be a totally real field and G = GSp(4)/F . In this paper, we show
under a weak assumption that, given a Hecke eigensystem λ which is (p, P )-ordinary
for a fixed parabolic P in G, there exists a several variable p-adic family λ of Hecke
eigensystems (all of them (p, P )-nearly ordinary) which contains λ. The assumption
is that λ is cohomological for a regular coefficient system. If F = Q, the number of
variables is three. Moreover, in this case, we construct the three variable p-adic family ρλ
of Galois representations associated to λ. Finally, under geometric assumptions (which
would be satisfied if one proved that the Galois representations in the family come from
Grothendieck motives), we show that ρλ is nearly ordinary for the dual parabolic of P .
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0 Introduction
For the group of symplectic similitudes G = GSp4 over a totally real field F of degree d, we
develop Hida Theory in a manner similar to [16] and [17]. This means that we introduce a
big p-adic cuspidal Hecke algebra h defined as the inverse limit of commutative algebras of
Hecke correspondences acting on the cohomology of Shimura varieties whose p-level tends to
infinity. In particular, the study focuses on the direct factor hn.o of this algebra cut out by
the so-called p-nearly ordinary idempotent. Hida theory seeks to establish
1. the independence of the weight for hn.o
2. the control of hn.o when localized at “arithmetic” codimension one primes of the relevant
Iwasawa algebra Λ
3. its finiteness over Λ and what is its Krull dimension (it is equal to that of Λ once one
has established the torsion-freeness of hn.o over Λ)
4. the existence of associated Galois representations over suitable local components thereof.
Actually a more precise result is desirable for those Galois representations. Namely, their
restriction to the decomposition groups at primes above p should take values in some parabolic
subgroups determined by the type of near ordinarity imposed to the Hecke algebra (i.e. to the
corresponding automorphic forms). A Galois representation satisfying this local condition is
called nearly ordinary (see [36], Section 5). For GL2 over a totally real field, it is a theorem
of Wiles [47], see also Hida [15]) that if a Hilbert modular form is nearly ordinary, then its
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Galois representation is nearly ordinary. In more general cases, however, this fact is not
known. A study of this question has been our main motivation (see Section 7 below). The
method for dealing with points 1-3 is cohomological, using the natural faithful representation
of h on the cohomology of a Siegel manifold of level divisible by p∞. This approach follows
the ideas of Hida’s recent works concerning the case of GL(n) (see [17] and [18]). A good deal
of our intermediate results, like independence and control theorems for the full cohomology
and probably for the boundary cohomology, are very general; they (should) hold at least for
split connected reductive groups of type A,B,C or D over any totally real field. Our work
is motivated by three reasons. The first is that it allows one to speak of Hida families for
nearly ordinary cohomological genus two Siegel-Hilbert cusp eigensystems λ. Thus, it should
provide new families of p-adic L-functions (although several variables p-adic Siegel-Hilbert
Eisenstein measures should be constructed first) and new Main Conjectures. Second, for
F = Q it provides big Galois representations
ρλ : Gal(Q/Q)→ GSp4(Zp[[T1, T2, T3]])
associated to a family λ (Section 7 below). The specializations of ρλ at almost all arithmetic
primes Pθ (see Definition 6.2.4 in the text) are the Galois representations ρλθ associated to
the Hecke eigensystem λθ defined by λ in weight θ. These representations ρλθ have been
constructed by Shimura [32],Chai-Faltings [7], R. Taylor [34] and more recently by Laumon
[23] and Weissauer [46] independently. We have attempted in [36] Section 10 at formulating
a generalization of the Langlands correspondence predicting for these Galois representations
a specific behaviour at p, namely, ρ(Dv) ⊂ Pv where Pv is in the conjugacy class of the Lang-
lands dual of the parabolic giving the condition of near ordinarity on the automorphic side.
This we can prove, if we assume that the Newton polynomial at p associated to crystalline
ρλθ ’s is given by the p-Euler factor of the automorphic L function of λθ. Our proof then
makes use of the observation that in an analytic family of nearly ordinary forms, many have
level prime to p. Such forms give rise conjecturally to crystalline representations; for those,
one can compare the Hodge and Newton polygons and their ordinarity follows. Then we use a
density argument to conclude it holds for the family, hence for all its members. Actually, for
F 6= Q , assuming that 4-dimensional Galois representations associated to the λθ exist one
can still show ρ(Dv) ⊂ Pv despite the fact the Newton and the Hodge polygons may never
meet (cf. Remark at the end of Appendix B1); indeed, assuming a rather natural assumption,
called t-separability, we obtain the ordinarity even for F 6= Q. The third motivation is to
apply this ordinarity result to the Galois representation associated by R. Taylor to modular
forms on GL(2,K) whereK is imaginary quadratic, providing in this way a lacking ingredient
in a paper by one of the authors (see Conjectures 3.3.1 and 3.3.2 of [39]).
In order to state a striking particular case of the present work, we introduce some nota-
tions. Let V be a finite dimensional complex vector space and ρ : U∗(2) → GL(V ) be an
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irreducible algebraic representation of the maximal compact real Lie subgroup of Sp(4,R);
let ρC : GL(2,C)→ GL(V ) be its complexification. Let f be a holomorphic V -valued Siegel
cusp form of weight ρ and level group Γ: f((AZ + B)(CZ +D)−1) = ρC(CZ +D)f(Z) for(
A B
C D
)
∈ Γ; assume f is eigen for all Hecke operators Tℓ, Rℓ, Sℓ (see Def.6.1) for all
rational primes ℓ prime to the level N of Γ. The eigenvalue of f for the Hecke operator T is
denoted by λ(T ; f). Let O0 be a Dedekind ring finite over Z containing the eigenvalues of
f . The highest weight χ = (a1, a2) ∈ Z
2 of ρ satisfies a1 ≥ a2 ≥ 3 (noe that classical Siegel
modular forms correspond to a1 = a2 = k ≥ 3). Let χ
′ = (a, b) = (a1 − 3, a2 − 3); let B
′ be
the standard Borel subgroup of Sp4 (see Section 1.1); put
L(χ′;Z) = L(a, b;Z) = {f : Sp(4,Z)→ Z; f is regular, defined over Z and
f(gtu) = χ′−1(t)f(g) for t semisimple in B′and u unipotent in B′}
viewed as left Γ-module by γ.f(g) = f(γ−1g). For any ring A, let L(χ′;A) = L(χ′;Z) ⊗ A.
It is known (see [33] p.323) that the eigensystem associated to f occurs in H3(Γ, L(a, b;C)).
We assume that χ′ is regular: a − b > 0 and b > 0. This excludes classical Siegel modular
forms (for which a = b = k − 3).
Let p be a rational prime, relatively prime to N and to the order of the torsion subgroup
of Hq(Γ, L(a, b;Z)) (q = 2, 3). Let v be a non trivial valuation of O0 such that v(p) > 0;
assume that v(λ(Tp; f)) = 0 and v(λ(Rp; f)) = b. Let O be the completion of O0 at v.
Let Λ′ = O[[T1, T2]]. Let u = 1 + p. For any pair (a, b) with a > b > 0, we define the
arithmetic prime Pa,b of Λ
′ as the kernel of the homomorphism Λ→ O given by T1 7→ u
a−1,
T2 7→ u
b − 1. Let Γ0(p) be the subgroup of Γ consisting in matrices whose reduction mod. p
fall in B′.
Theorem 0.1 Under the previous assumptions, the ordinary part ho of the cuspidal Hecke O-
algebra is finite torsion-free over Λ′; moreover, there exists a finite flat extension J of Λ′ and
a Λ′-algebra homomorphism λ : ho → J such that for any arithmetic prime Pa′,b′ with a
′ ≡ a,
b′ ≡ b mod.(p− 1), a′ ≥ b′ ≥ 0, and any prime P in J above Pa′,b′, the reduction of λ mod.P
“corresponds” to a Hecke eigenclass ca′,b′ in H
3(Γ0(p), L(a
′, b′;O)). For (a′, b′) = (a, b), this
Hecke eigenclass is deduced from ca,b by the p-stabilization isomorphism:
Res : H3ord(Γ, L(a, b;O))
∼= H3ord(Γ0(p), L(a, b;O))
(see Proposition 3.2 of Section 3.5 below).
Secondly, assuming that multiplicity one holds for GSp4; then, there exists a finite ex-
tension F of Frac(J) and a continuous Galois representation ρλ : Gal(Q/Q) → GSp4(F)
associated to the Λ′-algebra homomorphism λ; namely, it is unramified outside Np, and for
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any prime ℓ relatively prime to Np, the characteristic polynomial of ρλ(Frobℓ) is given by
λ(Qℓ(X)) where
Qℓ(X) = X
4 − TℓX
3 + ℓ(Rℓ + (ℓ
2 + 1)Sℓ)X
2 − ℓ3TℓSℓX + ℓ
6S2ℓ
Comments: 1) In the case J = Λ′, the p-adic analyticity of the family of Hecke eigen-
systems amounts to the Kummer congruences: if a′ ≡ a′′ and b′ ≡ b′′ mod.(p−1)pn, then the
eigensystems λa′,b′ and λa′′,b′′ are congruent mod.p
n+1.
2) Roughly speaking, one can say that ρλ lifts the Galois representation ρf : Gal(Q/Q)→
GL4(Qp) constructed by Laumon [23] and Weissauer [46]. Even without assuming multiplic-
ity one for GSp4, R. Weissauer has associated a Galois representation ρπ : Gal(Q/Q) →
GL4(Qp) to any cohomological cuspidal representation π on GSp4 (this result is only written
up for π∞ in the holomorphic discrete series). Then, in our theorem, we can remove the
multiplicity one assumption and the irreducibility assumption; the conclusion is then only
that there exists a representation ρλ : Gal(Q/Q) → GL4(F) with the correct characteristic
polynomials.
3) If one assumes multiplicity one, the main ingredient to show that ρλ falls in GSp4(F)
is that all smooth irreducible representations π of GSp4(A) are autodual. This comes by
proving that for a given local constituent πv of π, the traces of the Hecke operators acting on
the space of πv and that of π
∨
v ⊗ωπv ◦ν are the same; this last point results then from the fact
there exists an element g0 ∈ GSp4 such that
tg−1ν(g) = g0gg
−1
0 , here gO = J =
(
02 12
−12 02
)
works. We are grateful to Clozel for showing us this argument.
4) If multiplicity one holds and if reduction of ρf modulo the maximal ideal of Zp is still
absolutely irreducible, then, one can see that ρλ takes values in GSp4(J).
5) Moreover, we can prove that the image by ρλ of a decomposition group at p is contained
in B(J) (up to conjugation in GSp4(J) if the two statements S1 and S2 below hold. Consider
a Zariski dense set of arithmetic primes (Pa′,b′) with (a
′, b′) ≡ (a, b) mod.(p−1) and a′ > b′ > 0
and fix a prime P above (Pa′,b′) in J. We know from Proposition 3.2 and Comment below
Conjecture 7.2, that ρλ mod.P is crystalline at p.
S1 For a Zariski dense subset of arithmetic primes (Pa′,b′) as above, ρλ mod.P has four
distinct Hodge-Tate weights
S2 The slopes of the Newton polygon of the φ-filtered module attached to ρλ mod.P are
equal to the valuations of the eigenvalues of the roots of λ
(p)
P (Q
(p)
p (X)). Here λ
(p)
P = λ mod.P
is viewed as a character of the Hecke algebra of level group Γ (prime to p) and Q
(p)
p (X) is
defined as “Qp” since now p is prime to the level of the group Γ.
S1 is implied by the stability of the L-packets at infinity; this is known if λ
(p)
P is supercus-
pidal at some finite place and seems accessible to specialists even without this assumption.
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S2 is harder. An evidence towards it seems more accessible, namely that the slopes of the
Newton polygon occur among the valuations of the eigenvalues of the roots of λ
(p)
P (Qp(X)).
6) The continuity of the Galois representation ρλ means that it preserves a lattice T
in F4 and ρλ : Gal(Q/Q) → GL(T ) is continuous for the natural topologies; hence the
theorem implies that for a Zariski dense family of arithmetic primes Pa′,b′ (with (a
′, b′) ≡ (a, b)
mod.p−1), the reduction of ρλ modulo Pa′,b′ exists and is the Galois representation associated
to the eigenclass ca′,b′ .
7) In the text below, one can even study a bigger Hecke algebra hn.o over a bigger Iwasawa
algebra, called the Hida-Iwasawa algebra Λ (see Section 6, Def.6.2) obtained by adjoining to
the “semisimple variables ” of Λ′ the “central variable(s)”. The Hida-Iwasawa algebra is
isomorphic to the algebra of a finite group over a ring of formal power series in 3 = 2 + 1
variables if F = Q, and in 2d + 1 + δ variables, if F is totally real of degree d. Therefore,
p-adic families of cuspidal Hecke eigensystems indexed by these variables exist, as well as
corresponding families of Galois representations (assuming Conjecture 1 of Section 7).
An important application of our result is currently investigated by one of the authors (see
[40]). Namely, one can use this theory to study congruences between families of Eisenstein-
Klingen series and families of Siegel cusp eigenforms in order to produce non semisimple
Galois representations with values in the Siegel parabolic. This basic idea can be used to study
Greenberg’s Main Conjecture for the symmetric square of a p-ordinary elliptic curve (see [40]
and [20]). An important step of this investigation is to prove that the Galois representation
ρλ attached to an ordinary cusp eigensystem λ is absolutely irreducible, provided that λ is not
globally endoscopic and that the residual representation, if reducible, admits an irreducible
two-dimensional subquotient which is modular in Serre’s sense and satisfies the assumptions
of the theorem of Wiles and Taylor ([48] and [35]).
We give now a short survey of the contents of the present paper. In Section 1, we recall
the standard Notation and definitions used throughout this article. We give the definitions
of local Hecke operators and their action on flags in section 2. In section 3, we prove first a
theorem of independence of the weight for the ordinary cohomology of Γ1-type congruence
subgroups with level p∞ subgroups (Cor.3.2); then, we establish control theorems for the
ordinary cohomology group of “bottom degree” (that is, the first degree of non-vanishing for
regular coefficients,namely, by Franke’s theorem, the middle degree 3d). There are two such
control theorems: weak (Th. 3.2) and exact (Th.3.3). Up to this point, it appears clearly
that the proofs work for any reductive group, after appropriate translation. Then, after a
study of the strata cohomology in Section 4, we show in Section 5 control theorems for the
boundary cohomology by studying the degeneracy of the nearly ordinary part of the spectral
sequences attached to the parabolic subgroups defining the Borel-Serre compactification;
there, restriction to genus two is required to insure the degeneracy of the spectral sequences
at E2 (th.5.2 for F = Q and Lemma 5.2 in general). From these control theorems, we deduce
7
our main results (Corollary 5.1 for F = Q and Theorem 5.8 in general) for the ordinary
interior cohomology of congruence subgroups of Γ1-type, of level p
∞ in middle degree q = 3d.
We apply these results in Section 6, to obtain their counterpart for the nearly-ordinary
cohomology of the p∞-ramified Siegel threefolds (Th.6.2 and Th.6.3). Then one deduces a
control theorem for the nearly ordinary cuspidal Hecke algebra for GSp4 (Cor.6.3). This
result is enough to insure the existence of a (2d+1+ δ)-variables Hida family interpolating a
Siegel-Hilbert cusp eigensystem of given level and weight, as well as the specialization at any
arithmetic primes of such a family into such eigensystems of given level, weight and central
character (Cor.6.7). Finally in Section 7, we construct, assuming standard conjectures proven
in some cases, the Galois representation attached to a Hida family, and we discuss its near
ordinarity (Th.7.1). It will be obvious to the reader that our approach follows closely Hida’s
recent paper [17] devoted to the GL(n) case. We learned his method in a course at Paris-
Nord in March 1994. We are glad to acknowledge our debt to him here. We also benefited
from several conversations with R. Weissauer whom we thank for his invaluable explanations.
Part of this paper has been written during visits of the first author at the Tata Institute of
Fundamental Research in Bombay and at Mannheim University; let these institutions be
thanked for their kind hospitality.
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1 Notation and preliminaries
1.1 The symplectic group
Let J =
(
02 12
−12 02
)
∈ GL4. Let G = GSp4 = {g ∈ GL4;
tgJg = ν(g)J} be the group
of symplectic similitudes of J ; the character ν : G → Gm is called the multiplier of GSp4:
The group G1 = Sp4 of symplectic isometries is the kernel of ν. These groups are smooth
group schemes over Z. The symplectic module acted on by G is denoted by (W,< , >)
and we write its canonical basis (over Z) as {e1, e2, f1, f2} with < e1, e2 >=< f1, f2 >= 0
and < ei, fj >= δi,j . Consider the standard maximal torus T of G consisting of diagonal
matrices. We identify it to G3m by the isomorphism: τ : G
3
m
∼= T ,
(t1, t2;x) 7→ diag(t1, t2, xt
−1
1 , xt
−1
2 ).
Its character group X∗(T ) is then identified to the sublattice of Z3 consisting of (a1, a2; b)’s
such that a1 + a2 ≡ b mod. 2. We write χ = (a1, a2; b) for the character χ defined by
χ(τ(t1, t2;x)) = t
a1
1 t
a2
2 x
(b−a1−a2)/2.
We denote by B the standard Borel of G consisting in matrices of the form
∗ ∗ ∗ ∗
∗ ∗ ∗
∗
∗ ∗

Its unipotent radical is denoted by B+. The roots associated to (G,B, T ) are (t1/t2)
±1 and
(x−1titj)
±1 for 1 ≤ i ≤ j ≤ 2; we denote their set by RZ, these are characters defined over Z.
The positive roots are the four ones given by the exponent +1; their set is R+Z ; the simple
roots are α1 = t1/t2 and α2 = ν
−1t22 (the long root). Each conjugacy class in G of parabolic
subgroups (over Z) has a unique representative containing B; there are exactly three such
parabolic subgroups:
• the Siegel parabolic:
P = {
(
A B
02 D
)
∈ G};
the conditions on the 2× 2-blocks are that tAD = ν.12 for some scalar ν and A
−1B is
symmetric. The Levi subgroup is:
M = {g =
(
A 02
02 x
tA−1
)
;A ∈ GL2, x ∈ Gm}
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It is therefore isomorphic to GL2 ×Gm. We write this isomorphism (A, x) ∈ GL2 ×
Gm 7→ µ(A;x) this isomorphism; it maps the center G
2
m of GL2 ×Gm onto the center
ZM of M . Let M
1 be the derived group of M and CM = M/M
1 be its cocenter. The
natural map ZM → CM is an isogeny of degree 2 which we identify to (z, x) 7→ (z
2, x).
The unipotent radical of P is
P+ = {
(
12 S
02 12
)
; tS = S}
• the Klingen parabolic:
P ∗ = {

a ∗ ∗ ∗
0 α ∗ β
0 0 b 0
0 γ ∗ δ
 ;αδ − βγ = ab} ∩G;
The Levi subgroup is:
M∗ = {

a
α β
b
γ δ
 ;αδ − βγ = ab 6= 0};
It is therefore isomorphic to Gm ×GL2. We write
µ∗ : (a,
(
α β
γ δ
)
) 7→

a
α β
b
γ δ

with ab = αδ − βγ. By this isomorphism, the center G2m of Gm × GL2 is mapped to
the center ZM∗ . The natural isogeny from the center to the cocenter of M
∗ becomes
(x, z) 7→ (x, z2). The unipotent radical is
P ∗+ = {

1 α β γ
0 1 γ 0
0 0 1 0
0 0 −α 1
 ;α, β, γ arbitrary }
• the Borel subgroup B = TB+, which has been described already.
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Note that P and P ∗ are maximal and that B = P ∩ P ∗. For Q = P or P ∗ with Levi
subgroup MQ (often abbreviated as M when the context is clear) and Levi decomposition
Q = MQ+, we put Q˜ = M1Q+ and C = M/M1. Consider the natural map T → C induced
by the inclusions B ⊂ Q and B+ ⊂ Q˜. It identifies the group X∗(C) of characters of C to
the sublattice of X⋆(T ) ⊂ Z3 consisting of
• the (a, a; b) ∈ Z3 such that 2a ≡ b mod. 2, if Q = P ,
• the (a, 0; b) ∈ Z3 such that a ≡ b mod. 2, if Q = P ∗.
Let Q be any parabolic subgroup with Levi subgroup M and unipotent radical Q+. We
denote by ∆Q the set roots of (M,T ) and ∆
±
Q the set of positive resp. negative roots for
(M,B ∩M,T ); similarly, we write R±Q the set of roots for T acting on Q
±. We denote by W
the Weyl group of (G,B, T ), WM that of (M,B ∩M,T ). The set of positive (resp. negative)
roots of (G,B, T ) is then decomposed as R±Z = ∆
±
Q
∐
R±Q
1.2 Local systems over Siegel-Hilbert modular varieties
Let F be a totally real field of degree, say, d; let r be its ring of integers, with discriminant
D. We note IF the set of embeddings of F in Q¯. For f : Spec r → Spec Z, we consider
the scheme H = f∗f
∗G, restriction of scalars of the base change of G to r; for any ring A,
H(A) = G(A ⊗ r); H is a group scheme over Z, smooth over Z[1/D]. The multiplicator ν
induces a natural morphism from H to f∗f
∗Gm. Its kernel is denoted by H
1; for any ring
A, we have H1(A) = G1(A⊗OF ). In this paper, we denote by Q a parabolic subgroup of G
and Q′ = Q ∩ G1. We know that there are three conjugation classes of parabolic subgroups
in G containing respectively P , P ∗ and B. Let us fix Q ∈ {B,P, P ∗}. We write the Levi
decomposition of Q as MQ+. Let M ′ = M ∩ G1, M1 = M ′1 the derived group of M and
Q˜ =M1Q+.
Let us fix an odd prime p; let Sp = {v place of F ; v|p}. Let J be a subset of Sp.
Definition 1.1 A J-proper standard parabolic subgroup Q of H⊗Zp (abbreviated as J-proper
SPS) is a product Q =
∏
v|pRes
rv
Zp
Qv of parabolic subgroups Qv of G⊗ rv such that for each
v ∈ J , Qv ∈ {P,P
∗, B}, and for v /∈ J , Qv = G. Let Q
′ =
∏
v|pQ
′
v, M =
∏
v|pMv its Levi
subgroup and Q+ =
∏
v|pQ
+
v its unipotent radical system; Q is a semi-direct product MQ
+.
Let M1 =
∏
v|pM
1
v be the derived group of M and Q˜ =M
1Q+ =
∏
v|p Q˜v. For any Zp-algebra
A, let Av = A ⊗ rv for each v|p; then Q(A) =
∏
v|pQv(Av) via the canonical isomorphism
H(A) ∼=
∏
v|pG(Av). Similarly for Q
′(A), Q+(A) and Q˜(A).
We fix an arbitrary J-proper SPS Q with Levi components (M,Q+). Most of our results
will be valid without further assumption on Q, although results of Section 6 will require that
J = Sp and Q is of the form Q = ΠH = f∗f
∗Π for Π ∈ {B,P, P ∗}.
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Let A be the ring of rational adeles and Qf resp. Q∞ be its finite, resp. infinite part.
Let HA, resp. Hf , H∞ be the group of A-points of H, resp. of Qf -, Q∞-points. Let U∞ be
the stabilizer in H∞ =
∏
v|∞G(Fv) of the map h : C
× −→ H∞ whose v-component is
hv(x+ iy) =
(
x12 y12
−y12 x12
)
∈ G(Fv).
Let us fix once for all a compact open subgroup U of H(Zˆ) of levelprime to p. For any r ≥ 1
We denote by UQ˜(p
r) the compact open subgroup of Hf defined as
UQ˜(p
r) = {g ∈ U ; g mod pr ∈ Q˜(Z/prZ)}
Remark: Despite the Notation, the level of these subgroups is concentrated on the J-
part of Sp since the condition is void at places v /∈ J . If J = ∅, these groups are of level
trivial at p.
We form the Shimura varieties:
Sr(U) = HQ\HA/UQ˜(p
r)U∞
Their connected components are Siegel-Hilbert modular varieties of dimension 3d. For s ≥ r,
there is a natural finite morphism Ss(U) → Sr(U); the varieties Sr(U) together with these
transition maps form an inverse system.
Let O be the valuation ring of a finite extension K of Qp. Let LK be a finite dimensional
K-vector space with a rational action of Hp = H ⊗Qp; we assume it is “adapted to Q” , i.e
it is (algebraically) induced from Q to G by a rational representation ρ of M . Note that this
condition is automatic if LK is induced from BH to H by a character of TH , by transitivity
of the induction (BH to Q and Q to H). Let IQ = {g ∈ H(Zp); g mod. p ∈ Q(Z/pZ)}. In the
text, we shall consider a suitable lattice L of LK , stable by IQ, hence by the p-component
of ideles in UQ˜(p
r) for any r ≥ 1; let us put R = LK/L; it is a discrete O-module with
a continuous action of UQ˜(p
r) (through its p-adic component); we consider the sheaf R˜ of
locally constant sections of the covering
HQ\HA ×R/UQ˜(p
r)U∞
↓
HQ\HA/UQ˜(p
r)U∞ = Sr(U)
where the action defining the covering space is given by
γ(h, v)uu∞ = (γhuu∞, u
−1
p .v) for γ ∈ HQ, uu∞ ∈ UQ˜(p
r)U∞ and v ∈ R.
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2 Flags and Hecke operators
In this section, we view H1 and its subgroups as group schemes over Zp; G
1 is viewed over
rv for each v|p.
2.1 Parahorics and flags
Let Q be a J-proper SPS; let M ′ be the Levi subgroup of Q′ = Q ∩H1. In the case of the
standard Borel subgroup Q = f∗f
∗B of H, we write Q′ = B′H . We have a Levi decomposition
Q′ = M ′Q+; let ZM and CM = M/M
1 be the center resp. the “cocenter” of M , and ZM ′
resp. CM ′ = M
′/M1 be the center, resp. the “cocenter” of M ′; we put Q˜ = Q˜′ = M1Q+.
Let us put, for each v ∈ Sp, Xv = G
1/Q′v and Yv = G
1/Q+v . Let πv : Yv → Xv be the
structural map; it is a morphism of rv-scheme. Note that Xv is a projective scheme and Qv
is an M ′v-bundle over Xv. We write 0v for the marked point on Xv given by the trivial class.
Put YQ′ =
∏
v|p Yv, XQ′ =
∏
v|pXv, πQ′ =
∏
v∈J πv and 0Q′ =
∏
v|p 0v.
Let Q− =
∏
v|p Res
rv
Zp
Q−v be the unipotent subgroup opposite of Q
+ (hence Q−v = 1 for
v /∈ J). For each r ≥ 1, we put
Ir = {h ∈ H(Zp);h mod. p
r ∈ Q(Z/prZ)}.
and
I ′r = Ir ∩H
1(Zp) = I
′
r = Q
′−(prZp)Q
′(Zp)
We introduce also
I˜r = {h ∈ H(Zp);h mod. p
r ∈ Q˜(Z/prZ)}.
and
I˜ ′r = I˜r ∩H
1(Zp)
For r = 1, we drop the index 1: I = I1, I
′ = I ′1 and I˜ = I˜1.
Terminology: We refer to the subgroups Ir and I
′
r, resp. I˜r and I˜
′
r as the level p
r
parahoric subgroups ofH(Zp), resp. H
1(Zp) associated toQ. We call them Iwahori subgroups
when Q is the standard Borel subgroup BH of H.
For v|p, let
Iv,r = {g ∈ G(rv); g mod. p
r ∈ Qv(rv/(p
r))}.
and I ′v,r = Iv,r ∩G
1(Fv). Then, I
′
r =
∏
v|p I
′
v,r. Similarly, we have I˜
′
r =
∏
v|p I˜
′
v,r.
We put
Xav,r = I
′
v,r/Q
′
v(rv),
and
XaQ′,r = I
′
r/Q
′(Zp) and X
a
Q′ = X
a
Q′,1,
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so, XaQ′,r =
∏
v|pX
a
v,r; similarly:
Y av,r = I
′
v,r/Q
+
v (rv) = Qv
−(prrv)×M
′
v(rv)
Let
Y aQ′,r = I
′
r/Q
+(Zp) and Y
a
Q′ = Y
a
Q′,1
hence, Y aQ′,r =
∏
v|p Y
a
v,r.
For any r ≥ 1, Y aQ′,r is the inverse image by πQ′ of X
a
Q′,r; these sets are p-adic open in
YQ′(Qp), resp. in XQ′(Qp).
They can be viewed as Zp-points of schemes whose functorial description is as follows:
for any Zp-algebra A, let Av = A⊗ rv for each v|p.
• for Q′v = P
′, Xav,r(Av) is the set of maximal isotropic direct factors E in W ⊗ Av
whose reduction modulo pr is the standard lagrangian < e1, e2 >; Y
a
v,r(Av) is the set
of pairs (E,φ) of a maximal isotropic Av-submodule E, direct factor in W ⊗ Av and
an isomorphism φ : E ∼= A2v whose reduction modulo p
r is the standard isomorphism:
e1 7→ (1, 0), e2 7→ (0, 1). The morphism πv consists in forgetting φ.
• for Q′v = P
′∗, Xav,r(Av) is the set of rank 1 free direct factors E1 in W ⊗ Av whose
reduction modulo pr is the line < e1 >; Y
a
v,r(Av) is the set of pairs (E1, φ1) of an E1
as above and an isomorphism φ1 : E1 ∼= Av such that φ1 mod.p
r coincides with the
standard isomorphism e1 7→ 1. The morphism πv consists in forgetting φ1.
• for Q′v = B
′, Xav,r(Av) is the set of flags (E1, E) of isotropic submodules which are
free direct factors in W ⊗ Av and whose reduction modulo p
r is the standard flag
(< e1 >,< e1, e2 >); Y
a
v,r(Av) is the set of pairs ((E1, E), (φ1, φ)) consisting in a flag
(E1, E) as above, and isomorphisms φ1 : E1 ∼= Av and φ : E ∼= A
2
v such that φ restricted
to E1 coincides with φ1 and φ modulo p
r coincide with the standard isomorphisms:
e1 7→ (1, 0), e2 7→ (0, 1). The morphism πv consists in forgetting (φ1, φ).
• for Q′v = G, X
a
v,r(Av) = {.} and Y
a
v,r(Av) is the set of symplectic bases of W ⊗ Av. It
is in canonical bijection with G1(rv).
Then, we have Y aQ′,r(A) =
∏
v|p Y
a
v,r(Av) and similarly for X
a
Q′,r(A).
Using these p-adic open subsets, we can define lattices stable by our parahoric subgroups,
as follows.
Let O be the valuation ring of a finite extension K of Qp containing the Galois closure
of a compositum
∏
v|p Fv (and sufficiently big when necessary); we fix a family of finite free
O-modules (Vv)v|p and a family (ρv)v|p of group scheme morphisms ρv : Mv → GLO(Vv)
defined over Zp as an algebraic representation such that ρv ⊗O K is absolutely irreducible;
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let us put V =
⊗
v|p Vv; ρ =
⊗
v|p ρv : M → GL(V ) is an algebraic representation of M
over Zp; it is absolutely irreducible. Note here that we have fixed representations of the Levi
subgroups Mv of G; that is, we have prescribed the central action (instead of imposing only
their behavior on M ′v = Mv ∩ G
1). This will be necessary for the control theorem for the
Hecke algebra, although throughout the study of group cohomology this does not play any
role. The maximal torus of Mv is unchanged, equal to the maximal torus T of B, hence
ρv ⊗ K corresponds to a character δv ∈ X
∗(T ) = HomO(Res
rv
Zp
T,Gm) which is dominant
for the ordering defined by B ∩Mv (actually the ordering is on X
∗(T ′) hence we mean the
restriction of δv to T
′).
Definition 2.1 We say that ρ is H-compatible if the characters δv are actually dominant in
X∗(T ′) for the ordering defined by B. This means that the induced representation of δv over
K from B to G is absolutely irreducible.
¿From now on, we fix such a representation ρ =
⊗
v|p ρv. Note that a character χv of
CMv =Mv/M
1
v = Qv/Q˜v can be viewed in X
∗(T ) via T = B/B+ → Cv. Recall that we have
fixed a J-proper SPS Q.
Definition 2.2 An algebraic character χ =
⊗
v|p χv of CM =
∏
v|p Cv is called dominant
with respect to ρ if δv ⊗ χv is dominant in X
∗(T ) for each v|p. For each place v|p, the
representation of Mv associated to δv ⊗ χv restricted to T is ρv ⊗ χv. For each such χ, we
form the representation ρ⊗ χ : M → GL(V ).
Then we form a representation of H1p = H
1(Qp) by parabolic induction:
L(ρ;K) = {f : YQ′ → V ⊗Qp; f polynomial , f(ym) = ρ(m
−1)f(y) for m ∈M}
For each system χ ∈ X∗(CM ), we can form the representation L(ρ⊗ χ;K). It is easy to see
that χ is dominant with respect to ρ if and only if L(ρ⊗ χ;K) is an irreducible H1-module.
In it, we fix the following sublattice:
La(ρ⊗ χ;O) = {f ∈ L(ρ⊗ χ;K); f(Y aQ′) ⊂ V }
One lets I ′ act on this module by left translation: (g.f)(y) = f(g−1y). This representation of
I ′ will be called in the sequel the algebraic induction fromM ′(Zp) to I
′ of ρ⊗χ. These lattices
tensor with K/O will be used as coefficients of our cohomology groups. Before defining global
Hecke operators on these cohomology groups, we study the local Hecke algebra.
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2.2 Local Hecke algebra
For each v|p, we choose a uniformizing parameter ̟v of Fv. Consider the subset ∆v,r =
I ′v,rDvI
′
v,r of G(Fv) where Dv is the set of matrices
• µ(diag2(̟
a
v );̟
b
v) for 0 ≤ 2a ≤ b if Q
′ = P ′,
• µ∗(̟av , diag2(̟
b
v)) with 0 ≤ a ≤ b, if Q
′ = P ′∗,
• τ(̟a1v ,̟
a2
v ;̟
b
v) for 0 ≤ a1 ≤ a2 ≤
1
2b, if Q
′ = B′.
When r = 1, we simply write ∆v for ∆v,1. Let C be any subgroup between I˜
′
v,r and I
′
v,r.
Remark: The local Hecke algebra
Hv(C) = O[C\∆v,r/C]
depends on the choice of ̟v; however the main object of interest to us, the nearly ordinary
idempotent, won’t depend on that choice.
We use Shimura’s notation [CξC] for an element of the canonical basis of Hv(C) . The
multiplication is given by [CξC].[Cξ′C] =
∑
η cη[CηC] where CξCξ
′C =
⋃
η CηC is a disjoint
union, and cη = ♯{(i, j);Cξiξ
′
j = Cη} (it depends only on the double class of η).
Proposition 2.1 ∆v,r is a semigroup; the ring Hv(C) is isomorphic to a polynomial ring
over the O-algebra of a finite abelian group:
O[I ′v,r/C][Tv,i; i ∈ A]
where
• the group I ′v,r/C acts through the double classes [CgC], g ∈ I
′
v,r,
• A is a subset of {0, 1, 2}: J = {0, 1} for Q = P , A = {0, 2} for Q = P ∗, and J =
{0, 1, 2} if Q = B,
• Tv,0 = [C̟vC], Tv,1 = [Cµ(12;̟v)C], and Tv,2 = [Cµ
∗(1;̟v .12)C]
In particular, this algebra is commutative.
Proof: The key is to establish the formula [CξC].[Cξ′C] = [Cξξ′C] which relies on the
multiplicativity of the degree map: ξ 7→ d(ξ) = h where CξC =
⋃h
i=1Cξi. The computation
is similar to that of [17], Proposition .
Let Q′ be a parabolic subgroups of H1. Consider its associated parahoric subgroup I ′r and
I˜ ′r of level p
r. For ∆r =
∏
v|p∆v,r (or simply ∆ if r = 1), we consider the p-semilocal Hecke
algebra Hp,r = O[I˜
′
r\∆r/I˜
′
r] (or Hp when r = 1); there is a canonical isomorphism Hp,r =
16
⊗
v|pHv(I˜
′
v,r). Hence, Hp,r is a polynomial algebra over the group algebra of CM ′(Z/p
rZ)
where M ′ is the Levi system of Q′. Note also that one can write Hp,r = HJ,r × H
(J)
r where
one defines the J-semilocal Hecke algebra as HJ,r =
⊗
v∈J Hv(I˜
′
v,r) and its complement (the
non-J-part) by H
(J)
r =
⊗
v/∈J Hv(Sp4(rv)).
2.3 Action on flags
Let Q ⊂ H as above. We keep the Notation of Section 2.1. For any r ≥ s ≥ 1, we have an
obvious action of I˜ ′r =
∏
v|p I˜
′
v,r on Y
a
Q′,s by left translation and ofM
′(Zp) by right translation.
We wish to extend the action on the left to the semi-group ∆r =
∏
v|p∆v,r. It is enough to
define the action of Dv on I
′
v,s/Q
+
v (rv) for each v|p.
• For Q = P , let dv = µ(t.12;x) ∈ Dv (so 0 ≤ 2.ordv(t) ≤ ordv(x)); let (Ev ;φv) ∈ Yv,s;
note that the image dvEv of Ev can be written tE
′
v for some direct factor E
′
v in W ⊗ rv
and φ′v = φv ◦ (td
−1
v ) is an isomorphism E
′
v
∼= r2v, whose reduction mod. ω
s
v is the
canonical isomorphism e1 7→ (1, 0), e2 7→ (0, 1); so we put dv .(Ev, φv) = (E
′
v , φ
′
v).
• For Q = P ∗, let dv = µ
∗(x, y.12) ∈ Dv (so 0 ≤ ordv(x) ≤ ordv(y)); let (Ev,1;φv,1) ∈ Yv,s;
similarly, dvEv,1 = xE
′
v,1 for a direct factor E
′
v,1 in W ⊗ rv and φ
′
v,1 = φv,1 ◦ (xd
−1
v )
is an isomorphism E′v,1
∼= rv, whose reduction mod. ̟
s
v is the canonical isomorphism
e1 7→ 1; so we can put dv.(Ev,1, φv,1) = (E
′
v,1, φ
′
v,1).
• For Q = B, let dv = τ(t, t
′;x) ∈ Dv with 0 ≤ ordv(t) ≤ ordv(t
′) ≤ 12ordv(x)); let
y = ((Ev,1, Ev);φv,1, φv) ∈ Yv,s; again, dvEv,1 = tE
′
v,1 and let E
′
v =W ∩ (dvEv ⊗rv Fv);
we have E′v,1 ⊂ E
′
v ⊂ W ⊗ rv, each term being direct factor in the next one; to define
φ′v : E
′
v
∼= r2v; we take a basis (g1, g2) of Ev such that φv(g1) = (1, 0)1 and φv(g2) = (0, 1),
then we can pick a basis (g′1, g
′
2) of E
′
v such that dvg1 = tg
′
1 (so, we put φ
′
v,1g
′
1 = 1)
and dvg2 = t
′g′2 + λg
′
1 for some λ ∈ Fv , then we put φ
′
v(g
′
2) = (0, 1). The reduction
of this isomorphism mod. ̟sv coincides with the canonical isomorphism; hence we can
put dv.y = y
′ = (E′v,1, E
′
v);φ
′
v,1, φ
′
v).
Then, one can let any element δv = udvu
′ ∈ ∆v,r act on Yv,s by composing the actions of u,
dv and u
′. This yields the desired left action of ∆r on YQ′,s.
Actually, for further calculations, it will be also useful to give the group-theoretic descrip-
tion of this action. It simply amounts to the following: for dv ∈ Dv, for any g ∈ Iv,s, resp.
I ′v,s there exists g1 ∈ Iv,s (resp. I
′
v,s) such that
dvgd
−1
v ≡ g1 mod. Q
+(Fv)
moreover the coset g1Q
+(rv) ∈ Yv,s is uniquely determined by this congruence. Then, we
have:
dv.(gQ
+(rv)) = g1Q
+(rv)
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Consider now dv,1 = µ(12;̟v) and dv,2 = µ
∗(1,̟v .12) , dv,3 = dv,1dv,2 and dQ =
∏
v|p dv,i.
Write P1 = P , P2 = P
∗ and P3 = B. Let us establish, following Hida [17], the crucial
Contraction Property of this action. We give two proofs,one in the language of buildings, the
other being group-theoretic. In the following proposition, the map πQ′ is the one defined in
paragraph 3.1.
Proposition 2.2 For r ≥ s ≥ 1, for Q = Pi, the operator d
r−s
Q contracts Y
a
Q′,s(Z/p
rZ) to
π−1Q′ (0Z/prZ)
Proof: It is enough to consider each v|p separately. Let e = ordv(p).
• for Q = P , take a lagrangian submodule E with basis (g1, g2) congruent to the standard
basis (e1, e2) modulo p
s. Then d
e(r−s)
v,1 (g1, g2) is congruent modulo p
r to α(e1, e2) where
α ∈ GL(E) and det α ≡ 1 mod.ps, as desired.
• for Q = P ∗, take an isotropic line E1 with basis g1, congruent to e1 modulo p
s. Then
d
e(r−s)
v,2 g1 is congruent to (1 + p
s⋆)e1 modulo p
r.
• for Q = B, take a lagrangian flag (E1, E) with basis (g1, g2) congruent to (e1, e2)
modulo ps. Then by case one, by applying d
e(r−s)
v,2 one can assume g1 = (1 + p
s⋆)e1;
then, applying dr−sv,1 does not change g1 and sends g2 to ae1 + (1 + p
s⋆)e2 with a ∈ rv.
So, d
e(r−s)
v,3 (E1, E) is the standard flag (< e1 >,< e1, e2 >).
A group-theoretic proof of this Proposition is to notice that for Qv = Pi, for any root α
in R+Q, one has v(α(dv,i)) < 0, hence if g ∈ I
′
v,s, then the element g1 defined by 2.3 belongs
to I ′v,s+1. Compare Lemma 4.3 below.
For r ≥ 1, one deduces from the left action of ∆r on Y
a
Q′ a left action of ∆
−1
r on L
a
Q′(ρ, χ;O)
given by (δ−1.f)(y) = f(δ.y); by tensorization byK/O, it extends to R = LaQ′(ρ, χ;O)⊗K/O.
This will be a typical coefficient module for the group cohomology we have in mind.
2.4 Nearly ordinary part of the cohomology groups.
Given Q ⊂ H/Zp as above and U a level group unramified at p we have defined in 1.2 the
level groups UQ˜(p
r). Similarly, we consider
UQ(p
r) = {h ∈ H(Zˆ);h mod. pr ∈ Q(Z/prZ)}
For N ≥ 1, we put Γ = (U ×H∞) ∩H
1
Q; for each r ≥ 1 we define
Γ1(p
r) = Γ ∩ (UQ˜(p
r)×H1∞) and Γ0(p
r) = Γ ∩ (UQ(p
r)×H1∞)
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In the sequel, these congruence subgroups are viewed as embedded either in the archimedean
componentH1∞ or in the p-adic component H
1
p ofH
1
A. The context should make it clear which
embedding is used. We assume
Γ is torsion-free
Let Z = H1∞/(U∞∩H
1
∞) be the Siegel-Hilbert space of genus 2 over F ; it is a global hermitian
domain of dimension 3d; then, H∞/U∞ is the union of two copies of Z. For any Γ-module
R, for any subgroup Γ′ ⊂ Γ let R˜ be the local system associated to R on the 3d-dimensional
complex manifold Γ′\Z. There are canonical isomorphisms: Hq(Γ′, R) ∼= Hq(Γ′\Z, R˜)
We fix a p-adic field K with ring of integers O. Let R be a discrete O-module with left
action of ∆−1r . In particular, the group Γ∗(p
r) (∗ = 0, 1) acts on R by its p-adic embedding
Γ∗(p
r) ⊂ I ′r. For each integer 0 ≤ q ≤ 6d, consider the cohomology group H
q(Γ∗(p
r), R) for
r ≥ 1.
As in the beginning of Section 4 of [17], we introduce global versions TQ of the local
Hecke operators introduced in Sect.2.2 and let them act on Hq(Γ∗(p
r), R); they are defined
using global double classes Γ∗(p
r)ξQΓ∗(p
r) (∗ = 0 or 1) for suitable elements ξQ ∈ HQ.
Recall that (cf. [16] Sect.1.10 or [17] Sect.4): for ξ ∈ HQ, and R a left module over the
semigroup generated by Γ′ and ξ−1, the double class [Γ′ξΓ′] acts on Hq(Γ′, R) by sending a
q-homogeneous cocycle u to the cocycle v defined as follows.If Γ′ξΓ′ =
⋃
Γ′ξj, for γ ∈ Γ
′ let
γj ∈ Γ
′ such that ξjγ = γjξj′for some j
′; then v(γ(0), ..., γ(q)) =
∑
j ξ
−1
j u(γ
(0)
j , ..., γ
(q)
j ). One
sees easily that this does not depend on the choice of the representatives ξj and that it is well
defined on cohomology. Consider the endomorphism TQ = [Γ∗(p
r)ξQΓ∗(p
r)] of Hq(Γ∗(p
r), R);
although the operator TQ will depend on several choices, it won’t be the case for the nearly
ordinary idempotent eQ defined by
eQ = lim
n→∞
T n!Q
The image of the cohomology by this idempotent is denoted by
HqQ−no(Γ∗(p
r), R).
Note that these groups form an inductive system with respect to the restriction maps when
r grows.
It remains to construct ξQ.
Let xQ be the element of H
1(Q ⊗ Zˆ) whose components are 1 outside J and is given at
each v ∈ J by
• µ(p−2.12; 1) if Qv = P1,
• µ∗(p−2, 12) if Qv = P2,
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• τ(p−2, p−1; 1) = µ(p−1.12; 1)µ
∗(p−1, 12), if Qv = B = P3,
By Strong Approximation Theorem, there exists ζQ ∈ H
1
Q such that ζQ ≡ xQ mod UQ˜(p
r).
By finiteness of the class group of F , there exists h ≥ 1 and π ∈ F× such that πp−h ≡
1 mod. prOF,v for each v ∈ J and ordv(π) = 0 for any other finite place v. Define
ξQ = π
2ζhQ
Then, via the embedding F ⊂ Fv, one has
ξQ ≡ d
2h
v,i mod. Iv,r
Hence, the double class Γ∗(p
r)ξQΓ∗(p
r) has for v-adic completion
• I ′v,rdv,iI
′
v,r for v ∈ J ,
• G′(rv) for v ∈ Sp\J ,
• U ′ℓπ
2U ′ℓ = U
′
ℓπ
2 for U ′ = U ∩H1f for ℓ /∈ Sp
Note that for any unit u ∈ rv, for n large enough u
n! ≡ 1 mod. pr. Hence for n large enough,
the local double class of ξn!Q is that of 1 at v outside J , and that of d
2hn!
Q at v ∈ J . In
particular, the idempotent eQ associated to TQ does not depend on the choice of π.
3 Control theorem for the full cohomology
3.1 Induced modules
As before, we fix a J-proper SPS Q with Levi subgroup M/Zp and a representation V =⊗
v|p Vv of M/Zp , given by ρ : M → GLO(V ). When we want to put emphasis on the set J
of places where Qv is a proper parabolic of Gv , we write V = VJ ⊗ V
J where VJ =
⊗
v∈J Vv
and V J =
⊗
v/∈J Vv. Let Ar = p
−rO/O (r = 1, ...), and A = A∞ = K/O. For each
character χ of the cocenter CM ′ of M
′, dominant with respect to ρ, recall that in 2.1 we
have defined an O-module of finite type La(ρ ⊗ χ;O) which we decompose when needed as
La(ρ ⊗ χ;O) = LaJ(ρ ⊗ χ;O) ⊗ V
J where LaJ(ρ ⊗ χ;O) =
⊗
v∈J ind
I′v
Q′v
(ρv ⊗ χv) . We call
La(ρ⊗ χ;O) the algebraic induction of ρ⊗ χ from Q′(Zp) to I
′. we form
La(ρ⊗ χ;Ar) = L
a(ρ⊗ χ;O)⊗Ar
Remark: Let us write L(Y aQ′(Z/p
sZ), ρ ⊗ χ;Ar) for the submodule of L
a(ρ ⊗ χ;Ar)
consisting of functions which factor through Y aQ′(Z/p
sZ); then, for any finite r ≥ 1, there
exists an integer s ≥ 1 such that
La(ρ⊗ χ;Ar) = L(Y
a
Q′(Z/p
sZ), ρ⊗ χ;Ar).
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This follows easily from the finiteness of La(ρ⊗ χ;O) as O-module.
We consider also another induced module associated to ρ:
C(ρ1;A) = {f : Y aQ′ → V ⊗A; f locally constant; f(xm) = ρ(m
−1)f(x) for anym ∈M1(Zp)}
We shall refer to it as the smooth induction from M1 to I ′ of ρ|M1 . This module is not of
cofinite type over O. Note also a difference between the two definitions, besides the nature
of the functions, namely that for the latter we impose an equivariance condition only for
m ∈M1. These modules carry a left action of ∆−1 given by (δ−1f)(y) = f(δ.y) where ∆ acts
on the left on Y aQ′ as defined in Section 2.3. The latter is a smooth admissible representation
of I ′ in the following sense: let
H1(pr) = Ker(H1(Zp)→ H
1(Z/prZ))
then, for any r ≥ 1: C(ρ;A)H
1(pr) consists in functions on the finite set Y aQ′(Z/p
rZ), hence is
of (co)finite type, and
C(ρ;A) =
⋃
r
C(ρ;A)H
1(pr)
Let us write C(Y aQ′(Z/p
rZ), ρ1;A), resp. C(M ′(Z/prZ), ρ1;A) for the module of V ⊗A-valued
functions satisfying the equivariance condition for M1(Z/prZ) and defined on Y aQ′(Z/p
rZ),
resp. on M ′(Z/prZ).
We consider now two short exact sequences which will permit the comparison of these
two notions of induction. Namely, for all r ≥ 1,
0→ Kr → L
a(ρ⊗ χ;Ar)
φr
→ V ⊗ χ⊗Ar → 0 (3.1)
where φr is the evaluation map at the marked point OY of Y
a
Q′ . Observe that for any s ≥ r
defined as in Remark of section 4.1, it is an exact sequence of ∆−1s -module, hence of Γ0(p
s)-
modules; however we view it only as a sequence of Γ1(p
s)-modules. The reason is that we
want to let vary the characters χ; actually as a Γ1(p
s)-module, we have V ⊗χ⊗Ar = V ⊗Ar.
Similarly, for s ≥ 1,
0→ Ks → C(Y
a
Q′(Z/p
sZ), ρ1;As)
ψs
→ C(M ′(Z/psZ), ρ1;As)→ 0 (3.2)
where ψs, is the restriction map from the Z/p
sZ-points of Y aQ′ to π
−1
Q′ (OX,Z/psZ), that is, to
the Z/psZ-points of Q′/Q′+ =M ′.
We view 3.2 as a sequence of ∆−1Q,s-modules. One should remark that although the middle
terms of 3.1 and 3.2 are ∆−1Q -modules, the maps φr and ψs are only ∆
−1
Q,s-linear; hence the
restriction to the above-mentioned semigroups.
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3.2 Taking p-adic limit in Shapiro’s lemma
¿From (3.1) and (3.2), we deduce long exact sequences of cohomology: for s ≥ r,
...→ Hq(Γ1(p
s),Kr)→ H
q(Γ1(p
s), LaQ′(ρ⊗ χ;Ar))
φr
→
→ Hq(Γ1(p
s), V ⊗Ar)→ H
q+1(Γ1(p
s),Kr)→ ...
and
...→ Hq(Γ0(p
r),Kr)→ H
q(Γ0(p
r), C(Y aQ′(Z/p
rZ); ρ1;Ar))
ψr
→
Hq(Γ0(p
r), C(M ′(Z/prZ), ρ1;Ar))→ H
q+1(Γ0(p
r),Kr)→ ...
If we apply the idempotent eQ to this sequence, it remains exact. We shall prove
Proposition 3.1 For any q ≥ 0, r ≥ 1, and for s ≥ r associated to r as in the Remark of Sec-
tion 4.1, the nearly ordinary idempotent eQ annihilates H
q(Γ1(p
s),Kr) and H
q(Γ0(p
r),Kr).
Comment: It is important to note that only the continuity of the functions f : Y aQ′ → Ar in
Kr (and Kr) is used in the proof of this lemma. The very fact that a power of TQ contracts
Y aQ′(Z/p
sZ) to π−1Q′ (OX,Z/psZ) will do.
Proof: Let u be an homogeneous q-cocycle with values in Kr or Kr. Since the proof
is very similar in the two cases, let us deal with Kr only. By Remark of the Section 4.1,
we know that Kr is contained in L(Y
a
Q′(Z/p
sZ), V ⊗O Ar). Let (γ
(0), ..., γ(q)) ∈ Γ1(p
s)q+1;
by Proposition 2, ξs−1Q sends Y
a
Q′(Z/p
sZ) into π−1Q′ (OX,Z/psZ). Let us put v = u|T
s−1
Q . If
Γ1(p
s)ξs−1Q Γ1(p
s) =
⋃
j Γ1(p
s)ηj , we have for any y ∈ Y
a
Q′ :
v(γ(0), ..., γ(q))(y) =
∑
j
η−1j u(γ
(0)
j , ..., γ
(q)
j )(y)
where ηjγ
(i) = γ
(i)
j ηj′ . That is,
v(γ(0), ...γ(q); y) =
∑
j
u(γ
(0)
j , ..., γ
(q)
j ; ηj .y)
and ηj is of the form ξ
s−1
Q uj where uj ∈ Q˜
′(Zp). Hence ηj.y ∈ π
−1
Q′ (OX,Z/psZ). This proves
u|T s−1Q ≡ 0 mod. p
s. By letting s grow to infinity, one can then conclude.
Let us put
HqQ−no(Γ1(p
∞), La(ρ⊗ χ;A)) = lim
−→
s
HqQ−no(Γ1(p
s), La(ρ⊗ χ;Ar))
HqQ−no(Γ1(p
∞), V ⊗A) = lim
−→
s≥r
HqQ−no(Γ1(p
s), V ⊗Ar))
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and
HqQ−no(Γ0(p
∞), C(ρ1;A)) = lim
−→
r
HqQ−no(Γ0(p
r), C(Y aQ′(Z/p
rZ); ρ1;Ar))
Corollary 3.1 The maps φr, resp. ψr form a system of compatible isomorphisms (when
r ≥ 1 and s ≥ r grow)
HqQ−no(Γ1(p
s), La(ρ⊗ χ;Ar)) ∼= H
q
Q−no(Γ1(p
s), V ⊗Ar)
resp.
HqQ−no(Γ0(p
r), C(Y aQ′(Z/p
rZ), ρ1;Ar)) ∼= H
q
Q−no(Γ0(p
r); C(M ′(Z/prZ), ρ1;Ar))
By taking their inductive limit we obtain isomorphisms
ι1 : H
q
Q−no(Γ1(p
∞), La(ρ⊗ χ;A)) ∼= H
q
Q−no(Γ1(p
∞), V ⊗A) (3.3)
and
HqQ−no(Γ0(p
∞), C(ρ1;A)) ∼= lim
−→
r
HqQ−no(Γ0(p
r), C(M ′(Z/prZ), ρ1;A))
We can now state the main result of this subsection:
Theorem 3.1 For any character χ of CM ′ dominant with respect to ρ, there is a canonical
isomorphism
ι2 : H
q
Q−no(Γ0(p), C(ρ
1;A)) ∼= H
q
Q−no(Γ1(p
∞), V ⊗ χ⊗A) (3.4)
Comment:
The two ingredients of the proof are:
1) a version of Shapiro’s lemma involving smooth induction instead of finite induction,
since C(ρ;A) is a direct limit of the inductions from Γ1(p
r) to Γ0(p
r),
2) the lowering of the level on the Γ0-side from p
∞ to p, by the so-called Hida’s lemma
(Lemma 3.1 below).
Proof:
We apply Shapiro’s lemma, noticing that
C(M ′(Z/prZ), ρ1;Ar) = Ind
Γ0(pr)
Γ1(pr)
V ⊗Ar
It yields the canonical identification:
HqQ−no(Γ0(p
r), C(M ′(Z/prZ), ρ1;Ar)) = H
q
Q−no(Γ1(p
r), V ⊗Ar)
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Using Corollary 3.1, we obtain isomorphisms:
HqQ−no(Γ0(p
r), C(Y aQ′(Z/p
rZ); ρ1;Ar)) ∼= H
q
Q−no(Γ1(p
r), V ⊗Ar) =
HqQ−no(Γ1(p
r), V ⊗ χ⊗Ar)
We observe then that
lim
−→
r
HqQ−no(Γ0(p
r), C(Y aQ′(Z/p
rZ), ρ1;Ar)) ∼= lim−→
r
HqQ−no(Γ0(p
r), C(ρ1;Ar)) =
HqQ−no(Γ0(p
∞), C(ρ1;Ar))
Next, we show that the transition maps in the inductive system definingHqQ−no(Γ0(p
∞), C(ρ1;A))
are isomorphisms, therefore showing that the inductive limit coincides with the first group
of the inductive system. For that purpose, we use a variant of a lemma used extensively by
Hida [13], Lemma.4.3 (and due to Shimura): Let ξQ ∈ H(Q) be the element constructed in
Section 2.4. For s ≥ r ≥ 1, we put:
T = [Γ0(p
r)ξs−rQ Γ0(p
r)] , T ′ = [Γ0(p
s)ξs−rQ Γ0(p
r)] and T ′′ = [Γ0(p
s)ξs−rQ Γ0(p
s)]
Lemma 3.1 With Notation as above, for any ∆−1-module L, one has a commutative dia-
gram:
Hq(Γ0(p
r), L) → Hq(Γ0(p
s), L)
↓ T ւ T ′ ↓ T ′′
Hq(Γ0(p
r), L) → Hq(Γ0(p
s), L)
where the horizontal maps are restriction maps.
The important consequence of this is that on the Q-nearly ordinary part of these cohomology
groups, the restriction map admits an inverse because T and T ′′ become automorphisms;
therefore the restriction maps induce isomorphisms for any r ≥ 1:
HqQ−no(Γ0(p
r), L) ∼= H
q
Q−no(Γ0(p
∞), L)
Proof: Let us show the commutativity of the upper triangle. It is a consequence of the
equality Γ0(p
s)ξs−rQ Γ0(p
r) = Γ0(p
r)ξs−rQ Γ0(p
r) which follows from a calculation establishing:
ξr−sQ Γ0(p
s)ξs−rQ ∩ Γ0(p
r) = ξr−sQ Γ0(p
r)ξs−rQ ∩ Γ0(p
r)
Let us check it. It is a local computation at each v dividing p; we may therefore replace ξQ
by dv,i defined before Proposition 2.2. Since the three cases are similar, let us treat only the
case Qv = B; we write a matrix of Iv,s as
∗ ∗ ∗ ∗
(ps) ∗ ∗ ∗
(ps) (ps) ∗ (ps)
(ps) (ps) ∗ ∗

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it becomes after conjugation by ds−rv,3 = diag(1, p
s−r , p3(s−r), p2(s−r)):
∗ (ps−r) (p3(s−r)) (p2(s−r))
(pr) ∗ (p2(s−r)) (ps−r)
(p3r−2s) (p2r−s)) ∗ (pr)
(p2r−s) (pr) (ps−r) ∗

The point of this computation is that the blocks corresponding to the lower unipotent Q−
have p-order less than r, therefore the intersection of the group of such matrices with Iv,r is
made of the matrices whose blocks constituting the lower unipotent of Q have p-order ≥ r
and those constituting the upper unipotent satisfy divisibility conditions identical to those
defining dr−sv,3 Iv,rd
s−r
v,3 ∩Iv,r. This shows the equality. For the lower triangle, one observes that
1. the restriction map from Γ0(p
r) to Γ0(p
s) is given by the double class action [Γ0(p
r)12Γ0(p
s)]
and for any ξ ∈ HQ:
[Γ0(p
s)ξΓ0(p
r)][Γ0(p
r)12Γ0(p
s)] = [Γ0(p
s)ξΓ0(p
r)]
2. the computation above shows the equality of double cosets:
Γ0(p
s)ξs−rQ Γ0(p
r) = Γ0(p
s)ξs−rQ Γ0(p
s)
These two observations yield the desired commutativity. This concludes the proof of the
lemma.
We apply it to the left hand side of 3.3 for the pair (r, s) = (1, s). By taking the inductive
limit over r of these isomorphisms, we obtain
HqQ−no(Γ0(p), C(ρ
1;A)) ∼= H
q
Q−no(Γ1(p
∞), V ⊗A)
3.3 Independence of the weight
For each element ζ ∈ CM ′(Zp) , we define an automorphism < ζ >ρ,χ of
HqQ−no(Γ1(p
∞), La(ρ⊗ χ;A))
as follows: first, for each r ≥ 1, one views ζ as an element of CM ′(Z/p
rZ) = Γ0(p
r)/Γ1(p
r)
(compatibly when r grows) and we choose for each r ≥ 1 a lifting γζ of ζ in Γ0(p
r) ; then,
one puts for u ∈ Zq(Γ1(p
r), La(ρ⊗ χ;A)) and y ∈ Y aQ′:
(< ζ >ρ,χ u)(γ0, ..., γq)(y) = u(γ
−1
ζ γ0γζ , ..., γ
−1
ζ γqγζ)(γ
−1
ζ y)
These automorphisms are compatible when r ≥ 1 grows: their inverse limit defines < ζ >ρ,χ.
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On the other hand, ZM ′(Zp) acts on C(ρ
1;A) by: (z.f)(y) = f(yz−1). This action
commutes with the action of Γ0(p) hence defines automorphisms in cohomology.
Let i be the natural isogeny i : ZM ′ → CM ′ . Let ω denote the central character of ρ and
ωχ = ω × (χ ◦ i); it is the central character of ρ⊗ χ.
With these Notation, we can draw from Theorem 3.1 the following corollary
Corollary 3.2 For any character χ of CM ′ dominant with respect to ρ, there exists a canon-
ical isomorphism
ιχ : H
q
Q−no(Γ1(p
∞), La(ρ⊗ χ;A)) ∼= H
q
Q−no(Γ0(p), C(ρ
1;A))
such that for any z ∈ ZM ′(Zp) and for ζ = i(z) in CM ′ ,
for any c ∈ HqQ−no(Γ1(p
∞), La(ρ⊗ χ;A)), we have:
z.ιχ(c) = ωχ(z).ιχ(< ζ
−1 >ρ,χ c)
Comment: This statement can be viewed as a p-adic version of the Matsushima-Murakami
theorem (see [3], chapter 7). It interprets the infinite level cohomology of finite (co)-rank
modules in terms of a finite level cohomology of an (infinite corank) smooth admissible
module. Moreover, this module does not depend on χ.
Proof: We define ιχ by ι
−1
2 ◦ ι1. Let us check the (twisted) equivariance for the central
action. Recall that
eH .(Γ0(p), C(ρ
1, A)) = lim
→
eH .(Γ0(p
r), Ind
Γ0(pr)
Γ1(pr)
V ⊗Ar))
and
eW .χ = lim→
eH .(Γ1(p
r), V )
and that ι−1χ is induced by the canonical isomorphism
eH .(Γ0(p
r), Ind
Γ0(pr)
Γ1(pr)
V ⊗Ar))→ eH
.(Γ1(p
r), V )
Now, let us consider an element z ∈ ZM ′(Zp); let ζ = i(z) and γζ be the correspond-
ing element of Γ0(p
r)/Γ1(p
r); note that one can assume that γζ ≡ z mod. p
r. For [u] ∈
eHqQ−no(Γ0(p
r), C(ρ1;A)), one knows that the cocycle
v : (γ0, . . . , γq) 7→ (y ∈ M
′(Z/prZ) 7→ u(γ−1ζ γ0γζ , . . . , γ
−1
ζ γqγζ)(γ
−1
ζ y)) is cohomologous
to u. On the other hand, since z ∈ ZM ′ , one has γ
−1
ζ y = yz
−1; hence
v(γ0, . . . , γq) = (z.u)(γ
−1
ζ γ0γζ , ..., γ
−1
ζ γqγζ);
thus, by applying ι−1χ to the classes of these cocycles, one sees that
26
ωχ(z)
−1 < ζ >ρ,χ ι
−1
χ (z.[u]) = ι
−1
χ ([u])
which yields 3.2.
3.4 Weak Control theorem
Since the J-proper SPS Q contains the Borel subgroup BH , its Levi subgroup M contains
the standard maximal torus TH = Res
OF
Z T of H. Recall that we have fixed an absolutely
irreducible representation ρ of M defined over O; we denote by δ ∈ X∗(TH) = X
∗(T )Sp the
dominant character associated with the fixed H-compatible representation ρ (see Definition
2.1).
Definition 3.1 A character χ ∈ X∗(TH) = X
∗(T )Sp is called regular dominant, if for all
v ∈ Sp, one has χv = (a1, a2; b) with b ≥ a1 and a1 > a2 > 0.
For any α ≥ 1, let
Laα(ρ;O) = {f : Y
a
Q′,α(Zp)→ V ; f polynomial,
f(ym) = ρ(m)−1f(y) for m ∈M ′(Zp)}
resp.
Cα(ρ
1;O) = {f : Y aQ′,α(Zp)→ V ; f continuous,
f(ym) = ρ(m)−1f(y) for m ∈M1(Zp)}
These are left I ′α-modules for g.f(y) = f(g
−1y). Note that Cα(ρ
1;A) = Cα(ρ
1;O)⊗A can
also be defined as the space of locally constant functions with values in A, by density of the
space of V -valued locally constant functions in the space of V -valued continuous functions.
Let us define also twisted versions of Laα(ρ;O). For that purpose we introduce arithmetic
characters.
Definition 3.2 An arithmetic character of CM ′ is a product εχ where ε : CM ′(Zp)→ O
× is
a finite order character and χ is an algebraic character of CM ′. a level for εχ is a p-power p
r
such that ε factors through CM ′. εχ is said dominant with respect to ρ (in brief, ρ-dominant),
resp. regular with respect to ρ, if δ ⊗ χ is dominant, resp. regular.
Note that if the character δ associated with ρ is regular, then any arithmetic character
εχ of CM ′ dominant with respect to ρ, is regular with respect to ρ.
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For any ρ-dominant arithmetic character εχ, let α ≥ 1 such that ε factors through
CM ′(Z/p
αZ); we write Laα(ρ ⊗ εχ;O) for L
a
α(ρ ⊗ χ;O) viewed as an I
′
α-module for the fol-
lowing twisted action: (g.f)(y) = ε(g)f(g−1y), where ε(g) means that one applies ε to the
element of
CM ′(Z/p
αZ) = Q′(Z/pαZ)/Q˜(Z/pαZ)
congruent to g mod. pα ∈ Q′(Z/pαZ) modulo Q˜(Z/pαZ).
Let ωεχ be the character of ZM ′(Zp) given by ω × (εχ ◦ i). As already noticed, there is
an action of ZM ′(Zp) on Cα(ρ
1;A), given by (z.f)(g) = f(gz−1); hence one can speak of the
largest submodule Cα(ρ;A)[ωεχ] on which ZM ′(Zp) acts via ωεχ. One can now state the main
theorem of this Section. A linear map between O-modules is called an isogeny if its kernel
and cokernel are finite.
Theorem 3.2 For any ρ-dominant arithmetic character εχ regular with respect to ρ, for any
α such that pα is a level of εχ, one has
(i) For any 0 ≤ q < 3d, Hq(Γ0(p
α), Laα(ρ⊗ εχ;K)) = 0,
(ii) for any q, there are natural isomorphisms ιqεχ:
ιqεχ : H
q
Q−no(Γ1(p
∞), Laα(ρ⊗ εχ;A))
∼= H
q
Q−no(Γ0(p
α), Cα(ρ
1;A))
defined in a way similar to 3.4; with the Notation of Corollary 2, they satisfy
z.ιqεχ(c) = ωεχ(z)ι
q
εχ(< i(z) >
−1
ρ,εχ c)
(iii) for q = 3d, ιqεχ induces, for any r ≥ α, an isogeny:
H3dQ−no(Γ0(p
r), Laα(ρ⊗ εχ;A))→ H
3d
Q−no(Γ0(p
α), Cα(ρ
1;A))[ωεχ].
Proof: (i) This statement is a corollary of a result by J. Franke [8]. The calculation is
detailed in Appendix A below. The idea is the following: for any congruence subgroup Φ of
G′(F ), Franke defines a spectral sequence abutting to the cohomology groups Hq(Φ, L(ρ ⊗
ψ;C)) (Corollary 4.8 of [45] and Proof of Th.18 of Franke’s paper). Its E1-term is expressed in
terms of the (Lie(M),KM )-cohomology of unitary automorphic representations of M . Then,
if for each archimedean place v of F the highest weight δvψv of L(ρv ⊗ ψv;C) is regular, it
follows from the classification of Vogan-Zuckerman ([44] that Es,t1 = 0 if s+ t < 3d. In fact,
one only needs the explicitation of Vogan-Zuckerman calculations for Sp4 and SL2. It is done
in the Sp4-case by R. Taylor (p.293 of [34]), for SL2 it is a classical result that the cohomology
of an infinite dimensional unitary representation can be non-zero only in degree 1. We first
found these vanishing results in [27], for F = Q where the author assumed that the weight
of the local system is sufficiently regular; they were confirmed to us for an arbitrary totally
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real field F by J. Schwermer in a letter [28]. We thank D. Blasius for pointing out to us the
reference of Franke [8].
We shall deduce (iii) from (i) and (ii) by using a control criterion due to Hida (Lemma
5.1 of [17]). First, we perform several reductions.
1) For any Zp-algebra A, let
MzA = ZM ′(A)M
1(A);
it is a subgroup of M ′(A) of exponent two (it is trivial if Q = BH). Let Γ
′
0(p
r) be the
subgroup of Γ0(p
r) of elements congruent to an element of Mz
Z/prZQ
+(Z/prZ) modulo pr.
Consider
Ind
M ′(Z/prZ)
Mz
Z/prZ
V ⊗ εχ⊗Ar = {f :M
′(Z/prZ)→ V ⊗Ar;
f(gh−1) = ρ⊗ εχ(h)f(g) for all h ∈MzZ/prZ}
Shapiro’s lemma yields:
HqQ−no(Γ0(p
r), Ind
M ′(Z/prZ)
Mz
Z/prZ
V ⊗ εχ⊗Ar) ∼= H
q
Q−no(Γ
′
0(p
r), V ⊗ εχ⊗Ar)
For any r ≥ α, let f : Y aQ′,α(Z/p
rZ) → V ⊗ Ar be a function such that f(xm
−1) =
ρ(m)f(x) for m ∈M1(Z/prZ) and f(xz−1) = ωεχ(z)f(x) for z ∈ ZM ′(Z/p
rZ); its restriction
toM ′(Z/prZ) has a prescribed behavior onMz
Z/prZ ,hence belongs to Ind
M ′(Z/prZ)
Mz
Z/prZ
V⊗εχ⊗Ar.
We consider a variant of 3.2; namely, for each r ≥ α the exact sequence of ∆−1Q,r-modules:
0→ K′r → C(Y
a
Q′,α(Z/p
rZ), ρ1;Ar)[ωεχ]
ψr
→
→ Ind
M ′(Z/prZ)
Mz
Z/prZ
V ⊗ εχ⊗Ar → 0
where the map ψr is the restriction from Y
a
Q′,α(Z/p
rZ) to M ′(Z/prZ).
2) We take the long exact sequence of cohomology for Γ0(p
r); Again, one checks that for any
r ≥ α,
1. HqQ−no(Γ
′
0(p
r),K′r) = 0
2. for any ∆−1Q,α-module L, for any r ≥ α,
Res
Γ0(pα)
Γ0(pr)
: HqQ−no(Γ0(p
r), L) ∼= H
q
Q−no(Γ0(p
α), L)
Therefore, we obtain an isomorphism similar to ι2 of 3.4 (see Theorem 3.1 above):
HqQ−no(Γ0(p
α), C(Y aQ′,α(Z/p
rZ); ρ1;Ar)[ωεχ])
ι′2∼= H
q
Q−no(Γ
′
0(p
r), V ⊗ εχ⊗Ar) (3.5)
29
for each r ≥ α.
3) Let Qz(A) =MzAQ
+(A); for any s ≥ α such that
Laα(ρ⊗ εχ;Ar) = L(Y
a
Q′,α(Z/p
sZ), ρ⊗ εχ;Ar).
Consider the exact sequence of ∆−1Qz,s-modules (for s ≥ r):
0→ K ′r → L
a
α(ρ⊗ εχ;Ar)
ψr
→ V ⊗ εχ⊗Ar → 0 (3.6)
We can take the cohomology of 3.6 for Γ1(p
s) or for Γ′0(p
s); with the first choice, one obtains
for any s ≥ r:
ι′1 : H
q
Q−no(Γ1(p
s), Laα(ρ⊗ εχ;Ar))
∼= H
q
Q−no(Γ1(p
s), V ⊗ εχ⊗Ar)
and by taking the direct limit over s ≥ r:
ι′1 : H
q
Q−no(Γ1(p
∞), Laα(ρ⊗ εχ;A))
∼= H
q
Q−no(Γ1(p
∞), V ⊗ εχ⊗A) (3.7)
With the second choice, one obtains for any s ≥ r:
ι′′1 : H
q
Q−no(Γ
′
0(p
s), Laα(ρ⊗ εχ;Ar))
∼= H
q
Q−no(Γ
′
0(p
s), V ⊗ εχ⊗Ar) (3.8)
Comparing 3.4 (in Th. 3.1) and 3.7, we obtain the isomorphism ιqεχ = ι
−1
2 ◦ ι
′
1:
ιqεχ : H
q
Q−no(Γ1(p
∞), Laα(ρ⊗ εχ;A))
∼= H
q
Q−no(Γ0(p
α), Cα(ρ
1;A))
This proves (ii). Moreover, by comparing 3.8 and 3.5, we obtain an isomorphism ι˜qεχ =
ι′2
−1 ◦ ι′′1:
ι˜qεχ : H
q
Q−no(Γ
′
0(p
α), Laα(ρ⊗ εχ;Ar))
∼= H
q
Q−no(Γ0(p
α), Cα(ρ
1;A)[ωεχ]) (3.9)
Exactly as in Corollary 3.2 , one can show
z.ιqεχ(c) = ωεχ(z)ιεχ(< ζ
−1 >ρ,εχ c)
4) Next, we shall relate the two isomorphisms ιqεχ and ι˜
q
εχ for q = 3d by using the natural
map:
HqQ−no(Γ0(p
α), Cα(ρ
1;A)[ωεχ])→ H
q
Q−no(Γ0(p
α), Cα(ρ
1;A))[ωεχ] (3.10)
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In order to show that for q = 3d the map 3.10 is an isogeny, we apply Hida’s control cri-
terion (Lemma 5.1 of [17]). Namely, we consider the completed O-algebra Λ = O[[ZM ′(Zp)]]
of the group ZM ′(Zp). This last group is the direct product of a finite group Z0 by a free
Zp-module Φ of rank m =
∑
v∈J
dv r˙k(ZM ′v ). Let Λ = O[[Φ]] be the completed group O-algebra
of Φ. Let Pεχ be the ideal of Λ, kernel of [z] 7→ ωεχ(z); since Λ is a regular local ring, Pεχ∩Λ
is generated by a regular sequence (T1, . . . , Tm). Let B, resp. A, be the category of discrete
Λ-modules, resp. of discrete O-modules with left action of ∆−1Q,α, such that I
′
α acts smoothly
admissibly (that is, such that any point has an open stabilizer and invariant points by any
open subgroup form a cofinite type submodule). Note that A is a subcategory of B. Consider
the cohomological functor
H. : A 7→ B, N 7→ H .Q−no(Γ0(p
α), N).
Let ω0, resp. ωΦ be the restriction of ωεχ to Z0 resp. to Φ. Let C0 = Cα(ρ
1;A)[ω0]. Hida’s
control criterion says that the map 3.10 is an isogeny for q = 3d, provided the following four
hypotheses are verified.
1. (H1) The modules
Cα(ρ
1;A), , C0[T1, . . . , Tj ] (j = 1, . . . ,m), Cα(ρ
1;A)[ωεχ] = C0[T1, ..., Tm]
are objects of A,
2. (H2) for each j = 1, . . . ,m, the endomorphism of multiplication by Tj on C0[T1, . . . , Tj−1]
is surjective,
3. (H3) H
q(C0) is finite for all q < 3d,
4. (H4) H
3d(Cα(ρ
1;A)[ωεχ]) is of cofinite type over O (that is, HomO(−, A) sends it to a
finitely generated O-module).
Condition (H1) is obvious; for (H2), one writes Y
a
Q′,α(Zp) = Q
−(pαZp)×M
′(Zp), hence the
Pontryagin dual Cα(ρ
1;A)∗ = HomO(Cα(ρ
1;A), A) can be identified to
O[[Q−(pαZp)]]⊗ˆOO[[CM ′(Zp)]]⊗ˆOHomO(V,O)
Since O[[CM ′(Zp)]] ∼= Λ
k, the multiplication by Tj on C
∗
0/(T1, . . . , Tj−1)C
∗
0 is injective; hence
the conclusion by duality. For (H3), we simply apply (i) (for χ regular with respect to ρ).
The last condition (H4) is verified by 3.9.
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3.5 Descent to prime-to-p level
We consider in this section a proper standard parabolic subgroup Q of H defined over Z; that
is, Q is the restriction of scalars from r to Z of B ,P or P ∗. In particular, its base change to
Zp is an Sp-proper SPS for any prime number p. As usual, we write the Levi decomposition
(over Z) of Q as MQ+. Let K0 ⊂ Q¯ be a number field containing all σ(F ) when σ runs
in IF and let O0 be its ring of integers; Fix a finite free O0-module V0 and a representation
ρ0 : M/OF → GLO0(V0) defined over OF . For any prime p, we fix a p-adic embedding ιp of
Q in Qp and we denote by O, resp. K, the p-adic completion of ιp(O0), resp. of ιp(K0), and
we put V = V0 ⊗O0 O, ρ = ρ0 ⊗O; we denote by π a uniformizing parameter of O.
Let
L0(ρ0;O0) = {f : H
1
Z/Q
+
Z → V0; f regular, and f(ym
−1) = ρ0(m)f(y)}
It is a lattice in L0(ρ;K0), defined independently of p. Once p is fixed, one can write V =⊗
v∈J Vv ⊗
⊗
v/∈J Vv and accordingly:
L0(ρ;O) =
⊗
v∈J
L0(ρv;O)⊗
⊗
v/∈J
Vv
For each place v of F dividing p, let us consider the semi-group ∆v,0 = K
′
vDvK
′
v; whereDv
is defined in terms of the center Zv of Mv =MQv as in section 2.2, but with the hyperspecial
subgroup K ′v = G
′(rv) instead of the parahoric subgroup I
′
v. Recall that we denote by ωv the
central character of ρv, that is, the restriction of ρ to the center ZM ′v of M
′
v. We let D
−1
v act
on L(ρv;K) by d
−1 7→ ωv(d
−1).ρv(d). Then we extend this as an action of all ∆
−1
v,0 as in 2.3.
Let ∆0 =
∏
v|p∆v,0.
Let e0 = lim
n→∞
(T 0Q)
n! be the idempotent associated to the Hecke operator T 0Q = [ΓξQΓ]
where ξQ is defined as in Section 2.4.
A level subgroup U ⊂ G(Zˆ) of level prime to p is fixed. Let Γ = UG∞ ∩G
1(Q).
We want to see that if ρ has regular weight, one can get rid of the p-part of the level in
HqQ−no(Γ0(p), L
a(ρ;A)) (this is the analogue of Lemma 7.2 of [17]). This fact will be of great
importance in the exact control theorem in next section, as well as in the algebro-geometric
considerations in Section 7 on the Galois representations associated to p-ramified cuspidal
representations in the regular discrete series.
Proposition 3.2 Assume that the highest weight of ρ is regular dominant for the ordering
defined by (M ′, B ∩M ′, T ∩M ′) and that p is such that no completion Fv for v|p contains a
p-th root of unity:
(TF ) µp(Fv) = {1} for v|p,
then
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(i) the lattice L0(ρ;O) is stable by the action of ∆0 described above,
(ii) for any q ≥ 0, there is a natural isomorphism
HqQ−no(Γ0(p), L(ρ;A))
∼= e0H
q(Γ, L0(ρ;A))
Comments: 1) The first assumption is of course implied by the regularity of the highest
weight of ρ ( by the H-compatibility of ρ, see Def.2.1); it is strictly weaker if Qv is maximal
at some place v|p.
2) the assumption (TF ) is fulfilled if p does not ramify in F . (TF ) will be used to insure
that ZM ′v(Fv) has no p-torsion.
3) By statement (i), the action of T 0Q on H
q(Γ, L0(ρ;A)) is well defined, hence one can speak
of e0H
q(Γ, L0(ρ;A)).
Proof: For assertion (i), one needs to see that for any d ∈ Dv , ωv(d
−1).ρv(d) preserves
L0(ρ0;O). For that, we observe first that by (TF ) and by Sect.2.5 and 2.11 of [22], we have
a direct sum decomposition
L0(ρ;O) =
⊕
η
Vη
where η runs over weights of ZM ′v(rv) acting on L0(ρ;K) and Vη is the eigenmodule corre-
sponding to the eigenvalue η. For each v ∈ J , the highest weight of ρv is δv , therefore, if α
and β are respectively the short and long simple roots of Sp4, one has for any weight θ of
T ′(rv) acting on L0(ρ;O), δvθ
−1 = αmηβnη with mθ, nθ ≥ 0. Hence, for any d ∈ Dv ,
ordv(θδ
−1
v (d)) ≥ 0
Now, we remark that δv restricted to ZM ′v is equal to ωv, and that the map θ 7→ η given by
restriction from T ′ to ZM ′v is surjective; we conclude that for any d ∈ Dv,
ordv(ηω
−1
v (d)) ≥ 0
This proves (i).
For proving (ii), we need first a fact.
For v ∈ J and Qv the parabolic subgroup determined byQ, I
′
v the corresponding parahoric
subgroup; let dv ∈ Dv be the element associated to Qv as in Proposition 2.2; let Wv be the
Weyl group of (Gv , Bv, Tv) resp. WMv the Weyl group of ZMv and τ an element of order two
in G′ inducing the element of greatest length in Wv; actually one can take τ =
(
0 12
−12 0
)
.
Let dv = dv,i for Qv = Pi as in Sect.2.3; let us consider the group J
o
v = K
′
v ∩ d
−1
v K
′
vdv and
Jv = τ
−1Jov τ . We have
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Lemma 3.2
K ′vdvK
′
v =
∐
w∈Wv/WMv
∐
u∈((τw)−1J ′vτw∩I
′
v)\I
′
v
K ′vdvwu
The computation is done in [33] p.316-318 (see also [17] p.467). Conventions there are slightly
different, so we redo the calculation. We have
d−1v K
′
vdv\d
−1
v K
′
vdvK
′
v =
∐
ε
d−1v K
′
vdvε, where J
o
v \K
′
v =
∐
ε
Jovε
Note that J ′v contains a parahoric subgroup I
′
r (actually r = 1, 2 or 3 according whether Q
′
v
is the Siegel, Klingen or Borel parabolic). Hence, one has by the Bruhat decomposition:
K ′v =
∐
w∈Wv/WMv
Q′vwI
′
1 =
∐
w∈Wv/WMv
J ′vwI
′
1 =
∐
w∈Wv/WMv
∐
u∈w−1J ′vw∩I
′
v)\I
′
v
J ′vwu
One can and will assume that the representatives u of w−1J ′vw∩I
′
v)\I
′
v are in the unipotent
radical Q+v of Q
′
v. This decomposition yields:
K ′v =
∐
w∈Wv/WMv
∐
u∈(w−1J ′vw∩I
′
v)\I
′
v
Jov τwu
hence,
d−1v K
′
vdvK
′
v =
∐
w∈Wv/WMv
∐
u∈w−1J ′vw∩I
′
v)\I
′
v
d−1v K
′
vdvτwu
or, in conclusion:
K ′vdvK
′
v =
∐
w∈Wv/WMv
∐
u∈((τw)−1J ′vτw∩I
′
v)\I
′
v
K ′vdvwu
Now we can start the proof of the proposition. Recall that we denote by π a uniformizing
parameter of O. For any r ≥ 1, put Ar = π
−rO/O and A = K/O. We consider the
homomorphism
ι : L0(ρ;A)→ L
a(ρ;A)
obtained from the inclusion of lattices L0(ρ;O) ⊂ L
a(ρ;O) by tensoring with A. We shall
study the homomorphism
j : e0H
q(Γ, L0(ρ;A))→ eH
q(Γ0(p), L
a(ρ;A))
defined by j = ι∗ ◦ ℓ where
ℓ = e ◦ res : e0H
q(Γ, L0(ρ;A))→ eH
q(Γ0(p), L0(ρ;A))
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Let us show that the restrictions ℓ(πr) to the πr-torsion of these modules are isomorphisms.
We start with r = 1. Consider the commutative square :
e0H
q(Γ, L0(ρ;A1))
ℓ1−→ eHq(Γ0(p), L0(ρ;A1))
↓ ↓
e0H
q(Γ, L0(ρ;A))[π]
ℓ(π)
−→ eHq(Γ0(p), L0(ρ;A))[π]
(3.11)
where ℓ1 is defined just like ℓ, replacing A by A1 and where the vertical arrows are the natural
surjective homomorphisms. We first show that ℓ1 is an isomorphism. For that purpose, let
us consider the evaluation map
p0 : L0(ρ, ψ;A1)→ (V ⊗A1), f 7→ f(Q
+)
for any polynomial function f : H ′/Q+(Zp)→ V ⊗A1.
Note that p0 is equivariant for the action of ZM ′(Z/(p)): (z.f)(1) = f(z
−1) = ρ(z)f(1) =
ω(z)f(1). Similarly, the evaluation map at wQ+ for w ∈ W/WM =
∏
v∈J Wv/WMv satisfies
(z.f)(w) = f(z−1w) = ρ(wzw−1)f(w) = ωw(z)f(w). Thus, for a cocycle c with values in
L0(ρ;O), one has
{
(dvwu)
−1c(∗, . . . , ∗;Q+) ≡ 0 mod. ω(dv) if w ∈WM
(dvwu)
−1c(∗, . . . , ∗;Q+) ≡ 0 mod. ω(dv)π if w /∈WM
Hence, by 3.2 in the previous Lemma, we see that T 0Q coincides with the level p Hecke operator
TQ modulo π; thus, e ◦ res = res ◦ e0. Let us consider the commutative diagram
e0H
q(Γ, L0(ρ;A1))
ℓ1−→ eHq(Γ0(p), L0(ρ;A1))
k1 ↓ ↓ k
′
1
eHq(Γ0(p), V ⊗A1) = eH
q(Γ0(p), V ⊗A1)
The proof of [12], Th.3.2 (second statement) proves similarly that k1 ◦ e0 = e ◦ k1 and
that k1 and k
′
1 are isomorphisms. Hence, ℓ1 is an isomorphism. Note that in the case of k
′
1
the contraction Proposition 2.2 applies; however, for k1 it does not apply because the strata
of K ′v/Q
+
v (rv) apart from the open one don’t contract. Therefore, to prove the surjectivity
of k1, one requires instead to produce a section thereof (up to automorphism); it is provided
by e0 ◦ Tr ◦ inj where inj is the canonical injection of V ⊗ A1 → L0(ρ;A1) given by the
highest weight, twisted by τ , element of greatest length in the Weyl group, viewed in Γ by
weak approximation (see p.233-236 of [12]).
Note that the injectivity of ℓ1 is easy: Tr ◦ res is the endomorphism of multiplication by
(Γ : Γ0(p)) on e0H
q(Γ, L0(ρ;A1)), and this index is prime to p (provided p does not ramify
in F ; if it does, one should replace in the statement of the proposition Γ0(p) by Γ0(p) where
p is the product of the prime ideals in J).
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Now we can see that ℓ(π) itself is an isomorphism. The quasi-inverse of ℓ1 is
e0 ◦ Tr : eH
q(Γ0(p), L0(ρ;A1))→ e0H
q(Γ, L0(ρ;A1))
The formula e0 ◦Tr◦e◦res = (Γ : Γ0(p)) is true on e0H
q(Γ, L0(ρ;A1)) hence, by functoriality,
it is also true on its surjective image e0H
q(Γ, L0(ρ;A))[π]. It shows that ℓ(π) is injective,
but it is surjective by 3.11 so it is bijective with quasi-inverse ℓ′(π) for ℓ′ = e0 ◦ Tr . Then,
for r ≥ 1 arbitrary, Nakayama’s lemma shows that ℓ(πr) is injective as well as ℓ′(πr). Hence
ℓ′(πr) ◦ ℓ(πr), resp. ℓ ◦ ℓ′(πr), is injective on the finite set e0H
q(Γ, L0(ρ;A))[π
r ] resp. on
eHq(Γ0(p), L0(ρ;A))[π
r ], hence these maps are bijective and ℓ(πr) is bijective. We conclude
that ℓ is bijective.
To conclude, we need to see that ι∗ is an isomorphism. For that purpose one considers
the commutative triangle:
L0(ρ;Ar)
ιr→ La(ρ;Ar)
ց ւ
(V ⊗Ar)
where the left map is p0 and the right map is p. Using lemma 3.1 of Section 3.2, we see that
the maps induced on cohomology by p0 and p are isomorphisms. Then, by the commutativity
of the diagram:
eHq(Γ0(p), L0(ρ;Ar))
ιr,∗
−→ eHq(Γ0(p), L
a(ρ;Ar))
ց ւ
eHq(Γ0(p), (V ⊗Ar))
we obtain that ιr,∗ is an isomorphism. Finally, taking the inductive limit over r, we see that
ι∗ is an isomorphism. In conclusion, j = ι∗ ◦ ℓ is an isomorphism.
3.6 Exact Control
We fix the data (U, ρ) as in Section 3.5. We want to prove the following theorem:
Theorem 3.3 Let ρ0 as above with regular highest weight, there exists a finite set of primes
SU,ρ depending only on the level group U and on ρ such that for any p /∈ SU,ρ, for any
arithmetic character χ = εψ : CM ′(Zp)→ O
× congruent to 1 modulo πO of level pα, regular
with respect to ρ, for any integer q such that 0 ≤ q < 3d, one has:
HqQ−no(Γ0(p
α), La(ρ⊗ εψ;A)) ∼= H
q
Q−no(Γ0(p
α), Cα(ρ
1;A))[ωεψ ] = 0
and
H3dQ−no(Γ0(p
α), La(ρ⊗ εψ;A)) ∼= H3dQ−no(Γ0(p
α), Cα(ρ
1;A))[ωεψ]
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Comment: The exceptional set SU,ρ can be described as follows: it consists of the set of p’s
such that either
• p divides the order of the torsion subgroup of Hq(Γ, indH
′
M ′ρ0) for some q between 1 and
3d, or
• p divides the order of µ(Fp),
• p is exceptional with respect to the boundary cohomology (see Section 5, Th.5.7)
For F = Q the two last conditions are void.
Proof: The proof is similar to that of Th.7.1 of [17]. It makes use of (i) and (ii) of
Theorem 3.2 above and of a variant of Hida’s control criterion, namely Lemma 7.1 of [17]
(proof similar to that of Lemma 5.1 [17]). This variant is the following: one considers the
same category of ∆−1Q,α-modules and the same cohomological functor H
. = H .Q−no on that
category. One considers the same object Cα(ρ
1;A) and we must verify four hypotheses about
this object and its cohomology. These are identical to (H1) to (H4) except (H3) which is
replaced by
(H ′3) for p /∈ SU,ρ, for 0 ≤ q < 3d, for all εψ congruent to one modulo π H
q
Q−no(Γ0(p
α), La(ρ⊗
εψ;A)) = 0.
In order to define SU,ρ and prove (H
′
3), we use Proposition 3.2 (“of p-destabilisation”).
We know that (H ′3) is equivalent to
HqQ−no(Γ0(p
α), Cα(ρ
1;A)[ωεψ]) = 0
But actually, an easy induction argument on q < 3d (yielding exact control forHqQ−no(Γ0(p
α), C(ρ1;A))
for any arithmetic character ωεψ as in the theorem, and for each q < 3d) shows that it is
enough to check for all q < 3d that
HqQ−no(Γ0(p), C(ρ
1;A)[ω]) = 0
or in other words, for each q < 3d:
HqQ−no(Γ0(p), L
a(ρ;A)) = 0
that is, by Proposition 3.2, for q < 3d:
e0H
q(Γ, L0(ρ;K/O)) = 0
On one hand, this vanishing is valid for p /∈ SU,ρ by Proposition 3.2.
Comment: It is however important to notice that one can give another criterion of
vanishing for the localization of these groups at the maximal ideal m of the nearly ordinary
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Hecke algebra (see Def.7.1 below) corresponding to the mod. p eigensystem given by π. Let
us say that the maximal ideal m is “non-Eisenstein” when the residual Galois representation
associated to π is absolutely irreducible. Then, we have the conjecture
Conjecture 1 For F = Q; Assume that the residual Galois representation associated to π
is absolutely irreducible, then H2(Γ, L(ρ;K/O))m = 0.
If one assumes this conjecture, exact control holds for V3m.
Remarks: (i) Let us assume the conjecture above. Using the Borel-Serre compactification
and the corresponding boundary long exact sequence we find that H2c (S(U), Lφ∗(K/O)m
is isomorphic to H1(∂(S(U)), Lφ∗(K/O)m which is cofree by Section 5 below (essentially
by [16]); using now Poincare´ duality, we see that H4(S(U), Lφ(O)m is torsion-free, hence
H3(S(U), L∗φ(K/O)m is cofree; we deduce from this, not only exact control, but also cofree-
ness of eV3m. In other words, for F = Q, one obtains a better exact control theorem: if p is
ordinary and non Eisenstein for π, the Λ-module eV3m is cofree.
(ii) Assuming various auxiliary assumptions, this conjecture have been proven recently by
Mokrane-Tilouine (cf. [24]) and Urban (cf. [41]) independently and by completely different
approaches. The method of Mokrane-Tilouine is quite general and should work for other
Shimura varieties provided that an arithmetic compactification theory is available. It relies
on the occurence of specific weights in the mod. p crystalline cohomology of the Siegel
variety. They need to require that p is prime to the level in Γ, is bigger than a specific bound
depending only on the highest weight of ρ and that the image of Gal(Q/Q) contains the Fp-
points of a reductive Chevalley group acting irreducibly on the space of the representation
which seems conjecturally true for all but finitely many p. The method of Urban is more
elementary and necessitates only some regularity condition modulo p of the cohomological
weight. However it works only for the case GSp4Q. It rests on the existence of a nice cycle in
the Siegel threefold corresponding to the abelian surfaces which are products of two elliptic
curves. This cycle had been already used by Weissauer to investigate the classes occuring in
the degree two cohomology and coming from the so-called CAP representations.
4 p-Ordinary cohomology of boundary strata of the Borel-
Serre compactification.
In this section, we generalize the theory of ramification of ”cusps” of [16] to the group GSp4
over a totally real number field. The generalization to other groups is straightforward. In
fact, we use the fact that H = GSp4 only in the paragraph 4.4.4. In the next section, we will
give the complete calculation of the ordinary cohomology of the boundary of the Borel-Serre
compactification. In a subsequent paper, we will give a partial generalization of these results
for a general reductive Q-group whose derived group is quasi-split at p.
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4.1 Recall on Bruhat order
In this section, A is a valuation ring,MA is its maximal ideal and K its field of fractions. We
denote by valA the valuation of A. Let H be a split and connected semi-simple algebraic A-
group. We fix T a maximal split torus in H and denoteW = NH(T (A))/T (A) the Weyl group
associated with T . Let (X,Φ,X∨,Φ∨) be a root datum of (H, T ) fixed once for all. If α ∈ X,
we denote by α∨ ∈ X∨ the coroot associated to it, and (-,-) the canonical perfect pairing
on X ⊗ X∨. Let R+ ⊂ X be the corresponding subset of positive roots, B the associated
Borel subgroup and UB its unipotent radical. For any root α wenote sα an element of order
two in NH(T ) inducing in the Weyl group the elementary reflexion corresponding to α and
uα : Ga →H the corresponding one parameter subgroup. For any algebra A we have
tuα(a)t
−1 = uα(α(t)a) ∀t ∈ T (A) and ∀a ∈ A. (4.1)
wuα(ǫx)w
−1 = uw(α)(x) ∀x ∈ A ,∀w ∈W and ǫ = ±1 (4.2)
uα(a
−1)sα = u−α(a)uα(−a
−1)α∨(a−1). (4.3)
We consider below the so-called Iwahori subgroup I defined by:
I = {g ∈ H1(A) such that g mod. MA ∈ B(A/MA)} = U
−(MA)B(A)
where U− is the unipotent group opposite to UB.
We think that the two following lemmas are well-known to specialists. However, we give
them since we do not know any reference. We are grateful to Choucroun for explaining to us
the following proof which is more general and simpler than our first one.
Lemma 4.1 Let α ∈ Φ, a ∈ K∗ and w ∈W . Then we have:
wsαu−α(a) ∈ IwB(K) ∪ IwsαB(K).
Proof By 4.2, wsαu−α(a) = uw(α)(ǫa)wsα with ǫ = ±1.
If w(α) > 0 and a ∈ A then wsαu−α(a) ∈ UB(A)wsα ⊂ IwsαB(K).
If w(α) < 0 and a ∈ MA then wsαu−α(a) ∈ U
−(MA)wsα ⊂ IwsαB(K).
If none of the terms of the alternative above hold, we make use of 4.3:
sαu−α(a) = sαuα(a
−1)sαα
∨(a)uα(a
−1) ∈ sαuα(a
−1)sαB(K).
Therefore by 4.2, wsαu−α(a) ∈ u−w(α)(ǫa
−1)wB(K) with ǫ = ±1. Hence in the two remaining
cases, we have:
If w(α) > 0 and a /∈ A then a−1 ∈ MA and thus wsαu−α(a) ∈ U
−(MA)wB(K) ⊂ IwB(K).
If w(α) < 0 and a /∈ MA then a
−1 ∈ A and thus wsαu−α(a) ∈ UB(A)wB(K) ⊂ IwB(K).
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In order to state the next lemma, we recall some definitions about the Bruhat’s order.
For w ∈W , we can write w = sα1 . . . sαn with the αi ∈ Φ and n minimal; n is then called the
length of w. For w′ ∈ W , we write w′ ≺ w if w′ = sαi1 . . . sαik with 1 ≤ i1 < . . . < ik ≤ n.
Of course, if w′ ≺ w we have length(w′) ≤ length(w).
Lemma 4.2 Let w ∈W , then we have the following inclusion:
UB(K)w ⊂
∐
w′≺w
Iw′B(K)
Moreover if u ∈ UB(K)−UB(A) and w
−1uw /∈ UB(K), then uw ∈ Iw
′B(K) with length(w′) <
length(w).
Proof We proceed by induction on the length of w. Let us write w = w1sα with α ∈ Φ
and length(w1) = length(w) − 1 and fix u ∈ UB(K). By induction, uw1 ∈ Iw
′
1B(K) with
w′1 ≺ w1. Thus there exist g0 ∈ I, t ∈ T (K) and u
′ ∈ UB(K) such that uw = g0w
′
1u
′sαt. Now
we can write u′sα = sαu−α(a)u
′′ with a ∈ K and u′′ ∈ UB(K). Thus by the previous lemma,
w′1u
′sα ∈ Iw1B(K) ∪ Iw
′
1sαB(K). This proves the lemma because w
′
1 ≺ w and w
′
1sα ≺ w.
4.2 Ramification theory of the cusps
We denote byH1p = H
1⊗ZZp =
∏
v|p Sp4/rv andWp a subgroup of H
1
p isomorphic to the Weyl
group (NH1p (T )/T )/Zp of H
1
p . We assume that Wp =
∏
v|pWv where each Wv ⊂ G/rv maps
bijectively to the Weyl group of Sp4 isomorphic to the dihedral group D8. For any element
x in one of the previous groups, we will denote by x(v) its projection on the v-component.
If P is a parabolic subgroup of H1Z, we say that it is of Klingen type (resp. Siegel, Borel)
if it is conjugate to the standard Klingen parabolic P ∗ (resp. the standard Siegel parabolic
P , or the standard Borel subgroup B). An arbitrary type is denoted by the letter Σ; we write
PΣ for the corresponding standard parabolic subgroup and we put PΣ = PΣ ⊗ Zp ⊂ H
1
p .
Consider now the so-called Bruhat decomposition:
H1(Fp) =
∐
w∈Wp
UB(Fp).w.B(Fp)
The group WΣ =Wp ∩ PΣ is isomorphic to the Weyl group of the Levi of PΣ and we have:
PΣ(Fp) =
∐
w∈WΣ
B(Fp).w.B(Fp)
We deduce the Bruhat decomposition for PΣ:
H1(Fp) =
∐
w∈W/WΣ
UB(Fp).w.PΣ(Fp) (4.4)
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In this section, for any subgroup Γ′ with Γ(pr) ⊂ Γ′ ⊂ Γ we consider the set CuspΣ(Γ
′)
of Γ′-conjugacy classes of type Σ parabolic subgroups. For any parabolic subgroup P of type
Σ, we note sP the Γ
′-conjugacy class of P. Since Γ is an arithmetic subgroup of level prime
to p, we can write CuspΣ(Γ) = {sP1 , . . . , sPt} where the Pi’s are parabolic subgroups of H
1
such that Pi ⊗Qp = gi(PΣ ⊗Qp)g
−1
i with gi ∈ H
1(Zp) and gi ≡ 1 mod. p
r. Since PΣ is a
parabolic subgroup over Zp, we have by Iwasawa decomposition:
H1(Qp)/PΣ(Qp) = H
1(Zp)/PΣ(Zp).
Then we can write:
CuspΣ(Γ
′) =
t∐
i=1
Γ′\Γ/Γ ∩Pi =
t∐
i=1
Γ¯′\H1(Z/prZ)/P1Σ(Z/p
rZ)E¯Pi(Γ) (4.5)
where the overline means the reduction modulo pr and EPi(Γ) = Γ ∩ Pi/Γ ∩ P
1
i and noting
P1 =M1PUP for a Levi decomposition P =MPUP. Let CΣ(Γ
′) = Γ¯′\H1(Z/prZ)/PΣ(Z/p
rZ),
then there is a canonical map π:
CuspΣ(Γ
′)→ Γ′\H1(Zp)/PΣ(Zp)→ CΣ(Γ
′) (4.6)
¿From the decomposition 4.5, we can see that for i ∈ {1, . . . , t} π restricted to Γ′\Γ/Γ ∩ Pi
is one-to-one.
Let g ∈ H1(Zp), then by (4.4), we can write
g = g0wgpΣ (4.7)
with pΣ ∈ PΣ(Zp), wg ∈ W and g0 ∈ I. Let rg(v) = Sup {i; g0(v) ∈ Iv,i}; here the Iv,i’s
are those defines in section 2.1. For g ∈ H1(Qp), we denote by [g] its class in CΣ(Γ
′). Let
s ∈ CuspΣ(Γ
′) and g ∈ H1(Zp) such that π(s) = [g]. Let us recall that we deal with two
parabolic subgroups PΣ and Q. The first one defines the type of a stratum of the Borel-Serre
compactification and the second one defines the ordinary idempotent eQ. Then if we let WQ
the Weyl group of Q (WQ =W ∩Q), the class of wg in WQΣ =WQ\Wp/WΣ is independent
of the representative g of s and is denoted by ws.
Definition 4.1 The class ws in WQΣ = WQ\Wp/WΣ is called the Weyl type of s. We set
rs(v) = Sup{rg(v) where [g] = π(s)}; we call rs(v) the v-depth of s.
Remark If rs(v) ≥ r then rs(v) = ∞ because by successive modifications by elements of
Γ′ ⊃ Γ(pr) one can let rg(v) grow to infinity. Therefore rs(v) ∈ {1, 2, . . . , r − 1,∞}.
For any h, g elements in a group, we write gh = hgh−1. We denote by R−Q the roots of
U−Q , the unipotent subgroup opposite to UQ.
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Lemma 4.3 Let v|p and Γ′ as above. Let β ∈ H1(Q) such that β ≡ tu mod. pr with
u ∈ UB(Zp), t ∈ T (Qp). We suppose that v(α(t)) > 0 for all α ∈ R
−
Q. Let P be a parabolic
subgroup of H1 and let us set s = sP ∈ CuspΣ(Γ
′) and s′ = sβPβ−1 . Then we have two
possibilities:
a) ws′(v) = ws(v) and rs′(v) > rs(v).
b) or else length(ws′(v)) ≤ length(ws(v)) − 1.
Proof In what follows, if rs = ∞, Iv,rs means Iv,r and U
−
Q (p
rs(v)rv) means U
−
Q (p
rrv).
Let us write β = δtu with δ ∈ Γ(pr) and choose by 4.7 g0 ∈ Iv,rs such that π(s) = [g0ws].
Then π(s′) = [βg0ws] = [δtug0ws]. By the Iwahori decomposition, we can write
ug0 = u
−u+t0 with u
− ∈ U−Q (p
rs(v)rv), u
+ ∈ Q(Qp) and t0 ∈ T (Zp)
Thus π(s′) = [δ(u−)t(u+)tws]. We deal with two cases:
a) (u+)t(v) ∈ Q(rv). Since (u
−)t(v) ∈ U−Q (p
rs(v)+1) by the hypothesis on t, we have
(δ(u−)t(u+)t)(v) ∈ Iv,rs(v)+1. Thus ws′(v) = ws(v) and rs′(v) > rs(v).
b) (u+)t(v) /∈ Q(rv).Then we can write (u
+)t = u+1 u
−
1 with u
+
1 (v) ∈ UB(Fv)\UB(rv) and u
−
1 ∈
U−B (̟vrv).Then by the lemma 4.2, we have π(s
′) = [g0w
′] with g0 ∈ Iv,1, length(w
′(v)) ≤
length(ws(v))− 1.
In the sequel, we denote rs = inf{rs(v); v|p} and
l(w) =
∑
v|p
[Fv : Qp]× length(w(v)).
We note CuspΣ,w(Γ
′) the subset of CuspΣ(Γ
′) consisting in the cusps of Weyl type w and
depth ∞.
We recall that CQ = MQ/M
1
Q = T/T ∩M
1
Q is the cocenter of MQ and we note iQ the
canonical surjective arrow from T to CQ.
For any sPi ∈ CuspΣ(Γ), we set CuspΣ,w(sPi ,Γ
′) to be the set of cusps s ∈ CuspΣ,w(Γ
′)
lying over sPi . Let us observe that as a consequence of the Bruhat decomposition relative to
the parabolic subgroups Q and PΣ, the set CuspΣ,w(sPi ,Γ0(p
r)) consists in only one element.
We choose a representative Pi,w of this class; the class itself is therefore denoted by sPi,w .
Definition 4.2 We put: MwΣ = wMΣw
−1, T 1Σ,w = T ∩M
1
Σ,w while Ei,w(Γ) is defined as the
image of Γ ∩ T (Zp)/Γ ∩P
1
i,w ∩ T (Zp) in CQ(Z/p
rZ)
Lemma 4.4 Let sPi ∈ CuspΣ(Γ). Then
• CuspΣ,w(sPi ,Γ0(p
r)) = {sPi,w}
• CuspΣ,w(sPi ,Γ1(p
r)) ∼= CQ(Z/p
rZ)/iQ(T
1
Σ,w(Z/p
rZ)Ei,w(Γ))
Proof: The first point has already been noticed. The second follows from the calculation
of the stabilizer of sPi,w in CQ(Z/p
rZ) = Γ0(p
r)/Γ1(p
r).
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4.3 On the p-ordinary cohomology associated to a type Σ
For any s = sP ∈ CuspΣ(Γ
′), we set Γ′s=P ∩ Γ
′. We begin now the study of the ordinary
part of the following cohomology groups:
GqΣ(Γ
′;M) =
⊕
sP∈CuspΣ(Γ′)
Hq(Γ′sP ;M)
If ξ ∈ H1(Q) is such that ξΓ′ξ−1
⋂
Γ′ is of finite index in Γ then the double class [Γ′ξΓ′]
acts on this cohomology group as follows. Let us first decompose Γ′ξΓ′s =
∐
j Γ
′ξ(j). Then if
c = ⊕ csP ∈ G
q
Σ(Γ
′;M) then
(c|[Γ′ξΓ′])sP = ⊕j csξ(j)Pξ(j)−1 |[Γ
′
sξ(j)Pξ(j)−1
ξ(j)Γ′sP ]
Using definition 4.1, we define the following cohomology subgroups:
GqΣ,l,t(Γ
′;M) =
⊕
sP ∈ CuspΣ(Γ
′)
rsP ≤ t, length(wsP ) = l
or length(wsP) > l
Hq(Γ′sP;M)
GqΣ,w(Γ
′;M) =
⊕
CuspΣ,w(Γ′)
Hq(Γ′sP;M)
By lemma 4.3, the Hecke operators [Γ′ξΓ′] act on these cohomology subgroups and we have:
Corollary 4.1 The Hida idempotent eQ annihilates the quotients:
GqΣ,l−1,r−1(Γ
′;M)/GqΣ,l,∞(Γ
′;M)
and we have
eQG
q
Σ(Γ
′;M) =
⊕
w∈WQΣ
eQG
q
Σ,w(Γ
′,M)
Proof Let n be an integer; for the ξQ defined at the end of section 2.4, consider the right
coset decomposition
Γ′ξn!QΓ
′
sP =
∐
i
Γ′ξ(j)
where sP ∈ CuspΣ(Γ
′) has Weyl type of length l − 1. Then by lemma 4.3, sξ(j)Pξ(j)−1 has
Weyl type of length less than l − 2 or has a depth ∞ if n is chosen sufficiently large. Thus,
for c ∈ GqΣ,l−1,r−1(Γ
′;M), (c|[Γ′ξ(j)Γ′])sP = 0 thus c|[Γ
′ξ(j)Γ′] ∈ GqΣ,l,∞(Γ
′;M) as desired.
For the second point, let us note that we have a filtration:
. . . ⊂ GqΣ,l,∞(Γ
′;M) ⊂ GqΣ,l−1,r−1(Γ
′;M) ⊂
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⊂ GqΣ,l−1,∞(Γ
′;M) ⊂ GqΣ,l−2,r−1(Γ
′;M) ⊂ . . .
the ordinary part of which
. . . ⊂ eQG
q
Σ,l,∞(Γ
′;M) = eQG
q
Σ,l−1,r−1(Γ
′;M) ⊂
eQG
q
Σ,l−1,∞(Γ
′;M) = eQG
q
Σ,l−2,r−1(Γ
′;M) ⊂ . . .
is still a filtration of eQG
q
Σ(Γ
′;M) with quotient isomorphic to
eQ(G
q
Σ,l−1,∞(Γ
′;M)/GqΣ,l−1,r−1(Γ
′;M))
since eQ is an idempotent. The result follows from this observation.
On the other hand, by the last part of lemma 4.3, we can decompose the action of eQ on
GqΣ,w(Γ
′) into an action on each Hq(Γ′s;M) with ws = w and rs =∞ and thus:
eQG
q
Σ,w(Γ
′;M) =
⊕
s ∈ CuspΣ(Γ)
rs =∞, ws = w
eQ(Γ
′
s)H
q(Γ′s;M)
where eQ(Γ
′
s) = limn→∞[Γ
′
sξsΓ
′
s]
n! with ξs normalizing Ps.
What we are aiming at is the study of the action of ZQ(Z/p
rZ) on eQG
p
Σ(Γ1(p
r);M) via
the canonical isogeny :
ZQ(Z/p
rZ)→ CQ(Z/p
rZ) ∼= Γ0(p
r)/Γ1(p
r)
z 7−→ γ¯z
given by the natural action of Γ0(p
r)/Γ1(p
r) on our cohomology groups. If γ ∈ Γ0(p
r)
normalizes Pi,w (i.e γ¯ ∈ iQ(T
1
Σ,w(Z/p
rZ)Ei,w(Γ))), it operates on the cohomology H
p(Γ1(p
r)∩
Pi,w;M)).
Proposition 4.1 With the previous notations, we have:
eQG
•
Σ,w(Γ1(p
r);M) =
⊕
sPi∈CuspΣ(Γ)
Ind
CQ(Z/p
rZ)
iQ(T
1
Σ,w(Z/p
rZ)Ei,w(Γ))
eQH
•(Γ1(p
r) ∩Pi,w;M))
Proof For any sP ∈ CuspΣ,w(sPi ,Γ1(p
r)), there exists γ ∈ Γ0(p
r) such that P = Pγi,w. Since
Γ0(p
r) normalizes Γ1(p
r), we have Γ1(p
r)∩P = (Γ1(pr)∩Pi,w)γ and thusHq(Γ1(pr)∩P;M) ∼=
Hq(Γ1(p
r) ∩ Pi,w;M). Then the proposition follows easily from this observation and the
lemma 4.4.
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In the sequel we fix an arithmetic character χ = εψ of CQ where ψ is algebraic and ε
factors through CQ(Z/p
rZ) (pr is a level of χ cf. Definition 3.2). We can now prove the
independence of the weight for the Σ-stratum ordinary cohomology:
Corollary 4.2 With the previous notations, we have a canonical isomorphism:
eQG
•
Σ,w(Γ1(p
∞), La(ρ⊗ χ;A)) = lim
−→
r
eQG
•
Σ,w(Γ1(p
r);La(ρ⊗ χ;A))
∼= eQG
•
Σ,w(Γ0(p), C(ρ
1;A))
Proof: By the same proof of corollary 3.2, we can prove that
eQH
•(Pi,w ∩ Γ1(p
s), La(ρ⊗ χ);Ar) ∼= eQH
•(Pi,w ∩ Γ1(p
s), V (ρ)⊗Ar)
eQH
•(Pi,w ∩ Γ0(p
r), C(ρ1;Ar)) ∼= eQH
•(Pi,w ∩ Γ0(p
r), C(M ′(Zp/p
rZp), ρ
1;Ar))
On the other hand, by Shapiro’s lemma, we have still
eQH
•(Pi,w ∩ Γ1(p
r), V (ρ)⊗Ar) = eQH
•(Pi,w ∩ Γ0(p
r); Ind
Pi,w∩Γ0(p
r)
Pi,w∩Γ1(pr)
V (ρ)⊗Ar)
Therefore by the first isomorphism, we have
eQG
•
Σ,w(Γ1(p
r), La(ρ⊗ χ;Ar)) =
Ind
CQ(Z/p
rZ)
iQ(T
1
Σ,w(Z/p
rZ)Ei,w(Γ))
eQH
•(Pi,w ∩ Γ0(p
r); Ind
Pi,w∩Γ0(p
r)
Pi,w∩Γ1(pr)
V (ρ)⊗Ar))
= H•(Pi,w ∩ Γ0(p
r), Ind
CQ(Z/p
rZ)
iQ(T
1
Σ,w(Z/p
rZ)Ei,w(Γ))
Ind
Pi,w∩Γ0(p
r)
Pi,w∩Γ1(pr)
V (ρ)⊗Ar))
By transitivity of the induction process, we have:
C(M ′(Zp/p
rZp), ρ
1;Ar) = Ind
CQ(Z/p
rZ)
iQ(T
1
Σ,w(Z/p
rZ)Ei,w(Γ))
Ind
Pi,w∩Γ0(p
r)
Pi,w∩Γ1(pr)
V (ρ)⊗Ar
We deduce now our result from these previous isomorphisms and taking the inductive limit.
By the same arguments of the proof of theorem 3.2, one can prove the following lemma.
We leave it to the reader:
Lemma 4.5 For all χ of level pr, we have a canonical isomorphism
eQG
•
Σ,w(Γ0(p
r), La(ρ⊗ χ;A)) ∼= eQG
•
Σ,w(Γ0(p
r); C(ρ;A)[ωχ]) (4.8)
In section 3, we proved a control theorem for the total cohomology in degree 3d using an
abstract control criterion due to Hida. To apply this criterion, we started from the identifi-
cation 3.9 of which 4.8 is an analogue. Then, we used vanishing results of the cohomology
groups in degree less than 3d. Unfortunately, this last point is not satisfied for the Σ-stratum
cohomology or for the boundary cohomology. We thus need to go further in the computation
of this cohomology. In particular, we will see in Section 5 how to compute them explicitly
for F = Q and to get the control for the boundary cohomology. The general case is treated
only modulo torsion and we will not obtain a control theorem for the boundary cohomology
but only a weaker result, which nevertheless proves sufficient to imply a control theorem for
the interior cohomology.
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4.4 Ordinary cohomology of parabolic subgroups
4.4.1 An abstract lemma
We begin with some abstract considerations. Let g be a group and Z be a normal subgroup
of g; we set g¯ = g/Z and g 7→ g¯ the reduction map. Let N be a subgroup of g such that
N1 = N∩ Z is a non trivial subgroup of N. Let η be a element of g such that N∩ ηNη
−1 is
of finite index in N and in ηNη−1. We suppose that there exist elements η1 and η
′ in g such
that:
(1) η¯1 normalizes N0 = N/N1
(2) η′ normalizes N1
(3) η = η′η1 = η1η
′
(4) ηZ ∩NηN = η′N1η1N1
We say that the quadruple (N,N1, η, η1) is admissible. We can now consider the following
double classes:
[NηN], [N1η1N1] and [N0η0N0]
where η0 = η¯′ . Let M be a N-module (resp. N a N0-module), with an action by η
−1 and
η−11 ( resp. η
−1
0 ). Then these double classes act respectively on the cohomology groups
H∗(N;M), H∗(N1;M) (resp. H
∗(N0;N)).
and if these modules are finite or cofinite over Zp, we can consider the respective idempotents
e, e1 and e0; this assumption will be understood in the following lemma. For a group G and
a G-module A, let C•(G,A) = HomZ(ZG
•+1, A) (the standard homogeneous complex giving
rise to H•(G,A) is the fixed part C•(G,A)G). Let us consider the double complex which
gives the Hochschild-Serre spectral sequence:
Lp,q = Cp(N/N1;C
q(N;M)N1)N/N1 .
Lemma 4.6 Let (N,N1, η, η1) be an admissible quadruple.
(i) If N1η1N1 =
∐
iN1η1zi and N0η0N0 =
∐
j N0η0n¯j with nj ∈ N then
NηN =
∐
i,j
Nη1ziη
′nj.
(ii) Let c ∈ Lp,q. Then we define an action on the double complex Lp,q by
c|[NθN](x¯1, . . . , x¯p)(y1, . . . , yq) =∑
i,j
(η1ziη
′nj)
−1.c(x¯
(j)
1 , . . . , x¯
(j)
p )(y
(i,j)
1 , . . . , y
(i,j)
q )
with η0n¯jx¯ = x¯
(j)η0n¯j′ and η1ziη
′njy = y
(i,j)η1zi′η
′nj′.
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(iii) The Hochschild-Serre spectral sequence induces a converging spectral sequence:
e0H
p(N0; e1H
q(N1;M))⇒ eH
p+q(N;M).
Proof (i) Let x ∈ NηN. Since η¯1 normalizes N0 = N/N1, we have
N0η¯N0 = N0η¯1η0N0
= N0η0N0η¯1
=
∐
j
N0η0n¯j η¯1.
Thus there exists j such that x¯ = n¯η0n¯j η¯1. Then y = (nη
′)−1xn−1j ∈ η1Z ∩ η
′−1NηN =
N1η1N1. Thus there exists z, z
′ ∈ N1 such that y = zη1z
′ and
x = nη′zη1z
′nj = n(η
′zη′−1)η1(η
′z′η′−1)η′nj
By (2) (η′zη′−1) and (η′z′η′−1) belong to N1. Thus x ∈ nN1η1N1η
′nj and there exists i such
that x ∈ Nη1ziη
′nj. We have proved that NηN =
⋃
i,jNη1ziη
′nj; the fact that the union is
disjoint is obvious.
The second point consists in verifying that the action preserves Lp,q and that it commutes
with the differential maps; the reader can consult for this [16] (cf. p. 299). For the third
point, it is enough to check that
(c|[N1η1N1])|[N0η0N0] = c|[NηN]
and remark that the action defined in (iii) on L0,q is the usual action of [NηN].
4.4.2 Application to the ordinary cohomology of unipotent subgroups
For all v|p let Rv = R((Sp4) ⊗ rv, T ⊗ rv) be the set of roots of (Sp4) ⊗ rv with respect to
T ⊗ rv and let Rp =
∐
v|p
Rv. For any subset R ⊂ Rp such that (R+ R) ∩ Rp ⊂ R, we denote
by UR the unipotent subgroup of H(Zp) associated with R.
For any subset R0 ⊂ RZ = R(H/Z, TH/Z) of the set of rational roots, for each v|p, let
R0(v) be the image of R0 in Rv by restriction to T ⊗ rv ⊂ TH ⊗ Zp; let R0(p) =
∐
v|pR0(v).
We denote by UR0(p
r) = Γ1(p
r) ∩ UR0(p).
We denote R+ ( resp. R−) the subset of R of positive roots (resp. negative roots)
(according to the choice of the standard Borel subgroup). And we set
DQ,R = {t ∈ TH(Qp) ∩
∏
v|p
M4(rv) ; v(α(t)) > 0 ∀v|p, ∀α ∈ R ∩R
−
Q}
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For any t ∈ DQ,R, one can choose ξt ∈ H(Q) such that t
−1ξt ≡ 1 mod p
r (modulo the center
ZH). The construction of such an element is similar to that of Section 2.4. We consider the
double class [UR(p
r)ξtUR(p
r)] and eQ,R the associated idempotent (it is easy to prove that
idempotent is independent of t). Sometimes we note it eQ if there is no possible confusion.
Let R1 ⊂ R ⊂ RQ verifying (R + R1) ∩ R = ∅. Then UR1 is central in UR. If t ∈ DQ,R,
one can find t1 ∈ ∆Q,R1 such that
v(α(t1)) = 0 for all v|p and α ∈ R−R1
The quadruple (UR(p
r), UR1(p
r), ξt, ξt1) is admissible (i.e. it verifies the four conditions stated
before the Lemma 4.6). Therefore, if M is a (D−1Q,R, UR(p
r))-module, by lemma 4.6, we have
the ordinary part of the Hochschild-Serre spectral sequence:
e¯Q,RH
p(UR(pr), eQ,R1H
q(UR1(p
r),M))⇒ eQ,RH
p+q(UR(p
r),M)
with UR(pr) = UR(p
r)/UR1(p
r).
Definition 4.3 For all R ⊂ Rp, we set
|R| :=
∑
v|p
[Fv : Qp]× Card(R ∩Rv)
Let us denote RΣ (resp. RQ) the subset of positive roots corresponding to the unipotent
radical of PΣ (resp. Q). We recall also that ∆Q denotes the set of roots of MQ with respect
to T .
Lemma 4.7 Let M be any Zp[UR0 ]-module with a trivial action of UR0 ∩UQ and UR0 ∩U
−
Q .
Then
eQ,R0H
q(UR0(p
r),M) = Hq−q
′
0(UR0 ∩MQ,M)
with q′0 = |R0(p)∩RQ| and q0 = |R0(p)|− |R0(p)∩R
−
Q|; thus this group is trivial for q outside
[q′0, q0].
Remark: If R0(p) ⊂ ∆Q there is nothing to prove. If R0(p) ⊂ RQ ∪ R
−
Q then the theorem
states that e0H
q(UR0(p
r),M) 6= 0 only for q = q0 = q
′
0 and in this case e0H
q(UR0(p
r),M) =
M .
Proof: Let us prove this lemma by induction on the cardinality of R0, using the p-ordinary
Hochschild-Serre spectral sequence. In the general case, let α ∈ R0 such that U{α}(p
r) is
contained in the center of UR0(p
r). Then as consequence of Theorem 3.6 of [16] (cf p. 293-
297) one has
eQ,{α}H
q(U{α}(p
r),M) =
{
H
q−q′
{α}(U{α} ∩MQ,M) if q ∈ [q
′
{α}, q{α}],
0 else.
By the induction hypothesis and the spectral sequence above with R1 = {α}, we get our
result.
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Let Us(Γ
′) = Γ′ ∩UP for s = sP. If we apply the previous lemma to our situation we get:
Corollary 4.3 Let w ∈WQΣ =WQ\Wp/WΣ, s ∈ CuspΣ,w(Γ1(p
r)) and M be a trivial finite
or cofinite G(Q)−module. Then
eQ,w(RΣ)H
q(Us(Γ1(p
r)),M) = Hq−q
′
Σ,w(Uw(RΣ) ∩MQ,M)
where q′Σ,w = |RQ ∩w(RΣ)| and qΣ,w = |RΣ|− |R
−
Q ∩w(RΣ)|; thus these groups are trivial for
q outside [q′Σ,w, qΣ,w].
One can prove easily the following lemma:
Lemma 4.8 Let ξ with t−1ξ ≡ 1 mod pr and v(α(t)) > (r − s)ev ≥ 0 for all α ∈ R
−
Q
and v(α(t)) = 0 for all α ∈ ∆Q.Then for any R0, the canonical reduction map induces the
following isomorphism:
UR0(p
s)/(ξ−1UR0(p
r)ξ ∩ UR0(p
s)) ∼= UR0∩R+Q
/(t−1UR0∩R+Q
t ∩ UR0∩R+Q
)
where the overline means the reduction modulo ps and where R0 ∩R
+
Q stands for an abbrevi-
ation of R0(p) ∩R
+
Q.
Lemma 4.9 For r ≥ s ≥ 1 and any Γ-module M, the restriction map induces a canonical
isomorphism:
eQH
•(UR0(p
s),M) ∼= eQH
•(UR0(p
r),M).
Proof By the lemma 4.8, the double classes [UR0(p
s)ξUR0(p
s)],[UR0(p
r)ξUR0(p
r)] and T =
[UR0(p
r)ξUR0(p
s)] have the same representants. Thus we have the canonical commutative
diagram:
H•(UR0(p
s),M) −−−−→ H•(UR0(p
r),M)y [UR0(ps)ξUR0(ps)] ւ T
y [UR0(pr)ξUR0(pr)]
H•(UR0(p
s),M) −−−−→ H•(UR0(p
r),M)
with T = [UR0(p
r)ξUR0(p
s)]. The idempotent associated with T gives the inverse of the
restriction map we wanted.
We now make use of the lemma 4.9 in order to compute the cohomology of a unipotent
subgroup for the module M = L(ρ ⊗ χ;A) where A = A∞ = K/O or A = Aα = p
−αO/O
(see Section 3.1).
Proposition 4.2 Let s ∈ CuspΣ,w(Γi(p
r)) for i = 0 or 1. Then we have the isomorphism:
eQ,w(RΣ)H
q(Us(Γi(p
r)), L(ρ ⊗ χ;Aα)) = H
q−q′Σ,w(Uw(RΣ) ∩MQ, V (ρ⊗ χ;Aα))
and in particular is zero for q /∈ [q′Σ,w, qΣ,w]. Moreover this isomorphism is equivariant for
the action of MQ ∩M
w
Σ .
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Proof By arguments similar to those used in [17] and section 4.2 (cf. Cor. 4.1), , we can
prove for r′ ≫ r that
eQ,w(RΣ)H
q(Us(Γi(p
r′)), L(ρ⊗ χ;Ar)) ∼=
eQ,w(RΣ)H
q(Us(Γi(p
r′)), V (ρ⊗ χ;Ar))
Moreover this isomorphism is equivariant for the action of MQ. If r
′ ≫ r, we can assume
that Us(Γi(p
r′))∩U−Q acts trivially on V (ρ⊗χ)⊗Ar . Therefore considering together the last
isomorphism and lemma 4.3, we have for r′ ≫ r:
eQ,w(RΣ)H
q(Us(Γi(p
r′)), L(ρ⊗ χ;Ar)) =
Hq−q
′
Σ,w(MQ ∩ Uw(RΣ), V (ρ⊗ χ)⊗Ar)
On the other hand, by the lemma 4.9, we see that both following cohomology groups are
independent of r′ ≥ r.
eQ,w(RΣ)H
q(Us(Γi(p
r)), L(ρ ⊗ χ;Ar)) ∼= eQ,w(RΣ)H
q(Us(Γi(p
r′)), L(ρ⊗ χ;Ar))
we deduce our result from these last two isomorphisms.
4.4.3 The spectral sequence associated to the Levi decomposition
For any parabolic subgroup P of G(Q), we write UP for its unipotent radical and let P =
MPUP be a Levi decomposition of P. We set M
1
P the derived subgroup of MP and P
1 =
M1PUP. Let Us(Γ
′) = Γ′ ∩ UP for s = sP. Then we have an exact sequence:
1→ Us(Γ
′)→ Γ′ ∩P→Ms(Γ
′)→ 1.
whereMs(Γ
′) is an arithmetic subgroup ofMP(Q). Note that when P is maximal, the derived
subgroup M ′P(Q) of its Levi is isomorphic to SL(2, F ).
Besides, by the Hochschild-Serre spectral sequence we have:
Hp(MPi,w (Γ
′),Hq(UPi,w(Γ
′),M))⇒ Hp+q(Pi,w ∩ Γ
′,M)
Let
t1 =
∏
α∈w(∆Σ)∩R
−
Q
α∨(p) and t′ =
∏
α∈w(RΣ)∩R
−
Q
α∨(p)
where ∆Σ is the set of roots of MΣ. Let η1 resp. η
′ elements of H(Q) defined as in Section
2.4 such that (Pi,w ∩ Γ
′, UPi,w(Γ
′), η1η
′, η1) is an admissible quadruple in the sense of section
5.4.1; therefore, we can take the ordinary part of this spectral sequence and get
eQ∩Mw
Σ
Hp(MPi,w (Γ
′), eQH
q(UPi,w(Γ
′),M) (4.9)
⇒ eQH
p+q(Pi,w ∩ Γ
′,M)
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Definition 4.4 We set:
VΣ,w,q(ρ) = H
q−q′Σ,w(MQ ∩ Uw(RΣ), V (ρ))
LΣ,w,q(ρ) = Ind
MwΣ
MQ∩M
w
Σ
VΣ,w,q(ρ)
For any w ∈ WQ and any weight λ ∈ X, we set w.λ = w(λ + ̺MQ)− ̺MQ where ̺MQ is the
half-sum of the positive roots of MQ. For any algebraic subgroupM of H containing TH and
any dominant weight λ we denote by EλM the irreducible algebraic representation of M of
highest weight λ.
Proposition 4.3 Let w ∈WQΣ =WQ\Wp/WΣ, then one has natural isogenies:
(i) VΣ,w,q(ρ)→
⊕
wQ ∈ WQ,Σ,w
l(wQ) = q − q
′
w
E
wQ.(λρχ)
MwΣ∩MQ
(O)⊗A
(ii) LΣ,w,q(ρ)→
⊕
wQ ∈ WQ,Σ,w
l(wQ) = q − q
′
w
E
wQ.(λρχ)
Mw
Σ
(O)⊗A
where WQ,Σ,w = {wQ ∈WQ such that ∆
+
Q ∩ wQ(∆
−
Q) ⊂ w(RΣ) ∩∆Q}.
Moreover, the isogenies (i) and (ii) are isomorphisms if p is chosen larger than the
semisimple weight of ρ.
Proof: If U/Zp is a connected unipotent subgroup of the unipotent radical of a parabolic
group P of G1 with Levi subgroup M and V a finite free O-module with an action of G1
making it an irreducible module with highest weight µ ∈ X+, one has
Hr(U(Zp), V ) = H
r(Lie(U), V )
and
Hr(Lie(U), V ) ∼
⊕
v∈WU ,l(v)=r
E
v.µ
M
where WU = {v ∈ W such that R
+ ∩ v(R−) ⊂ RU} and ∼ means that there is a natural
isogeny. The first identity comes from the isomorphism between Lie(U) and U given by the
exponential map and the second one is an integral version of a result of Kostant (see [43]
ch. 3.2). It is actually a direct calculation since Lie(U), when non zero, is rp, acting on
V (ρ) = ⊗v|pSym
n(r2v). So we apply this result to H
q−q′w(Uw(RΣ) ∩MQ, V (ρ)); this yields (i).
Then,(ii) follows from (i) by transitivity of induction.
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Theorem 4.1 For all i, w and Σ, we have the following spectral sequences:
(i) eQ∩MwΣH
p(MPi,w(Γ0(p
r));LΣ,w,q(ρ⊗ χ;Aα)) =⇒
eQH
p+q(Pi,w ∩ Γ0(p
r), L(ρ⊗ χ;Aα))
(ii) eQ∩MwΣH
p(MPi,w(Γ1(p
∞));LΣ,w,q(ρ⊗ χ)) =⇒
eQH
p+q(Pi,w ∩ Γ1(p
∞);La(ρ⊗ χ;A))
Proof: We apply (4.9) to M = L(ρ ⊗ χ;Aα) and Γ
′ = Γ?(p
r′) (? = 0 or 1) with r′ ≫ r.
Using Proposition 4.2 we obtain a converging spectral sequence:
Ep,q2 (Γ?(p
r′)) = eQ∩MwΣH
p(MPi,w (Γ?(p
r′)), VΣ,w,q(ρ⊗ χ)⊗Aα)
⇒ eQH
p+q(Pi,w ∩ Γ?(p
r′), L(ρ ⊗ χ;Aα))
By the same argument as in Proposition 3.1 and Corollary 3.2, we see
Ep,q2 (Γ?(p
r′)) ∼= eQ∩MwΣH
p(MPi,w(Γ?(p
r′)), LΣ,w,q(ρ)⊗Aα).
Let us prove (i). We take ? = 0 in the above formula; a slight variant of Lemma 3.1 yields:
Ep,q2 (Γ0(p
r′)) = Ep,q2 (Γ0(p
r))
eQH
p+q(Pi,w ∩ Γ0(p
r′), L(ρ⊗ χ;Aα)) = eQH
p+q(Pi,w ∩ Γ0(p
r), L(ρ⊗ χ;Aα)))
This is what we wanted.
To prove (ii), we simply take the limit over r′ and over r and notice that forming spectral
sequences commutes to inductive limits.
Definition 4.5 For Q = B, for any w ∈ Wp/WΣ, note that qΣ,w = q
′
Σ,w; let nΣ,w be this
common value and let us abbreviate LΣ,w,nw(ρ⊗ χ) as LΣ,w(ρ⊗ χ).
Corollary 4.4 We have the following equality:
eBH
p(Pi,w ∩ Γ0(p
r), L(ρ⊗ χ;A)) =
eB∩MwΣH
p−nΣ,w(MPi,w (Γ0(p
r)), LΣ,w(ρ⊗ χ))
Corollary 4.5 The following canonical map has finite kernel and cokernel
eQH
p(Pi,w ∩ Γ0(p
r), L(ρ⊗ χ;A))→ ⊕k+l=peQ∩MwΣH
k(MPi,w(Γ0(p
r)), LΣ,w,l(ρ⊗ χ;A))
proof It is well-known that the spectral sequence (4.9) over C, degenerates when the weight
λρ ⊗ χ is regular (by [29] Th.2.7, p.51). The corollary follows easily from this observation.
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4.4.4 The center of the Levi subgroup
¿From now on, we assume that PΣ is maximal and, for simplicity, that Q is rational (i.e. Qv
is independent of v). In order to complete the computation of the ordinary cohomology of
the strata, we shall consider the action of the center of the Levi component for each cusp.
Let us first pose a definition.
Definition 4.6 A weight λ = (xσ, yσ; zσ)σ∈IF is called separable (resp. sufficiently separable)
if for any σ, σ′ ∈ IF with σ 6= σ
′, we have xσ 6= yσ′ and xσ+yσ 6= xσ′−yσ′ (resp. |xσ−yσ′ | > 3
and |xσ + yσ − (xσ′ − yσ′)| > 3).
One can easily see that if Inf{xσ ;σ ∈ IF } > Sup{yσ ;σ ∈ IF } then λ is separable and of
course regular. The utility of the above definition appears in the following lemma:
Lemma 4.10 Let λ be a separable (resp. sufficiently separable) weight. Let w ∈ WΣ for a
fixed type of parabolic Σ. Let v, v′ ∈ Sp with σ 6= σ
′; assume that (w.λ)|ZΣ(Fv) = (w.λ)|ZΣ(Fv′ )
(resp. |(w.λ)|ZΣ(Fv) − (w.λ)|ZΣ(Fv′ )| ≤ 3), then we have w(v) = w(v
′).
For any s = sP ∈ CuspΣ,w(Γ
′), we consider δ ∈ H(Q) such that δPδ−1 = PΣ and
δ ≡ w mod. pr (see Lemma 4.3 above). Then we set
Es(Γ
′) = δ(P ∩ Γ′)δ−1 ∩ ZΣ(Q)
where ZΣ is the center of MΣ. Therefore Es(Γ
′) can be seen as a subgroup of r×.
Lemma 4.11 (i) Via this identification, Es(Γ
′) acts on the maximal p-divisible subgroup of
LΣ,w,q(ρ⊗ χ) by the characters
ωΣ,w,wQ = w
−1wQ.(λρ + χ) +
∑
α∈RΣ∩w−1(RQ)
α
where wQ runs in WQ,Σ,w and q − q
′
w,Σ = l(wQ).
(ii) If ωΣ,w,wQ is trivial on Es(Γ1(p
r)) and λρ ⊗ χ, is regular and sufficiently separable,
then w(v) ∈ W (v)/WΣ(v) is independent from the v’s dividing p and q, qw, q
′
w are multiples
of d.
proof The first point (i) follows from Proposition 4.3. Assertion (ii) follows from the remark
that an algebraic character is trivial on a subgroup of finite index of the units of F if and only
if it is a multiple of the norm. Then w−1(wQ.λρ + χ) +
∑
α∈RΣ∩w−1(RQ)
α)(v) is independent
of v|p. Now by Lemma 4.10, the character λρχ regular and sufficiently separable has the
following property: given two places v and v′ above p, if w(v) 6= w(v′) then the characters
(λρχ)
w
σ (v) and (λρχ)
w
v′(v
′) are different and even far one from the other. The lemma follows.
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5 p-Ordinary cohomology of the boundary of the Borel-Serre
compactification
5.1 Review on the Borel-Serre compactification
In this section, we recall some classical facts about the Borel-Serre compactification con-
structed in [2]. Let G be a reductive algebraic over Q with positive Q-rank. Let X =
G(R)/Z(R)0K∞ with K∞ a maximal compact subgroup of G(R) and Z(R)
0 the connected
componnent of the center of G(R). Borel and Serre constructed then a contractible topo-
logical space X˜ with an action of G(Q) such that for any arithmetic subgroup Γ, Γ\X˜ is a
compactification of Γ\X, whose boundary has the homotopy type of the quotient by Γ of the
Tits building of parabolic Q-subgroups of G. For any parabolic Q-subgroup Q, we let AQ
be the identity component of the real points of the center of a Levi subgroup of Q. Then we
have X˜ =
⋃
Q e(Q) with e(Q) = AQ\X. Therefore, we have
Γ\X˜ =
⊔
Γ− conjugacy classes
of parabolic
subgroups
of G
(Γ ∩Q)\e(Q)
∂(Γ\X˜) =
⊔
Γ− conjugacy classes
of proper parabolic
subgroups of G
(Γ ∩Q)\e(Q)
Let PG(Γ) be the set of Γ-conjugacy classes of proper maximal parabolic Q-subgroups
of G and let XQ(Γ) the closure of (Γ ∩ Q)\e(Q) for any parabolic Q-subgroup Q. Then
XQ(Γ) =
⋃
P⊂Q(Γ ∩ P )\e(P ) and the family (XQ(Γ))Q∈PG(Γ)
forms a finite cover of the
boundary ∂(Γ\X˜) and we can calculate its cohomology by using the spectral sequence of
Leray (cf. Th 5.24 p.209 of [11]): the term Ep,q1 is⊕
(P1, . . . , Pp)
with Pi ∈PG(Γ)
Hq(∩pi=1XPi(Γ),F)
for any sheaf F . For any subsequence (Q1, . . . , Qs) of (P1, . . . , Pr) we noteRes(Q1,...,Qs)(P1,...,Pr)
the obvious map
Hq(∩si=1XQi(Γ),F)→ H
q(∩ri=1XPi(Γ),F).
Then differential map from Ep,q1 to E
p+1,q
1 is given by:
d(α) =
∑
Q∈PG(Γ)
(−1)iRes(P1,...,Pp)(P1,...,Pi−1,Q,Pi,...,Pp)(α)
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I f G = ResFQG with rkFG = r with G/F split, we can see easily that E
p,q
2 = 0 if p > r =
rankQ(G) and therefore this spectral sequence degenerates at least in Er.
Now we consider the case r = 2; we fix a Borel subgroup B and let P1 and P2 the two
maximal parabolic subgroups containing B. Then the spectral sequence degenerates in E2
and may be seen as the Mayer-Vietoris sequence:
. . .→ Hq−1(∂B(Γ\X˜);F)→ H
q((∂(Γ\X˜);F)→
→ Hq((∂P1(Γ\X˜);F)⊕H
q((∂P2(Γ\X˜);F)→ H
q((∂B(Γ\X˜);F)→ . . .
whereHq((∂Pi(Γ\X˜);F) (respectivelyH
q((∂B(Γ\X˜);F)) is the sum of the groupsH
q(XP (Γ);F)
when P varies in the set of Γ-conjugacy classes
of maximal parabolic subgroups of G conjugated with Pi (respectively Borel subgroups
of G).
5.2 Ordinary cohomology of the boundary
For any Γ-representation M, we can construct a sheaf M˜ over Γ\X˜ as the sheaf of locally
constant functions on Γ\X˜ with values in M. Moreover for any g ∈ G(Q) which acts on M,
it is well known that we can define an action of the double class [ΓgΓ] on the cohomology
groups Hq(Γ\X˜ ; M˜),Hq(∂(Γ\X˜); M˜) and Hq(∩pi=1Xi(Γ); M˜ ) such that the restriction maps
Res(Q1,...,Qs)(P1,...,Pr) commute with this action. From this, we deduce that the action of
the Hecke operators commute with the differential map of the previous spectral sequence. In
particular, this point proves that eQE
p,q
1 ⇒ eQH
p+q(∂(Γ\X˜); M˜ ). Therefore, when the rank is
2, the above Mayer-Vietoris sequence induces, by application of the ”p-ordinary ”idempotent,
a (Hecke-equivariant) long exact sequence for Γ′:
. . .→ eQG
p−1
B (Γ
′;M)→
→ eQH
p(∂(Γ′\X˜); M˜ )→ eQG
p
P ∗(Γ
′;M)⊕ eQG
p
P (Γ
′;M)
rp
→ eQG
p
B(Γ
′;M)→ . . .
Theorem 5.1 (Independence of the weight) With the previous Notation, we have a canonical
isomorphism:
(i) eQH
•(∂(Γ1(p
∞)\X˜), La(ρ⊗ χ;A)) = lim
−→
r
eQH
•(∂(Γ1(p
r)\X˜), La(ρ⊗ χ;A))
∼= eQH
•(∂(Γ0(p)\X˜), C(ρ
1;A))
(ii) eQH
•
! Γ1(p
∞), La(ρ⊗ χ;A)) = lim
−→
r
eQH
•
! Γ1(p
r), La(ρ⊗ χ;A))
∼= eQH
•
! (Γ0(p), C(ρ
1;A))
Proof: The first point is deduced from the ordinary Mayer-Vietoris exact sequence for
M = La(ρ ⊗ χ;A) and M = C(ρ1;A) and the corollary 4.2. The second point follows from
the first one and the corollary 3.2.
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Remark: This theorem is true even if we do not assume that the rank is 2. Indeed, we
have the isomorphism on the term Ep,q1 of the spectral sequences abutting on the boundary
cohomology eQH
p(∂(Γ1(p
∞)\X˜), La(ρ ⊗ χ;A)) and eQH
p(∂(Γ0(p)\X˜), C(ρ
1;A)), since the
corollary 4.2 does not require any assumption on the rank of our group. This remark holds
as well for the following lemma, deduced from lemma 4.5.
Lemma 5.1 For any χ of level pr, we have a canonical isomorphism
eQH
p(∂(Γ0(p
r)\X˜), La(ρ⊗ χ;A)) ∼= eQH
p(∂(Γ0(p
r)\X˜), C(ρ1;A)[ωχ])
One can decompose the cohomology groups eQG
p
Σ in terms of the eQG
p
Σ,w’s (where w runs
over the Weyl types). Let us examine whether the morphism rp preserves these decomposi-
tions. Consider πΣ the canonical surjection from WQ\Wp onto WQΣ = WQ\Wp/WΣ. If we
consider for all (w,w′) ∈WQP ×WQP ∗ the map:
rp(w,w′) :
(
eQG
p
P,w(Γ
′;M)⊕ eQG
p
P ∗,w′(Γ
′;M)
)
→
⊕
v∈π−1
P
(w)∪π−1
P∗
(w′)
eQG
p
B,v(Γ
′;M).
then we have
rp =
∑
(w,w′)∈WQP×WQP∗
rp(w,w′).
We want now to compute the rp’s in terms of the Hochschild-Serre spectral sequences of
Th.4.1. More precisely, consider the map
rpi,w : eQH
p(Pi,w ∩ Γ0(p
r), La(ρ⊗ χ,A))→
→
⊕
sBk ∈ CuspB(Γ)
Pi ⊃ Bk
⊕
v∈π−1Σ (w)
eQH
p(Bk,v ∩ Γ0(p
r), La(ρ⊗ χ,A))
There are similar maps at the level of the Ep,q2 -terms of spectral sequences of Th.4.1 abutting
to the source, resp. target of rp+qi,w . Let us first consider the Γ0-case:
Rp,qi,w : eQ∩MwΣH
p(MPi,w(Γ0(p
r));LΣ,w,q(ρ⊗ χ)) −→
⊕
sBk ∈ CuspB(Γ)
Pi ⊃ Bk
⊕
v∈π−1
Σ
(w)
⊕pt=0H
p−t(MBk,v ∩ Γ0(p
r), LΣ,v,q+t(ρ⊗ χ)) (5.1)
It is a theorem of Hida (see Th.3.12 of [16], proven there in the SL2-case, but easily
generalized to the GL2-case) that the right hand side module of 5.1 is canonically isomorphic
to
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eQ∩MwΣH
p
∂(MPi,w(Γ0(p
r)), LΣ,w(ρ⊗ χ))
Let us set
Rp,qΣ,w =
⊕
sPi∈CuspΣ(Γ)
Rp,qi,w
and let us introduce
r′p(w,w′) =
qP,w∑
q=q′P,w
Rp−q,qP,w +
qP∗,w′∑
q=q′
P∗,w′
Rp−q,qP ∗,w′
and
r′p =
∑
(w,w′)∈WQP×WQP∗
r′p(w,w′)
Proposition 5.1 With the previous Notation, r′p and rp induce the same map from the
Gr∗(eQG
p
P ∗(Γ0(p
r);M)⊕ eQG
p
P (Γ0(p
r);M)) into Gr∗eQG
p
B(Γ0(p
r);M)
5.3 The case (Sp4)/Q:
Let Γ be an arithmetic subgroup of level prime to p and without torsion.
Let eQH
q
∂(Γ1(p
∞);La(ρ;A)) = lim
−→
r
eQH
q(∂(Γ1(p
r)\X˜);La(ρ;A)). Then, the control the-
orem for the boundary cohomology is the following:
Theorem 5.2 For any arithmetic character χ of CQ(Zp) we have :
eQH
q(∂(Γ0(p
r)\X˜), La(ρ⊗ χ;A)) ∼= eQH
q(∂(Γ0(p)\X˜), C(ρ
1;A))[ωχ]
Moreover this group is cofree in the case Q = B.
This theorem will be a direct consequence of the calculations of subsections 5.3.1-5.3.2 below,
together with Hida theory for SL(2,Q) (Theorem 1.9 [14]).
Corollary 5.1 For any arithmetic character χ of CM ′ which is regular, dominant with re-
spect to ρ, there is a canonical map with finite kernel or cokernel:
H3!,Q−no(Γ0(p
r), La(ρ⊗ χ;A))→ H3!,Q−no(Γ1(p
∞), La(ρ;A))[ωχ]
Recall that α1 (resp. α2) denotes the short root (resp. the long one) and si the element
of the Weyl group associated with αi. We summarize the results in the following tables:
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5.3.1 The case Q = B
PΣ RΣ WQΣ
P α2, α1 + α2, 2α1 + α2 id,−id, s2,−s2
P ∗ α1, α1 + α2, 2α1 + α2 id,−id, s1,−s1,
B α1, α2, α1 + α2, 2α1 + α2 id,−id, s1,−s1, s2,−s2, s1s2, s2s1
The three following tables give the values of nw = qw = q
′
w for the different Σ:
PΣ = P
w nw
id 3
-id 0
s2 2
−s2 1
PΣ = P
∗
w nw
id 3
-id 0
s1 2
−s1 1
PΣ = B
w nw
id 4
-id 0
s2 3
−s2 1
s1 3
−s1 1
s1s2 2
s2s1 2
M ′Q = T
′ is the subgroup of diagonal matrix isomorphic to Gm ×Gm and ρ is nothing but
an algebraic O-valued character. We know by the corollary 4.4, we have for any dominant
O-valued arithmetic character χ:
eBG
q
Σ(Γ0(p
r);La(ρχ;A)) =
⊕
sPi∈CuspΣ(Γ)
⊕
w∈W/WΣ
eB∩MwΣH
q−nw(MPi,w (Γ0(p
r));LΣ,w(ρ⊗ χ))
Now, if PΣ 6= B the subgroups MPi,w(Γ1(p
r)) are congruence subgroups of SL2(Z); we know
by results of Hida that the ordinary part of their cohomology is non trivial only in degree 1.
We set
q wP,q wP ∗,q
1 −id −id
2 −s2 −s1
3 s2 s1
4 id id
Given a pair (Σ, q), where q ∈ [1, 4], let us abbreviate the unique element wΣ,q defined in the
tables above by w. We see from these remarks and the tables that:
eBG
q
Σ(Γ0(p
r), La(ρ⊗ χ;A)) = eBG
q
Σ,w(Γ0(p
r), La(ρ⊗ χ;A)) =⊕
sPi∈CuspΣ(Γ)
eB∩Mw
Σ
H1(MPi,w(Γ0(p
r)), La(ρ⊗ χ;A))
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and
eBG
q
Σ(Γ0(p
r), La(ρ⊗ χ;A)) =
⊕
sPi∈CuspΣ(Γ)
eB∩Mw
Σ
H1(MPi,w (Γ0(p
r)), LΣ,w(ρ⊗ χ;A))
and
eBG
q
Σ(Γ0(p
r), La(ρ⊗ χ;A)) = 0 for q = 0, 5
For PΣ = B, we have similarly:
eBG
q
B(Γ0(p
r);La(ρ⊗ χ;A)) =
⊕
sBk ∈
CuspB(Γ)
⊕
w, nw=q
LB,w(ρ⊗ χ)
In order to study the properties for the boundary cohomology, we consider the maps
rq(w,w
′). By the tables and the previous discussion, we can see that for each q, the only
couple (w,w′) for which rq(w,w′) is non trivial is (wP,q, wP ∗,q); moreover,
rq(wP,q,wP∗,q)
= R1,qP,wP,q +R
1,q
P ∗,wP∗,q
Moreover for q = 2, 3, this is a direct sum. Noting φqP = R
1,q
P,wP,q
and φqP ∗ = R
1,q
P ∗,wP∗,q
, we
have therefore by the ordinary Mayer-Vietoris exact sequence:
eBH
1(∂(Γ0(p
r)\X˜);M) = ker(φ1P + φ
1
P ∗)
0→ coker(φ1P + φ
1
P ∗)→ eBH
2(∂(Γ0(p
r)\X˜);M)→ kerφ2P ⊕ kerφ
2
P ∗ → 0
0→ cokerφ2P ⊕ cokerφ
2
P ∗ → eBH
3(∂(Γ0(p
r)\X˜);M)→ kerφ3P ⊕ kerφ
3
P ∗ → 0
0→ cokerφ3P ⊕ cokerφ
3
P ∗ → eBH
4(∂(Γ0(p
r)\X˜);M)→ ker(φ4P + φ
4
P ∗)→ 0
Recall that we put w for the unique wΣ,q defined in the tables above. By looking at how
the restriction occurs in the Hochschild-Serre spectral sequence
kerφqΣ =
⊕
sPi∈CuspΣ(Γ)
eH1cusp(MPi,w(Γ0(p
r)), LΣ,w(ρ⊗ χ;A))
is cofree over O and cokerφqΣ = 0 by classical Hida theory cf. [14].
For q = 1, 4,we can see that ker(φqP +φ
q
P ∗)
∼= ker(φ
q
P )⊕ ker(φ
q
P ∗)⊕ eBG
q
B(Γ0(p
r), La(ρ⊗
χ;A)). We summarize our results in the following
Theorem 5.3 The p-ordinary cohomology of the boundary of the Borel-Serre compactifica-
tion is described by:
• eBH
q(∂(Γ0(p
r)\X˜), La(ρ⊗ χ;A)) = 0 for q = 0, 5.
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• eBH
q(∂(Γ0(p
r)\X˜), La(ρ⊗ χ;A)) =⊕
sBk ∈
CuspB(Γ)
⊕
w,nw=q
LB,w(ρ⊗ χ;A)⊕
⊕
Σ=P,P ∗
⊕
sPi ∈
CuspΣ(Γ)
eH1cusp(MPi,wq (Γ0(p
r)), LΣ,wq (ρ⊗ χ;A))
where in the last part of the sum, for q = 1, 4, the element wq of the Weyl group is
defined by w1 = −id and w4 = id.
• For q = 2, 3, abbreviating again wΣ,q as w, we have
eBH
q(∂(Γ0(p
r)\X˜), L(ρ⊗ χ;A)) =⊕
Σ=P,P ∗
⊕
sPi ∈
CuspΣ(Γ)
eH1cusp(MPi,w(Γ0(p
r)), LΣ,w(ρ⊗ χ;A)).
Similarly, calculations using the same vanishing results given by the above tables yield a
theorem for Γ1(p
r)-type groups:
Theorem 5.4 The p-ordinary cohomology of the boundary of the Borel-Serre compactifica-
tion is described as T (Z/prZ)-module by:
• eBH
q(∂(Γ1(p
r)\X˜);La(ρ⊗ χ;A)) = 0 for q = 0, 5.
• eBH
q(∂(Γ1(p
r)\X˜), La(ρ⊗ χ;A)) =⊕
sBk ∈
CuspB(Γ)
⊕
w,nw=q
Ind
T (Z/prZ)
E¯Bk (Γ)
LB,w(ρ⊗ χ;A) ⊕
⊕
Σ=P,P ∗
⊕
sPi ∈
CuspΣ(Γ)
Ind
T (Z/prZ)
T 1Σ,wq (Z/p
rZ)E¯Pi(Γ)
eH1cusp(MPi,wq (Γ1(p
r)), LΣ,wq (ρ⊗ χ;A))
where in the last part of the sum, for q = 1, 4, the element wq of the Weyl group is
defined by w1 = −id and w4 = id.
• For q = 2, 3, abbreviating again wΣ,q as w, we have
eBH
q(∂(Γ1(p
r)\X˜), L(ρ⊗ χ;A)) =⊕
Σ=P,P ∗
⊕
sPi ∈
CuspΣ(Γ)
Ind
T (Z/prZ)
T 1,wΣ (Z/p
rZ)E¯Pi(Γ)
eH1cusp(MPi,w (Γ1(p
r)), LΣ,w(ρ⊗ χ;A)).
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5.3.2 The case Q maximal
We begin by Q = P . Then we have:
PΣ RΣ WQΣ
P α2, α1 + α2, 2α1 + α2 id,−id, s2
P ∗ α1, α1 + α2, 2α1 + α2 id,−id
B α1, α2, α1 + α2, 2α1 + α2 id,−id, s2,−s2
The three following tables give the values of qw and q
′
w for the different Σ:
PΣ = P
w q′w qw
id 3 3
-id 0 0
s2 1 2
PΣ = P
∗
w q′w qw
id 2 3
-id 0 1
PΣ = B
w q′w qw
id 3 4
-id 0 1
s2 2 3
−s2 1 2
Since the spectral sequence of the theorem 4.1 still degenerates in E2, we can make
analogous computation and get
Theorem 5.5 Let Q = P ; there exists a filtration of the degree three ordinary boundary
cohomology whose associated graded module is given by:
• Gr ePH
3(∂(Γ0(p
r)\X˜), La(ρ⊗ χ;A)) =
⊕
sPi
∈
CuspP (Γ)
eH1cusp(MPi,s2 (Γ0(p
r)), LP,s2,2(ρ⊗ χ))⊕H
0(MPi,id(Γ), LP,id,3(ρ⊗ χ))⊕
sPi
∈
CuspP∗ (Γ)
eH1cusp(MPi,id(Γ0(p
r)), LP ∗,id,2(ρ⊗ χ))
• Gr ePH
3(∂(Γ1(p
r)\X˜), La(ρ⊗ χ;A)) =
⊕
sPi
∈
CuspP (Γ)
Ind
CP (Z/p
rZ)
iP (T
1,s2
P (Z/p
rZ)E¯Pi(Γ))
eH1cusp(MPi,s2 (Γ1(p
r)), LP,s2,2(ρ⊗ χ))
⊕ Ind
CP (Z/p
rZ)
iP (E¯Pi (Γ))
H0(MPi,id(Γ), LP,id,3(ρ⊗ χ))⊕
sPi
∈
CuspP∗ (Γ)
Ind
CP (Z/p
rZ)
iP (T
1,id
P∗
(Z/prZ)E¯Pi(Γ))
eH1cusp(MPi,id(Γ1(p
r)), LP ∗,id,2(ρ⊗ χ))
Remark: Note in both cases the contribution of full H0 without taking ordinary part and
for the level group Γ comes from the coincidence Q = wPΣw
−1 for PΣ = P and w = id. We
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observe these H0’s are torsion although it doesn’t matter here. We consider now the case
Q = P ∗
PΣ RΣ W
P α2, α1 + α2, 2α1 + α2 id,−id
P ∗ α1, α1 + α2, 2α1 + α2 id,−id, s1
B α1, α2, α1 + α2, 2α1 + α2 id,−id, s1,−s1
The three following tables give the values of qw and q
′
w for each Σ:
PΣ = P
∗
w q′w qw
id 3 3
-id 0 0
s1 1 2
PΣ = P
∗
w q′w qw
id 2 3
-id 0 1
PΣ = B
w q′w qw
id 3 4
-id 0 1
s1 2 3
−s1 1 2
Since the spectral sequence of the theorem 4.1 still degenerates in E2, we can make
analogous computation and get
Theorem 5.6 Let Q = P ∗, there exists a filtration of the degree three ordinary boundary
cohomology whose associated graded module is given by:
• Gr eP ∗H
3(∂(Γ0(p
r)\X˜), La(ρ⊗ χ;A)) =
⊕
sPi
∈
CuspP∗ (Γ)
eH1cusp(MPi,s1 (Γ0(p
r)), LP ∗,s1,2(ρ⊗ χ))⊕H
0(MPi,id(Γ), LP ∗,id,3(ρ⊗ χ))⊕
sPi
∈
CuspP (Γ)
eH1cusp(MPi,id(Γ0(p
r)), LP,id,2(ρ⊗ χ))
• Gr eP ∗H
3(∂(Γ1(p
r)\X˜);La(ρ⊗ χ;A)) =
⊕
sPi
∈
CuspP∗ (Γ)
Ind
CP (Z/p
rZ)
iP∗(T
1,s1
P∗
(Z/prZ)E¯Pi (Γ))
eH1cusp(MPi,s1 (Γ1(p
r)), LP ∗,s1,2(ρ⊗ χ))
⊕ Ind
CP∗ (Z/p
rZ)
iP∗(E¯Pi (Γ))
H0(MPi,id(Γ), LP ∗,id,3(ρ⊗ χ))⊕
sPi
∈
CuspP (Γ)
Ind
CP∗(Z/p
rZ)
iP∗(T
1,id
P (Z/p
rZ)E¯Pi(Γ))
eH1cusp(MPi,id(Γ1(p
r)), LP,id,2(ρ⊗ χ))
Remark: The remark following Theorem 5.5 applies here as well.
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5.4 The general case
When F is different from Q, we cannot complete the computation as simply because it does
not seem possible to control the torsion arising in the term of the spectral sequences associated
to the Levi decompositions of the parabolic defining the strata of the boundary. As it will
become clear below, we can only make the computation modulo finite kernel or cokernel. It is
the reason why we are led to introduce in definition 6.1 below an ad hoc CQ(Zp)-module which
will control the boundary cohomology (in degree 3d); namely, its χ-part will be isogenous to
H3d(∂(Γ0(p
r)\X˜), La(ρ⊗ χ;A)).
Theorem 5.7 For any χ regular, dominant with respect to ρ and sufficiently separable (see
Definition 4.6), the following canonical homomorphisms have finite kernel and cokernel:
(i) eQH
3d(∂(Γ0(p
r)\X˜), La(ρ⊗ χ;A)) −→
⊕
sPi
∈
CuspP∗ (Γ)
Hd!,ord(M
1
Pi,s1
(Γ0(p
r)), LP ∗,s1,2d(ρ⊗ χ))
⊕
⊕
sPi
∈
CuspP (Γ)
Hd!,ord(M
1
Pi,s2
(Γ0(p
r)), LP,s2,2d(ρ⊗ χ))
(ii) eQH
3d(∂(Γ1(p
r)\X˜), La(ρ⊗ χ;A)) −→
⊕
sPi
∈
CuspP∗ (Γ)
Ind
CQ(Z/p
rZ)
iQ(T
1,s1
Q
(Z/prZ)E¯Pi(Γ))
Hd!,ord(M
1
Pi,s1
(Γ1(p
r)), LP ∗,s1,2d(ρ⊗ χ))
⊕
⊕
sPi
∈
CuspP (Γ)
Ind
CQ(Z/p
rZ)
iQ(T
1,s2
Q (Z/p
rZ)E¯Pi(Γ))
Hd!,ord(M
1
Pi,s2
(Γ1(p
r)), LP,s2,2d(ρ⊗ χ))
where si(v) = si for all v|p. Moreover, if we have chosen p outside a finite set of primes
depending on Γ and ρ, this map is an isomorphism.
Remark: The assumption of sufficient separability for ρ can be removed when Q is the Borel
subgroup at each place v above p. Indeed, instead of using lemma 4.11 (ii) which proves that
w(v) is independent of v, one uses the same argument as in the end of the proof of Corollary
A1 to show that if w contributes to the boundary cohomology, it satisfies 2d ≤ l(w) or
l(w) ≤ d.
Proof: Let us detail only the proof of (i); the second point is similar. Recall that
eQG
3d
Σ,w(Γ0(p
r);La(ρ⊗ χ;A)) =
⊕
sPi
∈
CuspΣ(Γ)
eQH
3d(Pi,w ∩ Γ0(p
r), La(ρ⊗ χ;A))
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Corollary 4.5 computes the cohomology groups of the right hand side up to finite kernel and
cokernel. From lemma 4.11, we see that in this corollary, all the terms of the sum in the right
hand side of index l not divisible by d are torsion and therefore can be neglected. Thus, for
PΣ maximal we obtain a canonical map with finite kernel and cokernel:
eQG
3d
Σ,w(Γ0(p
r);La(ρ⊗ χ;A)) →⊕
sPi
∈
CuspΣ(Γ)
[
eMw
Σ
∩QH
d(MPi,w(Γ0(p
r)), LΣ,w,2d(ρ⊗ χ))
⊕eMw
Σ
∩QH
2d(MPi,w(Γ0(p
r)), LΣ,w,d(ρ⊗ χ))
⊕eMw
Σ
∩QH
3d(MPi,w(Γ0(p
r)), LΣ,w,0(ρ⊗ χ))
]
Note that for the terms occurring in the right hand side, the action of the center of MPi,w
on the coefficients is trivial. Recall that for any Z-module M with a trivial action of Zn we
have
H i(Zn,M) = Hom(
i∧
Zn,M)
Therefore for k ∈ {1, 2, 3}, the following map has finite kernel and cokernel
eMwΣ∩QH
kd(MPi,w(Γ0(p
r)), LΣ,w,(3−k)d(ρ⊗ χ))→
⊕d−1l=0Hom(
∧l EPi ,Had−l(M1Pi,w(Γ0(pr)), LΣ,w,(3−k)d(ρ⊗ χ)))
Therefore it is torsion for k = 3. Moreover for k = 2 and 1, it is non torsion only if
w = wΣ,4−k with wΣ,4−k(v) = wΣ,4−k (see tables of paragraph 5.3 ). This last point implies
that π−1P (wP,4−k) ∩ π
−1
P ∗ (wP∗,4−k) = ∅ and therefore ker r
3d is isogenous to the cohomology
below where EPi is the group of units defined in section 5.2 :
⊕Σ=P,P ∗
⊕
sPi
∈
CuspΣ(Γ)
⊕d−1l=0 Hom(
l∧
EPi ,H
d−l
!,ord(M
1
Pi,wΣ,3
(Γ0(p
r)), LΣ,wΣ,3,2d(ρ⊗ χ)))
⊕⊕d−1l=0 Hom(
∧lEPi ,H2d−l!,ord (M1Pi,wΣ,2 (Γ0(pr)), LΣ,wΣ,2,d(ρ⊗ χ)))
We remark now that for any arithmetic subgroup X ⊂ SL2(F ) and any regular weight λ,
we have
H i! (X,Vλ(C)) = 0
if i 6= d. Therefore in the above sum, all the groups Hd−l!,ord vanish except for l = 0 while
all the H2d−l!,ord vanish. This takes care of kernel of r
3d. For the cokernel of r3d−1, the same
calculations show its finiteness. This concludes the proof of (i). The last assertion follows
from two facts. First, the isogeny of corollary 4.5 is in fact an isomorphism outside a finite
number of prime depending only of the weights modulo p. This verification is left to the
reader. Let us note that in the case Q = B, the isomorphism comes from Corollary 5.4.
Second, all modules arising in the proof of Th.5.7 are cofree if p is outside a finite set of
primes depending on Γ and ρ, for this result see [17].
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Definition 5.1 We set W ′∂(Γ1(p
r); ρ⊗ χ) the right-hand side of (ii) in Theorem 5.7 and
W ′∂(Γ1(p
∞); ρ) = lim
−→
r
W ′∂(Γ1(p
r); ρ)
and we denote by r′ the canonical map from eQH
3d(∂(Γ1(p
r)\X˜), La(ρ⊗χ;A)) toW ′∂(Γ1(p
∞); ρ)
induced by theorem 5.7.(ii). which is equivariant for the action of CQ(Z/p
rZ).
¿From Hida’s Control theorem 5.1 for SL2 over number fields of [16] and theorem 5.7.(i), we
obtain easily:
Lemma 5.2 For χ as in Theorem 5.7, there is a canonical map with finite kernel and cokernel
eQH
3d(∂(Γ0(p
r)\X˜);La(ρ⊗ χ;A))→W ′∂(Γ1(p
∞); ρ)[ωχ]
Theorem 5.8 For any arithmetic character χ of CM ′ which is regular, dominant with respect
to ρ and sufficiently separable (see Definition 4.6), there is a canonical map with finite kernel
or cokernel:
H3d!,Q−ord(Γ0(p
r), La(ρ⊗ χ;A))→ H3d!,Q−ord(Γ1(p
∞), La(ρ;A))[ωχ]
Moreover this map is an isomorphism if p is chosen outside a finite number of primes de-
pending on Γ and ρ.
Proof: We abbreviate the notations by:
V = H3d!,Q−ord(Γ1(p
∞), La(ρ;A)) = H3d!,Q−ord(Γ0(p), C(ρ
1;A))
W = H3dQ−ord(Γ1(p
∞), La(ρ;A)) = H3dQ−ord(Γ0(p), C(ρ
1;A))
W∂ = H
3d
Q−ord(∂(Γ1(p
∞)\X˜), La(ρ;A)) = H3dQ−ord(∂(Γ0(p)\X˜), C(ρ
1;A))
W ′∂ =W
′
∂(Γ1(p
∞; ρ))
By theorem 5.1 and lemma 5.1, we have the following commutative diagram:
0 → H3d!,Q−ord(Γ0(p
r), La(ρ ⊗ χ;A)) → H3dQ−ord(Γ0(p
r), La(ρ ⊗ χ;A)) → H3dQ−ord(∂(Γ0(p
r)\X˜), La(ρ⊗ χ;A))
‖ ‖ ‖
0 → H3d
!,Q−ord
(Γ0(pr), C(ρ1;A)[ωχ]) → H3dQ−ord(Γ0(p
r), C(ρ1;A)[ωχ]) → H3dQ−ord(∂(Γ0(p
r)\X˜), C(ρ1;A)[ωχ])
↓ ιV ↓ ιW ↓
0 → V [ωχ] → W [ωχ] → W∂ [ωχ]
Since ιW has finite kernel, it is also true for ιV . In order to obtain our theorem, we simply
need to prove that
corank ((V[ωχ]) ≤ corank (H
3d
!,Q−ord(Γ0(p
r), La(ρ⊗ χ;A))).
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Let us consider the following commutative diagram with exact lines and CQ(Zp)-equivariant
maps:
0 → V → W → W∂
↓ ‖ ↓ r′
0 → V ′ → W → W ′∂
where V ′ is defined as the kernel of W → W ′∂ . It implies that V[ωχ] →֒ V
′[ωχ]; therefore
by the lemma 5.2, we obtain the inequality we wanted . For the last assertion, it is enough
to remark that W∂ = W
′
∂ by Theorem 5.7) and that in this case, there is an exact control
theorem (Theorem 7.1 of [17].
6 Nearly ordinary cuspidal cohomology and the universal Hecke
algebra
In this section, we deduce from the results of the previous sections the main theorems of
the paper, namely, control and freeness of the nearly ordinary part of the cohomology of the
Siegel varieties Sr, finiteness and torsion freeness of the big nearly ordinary cuspidal Hecke
algebra over the Hida-Iwasawa algebra, existence of several variable families of cuspidal Hecke
eigensystems interpolating a given cuspidal Hecke eigensystem. This is a developed version
of our note [38] where we announced these results for F = Q.
6.1 induction from Sp4 to GSp4
Let U be a level subgroup in Hf of level prime to p, say sufficiently deep so that the discrete
subgroup of H(Q) associated to U has no torsion and Q be a standard parabolic of H ⊗Zp.
Let ρ : M → GLO(V ) a group-scheme morphism as before; for each χ ∈ X
∗(CM ) dominant
with respect to ρ, we consider the local system La(ρ⊗χ;A) over Sr(U), defined by the action
of U1(p) on
La(ρ⊗ χ;A) = La(ρ⊗ χ;O)⊗A
where
La(ρ⊗ χ;O) = {f : I/Q+(Zp)→ V ; f is polynomial
and f(xm) = ρ⊗ χ(m−1)f(x) for m ∈M(Zp)}
Note that for any r ≥ 1 we have:
H(A) =
∐
t∈R
H(Q)tU0(p
r)H(R)+
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where H(R)+ is the neutral component of H(R); and where the set R is a finite set of
elements of Hf whose components at places in the level of U0(p) are equal to 1 and such that
its image ν(R) by the multiplicator ν : GSp4(FA)→ F
×
A is a complete set of representatives
of the U -ray-class group of field F : Cl+U = F
×\F×A/ν(U)×F
×+
∞ . Note that R is independent
of r since ν(U0(p)) is unramified at p.
Moreover, recall that
U0(p
r)/U1(p
r) ∼= CM (Z/p
rZ)
hence if Sr is a complete system of representatives s ∈ H(Zp) of CM (Z/p
rZ)), one has
H(A) =
∐
t∈R
∐
s∈Sr
H(Q)tsU1(p
r)H(R)+
Note that s normalizes U1(p
r); let us put for any t ∈ R and for i = 0 or 1, we set:
Γi,t(p
r) = H(Q) ∩ tUi(p
r)H(R)t−1 and Γ′i,t(p
r) = Γi,t(p
r) ∩H ′(Q)
Let for i = 0 or 1:
S(Γ′i,t(p
r)) = Γ′i,t(p
r)\H ′∞/(U∞ ∩H
′
∞)
note that for any t ∈ R,
Γ0,t(p
r)/Γ1,t(p
r) ∼= CM ′(Z/p
rZ).E¯t
where E¯t ⊂ ZH(r/p
rr) is the reduction modulo pr of the image in ZH(r) of ν(Γ0,t).So, since
Sr(U) = HQ\HA/U1(p
r)U∞, we see that
Sr(U) ∼=
∐
t∈R
ind
CM (Z/p
rZ)
CM′ (Z/p
rZ)E¯t
S(Γ′1,t(p
r))
hence
eHq(Sr(U),L
a(ρ⊗ χ;A)) =
⊕
t∈R
ind
CM (Z/p
rZ
CM′ (Z/p
rZ)E¯t
eHq(Γ′1,r(p
r), La(ρ⊗ χ;A))
Note that ν induces an isomorphism
CM (Z/p
rZ)/CM ′(Z/p
rZ)E¯t ∼= (r/p
rr)×/E¯t
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6.2 Hecke operators and Hida-Iwasawa algebra
We let act on (Sr(U),L
a(ρ ⊗ χ;A)) the so-called Hecke correspondences defined as follows.
Let S be the set of places of F occurring in level(U). Let U ′ = U1(p
r) and S(U ′) = Sr(U).
• for any h ∈ HSf ∩M4(Zˆ), that is, such that hv = 1 for v ∈ S or dividing p, we define
[U ′hU ′]: let U ′′ = U ′ ∩ hU ′h−1 and consider the map [h] : (S(U ′′) → (S(h−1U ′′h)
induced by right multiplication by h on H(A) and by pull-back by h on the sheaf
(without any action on the group La(ρ⊗ χ;A) itself). The diagram
S(U ′′)
[h]
→ S(U ′′)
↓ ↓
S(U ′) S(U ′)
(6.1)
induces on cohomology the desired action of [U ′hU ′]. Recall the classical Notation: for
v /∈ S (and prime to p):Tv = [U
′µ(12;̟v)U
′], Sv = [U
′diag(̟v ,̟v,̟v ,̟v)U
′] and
Rv = [U
′µ∗(1;̟v .12)U
′]− (Nv2 − 1)Sv
• for hp ∈ Dp, one considers similarly [U
′hpU
′] defined by the diagram 6.1 but for [hp]
acting on the La(ρ⊗χ;A)-bundle of S(U ′′) by (x, ℓ) 7→ (xh, h−1p ℓ). Here, Dp =
∏
v|pDv
denotes the subsemigroup of ZM (Qp) defined in Section 2.2.
• for h ∈ ZM (Zp), we let [U
′hU ′] act by normal action since ZM (Zp) viewed in U0(p
r)
normalizes U1(p
r).
• for z ∈ ZH(A), we let U
′zU ′ act by central action.
Remarks:
1) The normal action factors through ZM (Z/p
rZ).
2) Let
Ωr = {z ∈ ZH(r̂); z ≡ 1 mod.p
r}
and put
Rr = ZH(Q)\ZH(A)/ΩrZH(R)
+
then the central action factors through Rr.
Let
Wq(ρ) = lim
−→
r
eHq(Sr(U),L
a(ρ;A)) Wq∂(ρ) = lim−→
r
eHq∂(Sr(U),L
a(ρ;A))
where Hq∂(Sr(U),L
a(ρ;A)) is the cohomology of the boundary of the Borel-Serre compactifi-
cation of Sr(U). We define V
q(ρ) by the exact sequence
0→ Vq(ρ)→Wq(ρ)→Wq∂(ρ)
68
We also introduce the interior cohomology groups Hq! :
eHq! (Sr(U),L
a(ρ;A)) = Ker(eHq(Sr(U),L
a(ρ;A))→ eHq∂(Sr(U),L
a(ρ;A))
In particular,
Vq(ρ) = lim
−→
r
eHq! (Sr(U),L
a(ρ;A))
Definition 6.1 We define the nearly ordinary Hecke algebra hq,Sr,ρ (ψ ⊗ ε) of level U1(p
r)
(outside S) by as the O-subalgebra generated by the operators
• [U1(p
r)hU1(p
r)] (h ∈ HS,pf ),
• [U1(p
r)hpU1(p
r)] (hp ∈ Dp),
• [U1(p
r)hU1(p
r)] (h ∈ ZM (Z/p
rZ))
• and [U1(p
r)zU1(p
r)] (z ∈ Rr)
acting on eHq! (Sr(U),L
a(ρ;A)).
Remark:
One can also define similar Hecke operators of level U (replacing U1(p
r) by U). Then, an
important property of the isomorphism in Proposition 3.2 is that it commutes with the Hecke
operators for h ∈ HS,pf ; moreover for hp ∈ Dp, the corresponding operators are congruent
modulo p (on the prime-to-p level side, one has to divide [UhpU ] by the constant ω(hp)).
When r ≥ 1 grows, the endomorphisms [U1(p
r)hU1(p
r)] (h ∈ HSf ), [U1(p
r)hpU1(p
r)]
(hp ∈ Dp), [U1(p
r)hU1(p
r)] (h ∈ ZM (Z/p
rZ)) and [U1(p
r)zU1(p
r)] (z ∈ Rr) form a compatible
projective system; one can therefore consider the algebra
hq,Sρ⊗χ = lim←−
r
hq,Sr,ρ (χ)
By definition, it acts faithfully on Vq(ρ).
Definition 6.2 For any r ≥ 1, let Hr be the amalgamated sum:
Hr = ZH(Q)\ZH(A)/ΩrZH(R)⊕ZH(Z/prZ) ZM (Z/p
rZ)
where the amalgamation is taken for zp 7→ (α(z
−1
p ), β(zp)) where α is induced by the inclusion
Zp ⊂ A and β is given by the homomorphism ZH ⊂ ZM .
We put
H = lim
←−
r
Hr
69
We call it the Hida group of H.
The Hida-Iwasawa algebra Λ is defined as the projective limit of the group algebras
Λr = O[Hr]
for the natural transition homomorphisms:
Λ = O[[H]]
Remarks:
1) Let H(p) be the largest torsion-free pro-p subgroup of H and Λ(p) = O[[H(p)]]; then
H = Φ×H(p) where Φ is a finite group and Λ = Λ(p)[Φ] is the group algebra of Φ over Λ(p).
Let
Rr = ZH(Q)\ZH(A)/ΩrZH(R)× ZM ′(Z/p
rZ) and R = lim
←−
r
Rr
and R(p) its largest torsion-free pro-p subgroup. Note that since p is odd, there is a canonical
isomorphism:
H(p) ∼= R(p)× ZM ′(Zp)(p)
given by (z, t) 7→ (z, t′) where t = zpt
′, zp ∈ ZH(Zp)(p) and t
′ ∈ ZM ′(Zp)(p).
2) The relative Krull dimension of Λ over O is equal to the Zp-rank rp(H) of H; one has
rp(H) = 1 + δ +
∑
v|p rvdv where rv is the rank of CM ′v (that is, 1 if Πv is maximal and 2 if
Πv = B) and δ is the defect to the Leopoldt conjecture for (F, p). For instance, if Q is the
Borel subgroup, one has rp(H) = 2d+1+ δ. For the general definition of the Hida group, see
[36]. The number rp(H) is important for us since it will be the number of p-adic parameters
for the space of nearly ordinary deformations of a given nearly ordinary Hecke eigensystem.
For any r ≥ 1, the groupHr acts naturally on eH
q(Sr(U),L
a(ρ;A)) and eHq! (Sr(U),L
a(ρ;A))
by
< >r,ρ⊗χ: (z, t) 7→ [U1(p
r)ztU1(p
r)]
These actions are compatible when r grows; hence H acts on Wqρ⊗χ and V
q
ρ⊗χ These
actions can be extended uniquely by linearity into O-algebra homomorphisms
Λr → EndO(W
q
r,ρ⊗χ)
Λr → EndO(V
q
r,ρ⊗χ)
resp.
Λ→ EndO(W
q
ρ⊗χ)
Λr → EndO(V
q
ρ⊗χ)
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Definition 6.3 1) An arithmetic character θ of H is a continuous homomorphism θ : H→
O× such that its restriction to some p-adic open subgroup coincides with an algebraic character
of the algebraic group ZH × ZM .
2) It is called arithmetic dominant with respect to ρ if one can write for h = (z, t) ∈ H,
θ(h) = φ(z)ωεχ(t) where χ ∈ X
∗(CM ) is dominant with respect to ρ, ε : CM (Zp) → O
× has
finite order, φ is locally algebraic on R (and φ = ωεχ on (α(z
−1
p ), β(zp) for any zp ∈ ZH(Zp)).
Definition 6.4 For any arithmetic character θ of H dominant with respect to ρ,we define
the so-called arithmetic prime ℘θ of Spec Λ associated to θ as ℘θ : Ker( Λ→ O) where the O-
algebra homomorphism is defined by linearity and continuity from the group homomorphism:
h 7→ θ(h)). We say that ℘θ is algebraic if θ itself is algebraic.
6.3 Control Theorems
As in Section 3.5, we fix a Dedekind ring O0 in Q finite over Z, and for a prime p, we fix a
p-adic embedding ιp of Q, hence of O0, and we denote by O the completion of ιp(O0).
We obtain easily the following theorems of independence of the weight and of exact control
for the cohomology:
Theorem 6.1 For any ρ with H-admissible highest weight,
there is a canonical Hecke-equivariant isomorphism:
jχε : V
q
ρ
∼= V
q
ρ⊗χε
such that for ζ ∈ CM (Zp), we have
jχε(< ζ > c) = χε(ζ
−1) < ζ >χε jχε(c)
Let θ = φ ⊗ ωεχ be an arithmetic character of H where χ ∈ X
∗(CM ) is dominant with
respect to ρ and ε : CM (Z/p
rZ)→ O× Let Vr,ρ⊗εψ(φ) resp. V
3d
ρ (φ) be the largest submodule
of Vr,ρ⊗εψ resp. V
3d
ρ on which Φ acts via φ. Then, note that the natural map
V3dr,ρ⊗εψ → V
3d
ρ [ωεψ]
induces
V3dr,ρ⊗εψ(φ)→ V
3d
ρ [℘θ]
Theorem 6.2 Let ρ be any absolutely irreducible representation of MQ;
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1. Weak Control: Let p 6= 2 be an arbitrary rational prime. For any arithmetic character
θ of H regular dominant with respect to ρ and sufficiently separable (see Definition 4.6),
say θ = φ⊗ωεψ for ψ ∈ X
∗(CM ) dominant with respect to ρ and ε : CM (Z/p
rZ)→ O×,
the maps
V3dr,ρ⊗εψ(φ) → V
3d
ρ [℘θ]
W3dr,ρ⊗εψ(φ) → W
3d
ρ [℘θ]
have finite kernel and cokernel.
2. Strong Control: Assume moreover that ρ = ρ0 ⊗O0 O and that its highest weight is
regular, there exist a finite set of primes SU,ρ such that for p /∈ SU,ρ,
(i) for any q ∈ [0, 3d[,
Vqρ =W
q
ρ = 0
(ii) for any arithmetic character θ = φ ⊗ ωεψ of H as above, with the supplementary
condition that εψ is congruent to 1 modulo π, there are canonical isomorphisms
V3dr,ρ⊗εψ
∼= V3dρ [ωεψ]
W3dr,ρ⊗εψ
∼= W3dρ [ωεψ]
Proof: This results from the corresponding theorem (cf. thm 5.8 for Sp4) and from the
induction formula
V3dr,ρεψ =
⊕
t∈R
ind
CM (Z/p
rZ)
CM′ (Z/p
rZ)Et(pr)
eH3d! (Γ
′
1,t(p
r), La(ρ⊗ χ;A))
Theorem 6.3 Let F = Q. Let ρ be defined over O0; assume either
(i) for all t ∈ R, H iQ−no(Γ0,t(p), L
a(ρ;K/O) = 0 for i = 1, 2
or
(ii) ρ is regular and p does not divide
i=3∏
i=1
|H i(Γt, L0(ρ;O0)tors|,
then, for any arithmetic character θ of H dominant with respect to ρ, say θ = φ⊗ωεψ for
ψ ∈ X∗(CM ) dominant with respect to ρ, congruent to 1 mod. π and ε : CM (Z/p
rZ) → O×
a character congruent to 1 modulo π, there is a canonical isomorphism
V3r,ρ⊗εψ(φ)
∼= V3ρ [℘θ]
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Remark: IfQ is the Klingen parabolic or the Borel subgroup, it follows from K. Buecker’s
thesis [6] that the part of assumption (i) relative to i = 1 is satisfied. Note also that for (i)
to be fulfilled, it is sufficient that
H iQ−no(Γ
′
0,t(p), L
a(ρ;O/πO)) = 0
for i = 1, 2.
Proof : The proof is the same as for the previous Theorem 6.2, except that one uses here
Th 3.3 which does not require any assumption on p.
Let
Vr,ρεψ = HomO(V
3d
r,ρεψ,K/O)
and
Vρ = HomO(V
3d
ρ ,K/O)
Corollary 6.1 Let ρ and θ be as in Th.6.2 (Weak or Strong). The natural homomorphism
Vρ/℘θVρ → Vr,ρεψ(φ)
has finite kernel and cokernel in weak control case and is an isomorphism in the strong control
case.
Corollary 6.2 Under the same assumptions as in Th.6.2, Vρ is of finite type over Λ.
Proof: It is a simple application of the topological Nakayama’s lemma: let m be the
maximal ideal of Λ. We see from corollary 6.1 that Vρ/mVρ is a finite group.
Corollary 6.3 Let ρ be as in Th.6.2 (Weak or Strong). For any arithmetic character θ of
H dominant with respect to ρ and sufficiently separable, the natural homomorphism
h3d,Sρ ⊗ Λ℘θ/℘θ → h
3d,S
r,ρεψ ⊗K
is surjective with kernel contained in the radical.
Proof : We have to prove that a non trivial idempotent of the left-hand side does not map to
zero. Let e¯ be such an idempotent. By Hensel lemma, it lifts to an idempotent e of (h3d,Sρ )℘θ .
If e¯ maps to zero, by Corollary 6.1, we have
e.(Vρ)℘θ ⊂ ℘θ.(Vρ)℘θ
Since e is an idempotent, this implies that e = 0 and e¯ = 0.
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6.4 Structure over the Hida-Iwasawa algebra
We are going to prove that V3dρ is co-free over the Hida-Iwasawa algebra provided that p is
outside an explicit finite set of primes. In order to prove that result we need the following
general duality theorem. For any dominant character χ ∈ X∗(T ) corresponding to a triple
(a, b; c), we put χ∨ = (a, b;−c).
Theorem 6.4 The following pairing yields a perfect Pontrjagin duality
(−,−)χ : H
q
c,ord(Γ
′
0,t\X;L
a(ρ⊗ χ,O))⊗H6d−qord (Γ
′
0,t(p
r)\X;La(ρ∨ ⊗ χ∨;A))→ A
with A = K/O and (x, y)χ = ϕχ(x∪WΓ′0,t(pr))(y)) where ϕχ is induced by the natural pairing
between La(ρ⊗ χ;O) and La(ρ∨ ⊗ χ∨;O) and with WΓ′0,t(pr) ∈ GSp4(F ) normalizing Γ such
that WΓ′0,t(pr) ≡
(
02 12
pr12 02
)
mod U1(p
2r)
Proof: Recall Ar = p
−rO/O. Consider the following commutative diagram where r ≤ s:
Hq
c,ord
(Γ′0,t(p
r)\X, La(ρ ⊗ χ;As)) ⊗ H
6d−q
ord
(Γ′0,t(p
r)\X, La(ρ∨ ⊗ χ∨;As)) → H6dc (Γ
′
0,t(p
r)\X;As) ∼= As
‖ ‖ ‖
Hq
c,ord
(Γ′0,t(p
s)\X,La(ρ⊗ χ;As)) ⊗ H
6d−q
ord
(Γ′0,t(p
s)\X, La(ρ∨ ⊗ χ∨;As)) → H6dc (Γ
′
0,t(p
s)\X,As) ∼= As
‖ ‖ ‖
Hq
c,ord
(Γ′0,t(p
s)\X, V (ρ⊗ χ)⊗As) ⊗ H
6d−q
ord
(Γ′0,t(p
s)\X, V (ρ∨ ⊗ χ∨)⊗As) → H6dc (Γ
′
0,t(p
s)\X,As) ∼= As
The isomorphisms of the left hand side for compact support cohomology follow from versions
for compact support cohomology of
• Hida’s lemma for lowering the p-level (Lemma 3.1 above with the same proof).
• The contraction lemma (Proposition 3.1 above with the same proof).
The last line is exact by the Poincare´ duality theorem and the fact that (eQ)
∗ =WΓ′0,t(pr)eQ(WΓ′0,t(pr))
−1.
Now we get our result, taking inductive limite in the equality :
Hom(Hqc,ord(Γ
′
0,t(p
r)\X,La(ρ⊗ χ;As)), A) ∼= H
6d−q
ord (Γ
′
0,t(p
r)\X,La(ρ∨ ⊗ χ∨;As)).
Corollary 6.4 If p /∈ SU,ρ ∪ SU,ρ∨ then V
3d
ρ is cofree of cofinite type over the Hida-Iwasawa
algebra.
Proof: In order to get our result, we prove that H3dc,ord(Γ
′
0,t(p
r)\X,La(ρ⊗χ;A)) is p-divisible
for a densely populated set of sufficiently separable, regular dominant algebraic characters χ.
By the following exact sequence:
H3dc,ord(Γ
′
0,t(p
r)\X,La(ρ⊗ χ;K))→ H3dc,ord(Γ
′
0,t(p
r)\X,La(ρ⊗ χ;A))→
→ H3d+1c,ord (Γ
′
0,t(p
r)\X,La(ρ⊗ χ;O))→ . . .
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this will be true if we know that H3d+1c,ord (Γ
′
0,t(p
r)\X,La(ρ⊗χ;O)) is without p-torsion. But by
the previous theorem, the Pontrjagin dual of this group is H3d−1ord (Γ
′
0,t(p
r)\X,La(ρ∨⊗χ∨;A))
which is zero by theorem 6.2.(i) for p /∈ SU,ρ∨ .
Corollary 6.5 If p /∈ SU,ρ ∪ SU,ρ∨ then h
3d,S
ρ is torsion-free over the Hida-Iwasawa algebra.
6.5 Families of eigensystems
Definition 6.5 A family of Q-nearly ordinary Siegel-Hilbert cusp eigensystems of genus 2 is
the datum of an homomorphism of Λ-algebra from the universal Hecke algebra h3d,Sρ into a
finite and flat extension J of Λ(p).
λ : h3d,Sρ → J
The above definition is justified by the following:
Corollary 6.6 Let λ be such a family. For any arithmetic character θ of H separable and
dominant with respect to ρ, say θ = φ⊗ωεψ for ψ ∈ X
∗(CM ) dominant with respect to ρ and
ε : CM (Z/p
rZ)→ O× such that εψ is congruent to 1 modulo π. Then for any ℘′ prime ideal
above ℘θ, there is the following commutative diagram:
h3d,Sρ ⊗ Λ(p)/℘θ
λ mod ℘′
→ J/℘′
↓ ‖
h3d,Sr,ρ (φ⊗ εψ)
λ(ǫψ)
→ J/℘′
Proof :This results immediately from 6.3.
Corollary 6.7 Let π be a cuspidal representation of GSp4/F whose archimedian component
belongs to the discrete serie with cohomological regular weight θ0. Then there exists a finite
number of prime S(π) ⊃ Ram(π) such that if p /∈ S(π) and π is Q-ordinary at p there exist a
family of Q-nearly ordinary Siegel-Hilbert cusp eigensystems of genus 2 whose specialisation
mod. ℘θ0 “is” λπ the character of the Hecke algebra corresponding to π.
Proof : This results from the previous corollary, the torsion-freeness of the universal Hecke
algebra and the Going-Down theorem for lifting ideal in normal extensions.
7 Application to Galois Representations
We recall below some classical conjectures on Galois representations associated to cohomo-
logical automorphic representations. Let us start by some preliminaries. Recall we have fixed
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in the previous sections embeddings ιp and ι∞ of Q in Cp and C. Let π be a cohomological
cuspidal representation of GSp4/F . Then it must occur in
H3d(S(U);
⊗
σ∈IF
L(aσ ,bσ;cσ)(C))
where L(aσ ,bσ;cσ)(C) is the irreducible representation of GSp4/C of highest weight (aσ, bσ; cσ)
over which GSp4(F ) acts via ι∞ ◦ σ. Note that cσ is independent of σ (because it is the
infinite type of the central character of π); we denote sometimes this common value by c. We
denote by λπ the character of the Hecke algebra corresponding to π and by Eπ the subfield
of Q generated by the values of λπ; we embed it canonically in Qp via ιp.
Conjecture 2 Let π be a cohomological cuspidal representation of GSp4/F . There exists a
continuous Galois representation ̺π unramified outside Ram(π) ∪ Sp:
̺π : Gal(F¯ /F )→ GSp4(Q¯p)
such that for all prime w /∈ Ram(π)∪Sp the characteristic polynomial of ̺π(Frobw) is given
by λπ(Qw(X)) where
Qw(X) = X
4 − TwX
3 + qw(Rv + (1 + q
2
w)Sw)X
2 − q3wTwSvX + q
6
wS
2
w.
For F = Q, if π has multiplicity one this conjecture results from works of Laumon [23](for
trivial coefficients) and Weissauer [46]. In general for F = Q, Weissauer has proven the
existence of a 4-dimensional Galois representation associated to π when π∞ is holomorphic.
It seems the general case where π∞ is in the cohomological discrete series can be treated in a
similar manner, although details have not been written (oral communication of R. Weissauer).
Definition 7.1 For each v ∈ Sp, let IFv the set of embeddings of Fv in Qp. Then by the
choice of ιp, we can identify IF and
⊔
v∈Sp
IFv by σ 7→ ιp◦σ. For any σ ∈ IF , we set v = vσ ∈ Sp
the place of F dividing p associated to ιp ◦σ. For each v ∈ Sp, we identify GFv = Gal(F¯v/Fv)
with a decomposition subgroup at v of Gal(F¯ /F ). We denote by ̺π,v, the restriction of ̺π to
GFv .
The conjectural local properties at places dividing p are given by:
Conjecture 3 We keep the hypothesis of Conjecture 2. Then for all v ∈ Sp, we have
(i) ̺π,v is Hodge-Tate, and for all σ ∈ IFv , the Hodge-Tate weights associated to σ are:
(aσ + bσ + cσ)/2 + 3, (aσ − bσ + cσ)/2 + 2, (−aσ + bσ + cσ)/2 + 1,
and (−aσ − bσ + cσ)/2
moreover the four corresponding Hodge numbers are equal.
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(ii) Assume that π is unramified at v. Then ̺π,v is crystalline in the sense of [10].
(iii) Assume that π is unramified at v. Then the characteristic polynomial of the crystalline
Frobenius acting on the filtered ϕ-module associated to ̺π,v is λπ(Qv(X)).
Comments: (i) Assume that F = Q, π is unramified at p. If π is endoscopic, it comes
from cuspidal representations (σ1, σ2) for GL2 and its Galois representation is Hodge-Tate
because those associated to σ1 and σ2 are. If not, then the existence of ̺π is also known,
and it is constructed as a submodule of the sum of four copies of the etale cohomology of
the Siegel variety of level prime to p (see [46] and [23]). Therefore, by the etale-crystalline
comparison theorem of Faltings [9], it is crystalline at p hence Hodge-Tate. The fact that the
four Hodge-Tate weights occur should come from the stability of the L-packet at infinity (i.e.
πf ⊗ π
H
∞ is automorphic if and only if πf ⊗ π
W
∞ is, assuming that π is not endoscopic). This
also implies that the four archimedean Hodge numbers are equal. This motivates statement
(i). Statement (iii) is investigated in [42]. A proof thereof seems accessible.
Let v ∈ Sp; as a p-adic valuation of F , we normalize it by v(p) = 1. Let us denote by
α0, α1, α2, α3 the p-adic valuations of the roots of λπ(Qv(X)) written in increasing order.
Recall that ev, resp. fv, denotes the ramification index, resp. the residual degree of Fv. Then
we have
Lemma 7.1 If π is Q-ordinary, we have
α0 + α3 = α1 + α2 = fv(3 + c)
and
• If Qv = P , α0 =
1
2ev
∑
σ∈IFv
(c− aσ − bσ).
• If Qv = P
∗, α0 + α1 = fv +
1
ev
∑
σ∈IFv
(c− aσ).
• If Qv = B, α0 =
1
2ev
∑
σ∈IFv
(c− aσ − bσ) and α1 = fv +
1
2ev
∑
σ∈IFv
(c+ bσ − as).
Proof: It will follow from the calculation of the v-order of the coefficient of λπ(Qv(X))
adapted to Qv . As explained in the beginning of Section 3.5, we consider the Hecke operator
T 0Qv defined in terms of the action by ωv(d
−1) · ρv(d)) (for d ∈ Dv) on
H3d(S(U);
⊗
σ∈IF
L(aσ ,bσ;cσ)(C))
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The Qv-ordinarity condition says that the image of T
0
Qv by λπ is a v-adic unit. One has
ωv(dv) = e
−1
v ·
∑
σ∈IFv
(c − aσ − bs)/2 for Qv = P , resp. ωv(dv) = e
−1
v ·
∑
σ∈IFv
(c − aσ); for
Qv = B, there two elements dv, and the two previous formulas occur. For Qv = P
∗, we thus
have
v(λπ(Tv)) = e
−1
v ·
∑
σ∈IFv
(c− aσ − bs)/2
similarly, for Qv = P
∗,
v(λπ(qvRv) = fv + e
−1
v ·
∑
σ∈IFv
(c− aσ)
and both for the Borel case
Definition 7.2 Let v ∈ Sp. A weight ((aσ , bσ; cσ))σ∈IFv is called v-admissible if and only if
the corresponding four Hodge-Tate weights given by the conjecture above are independent of
σ ∈ IFv .
Proposition 7.1 We assume the hypothesis and conclusions of conjectures 2 and 3 and that
π is Q-ordinary with separable weight (cf. definition 4.6). Then the local representations ̺π,v
takes values in a conjugate of Q∗v(L) where Q
∗
v is the Langlands’dual of Qv (i.e. Q
∗
v = P
∗
(resp. P and B) if Qv = P (resp. P
∗ and B).
Proof : This is a consequence of Lemma 7.1 and Corollary B.1 (see the appendix B).
Thereafter we give another proof in the case where v is admissible because it is the special
case for which the Newton and Hodge polygons meet. In the other cases, they never meet as
it can be easily checked (see the last remark of the appendix B). We take the opportunity to
thank H. Hida for pointing out to us that the assumption of p-admissibility is not satisfied
in general for ordinary cuspidal automorphic forms. This led us to write the appendix B.
We use the terminology of [10]. Let L be a field of coefficients of ρπ, finite over Qp,
of degree, say ℓ. Choose σ ∈ IFv and let us denote by Dcris(̺π,v) = Dcris,σ(̺π,v) =
(V (̺π,v) otBcris)
GFv the filtered ϕ-module constructed ”a` la Fontaine” where the action
of GFv on Bcris is done through σ. It is an L ⊗ Fv,0-module where Fv,0 is the maximal
unramified extension of Qp contained in Fv . By Conjecture 3.(ii), its Fv,0-dimension is equal
to 4ℓ. An easy argument shows in fact that each eigenspace D[t] given by the slope t of the
crystalline Frobenius is free of rank 1 over L ⊗ F σv,0. By Conjecture 3.(i), the Hodge-Tate
eigenspaces have same Fv-dimension hence are of dimension ℓ. Thereafter, we construct the
Hodge polygon, resp. Newton polygon by applying to the coordinates an homothety of factor
ℓ−1. Let σ any element in IFv .
After a Tate twist, we can assume that c = aσ + bσ. By Conjecture 3.(i) the Hodge-Tate
weights are (aσ+ bσ+3, aσ+2, bσ+1, 0). and the Hodge polygon of Dcris(̺π,v) is the convex
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envelope of the set of points:
PHodge = {(0, 0), (1, 0), (2, bσ + 1), (3, aσ + bσ + 3), (4, 2aσ + 2bσ + 6)}
Let us denote by (ti)0≤i≤3 the slopes of the absolute Frobenius ϕ. ¿From the point (iii) of
the conjecture 3, they are given by divising the valuations αi of the lemma 7.1 by fv (recall
that the relative Frobenius is the ϕfv). Since the weight is supposed to be v-admissible, it
gives rise thus to the following Newton polygons:
PPNewton = {(0, 0), (1, 0), (2, t1), (3, aσ + bσ + 3), (4, 2aσ + 2bσ + 6)}
PP∗Newton = {(0, 0), (1, t0), (2, bσ + 1), (3, aσ + bσ + t0 + 3), (4, 2aσ + 2bσ + 6)}
PBNewton = {(0, 0), (1, 0), (2, bσ + 1), (3, aσ + bσ + 3), (4, 2aσ + 2bσ + 6)}
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The case Qv = B
In the case, Qv = B we see immediately that Dcris(̺π,v) is ordinary in the sense of [26].
In the case Qv = P (resp. Qv = P
∗), Filaσ+bσ+3Dcris(̺π,v) (resp. Fil
aσ+2Dcris(̺π,v)) is a
weakly admissible submodule of Dcris(̺π,v) and therefore admissible by [10] prop. 5.4.2. For
F σv,0 as above, we denote by Vcris : M 7→ (Bcris ⊗Fσv,0 M)ϕ=id the quasi-inverse functor of
Dcris. It is defined on the category of admissible filtered ϕ-module. Then,
• if Qv = P , ̺π,v leaves stable the 1-dimensional subspace
Vcris(Fil
aσ+bσ+3Dcris(̺π,v)) ⊂ V (̺π,v),
hence takes values in P ∗(L),
• if Qv = P
∗, it leaves stable the 2-dimensional subspace
Vcris(Fil
aσ+2Dcris(̺π,v)) ⊂ V (̺π,v))
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hence falls in P (L),
• if Qv = B, it leaves stable the three-step filtration defined by the above submodules,
hence it falls in B(L).
Let us apply these considerations to a family of nearly Q-ordinary cuspidal Siegel modular
forms.
Theorem 7.1 Let λ : h3d,Sρ → J be a family of nearly Q-ordinary cuspidal Siegel eigensys-
tems such that Conjecture 2 is true for λ mod P for a densely populated set of arithmetic
primes P . Then there exist a finite extension F of the fractions field FJ of J and a unique
semi-simple Galois representation:
̺λ : Gal(F¯ /F )→ GL4(F)
such that
1. It is unramified outside Sp ∪ S such that for all prime v /∈ S ∪ Sp the characteristic
polynomial of ̺λ(Frobv) is given by λ(Qv(X)),
2. If moreover we assume Conjecture 3 for λ mod P for a densely populated set of separable
algebraic primes P , the local representations ̺λ,v = ̺λ|Gal(F¯v/Fv) takes values in the F-
point of a parabolic subgroup of GL4 whose the trace on GSp4 is conjugate to Q
∗
v where
Q∗v is the Langlands’dual of Qv (i.e. Q
∗
v = P
∗ (resp. P , B) if Qv = P (resp. P
∗, B).
Proof : By corollary 6.6, the existence of the representation ̺λ results from the exis-
tence of the 4-dimensional representations ̺λ mod P and the theory of (degree 4) pseudo-
representations developed by R.Taylor (cf. [33]).
Let us prove the second statement for instance for Qv = P
∗, as the proof is analogous in
other cases. We first establish a lemma. Let E be a finite extension of Qp.
For any J = OE [[T1, . . . , Tr]]/a ,we put Jˆδ = Cp< T1, . . . , Tr >δ /aˆ
where Cp< T1, . . . , Tr >δ is the ring of power series converging on the closed polydisk D
r
p(δ)
of Crp of radius δ ∈]0, 1[ and aˆ is the closure of the ideal of Cp < T1, . . . , Tr >δ generated
by a. A map from Spec(J)(Cp) ∩D
r
p(δ) to Cp will be called analytic, if it is defined by an
element of Jˆδ.
Lemma 7.2 Let E be a finite extension of Qp and ̺J be a continuous representation of
Gal(E¯/E) on a J-lattice L(̺J) of a FJ-vector space V (̺J). Assume there exists a densely
80
populated set X ⊂ Spec(J)(L) where L/Qp is finite such that for all P ∈ X , ̺J mod P exists,
is Hodge-Tate and stabilizes a subspace V1(P ) ⊂ L(̺J)⊗J/P such that the Hodge-Tate weights
of V1(P ) vary analytically and are different from those of V2(P ) = (L(̺J)⊗J/P )/V1(P ). Then
there exists V1 ⊂ L(̺J) stable by Gal(E¯/E) and such that V1 mod P ∼= V1(P ) for all P ∈ X .
Proof : The proof relies on results of Sen [30], [31]. Let R = EndJ(L(̺J) ⊗ Jˆδ).
According to [31], there exists ϕJ ∈ R such that for all P ∈ X ϕJ mod P is the operator
defined in [30] associated to the representation ̺J and therefore is semisimple with integral
eigenvalues corresponding to the Hodge-Tate weights. By our hypothesis, there exist elements
k1, . . . ,kt ∈ Jˆδ such that {k1 mod P, . . . ,kt mod P} are the Hodge-Tate weights of V1(P ).
If we denote by Φ1 =
∏t
i=1(ϕJ − ki). Since the eigenvalues ki(P ) do not occur in V2(P ),
we have V1(P ) ⊗ Cp = Ker Φ1 mod P . We consider V1(Jˆδ) = Ker Φ1 ⊂ L(̺J) ⊗ Jˆδ and
V1 = V1(Jˆδ) ∩ L(̺J). Therefore for all P ∈ X such that (V1)P and L(̺J)P is free over JP
(this is a Zariski-open condition), we have V1(P ) = (V1) ⊗ JP/P . Therefore V1 ⊗ JP/P is
stable by Gal(E¯/E) for densely populated P and thus V1 is stable by Gal(E¯/E) too.
Let us come back to the proof of the theorem.
Let ̺λ,v be the restriction of ̺λ to GFv . So, we are going to see that the hypotheses
of Lemma 7.2 are satisfied by the representation V = IndFvQp̺λ,v. Let us denote by I the
integral closure of J in F . Let L be a stable I-lattice of V and X ⊂ Spec(I)(Q¯p) be the set
of sufficiently regular and separable algebraic primes (or arithmetic of level at most p) such
that LP is free over IP . For such P ’s, the Hecke eigensystem λ modulo P corresponds to
a cuspidal representation of level prime to p by Proposition 3.2 and we can therefore apply
Proposition 7.1 (in fact lemma 7.1 and corollary B.1 of the appendix): For all P ∈ X , let
(aσ, bσ ; c)σ∈IF be the algebraic and separable character associated to λ modulo P . Then for
iP = Infσ∈IFvaσ − bσ + cσ)/2 + 2
V1(P ) = Vcris(Fil
iPDcris,σ(Ind
Fv
Qp
LP ⊗ IP /P ))
is a GQp-stable subspace of LP ⊗ IP /P (cf. appendix B); its Hodge-Tate weights {(aσ +
bσ + cσ)/2 + 3, (aσ − bσ + cσ)/2 + 2}σ∈IFv are different from those of V2(P ). One sees easily,
using the series logp(1 + T )/logp(1 + p) ∈ Jˆδ, that the Hodge-Tate weights of our V1(P )
are expressed analytically in terms of P . Thus, Lemma 7.2 applies and we note V1 ⊂ V the
corresponding stable subspace. We can now conclude as in the end of the proof of Proposition
B.1 by considering the Res
GQp
GK
V1 ⊂ Res
GQp
GK
V .
Comment: This Theorem admits an integral version if one assumes that the reduction
¯̺λ of the representation ̺λ is absolutely irreducible: in this situation, one can use a theorem
of Nyssen [25] to construct a representation ̺λ into GSp4(J) and even to GSp4(T) where T
is the local component of h3d,Sρ attached to ¯̺λ. One can then prove the analogue of Theorem
7.1. This gives rise to a Λ-algebra homomorphism from the universal ring of nearly ordinary
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deformations of ¯̺λ to T. The possibility that it is an isomorphism for Q = B was raised in
[36] and more precisely in [37], and was at the origin of the present work as an analogue of
[48] in the symplectic case. We hope to come back subsequently to this topic.
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A Cohomology of the Siegel-Hilbert variety
The purpose of this appendix is to apply some results of J.Franke in order to prove some
facts on the cohomology of the 3d-dimensional Siegel-Hilbert variety. We are following very
closely the formulation of [45].
Let us introduce the Notation we need. Let g10 = LieQ(Res
F
QSp4/F ). We denote
by A0 be the maximal Q-split sub-torus of the diagonal torus of Res
F
QSp4/F . Let a0 =
LieQ(A0) ⊗Q R. Then a
∗
0 = R.λ1 ⊕ R.λ2 where λ1(diag(x1, x2,−x1,−x2)) = x1 and
λ2(diag(x1, x2,−x1,−x2)) = x2. We set α1 = λ1 − λ2 and α2 = 2λ2.
For PΣ = P (resp.P
∗, B) be the standard Siegel parabolic (resp. Klingen parabolic, Borel)
subgroup of G. Let AΣ be the maximal Q-split sub-torus of the center of MΣ the standard
Levi of PΣ. We set aΣ = LieQAΣ ⊗Q R ⊂ a0. Then
aP = Ker(α1) aP ∗ = Ker(α2) and aB = a0
and we have
a∗P = R.(λ1 + λ2) a
∗
P ∗ = R.λ1
Let I∞ the set of embedding of F in C, then
g1 = LieQ(Res
F
QSp4/F )⊗Q C = ⊕σ∈I∞ sp4(C)σ
Let h = ⊕σ∈I∞hσ ⊂ g
1 where hσ is the diagonal Cartan algebra of sp4(C)σ we denote by
(λ1,σ, λ2,σ) its canonical basis (with obvious notation). We denote also for any Σ, hΣ,σ =
LieF (AΣ ⊗ F )⊗F,σ C.
The Weyl group W is obviously isomorphic to the product
∏
σWσ where each Wσ is the
Weyl group associated to the σ-component and is generated by sα1,σ and sα2,σ . For any
parabolic PΣ, we set W
Σ the subset of W of elements w such that w−1(α) > 0 for all positive
roots α of the Levi component of PΣ.
For any weight λ ∈ h∗, we denote by λσ its canonical projection on a
∗
Σ (induced by the
injection aΣ ⊗R C ⊂ h of Re(λ)). Note that the projection Re(λ)|hΣ
and λΣ are different:
the first one is product over σ ∈ I∞ of the restrictions of Re(λ)σ to hΣ,σ while the second is
a restriction of Re(λ) to aΣ ⊗C = a0 ⊗C ∩ hΣ. Then if λ =
∑
σ∈I∞ xσ.λ1,σ + yσ.λ2,σ then
• λB =
∑
σ∈I∞ Re(xσ)λ1 +Re(yσ)λ2
• λP =
1
2
(∑
σ∈I∞ Re(xσ + yσ)
)
.(λ1 + λ2)
• λP ∗ =
(∑
σ∈I∞ Re(xσ)
)
.λ1
Let us denote by C the Weyl chamber in a∗0 defined by
C = {(x, y) = x.λ1 + y.λ2 with x ≥ y ≥ 0}.
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For λ, λ′ ∈ a∗0, we write λ ≻ λ
′ if λ − λ′ ∈ C. This defines a partial order; we are interested
in maximal elements of finite subsets of a∗. For any λ ∈ a∗0 we denote by [λ] the projection
of λ on the convex C and for any finite subset Θ ⊂ C we define by induction on p ≥ −1, Θp
the set of maximal elements of Θ − ∪p−1i=0Θ
i and Θ−1 = ∅. For any dominant weight λ ∈ h∗
and p ∈ N, we set:
WΣ(λ, p) = {w ∈WΣ; s. t. − w(λ+ ρ)Σ ∈ [W (λ+ ρ)]
p}.
WΣ(λ) =
∐
p
WΣ(λ, p)
Note that WΣ(λ) does not contain id.
Then the result of Franke we like to use in our situation is the following:
Theorem A.1 (Franke) Let K be an open compact subgroup of GSp4(A
∞
F ) then there exist
a spectral sequence whose Ep,q1 -term is given by:
Hp+q(2) (GSp4(F )\GSp4(AF )/K.KR, E
G
λ )⊕Σ∈{B,P,P ∗} ⊕ w ∈ WΣ(λ, p)
l(w) ≤ p+ q
H
p+q−l(w)
(2) (MΣ(Q)\MΣ(A)/(K.KR ∩MΣ(A)), E
MΣ
w(λ+ρ)−ρ(−w(λ+ ρ)Σ)
and abutting on
Hp+q(GSp4(F )\GSp4(AF )/K.KR, E
G
λ )
where H(2) stands for L
2-cohomology.
Lemma A.1 Let λh∗ be a regular weight. Then for any Σ and any w ∈WΣ(λ), w(λ+ρ)−ρ
viewed as a weight of MΣ is regular.
Proof: It is an easy calculation. Let us verify it of PΣ = P
∗. In that case, (WΣ)σ =
{id, s1, s1s2, s2s1s2}. We need to project for each σ ∈ I∞ wσ(λσ + ρσ) − ρσ on R.α2 along
R.α1 and check that the projection is on the upper half-line. For λσ = (x, y) (x > y > 0)
and for wσ ∈ (W
Σ)σ of length 0, 1, 2, 3, we find respectively y, x+1, x+1, y which are strictly
positive if λ is regular.
Corollary A.1 If λ is regular, then we have
Hq(GSp4(F )\GSp4(AF )/K.KR, E
G
λ ) = 0
for q < 3d.
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Proof: The summands of Franke’s Ep,q1 involve all Levi subgroups of Sp4: first for Sp4 itself,
we know that the L2-cohomology of Sp4 with regular weight coefficients is non zero only in
degree 3d (this results from Vogan-Zuckerman classification of unitary representations occur-
ing in the cohomology). Then, let us consider a summand of Franke’s Ep,q1 corresponding to
a type Σ ∈ {P,P ∗, B}. For the Levi subgroups of the maximal parabolics, the corresponding
factors vanish unless p + q − l(w) = d;this results from the calculation of the relative Lie
algebra cohomology of SL2 using the classification of cohomological unitary representations.
For the Borel, the corresponding factors vanish unless p+q− l(w) = 0. Let us examine which
w does occur in the sum. For any w ∈WΣ(λ, p) such that
H
p+q−l(w)
(2) (MΣ(Q)\MΣ(A)/(K.KR ∩MΣ(A)), E
MΣ
w(λ+ρ)−ρ)(−w(λ+ ρ)Σ)) 6= 0
the central character of EMΣw(λ+ρ)−ρ)(−w(λ+ρ)Σ) needs to be trivial on the rational points of the
center ofMΣ. Therefore since F is totally real, the σ-components of w(λ+ρ)|hΣ
do not depend
on σ ∈ I∞; let µ be the common value of these components. We have w(λ+ ρ)Σ = d.Re(µ).
Since w ∈WΣ(λ), we have Re(µ) < 0, so for any σ ∈ I∞, −w(λ+ ρ)hΣ,σ
∈ Cσ.
• For Σ = P ∗, resp.P , we find that wσ ∈ {s1s2,−s1}, resp. wσ ∈ {s2s1,−s2}, so
length(wσ) ≥ 2 and l(w) ≥ 2d. On the other hand, we have p+ q = l(w) + d; therefore
we conclude p+ q ≥ 3d.
• for Σ = B, one has −w(λ + ρ)σ ∈ Cσ, hence w = −id, so length(wσ) = 4 and p + q =
l(w) = 4d.
This concludes the proof.
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B A remark on ordinary representations
Let K be a finite extension of Qp of degree d = [K : Qp]. Let ρ be a representation of
Gal(K¯/K) on a E-vector space V for E ⊂ Qp a finite extension of Qp. Let Bcris and BHT
be the usual Fontaine’s rings. We consider Qp naturally embedded in BHT . We denote by
IK the set of embeddings of K in Q¯p. Then for all σ ∈ IK , we set
DHT,E,σ(V ) = (V ⊗E BHT )
GK
This is a K-vector space. We first assume that V is Hodge-Tate. That means that for all
σ ∈ IK
dimKDHT,E,σ(V ) = dimEV = n
and we denote by (a1σ , . . . , a
kσ
σ ) the corresponding Hodge-Tate weights with a
1
σ < . . . < a
kσ
σ .
We denote by with h1σ, . . . , h
kσ
σ the corresponding Hodge numbers (i.e h
i
σ is the dimension
over Qp of the a
i
σ-component of DHT,E,σ(V )) .
Next, we assume that V is cristalline. Following Fontaine, we set
Dcris,σ(V ) = (V ⊗Qp Bcris)
GK
where Bcris is endowed with the action of GK via σ. Then Dcris,σ is a K0 vector space for
K0 the maximal unramified extension of Qp contained in K. Saying that (V, ρ) is cristalline
means that for all σ ∈ IK we have
dimK0Dcris,σ(V ) = dimE(V )
The absolute Frobenius ϕ acts on the Dcris,σ and it is not difficult to see that its slopes
are independent of σ ∈ IK . Let us denote them by α1 < . . . < αl and let us call di the
multiplicity (which is independent of σ) of the slope αi in Dcris,σ(V ).
Remark: If V is cristalline, it is a fortiori Hodge-Tate. However note that, it does not
make sense in general to consider Dcris,E,σ because we cannot embed E in Bcris (e.g. if E
is ramified). Moreover even if E is unramified this E component would not be stable by the
action of the absolute Frobenius ϕ.
In this appendix we want to overcome a difficulty mentioned in the introduction, namely
that when K 6= Qp, it may well occur that the Hodge polygons (indexed by σ ∈ IK) never
meet the Newton polygon. Since our main tool for showing the ordinarity is precisely that
when these polygons meet at an integral point, it yields a filtration of filtered ϕ-modules, this
creates a problem. The idea, to overcome this, is to work with the induced representation,
provided one assumes a “separability” condition which permits to relate the Hodge polygon
of V and that of its induction to Qp.
We make the following assumptions:
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(Indep I) The number kσ of Hodge-Tate weights is independent of the embedding σ; we note
it k.
(Indep II) The Hodge numbers are independent of the embedding σ we denote them by
h1, . . . , hk.
These conditions are naturally satisfied if V comes from the p-adic etale realisation of a
motive. We will consider in the proposition below the following hypothesis:
(Sep t) For all σ, σ′ ∈ IK , we have a
t
σ < a
t+1
σ′ .
Then we prove the following proposition:
Proposition B.1 We assume that for some t, the condition (Sep t) is satisfied and that
t∑
i=1
hi
∑
σ∈IK
aiσ = [K : Qp].
t∑
i=1
αidi and
t∑
i=1
hi =
t∑
i=1
di
Then there exists in V a E-subspace V ′ of dimension
∑
i>t hi over Qp which is stable
under the action of GK . Moreover the Hodge-Tate weights of V
′ associated to σ ∈ IK are
at+1σ , . . . , a
k
σ with Hodge numbers ht+1, . . . , hk.
Proof. Let us consider W = Ind
GQp
GK
V the induced representation of GQp = Gal(Qp/Qp).
Then the Hodge-Tate weights of W are {a1σ, . . . , a
kσ
σ ;σ ∈ IK} with Hodge numbers equal to
hi for each a
i
σ, σ ∈ IK is. By the assumption (Sep t), we see that the point
([K : Qp].
t∑
i=1
hi,
t∑
i=1
hi
∑
σ∈IK
aiσ)
is a vertex of the Hodge polygon of W .
The slopes of the absolute Frobenius acting on Dcris(W ) = (W ⊗Qp Bcris)
GQp are
α1, . . . , αl with multiplicity [K : Qp].di for the slope αi. Therefore, the point
([K : Qp].
t∑
i=1
di, [K : Qp].
t∑
i=1
αidi)
is a vertex of the Newton polygon of W .
Under the assumptions of the Proposition, the two vertices described above are the same
and the Newton and Hodge polygons meet at that vertex. Therefore for i = Infσ∈IKa
t+1
σ ,
the subspace
W ′ = Vcris(Fil
iDcris(W )) = (Bcris ⊗ Fil
iDcris(W ))
ϕ=id
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is of dimension [K : Qp](
∑
i>t hi) and is stable under GQp . Its restriction to GK splits into
[K : Qp] subspaces permuted by the action of Gal(Qp/Qp) whose component V
′ in V (for a
choosen embedding of V in Res
GQp
GK
W ) satisfies the conclusion of the proposition. The details
are left to the reader.
The following corollary is straightforward:
Corollary B.1 We assume that all the Hodge numbers and all multiplicities of slopes are
equal to h. Let (ti)1≤s≤r be some integers with 0 < t1 < . . . < tr ≤ k such that for all
s ∈ {1, . . . , r}, (Sep ts) is satisfied and
ts+1∑
i=ts+1
αi =
ts+1∑
i=ts+1
1
[K : Qp]
∑
σ∈IK
aiσ
then there exists a filtration of E-vector spaces Vr ⊂ . . . ⊂ V0 = V stable under the action of
GK such that for all i, dimQpVi = h.ti and the Hodge-Tate weights of Vi/Vi+1 associated to
σ ∈ IK are a
ti+1
σ , . . . , a
ti+1
σ with same Hodge numbers.
Remark Note that this Corollary allows us to conclude that the representation ρ is ordinary
for the Parabolic subgroup P of GLn whose Levi is GLn1 × GLn2 × . . . × GLnr+1 with
ni = h(ti − ti−1)/[E : Qp] (i.e the image of the representation falls in a conjugate of P ),
even if the Newton polygon of ρ never meets the Hodge polygon associated to any embedding
σ ∈ IK (that is, Newton is strictly above Hodge). This does happen if the Hodge polygons
for various σ do not coincide (that is, when the assumption of admissibility of Definition 7.2,
with Fv = K does not hold).
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