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In grid computing, if the system load in each of resources is nearly equal, it indicates 
correct use of resources. In this thesis , an  agent based load balancing model is presented. 
In addition of balancing the load in grid by job migration technique , or by moving an 
entire process to a underloaded resources. The proposed agent based load balancing model 
aims to take benefit of the agent‟s characteristics to generate an autonomous system. It also 
has a distinct advantage over other agent based load balancing models on resource 
utilisation. The performance evaluation appears that the proposed algorithm can enhance 
the overall performance of grid computing. 
Keywords: Grid Computing; Job Migration; Load Estimation; Performance Metrics; 
Resource Utilization; Queue Length; CPU Usage ; Multi-agent system 
Résumé 
En grille de calcul, si la charge du système dans chacune des ressources est presque 
égale, cela indique une utilisation correcte des ressources. Dans cette thèse, un modèle 
d'équilibrage de charge basé sur des agents est présenté. En plus d'équilibrer la charge dans 
la grille par la technique de migration des processus ou en déplaçant un processus vers des 
ressources sous-chargées. Le modèle d‟équilibrage de charge basé sur l‟agent proposé vise 
à tirer parti des caractéristiques de l‟agent pour générer un système autonome. Il a 
également un avantage distinct sur les autres modèles d'équilibrage de charge basés sur les 
agents sur l'utilisation des ressources. L'évaluation des performances montre que les 
algorithmes proposés peuvent améliorer les performances globales du grille de calcul. 
Mots-clés: Grille de calcul ; Migration de processus; Estimation de charge; Indicateurs 
de performance; Utilisation des ressources; Longueur de la file d'attente; L'utilisation du 











تقشَبًا ، فهزا َشُش إنً  يتغاوٌفٍ دىعبت انشبكت ، إرا كاٌ تذًُم انُظاو فٍ كم يٍ انًىاسد 
َتى تقذَى ًَىرج يىاصَت انتذًُم عهً أعاط انىكُم.  األطشودت،االعتخذاو انصذُخ نهًىاسد. فٍ هزِ 
م انىظُفت ، أو عٍ طشَق َقم انعًهُت باإلضافت إنً يىاصَت انتذًُم فٍ انشبكت بىاعطت تقُُت تشدُ
بأكًهها إنً يىاسد َاقصت . َهذف ًَىرج يىاصَت انتذًُم انًقتشح عهً أعاط انىكُم إنً االعتفادة يٍ 
خصائص انىكُم إلَشاء َظاو يغتقم. كًا أٌ نذَها يُضة واضذت عهً ًَارج يىاصَت انتذًُم انًعتًذة 
َظهش تقُُى األداء أٌ انخىاسصيُت انًقتشدت ًَكٍ أٌ تعضص  عهً انعىايم األخشي فٍ اعتخذاو انًىاسد.
 .األداء انكهٍ نهذىعبت انشبكُت
طىل  ;اعتخذاو انًىاسد ;يقاَُظ األداء ;تقذَش انذًم ;هجشة انىظائف ;: شبكت انذىعبتكلمات البحث
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A cours de ces dix dernières années, l'état de l'informatique a connu une suite de plates-
formes et des améliorations environnementaux [80]. Ces améliorations incluent le 
développement évolutifs dans l'exploitation plateforme de système, l'architecture de la 
machine , la connectivité réseau et la charge de travail de l'application. Donc au lieu 
d'utiliser un ordinateur central à résoudre des problèmes de calcul ,on utilise un système de 
calcul parallèle et distribué ,ce système utilise plusieurs ordinateurs pour résoudre des 
problèmes à grande échelle sur internet. Le système distribué devient adéquat aux calculs 
intensifs et aux traitements des données massives. Ces applications à grande échelle ont 
évidemment amélioré la qualité de vie dans tous les aspects de notre civilisation[81]. 
Ce contexte a motivé la communauté informatique à s'intéresser aux architectures 
distribuées à large échelle, afin d'offrir des solutions pour le calcul distribué à un plus 
grand nombre d'applications et d'utilisateurs. 
Les grilles de calcul sont de ce fait, des systèmes distribués à grande échelle, de 
composition hétérogène et dynamique. Ce sont là, leurs principales caractéristiques que 
nous allons aborder tout au long de cette thèse. 
L'intérêt de ce nouveau concept de calcul réside dans le fait qu'il ne demande pas 
d'infrastructures spécifiques ou particulières. En effet, le déploiement d'une infrastructure 
de type grille peut se faire avec des machines classiques (PC, calculateurs parallèles, 
stations de travail , etc.) et en utilisant comme infrastructure réseau, le réseau Internet. Si le 
déploiement de ce type d'infrastructure est relativement simple, leur exploitation est assez 
complexe. Cette complexité est dûe principalement à leur attribut fortement hétérogène. En 
effet, les grilles de calcul présentent quatre niveaux d'hétérogénéité : au niveau système 
d'exploitation , au niveau matériel, , au niveau environnements de développement des 
applications ,et au niveau réseau[82]. 
les grilles de calcul est distribuées, c‟est-à-dire, répartie sur un grand nombre de 
machines, le plus souvent hétérogènes et sujettes aux pannes. Ceci constitue un ensemble 
de contraintes fortes qui doivent être satisfaites si l‟on désire que les grille de calcul soient 
exploitable par des utilisateurs qui n‟auront pas à se préoccuper du fonctionnement interne 






nombre d'outils , de méthodes, et de techniques pour prendre en charge les caractéristiques 
des grilles  . Aussi les travaux, présentés dans cette thèse, tentent d'arborer quelques 
solutions à la prise en charge de ces caractéristiques au niveau gestion des ressources de 
calcul d'une grille. 
Problématique et Motivations 
Une Grille de Calcul est une infrastructure virtuelle constituée d‟un ensemble 
coordonné de ressources informatiques potentiellement partagées, distribuées, hétérogènes 
et sans administration centralisée [6]. Cependant la gestion de ressource dans ce type 
d‟infrastructure pose évidemment des problèmes beaucoup plus complexes que ceux posés 
par les systèmes distribués traditionnels, et ce à cause notamment de leur hétérogénéité et 
de leur dimension dynamique [76]. Parmi ces problèmes, l'équilibrage de charge où il faut 
en effet éviter, dans la mesure du possible, les situations où certains nœuds sont surchargés 
alors que d‟autres sont sous chargés ou complétement libres. Pour remédier à ce problème 
plusieurs algorithmes d'équilibrage de charge ont été développés. 
Le problème de l‟obtention d‟une distribution optimale de tâches à des machines dans 
un système distribué est très complexe et est bien connu pour être NP-complet .  
Toute technique d'équilibrage de charge doit en général atteindre les buts suivants [83, 
84] :  la minimisation du temps de réponse moyen des tâches, la maximisation du débit 
moyen du système, la répartition équilibrée de la charge du système et la minimisation du 
temps d'inactivité des ressources. 
Bien que le problème d'équilibrage de charge soit un problème qui a été largement 
étudié, les stratégies d'équilibrage de charge actuelles ne peuvent pas être utilisées telles 
quelles dans les grilles de calcul. Par exemple, dans le cas des systèmes distribués 
classiques, les ressources de calcul sont généralement homogènes, leur dissémination 
géographique est relativement réduite, les utilisateurs de ces systèmes ainsi que leurs 
applications sont généralement connus à l'avance. Ces différents facteurs font que les 
presciences de charge des ressources peuvent être prévues à l'avance, ce qui permettra de 
définir une stratégie d'équilibrage qui soit plus ou moins efficace. Or ceci n'est pas du tout 
réalisable dans le cas des grilles, puisque plusieurs facteurs font que toute prescience est 






mondiale, réseaux d'interconnexion hétérogènes, demandes imprédictibles, dynamicité des 
ressources, profils des utilisateurs différents, applications hétérogènes, etc.[82]. 
Étant donné toutes ces caractéristiques et bien d'autres, il est donc très difficile, de 
définir un modèle d'équilibrage universelle pour les grilles. Ainsi, toute proposition de 
technique d'équilibrage de charge devra, pour des causes d'efficacité, définir le contexte 
dans lequel elle s'applique. La définition d'un tel contexte nécessite elle même la définition 
d'un certain nombre d'hypothèses portant sur le type de grilles, le type de ressources de 
calcul, le type d'applications et les buts à atteindre. C'est dans ce cadre que se situent les 
travaux présentés dans cette thèse et qui ont pour but de proposer un modèle d'équilibrage 
de charge dans les grilles de calcul. 
 Contributions  
Notre contribution consiste en la proposition de deux stratégies d'équilibrage de charge 
dynamiques pour les grilles de calcul : 
o La proposition de deux modèles pour résoudre le problème d'équilibrage de 
charge dans les grilles de calcul : Modèle d'équilibrage de charge avec  
migration de processus et Modèle d'équilibrage de charge basé sur des agents . 
o  Les deux modèles proposées ont été testées sur un simulateur de grille. 
o Les deux modèles proposées ont été évaluées et comparées à d'autres modèles et 
les résultats obtenus démontrent leurs hautes performances. 
Organisation  de la thèse 
Les travaux que nous avons menés dans le cadre de la problématique d'équilibrage de 
charge dans  les grilles de calcul, sont résumés dans ce manuscrit composé de deux grandes 
parties.  
La première présente un état de l‟art et la deuxième partie est consacrée à la conception 
et l‟implémentation de nos propositions. 






o Le premier chapitre, présente un état de l‟art sur les systèmes distribués et les 
grilles de calcul, puis il décrit les composants et les fonctionnalités d'un système 
d'équilibrage de charge. Par la suite, il expose des principaux travaux sur 
l'équilibrage de charge dans les grilles de calcul . 
o Le deuxième chapitre présente le domaine SMA autant que contexte de recherche 
pour notre problématique, il rappelle les concepts marquants de ce paradigme de 
l‟agent aux SMA, les interactions entre les agents. Il expose par la suite les travaux 
d'équilibrage de charge sur grille de calcul à base d'agents. 
Deuxième partie : Cette partie se trouve subdivisée en deux chapitres aussi : 
o Le troisième chapitre, aborde la conception en matière des modèles et algorithmes 
proposés. il présente en détail les modèles d'équilibrage que nous proposons pour 
les grilles de calcul. Il décrit par la suite les algorithmes développée sur ce dernier. 
ces algorithmes pour le but de minimiser le temps de réponse moyen des tâches et 
maximiser l'utilisation des ressources 
o  Le quatrième chapitre, présente une série d‟expérimentations et d‟évaluations de 
nos modèles proposés, nous essayons de montrer que les algorithmes proposés 
permet d‟atteindre les buts que nous avons fixés.. 
Finalement, nous terminons ce manuscrit par une conclusion qui résume à la fois la 
problématique que nous avons traitée dans cette thèse, ainsi que les résultats que nous 
avons obtenus. Par la suite nous présentons les, perspectives de recherche ,et les travaux 
futures pour poursuivre la réflexion sur le problème d'équilibrage de charge dans les grilles 
de calcul. 
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1.1  Introduction 
La Grille est un type de système parallèle et distribué qui permet le partage, la sélection 
et l'agrégation de ressources autonomes géographiquement réparties de manière 
dynamique. Chacune de ces ressources a sa propre capacité, sa disponibilité, son coût, ses 
performances et ses utilisateurs, avec ses propres contraintes de qualité de service [1].  
Ce chapitre présente le problème de l'équilibrage de charge dans les grilles de calcul. 
Tout d'abord, nous donnons un aperçu des systèmes distribués et des grilles de calcul à 
travers leurs définitions, puis nous montrons pourquoi l'équilibrage de charge dans les 
systèmes distribués est différent de l'équilibrage de charge dans les grilles de calcul et 
pourquoi le problème de l'équilibrage de charge dans les grilles de calcul est un nouveau 
défi pour les développeurs et les chercheurs. 
Ensuite, nous décrivons les composants et les fonctionnalités qui devraient être inclus 
dans tout système d'équilibrage de charge. Enfin, une présentation des principaux travaux 
sur l'équilibrage de charge dans les grilles de calcul est présentée. 
1.2. Les systèmes distribués 
1.2.1. Définition des systèmes distribués 
Un système distribué est un ensemble d‟ordinateurs indépendants, qui apparaît à ses 
utilisateurs comme un système unique et cohérent [2]. Plus précisément, un système 
distribué peut être décrit comme un ensemble d'unités de calcul (appelé nœud) avec les 
caractéristiques suivantes [3] : 
o  Chaque nœud possède son propre espace d'adressage ; 
o Le nombre de nœuds dans le système distribué est arbitraire ; 
o La communication entre les différents nœuds se fait au moyen de messages. Il 
convient, dès lors, de tenir compte du délai de communication entre les différents 
nœuds ; 
o Le système est capable de traiter un nombre quelconque de processus.  
Les interactions entre les différents processus se font de manière coopérative, et non sur 
base du modèle maître/esclave ;  En cas de panne d'une (ou plusieurs) unité(s) de calcul, le 
système doit pouvoir se reconfigurer (tolérance au panne). 
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1.2.2. Caractéristiques d’un système distribué 
Un système distribué doit assurer plusieurs caractéristiques pour être considéré comme 
performant.  Nous ne citerons dans cette section que celles que nous trouvons les plus 
connexes à notre contexte d‟étude : transparence, robustesse et puissance 
o Transparence  
Lorsqu‟un service est délivré grâce à un système distribué, la complexité de son 
fonctionnement doit être complétement cachée aux utilisateurs. L‟objectif est de pouvoir 
faire profiter aux applications une multitude de services sans avoir besoin de connaître 
exactement les détails techniques des ressources qui les fournissent ou la localisation. 
Ceci rend plus simple la maintenance évolutive ou corrective des applications et leur 
développement. Selon la norme (ISO, 1995) la transparence a plusieurs niveaux : 
1. Accès : un système distribué doit cacher à l‟utilisateur l‟organisation logique des 
ressources et les moyens d‟accès à une ressource ; 
1. Localisation : la localisation physique d‟une ressource du système ne doit pas 
être connue ; 
2. Migration : une ressource peut changer d‟emplacement sans que cela ne soit 
aperçu ; 
3. Re-localisation : il s‟agit de pouvoir changer la localisation d‟une ressource alors 
qu‟elle est en utilisation ; 
4. Réplication : c‟est la présence de plusieurs copies d‟une ressource mais les 
utilisateurs n‟ont aucune connaissance de cela ; 
5. Panne : si un nœud est en panne, l‟utilisateur ne doit pas s‟en rendre compte et 
encore moins de sa reprise après panne ; 
6. Concurrence : un système distribué doit cacher aux utilisateurs qu‟une ressource 
peut être partagée ou sollicitée simultanément par plusieurs utilisateurs ; 
7. Défaillance : l‟utilisateur ne doit pas savoir qu'une défaillance a eu lieu ; 
8. Une défaillance dans le système : l‟utilisateur ne doit pas non plus se rendre 
compte que le système est en train d‟exécuter une procédure de tolérance de 
panne. 
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o  Robustesse 
Dans un système distribué, plusieurs machines travaillent ensemble pour fournir un 
service, ce qui conféré au service une meilleure robustesse, comparé à un système 
centralisé. Nous pouvons distinguer plusieurs aspects de la caractéristique de robustesse : 
1. Passage à l‟échelle : le concept de passage à l‟échelle désigne la capacité d‟un 
système à continuer à délivrer avec un temps de réponse constant un service 
même si le nombre de clients ou de données  augmente de manière importante . 
2. Disponibilité : la disponibilité est la probabilité qu‟un service soit disponible à 
un moment donné. 
o Puissance 
La possibilité d‟augmenter la vitesse d‟exécution des taches. L‟idée est d‟associer les 
puissances de plusieurs machines. Combiner les puissances moyennes de plusieurs 
machines revient bien moins cher et l‟ajout de nouveaux membres (de nœuds) augmente la 
puissance globale du système. 
o Autonomie 
Un système ou un composant est dit autonome si son intégration ou son fonctionnement 
dans un système existant ne nécessite aucun changement des composants du système hôte.  
Les systèmes distribués offrent une capacité de traitement considérable. Toutefois, afin 
de réaliser cette capacité et d‟en profiter pleinement, un bon schéma d'équilibrage de 
charge est nécessaire. Les termes suivants sont fréquemment utilisés dans le domaine des 
systèmes distribués : 
 Tâche : est une unité d'exécution ou une unité de travail, ordonnancée par un 
ordonnanceur et assigné à une ressource. Elle a des besoins en termes de ressources 
système (processeurs, mémoire, etc.) ; 
 Job : (une méta-tâche, une application distribué, un processus, un consommateur de 
ressource ou un graphe de tâches) est un ensemble de tâches atomiques qui doivent 
être exécutées sur un ensemble de ressources. Un job peut avoir une structure 
récursive, c‟est-à-dire qu‟un job est composé d‟un ensemble de tâches où chaque 
tâche est un job composé d‟un autre ensemble de tâche et ainsi de suite ; 
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 Ressource : est une entité destinée à être utilisée pour la réalisation d'une tâche, par 
exemple, un processeur de traitement de calculs, un dispositif de stockage de 
données, ou un lien réseau pour le transport de données ; 
 Nœud : est une collection de ressources avec un ensemble particulier d'attributs 
associés. 
1.2.3.  Systèmes distribuées existants 
Cette sous-section présente trois grands types des systèmes distribuées existants : les 
Clusters, les Clouds et les Grilles de calcul. 
1.2.3.1.  les clusters 
Définition 
Le cluster est une grappe, un groupe de deux ou plusieurs machines indépendantes 








Figure 1.1 : Modèle générique de représentation d'un cluster [4] 
La Figure 1.1 présente le modèle générique d'un cluster avec deux niveaux ; le niveau 0 
contient un gestionnaire de clusters qui coordonne les éléments de calcul du niveau 1. 
Classification des clusters 
o Cluster de haute disponibilité (HA) : aussi nommé Failover Cluster, en cas de 
défaillance d‟un serveur (ou d‟un ordinateur), toutes les demandes adressées à 
cet ordinateur sont redirigées vers un autre ordinateur (ou des ordinateurs) du 
réseau, ce qui permet une indisponibilité nulle ; 
Niveau 1 
Gestionnaire de clusters Niveau 0 
Élément de calcul 
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o Cluster d'équilibrage de charge : un distributeur est nécessaire pour distribuer les 
requêtes des utilisateurs à chacun des nœuds ; celui-ci vérifie que chaque nœud 
possède la même charge de travail. La requête sera envoyée au nœud qui aura le 
meilleur temps de réponse à celle-ci ; 
o Cluster de performance : nommé aussi High Performance Technical Clustering 
(HPC) ; des ordinateurs synergiques qui fonctionnent ensemble pour offrir des 
vitesses, un stockage, une puissance de traitement et des jeux de données plus 
importants. 
1.2.3.2   Clouds 
L'informatique en nuage (Cloud Computing) est un paradigme qui propose à l'utilisateur 
de délocaliser ses ressources de calcul et ses ressources de stockage. Les ressources qui 
servent de support au Cloud Computing sont généralement des clusters car ceux-ci sont 
plus homogènes et disponibles que les grilles de calcul.  
À la maniéré d'un réseau électrique, les entreprises paient la consommation réelle des 
services proposés par le cloud du fournisseur qui leur garantit une qualité de calcul et de 
stockage. Avec ce concept, elles n'ont plus besoin de se préoccuper de l'achat de serveurs 
de calcul et de stockage ou de l'organisation des infrastructures réseaux.  
Les applications  et les données et ne se trouvent plus sur l‟ordinateur local, mais dans 
un nuage (cloud) composé d‟un nombre de serveurs distants reliés au moyen d‟une bonne 
bande passante nécessaire à la commodité du système.  L‟accès au service se fait par une 
application standard aisément disponible, la plupart du temps un navigateur Web.  
Les services offerts par le Cloud sont nombreux parmi lesquels nous citons : 
o Infrastructure as a service (IaaS) : les utilisateurs disposent de ressources 
accessibles et partagées sous forme d'unités de calcul, de supports de stockage, de 
moyens de communication, etc. Avec ces moyens, les consommateurs pourront 
dérouler leurs propres logiciels et outils à distance. Ceci veut dire que le client a le 
contrôle sur le système d'exploitation, l'aspect applicatif et le stockage, mais il n'a 
pas la gestion des couches basses comme l'infrastructure et le réseau matériel. 
o Platform as a Service (PaaS) : en plus de fournir une infrastructure virtuelle, il 
assure également la maintenance de la plateforme permettant d'exécuter les 
applications de l'utilisateur. 
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o Software as a Service (SaaS) : pouvoir utiliser des applications web s'exécutant 
sur les serveurs du nuage. Les logiciels sont accessibles par des clients différents, 
dans le monde entier. Ces derniers n'ont de contrôle que sur les paramètres laissés 
ouverts explicitement par le fournisseur du service, mais ils n'ont aucun contrôle 
sur la gestion de l'infrastructure, le système d'exploitation, le réseau ou de 
l'application elle-même, etc. 
Caractéristiques du Cloud 
Le Cloud Computing a pour but d‟offrir des services qui vont au-delà de ces offres 
classiques et qui peuvent être définis avec les caractéristiques suivantes: 
o Il s‟agit d‟une informatique distribuée ou les échanges sont gérés et centralisés par 
des serveurs distants, les applications ne sont plus stockées sur le poste de travail, 
mais sur un « Cloud » de serveurs, accédées grâce à une connexion Internet et un 
navigateur Web. 
o Les applications, infrastructures et plateformes nécessaires sont louées en fonction 
de l‟usage souhaité, que ce soit durant le développement de ces applications ou 
durant leurs utilisations en production. 
o Les applications, infrastructures et plateformes sont simplement extensibles. 
o Les ressources peuvent être assignées dynamiquement en fonction du besoin. 
o Les applications, infrastructures et plateformes continuent disponibles en cas de 
panne d‟une ressource. 
 1.2.3.3   Grilles de calcul 
Le terme anglais grid s'inspire de la grille d‟électricité. Initialement, le concept de grille 
partait du principe d‟un tel système : les ressources d‟un ordinateur (processeur, espace 
disque, mémoire) ont été mis à la disposition d'un utilisateur aussi facilement que le 
branchement d'un appareil électrique sur une prise électrique. 
Une grille de calcul est une infrastructure virtuelle constituée d‟un ensemble de 
ressources de calcul potentiellement partagées, hétérogènes, distribuées, autonomes et 
délocalisées. Une grille est en effet une infrastructure, c‟est-à-dire, des équipements 
techniques d‟ordre matériel et logiciel. Cette infrastructure est qualifiée de virtuelle car les 




    Chapitre 1  
relations entre les entités qui la composent n‟existent pas sur le plan matériel, mais d‟un 
point de vue logique [5]. 
Définition 1 
 Ian Foster et Carl Kesselman ont été les premiers a proposé une définition de la grille 
de calcul: 
 « …une infrastructure matérielle et logicielle fournissant un accès fiable 
(dependable), cohérent (consistent), à taux de pénétration élevé (pervasive) et bon 
marché (inexpensive) à des capacités de traitement et de calcul » [6]. 
 Le terme infrastructure matérielle et logicielle désigne un ensemble de ressources de 
calcul et de stockage, autonomes et hétérogènes interconnectées par un réseau de 
communication hétérogène et gérés au moyen d'une couche logicielle (middleware) [7]. 
La fiabilité du système de grille est définie comme la probabilité pour tous les 
programmes de calcul en grille sont exécutés avec succès dans le système informatique en 
grille. Le besoin d‟un accès fiable est fondamental. Les utilisateurs exigent des assurances 
qu‟ils recevront des performances fiables et souvent de haut niveaux à partir des 
composants constituant la grille. 
Le besoin de cohérence (consistency) du service est un second intérêt fondamental. Une 
grille doit être construite avec des services standard, des protocoles, des interfaces, et 
opérants au sein de paramètres standards. Un important défi lors du développement des 
standards est d‟encapsuler l‟hétérogénéité sans compromettre la haute performance 
d‟exécution. 
L‟accès à taux de pénétration élevé permettrait la disponibilité des ressources en 
s'adaptant à un environnement dynamique dans lequel la défaillance des ressources est 
courante ; cela n‟implique pas que les ressources sont partout ou universellement 
accessibles. 
Finalement l‟infrastructure doit offrir un accès relativement bon marché au regard des 
bénéfices qu‟elle peut apporter. L‟aspect bon marché est très important d‟un point de vue 
de la viabilité économique. 
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Définition 2 
La définition 1 a été raffinée par la suite pour s‟accommoder à des questions sociales et 
politiques  
« …le concept de grille est un partage des ressources et résolution de problèmes de 
manière coordonnée au sein d’organisations virtuelles dynamiques et multi 
institutionnelles » [9]. 
Le partage ici n‟est pas principalement un échange de fichiers, mais plutôt l'accès 
direct à des ordinateurs, des logiciels, données, ainsi que d‟autres ressources.  
Les organisations virtuelles représentent l'ensemble d‟individus et/ou d‟institutions 
définis par les règles d‟un tel partage. 
Définition 3 
Les grilles sont passées du cadre académique au cadre industriel, cependant, des 
confusions apparaissent et nous avons tendance à parler de réseaux chaque fois que nous 
avons un réseau dans lequel nous partageons des ressources. Pour éviter ce type de 
confusions, Ian Foster, dans son article « What is the Grid ? », présente trois critères de 
base pour distinguer une grille d‟un autre système distribué sous forme de checklist: 
o La grille coordonne des ressources qui ne sont pas sous contrôle centralisé : 
une grille intègre et coordonne des ressources et utilisateurs qui se trouvent au sein 
de différents domaines de contrôle, et aborde les questions de sécurité, politique, 
paiement, appartenance (adhésion), etc., qui se posent dans ce cadre. Sinon, nous 
avons affaire à un système de gestion local. 
o La grille utilise des protocoles et interfaces standards, ouverts et universels : la 
grille est conçue à partir de protocoles et interfaces universels qui adressent des 
questions fondamentales telle que l‟authentification, l‟autorisation, la découverte 
des ressources et l‟accès aux ressources. Il est important que ces protocoles et 
interfaces soient standardisés et ouverts. Sinon, il s'agit d'un système à application 
spécifique. 
o La grille a pour but de délivrer des qualités de service non triviales : la grille 
autorise ses ressources constitutives à être utilisées d‟une manière coordonnée afin 
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de délivrer différentes qualités de service, concernant par exemple le temps de 
réponse, le débit, la disponibilité, et la sécurité, et/ou la co-allocation de multiples 
ressources pour satisfaire les demandes complexes de l‟utilisateur, afin que l‟utilité 
du système combiné est significativement plus grande que celle de la somme de ses 
parties. 
1.3. Taxonomie des grilles 
Il existe différents types de grilles qui correspondent aux différents types de problèmes 
à résoudre. Quelques grilles sont conçues pour tirer avantage de la puissance de calcul des 
ressources, alors que d‟autres sont conçues pour exploiter la capacité de stockage de ces 
ressources. Le type de grille est donc, sélectionné suivant le type d‟application à traiter. 
Nous pouvons citer les trois principaux types de grilles : 
1.3.1  Grilles de calcul 
Une grille de calcul se concentre sur la mise en réserve de ressources spécifiquement 
pour la puissance de calcul. Dans ce type de réseau, la plupart des machines sont des 
serveurs hautes performances et sont dédiées aux calculs intensifs.  
Ce type de grille peut être à son tour subdivisée en deux catégories : 
o Supercalculateurs distribués : exécutent une application parallèle sur plusieurs 
machines dans le but d‟améliorer son temps de réponse [10] ; 
o Accélérateurs de calcul : exécutent une application sur une machine appropriée 
dans l‟objectif d‟améliorer le temps de réponse moyen d‟un flot d‟applications [7]. 
1.3.2  Grilles de données 
Une grille de données est responsable de l'hébergement et de l'accès aux données de 
plusieurs organisations. Les utilisateurs ne sont pas concernés par l'emplacement de ces 
données tant qu'ils ont accès aux données. Une grille de données leur permettrait de 
partager leurs données, de gérer les données et de gérer des problèmes de sécurité tels que 
l‟accès à quelles données.  
Ce type de Grille convient aux applications nécessitant une importante capacité de 
stockage. Elles assurent un accès sécurisé aux données distribuées. Les grilles de données 




    Chapitre 1  
incluent le concept de bases de données fédérées dans lequel un groupe disponible de ces 
bases fonctionne comme une seule. 
1.3.3  Grilles de services 
Les grilles de services sont utilisées pour les systèmes qui offrent des services ne 
peuvent pas être disponibles sur une simple machine. Elles peuvent être subdivisées en 
deux catégories [7] : 
o Grille à la demande : elle agrège dynamiquement différentes ressources pour 
fournir des nouveaux services. A titre d'exemple, nous pouvons citer le problème 
de simulation qui nécessite des ressources (en nombre et en type), qui dépendent 
des paramètres d‟exécution. Autre exemple de grille à la demande est la grille 
« Cloud Computing ». Ces dernières années, les grilles de Cloud Computing ont 
suscité un intérêt particulier. Ce concept consiste à déporter sur des serveurs 
distants, des traitements informatiques traditionnellement localisés sur le poste 
client de l‟utilisateur ou les serveurs locaux .  
o Grille de collaboration : elle regroupe plusieurs utilisateurs et applications en 
groupes de travail collaboratif. Ce type de grille permet une interaction entre les 







Figure 1.2: Types de Grilles 
1.4 Objectifs des Grilles de calcul 
La grille de calcul vise à atteindre les objectifs suivants [11] : 
Supercalculateurs 
distribués 
Grilles de calcul Grilles de services Grilles de données 
Type de grilles 
Accélérateurs de 
calcul 
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o Le partage de ressources de calcul distribuées et hétérogènes appartenant à 
différentes organisations : la grille de calcul est le partage, la sélection et 
l'agrégation d'un groupe de ressources telles que les superordinateurs, les 
ordinateurs centraux, les systèmes de stockage, les sources de données et les 
systèmes de gestion qui se comportent comme des réseaux de calcul. Elle favorise 
le partage des ressources distribuées pouvant être de nature hétérogènes. 
o L'exploitation des  ressources sous-utilisées : dans la plupart des organisations et 
des entreprises, les ressources de calcul sous-utilisées sont très nombreuses. La 
plupart de ces ressources ne sont occupées que moins de 5% du temps. Donc, ces 
ressources sont relativement inactives. La grille de calcul est conçue pour exploiter 
ces ressources sous-utilisées et augmenter l'efficacité de l'utilisation des ressources. 
Les utilisateurs peuvent également louer les ressources qui se trouvent sur la grille 
pour exécuter leurs applications de calcul intensif, au lieu d'acheter leurs propres 
ressources (coûteuses) dédiées. 
o L'activation et la simplification de la collaboration entre différentes 
organisations : une autre capacité de grille de calcul est la création d‟un 
environnement propice à la collaboration entre organisations. Le Grid Computing 
permet aux systèmes très hétérogènes et distribués de fonctionner ensemble, ce qui 
simplifie ainsi la collaboration entre les différentes organisations en fournissant un 
accès direct aux ordinateurs, logiciel et données. 
o La fourniture d’un service de connexion unique avec un accès sécurisé aux 
ressources du réseau tout en protégeant la sécurité des utilisateurs et des sites 
distants : les grilles fournissent un service de connexion unique à tous les 
utilisateurs sur toutes les ressources distribuées en utilisant des mécanismes 
d'authentification de grille. Elles fournissent également un accès sécurisé à toute 
information n'importe où sur n'importe quel type de réseau. Ceci est réalisé en 
fournissant mécanismes de contrôle d'accès qui régissent ces ressources. 
o La fourniture de gestion des ressources, des services d'information,  
surveillance et transport sécurisé des données : le partage des ressources et des 
réseaux impliqués dans la grille de calcul sont difficiles à gérer et surveiller, mais la 




    Chapitre 1  
grille de calcul est en mesure de relever ces défis en raison de son architecture et de 
ses protocoles. 
o Une solution aux problèmes à grande échelle : les grilles sont conçues pour 
exploiter les ressources sous-utilisées, ce qui signifie qu'elles peuvent en employer 
un grand nombre pour résoudre un problème à grande échelle. C'est une solution 
prometteuse pour des problèmes tels que le stockage et le traitement de grandes 
quantités de données que même les ordinateurs centraux ne peuvent pas traiter, 
comme les prévisions météorologiques. Ces ressources peuvent être des dispositifs 
de grande capacité tels que le stockage de disque de grande capacité et le calcul de 
haute performance. 
o La fourniture de résultats rapides et une livraison plus efficace : la grille de 
calcul permet le traitement en parallèle. Ce traitement peut également avoir des 
périphériques à haute capacité. Avec les grilles de calcul, les entreprises peuvent 
utiliser efficacement les ressources de calcul et de données et les combiner pour des 
charges de travail de grande capacité. 
1.5 Différentes topologies de Grilles 
Les auteurs dans [12] ont répertorié les grilles en trois classes d‟un point de vue 
topologique, par ordre croissant de l‟étendue géographique et d‟un point de vue de la 
complexité.  
Ainsi,  nous distinguons les intragrilles, les extragrilles et les intergrilles : 
1.5.1  Intragrille  
La plus simple des trois topologies est l‟intragrid, qui consiste simplement d‟un 
ensemble de ressources et de services qui appartiennent à une organisation unique. Les 
principales caractéristiques d‟une telle grille sont l‟interconnexion à travers un réseau 
performant et haut débit, un domaine de sécurité unique et maıtrisé par les administrateurs 
de l‟organisation et un ensemble relativement statique et homogène de ressources. 
1.5.2   ExtraGrille  
Une extragrille étend le modèle en rassemblant plusieurs intragrilles. Les principales 
caractéristiques d‟une telle grille sont la présence d‟un réseau d‟interconnexion hétérogène 
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haut et bas débit (LAN/WAN), de plusieurs domaines de sécurité distincts, et d‟un 
ensemble plus ou moins dynamique de ressources. Un exemple d‟utilisation est lors 
d‟alliances et d‟échanges « Business-to-Business » (B2B) entre les entreprises partenaires. 
1.5.3   InterGrille  
Une intergrille consiste à agréger les grilles de multiples organisations, en une seule 
grille. Les principales caractéristiques d‟une telle grille sont la présence d‟un réseau 
d‟interconnexion très hétérogène haut et bas débit (LAN / WAN), de plusieurs domaines 
de sécurité différents et qui ont parfois des politiques de sécurité distinctes et mémé 
contradictoires, et d‟un ensemble très dynamique de ressources. 
1.6 Équilibrage de charge dans les grilles de calcul  
En nous concentrant sur l'étude des approches d'équilibrage de charge dans les grilles de 
calcul, nous avons trouvé une vaste documentation disponible dans ce domaine. 
Dans leur article [13], Casavant et Kuhl ont défini l'ordonnancement (scheduling) de 
façon très simple. Il s‟agit d‟un mécanisme ou d‟une politique d'allocation qui décide où 
seront allouées les tâches pour accéder aux ressources, utilisée pour gérer efficacement 
l‟accès à une ressource physique (mémoire, périphériques, réseaux, processeurs) et son 
utilisation par ses variés consommateurs. 
Dans [14], le partage de charge (load sharing) est le processus de partage de ressources 
de calcul en répartissant de manière transparente la charge de travail du système. La 
performance du système peut être améliorée en transférant une partie de la charge de 
travail du nœud surchargée (overloaded) vers le nœud sous-chargé (underloaded). La 
migration de tâches n'est donc envisagé que lorsque la charge locale dépasse un seuil 
admissible. Par contre dans l'équilibrage de charge (load balancing), l'allocation des tâches 
est envisagée chaque fois que les conditions globales du système changent, c'est à dire à 
chaque création ou terminaison de processus. 
Dans cet travail, nous nous intéressons à l'équilibrage de charges où le but est de répartir 
la charge entre les nœuds en évitant qu'un nœud ne soit inactif alors que des tâches restent 
en attente sur d'autres nœuds. 
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Le problème de l‟équilibrage étant un problème relativement ancien, beaucoup des 
approches ont été proposées pour le résoudre dans différentes plates-formes. Casavant et 
Kuhl ont proposé une classification très complète dans le cadre de systèmes distribués 
(Figure 1.3). Les quatre principales classifications suggérées par ces auteurs sont : 
o approche statique vs approche dynamique : dans une approche statique, 
l‟allocation des tâches s‟effectue avant l‟exécution de l‟application qui les contient. 
Les informations concernant le temps d‟exécution des tâches et les caractéristiques 
dynamiques des machines sont supposées connues a priori. Cette approche est 
efficace et simple à mettre en œuvre lorsque la charge de travail est au préalable 
suffisamment bien caractérisée. En parallélisme, l'approche statique a une longue 
histoire ; elle est encore très utilisée et étudiée. Des résultats très satisfaisants ont 
été obtenus d‟un point de vue théorique et pratique [16] [17]. Dans une approche 
dynamique, l‟assignation des tâches aux machines se décide pendant la phase 
d‟exécution, en fonction des informations qui sont collectées sur l‟état de charge du 
système. Ceci permet d‟améliorer les performances d‟exécution des tâches mais au 
prix d‟une complexité dans la mise en œuvre de cette stratégie, notamment en ce 
qui concerne la définition de l‟état de charge du système, qui doit se faire de 
manière continue. Dans le cadre de ce travail nous nous intéresserons seulement 
aux approches dynamiques, car nous cherchons à répondre aux besoins des 
applications irrégulières.  
o approche centralisée vs approche distribuée : dans une approche centralisée, un 
nœud désigné comme coordinateur reçoit les informations de charge de tous les 
autres nœuds qu‟il assemble pour obtenir l‟état de charge global du système. Quand 
un nœud décide de transférer une tâche, il envoie une demande au coordinateur, qui 
choisit alors un nœud cible, en utilisant le vecteur de charge, et informe le nœud 
source de ce choix. Cette approche réduit les frais généraux du système grâce à la 
centralisation de l'information de charge. Cependant, le coordinateur peut être 
l‟objet d‟un goulot d‟étranglement. Une panne au niveau du coordinateur 
provoquera l'effondrement du système. Pour remédier à cette situation, des 
mécanismes de réplication sont souvent utilisés [18]. Dans le cas d‟une approche 
distribuée, chaque nœud du système est responsable de collecter les informations de 
charge sur les autres nœuds et de les rassembler pour obtenir l‟état global du 
système. Chaque nœud construit de manière autonome son propre vecteur de 
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charge en rassemblant l'information de charge des autres nœuds. Les décisions de 
placement sont faites localement en utilisant les vecteurs de charge locaux. Les 
approches distribuées peuvent accélérer de manière significative le processus de 
prise de décision, mais le coût des communications engendrées peut être élevé. 
o approche source-initiative vs receveur-initiative : l‟approche source-initiative est 
appliquée lorsqu‟un nœud, appelé source, découvre qu‟il a une surcharge de travail 
et qu‟il cherche à transférer le surplus vers un nœud sous-chargé. L‟approche 
receveur initiative s‟applique lorsque la charge d'un nœud est au-dessous du seuil 
minimal de charge et il demande à recevoir des processus à partir des nœuds 
surchargés. 
La différence entre les deux types de stratégie, source-initiative et receveur-initiative, 
réside dans le fait que dans le premier cas, les décisions de distribution de charge sont 
habituellement prises au moment de l'arrivée d'une tâche, alors que dans le second cas, les 
décisions sont prises lorsqu'une tâche se termine. La stratégie source-initiative produit de 
meilleurs temps de réponse quand la charge du système est basse, et la stratégie receveur 
initiative donne de bons résultats quand la charge du système est haute [19]. Une stratégie 
hybride consiste à utiliser la stratégie source-initiative quand la charge du système est 
basse ou moyenne, et la stratégie receveur-initiative quand elle devient excessive. Cette 

































Figure 1.3:  Caractéristiques d'ordonnancement  des tâches[13] 
1.6.1  Problématiques particulières liées aux grilles de calcul 
Bien que les clusters et les grilles sont des environnements de calcul parallèle et 
distribué, ils diffèrent sur plusieurs aspects essentiels que nous allons décrire dans ce qui 
suit : 
1.6.1.1  Caractéristiques d'un système d'équilibrage pour clusters 
Les environnements de cluster se distinguent par cinq principales caractéristiques [7] : 
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o Homogénéité des ressources et des applications : les ressources sont homogènes 
en terme de capacité, ce qui simplifie l'estimation du temps d'exécution des tâches. 
Un cluster est caractérisé par une relative stabilité sur le nombre de ressources. En 
plus, un cluster est généralement dédié à un ensemble d'applications prédéfinies, ce 
qui conduit aux mêmes requêtes en matière de ressources [7]. 
o Appropriation des ressources : en général, toutes les ressources de traitement et 
de communication appartiennent au même domaine d'administration. En 
conséquence, leurs comportements sont facilement prévisibles [7]. 
o Ordonnancement centralisé : dans un cluster, l'ordonnancement de tâches est 
réalisé par une entité centralisée. L'ordonnanceur centralise les informations de 
charge de chaque ressource du cluster et peut disposer d'un état global sur la charge 
instantanée du système [7]. 
o Réseau de communication homogène et haut débit : en raison de leur étendue 
géographique limitée, les réseaux d'interconnexion utilisés par les clusters sont 
homogènes et offrent une largeur de bande assez suffisante et stable [7]. 
o Objectif de performance unique : l'exécution d'un système d'équilibrage de 
charge vise un seul et unique but de performance, ce qui simplifie sa conception. 
1.6.1.2  Caractéristiques d'un système d'équilibrage pour les grilles 
Les grilles de calcul possèdent des caractéristiques qui déterminent leurs principales 
différences par rapport aux systèmes parallèles et distribués classiques [20] :  
o Existence de plusieurs domaines administratifs : les ressources de la grille sont 
géographiquement distribuées et appartiennent à différentes organisations chacune 
ayant ses propres politiques de gestion et de sécurité. Ainsi, il est indispensable de 
respecter les politiques de chacune de ces organisations. 
o Hétérogénéité des ressources : les ressources dans une grille sont de nature 
hétérogène en termes de matériels et de logiciels. 
o Passage à l’échelle (scalability) : une grille pourra consister de quelques dizaines 
de ressources à des millions voire des dizaines de millions. Cela pose le problème 
de la dégradation potentielle des performances lorsque la taille des réseaux 
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augmente. Par conséquent, les applications nécessitant un grand nombre de 
ressources localisées doivent être conçues pour être tolérantes en temps de latence 
et en bande passante. 
o Nature dynamique des ressources : dans les grilles, le caractère dynamique est la 
règle et non pas l‟exception. En fait, avec autant de ressources dans une grille, la 
probabilité de défaillance de certaines ressources est élevée, cela pose des 
contraintes sur les applications telles que l‟adaptation au changement dynamique du 
nombre de ressources, la tolérance aux pannes et aux délais d‟attente. 
o Autonomie : dans une grille, les nœuds constituent des entités de calcul autonomes. 
Ils sont géographiquement distribués et appartiennent à différentes organisations, 
chacune ayant ses propres politiques de gestion et de sécurité. D'une part, il est 
indispensable de respecter les politiques de chacune de ces organisations pour que 
les utilisateurs non autorisés ne puissent pas accéder aux ressources appartenant à 
certains domaines spécifiques [7]. 
o Non-appropriation des ressources : le partage des ressources, par plusieurs 
utilisateurs à profils différents, conduit à l'utilisation concurrente des ressources. 
Cette concurrence concerne tous les types de ressources : ressources de calcul, 
réseaux d'interconnexion, logiciels, etc. Une des conséquences de cette compétition 
est que le comportement, et donc les performances, varie continuellement avec le 
temps (comportement dynamique). Sous un tel environnement, concevoir un 
modèle d'équilibrage précis est extrêmement difficile [7]. 
o Diversité des applications : les applications soumises au système peuvent être très 
diverses, étant donné qu'elles émanent de déférentes organisations, chacune ayant 
ses propres exigences [21]. Par exemple, certaines applications nécessitent une 
exécution séquentielle, d'autres sont composées de modules indépendants qui 
peuvent s'exécuter en parallèle. Dans ce contexte, il est très complexe de concevoir 
un système d'équilibrage prenant en compte tous ces paramètres pour supporter une 
large variété d'applications. 
o Séparation des données et des calculs : dans les systèmes parallèles traditionnels, 
les codes exécutables des applications et les données résident en général dans le 
même nœud. Au cas échéant, les sources d'entrée et les destinations de sortie sont 
déterminées avant la soumission de l'application. Ainsi, le coût des entrées/sorties 
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peut être négligé dans le premier cas ou déni avant l'exécution dans le second cas. 
En conséquence, dans les deux cas, le système d'équilibrage de charge ne considère 
pas ces coûts. Cependant dans une grille, les données peuvent être distantes des 
codes, et compte tenu de l'étendue et des performances des réseaux, elles peuvent 
avoir un coût considérable. Ce coût devient plus significatif quand il s'agit 
d'applications nécessitants un volume important de données. Ainsi, nous pouvons 
nous retrouver dans des situations où les gains apportés par un transfert de tâches 
sont neutralisés par les coûts d'accès aux données nécessaires à l'exécution de ces 
tâches [7]. 
Ces caractéristiques posent des problèmes cruciaux de conception d'un système 
d'équilibrage efficace et effectif pour les environnements de grilles. Certains problèmes 
sont toujours ouverts et constituent des domaines de recherche d‟actualité [22] [23] [24]. 
1.6.2  Le système d'équilibrage de charge 
Un système d‟équilibrage de charge est composé de deux éléments essentiels : les 
politiques et les mécanismes [25]. Les politiques considèrent l‟ensemble des choix à 
réaliser pour distribuer une charge de travail alors que les mécanismes réalisent 
physiquement la distribution de la charge et fournissent les informations requises par les 
politiques. La Figure 1.4 illustre la décomposition arborescente d‟un système d‟équilibrage 











Figure 1.4 :  Composants d‟un système d‟équilibrage de charge[26] 
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Politique de participation : le but de cette politique consiste à déterminer si un nœud 
est dans un état approprié pour participer à un transfert de tâches comme source (nœud 
surchargé) ou comme receveur (nœud sous-chargé) [26]. 
Politique de sélection de la localisation : cette politique est responsable de trouver, 
pour un nœud donné, un partenaire (source ou receveur), une fois que la politique de 
participation a décidé que ce nœud était soit source, soit receveur [26]. 
Politique de sélection des tâches à transférer : une fois que les politiques de 
participation et de localisation ont décidé qu‟un nœud Ni est source et qu‟un autre nœud Nj 
est receveur, cette politique est responsable du choix des tâches à transférer de Ni vers Nj 
[26]. 
Mécanisme de mesure de la charge : dans toute approche d‟équilibrage de charge, une 
des difficultés majeures est celle qui consiste à évaluer la mesure de la charge d‟un nœud. 
Dans la plupart des travaux existants, c‟est la longueur de la file d‟attente qui détermine la 
charge d‟un nœud. Certains auteurs préconisent comme indicateur de charge, une 
combinaison entre la longueur de la file d‟attente CPU, celle des entrées/sorties et 
l‟occupation mémoire. Dans le cas des grilles de calcul, il est nécessaire de prendre en 
considération aussi l‟hétérogénéité des ressources et des réseaux de communication pour 
mesurer la charge d‟un nœud [26]. 
Mécanisme de définition de la charge : ce mécanisme essaie de définir la charge 
globale d‟un système en collectant les informations de charge (partielles) sur l‟ensemble ou 
une partie des nœuds du système. Il faudra alors définir les méthodes selon lesquelles 
l‟information de charge est collectée puis diffusée aux nœuds [26]. 
1.6.2.1   Evaluation de la charge d’une ressource 
L‟état de charge des différentes ressources est la principale source d‟informations pour 
les techniques d‟équilibrage. Le but premier de la mesure de la charge est d‟estimer la 
quantité de traitement attribuée à une CPU. Pour cela un index de charge est associé à la 
ressource et évolue avec elle. Ferrerai [25] a proposé des critères pour l‟indice de charge 
que nous reprenons ici: 
o La capacité d‟estimer la charge courante ; 
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o L‟approximation de ce que sera la charge dans un futur proche, car le temps de 
réponse d‟un processus affecté à une machine dépend de la charge future, et non de 
la charge actuelle ; 
o La stabilité, afin de ne pas prendre en compte les fluctuations à court terme ; 
o La capacité à prendre en compte la spécificité d‟un nœud, l‟utilisation d‟une 
ressource particulière, comme la mémoire. 
L'indice de charge choisi doit pouvoir être facilement représentable, normalement par 
un nombre ou un niveau logique de charge ; un nombre s‟il représente un état mesuré ; ou 
un niveau (sous-chargé, surchargé) s‟il est comparé avec un seuil. Les valeurs des seuils 
sont données statiquement ou peuvent changer au cours de l‟exécution. Plusieurs indices 
sont utilisés pour évaluer la charge d‟une ressource. Nous citons dans ce qui suit quelques 
exemples :  
o La longueur de la file d'attente du CPU: le nombre de tâches allouées au processeur 
et pas encore exécutées (plus la file d‟attente est longue, plus le temps de réponse 
sera élevé) ; 
o Longueur de la file d‟entrée-sortie ; 
o Moyenne de la longueur de la file d‟attente CPU sur un intervalle de temps ; 
o Nombre de messages à traiter ; 
o Age des tâches en cours d‟exécution ; 
o Taux d‟occupation de la mémoire de la ressource ; 
o Le temps de réponse après une sollicitation multicast ; 
o Des modèles statistiques ou stochastiques afin d‟établir des prédictions de charge. 
Certains auteurs préconisent comme indicateur de charge, une combinaison entre la 
longueur de la file d‟attente CPU, celle des entrées/sorties et l‟occupation mémoire.  
1.6.2.2  Architecture d'un système d'équilibrage 
Cette section décrit une stratégie générale décrivant les différentes étapes à suivre pour 
réaliser un équilibrage effectif. 
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 Schopf [27] a proposé un schéma général portant sur les différentes étapes à suivre 
pour concevoir et développer une stratégie d'équilibrage de charge dans les systèmes 
hétérogènes à large échelle.  
Le schéma proposé est composé de trois phases principales : la découverte de 
ressources, qui génère une liste de ressources potentielles; la collecte d'informations sur ces 
ressources et la sélection des ressources candidates à participer à un équilibrage; et 
exécution des tâches, ce qui inclut le stockage et le nettoyage de fichiers. 
Phase 1 : Découverte de ressources 
La première étape de toute interaction d'ordonnancement consiste à déterminer quelles 
ressources sont disponibles pour un utilisateur donné. 
Étape 1 : Filtrage des autorisations 
Il s'agit de disposer d'une liste des ressources auxquelles l'utilisateur est autorisé à y 
accéder. 
Étape 2 : Définition les exigences d'application 
L‟utilisateur doit pouvoir spécifier les ressources qu'il demande (système d'exploitation, 
mémoire, vitesse, etc.). 
Étape 3: Filtrage sur la base des exigences minimales 
La troisième étape de la phase de découverte des ressources consiste à filtrer les 
ressources qui ne répondent pas aux exigences minimales de la tâche. 
Phase 2 : Sélection des ressources 
Étape 4 : Collecte d'informations 
L'étape de collecte dynamique d'informations comporte deux composants : quelles 
informations sont disponibles et comment l'utilisateur peut y accéder. Le but est de 
collecter les informations de charge sur chaque ressource potentielle, afin de réaliser le 
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Étape 5 : Sélection des ressources 
Sur la base des informations détaillées recueillies à l‟Étape 4, l‟étape suivante consiste à 
choisir la ressource (ou le groupe de ressources) à utiliser. 
Phase 3 : Exécution de Tâche 
Étape 6: Réservation avancée 
Afin de tirer le meilleur parti d'un système donné, il peut être nécessaire de réserver une 
partie ou la totalité des ressources. Selon la ressource, une réservation préalable peut être 
facile ou difficile à faire et peut être faite avec des moyens mécaniques ou des moyens 
humains. De plus, les réservations peuvent ou non expirer avec ou sans coût. 
Étape 7 : Soumission de la tâche 
Une fois les ressources choisies, l'application peut être soumise aux ressources. La 
soumission d'une tâche peut être aussi simple que d'exécuter une seule commande ou aussi 
compliquée que d'exécuter une série de scripts. 
Étape 8 : Préparation  
L'étape de préparation peut impliquer la configuration, la préparation, la réclamation 
d'une réservation ou d'autres actions nécessaires pour préparer la ressource à exécuter 
l‟application (transfert de fichier, installation de logiciel, etc.). 
Étape 9 : Suivi du progrès 
En fonction de l'application et de son temps d'exécution, les utilisateurs peuvent 
surveiller le progrès de leur application et éventuellement changer d'avis quant à 
l'emplacement ou la façon dont elle s'exécute. 
Étape 10 : Achèvement de la tâche 
Lorsque le travail est terminé, l'utilisateur doit être averti. Souvent, les scripts de 
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Étape 11 : Tâches de nettoyage 
Une fois le travail exécuté, l'utilisateur peut avoir besoin de récupérer des fichiers de 
cette ressource pour analyser les données des résultats, supprimer les paramètres 
temporaires, etc. 
1.7  les principaux travaux d'équilibrage de charge dans les 
grilles de calcul 
À ce jour, un certain nombre d'efforts ont été déployés pour développer des systèmes 
d'équilibrage de charge dans les grilles de calcul. Il est difficile de faire une comparaison 
entre des efforts distincts car chaque approche d'équilibrage de charge est généralement 
développée pour un environnement système particulier ou une application particulièrement 
gourmande avec différentes hypothèses et contraintes. 
Ainsi, nous avons classé les techniques d'équilibrage de charge selon différentes 
approches[28] : approche basée sur l'arborescence, approche basée sur l'estimation, 
techniques de vie artificielle, approche hybride, approche basée sur le partitionnement, 
approche basée sur les agents et approche basée sur le voisinage. 
o L'approche basée sur l'arborescence : la méthode d'équilibrage de charge 
hiérarchique propose le modèle d'arborescence dynamique de grid pour gérer la 
charge de travail, ce qui diminue la quantité de messages d'échange dans 
l'environnement grid et entraîne une diminution des couts généraux de 
communication. 
o L'approche basée sur l'estimation : l'équilibrage de charge est effectué en 
estimant le temps d‟arrivée prévu d'une tâche sur les processeurs à chaque arrivée 
de tâche. Les algorithmes d'équilibrage de charge estiment les différents paramètres 
du système tels que : taux d'arrivée d'une tâche, taux de traitement du processeur et 
la charge sur le processeur ; puis la charge est équilibrée en migrant les tâches vers 
les processeurs en tenant compte du coût de transfert des tâches, de l'hétérogénéité 
des ressources et de l'hétérogénéité du réseau. 
o La méthode hybride d’équilibrage des charges combine les principes de 
l‟équilibrage  de charge statique et dynamique pour résoudre le problème de 
l‟allocation des ressources. Ils utilisent la métrique de mise à jour de l‟intervalle 
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pour réduire le retardement et l‟impasse. Il réduit ainsi le temps d‟attente des 
travaux et attribue la priorité. 
o Le partitionnement d'une grille adaptative pour la distribution sur des processeurs 
parallèles est considéré dans le contexte de méthodes adaptatives à plusieurs 
niveaux pour résoudre des équations différentielles partielles. L'exécution parallèle 
efficace de calculs scientifiques orientés grille nécessite la partition de la grille qui 
minimise à la fois le déséquilibre de charge et communication entre processeurs. 
o L’approche basée sur les agents : dans cette approche, une combinaison d'agents 
intelligents et d'approches multi-agents est appliquée à la fois à l'ordonnancement 
des ressources locaux du grille et à l'équilibrage de charge global du grille. Chaque 
agent est un représentant d'une ressource locale de grille et il utilise des données de 
performance d'application prédictives avec des algorithmes heuristiques itératifs 
pour concevoir un équilibrage de charge local sur plusieurs hôtes. À un niveau 
supérieur, les agents coopèrent pour équilibrer la charge de travail à l'aide d'un 
avertissement de service pair à pair et mécanisme de découverte. 
o L'approche basée sur le voisinage : une technique d'équilibrage de charge 
dynamique qui permet aux nœuds de communiquer et de transférer des tâches avec 
leurs voisins afin que l'ensemble du système soit équilibré après un certain nombre 
d'itérations. Cette technique ne nécessitant pas de coordinateur global, elle est 
intrinsèquement locale, tolérant aux pannes et passage à l‟échelle. 
Le Tableau 1 présente la comparaison  entre les approches d'équilibrage de charge 
précédentes. Dans cette comparaison, les caractéristiques suivantes sont prises en 
considération : 
o Passage à l’échelle :  il permet la mise à disposition des ressources de la grille pour 
rejoindre le système de grille sans dégrader le système. Une stratégie d'équilibrage 
de charge doit prendre en charge un nombre illimité de ressources. 
o Nature dynamique des ressources : dans un environnement de grille, les 
ressources de calcul présentent un comportement dynamique dans termes de leur 
disponibilité. Les ressources de la grille peuvent rejoindre et quitter 
l'environnement de grille, ou ils peuvent ne pas être disponibles à tout moment en 
raison d‟une défaillance du réseau. 
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o Tolérance au panne : fournit la fonctionnalité qui permet le fonctionnement 
correct d‟un système de grille en présence de défauts. Le besoin de caractéristiques 
de tolérance des défauts devient également plus évident parce que les ressources 
peuvent avoir des limites organisationnelles différentes, de sorte qu‟il n‟y a aucun 
contrôle sur la disponibilité des ressources. 
o Prise en compte de la capacité de traitement des ressources : cette fonctionnalité 
est utilisée pour améliorer la performance des décisions d'équilibrage de charge en 
examinant la capacité de traitement de chaque ressource du grille. 
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Dans ce chapitre nous nous sommes intéressés à quelques notions de bases sur les 
systèmes distribués à large échelle et l'équilibrage de charge dans les grilles de calcul.  
Nous avons pu constater que l‟équilibrage de charge dans les grilles de calcul représente un 
défi pour les chercheurs et les développeurs de ce type de systèmes,ce défi est en rapport 
avec les particularités de ces infrastructures, à savoir, l‟hétérogénéité, la dynamicité et le 
passage à l‟échelle.  
Nous avons terminé ce chapitre par décrire les principaux travaux de recherche dans le 
domaine d'équilibrage de charge dans les grilles de calcul, ces travaux consistent en sept 
directions de recherche : approche basée sur l'arborescence, approche basée sur 
l'estimation, techniques de vie artificielle, approche hybride, approche basée sur le 
partitionnement, approche basée sur les agents et approche basée sur le voisinage. Nous 
avons présenté  aussi les travaux existants dans chacune de ces directions . À la fin du 
chapitre, nous avons présenté une  comparaison entre ces travaux. cette comparaiosn a été 
utile pour trouver la technique appropriée dans un environnement différent pour 
l'optimisation. 
Les architectures multi-agents suscitent un intérêt grandissant en tant qu‟outil facilitant 
la conception, le développement et le déploiement d‟applications réparties. L‟objectif est 
de développer un système d‟équilibrage basé sur des agents qui soient coopératifs, de telle 
sorte que chaque agent évolue d‟une manière autonome, et coopère avec les autres agents 
pour se répartir les tâches et les ressources d‟une manière efficace. A cet égard, le chapitre 
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2.1 Introduction 
Les systèmes multi-agents visent à résoudre des problèmes complexes basés sur la 
répartition des connaissances et des compétences sur un ensemble d'entités autonomes. 
Dans ce chapitre, nous tenterons de définir le domaine des systèmes multi-agents, nous 
l'aborderons d'abord sous le concept  «agent» en présentant les caractéristiques relatives à 
cette unité de base du système multi-agents. Ensuite, nous passerons aux interactions entre 
les agents en présentant ses caractéristiques telles que la coopération, la coordination, la  
communication et la négociation. Nous terminerons ce chapitre avec une présentation des 
travaux d'équilibrage de charge dans les grilles de calcul à base d'agents. 
2.2 L'intérêt de l'utilisation des systèmes multi-agents 
Un système Multi-Agents est défini par Sycara [43] comme  l‟émergence d‟un 
comportement global produit par un ensemble d‟interactions entre agents  afin de résoudre 
des problèmes qui dépassent individuellement leurs capacités de raisonnements. 
Les systèmes multi-agents sont particulièrement adaptés pour les systèmes complexes, 
en effet, ils permettent de reproduire le fonctionnement global d'un système complexe à 
partir des entités qui le compose et de leurs interactions [44]. 
Le développement de l'informatique en termes de puissance des machines, le 
développement des réseaux en particulier, le développement du Web et l‟augmentation de 
la quantité d'informations à traiter et à stocker, ont conduit à des exigences d'application 
assez complexes. Généralement, ces dernières sont physiquement et fonctionnellement 
distribuées.  
Les systèmes multi-agents répondent à ce genre d'applications, ils permettent la 
conception modulaire du système. Ces modules peuvent être distribués sur plusieurs 
machines. Un module est plus simple à concevoir qu'un programme monolithique, de plus, 
la maintenance du système est plus facile et l'amélioration d'un traitement est localisée en 
général au niveau d'un agent (s). L'approche par les systèmes multi-agents fournit des 
solutions robustes et capables de s‟adapter dans des environnements qui peuvent être aussi 
imprévisibles que l'Internet. De surcroit, le problème avec ce système est la coordination et 
la gestion des interactions entre les agents. C'est la maitrise de ces interactions qui 
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environnement public de réaliser des fonctions cohérentes dans un environnement collectif, 
en formant ainsi un système.  
Le défi consiste donc à trouver de nouvelles méthodes adaptatives pour concevoir de 
nouveaux systèmes informatiques répondant aux difficultés existantes telles que la prise en 
compte de l'augmentation de la complexité ou la mise en œuvre de systèmes répartis et 
fiables. Pour découvrir de telles méthodes, il semble approprié de se pencher sur les 
systèmes collectifs (biologiques, physiques, sociologiques), pour comprendre les 
mécanismes et processus qui leur permettent de fonctionner. 
2.3 Les agents et les systèmes multi-agents 
Les systèmes multi-agents possèdent des propriétés que nous allons les introduire dont 
ils en ont une pluralité de définitions, cependant celle de Jacques Ferber [45] à propos des 
agents et de Wooldridge [46] à propos des systèmes multi-agents. 
2.3.1  Le concept d’agent 
 Jacques Ferber  définit un agent comme  
 « … Une entité physique ou virtuelle qui est  capable d’agir dans un environnement 
qui est capable de percevoir son environnement et qui ne dispose que d‟une 
représentation partielle de cet environnement, qui montre un comportement autonome 
et qui peut communiquer directement avec d‟autres agents qui peut éventuellement se 
reproduire dont le comportement tend à satisfaire ses buts, en tenant  compte des 
ressources et des compétences dont elle dispose et en fonction de sa perception, de ses 
représentations et des communications qu‟elle reçoit »[45]. 
o Une entité physique est quelque chose qui agit dans le monde réel par exemple 
: un avion, une voiture ou un robot [45] .  
o Une entité virtuelle n‟existe pas physiquement par exemple : un composant 
logiciel ou un module informatique [45]. 
o Les agents sont capables d’agir  et non pas seulement de raisonner, les agents 
réalisent des actions qui vont modifier l‟environnement des agents et donc leurs 
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o Une représentation partielle de leur environnement, c‟est-à dire qu‟ils n‟ont 
pas de vue globale de tout ce qui se passe [45]. 
o Un comportement autonome cela signifie que les agents ne sont pas dirigés par 
des commandes venant de l‟utilisateur mais par un ensemble de tendances  qui 
peuvent prendre la forme des objectifs individuels à satisfaire ou des fonctions 
de satisfaction ou de survie que l‟agent cherche à optimiser [45]. 
2.3.2   Caractéristiques et propriétés d’un agent  
Les agents ont de nombreuses propriétés que nous nous rappelons les plus essentielles 
afin d‟avoir une meilleure idée sur un agent, ce dernier, cependant, ne possède pas 
nécessairement toutes ces caractéristiques : 
o L’autonomie, autrement dit, l‟agent est capable d‟agir sans l‟intervention d‟un tiers 
(agent  ou humain) et contrôler ses propres actions ainsi que son état interne. 
o La perception, c‟est-à-dire, l‟agent peut avoir une vue très locale sur son 
environnement, aussi une représentation plus large de cet environnement et 
notamment des agents qui l‟entourent. 
o La capacité à agir, en fait, un agent est poussé par un certain nombre de buts qui 
mènent ses actions, il ne répond pas simplement aux sollicitations de son 
environnement. 
o La réactivité, d‟une autre façon, l‟agent obtient des informations de son 
environnement et il doit être capable de réagir par suite. 
o La pro-activité, cela veut dire, un agent ne réagit pas simplement aux changements 
de l‟environnement voire il se dirige vers ses objectifs et il prend des décisions 
quand il est nécessaire. 
o La communication avec les autres agents est  plus ou moins étendue. 
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o La rationalité, autrement dit, les agents rationnels rangent des critères d‟évaluation 
de leurs actions et ils choisissent des meilleures pour atteindre l'objectif. 
o L’adaptabilité ou la flexibilité, en effet, un agent adaptable est un agent capable 
de moduler ses aptitudes selon l‟état de l‟environnement, autrement dit, il est 
capable d‟apprendre et il sait résoudre un nouveau problème à partir de son 
expérience.  
o La sociabilité, c‟est-à-dire, un agent interagit avec les autres agents (logiciels et 
humains) quand la situation l‟exige afin d‟accomplir ses tâches et aide les autres à 
rejoindre leurs objectifs. 
2.3.3  Typologie des agents  
Ferber classe les agents en fonction de leur caractère cognitif ou réactif [45], d‟une part, 
les agents cognitifs dont la plupart sont intentionnels, chacun dispose d‟une base de 
connaissances contenant l‟ensemble d‟informations et de savoir-faire pour leur permettre 
de réaliser leur tâche et de gérer les interactions avec les autres agents ainsi avec leur 
environnement. Bref, ils sont capables d‟anticiper et peuvent planifier leur comportement.  
Par contre, les agents réactifs sont incapables d‟anticiper ou de planifier leur 
comportement, pourtant il les classe aussi en fonction de leurs comportements 
téléonomiques dirigés vers des buts explicites ou bien des comportements réflexes régis 
par les perceptions.  
Quant à Nwan, il  propose sept catégories d‟agents [48] :   
o Les agents réactifs : Les agents à capacités réactives ne disposent que d'un 
protocole et d'un langage de communication réduit, ils n'ont pas une 
représentation précise de leur environnement, ils ne sont pas capables de prise 
en compte de leurs actions passées et ils ne possèdent pas de procédé de 
mémorisation ainsi ils ne peuvent répondre qu'à la loi de stimulus/action.  
En effet, ils sont toujours en état de veille sur les changements de leur 
environnement dès qu‟ils aperçoivent une modification de leur environnement, 
ils répondent par une action programmée, également leurs actions rapides et 
non réfléchies sont similaires à des réflexes. Ainsi, les agents réactifs ne 
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capacités d'adaptation et d'évolution qui font sortir des interactions entre ses 
membres [46]. En somme, ces agents réactifs ont des capacités de raisonnement 
très limitées, mais leurs interactions permettent l'apparition d'une intelligence 
collective. 
o Les agents collaboratifs sont des agents autonomes qui coopèrent et négocient 
avec les autres agents afin d‟atteindre des ententes lors de la résolution 
distribuée de problèmes. 
o Les agents d’interface : ces agents fournissent une assistance à l‟utilisateur, 
autrement dit, un agent d‟interface est capable de s‟adapter aux habitudes de 
l‟utilisateur et à ses préférences. 
o Les agents mobiles sont des agents qui peuvent se déplacer d‟un site à un autre 
en cours d‟exécution pour se rapprocher des données ou des ressources [48]. 
o Les agents d’information ou d’Internet : ces agents ont pour rôle de gérer, 
manipuler ou collecter les informations à partir de plusieurs sources 
d‟informations distribuées. 
o Les agents hybrides : Un agent hybride repose sur la combinaison de plusieurs 
caractéristiques des autres agents au sein d‟un même agent, à titre d‟exemple : 
la mobilité, la collaboration, l‟autonomie, la capacité à apprendre, etc. 
o Les agents intelligents : Nwana affirme que les agents intelligents (logiciels) 
n‟existent réellement pas encore [48], par contre, d‟après Jennings et 
Wooldridge, un agent intelligent se caractérise par son autonomie, sa réactivité 
et sa capacité à agir ainsi que sa sociabilité [46]. 
2.4  Les systèmes multi-agents 
 Wooldridge définit les systèmes multi agents ainsi :  
 « … Un ensemble d‟agents en interaction afin de réaliser leurs objectifs ou d‟exécuter 
leurs tâches. Les interactions peuvent être directes par l‟intermédiaires des 
communications, comme elles peuvent être indirectes à travers l‟action et la perception de 
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Quant à Ferber, il les définit comme:  
« … un système composé d‟un environnement E, d‟un ensemble d‟objets O, d‟un 
ensemble A d‟agents, d‟un ensemble de relation R qui unissent des objets (et donc des 
agents) entre eux, d‟un ensemble d‟opérations OP permettant aux agents de A de 
percevoir, produire, consommer, transformer et manipuler les objets de O et des opérateurs 
chargés de représenter l‟application de ces opérations et la réaction du monde à cette 
tentative de modification, que l‟on appellera les lois de l‟univers » [45].   
2.4.1  L’environnement  
Dans un système multi-agents, « environnement » veut dire l'espace commun des agents 
du système, il  peut être [47] : 
o Accessible/inaccessible (observable/non observable), en effet, il est accessible si 
un agent, à l'aide des primitives de perception, peut déterminer son état et ainsi 
effectuer une action, de plus, une fois que l‟environnement est inaccessible, il faut 
que l'agent ait des moyens de mémorisation en vue d‟enregistrer les modifications 
qui ont survenues. 
o Déterministe/non Déterministe, cela dépend de l‟état futur de l‟environnement qui 
est ou n‟est pas fixé par son état courant et les actions de l‟agent, de plus, dans un 
environnement déterministe, une action à un effet unique garanti. 
o Discret/continu : il est discret si le nombre des actions faisables et des états de 
l‟environnement est fini. 
2.4.2  Les caractéristiques d’un système multi-agents  
Un SMA est généralement caractérisé par  
o Premièrement, Chaque agent possède des informations et/ou des capacités de  
résolution de problèmes limités également chaque agent a une vision partielle. 
o Deuxièmement, Il n'y a pas de contrôle global du système multi-agents sauf  dans le 
cas du contrôle centralisé, il peut avoir une entité qui a une vue globale sur l'activité 
du système et qui prend en charge le contrôle de tout le système. 
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o Dernièrement, les agents d'un système multi-agents n'ont pas un point de vue global 
sur le système, ils n'ont qu'une vision limitée de leur environnement et des autres 
agents. Chacun ne renferme qu'une partie de la connaissance et qu'une partie des 
compétences du système, ils doivent posséder des mécanismes tels que : la 
communication, la coopération, la coordination et une certaine organisation dans le 
but d‟arriver à une résolution collective du problème.  
2.4.3   Les interactions 
Les interactions proviennent de la mise en relation dynamique de deux ou  plusieurs 
agents par le biais d‟un ensemble d'actions mutuelles, en effet, il y a plusieurs types des 
interactions en fonction de trois paramètres : les objectifs, les ressources et les 
compétences comme l‟indique le tableau 2 suivant : 
Tableau 2.1: Types des interactions [45] 
But Ressources Compétences Type de situation 
Remarques 
Compatible Suffisantes Suffisantes Indépendante 
Situation d'indifférence 
Compatible Suffisantes Insuffisantes Collaboration 
simple 
Situation de coopération 
Compatible Insuffisantes Suffisantes Encombrement 
Situation de coopération 
Compatible Insuffisantes Insuffisantes Collaboration 
coordonnée 
Situation de coopération 
Incompatible Suffisantes Suffisantes Compétition 
individuelle  
Situation d'antagonisme 
Incompatible Suffisantes Insuffisantes Compétition 
collective 
Situation d'antagonisme 
Incompatible Insuffisantes Suffisantes Conflits 
individuels  
Situation d'antagonisme 
Incompatible Insuffisantes Insuffisantes Conflits collectifs 
Situation d'antagonisme 
Il existe différentes situations d'interactions déterminées entre les agents, à savoir, la 
communication, la collaboration, la coopération, la négociation et la coordination.  
1. La communication 
La communication est l‟un des éléments importants du système multi-agents, c‟est un 
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agents, c‟est grâce à la communication que les agents peuvent échanger des informations et 
coordonner leurs activités. Egalement, pour des raisons de communication, différents 
protocoles d'interaction sont implémentés, les agents peuvent interagir en envoyant des 
messages et même par l'établissement des conversations structurées ou en communiquant 
directement entre eux en exerçant des opérations sur leur environnement, en somme, la 
communication entre agents peut être directe ou indirecte. 
2. La collaboration 
Selon Ferber, la collaboration est considérée comme le processus de création et 
maintenir une conception partagée d'un problème ainsi qu‟un espace commun pour stocker 
et partager les informations, elle s‟appuie sur un  engagement mutuel des participants par 
un effort coordonné pour résoudre conjointement le problème. [45] 
3. La coopération 
D‟après Ferber, la coopération est accomplie par la division du travail entre les 
participants en tant qu‟activité où chaque personne est responsable d‟une partie de la 
résolution du problème, autrement dit, plusieurs agents se coopèrent ou encore ils sont en 
situation de coopération, si l'une de ces deux conditions est vérifiée: D‟une part, l'ajout 
d'un nouvel agent permet d'accroitre différemment les  performances du groupe, d‟autre 
part, l'action des agents sert à éviter ou à résoudre des conflits potentiels ou actuels. 
La coopération et la collaboration ne se diffèrent pas selon la tâche si elle est répartie 
ou non mais en raison de la manière dont elle est divisée: dans la coopération, la tâche est 
divisée (d‟une manière hiérarchique) en sous-tâches indépendantes, néanmoins, en 
collaboration, les processus cognitifs peuvent être (d‟une manière hétérarchique) divisés en 
couches imbriquées. Ainsi, dans la coopération, la coordination n‟est nécessaire que lors de 
l‟assemblage de résultats partiels tandis que la collaboration est  une activité coordonnée et 
synchrone qui en résulte. 
4. La coordination 
La coordination est définie comme le fait de gérer les liaisons des différentes activités 
exécutées pendant la réalisation d'un objectif, à savoir, les interdépendances regroupent les 
pré-requis (résultat d‟une activité nécessaire à une autre activité), le partage des ressources 
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La coordination est un aspect important pour assurer un travail collectif efficace entre 
les différents agents, par conséquence, on distingue plusieurs méthodes  de coordination 
[46]: 
o Coordination par planification: Le principe est l'échange d'informations 
entre les agents coopérants pour parvenir des conclusions communes sur le 
processus de résolution du problème, en effet, chaque agent produit un plan 
local pour résoudre le problème, par suite, ces plans seront échangés entre 
les différents agents pour le bien comprendre. 
o Coordination par modélisation mutuelle: Le principe est que chaque 
agent se met à la place de l‟autre et essaye de comprendre ses attentes et ses 
intensions pour prévoir l'action à entreprendre. 
o Coordination basée sur des lois sociales: Pour assurer une coordination 
efficace et cohérente, les agents utilisent des normes comparables à nos 
normes sociales de coordination, ces dernières peuvent être prédéfinies ou 
définies tout au long de la vie du système. 
o Coordination à travers les buts communs : Lorsqu‟un groupe d‟agent est 
engagé dans une activité de coopération, les agents ont un objectif commun 
en plus de leurs objectifs personnels.  
La coordination est nécessaire pour améliorer et garder cohérent le 
fonctionnement global du système, entre autres, dans le cas de la coopération, les agents 
font collectivement à la résolution d'un problème, ils peuvent utiliser les mêmes ressources 
et/ou contribuer dans la résolution d'une partie du problème c‟est pourquoi ils doivent 
accomplir les tâches liées au problème à résoudre et coordonner leurs actions. 
En fait, les tâches de coordination ne sont pas directement liées à la résolution du 
problème mais ils permettent au système multi-agents de fonctionner d'une manière 
efficace ce qui permet au système de résoudre le problème collectivement, de gagner du 
temps d'exécution, d'éviter les conflits entre agents et de diminuer autant que possible les 
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5. La négociation 
Elle désigne la stratégie de résolution qui utilise le dialogue pour parvenir à un accord 
afin de résoudre des conflits des attentes ou d'objectifs, en effet, les conflits des attentes 
sont produits par l'existence de contradictions entre les attentes des différents agents, ils 
sont dus au fait que les agents possèdent des connaissances incomplètes [46]. 
La négociation est basée sur des protocoles qui assignent des rôles aux agents. Chaque 
agent impliqué dans la négociation exécute le protocole avec le rôle qui lui est assigné. 
Dans les SMA, il existe trois types de négociation: 
o La négociation par affectation de tâches : Ce type de négociation fait appel au 
protocole « Contract-Net » qui est un protocole de négociation entre deux types 
d'agents : le contractant et le gestionnaire. Le contractant annonce d'abord les sous-
tâches aux agents qui doivent faire des recommandations en fonction de leurs 
capacités à exécuter ces sous-tâches, puis le gestionnaire recueille ensuite toutes les 
offres qu'il a reçues par suite, attribue la tâche à l'agent ayant fait la meilleure offre. 
o La négociation heuristique : elle permet aux agents de dépasser l'étape 
d'acceptation et de rejet en fournissant des commentaires utiles, ces réactions 
peuvent prendre deux formes: 
▪ la critique sur l'acceptation ou le refus d'exécuter une tâche. 
▪ Ou bien, la contre-proposition qui est une proposition alternative donnée 
par l‟agent en répondant à une proposition. 
o La négociation par argumentation : Une négociation commence toujours par une 
proposition qui peut être une offre ou une demande, cette étape est suivie par un 
échange d‟illocutions qui peuvent être l'envoi de contre-propositions ou 
d'arguments de certitude, finalement, une illocution de fin de processus est 
produite, à titre d‟exemple : acceptation ou refus. 
2.5  SMA et les grilles de calcul 
Bien que les agents et les grilles de calcul sont des termes potentiels entre eux, et ils 
peuvent être combinés pour produire des techniques innovantes, très peu de recherches ont 
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base d'agents est apparait pour offrir des solutions à base d'agents afin d‟améliorer la 
gestion des ressources de grille et ses performances globales. 
Quoique les agents ont été utilisés pour l'équilibrage de charge dans les grilles de calcul 
depuis de nombreuses années en essayant d'appliquer des agents intelligents dans la 
réalisation de vision de grille a été faite par des chercheurs au cours des dernières années. 
Une série des travaux sur grille de calcul à base d'agents et clusters de calcul ont été lancés 
en 2001 [50] dans le cadre du Conférence internationale IEEE / ACM sur les clusters de 
calcul et les grilles.  
2.5.1  La simulation multi-agents de systèmes à large échelle 
Les systèmes à large échelle impliquent un très grand nombre d‟agents, appartenant à 
des familles variées et liées par une grande diversité d‟interactions, un système à large 
échelle peut être soumis à une évolution macroscopique déterministe et formulable de 
façon simple. En fait, les systèmes à large échelle ne peuvent plus passer par des méthodes 
statistiques ou équationnelles dès lors que les interactions entre les entités qui les 
composent ne sont plus triviales, en revanche, réciproquement, les approches plus 
qualitatives qui ont aidé à comprendre les mécanismes à l‟œuvre dans les systèmes 
complexes doivent se doter de nouvelles armes pour faire face à l‟effet de masse du 
passage à large échelle.  
Pour ce qui est des systèmes multi-agents, originellement appliqués à la simulation ou à 
la production de systèmes complexes, le principal problème serait donc de passer au large-
échelle mais il ne s‟agit pas seulement d‟un changement de volume dont viendrait aisément 
à bout l‟accroissement régulier des capacités de calcul des machines, il faut également 
revoir la façon de représenter les connaissances pour rendre celles-ci plus lisibles, 
permettre facilement la révision de modèles dont l‟expression est de plus en plus 
compliquée et de façon générale faciliter et simplifier l‟accès du thématicien au modèle 
conceptuel. 
2.5.2  Les avantages du paradigme multi-agents 
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o Exécution asynchrone et autonome: Le déploiement de multi-agents avec des 
tâches intégrées qui nécessitent des connexions ouvertes continues entraîne une 
faible économie de latence, effectivement, les MA peuvent être invoqués dans des 
réseaux où ils fonctionnent indépendamment et de manière synchrone sans 
surveillance constante. 
o Tolérance aux pannes et robustesse: La réactivité de l'agent permet la 
construction d'applications distribuées et résistantes aux pannes et robustes. 
o Consommation de bande passante: L'utilisation de la bande passante réseau est 
minimisée car les agents déplacent le code de calcul vers les données, ce qui réduit 
le passage des résultats intermédiaires. 
o Hétérogénéité : Les MA offrent des conditions optimales pour une intégration 
transparente du système car ils sont indépendants des couches de transport et de 
matériel. 
o Adaptabilité dynamique: Grâce aux fonctionnalités intégrées, les agents peuvent 
percevoir les changements dans leur environnement d'exécution et réagir de 
manière autonome à ces changements. 
 2.5.3  Défis du système multi-agents 
Malgré que les principales caractéristiques du MAS accroissent son applicabilité dans 
plusieurs disciplines, un défis des recherches importantes doit être abordé notamment: la 
coordination entre agents, apprentissage, détection des défauts, répartition des tâches, 
localisation et organisation et sécurité. Autrement, les défis MAS sont généralement 
spécifiques à l'application, c‟est pour cela, dans cette section, nous décrivons les 
principaux défis qui s'appliquent dans la grande majorité des applications [52]. 
2.5.3.1  La coordination entre agents 
Le contrôle de la coordination fait référence à la gestion des agents pour atteindre en 
collaboration leurs objectifs, de nombreux défis découlent de la coordination, notamment 
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1. Consensus: Au MAS, le consensus se réfère à la conclusion d'un accord 
mondial sur une caractéristique particulière d'intérêt, parvenir à un consensus 
comporte deux sous-défis principaux fondés sur les caractéristiques de la MAS 
sous-jacente, à savoir : 
▪ Le suivi : Dans le MAS suivi par le leader avec un leader, les agents 
devraient parvenir à un consensus sur la position du chef, cela garantit que 
les agents maintiennent leur connexion avec le leader, ce défi est appelé 
suivi. [53] 
▪ Confinement: Il est similaire au suivi à l'exception que MAS a plus d'un 
leader [54], les dirigeants peuvent limiter la position géographique d'agents 
pour contrôler les frontières de leur groupe. Par addition, les dirigeants 
peuvent se connecter les uns aux autres pour échanger les données de 
contrôle ou celles produites par des agents comme les données captées de 
l'environnement. 
2. Contrôlabilité : elle fait référence à la situation où le MAS peut être dirigé d'un 
état initial à un état spécifique en utilisant certains règlements, la contrôlabilité 
du MAS est affectée par deux mesures clés qui sont le degré de dynamisme 
dans la topologie et le degré de déterminisme dans l‟environnement. D‟une 
part,  dans un MAS dynamique, la topologie change périodiquement, affectant 
les liens entre les agents et leur collaboration. D‟autre part, dans les 
environnements non déterministes, les résultats des actions ne sont pas 
prévisibles, les agents devraient donc décider de nouvelles actions après en 
observant le résultat de leurs actions antérieures qui encourent retarder et 
limiter la proactivité des agents. 
3. Synchronisation : elle signifie que les actions exécutées par chaque agent sont 
alignées dans le temps avec d'autres agents, ainsi une hétérogénéité accrue entre 
les agents complique la synchronisation, la raison en est que les agents 
homogènes peuvent être synchronisés dans une caractéristique commune, tandis 
que pour les agents hétérogènes, la synchronisation doit être réalisée dans 
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également connue sous le nom de synchronisation d'état partiel ou de sortie 
dans la littérature [55]. 
4. Connectivité: Dans certaines circonstances, les agents exigent une connexion 
permanente les uns aux autres, par exemple les agents dans leader-follow 
doivent toujours être connectés au leader, cette exigence introduit le défi de la 
connectivité. Les défis suivants contribuent à la complexité de la connectivité: 
▪ Mobilité: la mobilité des agents entraîne des déconnexions fréquentes entre 
les agents et le rétablissement ultérieur de nouvelles connexions. 
▪ Environnements bruyants: Toute interférence dans l'environnement peut 
interrompre la connexion entre deux agents et donc nécessiter le 
rétablissement de ces connexions. 
▪ Vue limitée de la topologie MAS: Vu que les agents ont une vue limitée, le 
positionnement de l'agent pour atteindre une connectivité maximale est 
difficile. 
5. Formation: Cela veut dire que  MAS à organiser dans une structure particulière 
et que cette dernière est maintenue pendant une période de temps spécifique 
(qui pourrait même être toute la durée de vie du MAS). La formation se déroule 
dans trois étapes principales : 
▪ Trouver la structure la plus efficace à appliquer par tous les agents.  
▪ Organiser les agents sur la base de la structure déterminée. 
▪  Maintenir la structure déterminée pendant un temps spécifique. 
De surcroît, hétérogénéité des agents, vue limitée de l'environnement et dynamicité 
du MAS ou de l'environnement rendent les étapes décrites très difficiles [56]. 
2.5.3.2     Apprentissage 
Dans MAS, chaque agent décide de manière autonome de l'action appropriée pour 
atteindre son objectif en fonction de plusieurs métriques, les défis suivants augmentent la 
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▪ Frais généraux de traitement et de communication des méthodes 
d'apprentissage qui consomment les ressources des agents. 
▪ L'environnement MAS peut être dynamique, ainsi les agents doivent 
fréquemment détecter des informations mises à jour à utiliser par la 
machine d'apprentissage qui à son tour consomme une quantité 
importante de ressources d'agent. 
▪ La topologie du MAS peut se changer, ce qui nécessite de se reconnecter 
avec les agents voisins. 
▪ Protection des agents contre les agents malveillants qui injectent des 
informations fausses. 
▪ Passage à l'échelle de la méthode d'apprentissage pour les MAS à grande 
échelle. 
  2.5.3.3   Détection de fautes 
Détecter et isoler les agents défectueux est une tâche fondamentale car un agent 
défectueux peut infecter d'autres agents qu'il se collabore avec [60]. Les études actuelles 
sur la détection et l'isolement des défauts souffrent des limitations suivantes [61], [62], 
[63]:  
▪ L'accent est principalement mis sur les agents homogènes alors que dans la 
plupart des applications, les agents sont hétérogènes. 
▪ La plupart des méthodes existantes exigent un traitement des ressources et / 
ou des données élevé qui pourrait ne pas être abordable pour tous les agents. 
▪ Seuls quelques travaux discutent de l'isolement des agents défectueux. 
Cependant, un agent défectueux détecté mais non isolé est capable 
d'envoyer des informations à d'autres agents, consommant ainsi des 
ressources d'autres agents. 
▪ La plupart des solutions proposées sont centralisées et donc pas 
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2.5.3.4   Répartition des tâches 
 Elle fait référence à l'allocation des tâches aux agents en tenant compte du coût, du 
temps et des frais généraux (de communication et de traitement) associés, en effet, il est 
important de présenter ces deux mesures fondamentales pour allouer des tâches aux 
agents : 
o Talent d'agent: il s'agit du nombre total de ressources de chaque agent, 
les agents attribuent des tâches proportionnelles à leurs ressources, 
cependant, il est important de tenir compte de la charge actuelle d'un 
agent avant d'allouer une nouvelle tâche, en cas où les tâches allouées à 
un agent dépassent les ressources de l'agent (c'est-à-dire que l'agent est 
surchargé), puis le retard dans la réception d'une réponse de l'agent 
s‟augmentera considérablement. Pour éviter une surcharge, chargez 
l'équilibrage est utilisé pour répartir également la charge entre agents. 
o Position d'agent: la position d'un agent a un impact sur le retard de 
communication ainsi que les frais généraux (par exemple, le nombre de 
paquets doit être transmis pour communiquer avec d'autres agents) [64], 
[65], ainsi, l'agent devrait être pris en considération les frais généraux, 
lors de l‟attribution des tâches réduire.  
2.5.3.5    Localisation  
Chaque agent a une vue limitée (uniquement ses voisins) de la topologie MAS avec 
cette vue limitée, la localisation d'un agent particulier, cela veut dire que la localisation 
peut être difficile, un agent peut être localisé sur la base de [66]: 
o Avoir des ressources particulières. 
o Qui est connu comme la localisation des ressources. 
o Exécuter des services spécifiques. 
o Posséder une identité spécifique. 
 2.5.3.6  Organisation  
L'organisation fait référence à la façon dont les communications des agents et les 
connexions sont définies, dans certaines approches qui sont décrit ci-dessous, les agents 
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ressources et les services [67], en fait, les approches les plus répandues pour organiser le 
MAS sont [68] [69]: 
o Plat: c'est la structure organisationnelle la plus élémentaire où dans tous les agents 
sont considérés comme égaux, par conséquent, il n'y a pas chef désigné voire 
chaque agent communique avec ses voisins. 
o Hiérarchique: Dans une organisation hiérarchique, les agents ont relations 
arborescentes, au niveau le plus élevé, il existe un agent appelé agent racine, 
l'organisation hiérarchique peut entraîner un retard ou créer un goulot 
d'étranglement, en particulier au niveau de l'agent racine (ou des pères) car il est 
responsable sur le traitement des communications de tous les agents feuilles.  
Basé sur le nombre d'agents autorisés, autrement dit, ceux qui ont le 
contrôle sur d'autres agents, l'organisation hiérarchique peut être divisée en deux 
types : simple et uniforme. Dans l'approche simple, l'agent racine a une autorité 
exclusive et il contrôle toutes les communications. Dans l'approche uniforme, il y a 
plus d'une autorité d‟agents dans la hiérarchie, ce qui signifie qu'en plus à la racine, 
tous ou certains pères peuvent également contrôler leur fils. 
o Holonique: Dans l'organisation holonique, les agents sont organisés en plusieurs 
groupes appelés holons sur des caractéristiques particulières, par exemple 
l'hétérogénéité ou la détection capacité des agents à holon. Les holons sont, ensuite, 
superposés en plusieurs couches. Egalement dans cette organisation holonique, un 
agent peut être membre de plusieurs holons dans la même couche. Pour les 
communications de couche supérieure, un agent principal qui est sélectionné parmi 
les agents les plus disponibles dans le holon, est utilisé. 
2.5.3.7   Sécurité  
La sécurité est très difficile dans MAS à cause de la décentralisation, sociabilité et 
mobilité [70], en effet, les effets de ces fonctionnalités sont discutés ci-dessous: 
o Sociabilité: les agents utilisent les informations ou les connaissances 
qu'ils acquièrent auprès d'agents voisins ou l'environnement du processus 
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malveillantes qui peuvent partager des données falsifiées pour influer sur 
la décision d'agent. 
o Décentralisation: En l'absence d'une autorité centrale de confiance, la 
vérification de l'identité des agents et la création de relations de 
confiance entre eux deviennent très difficiles. 
o Mobilité: Un agent mobile peut être affecté par des agents malveillants, 
si le cas se présente, il diffuse de fausses informations à un nombre 
croissant d'agents qu'il rencontre en se déplaçant, en revanche, l'autre 
menace pour la sécurité des agents mobiles est qu'ils pourraient attaquer 
l'agent sur lequel ils ont migré et consommé leurs ressources ou lire leurs 
données. 
2.6  Travaux connexes 
Nous présentons dans cette section un nombre de travaux de recherche portant sur  
l'équilibrage de charge basé sur des agents dans les grilles de calcul. 
Les auteurs [71] ont proposé un modèle d'équilibrage de charge dans les grilles de 
calcul basé sur des agents (AGLBM) en analysant la charge des nœuds et la migration 
subséquente des machines virtuelles des nœuds surchargés, vers les nœuds sous-chargés. 
 Le système proposé implique plusieurs nœuds qui interagissent pour implémenter des 
travaux MapReduce, le système multi-agents se compose d'un groupe d'agents: agent 
capteur de  nœud, agent  capteur de modèle de simulation, agent d'analyse, agent de 
migration et agent de distribution.  
Les agents d'analyse et de distribution sont définis comme des agents de raisonnement 
ainsi les capteurs et l'agent de migration sont des agents réactifs.  
L'agent capteur collecte les informations nécessaires sur l'état du nœud, ces 
informations contiennent la charge du nœud et la charge de la ligne de communication, 
ainsi lors de la collecte d'informations, utiliser des compteurs de performances. L'agent 
capteur observe l'évolution de l'état des objets du modèle simulé situés sur le nœud, en tant 
qu'information que l‟agent capteur envoie comme information de sortie, la fréquence de 
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fréquence du changement d‟état. L'agent d'analyse interroge les agents d'analyse à certains 
intervalles, il décide, à l'aide des règles, si un équilibrage est nécessaire, si tel est le cas, 
l'agent de distribution est communiqué.  
L'agent de distribution est la source de "connaissances" sur l'environnement (nœuds 
voisins et données statistiques sur les nœuds voisins) pour l'agent d'analyse, cette 
connaissance est proposée pour clarifier les règles selon lesquelles l'agent décide de la 
nécessité d'un équilibrage.  
L'agent courtier contrôle, avec tous les agents, le fonctionnement des nœuds, 
lorsque le nœud a terminé sa partie du travail, il prend une partie du travail de l'autre nœud 
et la mélange avec un nœud libre, cela garantit que le nœud entier est toujours en cours de 
traitement.  
L'agent de distribution, basé sur des règles, sélectionne les  objets de modélisation à 
transférer et choisit les nœuds de réseau cible, lors de la sélection d'objets à transférer vers 
d'autres nœuds, il fait référence aux agents de distribution voisins. Ensuite, les agents de 
distribution sont synchronisés, ce qui permet de déterminer l'agent principal, après 
l'exécution de l'algorithme de synchronisation, l'agent principal achève le processus de 
simulation en envoyant un message correspondant au système de simulation, les agents 
demandent alors les objets nécessaires au système.  
L'agent de migration déplace les objets vers d'autres nœuds et il envoie les objets 
du modèle de simulation aux agents de distribution des nœuds cibles, une fois la migration 
terminée, les agents de distribution sont à nouveau synchronisés et le système de 
simulation est lancé. Le processus de modélisation est en cours, cependant, dans ces 
études, les performances du système n'ont pas été étudiées, la plate-forme Hadoop 
implémentée est également simple et l'installation de son expérimentale peut ne pas être 
optimale et les résultats peuvent être trompeurs dans une certaine mesure. 
Dans les études de [72], un modèle de protocole d'allocation de ressources 
distribuées (dRAPM) est proposé pour allouer et planifier des tâches sur une grille 
distribuée, en utilisant les propriétés des systèmes multi-agents, le protocole d'allocation de 
ressources réparties (dRAP) proposé est décrit comme suit: Un agent dans le système est 
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dans son cluster et le temps résiduel pour terminer l'exécution de son processus actuel. 
Chaque agent est assuré d'être dans un cas sur quatre lors de la simulation: 
État 1 : Un agent n‟a pas des tâches assignés et ne fait pas partie d‟une cluster, 
dans ce cas, l‟agent analyse la file d‟attente, prend en compte les besoins en 
ressources Cpureq des tâches non allouées et gère la tâche qui minimise 
l‟équation suivante : Cpureq -1 
État 2: Un agent a été affecté à des tâches et ne fait pas partie d'une cluster  
Dans ce cas:  
o L'agent continue d'exécuter la tâche et met à jour son vecteur  
d'informations. 
o  Si les exigences du tâche ne sont pas totalement satisfaites, l'agent 
interrogera ses voisins et tentera de former une cluster tel que: 
CPUreq = CPUcluster 
o Lorsque l'agent met fin à l'exécution du tâche, il revient à l'état 1. 
État 3: un agent fait actuellement partie d'une cluster et n'a aucun tâche affecté. 
o Dans ce cas, l'agent analyse la file d'attente, considère les travaux 
non alloués et assume le travail qui minimise l'équation:                             
CPUreq - CPUcluster 
État 4: un agent a été affecté à un tâche et il fait actuellement partie d'une 
cluster. Dans ce cas: 
o L'agent poursuit l'exécution du tâche et met à jour son vecteur 
d'informations. 
o Une fois la tâche est terminé, l'agent se déconnecte de cluster et 
revient à l'état 1. 
Une caractéristique principale de cet algorithme est que les nœuds demandent à 
leurs voisins de former des clusters, cela réduit le temps d'attente et les coûts de 
communication. Une optimisation à envisager serait de retarder la déconnexion de cluster 
dans l'état 4, ce qui guiderait l'apprentissage ou la mémoire dans le système où 
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problème avec cet algorithme est sa nature décentralisée, ce n'est ni un contrôle centralisé 
ni une synchronisation précise sur des nœuds (agents). 
La principale contribution de cette étude [73] est le développement d'un modèle 
basé sur agent pour la gestion des ressources avec des opérations définies afin que 
l'utilisateur puisse effectuer des tâches de manière efficace, efficiente et ainsi améliorer 
considérablement la gestion par un middleware gLite Grid.  
Le modèle de gestion des ressources basé sur les agents (ABRMM) fournit une 
plate-forme basée sur une collection d'agents dans une organisation virtuelle, les 
principaux aspects de cette architecture sont: le suivi des ressources, l'équilibrage de 
charge et la hiérarchie des agents.  
Les agents qui composent cette plate-forme sont définis comme l'interface 
utilisateur de l'agent (AUI), l'agent de planification (SA), l'agent de recherche de 
ressources (RSA) et l'agent de surveillance (MA). AUI collecte des informations de base 
sur le type d'exigences en matière de ressources ou de demandes spéciales de ressources à 
l'aide d'une interface Web pour communiquer avec l'utilisateur.  
Le SA est responsable de la planification de l'exécution des tâches avec les 
ressources appropriées, il a contacté RSA pour une liste des ressources disponibles, il 
trouve la meilleure ressource en fonction des demandes et de la disponibilité des machines. 
RSA donne une liste de ressources, RSA fait le lien entre les utilisations et les ressources. 
Ensuite, la fonctionnalité RSA bascule vers WM gLite, l'utilisateur peut choisir la 
ressource ou permettre son exécution de manière transparente, tout en respectant les 
critères établis.  
L‟agent de surveillance (MA)  est responsable de la surveillance de l'état des 
ressources pour fournir des informations en ligne sur la disponibilité et, en même temps, il 
contrôle les tâches effectuées par chaque travail. Le système multi-agents MA interagit via 
une interface de communication, maintenant avec succès la découverte des services 
d'information actuels et la mise à jour du middleware gLite. 
Dans cet article [74], les auteurs ont proposé une nouvelle structure d'équilibrage de 
charge basée sur l'agent mobile et l'approche d'optimisation par colonies de fourmis. Dans 
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tâches reçues aux agents travailleurs selon les bonnes décisions afin de minimiser le temps 
d'exécution global (makespan).  
Le cadre proposé est construit en utilisant trois couches qui sont le producteur des 
tâches utilisateur, la couche d'équilibrage de la charge et la couche des travailleurs. Cette 
étude doit être complétée en comparant leurs résultats avec d'autres méthodes, en 
minimisant les mouvements de tâches et en entraînant des coûts supplémentaires dans le 
processus de migration. 
Une autre étude [75] a présenté la conception et la mise en œuvre d'un modèle 
d'équilibrage de charge floue basé sur les priorités (PBFLBM) dans une grille de calcul. 
Dans ce modèle, l'utilisateur envoie ses tâches à l'agent de grille, une fois que 
l'ordonnanceur de grille a utilisé l'algorithme d'ordonnancement basé sur la priorité pour 
planifier des tâches de l'agent de grille vers la ressource disponible. L'équilibrage de charge 
est effectué à l'aide de la technique de logique floue, dans laquelle un ensemble de règles 
floues est produit à l'aide de la ressource et du paramètre de tâche. Comme les règles de 
contrôle flou sont collectées à l'aide de variables linguistiques, la connaissance perceptuelle 
et l'inspection sont facilement intégrées dans le mécanisme de contrôle. 
2.7  Conclusion 
Dans ce chapitre nous avons donné un aperçu général sur les systèmes multi-agents. 
Egalement, nous avons montré l'intérêt de l'utilisation des systèmes multi-agents dans les 
grilles de calcul et la combinaison entre les deux techniques et  les difficultés  et les 
avantages qui entourent la tâche d‟intégration des systèmes multi-agents dans les grilles de 
calcul . Nous avons aussi cité dans ce chapitre les travaux connexes relatifs à l‟équilibrage 
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3.1  Introduction 
Dans les deux premiers chapitres, nous présentons l‟essentiel des notions de base sur 
l'équilibrage de charge dans les grilles de calcul, ainsi le système multi agents. 
En s‟appuyant sur quelques travaux de la littérature qui traitent le problème 
d'équilibrage de charge, différentes approches sont suivies en se basant sur l'arborescence, 
l'estimation, le voisinage, le partitionnement,  les techniques de vie artificielle, l‟approche 
hybride, et l‟approche basée sur les agents. Afin de traiter ce problème, nous proposons 
deux modèles d'équilibrage de charge dans un environnement de grille, dont, le premier 
sert à traiter le problème par la migration de processus, alors que le deuxième  est procédé 
par utilisation du système multi agents. Les systèmes multi-agents offrent de nombreux 
avantages en termes de fonctionnement coopératif et émergence. En effet, nous proposons 
une architecture multi-agents avec implémentation dans une plateforme multi-agents qui 
nous permettent d'étudier la contribution de l'utilisation de cette technologie dans le but de 
faciliter le déploiement des applications avec un comportement dynamique. En outre, ce 
modèle d‟équilibrage de charge proposé vise à tirer parti des caractéristiques de l‟agent 
pour générer un système autonome. Il traite également des inconvénients des systèmes 
similaires tels que l'instabilité, la non évolutivité ou la non adaptabilité. 
Nous commençons ce chapitre par une description détaillée du modèle d'équilibrage de 
charge  avec migration de processus, ainsi que le modèle de grille proposé.  Ensuite, nous 
décrivons les algorithmes associés. 
La deuxième partie du chapitre est consacrée à l‟explication de notre principale 
contribution et à la modélisation de notre système reposant sur des agents. Suite à la 
présentation de notre contribution, nous détaillerons les éléments de conception de 
l‟approche proposée en définissant les rôles de chacun des agents et en précisant ainsi le 
protocole d‟interaction. Les algorithmes implémentés par des agents sont également 
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3.2  Modèle d'équilibrage de charge  avec  migration de 
processus dans une grille de calcul 
Pour une gestion efficace des ressources dans la grille, la ressource surchargée doit être 
prohibée, ce qui peut être réalisé par la technique de migration des processus. Dans la 
migration des processus, un processus exécuté sur une ressource est redéployé sur une 
autre de manière à ce que la migration n'entraîne aucune modification dans l'exécution du 
processus, cela signifie que le processus est suspendu et repris plus tard sur une nouvelle 
ressource [28]. 
3.2.1  Topologie de la grille 
La topologie de la grille utilisée comme support du modèle proposé, est décrite ci 

















Figure 3.1. Représentation arborescente d'une grille [76]. 
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Une grille de calcul a été modélisé comme un ensemble de clusters. Chaque cluster était 
composée de nœuds appartenaient à un domaine local LAN (Local Area Network). Chaque 
cluster était connectée au réseau mondial WAN (World Area Network) par un 
commutateur [76]. La grille est composée de 3 niveaux : la racine (niveau 0), un niveau 
intermédiaire contenant des gestionnaires de clusters (niveau 1) et le dernier qui s‟occupe 
des feuilles (niveau 2). Ce dernier contenant les principaux nœuds du travail. 
o Niveau 0: Dans ce premier niveau, nous trouvons un nœud virtuel appelé 
gestionnaire de grille qui correspond à la racine d'arbre. Ce nœud sert à réaliser 
les fonctions suivantes: 
 Recevoir les tâches soumises par les utilisateurs de grille, 
 Envoyer les tâches aux gestionnaires de clusters, 
 En cas d'échec, le gestionnaire de la grille supprime tous les tâches en 
cours d'exécution dans la ressource en échec en les faisant passer à l'état 
de redémarrage. La machine en panne sera également redémarrée. 
o Niveau 1: Une fois qu'une tâche est allouée pour être exécutée sur un nœud 
particulier, ce dernier doit ensuite être géré par le gestionnaire de cluster, où, 
chaque gestionnaire de cluster à ce niveau est lié à une cluster physique. Le 
gestionnaire est responsable de :  
 Recevoir les tâches émises par le gestionnaire de grille, 
 Envoyer les tâches aux nœuds du travail, 
 Maintenir les informations de charge associées à chacune de ses 
ressources, 
 Estimer la charge de la cluster associée et la diffuser aux autres 
gestionnaires de cluster, 
 Décider de lancer l‟équilibrage de charge locale que nous appellerons 
équilibrage de charge intra-cluster, 
 Envoyer les décisions de migration de processus aux ressources qu‟ils 
gèrent pour l‟exécution, 
 Lancer un équilibrage de charge globale que nous appellerons  
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o Niveau 2: A ce niveau, nous trouvons les nœuds de travail liée à leurs clusters 
respectifs. Chaque nœud à ce niveau est responsable de: 
 Maintenir ses informations de charge  telles que l'utilisation du 
processeur, la longueur de la file d'attente du processeur et la 
consommation de mémoire,  
 Envoyer les informations à son gestionnaire de cluster, 
 Exécuter la migration du processus décidée par son gestionnaire de 
cluster. 
3.2.2  Caractéristiques du modèle proposé 
Le modèle d'équilibrage de charge proposé est un modèle d'équilibrage hiérarchique 
associée à la migration de processus. Deux défis majeurs apparaissent pour les grilles de 
calcul qui sont l'hétérogénéité et le passage à l'échelle. Nous avons proposé une 
architecture à trois niveaux pour résoudre le problème de passage à l'échelle. Les 
caractéristiques du modèle proposé peuvent être résumées comme suit:  
o Hiérarchie: cette caractéristique facilite la circulation de l'information à travers 
l'arbre, dont, trois types de mouvements d'information de charge sont 
différenciés : 
 Mouvement ascendant: ce mouvement concerne le mouvement 
d'information de charge qui vise à obtenir l'état actuel de la charge en 
passant du niveau 2 (les nœuds) vers le niveau 1 (gestionnaires de clusters). 
Avec ce mouvement, le gestionnaire de cluster peut avoir une vue globale 
de la charge de ce cluster aussi pour celle  de d‟autres. 
 Mouvement horizontal : il concerne les paramètres utiles lors de 
l'exécution des opérations d'équilibrage de charge. Ce mouvement concerne 
l'assignation de tâches intra-cluster au niveau 2. En plus, ce flux véhicule 
les informations de charge entre les gestionnaires de clusters sur  le niveau 
1. 
  mouvement descendant: ce mouvement permet de prendre des décisions 
pour l'assignation de tâches ou la migration de processus, dont, les décisions 
prises par les gestionnaires de clusters sont orientées du niveau 1 vers les 
























Figure 3.2 : l'architecture du système de modèle proposé 
o Passage à l'échelle et hétérogénéité: l‟insertion ou l‟élimination d'entités 
(nœuds ou clusters) sont des opérations très simples dans le modèle proposé 
(insertion ou élimination de nœuds ou de  sous-arbres). 
o Indépendance: de toute structure physique de grille, la conversion d'une grille 
en arbre est une opération unique. Chaque grille correspond à un seul arbre. 
o Dynamicité: La connexion ou la déconnexion des ressources (nœuds de travail 
ou clusters) correspondent à des opérations simples effectuées dans un arbre 
(ajout ou suppression de feuilles ou de sous-arbres). 
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3.2.3  Représentation structurelle du modèle proposé 























Figure 3.3 : Diagramme de classes associées au modèle proposé 
3.2.4  Système d’équilibrage de charge  
Le système d'équilibrage de charge proposé met en œuvre trois types de politiques: 
politique d'information, politique de sélection de la localisation et la politique de sélection 
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du candidat. Pour la mise en œuvre de politique d'information, nous utilisons une approche 
basée sur les événements. La stratégie FIFO est appliquée pour la mise en œuvre de la 
politique de sélection due candidat. Alors que pour la mise en œuvre de la politique 
sélection de localisation nous utilisons comme index de charge, la longueur de la file 
d'attente, l‟utilisation du processeur et l‟usage de la mémoire. 
3.2.4.1  Politique d'information 
Nous considérons certains événements spécifiques qui modifient la configuration de 
charge dans l'environnement de grille qui peuvent être classés comme suit: 
o Une nouvelle tâche est arrivée, 
o Réalisation de l'exécution de toute tâche, 
o Une nouvelle ressource est arrivée, 
o Toute ressource existante est un retrait, 
o Une machine en panne à n'importe quelle ressource, 
o  Le nœud est surchargé. 
Lorsqu'un de ces événements se produit, la valeur de charge locale est modifiée et 
l'information de charge de nœud est mise à jour. 
La charge du nœud à un moment donné est décrite simplement par la longueur de la file 
d'attente du processeur. Il indique le nombre de processus qui attendent d'être exécutés. 
Dans notre proposition, nous avons considéré chacun de la CPU-U (utilisation du 
processeur), la longueur Q (longueur de la file d'attente) et la Mem (utilisation de la 
mémoire) comme paramètres d'information de charge pour mesurer la charge d'un nœud. 
Ces paramètres sont calculés comme suit :  
Load (CPU-U)= (U1+U2+………+UT)/T où: U1, U2,………, UT  est la valeur de CPU-
U dans un intervalle d'une seconde précédent et T est le nombre d'intervalles de temps, 
Load (Qlength) = (Q1+Q2+……...+QT)/T  Où: Q1, Q2,……..., QT  est la valeur de 
Qlength dans un intervalle d'une seconde précédent et T est le nombre d'intervalles de 
temps, 
Load (Mem) = (M1+M2+……...+MT)/T   Où : M1, M2,……..., MT  est la valeur de 
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Les informations moyennes de CPU-U, Qlength et Mem sont les paramètres de charge 
utilisés pour décrire la charge de nœud. 
3.2.4.2  Politique de sélection de localisation 
Cette politique classe les nœuds en fonction de leurs paramètres de charge. Elle utilise 
trois états pour la classification: surchargé, sous-chargé et équilibré. Dans un premier 
temps, nous devons calculer deux valeurs de seuil pour chaque paramètre de charge (CPU-
U et Qlength). Le calcul de ces seuils se fait comme suit: 
Loadavg (Qlength) = (load1+load2+….load NBRN) / NBRN; Où : Loadavg (Qlength) représente 
la charge moyenne de Qlength sur touts les nœuds. load1, load2,….load NBRN  est la valeur  
actuelle de Qlength  de chaque nœud  
Loadavg (CPU-U) = (load1+load2+….loadNBRN ) / NBRN; Où : Loadavg (CPU-U)  représente 
la charge moyenne de CPU-U sur touts les nœuds. load1, load2,….loadNBRN  est la charge 
actuelle de CPU-U de chaque nœud 
Calculer les valeurs  de seuils 
Les valeurs de seuils inférieures et supérieures des paramètres de charge sont calculées 
en multipliant la charge moyenne de chaque paramètre par une valeur constante. 
THH=H*Loadavg                                                                                                                                                                                             
THL=L* Loadavg   
Où THH est le seuil supérieur et THL est le seuil inférieur H et L sont des constantes. 
L'étape suivante consiste à partitionner les nœuds à des nœuds équilibrés, surchargés ou 
sous-chargés en utilisant les valeurs de seuil comme suit: 
                   Equilibré,  
Load=        Surchargé  (CPU-U est supérieur) ou (Qlength est supérieur) ou (Mem>85%), 
                  Sous-chargé  (CPU-U est  inférieur) ou (Qlength est inférieur), 
                    Idle    CPU-U<=1%.       
o Surchargé: le nœud sera ajouté pour la liste surchargée, si l'une de ces 
conditions est vraie: 
 La valeur CPU-U est élevée, si l'utilisation du processeur est élevée, l'état du  
nœud est surchargé 
 La valeur Qlength est élevée, si le nombre de tâches dans la file d'attente de 
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 L'utilisation de la mémoire est supérieure à 85%, le nœud avec moins de 
15% de mémoire libre risque de paginer la mémoire et la pagination 
ralentira le traitement sur ce nœud. 
o Sous-chargé: le nœud sera ajouté pour la liste sous-chargée si l'une de ces 
conditions est vraie: 
 La valeur CPU-U est faible; si l'utilisation du processeur est faible, le nœud  
est ajouté pour la liste sous-chargée. 
  La valeur Qlength est faible; si le nombre des travaux dans la file d'attente 
de nœud est faible, le nœud est classé à l'état sous-chargé. 
o Équilibré: les nœuds ne sont pas dans la liste surchargée et ni à la liste sous-
chargée sont des nœuds dans un état de charge équilibrée. Ils sont considérés 
comme plus chargés que l'état sous chargé et moins chargés que l'état surchargé. 
3.2.4.3  Politique de sélection de candidat 
Suivant notre politique de sélection et afin de déterminer les processus à migrer d‟un 
nœud surchargé vers un nœud sous-chargé, nous utilisons le critère FIFO (First In First 
Out), où, une sélection de la tâche introduite en premier dans la file d‟attente est procédée. 
3.2.5  Algorithmes proposés 
Conformément au modèle proposé, nous distinguons deux niveaux d'équilibrage de 
charge: l‟algorithme d'équilibrage de charge intra-cluster et l‟algorithme d'équilibrage de 
charge inter-cluster. 
Les notations utilisées dans nos algorithmes sont récapitulés dans le tableau 3.1 : 
Tableau 3.1 : Notation utilisées 
Paramètre Description 
N Noeud 
LoadN Charge de Noeud 
Qlength La longueur de la file d'attente de CPU 
THH Seuil supérieur 
THL Seuil inférieur 
OLD-list Liste surchargeé 
ULD-list List sous chargeé 
BLD-list Liste équilibreé 
Loadavg Charge moyenne 
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3.2.5.1  Algorithme d'équilibrage de charge intra-cluster 
En fonction de sa charge actuelle, chaque gestionnaire de cluster décide de démarrer une 
opération de migration de processus. Dans ce cas, le gestionnaire de cluster essaie, en 
priorité, d'équilibrer sa charge entre ses nœuds. Pour implémenter l'équilibrage de charge 
local, nous proposons les algorithmes suivants: 
Gathering information algorithm 
Begin 
T 5 seconds ;  Waiting for jobs; 
Create jobs queue for each node; 
For every Node N and in each one second of T intervals do 
               Calculate (CPU-U); 
               Calculate (Qlength); 
               Calculate (Mem); 
End For ;  
Load (CPU-U) = (U0+U1+…..UT)/T;  Load (Qlength) = (Q0+Q1+…..QT)/T; 
Load (Mem) = (M0+M1+…..MT)/T; 
//According to proposed events //  Cluster manager receives Load informations from all nodes ; 
Cluster manager compute load of cluster C associated;  
Cluster manager Sends Load information of C to other clusters managers ; 
Loop 
wait for load change // happening of any of defined events 
if (events_happens ()=1 or  events_happens ()=4) then   begin 
Remove terminated or migrated job from the waiting queue; 
Subtract their load value from the total local load of node; 
Send new load to its cluster manager associated ; 
End 
if (events_happens ()=2 or  events_happens ()=3) then 
begin 
Add the newly created or incoming job for the waiting queue; 
Add their load value for the total local load of node; 
Send new load to its cluster manager associated; 
End 
If ((events_happens () =6) and (events_happens () =7)) then begin 
ask the slowest resource to send a portion of its load to the idle resource; 
End 
If ((events_happens () =8) then  Inter-cluster Load Balancing Algorithm; 
End Loop 
 
Function events_happens () 
output Type: integer 
begin 
If (Job.state=Termination) then events_happens () =1; 
If (Job.state=Start) then events_happens () =2; 
If (Job.state=Incoming Migrating ) then events_happens ()=3; 
If (Job.state = migrated) then events_happens ()=4; 
If (Arrival of any new resource) then events_happens ()=5; 
If (resouce.state= idle) then    events_happens () =6; 
If (resource.state= slowest) then events_happens ()=7; 
If (cluster.state=saturated then events_happens ()=8; 
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L'algorithme suivant classe les nœuds en fonction de leur charge. Il a utilisé trois états pour la 
classification: surchargé, sous-chargé et équilibré. 
Location policy algorithm 
Begin 
If (events_happens ()=8) then Inter-cluster load balancing algorithm 
somme ←0; somme1←0; 
For every Node N of cluster C do 
Somme ←somme+ LoadN(CPU-U) ; 




THH(CPU-U)= Loadavg(CPU-U)*H; THL(CPU-U)= Loadavg(CPU-U)*L; 
THH(Qlength)= Loadavg(Qlength)*H; THL(Qlength)= Loadavg(Qlength)*L; 
Partionning Nodes into overloaded list OLD-list , underloaded list ULD-list and balanced list BLD-
list 
OLD-list ; ULD-list←∅; BLD-list←∅; 
For every Node N of cluster C do  
 If (LoadN(Qlength) >THH(Qlength) or  LoadN(Qlength) >THH(Qlength) or Load (Mem)>85%)                          
then      
             OLD-list ←OLD-list  N; 
 Else If (LoadN(Qlength) < THL(Qlength) or LoadN(Qlength) < THL(Qlength))           then   
             ULD-list  ULD-list  N  
         Else  BLD-list  BLD-list N;   
End If 
End For 
Sort OLD_list by descending order relative to their  LoadN. 
Sort ULD_list by ascending order relative to Their LoadN. 
End. 
Au cours de l‟étape qui suit la classification des nœuds, le gestionnaire de cluster décide 
de migrer les processus des nœuds surchargés vers les nœuds sous-chargés par application 
de l'algorithme suivant: 
Job Migration Decision algorithm 
begin 
While (OLD-list ≠  .AND. ULD-list ≠  ) do 
       For i = 1 To  ULD-list.Size()  do 
                   Select job from queue of first node  
                   belonging to OLD-List by FCFS algorithm 
                   Migrate the selected job from first    
                   Sender node of OLD-List to i
th
 receiver 
                   node of ULD-list; 
                   Update the current LoadN of receiver    
                   and sender  nodes; 
                   Update OLD-list, ULD-list and BLD-list; 
                   Sort OLD-list by descending order of their           
                   LoadN; 
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3.2.5.2  Algorithme d'équilibrage de charge inter-cluster 
Cet algorithme applique un équilibrage de charge global entre tous les clusters de la 
grille. L'équilibrage de charge inter-cluster à ce niveau est effectué dans le cas où un 
gestionnaire de cluster n‟arrive pas à équilibrer sa charge entre ses nœuds associés. 
Lorsque la charge courante d'une cluster surpasse sa capacité maximale, il est évident qu'il 
ne sert à rien de l'équilibrer puisque tous ses nœuds sont saturés. Nous définissons un autre 
seuil, qui prend la nomination de seuil de saturation, dont, dans ce cas, le gestionnaire de 
cluster transfère des processus vers des clusters sous-chargés en fonction des informations 
de charge reçues par le gestionnaire. Nous proposons l'algorithme suivant: 
Inter-cluster Load Balancing Algorithm 
Begin 
if (events_happens ()=6) then  // cluster is saturated 
    Create underloaded_clusters_table;  
    While (underloaded _clusters_table ≠ Φ) Do  
    For j = 1 To size(underloaded _clusters_table) Do 
          Sort the clusters Cr of underloaded _clusters_table by ascending order of inter  
          clusters(Ci-Cr)   WAN bandwidth sizes; 
          Sort nodes of saturated cluster by descending order of their load; 
          Sort Jobs of first node of saturated cluster by  FCFS algorithm and communication cost; 
          Migrate the selected job from the first node of saturated cluster to j
th
 cluster of  
          underloaded_clusters_table; 
          Update its load; 
          Update ULD_clusters_table, and its load ; 
 End For 
End. 
3.3  Modèle d'équilibrage de charge  basé sur des agents dans 
une grille de calcul 
Le système multi-agents offre des fonctionnalités prometteuses aux gestionnaires de 
ressources. La réactivité, la proactivité, l'évolutivité, la coopération, la robustesse, la 
flexibilité et l'autonomie, en tant que propriétés des agents, peuvent aider dans la gestion 
des ressources dans des environnements dynamiques et changeants. Dans cette 
contribution nous proposons un modèle d'équilibrage de charge hiérarchique basé sur un 
système multi-agents. Une architecture hiérarchique avec coordination est conçue pour 
améliorer le passage à l'échelle et une certaine efficacité, également. De plus, une approche 
multi-agents est appliquée pour améliorer l'adaptabilité. Le modèle proposé vise à tirer 
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3.3.1  Modèle proposé 
Dans le modèle proposé, nous  utilisons la topologie de grille expliquée dans la section 
3.2.1. Nous proposons une architecture à trois niveaux pour résoudre le problème de 
passage à l'échelle dans la grille. 
o Niveau 0: à ce niveau, nous trouvons l‟Agent Grille, où, les utilisateurs de la Grille 
envoient leurs tâches à cet agent. Ce dernier est responsable de: 
 Recevoir les tâches des utilisateurs de la grille, 
 Envoyer les tâches aux agents nœuds, 
 Démarrer tous les Agents clusters.  
o Niveau 1: à ce niveau, l‟Agent Cluster est associé à une cluster physique; cet agent est 
responsable de: 
 Sauvegarder  les informations de charge relatives à chacun de ses nœuds, 
 Estimer la charge du cluster associé et la distribuer au autres Agents Cluster, 
  Lancer un équilibrage de charge locale, 
  Envoyer les décisions d‟équilibrage de charge à l‟Agent Migration, 
  Lancer un équilibrage de charge globale, 
 Agent Migration est démarré par son Agent Cluster associé, 
 Tous les Agents Noeud sont démarrés par leur Agent Cluster correspondant. 
L‟Agent Migration est également présent à ce niveau, dont son rôle est de: 
 Démarrer le processus de migration, 
 Envoyer les décisions de migration aux Agents Nœuds, 
 Attendre un accusé de réception du nœud récepteur et s'assurer que les 
processus migrés sont reçus et repris avec succès au nœud de destination. 
o Niveau 2: à ce niveau, nous trouvons les Agents Nœud et les Agents LBC; il est 
nécessaire d'avoir un Agent Nœud sur chaque nœud; chaque Agent Nœud à ce niveau 
est responsable de: 
 Maintenir ses informations de charge, 
 Envoyer ces informations à son Agent Cluster associé, 
 Travailler en coopération avec Agent Migration pour exécuter le processus de 
migration, 
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 Tous les Agents LBC sont démarrés par Agents Nœud. 
À ce niveau, nous trouvons aussi l‟Agent LBC, qui réside à chaque nœud et son rôle est 
de: 
 Collecter des informations sur les tâches (nombre de tâches mis en file 
d'attente sur le nœud, heure d'arrivée, temps d'attente, heure de soumission, 
heure de début, heure de traitement et heure de fin de chaque tâche sur le nœud 
local), 
 Supprimer les tâches terminés, sortants ou migrés de la file d'attente des 
tâches, 
 Calculer la charge totale du nœud, 
 Envoyer des informations de charge à l‟Agent Node associé. 
3.3.2   Caractéristiques du modèle 
Le modèle proposé a quelques caractéristiques uniques, dont, les contributions les plus 
importantes sont: 
o Hiérarchie: cette caractéristique facilite la circulation de l'information à travers 
l'arbre et définit le flux de messages dans le modèle proposé. 
o Tolérance aux pannes: le modèle offre une tolérance aux pannes grâce à son auto-
configurabilité, où les nœuds quittant le système seront remplacés par de nouveaux 
nœuds, ainsi, les tâches seront également réaffectées à d'autres nœuds lorsqu'un 
nœud quitte sans terminer sa tâche actuelle. 
o Passage à l'échelle: il prend en charge l'évolutivité des grilles: l'insertion ou 
l'élimination des entités (nœuds ou clusters) sont des opérations très simples dans le 
modèle proposé. 
o Hétérogénéité: le modèle proposé prend en compte l'hétérogénéité des ressources 
afin qu'elle soit complètement indépendante de toute architecture de réseau 
physique. 
o Flexibilité et extensibilité : il prend en charge la flexibilité et l'extensibilité de 
divers agents intelligents qui ont été déployés pour réduire la complexité du 
système par modularisation. Il est facile de modifier ses composants et d'y ajouter 

























Figure 3.4: Architecture générale du modèle proposé 
o Échange de connaissances : un avantage important du modèle de l'agent réside 
dans la possibilité d'échanger des informations entre les agents de la grille. 
3.3.3  La communication entre les agents 
Le système proposé comprend cinq types d'agents: Agent Grille, Agent Cluster, Agent 
Migration, Agent Nœud et Agent LBC. 
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Agent LBC 
L‟Agent LBC résidant à chaque nœud de calcul sert à calculer la charge du nœud local, 
aussi il crée la file d'attente des tâches et la met à jour si nécessaire. Par la suite, il envoie 
les informations de charge pour l'Agent Nœud en fonction des événements définis. 
Agent Nœud 
L‟Agent Nœud envoie la mise à jour de valeur de charge locale à l‟Agent Cluster qui 
met à jour ses informations de charge 
Agent Cluster 
En cas de détection d‟un déséquilibre de charge entre les nœuds sous le contrôle de 
l‟Agent Cluster, ce dernier  analyse la charge actuelle du cluster sur la base des 
informations de charge reçues des Agents Nœud associés,   
Agent Migration 
L'Agent Migration est responsable de la migration des processus vers le nœud sous-
chargé sélectionné. Il garantit aussi que la tâche est correctement reçu et repris ou démarré 
sur le nœud de destination. L'Agent Migration attend un accusé de réception du nœud 
récepteur une fois recevoir la tâche migré. Par la suite,  l‟accusé est renvoyé à l'Agent 
Cluster associé. 
Agent Grille 
Le rôle de l'Agent Grille est la distribution des tâches entre les nœuds, dont tous les 
Agents Cluster sont démarrés par ce type d'agents. 
Afin de représenter les interactions entre les agents, nous optons pour la modélisation 
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Figure 3.5: Le diagramme de séquence UML décrit les interactions des agents dans le processus 
d'équilibrage de charge intra-cluster 
La figure 3.5 représente le diagramme de la séquence UML associée au processus de 
négociation proposé. 
3.3.4  Algorithmes proposés 
Conformément au modèle proposé, nous distinguons deux niveaux d'équilibrage de 
charge: l‟algorithme d'équilibrage de charge intra-cluster et l‟algorithme d'équilibrage de 
charge inter-cluster. 
3.3.4.1  Algorithmes Intra-cluster Agent based load balancing  
Les algorithmes de divers agents déployés dans le modèle proposé sont présentés ci-
dessous dans les figures, respectivement. 
Algorithme Agent LBC 
Begin 
T←5 seconds 
Waiting for jobs; 
Create jobs queue for related node; 
In each one second of T intervals do 
               Calculate (CPU-U); 
               Calculate (Qlength); 
               Calculate (Mem); 
               End do 
Load (CPU-U) = (U0+U1+…..UT)/T; 
Load (Qlength) = (Q0+Q1+…..QT)/T; 
Load (Mem) = (M0+M1+…..MT)/T; 
Wait for load change // happening of any of defined events 
if (events_happens ()=1 or  events_happens ()=4) then // Termination or migration of job 
       Remove terminated or migrated jobs from the queue 
       Subtract their load value from the total local load of node. 
       Send new load to its Agent Nœud associated; 
End if 
if (events_happens ()=2 or  events_happens ()=3) then // new or incoming job 
      Add the newly created or incoming job for the waiting queue 
      Add their load value for the total local load of node 




Function events_happens () 
output Type: integer 
begin 
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If (Job.state=Start) then events_happens () =2; 
If (Job.state=Incoming Migrating ) then events_happens ()=3; 
If (Job.state = migrated) then events_happens ()=4; 
If (Arrival of any new resource) then events_happens ()=5; 
If (Node.state= idle) then    events_happens () =6; 
If (Node.state= slowest) then events_happens ()=7; 
If (cluster.state=saturated then events_happens ()=8; 
























Figure 3.6: Organigramme pour l‟algorithme Agent LBC 
Agent LBC créer la file d'attente de travaux 
Agent LBC calcule la charge 
(utilisation du CPU, longueur de 
la fille d'attente, utilisation de la 
mémoire) du nœud associé 
si 
 (Tâche.État =Terminée)    
ou (Tâche.État = migrée) 
Agent LBC Supprime les 
travaux terminés ou migrés de la 
file d'attente des travaux et 
soustrait leur valeur de charge de 
la charge locale totale 
Agent LBC envoie la nouvelle 
charge à son Agent Nœud 
associé 
Agent LBC ajoute les travaux 
nouvellement créés ou 
entrants pour la file d'attente 
des travaux et ajoute leur 
valeur de charge pour la 
charge locale totale  
oui 
Non 
Agent LBC envoie la 
nouvelle charge à son Agent 
Nœud associé 
si (travaux supprimés 
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Algorithme Agent Noeud 
Begin 
Receive jobs from Agent Grille 
Startup its related Agent LBC 
Receive load information from its Agent LBC  
Send load information for related Agent Cluster 
Perform the job migration process  
End. 
 
Algorithme Agent Cluster 
Begin 
Startup its   related Agents Nœud 
Startup its   related Agent Migration 
Receive load information (LoadN(Qlength), LoadN(CPU-U)) from its related Agents Nœud  
Calculate and send its load information for other Agents Cluster.  
Receive and save load information from other clusters 
somme←0;  somme1←0;     
For every Node N of cluster C do  
            Somme← Somme+ LoadN(Qlength); 
            Somme1← Somme1+ LoadN(CPU-U); 
End For 
Loadavg(Qlength) = somme1/NBRN; 
Loadavg(CPU-U) = somme/NBRN; 
THH(Qlength) = Loadavg(Qlength)*H;  
THL(Qlength) = Loadavg(Qlength)*L; 
THH(CPU-U) = Loadavg(CPU-U)*H;  
THL(CPU-U) = Loadavg(CPU-U)*L; 
Partition Nodes into overloaded list OLD-list, underloaded list ULD-list and balanced list BLD-
list 
OLD-list←∅; ULD-list←∅; BLD-list←∅; 
For every Node N of cluster C do  
If ((LoadN(Qlength)>THH(Qlength)) or (LoadN(CPU-U)> THH(CPU-U))or (Load(Mem)>85%)) 
then      
            OLD-list ←OLD-list ∪ N; 
End If 
Else If ((LoadN(Qlength))< THL(Qlength))or (LoadN(CPU-U)<THL(CPU-U)))  then    
           ULD-list← ULD-list ∪ N; 
Else    BLD-list← BLD-list ∪ N;   
End If . End For. 
Sort OLD_list by descending order relative to their LoadN(Qlength). 
Sort ULD_list by ascending order relative to Their LoadN(Qlength). 
If (events_happens ()=7) then //cluster is unbalanced 
   While (OLD-list ≠ ∅.AND. ULD-list ≠ ∅ ) do 
        For i = 1 To ULD-list.Size()  do 
           Send the decision of migration for AgentMigration (with address of first sender  
           node of OLD List and  i
th
 receiver  node of  ULD-list);     End For        
If an Acknowledgment received from AgentMigration then 
      Update the current LoadN of receiver and sender nodes  
      Update OLD-list, ULD-list and BLD-list; 
      Sort OLD-list by descending order of their LoadN(Qlength).; 
































Figure 3.7: Organigramme pour l‟algorithme Agent Cluster 
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Figure 3.8: Organigramme pour l‟algorithme Agent Migration 
Suite à la classification des nœuds, l'étape suivante consiste à que l‟Agent Cluster 
décide de transférer les travaux des nœuds surchargés vers les nœuds sous-chargés. Il 
envoie cette décision pour Agent Migration. 
Algorithme Agent Migration 
Begin 
Receive decision of migration from its related Agent Cluster. 
Sending the migration decisions to the Agents Nœud of sender and receiver node. 
Wait for an Acknowledgment from the Agent Nœud of receiver node. 
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3.3.4.2 Algorithmes Inter-cluster Agent based load balancing  
Si l‟Agent Cluster ne parvient pas à équilibrer sa charge entre ses nœuds associés. Dans 
ce cas, c‟est l‟Agents Cluster qui va transférer des travaux vers des clusters sous-chargés 
en fonction des informations de charge reçues par d'autres Agents Cluster. Les algorithmes 
suivants sont proposés: 
Algorithme AgentCluster 
Begin 
if (events_happens ()=6) then // cluster is saturated 
      Create underloaded_clusters_table;  
      While (underloaded clusters_table ≠ Φ) Do  
    For j = 1 To size(underloaded _clusters_table) Do 
      Begin 
      Sort the clusters Cr of underloaded clusters_table by ascending order of inter-      Clusters 
(Ci-Cr) WAN bandwidth sizes. 
      Sort nodes of saturated cluster by descending order of their load 
      Sort Jobs of first node of saturated cluster by FCFS algorithm and communication cost 
      Migrate the selected job from the first node of saturated cluster to j
th
 cluster of  
      underloaded_clusters_table 
      Update ULD_clusters_table, and its load . 
      End For 
End 
End 
Le dernier algorithme est implémenté dans l‟Agent Cluster qui détermine la façon dont 
un cluster récepteur est sélectionné pour un processus migré à partir d'un cluster surchargé. 
L‟Agent Cluster du cluster saturé calcule le coût de communication minimal de l'envoi des 
travaux aux clusters sous-chargés en fonction des informations collectées au cours du 
dernier intervalle d'échange. L‟Agent Cluster sélectionne le cluster qui donne le coût 
global minimal. 
Algorithm Agent Grille 
Begin 
Startup all Agents Cluster 
Receive jobs from grid user 
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3.4 Conclusion 
Dans ce chapitre, nous avons présenté en détails notre contribution. Dans la première 
contribution nous avons proposé un nouvel algorithme de migration de processus pour 
l'équilibrage de charge dynamique (JMADLB), dans lequel des paramètres tels que la 
charge du processeur et la longueur de la file d'attente ont été pris en compte et ont été 
utilisés pour la sélection des ressources surchargées (ou sous-chargées) dans la grille. Ici, 
les ressources surchargées n'acceptent aucune nouvelle tâche ; mais, les nouvelles tâches 
sont migrées vers des ressources sous-chargées, même si ce mécanisme conduit à migrer 
des tâches supplémentaires pour obtenir l'équilibrage de charge. Dans la deuxième 
contribution, un modèle d'équilibrage de charge basé sur un agent est présenté. Le modèle 
d‟équilibrage de charge basé sur l‟agent proposé vise à tirer parti des caractéristiques de 
l‟agent pour générer un système autonome. Il a également un avantage distinct sur les 
autres modèles d'équilibrage de charge basés sur les agents sur l'utilisation des ressources. 
Dans le chapitre suivant, nous entamerons l‟implémentation des algorithmes présentés 
dans ce chapitre et nous accomplirons au lancement de plusieurs simulations avec des 
explications portant sur les résultats obtenus. Au cours du même chapitre, nous 
présenterons quelques interfaces ainsi que des résultats graphiques obtenus par notre 
application. Nous montrons, à partir des résultats obtenus, que notre algorithme proposé 
améliore les performances globales de la grille de calcul.
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4.1 Introduction 
Après avoir présenté les différentes fonctionnalités de notre système, nous allons passer 
à l‟implémentation du système proposé. Afin de valider et évaluer nos modèles 
d'équilibrage de charge, nous avons réalisé une série d‟expérimentations dont les résultats 
et les explications font l‟objet de ce chapitre. 
Tout d‟abord, nous commençons par exposition des outils de développement avec 
lesquels notre système a été réalisé, ensuite, nous expliquons le fonctionnement de la 
plateforme développée et définissons les métriques et les notations utilisées. Enfin nous 
discutons et analysons les résultats obtenus lors des différentes simulations. 
4.2  Implémentation du modèle d'équilibrage de charge  avec  
migration de processus 
Pour tester ou valider les algorithmes utilisés dans des systèmes à large échelle ou dans 
les grilles de calcul, trois approches sont couramment utilisées : l‟analyse mathématique, 
les expérimentations et la simulation. Ces trois approches permettent la reproductibilité des 
résultats, chose importante afin de donner la possibilité d‟être validés par la communauté 
des chercheurs.  
La première approche est la méthode analytique qui se base sur la modélisation 
mathématique et l‟utilisation des démonstrations pour démontrer qu‟une configuration est 
meilleure par rapport à une autre,. Cependant, avec des systèmes complexes, la méthode 
analytique devient très difficile à être achevée  voir impossible.  
La deuxième méthode employée est celle qui est basée sur l‟expérimentation. Cette 
approche consiste à l‟implémentation directe de différentes solutions afin de trouver la 
meilleure d‟entre elles. L‟expérimentation peut à son tour, devenir contraignante si nous 
voulons expérimenter des systèmes nécessitant des moyens importants, dont le coût peut 
être très lourd ou même des systèmes qui font intervenir plusieurs paramètres où les 
conditions expérimentales ne soient pas les mêmes. 
La troisième méthode employant la simulation représente un bon outil. La simulation ne 
demande pas de grands moyens en permettant d‟itérer d‟autant que nécessaire les 
expériences tout en ayant les mêmes conditions expérimentales. La simulation est une 
imitation d‟un système par un autre. En tant que telle, plusieurs aspects de la simulation 
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sont des simplifications du système réel ou bien ceux qui proviennent des déductions faites 
à partir d‟études sur des systèmes similaires. Bien entendu, ces abstractions peuvent biaiser 
les résultats observés par la simulation. 
Le nombre des paramètres utilisés dans notre système et la problématique étudiée font 
révéler que l‟approche mathématique très difficile dans notre cas. L‟acquisition de 
ressources nécessaires au déploiement de nos algorithmes dans le monde réel semble une 
tâche impossible. De ce fait, nous avons adopté pour l‟utilisation de la simulation, un des 
simulateurs déjà disponibles et qui sont pour la plupart en Open Source. 
Afin d‟étudier le comportement de nos algorithmes d'équilibrage de charge, nous les 
avons intégré dans le simulateur Alea 2 (Job Scheduling Simulator) [77]. Ce simulateur est 
basé sur le GridSim Toolkit [78] et représente une extension incluant des outils compétents 
de visualisation de la mise en œuvre d'un algorithme d'ordonnancement et avec une vitesse 
supérieure des simulations. Alea 2 est un simulateur basé sur des événements utilisés pour 
tester le fonctionnement des algorithmes d'ordonnancement sous différentes conditions 
(différents types de ressources et modifications dynamiques des tâches dans 
l„environnement, etc.). 
4.2.1  Paramètres de simulation  
Afin d'évaluer la faisabilité et les performances de nos algorithmes, nous les avons 
testés dans le simulateur Alea 2 par utilisation des paramètres suivants: 
o Paramètres des ressources : il donne des informations sur les nœuds, les clusters et 
les réseaux : nombre de clusters, nombre de ressource dans chaque cluster, taille de la 
mémoire (RAM), vitesse de traitement, les informations des machines étaient en 
maintenance (panne / redémarrage) et la liste des files d'attente contenant leurs délais et 
priorités. 
o Paramètres des tâches : les informations associées à chaque tâche sont : la taille de  
tâche en MI (Million d‟instructions), la durée de  tâche (seconde), le temps d'arrivé 
(UTC timestamp), le temps de début d'exécution (UTC timestamp), le temps de fin  
(UTC timestamp), le nombre de processeurs utilisés, le nombre des nœuds utilisés et la 
mémoire utilisée. 
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o Index de charge: nous avons utilisé trois paramètres, dont la longueur de la file 
d'attente du processeur, l'utilisation du processeur et l'utilisation de la mémoire de la 
ressource: 
 La longueur de la file d'attente CPU indique le nombre de tâches en 
attente dans la file d'attente de la ressource. 
 L'utilisation du processeur est le nombre de CPU utilisés divisé par le 
nombre total de CPU de ressource. 
 L'utilisation de mémoire est la taille de la mémoire utilisée divisée par la 
mémoire totale de la ressource. 
4.2.2  Métriques utilisées 
Nous sommes concentrés sur les métriques suivantes: 
o Temps de réponse moyen: le temps de réponse est le temps nécessaire pour qu'une 
tâche passe dans le système, c'est-à-dire le temps entre son arrivée et sa fin. Ensuite, 
nous avons calculé le temps de réponse moyen pour toutes les ressources, dont T 
représente  le nombre des tâches. 
     Temps de réponse moyen= /T    
o Temps d'attente moyen: il indique le temps pris pour que toutes les tâches passent 
en état d‟attente avant de commencer leur exécution. 
Temps d'attente moyen = max (Temps de réponse - Temps de traitement) de tous les tâches. 
o Ralentissement : désigne le rapport entre le temps de réponse et le temps de 
traitement  
Ralentissement = Max (temps de réponse / temps de traitement) de tous les tâches. 
o Taux moyen d'utilisation des ressources: 
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4.2.3  Environnement expérimental 
Pour évaluer l'efficacité de nos algorithmes proposés, nous avons mis en place un 
environnement expérimental en utilisant l‟Alea 2 comme simulateur de grille et le JADE 
(Java Agent Development Framework) pour l'implémentation d'agents. Dans 
l'infrastructure proposée, les agents peuvent communiquer au sein d'un environnement de 
grille à l'aide de la plateforme d'agent Jade. 
4.2.3.1 Simulation de l'environnement du grille 
Nous avons utilisé le simulateur GridSim pour simuler un environnement de la grille. 










Figure 4.1 : Diagramme d'activité d'un exemple GridSim. 
Création d'une ressource de grille  
Une ressource de grille simulée dans GridSim contient un ou plusieurs machines. De 
même, une machine contient un ou plusieurs PE (Processing Elements ou CPU). On 
présente sur la figure 4.2  le résultat obtenu dans le simulateur GridSim. 
Initialization                   
GridSim.init ()  
 
Create 14 metaGrid 
Resources 
Create 3000 complex Gridlets 
Start Simulation 
GridSim.start                    
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Figure 4.2 : Création de ressources de grille dans le simulateur GridSim. 
Création de Gridlets (Tâches) 
Dans la terminologie de GridSim, une tâche qui peut s'exécuter séquentiellement et 
indépendamment sur une ressource de grille est appelée Gridlet. Après la création de 
ressource, on crée des Gridlets dans le GridSim puis les soumis. Chaque Gridlet a un 
identificateur  unique. L‟utilisateur fournit le nombre de Gridlets qui doivent être créés, 
puis pour chaque Gridlet, nous devons spécifier la longueur de Gridlet ; sa taille de fichier 
de sortie, sa taille de fichier d'entrée et son identificateur unique pour la simulation. Le 
résultat obtenu est illustré dans la figure 4.3. 
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Soumission de Gridlets aux ressources de grille 
Les étapes à suivre pour soumettre les Gridlets  aux ressources sont présentées dans la 
figure 4.4. 
 
Figure 4.4 : Soumission de Gridlets aux ressources. 
Migration du processus dans le simulateur GridSim 
Les Gridlets sont déplacés des ressources surchargées vers d'autres ressources sous-
chargées. Les étapes de migration sont illustrées dans la figure 4.5. 
 
Figure 4.5 : Migration de processus 
4.2.3.2 Base de données utilisée 
Nous avons modélisé l'ensemble de données complexes de la Grille nationale de la 
République tchèque "MetaCentrum", ces données nous permettent de mettre en œuvre des 
simulations très réalistes. En outre, Elles offrent des informations sur les pannes de 
machines et les exigences spécifiques des tâches. Ces informations influencent la qualité 
des solutions générées par les algorithmes d'ordonnancement. La description de la tâche 
comprend : ID du tâche, l‟utilisateur, la file d'attente, les processeurs utilisés, etc.. La 
description des clusters comprend également des informations détaillées, notamment la 
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taille de la RAM, la vitesse du processeur, l'architecture du processeur, le système 
d'exploitation et la liste des propriétés prises en charge (file d'attente autorisée (s), 
emplacement du cluster, interface réseau, etc.). De même, les machines qui étaient en 
maintenance (panne / redémarrage) font aussi partie des détails fournis. Enfin, la liste des 
files d'attente contenant leurs délais et priorités est fournie. Plus de détails sur le fichier de 
trace utilisé peuvent être trouvés dans le site web [79]. 
MetaCentrum est composé de 14 clusters Linux, avec différentes configurations, 
présentés comme suit: 
Tableau 4.1 : L'ensemble de données MetaCentrum: description des clusters 





0 Itanium2 1.5GHz 1 8 1500 48000000 
1 Opteron2.2GHz 1 16 2200 32000000 
2 Xeon 3.2GHz 10 10 3200 1009000 
3 Opteron 2.6GHz 5 80 2600 131182840 
4 AthlonMP 1.6GHz 16 32 1600 1005000 
5 Xeon 2.4GHz 3 64 2400 1048576 
6 Xeon 2.7GHz 4 14 2659 15565060 
7 Xeon 3.1GHz 5 70 3056 2021000 
8 Opteron 1.6GHz 2 20 1600 1024000 
9 Opteron 2.4GHz 3 6 2400 4000000 
10 Opteron 2.0GHz 3 92 2000 4556800 
11 Xeon 3.0 GHz 4 15 3000 27343000 
12 Xeon 2.7 GHz 8 64 2660 37343000 
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Tableau 4.2 : Exemple de l'ensemble de données MetaCentrum: description des tâches 
Job ID User Queue Number of 
processors used 
Memory used Arrival time Duration 
0 user_33 q2 1 1009884 1228910204 2592042 
1 user_33 q2 1 1010132 1228910204 2592046 
2 user_33 q2 1 1010108 1228910223 1893368 
3 user_44 q1 2 4940 1229426624 2592030 
4 user_43 q1 1 14088 1230194569 2012962 
5 user_43 q1 1 13556 1230194569 2290213 
6 user_43 q1 1 14124 1230194570 2058925 
7 user_8 q1 1 351604 1230387996 1573008 
8 user_8 q1 1 351028 1230390265 1572997 
9 user_1 q6 8 2989520 1230675195 92810 
10 user_0 q3 4 6992 1230716510 84658 
11 user_0 q3 4 6972 1230716631 85018 
12 user_0 q3 4 5284 1230716750 84720 
 
Tableau 4.3 : Exemple de l'ensemble de données MetaCentrum: description des files d'attente 
Queue Priority Time 
limit(Hr) 
q1 62 720 
q2 70 720 
q3 50 24 
q4 60 2 
q5 80 24 
q6 65 720 
q7 70 720 
q8 70 4 
q9 70 720 
q10 99 720 
q11 65 720 
4.2.4  Expérimentations et interprétation des résultats 
Pour obtenir des résultats qui soient les plus fiables possibles, nous avons réitéré les 
mêmes expériences plus de dix fois. L‟ensemble de ces expériences a été réalisé sur un PC 
Intel I3 Duo de 2.00 GHz doté d‟une mémoire 4GB de RAM fonctionnant sous un système 
d‟exploitation de Windows 2010. 
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L'algorithme proposé fournit un meilleur mécanisme de migration de processus avec 
équilibrage de charge dynamique. Les facteurs de performance importants dans 
l'estimation de notre algorithme proposé sont la diminution du temps de réponse, la 
réduction du nombre de travaux en attente dans la file d'attente et la maximisation de 
l'utilisation des ressources. Nous avons effectué quelques expérimentations pour évaluer 
l'efficacité et les performances de l'algorithme proposé. 
Expérimentations 1 
Dans la première expérimentation, nous avons concentré sur le temps de réponse moyen 
(en seconde), le temps d'attente moyen (en seconde) selon différents nombres de tâches et 
de clusters. Nous avons supposé différents nombres de clusters en considérant que chaque 
cluster est composé de différents nombres de ressources. Les tableaux 4.4 et 4.5 montrent 
les résultats de la comparaison entre le temps de réponse moyen et le temps d'attente 
moyen de l'algorithme proposé (JMADLB) en comparaison avec l'algorithme FCFS (first 
come, first served)  et l‟EDF (Earliest deadline first). Les résultats ont montré que 
l'algorithme proposé surpassait les autres algorithmes en diminuant le temps de réponse 
moyen et en réduisant le temps moyen d'attente. 
Dans l'algorithme FCFS, si la ressource demandée par la première tâche de la file 
d'attente n'est pas disponible, les tâches restantes ne peuvent pas être planifiées même si les 
ressources demandées sont disponibles. Dans l'algorithme proposé, il fonctionne comme le 
FCFS lors de la sélection des tâches, mais lorsque la première tâche dans la file d'attente ne 
peut pas être planifiée directement, l'algorithme proposé estime la première heure de 
démarrage probable pour la première tâche en utilisant le temps de traitement calculé à 
partir des tâches en cours d'exécution. Ensuite, il fait une réservation pour exécuter la tâche 
à cette heure pré-estimée. Par la suite, il examine la file d'attente des tâches en attente et 
planifie directement chaque tâche n'intervenant pas avec la réservation de la première 
tâche. Cela permet de réduire le temps d'attente moyen des tâches, comme indiqué dans le 
tableau 4.5. 
D'après les figures 4.6, 4.7 et 4.8, nous pouvons percevoir que l'algorithme proposé 
fonctionne beaucoup mieux que le FCFS et l‟EDF, car les tâches sont également répartis 
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Tableau 4.4 : Temps de réponse moyen (en seconde) par rapport à différents nombres de Taches 
et de clusters 
                           Clusters  
Jobs 




FCFS 717269.16 717271.54 717276.13 717280.43 
EDF 736509.73 736512.20 736516.98 736521.45 
JMADLB 637271.36 700912.49 698531.38 698080.46 
500 
 
FCFS 530716.63 530718.29 530721.74 530724.96 
EDF 591561.10 591743.39 591747.36 591751.077 
JMADLB 440809.53 434139 445092.81 449563.46 
1000 FCFS 438615.00 434460.11 434461.78 434463.34 
EDF 537610.93 536181.01 535057.38 535059.01 
JMADLB 331294.50 378577.93 373628.36 353522.78 
1500 FCFS 399480.80 410087.71 409660.10 409661.21 
EDF 567050.98 562347.11 561211.74 561213.04 
JMADLB 364341.22 362851.65 364643.87 346922.03 
2000 FCFS 369632.99 375405.07 373870.80 373782.58 
EDF 552022.05 552652.35 551188.48 551189.61 
JMADLB 330353.53 323158.54 325187.02 319165.92 
2500 FCFS 399492.28 382659.48 392318.16 392301.85 
EDF 578191.08 553857.99 559943.26 559944.21 
JMADLB 347443.27 328675.99 343730.72 348397.71 
3000 FCFS 474139.31 452357.27 466811.40 463275.92 
EDF 639816.67 627373.21 639639.79 639640.58 
JMADLB 415538.12 405063.64 410469.78 404221.75 
Le temps de réponse moyen, le temps d'attente moyen et le ralentissement moyen sont 
légèrement meilleurs pour l'algorithme proposé. D'un autre côté, dès que des exigences de 
tâches spécifiques sont prises en compte, l'algorithme proposé rencontre quelques 
difficultés pour certaines expérimentations, car le modèle des exigences de tâche 
spécifiques mappé dans Alea 2 a construit une liste de clusters où les tâches ayant le même 
identifiant d'application ont été exécutés. Ensuite, pendant l'exécution de l'identifiant 
d'application détecté pour chaque tâche ainsi que le cluster correspondant dans la liste sont 
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FCFS 22306.28 22309.45 22312.41 
EDF 58405.46 58409.96 58414.18 
JMADLB 19258.45 19664.86 19372.73 
500 
 
FCFS 137967.61 137969.71 137971.68 
EDF 302655.43 302659.11 302662.55 
JMADLB 78715.0 84158.6 82029.63 
1000 FCFS 162299.14 162299.97 162300.75 
EDF 323706.82 322631.32 322632.13 
JMADLB 81357.24 80710.37 81642.68 
1500 FCFS 128063.37 128023.5 128024.02 
EDF 346174.1 344616.87 344617.41 
JMADLB 58285.76 57226.62 56832.25 
2000 FCFS 107723.99 106842.64 106842.72 
EDF 356689.09 355514.91 355515.32 




FCFS 93796.16 93869.37 93863.96 
EDF 344555.89 339015.8 339016.15 
JMADLB 34909.71 35336.33 34526.03 
  Le problème ici est que tous les algorithmes exécutés à l'aide de l'ensemble de données 
MetaCentrum permettront l'exécution de tâches sur certains clusters si et seulement si les 
clusters sont d'accord avec toutes les exigences spécifiques des tâches. Dans le cas où le 
cluster approprié est saturé, la tâche correspondante attend que le cluster approprié soit 
équilibré. Dans l'algorithme proposé, nous avons essayé de résoudre ce problème en 
empêchant les ressources surchargées et nous ne permettons pas de recevoir plus de tâches. 
De toute évidence, une solution simple ne suffit pas pour des problèmes plus complexes.  
La comparaison du temps de réponse moyen, du temps d'attente moyen et du 
ralentissement moyen entre le FCFS, l‟EDF et le JMADLB avec 20 clusters sont présentés 
dans les figures 4.6, 4.7 et 4.8.  
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Figure 4.6: Comparaison du temps de réponse moyen (en seconde) entre le FCFS, l‟EDF et le 
JMADLB avec 20 clusters. 
 
Figure 4.7: Comparaison du temps d'attente moyen (en seconde) entre le FCFS, l‟EDF et le 
JMADLB avec 20 clusters 
 
Figure 4.8: Comparaison du ralentissement moyen (en seconde) entre le FCFS, l‟EDF et le 
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Expérimentations 2 
Dans la deuxième expérimentation, nous avons concentré sur l'utilisation des ressources 
(%). Nous avons supposé que le nombre de clusters est 14 et nous avons considéré que 
chaque cluster est composé de plusieurs nombres de ressources. Par conséquent, le nombre 
de tâches est de 3000. La figure 4.9 montre l'utilisation des ressources pour les différents 
algorithmes. 
 
Figure 4.9: Comparaison de l'utilisation des clusters (%) entre le FCFS, l‟EDF et le JMADLB avec 
14 clusters. 
L'examen de l'utilisation des clusters a montré que le FCFS et l‟EDF ne fonctionnaient 
pas bien. Il montre que le cluster-11 qui possède les ressources de traitement les plus 
élevées est donc sur-utilisé, en tenant compte que les clusters 2, 4, 5, 8 et 9 sont inactifs 
dans les algorithmes d'ordonnancement FCFS et EDF. La cause de l'amélioration est bien 
l'utilisation de tous les clusters, ce qui est obtenu en raison  de l‟équilibrage de charge par 
le JMADLB entre les clusters au moment de l'ordonnancement. Il montre aussi que le 
JMADLB est mieux exécuté par rapport aux algorithmes d'ordonnancement traditionnels, 
pareillement parce que l'équilibrage de charge est utilisé pour s'assurer qu'aucun des 
clusters existants n'est plus inactif pendant que d'autres sont en train d‟être utilisés. Les 
effets d'équilibrage de charge sont causés par des clusters sous-chargés. Dans l'algorithme 
proposé, il y a une augmentation d‟utilisation de 0% du cluster 2 (avant l'algorithme 
JMADLB) à 8% (après) et de 0% du cluster 4 à 2,5%. Alors que pour le cluster 8 et 9 elle 
est estimé de 0% à 4% et du 0 % à 30%, respectivement. Dans ce cas là, les différentes 
utilisations des clusters participants sont équilibrées. En revanche, les tâches ayant des 
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besoins spécifiques doivent attendre jusqu‟à que les ressources appropriées soient 
disponibles. Cela génère en fait une utilisation plus élevée du système sur des clusters 
particuliers. Afin de faire équilibrer la charge, nous avons essayé de résoudre ce problème 
en faisant migrer les tâches pour les ressources inactives et en empêchant les ressources 
surchargés. De plus, l'algorithme JMADLB permet la distribution des tâches sur les 
ressources les plus disponibles lorsqu'il n'y avait pas de ressource appropriée.  Ce 
comportement représente une manière contraire du fonctionnement  des autres algorithmes 
d'ordonnancement qui essaient de sélectionner la meilleure ressource ressemblant aux 
exigences de la tâche; sinon, la tâche restera dans la file d'attente globale, ce qui indique 
une sous-utilisation des ressources. 
Expérimentations 3 
Dans la troisième expérimentation, nous avons concentré sur l'utilisation du processeur 
en le comparant avec les processeurs demandés. Nous avons supposé que le nombre de 
clusters est de 20 et en considérant que chaque cluster est composé de différents nombres 
de ressources (figures 4.10, 4.11 et 4.12). 
 
Figure 4.10: Comparaison entre les CPUS demandés et les CPUS utilisés par utilisation de 
l'algorithme JMADLB avec 20 clusters. 
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Figure 4.11: Comparaison entre les CPUS demandés et les CPUS utilisés en utilisant l'algorithme 
EDF avec 20 clusters 
 
Figure 4.12: Comparaison entre les CPUS demandés et les CPUS utilisés en appliquant 
l'algorithme FCFS avec 20 clusters 
À partir des figures ci-dessus, la courbe bleue indique le nombre total des CPU 
demandées, tandis que la courbe verte représente le nombre des CPU utilisées. Le haut de 
la courbe bleue indique qu'à ce moment particulier, les demandes pour le CPU étaient trop 
élevées. Ainsi, la situation favorable sera celle où le nombre de sommets bleus sera 
moindre. La ligne rouge est le nombre des CPU disponibles pour l'exécution. Avec 3000 
Tâches en FCFS, le nombre des CPU demandés est passé au dessus de 1660 CPUs, alors 
qu'en EDF c'est 2440 CPUs. Nous voyons que dans l'algorithme proposé, le JMADLB a 
environ 1240 CPUs. Il est évident que dans le FCFS et dans l‟EDF, certaines des tâches 
sont mises en état d'attente car il y a une augmentation des CPUs demandées par rapport 
aux CPUs en cours d'exécution. Il est évident que l'algorithme proposé supprime cette 
probabilité, mais certaines tâches doivent également attendre dans l'algorithme JMADLB, 
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néanmoins le temps d'attente est réduit par rapport aux deux autres algorithmes, ce qui est 
l'un des avantages de l'algorithme JMADLB proposé. 
Expérimentations 4 
Dans la quatrième expérimentation, nous avons concentré sur les tâches en attente dans 
la file d'attente et nous les avons comparés aux tâches en cours d'exécution. Nous avons 
supposé que le nombre de clusters est de 20 et en considérant que chaque cluster est 
composé de plusieurs nombres de ressources. Le nombre des tâches est de 3000 (figures 
4.13, 4.14 et 4.15). 
 
Figure 4.13 : Comparaison entre les tâches en cours d'exécution et  les  tâches en attente par 
utilisantion de  l'algorithme JMADLB avec 20 clusters. 
 
Figure 4.14: Comparaison entre les tâches en cours d'exécution et  les  tâches en attente en utilisant  
l'algorithme EDF avec 20 clusters. 
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Figure 4.15: Comparaison entre les tâches en cours d'exécution et  les  tâches en attente en 
employant  l'algorithme FCFS avec 20 clusters. 
L'axe horizontal représente le temps (unités de jours) tandis que l'axe vertical indique le 
nombre de tâches. La courbe rouge montre les tâches en attente qui montre qu'une tâche 
dans la file d'attente est mise parmi les tâches en attente, alors que la courbe verte montre 
les tâches en cours d'exécution qui dit qu'une tâche est en cours d'exécution. L‟EDF et le 
FCFS ne sont pas en mesure d'ordonnancer facilement les tâches, ce qui génère les plus 
grands tâches en attente durant le temps. Pour 3000 tâches et avec 20 clusters, l'algorithme 
JMADLB proposé est capable d'utiliser plus élevée des ressources et il n'y a pas de tâches 
en attente dans la file d'attente dans le temps comme le montre la figure 4.13. 
4.2.5  Synthèse des expérimentations 
Dans cette section, nous avons implémenté l'algorithme proposé sous le simulateur Alea 
2. Les résultats expérimentaux sont encourageants car nous pouvons réduire 
considérablement le temps de réponse moyenne, le temps d'attente, le ralentissement en 
maximisant d‟une autre part l'utilisation des ressources. À la section suivante, nous 
voulons implémenter l'algorithme proposé en ajoutant les systèmes multi-agents. Nous 
définissons également d'autres paramètres de performance pour évaluer et comparer notre 
algorithme avec d'autres algorithmes existants.  
4.3 Implémentation du modèle d'équilibrage de charge  basé 
sur des agents 
Pour évaluer l'efficacité de nos algorithmes proposés, nous avons mis en place un 
environnement expérimental en utilisant l‟Alea 2 comme simulateur de grille et le JADE 
(Java Agent Development Framework) pour l'implémentation des agents. Dans 
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l'infrastructure proposée, les agents peuvent communiquer au sein d'un environnement de 
grille à l'aide de la plateforme d'agent Jade. 
4.3.1 Simulation de l'environnement de la grille 
Nous avons utilisé l‟Alea 2 pour simuler un environnement de la grille. L‟AgentGrille 
lit le fichier de l'ensemble des données contenant les descriptions des clusters et crée les 
ressources de la grille en conséquence par le GridSim standard. Il crée des ressources de 
grille avec différentes compétences / vitesses de traitement similaires à celles de 
l'environnement réel à différentes politiques (ressources partagées dans l'espace ou dans le 
temps) et différents fuseaux horaires. Il crée également des utilisateurs avec des exigences 
différentes. L‟AgentGrid lit également les données décrivant les tâches à partir d‟un fichier 
de données et crée dynamiquement les instances des jobs tout le long du temps.   
4.3.2 L'architecture de contrôle: bibliothèque d'équilibrage de charge 
basée sur l'agent 
Nous avons développé une bibliothèque de classes qui simule les activités d'une 
plateforme d'agent. Une telle bibliothèque, appelée équilibrage de charge basé sur l'agent, 
comprend les classes: AgentGrid, AgentCluster, AgentLBC, AgentMigration et 
AgentNode et nous les avons intégré avec le simulateur Alea 2  comme montre la figure 
6..4. 
 
Figure 4.61: bibliothèque d'équilibrage de charge basée sur l'agent. 
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AgentGrid 
Cet agent utilise un seul One Shot Behaviour, car il ne s'exécute qu'une seule fois. Dans 
ce comportement l'agent charge d'abord les fichiers de configuration et crée 
l'environnement de grille. Ensuite, il démarre les Agents Cluster et les Agents Migration, 
en appelant: createNewAgent ("cluster _" + i, "agents.AgentCluster", nouvel objet [] {});  
et createNewAgent ("AgentMigration _" + i, "agents.AgentMigration", nouvel objet [] {}); 
la figure 4.17 montre l'interface de l'AgentGrid. 
 
Figure 4.17: Interface de l'AgentGrid 
AgentCluster 
Cet agent utilise un Cyclic Behaviour, car il recherche constamment les messages 
entrants en appelant receive(). si  (msg.getContent ().StartsWith( "numNodes"), l'agent 
récupère le nombre de nœuds et il démarre les agents nœuds et les Agents LBC en 
appelant: createNewAgent ("AgentNode" + j + this.getAID (). getName (), 
"agents.AgentNode", nouvel objet [] { });  createNewAgent ("AgentLBC" + j + 
this.getAID (). getName (), "agents.AgentLBC", nouvel objet [] {}). 
Si (msg.getSender () == AgentNode) et si (msg.getContent (). StartsWith 
("LoadCPU"), cet agent récupère les informations de charge du nœud concernant la charge 
du processeur. Aussi si (msg.getContent (). StartsWith ("QueueLength"), l'agent cluster 
récupère les informations de charge concernant la longueur de la file d'attente de chaque 
nœud sous son contrôle. Ensuite l'agent crée un objet NodeInfo qui contient des 
informations à jour concernant les informations reçues des nœuds sous son contrôle. Une 
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fois la tâche terminée, l'objet NodeInfo est mis à jour en raison du nouvel état. Ici 
l'AgentCluster classe les nœuds sous son contrôle en fonction de leurs paramètres de 
charge (longueur de la file d'attente et la charge de processeur) et détermine les nœuds 
émetteur et récepteur comme illustré dans la figure 4.18. Ensuite, l‟AgentCluster envoie un 
message de demande pour l‟AgentMigration afin de démarrer le processus de migration. 
Le cycle se termine lorsqu‟aucune des nouvelles tâches n‟est arrivée et toutes les tâches 
soumises sont terminées et la charge est équilibrée sur les nœuds sous son contrôle. Enfin, 
la simulation se termine et l'agent appelle le doDelete () pour se tuer. 
 
 
Figure 4.18: L'interface de l'AgentCluster 
AgentMigration 
Cet agent utilise un Cyclic Behaviour, car il recherche constamment les messages 
entrants l'AgentCluster et les AgentsNode. Lorsque l‟AgentMigration reçoit le message de 
demande d'AgentCluster, il récupère l'ID de l'expéditeur et l'ID du récepteur et appelle 
Gridsim.gridletMove (gridletId, userId, senderId, receiverId, delay, ack). Si l'opération de 
migration réussit  l'AgentMigration reçoit un accusé de réception de l'AgentNode du nœud 
récepteur. Dans ce cas l'AgentMigration envoie un message de confirmation pour 
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AgentNode 
Cet agent utilise un Cyclic Behaviour, car il recherche constamment les messages 
entrants de ses AgentCluster, AgentMigration et AgentLBC associés. Si(msg.getSender () 
== AgentGrid) et si (msg.getContent(). StartsWith ("numJobs"), l'agent récupère le nombre 
de tâches qui lui sont attribués à partir de l'AgentGrid. Si(msg.getSender () = = 
AgentLBC), si (msg.getContent (). StartWith ("LoadCPU"), cet agent récupère la charge 
du processeur et envoie un message d'information pour son AgentCluster associé contenant 
les informations de charge (la charge de CPU).   Si (msg.getContent ().StartWith 
("QueueLength"), l'agent récupère la longueur de la file d'attente et envoie un message 
d'information pour son AgentCluster associé. Si (msg.getSender () == AgentMigration), 
s'il y a un message de type demande, cet agent exécute le processus de migration et envoie 
un message de confirmation pour l'AgentMigration associé. 
 
Figure 4.19 : Interactions des agents pendant le processus de migration. 
AgentLBC 
Cet agent utilise un Cyclic Behaviour, il prend la tâche entrante et la place dans la file 
d'attente selon l‟algorithme d'ordonnancement FCFS en appelant la queue.addLast 
(LinkedList <GridletInfo> ()); après cela, l'agent collecte diverses données telles que le 
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nombre de tâches en attente et en cours d'exécution, l'heure de début, l'heure de fin s'il y a 
des nouveaux événements, l' AgentLBC exécute le code suivant: 
// Attendre l'événement et le type d'identité de l'événement reçu 
{// si une nouvelle tâche est arrivé} 
 if (ev.get_tag () == AleaSimTags.GRIDLET_INFO)                                                               
{                                                                                                                              
ComplexGridlet gl = (ComplexGridlet) ev.get_data ();                                          
GridletInfo gi = new GridletInfo (gl); // crée un objet GridletInfo                                 
gi.setDue_date (gl.getDue_date () + GridSim.clock ());                                           
last_job_id = gi.getID (); setLengthStatistics (gi);                                                                              
} 
4.3.3  Métriques utilisées 
Dans l'objectif d'évaluer nos algorithmes et d‟étudier leurs performances, nous avons 
proposé les métriques suivantes : le passage à l'échelle et l'utilisation de ressources. 
4.3.4 Expérimentations et résultats 
Afin d‟évaluer le comportement du modèle proposé et valider les résultats obtenus, nous 
avons effectué une série d'expérimentations en utilisant le simulateur Alea 2  qui constitue 
un bon environnement pour le test des algorithmes d'équilibrage de charge dans les grilles 
de calcul. 
Expérimentation 1 : Évaluation de L'évolutivité du système  
Pour évaluer le passage à l'échelle du modèle proposé et pour comparer leurs 
performances, certaines expérimentations peuvent être utilisées. L'évolutivité du système 
peut être consultée comme le rapport entre les performances et les ressources. À mesure 
que les ressources disponibles augmentent, les performances devraient être augmentées. 
Dans la première expérimentation, nous concentrons sur le nombre d'agents que le 
système peut stabiliser avant qu'il ne devienne incontrôlable. 
La figure 4.20 montre que la limite de l'algorithme proposé est d'environ 100 agents  
cluster. La simulation ne prend que quelques minutes, mais elle crée un énorme message. 
Cela est simplement dû au nombre d'agents participant au système. Ce problème augmente 
à mesure que de nouveaux agents sont ajoutés, mais autour de 1 Agent Grille, 100 Agents 
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Cluster, 100 Agents Migration, 462 Agents Nœud, 462 Agents LBC, le système fonctionne 
toujours correctement. Le modèle hiérarchique d'équilibrage de charge résout les 
problèmes d'évolutivité: un plus grand nombre d'agents dans l‟hiérarchie entraînera une 
plus grande activité sans l'intervention d'un agent central. Dans ce modèle, le système 
s'adapte correctement. 
 
Figure 4.20: Temps de réponse moyen (en seconde) en fonction des différents nombre des agents 
Cluster. 
Expérimentation 2 : L'utilisation des ressources  
Dans la deuxième expérimentation, l'utilisation des ressources (%) était le principal 
objectif. Le nombre de clusters était supposé être de 14 et chaque cluster était composé de 
différents nombres de ressources. Le nombre de tâches était de 3000.  
 
Figure 4.21: Comparaison de l'utilisation des clusters (%) avec et sans l'algorithme d'équilibrage de 
charge basé sur l'agent à l'aide de 14 clusters. 
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La figure 4.21 montre l'utilisation du cluster avec et sans l'algorithme d'équilibrage de 
charge basé sur l'agent proposé. Elle montre que l'algorithme proposé est plus efficace pour 
maximiser l'utilisation des ressources. 
L'algorithme proposé permet de répartir les tâches sur les ressources les plus disponibles 
lorsqu'il n'y avait pas de ressources appropriées, contrairement à d'autres algorithmes 
traditionnels qui essaient de sélectionner la meilleure ressource qui ressemble aux 
exigences de la tâche. Sinon, la tâche restera dans la file d'attente globale, indiquant une 
sous-utilisation de ces ressources. 
 4.3.5  Comparaison du modèle proposé  avec des travaux connexes 
Un certain nombre d'efforts ont été déployés pour développer des modèles 
d'équilibrage de charge basés sur des agents pour les grilles de calcul. Il est souvent 
difficile de faire des comparaisons entre différents efforts car chaque modèle d'équilibrage 
de charge basé sur un agent est généralement développé pour un environnement d‟un 
système particulier ou une application particulièrement gourmande avec différentes 
suppositions et restrictions. 
Le tableau 4.6 présente une comparaison théorique entre le modèle proposé 
(ABLBM) avec quelques modèles d'équilibrage de charge basés sur l'agent dans les grilles 
de calcul cités dans le chapitre 2. Chaque ligne présente le nom de modèle, la contribution, 
son amélioration des mesures de performance, ses modèles comparés, les logiciels utilisés, 
les travaux futurs et bien ses inconvénients. 
Dans le tableau 4.6, nous avons comparé certains modèles actuels d'équilibrage de 
charge basés sur les agents pour les environnements de grille, car tous les modèles 
existants que nous avons considérés, ont été proposés pour les environnements de grille de 
calcul. Par conséquent, tous ont appliqué une approche dynamique qui convient à des 
systèmes comme la grille de calcul. Ces systèmes ont des charges de travail dynamiques, 
imprévisibles et diverses. De plus, la plupart des modèles proposés que nous ayons 
examinés ont été conçus sous des formes hiérarchiques et hétérogènes. De ce fait, nous 
pouvons dire que tous ces modèles ne sont pas des solutions tolérantes aux pannes et ce 
serait un inconvénient majeur pour la plupart d'entre eux. Nous avons également observé 
que tous ces modèles existants dans cette étude sont évolutifs. 
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non fiabilité 
Après avoir examiné les modèles existants de manière exhaustive, on peut constater que 
différents modèles ont pris en compte différentes métriques pour achever l'évaluation. 
Certains articles ont considéré une seule métrique de performance telle que R.Suros et 
al[73] et [74] H.Younes et al [74], tandis que certains ont considéré plusieurs objectifs 
pour des métriques telles que S.Banerjee and J.P. Hecker [72],et N.Rathore [75]. Ces 
modèles existants ont des limites qui doivent être corrigées. Il existe donc un besoin d'un 
algorithme qui peut offrir une utilisation maximale des ressources, un débit maximal, un 
temps de réponse minimal, un équilibrage de charge dynamique des ressources avec 
évolutivité et une certaine fiabilité. Le modèle proposé aborde la plupart des problèmes ci-
dessus en prenant en charge l'hétérogénéité, l'évolutivité et la dynamique des grilles. De 
plus, il diminue le temps de réponse moyen et maximise l'utilisation des ressources. 
Les modèles d'équilibrage de charge sont généralement multi-objectifs en fournissant 
des fonctionnalités telles que l'amélioration des performances et la réduction des coûts 
d'exploitation. Par conséquent, un compromis optimal entre divers objectifs contradictoires 
doit être préservé. 
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4.4 Conclusion 
Dans ce chapitre, nous avons présenté et analysé un certain nombre d‟expérimentations 
pour mettre en évidence le comportement de nos propositions et comparer les modèles 
proposés par autre modèles d'équilibrage de charge. L‟analyse des résultats obtenus nous a 
permis de prouver que nos modèles permettent d‟améliorer les performances du système en 
réduisant le temps moyen de réponse et maximiser l'utilisation de ressources. 
Afin d‟implémenter et d‟évaluer nos modèles proposés, nous avons utilisé un simulateur 
de grille Alea 2. Ce simulateur a servi à mener des expérimentations que nous avons 
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Conclusion & Perspectives 
Dans cette thèse, nous avons tout d‟abord, présenté un état de l'art sur les systèmes 
distribués et les grilles de calcul. Ensuite, nous avons décrits les composants et les 
fonctionnalités d'un système d'équilibrage de charge, notamment à travers les travaux qui 
s‟intéressent à l'équilibrage de charge dans les grilles de calcul. Aussi,  nous avons donné 
un aperçu général sur les systèmes multi-agents.  
L'utilisation des systèmes multi-agents dans les grilles de calcul et la combinaison entre 
les deux techniques passant par les difficultés et les avantages qui entourent la tâche 
d‟intégration des systèmes multi-agents dans les grilles de calcul, ont été tous traités par la 
suite  avec une présentation des travaux connexes relatifs à l‟équilibrage de charge basé sur 
des agents dans les grilles de calcul. 
Nous avons constaté qu‟il y a peu de travaux qui sont basés sur une technologie multi-
agents traitant les problèmes liés à l'équilibrage de charge dans les grilles de calcul. Pour 
ces raisons, nous avons proposé dans le même contexte un modèle d'équilibrage de charge 
basé sur l'agent dans l'environnement de grille, dont l'objectif principal est d'avoir un 
système d'équilibrage de charge qui prend en compte les aspects d'hétérogénéité, de 
dynamicité et de fonctionnalité à grande échelle fortement présents dans une infrastructure 
de type grille. D'une autre part, la structure hiérarchique et distribuée du modèle proposé 
sert à faciliter à travers les nœuds de l'arbre tous les flux d'informations nécessaires à la 
stratégie d'équilibrage proposée. 
Partant de ce modèle, nous avons ensuite développé une stratégie d'équilibrage qui 
privilège, quand cela est possible, un équilibrage de charge local pour éviter le recours au 
réseau de communication à grande échelle.  
La stratégie d'équilibrage proposée est de type distribuée en procédant à la mesure où 
plusieurs opérations d'équilibrage peuvent être déclenchées en utilisant des informations de 
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Nous avons aussi intégré une approche multi-agents pour améliorer l'adaptabilité, dont 
le modèle proposé vise à tirer parti des caractéristiques de l‟agent pour créer un système 
autonome. L'implémentation de notre modèle a montré la pertinence de l‟exploitation du 
système multi-agent qui est bien adapté au fonctionnement distribué et coopératif, comme 
il permet d‟avoir un réseau évolutif avec un comportement dynamique selon les besoins. 
En termes de simulation, des difficultés ont été rencontrées pour choisir une plateforme 
de test, bien qu‟il existe un nombre important des simulateurs de grille disponibles. Cette 
difficulté est due à la nature de la problématique qui consiste à optimiser l'utilisation des 
ressources et à minimiser le temps de réponse en utilisant la technologie d'agent. 
L‟implémentation d‟un système multi-agent dédié à une grille de calcul nécessite une vraie 
plateforme qui prend en charge les caractéristiques des deux types de systèmes qui sont les 
grilles de calcul et le système multi-agent lui-même. 
Pour atteindre ce but,  nous avons tout d'abord développé une bibliothèque de classes 
qui simule les activités des agents. Ce développement a été fait en utilisant la plate-forme 
JADE. Ensuite, nous l‟avons intégré avec le simulateur Alea 2. 
Outre l'expérimentation de notre stratégie, nous avons utilisé un simulateur connu dans 
le domaine d'équilibrage de charge dans les grilles, à savoir Alea 2. A travers cette 
expérimentation, nous avons visé deux objectifs : montrer en premier lieu comment une 
stratégie d'équilibrage peut être intégrée à un simulateur de grilles et puis étudier le 
comportement de notre algorithme dans un simulateur de grilles. Par la suite, nous avons 
voulu à travers la deuxième expérimentation, voir comment le concept d'agent peut 
contribuer à la mise en place d'une stratégie d'équilibrage dans les grilles de calcul. 
Les résultats présenté et discuté dans cette thèse sont assez encourageants, surtout après 
les avoir les comparé avec des algorithmes implémentés dans le simulateur Alea 2, tel que 
la stratégie d'ordonnancement FCFS et EDF. L'analyse de ces résultats a donné de bons 
indices sur le comportement de la stratégie proposée. Nous sommes arrivés à améliorer 
sensiblement les paramètres de performance que nous avons définie, notamment le temps 
de réponse moyen des tâches et l'utilisation des ressources de grille. 
Dans la présente thèse, nous avons essayé d‟exploiter les avantages offerts par les 
systèmes multi-agents dans le domaine d'équilibrage de charge à travers les grilles de 
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En effet, les SMA permettent de concevoir des systèmes émergents et coopératifs, chose 
qui caractérise le fonctionnement de l'environnement de grille.  
Cette expérience a permet d‟ouvrir plusieurs perspectives pour les travaux futures dans 
ce domaine. Ces perspectives concernent l‟algorithme lui-même, l‟architecture multi-agent 
et sa réalisation. 
o Optimisation de l’algorithme: Nous pensons qu'il sera possible d'enrichir 
les algorithmes proposés par d'autres fonctionnalités telles que :  
1. La mise en place d'un outil d'évaluation du réseau de la grille, qui 
permettra d'évaluer la bande passante disponible entre les clusters. 
Ainsi, les heuristiques de transfert de tâches seraient en mesure 
d'ajuster leurs décisions en fonction des valeurs calculées par cet 
outil. Ceci permettra d'éviter le choix des clusters dont les liens 
réseau sont congestionnés. 
2. L'ajout dans la stratégie d'équilibrage, d'autres paramètres tels que : 
l‟ensemble de seuils (les valeurs de seuils inférieur et supérieur) 
d‟une part et d'une autre part les périodes de collecte d'information de 
charge. Les valeurs attribuées à ces paramètres sont en effet 
essentielles pour régler le comportement de la stratégie. A ce sujet, il 
nous semble qu'il serait important de maîtriser leur évaluation en 
étudiant les facteurs de corrélation qui peuvent exister entre ces 
paramètres et les différentes caractéristiques des tâches et/ou des 
nœuds d'une grille. 
3. Trouver d‟autres solutions pour offrir plus de fiabilité aux migrations 
de processus. 
4. Pour mieux évaluer les apports et les performances de notre stratégie. 
Il nous semble qu'elle devrait être intégrée dans d'autres simulateurs 
connus dans le domaine des grilles de calcul, tel que HyperSim ou 
SimGrid. Ceci nous permettra de mesurer l'efficacité des simulateurs 
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5. Utiliser les règles de logique flou pour déterminer l'état de cluster et 
du nœud. 
o L’architecture multi-agent : L‟architecture multi-agent proposée  comporte 
plusieurs agents. Elle peut être restructurée pour permettre plus de 
dynamique et paramétrage comme par exemple : 
1. Ajouter des agents mobiles, nous pouvons prendre l‟aspect mobilité 
des agents. En effet, les agents mobiles peuvent être migrés à travers 
les nœuds de grille pour équilibrer la charge.  
2. Ajouter un mécanisme de sécurité comme la signature des agents ou 
carrément utiliser des agents de détection de comportement 
malveillant ou des mesures de confiance. 
3. Il est intéressant d‟étudier les autres mécanismes de coordination (par 
exemple la négociation) et de les adapter au contexte spécifique de 
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Le simulateur Alea 2 [77] est basé sur les événements et est capable de traiter les 
problèmes courants liés à l'ordonnancement des tâches, tels que l'hétérogénéité des tâches 
ou des ressources et les modifications dynamiques de l'exécution (l‟arrivée de nouveaux 
tâches ou les ressources échouent et redémarrent). L'Alea 2 est basé sur le simulateur plus 
connu "GridSim" [78]. Alea 2 représente une extension majeure du simulateur GridSim  
L'extension couvre à la fois une conception améliorée des fonctionnalités étendues ainsi 
qu'une évolutivité améliorée avec une vitesse de simulation plus élevée. Enfin, une 
nouvelle interface de visualisation est introduite dans le simulateur. La partie principale du 
simulateur est un planificateur complexe qui incorpore plusieurs algorithmes 
d'ordonnancement fonctionnant soit sur la file d'attente ou bien sur le principe de 
planification (plan). Des structures de données supplémentaires sont utilisées pour 
conserver des informations sur l'état des ressources, les fonctions d'objectif et pour la 
collecte et la visualisation des résultats de la simulation. De nombreux objectifs typiques 
tels que l'utilisation de la machine, le ralentissement moyen ou le temps de réponse moyen 
sont inclus.  
1. Taxonomie des outils de simulations 
Il existe de nombreux simulateurs et boîtes à outils qui fournissent diverses  
fonctionnalités pour les simulations des clusters, du réseau et des environnements de grille. 
Parmi lesquels nous pouvons citer [77] : 
MicroGrid [85] qui est plutôt un émulateur qu'un simulateur. Il peut être utilisé pour 
l'étude systématique du comportement dynamique des applications, des middlewares, des 
ressources et des réseaux. Le MicroGrid utilise le Globus API Toolkit 2.2 pour son 





de tels systèmes sont obsolètes puisque la version actuelle 4.2.1 utilise un modèle différent 
basé sur le concept de services Web. 
Bricks [86] simule divers schémas d'ordonnancement sur un système  de composants 
informatiques mondiaux à haute performance typique. Les briques peuvent simuler divers 
comportements des systèmes de composants informatiques mondiaux, en particulier le 
comportement des réseaux et les algorithmes d'ordonnancement. De plus, sa conception 
modulaire permet d'incorporer différents algorithmes d'ordonnancement et permet 
également l‟incorporation de composants informatiques mondiaux existants via son 
interface étrangère. 
BeoSim [87] a été mis en œuvre dans le but de l'étude d'algorithmes d'ordonnancement 
de tâches parallèles multi-sites dans le contexte d'une grille de calcul multi-cluster. Le 
BeoSim peut être piloté par une charge de travail synthétique ou une charge de travail 
réelle. Il fournit également un outil de visualisation basé sur le Java. 
SimGrid [88] est un simulateur basé sur le langage de programmation "C" , il est très 
utilisé pour la simulation et le développement d'applications distribuées en environnements 
hétérogènes et distribués. Le SimGrid résout différents problèmes en utilisant différents 
environnements de programmation qui constituent différents paradigmes. L'outil MSG de 
Sim-Grid est largement utilisé pour l'évaluation de base et la simulation d'algorithmes 
d'ordonnancement, tandis que d'autres outils tels que le GRAS et le SMPI sont utilisés pour 
développer et étudier les applications réelles. Le SimDag fournit des fonctionnalités pour 
simuler l'ordonnancement des tâches parallèles avec les modèles de flux de travail DAG 
(Direct Acyclic Graphes).  
Simbatch [89] est basé sur le MSG du SimGrid, permet d‟évaluer les algorithmes de 
planification pour les ordonnanceurs de lots. Ni le Simgrid ni le Simbatch n‟offrent de 
sortie de visualisation intégrée .Cependant, les deux simulateurs peuvent générer une trace 
qui peut être visualisée récemment via les outils de visualisation Pajé [90] ou le ViTE [91]. 
Simboinc [92] est un autre simulateur basé sur le Simgrid. Il est conçu pour simuler des 
grilles de bureau hétérogènes et volatiles et des systèmes informatiques volontaires. Le 
Simboinc simule une plate-forme client-serveur où plusieurs clients demandent de 
travailler à partir d‟un serveur central. Le but de ce projet est de mettre à l‟essai de 





Network Computing) et dans d‟autres systèmes de bureau et de bénévoles. Les 
caractéristiques du client telles que la vitesse, la disponibilité de la charge du travail ou la 
disponibilité du réseau peuvent toutes être spécifiées dans les entrées de simulation. Alors 
que le SimGrid, le Simbatch et le SimBOINC sont tous  basés sur le langage de 
programmation C, dont tous les simulateurs suivants sont basés sur le langage Java [93]. 
Tandis que Java est généralement moins efficace que C, où il permet un développement 
facile et portabilité sans effort [77]. 
Monarc 2 [94] est un cadre de simulation dont le but est de fournir un outil de  
conception et d'optimisation pour les systèmes informatiques distribués à grande échelle, 
en se concentrant sur les Expériences LHC (Large Hadron Collider) au CERN. Bien qu‟il 
intègre un module d'ordonnancement simple, le principal but du Monarc 2 est de fournir 
une simulation réaliste des systèmes informatiques distribués et personnalisés pour des 
physiques des données, en même temps le Monarc 2 sert à offrir un environnement flexible 
et dynamique pour l'évaluation des performances d'une gamme d'architectures de 
traitement de données possibles. Le Monarc 2 étend le simulateur obsolète Monarc [95] en 
améliorant sa flexibilité et ses performances. 
GridSim [78] est une boîte à outils de simulation de grille modulaire et flexible avec une 
très bonne documentation. Il est écrit en Java au-dessus d'une bibliothèque de simulation 
d'événements appelée SimJava [96]. Grâce au langage Java, le GridSim est une boîte à 
outils indépendante de la plateforme. Le GridSim fournit une fonctionnalité pour simuler 
l'environnement de base de la grille et son comportement en fournissant des 
implémentations simples des entités telles que les ressources de calcul ou les utilisateurs. Il 
permet également de simuler des tâches simples comme la topologie du réseau, le stockage 
de données et d‟autres fonctionnalités utiles. Les implémentations fournies représentent la 
fonctionnalité de base, dont il est nécessaire de les étendre lors de  l'exécution des 
simulations avec des exigences plus complexes. Cela peut être exécuté par la mise en 
œuvre de nouvelles classes Java héritées du GridSim existant, ce qui est également le cas 
de l'Alea 2 [77]. 
GridSim est utilisé par divers chercheurs dans leurs simulations. Il existe un 
ordonnanceur décentralisé mis en œuvre dans une version obsolète de GridSim, mais il ne 





simuler la topologie du réseau ou d'autres fonctionnalités récentes. La raison réside dans 
l‟incompatibilité entre les anciennes et les récentes versions du GridSim [77]. 
Grid Scheduling Simulator (GSSIM)  [97] est basé sur la boîte à outils GridSim.Il est 
développé depuis plusieurs années et est devenue accessible au public en 2009. Il devrait 
fournir une plateforme d'ordonnancement de grille facile à utiliser pour  permettre des 
simulations d'un large éventail d'algorithmes d'ordonnancement dans des infrastructures de 
grille hétérogènes à plusieurs niveaux. Cependant, le GSSIM  rencontre certains problèmes 
tels qu'une exécution lente, une faible évolutivité et de mauvais résultats de visualisation. 
De plus, le GSSIM n'est pas compatible avec les versions standards de GridSim (y compris 
le dernier GridSim 5) car il utilise sa propre branche basée sur une version modifiée de 
version 4.  
Finalement, il est à conclure qu‟il existe plusieurs boites d'outils de simulation différents 
qui couvrent divers aspects des simulations de grille et de cluster. Mais malheureusement 
plusieurs d‟entre elles ne sont plus utilisables actuellement en raison de l'incompatibilité 
(MicroGrid), de la reconstruction majeure (SimBOINC), ou même en raison des décisions 
des auteurs (Bricks, BeoSim) [77]. 
2. Conception de simulateur 
L‟Alea 2 étend les classes Gridsim existantes et offre également de toutes nouvelles 
classes pour fournir un simulateur "prêt à l‟emploi" d'ordonnancement des tâches. Il a été 
conçu en fonction de nos besoins en matière de sa capacité de simulation. Cela implique la 
possibilité d'effectuer des simulations complexes qui impliquent des caractéristiques 
réalistes des systèmes réels. Pour être plus précis, Alea 2 est capable de simuler des tâches 
séquentielles et parallèles des clusters de calcul, des exigences de tâches spécifiques ainsi 
que la dynamique du système comme les pannes de machine ou l'activité des utilisateurs. Il 
prend également en charge divers critères d'optimisation, notamment l'utilisation, le 
ralentissement, le temps de réponse, le temps d'attente et des critères d'équité  (le temps 
d'attente normalisé de l'utilisateur autant qu‟exemple) [77]. 
Alea 2 comme le GridSim, est un simulateur modulaire basé sur des événements et est 
composé d'entités indépendantes qui implémentent la fonctionnalité de simulation 






Figure 22 : Principales parties du simulateur Alea 2 [77] 
La simulation est initialisée par la classe ExperimentSetup qui crée des instances 
d'ordonnanceur du chargeur de tâches et machines, du chargeur d'échecs et de d'autres 
entités comme requis par le GridSim standard [77]. 
L'entité MachineLoader effectue l'initialisation de l'environnement de calcul simulé. 
Elle lit les données décrivant les machines à partir d'un fichier et crée des ressources de 
grille en conséquence. GridSim lui-même ne fournit pas de telles fonctionnalités et les 
paramètres de la machine doivent être "codés en dur" dans le fichier java source. Alea2  
permet de modifier les paramètres des machines sans avoir recompilé l'ensemble du 
programme [77]. 
La classe JobLoader lit le fichier contenant les descriptions de tâches et crée des 
instances de tâches de manière dynamique au fil du temps. JobLoader prend en charge 
plusieurs formats de trace, notamment le format Grid Workloads (GWF) de Grid 
Workloads Archive et le format standard des charges de travail (SWF) des archives des 
charges de tâches parallèles. Lorsque le temps de simulation est égal au temps de 
soumission du tâche, le JobLoader envoie la tâche à l'ordonnanceur. Le JobLoader lit 
une seule tâche à la fois pour limiter l'espace de mémoire requis et aussi pour permettre 
l'utilisation de très grandes traces de charge de la tâche. Cette approche est nécessaire car 





les charges de tâche importantes, entraîne l'échec de la simulation en raison de l'erreur de 
mémoire insuffisante de Java [77]. 
La tâche lui-même est représentée par l'instance de la classe ComplexGridlet. GridSim 
ne fournit qu'une implémentation triviale d‟une tâche dans sa classe Gridlet. Le 
ComplexGridlet étend cette classe en permettant de simuler des scénarios plus réalistes où 
chaque tâche peut nécessiter des propriétés supplémentaires telles que la date limite, le 
temps d'exécution estimé, les paramètres spécifiques de la machine et d'autres contraintes 
basées sur la vie réelle [77]. 
Comme dans GridSim, la ressource est représentée par l'instance GridResource et est 
gérée par la stratégie d'ordonnancement locale. Malheureusement, aucune des politiques 
actuellement fournies ne prend en charge l'exécution de tâches parallèles et la simulation 
des pannes de la machine en même temps. De plus, la co-allocation de plusieurs machines 
pour l'exécution des tâches n'est pas disponible. Par conséquent, une nouvelle politique 
d'allocation appelée AdvancedSpaceShared a été développée pour l‟Alea 2 sur la base de 
la politique SpaceShared de GridSim. Elle permet d'exécuter des tâches séquentielles et 
parallèles sur le nombre spécifié de CPU en utilisant la politique d'allocation de processeur 
de partage d'espace. Ceci permet de simuler des scénarios plus réalistes impliquant les 
tâches parallèles ainsi que les simulations de pannes de machine. De plus, il comprend une 
implémentation plus efficace du passage de message qui permet des améliorations 
importantes de la vitesse de simulation [77]. 
Le FailureLoader sert à lire le fichier contenant les descriptions des pannes de 
machine. Une fois que le temps de simulation a atteint l'heure de début de l'échec, la 
machine appropriée est définie pour échouer en tuant tous les tâches en cours d'exécution 
sur cette machine. Lorsque la période d'échec passe, la machine sera automatiquement 
redémarrée. Les pannes de machine peuvent être utilisées pour simuler l'ajout d'une 
nouvelle machine ou le retrait permanent d'une machine [77]. 
La nouvelle classe Visualizator génère la sortie graphique de la simulation, dont le 
Gridsim lui-même permet des visualisations affichant le processus d'allocation des tâches 
sur les machines au fil du temps [77]. Le visualiseur étend cette fonctionnalité en affichant 
des informations supplémentaires utiles pour le réglage et le débogage des algorithmes 





pris en charge et affichés. Il s'agit de l'utilisation globale des ressources, l'utilisation du 
cluster et l‟usage du nombre de tâches en attente et en cours d'exécution et du nombre de 
CPU demandés, soit utilisés et disponibles. En plus de cela, le pourcentage de CPU 
défaillants et en cours d'exécution par cluster peut également être affiché. Le visualiseur 
peut fonctionner de deux manières différentes. Pour la première, la visualisation est 
générée en continu au fur et à mesure de la simulation, alors que lors de la deuxième, les 
graphiques sont générés lorsque la simulation est terminée, en utilisant les résultats de la 
simulation comme entrée. Les résultats sont collectés en continu par la classe 
ResultCollector. Une fois la simulation terminée, le ResultCollector les stocke dans des 
fichiers de format csv qui peuvent être facilement utilisés comme entrée pour d'autres 
outils (Calc, Excel, Feuille de calcul, etc.) et il peut aussi enregistrer les graphiques générés 
dans un fichier bitmap préféré (png, jpg, bmp, gif) [77]. 
3. Exactitude du simulateur 
L‟exactitude du simulateur a été vérifiée en analysant les implémentations 
d‟algorithmes et les sorties de simulation. Premièrement, les implémentations 
d‟algorithmes d'ordonnancement ont été vérifiées par rapport à leurs pseudo-codes connus. 
Ensuite, les résultats de simulation des algorithmes existants tels que FCFS, EDF, EASY 
ou Conservative Backfilling ont été comparés aux résultats connus de la littérature. Dans le 
cas du remblayage flexible, les détails de la mise en œuvre et les résultats de la simulation 
ont été directement vérifiés par les auteurs de cet algorithme. Les politiques proposées et 
les algorithmes d‟optimisation ont été vérifiés dans le cadre de plusieurs expériences où le 
comportement attendu (spécification de l‟algorithme) a été comparé aux résultats de la 
simulation et des tracés. De même, la sortie de simulation graphique a joué un rôle 
important dans l‟analyse [77] 
4. Caractéristiques de simulateur Alea 2 
Alea 2 peut être facilement étendu grâce à l'adoption de paradigme orienté objet. Le 
simulateur est modulaire, ce qui signifie que différentes fonctionnalités sont mises en 
œuvre dans différents classes. En outre, la classe cruciale Scheduler est divisée en pièces 
séparées. Ainsi, un nouvel algorithme d'ordonnancement ou une nouvelle fonction 
objective peut être ajoutée via l'extension ou une modification des classes existantes est 





classe Complex-Gridlet doit être étendue ou modifiée, laissant les autres classes intactes. 
Par conséquent, toutes les modifications sont encapsulées et le développement sera simple. 
Annexe B 
La platforme Jade 
JADE est une plate-forme logicielle qui fournit des fonctionnalités de base de la couche 
middleware qui sont indépendantes de l'application spécifique et qui simplifient la 
réalisation d'applications distribuées qui exploitent l'abstraction des agents logiciels [47]. 
Un avantage important de JADE est qu'il implémente cette abstraction sur un langage 
orienté objet bien connu ou d‟une Java en fournissant une API simple et conviviale.  
1. Architecture de JADE 
Une plateforme JADE est composée de conteneurs d'agents qui peuvent être distribués 
sur le réseau. Les agents vivent dans des conteneurs qui sont le processus Java qui fournit 
le runtime JADE et tous les services nécessaires à l'hébergement et à l'exécution des 
agents. Il existe un conteneur spécial, appelé conteneur principal qui représente le point 
d'amorçage d'une plate-forme: c'est le premier conteneur à être lancé, dont tous les autres 
conteneurs doivent se joindre à un conteneur principal en s'enregistrant avec lui. La figure 
23 montre les principaux éléments architecturaux d'une plate-forme JADE [98]. 
 





Lorsque le conteneur principal est lancé, deux agents spéciaux sont automatiquement 
instanciés et démarrés par le JADE, dont les rôles sont définis par la norme de gestion des 
agents FIPA: 
o AMS (Agent Management System) est l'agent qui supervise l'ensemble de la 
plateforme. C'est le point de contact de tous les agents qui ont besoin d'interagir 
pour accéder aux pages blanches de la plateforme ainsi que pour gérer leur cycle 
de vie. Chaque agent est tenu de s'inscrire auprès de l'AMS (effectué 
automatiquement par JADE au démarrage de l'agent) afin d'obtenir un AID 
valide. 
o DF (Directory Facilitator) est l'agent qui met en œuvre le service des pages 
jaunes, utilisé par tout agent souhaitant enregistrer ses services ou rechercher 
d'autres qui sont disponibles. Le DF accepte également les abonnements d'agents 
qui souhaitent être notifiés à chaque fois qu'un enregistrement ou une 
modification de service (correspond à certains critères spécifiés) est effectué. 
Plusieurs DF peuvent être démarrés simultanément afin de distribuer le service 
de pages jaunes sur plusieurs domaines. Ces DF peuvent être fédérés si 
nécessaire, en établissant des enregistrements croisés entre eux.  Ces 
enregistrements permettent la propagation des demandes d'agent à travers toute 
la fédération. 
2. Programmation avec JADE 
JADE est un outil Java complet et donc la création d‟un système multi-agent basé sur 
JADE implique seulement la création de classes Java sans aucune expertise significative en 
programmation Java. 
Création des agents 
La création d'un agent JADE est aussi simple que de définir une classe qui étend la 
classe jade.core.Agent et implémenter la méthode setup (). Le code ci-dessous est utilisé 
pour créer le conteneur principal et l'AgentGrid (code de notre programme) 
        AgentGrid agentgrid = new AgentGrid() ; 
         Runtime rt= Runtime.instance(); 
     Properties p=new ExtendedProperties(); 





     ProfileImpl pc=new ProfileImpl(p); 
     jade.wrapper.AgentContainer container  
        =rt.createMainContainer(pc); 
           try { 
      container.start(); 
         } catch (ControllerException e) { 
       // TODO Auto-generated catch block 
       e.printStackTrace(); 





jade.wrapper.AgentContainer       
agentcontainer=rt.createAgentContainer(pp); 
agentcontroller=agentcontainer.createNewAgent("agentgrid",  
"AgentBasedLoadBalancing.AgentGrid", new Object[]{}); 
agentcontroller.start(); 









for (int i = 0; i <14 ; i++) 
{ 
agentcontroller=agentcontainer.createNewAgent("cluster_"+i,"  
AgentBasedLoadBalancing.AgentCluster", new Object[]{}); 
agentcontroller1=agentcontainer.createNewAgent("AgentMigration_"+ 








Conformément aux spécifications du FIPA, chaque instance d'agent est identifiée par un 
«identifiant d'agent». Dans le JADE, un identifiant d'agent est représenté comme une 
instance de la classe jade.core.AID. La méthode getAID () de la classe Agent permet de 
récupérer l'identifiant d'agent local. Un objet AID comprend un nom unique autour du 
monde (GUID) plus un certain nombre d'adresses. Le nom dans JADE a la forme <local-
name> @ <platform-name> de sorte qu'un agent appelé Peter vivant sur une plate-forme 
appelée foo-platform aura Peter @ foo-platform comme nom unique au monde. Les 
adresses incluses dans l'AID sont les adresses de la plate-forme occupée par l'agent. Ces 
adresses ne sont utilisées que lorsqu'un agent doit communiquer avec un autre agent 
résidant sur une autre plateforme FIPA conforme. 
La classe AID fournit des méthodes pour récupérer le nom local (getLocalName ()), le 
GUID (getName ()) et les adresses (getAllAddresses ()).  
Initialisation de l'agent 
Certainement, les bibliothèques JADE doivent se trouver dans le chemin de classe pour 
que la compilation réussisse. À ce stade, afin d'exécuter un Hello-World-Agent, c'est-à-dire 
une instance de la classe HelloWorldAgent, le runtime JADE doit être démarré et un nom 
local pour l'agent à exécuter doit être choisi: 
java -classpath <JADE-classes>;. jade.Boot Peter:HelloWorldAgent 
Résiliation de l'agent 
Pour faire terminer un agent, sa méthode doDelete () doit être appelée. Similaire à la 
méthode setup () qui est invoquée pour initialiser un agent, la méthode takeDown () est 
invoquée juste avant la fin d'un agent afin d'effectuer diverses opérations de nettoyage. 
OneShotBehaviours, CyclicBehaviours and GenericBehaviours 
Les trois principaux types de comportement disponibles avec JADE sont les suivants: 
o Les comportements «one-shot» sont conçus pour se terminer en une seule phase 
d'exécution; leur méthode action () n'est donc exécutée qu'une seule fois. La 





done () en renvoyant true et peut être facilement étendu pour mettre en œuvre de 
nouveaux comportements ponctuels. 
public class MyOneShotBehaviour extends OneShotBehaviour { 
public void action() { 
// perform operation X   }} 
Dans cet exemple, l'opération X n'est effectuée qu'une seule fois. 
o Les comportements «cycliques» sont conçus pour ne jamais se terminer; leur 
méthode action () exécute les mêmes opérations à chaque appel. La classe 
jade.core.behaviours.CyclicBehaviour implémente déjà la méthode done () en 
renvoyant false et peut être facilement étendue pour mettre en œuvre de 
nouveaux comportements cycliques. Exemple de notre programme est montré ci 
dessous. 
addBehaviour( new CyclicBehaviour( this ) { 
public void action() { 
ACLMessage msg = receive(); 
if (msg != null) { 







}}}});             
o Les comportements génériques incorporent un déclencheur d'état et exécutent 
différentes opérations en fonction de la valeur d'état. Ils se terminent lorsqu'une 
condition donnée est remplie. 
public class ThreeStepBehaviour extends Behaviour { 
private int step = 0; 
public void action() { 





case 0:  // perform operation X 
step++; break; 
case 1: // perform operation Y 
step++; break; 
case 2: // perform operation Z 
step++; break; 
}} 
public boolean done() { 
return step == 3; }} 
Dans cet exemple, la variable step implémente l'état du comportement. Les opérations 
X, Y et Z sont exécutées séquentiellement, après quoi le comportement se termine. 
JADE offre également la possibilité de composer des comportements d‟ensemble pour 
créer des comportements complexes. Cette fonctionnalité est particulièrement très pratique 
lors de la mise en œuvre de tâches complexes. 
Tous les comportements héritent des méthodes onStart () et onEnd () de la classe 
Behavior. Ces méthodes sont exécutées une seule fois juste avant le premier appel à la 
méthode action () et juste après la méthode done () renvoie true. Ils sont destinés à 
effectuer des opérations d'initialisation et de fin spécifiques à la tâche. Contrairement aux 
méthodes action () et done () déclarées abstraites, elles ont une implémentation vide par 
défaut permettant aux développeurs de les implémenter uniquement si elles le souhaitent. 
Communication des agents 
La communication entre les agents est probablement la caractéristique la plus 
fondamentale du JADE et est implémentée conformément aux spécifications du FIPA. Le 
paradigme de communication est basé sur le passage de messages asynchrones. Ainsi, 
chaque agent possède une «boîte aux lettres» (la file d'attente de messages de l'agent) où le 
runtime JADE publie des messages envoyés par d'autres agents. A chaque fois qu'un 
message est publié dans la file d'attente de messages de la boîte aux lettres, l'agent 
destinataire est averti. Cependant, la récupération du message de la file d'attente par l‟agent 






Chaque message comprend les champs suivants: 
o L'expéditeur du message. 
o La liste des récepteurs. 
o L'acte de communication (également appelé «performatif») indiquant ce que 
l'expéditeur a comme intention de réalisation en envoyant le message. Par 
exemple, si le performatif est REQUEST, l'expéditeur veut que le destinataire 
effectue une action, et s'il est INFORM, l'expéditeur souhaite que le destinataire 
soit informé. En effet, s'il s'agit d'un PROPOSE ou d'un CFP (Appel à 
Propositions), l'expéditeur souhaite engager une négociation. 
o Le contenu contenant les informations réelles à échanger par le message (par 
exemple, l'action à effectuer dans un message REQUEST ou le fait que 
l'expéditeur souhaite divulguer un Message INFORM, etc.). 
o La langue du contenu indiquant la syntaxe utilisée pour exprimer le contenu. 
L'expéditeur et le récepteur doivent être capables de coder et d'analyser des 
expressions conformes à cette syntaxe pour que la communication soit efficace. 
o L'ontologie indiquant le vocabulaire des symboles utilisés dans le contenu. 
L'expéditeur et le destinataire doivent tous attribuer la même signification à ces 
symboles pour que la communication soit efficace. 
o Certains champs supplémentaires sont utilisés pour contrôler plusieurs 
conversations simultanées et pour spécifier aussi des délais d'expiration pour la 
réception d'une réponse, tels qu‟une id de conversation, reply-with, in-reply-to et 
reply-by. 
Un message dans JADE est implémenté en tant qu'objet de la classe 
jade.lang.acl.ACLMessage qui fournit des méthodes get et set pour accéder à tous les 
champs spécifiés par le format ACL. Tout les performatives définies dans la spécification 
FIPA sont mappées en tant que constantes dans la classe ACLMessage. En ci-dessus un 







ACLMessage msg = receive(); 
if (msg != null) { 





gui.showMessage("number of nodes: " + numnode,true); 
} 




gui.showMessage("ClusterID: " + clusterid,true); 
} 




gui.showMessage("number of jobs: " + numjob,true); 
}} 
L'envoi des messages 
L'envoi d'un message à un autre agent est assez simple que de remplir les champs d'un 
objet ACLMessage et puis appeler la méthode send () de la classe Agent. Le code ci-
dessous exemple de notre programme. 
ACLMessage msg = new ACLMessage(ACLMessage.INFORM); 
ACLMessage msg11 = new ACLMessage(ACLMessage.INFORM); 
ACLMessage msg12 = new ACLMessage(ACLMessage.INFORM); 
msg.setLanguage("English"); 
msg.setOntology("ClusterName"); 
msg.addReceiver(new AID("cluster_"+j, AID.ISLOCALNAME)); 
msg11.addReceiver(new AID("cluster_"+j, AID.ISLOCALNAME)); 











Recevoir des messages 
Comme il a été mentionné précédemment, le moteur d'exécution JADE publie 
automatiquement les messages dans la file d'attente des messages privés d'un destinataire 
dès leur arrivée. Un agent peut récupérer des messages dans sa file d'attente de messages 
par le moyen de la méthode receive (). Cette méthode renvoie le premier message dans la 
file d'attente des messages (entraînant ainsi sa suppression) ou le résultat soit null si la file 
d'attente de messages est vide, dont le message revient immédiatement. Le code ci-dessous 
montre l‟exemple de notre programme adopté. 
protected void setup(){ 
gui =new AgentLBCGui(); 
gui.setAgentLBC(this); 
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