Learning systems often face a critical challenge when applied to settings that differ from those under which they were initially trained. In particular, the assumption that both the source/training and the target/deployment domains follow the same causal mechanisms and observed distributions is commonly violated. This implies that the robustness and convergence guarantees usually expected from these methods are no longer attainable. In this paper, we study these violations through causal lens using the formalism of statistical transportability [Pearl and Bareinboim, 2011] (PB, for short). We start by proving sufficient and necessary graphical conditions under which a probability distribution observed in the source domain can be extrapolated to the target one, where strictly less data is available. We develop the first sound and complete procedure for statistical transportability, which formally closes the problem introduced by PB. Further, we tackle the general challenge of identification of stochastic interventions from observational data [Sec. 4.4, Pearl, 2000]. This problem has been solved in the context of atomic interventions using Pearl's do-calculus, which lacks complete treatment in the stochastic case. We prove completeness of stochastic identification by constructing a reduction of any instance of this problem to an instance of statistical transportability, closing the problem.
Introduction
Generalizing causal and statistical findings across settings is central in scientific inferences as well as in many applications throughout artificial intelligence and machine learning. The environment where the data is collected (source) is related to, but almost never the same as, the one where the inferences are intended (target) . If the target environment is arbitrary, or drastically different from the training (source) environment, no learning could take place. However, the fact that we learn and perform relatively well in a new environment suggest that certain environments share common characteristics and that, owing to these commonalities, causal and statistical claims would be valid and robust even in settings where no or very little data is available [Pearl, 2000; Spirtes et al., 2001; Bareinboim and Pearl, 2016; Pearl and Mackenzie, 2018] .
Remarkably, the anchors of knowledge that allow extrapolations to take place are eminently causal, following from the stability of the mechanisms shared across settings [Aldrich, 1989] . The systematic analysis of these mechanisms and the conditions under which extrapolations could be formally justified has been studied in the literature under the rubric of transportability theory [Pearl and Bareinboim, 2011] . A number of results showed the robustness and efficiency of transportability under a wide range of conditions [Bareinboim and Pearl, 2012; Lee and Honavar, 2013a; Lee and Honavar, 2013b; Bareinboim and Pearl, 2013; Bareinboim and Pearl, 2014] ; for a survey, refer to [Bareinboim and Pearl, 2016] .
Despite all the progress achieved so far, most of these results were focused on the conditions under which causal distributions could be extrapolated, leaving a general class of extrapolation problems without solution, namely, non-causal distributions. In practice, on the other hand, many problems in AI and ML today, including classification and clustering, entail the learning of a (non-causal) probability distributions of the form P (y|x). In these settings, it's also the case that the training environment does not always match the one where the classifier, for example, is intended to be deployed. Depending on the differences between environments, the distribution P (y|x) may not be a good predictor in the target domain. The mismatches between the source and target environments are due to the differences in the underlying causal mechanisms and data-collection method.
Through the lens of causal reasoning, this setting has been called statistical transportability in [Pearl and Bareinboim, 2011] , dataset shift, or domain adaptation in [Quiñonero-Candela et al., 2009; Zhang et al., 2013; Zhang et al., 2015; Magliacane et al., 2018; Rojas-Carulla et al., 2018] . The statistical transportability problem has been formalized but has not been solved systematically nor in its non-parametric version. For concreteness, consider the following example. Example 1. An internet company stores records on the type of advertisement displayed to its customers (X) and whether the corresponding product was sold (Y ) in its website Π. Each user's age (W ) is also measured, which affects both the ad format (X) as well as her/his propensity for buying the product (Y ). The distribution P (x, w, y) can be estimated from this dataset. The company plans to expand to a dif-TECHNICAL REPORT R-45 May, 2019 ,
The r.h.s. of the expression is estimable by combining data from the source (P (v)) and the smaller dataset from the target (P * (w)). For the second case, (C2), the new strategy to select ads (i.e., P * (x|w)) is needed, the team suggests, so that the effect of the new policy in Π * can be assessed. It further says that, for case (C3), P * (y|x) needs be obtained from scratch in Π * . The main goal of this paper is to explicate the rationale behind this analysis and, more broadly, to provide a systematic way of deciding statistical transportability in arbitrary settings. Specifically, the contributions of the paper are as follows. In Sec. 3, we develop a novel graphical decomposition of the observational distribution that takes the latent structure into account, which generalizes the celebrated C-component strategy. In Sec. 4, we develop a sound, complete, and efficient algorithm to decide whether a query P * (y|x) can be transported from a combination of data in the source (P (v)) and target domains (P * (w), W ⊆ V). In Sec. 5, we connect the problem of identification of dynamic plans (stochastic interventions) with statistical transportability, and show a reduction that proves the completeness of the former. After all, the algorithmic treatment and completeness results proved in Sections 4 and 5 close two long-standing problems in causal inference, respectively, statistical transportability [Pearl and Bareinboim, 2011] and identification of dynamic plans [Pearl and Robins, 1995; Pearl, 2000, Ch. 4.4; Dawid et al., 2010] .
Preliminaries
We use as basic semantical framework of our analysis Structural Causal Models [Pearl, 2000, pp. 204-207] , which will allow the formal articulation of the invariances needed to extrapolate findings across settings, as defined next: Definition 1 (Structural Causal Model (SCM)). A structural causal model M is a 4-tuple U, V, F, P (u) , where • U is a set of exogenous (unobserved) variables;
• V is a set of endogenous (observed) variables;
• F represents a collection of functions F = {f i } such that each endogenous variable V i ∈ V is determined by a function f i ∈ F, where f i is a mapping from the respective domain of Figure 1 : Models where the differences between source and target domain affect different variables.
• The uncertainty is encoded through a probability distribution over the exogenous variables, P (u). Every SCM M is associated with one causal diagram represented as a directed acyclic graph where any variable in V i ∈ V is a vertex, and there exists a directed edge from every variable in Pa i to V i . Also, for every pair V i , V j ∈ V such that U i ∩ U j = ∅, there exists a bidirected edge between V i and V j . We denote this causal diagram with the letter G.
A SCM M induces a probability distribution P (v) over the set of observed variables V such that
where each term P (v i |pa i , u i ) corresponds to the function f i ∈ F in the underlying structural causal model M . These functions represent autonomous mechanisms affecting only its corresponding V i , locally [Aldrich, 1989] . In this paper, we operate non-parametrically, i.e., making no assumption about the particular functional form or the distribution of the unobserved variables [Pearl, 2000] . In this case, the only assumption is that the arguments of the functions are known as encoded through the causal diagram G. If each exogenous U i ∈ U affects only one observed variable V i ∈ V, the causal model is called Markovian. In this class of models, the joint distribution over observables can be factorized as the product of the conditional probabilities of each variable given its parents, i.e., P (v) = i P (v i |pa i ). Those conditional distributions provide a canonical way to parametrize a model, since once each of them is given, the whole joint distribution is characterized. In contrast, in most real-world scenarios, Markovianity rarely holds since latent variables commonly affect more than one observable. In this paper, we focus on models where Markovianity does not hold, which we call non-Markovian.
Random variables are denoted with uppercase letters (e.g, C) while their instantiations to particular values are written in lowercase (e.g, c). Similarly, sets of variables are written in bold (e.g, C) and a vector of a value assignment to them in lowercase-bold letters (e.g., c). Following standard notation, we denote by G WX the graph that is the same as G except that the edges incoming to variables in W and the edges going out from variables in X are removed. Let G [C] be the subgraph of G made only of nodes in C⊂V and the edges between them.
When considering any topological order
. . , k, and D ≤0 = ∅. We define Pa(C) and An(C), as the union of C ⊂ V with its parents and ancestors, respectively.
Factorization of Non-Markovian Models
In order to find a complete method for obtaining P * (y|x) from P (v) and P * (w), we will decompose both input and output distributions into small factors identifiable from data.
We introduce a strategy for decomposing distributions induced by Non-Markovian models, and derive a number of corresponding graphical and algorithmic properties. Overall, once both input and output distributions are canonically decomposed into factors, we solve the task if every factor of the output can be obtained from the available inputs.
Our factorization builds on constructs known as c-factors and c-components developed by Tian and Pearl in (2002a; 2002b) . We start by augmenting these definitions to explicitly account for marginalization. First, let C, H ⊆ V be disjoint subsets, define the quantity Q[C H], called c*-factor, to denote the following function
where pa i and u i are the sets of observable and unobservable parents of V i , respectively; and for any set B ⊆ V, define
For the three diagrams in Fig. 1 , the factor Q[X, W, Y ∅] is equal to P (w)P (x|w)P (y|w, x)=P (v). Similarly, the c*-
On the other hand, for the non-Markovian model in Fig. 2(a) , (4) where U = {U 1 , U 2 , U 3 } is the corresponding set of unobserved variables represented by the bidirected edges between the pairs of observables (C, Z), (B, C), (B, D).
To simplify the notation, whenever clear from the context, we will write
, and whenever C = {V i }, H = {V j }, we will write
Decomposing Distributions based on the Causal Graph. As functions of probability distributions, c*-factors can, sometimes, be "factorized" depending on the variables that are marginalized out. The following definition characterize such decomposability property. Definition 2 (C*-Component). Let G be a graph over variables V and let C, H ⊆ V be two disjoint subsets such that C ∪ H = V. Then, C ∪ H can be partitioned, relative to C, into sets
there exists any path (regardless of the directionality of the arrows) between them in G C .
For G in Fig. 2(a) , with V = {A, B, Y, Z, C, D} there are two c*-components relative to V, i.e.: (Z, C, B, D ∅) and (A, Y ∅), which are the two disconnected subgraphs in G V in (Fig. 2(b) ). Meanwhile, for G [Y,Z,C,D] in Fig. 2(c) , where V = {Y, Z, C, D}, the c*-components relative to {Z, The importance of the c*-components stems from the fact that they lead to a natural decomposition of the corresponding c*-factors, which will disentangle the latents in a fundamental way. For example, we note that the factor
can be decomposed as the following independent factors,
which is equal to
and (Z C)). The lemma below generalizes this property.
(ii) Let a topological order of the variables in D be
where each
To illustrate this lemma, suppose we are given Q[Y, Z C, D], and note that according to Eqs. (7)- (8),
As it turns out, it is not always possible to uniquely identify a particular c*-factor from the available data. The following definition formalizes this notion. Definition 3 (C*-factor Identifiability). A c*-factor Q[C H] is said to be identifiable from a causal graph G and a c*-factor
For instance, the c*-factor Q[Z ∅] in Fig. 2 (a) cannot be identified from Q[Z, C ∅]. In words, there exists two different SCMs M 1 and M 2 with the same G and generating the same
In Alg. 1, we develop a procedure to identify c*-factors from other c*-factors, which we called Identify*. This algorithm uses a modified version of Identify [Tian and Pearl, 2002a] as a subroutine (for details, see Appendix A).
and only if Identify* returns an expression for it.
In words, failure of Identify* implies there exist SCMs
Query Decomposition. Once the c*-factors and components are well-understood given a specific causal graph, we turn our attention to the query distribution, P (y|x), given by
The distribution P (y, x) can be expressed in terms of c*-factors, as shown in the following example. Example 2. Consider the query P (y|z) in the context of the graph in Fig. 2 (a), we have
where the last equality follows from the fact that 
The conditional distribution will be equal to
Naturally, if the joint distribution P (y, z, d, c, b, a) is available, P (y, z) is trivially computable. But, if we consider a scenario with two domains (e.g., websites), Π and Π * , with the goal of estimating P * (y|z) in the target domain, the previous analysis (example 2) shows that even if the distribution P * (z, c) and P (z, c) are different, P * (y|z) can still be obtained from data in the source alone. A more surprising conclusion is that if there are differences across settings in the distribution of D, P * (d) needs to be measured despite D not appearing in the query expression.
This leads to a more fundamental issue about which factors of the model are really required to compute a certain query. The following result answers this question in generality. H 2 ) , . . . be the c*-components of G relative to B intersecting variables in C.
4: 
Transporting Probabilistic Relations
In this section, we build on the machinery developed so far to decompose conditional distributions (e.g., classifiers) and extrapolate them from one domain to another, as illustrated in Example 1. This task is known as statistical transportability [Pearl and Bareinboim, 2011, Section 5] .
In any transportability instance, the source and target domains, Π and Π * , are modelled explicitly and assumed to be governed by two corresponding SCMs, M and M * . Each causal model is accompanied by its corresponding causal graph, in this case, G and G * . In the language of transportability, a special indicator variable T (drawn as squares in G * ) is used to represent differences between the two domains. A T -node points to a variable affected by unobserved factors (causal mechanism or distribution of exogenous) that are distinct across domains. Formally, G * contains an extra edge
This also allows one to accommodate structural changes such as when V i has a different parent set across domains.
Recall case 2 from Example 1. Note that a T -node pointing to X indicates that the underlying function that assign values to X is different in the source and target domains, which implies that P * (x|w) = P (x|w). The query P * (y|x) can be transported in this case if we have P * (x, w) or more specifically P * (x|w). To see how, write the query as
. (17) Due to the absence of a square node pointing to W and Y in Fig. 1(b) , it follow that P * (y|x, w) = P (y|x, w) and P * (w) = P (w), which leads to the following expression:
Figure 3: Causal diagrams involved in transporting P * (y|x, z).
Eq. (18) is a mixture of factors from Π and Π * within the available input distributions, P * (x|w) and P (w, x, y). On the other hand, the third case ( Fig. 1(c) ) requires one to measure P * (y|x, w) in the target domain, which usually means having the full distribution P * (y, x, w). In this case, the task is done from scratch, without any transportability.
Next, we formally state the statistical transportability task. Definition 4 (Statistical Transportability [Pearl and Bareinboim, 2011] ). Given two populations, Π and Π * , characterized by probability distributions P and P * , and causal diagrams G and G * , respectively; a statistical relation R(P ) is said to be statistically transportable from Π to Π * over W ⊂ V if R(P * ) is identified from P , P * (W), G, and G * .
We will now focus on the general case of transporting relationships R of the form R(P * ) = P * (y|x) for any pair of disjoint sets of variables X, Y ⊂ V, from inputs P (v) and P * (w). Using Lemma 2 in the context of Π * , we can write
where Q * [. .] describes a c*-factor in the domain Π * and consistent with the corresponding causal model G * .
Example 3. Figs. 3(a) and (b) represent the causal graphs in the source and target domains, Π and Π * . The goal is to transport R = P * (y|x, z) to a domain Π * where the behavior of the variable Z depends only on C, which contrasts with the Π's behavior where Z depends on an unobservable variable shared with Y (bidirected arrow). Note that the variable A in Π * has an extra dependency on the value of X that is not present Π. Only data from P * (x, a) is available in Π * . Due to their distinct behaviors, G * has T -nodes pointing to Z and A (i.e., → Z, → A). Using Lemma 2 w.r.t. R, note that the c*-components relative to {X, Z} in
which corresponds to A = {Y, X} and H = {A, D}. If An(A) ⊆ W, then the given distribution P * (w) includes all variables that are ancestors of the set A in the graph G * , and P * (y | x) is easily estimated from P * (w). If this is not the case, it is possible to leverage data from the source domain Π, namely, P (v). The key observation is that both domains Π and Π * share some commonalities. The following lemma formalizes this notion.
Input: G, G * causal diagrams over a set of variables V, Y, X ⊆ V disjoint subsets of variables, W ⊆ V. Output: P * (y|w) in terms of P (v), P * (w) or Fail. 
In words, if there is no T -node pointing to any variable in a set C ∪ H in G * , the c*-factor Q * [C H] is invariant and can, therefore, be transported from the source domain. In example 3, the c*-factor 
In Example 3, G *
[A∪H] (Fig. 3(c) ) has, relative to {Y, X, A}, c*-components (Y D) and (X, A ∅). The only variable pointed by a T -node is A, so (N A N H ) = (X, A ∅). That need to be obtained from P (x, a) ; the following lemma characterizes this operation. Lemma 4. Given a causal diagram G, let C, H ⊂ V be two disjoint subsets and
Then, if
In our example, Q[X, A ∅] = P * (x, a). Let I be the c*-components of G *
[A∪H] not in N , that by definition, are all identifiable from P (v). Consequently, the quantity Q * [A H] is identifiable from P (v) and P * (w) as:
For Example 3, we can obtain
And the final expression is
We incorporate the discussion so far in the procedure Transport* shown in Alg. 2, which is complete for this task as given by the following statement. Theorem 2.
[Completeness] The relationship R = P * (y|x) is transportable from P (V), P * (W) and G, G * if and only if Transport*(G, G * , Y, X, W) does not fail.
Identifying Dynamic Plans
In this section, we investigate the identifiability of dynamic plans [Pearl and Robins, 1995; Pearl, 2000; Didelez et al., 2006] and show that it can be reduced to the problem of transportability of marginals. We further show that the procedure introduced in [Tian, 2008] is not only sound but complete. This closes the problem of identifiability of dynamic sequential plans since all sequential plans that are computable from observational data can be algorithmically determined.
In this setting, we assume that the observational data P (V) is collected from a SCM that induces a causal diagram G with observed variables V in domain Π. The goal is to determine the behavior of Y ⊂ V under a hypothetical intervention that changes the mechanisms of variables X ⊂ V, which we call domain Π * . The probability distribution over V in the intervened system is P * (V) and the associated graph is G * . The identifiability task amounts to computing P * (Y) in that hypothetical world using P (V), the assumptions encoded in G, G * , and knowledge about the interventions. There are different ways of performing an intervention and changing the value of the corresponding variable, say X ∈ X.
Atomic or do-intervention. The variable X is set to a constant value x in its domain, i.e., P * (x | pa * x , u * x ) = 1 X=x . Conditional Intervention. The value of X is determined as a function g(pa * x ), that is, P * (x | pa * x , u * x ) = 1 X=g(pa * x ) . Stochastic Intervention. X will take value x in its domain according to an externally specified probability distribution
We note that these different types of interventions can be encoded in a similar fashion using the formalism of transportability by adding T -nodes pointing to each variable in the interventional set, X. This indicates that their functions are different that those in the original system Π. Since the new intervention is part of the input of the problem,
is available in the target domain.
Example 4. Consider the the dynamic plan first studied in [Pearl and Robins, 1995] and shown in Fig. 4(a) . With the new transportability mapping, the goal is to assess the distribution P * (y) in two hypothetical environments where: C1 the values of (X 1 , X 2 ) have been fixed to (x 1 , x 2 ), in standard do-form, i.e., P * (x 1 , x 2 ) = 1 (X1,X2)=(x1,x2) . The corresponding G * is shown in Fig. 4(b) . C2 the value of X 1 is fixed to x 1 and X 2 is set conditionally on Z based on a function g(z). That is, P * (x 1 ) = I X1=x1 and P * (x 2 | z) = 1 X2=g(z) . The corresponding G * is shown in Fig. 4(c) . In [Pearl and Robins, 1995] , the impact of the plan in the outcome variable Y is denoted as P (y |x 1 , . . . ,x n ) (written as P (y; σ x ) in [Tian, 2008] ). The following follows: Definition 5 (Plan Identifiability). A sequential plan is said to be identifiable if P (y |x 1 , . . . ,x n ) (equivalently P (y; σ x )) is uniquely computable from the joint distribution P (v), for every assignment (x 1 , . . . , x n ).
We show next that the reduction from plan identification to transportability is indeed valid and that the corresponding completeness follows. Theorem 3. The effect P (y|x 1 , . . . ,x n ) (or, P (y; σ x )) is equivalent to P * (y) where Π * is related to G * and Q * [X] is determined by the corresponding intervention on X. Corollary 1. Transport* is complete for plan identification given P (v) and
Corollary 2. The condition in Thm. 1 from [Tian, 2008] is also necessary for dynamic plan identification. Using this result, one can immediately see that contrary to previous beliefs [Pearl, 2000, pp.120] , and as hinted by [Tian, 2008] , the plan in Example 4(C2) is not identifiable from P (v) and Q * [X]. While case (C1), associated with Fig. 4(b) , can be solved using do-calculus [Pearl, 1995] , the extra edge Z → X 2 in Fig. 4 (c) (C2) makes X 1 and Y dependent conditional on X 2 , hence the same derivation strategy does not work (see non-identifiability proof in Appendix C).
Conclusions
We developed a procedure (Alg. 2) that is complete (Thm. 2) for the task of estimating a distribution P * (y|x) in a target domain Π * using limited data from Π * and a probability distribution collected in a different source domain Π. The algorithm uses a canonical factorization of marginal and conditional distributions, and a procedure to identify such factors (Alg. 1 & Thm. 1). Also, we showed that identifying the effect of plans can be reduced to a statistical transportability task for which our method is complete (Thm. 3). We hope that these results provide a better understanding of the assumptions and trade-offs involved in the construction of more robust and generalizable learning systems.
[ Bareinboim and Pearl, 2012] In general, the following basic identities about c*-factor will prove useful to our analysis. Proposition 1. For any SCM M , the next identities hold:
The first identify follows immediately from the definition of c*-factor; the second identity says that the c*-factor is equal to its joint distribution whenever we marginalize its corresponding ancestral set; the third notes that since each probability term appearing in a c*-factor have v i and pa i as arguments, and all the unobservables and variables in H are summed out, the corresponding c*-factor depends only on the values of the parents of the factor itself and the variables that were marginalized. Lemma 5. Let C, H ⊆ V be two disjoint sets, then:
(26)
By construction, no variable in B∪U B is in Vi∈C∪A (Pa i ∪ U i ), hence the sum over U B , B can be pulled in after the first product:
and since the second sum ranges over all variables in the scope of the corresponding product, it must be equal to one, giving
which is equal to the right hand side of Eq. (26).
1 Recall that Pa(B) = Pa b ∪ B a a a a a a a a We note that marginalizing a variable in the set C from a c*-factor is equivalent to move such variable to the set H, as stated below. Lemma 6. Let C, H⊆V be two disjoint sets and E⊂C, then:
Proof. Summing both sides of Eq. (3) over E leads to
, hence the right hand side is exactly
For concreteness, consider marginalizing Fig. 2(a) ), which is equal to:
More generally, c*-factors can be seen as generalization of the family relationships P (v i |pa i ) for non-Markovian models such that the latent structure is taken into account. To obtain some intuition, consider again the c*-factor in Eq. (4), and note that D is marginalized and is not a parent or ancestor of Z or C, and U 3 only appears on the term for D, so we can sum them out, yielding
We are ready to discuss one central operation in the algebra of c*-factors that is the computability of one c*-factor in terms of other, larger ones. The next two lemmas generalize the results from [Tian and Pearl, 2002a] shown in the context of c-factors (i.e., unmarginalized c*-factors). Lemma 7 (Ancestral marginalization). Let E be a set such that
The set {Y, Z, C, D} in Fig. 2(a) is ancestral in G (i.e., An(Y, Z, C, D) = {Y, Z, C, D}), therefore, by Lemma 7,
To illustrate further: {Z} is contains all its ancestors in G [Y,Z,C,D] intersecting {Y, Z} (shown in Fig. 2(c) ), so Lemma 7 gives
Algorithm 3 Identify*(C, H, T, L, Q, G) (extended) C∪H] and G [T∪L] are composed of a single c*-component.
Let (C1, H1), (C2, H2) , . . . be the c*-components of G relative to B intersecting variables in C.
4:
return
Marginalizing variables from a non-identifiable component does not help with identifiability. Define a direct ancestor set of C in G to be a set of variables A such that C ⊆ A ⊆ V, and if node W ∈ A, then W ∈ C or there is a directed path from W to a node in C, and all the nodes on that path are in A. Note that all ancestral sets of C are also direct ancestor sets. Lemma 6 in [Huang and Valtorta, 2008] can be immediately shown in terms of c*-factor identifiability.
Lemma 8 (Set-subset identifiaiblity). Let C, H ⊂ V be disjoint subsets such that C ∪ H is a direct ancestor set of C in [Huang and Valtorta, 2008, Lemma 6] 
Tian and Pearl (2002a) proposed an algorithm called Identify that was proven to be complete for the task of identifying a c-factor Huang and Valtorta, 2008] . We use this procedure as baseline and introduce the procedure Identify* (alg. 1), which allows factors with marginalized variables. We show that Identify* is complete for this task of identifiability, namely,
Proof. (if) The soundness of Identify* follows from Lemma 1 and the soundness of Identify [Tian and Pearl, 2002a; Huang and Valtorta, 2008] , since after line 5 Identify* is equivalent to Identify only that it treats summed out variables as unobservables.
(only if) The procedure fails in line 8 if all variables in T are ancestors of C in G [T∪L] , and both that graph and G [C∪H] are made of a single c*-component; this is equivalent to Q[C] being not identifiable from the projection [Verma, 1993] of G over the variables in T, call it G(T). This means that there exists two models M 1 , M 2 for G(T) such that they match in
We can extend M j 1 and M j 2 to obtain models with a set of observable variables equal to
It follows that the product in line 4 is also not identifiable from the same Q.
A.1 Query Decomposition
Lemma 2. Let Y, X ⊆ V be disjoint sets of variables, then
is the union of the c*-components of G [An(Y∪X)] , relative to X, intersecting the variables in Y.
, using Lemma 1, and by construction we have that
, and the first factor is not a function of
Cancelling the first factor in numerator and denominator proves the conclusion.
B Proofs for Section 4
Lemma 3.
Then, every term in equation (39) is the same in both domains, and the claim follows.
Proof. We have
w\c
since C ⊂ W it follows
and Mi (l j | pa lj ) for i=1,2, j=2, . . . ,k, making sure that each distribution is a one to one mapping from pa i to l i . Also, for V i / ∈ p let P Mi * (v i | pa i ) = 1/2, i = 1, 2. Let α = (1/2) |V|−k , then: Define f (j) = lj−1 P (l j |pa j−1 )f (j − 1), j ∈ {2, . . . , k} and f (1) = P * (l 1 |pa l1 ). By construction, each f (j) is a oneto-one mapping, so if f (1) is different for some value of L 1 , f (k) is different between the models for some L k = A. 
C Proofs for Section 5
Theorem 3. The effect P (y|x 1 , . . . ,x n ) (or, P (y; σ x )) is equivalent to P * (y) where Π * is related to G * and Q * [X] is determined by the corresponding intervention on X.
Proof. The target domain Π * and the corresponding diagram G * match exactly the original system Π under the specified intervention. Therefore, transporting the distribution P * (y) from P (v) and Q * [X] is equivalent to identifying the plan effect. If P * (y) is not transportable, it implies that there exists two pairs of models M 1 , M 2 and M * 1 , M * 2 such that M 1 and M 2 are compatible with G and induce the same P (v). Then, after the plan intervention, M * 1 and M * 2 compatible with G * , but P M * 1 (y) = P M * 2 (y) for some particular instantiation Y = y. These models constitute a proof of the non-identifiability of the plan as contemplated in [Pearl, 2000] .
Example 5. The plan considered in Example 4(C2) is not identifiable from P (v) and Q * [X]. We have that P * (y) can be written as P * (y) = x1,x2,z .
We will extend a strategy used by [Huang and Valtorta, 2008] to construct two models M 1 and M 2 where the domain of Y is D Y × {0, 1}, where D Y is the domain of Y in M 1 , M 2 . Let F (x 2 ) be a probability function from D X2 to {0, 1}, such that P (F (x 2 ) = i) > 0, i = 0, 1 and P (F (x 2 ) = 0) = 1 − P (F (x 2 ) = 1). In M i , i = 1, 2 we define:
