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Abstract
Let G be a connected real reductive group and M a connected reductive subgroup of G with Lie algebras
g and m, respectively. We assume that g and m have the same rank. We define a map from the space of
orbital integrals of m into the space of orbital integrals of g which we call a transfer. We then consider the
transpose of the transfer. This can be viewed as a map from the space of G-invariant distributions of g to
the space of M-invariant distributions of m and can be considered as a restriction map from g to m. We
prove that this map extends Harish-Chandra method of descent and we obtain a generalization of the radial
component theorem. We give an application.
© 2007 Published by Elsevier Inc.
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1. Introduction
Let G be a connected reductive group and M a connected reductive subgroup of G (the class
of groups considered is defined later) with Lie algebras g and m, respectively. We throughout
assume that g and m have the same rank. We denote by Car(g) (respectively Car(m)) the set of
Cartan subalgebras of g (respectively m). Then, Car(m) ⊂ Car(g). Consider the adjoint action
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144 F. Bernon / Journal of Functional Analysis 249 (2007) 143–170of G on g and of M on m. Notice first that for a semisimple regular element x of g, G.x ∩ m is a
finite sum of M-orbits
G.x ∩ m =
∐
1ip
M.xi . (1)
Let h be a Cartan subalgebra of m and Σ a set of positive roots of the root system Φg of (gC,hC).
Let Σm = Σ ∩ Φm where Φm is the root system of (mC,hC). Here we write hC (respectively
mC) for the complexification of h (respectively m) and GC (respectively MC) for the adjoint
group of gC (respectively mC). Fix a non-degenerate GC-invariant bilinear form k on gC. For
x ∈ m, the endomorphism ad(x) is antisymmetric with respect to k therefore we can consider the
following Pfaffian:
πg/m(x) = Pfaff
(
ad(x)gC/mC
)
.
for x ∈ mC. This polynomial function is MC-invariant. We denote by Dg and Dm the Weyl
denominators on g and m, respectively. Note that
|πg/m| = DgDm .
Let F(g) (respectively F(m)) be the space of G-invariant functions (respectively M-invariant
functions) f , smooth on greg (respectively on greg ∩ m) such that Dgf (respectively Dmf ) is
bounded.
Let a be a subspace of g such that the restriction of k to a × a is non-degenerate. Then we
consider on a the Lebesgue measure da attached to k|a×a. If A is a Lie subgroup of G such that
a is the Lie algebra of A then we consider on A the Haar measure tangential to da. Note that the
subspace a can in particular be the Lie subalgebra m.
We denote by D(g) the space of test functions on g. We consider the space of functions
greg  x →
∫
G/H
φ(g.x) dg˙,
where φ ∈D(g), H is the Cartan subgroup of G such that x belongs to the Lie algebra of H and
dg˙ is a quotient measure on G/H, dg/dh. This space is called the space of orbital integrals of
g and is denoted by I(g) . We know from Harish-Chandra that I(g) is a subspace of F(g). We
consider also the space I(m) of orbital integrals of m. As the space m∩ greg is a dense subspace
of mreg and the orbital integrals on m are smooth on mreg, we can consider the space I(m) as a
subspace of F(m).
The space I(g) is well known and is characterized (see for instance [2, Theorem 4.1.1]). We
define a transfer from the space F(m) to F(g) by
m1 :F(m) → F(g)
ψ → φ,
where φ(x) =∑1ip((πg/m)−1ψ)(xi) (see Eq. (1)). We can also consider a restriction map
from F(g) to F(m):
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φ → πg/mφ|m∩greg .
If M has only one class of Cartan subgroups then it can easily be proved that m1(I(m)) ⊂
I(g). The main result of this paper is the following. We prove that the restriction of the map m1
to I(m) takes values in I(g). We denote by Trg/m the restriction of m1 to I(m) and we say that
the transfer (Trg/m) is defined. We will always assume that g and m have the same rank. Notice
that m1 can be viewed as an induction map. The main purpose of this article is to prove that one
can also consider an induction of orbital integrals.
In an earlier paper [1], we prove for some real forms (AIII, CII and DIII) that if m is a
2-structure of g (see the definition in [6]) then the transfer Trg/m is surjective if and only if the
canonical map Car(m) → Car(g)/G is surjective. In the same paper, the map Trg/m has been
used to study the Cauchy Harish-Chandra integral introduced by T. Przebinda (cf. [9]).
We denote byD′,G(g) andD′,M(m) the space of G-invariant distributions on g and M-invariant
distributions on m. We can consider F(g) as a subspace of D′,G(g). Then, we prove that the map
m2 extends to a map from D′,G(g) to D′,M(m) (Theorem 5.2). We denote this map by Resg/m.
Harish-Chandra introduced a method of descent in Harmonic Analysis (see [14, Introduc-
tion]). Let x be a semisimple element of g. Put m = gx and M = Gx . Let V be an open
M-invariant neighborhood of x in m. We assume that V is G-admissible (see [14, p. 27] or
[2, Section 2] for the definition). Then, U = G.V is a G-invariant open neighborhood of x in g.
Harish-Chandra proved that we can restrict any G-invariant distributions d defined on U to V
(d|V ) and this map is a bijection. We prove that the maps Resg/m and |V coincide up to a known
constant if V is a connected set.
We prove a generalization of Harish-Chandra radial component theorem on the Lie algebra.
Let SymGC(gC) and SymMC(mC) be the space of GC-invariant (respectively MC-invariant) ele-
ments of the symmetric algebras of gC and mC, respectively. For w ∈ SymGC(gC) (respectively
w ∈ SymMC(mC)), we denote by ∂(w) the differential operator on g (respectively m) associated
to w. Theorem 6.2 asserts that
Resg/m
(
∂(w)u
)= ∂(w|mC)Resg/m(u),
for any u ∈D′,G(g) and w ∈ SymGC(gC) where wmC is the canonical restriction of w to mC.
We consider the following application. In [10], the authors prove a formula relating the char-
acters of highest weight modules of a complex reductive Lie algebra and a reductive subalgebra
of same rank. Here, we prove that this result can be extended to a certain class of reductive Lie
algebras, namely if the Hirai order on Car(g) is linear, Theorem 8.3. By a result of Rossmann
[11], we know that the characters of the discrete series of G correspond to the Fourier transform
of the invariant measures supported on a G-orbit (corresponding to certain elliptic regular ele-
ments). Let us denote Θg,x this distribution. Our result Theorem 8.3 is a formula relating Θg,x
and Θm,xi where xi , is a set of representative of the G-orbit of x under the action of M.
The paper is arranged as follows. In Section 2, we study orbital integrals on g. In particular,
we prove that with a certain normalization, the jump relations have a simpler description (Theo-
rem 2.8). In Section 3, we prove that m1 maps I(m) into I(g) (Theorem 3.5). In Section 4, we
prove that the transfer can be viewed as an extension of the Harish-Chandra method of descent
if M = Gx for a semisimple element x of g. In Section 5, we prove that the transpose of Trg/m
induces a map from the space of G-invariant distributions of g to the space of M-invariant distri-
butions of m and that the restriction of this map to F(g) is equal to m2 (Theorem 5.2). We prove
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Moreover, if u is tempered then m2(u) is also tempered (Theorem 6.7). Finally, we compute the
restriction of the G-invariant measures supported on the orbit of a semisimple regular elements.
As an application, in Section 8, we extend the main result of [10].
2. Notations and preliminaries
In this section, we restate well-known results about the structure of reductive Lie algebras.
The class of groups we consider is a subclass of the class of Harish-Chandra. We then describe
the space of orbital integrals. Our normalization differs from Harish-Chandra’s. This leads to a
slightly different description of this space (see Definition 2.7 and Theorem 2.8). The end of this
section is devoted to some results about Weyl groups that we will need in the next section.
Let G be a real reductive Lie group with Lie algebra g. Write GC for the complex adjoint
group of gC. We say that G belongs to the class Hˆ, if:
1. G has a finite number of connected components.
2. Ad(G) is connected and Ad(G) ⊂ GC.
3. The connected subgroup of G with Lie algebra [g,g] has a finite center.
Throughout, G will denote a group in the class Hˆ. The group G acts by conjugation on Car(g).
We denote the corresponding quotient space by Car(g)/G. For h ∈ Carg, we denote by [h] the
corresponding element in Car(g)/G. Let θ be a Cartan involution of g and h∅ be a θ -stable
fundamental Cartan subalgebra of g. We denote by Φ the root system of h∅,C in gC and Σ a
set of positive root of Φ . Let α,β ∈ Φ . We write α ⊥ β (respectively α R β) if α ⊥ β and if
α ±β /∈ Φ (respectively α ±β ∈ Φ). We say that α and β are strongly orthogonal if α ⊥β . Let h
be a Cartan subalgebra of g. We write Φ(h) for the root system of (gC,hC) and denote by Φr(h)
(respectively Φnc(h), Φc(h), Φ i(h)) the set of real (respectively non-compact and imaginary,
compact and imaginary, imaginary) roots of Φ(h). If there is an ambiguity about the reductive
Lie algebra, we will add a subscript g, for instance Φg(h) for Φ(h). For α ∈ Φ , we write sα the
reflection corresponding to α.
Fix a set of positive roots Σ(h) of Φ(h). Let Σ r(h) (respectively Σnc(h),Σc(h)) denote the
set of positive roots of Φr(h) (respectively Φnc(h),Φc(h)). We consider the set
Σnc,r(h) = Σnc(h)∪Σ r(h).
If h = h∅, we simply write Σ for Σ(h∅), Σnc for Σnc(h∅), etc. We write WG(h) (or simply
W(h)) for the Weyl group of h in G.
Let Δ(g) denote the set of subsets of strongly orthogonal roots of Σnc. For α ∈ Σnc, let
(Hα,Xα,X−α) be such that:
Hα ∈ ih∅, X±α ∈ g±αC (the eigenspace of ± α),
[Hα,X±α] = ±2X±α, [Xα,X−α] = Hα and Xα = X−α.
Put c∅α = Ad exp(π4 (X−α −Xα)). Then c∅α ∈ Aut(gC) and for α,β ∈ Σnc strongly orthogonal,
c∅αc∅β = c∅βc∅α.
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α∈S
c∅α
is independent of the order (see [12, (2.12)]). We denote this product by cS . Consider
hS = cS(h∅,C)∩ g.
Then hS is a θ -stable Cartan subalgebra of g. We denote its Weyl group simply by WG(S) or
W(S) (if there is no ambiguity). On the root system Φ(hS) consider the order Σ(hS) defined by
Σ(hS) =
{
α ◦ c−1S | α ∈ Σ
}
.
We identify Φ(hS) with Φ(h∅) by the map α → α ◦ cS . Notice that for α ∈ S , the root α ◦ c−1S
is a real root.
Put for x ∈ hS ,
πg,hS (x) =
∏
α∈Σ(hS )
α(x).
For α ∈ Φ , we denote by Φ(α) the connected component of Φ containing α and αpos the positive
root such that αpos = ±α. The group W(∅) acts naturally on Σ and Δ(g):
w ∗ α = (w.α)pos and w ∗ S = {w ∗ α | α ∈ S}.
For a finite set E, we write |E| for the cardinality of E. Recall the following result of Schmid.
Proposition 2.1. (See [12, Proposition 2.16].) We have:
1. The map
Δ(g) → Car(g)/G
S → [hS ].
2. Let S,S ′ ∈ Δ(g). The Cartan subalgebras hS and hS ′ are conjugate if and only if there is a
w ∈ W(h∅) such that w ∗ S = S ′.
On the set Δ(g), define the equivalence relation G∼:
S G∼ S ′ ⇔ there exists w ∈ WG(∅) such that w ∗ S = S ′.
Definition 2.2. Let S ∈ Δ(g) and α ∈ Σnc,r(hS). Put
dG(S, α) =
{2 if sα ∈ WG(S),1 otherwise.
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Sα =
{S ∪ {α} if α ⊥ S,
S \ {β} ∪ {(β ± α)pos} otherwise,
where β is the unique element in S such that αR β (see [7, Proposition 6.72]). We will simply
write d(S, α) for dG(S, α) if there is no ambiguity.
Remark. If α ∈ Σ r(hS), we know that dG(S, α) = 2.
Definition 2.3. Let S ∈ Δ(g). Consider the open subset
hnc,rS =
{
x ∈ hS | α(x) = 0 for all α ∈ Σnc,r(hS)
}
.
We denote by F(hS ,Σnc,r(hS)) the space of smooth functions f on hnc,rS with a bounded support
such that all the derivatives are locally bounded on the boundary of hnc,rS . For α ∈ Φnc,r(hS),
f ∈ F(hS ,Σnc,r(hS)) and x ∈ ker(α) ⊂ hS subregular, we set
〈f 〉Gα (x) =
1
dG(S, α)
(
lim
t→0
t>0
f (x + thα)− lim
t→0
t<0
f (x + thα)
)
,
where hα ∈ hS and satisfies α(hα) = 1.
Lemma 2.4. Let S ∈ Δ(g) and α ∈ Σnc(hS). Then Sα ∈ Δ(g).
Proof. This is a direct consequence of [7, Proposition 6.72]. 
Let S ∈ Δ(g) and α ∈ Σnc(hS). If α ⊥ S , we put cSα = c∅α . Otherwise, we define a Cayley
transform cSα with the same construction as before. The root system Φ(α) is of type BI, CI or FI.
There is a unique β ∈ S such that βR α. Let S ′ = S \ {β} and h1 = cα(hS,C)∩ g. Then, there is
a unique linear isomorphism u(S, α) from h1,C to hSα,C such that
u(S, α)(cSα ◦ cS ′β (Hγ ))= cS(α−β)posα+β ◦ cS ′(α−β)pos(Hγ ),
u(S, α)(x) = x
for all γ ∈ Φ(hS ′) where Hγ is the coroot of γ and x ∈ h1,C ∩hSα,C. Moreover, considering that
the root system
{±α,±β,±α ± β}
is a closed root subsystem of Φ of type C2 corresponding to a split form, there exists g ∈ G such
that
u(S, α)(x) = Ad(g)(x)
for all x ∈ h1. If α ⊥ S , we put u(S, α) = idhS .α
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c(S, α)(x) = u(S, α) ◦ cSα (x) ∈ hSα,C .
Definition 2.5. Let h,h′ ∈ Car(g). Put
WG(h,h
′) = {Ad(g)h | g ∈ G, Ad(g)(h) = h′}.
(This is non-empty if and only if h and h′ are conjugate.) For S,S ′ ∈ Δ(g), we write W(S,S ′)
for WG(hS ,h′S) and W(S) for WG(hS) if there is no ambiguity.
Remark. If h = h′, WG(h) = WG(h,h′).
Let S,S ′ ∈ Δ(g) such that the Cartan subalgebras hS and hS ′ are conjugate. Consider the
(injective) map
jS,S ′ :W(S,S ′) ↪→−−→ W(Φ)
w → c−1S ′ ◦w ◦ cS .
For w ∈ W(S,S ′), put (w) = (c−1S ′ ◦w ◦ cS).
The following proposition is a direct consequence of [12, Lemma 2.20].
Proposition 2.6. Let w ∈ WG(∅) and S,S ′ ∈ Δ(g) such that w ∗ S = S ′. There exists a unique
element w′ ∈ W(S,S ′) such that jS,S ′(w′) = j∅,∅(w).
Throughout, we will always identify the set{
w ∈ WG(∅) | w ∗ S = S ′
}
as a subset of WG(S,S ′) by the preceding result and more generally WG(S,S ′) as a subset of
W(Φ) by jS,S ′ .
The next definition introduces a certain space of functions. By the main result of the next
theorem, this space corresponds to the space of orbital integrals of g.
Definition 2.7. Consider the space I(g) of families of functions φ = (φS)S∈Δg where φS ∈
F(hS ,Σnc,r(hS)) such that:
1. For S,S ′ ∈ Δ(g) with S G∼S ′ and w ∈ WG(S,S ′),
2. For S ∈ Δ(g), α ∈ Σnc,r(hS) and v ∈ Sym(hS,C),〈
∂(v)φS
〉G
α
= i〈∂(c(S, α)(v))φSα 〉Gα ◦ u(S, α).
Theorem 2.8. Let ψ ∈D(g). Consider the family of functions φ = (φS)S∈Δ(g) given by
φS(x) = πg/hS (x)
∫
ψ(g.x) dg˙.G/HS
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Jg :D(g) → I(g)
ψ → (φS)S∈Δ(g)
is surjective and Jg induces a canonical isomorphism denoted Ig between I(g) and I(g).
Proof. Let ψ ∈D(g) and S ∈ Δ(g). Consider the function φS :
φS(x) = πg/hS (x)
∫
G/HS
ψ(g.x) dg˙
for x ∈ hregS . By [2, §3.1], the function
x ∈ hregS →
|πg/hS (x)|
πg/hS (x)
∏
α∈Σ i(hS )
α(x)
|α(x)|φS(x)
extends as a smooth function on the closure of each connected component of hncS and all deriva-
tives are bounded functions. The relation
|πg/hS (x)|
πg/hS (x)
∏
α∈Σ i(hS )
α(x)
|α(x)| = (−1)
1
2 |{β∈Σco(hS )|β¯<0}|
∏
β∈Σ r(hS )
sign
(
β(x)
) (2)
implies that φS ∈ F(hS ,Σnc,r(hS)). Let w ∈ W(S). We have
w.φS = (w)φS .
If α ∈ S , then α is a real root on hS . Hence sα ∈ W(S) and (sα) = −1 and thus
sα.φS = −φS .
We assume that there is α ∈ Σnc(hS). Let x ∈ hS be a subregular element such that α(x) = 0
and v ∈ Sym(hS,C). We write Hα for the coroot of α. There is an order Σ ′(hS) on Φ(hS) such
that α is adapted to Σ ′,i. This means that for β ∈ Φ i(hS) such that β(Hα) > 0, we have β ∈
Σ ′,i(hS). We put
Σ ′(hSα ) =
{
β ◦ c−1α
∣∣ β ∈ Σ ′(hS)}.
We consider the polynomial functions on hS and hSα :
π ′S =
∏
β∈Σ ′(hS )
β and π ′Sα =
∏
β∈Σ ′(hSα )
β.
There exists ω = ±1 such that
πS = ωπ ′S and πSα = ωπ ′S .α
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∂(v)
|π ′S |
π ′S
∏
β∈Σ ′,i(hS )
β
|β|φS
〉G
α
(x) = i ∂(c(S, α)(v)) |π ′Sα |
π ′Sα
∏
β∈Σ ′,i (hSα )
β
|β|φSα (y).
We denote by Σ ′,co(hS) and Σ ′,co(hSα ) the set of complex positive roots of Σ ′(hS) and Σ ′(hSα ),
respectively. Using (2), the above relation can be written:
∏
β∈Σ ′,co(hS )
β(x)
|β(x)|
∏
β∈Σ ′,r(hS )
sign
(
β(x)
)〈
∂(v)φS
〉G
α
(x)
=
∏
β∈Σ ′,co(hSα )
β(x)
|β(x)|
∏
β∈Σ ′,r(hSα )\{α}
sign
(
β(y)
)
∂
(
c(S, α)(v))(sign(α)φSα )(y).
Note that
Σ ′,r(hSα ) \
(
Σ ′,r(hS)∪ {α}
)= Σ ′,co(hS) \Σ ′,co(hSα ),
Σ ′,co(hSα ) =
(
Σ ′,co(hS)∩Σ ′,co(hSα )
)∪ {β ∈ Σ ′,i(hS) | β ⊥ α, β = α}.
As a is adapted to Σ ′,i(hS), we have sα(β) < 0 for any β ∈ Σ ′,i(hS) such that β ⊥ α and β = α
and thus ∏
β∈Σ ′,i
β ⊥α, β =α
β(x)
|β(x)| = 1. (3)
Finally
〈
∂(v)φS
〉G
α
(x) = i∂(c(S, α)(v))(sign(α)φSα )(y)
= i〈∂(c(S, α)(v))φSα 〉Gα (y).
The jump relation is satisfied. Let S,S ′ ∈ Δ(g) and w ∈ W(S,S ′). Clearly
w.φS = (w)φS ′ .
The rest of the theorem is a direct consequence of [2, Theorem 4.1.1]. This completes the
proof. 
In the rest of this section we prove some properties of the Weyl groups of G that will be useful
later on. Let S,S ′ ∈ Δ(g). We consider
W∅(S,S ′) = {w ∈ W(∅) | w ∗ S = S ′},
W∅(S) = W∅(S,S)
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A±α = {w ∈ A | w.α = ±α}.
The Weyl group of the Cartan subalgebra hS can be described as follows.
Proposition 2.9. Let S ∈ Δ(g). We have W∅(S) ⊂ W(S) via the map jS,S and
W(S) = W∅(S)W (Φr(hS)).
Proof. We can assume that g is simple and G is the adjoint group of g. This is exactly Propo-
sition 2.36 of [12]. This applies if h∅ corresponds to a compact Cartan subgroup of G. For the
other real forms, the proof of [12] applies also. The proposition is proved. 
Theorem 2.10. Let S,S ′ ∈ Δ(g) such that S G∼S ′, α ∈ Σnc(hS) and u ∈ W(S,S ′). Put β =
u.αpos. Then β ∈ Σnc(hS ′) and u ∈ W(Sα,S ′β). Moreover,{
v ∈ W(Sα,S ′β) | v.αpos = β
}
=
{ {v ∈ W(S,S ′) | v.αpos = β} if d(S, α) = 2,
{v ∈ W(S,S ′) | v.αpos = β} × {id, sα} otherwise.
Proof. We can assume that g is simple and that G is the adjoint group of g.
It is clear that β ∈ Σnc(hS). Assume that the theorem is satisfied if S = S ′ and consider
S,S ′ ∈ Δ(g) such that S ∼ S ′. There exists w ∈ W(∅) such that w ∗ S = S ′ and by Proposi-
tion 2.6, we have w ∈ W(S,S ′). Put γ = w.βpos. Then γ = wu.αpos and wu ∈ W(S,S). By
assumption, we have wu ∈ W(Sα,Sγ ). Moreover as w ∗ S ′β = Sγ , by Proposition 2.6, we get
w ∈ W(S ′β,Sγ ). Hence u ∈ W(Sα,S ′β) and the second point of the theorem follows.
We assume now that S = S ′. By Lemma 2.14, there exists w ∈ W∅(S) such that w.αpos = β
so that w−1u.αpos = α. Using Proposition 2.11, we see that w−1u ∈ W(Sα,Sα). As w ∗ S = S
and w.αpos = β , we have w ∗ Sα = Sβ and thus w ∈ W(Sα,Sβ) by Proposition 2.6. We deduce
that u ∈ W(Sα,Sβ). We can conclude the proof easily using Proposition 2.11 below. 
Proposition 2.11. Let S ∈ Δ(g) and let α ∈ Σnc(hS). Then
W(Sα)±α =
{
W(S)±α if d(S, α) = 2,
{id, sα} ×W(S)±α otherwise. (4)
Before proving this proposition, we need to introduce some notation.
Definition 2.12. Let S ∈ Δ(g). We denote by Eg(S) (or E(S) if there is no ambiguity) the set of
β ∈ Σ r(hS) such that there exists S ′ ∈ Δ(g) satisfying β ∈ Σnc(hS ′) and S ′β = S .
Remark. Note that we do not have E(S) ⊂ S in general and for α ∈ Σnc(hS), we have α ∈
E(Sα).
We will need the following useful lemma many times.
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βpos then there exists w ∈ W∅(S) such that w.α = βpos.
Proof. Considering Proposition 2.9, we can assume that w ∈ W(Φr(hS)). This implies that the
roots α and β belong to the same irreducible component of Φr(hS) and we can suppose that g is
simple and Φr(hS) = Φ . By Definition 2.13, there exists S1,S2 ∈ Δ(g) such that α ∈ Σnc(hS1),
β ∈ Σnc(hS2), (S1)α = S and (S2)β = S . Considering the classification of Cartan subalgebras
of split simple Lie algebras of Sugiura (see [13, Section 3]) and Proposition 2.1, there exits
w ∈ W(∅) such that w ∗ S1 = S2. Hence, we have w.Φr(hS1) = Φr(hS2). Then, we deduce
VectΦr(hS1)
⊥⊕ Rα = VectΦr(hS2)
⊥⊕ Rβ,
and w.αpos = β with w ∈ W∅(S). The lemma is proved. 
Proof of Proposition 2.11. We can again assume that g is simple and that G is the adjoint group
of g. By Proposition 2.9,
W(S)±α =
{
w ∈ W(∅) | w ∗ Sα = Sα
}
±α ×W
(
Φr(hS)
)
. (5)
We also have
W
(
Φr(hSα )
)
±α = W
(
Φr(hS)
)× 〈id, sα〉. (6)
Using Proposition 2.9, we have
W(Sα)±α =
∐
β∈E(Sα)
{
w ∈ W∅(Sα) | w.βpos = α
}× {w ∈ W (Φr(hSα )) | w.αpos = β}. (7)
Considering the fact that α and β belong to the same irreducible component (denoted F ) of
the root system Φr(hSα ). Let q be the simple Lie subalgebra of g corresponding to F and Q
the adjoint group of q. By Lemma 2.13, we deduce that there exists w′ ∈ W∅
Q
(S ∩ F) such that
w′.αpos = β . We notice that
W∅G′(Sα ∩ F) ⊂ W∅(Sα)∩W
(
Φr(hSα )
)
.
We deduce using (6) that (7) becomes
W(Sα)±α = W∅(Sα)±α ×W
(
Φr(hS)
)× 〈1, sα〉.
Comparing the above equality with (5), we get the result. The proposition is proved. 
Lemma 2.14. Let S ∈ Δ(g) and α ∈ Σnc(hS) then{
w.αpos | w ∈ W(S)
}= {w.αpos | w ∈ W∅(S)}.
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|W(S)|
|W(S)±α| =
|W∅(S)|
|W∅(S)∩W(Φr(hS))|
|W∅(S)±α ∩W(Φr(hS))|
|W∅(S)±α|
= |W
∅(S)|
|W∅(S)±α| . 
The following lemma is a direct consequence of [8, Proposition 6.72].
Lemma 2.15. Let S ∈ Δ(g). We have
Σnc(hS) =
{
α ∈ Σnc(h∅) | α ⊥ S
}∪ {α ∈ Σc(h∅) | α ⊥ S}.
3. The transfer of orbital integrals
In this section, we prove that the transfer of orbital integrals is defined. We recall that we
always assume that M and G are in Hˆ and rank(m) = rank(g). Before proving that the transfer
is defined (Theorem 3.5), we need some notations and preparation. We can assume that there
exists S0 ∈ Δ(g) such that hS0 is a fundamental Cartan subalgebra of m. We fix such S0 and we
denote also this Cartan subalgebra by hm,∅. Let Φm be the root system of (mC,hm,∅,C). We put
Σm = Σ(hS0) ∩ Φm. We denote by Δ(m) the set of non-compact strongly orthogonal roots of
Σnc(hm,∅).
We need to introduce the following integer attached to any S ∈ Δ(m).
Definition 3.1. Let S ∈ Δ(m). We set:
NM,S =
∣∣{S ′ ∈ Δ(m) ∣∣ S ′ M∼S}∣∣× ∣∣WM(S)∣∣.
Remark. For x ∈ hregm,S , the integer NM,S represents the number of elements of the M-orbit of x
in the set
⋃
S ′∈Δ(m) hS ′ . One can prove that NM,S  |WM(∅)| × 2|S|.
Using the Cayley transform cS0 , we can consider Φm as a root subsystem of Φ but we do
not have in general Δ(m) ⊂ Δ(g). The following lemma explains how we can compare the sets
Δ(m) and Δ(g).
Lemma 3.2. Let S ∈ Δ(m). We put
S = {α1, . . . , αp}
and Si = (Si−1)αi for 1  i  p. We have αi ∈ Σnc(hSi−1) for all 1  i  p and Sp does not
depend on the indexation of αi . We have Sp ∈ Δ(g). This defines a map τ :Δ(m) → Δ(g).
Proof. By assumption, we have α1 ∈ Σnc(hS0). Let q < p. We assume that αi ∈ Σnc(hSi−1) for
i  q . We put S˜ = {γ ∈ S | γ ⊥ S0}. By Lemma 3.3, there exists a unique injection j : S˜ ↪→−−→ S0
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Lemma 2.15, we get αq+1 ∈ Σnc(hSq ). Therefore, we have
Sp
(S0 \ j (S˜))∪ (S \ S˜)∪ {α ± j (α)pos | α ∈ S˜}.
The lemma is proved. 
Lemma 3.3. Let α,β and γ ∈ Φ . We assume that these roots are two by two orthogonal, αR γ
and αR β . Then, we have γ R β .
Proof. The roots α,β and γ are necessarily short. We have α + β,γ − α ∈ Φ and (α + β,γ −
α) < 0 hence, γ − β ∈ Φ . We deduce that γ R β . 
For α ∈ Σncm (hm,∅), we put c∅m,α = cS0g,α . Then, for S ∈ Δ(m), we consider
cm,S =
∏
α∈S
c∅m,α
and hm,S = cm,S(hm,∅)∩ g. We have hm,S ∈ Car(m).
We would like to compare the Cartan subalgebras hm,S and hg,τ (S).
Lemma 3.4. Let S ∈ Δ(m). There exists an isomorphism gS :hm,S
∼=→hg,τ (S) such that
1. There exists g ∈ G satisfying Ad(g)hm,S = gS .
2. gS =
∏
1ip u(Si−1αi), where S = {α1, . . . , αp} and Si−1 = (Si )αi for 1 i  p.
Remark. By assumption, gS is unique.
Proof. We have
hm,S,C =
∏
α∈S
c∅m,α(hm,∅,C) =
∏
α∈S
cS0α
∏
α∈S0
c∅α(h∅,C).
Therefore, we have ∏
1ip
(
u(Si−1, αi)
)
hm,S = hg,τ (S).
The lemma is proved. 
Let S ∈ Δ(m) and α ∈ Σncm (hm,S). If α ⊥ S , then we put cSm,α = c∅m,α and um(S, α) =
idhm,Sα . If α ⊥ S , there exists β ∈ S unique such that β R α. We fix a Cayley transform cSm,α .
Then, as for g, we consider the linear isomorphism um(S, α) such that
um(S, α)cSm,αcm,S = cm,Sα .
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want to define a certain linear isomorphism from the corresponding Cartan subalgebras hτ(S)α
and hτ(Sα). If we have, τ(S)α = τ(Sα), then we have in particular hτ(S)α = hτ(Sα) and we put
v(S, α) = idhτ (S)α . If τ(S)α = τ(Sα), then we have necessarily α ⊥ S and α ⊥ S0. Hence, there
exists β ∈ S and η ∈ S0 such that β R α and ηR α. By Lemma 3.3, we have also β R η. This
implies that the closed root subsystem of Φ generated by α,β,η is of type B3 and corresponds
to a split real form (of type BI). This implies that there exists g ∈ G such that
Ad(g)(hτ(S)α ) = hτ(Sα)
and
Ad(g)
(
cτ(S)α (Hγ )
)= cτ(Sα)(Hγ )
for any γ ∈ Φ . We put v(S, α) = Ad(g)hτ (S)α .
Theorem 3.5. Let m be a reductive Lie subalgebra of g such that rank(m) = rank(g), then the
transfer Trg/m is defined.
Proof. Let φ¯ ∈ I(m) and φ = (φS)S∈Δ(m) ∈ I(m) such that φ = Im(φ¯). Let ψ¯ = m1(φ¯) (see
Introduction). Define ψ = (ψS)S∈Δ(g) by
ψS(x) = πg/hS (x)ψ¯(x),
for x ∈ hregS and S ∈ Δ(g). We need to prove that ψ ∈ I(g). We have the following relation:
G.x ∩
( ⋃
S ′∈Δ(m)
hm,S ′
)
=
⋃
S ′∈Δ(m)
τ (S ′) G∼=S
{
(ugS ′)−1.x
∣∣ u ∈ WG(τ(S ′),S)}. (8)
Considering Definition 3.1, we see that each M-orbit in G.x ∩ m intersect exactly NM,S ′ times
the set (8). We deduce that
ψS(x) =
∑
S ′∈Δ(m)
τ (S ′) G∼S
1
NM,S ′
∑
u∈WG(τ (S ′),S)
(u)(ugS ′).φS ′(x).
If there is no S ′ ∈ Δ(m) such that τ(S ′) G∼S , then ψS = 0. For S ′ ∈ Δ(m), we have φS ′ ∈
F(hm,S ′ ,Σnc,rm (hm,S ′)) so
gS ′ .φS ′ ∈ F
(
hτ(S ′),Σnc,r(hτ(S ′))
)
and ψS ∈ F(hS ,Σnc,r(hS)).
Let α ∈ Σncg (hS), w ∈ Sym(hS,C) and x ∈ hS . We assume that x is subregular with respect
to α. We put y = u(S, α)x. Then,
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∂(w)ψS
〉G
α
(x)
=
∑
S ′∈Δ(m)
τ (S ′) G∼S
1
NM,S ′
∑
β∈Σncm (hS′ )
=±1
∑
u∈WG(τ (S ′),S)
u−1α=βS′
(u)(ugS ′).
〈
∂
(
(ugS ′)−1.w
)
ψS ′
〉G
β
(x)
=
∑
S ′∈Δ(m)
τ (S ′) G∼S
1
2NM,S ′
∑
β∈Σncm (hS′ )
=±1
∑
u∈WG(τ (S ′),S)×〈1,sβS′ 〉
u−1α=βS′
dM(S ′, β)(u)
× (ugS ′).
〈
∂
(
(ugS ′)−1.w
)
ψS ′
〉M
β
(x). (9)
We have the following jump relation:
〈
∂
(
(ugS ′)−1.w
)
ψS ′
〉M
β
(
(ugS ′)−1(x)
)
= i〈∂(cm(S ′, β)((ugS ′)−1.w))ψS ′β 〉Mβ(um(S ′, β)(ugS ′)−1.x).
Recall that we have the relations:
gS ′β cm,S ′β cS0 = cτ(S ′β),
gS ′cm,S ′cS0 = cτ(S ′),
cm(S ′, β) = um(S ′, β)cm,β = cm,S ′β c−1m,S ′ ,
and the equalities:
cm(S ′, β)g−1S ′ = cm(S ′β)c−1m (S ′)g−1S ′
= g−1S ′β c
(
τ(S ′β)
)
c−1
(
τ(S ′))
= g−1S ′β v(S
′, β)c
(
τ(S ′)β
)
c−1
(
τ(S ′))
= g−1S ′β v(S
′, β)c
(
τ(S ′), β)
and also by Theorem 2.10,
{
u ∈ WG
(
τ(S ′),S)× 〈1, sgS′ .β〉 ∣∣ u−1α = gS ′β}
= {u ∈ WG(τ(S ′)gS′ .β ,Sα) ∣∣ u−1α = gS ′ .β},
and using the above identification, we have using the notations of (9),
c
(
τ(S ′), βS ′
)
u−1 = u−1c(S, α).
Hence, (9) is equal to
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∑
S ′∈Δ(m)
1
2NM,S ′
×
∑
β∈Σncm (hS′ )
=±1
∑
u∈WG(τ (S ′)βS′ ,Sα )
u−1α=βS′
dM(S ′, β)(u)(ugS ′β ).
〈
∂
(
g−1S ′β v(S
′, β)u−1c(S, α).w)ψS ′β 〉Mβ(y).
(10)
Notice that v(S ′, β)u−1 ∈ WG(Sα, τ (S ′β)).
The definition of Em(S ′′) with respect to m (see Definition 2.12) is such that for β ∈ Em(S ′′),
there exists a unique S ′ ∈ Δ(m) with S ′β = S ′′. We denote the set S ′ by S ′′ \ β .
Therefore, (10) becomes
i
∑
S ′′∈Δ(m)
∑
β∈Em(S ′′)
1
2NM,S ′′\β
×
∑
u∈WG(τ (S ′′),Sα)
=±1
u−1α=βS′′
dM(S ′′ \ β,β)(u)(ug−1S ′′ ).
〈
∂
(
gS ′′u−1c(S, α).w
)
ψS ′′
〉M
β
(y). (11)
For v ∈ WM(S ′′), we have
(v)v.ψS ′′ = ψS ′′ .
Therefore with the notations of (11), we have
(u)ug−1S ′′ .
〈
∂
(
gS ′′u−1.w
)
ψS ′′
〉M
β
(y)
= 1|WM(S ′′)|
∑
v∈WM(S ′′)
(u)(v)ug−1S ′′ v.
〈
∂
(
v−1gS ′′u−1c(S, α).w
)
ψS ′′
〉M
v−1β(y).
Considering the change of variables σ = ug−1S ′′ vgS ′′ , τ = ±1 and γ ∈ Σ rm(hS ′′) such that v−1β =
τγ , (11) can be rewritten as follows:
i
∑
S ′′∈Δ(m)
∑
γ∈Σ rm(S ′′)
τ=±1
∑
σ∈WG(S ′′,Sα)
σ−1α=τγ
Θσ,S ′′,γ (σ )σg−1S ′′ .
〈
∂
(
gS ′′σ−1c(S, α).w
)
ψS ′′
〉M
τγ
(y), (12)
where
Θσ,S ′′,γ =
∑
β∈Em(S ′′)
=±1
∑
u∈WG(τ (S ′′),Sα)
v∈WM(S ′′)
u−1α=βS′′
ug−1′′vg ′′=σ
dM(S ′′ \ β,β)
2NM,S ′′\β |WM(S ′′)| .S S
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Θσ,S ′′,γ =
∣∣WM(S ′′).β ∩ Em(S ′′)∣∣dM(S ′′ \ β,β)|WM(S ′′)±β |2NM,S ′′\β |WM(S ′′)| . (13)
Using the relations (see Definition 3.1 and Proposition 2.11),
NM,S ′′\β = |WM(∅)| |WM(S
′′ \ β)|
|W∅M(S ′′ \ β)|
,
∣∣WM(S ′′)±β ∣∣dM(S ′′ \ β,β) = 2∣∣WM(S ′′ \ β)±β ∣∣,
we deduce that (13) is equal to
∣∣WM(S ′′).β ∩ Em(S ′′)∣∣ |WM(S ′′ \ β)±β | |W∅M(S ′′ \ β)||WM(∅)||WM(S ′′ \ β)| |WM(S ′′)| . (14)
As β is orthogonal to any root of Σ rm(hS ′′\β), we have
|WM(S ′′ \ β)|
|WM(S ′′ \ β)±β | =
∣∣W∅M(S ′′ \ β).βpos∣∣= |W∅M(S ′′ \ β)||W∅M(S ′′ \ β)±β | .
Using Lemma 2.13, we have also
∣∣WM(hS ′′).β ∩ Em(S ′′)∣∣= ∣∣W∅M(hS ′′).βpos∣∣= |W∅M(S ′′)||W∅M(S ′′)±β | .
Using the two previous equations, we get that (14) is equal to
|W∅M(S ′′)|
|WM(S ′′)| |WM(∅)| =
1
NM,S ′′
.
Therefore, (12) becomes
i
∑
S ′′∈Δ(m)
1
NM,S ′′
∑
γ∈Σ rm(S ′′)
τ=±1
∑
σ∈WG(S ′′,Sα)
σ−1α=τγ
(σ )σ.
〈
∂
(
σ−1.c(Sα,α)(w)
)
ψS ′′
〉M
τγ
(y)
= i〈∂(c(S, α)(w))ψSα 〉Gα (y). (15)
The jump relations are proved, this completes the proof of this theorem. 
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In this section, we prove that the transfer can be viewed as an extension of Harish-Chandra
method of descent.
Let x be a semisimple element of g. Put M = Gx and m = gx . Assume that M ∈ Hˆ. Let V
be a G-admissible open neighborhood of x in m (see for example [14, p. 27] or [2, Section 2]).
We set U = G.V . We denote by IU (g) the subspace of I(g) consisting of functions with support
in U . The subspace IV (m) of I(m) is defined similarly. We know that, for y ∈ V , we have
πg/m(y) = 0 (see [14, 1-1-3]). Thus if y is a regular semisimple element of m, then y is also a
regular semisimple element of g. Hence,
V ∩ mreg = U ∩ greg.
By [2, Lemma 5.1.2], for ψ ∈ IU (g), the function
φ(y) = |πg/m(y)|ψ(y), y ∈ V ∩ mreg,
belongs to IV (m). Moreover the map
RU ,V :IU (g) → IV (m)
ψ → φ
is an isomorphism (see [2]). Recall that the transpose of this map is called the Harish-Chandra
method of descent. We have the following result.
Proposition 4.1. Using the above notations,
Trg/m
(IV (m))⊂ IU (g).
Moreover, if V is connected,
|πg/m|
πg/m
(16)
is a constant c on V and we have
RU ,V ◦ Trg/m(φ) = cφ,
for φ ∈ IV (m).
Proof. Let φ ∈ IV (m), ψ = Trg/m(φ) and y ∈ greg. Let y1, . . . , yn ∈ m such that
G.y ∩ m = M.y1 unionsq · · · unionsq M.yn. (17)
If no yi belongs to V , then ψ(y) = 0. Thus the support of ψ is contained in U . This proves the
first point.
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its restriction to a Cartan subalgebra, one can prove that it is locally constant on V . As the open
set V is connected, it must be constant.
By assumption V is G-admissible and so we can assume in (17) that yi /∈ V for i  2. This
means that
ψ(y) = πg/m(y1)−1φ(y1).
This completes the proof. 
5. Restriction of the invariant distributions
In this section, we consider some properties of the transpose of the transfer:
Trg/m :I(m) → I(g).
We put
T̂rg/m = Ig ◦ Trg/m ◦I−1m .
This is a map from I(m) to I(g). By assumption we have the inclusion Car(m) ⊂ Car(g).
This induces a map j : Car(m) → Car(g)/G which can be surjective.
Definition 5.1. We say that m is thick in g if j is surjective.
We denote by D′,G(g) (respectively D′,M(m)) the space of G-invariant distributions of g (M-
invariant distributions of m). Considering the canonical isomorphisms I(m)′ ∼= D′,M(m) and
I(g)′ ∼= D′,G(g) (see [2, Theorem 4.1.1]), we see that the transpose of Trg/m induces a linear
map
Resg/m :D′,G(g) →D′,M(m).
Let F(g) (respectively F(m)) be the space of smooth C-valued G-invariant functions (respectively
M-invariant functions) f on greg (respectively greg ∩m) such that the functionDgf (respectively
Dmf ) is bounded on g (respectively m). We have the canonical injections:
F(g) ↪→D′,G(g) and F(m) ↪→D′,M(m).
Theorem 5.2. The morphism Resg/m maps F(g) into F(m). For φ ∈ F(g),
Resg/m(φ) = πg/mφ|m.
Moreover, the map Resg/m :F(g) → F(m) is injective if and only if m is thick in g.
Proof. Let f ∈D(m). For S ′ ∈ Δ(m), let
πm/hS′ (x) =
∏
α∈Σm(h ′ )
α(x).m,S
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sumption, the transfer Trg/m is defined so there exists h ∈D(g) such that
hS =
∑
S ′∈Δ(m)
τ (S ′) G∼S
1
NM,S ′
∑
u∈WG(τ (S ′),S)
(u)(ugS ′).fS ′ , (18)
for all S ∈ Δ(g). By the Weyl integration formula, we get
Resg/m(φ)(f ) =
∑
S∈Δ(g)
1
NG,S
∫
hS
πg/hS (x)φ(x)hS(x) dxS .
Using (18) and the fact that φ is G-invariant, we get
∫
hS
πg/hS (x)φ(x)hS(x) dxS
=
∑
S ′∈Δ(m)
τ (S ′) G∼S
|WG(S)|
NM,S ′
∫
hg,τ (S′)
πg/hτ (S′) (x)φ(x)fS ′
(
g−1S ′ .x
)
dxτ(S ′). (19)
Then, using the relation
πg/hτ (S′) (x) = πg/m
(
g−1S ′ .x
)
πm/hS′
(
g−1S ′ .x
)
the expression (19) becomes
∑
S ′∈Δ(m)
τ (S ′) G∼S
|WG(S)|
NM,S ′
∫
hm,S′
πg/m(x)πm/hm,S′ (x)φ(x)fS ′(x) dxS ′ .
Hence, we have
Resg/m(φ)(f ) =
∑
S ′∈Δ(m)
1
NM,S ′
∫
hm,S′
πg/m(x)φ(x)πm,hm,S′ (x)fS ′(x) dxS ′ . (20)
Let ψ be the function on greg ∩ m such that
ψ(x) = πg/m(x)φ(x).
Then ψ is a smooth function on greg ∩ m and Dmψ is bounded on greg ∩ m hence ψ ∈ F(m)
and by (20), Resg/m(φ) = ψ . This proves the theorem. 
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The aim of this section is to describe the action of the G-invariant differential operators with
constant coefficients on the maps Trg/m and Resg/m (Theorems 6.1 and 6.2). The latter theorem
can be viewed as a generalization of Harish-Chandra radial component on Lie algebras. The rest
of the section is devoted to prove that Resg/m maps the space of finite invariant distributions of g
to the space of finite invariant distributions of m (Theorem 6.5) and also a result on temperedness
(Theorem 6.7).
Let V be a real finite dimensional vector space and let A be a group acting on VC. We denote
by Sym(VC) the symmetric algebra of VC and by SymA(VC) the subspace of A-invariant element
of Sym(VC). Let D(VC) be the space of differential operators with constant coefficients on V and
DA(VC) the space of A-invariant differential operators of D(VC). We consider an isomorphism
of algebras between Sym(VC) and D(VC) given by
∂(u)f (x) = lim
t→0 t
−1(f (x + tu)− f (x)),
for u ∈ VC. This induces an isomorphism between SymA(VC) and DA(VC). Fix an A-invariant
Lebesgue measure on V . On D(VC), we consider the involution w → wt such that∫
V
f (x)∂(w)g(x) dx =
∫
V
∂(wt )f (x)g(x) dx
for any f,g ∈D(V ). This involution stabilizes DA(V ).
Let D′(V ) denote the space of distributions on V and D′,A(V ) the space of A-invariant dis-
tributions D′(V ). For u ∈D′(V ) and w ∈ Sym(VC), we put〈
∂(w)u,φ
〉= 〈u, ∂(wt )φ〉,
for φ ∈D(V ). For S ∈ Δ(g), we fix the canonical isomorphism (due to Chevalley)
γg,S : SymGC(gC) −→ SymWgC,S (hS,C),
where WgC,S is the complex Weyl group of (gC,hS,C). We consider also the isomorphism γm,S
with respect to m and S ∈ Δ(m). For w ∈ SymGC(gC), we put w|mC = γ−1m,∅γg,S0(w). This de-
fines an algebra homomorphism
SymGC(gC) → SymMC(mC). (21)
Let E(gC) (respectively E(mC)) denote the vector space generated by the differential oper-
ators f ∂(w) where f is a rational G-invariant (respectively M-invariant) function on g (respec-
tively m) and w ∈ SymGC(gC) (respectively SymMC(mC)). We consider the following maps from
E(gC) to E(mC):
δ˜g/m
(
f ∂(w)
)= f|mπg/m∂(w|mC)π−1g/m,
δg/m
(
f ∂(w)
)= f|mπ−1g/m∂(w|mC)πg/m.
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rank, we can also consider the maps δg/hτ (S) , δ˜g/hτ (S) :E(gC) → E(hτ(S),C) and δm,hm,S ,
δ˜m/hm,S :E(mC) → E(hm,S). We have:
δ˜g/hτ (S)
(
∂(w)
)= gS .δ˜m/hm,S (δ˜g/m(∂(w))),
δg/hτ (S)
(
∂(w)
)= gS .δm/hm,S (δg/m(∂(w))).
The space I(g) has a structure of SymGC(gC)-module via
SymGC(gC)× I(g) → I(g)
∂(w),φ → ψ,
where ψS = δ˜g/hS (∂(w))φS for S ∈ Δ(g). The space I(m) can therefore be considered as a
SymGC(gC)-module using δ˜g/m.
Theorem 6.1. Let ψ ∈ I(m) and w ∈ SymGC(gC). Then
∂(w).T̂rg/m(ψ) = T̂rg/m
(
δ˜g/m
(
∂(w)
)
.ψ
)
.
Remark. See Section 5 for the definition of T̂rg/m.
Proof. We put φ = T̂rg/m(ψ). Let S ∈ Δ(m). We have:(
∂(w).φ
)
τ(S) = δ˜g/hτ (S)
(
∂(w)
)
(φτ(S))
= gS δ˜m/hm,S
(
δ˜g/m
(
∂(w)
)
(φτ(S))
)
=
∑
S ′∈Δ(m)
S ′ G∼ τ(S)
1
NM,S ′
∑
u∈WG(τ (S ′),τ (S))
(u)(ugS ′).
(
δ˜m/hm,S′
(
δ˜g/m
(
∂(w)
))
ψS ′
)
= T̂rg/m
(
δ˜g/m
(
∂(w)
)
.ψ
)
τ(S). 
Using the above theorem, we deduce the following which can be viewed as a refinement of a
theorem of Harish-Chandra [4, Theorem 2]. 
Theorem 6.2. Let u ∈D′,G(g) and w ∈ SymGC(gC). Then
Resg/m
(
∂(w)u
)= ∂(w|mC)Resg/m(u).
Proof. Let f ∈ D(m). We put φ = Jm(f ) ∈ I(m), ψ = T̂rg/m(φ) (see Theorem 2.8 for Jm).
There exists h ∈D(g) such that ψ = Ig(h). Then,
Resg/m
(
∂(w)u
)
(f ) = ∂(w)u(h) = u(∂(tw)h).
By the preceding theorem,
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(
∂(tw)h
)= ∂(tw).Jg(h) = T̂rg/m(δ˜g/m(∂(tw)).φ)
= T̂rg/m
(Jm(∂(tw|mC)f )).
Hence
Resg/m
(
∂(w)u
)
(f ) = Resg/m(u)
(
∂(tw|mC)f
)= ∂(w|mC)Resg/m(u)f. 
Corollary 6.3. Let f be a smooth G-invariant function on g and w ∈ SymGC(gC). We denote by
f|m the restriction of f to m. Then, for x ∈ m such that πg/m(x) = 0,(
∂(w)f
)
|m(x) = δg/m(w)f|m(x).
Proof. We can consider f as a G-invariant distribution on g. By the preceding theorem, we have
Resg/m
(
∂(w)f
)= ∂(w|mC)Resg/m(f ).
Let x ∈ m ∩ greg. We can assume that x ∈ hregS with S ∈ Δ(g). Using Theorem 5.2, we have
Resg/m
(
∂(w)f
)
(x) = πg/m(x)∂(w)f (x),
∂(w|mC)Resg/m(f ) = ∂(w|mC)πg/m(x)f (x).
Therefore,
πg/m(x)∂(w)f (x) = ∂(w|mC)πg/m(x)fm(x)
and so (
∂(w)f
)
m
(x) = δg/m(w)f|m(x).
The set m ∩ greg is a dense subset of the open set{
x ∈ m | πg/m(x) = 0
}
.
The result follows. 
Definition 6.4. Let u ∈D′,G(g). We say that u is of finite type if
Vect
{
∂(w)u
∣∣w ∈ SymGC(gC)}
is a finite-dimensional vector space.
Theorem 6.5. Let u be a G-invariant distribution of finite type on g. Then Resg/m(u) is an
M-invariant distribution of finite type on m.
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E = Vect{∂(w)v ∣∣w ∈ SymGC(gC)},
F = Vect{∂(w)v ∣∣w ∈ SymMC(mC)}.
By the preceding proposition, E is a vector space of finite dimension. Let S ∈ Δ(m). Thus, by
Theorem 1 of [3, Ch. V.5], SymWmC,S (hS,C) is a free finite module over SymWgC,S (hS,C). Hence,
there is a finite-dimensional vector subspace K of SymWmC,S (hS,C) such that
SymWmC,S (hS,C) = KSymWgC,S (hS,C).
Using Chevalley isomorphism, we deduce that there exists a finite-dimensional vector space
K ′ ⊂ SymMC(mC) such that
SymMC(mC) = K ′SymGC(gC).
Therefore
F = {∂(x)E | x ∈ K ′}.
It follows that F is a finite-dimensional vector space. This proves the theorem. 
Let |.| be a norm on g. We recall the following theorem of Harish-Chandra.
Theorem 6.6. (See [15, Theorem 8.3.6.1].) Let u ∈D′,G(g). Assume that u is of finite type. Set
Fu be the function corresponding to u. Then the following are equivalent:
1. The distribution u is tempered.
2. There exists an integer m 0 such that
sup
x∈hreg
(
1 + |x|)−m∣∣Dg(x)∣∣1/2∣∣Fu(x)∣∣< ∞,
for any h ∈ Car(g).
Using the above theorem and Theorems 5.2 and 6.5, we deduce the following.
Theorem 6.7. Let u ∈D′,G(g). Assume that u is of finite type. Then:
1. If u is tempered then Resg/m(u) is of finite type and tempered.
2. If m is thick in g and Resg/m(u) is tempered then u is tempered.
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Let x ∈ greg (respectively x ∈ mreg), we denote by μg,x (respectively μm,x ) the Borel mea-
sures supported on the orbit G.x (respectively M.x) with respect to the measures used for the
definition of I(g) and I(m). This is a G-invariant distribution (respectively M-invariant distrib-
ution).
Theorem 7.1. Let x ∈ greg. There exist S1, . . . ,Sn ∈ Δ(m) and x1, . . . , xn ∈ mreg such that xi ∈
hSi for all i and
G.x ∩ m = M.x1 ∪ · · · ∪ M.xn (disjoint union).
Then, we have
πg/m Resg/m(μg,x) =
∑
i
μm,xi .
Proof. Considering the identification of D′(g)G with the dual space of I(g), the distribution
μg,x corresponds to the linear form
I(g)  φ → φ(x).
By definition of Trg/m, we have for ψ ∈ I(m)
Trg/m(ψ)(x) =
∑
i
π−1g/m(xi)ψ(xi).
Notice that this sum can be empty if m is not thick (see Definition 5.1). We deduce the result
using the fact that
I(m)  ψ → ψ(xi)
corresponds to the invariant measure μm,xi . 
8. Restriction of certain invariant eigendistributions
We would like to prove that the result of [10] can be extended to real reductive Lie algebras.
First of all, we can restate their result using the map Resg/m. Let g be a complex reductive Lie
algebra and m be a complex reductive subalgebra of g such that rank(g) = rank(m). It is clear
that the maps Trg/m and Resg/m are well defined. We recall that Θg,x is up to a constant the
Fourier transform of the invariant measure supported on the G-orbit of x where x is a regular
semisimple element as defined in [5] . The Lie algebra version of the main theorem of [10] says
that
Resg/m(Θg,x) = ι|WM(h∅)|
∑
σ∈WG(h∅)
(σ )Θm,σ.x ,
where ι = (−1) 12 |Φ/Φm|.
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S,S ′ ∈ Δ(g), the Cartan subalgebras hS and hS ′ are conjugate as soon as |S| = |S ′|. Throughout,
we assume that the order on Car(g) is linear and h∅ corresponds to a compact Cartan subgroup
of G. We assume also that g and m share a common fundamental Cartan subalgebra. Hence, we
can assume that h∅ ⊂ m and the map τ is trivial.
Theorem 8.1. Let m be a reductive Lie subalgebra of g. Assume that g and m share a common
fundamental Cartan subalgebra. Then we have
Trg/m(ψ)S = 1|WM(h∅)|
∑
σ∈WG(h∅)
(σ )ψσ∗S
for S ∈ Δ(g).
Proof. By Lemma 8.2, we have for S ′ ∈ Δ(m), NS ′ = |WM(∅)|2|S ′|. Hence, we get that
Trg/m(ψ)S = 1|WM(∅)|2|S|
∑
S ′∈Δ(m)
∑
u∈WG(S ′,S)
(u)uψS ′ .
Then, using again Lemma 8.2, we have
WG(S ′,S) = W∅G(S ′,S)× 〈sα | α ∈ S〉.
We deduce the result. 
Lemma 8.2. We have
WG(S) = W∅G(S)〈sα | α ∈ S〉
for S ∈ Δ(g).
Proof. This lemma is a straightforward consequence of [12, Proposition 2.36]. 
The main theorem of this section is the following.
Theorem 8.3. Assume that g and m share a fundamental Cartan subalgebra. Let x ∈ hreg∅ . We
have
Resg/m(Θg,x) = ι|WM(h∅)|
∑
w∈WG(h∅)
(w)Θm,w,x,
where ι = (−1) 12 |Φ/Φm|.
Remark. One can prove that this formula does not hold for a real form of type CI or FI for
instance.
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x ∈ hS | α(x) = 0 ∀α ∈ Φr(hS)
}
.
For α ∈ S , let α ∈ {±1} such that
h+S ⊂
{
x ∈ hS | αα(x) > 0 ∀α ∈ S
}
.
We know that there are integers cg(w,λ,h+S ) (w ∈ W(Φg)) such that
Θg,λ(x) = π−1g/S(x)
∑
w∈W(Φg)
(w)cg
(
w,λ,h+S
)
exp
(
wλcS(x)
)
,
for x ∈ hregS ∩ h+S (see [5]). Moreover, by [5, Section 3], we have
cg(w,λ,h
+
S ) =
{1 if α(wλ)(Hα) < 0 for all α ∈ S
and w ∈ 〈sα | α ∈ S〉WG(h∅),
0 otherwise.
By Theorem 5.2,
Resg/m(Θg,λ)(x) = ιSπ−1m/hS (x)
∑
w∈W(Φg)
(w)cg(w,λ,h
+
S ) exp
(
wλcS(x)
)
, (22)
where ιS ∈ {±1} such that πg/m(x) = ιSπg/m(x) for x ∈ hregS . One can easily prove that ιS = ι.
Let h+m,S denote a connected component of the open set{
x ∈ hS | α(x) = 0 ∀α ∈ Φrm(hS)
}
.
Note that we may assume h+S ⊂ h+m,S . This implies
h+m,S ⊂
{
x ∈ hS | αα(x) > 0 ∀α ∈ S
}
,
ι
|WM(h∅)|
∑
σ∈WG(h∅)
(σ )Θm,σ,λ(x)
= ιπ
−1
m/hS (x)
|WM(h∅)|
∑
σ∈WG(h∅)
(σ )
∑
w∈W(Φm)
(w)cm
(
w,λ,h+m,S
)
exp
(
(wσ).λcS(x)
)
= ιπ
−1
m/hS (x)
|WM(h∅)|
∑
w∈W(Φg)
(w)
( ∑
w′∈W(Φm), σ∈WG(h∅)′
cm
(
w′, σ.λ,h+m,S
))
exp
(
wλcS(x)
)
.w σ=w
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c˜g
(
w,λ,h+S
)= 1|WM(h∅)|
( ∑
w′∈W(Φm), σ∈WG(h∅)
w′σ=w
cm
(
w′, σ.λ,h+m,S
))
.
Again by [5, Section 3], we have
cm
(
w′, σ.λ,h+m,S
)= {1 if α(w′σ.λ)(Hα) < 0 for all α ∈ Sand w′ ∈ 〈sα | α ∈ S〉WM(h∅),
0 otherwise.
As
〈sα | α ∈ S〉WM(h∅)∩WG(h∅) = WM(h∅),
we deduce that c˜g(w,λ,h+S ) = cg(w,λ,h+S ). The result is proved. 
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