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EVERYTHING IS POSSIBLE FOR
THE DOMAIN INTERSECTION dom T ∩ dom T ∗
YURY ARLINSKI˘I AND CHRISTIANE TRETTER
To the memory of our colleague and academic teacher Prof. Dr. Reinhard Mennicken
Abstract. This paper shows that for the domain intersection domT ∩domT ∗ of a closed linear
operator and its Hilbert space adjoint everything is possible for very common classes of operators
with non-empty resolvent set. Apart from the most striking case of a maximal sectorial operator
with domT ∩ domT ∗={0}, we construct classes of operators for which dim (domT ∩ domT ∗)=
n ∈ N0; dim (domT ∩ domT ∗) = ∞ and at the same time codim (domT ∩ domT ∗) =∞; and
codim (domT ∩ domT ∗)= n∈N0; the latter includes the case that domT ∩ domT ∗ is dense but
no core of T and T ∗ and the case domT =domT ∗ for non-normal T . We also show that all these
possibilities may occur for operators T with non-empty resolvent set such that either W (T )=C,
T is maximal accretive but not sectorial, or T is even maximal sectorial. Moreover, in all but one
subcase T can be chosen with compact resolvent.
1. Introduction
Questions on the intersection of the domains of two unbounded operators have seen several
surprising answers, including von Neumann’s theorem [56] and Kato’s square root problem [32],
[33]. While the former establishes the existence of unbounded selfadjoint operators A and B in a
complex infinite dimensional separable Hilbert space such that the extreme case domA∩domB=
{0} holds, the latter concerns the other extreme case whether domA1/2=domA1/2∗ for maximal
accretive or even maximal sectorial operators A. Kato [32, 33] had shown that if A is maximal
accretive, then domAα=domAα∗ for α∈ [0, 1
2
), whereas inequality may hold for α∈ (1
2
, 1], and
domA1/2 ∩ domA1/2∗ is a core of both A1/2 and A1/2∗, without any assumptions on the relation
between domA and domA∗. Shortly after, Lions [41] established two sufficient conditions for
equality and showed that Kato’s maximal accretive example for inequality for α ∈ (1
2
, 1] also
satisfies domA1/2 6= domA1/2∗. Later independent counter-examples of McIntosh [43] and of
Gomilko [23] showed that even for maximal sectorial (also called regularly accretive) operators
the domain inequality domA1/2 6= domA1/2∗ may hold.
In this paper we consider the more general problem of the “size” of the domain intersection
domT ∩ domT ∗ for arbitrary closed linear operators T with non-empty resolvent set. In fact,
the domain intersection domT ∩ domT ∗ is an interesting indicator to assess the deviation of an
unbounded non-selfadjoint operator T from symmetric or normal operators S since for the latter,
by definition, domS ⊂ domS∗ and hence domS ∩domS∗ = domS is always dense. So a natural
question to ask is: Does the “size” of domT ∩ domT ∗ depend on properties of T such as being
maximal sectorial, maximal accretive or having numerical range W (T ) = C equal to the entire
complex plane?
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Domain intersections domT ∩dom T ∗ play an important role in the theory of unbounded non-
selfadjoint operators. Examples include the density problems for domains of self commutators
and anticommutators T ∗T ± TT ∗ [18], [15], [38], [10], defining a real and imaginary part of a
closed operator in terms of the operator sums 1
2
(T +T ∗), 1
2i
(T −T ∗) [47], the relation between
relative boundedness resp. compactness and relative form-boundedness resp. form-compactness
[21], an unbounded version [26] of Hildebrandt’s theorem [28] on extremal boundary points of the
numerical range, and equivalent descriptions of the essential numerical range [12]. However, so
far there are no results on domT ∩ domT ∗ beyond obvious cases where domT ∩ domT ∗= domT
is automatically dense by definition such as unbounded symmetric T or “almost” normal T . Here
the latter refers to Putnam [49] (rather than to “almost normal” in the sense of [58]) who used
this term in the bounded case to summarize quasinormal, subnormal, hyponormal, seminormal
etc. operators, which have been studied in the unbounded case as well [29], [53], [42], [31], [18].
In this paper we give a whole series of unexpected answers to the question highlighted above
which may be briefly put as ‘everything is possible for domT ∩ domT ∗’, even for nice classes of
operators such as maximal sectorial operators T . Our main results show that the extreme case
domT ∩ domT ∗ = {0}, the case of arbitrary finite dimension dim (domT ∩ domT ∗) = n ∈ N0,
the case of both infinite dimension and infinite codimension dim (domT ∩ domT ∗) = ∞ and
codim (domT ∩ domT ∗)=∞, the case of arbitrary finite codimension codim (domT ∩ domT ∗)=
n ∈ N, and the case that domT∩domT ∗ is dense but neither a core of T nor of T ∗ may prevail. At
the same time we prove that all these possibilities may occur for very different classes of operators
with non-empty resolvent set, such as maximal sectorial operators, maximal accretive operators
that are not sectorial, and operators with maximal numerical range W (T ) = C. Moreover,
we show that it is possible to choose T with compact resolvent in all but one subcase. Our
constructions do not only yield particular examples or counter-examples, they rather provide
classes of operators for which domT ∩ domT ∗ exhibits these unexpected phenomena.
There are only a few existing results on the relation between the domains domT and domT ∗,
and almost all are restricted to the cases that domT = domT ∗ and domT ∩ domT ∗ is a core
of T . In [7] and [39], for some classes of quasi-selfadjoint extensions T of a non-densely defined
symmetric operator, the domain equality domT = domT ∗ was established. In [48, Prop. 3.5,
3.2] it was shown that for a closed densely defined operator T with domT 2 = domT , which
necessitates that W (T ) = C, the intersection domT ∩ domT ∗ is a core of T . In [20] and [12]
examples of operators with codim (domT ∩ domT ∗) = 1 were given which arise as singular
perturbations of selfadjoint operators.
In this paper we completely unfold the much richer picture that may arise. We provide abstract
constructions of classes of densely defined operators T in an infinite dimensional, for most cases
separable complex Hilbert space for every possible combination of the three operator types
(I) T maximal sectorial,
(II) T maximal accretive but not sectorial,
(III) W (T ) = C, ρ(T ) 6= ∅,
with the following seven possible phenomena for domT ∩ domT ∗:
(1) domT ∩ domT ∗={0},
(2) dim (domT ∩ domT ∗) =n for arbitrary n∈N,
(3) dim (domT ∩ domT ∗)=∞, codim (domT ∩ domT ∗)=∞,
(4) codim (domT ∩ domT ∗) =n for arbitrary n∈N,
(5) domT *dom T ∗, domT ∩ domT ∗ dense, but not a core of T ,
(6) domT *dom T ∗, domT ∩ domT ∗ core of T ,
(7) domT = domT ∗, but T non-normal,
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Our main tools include von Neumann’s theorem [56, Satz 18], stated in Theorem 2.1 below,
and its equivalent formulations [6], the representation of closed sectorial sesquilinear forms and
operators associated with them [34], special classes of maximal accretive extensions of closed
sectorial operators [3], as well as non-symmetric singular perturbations of selfadjoint operators
[37]. Note that Kato’s result [33, Thm. 5.1] yields a class of maximal sectorial T such that
domT∩domT ∗ is a core of T and T ∗ (case (I.6) above), namely T =A1/2 withAmaximal accretive.
The paper is organized as follows. Section 2 contains some preliminaries, including von Neu-
mann’s theorem. In Section 3 we present maximal sectorial operators for which domT ∩dom T ∗=
{0} (case (I.1) above) and dim (domT ∩ domT ∗) = n ∈ N (case (I.2) above). In Section 4 we
study maximal sectorial operators T such that codim (domT ∩dom T ∗)=∞ and domT ∩dom T ∗
is a proper closed subspace of finite or infinite codimension (case (I.3) above). In Section 5 we
consider families Sz, Re z ≤ 0, of maximal accretive (and possibly maximal sectorial) extensions
of a non-negative densely defined symmetric operator S and prove that
+ if Re z<0 and Im z 6=0, then domSz ∩ domS∗z is dense and no core of Sz and S∗z ,
+ if z = a < 0, then domSa ∩ domS∗a is dense in (S − aI)domS = N⊥a ,
+ if z = ix, x ∈ R \ {0}, then domSix ∩ domS∗ix = Nix ⊕ (S + ixI)domS2,
where Nz = ker(S
∗ − zI) is the defect subspace of S corresponding to z ∈ C. Varying the
properties of Na, Nix and domS
2 by the choice of S, we obtain a whole series of answers for
maximal sectorial and maximal accretive T (cases (I.3), (I.4), (I.5), (II.3), (II.4), (II.5) above). In
Section 6, by means of singular perturbations of an unbounded selfadjoint operator, we construct
classes of operators for which codim (domT ∩domT ∗) =n∈N andW (T )=C (case (III.4) above).
In Section 7, following an approach in [1], we derive maximal accretive and maximal sectorial
operators whose domain coincides with that of its adjoint, domT = domT ∗ (cases (I.7) and (II.7)
above). In Section 8 we establish stability results which allow us to construct 1) maximal accretive
non-sectorial operators from maximal sectorial operators and 2) operators with full numerical
range W (T ) = C from sectorial or accretive operators, but preserving all seven possible cases
of of the domain intersection (cases (II.2), (II.3), (II.6) and (III.1)–(III.7), respectively, above).
In Section 9, by means of a family of fundamental symmetries J(z), z ∈C, which is continuous
in the operator-norm topology, we construct families of closed densely defined operators T̂ (z),
z ∈ C, possessing the properties dom T̂ (z) ∩ dom T̂ ∗(z) = {0}, W (T̂ (z)) = W (T̂ (z)∗) = C for
all z ∈ C. Moreover, we show that all possible phenomena for domT ∩ domT ∗ occur even for
operators of all the above three classes (I), (II), (III) with compact resolvent except for one case;
if domT ∩ domT ∗ is an infinite dimensional closed subspace, then T can never have compact
resolvent by the closed graph theorem. Finally, in Section 10 we construct various holomorphic
operator families of type (A) and (B), e.g. of the form Ψ(z) = A∗(I + T (z))A with A maximal
sectorial and associated semigroup T (z), for which domΨ(z) ∩ domΨ(z)∗ may either be dense
or {0}.
Notations. We use the symbols domT , ranT , ker T for the domain, the range, and the kernel
of a linear operator T ; the closures of domT , ranT are denoted by domT , ranT , respectively.
The identity operator in a Hilbert space H is denoted by I and sometimes by IH. If L ⊂ H is
a closed subspace, the orthogonal projection in H onto L is denoted by PL. The notation T ↾N
means the restriction of a linear operator T to a subspace N ⊂ domT . The resolvent set of T
is denoted by ρ(T ). The space of bounded linear operators acting between Hilbert spaces H and
K is denoted by B(H,K) and the Banach algebra B(H,H) by B(H). Finally, C and R denote
the set of complex and real numbers, respectively, R+ := [0,+∞), and N is the set of natural
numbers, N0 := N ∪ {0}. In order to avoid confusion with closures, for Ω ⊂ C, we denote by
Ω∗ := {z ∈ C : z ∈ Ω} the complex conjugate of Ω.
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2. Preliminaries and von Neumann’s theorem
In this section we present some operator theoretic ingredients which we use the in following
such as von Neumann’s theorem on domain intersections and several equivalent formulations.
Preliminaries. The numerical range is the tool by means of which we classify the different
classes of operators we consider. For a linear operator T with domain domT in a Hilbert space
H with scalar product (·, ·) it is given by
W (T ) = {(Tu, u) : u ∈ domT, ‖u‖ = 1} .
As is well-known [34, Thm. V.3.2], the numerical range is a convex set and has the spectral
inclusion property σp(T ) ⊂W (T ) and σapp(T ) ⊂W (T ) for the point spectrum and approximate
point spectrum of T . Moreover, the range ran (T − λI) is closed for every λ ∈ C \W (T ) and
its dimension is locally constant; this implies that σ(T ) ⊂ W (T ) if each of the (at most two)
components of C \W (T ) contains a point of the resolvent set ρ(T ). In this case, the numerical
range provides the resolvent estimate
‖(T − λI)−1‖ ≤ 1
dist (λ,W (T ))
, λ ∈ C \W (T ). (2.1)
A linear operator A in a Hilbert space H is called accretive if its numerical range lies in the
closed right half-plane
W (A) ⊂ C+ := {z ∈ C : Re z ≥ 0},
i.e. Re (Au, u) ≥ 0 for all u ∈ domA. An accretive operator A is called maximal accretive, or
m-accretive for short, if one of the following equivalent conditions is satisfied:
(i) A has no proper accretive extensions in H;
(ii) A is densely defined and ran (A− λI) = H for some λ ∈ C with Reλ < 0;
(iii) A is densely defined and closed, and A∗ is accretive;
(iv) −A generates contractive one-parameter semigroup T (t) = exp(−tA), t ≥ 0.
Besides, if A is maximal accretive, then kerA = kerA∗ and hence
kerA ⊆ domA ∩ domA∗. (2.2)
A linear operator A in a Hilbert space H is called dissipative, or m-dissipative for short, if −iA
is accretive or m-accretive, respectively; in this case the numerical range of A is contained in the
closed upper half-plane, W (A) ⊂ {z ∈ C : Im z ≥ 0}.
The resolvent set ρ(A) of an m-accretive operator contains the open left half-plane C− :=
{z∈C : Re z < 0} and, by (2.1),
‖(A− λI)−1‖ ≤ 1|Reλ|, Reλ < 0.
An accretive operator A is called coercive if there exists m > 0 with Re (Af, f) ≥ m‖f‖2 for all
f ∈ domA.
A linear operator A in a Hilbert space H is called sectorial with vertex z = 0 and semi-angle
α ∈ [0, π/2), or α-sectorial for short, if its numerical range is contained in a closed sector with
semi-angle α,
W (A) ⊂ S(α) := {z ∈ C : | arg z| ≤ α} (2.3)
or, equivalently, |Im (Au, u)|≤ tanαRe (Au, u) for all u∈domA. Clearly, a sectorial operator is
accretive; it is called maximal sectorial, or m-α-sectorial for short, if it is m-accretive.
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The resolvent set of an m-α-sectorial operator A contains the set C \ S(α) and, by (2.1),
‖(A− λI)−1‖ ≤ 1
dist (λ,S(α)), λ ∈ C \ S(α).
We mention that if A is m-accretive, then for each γ ∈ (0, 1) the fractional powers Aγ are
defined [34], [33]. The operators Aγ are m-sectorial with semi-angle γπ/2 and, if γ ∈ (0, 1/2),
then domAγ=domA∗γ. It was proved in [33, Thm. 5.1] that, if A is m-sectorial, then domA1/2∩
domA∗1/2 is a core of both A1/2 and A∗1/2 and the real part ReA1/2 := (A1/2+A∗1/2)/2 defined
on domA1/2∩domA∗1/2 is a selfadjoint operator. Further, by [33, Cor. 2],
domA = domA∗ =⇒ domA1/2 = domA∗1/2 = domA1/2R = D[a], (2.4)
where a is the closed form associated with the sectorial operator A via the first representation
theorem [34, Sect. VI.2.1] and AR is the non-negative selfadjoint operator associated with the
real part of a given by Re a := (a+ a∗)/2.
Von Neumann’s theorem. One of the main ingredients for our constructions is the following
well-known theorem of J. von Neumann [56, Satz 18]:
Theorem 2.1 (of von Neumann). If A is an unbounded selfadjoint operator in a separable infinite
dimensional complex Hilbert space, then there exists a unitary operator U such that UdomA ∩
domA = {0}, i.e. the domains of the two unitarily equivalent selfadjoint operators A and A′ =
U−1AU have trivial intersection.
Note that von Neumann’s theorem does not hold if the Hilbert space is non-separable, as shown
recently in [54].
In another recent paper [6, Thm. 5.1] the following equivalent formulations of von Neumann’s
theorem were established:
For an unbounded selfadjoint operator A in an infinite dimensional complex and not necessarily
separable Hilbert H the following are equivalent:
(i) there exists a unitary operator U in H such that
dom (U∗AU) ∩ domA = {0};
(ii) there exists an unbounded selfadjoint operator B in H such that
domB ∩ domA = {0};
(iii) there exists a fundamental symmetry J in H (J = J∗ = J−1) such that
dom (JAJ) ∩ domA = {0};
(iv) there exists a subspace M in H such that
M ∩ domA = M⊥ ∩ domA = {0};
(v) there exists a closed densely defined restriction A0 of A such that dom (AA0) = {0} (and
thus, in particular, domA20 = {0}).
Special examples of selfadjoint operators A and B with domA ∩ domB = {0} may be found
in [57], [35]; note that the example given in [13] contains a mistake, see Remark 3.1.
If, in von Neumann’s theorem, we set
T := UA, domT = domA,
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then, since U is bounded,
T ∗= AU∗, domT ∗= UdomA.
It follows that there exists a densely defined operator T such that domT ∩domT ∗ = {0}, but we
do not obtain any information on the properties of T . We will return to this example in Section 9.
3. Maximal sectorial operators A such that dim (domA ∩ domA∗) ∈ N0
In this section we present the most striking and extreme phenomenon of m-sectorial operators
such that domA∩domA∗ = {0} and, more generally, domA∩domA∗ is a subspace of arbitrary
finite dimension n ∈ N0.
Throughout this section we assume that H is a separable infinite dimensional complex Hilbert
space.
Theorem 3.1. There exists an m-sectorial operator A in H with domA ∩ domA∗ = {0};
the latter necessitates kerA={0}, and A may be chosen with or without compact resolvent.
Proof. Let L be an unbounded selfadjoint operator in H such that
kerL = {0}. (3.1)
According to von Neumann’s theorem, Theorem 2.1, more precisely, claim (ii) equivalent to it,
there exists a bounded selfadjoint operator G in H with
kerG = {0}, ranG ∩ domL = {0}; (3.2)
e.g. we can choose G = (B∗B + I)−1/2 in (ii). We consider the sesquilinear form
a[u, v] = ((I + iG)Lu, Lv), u, v ∈ dom a := domL.
The form a is densely defined, closed and sectorial with adjoint form a∗ given by
a∗[φ, ψ] = ((I − iG)Lφ, Lψ), φ, ψ ∈ dom a∗= domL.
By the first representation theorem [34, Sect. VI.2.1], the associated m-sectorial operators A and
A∗ are given by
domA = {u ∈ domL : (I + iG)Lu ∈ domL} , Au = L(I + iG)Lu, u ∈ domA,
domA∗= {φ ∈ domL : (I − iG)Lφ ∈ domL} , A∗φ = L(I − iG)Lφ, φ ∈ domA∗.
This yields the characterization
domA ∩ domA∗ = {u ∈ domL : u ∈ domL2, GLu ∈ domL}. (3.3)
Due to properties (3.2), (3.1) of the operators L and G, this implies domA ∩ domA∗ = {0}.
The other claims follow because kerA = kerL = {0}, the operator L can be chosen with
or without compact resolvent and the m-sectorial operator A constructed above has compact
resolvent if and only if L has by [34, Thm. V.3.40 and VI.3.3]. 
Remark 3.1. The abstract example of anm-accretive operator T with domT∩dom T ∗ ={0} in [13]
contains a mistake. In fact, the construction T =(I+R)−1(I+S)−1 therein relies on the property
domR ∩ domS= {0}. However, in the last line of [13, p. 297] only (I+R)−1(I+R)= I↾ domR
holds, not equality to the identity I on all of H; as a consequence, only the (trivial) inclusion
{0}⊂domR ∩ domS follows and not equality as claimed in [13].
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Theorem 3.2. For arbitrary n ∈ N there exists an m-sectorial operator A in H such that
dim (domA ∩ domA∗) = n; moreover, A may be chosen such that kerA = {0} and with or
without compact resolvent.
Proof. Let L be an unbounded selfadjoint operator satisfying (3.1). Since the domain of the
square of every selfadjoint operator is dense by a theorem also due to von Neumann [34, Thm.
V.3.24], we can choose linearly independent vectors
e1, e2, . . . , en ⊂ domL2 (3.4)
and set
Hn := span {Le1, Le2, . . . , Len} ⊂ domL, Hn := H⊖Hn.
Since Hn is finite dimensional, Stenger’s lemma [52], see also Remark 5.3 below, implies that the
operator
L̂n := PHnL↾Hn, dom L̂n := domL ∩ Hn,
is a selfadjoint operator in Hn with kerLn = {0}. According to von Neumann’s theorem, Theo-
rem 2.1, there exists a bounded selfadjoint operator Ĝn in Hn such that
ker Ĝn = {0}, ran Ĝn ∩ dom L̂n = {0}. (3.5)
Then
Gn := ĜnPHn
is a bounded selfadjoint operator in H with kerGn = Hn. If we use the operators L and Gn to
define m-sectorial operators An and A
∗
n in H in the same way as in the proof of Theorem 3.1,
then (3.3) implies that
domAn ∩ domA∗n =
{
u ∈ domL : u ∈ domL2, GnLu ∈ domL
}
(3.6)
and An has compact resolvent if and only if L has. The proof is complete if we show that
domAn ∩ domA∗n = span {e1, e2, . . . , en}. (3.7)
If u ∈ domAn ∩ domA∗n, then (3.6) and ranGn ⊆ ran Ĝn ⊆ Hn imply GnLu = ĜnPHnLu ∈
domL ∩ Hn=dom L̂n ∩ ran Ĝn. Now (3.5) yields that PHnLu=0 or, equivalently, Lu∈Hn, i.e.
Lu =
n∑
k=1
ckLek
with ck ∈ C, k = 1, 2, . . . , n. Since kerL = {0}, we obtain that u =
∑n
k=1 ckek ∈ domL2 and
hence ‘⊆’ in (3.7). Conversely, if u = ∑nk=1 ckek with ck ∈ C, k = 1, 2, . . . , n, then u ∈ domL2
by (3.4) and
GnLu = ĜnPHnLu = ĜnPHn
(
n∑
k=1
ckLek
)
= 0 ∈ domL,
which proves u ∈ domAn ∩ domA∗n by (3.6) and hence ‘⊇’ in (3.7).
The last two claims follow in the same way as in the proof of Theorem 3.1. 
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4. Maximal sectorial operators A such that codim (domA ∩ domA∗) =∞
In this section we investigate the structure of unbounded m-accretive operators with the prop-
erty that domT ∩domT ∗ is either a finite dimensional subspace or an infinite dimensional proper
closed subspace.
In this case codim (domT ∩ domT ∗)=∞ and we show that T admits a matrix representation
such that the compression of T to the complement of domT ∩ domT ∗ is m-accretive.
Note that a closed operator for which domT contains a closed infinite dimensional subspace,
here domT ∩ domT ∗, cannot have compact resolvent by the closed graph theorem and since the
resolvents of bounded operators in an infinite dimensional space cannot be compact.
Proposition 4.1. Let T be an unbounded m-accretive operator in a Hilbert space H such that
domT ∩ domT ∗ =: H1
is a proper closed subspace of H. Then H2 :=H ⊖ H1 has infinite dimension, dimH2 = ∞, and
with respect to the decomposition H=H1 ⊕ H2 the operator T admits a matrix representation
T :=
[
T1 K12
K21 T2
]
, domT = domT1 ⊕ domT2 = H1 ⊕ domT2, (4.1)
where  T1 is bounded and accretive in H1,T2 is m-accretive in H2, domT2 ∩ domT ∗2 = {0},
K12∈B(H2,H1), K21∈B(H1,H2).
(4.2)
Proof. Because T is unbounded and closed in H and H1 ⊂ H is a closed subspace, we must have
dimH2 = ∞. Since T ∗ is naturally closed in H, H1 ⊂ domT , H1 ⊂ domT ∗, and H1 is a closed
subspace, the restrictions T ↾H1, T
∗↾H1 are closed and everywhere defined, whence bounded
operators. Then also the operators
T1 := PH1T ↾H1, K21 := PH2T ↾H1, Y := PH2T
∗↾H1,
are bounded and PH1T
∗↾H1 = T
∗
1 . Besides, it is not difficult to check that
domT ∩ H2 = PH2domT, domT ∗ ∩ H2 = PH2domT ∗.
Hence domT ∩ H2 is dense and, for f1 ∈ H1 and g2 ∈ domT ∩ H2 = PH2domT ,
(f1, Y
∗g2) = (Y f1, g2) = (PH2T
∗f1, g2) = (T
∗f1, g2) = (f1, T g2) = (f1, PH1Tg2).
This shows that the bounded operator K12 := Y
∗ = (T ∗↾H1)
∗PH2 coincides with the closure
PH1T ↾ (domT ∩ H2) and T has the matrix form (4.1) with T2 := PH2T ↾ (domT ∩ H2).
Clearly, since T is accretive and W (Ti) ⊂W (T ), i = 1, 2, the operators T1, T2 are accretive as
well. By (4.1) and because T1, K12 and K21 are bounded, we have
T ∗ =
[
T ∗1 K
∗
21
K∗12 T
∗
2
]
, domT ∗ = domT ∗1 ⊕ domT ∗2 = H1 ⊕ domT ∗2 ,
and T ∗2 = (T ↾ (domT ∩ H2))∗PH2(⊇PH2T ∗↾H2). Since T is m-accretive, T ∗ is accretive. Then
W (T ∗2 ) ⊂W (T ∗) shows that T ∗2 is accretive and hence T2 is m-accretive. Further,
H1 = domT ∩ domT ∗ = (H1 ⊕ domT2) ∩ (H1 ⊕ domT ∗2 ) = H1 ⊕ (domT2∩domT ∗2 ),
which shows that domT2 ∩ domT ∗2 = {0}. 
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Remark 4.1. Note that if the Hilbert space H has a decomposition H = H1 ⊕ H2 with a closed
subspace H1 and dimH2 = ∞ and if a linear operator T has a matrix representation (4.1) with
a bounded operator T1 in H1, K12 ∈ B(H2,H1), K21 ∈ B(H1,H2) and a closed densely defined
linear operator T2 in H2 with domT2 ∩ domT ∗2 = {0}, then domT ∩ domT ∗ = H1.
The following additive perturbation result is useful to construct m-sectorial coercive operators
for which domT ∩ domT ∗ is a proper closed subspace of H with prescribed finite or infinite
dimension and for which codim (domT ∩ domT ∗)=∞.
Proposition 4.2. Let Ti be m-sectorial coercive operators in a Hilbert space Hi, i.e.
Re (Tifi, fi) ≥ mi‖fi‖2Hi, fi ∈ domTi, with some mi > 0 for i = 1, 2, and let K12 ∈ B(H2,H1),
K21 ∈ B(H1,H2). Suppose that domT2 ∩ domT ∗2 = {0} and
1
2
(‖K12]|+ ‖K21‖) < min{m1, m2}. (4.3)
Then dimH2 =∞ and the operator T in H = H1 ⊕ H2 given by
T :=
[
T1 K12
K21 T2
]
, domT := domT1 ⊕ domT2, (4.4)
is m-sectorial and coercive with
dim (domT ∩ domT ∗) = dim (domT1 ∩ domT ∗1 ), codim (domT ∩ domT ∗) =∞.
If, in addition, the operators T−11 and T
−1
2 are compact, then T
−1 is compact.
Proof. All claims follow from the fact that T is a bounded perturbation of the m-sectorial coercive
diagonal operator matrix diag
(
T1, T2
)
in H and that, for x = (x1, x2) ∈ domT = domT1⊕domT2,
Re (Tx, x) ≥ min{m1, m2}‖x‖2 −
(‖K12]|+ ‖K21‖)‖x1‖‖x2‖
≥
(
min{m1, m2} − 1
2
(‖K12]|+ ‖K21‖))‖x‖2. 
Remark 4.2. i) A sufficient condition for (4.3) is max
{‖K12]|, ‖K21‖} < min{m1, m2}.
ii) If K21=−K∗12, then all claims in Proposition 4.2 hold without assumption (4.3), i.e. without
any restriction on the norm of K12; in this case, for x=(x1, x2)∈dom T =domT1 ⊕ domT2,
Re (Tx, x) = Re (T1x1, x1) + Re (T2x2, x2) ≥ min{m1, m2}‖x‖2.
5. Maximal sectorial and maximal accretive operators with
codim (domT ∩ domT ∗) ∈ N0 ∪ {∞}
In this section we construct unbounded m-accretive and even m-sectorial operators T such
that domT ∩ domT ∗ is an infinite dimensional closed subspace and all three possibilities for its
complement are exhausted:
(1) codim (domT ∩ domT ∗) =∞,
(2) codim (domT ∩ domT ∗) = n ∈ N,
(3) codim (domT ∩ domT ∗) = 0;
in the latter case, domT ∩ domT ∗ is dense, but it will not be a core of T . In cases (2) and (3),
the operator T can be arranged to have compact resolvent, while in (1) this is not possible due
to the closed graph theorem, see the beginning of Section 4.
Our main tool is a special type of m-accretive extensions of closed densely defined sectorial
operators which were defined in [3] and further studied in [4, 5, 8].
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For a closed densely defined sectorial operator S in a separable infinite dimensional complex
Hilbert space H we set
Mz := ran (S − zI), Nz := H⊖Mz = ker(S∗ − zI), z ∈ C, (5.1)
and we define a family of linear operators Sz in H for z ∈ C, Re z ≤ 0, by
domSz := domS ∔Nz, Szf :=SfS−zϕz, f= fS +ϕz, fS∈domS, ϕz∈Nz. (5.2)
Since domS ∩ Nz = {0}, the operator Sz is well-defined. We mention that the Friedrichs and
Krein-von Neumann extensions of S are the limits in strong resolvent sense [59, Sect. 9.3]
SK = sr- lim
aր−0
Sa, SF = sr- lim
aց−∞
Sa
of the operators Sa, a ∈ (−∞, 0), see [4] and [5]. The following properties of the family Sz, z ∈ C,
Re z ≤ 0, play a crucial role in the sequel.
Proposition 5.1. Let z ∈ C\{0}, Re z ≤ 0. Then
i) Sz is an m-accretive extension of S;
ii) S∗z , given by S
∗
z =S
∗↾ domS∗z on domS
∗
z =
{
h∈domS∗ : (S∗ + zI)h∈Mz¯
}
, satisfies
domS∗z =
(
2Re z I − PNz(S˜∗+ zI)
)
dom S˜∗ if Re z<0; (5.3)
domS∗ix =
(
S˜∗− ixI)−1(S + ixI)domS ∔Nix if Re z=0, z=ix, x∈R\{0}, (5.4)
where S˜ is any m-sectorial extension of S, e.g. its Friedrichs extension SF ;
iii) if S is coercive, i.e. Re (Sf, f)) ≥ m||f ||2, f ∈ domS, for some m > 0, then the operators
Sz for Re z < 0 and Tix := Six + ixI for x ∈ R \ {0} are m-sectorial.
Proof. Since S is sectorial, it admits at least one m-sectorial extension S˜, e.g. the Friedrichs
extension SF [34, Sect. VI.2.3]. Then S˜
∗ is also m-sectorial [34, Thm. VI.2.5] and therefore
{ζ∈C\{0} : Re ζ <0} ⊂ ρ(S˜∗). Therefore, for every h ∈ domS∗, there is a unique fS˜∗ ∈ dom S˜∗
such that (S∗− zI)h = (S˜∗− zI)fS˜∗ . Since S˜∗ = S∗↾ dom S˜∗, this implies (S∗− zI)(h− fS˜∗) = 0
and thus ϕz := h− fS˜∗∈Nz. The other inclusion being obvious, we have thus shown that
domS∗ = dom S˜∗ ∔Nz if Re z ≤ 0, z 6= 0. (5.5)
i) Let z ∈ C \ {0}, Re z ≤ 0. Since for g ∈ domSz, g = fs + φz with f ∈ domS, φz ∈ Nz,
Re (Szg, g) = Re
(
(SfS, fS)− z(φz, SfS)− z(SfS, φz) + |z|2(φz, φz)
)
= Re (SfS, fS) + |z|2(φz, φz) ≥ 0,
Sz is accretive. To show that Sz is m-accretive, we prove that S
∗
z is accretive. Since S
∗
z ⊂ S∗,
every h ∈ domS∗z can be written as h = h∗ + ψz with h∗ ∈ dom S˜, ψz ∈ Nz. Further, since
Nz ⊂ domSz ∩ domS∗ and S˜∗ ⊂ S∗, we have
(S∗zh, h) = (S
∗(h∗ + ψz), h∗) + (h∗ + ψz , Szψz) = (S˜
∗h∗, h∗) + z(ψz , h∗)− z(h∗, ψz)− z(ψz, ψz).
Because S˜ is m-accretive, S˜∗ is accretive and hence
Re (S∗zh, h) = Re (S˜
∗h∗, h∗)− Re z(ψz , ψz) ≥ 0;
for different proofs which require the distinction between Re z < 0 and z ∈ iR \ {0} comp. [3,
p. 4] and [8, Prop. 2.7], respectively.
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ii) Since S∗z ⊂ S∗, we have h ∈ domS∗z if and only if h ∈ domS∗ and the mapping domSz =
domS ∔Nz → C, g = f+ϕz 7→ (Szg, h) is continuous with
(g, S∗h) = (Szg, h) = (Sf−zϕz , h) = (f, S∗h)− (ϕz, zh) = (g, S∗h)− (ϕz, (S∗ + zI)h)
or, equivalently, (ϕz, (S
∗ + zI)h) = 0. Since N⊥z = ran (S − zI) = Mz¯, this shows that
domS∗z =
{
h ∈ domS∗ : PNz(S∗ + zI)h = 0
}
, (5.6)
comp. [8] for a different formulation and proof.
To show (5.3), (5.4), let z ∈ C, Re z ≤ 0, z 6= 0. By (5.6) and (5.5), it follows that h ∈ domS∗z
if and only if h = hS˜∗ + ψz with hS˜∗ ∈ dom S˜∗, ψz ∈ Nz and
0 = PNz(S
∗ + zI)(hS˜∗ + ψz) = PNz(S˜
∗ + zI)hS˜∗ + 2Re z ψz, (5.7)
where we have used that S˜∗⊂ S∗, Nz ⊂ domS∗ and (S∗+ zI)ψz = (z+ z)ψz = 2Re z ψz ∈ Nz. If
Re z < 0, then (5.7) is equivalent to ψz = − 12Re zPNz(S˜∗+zI)hS˜∗ , which together with h = hS˜∗+ψz
proves (5.3); if Re z = 0, z = ix, x 6= 0, then (5.7) is equivalent to (S˜∗+zI)hS˜∗ = PMz(S˜∗+zI)hS˜∗ =
(S−zI)f for some f ∈ domS, which together with h = hS˜∗ + ψz proves (5.4).
iii) Suppose that the sectorial operator S is coercive. By i), it remains to be shown that Sz for
Re z < 0 and Tix for x ∈ R \ {0} are sectorial. For the case Re z < 0 this was proved in [3, Thm.
1.1]. In the other case, for g = fS+ϕix ∈ domSix with fS ∈ domS, ϕix ∈ Nix = (ran (S+ixI))⊥,
we have
(Tixg, g) =
(
(S + ixI)fS − ixϕix + ixϕix, fS + ϕix
)
= ((S + ixI)fS, fS) = (SfS, fS) + ix||fS||2
and hence
Im (Tixg, g) = Im (SfS, fS) + x||fs||2, Re (Tixg, g) = Re (SfS, fS).
By the assumptions on S, there exist k, m > 0 such that
|Im (Tixg, g) |≤|Im (SfS, fS)|+ |x|||fs||2≤
(
k+
|x|
m
)
Re (SfS, fS)=
(
k+
|x|
m
)
Re (Tixg, g) ,
and thus Tix is sectorial. 
Remark 5.1. It was shown in [3, Thm. 1.1] for the case of an operator and in [4, Thm. 4] for the
case of a linear relation that the following are equivalent:
(i) for every z∈C, Re z<0, the operator Sz is m-sectorial;
(ii) for every z∈C, Re z<0, there exists k(z)>0 with (Sf, f)≥k(z)||PNzf ||2, f ∈domS.
(iii) domS∗ ⊂ dom sK ,
where sK is the closure of the form associated with the Krein-von Neumann extension SK of S.
In particular, domS∗⊂sK if S is coercive, i.e. Re (Sf, f)≥m||f ||2, f ∈domS, for some m>0.
Remark 5.2. If S is a non-negative closed densely defined operator, then (5.5) holds with an
arbitrary non-negative selfadjoint extension S˜ of S and hence
domS∗z =
(
2Re z I − PNz(S˜ + zI)
)
dom S˜ if Re z<0; (5.8)
domS∗ix =
(
S˜ − ixI)−1(S + ixI)domS ∔Nix if Re z=0, z=ix, x∈R\{0}. (5.9)
The next two theorems, are the main results of this section. For three different cases of
z ∈ C\{0}, Re z ≤ 0, we determine the domain intersections domSz∩domS∗z and their properties
when S is a non-negative closed densely defined symmetric operator.
In one of these cases, the property domS2 = {0} plays a role; note that the existence of such
operators S was proved in [44, 45], see also Remark 5.4 below.
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Theorem 5.2. Let S be a non-negative closed densely defined symmetric operator in H and let
Sz for z ∈ C \ {0}, Re z ≤ 0, be the m-accretive extensions of S defined in (5.2).
i) If Re z < 0, then
domSz ∩ domS∗z =
(
Re z PMz¯ + i Im z PNz
)
domS. (5.10)
ii) If a < 0, then
domSa ∩ domS∗a = PMadomS = domSa ∩Ma = domS∗a ∩Ma; (5.11)
further, Ta :=PMaSa↾ (domSa ∩Ma) is selfadjoint and non-negative in the Hilbert space
Ma and Ta=PMaS
∗
a↾ (domSa ∩Ma).
iii) If z = ix, x ∈ R \ {0}, then
domSix ∩ domS∗ix =
(
(S + ixI)domS2
)⊕Nix = (M−ix ∩ domS)⊕Nix; (5.12)
in particular,
domSix ∩ domS∗ix = Nix ⇐⇒ domS2 = {0}. (5.13)
Proof. Throughout this proof let S˜ be some non-negative selfadjoint extension of S.
i) Let Re z < 0 and h ∈ domSz ∩ domS∗z . Then, due to (5.2) and (5.8), we have
h = gS + ϕz = 2Re z fS˜ − PNz(S˜ + z¯I)fS˜
with gS ∈ domS, fz ∈ Nz and fS˜ ∈ dom S˜ and hence
dom S˜ ∋ 2Re z fS˜ − gS = PNz(S˜ + z¯I)fS˜ + ϕz ∈ Nz.
By (5.5) we have dom S˜ ∩Nz = {0} and so we obtain
fS˜ =
1
2Re z
gS ∈ domS, (S˜ + z¯I)fS˜ =
1
2Re z
(S + z¯I)gS,
and, using that PNz(S − zI) = 0 by (5.1),
h = gS −
1
2Re z
PNz(S + z¯I)gS = gS −
1
2Re z
PNz(S − z¯I)gS −
z¯
Re z
PNzgS
=
1
Re z
(
Re z PMz¯gS+Re z PNzgS−(Re z−i Im z)PNzgS
)
=
(
Re z PMz¯+i Im z PNz
) 1
Re z
gS.
Thus (5.10) holds.
ii) Let a < 0. The first equality in (5.11) is immediate from the identity (5.10).
The inclusions PMadomS ⊂ domSa∩Ma and PMadomS ⊂ domS∗a ∩Ma are obvious from the
first identity in (5.11).
Vice versa, let first g = fS + ϕa ∈ domSa ∩Ma with fS ∈ domS, ϕa ∈ Na. Then 0 = PNag =
PNafS − ϕa and hence g = PMafS ∈ PMadomS. Thus the second equality in (5.11) is proved.
Secondly, let g ∈ domS∗a ∩Ma. Then, by (5.8),
g = 2afS˜ − PNa(S˜ + aI)fS˜ = 2aPMafS˜ − PNa(S˜ − aI)fS˜
with fS˜ ∈ dom S˜ and 0 = PNag = PNa(S˜−aI)fS˜. The latter implies that (S˜−aI)fS˜ ∈ Ma,
(S˜−a)fS˜ = (S−a)f with f ∈ domS. Since S ⊂ S˜ and S˜−a is bijective, it follows that fS˜ =
f ∈ domS. Hence g = PMa(2af) ∈ PMadomS. This completes the proof of the third equality in
(5.11).
To show that the operator Ta := PMaSa↾ (domSa ∩Ma) is selfadjoint we note that, by (5.10),
for h ∈ domSa ∩Ma = PMadomS, h = PMafS with fS ∈ domS,
Tah = PMaSaPMafS = PMaSa(fS − PNafS) = PMaSfS
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and hence, by the definition of Na ⊂ domS∗ in (5.1),
(Tah, h) = (PMaSfS, PMafS) = (SfS, PMafS) = (SfS, fS − PNafS)
= (SfS, fS)− (fS, S∗PNafS) = (SfS, fS)− (fS, aPNafS)
= (SfS, fS)− a||PNafS||2 ≥ 0.
Therefore Ta is symmetric and non-negative. Further,
(Ta − aI)h = PMaSfS − aPMafS = PMa(S − aI)fS = (S − aI)fS
shows ran (Ta − aI) = Ma which yields that Ta is selfadjoint in Ma. In order to prove that
Ta = PMaS
∗
a↾ (domS
∗
a ∩ Ma) =: Qa, we note that S is symmetric and, by (5.10), for h ∈
domS∗a ∩Ma = PMadomS, h = PMafS with fS ∈ domS ⊂ domS∗,
QaPMafS = PMaS
∗
a(fS − PNafS) = PMaS∗(fS − PNafS) = PMaSfS = TaPMafS.
iii) The last equality M−ix ∩ domS = (S + ixI)domS2 in (5.12) is clear. To prove the first,
suppose that h ∈ domSix ∩ domS∗ix. Then, by (5.2), (5.9) and since S ⊂ S˜, we have
h = gS + ϕix = (S˜ − ixI)−1(S + ixI)fS + ψix = fS + 2ix(S˜ − ixI)−1fS + ψix (5.14)
with gS, fS ∈ domS and ϕix, ψix ∈ Nix. Hence
dom S˜ ∋ 2ix(S˜ − ixI)−1fS − gS + fS = ϕix − ψix ∈ Nix.
Since dom S˜ ∩Nix = {0} by (5.5), we obtain ϕix − ψix = 0 and
(S − ixI)(gS − fS) = (S˜ − ixI)(gS − fS) = 2ixfS ∈ domS. (5.15)
The latter implies that gs−fs ∈ domS2. By (5.14) we have (S−ixI)gS = (S+ixI)fS and so
gS =
1
2ix
(S + ixI)(fS − gS) ∈ (S + ixI)domS2,
which proves the inclusion “⊂” in the first equality in (5.12). Conversely, for hS∈domS2 set
gS :=
1
2ix
(S + ixI)hS ∈ domS ⊂ domSix, fS := 1
2ix
(S − ixI)hS ∈ domS.
Then gS = fS + 2ix(S˜ − ixI)−1fS ∈ domS∗ix which proves (S + ixI)domS2⊂ domSix ∩ domS∗ix.
Clearly, Nix ⊂ domSix ∩ domS∗ix by definition (5.1) and (5.4). Hence the proof of the inclusion
“⊃” in the first equality in (5.12) is complete. 
Remark 5.3. W. Stenger [52] proved that for an unbounded selfadjoint operator A in a Hilbert
space H and a finite codimensional (hence closed) subspace F ⊂ H the so-called compression
PFA↾ (domA ∩ F) is selfadjoint in F . This result was extended by M.A. Nudelman [46] to
m-dissipative operators, i.e. if A is m-dissipative in H, then PFA↾ (domA ∩ F) is m-dissipative
in F .
Theorem 5.2, when applied with a non-negative symmetric S having infinite deficiency in-
dices, provides examples of m-accretive operators Sa, a < 0, for which even the compressions
PMaSa↾ (domSa ∩Ma) to the infinite codimensional subspaces Ma are m-accretive, and even
non-negative selfadjoint, in Ma.
Theorem 5.3. Let S be a closed densely defined non-negative symmetric, but not selfadjoint
operator in H with associated defect subspace Mz¯ and Nz ⊂ H as in (5.1), and let Sz for z ∈
C \ {0}, Re z ≤ 0, be the m-accretive extension of S in (5.2).
i) If Re z<0 and Im z 6=0, then
domSz ∩ domS∗z is dense in H, but neither a core of Sz nor of S∗z .
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ii) If a < 0, then (domSa ∩ domS∗a)⊥ = Na and hence
codim (domSa ∩ domS∗a) = dimNa ≤ ∞.
iii) If x ∈ R \ {0}, then
a) if domSix ∩ domS∗ix is dense in H and thus, in particular, if dimNix<∞, then
domSix ∩ domS∗ix is neither a core of Six nor of S∗ix,
b) if domS2 = {0}, then dimNix =∞ and therefore
dim
(
domSix ∩ domS∗ix
)
=∞, codim (domSix ∩ domS∗ix) =∞.
Proof. i) Assume Re z < 0 and Im z 6= 0. First we show that domSz ∩ domS∗z is 1) neither equal
to domSz, 2) nor to domS
∗
z . For 1), let h ∈ Nz \ {0}. Then h ∈ domSz \ {0}, but h /∈ domS∗z .
Otherwise, by (5.10), h = (Re z PMz + i Im z PNz)f for some f ∈ domS. This implies PMzf = 0,
i ImPNzf = h and hence h = i Im z f ∈ domS ∩ Nz = {0}, a contradiction. For 2), since S is
not selfadjoint, we can choose h ∈ (2 Re z I − PNz(S˜ + zI))f with f ∈ dom S˜ \ domS. Then, by
(5.11), h ∈ domS∗z \ {0}, but h /∈ domSz. Otherwise, by (5.2), h = fS + ϕz with fS ∈ domS,
ϕz ∈ Nz. This implies
dom S˜ ∋ 2Re z f − fS = ϕz + PNz(S˜ + zI)f ∈ Nz,
and hence, since dom S˜ ∩Nz = {0} by (5.5), f = 12Re zfS ∈ domS, a contradiction.
Secondly, we prove that domSz ∩ domS∗z is dense in H. Let h ∈ H be arbitrary. Since domS
is dense in H, there exists a sequence {fn}n∈N ⊂ domS such that fn → 1Re zPMzh + 1i Im zPNzh,
n → ∞. Then gn := (Re z PMz + i Im z PNz)fn ∈ domSz ∩ domS∗z , n ∈ N, by (5.10) and
gn → PMzh + PNzh = h, n→∞.
To prove that domSz ∩ domS∗z is neither a core of Sz nor of S∗z , let ‖ · ‖Sz and ‖ · ‖S∗z be
the graph norms on domSz and domS
∗
z , respectively. Assume {fn}n∈N ⊂ domSz ∩ domS∗z is a
Cauchy sequence with respect to ‖ · ‖Sz , i.e. {fn}n∈N and {Szfn}n∈N are Cauchy sequences in H.
Then, by (5.10) and (5.2), there exist f
(n)
S ∈ domS, n ∈ N, such that
fn =
(
Re z PMz¯+i Im z PNz
)
f
(n)
S = Re z f
(n)
S −zPNzf (n)S , Szfn = Re z Sf (n)S +|z|2PNzf (n)S .
It follows that {PMz¯f (n)S }n∈N, {PNzf (n)S }n∈N, and hence also {f (n)S }n∈N and {Sf (n)S }n∈N are Cauchy
sequences in H. Since S and Sz are closed, we conclude that the limit of {f (n)S }n∈N lies in domS
and the limit of {fn} lies in domSz ∩ domS∗z . This proves that Sz↾ (domSz ∩ domS∗z ) is closed.
Because S∗z is a closed restriction of S
∗, similar arguments show that also S∗z↾ (domSz ∩ domS∗z )
is closed.
Altogether, it follows that domSz ∩ domS∗z is neither a core of Sz nor of S∗z .
ii) The claim is immediate from the first identity in (5.11) since domS is dense.
iii) By (5.12), we have
(domSix ∩ domS∗ix)⊥ = M−ix ⊖
(
(S + ixI)domS2
)
= M−ix ⊖ (M−ix ∩ domS) .
a) Suppose domSix ∩ domS∗ix is dense in H. Due to (5.12) this is equivalent to (S + ixI)domS2
being dense in M−ix. Using (5.2), the inclusion (S+ixI)domS
2⊂domS and the symmetry of S,
we obtain that
Six(S + ixI)fS = S(S + ixI)fS = S
∗
ix((S + ixI)fS), fS ∈ domS2.
Hence (5.12) yields that the operators Six↾ (domSix ∩ domS∗ix) and S∗ix↾ (domSix ∩ domS∗ix) are
closed. Since S is closed, non-negative and unbounded, domS2 ( domS by [48, Thm. 2.1] and
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hence (S + ixI)domS2 ( (S + ixI)domS = M−ix. Together with the closedness of Six and S∗ix,
it follows that domSix ∩ domS∗ix is neither a core of Six nor of S∗ix.
b) Suppose that domS2 = {0}. We only have to prove that dimNix = ∞. If Nix were finite
dimensional, then domS ∩ ran (S + ixI) = domS ∩ N⊥ix is dense in H by [22, Lemma 2.1]. In
particular, there exists g ∈ (domS ∩ ran (S + ixI)) \ {0} and hence g = (S + ixI)f with some
f ∈ domS \ {0}. The latter implies that Sf = g − ixf ∈ domS and so f ∈ domS2 = {0}, a
contradiction. 
Remark 5.4. The first example of a closed densely defined symmetric operator S whose square
has trivial domain, domS2 = {0}, was constructed in [44, 45]. In [14] an example of a closed
densely defined semi-bounded symmetric operator S with domS2 = {0} was given.
Further, in [51, Thm. 5.2] it was shown that, for every unbounded selfadjoint operator A in H,
there exist closed densely defined (symmetric) restrictions A1 and A2 of A such that
domA1 ∩ domA2 = {0} and domA21 = domA22 = {0}.
Remark 5.5. The construction in this section yields another class of m-sectorial or m-accretive
operators T with domT ∩ domT ∗ = {0}, different from the one in Section 3. It relies on the
existence of a closed densely defined non-negative symmetric operator S with domS2 = {0}
rather than on von Neumann’s theorem, Theorem 2.1, as in the construction in Section 3. In
fact, by (5.2)
domSix ∩M−ix = PM−ixdomS,
Six(PM−ixfS)=Six(fS−PNixfS)=SfS+ixPNixfS=(S+ixI)fS−ixPM−ixfS∈M−ix
for fS∈domS and Nix is an eigenspace of the operator Six corresponding to the eigenvalue −ix.
This shows that both M−ix and M
⊥
−ix = Nix are invariant for Six, i.e. M−ix is a reducing subspace
for Six and hence also for S
∗
ix [59, Sect. 2.5]. Further, Six↾ (domSix ∩M−ix) and S∗ix↾ (domS∗ix ∩
M−ix) are m-accretive in the Hilbert space M−ix. Moreover, since Nix = ker(S
∗
ix−ixI)⊂domS∗ix,
we have
domS∗ix ∩M−ix = PM−ixdomS∗ix.
Therefore, the operators Six and S
∗
ix decompose as Six = diag (Bix,−ix), S∗ix = diag (B∗ix, ix) in
H = M−ix ⊕Nix with the m-accretive operators
Bix := Six↾ (domSix ∩M−ix), B∗ix = S∗ix↾ (domS∗ix ∩M−ix). (5.16)
Thus, by Proposition 5.1 iii) and (5.13), if domS2={0}, then T =Bix is m-accretive in M−ix and
T =Bix+ix is m-sectorial in M−ix, respectively, with domT ∩ domT ∗={0}.
In the following, for arbitrary n ∈ N, we construct a closed densely defined positive definite
symmetric operator S with deficiency index (n, n) such that its inverse S−1, defined on domS−1 =
ranS, is compact.
Remark 5.6. Let G be a non-negative compact operator in a Hilbert space H with kerG= {0}
and define
A := G−1, H+ := domA = ranG, (f, g)H+ := (Af, g) = (G
−1f, g).
Then H+ is a Hilbert space with respect to the scalar product (·, ·)H+ induced by the norm
‖A1/2 · ‖, and A is a positive definite unbounded selfadjoint operator in H+. Let
H+ ⊂ H ⊂ H−
be the corresponding rigged Hilbert space, see e.g. [11], [37], i.e. H− is the closure of H with
respect to the norm ‖A−1/2 · ‖.
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Given n ∈ N, we now choose an arbitrary n-dimensional subspace L in H− such that L ∩ H =
{0}; note that this is possible since A is unbounded and hence H ( H− is only dense and not
closed in H−. If we define the operator S in H+ by
domS := {f ∈ H+ : (f, ϕ) = 0, ϕ ∈ L} ⊂ domA, S := A↾ domS,
where (f, ϕ) = (A1/2f, A−1/2ϕ) denotes the canonical pairing, then S is densely defined posi-
tive definite and symmetric with deficiency indices (n, n), see [37], and A is a positive definite
selfadjoint extension of S in H+ with compact resolvent. Hence, for λ ∈ C \ R+, the inverse
(S−λI)−1=(A−λI)−1↾ ran (S−λI) on dom (S−λI)−1=ran (S−λI) is compact in H+.
Remark 5.7. Given n ∈ N∪{∞}, we can choose a closed densely defined non-negative symmetric
operator S in a Hilbert space H with deficiency index (n, n), i.e. dimNz =n ≤ ∞, z ∈ C \ R+.
Then, by Theorem 5.2 ii), the extensions Sa, a < 0, are a family of m-accretive operators such
that
codim (domSa ∩ domS∗a) = n ∈ N ∪ {∞}.
For finite n ∈ N, we can even choose a positive definite S with compact inverse S−1 defined on
domS−1 = ranS, see Remark 5.6. Due to (5.1), (5.2), we have
(Sz − z¯I)−1 = (S − z¯I)−1PMz¯ −
1
2Re z
PNz , z ∈ C, Re z < 0.
Together with the Hilbert identity for the resolvent, the inverse (Sz − λI)−1, which is defined on
dom (S − λI)−1=ran (S−λI), λ∈C, Reλ<0, is compact. Hence, in this case, by Proposition 5.1
and Theorem 5.2 ii), the extensions Sa, a < 0, are a family of m-sectorial operators with compact
resolvent such that codim (domSa ∩ domS∗a) = n ∈ N.
Note that, if the deficiency numbers of S are infinite, i.e. n = ∞, then the resolvent of the
operator Sz cannot be compact since the defect subspace Nz is an infinite dimensional eigenspace
of Sz for the eigenvalue −z, see (5.2).
6. Singular perturbations T of a selfadjoint operator with
codim
(
domT ∩ domT ∗)∈N
In this section, we construct unbounded non-selfadjoint densely defined operators T such that
codim (domT ∩ domT ∗) = n for arbitrary given n ∈ N with non-emtpy resolvent set and full
numerical range, ρ(T ) 6= ∅ and W (T ) = C.
The operators T will be obtained as singular perturbations of an unbounded selfadjoint operator
A in a separable infinite dimensional complex Hilbert space H with inner product (·, ·). To this
end, we consider the Hilbert space H+ induced by the graph norm ‖ · ‖+ of A, i.e. H+ := domA
with inner product (·, ·)+ given by
(f, g)+ := (f, g) + (Af,Ag), f, g ∈ H+.
Let
H+ ⊂ H ⊂ H−
be the corresponding rigged Hilbert space, see e.g. [11], [37], where H− is the closure of H with
respect to the norm
‖h‖− := sup
ϕ∈H+,‖ϕ‖+=1
|(ϕ, h)|,
i.e., H− is the Hilbert space of all linear functionals on H+ bounded with respect to ‖ · ‖+ each
of which is determined by a vector h ∈ H− via
lh(ϕ) = (ϕ, h), ϕ ∈ H+. (6.1)
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Clearly, ‖f‖ ≤ ‖f‖+ and ‖Af‖ ≤ ‖f‖+, f ∈ H+, so the operator A is bounded when acting
from H+ to H, A∈B(H+,H). Let A×∈B(H,H−) be the corresponding adjoint operator, i.e.,
(Af, g) = (f, A×g)+,−, f ∈ H+, g ∈ H,
where (·, ·)+,− on the right hand side denotes the canonical pairing between H+ and H−, see (6.1).
Since A is selfadjoint in H, the adjoint operator A× ∈ B(H,H−) is the continuation of A onto H,
and we therefore denote A := A×.
The equalities
||(A+ iIH)f ||2 = ||(A− iIH)f ||2 = ||Af ||2 + ||f ||2 = ||f ||2+, f ∈ H+,
imply that the operators A± iIH map H+ onto H unitarily and thus their adjoints A∓ iIH map
H onto H− unitarily.
Theorem 6.1. Let A be an unbounded selfadjoint operator in a separable Hilbert space H with
corresponding rigged Hilbert space H+ ⊂ H ⊂ H−. Suppose Z ∈ B(H,H−) satisfies
‖Z‖H→H− < 1, dim ranZ = n ∈ N, ranZ ∩ H = {0}. (6.2)
Then the operator T in H given by
T := A+ Z×, domT := domA, (6.3)
is closed, ρ(T ) ∩ C± 6= ∅, its adjoint has the form
T ∗ = (A+ Z) ↾
(
IH + (A+ iIH)
−1Z
)−1
H+, (6.4)
and
codim (domT ∩ domT ∗) = n.
Moreover, if A is chosen to be non-semibounded, , then W (T ) = C; if A is chosen to have compact
resolvent, then T has compact resolvent.
Proof. Since Z ∈ B(H,H−), we have Z× ∈ B(H+,H). The assumption ‖Z‖H→H−< 1 in (6.2)
implies that b :=‖Z×‖H+→H<1 which means that
‖Z×h‖2 ≤ b2‖h‖2+ = b2‖h‖2 + b2‖Ah‖2, h ∈ H+,
i.e. Z× viewed as an operator in H with domain domZ× = H+ is A-bounded with A-bound
≤ b < 1. Hence, by [34, Thm. VI.1.1], the operator T is closed in H and thus domT ∗ is dense in
H. By [17, Thm. 2.1 i)], the spectrum of T lies in some hyperbolic region around the real axis,
and so ρ(T ) ∩ {z ∈ C : Im z ≷ 0} 6= ∅.
To study the adjoint T ∗, we define the operator
Q := A+ Z ∈ B(H,H−).
Then, for h ∈ H, we have the equivalences
Qh ∈ H ⇐⇒ Ah±ih + Zh ∈ H
⇐⇒ (A±iIH)
(
IH + (A±iIH)−1Z
)
h ∈ H (6.5)
⇐⇒ (IH + (A±iIH)−1Z) h ∈ H+.
Observe that, since ||Z||H→H− < 1 by assumption (6.2),
IH + (A± iIH)−1Z ∈ B(H),
(
IH + (A± iIH)−1Z
)−1 ∈ B(H).
The operator T in (6.3) is the operator
Q× = A + Z× ∈ B(H+,H)
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viewed as an operator acting in H since
{h ∈ H : Q×h ∈ H} = H+ = domA = domT.
Since (Tf, g) = (Q×f, g) = (f,Qg)+,−, f ∈ domT = H+ g ∈ H, it follows that
T ∗ = Q↾ domT ∗ = (A+ Z)↾ domT ∗, domT ∗ = {h ∈ H : Qh ∈ H} ,
and thus, due to (6.5),
domT ∗ = {h ∈ H : (IH + (A±iIH)−1Z) h ∈ H+}, (6.6)
which proves (6.4). Altogether, by (6.3), (6.6),
domT ∩ domT ∗ = {h ∈ H : h ∈ H+, (IH + (A− iIH)−1Z)h ∈ H+}
= {h ∈ H : h ∈ H+, (A− iIH)−1Zh ∈ H+}
= {h ∈ H : h ∈ H+, Zh ∈ H}. (6.7)
By (6.7), the assumption ranZ∩H = {0} in (6.2) yields that if h ∈ domT ∩domT ∗, then h ∈ H+
and Zh = 0. Thus
domT ∩ domT ∗ = H+ ∩ kerZ; (6.8)
in particular, kerZ = {0} implies that domT ∩ domT ∗ = {0}.
The condition dim ranZ = n <∞ in (6.2) implies that dim ranZ× = n <∞ and hence, if we
decompose the Hilbert space H as
H = kerZ ⊕ (kerZ)⊥ = kerZ ⊕ ranZ×,
then [22, Lemma 2.1] shows that H+ ∩ kerZ is dense in kerZ. Together with (6.8) this yields
codim (domT ∗ ∩ domT ) = dim ranZ× = n. If we view Z× as an operator in H with domain
domZ× = H+ and denote its adjoint by (Z
×)∗, then the assumption ranZ ∩ H = {0} in (6.2)
implies that
dom (Z×)∗ =
{
g ∈ H : h 7→ (Z×h, g) = (h, Zg)+,− is continuous on domH+
}
=
{
g ∈ H : Zg ∈ H} = {0}
and hence (kerZ×)⊥=ran (Z×)∗={0} in H, i.e. kerZ× is dense in H.
Therefore, if we set A0 := A↾ kerZ
×, domA0 := kerZ
×, then A0 is a closed densely defined and
symmetric operator in H; note that T is an improper extension of A0, i.e. T is not a restriction
of A∗0. Since dom (Z
×)∗={0} is not dense in H, the operator Z× viewed in H is not closable and
thus W (Z×) = C by [34, Thm. V.3.4].
Now suppose that A is not semibounded, i.e. W (A) = R, and assume that W (T ) 6=C. Since
A0 = A↾ kerZ
× ⊂ T , it follows that R = W (A) ⊂ W (T ) and hence W (T ) is contained in a
half-plane of the form P−b0 = {z∈C : Im z≤ b0} or P+b0 = {z∈C : Im z≥ b0} for some b0∈R. Let,
e.g. W (T )⊂P−b0 and choose b > b0. Since W (Z×) = C, there exists h∈dom T , ‖h‖=1, such that
(Z×h, h) = ib. Then (Th, h) = (Ah, h) + (Z×h, h) /∈ W (T ), a contradiction.
The last claim follows from the fact that IH+Z
×(A−λIH)−1 is boundedly invertible for λ ∈ C,
Imλ > 1, and that hence (T − λIH)−1 = (A− λIH)−1(IH + Z×(A− λIH)−1)−1. 
Remark 6.1. Note that the operator T = Q×↾ {h ∈ H : Q×h ∈ H} is said to arise from A by a
singular perturbation, see, e.g. [36].
Example 6.2. The motivation for the construction in this section came from a counter-example
given in [12, Ex. 3.5] to disprove the equivalence of different characterizations of the so-called
essential numerical range for unbounded operators. There T = A+Φ(·)g where Φ : H→ C is an
unbounded linear functional which is A-bounded and g ∈ H is a fixed element, see also [20]. In
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this case, domT ∩ domT ∗ = {g}⊥ and hence codim (domT ∩ domT ∗) = 1. A concrete example
in H = L2(R) is Tf = if ′ + f(0)g, dom (T ) =W 12 (R), with some function g ∈ L2(R).
7. Maximal accretive and maximal sectorial operators T with domT = domT ∗
In this section we study the case domT = domT ∗. By means of perturbation results we
characterize classes of m-accretive and m-sectorial operators T for which the domain equality
domT = domT ∗ holds. At the end, we mention a more special situation of quasi-selfadjoint
extensions T of a closed, not necessarily densely defined symmetric operator A for which domT =
domT ∗ was proved in [7], [39].
Note that the weaker property that domT∩domT ∗ is a core of T is covered by Kato’s result [33,
Thm. 5.1]. It shows that if A is m-accretive, then T :=A1/2 has the property that domT ∩dom T ∗
is a core of T ; moreover, in this case domA=domA∗ implies that domT =domT ∗, see (2.4).
In the sequel we consider operators of the form T = A + iB where both A, B are unbounded
selfadjoint and symmetric, respectively, operators. Note that, in general, even if B is A-bounded,
i.e. domA ⊂ domB and hence domA ⊂ domB∗, only the inclusion T ∗ ⊃ A − iB∗ = A − iB
holds.
The following proposition was proved in the note [1, Prop. 1] for the case of positive definite
A with domA = domB, not using the perturbation arguments below.
Proposition 7.1. Let A be a non-negative selfadjoint operator in H and let B be a symmetric
operator with domA1/2 ⊂ domB. Then the operator
T := A+ iB, domT := domA,
has the following properties:
i) T is m-accretive and T − aI is m-sectorial for every a ∈ (−∞,minσ(A));
ii) if A is positive definite, then T is m-sectorial with 0 ∈ ρ(T );
iii) domT ∗ = domA, T ∗ = A− iB and
ReT :=
1
2
(T + T ∗) = A, ImT :=
1
2i
(T − T ∗) = B↾ domA,
iv) domT 1/2 = domT ∗1/2 = domA1/2.
Proof. Clearly, T is accretive. The assumption domA1/2 ⊂ domB implies that B is A-bounded
with A-bound 0, see e.g. [55, Prop. 2.1.19], and, since B is symmetric, also that B∗ is A1/2-
bounded with A-bound 0. Hence, by [27, Cor. 1], it follows that T ∗ = A − iB∗ = A − iB,
domT ∗ = domA, which proves the first claim in iii). Thus T ∗ is accretive as well and so T is
m-accretive.
Let a ∈ (−∞,min σ(A)) be arbitrary. Since dom (A − aI)1/2 = domA1/2, the operator
B(A− aI)−1/2 is bounded and we can estimate, for f ∈ domT = domA,∣∣Im ((T − aI)f, f)∣∣ = ∣∣(Bf, f)∣∣ = ∣∣(B(A− aI)−1/2(A− aI)1/2f, (A− aI)−1/2(A− aI)1/2f)∣∣
≤ ‖B(A− aI)−1/2‖ ‖(A− aI)−1/2‖ ‖(A− aI)1/2f‖2
= ‖B(A− aI)−1/2‖ ‖(A− aI)−1/2‖Re ((T − aI)f, f).
This proves that T−aI is m-sectorial for all a ∈ (−∞,min σ(A)); in particular, if A is positive
definite, we can choose a = 0. This completes the proof of i) and ii).
Since domT = domT ∗ = domA, we have dom (T ± T ∗) = domA and so the second claim in
iii) for the operators ReT , ImT is immediate.
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Finally, if we fix a ∈ (−∞,min σ(A)), (2.4) applied to the m-sectorial operator T − aI yields
dom (T − aI)1/2 = dom (T ∗ − aI)1/2 = dom ta = dom a = domA1/2,
where ta and a are the forms induced by T−aI and A, respectively. Now iv) follows if we use
that dom (T−aI)1/2 = domT 1/2, dom (T ∗−aI)1/2 = domT ∗1/2 by [32, Lemma A2]. 
Theorem 7.2. Let B be a closed densely defined symmetric operator, let F be a bounded positive
definite selfadjoint operator in H, and define a family T (µ), µ ∈ C, of operators by
T (µ) := B∗FB + µB, domT (µ) := domB∗FB, µ ∈ C. (7.1)
Then T (µ), µ∈C, is quasi-m-accretive, i.e. T (µ)+cI is m-accretive for some c∈R with adjoint
T (µ)∗= T (µ) = B∗FB + µB, domT (µ)∗= domT (µ) = domB∗FB, µ ∈ C,
and it has the following properties:
i) if µ = a ∈ R, then T (a) = B∗FB + aB is selfadjoint and bounded from below;
ii) if µ = ia, a ∈ R, then T (ia) = B∗FB+iaB is m-accretive, domT (ia)1/2 = domT (ia)∗1/2
=domB and, if B has bounded inverse, T (ia) is m-sectorial with 0 ∈ ρ(T (ia)); conversely
if kerB = {0} and if T (ia) is sectorial, then B has bounded inverse.
If, in addition, B is non-negative, we also have:
iii) if Reµ≥0, then T (µ) = B∗FB + µB is m-accretive, domT (µ)1/2=domT (µ)∗1/2=domB
and, if B is positive definite, T (µ) is m-sectorial with 0 ∈ ρ(T (µ));
iv) if Reµ ≥ 0 and Imµ ≥ 0, i.e. µ = aeiα, a ∈ R, α ∈ [0, pi
2
], then, in addition to iii),
T (aeiα)=B∗FB+aeiαB is m-dissipative with
W (T (aeiα)) ⊂ {z ∈ C : 0 ≤ arg z ≤ α}, (7.2)
T (aeiα) is m-sectorial with semi-angle α if α< pi
2
and T (a) is non-negative if α = 0.
Proof. Since F is a positive definite bounded selfadjoint operator, the operator F 1/2B has dense
domain dom (F 1/2B) = domB and is closed with adjoint
(F 1/2B)∗ = B∗F 1/2, dom (F 1/2B)∗ = F−1/2domB∗.
Thus, by [34, Thm. V.3.24] also due to von Neumann, B∗FB=(F 1/2B)∗F 1/2B is a non-negative
selfadjoint operator, domB∗FB is a core of B and dom (B∗FB)1/2=domF 1/2B=domB.
The latter implies that B is B∗FB-bounded with B∗FB-bound 0, see e.g. [55, Prop. 2.1.19],
and hence so is µB for any µ ∈ C. This yields, first, that T (µ)∗ has the claimed form by [27,
Cor. 1] and, secondly, that A(µ) := B∗FB+ReµB is selfadjoint and bounded from below by [34,
Thm. V.4.3, Thm. V.4.11], i.e. A(µ) + cI ≥ 0 for some c ∈ R. Now Theorem 7.1 applied to the
operators A(µ) + cI and ImµB shows that T (µ) + cI is m-accretive.
i) The claims follow from what was shown above since in this case Imµ=0 and T (a)=A(a).
ii) By what we proved above, the operators B∗FB and B satisfy the assumptions of Proposition
7.1. Since F is positive definite and B has bounded inverse, B∗FB is positive definite. Thus all
claims in ii) except for the last one follow from Proposition 7.1. To prove the last claim, let
kerB = {0} and let T (ia) be sectorial. The latter implies that, for some γ>0,
|(Bf, g)| ≤ γ ‖Bf‖ ‖Bg‖ , f, g ∈ domB,
and hence ∣∣(ψ,B−1φ)∣∣ ≤ γ ‖ψ‖ ‖φ‖ , ψ, φ ∈ domB−1.
It follows that ‖B−1φ‖ ≤ ‖φ‖ φ ∈ domB−1.
iii) Since Reµ ≥ 0 and B is non-negative, A(µ)=B∗FB+Re µB is non-negative. Now all claims
follow from Proposition 7.1 applied to the operators A(µ) and ImµB.
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iv) The enclosure (7.2) is immediate since B∗FB is always non-negative and B is assumed to
be non-negative. Together with Reµ = a cosα ≥ 0, the latter implies that A(µ) ≥ 0, so that we
can choose c = 0 and T (aeiα) is m-accretive and, due to (7.2), m-dissipative. 
Corollary 7.3. Under the assumptions of Theorem 7.2 with B non-negative, the operators
T1 :=T (i)=B∗FB+iB, T ∗1 = T (−i)=B∗FB−iB,
T2 :=iT (i)
∗=B + iB∗FB, T ∗2 = −iT (i) = B − iB∗FB,
T3 :=T (1+i) = B∗FB+B + iB, T ∗3 =T (1−i)=B∗FB+B − iB,
T4 :=(1+i)T (i)
∗ = B∗FB+B + i(B∗FB−B), T ∗4 =(1−i)T (i)=B∗FB+B − i(B∗FB−B),
all defined on domTi = domT
∗
i = domB∗FB, i=1, 2, 3, 4, satisfy
i) T1, T2 are m-accretive, m-dissipative and, if B is positive definite, 0∈ρ(T1), 0∈ρ(T2);
ii) T3, T4 are m-sectorial with semi-angle
pi
4
and, if B is positive definite, 0∈ρ(T3), 0∈ρ(T4),
and domT
1/2
i =domT
∗1/2
i =domB, i=1, 2, 3. Besides, if T2 is sectorial, then B is bounded.
Proof. All claims except for the last one follow from the properties of the operators T (i) and
T (1+i) in Theorem 7.2 iii) and iv) and from the definitions of Ti, i = 1, 2, 3, 4. To prove the last
claim, let T2 be sectorial. Then, for some γ > 0,
(FBf,Bf) ≤ γ(Bf, f), f ∈ domB∗FB,
and hence, since F is positive definite, for some β > 0,
‖Bf‖2 ≤ β (FBf,Bf) ≤ βγ(Bf, f) ≤ βγ‖Bf‖ ‖f‖, f ∈ domB∗FB,
which implies that B is bounded. 
Open problem 7.4. If A is an m-sectorial operator such that domA = domA∗, is it true that
ReA = 1
2
(A+A∗) is a selfadjoint operator?
In general, it is only clear that the Friedrichs extension of ReA of an m-sectorial operator A
coincides with the selfadjoint operator AR called real part of A in [34, Sect. VI.3.1]; the latter is
defined as the non-negative selfadjoint operator associated with the real part Re a = 1
2
(a+ a∗) of
the form a corresponding to A.
The operators Ti, i = 1, 2, 3, 4, in Corollary 7.3 show that for merely m-accretive A, the answer
is negative. In fact, the real part of the m-accretive operator T1 = B∗FB+iB is non-negative
selfadjoint, whereas the real part of the m-accretive operator T2 = B + iB∗FB is the non-closed
non-negative densely defined symmetric operator B↾ domB∗FB, and if B is unbounded non-
negative with kerB = {0}, but the inverse of B is not bounded, then T1, T2 are not sectorial by
Theorem 7.2 and Corollary 7.3. On the other hand, the m-sectorial operators T3, T4 do have
non-negative selfadjoint real parts B∗FB+B.
The following proposition allows us to construct m-accretive and m-sectorial operators T with
domT =domT ∗ as in Theorem 7.2 and Corollary 7.3 which even have compact resolvent.
Proposition 7.5. Let B be a closed densely defined symmetric operator in H with bounded in-
verse admitting a selfadjoint extension B˜ in H with compact inverse B˜−1∈ B(H). Then, for
every bounded positive definite selfadjoint operator F in H, the operator (B∗FB)−1 defined on
dom (B∗FB)−1=ranB∗FB is compact.
Proof. The operators C := B∗FB and C˜ := B˜F B˜ are both selfadjoint and positive definite by
[34, Thm. V.3.24]. Then, by the assumptions on B˜ and F , the inverse
C˜−1 = B˜−1F−1B˜−1∈ B(H)
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is compact and, by [34, Chapt. VI, (2.22)],
‖C˜1/2f˜‖2 = ‖F 1/2B˜f˜‖2, f˜ ∈ dom C˜1/2 = dom B˜,
‖C1/2f‖2 = ‖F 1/2Bf‖2, f ∈ domC1/2 = domB,
which implies ‖C˜1/2f‖ = ‖C1/2f‖, f ∈ domC1/2. Since domB ⊂ dom B˜, we have ranC−1/2 =
domC1/2⊂dom C˜1/2 and hence ‖C˜1/2C−1/2h‖=‖h‖, h∈domC1/2. It follows that V := C˜1/2C−1/2
is an isometry on domV := domC−1/2. Since C−1/2 = C˜−1/2V and C˜−1/2 is compact, C−1/2 is
compact and hence so is C−1=(B∗FB)−1 by [34, Thm. V.3.49]. 
Corollary 7.6. Under the assumptions of Proposition 7.5, the operator T1 = B∗FB+iB, domT1=
domB∗FB, in Corollary 7.3 is m-sectorial and has compact inverse. If, in addition, B is positive
definite, then the same holds for all operators Ti, i=2, 3, 4, in Corollary 7.3.
Proof. By Theorem 7.2 ii) the operator T1 is m-sectorial and 0 ∈ ρ(T1). Since
T−11 = (B∗FB∗)−1/2
(
I + i (B∗FB)−1/2 B (B∗FB)−1/2
)−1
(B∗FB∗)−1/2
and (B∗FB∗)−1/2 is compact, T−11 is compact as well. The proof for Ti, i = 2, 3, 4, is similar if we
use Corollary 7.3. 
In the following we present some concrete examples of differential operators to illustrate The-
orem 7.2 and Corollary 7.3.
Example 7.7. For a subinterval I ⊂ R, we denote by W k2 (I), k ∈ N, the Sobolev spaces of
order k corresponding to L2(I), and we abbreviate the first order derivative by Dx :=
d
dx
.
1) In H = L2(0, 1) we consider the operators
B := −i Dx, domB = {f ∈ W 12 (0, 1) : f(0) = f(1) = 0},
and, for an arbitrary function p ∈ L∞(0, 1) with ess inf p > 0, the multiplication operator
(Fph)(x) = p(x)h(x), h ∈ L2(0, 1), x ∈ (0, 1).
Then the operator T1 = B∗FpB + iB, domT1=domB∗FpB, is given by
T1 = −DxpDx +Dx,
{
f ∈ W 12 (0, 1) : f(0) = f(1) = 0, (pf ′)′ ∈ L2(0, 1)
}
.
Since B has bounded inverse, but is not non-negative, Theorem 7.2 ii) and Corollary 7.3 i) show
that T1 is m-sectorial with adjoint
T ∗1 = −DxpDx −Dx, domT1 = domT ∗1 ,
and
domT
1/2
1 = domT
∗1/2
1 = {f ∈ W 12 (0, 1) : f(0) = f(1) = 0}.
Clearly, T1 has compact resolvent.
2) In H = L2(0,∞) we consider the operators
B := −D2x, domB = {f ∈ W 22 (0,∞) : f(0) = f ′(0) = 0},
and, for an arbitrary function p ∈ L∞(0,∞) with ess inf p > 0, the multiplication operator
(Fph)(x) = p(x)h(x), h ∈ L2(0,∞), x ∈ (0,∞).
Then the operator T1 = B∗FpB + iB, domT1=domB∗FpB, is given by
T1 = D
2
xpD
2
x − iD2x, domT1 =
{
f ∈ W 22 (0,∞) : f(0) = f ′(0) = 0, D2xpD2x ∈ L2(0,∞)
}
.
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Since B is non-negative with σ(B) = [0,∞), Theorem 7.2 ii) and Corollary 7.3 i) show that T1 is
m-accretive and m-dissipative with adjoint
T ∗1 = D
2
xpD
2
x + iD
2
x, domT
∗
1 = domT1,
and
domT
1/2
1 = domT
∗1/2
1 = {f ∈ W 22 (0,∞) : f(0) = f ′(0) = 0}.
Moreover, by Proposition 7.1, T1 − aI is m-sectorial for every a ∈ (−∞, 0).
Remark 7.1. In [30] an example of a hyponormal unboundedm-sectorial operator T with domT =
domT ∗ was constructed, which is given by a tri-diagonal semi-infinite matrix in l2(N); note that,
by definition, a hyponormal operator T satisfies domT ∩ domT ∗ = domT .
We conclude this section with some known results on the coincidence of domains of an operator
and its adjoint when both are extensions of a closed non-densely defined symmetric operator A˙
in a Hilbert space H.
A closed densely defined operator T in H is called quasi-selfadjoint extension of A˙ if T ⊃ A˙
and T ∗ ⊃ A˙. If A˙ is densely defined, then T is a quasi-selfadjoint extension of A˙ if and only if
T ⊂ A˙∗; in this case the equality domT =domT ∗ yields that T is a selfadjoint extension of A˙.
Vice versa, if T is a closed densely defined non-selfadjoint operator in H and the symmetric
operator A˙ given by
dom A˙ := {f ∈ domT ∩ domT ∗ : Tf = T ∗f}, A˙ := T ↾ dom A˙, (7.3)
satisfies dom A˙ 6={0}, then A˙ is a closed symmetric operator [7], [39] and T is a quasi-selfadjoint
extension of A˙. Besides, if dom A˙ is dense, then dom A˙ is neither a core of T nor of T ∗.
In [39, Chapt. 1, Thm. 2.6] certain properties of the operator A˙ defined by (7.3) were established
in the case ρ(T ) 6= ∅ and domT = domT ∗. Moreover, in [39, Chapt. 3, Thm. 2.1] criteria for the
equality domT = domT ∗ were derived in terms of characteristic functions for quasi-selfadjoint
extensions T of a non-densely defined symmetric operator with finite deficiency indices. Further,
in [7] special classes of closed non-densely defined symmetric operators, called regular O-operators,
were studied, and the domain equality domT = domT ∗ was proved for a class of quasi-selfadjoint
extensions T of a regular O-operator in [7, Thm. 4.1.12]. Finally, in [24, Thm. 2], using a
factorization of the perturbation determinant, a criterion for the equality domT = domT ∗ for a
class of m-dissipative operators with nuclear imaginary part was established.
8. Stability results for domA∩ domA∗: Accretive and non-accretive operators
In this section we provide stability results for the domain intersections domA∩domA∗ of anm-
sectorial operator A in a Hilbert space H. More precisely, we construct operators T̂ in a possibly
larger Hilbert space Ĥ such that dom T̂ ∩ dom T̂ ∗ has the same properties as domA ∩ domA∗,
ρ(T̂ ) 6= ∅ and either T̂ is m-accretive but not sectorial or T̂ is not even accretive, i.e. T has full
numerical range W (T̂ ) = C.
Proposition 8.1. Let A be an unbounded m-sectorial operator and B a bounded selfadjoint
operator in the Hilbert space H. Then T :=A+iB satisfies domT ∩ domT ∗ = domA ∩ domA∗
and has the following properties.
i) If ranA=H (and hence kerA = {0}), then T is m- sectorial in H;
ii) If kerA={0} and
sup
u∈domA\{0}
|(Bu, u)|
Re (Au, u)
=∞ (8.1)
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(and hence ranA 6= H), then T is m-accretive, but not sectorial, i.e. there is no sector
S(α) = {z ∈ C : | arg z| ≤ α} with α ∈ (0, π/2) that contains W (T ), and the same holds
for T ∗. Moreover, the m-accretive operators in H⊕ H given by
T̂ :=
[
A+iB 0
0 A∗−iB
]
, dom T̂ = domA⊕ domA∗, (8.2)
T˜ :=
[
A iB
iB A
]
, dom T˜ = domA⊕ domA, (8.3)
satisfy dom T̂ ∩ dom T̂ ∗= (domA ∩ domA∗)⊕(domA ∩ domA∗) = dom T˜ ∩ dom T˜ ∗, and
neither W (T̂ ) nor W (T˜ ) are contained in any sector S of opening angle < π in the closed
right half-plane.
Proof. Clearly, since B is bounded, T+aI is m-sectorial for every a > 0. Therefore W (T+aI) =
W (T ∗+aI)
∗
= {z ∈ C : z ∈ W (T ∗+aI)} since both W (T+aI) and W (T ∗+aI) are dense in the
numerical ranges of their respective forms W (ta) and W (t
∗
a), respectively, and W (ta) = W (t
∗
a)
∗
by [34, Cor. VI.2.3 and Thm. VI.2.5]. This shows that W (T ) = W (T ∗)
∗
.
By [34, Thm. VI.3.2], there exist an unbounded selfadjoint operator L and a bounded selfadjoint
operator G in H such that A = L(I + iG)L. This implies that domA ⊂ domL, kerA = kerL,
ranA ⊂ ranL and thus, for T := A+ iB, domT = domA,
Re (Tu, u)=‖Lu‖2 ≥ 0, Im (Tu, u)=(GLu, Lu)+(Bu, u), u∈domT, (8.4)
hence, in particular, T is accretive. Since A is m-sectorial, A∗ is sectorial by [34, Thm. VI.2.5]
and thus also T ∗ = A∗− iB, domT ∗ = domA∗, is accretive. This proves that both T and T ∗ are
m-accretive.
i) Suppose that ranA=H. Then, since A is closed, we have kerA=kerA∗= (ranA)⊥= {0}.
Further, kerL={0}, ranL=H and so there exists m > 0 with ‖Lu‖≥m‖u‖, u∈domL. Thus
|(Bu, u)| ≤ ‖B‖ ‖u‖2 ≤ ‖B‖m−1‖Lu‖2, u ∈ domL,
and so for T = A+ iB, domT = domA, (8.4) yields that
|Im (Tu, u)| ≤ (‖G‖+ ‖B‖m−1)Re (Tu, u), u ∈ domT,
and hence T is m-sectorial.
ii) Suppose that kerA = {0} and (8.1) holds. Then ranA = (kerA∗)⊥ = (kerA)⊥ = H.
Further, since B is bounded, (8.1) necessitates that there exists a sequence {un}n∈N ⊂ domA,
‖un‖ = 1, Re (Aun, un)→ 0, n→∞, and thus, since A is sectorial, (Aun, un)→ 0, n→∞. This
shows that 0 ∈ σapp(A) ⊂ σ(A) and hence ranA 6= H. By (8.4) and noting kerL = kerA = {0},
we have
Im (Tu, u)
Re (Tu, u)
=
(GLu, Lu)
‖Lu‖2 +
(Bu, u)
‖Lu‖2 =: µu + tu, u ∈ domT \ {0},
where µu ∈ [−‖G‖, ‖G‖] since G is bounded. Now (8.1) implies that tun →∞ or tun → −∞ for
some sequence {un}n∈N ⊂ domA \ {0} and thus
sup
u∈domT\{0}
|Im (Tu, u)|
Re (Tu, u)
=∞,
which proves that T is not sectorial. Since W (T ) =W (T ∗)
∗
, the same is true for T ∗.
Clearly, T̂ and T˜ are of the form T̂ = Â+iB̂, T˜ = A˜+iB˜ with Â, A˜ m-sectorial and bounded
selfadjoint B̂, B˜, and thus T̂ and T˜ are m-accretive by what was shown above.
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By ii), for every ǫ ∈ (0, π/2], we either have W (T ) ∩ Σ(ǫ) 6= ∅ or W (T ) ∩ Σ(ǫ)∗ 6= ∅ for the
sector Σ(ǫ) := {z ∈C : π/2−ǫ< arg z≤ π/2}. Since W (T ) =W (T ∗)∗, e.g. in the former case, it
follows that W (T ∗) ∩ Σ(ǫ)∗ 6= ∅. Hence, for W (T̂ ) = W (T ) ∪W (T ∗), for every ǫ ∈ (0, π/2] we
have W (T̂ ) ∩ Σ(ǫ) 6= ∅ and W (T̂ ) ∩ Σ(ǫ)∗ 6= ∅, which proves the claim for T̂ .
The claim for T˜ follows if we let u± = (u,±u)t ∈ domA⊕domA with u ∈ domA, ‖u‖ = 1/
√
2
so that ‖u±‖ = 1, observe (
T˜ u±, u±
)
=
(Au, u)
‖u‖2 ± i
(Bu, u)
‖u‖2 ∈ W (T˜ ),
and take into account (8.1) arguing as above. 
Remark 8.1. The operators T , T̂ and T˜ in Proposition 8.1 ii) become sectorial after a right shift,
i.e. T , T̂+aI and T˜+aI with a > 0 are boundedly invertible and m-sectorial.
Remark 8.2. If B is non-negative, then condition (8.1) in Proposition 8.1 ii) is equivalent to
ranB1/2 * ranA1/2R
where AR :=L is the non-negative selfadjoint operator associated with the real part Re a of the
closed sectorial form a associated with A. Note that kerAR=kerA={0} was assumed in ii) and
that (8.1) equally holds with domA replaced by domA
1/2
R since domA is a core of a, and thus
for Re a and A
1/2
R .
Indeed, (8.1) does not hold if and only if the densely defined operatorD := B1/2A
−1/2
R , domD =
ranA
1/2
R , is bounded. The latter is, in turn, equivalent to D
∗ being bounded and everywhere
defined by [59, Satz 2.40 c)]. Since B is bounded and both B, A
1/2
R are selfadjoint, we have D
∗ =
A
−1/2
R B
1/2 by [59, Satz 2.43 b)] and so D∗ is everywhere defined if and only if ranB1/2 ⊆ ranA1/2R .
Finally, we show that all possible phenomena for domT ∩domT ∗ may also occur for closed op-
erators whose numerical range is the entire complex plane, W (T ) = C, with non-empty resolvent
set, or even with compact resolvent.
Proposition 8.2. Let T be a closed densely defined linear operator in H that is not of the form
T = η(A+ iC) with a symmetric operator A, a bounded selfadjoint operator C and η ∈ C. Then,
for all bounded operators X, Y ∈ B(H), the closed linear operator T̂ given by
T̂ =
[
T X
Y −T
]
, dom T̂ = domT ⊕ domT,
in H⊕ H satisfies
dom T̂ ∩ dom T̂ ∗ = (domT ∩ domT ∗)⊕ (domT ∩ domT ∗), W (T̂ ) = C.
Moreover, if T has compact resolvent, then so does T̂ and, for X = 0 or Y = 0, i.e. for
T̂ =
[
T X
0 −T
]
or T̂ =
[
T 0
Y −T
]
,
0∈ρ(T ) implies 0∈ρ(T̂ ).
Proof. Suppose that W (T̂ ) 6= C. Since W (T̂ ) is convex, there exist ν, µ ∈ C such that the
numerical range of νT̂+µI is contained in the closed upper half-plane, i.e.,
νW (T̂ ) + µ ⊆ {z ∈ C : Im z ≥ 0}.
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Since W (T ) ∪W (−T ) ⊆ W (T̂ ), it follows that, for every z ∈ W (T ),
Im (νz + µ) ≥ 0, Im (−νz + µ) ≥ 0
and hence
−Im µ ≤ Im (νz) ≤ Imµ.
This means that W (νT ), and hence W (T ), is contained in a strip. By [16, Lemma 5.1], the latter
implies that T is of the form excluded by assumption, a contradiction.
The remaining claims are immediate since X and Y are bounded. 
Remark 8.3. If T were of the form T = η(A + iC) with symmetric A, bounded selfadjoint
C and η ∈ C, then we would have domT ⊆ domT ∗ and hence, in particular, in this case
domT ∩ domT ∗ = domT is always dense and a core of T .
By Remark 8.3, in all possible cases (1) to (5) for domT ∩ domT ∗, see Introduction, the
operators T satisfy the assumptions of Proposition 8.2. Thus only the cases (6), (7) remain to
be considered where domT ∩ domT ∗ is a core or even domT = domT ∗, see Section 7.
Proposition 8.3. Let B be a positive definite closed unbounded symmetric operator in H, F
a positive definite bounded selfadjoint operator, T1 = B∗FB + iB, domT1 = domB∗FB, as in
Theorem 7.2, Corollary 7.3, and X ∈ B(H) bounded. Then the operator
T̂ =
[
T1 0
X −T1
]
, dom T̂ = domT1 ⊕ domT1,
in the Hilbert space H⊕ H satisfies
dom T̂ = dom T̂ ∗, W (T̂ ) = C, 0 ∈ ρ(T̂ ),
and if T1 has compact resolvent, so does T̂ .
Proof. The claims follow from Proposition 8.2 if we show that T1 is not of the form η(A + iC)
where A is symmetric and C is bounded selfadjoint. Otherwise, for some x, y ∈ R,
T1 = (x+ iy)(A+ iC) T
∗
1 = (x− iy)(A∗ − iC).
Because domT1 = domT
∗
1 by Theorem 7.2 ii) and C is bounded, it follows that domA =
domT1 = domT
∗
1 = domA
∗ and hence A is selfadjoint. Taking scalar products with all f ∈
domT1 = domB∗FB on both sides of
T1 = B∗FB + iB = (xA− yC) + i(xC + yA)
and then imaginary parts, we conclude that the operator S :=B↾ domB∗FB− (xC+yA) satisfies
W (S) = {0}. This implies that S is bounded and further that S = 0, see [59, Thm. 2.51], i.e.
B↾ domB∗FB = xC + yA; note that H is always assumed to be a complex Hilbert space. Since
C is bounded selfadjoint, it follows that B↾ domB∗FB is selfadjoint and therefore, in particular,
closed. By assumption the operator B, and hence also F 1/2B, is unbounded. This implies that
domB∗FB(domB by [48, Thm. 3.3] and thus B↾ domB∗FB is not closed, a contradiction. 
9. Operator families with domT (z) ∩ domT (z)∗ = {0}, z ∈ C
In this section we return to the first example of a densely defined operator T = UA with
domT∩domT ∗ = {0} in a separable Hilbert space, directly derived from von Neumann’s theorem,
Theorem 2.1, with unbounded selfadjoint A and unitary U .
The following more general theorem shows that such examples are not isolated, in the sense
that there exists a strongly continuous operator family T (z), z ∈ C, whose values are selfadjoint
operators in a Krein space with this property; here we rely on [9, Thms. 3.7, 3.9 and 3.10].
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Theorem 9.1. Let S be an unbounded selfadjoint operator in a separable Hilbert space H. Then
there exists a nonconstant operator-norm continuous family of fundamental symmetries
C→ B(H), z 7→ J(z),
with J(z) = −J(−1/z¯), z 6= 0, such that the operator function
T (z) := J(z)S, domT (z) = domS, z ∈ C,
has the property
domT (z) ∩ domT (z)∗ = {0}, z ∈ C. (9.1)
Moreover,
domT (ix)∗ ∩ domT (iy)∗ = {0}, x, y ∈ R, x 6= y, 1 + xy 6= 0, (9.2)
domT (ζ)∗ ∩ domT (ξ)∗ = {0}, |ζ | = |ξ| = 1, ζ 6= ±ξ. (9.3)
Proof. The claims follow from [9, Thms. 3.7, 3.9 and 3.10] if we apply the former two with
A := (S∗S+I)−1= (S2+I)−1 and then set J(z) :=PM(z)−(I−PM(z))=2PM(z)−I, z∈C, where
PM(z) is the orthogonal projection onto the subspace M(z) therein. Note that A is a bounded,
uniformly positive selfadjoint operator with ranA ⊂ ranA1/2 = domS 6= H since S is unbounded
and that domT (z)∗ = dom (SJ(z)∗) = J(z)domS since J(z) is bounded and a fundamental
symmetry for z ∈ C. 
Remark 9.1. We mention that the operator family T (z), z ∈ C, in Theorem 9.1 has the interesting
property that domT (z) = domT (z′) = domS is constant for all z, z′ ∈ C, but the domain
intersections of the adjoint operators domT (z)∗∩domT (z′)∗ are trivial for certain pairs of z, z′ ∈
C by (9.2), (9.3).
In general, selfadjoint operators in Krein spaces may have empty resolvent set [40, Sect. 1.2].
Proposition 8.2 enables us to construct operator families T̂ (z), z ∈ C, for which T̂ (z) has full nu-
merical range, but non-empty resolvent set or even compact resolvent and for which the properties
(9.1), (9.2), (9.3) in Theorem 9.1 still hold.
Corollary 9.2. Let S and J(z), z ∈ C, be as in Theorem 9.1. Suppose, in addition, that S is
chosen such that 0 ∈ ρ(S), and let the operators T̂ (z), z ∈ C, be of the form
T̂ (z) :=
[
J(z)S X
0 −J(z)S
]
or T̂ (z) =
[
J(z)S 0
Y −J(z)S
]
with X, Y ∈ B(H). Then
dom T̂ (z) ∩ dom T̂ (z)∗ = {0}, W (T̂ (z)) = W (T̂ (z)∗) = C, 0 ∈ ρ(T̂ (z)), z ∈ C;
moreover, if S is chosen to have compact resolvent, then so does T̂ (z), z ∈ C.
Proof. All claims follow from Proposition 8.2 if we note that T (z) = J(z)S, z ∈ C, cannot be of
the form T (z) = η(A+ iC) with a symmetric operator A, a bounded selfadjoint operator C and
η ∈ C since, by (9.1), domT (z) ∩ domT (z)∗ = {0} is not dense, see Remark 8.3. 
10. Holomorphic families of m-sectorial operators and domain intersections
In this last section we show that the extreme phenomenon of m-sectorial operators having
domain intersection {0} with its adjoint is not isolated. There are classes of holomorphic families
T (z), z ∈ S(pi
2
− α), of type (B), see [34, Sect. VII.4.2], associated with holomorphic families
of sectorial forms defined in some sector S(pi
2
− α) ⊂ C+ for which the domain intersections
domT (z) ∩ domT (ζ), z 6= ζ , and domT (z) ∩ domT (z)∗ may be dense or {0}.
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We mention that the density of domain intersections
⋂
t∈R dom (T (t))for families T (t), t ∈ R,
of closed densely defined operators plays a role in measurability properties of such families, see
[20, Lemma 4.5].
Theorem 10.1. Let L be an unbounded non-negative selfadjoint operator in a Hilbert space H
with kerL = {0} and let G be a non-negative bounded selfadjoint operator in H with
kerG = {0}, ranG ∩ domL = {0}. (10.1)
Then the operators
Λ(z) := L(I + zG)L, Re z ≥ 0,
are m-sectorial and form a holomorphic family of type (B) in the open right half-plane C+ with
domΛ(ξ) ∩ domΛ(µ) = {0}, ξ, µ ∈ C, Re ξ ≥ 0, Reµ ≥ 0, ξ 6= µ, (10.2)
domΛ(z) ∩ domΛ(z)∗ = {0}, z ∈ C, Re z ≥ 0, Im z 6= 0. (10.3)
Proof. First we show that the operator B(z) = I + zG is m-sectorial and coercive if Re z ≥ 0.
For f ∈ H and z = it, t ∈ R, we have
Re (B(it)f, f) = ‖f‖2,
|Im (B(it)f, f)| = |t| (Gf, f) ≤ |t| ‖G‖ ‖f‖2 = |t| ‖G‖Re (B(it)f, f),
while for z = r exp(iϕ), r > 0, ϕ ∈ (−pi
2
, pi
2
),
Re (B(z)f, f) = ‖f‖2 + Re z (Gf, f) ≥ ‖f‖2,
|Im (B(z)f, f)| = Im z
Re z
Re z (Gf, f) ≤ r tan |ϕ|Re (B(z)f, f).
Note that B(x) is a selfadjoint non-negative operator if x ≥ 0.
Being m-sectorial and coercive, the operators B(z), z ∈ C+, give rise to closed sectorial
sesquilinear forms
bL(z)[h, g] := (B(z)Lh, Lg) = ((I + zG)Lh, Lg) , h, g ∈ domL.
Because the form z 7→ bL(z) is holomorphic on C+, bL(z), z ∈ C+, is closed on domL and the
operator Λ(z) = LB(z)L is associated with bL(z) by the first representation theorem, the family
Λ(z) is holomorphic of type (B). Using the equality
domΛ(z) = {h ∈ domL : (I + zG)Lh ∈ domL}
together with (10.1) and kerL = kerG = {0}, we conclude that y ∈ domΛ(ξ)∩domΛ(µ) satisfies
(ξ − µ)GLy ∈ domL and hence y = 0 if ξ 6= µ, which proves (10.2). Since Λ(z)∗ = Λ(z¯), (10.2)
implies (10.3). 
Theorem 10.2. Let A be an m-α-sectorial operator in a Hilbert space H with α∈ [0, pi
2
) and let
T (z) := exp(−zA), z ∈ S
(π
2
−α
)
:=
{
z ∈ C : | arg z| < π
2
−α
}
be the holomorphic contractive semigroup generated by −A, see [34, Thm. IX.1.24]. Then
Ψ(z) := A∗ (I + T (z))A, Φ(z) := A∗ (I + T (z))−1A, z ∈ S
(π
2
−α
)
, (10.4)
are m-(α+| arg z|)-sectorial operators and form holomorphic families of type (B) with
domΨ(z)∗ = domΦ(z)∗ = domA∗A, z ∈ S
(π
2
−α
)
, (10.5)
and hence both Ψ(z¯)∗ and Φ(z¯)∗, z ∈ S(pi
2
−α), form holomorphic families of type (A), see [34,
Sect. VII.2]. Moreover
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i) if domA = domA∗, then
domΨ(z)=domΨ(z)∗=domΦ(z)=domΦ(z)∗=domA∗A, z∈S
(π
2
−α
)
, (10.6)
and both Ψ(z) and Φ(z), z∈S(pi
2
−α), form holomorphic families of type (A);
ii) if domA ∩ domA∗ = {0}, then
domΨ(ξ) ∩ domΨ(µ)∗=domΦ(ξ) ∩ domΦ(µ)∗={0}, ξ, µ∈S
(π
2
−α
)
. (10.7)
Proof. First we note that, since A is m-sectorial, A∗ is m-sectorial as well with correspond-
ing holomorphic contractive semigroup T ∗(ζ) := exp(−ζA∗), ζ ∈ S(pi
2
−α), satisfying T (z)∗ =
exp(−zA∗) = T ∗(z), z ∈ S(pi
2
−α). By [34, Sect. IX.1.6, (1.53), Rem. 1.20], we have
dnT (z)
dzn
= (−1)nAnT (z), n ∈ N, z ∈ S
(π
2
−α
)
, (10.8)
and similary for T ∗(ζ) = exp(−ζA∗), ζ ∈ S(pi
2
−α). Because T (z) and its derivatives are bounded
and hence everywhere defined, and analogously for T ∗(ζ), it follows that
ranT (z)⊂
⋂
n∈N
domAn⊂domA, ranT (z)∗⊂
⋂
n∈N
domA∗n⊂domA∗, z∈S
(π
2
−α
)
. (10.9)
Since z 7→ T (z) is holomorphic, (10.8) yields that
ker T (z) = ker T (z)∗ = {0}, z∈S(π
2
−α). (10.10)
In fact, if z0 ∈S
(
pi
2
−α) and T (z0)f = 0 for f ∈ H , then (10.8) yields that T (z)f = 0 in some
neighbourhood of z0 and hence T (z)f = 0 for all z ∈ S
(
pi
2
−α) by the identity theorem. Now
lim z→0
z∈S(pi2−α)
T (z)f = f shows that f = 0.
Using the spectral mapping theorem for holomorphic semigroups, see [19, Cor. IV.3.12 (iii)]1,
[25, Thm. 6.4], one can prove that
exp(−zσ(A)) = σ(T (z)) \ {0}, z∈S(π
2
−α). (10.11)
To see this, let z0 ∈ S
(
pi
2
−α) be arbitrary and write z0 = t0eiψ with t0 ∈ [0,∞), |ψ| < pi2 −α.
Then A˜ := eiψA is m-sectorial with semi-angle α + |ψ| < pi
2
. The corresponding semigroup
T˜ (z) := exp(−zA˜) = exp(−zeiψA), z∈S(pi
2
−(α+|ψ|)), is holomorphic in S(pi
2
−(α+|ψ|)) and [19,
Cor. IV.3.12 (iii)] applied to −A˜ and T˜ yields that
exp(−t0eiψσ(A)) = exp(−t0σ(A˜)) = σ(T˜ (t0)) \ {0} = σ(exp(−t0eiψA)) \ {0}.
Since A is m-sectorial, we have −1 /∈ exp(−zσ(A)) and hence −1 ∈ ρ(T (z)) for all z∈S(pi
2
−α).
Altogether we have shown that ran (I + T (z)) = H and ker T (z) = {0} for z∈S(pi
2
−α).
For an arbitrary contraction K in a Hilbert space H with real part ReK=(K+K∗)/2 we claim
that
ran (I +K) = H =⇒ ran (I + ReK) = H ; (10.12)
in fact, one can show that even equivalence holds. To prove (10.12) we note that, since the
eigenvectors of K and K∗ at −1 coincide, see e.g. [50, § 2], we have ker(I +K) = ker(I +K∗) =
ran (I +K)⊥ = ran (I +K∗)⊥ and hence ran (I +K) = H implies that −1 ∈ ρ(K) and, further,
−1 ∈ ρ(K∗). Then the left hand side of the equality
(I +K∗)(I +K) + I −K∗K = 2(I + ReK) (10.13)
1Note that −A is sectorial of angle pi
2
−α in the sense of [19, Def. II.4.1 (iii)].
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is uniformly positive which implies, in particular, that ran (I + ReK) = H .
Thus, it follows that ran (I+ReT (z))=H , and even −1∈ρ(ReT (z)), for all z∈S(pi
2
−α). This
implies that, for every z∈S(pi
2
−α), there exists c(z) > 0 such that
Re
(
(I + T (z))f, f
) ≥ c(z)‖f‖2, f ∈ H,
and hence ∣∣Im (T (z)f, f)∣∣ ≤ ‖f‖2 ≤ 1
c(z)
Re
(
(I + T (z))f, f
)
, f ∈ H.
This inequality shows that I + T (z) is a coercive m-sectorial operator for each z ∈ S(pi
2
−α).
In fact, a more precise estimate was established in [2, Thm. 1, Prop. 5] which yields that, for
ϕ∈ [0, pi
2
−α) and r>0,∣∣Im (T (r exp(±iϕ))f, f)∣∣ ≤ 1
2
tan(α + ϕ)
(
‖f‖2 − ∥∥T (r exp(±iϕ))f∥∥2) , f ∈ H.
Hence taking into account (10.13), we conclude that∣∣Im (T (r exp(±iϕ))f, f)∣∣ ≤ tan(α + ϕ)Re ((I + T (r exp(±iϕ)))f, f) , f ∈ H.
This means that the bounded operator I+(r exp(±iϕ)) is m-(α+ϕ)-sectorial if ϕ∈ [0, pi
2
−α), and
the same is true for the inverse (I+T (r exp(±iϕ)))−1 .
It is not difficult to check that, for z∈S(pi
2
−α), the sesquilinear forms
ψ(z)[f, g] := ((I + T (z))Af,Ag) , f, g ∈ domA,
φ(z)[f, g] :=
(
(I + T (z))−1Af,Ag
)
, f, g ∈ domA,
are sectorial, closed on domA and holomorphic in the (open) sector S(pi
2
−α). The associated
m-sectorial operators are the operators Ψ(z) and Φ(z) given by (10.4), respectively. Hence the
latter form holomorphic families of type (B) with
domΨ(z) = {f ∈ domA : (I + T (z))Af ∈ domA∗} ,
domΦ(z) = {f ∈ domA : (I + T (z))−1Af ∈ domA∗} , (10.14)
and, since ranT (z)∗ ⊂ domA∗ by (10.9),
domΨ(z)∗ = {f ∈ domA : (I + T (z)∗)Af ∈ domA∗} = domA∗A,
domΦ(z)∗ = {f ∈ domA : (I + T (z)∗)−1Af ∈ domA∗} = domA∗A, (10.15)
which proves (10.5).
i) Suppose that domA = domA∗. Then ranT (z) ⊂ domA = domA∗ by (10.9) and domΨ(z) =
domA∗A follows directly from (10.14).
If f ∈domΦ(z), then f ∈domA and h=(I+T (z))−1Af ∈ domA∗. Since Af=(I+T (z))h and
T (z)h∈domA=domA∗, we obtain Af ∈domA∗, i.e. f ∈domA∗A. Conversely, if f ∈domA∗A
and we set h :=(I + T (z))−1Af , then (I + T (z))h=Af ∈domA∗. Now T (z)h ∈ domA = domA∗
implies that h ∈ domA∗ and hence f ∈ domΦ(z). This proves domΦ(z) = domA∗A and thus,
together with (10.15), that (10.6) holds.
ii) Suppose that domA ∩ domA∗ = {0}. First let f ∈ domΨ(ξ) ∩ Ψ(µ)∗. Then (10.14) and
(10.15) yield that f ∈ domA,Af + T (ξ)Af ∈ domA∗,
Af + T (µ)∗Af ∈ domA∗,
=⇒
{
f ∈ domA,
T (ξ)Af − T (µ)∗Af ∈ domA∗.
Since T (µ)∗Af ∈ domA∗ and ranT (ξ)⊂ domA, this implies T (ξ)Af ∈ domA ∩ domA∗ = {0}.
Hence, by (10.10) and (2.2), it follows that f ∈ kerA ⊂ domA ∩ domA∗ = {0}.
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Now let f ∈ domΦ(ξ) ∩ Φ(µ)∗. Then (10.14) and (10.15) yield thatf ∈ domA,g=(I + T (ξ))−1Af ∈ domA∗,
h=(I+T (µ)∗)−1Af ∈domA∗,
⇐⇒

f ∈ domA,
(I + T (ξ))g = Af,
(I+T (µ)∗)h=Af,
g, h ∈ domA∗,
=⇒
f ∈ domA,T (ξ)g=h+ T (µ)∗h−g,
g, h ∈ domA∗.
Since h+T (µ)∗h−g ∈ domA∗, we obtain T (ξ)g∈domA∩domA∗ = {0}. By (10.10), we conclude
g=0 and hence Af =0, which again implies f =0 by (2.2), as above. This completes the proof
of (10.7). 
In the last theorem we consider operator functions of the form L∗(I + T (z))L and
L∗(I + T (z))−1L with a closed densely defined operator L. Note that Theorem 10.2 is not a
special case of Theorem 10.3 since A therein does not satisfy the second assumption for L in
(10.16) below.
Theorem 10.3. Let A be an m-α-sectorial operator in a Hilbert space H with α ∈ [0, pi
2
), let
T (z) := exp(−zA), z ∈ S(π
2
−α),
be the holomorphic contractive semigroup generated by −A, and let L be a closed densely defined
operator such that
kerL = {0}, domL∗ ∩ domA1/2R = {0}, (10.16)
Then
Ω(z) := L∗(I + T (z))L, Θ(z) := L∗(I + T (z))−1L, z ∈ S(π
2
−α), (10.17)
form holomorphic families of type (B) and, if domA ∩ domA∗ = {0}, then
domΩ(ξ) ∩ domΩ(µ)∗ = domΘ(ξ) ∩ domΘ(µ)∗ = {0}, ξ, µ∈S(π
2
−α), (10.18)
and ⋂
z∈S(pi
2
−α)
domΩ(z) = {0},
⋂
z∈S(pi
2
−α)
domΘ(z) = {0}. (10.19)
Proof. The sesquilinear forms
ω(z)[f, g] := ((I + T (z))Lf, Lg) , f, g ∈ domL,
θ(z)[f, g] :=
(
(I + T (z))−1Lf, Lg
)
, f, g ∈ domL,
are sectorial, closed and holomorphic for z ∈ S(pi
2
−α). Then Ω(z) and Θ(z) in (10.17) are the
m-sectorial operators associated with the forms ω(z) and θ(z), respectively, and hence they form
holomorphic families of type (B).
The following properties of the domains ofm-sectorial operators follow from the representations
A = A
1/2
R (I + iG)A
1/2
R , A
∗ = A
1/2
R (I − iG)A1/2R where AR is the real part of A and G is a bounded
selfadjoint operator, see [34, Thm. VI.3.2] and (3.3),
domA⊂domA1/2R , domA∗⊂domA1/2R , (10.20)
domA ∩ domA∗={0} ⇐⇒ domA ∩ domAR={0} ⇐⇒ domA∗ ∩ domAR={0}. (10.21)
First let f ∈ domΩ(ξ) ∩ domΩ(µ)∗. Then
(I + T (ξ))Lf ∈ domL∗, (I + T (µ)∗)Lf ∈ domL∗
and hence
T (ξ)Lf − T (µ)∗Lf ∈ domL∗.
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Since T (ξ)Lf ∈domA⊂domA1/2R , T (µ)∗Lf ∈domA∗⊂domA1/2R by (10.9), (10.20), we obtain
T (ξ)Lf − T (µ)∗Lf ∈ domA1/2R .
Because domL∗∩domA1/2R ={0} by assumption, it follows that T (ξ)Lf−T (µ)∗Lf =0. Moreover,
T (ξ)Lf ∈ domA, T (µ)∗Lf ∈ domA∗ by (10.9) and thus the assumption domA ∩ domA∗ = {0}
yields T (ξ)Lf = 0, T (µ)∗Lf = 0. Because ker T (z) = {0} and kerL = {0} by (10.10) and
assumption, f = 0 follows.
Now let h ∈ domΘ(ξ) ∩ domΘ(µ)∗. Then
ψ := (I + T (ξ))−1Lf ∈ domL∗, φ := (I + T (µ)∗)−1Lf ∈ domL∗.
It follows that (I + T (ξ))ψ = Lf = (I + T (µ)∗)φ and hence, again by (10.9), (10.20),
domA
1/2
R ∋ T (ξ)ψ − T (µ)∗φ = φ− ψ ∈ domL∗.
Since domL∗ ∩ domA1/2R = {0} by assumption, we conclude that φ=ψ and T (ξ)ψ= T (µ)∗ψ ∈
domA ∩ domA∗={0}, and f=0 follows in the same way as above, which proves (10.18).
Next let f ∈ ⋂z∈S(pi
2
−α) domΩ(z) or, equivalently,
(I + T (z))Lf ∈ domL∗, z∈S
(π
2
−α
)
.
By (10.9), (10.20), this implies that
domA
1/2
R ∋ (T (z1)− T (z2))Lf ∈ domL∗, z1, z2∈S
(π
2
−α), z1 6= z2.
Since domL∗ ∩ domA1/2R = {0} by assumption, we conclude that T (z)Lf =: g is constant for all
z∈S(pi
2
−α) or, equivalently,
0 =
dT (z)Lf
dz
= −AT (z)Lf, z∈S
(π
2
−α
)
.
By (2.2), it follows that T (z)Lf ∈ kerA ⊂ domA ∩ domA∗ = {0} and hence f = 0 by (10.10)
and because kerL = {0}.
Finally, let f ∈ ⋂z∈S(pi
2
−α) domΘ(z). Then
h(z) := (I + T (z))−1Lf ∈ domL∗, z∈S(π
2
−α),
and hence (I + T (z))h(z) = Lf is constant for all z∈S (pi
2
−α). Then
domA
1/2
R ∋ T (z1)h(z1)− T (z2)h(z2) = h(z2)− h(z1) ∈ domL∗, z1, z2∈S
(π
2
−α), z1 6= z2.
In a similar way as above, we conclude that h(z) = h, T (z)h = g are constant for all z∈S(pi
2
−α)
and f = 0 which proves (10.19). 
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