Interpretation of the THz-THz-Raman Spectrum of Bromoform by Magdau, Ioan B. et al.
Interpretation of the THz-THz-Raman Spectrum
of Bromoform
Ioan B. Magda˘u,† Griffin J. Mead,† Geoffrey A. Blake,∗,† and Thomas F. Miller
III∗,†
†Division of Chemistry & Chemical Engineering, California Institute of Technology,
Pasadena, California 91125, United States
‡Division of Geological & Planetary Sciences, California Institute of Technology, Pasadena,
California 91125, United States
E-mail: gab@gps.caltech.edu; tfm@caltech.edu
Abstract
Nonlinear THz-THz-Raman (TTR) liquid spec-
troscopy offers new possibilities for studying
and understanding condensed-phase chemical
dynamics. Although TTR spectra carry rich in-
formation about the systems under study, the
response is encoded in a three-point correla-
tion function comprising of both dipole and po-
larizability elements. Theoretical methods are
necessary for the interpretation of the exper-
imental results. In this work, we study the
liquid-phase dynamics of bromoform, a polar-
izable molecule with a strong TTR response.
Previous work based on reduced density ma-
trix (RDM) simulations suggests that unusu-
ally large multi-quanta dipole matrix elements
are needed to understand the measured spec-
trum of bromoform. Here, we demonstrate that
a self-consistent definition of the time coordi-
nates with respect to the reference pulse leads
to a simplified experimental spectrum. Further-
more, we analytically derive a parametrization
for the RDM model by integrating the dipole
and polarizability elements to the 4th order in
the normal modes, and we enforce inversion
symmetry in the calculations by numerically
cancelling the components of the response that
are even with respect to the field. The re-
sulting analysis eliminates the need to invoke
large multi-quanta dipole matrix elements to fit
the experimental spectrum; instead, the experi-
mental spectrum is recovered using RDM simu-
lations with dipole matrix parameters that are
in agreement with independent ab initio calcu-
lations. The fundamental interpretation of the
TTR signatures in terms of coupled intramolec-
ular vibrational modes remains unchanged from
the previous work.
Introduction
Two dimensional time resolved spectroscopy
encompasses techniques in which a sequence of
three or four coherent laser pulses is used to
measure the response of the system with re-
spect to the time delays. The direct Fourier
transform of this response corresponds to a
frequency-frequency correlation function that
carries rich information about the anharmonic-
ity, coupling and non-linearity of the vibra-
tional and electronic states. These characteris-
tics elucidate the underlying dynamics and var-
ious energy dissipation processes, such as ho-
mogeneous and inhomogeneous broadening.
Each laser pulse in the sequence creates or de-
stroys coherences via one of two physical pro-
cesses: optical absorption (1st order in the field
interaction) or Raman scattering (2nd order in
the field interaction). These processes can take
place in the visible (VIS) regime probing elec-
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tronic states, the infrared (IR) regime measur-
ing high frequency intra-molecular vibrational
modes, or the terahertz (THz) regime probing
low-frequency modes such as lattice phonons
or inter-molecular vibrations. Combination of
these various laser pulses leads to a range of
different spectroscopic methods such as 2D-IR,
2D-VIS, VIS-IR, 2D-Raman, etc., each with its
own applicability.
2D-IR spectroscopy was one of the first
methods used to investigate the vibrational
properties of liquids, and it has helped ad-
dress topics that include structural fluctua-
tions in water,1–4 proton shuttling in acidic
solutions5,6 and protein dynamics.7–9 While
2D-IR has proven useful for studying high-
frequency vibrational modes, there is strong
motivation to extend multidimensional spec-
troscopy to the low-frequency regime. Impor-
tant physical chemical processes, such as collec-
tive solvent motions10–12 and dynamics of large
biomolecules13–15 are driven by processes that
takes place in the THz range. The first method
developed to study liquids in the THz domain
was 2D-Raman spectroscopy.16 This method is
5th order in the laser field, and it has been
shown to suffer from cascading effects where the
5th order response is plagued by contributions
from higher intensity 3rd order processes.17 It
is only with difficulty that these cascaded pro-
cesses were overcome to yield the true 5th order
2D Raman response.18,19
The advent of powerful THz sources20,21 has
enabled 3rd order hybrid spectroscopic tech-
niques, in which one or two of the 2nd or-
der Raman processes are replaced by 1st order
THz absorption: RTT, TRT, and TTR.22 The
RTT and TRT methods measure a THz emis-
sion and were first employed to study water
and aqueous solutions.12,23–25 TTR builds upon
the pulse-detection methods developed in THz-
Kerr-effect spectroscopy,26,27 which has been
successfully applied in both polar and non-polar
liquids.28,29 The TTR approach was recently
developed in our group30,31 and used to measure
the 3rd order nonlinear response of bromoform32
(CHBr3), carbon tetrachloride (CCl4) and di-
bromodichloromethane (CBr2Cl2). These halo-
gen liquids are ideal test systems for TTR be-
cause they exhibit heavy intra-molecular modes
in the THz frequency regime and are Raman-
active due to their strong polarizablity.33
All three Raman-THz hybrid methods (i.e.,
RTT, TRT, and TTR) are complementary
and measure different correlation functions in-
volving the dipole and polarizability surfaces.
These responses carry rich information about
the systems under study, including the nonlin-
earity of the dipole and polarizability surfaces
and the anharmonicity and mechanical coupling
of the various vibrational motions. However,
this information is encoded in complex, three-
point correlation functions that must be disen-
tangled with the aid of theoretical and compu-
tational methods.30,31,34–48 This problem of in-
terpretation is further complicated by the num-
ber of vibrational states that need to be consid-
ered. Whereas infrared-active modes are usu-
ally in their vibrational ground state at room
temperature and typically only involve sin-
gle excitations upon illumination, THz-active
modes can be thermally excited at room tem-
perature, and multiple transitions between the
different states are possible.
In our previous work,31 we developed a re-
duced density matrix (RDM) model to under-
stand the TTR spectrum in liquid bromoform.
When the parameters for the nonlinear dipole
elements in the RDM model were fit to best re-
produce the experimental TTR signal, it was
found that they assumed unexpectedly large
values that did not agree with our accompany-
ing ab initio electronic structure calculations.
Here, we reconcile this apparent inconsistency
by developing a more complete description of
the TTR spectra from both the theoretical and
experimental perspective.
Method Development
We begin by reviewing the RDM model of Ref.
30,31. In section Interpreting the Experimental
Data (), we describe the time-coordinate trans-
formation necessary to reinterpret the experi-
mental spectrum. In sections and , we ex-
plain the development of a new RDM model
that fully accounts for the liquid symmetry and
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the symmetries of the dipole and polarizability
matrices to 4th order in the normal modes.
In RDM, we propagate the reduced density
matrix ρ(t) for a single bromoform molecule by
solving the Liouville–von Neumann equation,49
∂ρ(t)
∂t
= − i
~
[H(t), ρ(t)]− Γρ(t), (1)
where Γ is a constant phenomenological re-
laxation matrix that accounts for the interac-
tion with the bath by population relaxation
(Γnn =
1
τ1
, where τ1 = 100 fs) and coherence
dephasing (Γnm =
1
τ2
, where τ2 = 2 ps). We
tested longer population relaxation times up to
10 ns, and we found no change in the computed
TTR response.
The time-varying Hamiltonian, H(t), de-
scribes interactions of the system with the THz
fields,
H(t; t1) = H −M ·ET (t)−M ·ET (t− t1), (2)
where ET (t) is the experimentally measured
pulse shape,31 H is the system Hamiltonian,
and M is the transition dipole matrix. Us-
ing ET (t) in the simulation, instead of a simple
delta function Eδ(t) ensures that the computed
spectrum is in fact the molecular response con-
voluted with the instrument response function
(IRF) and can be directly compared to the raw
experimental data.
We propagate equation 1 forward in time by
numerical integration, noting that the following
mixed central-forward scheme provides good
numerical stability:
ρ(t+ dt; t1) = ρ(t− dt; t1)− 2i~ [H(t; t1), ρ(t; t1)]dt
− 2Γρ(t− dt; t1)dt,
(3)
where the commutator is discretized by cen-
tral difference, which preserves time reversibil-
ity, and the phenomenological dissipation is dis-
cretized by forward difference. We then calcu-
late the TTR signal as the field emitted by the
final Raman process,
STh(t2; t1) = < (Tr(Π · ρ(t2; t1)P )) , (4)
where Π is the transition polarizability, another
important model parameter, and P is a matrix
with elements
Pnm = i, Pmn = −i, and Pnn = 1. (5)
P ensures that the signal is emitted 90◦ out-
of-phase with respect to the induced polariza-
tion.49
We compute the frequency response from the
absolute value of the Fourier transform, nor-
malized to its maximum value,
S˜Th(f2; f1) = |FT(STh(t2; t1)| (6)
For a given realization of parameters in H, M ,
and P , comparison of the simulated and experi-
mental TTR signals is made via the logarithmic
error function:
δ =
∫∫
df 2
[
log(S˜Ex(f2; f1))− log(S˜Th(f2; f1))
]2
(7)
We fit the RDM model by minimizing δ with
respect to H, M , and P , subject to L2-norm
regularization. Specifically, we minimize
∆ = δ + λ(h2i + µ
2
j + α
2
k), (8)
where hi, µi and αi are the parameters of the
Hamiltonian H = H(hi), transition dipole M =
M(µi) and transition polarizability Π = Π(αi)
operators.
We note that Eq. 1 only accounts for Marko-
vian dissipative processes. This description
may of course be extended to include more
complex relaxation phenomena such as coher-
ence and population transfer in the context of
non-Markovian dynamics,50–52 which have been
shown to be important in some liquids.
Interpreting the Experimental
Data
The experimental setup30 consists of two THz
pump pulses, THz1 and THz2, which are polar-
ized along the Y and X directions and separated
by a time delay, t1 = tTHz1 − tTHz2 . A near-
infrared (NIR) optical probe, polarized along
X, induces a Y-polarized Raman response from
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the system at time delay t2 = tNIR− tTHz1 . Due
to the symmetry of the third-order response,
a Raman signal is only detected after the sec-
ond THz pump has interacted with the system.
Experimentally, t1 is scanned by changing the
path length that the THz2 field travels, while
the THz1 field remains fixed in time. A con-
sequence of this design is that the third-order
response will occur at t2 = 0 when THz1 is the
second field interaction (t1 > 0), but at a time
t2 = t1 when THz2 is the second interaction
(t1 < 0). Qualitatively, a diagonally skewed
TTR response is observed in the t1 < 0 region.
This must be properly accounted for in the in-
terpretation of the spectrum.
Figure 1: Illustration of the THz pump pulses
switching time ordering and the implication on
the spectral features. Panel (a) shows schemat-
ically the experimental setup and the definition
of time coordinates t1 and t2 in the two re-
gions of response, A and B, corresponding to
the pulse sequence THz2-THz1-NIR and THz1-
THz2-NIR, respectively. Panel (b) illustrates a
generic Liouville pathway represented by two
distinct Feynman diagrams that feature differ-
ent oscillatory phases in the portions of re-
sponse A and B, as a consequence of mix-
ing the time coordinates. These two Feyn-
man diagrams which represent the same physi-
cal process manifest as two distinct peaks in the
Fourier representation of the response: panel
(d). Finally, panel (c) illustrates the trans-
formed time coordinates t
′′
1 and t
′′
2 which fix this
issue.
To illustrate the importance of correctly in-
cluding this skew in the analysis, we consider
how a Liouville pathway in a generic system
composed of two vibrational modes, changes
when evaluated at t1 > 0 and t1 < 0. In
Fig. 1(a), we label these two regions A and
B, corresponding to pulse ordering THz2-THz1-
NIR (t1 > 0) and THz1-THz2-NIR (t1 < 0),
respectively. When the pathway is sampled in
region A of the response, the first THz pulse
excites coherence |10〉〈00|, which oscillates at
frequency ω1 and acquires phase e
iω1t1 , while
the second THz pulse switches the coherence
to |01〉〈00| which oscillates at frequency ω2
and acquires phase eiω2t2 . Overall, this phys-
ical process generates a signal that is propor-
tional to eiω1t1eiω2t2 . The same pathway, when
sampled in region B, generates a signal that
is proportional to e−iω1t1eiω2(t2+t1), or rearrang-
ing, ei(ω2−ω1)t1eiω2t2 . Hence, taking the Fourier
transform of the full t1 domain (including both
regions A and B) results in two distinct peaks at
(ω2, ω1) and (ω2, ω2−ω1) = (−ω2, ω1−ω2) that
otherwise represent the same physical process.
This is undesirable and creates the opportunity
for misinterpreting the TTR spectrum.
To ensure that each physical process is repre-
sented by a single distinct peak, we perform a
coordinate transformation of the time response
before computing the frequency response by
FT. This transformation consists of skewing the
response along t2,
(t′2, t
′
1) =
{
(t2, t1), region A
(t2 + t1, t1), region B
(9)
and then flipping it with respect to t1,
(t′′2, t
′′
1) =
{
(t′2, t
′
1) = (t2, t1), region A
(t′2,−t′1) = (t2 + t1,−t1), region B
(10)
as shown in Fig. 1(c). With these trans-
formed time coordinates, our illustrative Liou-
ville pathway acquires the same phase factors
eiω1t
′′
1 eiω2t
′′
2 when sampled in region B as in re-
gion A. This transformation simplifies the re-
sulting TTR spectrum and eliminates the ap-
pearance of redundant peaks.
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Enforcing Inversion Symmetry in
the RDM Model
Liquids are isotopic, such that any response
function,
S(E) = ε1E + ε2E
2 + ε3E
3 + ε4E
4 + . . . , (11)
must obey inversion symmetry with respect to
an applied electric field, E. The TTR response
must also obey this symmetry,
S(−ET ,−ET ,−ENIR) = −S(ET , ET , ENIR),
(12)
and requires that even-order contributions to
the experimentally observed response must van-
ish,
ε2 = ε4 = . . . = 0. (13)
This means that only scattering processes that
involve an odd number of photons, not counting
the final emission, can generate an experimen-
tal TTR signal. In the case of liquid bromo-
form, the final Raman process is linear and it
only involves a one-photon absorption.31 There-
fore, the total number of THz photon interac-
tions must be even and the leading contribution
to the TTR signal is 3rd in the field, involv-
ing the absorption of two THz photons and one
NIR photon. In other words, the TTR response
scales linearly with each of the THz fields.
Fig. 2(b) lists all possible 3rd order interac-
tions in which two THz photons are involved:
1-1-1, 2-0-1 and 0-2-1. The TTR experiment
further isolates the desired 1-1-1 response by
employing differential chopping.30 In the RDM
simulations, we implement differential chopping
by separating the 1D responses STh2 and S
Th
1
from the total response STh, as illustrated in
Fig. 2(a). We compute these individual re-
sponses by propagating the dynamics under the
partial Hamiltonians
H2(t; t1) = H −M · ET (t) and
H1(t; t1) = H −M · ET (t− t1).
(14)
This simulation procedure removes the un-
wanted field interactions, shaded purple in
Fig. 2, from the 3rd response. However, the
RDM simulated response30,31 also includes 4th
order interactions, unlike the experiment where
even order processes vanish due to the symme-
try of the liquid, as explained above.
It is found that for the simulated TTR re-
sponse, 4th order contributions can be compara-
ble in magnitude to 3rd order ones, because the
latter require at least one nonlinear dipole inter-
actionii while the former do not. For instance,
in Fig. 2(e), we compare two similar pathways
of 3rd and 4th order. In the 3rd order process,
the two-quanta excitation from |10〉 to |01〉 is
achieved by a single photon interacting with a
nonlinear dipole element and has a scattering
amplitude proportional to
σ3rd ∝ 〈10|
∂2M
∂Q1∂Q2
|01〉ET . (15)
Meanwhile, in the 4th order process, the same
excitation is achieved by two consecutive pho-
tons acting on the linear dipole via an interme-
diate state,
σ4th ∝ 〈10|
∂M
∂Q2
|11〉〈11| ∂M
∂Q1
|01〉E2T . (16)
For large THz fields, this “all-linear” 4th order
can become larger than the 3rd order if the sys-
tem has small dipole nonlinearities, i.e.,
∂2M
∂Q1∂Q2
. ET
∂M
∂Q2
∂M
∂Q1
. (17)
To address this issue, 4th order contributions
to the simulated RDM response must be explic-
iiTo prove that all 3rd order TTR pathways require
a nonlinear dipole interaction, consider a 3rd order Li-
ouville pathway which starts from a generic population
state |a〉〈a|. Interaction of the system with the first THz
pulse changes the excitation state of the bra or ket of
the density matrix by n quanta to a |a + n〉〈a| coher-
ence. Then, upon a second THz interaction, the system
changes to either |a+n+m〉〈a| or |a+n〉〈a+m|. Since
the final Raman interaction only changes the system by
a single quantum,31 and since all pathways must end in
a population state, it follows that either |n + m| = 1
or |n − m| = 1. All paths involving n = 0 or m = 0
are removed by differential chopping, and therefore all
surviving diagrams have both nonzero n and m. As a
result, at least one of the THz processes exchanges more
than one quantum with the systems, and it is strictly
nonlinear.
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Figure 2: Differential chopping and enforced inversion symmetry remove unwanted responses from
the spectrum generated via RDM. Panel (a) schematically illustrates differential chopping, while
panel (d) shows how we enforce inversion symmetry. Panels (b) and (c) list all 3rd and 4th order field
interactions manifested in the RDM, from which only the 1-1-1 process is sampled experimentally.
Shaded in purple are the processes removed by differential chopping, and in green the processes
removed by enforcing inversion symmetry. Panel (e) exemplifies two similar Liouville pathways of
3rd and 4th order, in which the transfer of coherence from |10〉〈00| to |01〉〈00| takes place via one
nonlinear dipole interaction in the former and two linear dipole interactions in the latter.
itly removed. We achieve this by simulating
both the response to positive THz fields and
negative THz fields, and then summing the two
contributions as illustrated in Fig. 2(d),
STh = STh(ET , ET ) + S
Th(−ET ,−ET ). (18)
This procedure ensures that the final response
function is odd with respect to the overall field
and that the 4th order contributions, shaded
green in Fig. 2(c), vanish. As a result, the sim-
ulated TTR spectrum correctly reflects the in-
version symmetry of the liquid state and can
be compared directly to the experimental spec-
trum.
The Hamiltonian, Dipole, and Po-
larizability Surfaces
The bromoform molecule has three vibrational
degrees of freedom in the terahertz regime: two
degenerate C-Br bending modes at 4.7 THz,
Q1 and Q2, and a symmetric umbrella mode
at 6.6 THz, Q3.
53 Fig. 3(a) illustrates these
motions and provides an energy-level diagram
with the number of quanta in each mode indi-
cated, using notation |Q1Q2Q3〉. In typical 2D-
IR spectroscopy applications at room temper-
ature, only the ground and first-excited state
of each mode are involved. TTR spectroscopy
probes modes that are low in energy, such that
even at room temperature (kT ≈ 6.2 THz),
it is necessary to consider thermally accessi-
ble excited states. In the current study, the
bandwidth of the THz pulse covers BW ≈ 8
THz of energy, such that all the states below
kT + BW . 14.2 THz should be considered.
The highest energy state that is included in our
model is the quadruplet Q1⊗Q2, amounting to
three quanta of energy in the degenerate mode
(3× 4.7 THz = 14.1 THz).
The calculated TTR spectrum depends on the
parameterization of H = H(hi), M = M(µi)
and Π = Π(αi). In the RDM model of Ref. 31,
6
we employed a harmonic Hamiltonian,
Hˆ = ~ω1
(
aˆ†1aˆ1 + aˆ
†
2aˆ2
)
+ ~ω3aˆ†3aˆ3, (19)
the parameters for which were fixed to the lin-
ear absorption experimental spectrum, and a
transition dipole of the form
Mˆ = µ1
(
Qˆ1 + Qˆ2
)
+ µ2Qˆ3 + Mˆ2q(µ4, µ
′
4, µ
′′
4)
+ Mˆ3q(µ7, µ
′
7, µ8) + Mˆ4q(µ11, µ12),
(20)
where Mˆnq represent the nonlinear blocks of the
dipole operator comprised of n-quanta (n >
1) transitions, which were determined by fit-
ting to the nonlinear TTR experimental spec-
trum. The Qˆi are non-dimensional normal
modes which can be expressed in terms of the
creation and annihilation operators aˆ†i and aˆi,
Qˆi =
√
2miωi
~
qˆi = aˆ
†
i + aˆi. (21)
Combining Eqs. 21 and 20 and integrating the
linear part of the dipole in the |Q1Q2Q2〉 basis
leads to the matrix parameterization of Ref. 31
(Fig. 3(b)).
In this work, we develop a more compre-
hensive model for the Hamiltonian, which
includes the anharmonicity ∆i of the sin-
gle molecule normal modes, as well as
mode coupling βij originating from the
condensed-phase environment. We employ a
quantum-conserving Hamiltonian of the form
Hˆ = ~ω1
(
aˆ†1aˆ1 + aˆ
†
2aˆ2
)
+ ~ω3aˆ†3aˆ3 + β12
(
aˆ†1aˆ2 + aˆ1aˆ
†
2
)
+ β13
(
aˆ†2aˆ3 + aˆ2aˆ
†
3 + aˆ
†
1aˆ3 + aˆ1aˆ
†
3
)
+ ∆1
(
aˆ†1
2aˆ21 + aˆ
†
2
2aˆ22
)
+ ∆3aˆ
†
3
2aˆ23,
(22)
and integrate it in the |Q1Q2Q2〉 basis to obtain
the matrix representation shown in Fig. 3(c).
Note that the couplings between the doubly de-
generate modes Q1,2 and mode Q3 are equiva-
lent and labeled β13 in Eq. 22.
Furthermore, we Taylor expand the
dipole operator to 4th order in the nor-
mal modes and enforce the Q1,2 sym-
metry by grouping together terms which
are invariant to label exchange (1↔2):
Mˆ = µ1
(
Qˆ1 + Qˆ2
)
+ µ2Qˆ3 +
1
2!
µ3
(
Qˆ21 + Qˆ
2
2
)
+ µ∗3Qˆ1Qˆ2 + µ4
(
Qˆ1 + Qˆ2
)
Qˆ3 +
1
2!
µ5Qˆ
2
3
+
1
3!
µ6
(
Qˆ31 + Qˆ
3
2
)
+
1
2!
µ∗6Qˆ1Qˆ2
(
Qˆ1 + Qˆ2
)
+
1
2!
µ7
(
Qˆ21 + Qˆ
2
2
)
Qˆ3 + µ
∗
7Qˆ1Qˆ2Qˆ3 +
1
2!
µ8
(
Qˆ1 + Qˆ2
)
Qˆ23
+
1
3!
µ∗10Qˆ1Qˆ2
(
Qˆ21 + Qˆ
2
2
)
+
1
2!2!
µ∗∗10Qˆ
2
1Qˆ
2
2 +
1
3!
µ11
(
Qˆ31 + Qˆ
3
2
)
Qˆ3 +
1
2!
µ∗11Qˆ1Qˆ2
(
Qˆ1 + Qˆ2
)
Qˆ3
+
1
2!2!
µ12
(
Qˆ21 + Qˆ
2
2
)
Qˆ23 +
1
2!
µ∗12Qˆ1Qˆ2Qˆ
2
3.
(23)
Whereas the dipole form in Ref. 31 (Eq. 20)
uses a normal mode expansion of the linear part
and an empirical parameterization of the non-
linear part, the current work expands the full
dipole operator in the normal modes to 4th or-
der. As a result, the parameters of the current
model are associated with the partial deriva-
tives of Mˆ with respect to the Qˆi. We express
the nth power of Qˆi as creation-annihilation n-
7
Figure 3: Panel (a) shows the low energy normal modes of the bromoform molecule: the degenerate
“C-Br bending modes” Q1 and Q2 at 4.7 THz and the “umbrella mode” Q3 at 6.6 THz. The panel
also shows the corresponding quantum states labeled |Q1Q2Q3〉 that we use to describe these normal
modes. The double arrow indicates all possible 1-quantum transitions between these states. Panel
(b) shows the parametrization of the transition dipole moment (Mˆ) used in Ref. 31. The color
assigned to each matrix element corresponds to the number of quanta involved in that transition
as summarized in the inset table. Elements that appear empty are fixed to zero. Panels (c) and (d)
illustrate the Hamiltonian (Hˆ) and transition dipole (Mˆ) in the current RDM model, as derived by
integrating equations 22 and 23. Notice that in this work the dipole is fully parameterized to the
4th order and only transition matrix elements higher than 4th order are set to zero.
tuples,
Qˆni = aˆ
†
i
n +
∑
perm
aˆ†i
(n−1)aˆi +
∑
perm
aˆ†i
(n−2)aˆ2i
+ . . .+
∑
perm
aˆ†i
2aˆ
(n−2)
i +
∑
perm
aˆ†i aˆ
(n−1)
i + aˆ
n
i
(24)
and we keep only the pure creation (first term)
and pure annihilation (last term); all other
terms account for transitions involving less than
n quanta. We then integrate Eq. 23 in the
|Q1Q2Q2〉 basis and obtain the model illus-
trated in Fig. 3(d). The polarizability operator
is parameterized in a similar way; however, it
is only expanded to second power in Qi, since
the final Raman interaction is expected to be
8
linear.31
To fit the simulated RDM spectrum to the
experimental TTR result, we keep ~ω1, ~ω3, µ1,
µ3, and α1 fixed, while varying the remaining
parameters. We perform the RDM dynamics in
the diagonal representation of the Hamiltonian.
As such, we diagonalize H,
H ′ = D†HD (25)
and apply the same transformation to the
dipole and polarizability,
M ′ = D†MD, Π′ = D†ΠD. (26)
performing the RDM simulations with H ′,M ′
and P ′.
Results and Discussions
The results are presented in two parts. We first
present the revised experimental spectrum ob-
tained through the transformation of the time
coordinates.We then discuss the results of the
RDM model introduced in this work.
Revised Experimental Spectrum
The raw experimental TTR response is com-
prised of an orientational molecular response
with superimposed oscillations arising from vi-
brational coherences. As in previous work,27,30
we focus on the vibrational component of the
response, so we use an exponential fit along t2
to de-trend the orientational response from the
data.
In Figs. 4(a)-(c), we demonstrate how the
vibrational signal changes upon application of
the time-coordinate transformation from sec-
tion Interpreting the Experimental Data ().
The first step of the transformation involves
a skew along t2, which makes the response
function appear symmetric with respect to the
t1 = 0 line. The transformed signal is sym-
metric because swapping the order of the THz
pulses does not change the response type; in
both cases, we measure a TTR signal. This is
unlike a TRT experiment where inverting the
pulse order results in a RTT sequence which
measures a different correlation function alto-
gether.23 The second time transformation in-
volves a flip with respect to t1, which due to the
symmetry of the response about t1 = 0 simply
averages the A and B regions of the data and
improves the signal to noise ratio.
Panels (d) and (e) of Fig. 4 show the ab-
solute value Fourier transforms of the original
and transformed time responses, respectively.
The revised spectrum is significantly simpli-
fied (panel (e)). Whereas the original spec-
trum features six intense peaks, the revised
spectrum shows three features that are familiar
in the context of conventional two dimensional
spectroscopy. The most intense peak forms at
f1 = ω3 − ω1 and reports on the coupling be-
tween modes Q1 and Q3 via a nonlinear dipole
interaction. The equivalent mode in the neg-
ative f2 < 0 quadrant is closely related and
shows a clear rephasing pathway. Note that
in the revised spectrum, the f2 < 0 quadrant
corresponds to true rephasing, whereas in the
original spectrum the peaks involve a mix of
rephasing and higher overtone non-rephasing
pathways. Interestingly, the most intense true-
rephasing feature appears tilted at an angle;
this tilt could be related to the degree of in-
homogeneous broadening. Finally, in the non-
rephasing quadrant along the first diagonal, the
higher frequency features appear symmetric to
those at lower frequency.
Parameterization of the RDM
Model
We fit the parameters of the RDM model
with respect to the revised experimental spec-
trum using the Levenberg-Marquardt algorithm
implemented in Octave,54–56 minimizing the
penalty function in equation 8. For each value
of the regularization parameter λ, we start with
random initial guesses for the RDM param-
eters, sampled uniformly from the [−1, 1] in-
terval. The fitting problem is highly under-
determined, featuring multiple local minima,
due to the large number (order 104) of Liouville
paths that compete in the creation of a rela-
tively small number of peaks. Additionally, the
dipole and polarizability parameters can take
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Figure 4: Illustration of the effect of the introduced time-coordinate transformation on the ex-
perimental spectrum. Panels (a), (b) and (c) show how the time transformation (skew and flip)
alters the response in time domain. Panel (a) corresponds to the initial coordinates represented
schematically in Fig. 1(a), while panel (c) to the proposed coordinates represented in Fig. 1(c).
Panels (d) and (e) present the Fourier transforms of panels (a) and (c), before and after the time
transformation, respectively.
negative values, which lead to peak cancella-
tions. To address these challenges, we perform
multiple minimizations, starting each time from
a different random initial guess.
In Fig. 5(a) we plot all the converged solu-
tions as function of the maximum fitted param-
eter max(hi, µj, αk), and color them according
to the L2 regularization strength, λ. Clustered
to the left are under-fitted results with small
fitting parameters but large errors, while to the
right are the over-fitted results that match the
spectrum at the expense of unphysical param-
eters. The optimal solution lies in the inter-
mediate regime with λ = 100, as indicated in
Fig. 5(a). Three independent minimizations
starting from different initial guesses converged
to the same error with very similar parameters,
suggesting relative robustness of this optimal
paremeterization. We summarize the best-fit
parameters in tables 1 and 2, which report the
values of the transition dipole elements, and
we show the full transition dipole matrix in
Fig. 5(b).
The resulting RDM simulated spectrum
shown in Fig. 5(c) is in excellent agreement with
the revised experimental spectrum (Fig. 4(e)).
This can be clearly seen in Fig. 5(d), which pro-
vides a side-by-side comparison between sim-
ulation and experiment along the three most
important 1D traces from the 2D response.
It is found that use of the experimental pulse
shape ET (t) in the RDM simulations is cru-
cial for reproducing the experimental spectrum.
Using simple δ-functions to simulate the re-
sponse, otherwise with the same RDM parame-
ters, gives a radically different result, with just
one dominant peak on the diagonal at f2 = 4.7
THz.
The dipole nonlinearities fitted with the RDM
model in this work are significantly smaller than
those found in Ref. 31, and they agree well with
results from ab initio electronic structure calcu-
lations (see table 1). Critically, the third-order
fitted non-linearities in the current RDM model
10
Figure 5: Fitting the parameters of the RDM model to experiment. Panel (a) illustrates the
regularization procedure. Each point is a local solution represented by a set of fitted parameters pi.
Here we plot the error of each solution ∆Ei as function of the maximum parameter value, max(pi).
The color represents the different regularization coefficient λ. The optimal solution minimizes the
error with the smallest possible parameters. Panels (b) and (c) show the transition dipole matrix,
the simulated spectrum corresponding to the optimal solution identified in panel (a). In panel
(b) we use the placeholder “. ∼” for parameters that are essentially zero within three significant
digits. Panel (d) shows three important 1D slices through the 2D spectrum at f1 = 1.89 THz and
f2 = + − 4.71 THz in order to facilitate the comparison to the experimental result. The fit was
performed with respect to the revised experimental spectrum shown in Fig. 4(d).
have the same order of magnitude as those from
the ab initio electronic structure calculations,
in contrast with the third-order terms from the
fitted RDM model of Ref. 31. This central re-
sult demonstrates that the refined treatment of
the RDM model and the experimental spectrum
in the current work removes the central incon-
sistency of Ref. 31. Likewise, the fourth-order
terms in the fitted RMD model of the current
work are vastly smaller than those that were
necessarily invoke in the previous study.31 For
the second-order terms, both the current and
earlier RDM models have very small fitted val-
ues. It is found that the difference between the
fitted and ab initio values for the second-order
terms is insignificant. We confirmed this by
running the current RDM model with the ab
initio values for µ4 and all other fitted param-
eters unchanged, and finding that the resulting
simulated spectrum is unaffected.
Finally, in Table 2, we report the fit RDM pa-
rameters for the anharmonicity ∆i of the nor-
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Table 1: Values of the transition dipole matrix, obtained from ab initio (CCSD/aug-
cc-pVTZ) calculations31 and via fitting of the RDM models in Ref. 31 and in the
current work.
〈i|Mˆ |j〉 #Q CCSD31 RDM (Ref. 31) RDM (current)
|000〉 → |100〉 1 1.00 1.00 (fixed) 1.00 (fixed)
|000〉 → |001〉 1 1.01 1.60 (fixed) 1.60 (fixed)
|100〉 → |001〉 2 0.04 0.009 (µ4) 0.000 (µ4)
|200〉 → |101〉 2 0.06 0.000 (µ′4) 0.000
(√
2µ4
)
|101〉 → |002〉 2 0.06 0.000 (µ′′4) 0.000
(√
2µ4
)
|100〉 → |002〉 3 0.00 0.364 (µ8) −0.014
(√
2
2
µ8
)
|001〉 → |200〉 3 0.01 0.442 (µ7) 0.013
(√
2
2
µ7
)
|101〉 → |300〉 3 0.02 0.034 (µ′7) 0.023
(√
6
2
µ7
)
|001〉 → |300〉 4 - 0.023 (µ11) 0.000
(√
6
6
µ11
)
|200〉 → |002〉 4 - 0.092 (µ12) −0.005
(
1
2
µ12
)
Table 2: Hamiltonian and transition
polarizability parameters of the RDM
model.
~ω1 4.7(fixed) ~ω3 6.6(fixed)
∆1/~ω1 -0.52% ∆3/~ω3 -0.10%
β12/~ω1 -0.05% β13/~ω3 +0.14%
α1 1.00 (fixed) α2 -0.003
mal modes, their mechanical coupling βij, and
the first order polarizability elements α1 and
α3. We find small anharmonicities and mechan-
ical coupling elements, which points to rela-
tively harmonic, weakly coupled normal modes
in bromoform. This conclusion is in agree-
ment with vibrational second-order perturba-
tion theory (VPT2) calculations performed pre-
viously.31 Finally, the polarizability matrix ele-
ments obtained in this current work are in good
agreement with those obtained in our previous
work,31 with very small nonlinear elements in-
dicating that the final Raman interaction is in-
deed a linear process.
It is worth noting that the simulated spec-
trum has low-intensity peaks at f2 ' 6.6 THz
that bear resemblance to those in the exper-
imental spectrum. Given weakness of these
peaks, they make a small contribution to the
error function in the fitting and are thus poorly
resolved. Additionally, in some fits, we found
that the features at f2 ' 5.5 THz might be con-
nected to the mechanical coupling between Q1,2
and Q3. Future refinement of the RDM model
and higher resolution experiments are needed
to interpret these subtle features.
Conclusions
Our original TTR study of bromoform31 re-
vealed large dipole nonlinearities which were
inconsistent with ab initio electronic structure
calculations. Here, we refine both the experi-
mental and theoretical description of this sys-
tem, resolving the inconsistency. The key re-
finements are described below.
First, we revised the experimental spectrum
by introducing a simplifying time-coordinate
transformation. Due to the symmetry of the
experimental setup, the time response must
be skewed and flipped when the ordering of
the two THz pulses is changed before taking
the Fourier transform for a correct interpreta-
tion. The new spectrum reveals fewer features
and true rephasing signals which are symmetric
with their non-rephasing counterparts, as ex-
pected.
Second, we have developed an RDM model
that analytically includes all dipole and polariz-
ability matrix elements up to 4th order. We also
include mechanical anharmonicity and mode-
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coupling in the model Hamiltonian. This re-
fined RDM model preserves the symmetry of
the bromoform molecule.
Lastly, we rigorously account for the inversion
symmetry of the liquid by excluding 4th order
field interactions from the response. We achieve
this by simulating the response of the system to
both positive and negative THz fields and com-
bining the two results. The final response is
cubic in the field, in agreement with the exper-
imentally measured TTR response.
The revised experimental spectrum is used to
fit the parameters of the updated RDM model,
leading to good agreement. The fitted nonlin-
earities are orders of magnitude smaller than
found in our previous work and agree well with
ab initio electronic structure calculations. Re-
gardless, the original conclusion that nonlinear-
ities in the dipole surface of the intramolecular
vibrations drive the TTR response of bromo-
form remains unchanged.
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