We prove an inequality that complements the famous Araki-Lieb-Thirring (ALT) inequality for positive matrices A and B, by giving a lower bound on the quantity Tr[A r B r A r ] q in terms of Tr[ABA] rq for 0 ≤ r ≤ 1 and q ≥ 0, whereas the ALT inequality gives an upper bound. Secondly, we also prove a generalisation of the ALT inequality to general matrices.
Introduction
A famous inequality with a lot of applications in mathematics and mathematical physics is the Araki-Lieb-Thirring inequality [1, 3] :
Theorem 1 (Araki-Lieb-Thirring) For A, B ≥ 0, q ≥ 0, and for 0 ≤ r ≤ 1, the following inequality holds:
while for r ≥ 1, the inequality is reversed.
In this paper we do two things. In Section 2 we obtain complementary inequalities. That is, for 0 ≤ r ≤ 1 we obtain upper bounds on Tr[ABA] rq (in terms of the quantity Tr[A r B r A r ] q ), and lower bounds for r ≥ 1. Such bounds may be useful, for example, to obtain estimates on the error incurred by going from Tr[ABA] rq to Tr[A r B r A r ] q . Second, in Section 3, we find a generalisation of the ALT inequality to general matrices. We have found such an upper bound by including certain norms of A and B as additional ingredients. In fact, we have found a whole family of such bounds. The simplest bound in this family, but also the weakest, is given by
A complementary inequality
For q ≥ 0 and r ≥ 0, we have the upper bound
while for q ≤ 0 the inequality is reversed.
Here, ||.|| denotes the operator norm, which for positive semidefinite (PSD) matrices is nothing but the largest eigenvalue.
Proof. Put p = rq ≥ 0. Note first that
From the basic inequality A 2 ≤ ||A 2 ||1 1 = ||A|| 2 1 1 follows
If p is between 0 and 1, we may take the p-th power of both sides (x → x p is then operator monotone).
Taking the trace of both sides then yields (2). If p is larger than 1, we may take the Schatten p-norm of both sides, by Weyl-monotonicity of unitarily invariant (UI) norms. Taking the p-th power of both sides again yields (2) .
For reasons that will immediately become clear, we call this inequality the "water"-inequality, to express the fact that it is rather weak, and not very spiritual. In contrast, we call the Araki-Lieb-Thirring inequality the "wine"-inequality, because it is too strong for our purposes: it gives a lower bound, rather than an upper bound.
We can obtain better upper bounds by "cutting the wine with the water". Fixing A and B, some t obviously must exist, with 0 ≤ t ≤ 1, such that the following holds:
Of course, this would be a rather pointless (and disappointing) exercise if there were some A and B for which the smallest valid value of t would be 1, because then inequality (2) would be the only upper bound valid for all A and B. Fortunately, numerical experiments revealed the fact (which we will prove below) that here any value of t between 1 − r and 1 yields an upper bound, for any A and B. This yields the promised family of inequalities, of which the sharpest and most relevant one is the one with t = 1 − r.
Theorem 2 For A, B ≥ 0, q ≥ 0 and 0 ≤ r ≤ 1,
For r ≥ 1, the inequality is reversed.
This inequality is sharp, just like the original ALT inequality, as can be seen by taking scalar A and B. An equivalent formulation of inequality (3) is
Yet another formulation is obtained if one notes the equality
by which we get
It is this last formulation that we will consider in the following proof. Proof. Let first 0 ≤ r ≤ 1. Then, for X ≥ 0,
Consider first the easiest case q = ∞. Taking the operator norm of both sides of (6) then gives
where the last inequality follows from submultiplicativity of the operator norm. One obtains (5) for q = ∞ by taking the r-th power of both sides, and noting (again) ||X|| r = ||X r ||.
To prove (5) for general q, let us first take the r-th power of both sides of (6), which preserves the ordering because of operator monotonicity of x → x r for 0 ≤ r ≤ 1:
Thus, on taking the q-norm of both sides (or q-quasinorm if 0 < q < 1),
We can now apply a generalisation of Hölder's inequality, by which for all positive real numbers s, t, u such that 1/s + 1/t = 1/u we have ( [2] , Eq. (IV.43))
for all X, Y and for all UI norms |||.|||. In fact, this inequality extends to UI quasinorms like the Schatten q-quasinorms for 0 < q < 1.
For X, Y ≥ 0, two successive applications of this inequality yield
We apply the latter inequality to the second factor of the right-hand side (RHS) of (7), with the substitutions r) (the positivity of which requires r to lie between 0 and 1), t = 1, and |||.||| = ||.|| q , giving
Taking the r-th power of both sides and substituting in (7) yields (5).
The case r ≥ 1 follows very easily from the case 0 ≤ r ≤ 1 by making in (3) the substitutions A ′ = A r , B ′ = B r , r ′ = 1/r, q ′ = qr. Taking the r ′ -th power of both sides, rearranging factors, and subsequently dropping primes yields (3) for r ≥ 1.
As a special case of Theorem 2 we consider the comparison between Tr[AB] and ||AB|| 1 , for A, B ≥ 0. The lower bound ||AB|| 1 ≥ Tr[AB] is well-known and easy to prove. Indeed, since A 1/2 BA 1/2 is normal,
To obtain an upper bound, (3) with r = 1/2 and q = 1 yields
Generalisations of the Araki-Lieb-Thirring inequality
In this Section we want to find a generalisation of the ALT inequality to general matrices A and B. As a first step, we generalise it to the case of general A while keeping B ≥ 0.
Proposition 2 For any matrix A and B ≥ 0, for q ≥ 1, and for any UI norm,
Proof. Let the polar decomposition of A be A = U |A|, where |A| = (A * A) 1/2 is the modulus of A and U is unitary. Then, for any UI norm,
where in the last step we used the ALT inequality proper.
The second step is to generalise this statement to the case where B is Hermitian. First we need a Lemma.
Lemma 1 For X, Y ≥ 0, and any UI norm, |||X − Y ||| ≤ |||X + Y |||.
where we have used the fact that |||AB||| ≤ |||BA||| whenever AB is normal. Every contraction K can be written as a convex combination of unitaries, so by convexity of norms, and the fact that we're considering UI norms, we have |||(X + Y )K||| ≤ |||X + Y |||. This follows from the Lemma applied to the norm ||| | · | q ||| 1/q . But as AB + A * + AB − A * = A|B|A * , we get ||| |ABA * | q ||| ≤ |||(A |B| A * ) q ||| ≤ ||| |A| q |B| q |A| q |||,
where in the last step we used Proposition 2.
If we now specialise to Schatten p-norms, we can drop the conditions on B:
Theorem 3 For general matrices A and B, and for p, q ≥ 1,
Proof. We use Proposition 3 with A = A ′ 0 0 A ′ and B = 0 B ′ B ′ * 0 . Noting that 0 X X * 0 = |X * | 0 0 |X| , this yields, after dropping primes,
Using the facts ||X ⊕ Y || p p = ||X|| p p + ||Y || p p and || |X| q || p = || |X * | q || p , yields the statement of the Theorem.
