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Abstract
Osteoporosis is one of the most common diseases seen in postmenopausal women, it
decreases the bone density and quality, and later causes bone loss. Generally, bone
loss occurs when bone losses its content and become porous: a sponge like substance.
In most Genome Wide Association Studies (GWAS), researchers perform experiments
with genomic data that contains some millions of numbers of single nucleotide poly-
morphisms (SNPs) and checks their association with the trait or disease. In this thesis,
we performed two separate analyses with 2207 (of bone loss and bone gain) and 645
(of bone loss) instances separately. For predicting the SNPs associated with bone
loss rate (a regression problem), we considered both genotype and phenotype data
from Women’s Health Initiative (WHI) and, performed data processing and analysis
as described further. We started with a metadata analysis on the genomic dataset and
imputed the datasets with 2207 and 645 instances separately. Next, we performed the
linear association analysis between the SNPs and the bone loss rate from phenotype
data, and later we applied LASSO regression with narrow sense heritability using
PLINK, which resulted in two sets of SNPs: 680 SNPs for 2207 instances and, 308
SNPs for 645 instances. Lastly, we mixed the phenotype data with SNPs based on
Subject-ID for both analyses, and then we trained machine learning models includ-
ing ridge regression (RR), support vector machine (SVM), random forest (RF), and
multi-layer perceptron (MLP), on the two datasets and evaluated the mean squared
error (MSE) and R2 for each model. The RR model gave the best performance for
680 SNPs than the other models with an R2 of 0.858 for training data and R2 of 0.719
for testing data, whereas for 308 SNPs, the MLP gave the best performance than the
other models with an R2 of 0.982 for training data and R2 of 0.894 for testing data.
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Osteoporosis is a predominating bone disease, which occurs when there is a loss of bone density. Due
to a decrease in bone content, a person is more vulnerable to bone loss and fractures. Osteoporosis
is mainly differentiated by primary and secondary osteoporosis, with primary osteoporosis further
divided into type I (postmenopausal osteoporosis) and type II (senile osteoporosis). Postmenopausal
osteoporosis occurs in females who have gone through the menopause stage, which results decrease
in estrogen that protects the bones [DBS99], and decreases the quality of bones by making them
porous (a spongy like substance), as shown in Figure 1.1 [ost]
Figure 1.1: Effects of Low Calcium and Decreased Estrogen levels on Bone [ost]
Because women have smaller and thinner bones than men, this disease has been more common
in women than in men. There are several risk factors associated with postmenopausal osteoporosis
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as shown in figure 1.2, among them low estrogen levels, vitamin deficiency, and low bone mineral
density are the most common risk factors for postmenopausal osteoporosis [RCC+08,Gin16]. Along
with
Figure 1.2: Risk factors for Osteoporosis [Gin16]
Osteoporosis negatively affects the daily life of a person who has it; thus, immediate action
needs to be taken for the treatment of this disease. There has been immense research in search of
a relationship between the risk factors and how a patient’s genome accounts towards the disease.
A genome-wide association study has found that osteoporosis has high heritability [ZKG+18].
1.1 Genome Wide Association Study
The main aim of a genome wide association study (GWAS) is to find the genetic variants associated
with different traits; in this case a trait represents a disease. GWAS gathers genomic data from
different individuals and tries to determine which part of the body is mainly affected due to a dis-
ease. It focuses primarily on finding the single nucleotide polymorphism (SNP) present in different
chromosomes at a particular loci, and checks whether that SNP accounts for the detection of the
disease as shown in Figure 1.3.
2
Figure 1.3: Association between SNP and disease [gwa]
Many health institutes have been supporting this study to improve the research and aid in
finding the genomic associations of diseases.
1.2 Single Nucleotide Polymorphisms
Single nucleotide polymorphisms (SNPs) are defined as the genetic variation from individual to
individual in a sample population. Generally, human genes are formed by a chemical called de-
oxyribonucleic acid (DNA), which is made up of molecules called nucleotides. A nucleotide consists
of four nitrogen bases: adenine (A), cytosine (C), thymine (T), guanine (G), which represents a
DNA sequence [dna]. Each SNP represents a difference in these nucleotides, which are the building
blocks of DNA. For example, an SNP may replace the nucleotide adenine (A) with the nucleotide
guanine (G) in the sequence code of DNA. There are nearly four to five million SNPs presents in
a person’s genome. Among these millions of SNPs, some of the SNPs may help in predicting a
disease [snp]. For this reason, researchers consider these SNPs as having a crucial role in detecting
many diseases. The main aim of this thesis is to detect the SNPs associated with bone loss.
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1.3 Purpose
Due to the advancement of computation in recent times, machine learning is most widely used
for GWAS studies. Several machine learning techniques have been proposed in clinical settings to
diagnose complex diseases such as cancer, heart diseases, bone diseases, etc. The main purpose
of this thesis is to find the SNPs from the women’s health initiative (WHI) genomic dataset and
determine whether they help in predicting bone loss in postmenopausal women, using machine
learning approaches. We used machine learning techniques in order to evaluate the predictive
power of SNPs in predicting the bone loss.
1.4 Outline
In chapter 1, we provided the information about osteoporosis and its risk factors, GWAS, and
SNPs. In chapter 2, we provide background information on bioinformatics and machine learning
techniques used in this research. In chapter 3, we describe the characteristics of our data, and detail
of our methodology including data processing, feature extraction, and machine learning analysis.
In chapter 4, we present the results of our experiments and interpret those results. Finally, in





Researchers found that the most common risk factor for prediction of fracture risk is low bone
mineral density (BMD). Estrada Gil, et al. [ESE+12] performed the largest meta-analysis to date
of lumbar spine and femoral neck BMD. The researchers identified 56 loci (32 novel) associated
with BMD at a genome-wide significance level, among them 14 loci were also associated with
fracture risk. Kemp, et al. [KMMG+17] undertook a study with 142,487 individuals from the UK
Biobank and identified 307 conditionally independent SNPs that attained genome-wide significance
at 203 loci, explaining approximately 12% of the phenotypic variance. Morris, et al. [MKY+19]
assessed the genetic determinants of BMD, which was calculated by using ultrasound with 426,824
individuals. They identified target genes enriched for genes known to influence bone density and
strength, and identified 13 bone fracture loci, all associated with BMD, in approximately 1.2 million
individuals.
Additionally, Yoo, T.K et al. [YKK+13] used a wrapper-based feature subset evaluation for
three classification algorithms: support vector machine (SVM), random forest (RF) and artificial
neural network (ANN), for the prediction of osteoporosis risk in postmenopausal women. The
SVM model performed better than RF, ANN, and Logistic Regression in terms of area under the
curve (AUC). Bhattarai [Bha19] analysed 1103 and 307 SNPs in two separate experiments for
predicting BMD and fragility fracture by using machine learning algorithms: gradient boosting,
Linear Regression, multi-layer perceptron, logistic regression, and RF. The MLP model performed
better for both 1103 and 307 SNPs in terms of AUC.
Moreover, Kim, S.K et al. [KYOK13] collected data for postmenopausal Korean women from
the Korea National Health and Nutrition surveys (KNHANES V-1) and conducted experiments by
using machine learning algorithms (SVM, ANN, RF, and logistic regression) and a conventional
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clinical decision tool for osteoporosis risk prediction in postmenopausal women. The SVM model
had a significantly better AUC score than the other algorithms. The researchers concluded that
machine learning approaches might be effective tools for predicting osteoporosis risk prediction in
postmenopausal women.
2.2 Preliminaries
This section provides an introduction to bioinformatics and machine learning concepts. In this
thesis, we have used machine learning algorithms including ridge regression, support vector machine,
random forest, and multi-layer perceptron for data analysis and bone loss prediction.
2.2.1 Bioinformatics
Basically, bioinformatics is an interdisciplinary field of biology and informatics, where we con-
ceptualize biology in terms of molecules and then apply informatics techniques such as applied
math, linear algebra, statistics and computer science to understand and organize the information
associated with these molecules, on a large-scale [LGG01].
2.2.2 Minor Allele Frequency
Minor allele frequency (MAF) is the frequency at which the second most common allele occurs in
a given population and it is widely used in the field of genetics to compare variants. The most
common value used for MAF is 0.05 or greater. Table 2.1 explains MAF in more detail.
Individuals DNA Sequence
Person 1 CTCCAGTAAGGTT. . . . . .
Person 2 TTGGAGCGACCTA. . . . . .
Person 3 CTCCATCCGATTA. . . . . .
Person 4 AGTCTTAGTCTT. . . . . .
Person 5 GGTACTTCAGGA. . . . . .
Table 2.1: Minor allele frequency
Suppose, we consider position 2 of the DNA sequence of all the participants: we have allele 1
as T (60%) and allele 2 as G (40%): for this position the major allele is T and the minor allele is
G; therefore, the MAF for this position is 0.4.
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2.2.3 Hardy-Weinberg Equilibrium
The Hardy-Weinberg equilibrium (HWE) is a principle stating that the genetic variation in a
population will remain constant from one generation to the next in the absence of any external
factors [hwe]. Therefore, suppose when mating occurs in a large population with no disruptive
factors, then the HWE states that both genotype and allele frequencies will remain constant because
they are in equilibrium [hwe].
2.2.4 Narrow Sense Heritability
Heritability is mainly characterized into broad-sense heritability and narrow-sense heritability
[WV08], narrow-sense heritability means the proportion of phenotypic variation due to changes
in additive genetic variance and it is represented as:
h2 = VA/VP (2.1)
where VA and VP are the additive genotypic variation and phenotypic variation [WV08]. Depending
on the trait, the value differs. In this thesis, we have used this variable as one of the parameters
for least absolute shrinkage and selection operator (LASSO) regression in PLINK.
2.2.5 SNP ‘0 1 2’ Coding
SNP ‘0 1 2’ coding is a method in which the alleles are converted into 0, 1, 2 values based on
their frequency. It is widely used in the field of genetics, and it can be calculated by using PLINK
--recodeA option. SNP ‘0 1 2’ coding is illustrated in Table 2.2, assuming C as a major allele.





Table 2.2: SNP ’0 1 2’ coding
2.2.6 PLINK
PLINK is a free, open-source whole genome association analysis toolset developed by Shaun Purcell,
which was used to perform a range of basic, large-scale analyses in a computationally efficient
manner [PNTB+07]. Some of the characteristics of this toolkit are Data management, statistics
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for quality control, basic association testing, population stratification detection, etc. In general,
PLINK has a bundle of plain text data files (.ped and .map) or a bundle of binary data files
(.bed, .bim and .fam). PLINK text data consists of two files: .ped file contains information about
the individuals and their genotypes, .map file consists of information regarding genetic markers.
PLINK binary data consists of three files: .bed file that contains information regarding instances
(IDs) and genotypes in a binary format, .bim file contains information on genetic markers, and
.fam file contains information regarding on the instances (ID). Using binary files is recommendable
because dealing with large text files can be time-consuming. An example of the PLINK data format
files are represented in Figure 2.1 [MdKS+18].
Figure 2.1: PLINK data format
2.2.7 Machine Learning
Machine learning (ML) is programming computers to optimize a performance criterion using exam-
ple data or past experience [Alp14]. Moreover, it trains computers to act without being explicitly
programmed [Sam59]. ML tries to build a model from the training data and tries to predict
the outcome for new test data that the model has not seen before. ML is used in a wide range
of applications like virtual personal assistants, global positioning system (GPS) navigations, face
recognition, email spam and malware filtering, online customer support, credit card fraud detec-
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tion etc. Generally, ML problems are solved in two ways: one is probabilistic, and the another is
geometric. In ML, we use a wide range of concepts from linear algebra, statistics, and probability
in order to solve complex problems. . ML is mainly characterized into supervised, unsupervised
and reinforcement learning: supervised learning deals with learning a function to map the input
to the output, whereas unsupervised learning deals with learning the data patterns in the input
data without having an output label, and reinforcement learning deals with enabling an agent to
learn in an interactive environment by trial and error using feedback from from its own action
and experiences [Alp14]. In his thesis, we mainly focused on implementing supervised learning
algorithms, and as well as algorithms from deep learning for constructing different models.
2.2.8 Supervised Learning
In supervised learning, which is also known as predictive learning, the goal is to learn a mapping
function from inputs ‘x’ to outputs ‘y’, given a labeled set of input-output pairs [Mur12] as:
D = {(xi, yi)}Ni=1 (2.2)
where D represents the training data, and N represents the total number of training samples
[Mur12]. Here, input xi is also called features or attributes, and it can be either a value, text, image,
or a graph, whereas yi is called the output or response variable and it can be either categorical,
or a real valued scalar. Supervise learning is further classified into classification and regression: in
classification, the target variable yi is categorical, whereas in regression, the target variable is a
real-valued scalar.
2.2.9 Regression
Regression is a supervised learning technique, in which the target variable yi is a real-valued scalar
(continuous variable). The main goal is to learn a mapping function from inputs (x) to a continuous
variable (y) [Mur12]. Predicting tomorrow’s stock price could be one example of regression. In this
thesis, the outcome variable (bone loss) is a continuous variable. Therefore, we deal with various
algorithms of regression in further sections.
2.2.10 Linear Regression
Linear regression (LR) is a statistical model that attempts to show the linear relationship between
a dependent variable and one or more independent variables with a linear equation [Mur12]. It is
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one of the most widely used algorithms for a baseline analysis in many studies. For a given training
data, the predicted outcome variable can be expressed as:
y = wTx+ ε (2.3)
where wTx represents a scalar product of the input vector (x) and the model’s weight vector (w),
and epsilon is the residual error between our predicted response and the actual response [Mur12].
If the input vector is a single dimensional vector, then the equation can be represented as:
y = w0 + w1x (2.4)
where w0 is the bias term, and w1 is the weight vector of (x). This is also called as simple linear
regression. For example, If the input vector is a D dimensional vector, then the equation can be
represented as:
y = w0 + w1x1 + w2x2 + ....+ wDxD (2.5)
This is known as multiple linear regression. The simple representation of linear regression is
shown in Figure 2.2.
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Figure 2.2: Linear Regression [LRW]
2.2.11 Ridge Regression
Ridge Regression (RR) is used to mitigate the problem of multicollinearity in linear regression,
which occurs due to a large number of parameters [KB82]. In general, maximum likelihood
estimate is picking the parameter values that are best for modeling the training data: but if the
data is noisy, such parameters often result in complex functions and cause it to overfit. Due to
this unstable condition: if we change the data a little, the coefficients would change a lot. we can
encourage the parameters to be small, by Adding a Gaussian prior to the model this is known as







(yi − (w0 + wTxi))2 + λ||w||22 (2.6)
where λ is the regularization term and ||w||22 is the squared two-norm. We need to minimize
the above cost function, which results in a weight vector:
wridge = (λID +X
TX)−1XT y (2.7)
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The difference between simple linear regression and ridge regression can be illustrated in Figure
2.3 .
Figure 2.3: Simple Linear vs Ridge Regression [Rid]
2.2.12 Support Vector Machines
A Support Vector Machine (SVM) is a combination of a kernel trick plus a modified loss function.
SVM represents the input data in a way that only involves the inner product of the form xTx
′
,
which we can replace by a kernel function like k(x, x
′
); moreover, we can replace the loss function
with some other loss function so that the predictions only depend on a subset of the training data,
known as support vectors [CLS05, Mur12]. SVM is used for both classification and regression
problems. The illustration of SVM model is shown in Figure 2.4.
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Figure 2.4: Support vector machine [svm]
2.2.13 Ensemble Learning
The main technique behind ensemble learning is to group a set of base learners (multiple machine
learning algorithms) to make a strong learner, which make more accurate predictions than any
single model. Basically, it reduces the bias and variance of the poor models [Bre98,Mur12]; it also





where M is the group of models and wm is the tunable parameters. The ensemble learning is
further classified into boosting and bagging: boosting is a concept in which it adjusts the weights of
the samples that were incorrectly predicted by one model for the next model, whereas bootstrapping
refers to random sampling with replacement [bag]. The illustration of SVM model is shown in
Figure 2.5.
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Figure 2.5: Ensemble [ens]
2.2.14 Random Forest
In Random forest (RF), we can train M different trees on different subsets of data, chosen randomly
with replacement and outputting mean (regression) or mode (classification) predictions of the
individual trees. By taking the average of many estimates, we can reduce the variance of an
estimate [Bre01]. Figure 2.6 shows an example of RF for a regression problem.
Figure 2.6: Random forest [ens]
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2.2.15 Artificial Neural Network
Artificial neural network (ANN) is a concept inspired from the biological neural networks formed
by neurons. ANN primarily consists of three layers: input layer, hidden layer, and output layer.
The layers are connected by edges with a weight vector. Initially, we multiply the input layer with
a weight vector and then transfer to an activation function, which is given as input for further
layers. Here, the activation function could be like sigmoid, tan hyperbolic, linear or many others
[Mur12]. Figure 2.6 shows an example of a ANN with two hidden layers.
Figure 2.7: Artificial neural network [ann]
Multilayer Perceptron
Multi-layer Perceptron (MLP) is also called a feedforward neural network, which is a series of
logistic regression models stacked on top of each other, with the final layer being another logistic
regression or a linear regression model [Mur12]. For example, consider a single neuron as shown in
Figure 2.8; here, initially, an input vector (x) is multiplied by a weight vector (w) and then summed
up with bias (b), which acts as an input for activation function (g) and produces a output (h). The
expression can be represented as:
h(x) = g(b+ wTx) (2.9)
The output (h) is then passed to the next layers and the process of a single neuron is continued
depending on the number of hidden layers, which is illustrated in Figure 2.9.
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Figure 2.8: Neuron: Basic unit of Neural Networks [sin]
Figure 2.9: Multi-layer Perceptron [mlp]
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2.2.16 Evaluation Criteria
Evaluation criteria is a concept in which we evaluate the performance of a model by calculating
some metrics both on training and test data. The most common used evaluation metrics for a
regression problem are explained in further sections.
Mean Squared Error
In regression analysis, mean squared error (MSE) is widely used to evaluate a model and check its
performance, whenever the model tries to predict an outcome on new data. Generally, error means
the difference between the actual and predicted values. Here, in MSE we calculate the mean of the






(yactual(i) − ypredicted(i))2 (2.10)
R-squared
R-squared is a statistical term which explains about the variance in the dependent variables that












We performed two separate analysis on the women’s health initiative dataset, involving 2207 in-
stances (combination of bone gain and bone loss) in one analysis, and 645 instances (only bone
loss) in another analysis. We started the analyses with data pre-processing. The implementation
process was briefly shown in Figure 3.1, and further sections provide additional details about each
step of the implementation process.
3.2 Data Description
The dataset used in this thesis is WHI (Women’s health initiative). This data is a long-term
national health study that has mainly focused on heart diseases, cancer, and osteoporotic fractures
in postmenopausal women. This study has been sponsored by the National Institute of Health (NIH)
and National Heart, Lung, and Blood Institute (NHLBI) [whia, whib]. The WHI study included
161,808 postmenopausal women who were enrolled between 1993 and 1998. The Fred Hutchinson
Cancer Research Center in Seattle, WA serves as the WHI Clinical Coordinating Center for data
collection, management, and analysis. The WHI mainly consists of two parts: one is Clinical Trial
(CT), and other is Observational Study (OS). The CT data has a total of 68,132 postmenopausal
women between the ages of 50-79 who participated in at least one trial [whia]. The CT is further
categorized into 3 main trials, as noted in Table 3.1:
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Figure 3.1: Flow chart of implementation process
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Trials Disease Focus Major Variables Considered
Hormone Therapy Trial (HT) Coronary heart disease Combined hormones or
osteoporotic fractures estrogen alone
Dietary Modification Trial (DM) Breast, colorectal cancers Low-fat, high fruit vegetable
coronary heart disease and grain diet
Calcium / Vitamin D Trial (CaD) Osteoporotic fractures and Calcium and
colorectal cancer Vitamin-D supplementation
Table 3.1: Clinical trials of WHI
The main focus area of this thesis is on osteoporosis, so the HT and CaD trials participants
are those that are mainly used. The OS data has a total of 93,476 postmenopausal women and
it examines the relationship between lifestyle, environmental, medical and molecular risk factors,
along with specific measures of health or disease outcomes [whia]. This WHI dataset is a collection
of various sub-studies and previously imputed. In this thesis, we have used four sub studies of WHI
data, which were gathered from different data sources, and different gadgets were used for the data




phg000396.v1.NHLBI WHI v9 WHIMS.genotype-calls
phg000910.v1.PAGE WHI.genotype-calls
Table 3.2: Sub-studies of WHI
Each sub-study is categorized into two consent groups in which the second consent group consists
of the same number of SNPs as the first consent group, but there are fewer participants in second
consent group because the data is limited to not-for-profit organizations. A visualization of the
sub-studies and the number of instances in each sub-study are described in Figure 3.2.
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Figure 3.2: Visualization of sub-study instances
Each sub-study dataset has a total of 23 chromosomes: the 1-22 chromosomes and the X
chromosome, which are stored in separate files. These 23 chromosome files are represented in a
variable coded file (vcf) format for each sub-study.
The WHI data contains phenotype information from both CT and OS, as well as genotype
information for different SNPs. A description of the phenotype data is given in Table 3.3.
Variable Datatype Description
SUBJID Integer DBGAP subject-id
AGE Integer Age at the time of screening
recent height Float Height calculated at last time interval (cm)
recent weight Float Weight calculated at last interval (kg)
RACE Encoded value Racial or ethnic group
EDUC Encoded value Highest grade finished in school
COFFEE Encoded value (0 or 1) Drink coffee each day
SMOKING Encoded value Smoking status
ALCOHOL Encoded value Alcohol intake
GRAVID Encoded value Number of pregnancies
F33OSTEOAR Encoded value (0 or 1) Osteoarthritis
F33RHEUM Encoded value (0 or 1) Rheumatoid Arthritis
WALK Encoded value Duration of walk when > 10 min
bone loss rate decimal Calculated bone loss rate from whole body BMD
Table 3.3: Phenotype variables
21
3.3 Data Preparation for Imputation and Multidata Analysis
Multidata analysis means combining all of the sub-studies to make a single sub-study, and conduct-
ing an analysis on them. Firstly, we considered all of the 23 vcf files from one sub study consent
group and then converted them into PLINK binary data (PLINK binary data has three files: .bed,
.bim, and .fam ), using software called PLINK [PNTB+07,PLI]. Similarly, we performed the same
procedure for all consent groups in each sub-study. We then considered all of the 23 .bim files from
each sub-study and then tried to remove all of the tri-alleic SNPs and used bash script to simplify
this work. When we looked into the .bim file of every chromosome we noticed that some of SNPs′
names were missing and represented with a dot instead. Therefore, in order to manage this, we con-
verted those SNPs′ names into a special template string format, like ”@:#[b37]$1,$2”, where ”@”
represents chromosome number, ”#” represents base-position, ”[b37]” is a normal string, and $1,
$2 represent alleles 1,2. This can be done by using the --set-missing-var-ids option from PLINK.
For example, if an SNP consists of a chromosome code as ”1”, base-position as ”105432”, allele 1
as ”A”, and allele 2 as ”G”, its name can be replaced by a string, as ”1:105432[b37]A,G”.
Next, we took all the new PLINK binary data (.bed, .bim, and .fam) of 23 chromosomes and
we removed any duplicate SNPs. We merged all 23 chromosomes files, and created a single PLINK
binary data for each sub-study. Next, we merged individual sub-study consent groups, and created
a single PLINK binary data for each sub study. The instances in each study are identified by their
individual IDs, and each study may have a different type of representation of their individual IDs,
so we made sure that each sub-study ID representation was the same, and if they were not, we
changed them.
Afterwards, the main task was merging all four sub-study PLINK binary files to a single PLINK
binary file (.bed, .bim and .fam). The common occurrence was that some participants were enrolled
in one or more studies, so the final count differed. The count of SNPs after this step was 402,00,608.
Next, we investigated the base position and chromosome code of each SNP, and if two SNPs had
the same base position and chromosome code, we kept one and removed the other. Therefore, the
final count of instances and number of SNPs for the merged study were 25,864 and 401,65,733,
respectively.
3.3.1 Phenotype Target Variable
The phenotype data file had a total of 10,137 instances with whole body BMD values, measured
at different time intervals. The phenotype target variable in this thesis is bone loss rate, which is
measured by taking the difference of the baseline and most recent timeline BMD values, and dividing
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it by the time difference. The instances we obtained after the data preparation process described
in Section 3.3 on gene data were 25,864. When we compared those instances with phenotype data
instances, only 2454 instances were common in both files, out of which 247 instances had only
one timeline BMD value, so we excluded them. The final count of instances was 2207; among
them, 645 instances had positive values (bone loss), and 1562 instances had negative values (bone
gain). Generally, when women reach the postmenopausal stage, BMD decreases, but for few, due
to their participation in clinical trials or use of some medications, their bone content might increase
slightly. Therefore, we considered only those 2207 instances from the gene data and did two separate
analyses: one using 2207 instances (bone gain and bone loss), and another one with 645 instances
( only bone loss). Figure 3.3 represents number of instances from each sub-study to final combined
study.
Figure 3.3: Flow chart for count of instances and SNPs of each sub-study
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3.4 Imputation
Initially, the individual datasets were imputed, but after merging them there were some missing
allele values for certain SNPs because their instance could appear in one or more studies, and their
particular SNPs might differ from other instances. Therefore, in order to overcome this issue, we
performed some quality control steps and imputation [MdKS+18,CEP+16] on the merged dataset.
3.4.1 Pre-imputation
Pre-imputation was the process done before the imputation, in which the SNPs were filtered by
applying the following pre-imputation criteria: MAF ≥ 0.05, Geno calling rate (CR) ≥ 0.95 and
p(HWE)≥ 1 ×10−6 [RKH+14] . These criteria have been widely used in various GWAS analyses
[BCC+07,Wea10,Bar10]. We also removed the SNPs that didn’t have an ‘rsid’ name. After applying
these criteria to the first (bone loss and bone gain) and second (only bone loss) datasets, the SNPs
count changed from 401,65,733 to 12,10,453 for the first dataset, from 401,65,733 to 13,40,943 for
the second dataset.
3.4.2 Data preparation for Imputation
As mentioned, after pre-imputation steps in Section 3.4.1 were completed, we need to make sure
that SNPs have a ’rsid’ name, if they were not, we need to change them. To change those, we used
a database called kaviar [GCM+11], which contains 162 million single nucleotide variants (SNV)
sites and incorporates data from 35 projects encompassing 77,781 individuals [kav]. Kavier can
either be used online or offline. For this research we used Kaviar as an online source in which we
provided the input file that contained all the SNPs whose names that did not start with the prefix
‘rs’ and we also used a human reference version as Genome Reference Consortium Human genome
build 37 (GRch37). After completing this step, Kaviar generated an output file in vcf format.
Using this vcf file the SNPs names were changed using PLINK. In order to prepare the data for
imputation, we needed to perform additional steps, as described for the Michigan imputation server
[Das16]. First, we converted both datasets into PLINK binary files. Next, we generated a frequency
file using the --freq option from PLINK for both datasets. Next, we executed a Perl script along
with the reference panel file called haplotype reference consortium (HRC) (version r1.1 2016). This
checked whether we have done the pre-imputation steps correctly and removed the SNPs that did
not satisfy the criteria used by that reference panel. The final count of SNPs after this process for
the first and second dataset were 10,91,049 and 11,97,690, respectively. Lastly, we sliced the files
by the chromosome numbers and converted them to vcf format. This resulted in 23 vcf files that
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were ready for the imputation server.
3.4.3 Imputation Process
In order to perform imputation, we submited a job to the Michigan imputation server by setting
the phasing, population, mode, and ‘rsq’ filters. We used ‘eagle v2.4’ for phasing, ‘mixed’ for
population, ‘quality control & imputation’ for mode and ‘off’ for ‘rsq’ filter. The server generated
23 compressed vcf files as an output. We extracted the 23 compressed vcf files, converted them into
PLINK binary files and merged all 23 files into a single file.
3.4.4 Post Imputation Process
The 23 extracted vcf files obtained from secion 3.4.3 included a column name called Info Score, we
extracted that column along with the SNPs name column from each of the 23 extracted vcf files
and combined them. Generally, Info score ranges from 0 to 1, therefore, we took a range from 0.2
to 1 with an increment of 0.1, calculated the total number of SNPs greater than at each value, and
plotted a graph between the number of SNPs and their Info score range values for the two datasets,
as shown in Figures 3.4 and 3.5. This comparison was done in order to obtain the threshold for
Info score.
Figure 3.4: Number of SNPs vs Info score for 2207 IDs
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Figure 3.5: Number of SNPs vs Info score for 645 IDs
From the above plots we considered the Info score value as 0.8 and extracted all the SNPs that
had info score values > 0.8 from the merged file obtained from Section 3.4.3 . With this final step,
the total imputation process was completed. The final counts of SNPs after this step for the two
datasets were 10,85,496 and 11,64,256, respectively.
3.5 Regression Analysis Using PLINK
PLINK can perform a statistical analysis called association analysis, in which SNPs are considered
as independent variables or features, whereas the outcome variable, bone loss, is a dependent
regression variable. We performed a linear association statistical test with 1000 permutations
between the SNPs and the bone loss variable, which resulted in p-values. In statistics, the level of
significance is expressed in terms of p-value, which ranged between 0 and 1. A p-value less than
0.05 (p ≤ 0.05) is considered as statistically significant [Dah08]. Therefore, we selected only those
SNPs with p-values ≤ 0.05. The final count of SNPs after this step for the two datasets were 54,492
and 76,237, respectively.
3.6 LASSO Regression Using PLINK
In general, LASSO regression is performed to eliminate the features with least importance towards
the prediction of the output. PLINK provided a better optimized option to do this with its --lasso
option. We provided an h2 estimate (narrow-sense heritability) to calibrate the regression, which
was discussed in Section 2.2.4. The h2 estimate for BMD change of a whole-body has a range of
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(0.4, 0.8) [MNN+07], so we took a range from 0.4 to 0.8, applied LASSO regression with those
values, and performed union operation on the outputs of each value. The count of SNPs after this
step for the two datasets were 680 and 308, respectively.
3.7 SNP ’0 1 2’ coding using PLINK
The SNP allele’s present in the two genomic datasets that are obtained from section 3.6 consists
of categorical values, we converted them into numerical values by using SNP ’0 1 2’ coding as
explained in Section 2.2, because dealing with numerical data is often easier than categorical data.
3.8 Data Splitting
Data splitting is the concept in which the entire dataset is splitted into training, validation and test
data. Training data is used for model building, validation data is a part of training data that is
used to validate and adjust model parameters, and testing data is used to check the generalization
performance of the model. This data splitting can be done by using a package called test train split
from sklearn [tra]. In this thesis, we took training data as 80%, validation data as 10%, and testing
data as 10%.
3.9 Data Normalization
Data normalization is the process of rescaling one or more features to the range of 0 and 1, so that
each feature would be considered with equal importance towards prediction. There are different
normalization techniques: Z normalization (standardization) is the most commonly used [AS06].





Where µ represents the mean and, σ represents the standard deviation of the data. In this
thesis, we used the mean and standard deviation of the training data for normalizing the test data,
so that the test data tests both the generality of the model combined with the pre-processing.
3.10 Hyperparameter tuning
Hyperparameter tuning is the process of selecting a set of optimal hyperparameters for a learning
algorithm, in order to achieve the best results. In this thesis, we used a concept called gridsearchcv
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from sckit-learn with a cross-validation value, k=10 for hyperparameter tuning. K-fold cross val-
idation divides the training data into k folds, and for each validation one fold is considered the
validation set, and the remaining folds as training set. the model is trained with the training set,




4.1 Bone loss Rate Prediction
We implemented four different algorithms: ridge regression (RR), support vector machine (SVM),
random forest (RF), and multi-layer perceptron (MLP), for analyzing both WHI datasets. Following
sections describe the results obtained for each model.
4.2 Ridge Regression
We performed RR on two datasets, which included 2207 and 645 instances respectively. Hyper-
parameter alpha (regularization strength) was considered for optimization. RR performed better
on first dataset than the other models, whereas for second dataset it performed moderately. We
tabulated the MSE and R2 values in Table 4.2, and the values of hyperparameter alpha are shown
in Table 4.1.
alpha validation MSE
bone gain + bone loss 592.15 0.236
bone loss only 102.804 0.1003
Table 4.1: Ridge regression hyperparameter results
dataset MSE R2






Table 4.2: Ridge regression MSE and R2 results
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The hyperparameter value alpha in Table 4.1 is obtained by using gridsearch on validation data.
In gridsearch, the validation MSE score is considered in order to obtain the optimal alpha. Upon
achieving the optimal alpha, we trained the RR model and achieved MSE value of 0.249 for test
data on bone gain + boneloss dataset, and MSE of 0.118 for test data on bone loss only dataset.
We also considered R2 for model variability. We achieved an R2 of 0.719 and 0.880 on bone gain
+ bone loss and bone loss only datasets.
We plotted prediction error and residual error with R2 by using a package called yellowbrick
[BBD+18] for both datasets in Figures 4.1, 4.2, 4.3, and 4.4.
Prediction Error for Ridge Regression
Figure 4.1: Prediction error plot for RR on bone
gain + bone loss dataset
  Prediction Error for Ridge Regression
Figure 4.2: Prediction error plot for RR on bone
loss only dataset
      Residual Error for Ridge Regression
Figure 4.3: Residual error plot for RR on bone
gain + bone loss dataset
Residual Error for Ridge Regression
Figure 4.4: Residual error plot for RR on bone
loss only dataset
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The prediction error plot for RR model on both datsets are plotted by considering the actual
and predicted labels as x and y axis, and then compared the best fit RR model line with an identity
line (line plotted for R2=1). From the Figures 4.1 and 4.2, we observed that the best fit line with
an R2 of 0.776 and 0.880 is close to identity line, which indicates the model is performing better.
The residual error plot for RR model on both datasets are plotted by considering the predicted
value and residuals as x and y axis, along with a zero error line. From the Figures 4.3 and 4.4 We
observed that there is a fairly random, uniform distribution of the residuals against the predicted
values in two dimensions on both datasets, which indicates the model is performing well.
4.3 Support Vector Machine
The hyperparameters C (Regularization) and gamma (kernel coefficient) were considered for op-
timization of the SVM model. The SVM model wih ’rbf’ kernel performed moderately on both
datasets. The values of hyperparameters C and gamma are tabulated in Table 4.3, the MSE and
R2 values for the SVM model are shown Table 4.4
C gamma validation MSE
bone gain + bone loss 1000 5.71× 10−7 0.253
bone loss only 37.276 4.453× 10−5 0.104
Table 4.3: Support vector machine hyperparameters results
dataset MSE R2






Table 4.4: Support vector machine MSE and R2 results
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By using gridsearch on validation data we obtained the hyperparameters C and gamma for
SVM, which are tabulated in Table 4.3. We trained the SVM model on Optimal C and gamma,
and achieved MSE value of 0.267 on test data for bone gain + boneloss dataset, and MSE values
of 0.138 on test data for bone loss only dataset. We achieved an R2 of 0.698 and 0.852 on bone
gain + bone loss and bone loss only datasets.
Figures 4.5, 4.6, 4.7, and 4.8 represents the predicted error and residual error plots for both
datasets.
Prediction Error for SVM
Figure 4.5: Prediction error plot for SVM on bone
gain + bone loss dataset
Prediction Error for SVM
Figure 4.6: Prediction error plot for SVM on bone
loss only dataset
      Residual Error for SVM
Figure 4.7: Residual error plot for SVM on bone
gain + bone loss dataset
         Residual Error for SVM
Figure 4.8: Residual error plot for SVM on bone
loss only dataset
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The x and y axis for the prediction error plots in Figures 4.5 and 4.6 are the actual and predicted
values of the SVM model. We observed that the best fit line with an R2 of 0.698 for the first dataset
and 0.852 for the second dataset are close to identity line, which indicates the model is performing
better.
The residual error plots represented in Figures 4.7 and 4.8 are plotted by considering the
predicted value and residuals as x and y axis respectively. There is a fairly random, uniform
distribution of the residuals against the predicted values in two dimensions on both datasets, which
indicates the model is performing well.
4.4 Random Forest
RF regression was performed on both datasets. For hyperparameter tuning, we considered the
hyperparameters n estimators (number of trees) and max depth (maximum depth of trees) of RF.
We tabulated the MSE and R2 values in Table 4.6, and the values of hyperparameters are shown
in Table 4.5.
n estimators max depth validation MSE
bone gain + bone loss 300 40 0.823
bone loss only 1000 50 0.649
Table 4.5: Random forest hyperparameters results
dataset MSE R2






Table 4.6: Random Forest MSE and R2 results
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Considering the computational cost, the hyperparameters n estimators and max depth need to
be optimized in RF, which was achieved by applying gridsearch on the validation data. Once we
calculated the optimized hyperparameters, we trained the SVM model and achieved MSE value of
0.792 for test data on bone gain + boneloss dataset, and MSE values of 0.737 for test data on bone
loss only dataset. We achieved an R2 of 0.105 and 0.211 on bone gain + bone loss and bone loss
only datasets. As the R2 values are closer to zero, this indicates that RF model for both datasets
represents lowest performance.
Further, the prediction error and residual error with R2 were plotted for both datasets, which
are represented in Figures 4.9, 4.10, 4.11, and 4.12.
Prediction Error for Random Forest Regression
Figure 4.9: Prediction error plot for RF on bone
gain + bone loss dataset
  Prediction Error for Random Forest Regression
Figure 4.10: Prediction error plot for RF on bone
loss only dataset
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Residual Error for Random Forest Regression
Figure 4.11: Residual error plot for RF on bone
gain + bone loss dataset
Residual Error for Random Forest Regression
Figure 4.12: Residual error plot for RF on bone
loss only dataset
From the Figures 4.9 and 4.10, We observe that the best fit line for RF with an R2 of 0.105
for the first dataset and 0.211 for the second dataset are far away from the identity line, which
indicates the model is not performing well.
The residual error plots from Figures 4.11 and 4.12 does not show fairly random, uniform
distribution of the residuals against the predicted values in two dimensions on both datasets, which
indicates the model is not performing well.
4.5 Multi-layer Perceptron
The MLP model performed moderately for the first dataset, whereas for the second dataset it
performed better than the other models. We tabulated the MSE and R2 values in Table 4.8,
and the values of hyperparameters hidden layer sizes (number of neurons in each hidden layer),
learning rate (learning rate for weight updates), and alpha (L2 penalty) are shown in Table 4.7.
hidden layer sizes learning rate alpha validation MSE
bone gain + bone loss (100,50) constant 28.072 0.258
bone loss only (100,50) adaptive 10.826 0.08
Table 4.7: Multi-layer perceptron hyperparameters results
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dataset MSE R2






Table 4.8: Multi-layer perceptron MSE and R2 results
By using gridsearch on validation data, we obtained the hyperparameters hidden layer sizes,
learning rate and alpha for MLP and then We trained the MLP model with those parameters and
achieved MSE value of 0.266 on test data for bone gain + boneloss dataset, and MSE values of
0.099 on test data for bone loss only dataset, respectively. We also achieved an R2 of 0.700 and
0.894 on test data for both datasets.
We plotted prediction error and residual error with R2 for both datasets in Figures 4.13, 4.14,
4.15, 4.16.
   Prediction Error for MLP Regression
Figure 4.13: Prediction error plot for MLP on
bone gain + bone loss dataset
  Prediction Error for MLP Regression
Figure 4.14: Prediction error plot for MLP on
bone loss only dataset
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Residual Error for MLP Regression
Figure 4.15: Residual error plot for MLP on bone
gain + bone loss dataset
             Residual Error for MLP Regression
Figure 4.16: Residual error plot for MLP on bone
loss only dataset
From Figures 4.13 and 4.14, We observe that the best fit line for MLP with an R2 of 0.698
for the first dataset and 0.852 for the second dataset are close to identity line, which indicates the
model is performing better on both datasets.
From the Figures 4.15 and 4.16, there is a fairly random, uniform distribution of the residuals
against the predicted values in two dimensions on both datasets, which indicates the model is
performing well on both datasets.
4.6 bone loss Rate prediction Results Summary
Tables 4.9 and 4.10 summarize the MSE and R2 values for train and test set for both datasets.
Model Train MSE Test MSE Train R2 Train R2
Ridge Regression 0.142 0.249 0.858 0.719
Support Vector Machine 0.156 0.267 0.843 0.698
Random Forest 0.113 0.792 0.887 0.105
Multi-layer Perceptron 0.161 0.266 0.839 0.700
Table 4.9: MSE and R2 for different models on bone loss + bone gain dataset
Model Train MSE Test MSE Train R2 Train R2
Ridge Regression 0.033 0.118 0.967 0.880
Support Vector Machine 0.041 0.138 0.959 0.852
Random Forest 0.088 0.737 0.912 0.211
Multi-layer Perceptron 0.018 0.099 0.982 0.894
Table 4.10: MSE and R2 for different models on bone loss only dataset
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From the conducted experiments, we observe that for the bone gain + bone loss dataset, the
RR model outperformed the other models with lowest MSE value of 0.249 and highest R2 value of
0.719 on test data. For the bone loss only dataset, the mlp model outperformed the other models
with lowest MSE value of 0.099 and highest R2 of 0.894 on test data.
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Chapter 5
Conclusion and Future Works
This thesis mainly focused on predicting the SNPs associated with bone loss rate in postmenopausal
women. Few contributions of this study are: Firstly, we started multidata analysis by combining
four sub studies of WHI genomic data, which represents different individuals. Secondly, we divided
the merged dataset into two datasets depending on the target variable, in which one dataset has
bone gain + bone loss values and other dataset has bone loss only values. Thirdly, we performed
pre-imputation steps for both datasets and sent to imputation server for filling the missing values.
Finally, we used a target variable from phenotype data for linear regression analysis and then
applied LASSO regression to the SNPs and the target variable. This process created two datasets
with 680 and 308 SNPs.
In this thesis the target variable is a continuous value making this a regression problem. There-
fore, we trained the combined data of SNPs and phenotype data with various regression models
such as: ridge regression (RR), support vector machine (SVM), random forest (RF) and multi-layer
perceptron (MLP) on both datasets. Hyperparameters for all the models are optimized by using
gridsearch and validation data. We evaluated MSE and R2 for all the models. The RR model gave
the best performance for the bone gain + bone loss dataset with an R2 of 0.858 and 0.719 for the
training and test data respectively. The MLP gave the best performance for the bone loss only
dataset with an R2 of 0.982 and 0.894 for the training and test data, respectively.
A number of machine learning techniques are explored in this study on both datasets, in which
we achieved best R2 of 0.719 and 0.894 on test data. In future we can extent to deep learning
techniques such as recurrent neural networks (RNN), Long short-term memory (LSTM) networks,
etc. to obtain better R2 values. This thesis only includes bone loss and bone gain from whole body
BMD in women, further we can extend this methodology for men and also other body parts such
as spine, hip, etc.
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For both datasets, we used the same type of phenotype variables, and only the SNPs differed.
We processed our analyses with only 2207 total instances, although we had genotype data for 25,824
instances. Due to lack of phenotype data we had to perform our analyses with less data. Further
research studies can be helpful to gather or collect phenotype data for the remaining instances, so
that the machine learning models can be trained with more data in order to provide more accurate
results. We observe that out of 1562 bone gain instances, in which 677 instances were enrolled in
clinical trials; therefore, further work can be conducted to determine how these clinical trials are
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Göran Hallmans, Lynne J. Hocking, Lise Bjerre Husted, Karen A. Jameson, Rita Khu-
sainova, Ghi Su Kim, Charles Kooperberg, Theodora Koromila, Marcin Kruk, Marika
Laaksonen, Andrea Z. Lacroix, Seung Hun Lee, Ping C. Leung, Joshua R. Lewis,
Laura Masi, Simona Mencej-Bedrac, Tuan V. Nguyen, Xavier Nogues, Millan S. Patel,
Janez Prezelj, Lynda M. Rose, Serena Scollen, Kristin Siggeirsdottir, Albert V. Smith,
Olle Svensson, Stella Trompet, Olivia Trummer, Natasja M. Van Schoor, Jean Woo,
Kun Zhu, Susana Balcells, Maria Luisa Brandi, Brendan M. Buckley, Sulin Cheng,
Claus Christiansen, Cyrus Cooper, George Dedoussis, Ian Ford, Morten Frost, David
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