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Explicit formulae in probability and in statistical
physics
Alain Comtet and Yves Tourigny
Abstract We consider two aspects of Marc Yor’s work that have had an impact in
statistical physics: firstly, his results on the windings of planar Brownian motion
and their implications for the study of polymers; secondly, his theory of exponential
functionals of Le´vy processes and its connections with disordered systems. Particu-
lar emphasis is placed on techniques leading to explicit calculations.
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1 Introduction
In this article, dedicated to Marc Yor, we would like to highlight some aspects of his
work which have had a direct impact in statistical physics taken in its broader sense.
Although Marc did not draw his inspiration from physics, he firmly believed in the
unity of science and in the fruitfulness of approaching a problem from many dif-
ferent angles. The seminar “Physique et Probabilite´s” at the Institut Henri Poincare´,
which he promoted, and in which he participated actively, attests his desire to share
his work beyond a specialist circle. We were all struck by his fascination for explicit
formulae. More than mere curiosities, explicit formulae can sometimes reveal deep
connections between different probabilistic objects; in his hands, they generated fur-
ther formulae and their inspection would often be illuminating. This attitude was in
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2 Alain Comtet and Yves Tourigny
stark contrast with that adopted by certain mathematical physicists— “the austere
guardians of the temple” who often view their roˆle as one of providing rigorous
existence proofs. Without sacrificing rigour, Marc taught us to value the special
case— not only as a possible clue for the general case, but also for its own intrin-
sic beauty. In the following, we will discuss two among the many themes to which
Marc made significant contributions during his career: (1) the winding properties
of planar Brownian motion and (2) exponential functionals of Le´vy processes. Our
aim is to provide instances of application of his work to physical systems and to
emphasize its relevance and innovative character.
2 The winding number of planar Brownian motion
The subject takes off in 1958 with the pioneering work of Spitzer [47], in which he
proves
2θt
log t
law−−→
t→∞ C1
where Zt = Xt + iYt is a planar Brownian motion, θt = argZt a continuous determi-
nation of the angle swept up to time t and C1 a Cauchy random variable of parameter
1. Note that the same logarithmic scale is already present in the work of Kallianpur
and Robbins on occupation times [29].
This problem turns out to be closely related to certain questions that arise in poly-
mer physics. Polymers are extended objects which may assume different conforma-
tions that affect the medium. In particular, topologically non-trivial configurations
in which the polymer has knots or wounds around an obstacle will affect the elastic
properties of the medium. The standard approach is to model the ideal polymer by
a random walk on a lattice which, in the continuum limit, converges to a Brownian
motion. For planar ideal polymers wound around a point, the problem then reduces
to computing the winding number distribution of a Brownian path with fixed ends;
Prager & Frisch [43] and Edwards [22] solved it simultaneously and independently
by different methods in 1967. Edwards’ approach, which enables the determination
of the elastic properties of ideal polymers in the presence of more general topologi-
cal constraints, is based on a formal correspondence with the problem of a quantum
mechanical particle in a Bohm–Aharonov magnetic field, and uses path integrals.
A few years later, several authors, Rudnik and Hu [45] among them, realized that
the angular distribution has a non trivial behaviour in the continuum limit: all the
moments of θt are divergent. The origin of this divergence and, more importantly,
the correct way of handling this problem, are in fact discussed in a seminal paper of
Messulam and Yor [36]. In order to probe deeper into the winding process, the wind-
ing angle is written as a sum of two terms θt = θ+t +θ−t . Although the terminology
had not yet settled at the time, these two terms represent the “large” and “small”
windings respectively. The idea is to describe the winding process as consisting of
a series of phases: those in which the particle is far from the origin contribute to
θ+, whilst those in which the particle makes a lot of turns near the origin bring an
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Fig. 1 The angles θ+ et θ− for a typical realisation of planar Brownian motion.
important contribution to θ−; see Figure 1. This decomposition turned out to be one
of the key concepts enabling the general derivation of the asymptotic laws around
several points [42]; the works that followed, both in the physics [13, 27, 46] and
in the mathematics [3] literatures, brought further confirmation of its usefulness. In
particular, Be´lisle showed that the asymptotic law for the windings of random walks
involves the large-winding component
2θ+t
log t
.
This random variable, unlike 2θ−t /log t, has moments of all orders. We emphasise
the practical implications of these facts, not only for polymer physics but also in the
context of flux lines in type-two superconductors [19, 37], as well as in the more
exotic context of magnetic lines in the solar corona [4].
The study of winding properties in relation to experimental and theoretical work
on DNA elasticity has seen a revival in recent years. Although the description of the
elastic properties of a single supercoiled DNA molecule requires more complicated
models, the short-distance behaviour is similar to the familiar Brownian case [9].
Marc Yor, with D. Holcman and S. Vakeroudis, returned to this theme recently and
sought to apply these ideas to a polymer model inspired by biophysics [48]. In that
work, the polymer is modelled as a collection of n planar rods attached to a point—
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each rod making a Brownian angle θk(t),1≤ k≤ n with a fixed direction. Although
the model does not take into account exclusion constraints, it is sufficiently rich and
non trivial to be worth investigating. The object is to compute the mean rotation
time —which is the characteristic time for a polymer to wind around a point:
τn = inf{t > 0 : ϕn(t) = |2pi|}
where ϕn(t) = argZn(t) is the angle swept by the last rod. This reduces to the study
of a sum of independent, identically-distributed variables on the complex unit circle
with one-dimensional Brownian motions as arguments. An asymptotic formula for
the mean rotation time E(τn) in terms of the initial angles of the chain θk(0) is
obtained. The physical interest of this work is that it provides an estimate of the
mean rotation time as a function of the number of monomers and of the diffusion
constant.
3 Brownian windings and the Bohm–Aharonov effect
To conclude this discussion we find it particularly instructive to revisit— albeit
briefly— the link between the windings of Brownian motion and the Bohm-Aharonov
effect.
Fig. 2 The index nz of a planar curve with respect to different points z.
In this context, the central mathematical object is the index of a curve; its physical
counterpart is the notion of magnetic flux. Recall that the index nz of a closed planar
curve γ with respect to a point z is an integer giving the number of turns of the curve
around that point. Let An be the area of the set of points of a given index n. Then the
algebraic area of the curve may be decomposed into its winding sectors:
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A(γ) =
∫
nz dz = ∑
n∈Z
nAn .
It should be pointed out that the An are non trivial random variables which depend on
the whole history of the curve. Nevertheless, when the curve is a two-dimensional
Brownian bridge, their expectation may, for n 6= 0, be found explicitly [14]:
E(An) =
t
2pin2
, n 6= 0 .
The idea is to relate these quantities to the quantum partition function of a charged
particle coupled to a Bohm-Aharonov flux carrying a magnetic flux φ = 2piα . They
are in fact the Fourier coefficients of the difference of two partition functions :
Zα(t)−Z0(t) = 12pit ∑n∈Z
(e−2ipiαn−1)E(An)
where Z0 is the “free” partition function, and Zα , α 6= 0, is the “interacting” one.
It is, however, not so easy to give a precise meaning to these objects. Indeed when
γ is not a smooth curve, nz is not necessarily locally integrable owing to the small
turns that the particle makes around the point z. W. Werner [49] has shown that there
exists a regularized version nεz of the index such that
A(γ) = lim
ε→0
∫
nεz dz
provides a rigorous decomposition of the Le´vy stochastic area into its different com-
ponents n∈Z\{0}. Note that the stochastic area A does not involve the n= 0 sector,
in contrast with the arithmetic areaA , which includes every sector inside the Brow-
nian bridge:
A (γ) = ∑
n∈Z
An .
A few years ago, Garban and Trujillo–Ferreras [24] managed to compute exactly
the expected value of the arithmetic area by using LSE techniques :
E(A ) =
pit
5
.
Then, by using Yor’s result of 1980 [50], they also obtained rigorously the expected
values of the area of the n 6= 0 sectors, and thence deduced
E(A0) =
pit
5
−∑
n∈Z
t
2pin2
=
pit
30
.
The exploitation of these ideas in other physical problems, such as that of determin-
ing the density of states of a quantum particle in a random magnetic field, has led to
several more papers [18, 25]— thus providing yet another illustration of Wigner’s
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famous observation concerning “the unreasonable effectiveness of mathematics in
the natural sciences”.
4 Exponentials of Le´vy processes
We now turn to our second theme; Marc’s interest in this topic had its origin in
mathematical finance [51]. The following identity, discovered by Dufresne [20] in
that context, provides a good example of the kind of result which was sure to draw
his attention: for µ > 0, and Bt a standard Brownian motion,∫ ∞
0
e−µt−Bt dt law=
2
Γ2µ
(1)
where Γµ is a gamma–distributed random variable with parameter µ . This motivates
the general study of integrals of the form
It :=
∫ t
0
e−W (s) ds (2)
where W is a Le´vy process, i.e. a process started at zero, with right-continuous,
left-limited paths, and stationary increments [5].
We recall here for the reader’s convenience that a Le´vy process W is completely
characterised by its Le´vy exponent Λ , defined via
E
[
eiθW (t)
]
= etΛ(θ) ,
and that Λ is necessarily of the form
Λ(θ) = iaθ − σ
2
2
θ 2+
∫
R∗
(
eiθy−1− iθy
1+ y2
)
Π(dy) (3)
for some real numbers a and σ , and some measure Π on R∗ := R\{0} satisfying∫
R∗
(
1∧ y2)Π(dy)< ∞ .
The case Π ≡ 0 corresponds to Brownian motion with drift, i.e. W (t) = at +σBt .
The case σ = 0 and Π a finite measure yields a compound Poisson process with
drift; the drift coefficient is given by
µ := a−
∫
R∗
y
1+ y2
Π(dy) , (4)
the intensity of the process is Π(R∗) and the probability distribution of the jumps is
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(Π(R∗))−1Π(dy) .
An important subset of the Le´vy processes for which the theory of the integral It
takes on a particularly elegant form consists of the subordinators. By definition, a
subordinator is a non-decreasing Le´vy process; hence σ = 0, the support of Π is
contained in (0,∞), ∫
(0,∞)
(1∧ y)Π(dy)< ∞ ,
and µ , as defined in Equation (4), is non-negative. The importance of this class
stems from the fact that the inverse local time of a Feller diffusion is a subordinator.
Yor’s work in this area displayed a characteristic fondness for illustrating the
theory with concrete calculations. Our purpose in what follows is to review some of
the techniques and ideas, and to show how they can be adapted to the study of some
disordered systems to yield new results in that field.
5 The disordered system
Mathematically speaking, by “disordered system” we simply mean an operator-
valued random variable. The motivations for considering such systems are many,
but for physicists the introduction of randomness is, roughly speaking, a means of
modelling a very complex phenomenon. Their study was initiated by Dyson [21],
and gained prominence when P. W. Anderson used a linear difference equation with
random coefficients to explain why the presence of impurities in metals has a dra-
matic effect on their conduction properties [1]. This is one instance of a general phe-
nomenon, now known as Anderson localisation, whereby linear waves propagating
in a medium with randomness tend to have a spatial support that is localised rather
than extended. This phenomenon has since been intensively studied by mathemati-
cians and physicists, particularly in the context of linear second-order differential
or difference operators, where the effect of randomness on the spectrum has been
the focus of attention [40]. The main challenges in this respect are to determine
conditions under which localisation takes place and, when it does, to quantify the
typical localisation length. The latter problem— which in many cases is tantamount
to computing the growth rate of a certain subadditive process— is notoriously dif-
ficult [11, 16, 30]; in what follows, we shall see how Marc’s ideas suggested new
cases where calculations proved possible.
The connection between exponential functionals and disordered systems is through
their respective applications to diffusion in a random environment. Indeed, Bouchaud
et al. studied the return probability of a particle diffusing in such an environment by
considering a certain quantum mechanical disordered system [8], while Carmona,
Petit and Yor showed how the moments of It yield information on the hitting time
of the diffusing particle [12].
Let us describe informally the particular disordered system which will occupy
us in the remainder. Consider a diffusion X(t), started from zero, with infinitesimal
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generator
1
2
eW (x)
d
dx
[
e−W (x)
d
dx
]
.
The Laplace transform, say u(x,λ ), of the distribution of the hitting time
Tx := inf{t : X(t) = x}
solves the equation
1
2
eW (x)
d
dx
[
e−W (x)
du
dx
]
= λu .
If we now set ψ := e−W/2u and E =−2λ , then ψ solves (formally) the Schro¨dinger
equation
−ψ ′′+V (x)ψ = Eψ (5)
where
V (x) :=
w2(x)
4
− w
′(x)
2
, w(x) :=W ′(x) (6)
and the prime symbol indicates differentiation with respect to x.
Of particular interest is the complex Lyapunov exponent [33]
Ω(E) := lim
x→∞
lnψ(x,E)
x
where ψ(·,E) is the particular solution of Equation (5) satisfying ψ(0,E) = 0 and
ψ ′(0,E) = 1. When W is a Le´vy process, the limit on the right-hand side is a self-
averaging (non-random) quantity, i.e. its value is the same for almost every realisa-
tion of W . Furthermore, we have
Ω(E) = γ(E)− ipiN(E) (7)
where the real numbers γ(E) and N(E) are, respectively, the reciprocal of the local-
isation length of the disordered system and the integrated density of states per unit
length.
The recipe for computing the complex Lyapunov exponent is as follows [15, 23,
31]: rewrite the Schro¨dinger equation with the supersymmetric potential (6) as the
first-order system
−ψ ′− w
2
ψ =
√
E φ (8)
φ ′− w
2
φ =
√
Eψ (9)
and introduce the Riccati variable
Z :=
−1√
E
ψ
φ
. (10)
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Then
Z′ = 1+E Z2−wZ (11)
and, for E < 0,
Ω(E) =
c(0)
2
−EE(Z∞) . (12)
In this expression, Z∞ is the unique positive stationary solution of the Riccati equa-
tion (11), the coefficient c(0) is the limit as s→ 0 of
c(s) :=−Λ(is)
s
(13)
and the expectation is over the realisations of the Le´vy process.
Remark 1. For a Le´vy process W , the meaning of the stochastic differential equation
(11) needs to be spelled out. When W is a Brownian motion, the equation should be
understood in the sense of Stratonovich [39, 44]. When W is a compound Poisson
process, the equation should be understood as
Z′(x) = 1+E Z2(x) for x 6= x j
and
Z(x j+) = exp
{− [W (x j+)−W (x j−)]} Z(x j−)
where the x j are the “times” when W jumps; see [15, 17]. Hence the equation makes
sense when W is an interlacing process, i.e. the sum of a Brownian motion and of a
compound Poisson process. More general Le´vy processes may be viewed as limits
of interlacing processes.
Let us now elaborate the relationship between the Riccati variable Z and the ex-
ponential It , defined by Equation (2). For E = 0, the Riccati equation (11) becomes
linear and, by using an integrating factor, we obtain
Z(x) = Z(0)e−W (x)+
∫ x
0
e−[W (x)−W (y)] dy
law
= Z(0)e−W (x)+
∫ x
0
e−W (x−y) dy
= Z(0)e−W (x)+
∫ x
0
e−W (s) ds .
In particular, if we suppose that Z(0) = 0, then we see that the zero-energy Riccati
variable has the same law as Ix. So the problem of computing the complex Lyapunov
exponent of the disordered system may be viewed as a generalisation of the problem
of computing the first moment of I∞.
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6 Explicit formulae for the distribution
One approach which Carmona et al. used to determine the distribution of I∞ con-
sists of expressing it as the stationary distribution of a certain generalised Ornstein–
Uhlenbeck process. This process has an infinitesimal generator, and the stationary
density therefore solves a forward Kolmogorov equation involving the adjoint of
this generator [12, 41].
In the context of our disordered system, the counterpart of the generalised
Ornstein–Uhlenbeck process is of course the Riccati process, and the forward Kol-
mogorov equation for the probability density f (x,z) of the random variable Z(x)
is
∂ f
∂x
(x,z) =
∂
∂ z
{(
az−1−Ez2) f (x,z)+ σ2
2
z
∂
∂ z
[z f (x,z)]
+
∫
R∗
[∫ zey
z
f (x, t)dt− yz
1+ y2
f (x,z)
]
Π(dy)
}
. (14)
In particular, the stationary density f∞(z) of Z∞ solves an equation that generalises
to the case E 6= 0 Equation (2.2) of [12]:
(
az−1−Ez2) f∞(z)+ σ22 z ∂∂ z [z f∞(z)]
+
∫
R∗
[∫ zey
z
f∞(t)dt− yz1+ y2 f∞(z)
]
Π(dy) = const . (15)
It may be shown that, for E ≤ 0, the density is supported on (0,∞) and that the
constant on the right-hand side of this last equation is in fact zero. The calculation
therefore simplifies if we set, in the first instance, E = −k2, k real. The complex
Lyapunov exponent Ω(E) is analytic in E except for a branch cut along the posi-
tive real axis. Hence its value elsewhere in the complex plane may be obtained by
analytic continuation.
Example 1. The simplest case arises when
Π ≡ 0 .
Then
f∞(z) =C(a,σ2,k)z−2a/σ
2−1 exp
[
− 2
σ2
(k2z+1/z)
]
.
For k = 0, this is Dufresne’s result. For k > 0, one deduces from Formula (12)
the result of Bouchaud et al. which expresses Ω(−k2) in terms of the MacDonald
functions [8].
When the Le´vy measure Π is non-trivial, there is no systematic method for solv-
ing the integro-differential equation (15). Nevertheless, in the particular case where
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the density of Π satisfies a differential equation with constant coefficients, it is pos-
sible to eliminate the integral term in (15) and so reduce it to a purely differential
form [26].
Example 2. Let σ = 0 and
Π(dy) = pqe−qy 1(0,∞)(y)dy .
Then one may deduce from Equation (15) that
d
dz
[
(µz−1+ k2z2) f∞(z)
]− p f∞(z)− qz [(µz−1+ k2z2) f∞(z)]= 0
where µ is defined in Equation (4). The solution is given by
C(µ, p,q,k)zq (z− z−)−ν−1(z+− z)ν−1 for 0 < z < z+ , (16)
where
ν :=
p√
4k2+µ2
and z± :=
1
2k2
[
−µ±
√
4k2+µ2
]
.
The normalisation constant is
1/C(µ, p,q,k) = zq+ν+ |z−|−ν−1B(ν ,q+1)2F1 (ν+1,q+1;q+ν+1;z+/z−)
and it follows easily that the expectation in Formula (12) for the complex Lyapunov
exponent is a ratio of hypergeometric functions. This generalises to an arbitrary
negative energy Example B of Carmona, Petit & Yor [12], and to an arbitrary drift
the example first discussed in [17]. Yet more examples may be found in [16].
7 Explicit calculation of the moments
Another approach to finding the distribution of the exponential functional uses the
fact that, at least for subordinators, the positive moments can be computed exactly;
see [7], Theorem 2. In order to generalise this result to our disordered system, we
work with the Mellin transform of the density f (x,z) of the Riccati variable:
f̂ (x,s) := E [Zs(x)] =
∫ ∞
0
zs f (x,z)dz . (17)
To find an equation for these moments, we multiply the forward Kolmogorov equa-
tion (14) by zs and integrate over z. For E ≤ 0 and s≥ 0, the result is
∂ f̂ (x,s)
∂x
= s
{
E f̂ (x,s+1)− c(s) f̂ (x,s)+ f̂ (x,s−1)
}
(18)
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where c(s) was defined in Equation (13), and it is assumed that f (x,z) decays suffi-
ciently quickly at infinity; see [15]. To proceed, we introduce the Laplace transform
F̂(λ ,s) :=
∫ ∞
0
e−λx f̂ (x,s)dx . (19)
Then
λ F̂(λ ,s)− f̂ (0,s) = s
{
EF̂(λ ,s+1)− c(s) F̂(λ ,s)+ F̂(λ ,s−1)
}
.
In particular, if E = 0 and the Riccati variable starts at zero, this reduces to the
first-order recurrence relation
F̂(λ ,s) =
s
λ + sc(s)
F̂(λ ,s−1) ,
which is precisely the conclusion of the aforementioned theorem.
The stationary version of Equation (18) is of course simpler:
E f̂∞(s+1)− c(s) f̂∞(s)+ f̂∞(s−1) = 0 . (20)
It has particularly interesting consequences in the subordinator case, where it may
be shown that the complex Lyapunov exponent has the continued fraction expansion
Ω(E) =
c(0)
2
+
−E
c(1)+
−E
c(2)+ · · ·
.
Comtet et al. [15] used this in order to determine the low-energy behaviour of the
density of states.
Let us end by making it clear that Marc’s work on exponential functionals was
of course much more than a collection of striking formulae. With his prodigious
knowledge of probability, he was able to use exponential functionals as a tool to
re-derive or extend results obtained by other methods in other parts of the theory
of stochastic processes. In the particular case where the Le´vy process is a Brownian
motion with drift, his work with H. Matsumoto led among other things to extensions
of Bougerol’s identity [10] and of Pitman’s 2M−X theorem [2, 6, 34, 35, 38]. For
more general Le´vy processes, a dominant theme was the correspondence between
exponential functionals and the semi-stable processes introduced by J. Lamperti
[32]. There, the main applications are, on the one hand, to the description of the
entrance law of the semi-stable process and, on the other hand, to the factorisations
of the exponential variable [7, 28].
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