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Abstract
The purpose of this paper is to investigate (n+1)-Lie algebras induced by n-Lie algebras
and trace maps. We highlight a comparison of their structure properties (solvability,
nilpotency) and the cohomology groups as well as central extensions. Moreover, we provide
for dimensions n, n+ 1 and n+ 2, the classification of n-Lie algebras which are induced
by (n− 1)-Lie algebras.
Introduction
In this paper, we investigate (n + 1)-Lie algebras constructed from n-Lie algebras and
generalized trace maps. They are called (n+ 1)-Lie algebras induced by n-Lie algebras.
Ternary Lie algebras appeared first in Nambu’s generalization of Hamiltonian me-
chanics [13] which uses a generalization of Poisson algebras with a ternary bracket. The
algebraic formulation of Nambu mechanics is due to Takhtajan while the structure of n-Lie
algebra was studied by Filippov [10] then completed by Kasymov in [12], where solvability
and nilpotency properties were studied.
The cohomology of n-Lie algebras, generalizing the Chevalley-Eilenberg Lie algebras
cohomology, was first introduced by Takhtajan [15] in its simplest form, later a complex
adapted to the study of formal deformations was introduced by Gautheron [11], then
reformulated by Daletskii and Takhtajan [7] using the notion of base Leibniz algebra of
an n-Lie algebra.
In [4], the authors introduced a realization of the quantum Nambu bracket in terms
of matrices (using the commutator and the trace of matrices). This construction was
generalized in [1] to the case of any Lie algebra where the commutator is replaced by the
Lie bracket, and the matrix trace is replaced by linear forms having similar properties.
Therefore one obtains ternary brackets which define 3-Lie algebras, called 3-Lie algebras
induced by Lie algebras. This construction was generalized to the case of n-Lie algebras
in [2].
The aim of this paper is to study the relationships between the structure properties
(solvability, nilpotency,...), central extensions, and the cohomology of an n-Lie algebra and
its induced (n + 1)-Lie algebra. In Section 1, we recall the basics about n-Lie algebras,
n-Lie algebras cohomology and the construction of (n+ 1)-Lie algebras induced by n-Lie
algebras. In Section 2 we discuss structure properties of (n + 1)-Lie algebras induced
by n-Lie algebras, likewise subalgebras, ideals, solvability and nilpotency. It is shown
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that the induced (n + 1)-Lie algebra is always solvable and a nilpotent n-Lie algebra
gives rise to an induced (n + 1)-Lie algebras which is nilpotent as well. In Section 3,
we deal with central extensions. We study the relationships between a central extension
of an n-Lie algebra and those of an (n + 1)-Lie algebra it induces. Moreover we study
the corresponding cohomology. In Section 4, we compare 1-cocycles and 2-cocycles, with
respect to the adjoint cohomology and scalar cohomology, of an n-Lie algebra and the
induced (n + 1)-Lie algebra. In Section 5, we provide a sufficient condition to recognize
(n+ 1)-Lie algebras that are induced by n-Lie algebras. We determine all n-Lie algebras
induced by (n − 1)-Lie algebras up to dimension n + 2. This classification is based on
classifications given in [6] and [10]. Hence, we provide a list of all possible induced 3-Lie
algebras by n-dimensional Lie algebras with n ≤ 4.
1 Preliminaries
In this paper, all vector spaces are over a field K of characteristic 0. The structure of
n-Lie algebra was introduced by Filippov [10], then investigated deeply by Kasymov [12].
Let us recall of some basic definitions.
1.1 Definitions and first results
Definition 1.1. An n-Lie algebra (A, [·, ..., ·]) is a vector space A together with a skew-
symmetric n-linear map [·, ..., ·] : An → A such that:
[x1, ..., xn−1, [y1, ..., yn]] =
n∑
i=1
[y1, ..., [x1, ..., xn−1, yi] , ..., yn] , (1.1)
for all x1, ..., xn−1, y1, ..., yn ∈ A. This condition is called the fundamental identity or
Filippov identity. For n = 2, identity (1.1) becomes the Jacobi identity and we get the
definition of a Lie algebra.
Recall that the n-linear bracket is said to be skew-symmetric if for all σ in the per-
mutation group Sn and x1, · · · , xn ∈ A, we have [xσ(1), · · · , xσ(n)] = sgn(σ)[x1, · · · , xn],
where sgn(σ) is the signature of σ.
Definition 1.2 (Fundamental object). Let (A, [·, ..., ·]) be an n-Lie algebra. A fundamen-
tal objectX is defined by (n−1) elements of A, x1, ..., xn−1, on which it is skew-symmetric,
that is X ∈ ∧n−1A.
We define the action of fundamental objects on A by :
∀X ∈ ∧n−1A, ∀z ∈ A : X · z = adX(z) = [x1, ..., xn−1, z] .
The multiplication (composition) of two fundamental objects X,Y is given by :
X · Y =
n−1∑
i=1
(y1, ..., X · yi, ..., yn−1) .
Proposition 1.3. The multiplication of fundamental objects satisfies:
•
X · (Y · Z) = (X · Y ) · Z + Y · (X · Z), (Leibniz Rule)
•
adX·Y = −adY ·X ,
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•
adX·Y = adX ◦ adY − adY ◦ adX .
Remark 1.4. Using the notion of fundamental object, we can rewrite the fundamental
identity as:
X · (Y · z) = (X · Y ) · z + Y · (X · z), ∀X,Y ∈ ∧n−1A, ∀z ∈ A.
Definition 1.5. Let (A, [·, ..., ·]) be an n-Lie algebra, and I a subspace of A. We say that
I is an ideal of A if, for all i ∈ I, x1, ..., xn−1 ∈ A, it holds that [i, x1, ..., xn−1] ∈ I.
Lemma 1.6. Let (A, [·, ..., ·]) be an n-Lie algebra and I1, ...., In be ideals of A, then I =
[I1, ..., In] is an ideal of A.
Definition 1.7. Let (A, [·, ..., ·]) be an n-Lie algebra and I be an ideal of A. Define the
derived series of I by:
D0(I) = I and Dp+1(I) = [Dp(I), ..., Dp(I)] ,
and the central descending series of I by:
C0(I) = I and Cp+1(I) = [Cp(I), I, ..., I] .
Definition 1.8. Let (A, [·, ..., ·]) be an n-Lie algebra, and I an ideal of A. The ideal I is
said to be solvable if there exists p ∈ N such that Dp(I) = {0}. It is said to be nilpotent
if there exists p ∈ N such that Cp(I) = {0}.
Definition 1.9. Let (A, [·, ..., ·]) be an n-Lie algebra. The center of A, denoted by Z(A),
is an ideal of A defined by:
Z(A) = {z ∈ A : [z, x1, ..., xn−1] = 0, ∀x1, ..., xn−1 ∈ A} .
Definition 1.10. An n-Lie algebra (A, [·, ..., ·]) is said to be simple if D1(A) 6= {0} and
if it has no ideals other than {0} and A. A direct sum of simple n-Lie algebras is said to
be semi-simple.
1.2 Cohomology of n-Lie algebras
Now, let us recall the main definitions for n-Lie algebras cohomology, for references see
[7], [8], [11] and [15].
Definition 1.11. Let (A, [·, ..., ·]) be an n-Lie algebra. An A-valued p-cochain is a linear
map ψ : (∧n−1A)⊗p−1 ∧ A→ A.
The coboundary operator for the adjoint action is given by :
dpψ(X1, ..., Xp, z) =
p∑
j=1
p∑
k=j+1
(−1)jψ
(
X1, ..., X̂j , ..., Xj ·Xk, ..., Xp, z
)
+
p∑
j=1
(−1)jψ
(
X1, ..., X̂j , ..., Xp, Xj · z
)
+
p∑
j=1
(−1)j+1Xj · ψ
(
X1, ..., X̂j , ..., Xp, z
)
+ (−1)p−1 (ψ(X1, ..., Xp−1, ) ·Xp) · z,
where
ψ(X1, ..., Xp−1, ) ·Xp =
n−1∑
i=1
(
x1p, ..., x
i−1
p , ψ(X1, ..., Xp−1, ..., x
n−1
p
)
.
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Definition 1.12. Let (A, [·, ..., ·]) be an n-Lie algebra. A K-valued p-cochain is a linear
map ψ : (∧n−1A)⊗p−1 ∧ A→ K.
The coboundary operator for the trivial action is given by :
dpψ(X1, ..., Xp, z) =
p∑
j=1
p∑
k=j+1
(−1)jψ
(
X1, ..., X̂j , ..., Xj ·Xk, ..., Xp, z
)
+
p∑
j=1
(−1)jψ
(
X1, ..., X̂j , ..., Xp, Xj · z
)
.
The elements of Zp(A,A) = ker dp (resp. Zp(A,K)) are called p-cocycles, those of
Bp(A,A) = Im dp−1 (resp. Bp(A,K)) are called coboundaries. The quotient Hp = Z
p
Bp
is
the p-th cohomology group. We sometimes add in subscript the representation used in the
cohomology complex, for example Zpad(A,A) denotes the set of p-cocycle for the adjoint
cohomology and Zp0 (A,K) denotes the set of p-cocycle for the scalar cohomology.
In particular, the elements of Z1(A,A) are the derivations. Recall that a derivation of
an n-Lie algebra is a linear map f : A→ A satisfying:
f ([x1, ..., xn]) =
n∑
i=1
[x1, ..., f(xi), ..., xn] , ∀x1, ..., xn ∈ A.
1.3 (n + 1)-Lie algebras induced by n-Lie algebras
In [1] and [2], the authors introduced a construction of a 3-Lie algebra from a Lie algebra,
and more generally an (n+ 1)-Lie algebra from an n-Lie algebra were introduced.
Definition 1.13. Let φ : An → A be an n-linear map and τ : A → K be a linear map.
Define φτ : A
n+1 → A by:
φτ (x1, ..., xn+1) =
n+1∑
k=1
(−1)kτ(xk)φ(x1, ..., xˆk, ..., xn+1), (1.2)
where the hat over xˆk on the right hand side means that xk is excluded, that is φ is
calculated on (x1, . . . , xk−1, xk+1, ..., xn+1).
We will not be concerned with just any linear map τ , but rather maps that have a
generalized trace property. Namely:
Definition 1.14. For φ : An → A, we call a linear map τ : A→ K a φ-trace (or trace) if
τ (φ(x1, . . . , xn)) = 0 for x1, . . . , xn ∈ A.
Lemma 1.15. Let φ : An → A be a skew-symmetric n-linear map and τ a linear map
A→ K. Then φτ is an (n+1)-linear skew-symmetric map. Furthermore, if τ is a φ-trace
then τ is a φτ -trace.
Theorem 1.16. [2] Let (A, φ) be an n-Lie algebra and τ a φ-trace, then (A, φτ ) is an
(n + 1)-Lie algebra. We shall say that (A, φτ ) is induced by (A, φ). We refer to A when
considering the given n-Lie algebra and Aτ when considering the induced (n + 1)-Lie
algebra.
2 Structure of (n + 1)-Lie Algebras induced by n-Lie
Algebras
In this section, we discuss some structure properties of (n + 1)-Lie algebras induced by
n-Lie algebras (subalgebras, ideals, solvability and nilpotency). They generalize to n-ary
case the results obtained in [3] and independently in [5] for ternary algebras.
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Let (A, [·, ..., ·]) be an n-Lie algebra, τ a trace and (A, [·, ..., ·]τ ) the induced (n+1)-Lie
algebra.
Proposition 2.1. If B is a subalgebra of A then B is also a subalgebra of Aτ .
Proof. Let B be a subalgebra of (A, [·, ..., ·]) and x1, ..., xn+1 ∈ B:
[x1, ..., xn+1]τ =
n+1∑
i=1
(−1)i−1τ(xi) [x1, ..., xˆi, ..., xn+1] ,
which is a linear combination of elements of B and then belongs to B.
Proposition 2.2. Let J be an ideal of A. Then J is an ideal of Aτ if and only if
[A, ..., A] ⊆ J or J ⊆ ker τ.
Proof. Let J be an ideal of A, and let j ∈ J and x1, ..., xn ∈ A, then we have:
[x1, ..., xn, j]τ =
n∑
i=1
(−1)i−1τ(xi) [x1, ..., xˆi, ..., xn, j] + (−1)
nτ(j) [x1, ..., xn] .
We have
∑n
i=1(−1)
i−1τ(xi) [x1, ..., xˆi, ..., xn, j] ∈ J , then, to obtain [x1, ..., xn, j]τ ∈ J it
is necessary and sufficient to have τ(j) [x1, ..., xn] ∈ J , which is equivalent to τ(j) = 0 or
[x1, ..., xn] ∈ J .
Theorem 2.3. Let (A, [·, ..., ·]) be an n-Lie algebra, τ a [·, ..., ·]-trace and (A, [·, ..., ·]τ )
the induced (n + 1)-Lie algebra. The (n + 1)-Lie algebra (A, [·, ..., ·]τ ) is solvable, more
precisely D2(Aτ ) = 0 i.e.
(
D1(Aτ ) = [A, ..., A]τ , [·, ..., ·]τ
)
is abelian.
Proof. Let x1, ..., xn+1 ∈ [A, ..., A]τ , xi =
[
x1i , ..., x
n+1
i
]
τ
, ∀1 ≤ i ≤ n+ 1 , then:
[x1, ..., xn+1]τ
=
n+1∑
i=1
τ
([
x1i , ..., x
n+1
i
]
τ
) [[
x11, ..., x
n+1
1
]
τ
, ..., ̂
[
x1i , ..., x
n+1
i
]
τ
, ...
[
x1n+1, ..., x
n+1
n+1
]
τ
]
= 0,
because τ ([·, ..., ·]τ ) = 0.
Remark 2.4 ([10]). Let (A, [·, ..., ·]) be an n-Lie algebra. If we fix a ∈ A, the bracket
[·, ..., ·]a = [a, ..., ·] is skew-symmetric and satisfies the fundamental identity. Indeed, we
have, for
x1, ..., xn−2, y1, ..., yn−1 ∈ A:
[x1, ..., xn−2, [y1, ..., yn−1]a]a = [a, x1, ..., xn−2, [a, y1, ..., yn−1]]
= [[a, x1, ..., xn−2, a] , y1, ..., yn−1]
+
n−1∑
i=1
[a, y1, ..., [a, x1, ...xn−2, yi] , ..., yn−1]
=
n−1∑
i=1
[y1, ..., [x1, ...xn−2, yi]a , ..., yn−1]a .
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Proposition 2.5. Let (A, [·, ..., ·]) be an n-Lie algebra, τ a [·, ..., ·]-trace and (A, [·, ..., ·]τ )
the induced (n + 1)-Lie algebra. Let c ∈ Z(A), if τ(c) = 0 then c ∈ Z(Aτ ). Moreover, if
A is not abelian then τ(c) = 0 if and only if c ∈ Z(Aτ ).
Proof. Let c ∈ Z(A) and x1, ..., xn ∈ A:
[x1, ..., xn, c]τ =
n∑
i=1
(−1)i−1τ(xi) [x1, ..., x̂i, ..., xn, c] + (−1)
nτ(c) [x1, ..., xn]
= (−1)nτ(c) [x1, ..., xn] .
If τ(c) = 0 then c ∈ Z(Aτ ).
Conversely, if c ∈ Z(Aτ ) and A is not abelian, then τ(c) = 0.
Proposition 2.6. Let (A, [·, ..., ·]) be a non-abelian n-Lie algebra, τ a [·, ..., ·]-trace and
(A, [·, ..., ·]τ ) the induced (n+ 1)-Lie algebra. If τ (Z(A)) 6= {0} then Aτ is not abelian.
Proof. Let x1, ..., xn ∈ A such that [x1, ..., xn] 6= 0 and c ∈ Z(A) such that τ(c) 6= 0 then
we have:
[x1, ..., xn, c]τ =
n∑
i=1
(−1)i−1τ(xi) [x1, ..., x̂i, ..., xn, c] + (−1)
nτ(c) [x1, ..., xn]
= (−1)nτ(c) [x1, ..., xn] 6= 0,
which means that Aτ is not abelian.
Proposition 2.7. Let (A, [·, ..., ·]) be an n-Lie algebra, τ be a trace, (A, [·, ..., ·]τ ) the
induced algebra, (Cp(A))p be the central descending series of (A, [·, ..., ·]), and (C
p(Aτ ))p
be the central descending series of (A, [·, ..., ·]τ ). Then we have
Cp(Aτ ) ⊂ C
p(A), ∀p ∈ N.
If there exists u ∈ A such that [u, x1, ..., xn]τ = [x1, ..., xn] , ∀x1, ..., xn ∈ A then:
Cp(Aτ ) = C
p(A), ∀p ∈ N.
Proof. We proceed by induction over p ∈ N. The case of p = 0 is trivial, for p = 1 we
have:
∀x = [x1, ..., xn+1]τ ∈ C
1(Aτ ), x =
n+1∑
i=1
(−1)i−1τ(xi) [x1, ..., xˆi, ..., xn+1] ,
which is a linear combination of elements of C1(A) and then is an element of C1(A).
Suppose now that there exists u ∈ A such that [u, x1, ..., xn]τ = [x1, ..., xn] , ∀x1, ..., xn ∈ A.
Then for x = [x1, ..., xn] ∈ C
1(A), x = [u, x1, ..., xn]τ and hence it is an element of C
1(Aτ ).
Now, we suppose this proposition true for some p ∈ N, and let x ∈ Cp+1(Aτ ). Then
x = [a, x1, ..., xn]τ with x1, ..., xn ∈ A and a ∈ C
p(Aτ ),
x = [a, x1, ..., xn]τ =
n∑
i=1
(−1)iτ(xi) [a, x1, ..., xˆi, ..., xn] , (τ(a) = 0)
which is an element of Cp+1(A) because a ∈ Cp(Aτ ) ⊂ C
p(A). Assume there exists u ∈ A
such that [u, x1, ..., xn]τ = [x1, ..., xn] , ∀x1, ..., xn ∈ A. Then if x ∈ C
p+1(A) we have
x = [a, x1, ..., xn−1] with a ∈ C
p(A) and x1, ..., xn−1 ∈ A. Therefore:
x = [a, x1, ..., xn−1] = [u, a, x1, ..., xn−1]τ = (−1)
n [a, x1, ..., xn−1, i]τ ∈ C
p+1(Aτ ).
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Remark 2.8. It also results from the preceding proposition that
D1(Aτ ) = [A, ..., A]τ ⊂ D
1(A) = [A, ..., A] ,
and if there exists u ∈ A such that
[u, x1, ..., xn]τ = [x1, ..., xn] , ∀x1, ..., xn ∈ A,
then D1(Aτ ) = D
1(A). For the rest of the derived series, we have obviously the first
inclusion by Theorem 2.3, which states also that all induced algebras are solvable.
Theorem 2.9. Let (A, [·, ..., ·]) be an n-Lie algebra, τ be a trace and (A, [·, ..., ·]τ ) the in-
duced (n+1)-Lie algebra. Then, if (A, [·, ..., ·]) is nilpotent of class p, we have (A, [·, ..., ·]τ )
is nilpotent of class at most p. Moreover, if there exists u ∈ A such that [u, x1, ..., xn]τ =
[x1, ..., xn] , ∀x1, ..., xn ∈ A, then (A, [·, ..., ·]) is nilpotent of class p if and only if (A, [·, ..., ·]τ )
is nilpotent of class p.
Proof. 1. Suppose that (A, [·, ..., ·]) is nilpotent of class p ∈ N, then Cp(A) = {0}.
By the preceding proposition, Cp(Aτ ) ⊆ C
p(A) = {0}, therefore (A, [·, ..., ·]τ ) is
nilpotent of class at most p.
2. We suppose now that (A, [·, ..., ·]τ ) is nilpotent of class p ∈ N, and that there exists
u ∈ A such that [u, x1, ..., xn]τ = [x1, ..., xn] , ∀x1, ..., xn ∈ A, then C
p(Aτ ) = {0}.
By the preceding proposition, Cp(A) = Cp(Aτ ) = {0}. Therefore (A, [·, ..., ·]) is
nilpotent, since Cp−1(A) = Cp−1(Aτ ) 6= {0}, (A, [·, ..., ·]τ ) and (A, [·, ..., ·]) have the
same nilpotency class.
3 Central Extension of (n+1)-Lie Algebras induced by
n-Lie Algebras
In this section, we study central extensions of (n + 1)-Lie algebras induced by n-Lie
algebras. We racall first some basics.
Definition 3.1. Let A,B,C be three n-Lie algebras (n ≥ 2). An extension of B by A is
a short sequence:
A
λ
→ C
µ
→ B,
such that λ is an injective homomorphism, µ is a surjective homomorphism, and
Imλ ⊂ kerµ. We say also that C is an extension of B by A.
Definition 3.2. Let A, B be two n-Lie algebras, and A
λ
→ C
µ
→ B be an extension of B
by A.
• The extension is said to be trivial if there exists an ideal I of C such that
C = kerµ⊕ I.
• It is said to be central if kerµ ⊂ Z(C).
We may equivalently define central extensions by a 1-dimensional algebra (we will
simply call it central extension) this way:
Definition 3.3. Let A be an n-Lie algebra. We call central extension of A the space
A¯ = A⊕Kc equipped with the bracket:
[x1, ..., xn]c = [x1, ..., xn] + ω (x1, ..., xn) c and [x1, ..., xn−1, c]c = 0, ∀x1, ..., xn ∈ A,
where ω is a skew-symmetric n-linear form such that [·, ..., ·]c satisfies the Nambu identity
(or Jacobi identity for n = 2).
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Proposition 3.4 ([8]). 1. The bracket of a central extension satisfies the fundamental
identity (resp. Jacobi identity) if and only if ω is a 2-cocycle for the scalar cohomol-
ogy of n-Lie algebras (resp. Lie algebras).
2. Two central extensions of an n-Lie algebra (resp. Lie algebra) A given by two maps
ω1 and ω2 are isomorphic if and only if ω2 − ω1 is a 2-coboundary for the scalar
cohomology of n-Lie algebras (resp. Lie algebras).
Proof. 1. Let (A, [·, ..., ·]) be an n-Lie algebra, let ω be a skew-symmetric n-linear form
on A. Define on A¯ = A⊕Kc the bracket [·, ..., ·]c by:
[x1, ..., xn]c = [x1, ..., xn] + ω(x1, ..., xn)c, ∀x1, ..., xn ∈ A
and
[x1, ..., xn−1, c]c = 0, ∀x1, ..., xn−1 ∈ A
X ·c (Y ·c z)− (X ·c Y ) ·c z − Y ·c (X ·c z) = X ·c (Y · z + ω(Y, z)c)
−
(
X · Y +
n−1∑
i=1
(y1, ..., yi−1, ω(X, yi)c, ..., yn−1)
)
·c z
− Y ·c (X · z + ω(X, z)c)
= X ·c (Y · z)− (X · Y ) ·c z − Y ·c (X · z)
= X · (Y · z) + ω(X,Y · z)c
− (X · Y ) · z − ω(X · Y, z)c
− Y ·c (X · z)− ω(Y,X · z)c
= X · (Y · z)− (X · Y ) · z − Y ·c (X · z)
+ ω(X,Y · z)c− ω(X · Y, z)c− ω(Y,X · z)c
= d2ω(X,Y, z)c.
That is, fundamental identity is satisfied if and only if ω is a 2-cocycle for the scalar
cohomology of A.
2. Let ω1, ω2 ∈ Z
2(A,K) such that ω2 − ω1 = α([·, ..., ·]), with α ∈ C1(A,K). Let
(A¯, [·, ..., ·]ω1) and (A¯, [·, ..., ·]ω2) be two central extensions of A defined by ω1 and ω2
respectively. Consider
f : (A¯, [·, ..., ·]ω1)→ (A¯, [·, ..., ·]ω2)
defined by:
f(x) = x+ α(PA(x))c,
where PA is the projection of range A. We have:
f([x1, ..., xn]ω1) = [x1, ..., xn] + ω1(x1, ..., xn)c+ α([x1, ..., xn])c
= [x1, ..., xn] + ω2(x1, ..., xn)c
= [x1, ..., xn]ω2
= [x1 + α(PA(x1))c, ..., xn + α(PA(xn))c]ω2
= [f(x1), ..., f(xn)]ω2 ,
8
that means f is an n-Lie algebras homomorphism. Let’s prove now that it is an
isomorphism:
ker(f) = {x ∈ A¯ : f(x) = 0}
= {x ∈ A¯ : x+ α(PA(x))c = 0}
= {x ∈ A¯ : PA(x) + (xc + α(PA(x)))c = 0}(x = PA(x) + xcc)
= {x ∈ A¯ : PA(x) = 0 and xc + α(PA(x)) = 0} = {0},
which means that f is injective. Therefore one concludes, when A is finite dimen-
sional, that it is bijective. We prove now that f is surjective, so the result holds in
infinite dimensional case:
Im(f) = {f(x) : x ∈ A¯}
= {x+ α(PA(x))c : x ∈ A¯}
= {PA(x) + (xc + α(PA(x)))c : x = PA(x) + xcc ∈ A¯} = A¯,
which means that f is an n-Lie algebras isomorphism.
Now, we look at the question of whether a central extension of an n-Lie algebra may
give rise to a central extension of the induced (n+ 1)-Lie algebra (by some trace τ), the
answer is given in the following theorem:
Theorem 3.5. Let (A, [·, ..., ·]) be an n-Lie algebra, τ be a trace and (A, [·, ..., ·]τ ) be the
induced (n+ 1)-Lie algebra. Let
(
A¯, [·, ..., ·]c
)
be a central extension of (A, [·, ..., ·]), where
A¯ = A⊕Kc and [x1, ..., xn]c = [x1, ..., xn] + ω (x1, ..., xn) c,
and assume that τ extends to A¯ by τ(c) = 0. Then the (n+ 1)-Lie algebra
(
A¯, [·, ..., ·]c,τ
)
induced by
(
A¯, [·, ..., ·]c
)
, is a central extension of (A, [·, ..., ·]τ ), where
[x1, ..., xn]c,τ = [x1, ..., xn+1]τ + ωτ (x1, ..., xn+1) c
with
ωτ (x1, ..., xn+1) =
n+1∑
i=1
(−1)i−1τ (xi)ω(x1, ..., xˆi, ..., xn+1).
Proof. Let x1, ..., xn+1 ∈ A:
[x1, ..., xn+1]c,τ =
n+1∑
i=1
(−1)i−1τ (xi) [x1, ..., xˆi, ..., xn+1]c
=
n+1∑
i=1
(−1)i−1τ (xi) ([x1, ..., xˆi, ..., xn+1] + ω(x1, ..., xˆi, ..., xn+1)c)
=
n+1∑
i=1
(−1)i−1τ (xi) [x1, ..., xˆi, ..., xn+1]
+
(
n+1∑
i=1
(−1)i−1τ (xi)ω(x1, ..., xˆi, ..., xn+1)
)
c
= [x1, ..., xn+1]τ + ωτ (x1, ..., xn+1) c.
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The map ωτ (x1, ..., xn+1) =
∑n+1
i=1 (−1)
i−1τ (xi)ω(x1, ..., xˆi, ..., xn+1) is a skew-symmetric
(n+ 1)-linear form, and [·, ..., ·]c,τ satisfies the fundamental identity. We have also:
[x1, ..., xn, c]c,τ =
n∑
i=1
(−1)i−1τ (xi) [x1, ..., xˆi, ..., c]c + (−1)
nτ(c) [x1, ..., xn]
= 0.
( [
xi1 , ..., xin−1 , c
]
c
= 0 and τ (c) = 0.
)
Therefore
(
A¯, [·, ..., ·]c,τ
)
is a central extension of (A, [·, ..., ·]τ ).
4 Cohomology of (n+1)-Lie algebras induced by n-Lie
algebras
In this section, we study the connections between the cohomology of a given n-Lie algebra
and the cohomology of the induced (n+ 1)-Lie algebra.
Let (A, [·, ..., ·]) be an n-Lie algebra, τ a trace and (A, [·, ..., ·]τ ) the induced (n+1)-Lie
algebra. Then we have the following correspondence between 1-cocycles and 2-cocycles of
(A, [·, ..., ·]) and those of (A, [·, ..., ·]τ ).
Lemma 4.1. If f : A→ A is a derivation of an n-Lie algebra and τ is a trace map, then
τ ◦ f is a trace.
Proof. For all x, y ∈ A, we have
τ (f ([x1, ..., xn])) = τ
(
n∑
i=1
[x1, ..., xi−1, f(xi), xi+1, ..., xn]
)
=
n∑
i=1
τ ([x1, ..., xi−1, f(xi), xi+1, ..., xn]) = 0.
Proposition 4.2. Let f : A → A be a derivation of the n-Lie algebra A, then f is a
derivation of the induced (n+ 1)-Lie algebra if and only if
[x1, ..., xn+1]τ◦f = 0, ∀x1, ..., xn+1 ∈ A.
Proof. Let f be a derivation of A and x1, ..., xn+1 ∈ A:
f ([x1, ..., xn+1]τ ) = f
(
n+1∑
i=1
(−1)i−1τ(xi) [x1, ..., x̂i, ..., xn+1]
)
=
n+1∑
i=1
(−1)i−1τ(xi)f ([x1, ..., x̂i, ..., xn+1])
=
n+1∑
i=1
(−1)i−1τ(xi)
n+1∑
j=1;j 6=i
[x1, ..., f(xj), ..., x̂i, ..., xn+1]
=
n+1∑
j=1
n+1∑
i=1;i6=j
(−1)i−1τ(xi) [x1, ..., f(xj), ..., x̂i, ..., xn+1]
+
n+1∑
j=1
(−1)j−1τ (f(xj)) [x1, ..., x̂j , ..., xn+1]−
n+1∑
j=1
(−1)j−1τ (f(xj)) [x1, ..., x̂j , ..., xn+1]
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=n+1∑
j=1
n+1∑
i=1;i6=j
(−1)i−1τ(xi) [x1, ..., f(xj), ..., x̂i, ..., xn+1]
+
n+1∑
j=1
(−1)j−1τ (f(xj)) [x1, ..., x̂j , ..., xn+1]−
n+1∑
j=1
(−1)j−1τ (f(xj)) [x1, ..., x̂j , ..., xn+1]
=
n+1∑
j=1
[x1, ..., xj−1, f(xj), xj+1, ..., xn+1]τ −
n+1∑
j=1
(−1)j−1τ (f(xj)) [x1, ..., x̂j , ..., xn+1] .
We provide in the following two examples of computations that illustrate the Propo-
sition above. In the sequel, (ei)1≤i≤dimg stands for the basis of a Lie algebra g and for
x ∈ g, (xi)1≤i≤dimg are its coordinates with respect to this basis.
Example 4.3 ([3]). Let gl2(K) be the 4-dimensional Lie algebra defined by:
[e1, e2] = 2e2; [e1, e3] = −2e3; [e2, e3] = e1.
It induces (by the trace τ(x) = x4) a 3-Lie algebra defined with respect to the same basis
by:
[e1, e2, e4] = 2e2; [e1, e3, e4] = −2e3; [e2, e3, e4] = e1.
The derivations of the Lie algebra are defined as:
f(e1) = −2a1e2 − 2a2e3,
f(e2) = a2e1 + a3e2,
f(e3) = a1e1 + a3e3,
f(e4) = a4e4,
where a1, ..., a4 are parameters. The first cohomology group H
1(gl2(K), gl2(K)) is one-
dimensional and is spanned by f1 defined as:
f1(e4) = e4; f1(ei) = 0 for i 6= 4.
While the derivations of the corresponding 3-Lie algebra are defined by:
g(e1) = a1e1 − 2a2e2 − 2a3e3,
g(e2) = a3e1 + a4e2,
g(e3) = a2e1 + (2a1 − a4)e3,
g(e4) = a5e1 + a6e2 + a7e3 + a1e4,
where a1, ..., a7 are parameters. The cohomology group is also one-dimensional. It turns
out that
dimZ1(gl2(K), gl2(K)) = 4 and dimZ
1(gl2(K)τ , gl2(K)τ ) = 7
and
dimH1(gl2(K), gl2(K)) = dimH
1(gl2(K)τ , gl2(K)τ ).
Observe that the cohomology class generating H1(gl2(K), gl2(K)) is not included in Z
1(gl2(K)τ , gl2(K)τ ).
The cohomology group H1(gl2(K)τ , gl2(K)τ ) is spanned by g1 defined as:
g1(e1) = e1; g1(e2) = 0; g1(e3) = 2e3; g1(e4) = e4.
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Example 4.4 ([3]). We consider the two Lie algebras M4, M5 and M8. See Theorem
5.7 for the definitions. For M4, with the trace τ defined by τ(x) = x1 + x2 + x4, we still
have the same dimensions
dimH1(M4,M4) = dimH1(M4τ ,M
4
τ ) = 6.
While (with τ(x) = x1)
dimH1(M5,M5) = 8,
dimH1(M5τ ,M
5
τ ) = 9,
and (with τ(x) = x1 + x3)
dimH1(M8,M8) = 0
dimH1(M8τ ,M
8
τ ) = 4.
We conjecture that, for a Lie algebra g:
dimZ1(g, g) ≤ dimZ1(gτ , gτ )
and
dimH1(g, g) ≤ dimH1(gτ , gτ ).
Now, we consider the 2-cocycles of an (n+1)-Lie algebra induced by an n-Lie algebra.
Proposition 4.5. Let (A, [·, ..., ·]) be an n-Lie algebra, τ be a trace and (A, [·, ..., ·]τ ) be
the induced (n+ 1)-Lie algebra. Let ϕ ∈ Z2ad(A,A) such that:
1.
∑n
i=1
∑n
k=1;k 6=i(−1)
k+n−1τ(yi)τ(yk)ϕ(y1, ..., ŷk, ..., yi−1, Xn · xn, yi+1, ..., yn, z),
2.
∑n
i=1
∑n
k=1;k 6=i(−1)
n+k−1τ(yi)τ(yk) [y1, ..., ŷk, ..., yi−1, ϕ(Xn, xn), ..., yn, z],
3. τ ◦ ϕ = 0.
Then ϕτ (X, z) =
∑n
i=1(−1)
i−1τ(xi)ϕ(Xi, z) + (−1)
nτ(z)ϕ(Xn, xn) is a 2-cocycle of the
induced (n+ 1)-Lie algebra.
Proof. Let ϕ ∈ Z2ad(A,A) such that the conditions above are satisfied, and let
ϕτ (X, z) =
n∑
i=1
(−1)i−1τ(xi)ϕ(Xi, z) + (−1)
nτ(z)ϕ(Xn, xn).
Then we have:
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d2ϕτ (X,Y, z) = −ϕτ (X · Y, z)− ϕτ (Y,X · z) + ϕτ (X,Y · z)
− (ϕτ (X, ·) · Y ) · z − Y · ϕτ (X, z) +X · ϕτ (Y, z)
= −
n∑
j=1
n∑
k=1
(−1)j+kτ(xj)τ(xk)ϕ(Xj · Yk, z)
−
n∑
j=1
n∑
i=1
(−1)j+n−1τ(xj)τ(z)ϕ(y1, ..., yi−1, Xj · yi, yi+1, ..., yn)
−
n∑
i=1
n∑
k=1;k 6=i
(−1)k+n−1τ(yi)τ(yk)ϕ(y1, ..., ŷk, ..., yi−1, Xn · xn, yi+1, ..., yn, z)
−
n∑
i=1
τ(yi)τ(z)ϕ(y1, ..., yi−1, Xn · xn, yi+1, ..., yn)
−
n∑
j=1
n∑
k=1
(−1)j+kτ(xj)τ(yk)ϕ(Yk, Xj · z)−
n∑
i=1
(−1)i+n−1τ(yi)τ(z)ϕ(Yi, Xn · xn)
+
n∑
j=1
n∑
k=1
(−1)j+kτ(xj)τ(yk)ϕ(Xj , Yk · z) +
n∑
j=1
(−1)j+n−1τ(xj)τ(z)ϕ(Xj , Yn · yn)
−
n∑
j=1
n∑
k=1
(−1)j+kτ(xj)τ(yk) (ϕτ (Xj , ·) · Yk) · z
−
n∑
i=1
n∑
j=1
(−1)n+j−1τ(xj)τ(z) [y1, ..., yi−1, ϕ(Xj , yi), ..., yn]
−
n∑
i=1
n∑
k=1;k 6=i
(−1)n+k−1τ(yi)τ(yk) [y1, ..., ŷk, ..., yi−1, ϕ(Xn, xn), ..., yn, z]
−
n∑
i=1
τ(yi)τ(z) [y1, ..., yi−1, ϕ(Xn, xn), ..., yn]−
n∑
j=1
n∑
k=1
(−1)j+kτ(xj)τ(yk)Yk · ϕ(Xj , z)
−
n∑
i=1
(−1)i+n−1τ(yi)τ(z)Yi · ϕ(Xn, xn) +
n∑
j=1
n∑
k=1
(−1)j+kτ(xj)τ(yk)Xj · ϕ(Yk, z)
+
n∑
j=1
(−1)j+n−1τ(xj)τ(z)Xj · ϕ(Yn, yn)−
n∑
i=1
n∑
j=1
(−1)i+jτ(xj)τ(ϕ(Xj , yi))Yi · z
−
n∑
i=1
(−1)i+n−1τ(xj)τ(ϕ(Xj , yi))Yi · z
−
n∑
i=1
(−1)n+i−1τ(xi)τ(ϕ(Xi, z)Yn · yn − τ(z)τ(ϕ(Xn, xn))Yn · yn
+
n∑
i=1
(−1)n+i−1τ(yi)τ(ϕ(Yi, z)Xn · xn − τ(z)τ(ϕ(Yn, yn))Xn · xn
=
n∑
j=1
n∑
k=1
(−1)j+kτ(xj)τ(xk)d
2ϕ(Xj , Yk, z)
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−n∑
j=1
(−1)j+n−1τ(xj)τ(z)
(
n−1∑
i=1
ϕ(y1, ..., yi−1, Xj · yi, yi+1, ..., yn−1, yn) + ϕ(Yn, Xj · yn)
)
+
n∑
j=1
τ(xj)τ(z)ϕ(Xj , Yn · yn)
−
n∑
j=1
(−1)j+n−1τ(xj)τ(z)
(
n−1∑
i=1
[y1, ..., yi−1, Xj · yi, yi+1, ..., yn−1, yn] + Yn · ϕ(Xj , yn)
)
+
n∑
j=1
τ(xj)τ(z)Xj · ϕ(Yn, yn)−
n∑
i=1
τ(yi)τ(z)
(
(−1)n−i + (−1)n+i−1
)
ϕ(Yi, Xn · xn)
−
n∑
i=1
n∑
k=1;k 6=i
(−1)k+n−1τ(yi)τ(yk)ϕ(y1, ..., ŷk, ..., yi−1, Xn · xn, yi+1, ..., yn, z)
−
n∑
i=1
n∑
k=1;k 6=i
(−1)n+k−1τ(yi)τ(yk) [y1, ..., ŷk, ..., yi−1, ϕ(Xn, xn), ..., yn, z]
−
n∑
i=1
τ(yi)τ(z) [y1, ..., yi−1, ϕ(Xn, xn), ..., yn]
−
n∑
i=1
n∑
j=1
(−1)i+jτ(xj)τ(ϕ(Xj , yi))Yi · z −
n∑
i=1
(−1)i+n−1τ(xj)τ(ϕ(Xj , yi))Yi · z
−
n∑
i=1
(−1)n+i−1τ(xi)τ(ϕ(Xi, z)Yn · yn − τ(z)τ(ϕ(Xn, xn))Yn · yn
+
n∑
i=1
(−1)n+i−1τ(yi)τ(ϕ(Yi, z)Xn · xn + τ(z)τ(ϕ(Yn, yn))Xn · xn
=
n∑
j=1
n∑
k=1
(−1)j+kτ(xj)τ(xk)d
2ϕ(Xj , Yk, z) +
n∑
j=1
(−1)j+n−1τ(xj)τ(z)d
2ϕ(Xj , Yn, yn)
−
n∑
i=1
n∑
k=1;k 6=i
(−1)k+n−1τ(yi)τ(yk)ϕ(y1, ..., ŷk, ..., yi−1, Xn · xn, yi+1, ..., yn, z)
−
n∑
i=1
n∑
k=1;k 6=i
(−1)n+k−1τ(yi)τ(yk) [y1, ..., ŷk, ..., yi−1, ϕ(Xn, xn), ..., yn, z]
−
n∑
i=1
n∑
j=1
(−1)i+jτ(xj)τ(ϕ(Xj , yi))Yi · z −
n∑
i=1
(−1)i+n−1τ(xj)τ(ϕ(Xj , yi))Yi · z
−
n∑
i=1
(−1)n+i−1τ(xi)τ(ϕ(Xi, z)Yn · yn − τ(z)τ(ϕ(Xn, xn))Yn · yn
+
n∑
i=1
(−1)n+i−1τ(yi)τ(ϕ(Yi, z)Xn · xn + τ(z)τ(ϕ(Yn, yn))Xn · xn
= 0.
Proposition 4.6. Every 1-cocycle for the scalar cohomology of an n-Lie algebra (A, [·, ..., ·])
is a 1-cocycle for the scalar cohomology of the induced (n + 1)-Lie algebra. Notice that
1-cocycles for the scalar cohomology are exactly traces.
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Proof. Let ω be a 1-cocycle for the scalar cohomology of (A, [·, ..., ·]), then
∀x1, ..., xn−1, z ∈ A, d
1ω(x1, ..., xn−1, z) = ω ([x1, ..., xn−1, z]) = 0,
which is equivalent to [A, ..., A] ⊂ kerω. By Remark 2.8, [A, ..., A]τ ⊂ [A, ..., A] and then
[A, ..., A]τ ⊂ kerω, that is
∀x1, ..., xn, z ∈ A,ω ([x1, ..., xn, z]τ ) = d
1ω (x1, ..., xn, z) = 0.
It means that ω is a 1-cocycle for the scalar cohomology of (A, [·, ..., ·]τ ).
Proposition 4.7. Let α ∈ Z20 (A,K) such that:
n∑
i=1
n∑
k=1;k 6=i
(−1)k+n−1τ(yi)τ(yk)α(y1, ..., ŷk, ..., yi−1, Xn · xn, yi+1, ..., yn, z) = 0.
Then ατ (X, z) =
∑n
i=1(−1)
i−1τ(xi)α(Xi, z) + (−1)
nτ(z)α(Xn, xn) is a 2-cocycle of
the induced (n+ 1)-Lie algebra.
Proof. Let α ∈ Z20 (A,K) satisfying the condition above, and let
ατ (X, z) =
n∑
i=1
(−1)i−1τ(xi)α(Xi, z) + (−1)
nτ(z)α(Xn, xn).
Then we have:
d2ατ (X,Y, z) = −ατ (X · Y, z)− ατ (Y,X · z) + ατ (X,Y · z)
= −
n∑
j=1
n∑
k=1
(−1)j+kτ(xj)τ(xk)α(Xj · Yk, z)
−
n∑
j=1
n∑
i=1
(−1)j+n−1τ(xj)τ(z)α(y1, ..., yi−1, Xj · yi, yi+1, ..., yn)
−
n∑
i=1
n∑
k=1;k 6=i
(−1)k+n−1τ(yi)τ(yk)α(y1, ..., ŷk, ..., yi−1, Xn · xn, yi+1, ..., yn, z)
−
n∑
i=1
τ(yi)τ(z)α(y1, ..., yi−1, Xn · xn, yi+1, ..., yn)
−
n∑
j=1
n∑
k=1
(−1)j+kτ(xj)τ(yk)α(Yk, Xj · z)−
n∑
i=1
(−1)i+n−1τ(yi)τ(z)α(Yi, Xn · xn)
+
n∑
j=1
n∑
k=1
(−1)j+kτ(xj)τ(yk)α(Xj , Yk · z) +
n∑
j=1
(−1)j+n−1τ(xj)τ(z)α(Xj , Yn · yn)
=
n∑
j=1
n∑
k=1
(−1)j+kτ(xj)τ(xk)d
2α(Xj , Yk, z)
−
n∑
j=1
(−1)j+n−1τ(xj)τ(z)
(
n−1∑
i=1
α(y1, ..., yi−1, Xj · yi, yi+1, ..., yn−1, yn) + α(Yn, Xj · yn)
)
+
n∑
j=1
τ(xj)τ(z)α(Xj , Yn · yn)−
n∑
i=1
τ(yi)τ(z)
(
(−1)n−i + (−1)n+i−1
)
α(Yi, Xn · xn)
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−n∑
i=1
n∑
k=1;k 6=i
(−1)k+n−1τ(yi)τ(yk)α(y1, ..., ŷk, ..., yi−1, Xn · xn, yi+1, ..., yn, z)
=
n∑
j=1
n∑
k=1
(−1)j+kτ(xj)τ(xk)d
2α(Xj , Yk, z) +
n∑
j=1
(−1)j+n−1τ(xj)τ(z)d
2α(Xj , Yn, yn)
−
n∑
i=1
n∑
k=1;k 6=i
(−1)k+n−1τ(yi)τ(yk)α(y1, ..., ŷk, ..., yi−1, Xn · xn, yi+1, ..., yn, z)
= 0.
Lemma 4.8. Let α ∈ C1(A,K). Then:
d1τα (x1, ..., xn+1) =
n+1∑
i=1
(−1)i−1τ(xi)d
1α (x1, ..., x̂i, ..., xn+1) , ∀x1, ..., xn+1 ∈ A,
where dpτ is the coboundary operator for the cohomology complex of Aτ .
Proof. Let α ∈ C1(A,K), x1, ..., xn+1 ∈ A, then we have:
d1τα (x1, ..., xn+1) = α ([x1, ..., xn+1]τ )
=
n+1∑
i=1
(−1)i−1τ(xi)α ([x1, ..., x̂i, ..., xn+1])
=
n+1∑
i=1
(−1)i−1τ(xi)d
1α (x1, ..., x̂i, ..., xn+1) .
Proposition 4.9. Let ϕ1, ϕ2 ∈ Z
2
0 (A,K) satisfying conditions of Theorem 4.7. If ϕ1, ϕ2
are in the same cohomology class then ψ1, ψ2 defined by:
ψi (x1, ..., xn+1) =
n+1∑
j=1
(−1)j−1τ (xj)ϕi (x1, ..., x̂j , ..., xn+1) , i = 1, 2,
are in the same cohomology class.
Proof. Let ϕ1, ϕ2 ∈ Z
2
0 (A,K) be two cocycles in the same cohomology class, that is
ϕ2 − ϕ1 = d
1α, α ∈ C1(A,K)
satisfying conditions of Theorem 4.7, and
ψi (x1, ..., xn+1) =
n+1∑
j=1
(−1)j−1τ (xj)ϕi (x1, ..., x̂j , ..., xn+1) , i = 1, 2.
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Then we have:
ψ2 (x1, ..., xn+1)− ψ1 (x1, ..., xn+1) =
n+1∑
j=1
(−1)j−1τ (xj) (ϕ2 (x1, ..., x̂j , ..., xn+1)
−
n+1∑
j=1
(−1)j−1τ (xj)ϕ1 (x1, ..., x̂j , ..., xn+1))
=
n+1∑
j=1
(−1)j−1τ (xj) (ϕ2 − ϕ1) (x1, ..., x̂j , ..., xn+1)
=
n+1∑
j=1
(−1)j−1τ (xj) d1α (x1, ..., x̂j , ..., xn+1)
= d1τα (x1, ..., xn+1) .
That means that ψ1 and ψ2 are in the same cohomology class.
Example 4.10 ([3]). Consider the 4-dimensional Lie algebra (A, [., .]) defined with respect
to basis {e1, e2, e3, e4} by:
[e2, e4] = e3 ; [e3, e4] = e3,
(remaining brackets are either obtained by skew-symmetry or zero), and let ω be a skew-
symmetric bilinear form on A. The map ω is fully defined by the scalars
ωij = ω (ei, ej) , 1 ≤ i < j ≤ 4.
By solving the equations for ω to be a 2-cocycle, that is d2ω(ei, ej , ek) = 0 for 1 ≤ i < j <
k ≤ 4, we get:
ω13 = 0 and ω23 = 0.
Now, let α be a linear form on A, defined by α (ei) = αi, 1 ≤ i ≤ 4. We find that
d1α (e2, e4) = d
1α (e3, e4) = α3 and d
1α (ei, ej) = 0 for other values of i and j (i < j).
Now consider the trace map τ such that τ (e1) = 1 and τ (ei) = 0, i 6= 1, and the 2-cocycles
λ and µ defined by:
λ (e1, e2) = 1
and
µ (e2, e4) = 1 ; µ (e3, e4) = −1.
Central extensions of (A, [., .]) by λ and µ are respectively given by (A¯ = A⊕Kc):
[e1, e2]λ = c ; [e2, e4]λ = e3 ; [e3, e4]λ = e3
and
[e2, e4]µ = e3 + c ; [e3, e4]µ = e3 − c.
The 3-Lie algebras induced by (A, [., .]) and by these central extensions are given by:
[e1, e2, e4]τ = e3 ; [e1, e3, e4]τ = e3,
[e1, e2, e4]τ,λ = e3 ; [e1, e3, e4]τ,λ = e3,
and
[e1, e2, e4]τ,µ = e3 + c ; [e1, e3, e4]τ,µ = e3 − c.
We can see that here the central extension given by λ induces a trivial one, while the
one given by µ induces a non-trivial one. This example shows also that the converse of
Proposition 4.9 is, in general, not true.
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5 On classification of (n + 1)-Lie Algebras Induced by
n-Lie Algebras
In this section, we give a list of all (n + 1)-Lie algebras induced by n-Lie algebras in
dimension d ≤ n+ 2, based on the classifications given in [10] and [6]. It generalizes the
results obtained in [3], which part of them were found independently in [5]. To this end,
we shall use the following result:
Proposition 5.1. Let (A, [·, ..., ·]) be an (n+ 1)-Lie algebra, and (ei)1≤i≤d a basis of A.
If there exists ei0 in this basis, such that the multiplication table of (A, [·, ..., ·]) is given
by:
[ei0 , ej1 , ..., ejn ] = xj1...jn ∈ A, jk 6= i0 (1 ≤ k ≤ n) and jk : 1 ≤ k ≤ n are all different,
with ei0 and xj1...jn linearly independent, then the (n+1)-Lie algebra (A, [·, ..., ·]) is induced
by an n-Lie algebra.
Proof. We define an n-linear skew-symmetric map [·, ..., ·]0 on A and a form τ : A → K
by:
[ej1 , ..., ejn ]0 = xj1...jn ∈ A, jk 6= i0 (1 ≤ k ≤ n); jk : 1 ≤ k ≤ n are all different,[
ei0 , ej1 , ..., ejn−1
]
0
= 0
and
τ(x) = τ
(
d∑
k=0
xkek
)
= xi0 .
The bracket [·, ..., ·]0 satisfies the fundamental identity:
[x1, ..., xn−1, [y1, ..., yn]]0 = [ei0 , x1, ..., xn−1, [ei0 , y1, ..., yn]]
= [[ei0 , x1, ..., xn−1, ei0 ] , y1, ..., yn]
+
n∑
k=1
[ei0 , y1, ..., yi−1, [ei0 , x1, ..., xn−1, yi] , yi+1, ..., yn]
=
n∑
k=1
[y1, ..., yi−1, [x1, ..., xn−1, yi] , yi+1, ..., yn]0 .
The obtained n-Lie bracket [·, ..., ·] and the trace τ given above indeed induce the (n+1)-
Lie bracket:
[ei0 , ej1 , ..., ejn ]0,τ = τ(ei0 ) [ej1 , ..., ejn ]0 +
n∑
k=1
(−1)kτ(ejk)
[
ei0 , ej1 , ..., ejk−1 , ejk+1 , ..., ejn
]
0
= τ(ei0 ) [ej1 , ..., ejn ]0
= xj1...jn
= [ei0 , ej1 , ..., ejn ] .
For i 6= i0:
[ei, ej1 , ..., ejn ]0,τ = τ(ei) [ej1 , ..., ejn ] +
n∑
k=1
(−1)kτ(ejk )
[
ei, ej1 , ..., eji−1 , eji+1 , ..., ejn
]
= 0 = [ei, ej1 , ..., ejn ] .
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Theorem 5.2 ([10] n-Lie algebras of dimension less than or equal to n+ 1). Any n-Lie
algebra A of dimension less than or equal to n + 1 is isomorphic to one of the follow-
ing n-ary algebras: (omitted brackets are either obtained by skew-symmetry or 0, we set
(ei)1≤i≤dimA to be a basis of A)
1. If dimA < n then A is abelian.
2. If dimA = n, then we have 2 cases:
(a) A is abelian.
(b) [e1, ..., en] = e1.
3. if dimA = n+ 1 then we have the following cases:
(a) A is abelian.
(b) [e2, ..., en+1] = e1.
(c) [e1, ..., en] = e1.
(d) [e1, ..., en−1, en+1] = aen + ben+1; [e1, ..., en] = cen + den+1, with C =
(
a b
c d
)
an invertible matrix. Two such algebras, defined by matrices C1 and C2, are
isomorphic if and only if there exists a scalar α and an invertible matrix B such
that C2 = αBC1B
−1.
(e) [e1, ..., êi, ..., en] = aiei for 1 ≤ i ≤ r, 2 < r = dimD
1(A) ≤ n, ai 6= 0
(f) [e1, ..., êi, ..., en] = aiei for 1 ≤ i ≤ n+ 1 which is simple.
Theorem 5.3 ([6] (n + 2)-dimensional n-Lie algebras). Let K be an algebraically closed
field. Any (n+2)-dimensional n-Lie algebra A is isomorphic to one of the n-ary algebras
listed below, where A1 denotes [A, ..., A] and (ei)1≤i≤n+2 being a basis:
1. If dimA1 = 0 then A is abelian.
2. If dimA1 = 1, let A1 = 〈e1〉, then we have
(a) A1 ⊆ Z(A) : [e2, ..., en+1] = e1.
(b) A1 * Z(A) : [e1, ..., en] = e1.
3. If dimA1 = 2, let A1 = 〈e1, e2〉, then we have
(a) [e2, ..., en+1] = e1; [e3, ..., en+2] = e2.
(b) [e2, ..., en+1] = e1; [e2, e4, ..., en+2] = e2; [e1, e4, ..., en+2] = e1.
(c) [e2, ..., en+1] = e1; [e1, e3, ..., en+1] = e2.
(d) [e2, ..., en+1] = e1; [e1, e3, ..., en+1] = e2; [e2, e4, ..., en+2] = e2;
[e1, e4, ..., en+2] = e1.
(e) [e2, ..., en+1] = αe1 + e2; [e1, e3, ..., en+1] = e2.
(f) [e2, ..., en+1] = αe1 + e2; [e1, e3, ..., en+1] = e2; [e2, e4, ..., en+2] = e2;
[e1, e4, ..., en+2] = e1.
(g) [e1, e3, ..., en+1] = e1; [e2, e3, ..., en+1] = e2.
where α ∈ K \ {0}
4. If dimA1 = 3, let A1 = 〈e1, e2, e3〉, then we have
(a) [e2, ..., en+1] = e1; [e2, e4, ..., en+2] = −e2; [e3, ..., en+2] = e3.
(b) [e2, ..., en+1] = e1; [e3, ..., en+2] = e3+αe2; [e2, e4, ..., en+2] = e3; [e1, e4, ..., en+2] =
e1.
(c) [e2, ..., en+1] = e1; [e3, ..., en+2] = e3; [e2, e4, ..., en+2] = e2; [e1, e4, ..., en+2] =
2e1.
(d) [e2, ..., en+1] = e1; [e1, e3, ..., en+1] = e2; [e1, e2, e4, ..., en+1] = e3.
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(e) [e1, e4, ..., en+2] = e1; [e2, e4, ..., en+2] = e3; [e3, ..., en+2] = βe2 + (1 + β)e3,
β ∈ K \ {0, 1}.
(f) [e1, e4, ..., en+2] = e1; [e2, e4, ..., en+2] = e2; [e3, ..., en+2] = e3.
(g) [e1, e4, ..., en+2] = e2; [e2, e4, ..., en+2] = e3; [e3, ..., en+2] = se1 + te2 + ue3. And
n-Lie algebras corresponding to this case with coefficients s, t, u and s′, t′, u′ are
isomorphic if and only if there exists a non-zero element r ∈ K such that
s = r3s′; t = r2t′;u = ru′.
5. If dimA1 = r with 4 ≤ r ≤ n+ 1, let A1 = 〈e1, e2, ..., er〉, then we have
(a) [e2, ..., en+1] = e1; [e3, ..., en+2] = e2; ...; [e2, ..., ei−1, ei+1, ..., en+2] = ei;
[e2, ..., er−1, er+1, ..., en+2] = er.
(b) [e2, ..., en+1] = e1; ...; [e1, ..., ei−1, ei+1, en+1] = ei; ...;
[e1, ..., er−1, er+1, en+1] = er.
The n-Lie algebras which are induced by (n − 1)-Lie algebras are described in the
following proposition:
Proposition 5.4. Let K be an algebraically closed field of characteristic 0. According to
Theorems 5.2 and 5.3, the n-Lie algebras induced by (n − 1)-Lie algebras of dimension
d ≤ n+ 2 are:
• If d = n, Theorem 5.2 (2.)
• If d = n+ 1, Theorem 5.2 (3.): a,b,c,d,e.
• If d = n+ 2, Theorem 5.3: (1.) (2.) (3.) (4.) and (5.) for r ≤ n.
Proof. By applying Proposition 5.1, it turns out that the n-Lie algebras given in Theorem
5.2 (2.) and (3.) a,b,c,d,e and Theorem 5.3 (1.), (2.), (3.), (4.) and (5.) for r ≤ n are
induced by (n− 1)-Lie algebras. The remaining algebras have derived algebras which are
not abelian then they cannot be induced by (n− 1)-Lie algebras (Theorem 2.3).
We list, below, all 3-dimensional and solvable 4-dimensional Lie algebras and all 3-
Lie algebras induced by them. The 3-dimensional Lie algebras are given in [14] and
4-dimensional ones were provided partially in [9]. For every 3-Lie algebra in Theorem 5.2
(case n = 3) that can be induced by a Lie algebra, we provide examples of Lie algebra
inducing it.
Theorem 5.5 ([14] 3-dimensional Lie algebras). Let g be a Lie algebra and (ei)1≤i≤3 be
a basis of g, then g is isomorphic to one of the following algebras (remaining brackets are
either obtained by skew-symmetry or zero)
1. abelian Lie algebra [x, y] = 0, ∀x, y ∈ g.
2. L(3,−1) : [e1, e2] = e1.
3. L(3, 1) : [e1, e2] = e3.
4. L(3, 2, a) : [e1, e3] = e1; [e2, e3] = ae2; 0 < |a| ≤ 1.
5. L(3, 3) : [e1, e3] = e1; [e2, e3] = e1 + e2.
6. L(3, 4, a) : [e1, e3] = ae1 − e2; [e2, e3] = e1 + ae2; a ≥ 0.
7. L(3, 5) : [e1, e2] = e1; [e1, e3] = −2e2; [e2, e3] = e3.
8. L(3, 6) : [e1, e2] = e3; [e1, e3] = −e2; [e2, e3] = e1.
Remark 5.6. The classification given above is for the ground field K = R, if K = C then
L
(
3, 2, x−i
x+i
)
is isomorphic to L(3, 4, x) and L(3, 5) is isomorphic to L(3, 6).
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Theorem 5.7 ([9] Solvable 4-dimensional Lie algebras). Let g be a solvable Lie alge-
bra, and (ei)1≤i≤4 be a basis of g, then g is isomorphic to one of the following algebras:
(remaining brackets are either obtained by skew-symmetry or zero)
1. The abelian Lie algebra [x, y] = 0, ∀x, y ∈ g.
2. M2: [e1, e4] = e1; [e2, e4] = e2; [e3, e4] = e3.
3. M3a : [e1, e4] = e1; [e2, e4] = e3; [e3, e4] = −ae2 + (a+ 1)e3.
4. M4: [e2, e4] = e3; [e3, e4] = e3.
5. M5: [e2, e4] = e3.
6. M6a,b : [e1, e4] = e2; [e2, e4] = e3; [e3, e4] = ae1 + be2 + e3.
7. M7a,b: [e1, e4] = e2; [e2, e4] = e3; [e3, e4] = ae1 + be2 (a = b 6= 0 or a = 0 or b = 0).
8. M8 : [e1, e2] = e2; [e3, e4] = e4.
9. M9a : [e1, e4] = e1 + ae2; [e2, e4] = e1; [e1, e3] = e1; [e2, e3] = e2 (X
2 −X − a has no
root in K).
10. M11: [e1, e4] = e1; [e3, e4] = e3; [e1, e3] = e2.
11. M12: [e1, e4] = e1; [e2, e4] = e2; [e3, e4] = e3; [e1, e3] = e2.
12. M13a : [e1, e4] = e1 + ae3; [e2, e4] = e2; [e3, e4] = e1; [e1, e3] = e2.
13. M14a : [e1, e4] = ae3; [e3, e4] = e1; [e1, e3] = e2. (M
14
a is isomorphic to M
14
b if and
only if a = α2b for some α 6= 0).
In the following, for each 3-Lie algebra (Theorem 5.2), except the simple one which
cannot be induced by a Lie algebra, we give examples of Lie algebras, from the above lists,
that induce it:
• The only non abelian 3-dimensional 3-Lie algebra is defined by
[e1, e2, e3] = e1,
it is induced by the Lie algebra L(3,−1).
• Non abelian 4-dimensional 3-Lie algebras which can be induced by Lie algebras are
listed in the table below, each one with Lie algebras inducing it:
3-Lie algebra Lie algebras inducing it
[e1, e2, e3] = e1 M
3,M4
[e2, e3, e4] = e1 M
5,M12,M13a (a 6= 0),M
14
b
[e1, e2, e4] = a11e3 + a12e4
[e1, e2, e3] = a21e3 + a22e4
M60,b,M
7
0,b,M
8,M9a ,M
11,M130
[e2, e3, e4] = e1
[e1, e3, e4] = e2
[e1, e2, e4] = e3
gl2(K)
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