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Abstract We propose a method for finding approximate solutions to multiple-
choice knapsack problems. To this aim we transform the multiple-choice knap-
sack problem into a bi-objective optimization problem whose solution set con-
tains solutions of the original multiple-choice knapsack problem. The method
relies on solving a series of suitably defined linearly scalarized bi-objective
problems. The novelty which makes the method attractive from the compu-
tational point of view is that we are able to solve explicitly those linearly
scalarized bi-objective problems with the help of the closed-form formulae.
The method is computationally analyzed on a set of large-scale problem
instances (test problems) of two categories: uncorrelated and weakly corre-
lated. Computational results show that after solving, in average 10 scalarized
bi-objective problems, the optimal value of the original knapsack problem is
approximated with the accuracy comparable to the accuracies obtained by
the greedy algorithm and an exact algorithm. More importantly, the respec-
tive approximate solution to the original knapsack problem (for which the
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approximate optimal value is attained) can be found without resorting to the
dynamic programming. In the test problems, the number of multiple-choice
constraints ranges up to hundreds with hundreds variables in each constraint.
Keywords Knapsack · Multi-objective optimization · Multiple-choice
knapsack · Linear scalarization
1 Introduction
The multi-dimensional multiple-choice knapsack problem (MMCKP ) and the
multiple-choice knapsack problem (MCKP ) are classical generalizations of the
knapsack problem (KP ) and are applied to modeling many real-life problems,
e.g., in project (investments) portfolio selection [21, 29], capital budgeting
[24], advertising [27], component selection in IT systems [16, 25], computer
networks management [17], adaptive multimedia systems [14], and other.
The multiple-choice knapsack problem (MCKP ) is formulated as follows.
Given are k sets N1, N2,...,Nk of items, of cardinality |Ni| = ni, i = 1, ..., k.
Each item of each set has been assigned real-valued nonnegative ’profit’ pij ≥ 0
and ’cost’ cij ≥ 0, i = 1, ..., k, j = 1, ..., ni.
The problem consists in choosing exactly one item from each set Ni so that
the total cost does not exceed a given b ≥ 0 and the total profit is maximized.
Let xij , i = 1, ..., k, j = 1, ..., ni, be defined as
xij =
{
1 if item j from set Ni is chosen
0 otherwise.
Note that all xij form a vector x of length n =
∑k
i=1 ni, x ∈ Rn, and we write
x := (x11, x12, ..., x1n1 , x21, ..., x2n2 , ...., xk1, xk2, ...xknk)
T .
In this paper, we adopt the convention that a vector x is a column vector, and
hence the transpose of x, denoted by xT , is a row vector.
Problem (MCKP ) is of the form
(MCKP )
max
∑k
i=1
∑ni
j=1 pijxij
subject to∑k
i=1
∑ni
j=1 cijxij ≤ b
(xij) ∈ X := {(xij) |
∑ni
j=1 xij = 1,
xij ∈ {0, 1} i = 1, ..., k, j = 1, ..., ni}.
By using the above notations, problem (MCKP ) can be equivalently rewrit-
ten in the vector form
(MCKP )
max pTx
subject to
cTx ≤ b
x = (xij) ∈ X,
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where p and c are vectors from Rn,
p := (p11, p12, ..., p1n1 , p21, ..., p2n2 , ...., pk1, pk2, ...pknk)
T
c := (c11, c12, ..., c1n1 , c21, ..., c2n2 , ...., ck1, ck2, ...cknk)
T ,
and for any vectors u, v ∈ Rn, the scalar product uT v is defined in the usual
way as uT v :=
∑n
i=1 uivi.
The feasible set F to problem (MCKP ) is defined by a single linear in-
equality constraint and the constraint x ∈ X, i.e.,
F := {x ∈ Rn | cTx ≤ b, x ∈ X}
and finally
(MCKP )
max pTx
subject to
x ∈ F.
The optimal value of problem (MCKP ) is equal to maxx∈F pTx and the
solution set S∗ is given as
S∗ := {x¯ ∈ F | pT x¯ = max
x∈F
pTx}.
Problem (MCKP ) is NP-hard. The approaches to solving (MCKP ) can
be: heuristics [1, 12], exact methods providing upper bounds for the optimal
value of the profit together with the corresponding approximate solutions [26],
exact methods providing solutions [18]. There are algorithms that efficiently
solve (MCKP ) without sorting and reduction [8, 28] or with sorting and
reduction [4]. Solving (MCKP ) with a linear relaxation (by neglecting the
constrains xij ∈ {0, 1}, i = 1, ..., k, j = 1, ..., ni) gives upper bounds on
the value of optimal profit. Upper bounds can be also obtained with the help
of the Lagrange relaxation. These facts and other features of (MCKP ) are
described in details in monographs [13, 19].
Exact branch-and-bound methods [6] (integer programming), even those
using commercial optimization software (e.g., LINGO, CPLEX) can have trou-
bles with solving large (MCKP ) problems. A branch-and-bound algorithm
with a quick solution of the relaxation of reduced problems was proposed by
Sinha and Zoltners [27]. Dudzin´ski and Walukiewicz proposed an algorithm
with pseudo-polynomial complexity [5].
Algorithms that use dynamic programming require integer values of data
and for large-scale problems require large amount of memory for backtracking
(finding solutions in set X), see also the monograph [19]. The algorithm we
propose does not need the data to be integer numbers.
Heuristic algorithms, based on solving linear (or continuous) relaxation of
(MCKP ) and dynamic programming [7, 22, 24] are reported to be fast, but
have limitations typical for dynamic programming.
The most recent approach ”reduce and solve” [2, 10] is based on reducing
the problem by proposed pseudo cuts and then solving the reduced problems
by a Mixed Integer Programming (MIP ) solver.
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In the present paper, we propose a new exact (not heuristic) method which
provides approximate optimal profits together with the corresponding approx-
imate solutions. The method is based on multi-objective optimization tech-
niques. Namely, we start by formulating a linear bi-objective problem (BP )
related to the original problem (MCKP ). After investigating the relationships
between (MCKP ) and (BP ) problems, we propose an algorithm for solving
(MCKP ) via a series of scalarized linear bi-objective problems (BS(λ)).
The main advantage of the proposed method is that the scalarized lin-
ear bi-objective problems (BS(λ)) can be explicitly solved by exploiting the
structure of the set X. Namely, these scalarized problems can be decomposed
into k independent subproblems the solutions of which are given by simple
closed-form formulas. This feature of our method is particularly suitable for
parallelization. It allows to generate solutions of scalarized problems in an
efficient and fast way.
The experiments show that the method we propose generates very quickly
an outcome xˆ ∈ F which is an approximate solution to (MCKP ). Moreover,
lower bound (LB) and upper bound (UB) for the optimal profit are provided.
The obtained approximate solution xˆ ∈ F could serve as a good start-
ing point for other, e.g., heuristic or exact algorithms for finding an optimal
solution to the problem (MCKP ).
The organization of the paper is as follows. In Section 2, we provide pre-
liminary facts on multi-objective optimization problems and we formulate a
bi-objective optimization problem (BP ) associated with (MCKP ). In Section
3, we investigate the relationships between the problem (BP ) and the original
problem (MCKP ). In Section 4, we formulate scalarized problems (BS(λ))
for bi-objective problem (BP ) and we provide closed-form formulae for so-
lutions to problems (BS(λ)) by decomposing them into k independent sub-
problems (BS(λ))i, i = 1, ..., k. In Section 5, we present our method (together
with the pseudo-code) which provides a lower bound (LB) for the optimal
profit together with the corresponding approximate feasible solution xˆ ∈ F to
(MCKP ) for which the bound (LB) is attained. In Section 6, we report on
the results of numerical experiments. The last section concludes.
2 Multi-objective optimization problems
Let fi : Rn → R, i = 1, ..., k, be functions defined on Rn and Ω ⊂ Rn be a
subset in Rn.
The multi-objective optimization problem is defined as
(P )
V max (f1(x), ..., fk(x))
subject to
x ∈ Ω,
where the symbol ′V max′ means that solutions to problem (P ) are understood
in the sense of Pareto efficiency defined in Definition 2.1.
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Let
Rk+ := {x = (x1, ..., xk) ∈ Rk : xi ≥ 0, i = 1, ..., k}.
Definition 2.1 A point x∗ ∈ Ω is a Pareto efficient (Pareto maximal) solu-
tion to (P ) if
f(Ω) ∩ (f(x∗) + Rk+) = {f(x∗)}.
In other words, x∗ ∈ Ω is a Pareto efficient solution to (P ) if there is no
x¯ ∈ Ω such that
fi(x¯) ≥ fi(x∗) for i = 1, ..., k and
f`(x¯) > f`(x
∗) for some l 1 ≤ ` ≤ k. (1)
The problem (P ) where all the functions fi, i = 1, ..., k are linear is called a
linear multi-objective optimization problem.
Remark 2.1 The bi-objective problem
f1(x)→ max, f2(x)→ min
subject to
x ∈ Ω
with Pareto solutions x∗ ∈ Ω defined as
(f1(Ω), f2(Ω)) ∩ [(f1(x∗), f2(x∗)) + R2+−] = {(f1(x∗), f2(x∗))} (2)
where
R2+− := {x = (x1, x2) ∈ R2 : x1 ≥ 0, x2 ≤ 0}
is equivalent to the problem
f1(x)→ max, −f2(x)→ max
subject to
x ∈ Ω
in the sense that Pareto efficient solution sets (as subsets of the feasible set Ω)
coincide and Pareto elements (the images in R2 of Pareto efficient solutions)
differ in sign in the second component.
2.1 A bi-objective optimization problem related to (MCKP )
In relation to the original multiple-choice knapsack problem (MCKP ), we
consider the linear bi-objective binary optimization problem (BP1) of the
form
(BP1)
∑k
i=1
∑ni
j=1 pijxij → max,
∑k
i=1
∑ni
j=1 cijxij → min
subject to
(xij) ∈ X.
In this problem the left-hand side of the linear inequality constraint cTx ≤ b
of (MCKP ) becomes a second criterion and the constraint set reduces to the
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set X. There are two-fold motivations of considering the bi-objective problem
(BP1).
First motivation comes from the fact that in (MCKP ) the inequality
k∑
i=1
ni∑
j=1
cijxij ≤ b
is usually seen as a budget (in general: a resource) constraint with the left-
hand-side to be preferably not greater than a given available budget b. In the
bi-objective problem (BP1), this requirement is represented through the mini-
mization of
∑k
i=1
∑ni
j=1 cijxij . In Theorem 3.1 of Section 3, we show that under
relatively mild conditions among solutions of the bi-objective problem (BP1)
(or the equivalent problem (BP )) there are solutions to problem (MCKP ).
Second motivation is important from the algorithmic point of view and
is related to the fact that in the proposed algorithm we are able to exploit
efficiently the specific structure of the constraint set X which contains k linear
equality constraints (each one referring to a different group of variables) and
the binary conditions only. More precisely, the set X can be represented as
the Cartesian product
X = X1 ×X2 × ....×Xk, (3)
of the sets Xi, where Xi := {xi ∈ Rni | ∑nij=1 xij = 1, xij ∈ {0, 1}, j =
1, ..., ni}, i = 1, ..., k and
x = (x11, ..., x1n1︸ ︷︷ ︸
x1
, x21, ..., x2n2︸ ︷︷ ︸
x2
, ..., xk1, ..., xkn1︸ ︷︷ ︸
xk
)T , (4)
i.e.,
x = (x1, ..., xk)T
and xi = (xi1, ...xini). Accordingly,
p = (p1, ..., pk)T , and c = (c1, ..., ck)T .
Note that due to the presence of the budget inequality constraint the fea-
sible set F of problem (MCKP ) cannot be represented in the form analogous
to (3).
According to Remark 2.1, problem (BP1) can be equivalently reformulated
in the form
(BP )
V max (pTx, (−c)Tx)
subject to
x ∈ X.
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3 The relationships between (BP ) and (MCPK)
Starting from the multiple-choice knapsack problem (MCKP ) of the form
(MCKP )
max pTx
subject to
x ∈ F,
in the present section we analyse relationships between problems (MCKP )
and (BP ).
We start with a basic observation. Recall first that (MCKP ) is solvable,
i.e., the feasible set F is nonempty if
b ≥ min
x∈X
cTx.
On the other hand, if b ≥ maxx∈X cTx, (MCKP ) is trivially solvable. Thus,
in the sequel we assume that
Cmin := min
x∈X
cTx ≤ b < Cmax := max
x∈X
cTx. (5)
Let Pmax := maxx∈X pTx, i.e., Pmax is the maximal value of the func-
tion pTx on the set X. The following observations are essential for further
considerations.
1. First, among the elements of X which realize the maximal value Pmax,
there exists at least one which is feasible for (MCKP ), i.e., there exists
xp ∈ X, pTxp = Pmax such that cTxp ≤ b, i.e.,
Cmin ≤ cTxp ≤ b < Cmax. (6)
Then, clearly, xp solves (MCKP ).
2. Second, none of elements which realize the maximal value Pmax is feasible
for (MCKP ), i.e., for every xp ∈ X, pTxp = Pmax we have cTxp > b, i.e.,
any xp realizing the maximal value Pmax is infeasible for (MCKP ), i.e.
Cmin ≤ b < cTxp ≤ Cmax. (7)
In the sequel, we concentrate on Case 2, characterized by (7). This case is
related to problem (BP ). To see this let us introduce some additional nota-
tions. Let xcmin ∈ X and xpmax ∈ X be defined as
cTxcmin = Cmin and p
Txcmin = maxcT x=Cmin p
Tx
pTxpmax = Pmax and c
Txpmax = minpT x=Pmax c
Tx.
Let Sbo be the set of all Pareto solutions to the bi-objective problem (BP ),
Sbo := {x ∈ X : (pT , (−c)T )(X)∩ [(pTx, (−c)Tx) +R2+] = {(pTx, (−c)Tx)}},
(c.f. Definition 2.1). The following lemma holds.
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Lemma 3.1 Assume that we are in Case 2, i.e., condition (7) holds. There
exists a Pareto solution to the bi-objective optimization problem (BP ), x¯ ∈ Sbo
which is feasible to problem (MCKP ), i.e. cT x¯ ≤ b which amounts to x¯ ∈ F .
Proof. According to Definition 2.1, both xpmax ∈ X and xcmin ∈ X are Pareto
efficient solutions to (BP ), i.e., there is no x ∈ X such that (pTx, cTx) 6=
(pTxpmax, c
Txpmax) and
pTx ≥ pTxpmax and cTx ≤ cTxpmax
and there is no x ∈ X such that (pTx, cTx) 6= (pTxcmin, cTxcmin) and
pTx ≥ pTxcmin and cTx ≤ cTxcmin.
Moreover, by (7),
Cmin = c
Txcmin ≤ b < cTxpmax. (8)
In view of (8), x¯ = xcmin ∈ Sbo and x¯ = xcmin ∈ F (cTxcmin ≤ b) which
means that x¯ is feasible to problem (MCKP ), which concludes the proof.
Now we are ready to formulate the result establishing the relationship
between solutions of (MCKP ) and Pareto efficient solutions of (BP ) in the
case where the condition (7) holds.
Theorem 3.1 Suppose we are given problem (MCKP ) satisfying condition
(7). Let x∗ ∈ X be a Pareto solution to (BP ), such that
b− cTx∗ = min
x∈Sbo,b−cT x≥0
b− cTx. (∗)
Then x∗ solves (MCKP ).
Proof. Observe first that, by Lemma 3.1, there exist x ∈ Sbo satisfying the
constraint cTx ≤ b, i.e., condition (∗) is not dummy.
By contradiction, suppose that a feasible element x∗ ∈ F , i.e., x∗ ∈ X,
cTx∗ ≤ b, is not a solution to (MCKP ), i.e., there exists an x1 ∈ X, such that
cTx1 ≤ b and pTx1 > pTx∗. (∗∗)
We show that x∗ cannot satisfy condition (∗). If cTx1 ≤ cTx∗, then x∗ is not a
Pareto solution to (BP ), i.e., x∗ 6∈ Sbo, and x∗ does not satisfy condition (∗).
Otherwise, cTx1 > c
Tx∗, i.e.,
b− cTx∗ > b− cTx1. (9)
If x1 ∈ Sbo, then because x∗ ∈ Sbo, then, according to (9), x∗ cannot satisfy
condition (∗).
If x1 6∈ Sbo, there exists x2 ∈ Sbo which dominates x1, i.e., (pTx2, (−c)Tx2) ∈
(pTx1, (−c)Tx1) +R2+. Again, if cTx2 ≤ cTx∗, then x∗ is not a Pareto solution
to (BP ), i.e. x∗ cannot satisfy condition (∗). Otherwise, if cTx2 > cTx∗, then
either x∗ 6∈ Sbo and consequently x∗ cannot satisfy condition (∗), or x∗ ∈ Sbo,
in which case b − cTx∗ > b − cTx1 and x∗ does not satisfy condition (∗), a
contradiction which completes the proof.
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Fig. 1 Illustration to the content of Theorem 3.1; black dots - outcomes of Pareto efficient
solutions to (BP), star - Pareto efficient outcome to (BP) which solves (MCKP).
Theorem 3.1 says that under condition (7) any solution to (BP ) satisfying
condition (∗) solves problem (MCKP ). General relations between constrained
optimization and multi-objective programming were investigated in [15].
Basing ourselves on Theorem 3.1, in Section 5 we provide an algorithm
for finding x ∈ Sbo, a Pareto solution to (BP ), which is feasible to problem
(MCKP ) and for which the condition (∗) is either satisfied or is, in some
sense, as close as possible to be satisfied. In this latter case, the algorithm
provides upper and lower bounds for the optimal value of (MCKP ).
4 Decomposition of the scalarized bi-objective problem (BP )
In the present section, we consider problem (BS(λ1, λ2)) defined by (10) which
is a linear scalarization of problem (BP ). In our algorithm BISSA, presented in
Section 5, we obtain an approximate feasible solution to (MCKP ) by solving
a (usually very small) number of problems of the form (BS(λ1, λ2)). The main
advantage of basing our algorithm on problems (BS(λ1, λ2)) is that they are
explicitly solvable by simple closed-form expressions (17) .
For problem (BP ) the following classical scalarization result holds.
Theorem 4.1 [9, 20] If there exist λ` > 0, ` = 1, 2, such that x
∗ ∈ X is a
solution to the scalarized problem
(BS(λ1, λ2)) maxx∈X
λ1p
Tx+ λ2(−c)Tx (10)
then x∗ is a Pareto efficient solution to problem (BP ).
Without loosing generality we can assume that
∑2
l=1 λ` = 1. In the sequel,
we consider, for 0 < λ < 1, scalarized problems of the form
(BS(λ)) max
x∈X
λpTx+ (1− λ)(−c)Tx (11)
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Remark 4.1 According to Theorem 4.1, solutions to problems
max
x∈X
pTx, max
x∈X
(−c)Tx (12)
need not be Pareto efficient because the weights are not both positive. How-
ever, there exist Pareto efficient solutions to (BP ) among solutions to these
problems.
Namely, there exist ε1 > 0 and ε2 > 0 such that solutions to problems
(P1) max
x∈X
pTx+ ε1(−c)Tx
and
(P2) max
x∈X
(−c)Tx+ ε2pTx
are Pareto efficient solutions to problems (12), respectively. Suitable ε1 and ε2
will be determined in the next subsection.
4.1 Decomposition
Due to the highly structured form of the set X and the possibility of repre-
senting X in the form (3),
X = X1 ×X2 × ....×Xk,
we can provide explicit formulae for solving problems (BS(λ)). To this aim we
decompose problems (BS(λ)) as follows.
Recall that by using the notation (4) we can put any x ∈ X in the form
x := (x1, x2, ..., xk)T ,
where xi = (xi1, ...., xini), i = 1, ..., k, and
∑ni
j=1 xij = 1.
Let 0 < λ < 1. According to (3) we have
Xi := {xi = (xi1, ...., xini) ∈ Rni :
ni∑
j=1
xij = 1, xij ∈ {0, 1}, j = 1, ..., ni}
for i = 1, ..., k. Consider problems (BS(λ))i, i = 1, ..., k, of the form
(BS(λ))i maxxi∈Xi
[λ(pi)Txi + (1− λ)(−ci)Txi] (13)
By solving problems (BS(λ))i, i = 1, ..., k, we find their solutions x¯
i. We shall
show that
x¯ := (x¯1, ..., x¯k)T
solves (BS(λ)). Thus, problem (11) is decomposed into k subproblems (13),
the solutions of which form solutions to (11).
Note that similar decomposed problems with feasible sets Xi and another
objective functions have already been considered in [3] in relation to multi-
dimensional multiple-choice knapsack problems.
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Now we give a closed-form formulae for solutions of (BS(λ))i. For i =
1, .., , k, let
Vi := max{λpij + (1− λ)(−cij) : 1 ≤ j ≤ ni}. (14)
and let 1 ≤ j∗i ≤ ni be the index number for which the value Vi is attained,
i.e.,
Vi = λpij∗i + (1− λ)(−cij∗i ). (15)
We show that
x¯i := (0, .., 1︸︷︷︸
j∗i
, 0, ..., 0) (16)
is a solution to (BS(λ))i and
x¯∗ := (x¯1, x¯2, ..., x¯k)T (17)
is a solution to (BS(λ)). The optimal value of (BS(λ)) is
V := V1 + ...+ Vk. (18)
Namely, the following proposition holds.
Proposition 4.1 Any element x¯i ∈ Rni given by (16) solves (BS(λ))i for
i = 1, ..., k and any x¯∗ ∈ Rn given by (17) solves problem (BS(λ)).
Proof. Clearly, x¯i are feasible for (BS(λ))i, i = 1, ..., k, because x¯
i is of the
form (16) and hence belongs to the set Xi which is the constraint set of
(BS(λ))i. Consequently, x¯
∗ defined by (17) is feasible for (BS(λ)) because all
the components are binary and the linear equality constraints
ni∑
j=1
xij = 1, i = 1, 2, ..., k
are satisfied.
To see that x¯i are also optimal for (BS(λ))i, i = 1, ..., k, suppose by the
contrary, that there exists 1 ≤ i ≤ k and an element y ∈ Rni which is feasible
for (BS(λ))i with the value of the objective function strictly greater than the
value at x¯i, i.e.,
ni∑
j=1
[λpij + (1− λ)(−cij)]yj >
ni∑
j=1
[λpij + (1− λ)(−cij)]x¯ij .
This, however, would mean that there exists an index 1 ≤ j ≤ ni such that
λpij + (1− λ)(−cij) > λpij∗ + (1− λ)(−cij∗)
contrary to the definition of j∗.
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To see that x¯∗ is optimal for (BS(λ)), suppose by the contrary, that there
exists an element y ∈ Rn which is feasible for (BS(λ)) and the value of the ob-
jective function at y is strictly greater than the value of the objective function
at x¯∗, i.e.,
λpT y + (1− λ)(−c)T y > λpT x¯∗ + (1− λ)(−c)T x¯∗.
In the same way as previously, we get the contradiction with the definition of
the components of x¯∗ given by (17).
Let us observe that each optimization problem (BS(λ))i can be solved
in time O(ni), hence problem (BS(λ)) can be solved in time O(n), where
n =
∑k
i=1 ni.
Clearly, one can have more than one solution to (BS(λ))i, i = 1, ..., k.
In the next section, according to Theorem 3.1, from among all the solutions
of (BS(λ)) we choose the one for which the value of the second criterion is
greater than and as close as possible to −b.
Note that by using Proposition 4.1, one can easily solve problems (P1) and
(P2) defined in Remark 4.1, i.e., by applying (18) we immediately get
F1 := max
x∈X
pTx, F2 := max
x∈X
(−c)Tx
the optimal values of (P1) and (P2) and by (17), we find their solutions x¯1
and x¯2, respectively.
Proposition 4.1 and formula (17) allows to find ε1 > 0 and ε2 > 0 as defined
in Remark 4.1. By (17), it is easy to find elements x¯1, x¯2 ∈ X such that
F1 = p
T x¯1, F2 = (−c)T x¯2.
Put
F¯1 := p
T x¯2, F¯2 := (−c)T x¯1
and let
V¯1 := F1 − decr(p), V¯2 := F2 − decr(−c),
where decr(p) and decr(−c) denote the smallest nonzero decrease on X of
functions p and (−c) from F1 and F2, respectively. Note that decr(p) and
decr(−c) can easily be found.
Remark 4.2 The following formulas describe decr(p) and decr(−c),
decr(p) := min
1≤i≤k
(pimax−pisubmax), decr(−c) := min
1≤i≤k
((−c)imax−(−c)isubmax),
(19)
where pi and ci, i = 1, ..., k, are defined by (4), pisubmax, (−c)isubmax, i =
1, ..., k, are submaximal values of functions (pi)Txi, ((−c)i)Txi, xi ∈ Xi, i =
1, ..., k.
For any 1 ≤ i ≤ k, the submaximal values of a linear function (di)Txi on
Xi can be found by: ordering first the coefficients of the function (di) decreas-
ingly,
(di)j1 > (di)j2 ≥ ... ≥ (di)jmi ,
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and next observing that the submaximal (i.e., smaller than maximal but as
close as possible to the maximal) value of (di) on Xi is attained for
x¯i := (0, ..., 1︸︷︷︸
j2
, 0, ...0).
Basing on Remark 4.2 one can find values of pisubmax and (−c)isubmax in
time O(ni), i = 1, ..., k, even without any sorting. It can be done for a given
i by finding a maximal value among all pij (cij), j = 1, ..., ni, except p
i
max
(cimax). Therefore the computational cost of calculating decr(p) and decr(−c)
is O(n).
We have the following fact.
Proposition 4.2 Let F1, F2, F¯1, F¯2, V¯1, V¯2 be as defined above. The problems
(P1) max
x∈X
pTx+ ε1(−c)Tx
and
(P2) max
x∈X
(−c)Tx+ ε2pTx
where
ε1 :=
F1 − V¯1
F2 − F¯2 , ε2 :=
F2 − V¯2
F1 − F¯1 , (20)
give Pareto efficient solutions to problem (BP ), x¯1 and x¯2, respectively. More-
over,
f1(x¯1) = F1 and f2(x¯2) = F2,
i.e., x¯1 x¯2 solve problems (12), respectively.
Proof. Follows immediately from the adopted notations, see Fig. 2. For in-
stance, the objective of problem (P1) is represented by the straight line passing
through points (F1, F¯2) and (V¯1, F2), i,e,
F1 + ε1F¯2 = V¯1 + ε1F2
which gives (20). The choice of F1, F¯2 and V¯1, F2 guarantees that x¯1 solves
(P1) (and analogously for x¯2 which solves (P2)).
5 Bi-objective Approximate Solution Search Algorithm (BISSA)
for solving (MCKP )
In this section, we propose the bi-objective approximate solution search algo-
rithm BISSA, for finding an element xˆ ∈ F which is an approximate solution
to (MCKP ). The algorithm relies on solving a series of problems (BS(λ))
defined by (11) for 0 < λ < 1 chosen in the way that the Pareto solutions x(λ)
to (BS(λ)) are feasible for (MCKP ) and for which (−c)Tx(λ) + b ≥ 0 and
(−c)Tx(λ) + b diminishes for subsequent λ.
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Fig. 2 Construction of ε1 and ε2.
According to Theorem 4.1, each solution to (BS(λ)) solves the linear bi-
objective optimization problem (BP ),
(BP )
Vmax(pTx, (−c)Tx)
subject to x ∈ X.
According to Theorem 3.1, any Pareto efficient solution x∗ to problem (BP )
which is feasible to (MCKP ), i.e., (−c)Tx∗ ≥ −b, and satisfies condition (∗),
i.e.,
(−c)Tx∗ + b = min
x∈Sbo,(−c)T x+b≥0
(−c)Tx+ b (∗)
solves problem (MCKP ). Since problems (BS(λ)) are defined with the help
of linear scalarization, we are not able, in general, to enumerate all x ∈ Sbo
such that (−c)Tx + b ≥ 0 in order to find an x∗ which satisfy condition (∗).
On the other hand, by using linear scalarization, we are able to decompose
and easily solve problems (BS(λ)).
The BISSA algorithm aims at finding a Pareto efficient solution xˆ ∈ X
to (BP ) which is feasible to (MCKP ), i.e., cT xˆ ≤ b for which the value of
b − cT xˆ is as small as possible (but not necessarily minimal) and approaches
condition (∗) of Theorem 3.1 as close as possible.
Here, we give a description of the BISSA algorithm. The first step of the
algorithm (lines 1-5) is to find solutions to problems (P1) and (P2) as well
as their outcomes. The solutions are the extreme Pareto solutions to problem
(BP ). Those points named (a1, b1)
0
and (a2, b2)
0
are presented in Fig. 3. Then
(lines 6-9), in order to assert whether a solution to problem (MCKP ) exists
or not, a basic checking is made against value −b. If the algorithm reaches line
10, no solution has been found yet, and we can begin the exploration of the
search space.
We calculate λ according to line 13. The value of λ is the slope of the
straight line joining (a1, b1) and (a2, b2). At the same time it is the scalarization
parameter defining the problem (BS(λ)) (formula (11)). The outcome of the
solution to problem (BS(λ)) cannot lie below the straight line determined by
points (a1, b1) and (a2, b2). It must lie on or above this line, as it is the Pareto
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efficient solution to problem (BP ). Then, problem (BS(λ)) is solved (line 14)
by using formulae (16) and (17). Next, in lines 15-27 of the repeat-until loop
a scanning of the search space is conducted to find solutions to problem (BP )
which are feasible to problem (MCKP ). If there exist solutions with outcomes
lying above the straight line determined by λ (the condition in line 15 is true),
either the narrowing of the search space is made (by determining new points
(a1, b1) and (a2, b2), see Fig.3, and points with upper index equal to 1), and
the loop continues, or the solution to problem (MCKP ) is derived. If not,
the solution x from set S which outcome lies above the line determined by −b
(the feasible solution to problem (MCKP )) and for which value f2(x) + b is
minimal in this set, is an approximate solution (xˆ) to problem (MCKP ), and
the loop terminates. Finally (line 28), the upper bound f1(xˆ) +u on the profit
value of exact solution to problem (MCKP ) is calculated.
Algorithm 1 BISSA - Approximate solution search to (MCKP )
1: Calculate ε1, ε2 according to (20)
2: Assume that f1(x) = pT x and f2(x) = (−c)T x
3: Solve (P1) according to (18) and (17) . x1 a solution to (P1)
4: Solve (P2) according to (17) and (18) . x2 a solution to (P2)
5: a1 := f1(x1), b1 := f2(x1), a2 := f1(x2), b2 := f2(x2)
6: if (a1, b1) = (a2, b2) and b2 ≥ −b then x2 solves (MCKP ) and STOP end if
7: if b1 ≥ −b then x1 solves (MCKP ) and STOP end if
8: if b2 = −b then x2 solves (MCKP ) and STOP end if
9: if b2 < −b then no solution to (MCKP ) and STOP end if
10: . (a1, b1) 6= (a2, b2) and b1 < −b < b2. Explore the search space
11: loop := TRUE
12: repeat
13: λ :=
(b2−b1)
(a1−a2)+(b2−b1) , α := λa1 + (1− λ)b1 . 0 < λ < 1
14: Solve (BS(λ)) according to (16) and (17) . x a solution, opt the optimal value, S
the solution set to (BS(λ))
15: if opt > α then
16: if f2(x) > −b then
17: a2 := f1(x), b2 := f2(x)
18: else if f2(x) < −b then
19: a1 := f1(x), b1 := f2(x)
20: else
21: x solves (MCKP ) and STOP
22: end if
23: else . opt = α
24: xˆ := arg minx∈S,f2(x)≥−b f2(x)
25: loop := FALSE
26: end if
27: until ¬loop . xˆ is an approximate solution to (MCKP ) . f1(xˆ) is a lower bound
(LB) for (MCKP )
28: u :=
(a1−f1(xˆ))(f2(xˆ)+b)
f2(xˆ)−b1 . f1(xˆ) + u is an upper bound (UB) for (MCKP )
The BISSA algorithm finds either an exact solution to problem (MCKP ),
or (after reaching line 27) a lower bound (LB) with its solution xˆ and an upper
bound (UB) (see Fig.3). A solution found by the algorithm is, in general, only
an approximate solution to problem (MCKP ) because a triangle (called fur-
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Fig. 3 Outcome f(xˆ) and bounds derived by the BISSA algorithm; x∗ – the solution to
problem (MCKP ).
ther the triangle of uncertainty) determined by points (f1(xˆ), f2(xˆ)), (f1(xˆ) +
u,−b), (f1(xˆ),−b) may contain other Pareto outcomes (candidates for out-
comes of exact solutions to problem (MCKP )) which the proposed algorithm
is not able to derive. The reason is that we use a scalarization technique based
on weighted sums of criteria functions to obtain Pareto solutions to problem
(BP ).
Let us recall that each instance of the optimization problem (BS(λ)) can be
solved in time O(n), but the number of these instances solved by the proposed
algorithm depends on the size of the problem (values k and ni) and the data.
6 Computational experiments
Most publicly available test instances refer not to the (MCKP ) problem (let
us recall, that there is only one inequality or budget constraint in the problem
we consider) but to multi-dimensional knapsack problems. Due to this fact
we generate new random instances (available from the authors on request).
However, to compare solutions obtained by the BISSA algorithm to the ex-
act solutions we used the minimal algorithm for the multiple-choice knapsack
problem [22] which we call EXACT and its implementation in C [23]. The
EXACT algorithm gives the profit value of the optimal solution as well as
the solution obtained by the greedy algorithm for the (MCKP ) problem, so
the quality of the BISSA algorithm approximate solutions can be assessed in
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terms of the difference or relative difference between profit values of approxi-
mate solutions and exact ones.
Since the difficulty of knapsack problems (see, e.g., the monograph [19])
depends on the correlation between profits and weights of items, we con-
ducted two computational experiments: Experiment 1 with uncorrelated data
instances (easy to solve) and Experiment 2 with weakly correlated data in-
stances (more difficult to solve) (c.f.[11]). The explanation why weakly cor-
related problems are more difficult to solve by the BISSA algorithm than
uncorrelated ones we give later.
To prepare test problems (data instances) we used a method proposed in
[22] and our own procedure for calculating total cost values.
The BISSA algorithm has been implemented in C. The implementation of
BISSA algorithm was run on off-the-shelf laptop (2GHz AMD processor,
Windows 10), and the implementation of EXACT algorithm was run on PC
machine (4x3.2GHz Intel processor, Linux). The running time for BISSA and
EXACT algorithms for each of the test problems was below one second.
The contents of the tables columns containing experiment results is as
follows.
1 – problem no.
2 – profit of the exact solution found by the EXACT algorithm.
3 – profit of the approximate solution found by the BISSA algorithm.
4 – difference between 2 and 3.
5 – relative (%) difference between 2 and 3.
6 – upper bound for (MCKP ) found by the BISSA algorithm.
7 – the difference between the upper bound and profit of the approximate
solution.
8 – the relative difference between the upper bound and profit of the approx-
imate solution.
9 – upper bound for (MCKP ) found by the greedy algorithm.
10 – number of (BS(λ)) problems solved by the BISSA algorithm.
Experiment 1 – uncorrelated data (unc) instances
We generated 10 test problems assuming that k = 10 and ni = 1000, i = 1, ..., k
(problem set (unc, 10, 1000)), 10 test problems assuming that k = 100 and ni =
100, i = 1, ..., k (problem set (unc, 100, 100)), and 10 test problems assuming
that k = 1000 and ni = 10, i = 1, ..., k (problem set (unc, 1000, 10)). For each
test problem profits (pij) and costs (cij) of items were randomly distributed
(according to the uniform distribution) in [1, R], R = 10000. Profits and costs
of items were integers. For each test problem the total cost b was equal to either
c+ random(0, 14 ∗ c) or c− random(0, 14 ∗ c) randomly selected with the same
probability equal to 0.5), where c = 12
∑k
i=1(minj=1,...,ni cij+maxj=1,...,ni cij),
and random(0, r) denotes randomly selected (according to the uniform distri-
bution) integer from [0, r].
The results for problem sets (unc, 10, 1000), (unc, 100, 100) and (unc, 1000, 10)
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are given, respectively, in tables Table 1, Table 2 and Table 3.
Experiment 2 – weakly correlated (wco) data instances
We generated 10 test problems assuming that k = 20 and ni = 20, i = 1, ..., k
(problem set (wco, 20, 20)). For each test problem costs (cij) of items in set Ni
were randomly distributed (according to the uniform distribution) in [1, R],
R = 10000, and profits of items (pij) in this set were randomly distributed in
[cij − 10, cij + 10], such that pij ≥ 1. Profits and costs of items were integers.
For each test problem the total cost b was calculated as for Experiment 1.
The results for problem set (wco, 20, 20) are given in Table 4.
In the case of uncorrelated data instances, the BISSA algorithm was able
to find approximate solutions (and profit values) to problems with 10000 bi-
nary variables in reasonable time. The relative difference between profit values
of exact and approximate solutions are small for each of the test problems.
Upper bounds found by the BISSA algorithm are almost the same as upper
bounds found by the greedy algorithm for (MCKP ). Even for the problem set
(unc, 1000, 10) number of (BS(λ)) problems solved by the BISSA algorithm
is relatively small in regards to number of decision variables.
In the case of weakly correlated data instances, the BISSA algorithm
solved problems with 400 binary variables in reasonable time. The relative dif-
ference between profit values of exact and approximate solutions is, in average,
greater than for uncorrelated test problems. As one can see in Table 4, upper
bounds found by the BISSA algorithm are almost the same as upper bounds
found by the greedy algorithm for (MCKP ). The reason why the BISSA
algorithm solves weakly correlated instances with a significantly smaller num-
ber of variables than for uncorrelated ones in reasonable time is as follows. In
line 24 of the BISSA algorithm, in order to find an element xˆ, we have to go
through the solution set S to the problem (BS(λ)) (the complete scan of set
S according to values of the second objective function of problem (BP )). For
weakly correlated data instances the cardinality of the set S may be large even
for problems belonging to class (wco, 30, 30). We conducted experiments for
problem class (wco, 30, 30). For the most difficult test problem in this class,
the cardinality of solution set S to the problem (BS(λ)) was 199,065,600. For
greater weakly correlated problems that number may be even larger.
7 Conclusions and future works
A new approximate method of solving multiple-choice knapsack problems by
replacing the budget constraint with the second objective function has been
presented. Such a relaxation of the original problem allows to the smart scan-
ning of the decision space by quick solving of the binary linear optimization
problem (it is possible by the decomposition of this problem to independently
solved easy subproblems). Let us note that our method can also be used for
finding an upper bound for the multi-dimensional multiple-choice knapsack
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Table 1 Obtained results for Experiment 1, problem set (unc, 10, 1000).
1 2 3 4 5 6 7 8 9 10
1 99873 99849 24 0.024 99887.011 38.011 0.038 99887 7
2 99894 99889 5 0.005 99899.061 10.061 0.010 99899 8
3 99861 99861 0 0.000 99866.141 5.141 0.005 99866 7
4 99832 99832 0 0.000 99836.262 4.262 0.004 99836 6
5 99854 99854 0 0.000 99856.485 2.485 0.002 99856 6
6 99827 99808 19 0.019 99835.986 27.986 0.028 99835 6
7 99860 99841 19 0.019 99863.302 22.302 0.022 99863 6
8 99883 99883 0 0.000 99895.311 12.311 0.012 99895 6
9 99881 99881 0 0.000 99883.419 2.419 0.002 99883 7
10 99702 99702 0 0.000 99724.825 22.825 0.023 99724 6
Table 2 Obtained results for Experiment 1, problem set (unc, 100, 100).
1 2 3 4 5 6 7 8 9 10
1 983045 982946 99 0.010 983059.387 113.387 0.012 983059 10
2 980483 980433 50 0.005 980492.589 59.589 0.006 980492 11
3 984106 983999 107 0.011 984130.851 131.851 0.013 984130 8
4 982980 982684 296 0.030 983021.172 337.172 0.034 983021 10
5 981421 981421 0 0.000 981426.965 5.965 0.001 981426 10
6 983059 982968 91 0.009 983080.841 112.841 0.011 983080 10
7 984059 984001 58 0.006 984071.849 70.849 0.007 984071 10
8 987210 987158 52 0.005 987228.022 70.022 0.007 987228 9
9 980999 980944 55 0.006 981035.911 91.911 0.009 981035 9
10 982142 982060 82 0.008 982176.615 116.615 0.012 982176 9
Table 3 Obtained results for Experiment 1, problem set (unc, 1000, 10).
1 2 3 4 5 6 7 8 9 10
1 8421950 8420352 1598 0.019 8421964.411 1612.411 0.019 8421964 12
2 8770359 8768966 1393 0.016 8770370.988 1404.988 0.016 8770370 11
3 8959068 8958820 248 0.003 8959085.071 265.071 0.003 8959085 12
4 8848233 8847518 715 0.008 8848270.055 752.055 0.008 8848270 11
5 8807777 8806990 787 0.009 8807787.139 797.139 0.009 8807787 12
6 8881946 8881649 297 0.003 8881976.338 327.338 0.004 8881976 11
7 8927815 8927065 750 0.008 8927826.311 761.311 0.009 8927826 13
8 8742270 8740874 1396 0.016 8742284.668 1410.668 0.016 8742284 12
9 8693221 8690669 2552 0.029 8693245.349 2576.349 0.030 8693245 12
10 8411809 8411350 459 0.005 8411859.566 509.566 0.006 8411859 12
problem (MMCKP ) via the relaxation obtained by summing up all the lin-
ear inequality constraints [1].
The method can be compared to greedy algorithm for multiple-choice knap-
sack problems which also finds, in general, an approximate solution and an
upper bound.
Two preliminary computational experiments have been conducted to check
how the proposed algorithm behaves for simple to solve (uncorrelated) in-
stances and hard to solve (weakly correlated) instances. The results have
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Table 4 Obtained results for Experiment 2, problem set (wco, 20, 20).
1 2 3 4 5 6 7 8 9 10
1 113664 113584 80 0.070 113665.988 81.988 0.072 113665 8
2 102060 102049 11 0.011 102061.000 12.000 0.012 102061 5
3 91399 89864 1535 1.679 91400.223 1536.223 1.681 91400 8
4 121378 118231 3147 2.593 121380.379 3149.379 2.595 121380 8
5 100029 96907 3122 3.121 100032.112 3125.112 3.124 100032 8
6 97145 97145 0 0.000 97146.000 1.000 0.001 97146 5
7 103176 97340 5836 5.656 103178.131 5838.131 5.658 103178 7
8 82942 82832 110 0.133 82944.000 112.000 0.135 82944 5
9 86132 86132 0 0.000 86132.000 0.000 0.000 86132 6
10 80322 80194 128 0.159 80325.000 131.000 0.163 80325 6
been compared to results obtained by the exact state-of-the-art algorithm
for multiple-choice knapsack problems [22]. For weakly correlated problems,
the number of solution outcomes which have to be checked in order to derive
the triangle of uncertainty (so also an approximate solution to the problem
and its upper bound) grows fast with the size of the problem. Therefore, for
weakly correlated problems we are able to solve smaller problem instances in
reasonable time than for uncorrelated problem instances.
It is worth underlying that in the proposed method profits and costs of
items as well as total cost can be real numbers. It could be of value when
one wants to solve multiple-choice knapsack problems without changing real
numbers into integers (as one has to do for dynamic programming methods).
Further work will cover investigations of how the algorithm behaves for
weekly and strongly correlated instances as well as on the issue of finding a
better solution by a smart ”scanning” of the triangle of uncertainty.
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