This paper shows how small-angle scattering (SAS) curves can be decomposed in a simple sum using a set of invariant parameters called K n which are related to the shape of the object of study. These K n , together with a radius R, give a complete theoretical description of the SAS curve. Adding an overall constant, these parameters are easily fitted against experimental data giving a concise comprehensive description of the data. The pair distance distribution function is also entirely described by this invariant set and the D max parameter can be measured. In addition to the understanding they bring, these invariants can be used to reliably estimate structural moments beyond the radius of gyration, thereby rigorously expanding the actual set of model-free quantities one can extract from experimental SAS data, and possibly paving the way to designing new shape reconstruction strategies.
Introduction
The technique of small-angle scattering in solution (SAS) allows the recording of structural information about virtually any macromolecular object in a wide array of conditions. Since these recordings are rotational averages of the object's scattering, the actual information contained within the SAS curve is limited (Moore, 1980) ; their usefulness has nonetheless been shown over the years (Doniach, 2001; Yang, 2014) . Furthermore, ongoing developments in X-ray sources (Liu & Spence, 2016) have opened the way to the technique of fast solution scattering (FSS), aka correlated X-ray scattering (CXS), which gives access to correlations in the fluctuating scattering (Kam, 1977) , thereby increasing the information content (Kirian et al., 2011; Mendez et al., 2014 Mendez et al., , 2016 Donatelli et al., 2015) . Current theoretical developments in FSS/CXS have renewed our interest in the fundamentals of SAS.
A possible approach for relating the SAS curve to the underlying structure of the scattering object consists of comparing the experimental data to a theoretical SAS curve derived from a tentative structural model, in order to assess the extent to which the latter is representative in solution. This model-to-data approach has been popularized by the widely used program CRYSOL (Svergun et al., 1995) , followed by many others (Merzel & Smith, 2002; Zuo et al., 2006; Park et al., 2009; Grishaev et al., 2010; Schneidman-Duhovny et al., 2010; Poitevin et al., 2011; Liu, Morris et al., 2012; Chen & Hub, 2014) . The quality of the resulting fitted profile can be used as a score which is minimized as the initial structural model is deformed (Panjkovich & Svergun, 2016) , or as one exhaustively samples the structural ensemble around it (Ró życki et al., 2011; Chen & Hub, 2014) . CRYSOL belongs to the program suite ATSAS (Petoukhov et al., 2012) which also contains programs that address the inverse problem of shape reconstruction directly from the data (Chacó n et al., 1998; Svergun, 1999; Walther et al., 2000) . In a nutshell, the strategy adopted consists of threading beads on a predefined grid, whose union defines a scattering volume, and displacing them using a trial-and-error process aimed at minimizing the difference between the theoretical curve calculated from the union of beads, and the actual SAS curve. Being able to solve that inverse data-to-model problem appears much more desirable than the previously mentioned model-to-data approach, for it should allow a model-free description of the data together with a measure of their information content. However, despite their success, grid-based approaches do not explicitly exploit the relationship between the structure of the data and that of the underlying object itself, but rather provide a practical real-space discretization procedure not so different from the structural refinement procedure found in the modelto-data approach.
Most recently, another suite of programs, SASTBX , has been made available to the community. Like ATSAS, this suite offers both approaches to relate the experimental data to structural models. However, the correspondence between the experimental data and the underlying structure of the probed object is made more explicit, introducing the Zernike formalism. The density function of the object is expanded on a three-dimensional Zernike polynomials basis (Mak et al., 2008) , resulting in a hierarchical expansion of the corresponding small-angle X-ray scattering (SAXS) profile. In fact, including higher-order terms in the density expansion results in including finer details that affect regions of higher q in the SAS curve. We were stricken by how natural this expansion appeared to be for SAS data [see e.g. Fig. 2 in Liu, Morris et al. (2012) ]. SASTBX offers two answers to the data-to-model approach, a shape determination and a shape retrieval procedure. The first has interestingly been developed for FSS data but is very similar to the grid-based approach of ATSAS (Liu et al., 2013) . The other one, shapeup , is more exciting: the underlying idea of shapeup is that SAXS curves can be reduced to a small set of parameters related to the Zernike moments, which are directly related to the shape of the object. Comparing a new set of parameters to an existing database thus allows one to retrieve a set of shapes similar to that of the object studied.
In x2, building on ideas from Zwart and colleagues, we derive an expansion of the SAS curves stemming from a structural description of the scattering object with threedimensional Zernike polynomials. In x3, we show how this expansion can be useful in practice for the reduction of experimental data in terms of a finite set of structural invariant parameters. We further demonstrate how a hierarchical set of structural moments -starting with the lowest-order radius of gyration and increasing in order to finer shape descriptors until the data disappear in the noise -can be derived from these structural invariants. In the last section, x4, we recapitulate the main results of our derivation and recall their relevance for describing SAS experimental data; we finally discuss how they could be used to effectively provide information on the shape of the probed object, the expected outcome of SAS experiments.
Decomposing the SAS curve 2.1. Mathematical framework and invariances
The mathematical problem we are addressing here is the computation of
The real-space function f represents the object of study, in our case the average solvent-subtracted electronic density of the molecule. The integral over space in equation (1) is the Fourier transform of f, and it corresponds to the wave scattered by f evaluated at the wavevector q in reciprocal spacewhere we denote q its norm andits direction. Its norm squared corresponds to the intensity collected at the same wavevector value. Averaging over the unit sphere S is equivalent to performing the average over the randomly oriented ensemble of molecules in the scattering volume, and yields the isotropic intensity function I f ðqÞ which now only depends on the modulus of the wavevector. As detailed in Park et al. (2009) , equation (1) is valid in the q range where interparticle interference (low q) and correlation in the fluctuations around f (high q) can be neglected. In other words, it is valid in the limit of infinite dilution and vanishing thermal noise. This equation presents three invariances which we are going to use to transform it into a more exploitable form: (i) rotational invariance around the origin: clearly a rotation of f around the origin is absorbed by the outer integral of equation (1) and leaves it unchanged, (ii) translational invariance: a spatial translation of f gives a phase in the inner integral which is absorbed by the norm, (iii) scale invariance: if we choose a length R and define
we then obtain the following scaling equation:
All values related to g such as x, t and I g ðtÞ are dimensionless. We consider the smallest sphere containing the support of f (the circumscribed sphere of the object) and we call its radius R min . Without loss of generality, using the translation invariance, we assume this sphere to be centred at the origin. From there on, we will choose R ! R min and the support of g is therefore contained in the unit ball centred at the origin (we call this ball B). This will allow us, later on, to use an adequate representation for g. As we will see later, the scaling length R is related to the maximum extension of the object, D max , and is different from its radius of gyration which we will denote R 1 .
Moment expansion
Before we proceed with our derivation, let us first explore a well known path. Developing the norm and integrating over S in equation (1) give
where the star denotes complex conjugation and r 12 ¼ r 2 À r 1 . Using the fact that
we get
From the preceding equation, we can write
with the rotation-and translation-invariant moment M n ðf Þ being defined by
We now introduce a family of scales R n ðf Þ, R 1 ðf Þ being the well known radius of gyration:
This finally allows us to define a set of rotation, translation and scale invariants H n ðf Þ (for n ! 2) by
It is clear that, together with R 1 to set the scale, these invariants allow one to fully describe I f ðqÞ=I f ð0Þ. We will see in x3.4 that inversely one can extract their values from numerical data on I f ðqÞ. However, it should be stressed already that the H n ðf Þ do not completely characterize the shape of the object of study, since they only contain the same information as I f ðqÞ [or p f ðrÞ, see x2.3.3 below].
Invariant expressions of the SAS curve
This section is the central part of our work and relies on technical computations that have been moved to the Appendices.
2.3.1. Zernike expansion and rotational invariance. We introduce three-dimensional Zernike polynomials on the unit ball B to represent g (Canterakis, 1999; Mak et al., 2008) . This representation presents nice properties under rotation that will help us proceed with the computation. For completeness and to fix conventions, we recall the main results about threedimensional Zernike polynomials in Appendix A. Since the support of g is contained in the unit ball, we can write an expansion of the following form, where the sum over l is limited to n À l even,
c nl ðgÞ Á Z nl ðxÞ:
Before we proceed with the computation of I g ðtÞ, we want to better understand the rotational properties of this representation. In Appendix B, we show that we can define complex rotational invariants by
This means that I nn 0 l ðgÞ does not depend on the orientation of g. The I nn 0 l are, in addition, insensitive to the relative orientation of the different l layers of the Zernike representation. In equation (37), we also define I nn 0 l ðgÞ as real counterparts to the I nn 0 l ðgÞ. Their importance comes from the following results proved in Appendix B: any rotation-invariant quadratic form on g is a linear combination of the I nn 0 l ðgÞ and any rotationinvariant real symmetric quadratic form on g is a linear combination of the I nn 0 l ðgÞ.
Using equation (34) in equation (1), one can derive the result of Liu, Morris et al. (2012) where b n ðtÞ is given by equation (33):
ðÀ1Þ ðnþn 0 Þ=2 b n ðtÞb n 0 ðtÞ P minðn;n 0 Þ l¼0 ðÀ1Þ l I nn 0 l ðgÞ:
We will now work our own way from there, starting with some minor rewriting. The sums are restricted such that n, n 0 and l have the same parity, so ðÀ1Þ l ¼ ðÀ1Þ Àn 0 , and we can rewrite the indices n and n 0 as n þ k and n À k with no parity constraints on k. Using equations (33) and (37), this results in 
where j n is the spherical Bessel function of order n and where F nk is real and F n0 ! 0. Equation (6) is our rotation-invariant expression for I g ðtÞ which is, as expected, a linear combination of the I nn 0 l . Making it explicitly translation invariant is the key to this paper. 2.3.2. Translation-invariant expressions for I g (t). The first hint of translation invariance is equation (5) since the M n ðf Þ, being the coefficients of the q expansion of I f ðqÞ=I f ð0Þ, are rotation and translation invariant. We proceed with a t expansion of equation (6). To do this, we must first derive the t expansion of j nÀk ðtÞj nþk ðtÞ. The result is given by equation (44) in Appendix C2. Introducing it in equation (6) raises the following relationship, A and B being given by equations (45) and (46):
Identifying with equation (4) gives
and the following scaling rule:
The moments M n and H n are related to the L n coefficients through
Equation (7) is our first rotation-and translation-invariant expression for I g ðtÞ. The practical interest of this relation is, however, somewhat limited. While it is theoretically possible to extract the L n from numerical data, we expect it to be quite imprecise as this equation once truncated into a finite sum would only be accurate around t ¼ 0 since it would diverge at large t.
The understanding of what has to be done comes from the study of translation invariants made of finite linear combinations of the F nk . It seems, on small values of n, that for each n one can build a unique such invariant K n containing F n0 but no other F n 0 0 . From equation (6) and Appendix C3, we derive
Since n0 p ¼ pn , then l0 n ¼ nl and we recover our starting intuition:
We can easily relate the K n ðgÞ to the L n ðgÞ by t expanding equation (12) using equation (44) and identifying, and inverting using equation (48):
Finally, introducing equation (8) in this last equation, we can relate the K n to U n ðxÞ, even polynomials of degree 2n:
Equation (12) is our final explicitly rotation-and translationinvariant expression for I g ðtÞ, and the K n ðgÞ are rotational and translational invariants. We believe the K n generate all translational and rotational invariants which are finite linear combinations of the I nn 0 l . Note that there exist infinite invariants which are not generated by the K n , as exemplified by equations (38) and (39). As we will see in x3, equation (12) is particularly well adapted to fitting numerical data, since the functions j 2 nþ1 ðtÞ=t 2 are bell shaped with well separated maxima as can be seen in Fig. 1 . But inspecting equations (14) and (9), it appears that there are no scaling rules for the K n ðgÞ. We thus cannot naturally define K n ðf Þ, but we can use the K n ðgÞ to compute the H n ðf Þ, which are a better choice to describe the shape of the object of study. Indeed, from R and K 0 . . . K m one can compute L n , M n and H n for n m using equations (10), (11) and (14).
2.3.3. Pair distance distribution function. It is usual (see e.g. Moore, 1980; Kö finger & Hummer, 2013) when studying I f ðqÞ to introduce the pair distance distribution function:
The support of p f ðrÞ is ½0; D max where D max is the diameter of the support of f (namely the largest distance between two points with a non-zero f value). A regular tetrahedron mini-mizes D max =R min , where R min has been introduced in x2.1, and thus
From equations (3) and (16) and using equation (43) for j 0 , it is clear and well known that p f ðrÞ and I f ðqÞ are related by
Interestingly, one can compute M n ðf Þ knowing p f ðrÞ:
So one can see the H n as scale-invariant moments of p f . Recalling the scaling notations defined in equation (2), we can easily derive the scaling rule, namely p f ðrÞ ¼ R 5 p g ðxÞ, and we can now apply our previous results. First using equation (17) and R ! R min , we can conclude that the support of p g is included in ½0; 2. If we use equation (12) in equation (19), we get
for x 2 and T n ðxÞ ¼ 0 for x ! 2. We show in Appendix D2 how the T n were computed. Their shape is shown in Fig. 2 . 2.3.4. Porod's theory. In Porod's theory (Porod, 1951) on the scattering of globular objects (i.e. objects of constant density), an important quantity that is derived is the Porod's invariant Q f , defined by
For this quantity, the following scaling rule stands:
so that we can apply our results, namely using equations (12) and (51),
There are three important quantities that can be derived from this: the so-called Porod's volume which is the volume of the object, its surface and a correlation length. They are related to Q f by
We can now compute these quantities: namely, since
For S g , we must compute the limit. When t ! 1 j 2 nþ1 ðtÞ ' 1 2t 2 ½1 þ ðÀ1Þ n cosð2tÞ and thus t 4 I g ðtÞ ' 1 2 X 1 n¼0 K n ðgÞ þ cosð2tÞ X 1 n¼0 ðÀ1Þ n K n ðgÞ " # :
The limit for S g is hence well defined only when X 1 n¼0 ðÀ1Þ n K n ðgÞ ¼ 0 and
Finally, using equation (52),
2.3.5. Extension to R < R min . From equations (15) and (16), we can write Polynomials T n ðxÞ for n ¼ 0; 1; 2; 3.
Inserting in equation (12), and noting that the resulting relation is true for all possible p g , we can thus identify with equation (18) and we deduce that
We have done some numerical experiments and have found the following: this identity seems to be true for any t; x 2 R with a pointwise convergence.
On the other hand, the convergence seems to be uniform in t and x only for jxj < 2. This is important for exchanging summation and integration, as this is justified only when the convergence of the series is uniform. So, in practice, this formula is usable only when jxj < 2. This relation is very interesting because it allows one to separate the variables t and x. Had it been known before, one could have deduced equation (12) directly.
Up to now, we have needed that R ! R min in order to write the Zernike expansion for g. Using equation (24) in equation (18), we can recover our K n expansion of I g ðtÞ [equation (12)] through equation (23). But this time the derivation is valid as long as the support of p g is included in ½0; 2, that is as long as R ! D max =2. We can thus conclude that all the formulae of this paper which do not mention the Zernike decomposition of g (through c nl , I nn 0 l , F nk ; . . .) are valid as soon as R ! D max =2 and not only when R ! R min (remember that R min ! D max =2).
Moreover, as H n is constant, the relationship between H n and g through c nlm is independent of R, and thus valid for any R. When R < R min , this amounts to integrating out of the unit ball. Since one can deduce the K n from the H n as soon as R ! D max =2, the relationship between K n and g through the c nlm is valid as soon as R ! D max =2, including when R < R min . In conclusion, all our formulae including those mentioning the Zernike decomposition are also valid when D max =2 R < R min . Our theory cannot be extended further to R < D max =2 as equation (21) cannot represent p g with nonzero values for x ! 2.
Observing equation (21) and Fig. 2 , it is clear that a pair distance distribution function p g reaching 0 at x ¼ 2 and not before will require fewer K n parameters to be described precisely. Hence we see that the best value for R is D max =2 as it optimizes the information content of the first K n . We now see that this choice is allowed and desired.
2.3.6. Non-uniqueness of the invariant expansion. We can alternatively describe the object through the autocorrelation function of its density, also contained in the unit ball. A similar reasoning leads to an expansion on the basis of ½j 2nþ1 ð2tÞ=t functions. Both this new expansion and the one derived previously can be generalized into an infinite set of invariant expansions over the basis of ½j 2 nþs ðtÞ=t 2s or ½j 2nþs ð2tÞ=t s func-tions, respectively, where s can take any integral value. We direct the reader to Appendix D for a more in-depth derivation of these alternative expansions.
Application to SAXS data
In the following sections, x3.1 and x3.2, we will illustrate how our K n expansion can efficiently fit synthetic data. We will then discuss in x3.3 a possible procedure for an optimal choice of our parameters R and N, thus estimating D max . In x3.4, we further describe how the radius of gyration R 1 and moments H n can be extracted from the K n . Finally, in x3.5, we check the applicability of our approach and try to fit experimental data taken from the SASBDB online database (Valentini et al., 2015) , and extract the invariant parameters from it.
Synthetic I f
Synthetic I f ðqÞ data were generated for four geometrical shapes fitting in a ball of radius 1 nm (hence D max ¼ 2 nm): a cube (with edge 2=3 1=2 nm), a cylinder (with height 4=5 1=2 nm and radius 1=5 1=2 nm), a torus (with outer radius 1 nm and inner radius 1/2 nm), an ellipsoid (with semi-axes, respectively, 1, 0.8 and 0.6 nm). The data were sampled at 1000 points spanning q ¼ 0 to q ¼ 15 nm À1 , with an added noise of 5%, as shown in Fig. 3 (grey points); additional data up to q ¼ 20 nm À1 were produced but not used.
To fit I f ðqÞ we have to choose a value for R and use equation (2) to compute the corresponding data for I g ðtÞ where t ¼ Rq, and fit them against a truncated version of equation (12), namely Illustration of the synthetic (grey) and fitted (black) SAS profiles for four different geometrical shapes. The light grey data were not used to fit the profile. The parameters given on top of each profile are derived from the procedure detailed in x3.3.
The detailed protocol used to determine the parameters R and N is given later in x3.3. For a given choice of these parameters, we applied a regular least-square fitting procedure against equation (25), using only the data for q < 15 nm À1 , to determine the K n . Results are shown in Fig. 3 (black line). As was shown in Fig. 1 , the fitting functions are bell shaped with well separated maxima. Each K n will thus fit a section of the curve around its maximum which is approximately around t n ' n, so that increasing N will allow one to better fit the tail of the curve. In practice, the experimental intensity is often not normalized, and defined up to an unknown scaling factor, different from the one related to our scaling to the unit ball. This factor will be absorbed in all our fitted parameters and their value will thus be defined up to a scaling constant. This will not however affect our results for all the quantities of interest involve their ratio, not their absolute value.
Synthetic p g
A strong test of our fits can be performed by comparing the analytical value of p g ðxÞ and the approximation obtained from the previous fits on I g ðtÞ through the truncated version of equation (21), recalling our scaling notations x ¼ r=R and t ¼ Rq,
with the K n coming from the fit of I g ðtÞ [equation (25)]. The corresponding pair distance distribution functions are shown in Fig. 4 . The case of the torus is interesting. Cutting the data to [0:15] yields a large discrepancy in the [15:20] q range, as well as symptomatic oscillations in p g . This might be a sign that there are not enough data to faithfully reproduce the torus shape, even with some approximation. Interestingly enough, if the whole [0:20] q range is considered, the situation improves dramatically (data not shown).
We now detail how N and R are determined.
Choice of R and N, measure of D max
The choice of R and N is an important task. As argued above, theoretically the best choice for R is R ¼ D max =2. First, recall that, in order for our theory to hold and in particular to have equation (12), we need R ! D max =2. Now, it is easy to argue that given this constraint, smaller R is better. Indeed, as R increases, the support of g shrinks and the data range for I g increases. In this case, information is being spread to larger t and hence larger n, and thus it is more difficult to gather with the same number of parameters.
Of course, D max is usually not known beforehand. A good way to measure it is to look at the quality of the fit for a given value of N. On one hand, there is no reason for our fit [equation (25)] to work when R < D max =2; we thus expect a low quality of the fit in this region. On the other hand, as R increases, the spread of the information to larger t values will lead to a decreasing quality of the fit as N is fixed. In conclusion, we expect the best fit quality around R ¼ D max =2.
To measure fit quality, we use the following score:
where d i is the data point at t ¼ t i and i the associated error. This is the quantity we are minimizing for the fit. It should be around 1 for a good fit and larger otherwise. We show in Fig. 5 the goodness of fit as a function of N and R in the case of the cube mentioned before. The result is quite typical and illustrates our argument. First, it is clear that a curve for a given N is necessarily below the curve for a smaller N [slight crossings may happen due to the overall denominator in equation (26)]. But those curves are constrained by a minimum value which is essentially around 2 ¼ 1. As argued before, 2 is large at small and large R and reaches a minimum around R ¼ D max =2. At small N, the curves have a well defined minimum; as N increases the curves go down and to the right (to smaller 2 and larger R) and eventually reach the minimum possible value around 2 ¼ 1.
At this stage the bottom part of the curve flattens against this minimum and extends towards larger R values. In the cube case this critical N value where the first plateau appears is N ¼ 9. From this behaviour, we can conclude that N should be chosen larger or equal to this critical value to get a good fit and not much larger. Indeed, if we note Illustration of the pair distance distribution functions corresponding to Fig. 3 . The black line is our estimation and the grey dots are exact values. ðq min ; q max Þ the data range for I f , once R is fixed the data range for I g is ðRq min ; Rq max Þ. Since the nth fitting function has its maximum around t n ' n, this gives a maximal value N max ' Rq max for N; going further would lead to meaningless values of the corresponding K n . Actually, N max is usually too large a choice for N as we start overfitting the data at much lower N which leads to widely fluctuating fit parameters. Once N is chosen, R should be chosen at the minimum of the corresponding 2 curve. This minimum can easily be obtained numerically from the data, even if it is visually not obvious where this minimum is. This gives an estimation of D max =2. Here at N ¼ 9, this gives R ¼ 0:87 nm and D max ' 1:74 nm.
The value of D max determined for the cube is smaller than the expected exact value of 2 nm. This can be explained by the fact that angular features of the cube cannot be obtained without a very large number of terms in the expansion, beyond what is present in the data: at low resolution, the cube appears eroded, its D max appears to be smaller and it fits in a sphere smaller than that of the ideal cube. In fact, even with this choice of R the reconstructed p f is very good for the cube (see Fig. 4 ), as the exact p f is extremely flat around r ¼ 2 nm.
Although objects with edges as sharp as the cube are unlikely to be found within the pool of biological objects, this observation is noteworthy: the actual value of D max can only be approached to an extent dictated by the resolution achieved in the available experimental data. Moreover, flat tails in p f are likely to be missed.
Measure of R 1 and H n
The Guinier approximation (Guinier & Fournet, 1955) is the most widely used method to measure the radius of gyration from the data. In this approximation, only data near q ¼ 0 are taken into account, leading to experimental complications as this region is particularly sensitive to interparticle interferences. Other methods have thus been proposed that take the full data into account. Glatter (1977) showed that it could be extracted from the approximated pair distance distribution function derived from the data through indirect Fourier transform methods, leading to a more precise estimation compared with the Guinier approximation. Our method follows a similar approach, as the whole profile is directly used to derive R 1 . Indeed, from the measure of K 0 and K 1 , we obtain a measure of the radius of gyration R 1 through
We can likewise compute the H n up to n ¼ N À 1 using equations (11) and (14).
To assess the error made, we measure the second moment H 2 of the cube, for 20 realizations of the added noise. We show in Fig. 6 the deviation to the 'true' value as a function of the same parameters N and R. We observe that the variance of the result increases with N, and one gets closer to the exact value when the goodness of fit is smaller. This confirms that one has to choose the smallest value of N for which the goodness of fit plateaus, and pick the value of R at the global minimum of the plateau. We get the same behaviour for the other shapes and other observables (R 1 , H 3 ; . . .). Here, with N ¼ 9 and R ¼ 0:87 nm, we determine the value of H 2 with 0.01% precision.
In practice, to compute an estimation of the error, one cannot average on noise. One could use the confidence intervals given by the linear fit method on the K n parameters. This happens to give much too large error estimations probably due to the fact that our observables, being invariant, have much smaller fluctuations than the K n from which they are computed.
We suggest the following procedure to estimate errors. We split the available data in a few subsets (we use five) and compute our observable for each subset and extract an error estimation from the variation of the observable between different subsets. The error coming from the imprecision on R is usually negligible, as soon as the 2 plateau is sufficiently long. This is important as we thus do not need a precise determination of D max to get precise determinations of the other observables. We show in Table 1 Determination of D max from synthetic data for a cube. Goodness of fit traced as a function of N and R.
Figure 6
Determination of H 2 from synthetic data for the cube. our four shapes together with the exact values. The estimated errors still seem a little large but these error estimations fluctuate quite a lot from sample to sample and should be handled with care.
These results show that from good data one can extract the radius of gyration R 1 and the H n invariants with a very good precision. Here overall we achieve a 0.1% precision or better. D max is more difficult to measure and its determination varies significantly between different realizations of the noise.
Application to experimental data
We now present four actual experimental examples, for which data for I f ðqÞ and p f ðrÞ were available. We tried to take them as representative as possible (see Table 2 and Figs. 7 and 8). We add a global constant K to equation (25), the background correction (Ciccariello et al., 1988) , a global shift in the experimental data compared with the theory. Without this global constant, we observe the following: (i) we need a much larger N to obtain the same quality, (ii) the fitted K n are not stable as we increase N, (iii) the reconstructed p g is not correct, displaying large oscillations and negative parts. Adding such a constant is quite a generalized practice when fitting against experimental data. We hence have N þ 1 fitting parameters: one constant K and N parameters K n .
We use the same technique as before but we have ignored all data with q < q cutoff , where we have chosen q cutoff for each sample to exclude data not well fitted by our model. This is justified as our model does not account for the effective structure factor arising from interparticle interference (Stradner et al., 2004) . Ignoring these data is important for our procedure. The quality of the fits is quite good with relatively few fitting parameters.
On the curves of Fig. 8 , we can distinguish three parts. (i) The leftmost part around t ¼ 0 which is not always well fitted and for which changing N does not help. This is precisely the part that we decided to ignore by setting q cutoff accordingly. (ii) The central part which is covered by the bell-shaped part of the fitting functions is perfectly well fitted by our equation. The nth fitting function is centred around t n ' n, so this corresponds roughly to the region t < $ N. (iii) The tail of the curve, which is not covered by the central part of the fitting functions, may or may not be well fitted by their tails depending on the sample. One can increase N to try to improve that part. In particular, for our samples, increasing N does visibly help for Apo (figure not shown); for Lyz, Bam and Cyt the tail is already quite well fitted with the current N.
We show the results for p f corresponding to Fig. 8 in Fig. 9 . There is a good agreement even though we are not doing new fits.
A closer look at Fig. 9 reveals three interesting parts on the curves. (i) A central part which is in good agreement with SASBDB. (ii) The part around x ¼ 0 that should behave as x 2 for three-dimensional objects [see e.g. Kö finger & Hummer (2013) ]. This feature seems to be lacking on SASBDB data at least for Lyz and Cyt (which look quite linear at small x). (iii) The right part around x ¼ 2 is the tricky part. It tends to oscillate where it should not, and this part is particularly sensitive to the chosen parameters (q cutoff , N and R). Fig. 10 is analogous to Fig. 5 for Bam data. Following the procedure we described before, we find in the Bam case N ¼ 10 and R ¼ 5:98 nm, which gives the estimation D max ¼ 11:96 nm. Proceeding as for the synthetic data, we can compute the radius of gyration and the invariants H n . We show the results for our four experimental samples in Table 3 . In the case of actual data, the goodness-of-fit plot is not always as clearcut as the one for Bam; this was, in particular, the case for Lyz and Cyt where choosing N was not obvious. This may be the signal that the data have some additional experimental features not taken into account in our theory which may or may not influence the measures of the invariants. The error estimations should in any case be handled with care.
Discussion
The matter of reducing the SAS curve I f to a finite set of invariant parameters calls for a discussion about the information content of I f . A common route (Moore, 1980) 
Figure 7
The structural models corresponding to the examples discussed here, as found on https://www.sasbdb.org/. See also Table 2 . Table 2 Examples chosen from the SASBDB database (Valentini et al., 2015) .
Reference is the SASBDB website inner reference, R 1 is the radius of gyration (in nm) according to the database and likewise for D max . of expanding I f as a Fourier sine series with finite support ½q min : q max , and recognizing the pair distance distribution function p f as its discrete Fourier transform with finite support ½0 : D max . Doing so effectively maps continuous functions to discrete series, and for this mapping to preserve all the initial information the Nyquist-Shannon sampling theorem states that the number of terms in the series must be close to N S ¼ D max ðq max À q min Þ= (Shannon, 1949; Slepian & Pollak, 1961) . Further considerations about the effect of noise on the actual information content in the data have been discussed extensively in the fields of optics (Frieden, 1971) , and more recently of SAS (Vestergaard & Hansen, 2006; Pedersen et al., 2014) . Although the sine series expansion is appealing, we believe that the expansion proposed here in equation (12) is more natural for SAS data. In fact, there exists g n such that K n ðg m Þ ¼ nm , for example g n ¼ 1 4½2ð2n þ 3Þ 1=2 ½Z Àn nn þ ðÀ1Þ n Z n nn which means that the associated fitting functions j 2 nþ1 ðtÞ=t 2 have the shape of a possible output. In particular, they are positive and have the right decreasing at infinity (namely in t À4 ). It is the only expansion in our sets with such properties.
Furthermore, unlike the approach presented in this paper, the traditional route does not provide a direct relationship between the SAS data and the underlying scattering object. We claim that the invariant expansion proposed in this work provides both a fair estimate of the number N of degrees of freedom available in the scattering data and a fair estimate of the object's maximum diameter D max , and provides us with a set H n of model-free parameters beyond the radius of gyration R 1 that reflects the distribution of electrons in the corresponding scattering object.
Recently, Rambo & Tainer (2013) have proposed that the volume of correlation, actually homogeneous to a surface as it is defined as the ratio between the Porod's volume and the correlation length, together with the radius of gyration are a very stringent set of model-free parameters for relating the SAS curve to the overall shape of the scattering object. We presented here a rigorous generalization of that intuition, by deriving a robust method that allows one to retrieve all the hierarchical set of structural moments H n that are accessible in a given data set. Starting with the radius of gyration, we show how one can avoid complications linked to the Guinier approximation and propose a way to estimate it based on all the accessible data. Going further, we leave for future work the careful study of how the H n values relate to typical shapes, in the vein of what has been done by Guinier & Fournet (1955) and Pedersen (1997) , for example. For a simple shape like a ball of uniform density, using equation (20) Comparison of our estimation of p g ðxÞ to the ones from SASBDB. The line is our estimation and the dots are data from SASBDB. This is not a fit.
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 9 ðn þ 2Þðn þ 3Þð2n þ 3Þ 2n s which in particular gives H 2 ' 1:300, H 3 ' 1:465 and H 4 ' 1:578. These values are closer to those of Lyz, or even more Apo (see Table 3 ) in qualitative accordance with their structural models (see Fig. 7) . A more general shape classification protocol might be needed to extend our ability to describe, differentiate and recognize more elaborate shapes such as those of Bam and Cyt in the same figure.
Beyond their use for comparing known shapes, one might ask how our set of invariant parameters could help design ab initio shape reconstruction strategies directly from the datathe data-to-model approach defined in x1. It would be appealing, for computational efficiency, to be able to derive analytical shapes from the data, rather than having to resort to more expensive numerical exploration strategies, which owe their success to a clever interplay between real-space and intensity-space refinement (Elser, 2011; Liu et al., 2013) . We recall the following result from x2.3.1 that any rotationinvariant quadratic form on g is a linear combination of the rotational invariants I nn 0 l ðgÞ which are insensitive to the relative orientation of the different l layers of the Zernike representation. As such, I g ðtÞ is not sensitive to the relative orientation of the different l layers of the Zernike representation. Strategies for the reconstruction of the original shape from I g ðtÞ will have to overcome this insensitivity. And no help can come from additional quadratic constraints for example on R B jgðxÞj 2 dx or R B jrgðxÞj 2 dx since they also suffer from the same insensitivity. Clever approaches must then be derived to bypass these theoretical limitations, e.g. by introducing interdependencies between the layers of the Zernike expansion.
Finally, we believe that this work could prove helpful for automatic merging of SAS data sets (Spill et al., 2014) where our expansion could be used instead of the parametric prior function, and for the definition of better ways to solve the problem of overfitting and metric bias in evaluating modeldata agreement (Rambo & Tainer, 2013; Franke et al., 2015) . We also hope to extend that work to the field of FSS or singleparticle imaging (Ma & Liu, 2016) in the near future.
APPENDIX A Three-dimensional Zernike polynomials on the unit ball
For completeness and to fix notation we recall here the main definitions and properties of three-dimensional Zernike polynomials; for more details see Canterakis (1999) , Mak et al. (2008) , Mathar (2008) and Liu, Morris et al. (2012) .
Zernike polynomials form a polynomial basis to represent functions on the unit ball. They have the following form Z m nl ðxÞ ¼ R nl ðxÞY m l ðx xÞ;
where n; l 2 N and m 2 Z, with n ! l, n À l even and jmj l. Y m l is the usual spherical harmonics,
where P m l is the usual associated Legendre polynomials. The radial part is constrained by
and is given by Quality of the fit for Bam as a function of R for various N values. Small values of 2 around 1 represent a good fit, large ones a bad fit. Table 3 Parameters and results for our samples.
q cutoff is the cutoff (in nm À1 ) chosen for ignoring data near q ¼ 0 and N is the number of K n parameters in the fit. N s is the Shannon number. D max (in nm) is measured using the procedure described in the text using figures such as Fig. 10 . 2 is the fit quality for the chosen R and N. R 1 is the radius of gyration (in nm) and H n is dimensionless. The numbers in parentheses are estimations of the errors on the last digits. 
Thus defined, Z m nl ðxÞ are polynomials of total degree n in the Cartesian coordinates. They form an orthonormal basis for the functions on the unit ball.
Since the support of g is contained in the unit ball B, we can write its expansion in the Zernike basis, namely
where the sum on l is limited to l such that n À l is even. And the c m nl ðgÞ are given by c m nl ðgÞ ¼ R B gðxÞZ mÃ nl ðxÞ dx:
To simplify notations, c nl will stand for the column vector c Àl nl ; . . . ; c l nl (with 2l þ 1 elements) and likewise for Z nl and Y l . Equation (31) then becomes
c nl ðgÞ Á Z nl ðxÞ;
still with n À l even. We also need the Fourier transform of g: using the plane wave expansion
where j l is the spherical Bessel function of order l, the orthonormality of the spherical harmonics and Mathar's result (Mathar, 2008 ) Since we are interested in rotational invariance, it is important to understand the behaviour of the Zernike representation under rotation. It is well known that under a rotation R around the origin, spherical harmonics behave as follows:
where l ðRÞ is a ð2l þ 1Þ unitary matrix. We can write this more compactly as
Moreover l is an irreducible representation of SO(3) of dimension 2l þ 1. From this, we can infer
B2. Rotational invariants
We can thus define rotational invariants by
with n À l, n 0 À l and n À n 0 even. From this definition, it is clear that I nn 0 l ðgÞ ¼ I Ã n 0 nl ðgÞ and I nnl ðgÞ ! 0. From equation (30), we can deduce that I nn 0 l ðgÞ is real if g is real. Since l ðRÞ is unitary, the I nn 0 l are indeed invariants; namely we have I nn 0 l ðRgÞ ¼ I nn 0 l ðgÞ:
This invariance is in fact even deeper: if, for any family fR s g of rotations, we note This means that those invariants are also insensitive to the relative orientation of the different l layers of the Zernike representation.
B3. Rotational invariance of quadratic forms
The importance of these invariants comes from the following result: any quadratic form on g which is invariant by rotation is a linear combination of the I nn 0 l .
Indeed, such a form is written
where the Q nn 0 l and Q nln 0 l are the blocks of the Q matrix. If Q is invariant by rotation then QðRcÞ ¼ QðcÞ which implies that Q nn 0 l l ðRÞ ¼ l ðRÞQ nn 0 l and Q nln 0 l l 0 ðRÞ ¼ l ðRÞQ nln 0 l 0 . Irreducibility of the l and Schur's lemma give that Q nn 0 l ¼ q nn 0 l Id for some constant q nn 0 l and Q nln 0 l 0 ¼ 0 and hence
as claimed.
A corollary to this is that any rotation-invariant quadratic form on g is insensitive to the relative orientation of the l layers of the Zernike representation.
B4. Real symmetric quadratic forms
For real symmetric quadratic forms, q nn 0 l is real and equation (36) reduces to
Thus, any real symmetric rotation-invariant quadratic form is a linear combination of the I nn 0 l .
Here is the expression for two common real symmetric quadratic forms:
with as always n, n 0 and l with the same parity, and
Note that actually computing S nn 0 l generally is a challenge, but we have inferred the formula for small n and n 0 ; it is correct at least for n; n 0 20 (and thus probably always correct).
APPENDIX C Properties of spherical Bessel functions C1. Useful relations
The spherical Bessel function j n is related to the usual Bessel function through j n ðtÞ ¼ 2t 1=2 J nþ 1 2 ðtÞ:
In particular j 0 ðtÞ ¼ sinðtÞ t :
It also verifies the following recursion relations:
2n þ 1 t j n ðtÞ ¼ j nÀ1 ðtÞ þ j nþ1 ðtÞ;
ð2n þ 1Þ dj n ðtÞ dt ¼ nj nÀ1 ðtÞ À ðn þ 1Þj nþ1 ðtÞ:
It has the following series expansion:
ðÀ1Þ l X l n t nþ2l with
where !! denotes the double factorial [n!! ¼ nðn À 2Þ . . . and 0!! ¼ 1]. Finally, it obeys orthogonality relations, which can be formally written as Z 1 0 t 2 j n ðatÞj n ðbtÞ dt ¼ 2a 2 ða À bÞ: ð43Þ
C2. t Expansion
We want to find the t expansion for j nþk ðtÞj nÀk ðtÞ, so we start from equation (42). We thus get j nþk ðtÞj nÀk ðtÞ ¼ P 1 s¼0 t 2ðsþnÞ ðÀ1Þ s W nks ;
with W nks ¼ P s l¼0 X l nþk X sÀl nÀk :
We have not been able to go further analytically but a close scrutiny of the first values of W nks led us to
We have checked this expression systematically for n; k; s 100, so that we are certain it is correct. From this, we deduce the miraculously simple formula
with
Note that A n l does not depend on k and B k l does not depend on n.
C3. j 2 n Expansion
Here we prove the following relation used to derive equation (12):
We can constrain the nk l using equation (44) A mathematical miracle happens here again, as this formula can be inverted using the following fact: for any n and m P n
where is the Kronecker symbol and
We thus obtain
Using these values for nk l , equation (47) then formally holds. To prove equation (47), one needs to ensure that the series converges. We have max t j 2 l ðtÞ ¼ Oð1=lÞ; it thus suffices that nk l ¼ Oð1=lÞ in order to have equation (47) converge. To show it analytically seems difficult, but numerical tests indicate that it is indeed the case, so equation (47) stands.
C4. Some useful integrals
(i) It is known that for À2 < < 2, we have
In particular, for n ! 0, we have Here we present another equivalent invariant expansion for I g ðtÞ, which could be interesting. If we introduce the autocorrelation function by
it is clear that the support of " g is included in the unit ball B as soon as R ! D max =2, and we can write a Zernike expansion for " g . Starting from equation (1), we can then write where we have used equation (34) for " g in the last line. The last integral is null except for l ¼ 0 (and therefore n even) and we thus obtain I g ðtÞ ¼ 64 3=2 P 1 n¼0 ðÀ1Þ n b 2n ð2tÞc 2n;0;0 ð" g Þ:
We can finally rewrite this as
with Q n ðgÞ ¼ ðÀ1Þ n 32 3=2 ð4n þ 3Þ 1=2 c 2n;0;0 ð" g Þ:
As for K n , we can relate Q n to L n by t expanding equation (57) and identifying with equation (7). We thus get L n ðgÞ ¼ X n l¼0 2 2nþ1 ðÀ1Þ nÀl ð2n þ 2l þ 3Þ!!½2ðn À lÞ!! Q l ðgÞ;
Q n ðgÞ ¼ ð4n þ 3Þ X n l¼0 ð2n þ 2l þ 1Þ!! 2 nþlþ1 ðn À lÞ! L l ðgÞ:
We can also define the analogue of U n , Q n ðgÞ ¼ 4 R R B g Ã ðx 1 Þgðx 2 ÞV n ðx 12 Þ dx 1 dx 2 ; V n ðxÞ ¼ ð4n þ 3Þ X n l¼0 ðÀ1Þ l ð2n þ 2l þ 1Þ!! 2 nþlþ1 ð2l þ 1Þ!ðn À lÞ! x 2l ;
and write the pair distance distribution function corresponding to this other expansion as p g ðxÞ ¼ P 1 n¼0 Q n ðgÞS n ðxÞ;
where, using equations (55) and (29), S n ðxÞ ¼ ðÀ1Þ n 16ð4n þ 3Þ 1=2 x 2 R 2n;0 ðx=2Þ:
D2. Two infinite sets of invariant expansions for I g (t)
We will now see that both our invariant expansions [equations (12) and (57)] can each be generalized into an infinite set of invariant expansions, valid as soon as R ! D max =2.
Starting from equation (12) and using equations (40) and (47), we can build another expansion, namely I g ðtÞ ¼ P 1 n¼0 K 0 n ðgÞj 2 n ðtÞ:
Proceeding as before, we can write U 0 n ðxÞ ¼ X n l¼0 ðÀ1Þ l ð2l þ 1Þ! C l n B 0 l x 2l ; sinðtxÞ tx ¼ X 1 n¼0 U 0 n ðxÞj 2 n ðtÞ:
We can now easily prove, by recursion on s, the following generalization of this formula, namely sinðtxÞ 
Moreover, all these identities seem to have the same convergence properties as our first one. Proceeding as before, we can then derive the following, where the case s ¼ 1 corresponds to our original K n , U n and T n : j 2 nþs ðtÞ t 2sÀ1 sinðtxÞ dt: Fig. 11 illustrates how the first function spreads with increasing s. At the same time, oscillations dampen at higher t.
Finally, we can also find a simpler expression for the U s n and compute T s n . This becomes possible when one remarks that U 0 n ðxÞ ¼ ð2n þ 1ÞP n 1 À x 2 2 ;
where P n is the Legendre polynomial of order n. Indeed, we can rewriteU 0 n ðxÞ as U 0 n ðxÞ ¼ ð2n þ 1Þ X n l¼0 ðÀ1Þ l n l n þ l l x 2 2l and identify with the following known formula for P n : P n ðxÞ ¼ X n l¼0 n l Àn À 1 l 1 À x 2 l ;
where we can use the fact that ÀnÀ1 l À Á ¼ ðÀ1Þ l nþ1 l À Á . We hence have U s n ðxÞ ¼ ðÀ1Þ s ½2ðn þ sÞ þ 1 1 x d 2s dx 2s xP nþs 1 À
x 2 2 ! :
We can also compute s n ðxÞ by recursion on s, by noting that s n ð0Þ ¼ 0; d s n dx ð0Þ ¼ Z 1 0 j 2 nþs ðtÞ t 2sÀ2 dt; d 2 s n dx 2 ðxÞ ¼ À sÀ1 nþ1 ðxÞ;
the integral being given by equation (54). To compute 0 n , we insert equation (21) Functions ½j 2 nþs ðtÞ=t 2s for n ¼ 1 and s ¼ 0; 1; 2; 3, normalized to a maximum of 1. which is to be compared to the orthogonality relation for Legendre polynomials, Z 1 À1 P n ðxÞP m ðxÞ dx ¼ 2 2n þ 1 nm :
We can identify them after a simple change of variable and we get for 0 < x < 2 0 n ðxÞ ¼ 4 P n 1 À x 2 2 :
This gives in particular 
We leave to the interested reader the details of the derivation of these last lines and the computation of the other associated quantities. Finally, it is interesting to note that we have derived equations (60) and (63) for integral s values, but they also make sense for s fractional. It is possible that one could also extend equations (58) and (62) to s fractional.
