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In this paper, decoupling of slowly varying and rapidly varying components of a 
solution to a linear singularly perturbed system is considered. A partial decoupling 
transformation is constructed which decouples the slow component from the 
system, in the sense that, after the transformation is applied, the slow component 
becomes independent whereas equations for the fast component still contain the 
slowly varying component. <I 1991 Academic Press, Inc. 
1. INTRODUCTION 
Consider a linear system of ordinary differential equations which 
contains a small positive parameter E, 
(1.1) 
where r E (a, b) c R; “.” denotes d/dt; y,, y, are real vector functions of 
dimensions m and n; A,(t) are real matrix functions of appropriate dimen- 
sions; and I;, , F, are real vector functions of dimensions m, n, respectively. 
It is well known (for example, Harris [4], Nayfeh [S]) that systems like 
(1.1) admit solutions containing both the slowly varying and rapidly 
varying components, under appropriate conditions. The usual way of 
decoupling these two modes is the use of Lyapunov’s transformation 
F(t) = 1, Eff(t) 
-L(t) Z,-&(t) H(t) 1 
which puts (1.1) in the form (Kokotovic et al. [S]) 
t(t) = (A,,(t) - An(t) m 5(t) + &71(t) 
M(t) = (A,,(t) + &t) An(t)) v(t) + gz(t) 
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(1.3a) 
(1.3b) 
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with 
(1.4) 
and Zj being the identity matrix of order j. 
But this involves solving two Riccati differential equations 
(1.5a) 
(1.5b) 
Again, since the slow state (e.g., 5 in (1.3)) gives no trouble (analytically 
or numerically), we need only decouple the slow state and allow the dif- 
ferential equation for the fast state y2 to contain the slow state. (For such 
a decoupling of difference equations, see Mattheij [7].) To this end, we 
make the following assumptions: 
A-l. The matrix functions A,(t) are continuously differentiable for 
i, j= 1, 2. 
A-2. There are constants b, > 0 and cij > 0 such that 
IIA,(t)ll db, and II Aj Wll G cij, 
where 1). II is some matrix norm. 
A-3. There are constants c3 > 0 and cq > 0 such that any eigenvalue 
n(t) of Az2(f) satisfies 
Re A(t)< -c3 or Re n(t) >, cd. 
Under these assumptions, a partial decoupling transformation is 
constructed in Section 2. The boundedness of such a transformation is 
proved in Section 3. Finally some concluding remarks are given in 
Section 4. 
2. A PARTIAL DECOUPLING TRANSFORMATION 
Let E= [ ‘;; :J. Then 
E-l = [k c-:zd. 
Denote 
48 SINGH AND KADALBAJOO 
Then, system (1 .l) can be rewritten as 
Ej= Ay+f 
or 
j=E-- ‘Ay+E-tf: 
Suppose that T is a continuously differentiable and invertible 
function of order m + n. Then, from (2.1) we obtain 
ET-‘+= ET-‘E-‘Ay+ ET-‘E-‘J 
By subtracting ET- ‘fTp ‘y from each side of (2.2), we obtain 
E & (T-‘y)= ET-‘(E-‘AT- ?‘)(T-]y)+ (ET-‘E-If). 
Writing 
Z= T-‘y 
g= ET-‘E-‘f 
(2.3) reduces to 
A= ET-‘(E-‘AT- i-), 
Ei=AZ+g. 
Here we are interested in transformations of the form 
T= 
I,,, EL [ 1 0 I” (2.6) 
(2.1) 
matrix 
(2.21 
(2.3) 
(2.4a) 
(2.4b) 
(2.4~) 
(2.5) 
which makes the upper right m x n block in 2 vanish, so that (2.5) 
represents the partially decoupled system. 
Now, assuming that L is bounded, T-’ admits the representation 
T-l+ ,““I. (2.7 
ET-‘E-’ = [k ynL] 
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and 
A= A,, -LA,, EA,~L+A~~-E~-ELA~~L-LA~~ 
A*, EA,,L + Ax I. (2.9) 
In (2.5), the slow variable is decoupled, iff the upper-right block in A is 0; 
i.e., in (2.9) we put 
EL= -LA,,+A,,+E(A,,-LA,,)L. (2.10) 
Our task now is to show that for sufficiently small E, there exists a 
bounded continuously differentiable matrix L(t) satisfying (2.10). Equation 
(2.10) is a singularly perturbed Riccati differential equation. A solution of 
(2.10) might contain boundary layers. This possibility is eliminated by 
choosing the boundary conditions necessary for (2.10) judiciously. Thus we 
seek a solution of (2.10) in an asymptotic series form. However, the eigen- 
values of A,,(t), the system matrix of (2.10), are not ordered according to 
the signs of their real parts, which is necessary for the dichotomies 
involved. Hence before seeking an asymptotic solution, we first order the 
eigenvalues of A,,(t). 
From A-3, and the boundedness of AZ2 and kz2, it follows that (see 
Coppel [ 1, 21, Gingold [3]) there exists a non-singular continuously dif- 
ferentiable bounded matrix W(t) (also with bounded derivative) such that 
W(t) AJr) W’(t)=D(t)= D,(t) 0 o 
1 k(f) ’ 
(2.11) 
where 
Re l(D,(t)) G - C3 < 0 
Re 4 D2( t)) 2 C, > 0. 
In addition, we have the following theorem from Coppel [Z]: 
THEOREM 2.1. Let B(t) be a continuously differentiable matrix function 
such that for every ttz [a, bl, IIB(t)lJ ddl, II&(t)ll Gd,, and Rel(B(t))< 
--cI, .for some positive constants d,, d,, and u,. Then, there exists an q, > 0 
such that for 0 < E < .Q, the system 
has a fundamental matrix X(t) satisfying the inequality 
IMt) X-‘b)II G RI exp(a,(s - t)) for t 2 s for some R, > 0. 
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Moreover, if the eigenvalue criterion above is replaced by Re 2( B(t)) 3 
cx2 > 0, then the inequalitls 
11X(t) X ‘(s)/l d R, exp(x,(r ~ s)) 
holds for s > t, for some R, > 0. 
Note that the c0 for the latter case in Theorem 2.1 might also change, 
which we denote by Co. 
Regarding this, we put 
L=MW (2.12) 
in (2.10) to obtain 
Ell;r= -MD+A,,W~‘+&(A,,--WA,,)M-EM~W-‘. (2.13) 
We seek a solution of (2.13) in the form 
N-1 
M(t) = 1 &‘M/(t) + ENR(f). (2.14) 
j=O 
Substituting (2.14) in (2.13) and comparing like powers of E, we obtain 
Mo=A,,W-‘D~‘=A,zA,lW~l (2.15a) 
M,=(-~o+A,,Mo-MoWA,,Mo-M06’W-‘)D-’ (2.15b) 
and so on. 
In general, the remainder term R satisfies an equation of the form 
ER= -RD-k-, +fi(Mo, . . . . MNpl)+Efz(R, MO, . . . . MN-,, 6). 
(2.16) 
Using (2.16), one can get an approximation of any order (O(.$‘)). 
However, we are interested only in N = 2. In this case, 
fi~(A,,-M,WA,,)M,-M,(WA,,M,+~W~‘) (2.17a) 
f2=(All-MoWA21-MI WA,,)R 
- RWA,,(M0+u14, + E~R)-ERI+T’ (2.17b) 
and (2.16) reads 
&d= -RD-ti, +fi +Ef2. (2.18) 
The above discussion shows that our aim is accomplished provided that 
the remainder term R (solution R of (2.18)) remains bounded. This is 
proved in the following section. 
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3. BOUNDEDNESS OF THE REMAINDER TERM R 
Let cp(t, S) be the ma&ant of the system 
f, = D1(t) x, 
and ‘J’(v(t, S) be the matrizant of the system 
i* = D*(t) x* 
Let 
No(t) = -hdd +f, 
N,(t)=No(t)+&f2, 
where fi and f2 are given by (2.17). 
Define an integral operator S: Iw -+ R’ by 
S(t) =a j-’ N,(s) [ ‘(; ‘) 
(I 
;] ds 
0 0 
0 w, 2) 1 ds. 
(3.1) 
(3.2) 
(3.2a) 
(3.2b) 
(3.3) 
Let &,= {R: /lRll <p} for some p>O. 
LEMMA 3.1. If A-l to A-3 are satisfied, then, there exist positive 
constants K,, K,, K,, K4, E, such that 
(a) tINo(~ G Klj 
(b) IIN,(t)ll Q K, + vK2 + E*P*K~, 
Cc) llfAR1) -fi(Rz)ll G K, IIRI - R,Il, 
for RI, R2~Rp andO<E<El, 
(d) R E R, is a solution of (2.18) iff it satisfies the integral equation 
R = S. 
Proof: Parts (a) and (b) follow from the boundedness of A,(t) and 
A,(t) and hence that of M,(t) and M,(t) on [a, b]. Part (c) follows by the 
use of the matrix identity 
R, WA2, R, - Rz WA,, R, = (R, -R,) WA21 R, + R, WA,,(R, -R,). 
The “if” part in (d) follows from differentiation and the “only if” part from 
the variation of constants formula. 
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LEMMA 3.2. If A- 1 to A-3 are satisfied then, there exist positice ~~n~tctnt~ 
p and E* such that the integral equution R = S bus a unique solution in R,) 
for 0 <c: < E*. 
ProoJ: We prove that S is a contraction mapping. 
From Lemma 3.1 and Theorem 2.1, it follows that there exists E? > 0 
such that for 0 < E <Ed d min(&,, &, E,), 
IIs - s(&)(t)ll 
* 
d 
[?’ 
R, exp(c,(s - t)/&) ds 
u 
+fi R,exp(c,(s-t)/f)ds].K, llRl-W 
Hence. 
IIS( S(&)lI G IF, -M/2 (3.4) 
for E < Ed = min(c,, c4)/2K4 max(R,, K2). Also, from Lemma 3.1, it follows 
that 
IlSll <i [J” R, exp(c,(s - [YE) ds 
a 
exp(c,(s - t)/&) ds 
I 
. (K, + &pK, + &‘p2K3) 
d 
max(K:, K,) 
min(c,, c4) 
(K, + EPK, i E~P’KJ 
Choose 
2max(R,, K2).K, 
P= min(c,, c,) ’ 
and 
E min(c,, c4) 
” ” 3K, max(R,, K2)’ 
(3.5) 
(3.6a) 
K2 min(c,, c4) 
m’ 2K4 max(K, Ko) > 
(3.6b) 
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Then, from (3.4) and (3.5) it follows that I/S(I < p and S is a contraction 
mapping on K,. 
Summarizing the discussions in Section 2 along with the results in 
Lemmas 3.1 and 3.2, we obtain the following theorem. 
THEOREM 3.1. Assume that the system (1.1) satisfies the assumptions A-l 
to A-3. Then, there exist an E* > 0 and continuously dlyferentiable matrices 
W(t), M,(t), and M,(t) bounded on [a, b] such that 
w(t) A At) w-‘(t) = diag(D,(t), b(t)), 
with 
ReI(D,(t))Q -cj<O, Re L(D,(t)) 3 cq > 0 (3.7) 
and for 0 < E -C E*, 
M(t) = M,(t) +&M,(t) + O(2) 
which transforms the system (1.1) to 
-6 = CA,,(t) - M(t) w(t) Ax(f)1 2, + gl(t) 
& = An(t) Z, + C&Au(f) M(t) w(t) + A,,(t)1 
. z* + gz(t), 
(3.8) 
(3.9a) 
(3.9b) 
where 
Zl =y1 -M(t) Wt)Yz 
z*=y* 
g1(t) = E,(t) - M(t) w(t) F*(t) 
g*(t) = FAtI. 
4. CONCLUSIONS 
When the coefficient matrices A,(t) in (1.1) are well behaved (i.e., satisfy 
A-l to A-3) uniform asymptotic stability of (1.1) is implied by the uniform 
asymptotic stability of the reduced system (obtained by putting E = 0 in 
(1.1)) and asymptotic stability, uniformly in t, of the time-frozen boundary 
layer system 
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This result is proved using the total decoupling of the slow and fast com- 
ponents via Lyapunov type transformation (1.2). However, this can also be 
proved in an analogous way using the partial decoupling of the slow-fast 
states discussed in this paper. Similarly the bounds for a* might also be 
calculated (see Kokotovic et al. [S]). 
For computational purposes, the present transformation has the advan- 
tages of simplicity over the usual decoupling like (1.2)-( 1.4). Again, the 
computational cost is reduced considerably due to the appearance of only 
one Riccati differential equation instead of two in the usual one. 
Due to the exponential dichotomies, the appearance of W(t) is 
unavoidable. Numerically, this block-diagonalizing transformation W(t) 
might be obtained by a modification of the usual QR-algorithm (see Kreiss 
et al. [6]). 
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