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Abstract
The Ekeland Variational Principle is used to prove the nonemptiness of the spectrum for positively homogeneous gradient
mappings in Hilbert space. Under additional information on the measure of noncompactness of the operator, this leads to the
existence of a maximal (or minimal) compact eigenvalue for the operator itself.
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1. Introduction and statement of the results
Let E be a real, infinite-dimensional Banach space and let F : E → E be a (possibly) nonlinear operator such
that F(0) = 0. We suppose moreover that F is continuous and bounded (in the sense that it maps bounded sets onto
bounded sets), and shall keep these hypotheses fixed through the paper without further mention. As when F is linear,
one says that λ0 ∈R is an eigenvalue of F if there exists x ∈ E, x = 0 such that
F(x) = λ0x. (1.1)
In this case x is said to be an eigenvector associated with λ0. More generally, one can define the spectrum of F
in various different ways [1], each similar in a way or another to the usual one for linear operators. Among these
nonlinear spectra, we refer in particular to the “asymptotic” spectrum of Furi, Martelli and Vignoli [16] as well as to
its modification due to Feng [14]; see also Section 3 below or Chapters 6 and 7 of [1] for the definitions. For a given
operator F , denote them with σFMV(F ) and σF (F ) respectively; in case F is linear, both coincide with the usual
spectrum of F .
In this paper, we restrict our attention to positively homogeneous operators, namely mappings F : E → E such that
F(tx) = tF (x) (t > 0, x ∈ E).
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N(λ0) ≡
{
x ∈ E: F(x) − λ0x = 0
} (1.2)
corresponding to λ0 contains the whole ray {tx0: t > 0} through x0. Moreover in this case the boundedness assumption
made on F is equivalent to the condition that F satisfy an inequality of the form∥∥F(x)∥∥A‖x‖ (1.3)
for all x ∈ E and some A 0; to see this, just take A = sup‖x‖=1 ‖F(x)‖.
The study of the eigenvalues and, more generally, of the spectrum of positively homogeneous operators is of interest
both in the applications to boundary value problems for semilinear elliptic and Sturm–Liouville operators (see, for
instance, [4,23] and the references therein) and from an abstract viewpoint (see, for instance, [2]). Indeed for this
special class of nonlinear operators, the above mentioned spectra σF (F ) and σFMV(F ) coincide [1, Theorem 9.11]
and thus we may and shall denote them with the same symbol σ(F ). Moreover (see Section 3) as in the linear case,
σ(F ) contains not only the set of the eigenvalues, denoted σp(F ) (“point spectrum” of F ), but also the larger set of
those λ ∈R—the approximate eigenvalues of F—for which there exists a sequence (xn) ⊂ E with
‖xn‖ = 1 for all n ∈N and F(xn)− λxn → 0 as n → ∞. (1.4)
Results about the eigenvalues and the spectrum for abstract positively homogeneous operators in Banach spaces
are to be found in the above mentioned papers [2,14,16]; see also [15]. One such result will be closely considered in
Section 3. However, in general there is no guarantee that σp(F ) or even σ(F ) be nonempty.
The scope of the present paper is to prove two simple results in this setting which concern the special class of
positively homogeneous gradient operators acting in a Hilbert space, which is not considered in the papers just
cited. The first result ensures that σ(F ) is nonempty for any such operator. The second gives a simple sufficient
condition—involving the measure of noncompactness of F—in order that σp(F ) = ∅. These are stated as Theo-
rem 1.1 (respectively Theorem 1.2) below. Both extend well known spectral properties of linear bounded self-adjoint
operators, see Remark 1.3.
To start with, some precise definition is needed (see, for instance, [3]). Let H be a real Hilbert space with scalar
product denoted (.,.), let f be a (Fréchet) differentiable functional defined on H , and let f ′(x) denote the derivative
of f at x ∈ H . We denote with ∇f (x) the unique vector of H such that
f ′(x)y = (∇f (x), y) ∀x, y ∈ H. (1.5)
Definition 1.1. A mapping F : H → H is said to be a gradient (or potential) operator if there exists a differentiable
functional f on H (the potential of F ) such that F = ∇f , i.e.,(
F(x), y
) = f ′(x)y ∀x, y ∈ H. (1.6)
It is useful to recall two basic examples (see, e.g., [3, Chapter 2, Section 2.5]):
(i) A linear bounded operator T acting in H is a gradient if and only if it is self-adjoint, that is, such that
(T x, y) = (x, T y) ∀x, y ∈ H. (1.7)
In this case, T = ∇f with f (x) = (T x, x)/2.
(ii) On the other hand, the standard and most useful example of nonlinear gradient operator is the Nemytskii
operator G induced by a function g = g(x, s) : Ω ×R → R—satisfying adequate assumptions—in H 10 (Ω), the first
Sobolev space over Ω ; here Ω denotes a bounded or unbounded open subset of RN .
In particular, when g(x, s) = α(x)s+ − β(x)s− (where s+ = max {s,0}, s = s+ − s− and α,β ∈ L∞(Ω)), G is
positively homogeneous; and if L is a linear elliptic formally self-adjoint operator with L∞ coefficients, information
on G will provide information on the problem
Lu = μg(x,u) in Ω, u ∈ H 10 (Ω). (1.8)
There is a wide literature on semilinear elliptic problems such as (1.8), see, for instance, [10,23] and the references
therein. However, we believe it is useful to think of an abstract framework for this and related problems (thus, of a
spectral theory for positively homogeneous gradient mappings), and in this context we now state our first result.
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m = inf‖x‖=1
(
F(x), x
)
, M = sup
‖x‖=1
(
F(x), x
)
. (1.9)
Then there exist a sequence (xn) ⊂ H with ‖xn‖ = 1 for all n and F(xn) − mxn → 0 as n → ∞. A similar statement
holds with m replaced by M . In particular, m and M belong to the spectrum σ(F ) of F .
Before stating our second result, we recall a classical definition and introduce a new one. If A is a bounded subset
of a Banach space E, let α(A) denote the (Kuratowski) measure of noncompactness of A, that is,
α(A) = inf{ > 0: A can be covered by finitely many subsets of diameter }.
Definition 1.2. A map F : E → E is said to be α-Lipschitz if α(F (A))  kα(A) for some k  0 and all bounded
subsets A of E; in this case we put
α(F ) = inf{k  0: α(F(A)) kα(A) for all bounded A ⊂ E}. (1.10)
Note that α(F ) = 0 if and only if F is compact, i.e., such that F(A) is relatively compact whenever A ⊂ E is
bounded.
To motivate our new definition, we note that given an eigenvalue λ0 of a nonlinear operator F : E → E, it is useful
to know something more about the corresponding eigenset N(λ0) defined in (1.2). For a positively homogeneous
mapping, letting S = {x ∈ E: ‖x‖ = 1} denote the unit sphere of E, it is enough to consider the normalized eigenset
S ∩N(λ0) =
{
x ∈ S: F(x) − λ0x = 0
}
. (1.11)
Definition 1.3. Let λ0 be an eigenvalue of the positively homogeneous operator F . λ0 is said to be a compact eigen-
value if the corresponding normalized eigenset (1.11) is compact.
It follows immediately by the Riesz’ characterization of finite-dimensional normed spaces that when F is linear, λ0
is a compact eigenvalue if and only if it is an eigenvalue of finite (geometric) multiplicity, i.e., such that the dimension
of the eigenspace N(λ0) is finite.
Theorem 1.2. Let F be a positively homogeneous, α-Lipschitz gradient operator of H into itself, and let m, M be as
in (1.9). If M > α(F), then there exists x0 ∈ H with ‖x0‖ = 1 and
F(x0) = Mx0.
That is to say, M is an eigenvalue of F . Moreover, M is a compact eigenvalue and is the largest eigenvalue of F .
A similar statement holds for m, provided that m < −α(F ).
Remark 1.1. The maximality property of M follows immediately from its existence, because if F(x) = λx for some
λ ∈R and some x ∈ S, then λ = (F (x), x) and so λM .
Remark 1.2. It follows from Theorem 1.2 that if in particular F is compact and not identically zero, then it has at
least one nonzero compact eigenvalue, see Example 3.1.
The proof of Theorems 1.1 and of 1.2 is postponed to Section 2. As far as we know, Theorem 1.1 is new. Our proof
is based on the Ekeland Variational Principle ([13]; see also [9,19]) and its consequences on differentiable functionals,
here considered on the unit sphere S, which is the relevant set for homogeneous operators. As for Theorem 1.2, this
was essentially proved in [8], on applying results from Critical Point Theory which rely on the Palais–Smale condition
(briefly written (PS)) on the compactness of approximating sequences, see, for instance, [9,19,22]. Here we make no
reference to that but prove Theorem 1.2 as a direct consequence of Theorem 1.1 on using the compactness guaranteed
by the condition M > α(F). Indeed from the viewpoint of the spectrum, the use of Ekeland’s variational principle
has the advantage of rendering evident the existence of approximate eigenvalues of the operator—corresponding to
almost critical points [19, p. 75] of the relevant functional—which under addition of compactness “coalesce” into
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to consider singular sequences for nonlinear homogeneous operators (Definition 3.1), following the known definition
for linear ones [11, p. 415].
Remark 1.3. Theorems 1.1 and 1.2 are evident extensions to a nonlinear context of properties of linear bounded
self-adjoint operators. Indeed as is well known, if T : H → H is one such operator, if Q0(x) ≡ (T x, x) denotes its
quadratic form, and if
m0 ≡ inf
x∈S Q0(x), M0 ≡ supx∈S Q0(x)
then m0 and M0 belong to the spectrum of T : see, for instance, [6, Proposition 6.9], or [26, Theorem 6.2-B]. As for
Theorem 1.2, to see the significance of the condition M0 > α(T ) recall [20,24] that in this case α(T ) coincides with
re(T ), the radius of the essential spectrum, σe(T ), of T :
σe(T ) = {λ ∈R: T − λI is not a Fredholm operator}. (1.12)
Now M0 > re(T ) implies that M0 > Me ≡ supσe(T ), which is the necessary and sufficient condition in order that
T have at least one eigenvalue above the essential spectrum, and therefore (isolated and) of finite multiplicity: see,
e.g., [11, Chapter IX, Theorem 1.6 and Chapter XI, Theorem 1.2].
With reference to the discussion preceding this remark, it must be added that for a (bounded or unbounded) linear
self-adjoint operator T , Stuart [25] obtained a beautiful characterization of both σ(T ) and σe(T ) through the Palais–
Smale condition of its quadratic form Q0. In particular for a bounded T , denoting with j the restriction of Q0 to S,
he proved that
σe(T ) =
{
λ ∈R: j does not satisfy (PS) at level λ on S}. (1.13)
Remark 1.4. Under the assumptions of Theorem 1.2, it is natural to ask about the existence of “higher order”
eigenvalues of F (that is, eigenvalues λ with m < λ < M). If in addition F is assumed to be odd (i.e., such that
F(−x) = −F(x) for all x ∈ H ), one could employ Lusternik–Schnirelmann’s theory to prove—along the lines, for
instance, of Berger [3, Chapter 6, Section 6.6]—that if(
F(x), x
)
> α(F) (1.14)
for all x belonging to S ∩ V , V a k-dimensional subspace of H , then F has at least k compact eigenvalues λi
(i = 1, . . . , k) with
M ≡ λ1  λ2  · · · λk > α(F).
The general case remains open, however. Some results when F = T +N with T linear self-adjoint and N a suitably
restricted perturbation can be found in [7].
Remark 1.5. The results of this paper can be extended (with appropriate modifications) to more general problems of
the form
F(x) = λJ (x)
with F and J gradient operators of the Banach space E into its dual E∗, positively homogeneous of the same degree,
and satisfying adequate additional assumptions as in [2].
Section 2 is devoted to the proof of our main results. In Section 3, we regard them in close connection with the
nonlinear spectrum σ(F ) (F positively homogeneous) as defined in [16] and [14]. Both Theorems 1.1 and 1.2 find a
natural and easy formulation in this context. In particular, we single out a subset σK(F ) of σ(F ) having the property
(see Theorem 3.1) that
λ ∈ σK(F ) ⇒ λ is a compact eigenvalue of F. (1.15)
Theorem 1.2 can then be restated saying that when F is a gradient, and provided that M > α(F), M ∈ σK(F ).
When in addition T is linear, σK(T ) is just the discrete spectrum of T , see Remark 3.1.
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a former one due to Furi, Martelli and Vignoli [16]. For more details on this, see also [8].
For recent research on the theme of eigenvalues of abstract nonlinear noncompact operators—with methods and
under assumptions which are entirely different from ours—see, for instance, [18] and the references therein.
2. Proof of the main results
Let H be a real Hilbert space, let f be a C1 functional defined on H , and let S be the unit sphere of H . For x0 ∈ S,
let
Tx0(S) =
{
y ∈ H : (x0, y) = 0
} (2.1)
denote the tangent space to S at x0, and let f ′S(x0) denote the restriction of f ′(x0) to Tx0(S). As f ′S(x0) is a bounded
linear form on Tx0(S), we consider its norm∥∥f ′S(x0)∥∥ = sup{∣∣f ′(x0)v∣∣: v ∈ Tx0(S), ‖v‖ = 1}. (2.2)
The proof of Theorem 1.1 is based on the following lemma.
Lemma 2.1. Let f be a C1 functional defined on H and suppose that f is bounded below on the sphere S. Let
m = infx∈S f (x). Then given any  > 0, there exists x ∈ S such that{
f (x) < m+ ,∥∥f ′S(x)∥∥ . (2.3)
A similar statement holds if f is bounded from above on S, with m replaced by M = supx∈S f (x).
In turn, Lemma 2.1 is a consequence of the Ekeland Variational Principle [13]. The following “weak form” (see,
e.g., [9, Chapter 4, Theorem 4.1]) will be sufficient for our purposes:
Let (X,d) be a complete metric space. Let f : X → R be lower semicontinuous and bounded below. Put m =
infx∈X f (x); then given any  > 0, there exists x ∈ X such that{
f (x) < m+ ,
f (x) < f (x)+ d(x, x), ∀x ∈ X, x = x. (2.4)
To prove Lemma 2.1, apply Ekeland’s principle taking X = S. Then if γ = γ (t), t ∈ I , is any curve on S with
γ (0) = x ,we have from (2.4)
f (x) < f
(
γ (t)
)+ ∥∥γ (t)− x∥∥ (t ∈ I, t = 0). (2.5)
Let now v ∈ Tx (S) with ‖v‖ = 1, and let
γv(t) = x + tv‖x + tv‖ (t ∈R). (2.6)
Then γv(0) = x and γv(t) ∈ S for all t (γv is an obvious modification of the straight line used in flat spaces, see, for
instance, [9]). Moreover since (x, v) = 0, then ‖x + tv‖2 = ‖x‖2 + t2‖v‖2 = 1+ t2; and since 1/
√
1 + t2 = 1+o(t)
as t → 0, we have that, as t → 0,
γv(t) = x + tv√
1 + t2 = x + tv + o(t). (2.7)
Thus γ ′v(0) = v and, in particular,∥∥γv(t)− x∥∥ = ∥∥tv + o(t)∥∥ |t |(1 + o(1)) (t → 0). (2.8)
Putting (2.8) into (2.5) we have
f (x) < f
(
γv(t)
)+ |t |(1 + o(1)) (t → 0). (2.9)
Now if t > 0, this yields
f (x)− f (γv(t))
< 
(
1 + o(1)) (t → 0), (2.10)t
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Therefore,∣∣f ′(x)v∣∣ . (2.11)
Since this holds for any v ∈ Tx (S) with ‖v‖ = 1, it follows from (2.2) that ‖f ′S(x)‖ . This ends the proof of
Lemma 2.1.
Remark 2.1. Let us express the condition ‖f ′S(x)‖  appearing in (2.3) in a slightly different form. We know that
there exists a unique vector ∇fS(x) ∈ Tx(S) such that
f ′S(x)v =
(∇fS(x), v) (v ∈ Tx(S)),
and moreover∥∥f ′S(x)∥∥ = ∥∥∇fS(x)∥∥. (2.12)
Let us check that
∇fS(x) = ∇f (x)−
(∇f (x), x)x. (2.13)
Indeed, letting h = ∇f (x) and using (1.5), we have for v ∈ Tx(S)
f ′S(x)v = (h, v) =
(
h,v − (v, x)x) = (h, v)− (v, x)(h, x) = (h− (h, x)x, v).
This proves (2.13). With this notation and by virtue of (2.12), the condition ‖f ′S(x)‖   takes the form‖∇fS(x)‖ .
Proof of Theorem 1.1. Let F : H → H be as in the statement of Theorem 1.1, and let f be its potential, so that
∇f = F . Since F is assumed to be continuous, then f is of class C1 and f and F are related by the formula (see,
e.g., [3, Chapter 2, Section 2.5])
f (x) =
1∫
0
(
F(tx), x
)
dt. (2.14)
However since F is positively homogeneous, then
f (x) =
1∫
0
t
(
F(x), x
)
dt = (F (x), x)
2
.
Therefore if we let
Q(x) ≡ (F(x), x) (2.15)
denote the pseudo-quadratic form of F , we have that Q is of class C1 and ∇Q = 2F . Let now m be as in the statement
of Theorem 1.1 and apply Lemma 2.1 to Q. It follows that for any  > 0 there exists x ∈ S such that |Q(x)−m| 
and ‖Q′S(x)‖  or, by (2.12), ‖∇QS(x)‖ . However by (2.13),
∇QS(x) = 2
[
F(x) −Q(x)x] (x ∈ S),
and therefore it follows that there exists a sequence (xn) ⊂ S such that, as n → ∞, Q(xn) → m and
F(xn)−Q(xn)xn → 0. (2.16)
Now rewrite (2.16) as
F(xn)−mxn −
[
Q(xn)xn − mxn
] → 0,
to conclude (since Q(xn) → m) that
F(xn)−mxn → 0, (2.17)
which is precisely the assertion of Theorem 1.1. 
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itself. F is said to be proper on closed bounded sets if given any closed bounded set M of E, the set M ∩ F−1(K) is
compact whenever K ⊂ E is compact. Next, let β(F ) be defined as follows:
β(F ) = sup{k  0: α(F(A)) kα(A) for all bounded A ⊂ E}. (2.18)
Among the several properties of β(F ) (see, for instance, [16, Proposition 3.1.3] or [1, Proposition 2.4]), we select
two especially useful to us in the following statement.
Proposition 2.1. Let F : E → E and let β(F ) be as in (2.18). Then
(i) If β(F ) > 0, F is proper on closed bounded sets.
(ii) Suppose moreover that F is α-Lipschitz and let I be the identity map in E. Then, for any c ∈R,
β(F − cI) |c| − α(F ). (2.19)
Proof of Theorem 1.2. It follows from Proposition 2.1 that for |c| > α(F), F − cI is proper on closed bounded sets.
Now by Theorem 1.1, there exists (xn) ⊂ S such that, putting zn = F(xn)−Mxn, we have zn → 0 as n → ∞. Then the
set K ≡ {zn}∪ {0} is compact and, since M > α(F) by assumption, it follows that (xn) has a convergent subsequence.
If we call it (xnk ) and if (xnk ) converges to x0, say, then x0 ∈ S and by continuity of F we have F(x0) − Mx0 = 0,
which proves our claim. By the same reason, the normalized eigenset
S ∩N(M) = S ∩ (F −MI)−1({0})
is compact, which proves that M is a compact eigenvalue. 
3. Nonlinear spectrum
Let E be a real, infinite-dimensional Banach space and let F : E → E be continuous and bounded on bounded
subsets of E. To recall—as briefly as possible—the definition of the spectrum of F along the lines of [14] and [16],
consider first the quantities
|F | = lim sup
‖x‖→∞
‖F(x)‖
‖x‖ , d(F ) = lim inf‖x‖→∞
‖F(x)‖
‖x‖ . (3.1)
Note that |F | can be ∞. However, |F | is finite if (and only if) F is linearly bounded, that is, satisfies an inequality
of the form ‖F(x)‖A‖x‖ +B for some A,B  0 and all x ∈ E.
For the statements and definitions which follow we refer the reader to [16]; some of them hold in greater generality
than given here.
A map F : E → E is said to be stably-solvable if the equation F(x) = H(x) has a solution x ∈ E for any H : E →
E such that H is compact and |H | = 0.
A map F : E → E is said to be FMV-regular if it is stably-solvable and moreover d(F ) > 0, β(F ) > 0 (β(F ) was
defined in (2.18)). It follows that an FMV-regular map is surjective and proper, and that a linear map is FMV-regular
if and only if it is a homeomorphism.
The spectrum of F , denoted σFMV(F ), is defined as follows:
σFMV(F ) = {λ ∈R: F − λI is not FMV-regular}.
If |F | < ∞ and F is α-Lipschitz, then σFMV(F ) is compact and moreover
σFMV(F ) ⊂
{
λ ∈R: |λ|max{α(F ), |F |}}.
It will be useful to consider also the partial spectra
σδ(F ) = {λ ∈R: F − λI is not stably-solvable},
σβ(F ) =
{
λ ∈R: β(F − λI) = 0},
Σ(F ) = {λ ∈R: d(F − λI) = 0}.
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σFMV(F ) = σδ(F )∪ σβ(F ) ∪Σ(F). (3.2)
In general, σFMV(F ) need not contain σp(F ), the set of eigenvalues of F ; see, for instance, the discussion in [12].
This is one of the main reasons motivating Feng’s extension [14] of σFMV(F ), and we now say just a few words about
this. Essentially, Feng replaces the quantities |F | and d(F ) defined in (3.1) with the following ones:
‖F‖ = sup
‖x‖=0
‖F(x)‖
‖x‖ , b(F ) = inf‖x‖=0
‖F(x)‖
‖x‖ (3.3)
and the property of being stably-solvable with a stronger one, based on the concept of p-epi mapping introduced
in [17]. The spectrum is defined consequently along the same lines sketched above and will be denoted σF (F ). We do
not need going into further details, but just observe the following:
(i) σF (F ) ⊃ σp(F ), since b(F − λI) = 0 if λ is an eigenvalue of F ;
(ii) what we have just said about stable solvability, together with the (obvious) inequalities |F |  ‖F‖ and d(F ) 
b(F ), yield the inclusion σFMV(F ) ⊂ σF (F ), which in general may be strict.
The situation becomes more definite when F is positively homogeneous. Indeed in this case, we clearly have
d(F ) = b(F ) = inf‖x‖=1
∥∥F(x)∥∥, ‖F‖ = |F | = sup
‖x‖=1
∥∥F(x)∥∥. (3.4)
More importantly, as mentioned in the Introduction, Theorem 9.11 in [1] proves that
σFMV(F ) = σF (F ) (3.5)
and allows us to rewrite (3.2) as
σ(F ) = σδ(F ) ∪ σβ(F ) ∪ Σ(F) (3.6)
with σ(F ) denoting any of the two spectra defined above.
For the remaining of the section, we shall only deal with positively homogeneous operators; and we can now
illustrate the results of Section 1 in this spectral framework. Theorem (1.1) states that if in particular F is a gradient
operator acting in a Hilbert space, and if m and M are defined as in (1.9), then
m,M ∈ Σ(F).
Let us look closely at Σ(F) in more generality. To this scope, the following definition—transported from the study
of the essential spectra of linear operators [11, Chapter IX]—seems to be useful:
Definition 3.1. Let E be a Banach space and let F : E → E be positively homogeneous. A sequence (xn) ⊂ E is called
a singular sequence of F if ‖xn‖ = 1 (n ∈N), F(xn) → 0 as n → ∞, and (xn) contains no convergent subsequence.
Now by definition, λ ∈ Σ(F) if and only if
d(λ) ≡ inf‖x‖=1
∥∥F(x)− λx∥∥ = 0 (3.7)
that is, if and only if it is an “approximate eigenvalue” of F . Thus, points of Σ(F) can be distinguished along the
following alternative:
(i) The infimum in (3.7) is attained, in which case λ is an eigenvalue of F .
(ii) The infimum is not attained. This happens precisely when F − λI has a singular sequence.
Moreover in case (i), one would like to ascertain whether λ be a compact eigenvalue along Definition 1.3. To
provide a partial answer to this question, we put here and henceforth
σK(F ) ≡ Σ(F) \ σβ(F ). (3.8)
R. Chiappinelli / J. Math. Anal. Appl. 340 (2008) 511–520 519Theorem 3.1. Let E be a Banach space and let F : E → E be positively homogeneous. If λ ∈ σK(F ), then λ is a
compact eigenvalue of F .
Proof. Let λ ∈ σK(F ). Since λ ∈ Σ(F), there exists (xn) ⊂ S such that F(xn) − λxn → 0. Since moreover
β(F − λI) > 0, it follows by (i) of Proposition 2.1 that F − λI is proper on closed bounded sets. Then as in the
proof of Theorem 1.2, it follows first that (xn) contains a subsequence converging to an eigenvector corresponding
to λ, and then that λ is a compact eigenvalue. 
Theorem 1.2 now becomes a mere corollary to Theorem 3.1, because its assumptions guarantee that
m,M ∈ σK(F ).
More generally, using (ii) of Proposition 2.1 we clearly have:
Corollary 3.1. If F : E → E is positively homogeneous and α-Lipschitz, then any λ ∈ Σ(F) with |λ| > α(F) belongs
to σK(F ).
Remark 3.1. If we put, as in [16], σπ(f ) = σβ(f )∪ Σ(f ), we have from (3.6) the disjoint decomposition
σ(F ) = [σ(F ) \ σπ(F )]∪ σβ(F ) ∪ σK(F ). (3.9)
Theorem 3.1 suggests that this might be a useful representation of σ(F ). If we consider a linear operator T , then
σβ(T ) ⊂ Σ(T ) (see, for instance, [16]), so that (3.9) becomes
σ(T ) = [σ(T ) \Σ(T )]∪ σβ(T )∪ σK(T ). (3.10)
When in addition T is a self-adjoint operator in a Hilbert space, we have
σ(T ) = Σ(T ) and σβ(T ) = σe(T )
where σe(T ) is the essential spectrum of T defined in (1.12). It follows that in this case σK(T ) = σ(T ) \ σe(T );
therefore, σK(T ) is the discrete spectrum of T , consisting precisely of the isolated eigenvalues of finite multiplicity
of T .
It would clearly be interesting to know additional properties—if any—of σK(F ) when F is a positively homoge-
neous gradient operator.
To conclude this paper, we need compare our Theorem 1.2 with a related result proved by W. Feng [14, The-
orem 6.3], which generalizes the classical Birkhoff–Kellogg theorem on the existence of invariant directions for
compact maps on the unit sphere [5]. In our notations and terminology, her result reads as follows:
Theorem 3.2. Let F be a positively homogeneous, α-Lipschitz mapping of E into itself, and suppose that
b(F ) = inf
x∈S
∥∥F(x)∥∥> α(F). (3.11)
Then F has a positive and a negative eigenvalue.
The proof of Theorem 3.2 is based on previous ideas of Furi, Martelli and Vignoli [16, Theorem 11.1.1], which
in turn employ topological tools such as the Fixed Point Theorem for noncompact maps on spheres due to Nuss-
baum [21]. Inspecting the proof of Theorem 3.2, we see that the two eigenvalues whose existence is claimed in the
statement, call them λ1 and λ2, satisfy in fact the inequality
|λi | b(F ) (i = 1,2),
which implies that |λi | > α(F) (i = 1,2) by virtue of the assumption (3.11). It follows from Corollary 3.1 that λ1
and λ2 are compact eigenvalues. Thus both our Theorem 1.2 and Feng’s Theorem 3.2 establish the existence of
compact eigenvalues for F , and more precisely of eigenvalues above α(F ) or below −α(F ). Feng’s Theorem 3.2
gives a better result in that it yields the existence of two eigenvalues. On the other hand, it is easy to check (see [8])
that for a gradient operator F in a Hilbert space H , the assumption “M > α(F) or m < −α(F )”—which amounts
to supx∈S |(F (x), x)| > α(F)-weakens (3.11). The following simple example illustrates that sometimes (3.11) is too
restrictive.
520 R. Chiappinelli / J. Math. Anal. Appl. 340 (2008) 511–520Example 3.1. Let F : H → H be positively homogeneous, gradient and compact. Suppose that F(x) = 0 for some
x = 0, but F is not identically zero. Then b(F ) = 0, so that Theorem 3.2 is not applicable. However, the functional Q
defined in (2.15) is not identically zero—for this would imply that 2F = ∇Q ≡ 0—and so either M > 0 or m < 0 (or
both), so that our Theorem 1.2 yields the existence of at least one nonzero compact eigenvalue of F .
Remark 3.2. As to the range of applicability of Theorem 3.2, we also note that this is a “strongly nonlinear” result, in
the sense that (3.11) cannot be satisfied by a linear operator: indeed for a linear F , the opposite inequality
b(F ) α(F ) (3.12)
takes place, see, for instance, Proposition 3.2.1 in [16]. On the other hand Theorem 1.2, while restricted to gradient
mappings in Hilbert space, does include linear operators belonging to that class—that is, self-adjoint operators—and
for that class does extend some spectral properties of the latter, as explained in Remark 1.3.
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