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We report on a further investigation of a new method that can be used to address vibrational
dynamics and propagation of stress waves in liquids. The method is based on the decomposition of
the macroscopic Green-Kubo stress correlation function into the atomic level stress correlation func-
tions. This decomposition, as was demonstrated previously for a model liquid studied in molecular
dynamics simulations, reveals the presence of stress waves propagating over large distances and a
structure that resembles the pair density function. In this paper, by performing the Fourier trans-
forms of the atomic level stress correlation functions, we elucidate how the lifetimes of the stress
waves and the ranges of their propagation depend on their frequency, wavevector, and temperature.
These results relate frequency and wavevector dependence of the generalized viscosity to the char-
acter of propagation of the shear stress waves. In particular, the results suggest that an increase
in the value of the frequency dependent viscosity at low frequencies with decrease of temperature
is related to the increase in the ranges of propagation of the stress waves of the corresponding low
frequencies. We found that the ranges of propagation of the shear stress waves of frequencies less
than half of the Einstein frequency, extend well beyond the nearest neighbor shell even above the
melting temperature. The results also show that the crossover from quasilocalized to propagating
behavior occurs at frequencies usually associated with the Boson peak.
PACS numbers: 61.20.-p, 61.20.Ja, 61.43.Fs, 64.70.Pf
I. INTRODUCTION
In molecular dynamics (MD) simulations, the de-
pendence of the generalized viscosity on frequency and
wavevector is often studied using the transverse current
correlation function (tccf ) [1–16]. It has been demon-
strated for the tccf and the generalized viscosity that
upon decrease of temperature toward the glass transi-
tion there occurs a significant increase in their values for
small wavevectors, i.e., for the wavelengths larger than
the lengths associated with the second coordination shell
[6, 9, 11–14, 17]. However, there is not a large increase
for the wavevectors associated with the first coordination
shell and larger wavevectors [6, 9, 11–14]. Thus, results
for the tccf differ from the results for the structural re-
laxation, which is often studied with the intermediate
scattering function. Relaxation time for the intermedi-
ate scattering function, is usually determined (due to de
Gennes narrowing) using the value of wavevector corre-
sponding to the nearest neighbor distance. It has also
been shown that properties of the tccf function can be
modeled using kinetic and viscoelastic models if it is as-
sumed that transport coefficients depend on the value of
wavevector [7, 15, 16]. These results suggest a non-local
nature of the tccf and viscosity close to the glass transi-
tion temperature.
A different, but a closely related approach for under-
standing viscosity is based on the Green-Kubo expres-
sion and considerations of the macroscopic stress-stress
correlation function (sscf ) [1–6, 10, 13, 18–21]. The
Green-Kubo expression for viscosity corresponds to zero-
wavevector (k = 0) and zero-frequency (ω = 0) limit of
the expression for generalized viscosity [1–3, 5, 6, 19–21].
The Green-Kubo method is very common in MD sim-
ulations [22, 23]. However, the microscopic nature of the
macroscopic stress correlation function is poorly under-
stood. Sometimes it was assumed that the atomic level
sscf is local and that there are correlations between the
nearest neighbor atoms only [24–26]. This view contra-
dicts the older and more recent results from generalized
hydrodynamics [1–6, 8–16, 27–36].
Previously we studied the microscopic nature of the
macroscopic Green-Kubo sscf by decomposing it into cor-
relation functions between the local atomic level stresses
[37, 38]. Our results explicitly demonstrate non-locality
of the stress correlations. They also show that there is
a relation between propagating transverse (shear) waves
and viscosity. In this paper, we assume that the reader
is familiar with the results presented in Ref.[37, 38].
Recently, the non-local correlated character of the par-
ticles’ displacements in model liquids was discussed in the
context of the Eshelby field [39–41]. There have also been
observations made concerning propagating longitudinal
and transverse waves [41]. Non-locality of the correla-
tions is reflected in recent theories [42].
In order to get intuitive insight into the connection
between the propagation of waves and the atomic level
sscf we considered a simple model in Ref.[43]. In this
model propagating waves are plane waves, like in crys-
tals. It is also assumed there that the atomic environ-
ment of every atom is spherically symmetric. We found
that if an additional assumption concerning the decay of
the stress correlation function for a given frequency is in-
troduced, the atomic level sscf calculated within this toy
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2model qualitatively resembles the atomic level sscfs that
were obtained in MD simulations on a model liquid in
Ref.[37, 38]. While it is clear that this model cannot be
used to describe liquids, as in liquids vibrational eigen-
modes are not plane waves, it still provides insight into
the atomic level sscf in liquids. The results that were ob-
tained in Ref.[43] with respect to the Fourier transforms
provide a guide for the present analysis.
In this paper, by performing the Fourier transform of
the previous MD data [37, 38], we demonstrate how the
atomic level sscf method can be used to study properties
of the stress waves and how these properties depend on
frequency and wavevector. The results show that high-
frequency stress waves are quasilocalized and tempera-
ture decrease does not strongly affect the degree of their
localization. At the same time high-frequency viscosity
exhibits only weak temperature dependence. However,
the ranges of propagation of low-frequency stress waves
significantly increase with decrease of temperature. This
increase correlates with the significant increase in the
value of low-frequency viscosity. Our data also show that
the change from quasilocalized to propagating behavior
happens in the range of frequencies associated with the
Boson peak, as expected [44–47].
In this paper, we introduce a wavevector q that char-
acterizes the length scales relevant to the atomic level
Green-Kubo sscf and to the propagating shear stress
waves. It is important to realize that the wavevector
q is distinct from the wavevector k in the tccf approach.
All our results correspond to the case of k = 0, i.e., to
the case of density fluctuations of very large wavelengths.
This effectively means that we study shear stress waves in
the absence of local density fluctuations. See Appendix
A for more details.
The paper is organized as follows. In section II we pro-
vide some details about our MD system. In section III
we describe how certain features in the sscf can be sep-
arated. This separation is useful for further analysis. In
section IV we discuss some features of the sscf . In sec-
tion V we describe how we apply the Fourier transforms.
In section VI we describe the results of the Fourier trans-
forms at the lowest temperature that we studied. In sec-
tion VII we discuss the connection between our results
and frequency dependent viscosity. In section VIII we
discuss the results of the Fourier transforms at several
higher temperatures. We conclude in section IX. In Ap-
pendix A we discuss the relation of our approach to the
tccf approach. In Appendices B and C we address two
particular features of the Fourier transforms.
II. DETAILS OF MD SIMULATIONS AND
REDUCED UNITS
MD simulations has been performed in NVT ensemble
on a single component system of particles that is sup-
posed to mimic liquid iron. The number density of the
system corresponded to a bcc lattice with lattice spacing
a = 2.9434 (A˚). The particles interact through a short
range pairwise potential. The potential crosses zero at
rσ = 2.2245 (A˚). It has a minimum at rmin ≈ 2.6166
(A˚) with the depth  ≈ 0.2516 (eV). This depth approxi-
mately corresponds to the temperature 2800 K. The po-
tential is zero beyond 3.44 (A˚).
The potential energy landscape crossover temperature
of this system is TA ≈ 2300 (K) [48]. The mode coupling
temperature is TMC ≈ 1150 (K), and the glass transition
temperature is Tg ≈ 950 (K).
A fifth order Gear predictor-corrector algorithm was
used to integrate equations of motion with time step
10−15 (s), i.e., 1 Femtosecond (fs) for T ≤ 5000 (K) and
0.5 (fs) for T > 5000 (K). Temperature was introduced
through rescaling of the particles velocities.
Our MD simulations have been described in more de-
tails in Ref. [37, 38]. Previously, when reporting results
of MD simulations, we had not used reduced units. To
be consistent, we also used non-reduced units in this pa-
per. To make a comparison between our results and the
results from other publications, we describe in Ref.[49]
the relations between our units and the units of the cor-
responding Lennard-Jones potential.
III. SEPARATION OF THE SSCF INTO THE
PDF -LIKE AND WAVE -LIKE PARTS
Some figures in this paper have several panels. In re-
ferring to these panels we use (n − row,m − column)
notation.
Panel (1,1) of Fig.1 shows the sscf at 1500 (K) obtained
on the large system of 43904 particles with (L/2) ≈ 41.21
(A˚) [37], where L is the length of the side of the cubic
box. The main features present in the sscf are the stress
waves and the pair distribution function pdf -like stripe
structure. To understand the results of the Fourier trans-
forms of this panel, it is convenient to make an approxi-
mate separation of the sscf into the parts that correspond
to the waves and to the pdf -like structure.
The implemented separation procedure is based on
the following observation. Consider the zero-time cut
of panel (1,1) of Fig. 1. This cut is shown as the lowest
curve in Fig.6 of Ref.[37]. Note the oscillating behav-
ior for the distances beyond 10 (A). Also note that for a
particular maximum, which is beyond 10 A˚, the distances
from it to the nearest two minimums are approximately
the same. Thus, for a particular maximum at r the value
of the sscf at it, fgr(r), could be approximated as:
fgr(r) ≈ −1
2
[fgr(r −∆r) + fgr(r + ∆r)] , (1)
where fgr(r −∆r) and fgr(r + ∆r) are the values of the
sscf at the left and right minimums nearest to this max-
imum. Finally, note that (1) can be used not only for
the maximum/minimum values, but essentially for all r
beyond the third or forth coordination shells. This, how-
ever, does not hold for nonzero times and those regions
3FIG. 1. The sscf of the large (43904) system at 1500 K, the wave and pdf -like contributions to it, and their Fourier transforms.
The notation (n,m) in the text will be used to refer to the panels of the figure: n-for the rows and m-for the columns. One
should not consider the values of q < 0.153A˚−1 and the values of ω < 0.00025(fs)−1.
4FIG. 2. Separation of the 500 (fs) cut of the SSCF at 1500
(K) into the pdf -like and wave -like contributions. (a) 500
(fs) cut of the SSCF from panel (1,1) of Fig.1. (b) pdf -like
contribution. (c) Contribution from stress waves.
of r that contain contributions from the waves, as can be
seen in Fig.2(a).
Further, we assume that the pdf -like contribution to
the sscf satisfies (1), while the wave’s contribution does
not. In our iterative numerical procedure we consider
different times independently. We assume that for a par-
ticular time we know the distance dependence of the wave
contribution on step n, i.e., f¯nw(r). On the first step we
assume that it is zero for all distances. Then we calculate
the pdf -like contribution to the sscf :
fngr(r) = f(r)− f¯nw(r) . (2)
Then, in accord with (1), we define:
fn+1gr (r) = −
1
2
[
fngr(r −∆r) + fngr(r + ∆r)
]
, (3)
where ∆r is the distance from the nearest maximum to
its nearest minimum. ∆r is distance dependent (this de-
pendence is weak in practice). Then we define the con-
tribution from the wave on step n+ 1 as:
fn+1w (r) = f(r)− fn+1gr (r) . (4)
Finally, we assume that the amplitude of the wave does
not change significantly over the distance between the
nearest maximum and minimum. It is indeed so ac-
cording to Fig.2. Thus, for convergence of the algo-
FIG. 3. Constant r cuts of panel (1,2). The legends show
the values of r. The curves were shifted so that they do
not overlap. The first peaks in the curves are due to the
compression wave, while the second peaks are due to the shear
wave. Note that the shear peaks are larger and broader. The
scale on the y-axis, corresponds to the correlation between
the central atom and atoms in the spherical annulus of radius
r and thickness dr = 0.2 (A˚). Normalization to the atomic
stress auto-correlation functions was also made.
rithm, we introduce the average amplitude of the wave,
f¯n+1w , in which the averaging goes over the interval
(r −∆w, r + ∆w):
f¯n+1w (r) =
1
2∆w
∫ r+∆w
r−∆w
fn+1w (ξ)dξ (5)
With this new value of f¯n+1w (r) we go back to (2) closing
the iteration loop.
The results of the described procedure are shown in
Fig.2 for temperature 1500 (K) and for the time-cut 500
(fs). The values of ∆r were extracted from zero-time cuts
of the sscf , while the value used for ∆w = 1 (A˚). The
number of iterations was 1000.
Note that the procedure does not work for distances
r < 10 (A˚). This is so because for such r in the pdf -
like contribution there is no periodicity assumed in the
separation procedure. The value of r = 10 (A˚) approx-
imately corresponds to the inclusion of the 4th coordi-
nation shell. This distance could be associated with the
medium range order distance [50, 51]. It is of interest
that viscoelastic continuous approximations appear to be
valid at distances larger than 10 (A˚), but not at smaller
distances [16].
We applied the described algorithm to all times in
panel (1,1) of Fig.1. The results are shown in panels
(1,2) and (1,3). Note again that the procedure does not
work for r < 10 (A˚). Figure 3 shows constant r cuts from
panel (1,2). First peaks in the curves correspond to the
compression wave, the second peaks to the shear wave. It
would be useful to develop a method that would allow us
separate contributions from the shear and compression
5FIG. 4. Dependencies on time of the stripes’ maximums in
the pdf -like contribution to the sscf . See panel (1.3) of Fig.1.
The legends show the positions of the stripes. The figure and
the inset show the same data. Linear behavior of the curves in
the inset at large times suggests a relation between the decay
of the maximums of the stripes and diffusion.
waves.
IV. WHAT WE SEE IN PANELS
(1,1), (1,2), AND (1,3)
The intensity in panel (1,1) of Fig.1 shows the ensemble
averaged atomic level stress correlation function between
a central atom and atoms located inside the spherical
annulus of radius r and thickness ∆r = 0.2 (A˚). This
intensity is also normalized to the magnitude of the stress
auto-correlation function at zero time [37, 38]. Figures 6
and 7 of Ref.[37], and Figures 2,3 of this paper further
clarify the scale of the correlations. For example, the
magnitude of the stress correlation of a central atom with
the maximum intensity annulus in the first coordination
shell at zero time is ∼ 0.35 of the stress auto-correlation
function at zero time (width of the annulus is ∆r = 0.2
(A˚)). For the maximum intensity annulus in the second
coordination shell this ratio is less than 0.10 (from Fig.6
of Ref.[37]). It is also useful to recall that the value of the
stress auto-correlation function at zero time determines
the value of the atomic level stress energy [52–54].
Panels (1,1), (1,2), and (1,3) raise several questions.
For example, as panel (1,1) shows the atomic level decom-
position of the macroscopic shear sscf 〈SxySxy〉, it is rea-
sonable to wonder why we see in it the pdf -like structure
and the contributions from the longitudinal waves. In-
deed, both of these features should be related to the den-
sity fluctuations and not to the shear sscf . The explana-
tion can be related to the results presented in Ref.[55, 56].
There it was shown that different components of the
atomic level stress tensor on the same atom are corre-
lated. On the other hand, the presence of correlations be-
tween the different stress components on the same atom
questions the results and derivations in Ref.[52–54], as
there, when the equipartition law is derived, it is assumed
that different stress components on the same atom are
independent. However, the derivations of the equiparti-
tion in [52–54] are based on the Taylor expansion and
considerations of only those terms which are quadratic
in atomic strain. Under this quadratic approximation,
different stress components on the same atom are inde-
pendent in the spherical (cubic) representation. Thus,
the results presented in Ref.[55, 56] can be related to the
higher order terms in the Taylor expansion. This means
that the density-density correlations which we see in pan-
els (1,1), (1,2), and (1,3) can be related to higher order
terms. These questions require further clarifications.
A. pdf -like contribution
It is reasonable to expect that the decay of the pdf -
like contribution in panel (1,3) is related to the decay of
the van Hove correlation function [57]. Figure 4 shows
dependencies on time of the maximums in the pdf -like
contribution to the sscf . For example, 12 (A˚) maximum
was found as the maximum value (for every time) of the
pdf -like contribution in the interval of distances between
11 (A˚) and 13 (A˚). Differences between the 10 (A˚), 12
(A˚) and the other curves are likely to be caused by the
stress waves: as intensities of the stress waves are larger
at small distances it is likely that these higher intensities
stimulate faster decay in the pdf -like stripes. The decay
in the amplitudes of the stripes for t < 200 (fs) is likely
to be due to the rattling cage motion. The decay for
t > 300 (fs) is likely to be related to the particle diffu-
sion. If we assume that the particles that diffuse away
from the spherical annulus completely lose the correlation
with the original state, while those that remain keep this
correlation, then the magnitude of the remaining corre-
lation should be proportional to the number of the parti-
cles remaining in the annulus. Since the rate of diffusion
away from the spherical annulus should be proportional
to the number of particles remaining in the annulus, the
number of the remaining particles should decrease expo-
nentially with time. Thus the pdf -like stress correlation
function at large distances at t > 300 (fs) should decay
exponentially with time. This behavior can be observed
in the inset of Fig.4.
B. Stress waves’ contribution
It is clear that panel (1,2) shows propagating shear
and compression waves. Previously we argued that shear
stress waves are related to viscosity [37, 38]. Thus, it
is important to understand the features in panel (1,2).
However, it is not clear how stress waves translate into
the features observed in the sscf . The nature of these
stress waves also remains obscure. These are complicated
questions for liquids, as currently there is no accepted
6and convenient way to describe vibrational dynamics in
disordered media and its coupling to diffusion [44, 47, 58–
60]. In our view, it is possible that the atomic level stress
correlation function that we consider here represents an
alternative way to describe vibrational dynamics.
In order to gain at least some insight into the connec-
tion between the vibrational dynamics and the atomic
level stress correlation function we considered in Ref.[43]
a simple model. In this model vibrational modes are rep-
resented by plane waves, like in crystals. Of course, plane
waves do not represent vibrational eigenmodes of liquids
[44, 47, 58–60]. However, in our view, considerations in
Ref.[43] provide insight into the nature of the connec-
tion between the stress waves and the atomic level stress
correlation function.
V. FOURIER TRANSFORMS OF THE SSCF
In our previous considerations, the atomic level sscf ,
F (t, r), is defined as a correlation function between a cen-
tral atom and atoms inside the spherical annulus of radius
r and thickness dr [37, 38]. This definition naturally fol-
lows from the Green-Kubo expression for viscosity. For
further analysis and in view of Ref.[43] we introduce:
fp(t, r) ≡ 1
(4pir2)
F (t, r) , fr(t, r) ≡ r · fp(t, r) , (6)
where fp(t, r) is the atomic level stress correlation per
pair of particles.
We define the Fourier transform over t of fr(t, r) as:
f˜r(ω, r) ≡
∫ ∞
0
fr(t, r) cos(ωt)dt . (7)
It was shown, in the framework of the model discussed in
Ref.[43], that if vibrations are non-decaying plane waves,
then f˜r(ω, r) should, for every ω, exhibit constant am-
plitude oscillations in r with a wavelength determined by
the dispersion relation ω(q). Since, for different r the
Fourier transforms over t are independent, we transform
F (t, r) instead of fr(t, r). In the case of non-decaying
plane waves, amplitudes of peaks in F˜ (ω, r) should lin-
early increase with increase of r.
We define the Fourier transform over r of fr(t, r) as:
f˜r(t, q) ≡
∫
fr(t, r) sin(qr)dr . (8)
As shown in Ref.[43], f˜r(t, q) for non-decaying plane
waves should exhibit constant amplitude oscillations in
t with a period determined by the dispersion relation.
Equation (8) can also be rationalized from a differ-
ent perspective. It is natural to assume that the stress
correlation function for a particular pair of atoms, i.e.,
fp(t, r), depends on the direction of the radius vector,
r, from one atom to another. Let us define the three-
dimensional Fourier transform of this stress correlation
function as it is usually done:
f˜p(t, q) ≡
∫
fp(t, r) exp( −iqr )dr . (9)
In isotropic cases, fp(t, r) ≡ fp(t, r) and (9) could be
rewritten as:[
q f˜p(t, q)
]
≡
∫
[r fp(t, r)] sin(qr)dr . (10)
It follows from (6) that expression (10) is equivalent to
expression (8). The expression (10) is similar to the ex-
pression that connects the pair distribution function, to
the reduced scattering intensity [66].
The Fourier transform in time-space naturally follows
from the formulas (7,8). It was shown in Ref.[43], in the
frame of the model considered there, that the Fourier
transform of fr(t, r) over t and r should lead to the dis-
persion curves.
VI. RESULTS OF THE FOURIER
TRANSFORMS AT 1500 K
Since F (t, r) was obtained in MD simulations on sys-
tems of finite sizes with periodic boundary conditions
there is a lower limit on the possible values of q that we
can consider. See Ref.[67] for details.
A. Time to frequency Fourier transform
The second row of Fig.1 shows F˜ (ω, r), i.e., time to
frequency Fourier transforms (7) of F (t, r) and contri-
butions to it from the wave -like and the pdf -like parts.
Panels (2,1), (2,2), (2,3) were obtained from the data in
panels (1,1), (1,2), (1,3) respectively.
In panel (2,2) contributions from the shear and com-
pression waves are mixed. For an analysis of the stress
waves it would be very useful to find a way to separate
contributions from these waves. Since the amplitude
of the compression wave in panel (1,2) is significantly
smaller than the amplitude of the shear wave, it is rea-
sonable to assume that features in the upper panels of
Fig.5 are dominated by the shear waves.
It is useful to compare panel (2,2) of Fig.1 of this paper
with panel (1,2) of Fig.7 in Ref.[43]. Note, however, that
panel (2,2) of Fig.1 shows t to ω Fourier transform of the
function r2fp(t, r), while panel (1,2) of Fig.7 in Ref.[43]
shows the Fourier transform of the function rfp(t, r). We
show in this paper the Fourier transform of r2fp(t, r) be-
cause it is more directly related to the generalized vis-
cosity and also because in Fig.5 this r2-scaling allows
showing relative amplitudes of the peaks in F˜ (ω, r) more
clearly.
Figure 5 shows constant ω-cuts of panel (2,2). If in
panel (2,2) there were only shear waves, then, according
to Ref.[43], for every ω in Fig.5 the period of oscillations
in r would give the wavelength that corresponds to this
7FIG. 5. Constant ω cuts from panel (2,2). Legends show the
values of ω. The blue curves in upper two panels show the
result from the large system with (L/2) ≈ 41.2 (A˚). Green
curves show the results from the system with (L/2) ≈ 20.6
(A˚). We use the positions of the maximums and minimums,
marked by the red squares, to determine the wavelengths,
λ = 2pi/q. Lower horizontal panel shows the dependence of
q on ω. Different curves in the lower panel correspond to
different selections of red squares used for the determination
of wavelength. For example, the notation (2,4) corresponds
to the selection of the second and the forth squares from the
left to determine the wavelength.
value of ω. If the sscf were caused by non-decaying plane
waves, then the amplitudes of the peaks in Fig.5 would
linearly increase with increase of r. However, the ampli-
tudes of the peaks in Fig.5 decrease with increase of r.
This behavior suggests that the dynamic underlying the
behavior of F (t, r) is very different from the vibrational
dynamics of non-decaying plane waves.
The lower panel in Fig.5 shows the dependence of
wavevector on frequency determined from the two upper
panels. This dependence should primarily correspond to
the dispersion relation for the shear waves. Indeed, the
slope of the curves corresponds to the speed ≈ 3 (km/s),
i.e., to the shear waves, according to panel (2,2) of Fig.1.
Still, this picture should contain certain distortions due
to the compression waves.
By comparing the scales on the y-axes in the upper
panels of Figure 5, note that the amplitudes of the waves
for higher frequencies are significantly smaller than the
amplitudes for lower frequencies. Note also that, even for
the highest frequencies shown, the waves propagate over,
at least, 5 interatomic spacings (rnn ≈ 2.6 (A˚)). In this
context the following comment is relevant. It can be seen
in panel (1,2) of Fig.1 and in Fig.3 that the feature cor-
responding to the compression waves is not just smaller
in the amplitude than the feature corresponding to the
shear waves, but it is also narrower in t and in r. Since
it is narrower in t its Fourier transform over time decays
in a wider range of frequencies. Thus contributions from
the compression waves to the higher frequency curves in
Fig.5 should be relatively larger than to the lower fre-
quency curves. Because of the overlap of contributions
from the compression and shear waves, we do not discuss
here attenuation rates for different frequencies.
In considerations of the macroscopic (tccf ) it is as-
sumed that only transverse waves contribute to it [1–6, 8–
16]. However, in view of the results discussed above, it is
likely that compression waves also affect the tccf . Thus
the results obtained from the analysis of the tccf can be
distorted by the compression waves. While the distor-
tions should not be very significant this issue deserves
attention and clarification.
It follows from panel (2,2) of Fig.1 that the main
sickle feature vanishes at large distances because of the
finite system size. This effect can also be seen in Fig. 12.
Thus, periodic boundary conditions (PBC ) affect the
stress waves of small frequencies, i.e., ν ≈ 0.0005− 0.001
(fs-1). It is shown in section (C) that contributions from
the shear and compression waves overlap in the main
sickle feature.
Flattening of the main sickle feature at low tempera-
tures in the region of frequencies between 0.001 and 0.002
(fs-1) means that the stress waves of the lower frequencies
can propagate over large distances. Frequency ν = 0.001
(fs-1) corresponds to the energy hν ≈ 4.1 (meV). This
energy approximately corresponds to the energy of the
boson peak in metallic glasses [46, 47]. Thus significant
increase of the propagation range with decrease of tem-
perature happens in the range of frequencies usually as-
sociated with the boson peak. In a recent review [47]
it was stated, on the basis of Ref.[44, 45], that: “There
appears to be a growing consensus that the frequency of
the boson peak corresponds to the maximum frequency
at which transverse phonons can propagate in the disor-
dered material ...” Our data are in agreement with this
statement.
In panel (2,3) seemingly faster decay of the vertical
stripes at large distances is misleading. Perceived behav-
ior originates simply from the smaller amplitudes of the
stripes at large distances at zero time. According to Fig.4
at large distances all stripes decay at the same rate.
VII. FREQUENCY DEPENDENT VISCOSITY
According to formulas (A6-A10) in the Appendix A
viscosity is a complex function of the wavevector k and
frequency ω. The stress correlation function is a com-
plex function of k and time. All results presented in
this paper have been obtained for k = 0. In this case
8FIG. 6. Fourier transform of the data in panel (1,2) of Fig.1
through sin(ωt). This figure is very similar to panel (2,2) of
Fig.1. However, it is a different figure. For every ω the inte-
gral over r gives the imaginary part of viscosity, i.e., η′′(ω).
The largest time up to which we calculated the sscf in our
simulations was 4000 (fs). Thus we should not consider fre-
quencies smaller than 1/4000 (1/fs) or 0.00025 (1/fs).
the components of the stress tensor and their correlation
functions are real quantities (A8,A9,A10,A12). However,
viscosity remains a complex function of ω (A11): η(ω) ≡
η′(ω)− iη′′(ω). Complex viscosity is related to the com-
plex shear modulus: G(ω) = G′(ω) + iG′′(ω) = iωη(ω)
[61]. Thus the real part of viscosity describes energy dis-
sipation in liquids, while the imaginary part describes
elastic response.
It follows from the previous definitions of η(ω) [1–3, 10]
and our definitions [37, 38] that:
η′(ω) =
ρo
kbT
∫ tmax
0
{∫ Rmax
0
F (t, r)dr
}
cos(ωt) dt .(11)
Or:
η′(ω) =
ρo
kbT
∫ Rmax
0
F˜ (ω, r)dr . (12)
Thus, for every ω in panel (2,1) of Fig.1 the integral over r
gives η′(ω). Integration over a range of distances, (r1, r2),
should allow estimation of how this range contributes to
η′(ω).
According to formula (A11) the imaginary part of vis-
cosity can be calculated with sin(ωt) instead of cos(ωt)
in (11). Figure 6 shows sin(ωt) Fourier transform of the
panel (1,2) of Fig.1 in the region of smaller frequencies.
For every ω in Fig.6 the integral over r gives the imag-
inary part of viscosity, i.e., η′′(ω). We will see further
that the most interesting behavior happens in the region
ω < 0.0010 (1/fs).
It is known that the real part of the frequency depen-
dent viscosity, η′(ω), exhibits on decrease of temperature
frequency dependent increase [6, 10, 12, 62]. This in-
crease is the most significant for small ω. Considerations
of our results in this context provide additional insights
FIG. 7. Normalized cross sscfs at different temperatures. In
the inset the blue curve shows the results of integration over
r of the data in panel (1,1) of Fig.1. The orange curve in
the inset was obtained on the intermediate size system as
a difference between the total sscf and the self term of the
sscf [37]. The black curve at short times is the orange curve.
For times t > 230 (fs) the black curve was fitted to the reliable
part of the simulation data and then the fitted curve was
used as an approximation when the simulation data become
unreliable [68]. The curves in the main plot show the results
of MD simulations at short times and the fitted curves at large
times [68].
into this phenomena.
The statistics of our data for the atomic level sscf is
not sufficient to consider in detail low frequency behav-
ior of the macroscopic viscosity due to the cross term.
However, the macroscopic sscf due to the cross term
can also be obtained as a difference between the to-
tal sscf function and the self term of the sscf . In Ref.[37]
we considered the behaviors of the total sscfs and their
self terms at different temperatures. The differences be-
tween the total sscfs and their self terms are shown in
Fig.7.
Panels (a) and (b) of Fig.8 show how the real and imag-
inary parts of viscosity due to the cross term depend on
frequency. The curves in these panels were obtained by
cos(ωt) and sin(ωt) integrations of the cross sscf curves
in Fig.7. The viscosity curves exhibit expected behav-
iors. The rise in the value of the real part of viscosity
at low frequencies was reported many times previously
[6, 10, 12, 62]. The presence of the peak in the imagi-
nary part of viscosity is also well known [61, 63, 64].
Panel (c) shows the real part of the frequency depen-
dent shear modulus, i.e., G′(ω) = ωη′′(ω). In the limit of
large frequencies the curves exhibit expected saturation
to the infinite frequency value. Infinite frequency shear
modulus for fcc iron is ∼ 80 (GPa) [65]. From Fig.8
we get the value ∼ 30 (GPa). This happens because we
consider the contribution from the cross term only. The
value of the shear modulus increases with increase of tem-
perature because the data has been obtained in constant
9FIG. 8. Panel (a) shows the dependencies of η′(ω) on ω at
different temperatures. The curves were obtained through
cos(ωt) integration of the curves in Fig.7. Note that increase
in the value of η′(ω) on decrease of temperature is the most
significant for low frequencies. This increase correlates with
increase in the ranges of propagation of the shear waves of
low frequencies on decrease of temperature. Panel (b) shows
dependencies of η′′(ω) on ω. Panel (c) shows dependencies
of the real part of the shear modulus, i.e. ωη′′(ω), on ω at
different temperatures. Note that the scale on ω-axis in (c) is
different from ω-scales in (a) and (b).
volume simulations.
New insights come from the comparisons of the regions
in ω where η′(w) and η′′(ω) start to increase from their
large-ω values with the corresponding ω-regions in panel
(2,2) of Fig.1 and in Fig.6. These comparisons suggest
that the increase in the ranges of propagation of the shear
stress waves correlates with the increase in the values of
the real and imaginary parts of viscosity. For η′′(ω) the
increase is related to the sickle feature in Fig.6 which is
the closest to the origin. We again note that we should
not consider frequencies ω < 0.00025 (1/fs) on the basis
of Fig.1 and Fig.6 since corresponding simulations were
not long enough.
In order to demonstrate the connection between the
propagation of the shear waves and viscosity further
we show in panel (a) of Fig.9 how η′(ω,Rmax) ≡∫ Rmax
0
F˜ (ω, r)dr depends on Rmax for the selected val-
ues of ω shown in the legends. Panel (b) is similar to
FIG. 9. Dependencies of η′(ω,Rmax) and η′′(ω,Rmax) on the
inclusion distance Rmax. The curves for η
′(ω,Rmax) in panel
(a) were obtained by integration over r of the constant ω-
cuts from panel (2,2) of Fig.1. The curves for η′′(ω,Rmax) in
panel (b) were obtained by integration over r of the constant
ω-cuts from Fig.6. The macroscopic values of the viscosities
correspond to the values to which the curves converge at large
Rmax. The selected frequencies are the same in both panels.
The legends in panel (a) give the values of ω for the solid
curves. The legends in panel (b) give the values of ω for the
dashed curves. Note that all solid curves correspond to the
values of ω < 0.001 (1/fs).
panel (a), but it is for η′′(ω,Rmax). The shapes of the
curves suggest/demonstrate that the microscopic origin
of viscosity is related to the propagation and dissipation
of the shear waves on atomic scale.
A. Distance to wavevector Fourier transform
Panels (3,1), (3,2), (3,3) show r to q Fourier transforms
(8) of the function fr(t, r) = rfp(t, r) obtained from the
data in panels (1,1), (1,2), (1,3) respectively. It is use-
ful to compare panel (3,2) with panel (2,1) of Fig.7 in
Ref.[43]. In these two panels r-scalings are the same.
For every particular time, the Fourier transform (8)
of the sscf over r is similar to the transform of the
pair density function, G(r), into the structure factor,
S(q); if G(r) = 4pir [ρ(r)− ρo] then q [S(q)− 1] =∫ Rmax
0
G(r) sin(qr) dr [66]. Thus, knowledge of the gen-
eral relations between G(r) and S(q) can help in guess-
ing the roles of certain features. This parallel allows us
to relate the negative intensity near 3 (A˚-1) in (3,3) to
the periodicity in r of the pdf -like contribution to the
sscf (see (1,3)). The width of the 3 (A˚-1) feature in (3,3)
is related to the extend of the pdf -like oscillations in r.
Panels (3,1) and (3,2) show for how long in time stress
waves, with a particular value of the wavevector, exist.
If the stress waves were non-decaying plane waves, then,
according to Ref. [43], for every q the amplitude of oscil-
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FIG. 10. Normalized and shifted constant q cuts of panel
(3,2) of Fig.1. Every particular q-cut was scaled to the maxi-
mum intensity in the sickle feature for this q and then shifted.
The dependence of this maximum intensity on q is shown in
the inset. Different curves correspond to the different values
of q (in A˚-1) given in the legends. Upper curves correspond
to the upper legends.
lations would be constant in time. Note that non-zero in-
tensity for smaller q exists for larger times than nonzero
intensity for larger wavevectors. Recall that in panels
(3,1) and (3,2) the contributions from the shear and com-
pression waves overlap.
Figure 10 shows constant q cuts of panel (3,2) of Fig.1.
We see in Fig.10, as in panel (3,2), that for every q there
are no more than two oscillations in time, with the am-
plitude of the second maximum significantly smaller than
the amplitude of the first maximum. Thus, the situation
in the considered liquid at 1500 (K) is quite different
from the situation in a model crystal with non-decaying
vibrational plane waves [43]. In the model crystal the am-
plitudes of these oscillations should be constant in time.
The relative intensities of the maximums in Fig.10 for
different q should be related to the relative vibrational
densities of states and to the relative rates of decay for
different q.
Note that the main sickle feature ends at qwmax ≈ 1.75
(A˚-1), i.e., at λwmin = 2pi/qwmax ≈ 3.6 (A˚). Thus,
λwmin ≈ 1.4d, where d is the average distance between
the nearest particles for the chosen value of the density
and also the equilibrium distances between a pair of par-
ticles for our potential. The fact that the smallest pos-
sible wavelength of the shear stress waves is ≈ 1.5 d is
in approximate agreement with the other results [7, 16].
In our data, the crossover in the main sickle feature hap-
pens at qc ≈ 0.5 (A˚-1), i.e., at λc ≈ 12.6 (A˚) or ≈ 4.8d.
At larger distances, according to Ref.[16], ordinary hy-
drodynamics with q-independent transport coefficients is
valid, while at smaller distances the situation is more
complicated.
There are two features in panels (3,1) and (3,2) that
we discuss in sections (B) and (C). The first feature is a
positive intensity that is centered at q ≈ 1.15 A˚−1 and
extends in time from approximately 300 (fs) to 1700 (fs).
We call this feature the bonfire . Another feature extends
in time from 0 to 200 (fs) and in q from 0 to 1.3 (A˚-1).
We call this feature the tongue .
It turns out, that both features originate from the in-
terval of distances between ≈ 2 (A˚) and ≈ 7.5 (A˚). The
shape of the tongue feature is affected by the position
of the origin of the stress waves (they start from the
first coordination shell and not from r = 0 (A˚)). The
bonfire feature is related to the famous splitting of the
second peak in the pair distribution function which is as-
sociated with some local arrangements of particles which
agglomerate into larger domains [51, 69, 70]. The bon-
fire feature is also present in Fig.10, though it is difficult
to see it.
It is also possible to consider, from panels (3,1) and
(3,2), wavevector dependent viscosity and thus study how
different times contribute to it. However, in view of the
discussion in Appendix (A), these considerations need
more insights and we will not focus on them now.
B. Fourier transform in time and space
Panels (4,1), (4,2), and (4,3) show the Fourier trans-
forms in time and space of fr(t, r). One can guess in
(4,1) and (4,2) broad dispersion curves associated with
the stress waves. The dispersion, however, is not well
pronounced.
VIII. EVOLUTION OF THE DATA WITH
TEMPERATURE
In this section we address the evolution of the sscf and
its Fourier transforms with temperature. We also discuss
size effects by comparing the data on the intermediate
system of 5488 particles with (L/2) = 20.06 (A˚), and on
the large system of 43904 particles with (L/2) = 41.21
(A˚).
The total sscfs for the two systems at different temper-
atures are shown in Fig.4,5 of Ref.[37]. Figure 11 of this
paper shows wave ’s contributions to the sscfs for differ-
ent temperatures and systems in (t, r)-space. The com-
parisons of panels (1,1) with (1,2) and (1,3) with (1,4)
show size effects at low temperatures. It is clear that the
finite size of the system affects propagation of the stress
waves. It is also clear that the stress waves are more
pronounced at 1500 (K) than at 2000 (K). The results in
the second row show gradual disappearance of the stress
waves with increase of temperature.
Note in the results for 1500 (K) a bright vertical line at
r ≈ 6 (A˚). Note also that there is not a well pronounced
line in the results for 2000 (K). Comparisons with the
corresponding panels in Fig.13 suggest that this vertical
line is related to the bonfire feature.
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FIG. 11. The wave -like contributions to the sscf at different temperatures on the systems of 43904 and 5488 particles. Panels
(1,1) and (1,3) are for the 43904 particle system. All other panels are for the 5488 particle system. Panels (1,1) and (1,2) are
for T = 1500 (K). Panels (1,3) and (1,4) are for T = 2000 (K). Panel (2,1) is for 3000 (K), (2,2) is for 5000 (K), (2,3) is for
7000 (K), (2,4) is for 10000 (K). Note in panels (1,1) and (1,2) bright vertical stripes at r ∼ 5 (A˚). These stripes show that
the separation procedure used to produce wave -like contributions does not work for these distances. Note also that there are
no such bright vertical stripes in the other panels. In the text we argue that this bright vertical stripe is the origin of the
bonfire feature in the (t,q)-sscf .
FIG. 12. The sscf in (ω, r)-space for different systems and at different temperatures. The locations of panels correspond to
those in Fig.11. The scales on the z-axes are the same as in panel (2,2) of Fig.1.
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FIG. 13. The sscf in (t, q)-space for different systems and at different temperatures. The locations of panels correspond to
those in Fig.11. Note that panels (1,1) and (1,2) contain the bonfire feature, while the other panels do not. From comparisons
with panels in Fig.11, it follows that the bonfire feature is related to the bright vertical stripe at r ≈ 5 (A˚).
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Figure 12 shows t to ω Fourier transforms of the sscfs .
It follows from the comparisons of panels (1,1) with (1,2)
and (1,3) with (1,4) that the main sickle feature vanishes
at large distances because of the finite system size. In
panel (2,2) of Fig.1 the same sickle feature extends to
significantly larger distances. Thus PBC affect frequen-
cies ν < 0.004 (fs-1).
Figure 13 shows the sscfs in (t, q)-space. Note that the
Fourier transforms of the sscfs in (t, q)-space obtained on
the large and on the intermediate systems exhibit differ-
ent behaviors at small q. These differences should be
related to the finite size effects [67]. See Fig.1 for a wider
range in time.
IX. CONCLUSION
We investigated the Fourier transforms of the atomic
level Green-Kubo sscfs obtained in MD simulations on a
model liquid. These considerations demonstrate that the
atomic level sscf can be used to study how lifetimes and
ranges of propagation of stress waves depend on their fre-
quency and wavevector. It was also demonstrated that
the crossover from quasilocalized to propagating behavior
occurs at the frequencies usually associated with the Bo-
son peak, confirming previous results [44–47]. We found
that the ranges of propagation of the shear stress waves
for frequencies less than half of the Einstein frequency
extend well beyond the nearest neighbor shell.
As temperature decreases the ranges of propagation of
low frequency stress waves increase. Our results show
that this increase is correlated with the increase in the
value of low frequency viscosity. Thus, at T > 2TA,
where TA is the potential energy landscape crossover tem-
perature [48], stress waves of all frequencies decay on the
length scales of 10 interatomic distances or less. As tem-
perature is lowered, the increase in the ranges of propaga-
tion for the lower frequency waves is more significant than
for the higher frequency waves. Thus our results suggest
that being able to understand the structural origin of the
increase in ranges of propagation of low frequency shear
stress waves might also help in understanding the nature
of viscosity increase on approach of the glass transition.
The conclusions to which we arrived using our new
method are expected, in view of other publications
[6, 9–16]. However, in our view, investigations with
this method compliment the results obtained with other
methods.
Our data show that viscosity is related to the propa-
gating stress waves. On the other hand, it was argued
recently that at low temperatures relaxation of the shear
stresses should become activated [71, 72]. It is of inter-
est to study if viscosity at lower temperatures decouples
from the shear stress waves, or if activated dynamics is
causing decay of the stress waves, but viscosity remains
related to them. For this it would be necessary to study
a different system as the system that we studied crystal-
lizes at relatively high temperatures.
Our results also suggest that the decay of the pdf -like
part of the atomic level sscf at large times is related to
diffusion of particles.
The fact that we see compression waves in the shear
stress correlation function should be related to the exis-
tence of correlations between the different components of
the atomic level stresses on the same site [55, 56].
Our method has important shortcomings. For exam-
ple, one would not suppose from our results, as they are
the averages over many atoms and times, about the pres-
ence of force chains [73–77] or chain-like displacements
[78]. It appears that the spherical averaging that we
perform also averages out the long range Eshelby field
present in the system [39–41]. It is unclear if it is possi-
ble to see dynamic heterogeneity [79] with our method.
These shortcomings, however, are also present in the
tccf technique and in other approaches that rely on con-
siderations of macroscopic quantities.
A separate question of interest is in what range of
distances can the sscf be modeled using viscoelastic ap-
proximations? The separation procedure that we used
to extract the wave -like and the pdf -like contributions
to the sscf suggests that continuous approximation may
not work for distances smaller than 3 or 4 interatomic
distances, but can work for larger ranges. This is in
agreement with some other results [7, 15, 16, 50, 51].
In references [29–36] an approach based on considera-
tion of the generalized modes has been developed. It has
been shown that it is sufficient to consider a relatively
small number of the generalized modes in order to de-
scribe liquids’ dynamics with rather good precision. It
would be interesting to use the approach developed in
this and two preceding papers [37, 38] in order to inves-
tigate the atomic scale nature of the generalized modes.
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Appendix A: On the connection between the
transverse current correlation approach and our
considerations
As we discuss in this paper the dependence of the
sscf on the wavevector q it is important to note that the
wavevector q that enters into our considerations is dis-
tinct from the wavevector k that usually enters into the
discussions of the tccf .
In derivations of the expressions for generalized vis-
cosity through correlation functions the wavevector k is
related, in particular, to the density fluctuations. As we
introduce the wavevector q, it is not formally related to
the density fluctuations. Standard considerations of the
tccf are as follows [1, 2, 13].
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The transverse current, j⊥k (t), and the transverse cur-
rent correlation function, C(k, t) are defined as:
j⊥k (t) ≡
1
N
N∑
i=1
miv
⊥
i (t) exp (ikri(t)) , (A1)
C(t, k) ≡ 〈j⊥k (t)j⊥−k(0)〉 , v⊥i ≡ vi − kˆvi . (A2)
It was shown in the generalized hydrodynamics ap-
proach that in an isotropic liquid the tccf , C(k, t), is
associated with the wavevector and frequency dependent
viscosity [1, 2]:
η(ω, k) =
ρm
k2C˜(ω, k)
[
−iωC˜(ω, k) + C(0, k)
]
, (A3)
C˜(ω, k) ≡
∫ ∞
0
C(t, k) exp(−iωt)dt , (A4)
where ρm = mN/V is the average mass density. The
usual viscosity corresponds to the limit of vanishing fre-
quency and wavevector (ω → 0, k → 0). In this
limit the following expression for viscosity in terms of
the tccf can be obtained:
η = βρm lim
ω→0
lim
k→0
Re
∫ ∞
0
C(t, k)
k2
e−iωtdt , (A5)
where β = (kbT )
−1.
Wavevector and frequency dependent viscosity can also
be expressed through the correlation function of the
macroscopic stress tensor, Πxzk (t) [1, 3, 5, 6]:
η(ω, k) =
[
N˜(ω, k)
]
/
[
1−
(
k2N˜(ω, k)
)
/ (iωρm)
]
, (A6)
where
N˜(ω, k) = (β/V )
∫ ∞
0
〈
Πxzk (t)Π
xz
−k(0)
〉
e−iωtdt (A7)
and it is assumed that k is parallel to the z-axis. The
expression for the stress tensor in (A7) is [1]:
Παβk (t) =
N∑
i=1
sαβi (t, k) , (A8)
where sαβi (t, k) is the atomic level stress element:
sαβi (t) =
mivαi vβi + N∑
j 6=i
rαijr
β
ij
r2ij
Φk(rij)
 e−ikri (A9)
and
Φk(rij) =
rij
2
[
∂U(rij)
∂rij
] [
eikrij − 1
ikrij
]
. (A10)
In liquids at low temperatures the first term on the right
hand side of (A9) is much smaller than the second term
and can be neglected [1].
In the limit (k → 0) from (A6,A7) we get:
η(ω) =
β
V
∫ ∞
0
< Πxz0 (t)Π
xz
0 (0) > e
−iωtdt . (A11)
For ω = 0 expression (A11) is the standard Green-Kubo
formula.
It can be seen from (A7,A8,A9,A10), that N˜(k, ω) can
be decomposed into contributions from different atomic
level stress elements. In Ref.[37, 38] we studied the prop-
erties of this decomposition for k = 0. Thus we intro-
duced there a function F (r, t):
〈Πxz0 (t)Πxz0 (0)〉 =
∫ ∞
0
F (r, t)dr . (A12)
In this paper, we investigate features of F (r, t)
by performing the Fourier transform of F (r, t) into
F˜ (q, t), F˜ (r, ω), F˜ (q, ω).
We would like to emphasize that the wavevector q that
we introduce in our present investigation is distinct from
the wavevector k that is usually introduced in considera-
tion of the generalized viscosity. Formally all our results
correspond to the case k = 0, i.e., to the case of very
large wave lengths of density fluctuations. This limit ef-
fectively corresponds to the case when local density fluc-
tuations are absent. See also discussion on the transverse
current correlation function in Ref.[43].
Appendix B: The origin of the bonfire feature
In order to understand the bonfire feature in panels
(3,1) and (3,2) of Fig.1 we adopt an ad hoc approach.
In particular, in performing the Fourier transforms, we
integrate from r = 0 (A˚) up to some maximum value
Rmax and check how the value of Rmax affects the Fourier
image. The results are shown in Fig.14.
Panel (a) shows the results of the integration up to
r = 20 (A˚). Note the similarities and differences between
the intensity in panel (a) and the intensity in panel (3,2)
of Fig.1. For panel (b) Rmax = 10 (A˚). By comparing
panels (a) and (b) note that the negative intensity region
close to q = 0 (A˚-1) present in panel (a) is gone in panel
(b). Similarly gone is the part of the sickle feature that
apparently originates from the part of the shear stress
wave that we do not count when we integrate up to
Rmax = 10 (A˚). However, the bonfire feature is still there,
even though it is affected in the transition from (b) to (c).
In panel (c) the negative intensity region around q = 0
(A˚-1) appears again. Thus, from the comparison of panels
(a), (b) and (c) we conclude that the negative intensity
close to q = 0 (A˚-1 is related to the spatial extent of the
sscf . Further note that the bonfire feature is still present
in panels (c) and (d). The transition from panel (d) to
panel (e) affects the bonfire feature very significantly. It
follows from panel (a) of Fig.7 in Ref.[37] that the region
between 4 (A˚) and 5 (A˚) corresponds to the interval of
distances in which the splitting of the second peak in the
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FIG. 14. Explanation of the bonfire feature in the r → q
Fourier transform of the sscf . See panels (3,1) and (3,2)
of Fig.1. Different values of the upper cutoff, Rmax, in the
Fourier transform are shown in the panels.
pair density function occurs. Overall, we conclude that
the bonfire feature is related to the absence of periodicity
in the sscf for r < 10 (A˚-1). Comparison of panels (1,2)
and (3,2) of Fig.1 also hints that this conclusion is cor-
rect. Thus, one may notice that the temporal extent of
the bonfire feature in (3,2) corresponds to the temporal
extent of the bright vertical stripes in the region r < 10
(A˚). The last idea can also be tested on the sscfs and
their Fourier transforms at higher temperatures, as can
be seen in Fig.11,13. Thus a comparison of panels (1,1)
and (1,3) of Fig.11 shows that the bright stripe present
in (1,1) at 5 (A˚) is significantly less pronounced in panel
(1,3). The comparison of the corresponding panels in
Fig.13 shows that the bonfire feature is present in (1,1),
but nearly absent in (1,3).
FIG. 15. Model sscfs (on the left) and their Fourier trans-
forms (on the right). Upper 4 panels show that the
tongue feature is affected by the wave’s structure close to their
origin. Lower 4 panel demonstrates the overlap from the two
waves in the Fourier transform. See text for details.
Appendix C: The tongue feature
In order to understand the tongue feature present in
panels (3,1) and (3,2) of Fig.1 we again adopt an ad
hoc approach. Thus we create several model sscfs and,
by comparing the Fourier transforms of these sscfs , we
demonstrate that the line shape of the tongue feature is
affected by the behavior of stress waves at distances at
which the stress waves appear.
It is shown in Ref.[80] that in viscous liquids in spher-
ically symmetric homogeneous cases the pressure profile
far away from the origin is given approximately by:
p′(r, τ) = p′o
τ
r5/2
exp
[
− τ
2
4ar
]
, (C1)
where p′(r, τ) is the deviation of pressure from its average
value in the system caused by the wave, τ ≡ t− r/c, c -
is the speed of the wave, r is the distance from the origin
of the wave, and a controls the rate of the dissipation
of the wave. We use the functional form (C1) to create
several model sscfs . This does not mean that we assume
that (C1) correctly describes the shape of the shear stress
waves. However, we believe that this approach allows
determination of the origin of the tongue feature.
Panel (1,1) of Fig.15 shows the pressure profile calcu-
lated using (C1) with the following values of the param-
eters: c = 30 (A˚/fs), 4a = 2500 (fs2/A˚), and p′o = 1.
We use (C1) to calculate the pressure profile for r > 2
(A˚). We assume that for smaller distances the pressure
is zero. For smoothness we also convolute the function
with the Gaussian function of width σr = 0.50 (A˚) along
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the r-axis and with width σt = 50 (fs) along the t-axis.
Panel (1,2) shows the Fourier transform of panel (1,1)
into (t, q)-space. We see in (1,2) the analogue of the
tongue feature and also the sickle feature. Note, however,
that close to the origin the tongue feature has a negative
intensity. We found that this negative intensity could be
removed by assuming that the wave starts not at r = 0
(A˚), but instead at some finite distance. Thus, panel
(2,1) of Fig.15 shows a pressure wave in which instead of
τ ≡ t− r/c we used τ = t− (r− rb)/c with rb = 3.3 (A˚).
As before we assumed that for r < 2 (A˚) the pressure is
zero and we convoluted the function with the parameters
given above. Panel (2,2) shows the Fourier transform of
(2,1) in (t, q)-space. Note that compared to panel (1,2)
there is no negative intensity around the origin in panel
(2,2). The comparison also could be made with panel
(2,1) of Ref.[43].
Panel (3,1) shows a pressure profile which is a sum of
two waves. One wave is exactly the same as in panel
(2,1). The second wave also starts at 3.3 (A˚) and has
the following values of the parameters: c = 60 (A˚/fs),
4a = 1000 (fs2/A˚) and p′o = 3. We see in panel (3,2)
that the second wave makes the sickle feature much more
pronounced. Note also the increased intensity and the
increased width of the positive intensity region around
q = 0 (A˚-1).
Thus we conclude that the line shape of the
tongue feature results from the behavior of the stress
waves near their origin.
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