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Abstract
Multi-user (MU) massive multiple-input-multiple-output (MIMO) is one of the promis-
ing technologies for the 5th Generation of wireless communication systems. However,
as an emerging technology, various technical challenges that hinder practical use of
massive MIMO need to be addressed, e.g., imperfections on channel estimation and
channel reciprocity. The overall objective of the proposed research is to investigate
some of the key practical challenges of implementation of the massive MIMO system
and propose effective solutions for those problems.
First, in order to realise promised benefits of massive MIMO, there is a need for a highly
accurate technique for provisioning of channel state information (CSI). However, the
acquisition of CSI can be considerably influenced by imperfect channel estimation in
practice. We therefore analyse the impact of channel estimation error on the perfor-
mance of massive MIMO uplinks with the considerations of the channel correlation over
space. We then propose a novel antenna selection scheme by exploiting the sparsity of
the channel gain matrix at the received end, which significantly reduces implementation
overhead and complexity compared to the well-adopted scheme, without degrading the
system performance.
Second, it is known that channel reciprocity in time-division duplexing (TDD) massive
MIMO systems can be exploited to reduce the overhead required for the acquisition
of CSI. However, perfect reciprocity is unrealistic in practical systems due to random
radio-frequency (RF) circuit mismatches in uplink and downlink channels. We model
and analyse the impact of the RF mismatches by taking into account the channel estima-
tion error. We derive closed-form expressions of the output signal-to-interference-plus-
noise ratio for typical linear precoding schemes, and further investigate the asymptotic
performance of the considered precoding schemes to provide insights into the practical
system designs, including guidelines for the selection of the effective precoding schemes.
Third, our theoretical model for analysing the effect of channel reciprocity error on
massive MIMO systems reveals that the imperfections in channel reciprocity might
become a performance limiting factor. In order to compensate for these imperfections,
we present and investigate two calibration schemes for TDD-based MU massive MIMO
systems, namely, relative calibration and inverse calibration. In particular, the design
of the proposed inverse calibration takes into account a compound effect of channel
reciprocity error and channel estimation error. To compare two calibration schemes,
we derive closed-form expressions for the ergodic sum rate and the receive mean-square
error for downlinks. We demonstrate that the proposed inverse calibration outperforms
the relative calibration, thanks to its greater robustness to the compound effect of both
errors.
Key words: Massive MIMO, Imperfect Channel Estimation, Spatial Correlation, Im-
perfect Channel Reciprocity, Calibration.
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Chapter 1
Introduction
M
ULTIPLE antenna system (or multiple-input multiple-output, MIMO) that
employs a large number of antennas at the base station (BS) side, known as
massive MIMO system, has been identified as an enabling technology for the 5th Gen-
eration (5G) of wireless communication systems. Such system can simultaneously serve
multiple user terminals (UTs) by using the same time-frequency resource, which has
been shown to potentially achieve orders of magnitude improvement in the spectral and
energy efficiency compared with the current 4th Generation (4G) wireless technologies.
This draws considerable attentions from both theoretical analysis and industrial imple-
mentation prospectives. Motivated by its potentials, this thesis aims to investigate key
features of the massive MIMO system with considerations of practical limitations, and
correspondingly provide effective and efficient solution approaches.
1.1 Scope and Challenges
By employing a large number of antennas at the BS, the massive MIMO system can fully
exploit the spatial multiplexing and beamforming gains to boost the spectrum efficiency,
energy efficiency, and the link reliability significantly [1]. Moreover, the asymptotic
analysis based on random matrix theory demonstrates that the effect of uncorrelated
noise and small-scale channel fading vanishes, and simple precoding/detection schemes
can be exploited to approach the optimal performance [2, 3]. Despite such potential,
1
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as an emerging technology, various theoretical questions and practical implementa-
tion issues are vastly remained to be investigated for the massive MIMO system [4–6].
In practice, the implementation of the massive MIMO system is hindered by various
challenges in addition to the existing challenges in conventional point-to-point MIMO
systems. For example, equipping the BS with a very large antenna array introduces the
challenge of dealing with the strong effect of the spatially correlated channel, due to the
space limitations in antenna separation [7,8]. In addition, the implementation of mas-
sive MIMO systems is hindered by the extremely increased overhead, e.g., the number
of radio frequency (RF) chains, and the complexity of transceiver design for the large
scale BS antenna array [9, 10]. Thus, efficient and effective antenna selection schemes
for large-scale BS antennas can be considered in order to reduce the complexity of
massive MIMO transceiver design. However, the majority of related works concentrate
on the transmitter antenna selection in downlink (DL) massive MIMO [11–15]. On the
other hand, a number of investigations have considered the receive antenna selection
combining systems for uplink (UL) MIMO [16,17], but not for massive MIMO systems.
Besides the above-mentioned implementation issues, we are interested in practical issues
such as the effect of the imperfect channel state information (CSI) on the performance
of the massive MIMO system, in the sense that most benefits of the massive MIMO
system rely on the accuracy of the CSI [5, 18]. For example, as mentioned earlier,
a notable advantage of equipping massive antennas at the BS is that this approach
allows the use of simple processing algorithms at both UL and DL directions, which,
however, requires a high accuracy of the instantaneous CSI [19]. The overhead for the
CSI acquisition and the challenging channel estimation have become the main concern
for any massive MIMO systems [1, 18,20,21].
By exploiting channel reciprocity, time division duplex (TDD) operation enables the
CSI acquisition in the massive MIMO system with a reasonable overhead of channel
estimation. Therefore, the TDD operation is widely considered in the context of the
massive MIMO systems, with the assumption of perfect channel reciprocity [1, 2, 19].
Nevertheless, in practice, such assumption is over-strong due to the fact that non-
reciprocity, mainly caused by RF transceivers mismatches between UL and DL, can
contaminate the estimate of the effective channel response, which can cause significant
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performance degradation of the TDD.
1.2 Motivations and Research Objectives
Although, as mentioned in the previous section, recent research activities have been
developed from the perspective of the practical limitations of the implementation of
massive MIMO systems, various issues still remain open. We identify three research
gaps among the existing literatures, as follows:
• Despite the near-optimal performance gain promised by exploiting simple linear pre-
coding and combining schemes, the price to pay for the use of those schemes in the
massive MIMO system is the considerably high overhead required for acquiring the
instantaneous CSI. For example, traditional UL combining schemes, e.g., maximum
ratio combining (MRC) and channel-gain-based selection combining (or conventional
selection combining, CSC), can be significantly affected by the imperfect channel esti-
mation and strong channel correlation over the space. Taking into account the afore-
mentioned practical limitations, a careful design of cost-efficient antenna selection com-
bining schemes can be conducted to reduce the overhead and complexity of implemen-
tation, as well as effectively maintain a reasonably high performance in the presence of
the strong channel correlation.
• It is also challenging to exploit the DL linear precoders based on the channel reci-
procity in TDD massive MIMO systems, due to the compound effect of both reciprocity
and UL channel estimation errors. Prior studies investigate either of the two errors.
However, further investigations are required to present a solid performance analysis of
the compound effects of both errors. Such analysis, if available, can provide important
engineering insights for the massive MIMO system design, including useful guidelines
for the selection of the suitable modulation and coding schemes and effective precoding
methods, which inevitable in practice.
• To the best of the author’s knowledge, there have been no reciprocity calibration
schemes taking into account the compound effect of the channel reciprocity and channel
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estimation errors. Furthermore, there is a lack of thorough theoretical studies among
the existing works to evaluate the performance of the calibration schemes in the presence
of both errors. For example, in order to equalise and decode the received signal, each
UT should have an estimate of the effective channel gain, which is a function of the
calibration matrix. Hence, the receive mean-square error (MSE) at each UT is an
important performance metric to evaluate the effectiveness of the calibration schemes
after applying equalisation. However, there have been no studies considering an impact
analysis in terms of the MSE for the reciprocity calibration.
In this thesis, we aim to fill these research gaps and provide valuable insights into
the practical massive MIMO system design. To this end, the major objectives of this
research are given as follows:
• To present in-depth analyses of the impact of the practical limitations, such as the
imperfections of channel estimation and channel reciprocity, on massive MIMO
systems.
• To carry out the design and evaluation of the effective and efficient solution
approaches to address implementation issues.
1.3 Research Contributions
In accordance with the research objectives listed in the previous section, the main
contributions of this research work are summarised as follows:
• Design of effective antenna selection schemes for spatially correlated massive
MIMO systems with imperfect channel estimation:
– We propose a novel antenna selection scheme for the massive MIMO uplinks.
The proposed scheme exploits the sparsity of the channel matrix for the effective
selection of a limited number of antennas.
– We compare the proposed and widely used schemes for massive MIMO systems
in the single-user scenario. Results show that, in the case with relatively severe
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transmission conditions, e.g., highly correlated channel, our proposed scheme
has closely approached performance compared with the wide-adopted scheme,
e.g., MRC, but requiring few select antennas, which can significantly reduce the
implementation overhead.
– We extend the proposed sparse antenna selection scheme to the multi-user sce-
nario, and prove that our proposed scheme can outperform the wide-used schemes,
such as CSC, in the presence of the channel estimation error and channel corre-
lation over the space, thanks to its effective selection process.
• Performance analysis of massive MIMO systems with imperfect channel reci-
procity and channel estimation error :
– Under the assumption of a large number of antennas at BS and imperfect
channel estimation, we derive closed-form expressions of the output SINR (signal-
to-interference-plus-noise ratio) in the criteria of zero-forcing (ZF) and maximum
ratio transmission (MRT) precoding schemes in the presence of the multiplicative
reciprocity error.
– We further investigate the impact of the reciprocity error on the performance
of MRT and ZF precoding schemes and demonstrate that such error can reduce
the output SINR by more than 10-fold. Note that all of the analysis is considered
in the presence of the additive channel estimation error, to show the compound
effects on the system performance of the additive and multiplicative errors.
– We quantify and compare the performance loss of both ZF and MRT ana-
lytically, and provide insights to guide the choice of the precoding schemes for
massive MIMO systems in the presence of the reciprocity error and estimation
error.
• Investigations of self-calibration schemes for massive MIMO systems in the pres-
ence of imperfect channel reciprocity and channel estimation error :
– We propose an effective reciprocity calibration scheme, inverse calibration, and
present a calibration circuit design that has a low implementation cost. This
calibration circuit design is scalable for the massive MIMO system, also enables
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the BS to select the inverse calibration and the widely-used relative calibration
for the different scenarios.
– We analyse the pre-equalisation performance of the inverse and relative cali-
bration schemes, based on the closed-form expressions of the ergodic sum rate for
both schemes in the MRT precoded system. We prove analytically that the in-
verse calibration outperforms the traditional relative calibration, in the presence
of the compound effect of the reciprocity error and the channel estimation error.
– We derive the closed-form expressions of the post-equalisation MSE, for both
inverse and relative calibration schemes in the MRT precoded system. The com-
prehensive performance analysis in this work provides important insights for the
reciprocity calibration design in practice.
Research work carried out during the course of this Ph.D. has resulted in the publica-
tions listed below:
J1 D. Mi, M. Dianati, L. Zhang, S. Muhaidat, and R. Tafazolli, “Massive MIMO
Performance with Imperfect Channel Reciprocity and Channel Estimation Error,”
IEEE Transaction on Communications, vol. PP, no. 99, pp. 1-1, March 2017.
J2 D. Mi, M. Dianati, L. Zhang and S. Muhaidat, “Self-Calibration for Massive
MIMO Systems in the presence of Imperfect Channel Estimation,” intended to
submit to IEEE Transaction on Vehicular Technology, 2017.
J3 D. Mi, M. Dianati, L. Zhang and S. Muhaidat, “Effective Antenna Selection
Scheme for Spatially Correlated Massive MIMO Systems with Imperfect Channel
Estimation,” intended to submit to IEEE Communications Letters, 2017.
J4 Z. Gao, L. Dai, D. Mi, Z. Wang, M. A. Imran and M. Z. Shakir, “MmWave
Massive-MIMO-based Wireless Backhaul for the 5G Ultra-Dense Network,” IEEE
Wireless Communications Magazine, vol. 22, no. 5, pp. 13-21, October 2015.
C1 D. Mi, M. Dianati, S. Muhaidat, and Y. Chen, “A Novel Antenna Selection
Scheme for Spatially Correlated Massive MIMO Uplinks with Imperfect Channel
Estimation,” IEEE 81st Vehicular Technology Conference (VTC Spring), 2015.
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1.4 Thesis Organisation
The reminder of this thesis is organised as follows:
Chapter 2 provides an overview of state-of-the-art research on the key features of the
massive MIMO systems, including the implementation issues related to different du-
plexing operations, combining and precoding algorithms. The potential impact of the
imperfect CSI and channel reciprocity error is particularly focused. The current an-
tenna selection and calibration techniques are also discussed.
Chapter 3 proposes a novel antenna selection scheme for spatially correlated massive
MIMO uplinks with the consideration of the channel estimation error. The proposed
algorithm is first formulated in the single user scenario, and then extended to the
multiuser scenario. The complexity analysis of the proposed algorithm is carried out.
Wide-used models of the spatial channel correlation and channel estimation error are
considered.
Chapter 4 presents an in-depth analysis of the impact of the multiplicative channel
reciprocity error for the TDD massive MIMO system. The additive channel estimation
error is taken into account, to show the compound effects of both multiplicative and
additive errors. After modelling both errors, the derivations of the output SINR for
MRT and ZF precoding schemes are given. Then the asymptotic analysis the compound
effect of both errors on the output SINR is provided by considering that the number
of BS antennas approaches infinity, which leads to several implications for the linear
precoding massive MIMO systems.
Chapter 5 compares different self-calibration schemes for the TDD massive MIMO sys-
tem. The same models of the channel reciprocity and estimation errors are considered
as that in Chapter 4. A low-cost and scalable calibration circuit is presented, along
with the design of both inverse and relative calibration algorithms. The closed-form
expressions of the pre-equalisation ergodic sum-rate and the post-equalisation MSE
are given, which reveals the potentials and shortcomings of the considered calibration
schemes as discussed following the comprehensive performance evaluation.
Chapter 6 concludes the thesis with the highlights of the key results and contributions,
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as well as the remaining challenges of the author’s prior works. A brief yet informa-
tive discussion on extending this research work is provided to identify future research
directions.
Chapter 2
Background and State of the Art
I
N this chapter, we present a literature review on a number of key features of
massive MIMO systems, and highlight the challenges and opportunities for the
implementation of such systems. We begin with a comparison between the conventional
point-to-point MIMO system and the massive MIMO system to reveal the potential
opportunities that arise by equipping a large number of BS antennas with multiple
UTs. We then discuss implementation issues of the massive MIMO system, including
the pros and cons of different duplexing operations, the imperfection in channel state
information, and the effects of the channel reciprocity error and the spatial channel
correlation. We also survey corresponding solution approaches for those issues, such as
the cost-efficient antenna selection as well as reciprocity calibration schemes.
2.1 From Conventional MIMO to Massive MIMO
The conventional point-to-point (single-user) MIMO technique has become an essential
component of wireless communication standards, such as 3GPP Long Term Evolu-
tion (LTE) [22, 23], IEEE 802.11n (Wi-Fi) [24] and evolved high speed packet access
(HSPA+) [25, 26]. The capacity of the conventional MIMO system can scale linearly
with the smaller number of the transmitter and receiver antennas [27–30]. However, in
practice, it can be difficult and cost-inefficient to have more than one receive antenna at
UTs. As a result, in this case, the multiplexing gain is reduced to one, thus achievable
9
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capacity can be considerably degraded. To address this issue, an improved technique,
multiuser MIMO (MU-MIMO), is developed [31–34]. In principle, the full multiplex-
ing gain of the MU-MIMO system can be shared by all UTs, which in turn enables
the use of UTs with the less number of antennas compared to the BS [31]. The MU-
MIMO system has been becoming mature, and been adopted in the current 4G wireless
communication standards such as LTE-Advanced (LTE-A) [22,23]. However, the tradi-
tional MU-MIMO has yet to be developed to a scalable architecture, due to: 1) the use
of non-linear dirty paper coding (DPC)/sphere decoding with exponentially growing
complexity [35,36]; 2) the overhead of CSI acquisition that is proportional to both the
number of BS antennas and the number of UTs [3,34]. An emerging technology has been
recently evolved based on the MU-MIMO system, which works with large scale BS an-
tennas (e.g., a few hundred service-antennas in general) and a less number of UTs (e.g.,
tens of terminals), also known as massive MIMO or large scale MIMO [1–3,6]. Consid-
erably improved performances of data rate and link reliability are promised in massive
MIMO systems for the next generation wireless communications [4], e.g., 5G [37–39].
Specifically, in [1], more than 10-fold throughput improvement by the massive MIMO
can be achieved compared to LTE.
Due to the significant imparity between the number of service-antennas at the BS and
that of the UTs, massive MIMO brings several advantages over the conventional MIMO
[3, 6]: 1) it works with many low-power units at BS instead of expensive ultra-linear
power amplifiers; 2) UTs can be cheap single-antenna devices; 3) effects of uncorrelated
inter- and intra-cell interference and thermal noise disappear; 4) the channel matrix is
well-conditioned; 5) simple linear processing algorithms at both UL and DL perform
very well. The last two advantages particularly draw great interest from an analytical
point of view [2,5]. We shall take a closer look at them as follows.
2.1.1 Favourable Propagation Condition
The well-conditioned channel matrix offers so-called favourable propagation condition
[1,2,13,40,41]. Favourable propagation is a radio propagation property, which indicates
that propagation channels from BS to different UTs are sufficiently uncorrelated or
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Figure 2.1: CDFs of the smallest and largest eigenvalues of channel matrices for simu-
lated i.i.d 8× 8, 8× 128 and 8× 1024 MIMO systems
nearly orthogonal. In order to evaluate how favourable the propagation offered by the
massive MIMO channel is, as in [2,42], the channel condition number, i.e., the relative
spread of the eigenvalues of the channel matrix can be considered.
Fig. 2.1 illustrates the cumulative density function (CDF) of the smallest and largest
eigenvalues of channel matrices, corresponding to the work in [2]. The independent and
identically distributed (i.i.d.) channel is considered here for 8× 8 conventional MIMO
system (“i.i.d. 8× 8”), 8× 128 massive MIMO system (“i.i.d. 8× 128”) and 8× 1024
super massive MIMO system (“i.i.d. 8 × 1024”). The simulation result in Fig. 2.1
shows that as the number of BS antennas grows, the variances of the CDF curves
are considerably reduced, and the spreads between the plots of the smallest and largest
eigenvalues are significantly decreased. Such result matches the measurement in [2], and
provides a proof of the assumption in [1] that the inner products between propagation
vectors for different UTs grow much slower than the self-inner products of propagation
vectors. More explicitly, the channel condition number, measured by the ratio of the
smallest to largest eigenvalues of the channel matrix, tends to be one in massive MIMO
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systems, which shows the favourable propagation condition in the massive MIMO [2].
In addition, the significantly reduced variance of channel matrix eigenvalues indicates
the channel behaviour of the massive MIMO can be more stable and deterministic
compared to the conventional MIMO. Under the favourable propagation condition and
stable channel behaviour, most of the advantages of massive MIMO systems can be
achieved such as increased spatial diversity gain [2] and high date rate [1].
2.1.2 Effective Linear Processing Algorithms
A notable advantage of the massive MIMO system is that it allows the use of simple
linear processing algorithms at both UL and DL directions [1,5,19]. For example, in [1],
it is shown that uplink combining schemes, such as maximum ratio combining, can have
reasonable performance under the favourable propagation condition, with knowledge
of CSI for the entire combining branches. Ngo et al. in [43] analyse the performance of
MRC under the assumption of a practical finite-dimensional channel model where the
channel vectors for each UT are correlated, i.e., non-favourable propagation condition.
Results in [43] show that MRC can perform well in the propagation environment with-
out rich scattering, as well as maintain a relatively low computational complexity. For
the DL transmission, two commonly known linear precoding schemes, i.e., maximum
ratio transmission1 and zero-forcing, have been extensively investigated in the context
of massive MIMO systems [2, 44, 45]. It has been shown that both schemes perform
well with a relatively low computational complexity [44], and can achieve a spectral ef-
ficiency (SE) close to the optimal non-linear precoding techniques [2]. More specifically,
in [1, 44, 46], it is suggested that the ZF yields high sum rate capacity approached to
that of the computationally inefficient non-linear precoders, e.g., the optimal DPC [35]
and vector perturbation [47]. Also, in the low SNR regimes, the performance of MRT
is also reasonably well compared to the more complex precoding schemes [44]. Another
representative precoding scheme, known as minimum mean square error (MMSE) or
regularised ZF, aims to find the optimal trade-off between the maximising the signal
power and the minimising the inter-user interference [48]. Such scheme requires ap-
1MRT precoding scheme can also be referred as matched filter (MF) precoding or conjugate beam-
forming.
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plication of different approach/techniques from that used in MRT and ZF, e.g., the
acquisition of the noise power, which is relatively difficult in practice [49]. Results
in [45] show that, in the massive MIMO system, the MMSE is equivalent to the ZF in
high SNR regions. Hence, the research of MRT and ZF can be representative in the
study of massive MIMO systems, from the analytic point of view. Here we reproduce
the sum-rate capacity comparison results appeared on [2] in Fig. 2.2. The results in
Fig. 2.2 illustrate that the simple precoding schemes perform very well when the num-
ber of BS antennas goes large (note that we reserve one more BS antenna for signalling
and synchronisation, but it does not change the order of magnitude of BS antennas).
Also, it can be seen from Fig. 2.2 that the ZF precoder performs in its best way in the
case of the sufficiently large ratio of the number of BS antennas to that of UTs, due to
the use of the inverse of channel matrix as discussed in [50]. In the case that this ratio
is small, the ZF precoder cannot work properly, whereas the MRT can still be applied
with a reasonable performance.
However, the perfect knowledge of instantaneous CSI is required for the above men-
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tioned channel-aware linear processing algorithms, i.e., MRC for UL, and ZF, MRT
(or MF as in Fig. 2.2) for DL, in order to provide the almost optimal performance in
Fig. 2.2 and [2]. Hence, the price to pay for the use of simple linear schemes is the
considerably high overhead required for acquiring the instantaneous CSI in the massive
MIMO systems [45]. In particular, this is a critical issue in practice that hindering
frequency division duplex (FDD) systems in evolution to FDD massive MIMO due to
the challenging estimation and feedback for the CSI acquisition, which will be discussed
in the following section.
2.2 TDD or FDD?
In principle, massive MIMO can be adopted in both FDD and TDD systems. Never-
theless, the overhead of CSI acquisition in FDD massive MIMO systems is considerably
high, due to the need for the explicit channel estimation [51]. Such estimation approach
requires each UT to estimate the corresponding CSI based on the DL training pilots
from the BS [52]. This is extremely challenging in the MU massive MIMO systems,
due to the need for the infeasible number of pilots which is proportional to the number
of BS antennas [52]. Even for the ideal CSI at the UT, its feedback to the BS can be
difficult, since the design, store, and encode for codebooks based feedback can be chal-
lenging while the overhead for analogue channel feedback can be unaffordable, also the
dedicated feedback channel should have a very large bandwidth [53, 54]. These issues
hinder the evolution the current FDD dominated cellular networks to FDD massive
MIMO, especially for the DL direction. Gao et al. in [55] proposed a non-orthogonal
pilot design with a compressive sensing based CSI acquisition scheme for FDD massive
MIMO systems. Nevertheless, the computational complexity of the proposed method
in [55] can be unaffordable in the case of the insufficient spatial sparsity of massive
MIMO channels. The design of efficient channel estimation and feedback schemes is
still an open issue, and we consider it as a part of our future work.
In order to achieve an affordable overhead required for acquiring the DL CSI, the im-
plicit channel estimation, compared to the explicit estimation scheme, is much preferred
in the massive MIMO system, such that the BS estimates the DL channel in the UL
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based on known pilots sent by the UTs, hence, there is no feedback channel required,
and the overhead of the pilot transmission is proportional to the number of UTs anten-
nas, which is typically much less than the number of BS antennas in massive MIMO
systems [2]. Exploiting channel reciprocity, TDD operation enables this implicit DL
channel estimation based on the UL training [1,3]. Therefore, TDD operation has been
widely considered in the system with large-scale antenna arrays [1, 2, 19, 44]. Next, we
discuss three highly cited related works in details, in order to have a better understand-
ing of the TDD-operated massive MIMO systems.
A TDD MU-MIMO with an unlimited number of BS antennas in cellular wireless sys-
tems is introduced in [1]. Specifically, it shows that a TDD cellular system with a
significantly large number of BS antennas per user per cell, consisting of the simplest
linear precoding and combining schemes (i.e. simple linear single user beamforming),
and random user scheduling with non-cooperative processing in BSs, provides a very
high performance of the system SE. In this regime, two fundamental limitations are the
effect of pilot contamination and the acquisition of CSI. Particularly, pilot contamina-
tion, a new phenomenon in the practical multi-cell scenario due to reusing the identical
pilot signals across cells, causes the only remaining impairment which is correlated
inter-cell interference. Meanwhile, though the TDD operation enables the reciprocal
channel estimation from the UL pilot signals which significantly reduces the training
overhead, the unknown propagation at both DL and UL directions incurs the latter
limitation. Finally, in the work of [1], the analytical expressions of the UL and DL
capacity are derived with considerations of the aforementioned limitations and simple
signal-processing schemes, and the potential of providing reliable throughputs in the
massive MIMO system is discussed based on numerical results. Furthermore, the possi-
bility of implementing different schemes, such as more complicated precoding methods
and FDD operation, is commented for the future work.
In [2], a comprehensive analysis of the TDD MIMO strategy with very large arrays
is presented. From the information theoretic point of view, Shannon information the-
ory and noisy-channel coding theorem are jointly considered for both conventional
point-to-point MIMO and MU-MIMO. It is concluded that very large point-to-point
MIMO can perform much better compared to the conventional technology, in the pres-
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ence of non-favourable propagation conditions, e.g., line-of-sight propagation, or in the
case of low SNR (signal-to-noise ratio), e.g., cellular edge. By considering orthogo-
nal frequency division multiplexing (OFDM) scheme for non-collaborate UTs, and the
favourable propagation environment, e.g., i.i.d Rayleigh fading channel, the asymptotic
expressions of the sum-rate capacity for both UL and DL are derived. Considering the
limited space among the BS antennas, the effects of the channel spatial correlation and
antenna mutual coupling are estimated. The entire transceiver design is presented, by
considering the different precoding and detection schemes. This work optimistically
predicts the huge potential of the very large MIMO architecture.
Following the idea of the TDD MU-MIMO presented in [1], Huh et al. in [56] show
a mixed-mode network MIMO TDD cellular system, which can realise the high SE
promised in the massive MIMO system, but with the 10-fold fewer number of BS an-
tennas per user per cell. It is worth to point out that the dimensionality limitation in
this work takes into account the number of BS antennas, the number of terminals and
the length of channel coherence block (i.e., a complex time-frequency domain dimen-
sion). With these system parameters increasing without limitation but with relatively
fixed ratios, the asymptotic analysis for the large system is presented based on the
results of related works. The proposed approach in [56] is established by introducing
geographically determined user bins. Users classified into one bin are regarded to be
statistically equivalent, and served in the same time-frequency scheduling slot. In ad-
dition, each bin is associated with a series of particular optimisation factors which, in
this case, consist of the size of cooperative BS cluster, the frequency reuse factor and
the linear MU-MIMO precoding schemes. In summary, the combination of the user
bins and corresponding adaptive schemes, referred as ”mixed-mode”, is operated in
the cooperative multi-antennas BS cellular network, i.e., network MIMO. Furthermore,
regarding the optimisation of the cooperative BS cluster size, the comparison between
single cell processing and multi-cell joint processing is carried out, with the consid-
eration of different frequency reuse factors. The effect of pilot contamination across
clusters is investigated by selecting different pilot reuse factors. Exploiting different
linear precoders, such as the simple linear single user beamforming and multiuser ZF
beamforming, the closed-form expression of the achievable group rate is formulated.
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Considering the results in [1] as the benchmark, simulation results in [56] indicate
that the mixed-mode network MIMO architecture can achieve the same unprecedented
spectral efficiency as the massive MIMO system, with one order of magnitude fewer
requirement of the number of BS antennas.
2.3 Practical Limitations
Although with such potentials as mentioned above, in practice, massive MIMO suf-
fers from various implementation challenges that were not severe in the conventional
point-to-point MIMO. On the one hand, as discussed in the previous sections, most
benefits of the massive MIMO systems rely on the accuracy of the CSI, which can
be considerably affected by the imperfect pilot-transmission-based channel estima-
tion [1, 44, 45]. On the other hand, TDD operation has been widely considered for
the massive MIMO systems [1, 2, 19, 44]. Most prior investigations assume the perfect
channel reciprocity by constraining the time delay from the UL to the DL is within the
coherence time [1, 19, 44]. However, in practice, the channel reciprocity is also condi-
tioned on independent RF chains that connected to each antenna [4], and the behaviour
of the RF chains is likely to be random [5]. It is in turn expected that the perfect chan-
nel reciprocity may not be achieved even within the coherent time of the channel, and
the imperfect channel reciprocity caused by the uncertainty of the realistic RF chains
in the TDD massive MIMO system can result in the significant system performance
degradation. Last but not least, since the large-scale BS antenna array is equipped in
the massive MIMO system, the significant effect of channel spatial correlation will be
introduced into the system [2, 19, 45]. Specifically, for the uplink transmission, all the
diversity channels between the BS and UTs are strongly correlated over space, due to
the non-isotropic BS antennas with decreased separation. In [2], it is illustrated that
the severely limited antenna separation results in nearly negligible achievable capac-
ity. Besides the aforementioned practical limitations, the synchronisation between the
transmitter and the receiver can be challenging and may become a performance limit-
ing factor in massive MIMO OFDM systems [57]. Two types of synchronisation errors
often considered in MIMO-OFDM systems are frequency and timing synchronisation
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errors. Briefly speaking, 1) due to the Doppler effect or the difference between the local
oscillators at the transmitter and receiver, a frequency synchronisation error (carrier
frequency offset), can be introduced into the system; 2) failures in the detection of the
beginning of OFDM frames (i.e., the coarse timing synchronisation) or the beginning
of OFDM symbols on each frame (i.e., the fine timing synchronisation) can cause the
timing synchronisation error. In this thesis, we shall focus on the practical limitations
including imperfect channel state information, imperfect channel reciprocity and spatial
correlation. We assume the perfect synchronisation and will consider both frequency
and timing synchronisation errors as a part of our future work.
2.3.1 Imperfect Channel State Information
The acquisition of CSI plays a central role for the massive MIMO systems [1,2,20,58].
For FDD massive MIMO, it is challenging to reliably acquire the CSI, due to the need
for an expensive dedicated feedback channel and the infeasible number of the training
pilots, as discussed before. Without a reasonable accuracy of the CSI, the downlink
massive MIMO channel is degraded, and the promised multiplexing gain cannot be ob-
tained [42, 59]. For TDD operated systems, as mentioned earlier, the feedback burden
can be significantly reduced compared to FDD systems. In this case, the number of
served UTs is limited by the availability of CSI acquisition [19]. Also, the effect of
imperfection of CSI on the TDD systems, caused by pilot contamination [1, 60], chan-
nel ageing [61] and imperfect channel reciprocity [57,62], draws many attentions in the
context of the TDD massive MIMO. The effect of the imperfect channel reciprocity will
be given in Section 2.3.2, and the issues of the pilot contamination and channel ageing
are briefly discussed as follows. The work in [61] shows that the performance of massive
MIMO systems gracefully degraded with channel variation. From the pilot transmis-
sion aspect, ideal orthogonality of the uplink pilot sequence ensures the availability of
the sufficiently accurate channel estimation. However, in the multi-cell scenario, the
reuse of pilot sequences among the cells can easily contaminate the pilot orthogonality
and introduce correlated inter-cell interferences. As a result, the effect of the pilot con-
tamination is encountered into the systems [60, 63–65]. Following the ideas in [60, 63],
the work in [1] claims that the pilot contamination is the only remaining impairment in
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the massive MIMO systems, and ultimately limits the system performance for both DL
and UL. The asymptotic system behaviour of the output SINR is investigated in [1,66],
in the presence of the pilot contamination. The performance of massive MIMO DL
precoding schemes with pilot contamination is evaluated in [67]. In order to mitigate
the effect of pilot contamination, possible and simple solutions are considered, such as
the use of the less aggressive reuse factor of pilots as mentioned in [1, 65] and coordi-
nate the pilot sequences to different UTs in [21, 64], but with the loss of efficiency of
using frequency resources. Other advanced channel estimation schemes such as blind
estimation in [68] provide a possible way to eliminate the pilot contamination, whereas
the non-linear subspace projection algorithm complexity becomes the main concern in
the implementation of the massive MIMO system with such blind estimation schemes.
In [2, 46], it is suggested that the simple linear precoding such as ZF yields high SE
approached to that of the non-linear capacity-achievable precoding techniques, which
can introduce impractical complexity. And in the low SNR regimes, the performance
of MF precoding is also reasonably well compared to the more complex precoding
schemes. Here we reproduce the sum-rate capacity comparison results appeared on [2]
in Fig. 2.2. The results illustrate that the simple precoding schemes perform well when
the number of BS antennas goes to large (note that we reserve one more BS antenna
for signalling and synchronisation, but it does not change the order of magnitude of BS
antennas). The perfect knowledge of instantaneous CSI is required for the simple pre-
coding schemes, i.e., ZF and MF [69], in order to provide the near-optimal performance
in Fig. 2.2 and [2]. However, the information of CSI has to be estimated in practice,
and due to the imperfection caused by any estimation schemes and complicated fading
environment, the accuracy of channel estimation can significantly impact on the system
performance, especially for the massive MIMO system. Earlier discussions show that
the pilot contamination is a fundamental limitation of the massive MIMO, and the huge
impact of channel estimation error may be introduced into massive MIMO systems with
the traditional pilot-transmission-based channel estimation schemes [19,45].
Fig. 2.3 presents the impact of imperfect CSI on the massive MIMO (i.e., M = 101)
DL sum-rate capacity with different precoding schemes (i.e., ZF and MF). In this case,
a similar scenario is considered as in Fig. 2.2, and instead of using perfect CSIT, the
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Figure 2.3: Sum-rate capacity performance comparison between different linear pre-
coding schemes (ZF, MF). M = 101, K = 15, and channel estimation error introduced.
channel estimation error is introduced into precoding algorithms at the transmitter side.
The estimation error parameter τ ∈ [0, 1] reflects the reliability of channel estimation,
where τ = 0 stands for perfect CSI and τ = 1 corresponds to the case where the
estimated CSI is completely uncorrelated to the true channel. More details of imperfect
channel estimation model are given in the later chapters, along with the impact analysis
for massive MIMO uplinks and downlinks. Here in Fig. 2.3, it can be observed that
both linear precoding systems, ZF and MF, are significantly affected by the channel
estimation error, especially for the ZF system in which the performance is severely
reduced even with the low level of estimation error. Considering the scenario in Fig. 2.3,
with perfect CSI, the sum-rate capacity of the ZF precoded system increases linearly
with the transmit SNR, whereas that of MF is upper-bounded due to the inter-user
interference, where the upper bound is proportional to the ratio of M/K. In the case
of imperfect CSI, the sum-rate capacity of both ZF and MF systems is upper-bounded,
where the bound is a function of the DL transmit SNR, the channel estimation error and
M/K. Xiao et al. in [70] propose an improved ZF algorithm which has better robustness
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than the conventional ZF to the imperfect CSI. Further investigations, including the
limited computational complexity of the optimal weight calculation for the scheme
in [70], can be carried out in the massive MIMO system.
2.3.2 Imperfect Channel Reciprocity
Most prior studies assume perfect channel reciprocity by constraining that the time
delay from the UL channel estimation to the DL transmission is less than the coherence
time of the channel [1,19,44]. Such an assumption ignores two key facts: 1) UL and DL
radio-frequency chains are separate circuits with random impacts on the transmitted
and received signals [4, 5]; 2) the interference profile at the BS and UT sides may be
significantly different [71]. The former phenomenon is known as RF mismatch [72],
which can cause random deviations of the estimated values of the UL channel from
the actual values of the DL channel within the coherent time of the channel. Such
deviations are known as reciprocity errors that invalidate the assumption of perfect
reciprocity. In addition, in [73], it is concluded that only the BS side RF mismatch
distortions have a significant impact on the system performance, which matches the
conclusion in [4].
The channel reciprocity error caused by the RF mismatch on massive MIMO sys-
tems has been of interest in recent analytical investigations [57,62,74,75]. Apart from
the prior work that focused on the single type of impairments, e.g., the RF in-phase
quadrature-phase imbalance in [75] and the oscillator phase noise in [74], the work
in [62] investigates the aggregated impairment model of type non-ideal hardware. The
existing works on studying this aggregated reciprocity error can be divided into two
categories. In the first category, e.g. [62], reciprocity errors are considered as an addi-
tive random uncertainty to the channel coefficients. However, it is shown in [72] that
additive modelling of the reciprocity errors is inadequate in capturing the full impact of
RF mismatches. Therefore, the recent works consider multiplicative reciprocity errors
where the channel coefficients are multiplied by random complex numbers representing
the reciprocity errors. For example, the works in [57] and [76] model the reciprocity
errors as uniformly distributed random variables which are multiplied by the channel
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coefficients. The authors model the amplitude and phase of the multiplicative reci-
procity error by two independent and uniformly distributed random variables, i.e.,
amplitude and phase errors. Rogalin et al. in [57] propose a calibration scheme to deal
with reciprocity errors. Zhang et al. in [76] propose an analysis of the performance of
MRT and regularised ZF precoding schemes. Practical studies [73, 77–79] argue that
the use of uniform distributions for modelling phase and amplitude errors is not real-
istic. Alternatively, they suggest the use of truncated Gaussian distributions instead.
More specifically, the RF mismatch can be caused by various environmental factors,
e.g., time, pressure and temperature [4,62,74]. According to the central limit theorem,
the aggregate model to capture those independent environment-related uncertainties
should follow the normal distribution. In general, the truncated Gaussian distribution
has wide applications in the case that a normally distributed random variable has ei-
ther lower or upper (or both) bounds, which corresponds to the realistic scenario of the
practical hardware [80]. However, the works in [73, 77–79] do not provide an in-depth
analysis of the impact of the reciprocity error.
2.3.3 Spatial Correlation
Multiple antennas form antenna arrays at the transmitter/receiver, which enables the
MIMO system to exploit the complexity of the propagation environment between the
BS and UTs [2]. Ideally, antenna elements within the array are sufficiently separated,
e.g., with at least half wavelength spacing, also the propagation environment is complex
enough, e.g., the number of scatters at transmitter/receiver sides is large [81]. In such
ideal scenario, the channel coefficients between the BS and UTs are uncorrelated over
the space, and each antenna element added to the array can provide one additional
degree of freedom, which can potentially increase the achievable capacity and link
reliability of the MIMO system. The majority of the related works have assumed the
uncorrelated MIMO fading channels. However, such assumption is over-simplified for
the practical scenarios, and it ignores two important factors: 1) the size limitation of
the BS antenna array and UTs, which can cause the inadequate antenna spacing at the
BS and UTs [82]; 2) the poor, or not complex enough, local scattering at the BS [83].
The capacity bounds of the spatially correlated MIMO system have been provided
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in [84,85], which have then been extended to the bit error rate analysis as in [86], and
the case with the imperfect channel estimation as in [87].
For the massive MIMO system, though, the UTs can be equipped with the single an-
tenna, and in general physically separated [1]. The effect of the channel correlation
over space is mainly caused by the use of the large scale antenna array at the BS, due
to the inadequate antenna separation and the poor propagation environment where the
local scattering near the BS is not complex enough to provide the sufficient degrees
of freedom to be exploited by the large BS antenna array [2]. Unlike the works based
on the simplifying assumption of the favourable propagation condition as mentioned
in Section 2.1.1, some works have investigated the performance loss caused by the spa-
tial correlation among the propagation channels [7, 19,45], with the same performance
metric considered, i.e., the deterministic equivalent of the achievable rate, which can
be derived based on the asymptotic analysis when number of the BS antennas goes
to infinity. Moreover, regarding the model of the spatial correlation, the well-known
Kronecker model is widely considered in these works, where the correlation matrix
follows the exponential model for the uniform linear array or the square exponential
model for the square array, as discussed in [81]. It is worth mentioning that the space
limitation in the antenna separation can cause not only the spatial correlation of the
channels between the BS and UTs, but also the mutual coupling among the antennas,
where these two factors are fundamentally different and sometimes easily miscalled.
In [8], it is shown that the Kronecker model can be applied to precisely evaluate the
performance of the spatially correlated channels in the massive MIMO system, while
the electromagnetic interaction among the massive BS antennas (also known as mu-
tual coupling) caused by the inadequate antenna separation can be modelled by jointly
considering the antenna, load and mutual impedances of the antenna elements.
2.4 Solution Approaches
As presented in the previous section, the implementation of the massive MIMO systems
is hindered by various practical challenges, including the high complexity and overhead
in the deployment of the large-scale antenna array and a large number of RF chains, and
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the imperfections in the CSI acquisition caused by estimation error, reciprocity error
and etc. This in turn requires extensive investigations on the corresponding solution
approaches, e.g., an effective antenna selection scheme to reduce the number of the
active antennas and RF chains, or a low-cost calibration scheme to compensate for the
performance loss caused by the channel reciprocity error. More importantly, since the
massive MIMO is highly dependent on the ability to acquire CSI, the design philosophy
behind those approaches should take the challenging channel estimation into account,
in order to provide useful insights into the practical system designs. In what follows,
we review state-of-art strategies for antenna selection and reciprocity calibration in the
massive MIMO systems.
2.4.1 Antenna Selection Strategy
Theoretically, massive MIMO can improve the energy efficiency (EE) with the increas-
ing number of antennas [88]. Nevertheless, such gain only considers the transmit power
of antennas, and it does not take the practical power dissipation of RF circuits into ac-
count. However, the implementation of massive MIMO systems requires a large number
of RF chains (e.g., power amplifiers, mixers, analogue-to-digital converters, synthesis-
ers, filters, etc.) associated with each antenna, which can substantially increase the
power dissipation of massive MIMO. Meanwhile, the large number of associated RF
circuits can also make the BS expensive and bulky. For example, in our prior work [89],
we combine millimetre-wave (mmWave) with a large number of antennas, which is also
referred as mmWave massive MIMO, to provide wireless backhaul for future 5G ultra-
dense networks (UDN). We commence by providing the architecture of the mmWave
massive MIMO based backhaul for UDN, where its advantages, differences compared
with conventional massive MIMO working at sub 3-6 GHz for radio access networks, as
well as implementation challenges are addressed. To enable the cost-effective mmWave
massive MIMO based backhaul, we propose a digitally-controlled phase-shifter net-
work based hybrid precoding/combining to substantially reduce the required number
of expensive RF chains, whereby the low-rank property of mmWave massive MIMO
channel matrix is leveraged to approach the optimal performance using full digital pre-
coding/combining. However, the effective and efficient solution approach to reduce the
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overhead and power consumption of the hardware implementation is still an open issue
for the conventional massive MIMO in low-frequency scenarios.
Against this background, recent works consider the variants of massive MIMO systems
that only employ comparably small number of RF chains but massive antennas, where
the energy computation and cost of RF circuits can be reduced, and the spatial constel-
lation symbol can be utilized to gain the extra system throughput, such as the spatial
modulation massive MIMO [10,90] and the antenna selection massive MIMO [12]. The
latter enables the BS to employ hundreds of antennas but few RF chains, thus only a
few antennas are active to transmit signals for DL transmission in each time slot. This
requires an effective antenna selection scheme for both DL and UL. We shall discuss
the related works on the antenna selection in the massive MIMO systems, as follows.
2.4.1.1 Downlink Transmit Antenna Selection
Downlink transmit antenna selection for massive MIMO systems have been studied in
[12,14,91–95]. Specifically, in a typical indoor mmWave massive MIMO scenario [91], it
is assumed the smaller number RF chains compared to the number of transmit antennas
at the transmitter side, which is the motivation to use antenna selection strategy. An
adaptive antenna selection is then carried out iteratively through a discrete stochastic
approximation algorithm in [91]. A similar assumption (i.e., a limited number of RF
chains) is considered in [93]. Instead of using an exhaustive search for optimal transmit
antenna subset selection as in [91], several low-complexity searching algorithms for
suboptimal transmit antenna selection are compared. The exhaustive search among all
possible transmit antenna subsets for massive MIMO systems is presented in [94,95], to
achieve the maximised system capacity or SNR. In [92] and its later journal version [12],
based on the full knowledge of large scale channel fading factors, a downlink transmit
antenna selection scheme is proposed jointly with the power allocation optimisation,
which achieves the maximum average sum-rate for large MIMO networks.
In general, one of the main purposes of DL transmit antenna selection in massive MIMO
systems is to improve the EE of the systems. The analysis of EE of massive MIMO
systems with transmit antenna selection has been provided in [11,15,96,97]. A simple
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random antenna selection is considered in [97], and increased gain of EE is promised
based on the random selection scheme. In [96], two energy consumption cases are
compared. In the case of the much larger circuit power than the transmit power, EE
is reduced by using additional transmit antennas. And in the case of the dominating
transmit power, a monotonically increase of EE can be observed with the increasing
number of selected transmit antennas.
2.4.1.2 Uplink Receive Antenna Selection Combining
Move on to the antenna selection diversity combining for the massive MIMO systems.
The traditional diversity combining schemes, such as MRC and CSC, require knowledge
of instantaneous channel state information for the entire diversity branches [1,16,17,98].
Since the large scale BS antenna array is assumed throughout this work, the practical
and non-trivial effect of channel spatial correlation and imperfect channel estimation
can be introduced, as discussed in [7, 45, 81, 82]. Specifically, due to the imperfections
in any channel estimation schemes in practice, the channel estimation error can signif-
icantly impact on the system performance. The effect of channel estimation error on
the CSC systems is presented in [16], but not for the large scale antenna array network.
Furthermore, in the massive MIMO systems, the correlation is experienced for all the
diversity channels, severely when the number of BS antennas is large [2, 8]. In the
next, we present our proposed scheme by taking both spatial correlation and imperfect
channel estimation into account.
The investigation of the MRC in massive MIMO uplinks under pilot contamination is
presented in [1], in which other combining schemes are also suggested as open topics.
Lee et al. [99] present a MIMO relay selection scheme by exploiting sparsity, but not
considering the realistic limitations of massive MIMO systems, i.e., the considerable
antenna correlation and channel estimation error. To evaluate the effect of spatial
correlation and imperfect channel estimation, the spatially correlated channel models
in [7, 45, 81, 87] and channel estimation errors modelled in [45, 82, 87] can be applied
as the well-adopted approximation for large scale antenna correlation and imperfection
caused by practical estimators, respectively.
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2.4.2 Reciprocity Calibration Strategy
As discussed in Section 2.3.2, the assumption of the perfect reciprocity is over-strong in
practical scenarios due to the fact that RF transceivers introduce amplitude and phase
mismatches between the UL and the DL, and the RF mismatch between transmit
(Tx) and receive (Rx) RF frontends of the BS antennas contaminates the estimate of
the effective channel response, which causes the imperfect channel reciprocity [57, 62].
This can result in a significant degradation in the performance of linear precoding
schemes in the massive MIMO system. The work in [76, 100] has investigated such
performance degradation for typical precoding schemes, without considerations of the
imperfect channel estimation. The results in [100] show that both MRT and ZF are
severely affected by the effect of channel reciprocity error, but MRT demonstrates better
robustness compared to ZF. Therefore, it is of interest to study suitable reciprocity
calibration schemes for massive MIMO with different precoding schemes.
In general, the calibration scheme for the precoded TDD MIMO system contains two
stages: the estimation of Tx and Rx RF frontends’ responses (or equivalently calibration
coefficients), and the design of the calibration matrix to calibrate the precoders. Two
prevalent solutions have been offered to estimate the calibration coefficients in the
conventional MIMO system: over-the-air calibration [101,102] and self-calibration [103,
104]. The former requires the pilots exchange between UTs and the BS during the
calibration. Due to a large number of the required pilots that is proportional to the
number of the BS antennas, it is infeasible to implement the over-the-air calibration in
the massive MIMO system. On the contrary, the latter only involves the BS antennas,
thus is widely considered in the massive MIMO system. Prior studies propose several
methods to realise the self-calibration in the massive MIMO system [104, 105]. Wei
et al. in [105] propose the usage of the antenna coupling at the BS to measure the
calibration coefficients, which relies on the strong correlation among the BS antennas.
This method is very sensitive to the reflectors near the BS antennas [106], and performs
poorly in the case with the negligible antenna coupling [107]. In order to reliably
estimate the calibration coefficients, the additional calibration hardware can be applied
at the BS. The work in [108] presents a low-cost calibration circuit with switching units
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and directional couplers at the BS, for the conventional MIMO system. A practical
study in [104] proposes a method for the massive MIMO system, where an additional
RF transceiver is used as the reference to exchange calibration pilots with other BS
antennas’ transceivers. However, the method in [104] is sensitive to the placement of
the reference transceiver. The underlying concept in [104,108] is to relatively calibrate
BS antennas based on the ratio of the Tx RF response to the Rx RF response, thus
it is often termed as relative calibration. The design of the calibration matrix based
on the relative calibration has been widely used in the context of the massive MIMO
system [57,76,104].
2.5 Summary
Massive MIMO is still in its infancy, and despite its potentials, various crucial issues
hinder the implementation of the massive MIMO system in practice. This, on the other
hand, brings not only challenges but also opportunities and enormous open topics for
researchers. For example, as we discussed earlier, the CSI acquisition has become the
central activity of any massive MIMO systems design, and the effect of imperfect CSI
can cause the degraded performance of the systems. Hence, it would be meaningful
to complement and extend the existing research directions in the conventional MIMO
to the massive MIMO, by taking into account the imperfections of the challenging
channel estimation due to the large-scale antenna deployment, such as the effect of
the pilot contamination and channel ageing. In addition, the estimate of the effective
channel can be contaminated by various factors, such as the channel estimation error,
channel reciprocity error and spatial correlation. In particular, it is of great interest to
investigate the effect of the channel reciprocity error or the spatial channel correlation,
in the sense that it is relatively difficult to deal with these practical limitations when the
large scale BS antenna array is involved. Also, to the best of the author’s knowledge,
there have been no effective solution approaches to compensate for the performance
loss caused by the compound effect of both channel reciprocity and channel estimation
errors. Such approaches, if available, can certainly help to convince many people of the
huge potentials of the massive MIMO systems.
Chapter 3
Massive MIMO Uplinks with Imperfect
Channel Estimation and Spatial
Correlation
D
ETAILED analysis of the MRC in massive MIMO uplinks under imperfect
channel estimation is presented in [1]. It is also suggested that other combining
schemes can be further studied. In this direction, selection combining schemes can be
considered. In this chapter, we consider a practical scenario of the massive MIMO
uplink in the presence of a realistic spatial channel correlation and imperfect channel
estimation at the receiver side. We propose a novel antenna selection combining scheme,
which exploits the sparsity of the channel matrix for the effective selection of a limited
number of antennas. The basic idea is to reduce the effective number of antennas that
are used for combining. Consequently, the resulting effective channel matrix becomes
sparse, in the sense that the corresponding entries to non-selected antennas are set to
zero. This sparse channel matrix can be obtained by some approximation techniques
that will be discussed later in this chapter.
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3.1 Related Work on UL Combining with Imperfect CSI
and Channel Correlation
For the massive MIMO uplinks, the impact of spatial correlation or imperfect channel
estimation has been investigated in [1, 45]. More specifically, in [1], it is shown that
uplink combining schemes, such as MRC, can have a reasonable performance, with
knowledge of CSI for the entire combining branches. However, the price to pay for
such performance gain is the significantly increased implementation overhead and the
complexity of the transceiver design for massive MIMO systems, due to the extensive
usage of a large number of full radio frequency transceivers that combined with the
large scale BS antennas [12, 16, 91]. In [12], it is argued that cost-efficient antenna
selection strategies can be employed to reduce the complexity and overhead of imple-
mentation, as well as to effectively maintain a reasonably high performance. For the
uplink, the diversity selection combining, such as CSC where the BS selects the anten-
nas with stronger received signal power for combining, of UL receive antennas has been
extensively studied in the literature, such as [17, 98], considering conventional MIMO
systems. For example, the effect of imperfect channel estimation on the CSC systems
is presented in [17], but not for the large scale antenna array network.
An analysis of the MRC in massive MIMO uplinks under imperfect channel estimation is
given in [1]. Exploiting sparsity, the work in [109] investigates antenna/relay selection
for MIMO channels. However, this work of [109] does not take into account spatial
channel correlation, as well as the impacts of imperfect CSI acquisition. Considering
the modelling of the spatially correlated channel and imperfect channel estimation, the
model in [7, 81] is considered as a good approximation for spatial channel correlation,
and channel estimation error model in [82,87] is widely used to capture the aggregated
effect of the imperfections in channel estimation algorithms. For the practical training-
pilot-based estimation schemes, such as MMSE scheme, the model in [44,110] has been
shown to be accurate for realistic system dimensions.
One of the main contributions of this chapter is to propose an effective antenna selection
combining scheme for spatially correlated massive MIMO uplinks under the imperfect
channel estimation, by applying a sparsely structured channel gain vector at the BS side,
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which, to the best of the authors’ knowledge, has not been studied in the literatures.
3.2 Single-User Massive MIMO Uplinks
3.2.1 System Model
We consider an uplink system with a single UT with a single antenna and one BS with
a large number of antennas. The number of antennas at the BS side is M , and the
received signal vector is represented by [111]
y = hx+ v, (3.1)
where h ∈ CM×1 is the channel vector, and x is the transmitted symbol with transmit-
ted power E{xx∗} = σ2x, where (·)∗ denotes complex conjugate. In addition, at the re-
ceiver side, we introduce the additive white Gaussian noise (AWGN) vector v ∈ CM×1,
consisting of independent circularly symmetric complex Gaussian random variables
with E{vvH} = σ2vIM , where (·)H denotes Hermitian transposition and IM is the
M ×M identity matrix. Hence the transmit SNR can be expressed as SNR = σ2x/σ2v .
Throughout this section, we take into account the spatial channel correlation and im-
perfect channel estimation, described in the following.
3.2.1.1 Spatially Correlated Channel Model
The spatially correlated channel h in the (3.1) can be characterised as following Kro-
necker model [81]
h = Φ1/2r hiΦ
1/2
t , (3.2)
where the hi ∈ CM×1 is an uncorrelated complex channel vector whose entries are i.i.d.
circularly symmetric complex Gaussian random variables with zero mean and unit
variance. Φr and Φt determine the receive correlation, and the transmit correlation,
respectively. Note that (·)1/2 in the (3.2) represents the Hermitian square root of a
matrix. In the case of single antenna UT uplink transmissions, the Rx correlation can
be focused on. Notice that such assumption is valid for multiuser MIMO systems as
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well, since user terminals are autonomous [2]. To this end, the spatially correlated
channel vector can be given as
h = Φ1/2r hi. (3.3)
It is suggested that the exponential correlation model is a widely adopted approximation
for the structure of the correlation matrix [81], which can suitably evaluate the level of
the channel correlation over space, as given by,
Φij =

φ|j−i|, i ≤ j,(
φ|j−i|
)∗
, i > j,
(3.4)
where Φij is the entry of the Rx correlation matrix Φr and corresponds to the correlation
between ith and jth channels. A single coefficient φ is also introduced, with |φ| ≤ 1,
where, here and in (3.4), | · | denotes the absolute value operation (or equivalently, the
magnitude of a complex number). Hereafter we assume that the M ×M correlation
matrices Φr is known, due to the fact that it is supposed to be less frequently varying
than the channel matrix. Furthermore, the distribution of hi is known to the receiver [7],
and hi stays constant and is independent of the transmitted symbol x and noise vector
v during one transmission period.
3.2.1.2 Imperfect Channel Estimation
In practice, the channel is estimated at the receiver, by applying different channel
estimation schemes such as MMSE-based pilot signalling estimation, which can intro-
duce estimation errors. Since the correlation matrices are assumed to be available, the
channel estimation can be applied for the uncorrelated channel component hi. The
imperfect estimate hˆi of the hi can be modelled as [82]
hˆi =
√
1− τhi +
√
τei, (3.5)
where ei is the estimation error. It is suggested that ei can be independent of hi, due to
the property of the MMSE channel estimation scheme [45], whose entries are i.i.d zero
mean circularly symmetric complex Gaussian random variables. Here the estimation
variance parameter τ ∈ [0, 1] represents the estimation accuracy, i.e., τ = 1 represents
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the extreme case that there is not correlation between the estimation of hi and its
actual value, whereas τ = 0 corresponds to the perfect channel estimation without
error [45]. Recalling (3.3), the channel estimate hˆ can be further expressed as [45,87]
hˆ = Φ1/2r hˆi, (3.6)
=
√
1− τh + e, (3.7)
where e =
√
τΦ
1/2
r ei. Then, the effect of both antenna spatial correlation and imperfect
channel estimation can be investigated, by adjusting the correlation coefficient φ and
estimation variance parameter τ .
3.2.2 Multiple Antenna Selection Problem Formulation for the Un-
correlated Channel
We first consider a single UT equipped with a single antenna at the transmitter side for
the uncorrelated i.i.d channel network. In order to realise the multiple receiver antenna
selection, here we introduce an antenna selection vector hs,i ∈ CM×1, which can also
be considered as an equalisation vector, due to the fact that each receiver antenna is
weighted by a corresponding channel coefficient in the vector hs,i. Considering the
expression of received signal in (3.1), the equalised signal can be given as yˆ, after we
apply the antenna selection vector, as
yˆ = hHs,i(hix+ v). (3.8)
Based on the equalised signal structure, the antenna selection can be obtained by
minimising the MSE at the receiver. To achieve this, we define the error signal as
e = x− yˆ
= x− hHs,i(hix+ v). (3.9)
By exploiting the structure of the error signal, the MSE can be formulated as
MSE , E
{
‖e‖2
}
= σ2x − hHs,ihiσ2x − σ2xhHi hs,i
+ hHs,iσ
2
xhih
H
i hs,i + h
H
s,iσ
2
vIMhs,i, (3.10)
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where “,” is the definition sign. Let
h˜i = σ
2
xhi, (3.11)
Ri = σ
2
xhih
H
i + σ
2
vIM . (3.12)
Notice that Ri is positive definite, we apply Cholesky decomposition as Ri = LiL
H
i
where Li is one M ×M lower-triangular matrix. The expression of MSE can then be
written as
MSE = σ2x − hHs,iLiL−1i h˜i
− h˜Hi L−Hi LHi hs,i + hHs,iLiLHi hs,i
= σ2x − h˜Hi L−Hi L−1i h˜i +
∥∥∥LHi hs,i − L−1i h˜i∥∥∥2
2
. (3.13)
The only term in (3.13) related to the antenna selection vector hs,i, which can be
further processed, is the last term, i.e., the L2 norm (denoted by ‖ · ‖2). Such a min-
imisation problem can be efficiently solved by using sparse approximation algorithms
such as the orthogonal matching pursuit (OMP) algorithm (Note that other algorithms
such as sparsity adaptive matching pursuit or subspace pursuit can be considered in
future work.), which has been shown that it outperforms the conventional SNR-based
selection combining scheme in [109]. More specifically, since the vector hs,i reflects the
receiver antenna selection process, the only non-zero entries of hs,i correspond to the
selected receiver antenna (i.e., hs,i becomes a sparsely structured vector). Hence, the
acquisition of hs,i transforms to a sparse approximation problem. We formulate this
sparse approximation problem by generating a link between the sparse approximation
and the MSE optimisation: the objective can be the minimisation of the L2 norm, and
the measurement dictionary and the target vector are LHi and L
−1
i h˜i, respectively. In
the OMP algorithm, an iterative calculation process is carried out to locate one column
vector in the measurement dictionary that is the most correlated vector to the residual
vector (which is generally initialised to be the target vector), at each iteration. One
locally optimum solution is measured by solving a least-squared problem to update the
residual vector. Here, for the sake of simplicity, we briefly highlight the parameters
in the algorithm relating to this work. The inputs of the OMP process are the mea-
surement dictionary LHi and the target vector L
−1
i h˜i, as well as a stopping criterion.
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Here the stopping criterion is selected as the desired number of iterations for the OMP
algorithm, named Ks. We denote the proposed OMP algorithm as
hs,i = arg min
hs,i|OMP
∥∥∥LHi hs,i − L−1i h˜i∥∥∥
2
,
s.t. ‖hs,i‖0 = Ks, (3.14)
where s.t. stands for “subject to”, ‖ · ‖0 represents the L0 norm, also informally the
number of non-zero entries in a vector, and hs,i|OMP refers to the value of hs,i calculated
by OMP algorithm. Notice that at the end of each iteration, the optimum solution is
obtained, corresponding to one selection process of hs,i. Therefore, the stopping crite-
rion Ks also indicates the desired number of selected receiver antennas, and multiple
antenna selection can be realised by using the sparsely structured antenna selection
vector generated by the (3.14).
3.2.3 Spatial Correlated Channel with Imperfect Channel Estimation
In this section, we extend the OMP operation based antenna selection scheme taking
into account channel correlation over space and imperfect channel estimation. Then,
in order to use the OMP algorithm in (3.14) to realise the multiple antenna selection
in the spatially correlated channel, we generalise the expression of h˜i in (3.11) and Ri
in (3.12) to
h˜ = σ2xh = σ
2
xΦ
1/2
r hi, (3.15)
R = σ2xhh
H + σ2vIM = σ
2
xΦ
1/2
r hih
H
i Φ
H/2
r + σ
2
vIM . (3.16)
The exponential correlation matrix Φr in (3.16) is accordingly a positive semidefinite
matrix [7], so it is necessary to verify the positive definiteness of R for its availability
of Cholesky decomposition. To do so, we introduce the following lemma, and further
define the Φr as a symmetric real positive semidefinite matrix (i.e., φ ∈ [0, 1)).
Lemma 1. Let Φr be a symmetric real positive semidefinite matrix, and Rh = hih
H
i be
a positive semidefinite matrix. Then R = σ2xΦ
1/2
r RhΦ
H/2
r + σ2vIM is positive definite.
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Proof. Since Φr is positive semidefinite, then its square root Φ
1/2
r is positive semidef-
inite as well. In addition, Φr is a symmetric real matrix, then Φr is equal to its own
complex conjugate transpose ΦHr . Due to the property of the positive semi/definite
matrix, it is easy to prove Φ
1/2
r RhΦ
H/2
r is positive semidefinite, equivalently to
z†Φ1/2r RhΦ
H/2
r z ≥ 0, ∀z ∈ {z ∈ CM×1|z 6= 0}. (3.17)
Thus,
z†(Φ1/2r RhΦ
H/2
r + σ
2
vIM )z ≥ 0,∀z ∈ {z ∈ CM×1|z 6= 0}. (3.18)
In this case, σ2v > 0, thus there exists no such one non-zero complex vector ze, that
ze ∈ {z ∈ CM×1|z 6= 0}, let z†e(Φ1/2r RhΦH/2r + σ2vIM )ze = 0. Therefore,
z†(Φ1/2r RhΦ
H/2
r + σ
2
vIM )z > 0,∀z ∈ {z ∈ CM×1|z 6= 0}, (3.19)
which indicates that R = σ2xΦ
1/2
r RhΦ
H/2
r + σ2vIM is positive definite, as required.
Based on Lemma 1, it can be proved that R in (3.16) is positive definite, and the
multiple antenna selection with the receiver side spatially correlated channel can be
realised, by measuring revised sparse antenna selection vector hs,c, instead of hs,i in
(3.14), and the relative components in the OMP algorithm. More specifically, we have
the generalised h˜ in (3.15) and R in (3.16), and L is the M×M lower-triangular matrix
from Cholesky decomposed R. Correspondingly, the measurement dictionary and the
target vector become LH and L−1h˜ respectively. We rewrite the structure of hs,c as
hs,c = arg min
hs,c|OMP
∥∥∥LHhs,c − L−1h˜∥∥∥
2
,
s.t. ‖hs,c‖0 = Ks, (3.20)
by considering the same stopping criterion in the OMP operation as (3.14), i.e., the
number of selected antennas.
Recall the Equation (3.6) and (3.7), we now consider the case with imperfect channel
estimation. Under the same assumption of a single antenna UT uplink transmission,
only the channel estimate vector hˆ is available to the receiver. Generalise the h˜ and R
to h˜e and Re, respectively, which can be given as
h˜e = σ
2
xhˆ (3.21)
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Re = σ
2
xhˆhˆ
H + σ2vIM . (3.22)
In a similar way to that provided in Lemma 1, it is evident that the positive definiteness
of Re and the its availability of Cholesky decomposition can be satisfied. We can
allocate the parameters for the OMP algorithm with imperfect channel estimation as
hs,e = arg min
hs,e|OMP
∥∥∥LHe hs,e − L−1e h˜e∥∥∥
2
,
s.t. ‖hs,e‖0 = Ks, (3.23)
where the hs,e is the updated version of hs,c in (3.20) with consideration of channel es-
timation error, and Le is the M×M lower-triangular matrix generated by the Cholesky
decomposition of Re. Again, the stopping criterion is the desired number of selected
antennas.
3.2.4 Simulation Results
In this subsection, we compare a series of bit error rate (BER) performances of our
proposed scheme with MRC scheme. Note that the BER is an important and widely-
considered performance metric to evaluate the effectiveness of UL combining schemes.
Different performance metrics, such as sum rate, can also be taken into account in
our future work. The system consisting of one single-antenna UT and one BS with
a large number of antennas is considered. More specifically, we assume M = 16, 64
or 128. Binary Phase Shift Keying (BPSK) modulation is applied in our simulations.
The effect of sparsity of the antenna selection vector, spatial channel correlation and
imperfect channel estimation can be taken into account by adjusting the value of the
parameter Ks, φ and τ in our programme.
Fig. 3.1 demonstrates the BER performance of the both schemes with different SNR
per bit levels. The total number of BS antennas M is set to 64, and correspondingly, we
select the half number, i.e., Ks equals to 32 out of 64, and more than half number of the
BS antennas, i.e., Ks is equal to 50 out of 64. Also, we examine several combinations of
φ and τ . It is not surprising to observe that the both schemes are considerably impacted
by the high level of Ks, φ and τ . However, due to the effective antenna selection process
in our algorithms that can minimise the effect of highly correlated channels as well as
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Figure 3.1: BER versus SNR comparison between our proposed scheme and MRC
scheme for a large number of receive antennas (M = 64), with different levels of Ks, τ
and φ, and BPSK modulation.
the channel estimation error during the transmission, our proposed scheme with larger
number of selected antennas (i.e., Ks = 50) has nearly same performance as MRC,
and the gap between the results of MRC and our method with only half antennas
selected is fairly negligible. Notice that we show the case with high levels of spatial
correlation and channel estimation error (e.g., φ and τ equal to 0.6 or even 0.8). In
fact, such highly correlated channels can be experienced in our system since the very
large BS antenna equipped. In addition, the high level of channel estimation error can
be certainly introduced, due to the realistic transmission conditions such as limited
feedback and high mobility of UT.
After the general observation of the performance in Fig. 3.1, now we focus on the effect
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Proposed Scheme: Ks = 16(/64);τ = 0.8; SNR = 2dB
Proposed Scheme: Ks = 32(/64);τ = 0.8; SNR = 2dB
Proposed Scheme: Ks = 50(/64);τ = 0.8; SNR = 2dB
MRC Scheme: M = 64;τ = 0.8; SNR = 2dB
Figure 3.2: BER versus φ performance comparison for our scheme and MRC with (M =
64) and high estimation error (i.e., τ = 0.8), and different levels of Ks, in the low SNR
regime (SNR = 2dB), BPSK applied.
of different combinations of τ and φ, and the required number of selected antennas,
shown in Fig. 3.2 and Fig. 3.3 respectively. First, Fig. 3.2 illustrates the BER per-
formance of the case, with M = 64, Ks = 16, 32 or 50, and τ = 0.8, by viewing a
different aspect from Fig. 3.1, i.e., with different levels of φ and in the low SNR regime
(SNR = 2dB). It is shown that our scheme has very similar performance with MRC,
especially in the high region of φ. In order to take a closer look of the performance
with lower τ , in Fig. 3.3, we choose a lower number of M , equals to 16, and select 8 or
10 antennas out of 16. The conclusion holds as well that the compared to the MRC,
the performance of our proposed scheme is not degraded by combining only selected
antennas, with high levels of τ and φ involving. Then, in the interest of high levels
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Figure 3.3: BER versus φ performance comparison for our scheme and MRC with
(M = 16), and different levels of Ks and τ , in the low SNR regime (SNR = 2dB),
BPSK applied.
of spatial channel correlation (φ = 0.8) and imperfect channel estimation (τ = 0.8),
Fig. 3.4 shows the BER performance versus the number of selected antenna Ks of our
scheme and MRC, with different levels of SNR. For the high SNR regime, the BER
performance of our scheme is closely approached to that of MRC for M = 64 is around
35. For the low SNR regime, approximately measuring, the required number of selected
antenna Ks is equal to 60 for M = 128, or only 30 for M = 64. It is suggested that
when the bad transmission condition introduced in our system, e.g., low SNR regime
and high levels of φ and τ , our proposed scheme has similar, even identical performance
as the MRC scheme, with less than half antennas selected, due to the effective selection
process designed for different transmission situations.
3.2. Single-User Massive MIMO Uplinks 41
5 10 15 20 25 30 35 40 45 50
10−2
10−1
Number of Selected Antennas  Ks
Bi
t E
rro
r R
at
e 
(B
ER
)
 
 
Proposed Scheme: M = 64; τ = 0.8; φ = 0.8; SNR = 2dB
MRC Scheme: M = 64; τ = 0.8; φ = 0.8; SNR = 2dB
Proposed Scheme: M = 64; τ = 0.8; φ = 0.8; SNR = 10dB
MRC Scheme: M = 64; τ = 0.8; φ = 0.8; SNR = 10dB
(a) BER vs Ks; M = 64
128
Number of Selected Antennas  Ks
Bi
t E
rro
r R
at
e 
(B
ER
)
 
 
10 20 30 40 50 60 70 80 90 100
10−4
10−3
10−2
10−1
Proposed Scheme: M = 128; τ = 0.8; φ = 0.8; SNR = 2dB
MRC Scheme: M = 128; τ = 0.8; φ = 0.8; SNR = 2dB
(b) BER vs Ks; M = 128
Figure 3.4: BER versus Ks comparison between our proposed scheme and MRC scheme
for different number of receive antennas (M = 64 or 128), with high τ and φ introduced
for different SNR levels, BPSK applied.
3.2.4.1 Complexity Analysis and Convergence of OMP
The MRC algorithm requires a number of signal processing for entire diversity channels,
which significantly increases the hardware complexity and cost due to the implemen-
tation of RF chains for all antennas in the massive MIMO system [112]. Instead, our
proposed selection scheme allows the receiver to restore the signal to its original shape,
only by weighting few (e.g., even less than the half number of antennas that shown in
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Fig. 3.1 and 3.4) selected channels with the sparsely structured antenna selection vec-
tor, and without degrading the system performance, which is a dramatic improvement
in reducing the implementation overhead, e.g., the required number of RF chains, in
practice. Consider the OMP algorithm presented in (3.14), (3.20) and (3.23), the input
components are based on the channel estimation, which can be physically performed
on each antenna with a less complex device rather than the full transceiver [112]. Then
the antenna selection can be realised by using the output vector, i.e., the M × 1-
dimensional antenna selection vector with only Ks non-zero elements. In addition,
the iteration times is equal to the stopping criterion Ks. Hence, the computational
complexity of the OMP algorithms is O(K2sM).
As shown in [113], OMP shows the better convergence property compared to other
sparse approximation algorithms, e.g., matching pursuit, such that OMP converges with
no more than M (i.e., the number of BS antennas, also the size of the measurement
dictionary) iterations. In other words, OMP can successfully recover any Ks-sparse
selection vector provided that the dimension of the measurement matrix satisfies M >
Ks.
3.3 Multi-User Massive MIMO Uplinks
3.3.1 System Model
We extend the study in the previous section to the multi-user scenario. The considered
system comprises of K single-antenna UTs and one BS with a large number of antennas
M . We assume that M  K. We further assume that these K UTs are physically
well-separated, and they transmit orthogonal pilot sequences and data symbols to the
BS during the UL training phase and the UL transmission phase, respectively, where
two phases take place within the time-frequency coherent block of the channel.
3.3.1.1 Uplink Training in the presence of Spatial Correlation
The Rayleigh fading UL propagation channel is assumed in this section, and its response
is denoted by an M×K matrix Hi, whose entries are i.i.d. CN (0, 1) random variables.
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Considering the similar model of the Tx/Rx spatial channel correlation as that in the
single-user scenario, Kronecker correlation model, the effective UL channel response
can be given by [43]
Hu = Φ
1/2
r HiΦ
1/2
t , (3.24)
where the M×M matrix Φr and the K×K matrix Φt characterise the spatial channel
correlation at the Rx and Tx sides, respectively. Recall the assumption on the well-
separated and autonomous UTs, the effect of Φt can be negligible, thus we further
assume that Φt = IK . In addition, considering the rich scattering environment assumed
in the Rayleigh fading model, the Rx spatial channel correlation is mainly caused by
the insufficient spacing among the massive BS antennas. Therefore, we, again, use
the exponential correlation model that considered in the single-user scenario, which
has been verified as a proper model for the uniform linear array under rich scattering
environment [81]. As a result, the receive-side channel correlation matrix Φr can be
given by (3.4), where the single coefficient φ is used to control the level of the channel
correlation over space. Furthermore, we make two assumptions regarding the properties
of Φr (the same applies to Φt if necessary): 1) the entries of Φr are typically relatively
static, i.e., they change in a much slower rate compared to the variations of the channel
state [45]. 2) Φr is assumed to be identical but unknown for all UTs [81].
By applying various channel estimation schemes, the estimate of the effective channel
response Hu can be available at the BS. More specifically, during the UL training phase,
all UTs send orthogonal pilot sequences of length τp (τp ≥ K) to the BS by using the
same time-frequency resources. Then the BS calculates the UL channel estimate by
correlating the received pilot sequence with the conjugate of the corresponding known
sequence. Here we consider the MMSE-based estimate of the effective UL channel
response, denoted by Hˆu, which can be given by [43]
Hˆu = Φ
1/2
r
(
τpρp
τpρp + 1
Hi +
√
τpρp
τpρp + 1
Nu
)
, (3.25)
where Nu ∈ CM×K is the estimation noise matrix, whose entries are i.i.d. CN (0, 1)
random variables. Based on the property of the MMSE channel estimation scheme,
Hi, Nu and Φr are independent. The parameter ρp denotes the expected transmit
SNR during the UL pilot training. From (3.25), we can observe the compound effect of
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the channel estimation error and spatial channel correlation, in a way that an additive
distortion is introduced into the estimate Hˆu due to the estimation noise Nu, which is
further coloured by the Rx channel correlation Φr. This compound effect can influence
the performance of the massive MIMO systems that equipped with the channel-aware
combining or decoding algorithms. We shall take a look at this issue as follows.
3.3.1.2 Uplink Transmission with traditional Linear Combining Strategies
During the UL data transmission phase, UTs transmit the message-bearing symbol
to the BS. The collective transmitted symbol vector is denoted by a K × 1 vector
x = [x1, · · ·xk, · · · , xK ]T . Without loss of generality, the data symbols from different
UTs are assumed to be independent, but with the same symbol power. Thus we have
Rxx = E{xxH} = σ2xIK . Recall the effective UL channel response Hu in (3.24), the
received signal vector can be expressed by
y = Hux + n = Φ
1/2
r Hix + n, (3.26)
where n is an M × 1 vector whose m-th element, nm, denotes the Rx AWGN at the
m-th BS antenna. We have Rnn = E{nnH} = σ2nIM . Furthermore, the average UL
SNR for the data transmission can be given by ρu = σ
2
x/σ
2
n. Note that the value of ρu
may be different from that of ρp.
The estimated channel response obtained during the UL training phase enables the BS
to recover the useful data from the received signal by using simple signal processing
algorithms, e.g., linear combining schemes such as the typical MRC and CSC. We first
express a generic model of the processed signal vector at the output of the combiner,
as follows:
yˆ = FH
(
Φ1/2r Hix + n
)
, (3.27)
where the M×K matrix F represents the combiner at the BS. The combining matrix F
of the traditional channel-aware linear combining schemes is normally calculated based
on the estimate of the UL channel response. Recall (3.25), in the specific cases where
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MRC or CSC is applied at the BS, we have
FMRC = Hˆu =
τpρp
τpρp + 1
Φ1/2r Hi +
√
τpρp
τpρp + 1
Φ1/2r Nu, (3.28)
FCSC =
[
Hˆu
]
Ks
=
[
τpρp
τpρp + 1
Φ1/2r Hi +
√
τpρp
τpρp + 1
Φ1/2r Nu
]
Ks
, (3.29)
where [·]Ks stands for the matrix entries selection operation with an indicator Ks that
is the number of selected receiver antennas. Taking [Hˆu]Ks as an example, the BS first
calculates the magnitude of entries of each column in Hˆu, then selects the firstKs entries
with the higher magnitude by setting other (M − Ks) entries to zero. As discussed
earlier, the MRC and CSC schemes are relatively low-cost in terms of the computational
complexity, thus absorbing in the context of massive MIMO systems [1]. However, their
strong dependence on the high accuracy of the instantaneous CSI considerably weakens
their robustness to the imperfections in the instantaneous CSI, which can be caused
by the spatial channel correlation and imperfect channel estimation. This motivates us
to investigate an alternative cost-efficient combining strategy that is able to effectively
maintain a reasonable performance in the presence of the aforementioned two practical
limitations.
3.3.2 Multiple Antenna Selection Problem Formulation for Multi-
User Scenarios
From Section 3.2.2 and 3.2.3, it can be noticed that our proposed sparse antenna
selection (SAC) combining scheme can exploit the sparsity of the selected channel vector
by mapping the Rx MSE optimisation problem to a sparse approximation problem. In
the multi-user scenario, instead of finding the sparsely structured selection vector hs,i
as in (3.14), the antenna selection process is realised by calculating a sparse selection
matrix, such that each Rx antenna at the BS is weighted by a corresponding coefficient
(e.g., zero for the non-selected antennas) in this matrix when decoding the signal from
each UT. We denote the sparse selection matrix by FSAC ∈ CM×K , then the pre-
equalisation Rx error vector can be expressed by
e = x− FHSAC
(
Φ1/2r Hix + n
)
. (3.30)
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Let the autocorrelation matrices of e and y, and the cross-correlation matrix of x and
y be given by
Ree = E
{
eeH
}
, (3.31)
Ryy = E
{
yyH
}
= HuRxxH
H
u + Rnn, (3.32)
Rxy = Ryx
H = E
{
xyH
}
= RxxH
H
u , (3.33)
respectively. Thus Ree can be calculated as
Ree = Rxx + F
H
SACHuRxxH
H
u FSAC + F
H
SACRnnFSAC
−RxxHHu FSAC − FHSACHuRxx (3.34)
= Rxx + F
H
SACRyyFSAC −RxyFSAC − FHSACRyx (3.35)
= Rxx −RxyRyy−1Ryx
+ RxyRyy
−1Ryx + FHSACRyyFSAC
−RxyRyy−1RyyFSAC − FHSACRyyRyy−1Ryx (3.36)
= Rxx −RxyRyy−1Ryx︸ ︷︷ ︸
R0
+
(
FHSAC −RxyRyy−1
)︸ ︷︷ ︸
RSAC
Ryy
(
FHSAC −RxyRyy−1
)H
. (3.37)
Therefore, the Rx MSE at the BS can be expressed by
MSE = tr (R0) + tr
(
RSACRyyRSAC
H
)
, (3.38)
where tr(·) denotes the trace of the matrix inside. Note that only the second term on
the right side of (3.38) is related to the selection matrix FSAC, which can be further
processed by using the similar technique that considered in the single-user scenario.
More specifically, based on the expression of the Ryy in (3.32), one can easily prove that
Ryy is positive definite, thus Ryy can be decomposed via the Cholesky decomposition,
such that Ryy = LyL
H
y , where Ly is an M ×M lower-triangular matrix. Hence, we
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have
tr
(
RSACRyyRSAC
H
)
= tr
(
RSACLyL
H
y RSAC
H
)
(3.39)
=
∥∥LHy RSACH∥∥2 (3.40)
=
∥∥LHy FSAC − LHy Ryy−1Ryx∥∥2 (3.41)
=
∥∥LHy FSAC − L−1y Ryx∥∥2 , (3.42)
where ‖·‖ stands for the Frobenius norm of the matrix inside. Note that each column
of the M × K selection matrix FSAC corresponds to one UT. In order to decode the
signal transmitted from each UT, we expand the matrix norm in (3.42), denoted by
MSESAC, as follows:
MSESAC =
∥∥∥∥∥∥∥
(
IK ⊗ LHy
)︸ ︷︷ ︸
A
vec (FSAC)− vec
(
L−1y Ryx
)︸ ︷︷ ︸
c
∥∥∥∥∥∥∥
2
2
, (3.43)
where inside of the L2 norm on the right side of (3.43), the sign “⊗” represents the
Kronecker product, while vec(·) represents the vectorisation of the inside matrix. We
denote a KM × 1 effective selection vector by f , where f = vec (FSAC). In order
to minimise the MSESAC (or equivalently, the Rx MSE at the BS), we consider the
sparse approximation algorithm, OMP, which is briefly introduced following (3.13),
and formulate the corresponding sparse approximation problem as follows:
f = arg min
f |OMP
‖Af − c‖2 ,
s.t. ‖f‖0 = Ks, (3.44)
where Ks is the stopping criterion of the iterative OMP algorithm, and also the number
of selected BS antennas, as defined in FCSC for the CSC scheme. Note that the selection
vector f , or equivalently the selection matrix FSAC, calculated based on (3.44) is for
the ideal case, where the CSI is perfectly known at the BS and the effect of the spatial
channel correlation is ignored. In practice, only the estimate of the UL channel, Hˆu in
(3.25), and some statistic parameters, e.g., σ2x and σ
2
n, are available at the BS
1. In such
1For simplicity, in this thesis, we assume the transmit signal power σ2x and noise variance σ
2
n are
static, identical for all UTs and perfectly known at the BS. In practice, these parameters have to be
estimated as well. We would like to note that the measurement of those parameters is beyond the scope
of this thesis and we are considering it as a part of our future work.
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case, we have
Rˆyy = σ
2
xHˆuHˆ
H
u + σ
2
nIM = LˆyLˆ
H
y , (3.45)
Rˆxy = Rˆ
H
yx = σ
2
xHˆ
H
u , (3.46)
and correspondingly,
Aˆ = IK ⊗ LˆHy , (3.47)
cˆ = vec
(
Lˆ−1y Rˆyx
)
. (3.48)
We also denote the selection vector in the presence of the spatial channel correlation
and channel estimation error by fˆ , which can be calculated by
fˆ = arg min
fˆ |OMP
∥∥∥Aˆfˆ − cˆ∥∥∥
2
,
s.t.
∥∥∥fˆ∥∥∥
0
= Ks. (3.49)
Then the selection matrix, denoted by FˆSAC, can be obtained by restructuring the
calculated fˆ . The computational complexity of (3.44) and (3.49) is O(K2sMK2). The
proposed antenna selection scheme is different from the conventional CSC in a way that
the proposed weight coefficients for non-selected antennas can have non-zero values,
which results in the improved performance. We shall later on verify the effectiveness of
the proposed scheme and compare it with MRC and CSC, via Monte-Carlo simulations.
3.3.2.1 Equaliser design
In order to reliably demodulate the received signal, the equalisation can be carried out
after performing combining at the BS. This is particularly important in the case with
high orders of modulation and a soft decoder. We consider two widely-used equalisers,
namely ZF and MMSE, whose equalisation matrix, denoted by a K × K matrix E,
is calculated based on the corresponding combiner matrix. For MRC and CSC, the
corresponding equalisation matrix of two considered equalisers can be easily obtained.
For the proposed SAC, however, since it may not be intuitive to express the exact
mathematical expression of the selection combining matrix FˆSAC (or FSAC for the ideal
scenario) in terms of elementary functions, the corresponding equaliser matrix can
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be relatively difficult to obtain. Recall (3.27) where the signal at the output of the
combiner is given, we can express the decoded signal at the output of the equaliser as
y˜ = Eyˆ, (3.50)
where, in the case with the ZF equaliser, we have
EZF,SAC =
(
FˆHSACHˆu
)−1
, (3.51)
and in the case with the MMSE equaliser, we have
EMMSE,SAC = RxyFˆSAC
(
FˆHSACRyyFˆSAC
)−1
. (3.52)
3.3.3 Simulation Results
In this subsection, we compare the BER performance of our proposed SAC and that
of the well-adopted MRC and CSC, for MU-MIMO uplinks in the presence of imper-
fect channel estimation and spatial channel correlation. Two scenarios are considered:
Scenario 1: the equalisation is not included, and a hard decision decoder and Quadra-
ture Phase Shift Keying (QPSK) are applied; Scenario 2: the zero-forcing equaliser is
applied for all three combining schemes, along with a soft decision decoder and a high
order modulation, e.g., 16-QAM (Quadrature Amplitude Modulation) in this work.
Unless otherwise specified, the length of the orthogonal uplink pilot is τp = K, and the
number of BS antennas is M = 128. Similar to the single user case, the effects of the
channel estimation error, spatial correlation and the sparsity of the proposed selection
matrix are reflected by adjusting the parameters ρp, φ and Ks.
First, we illustrate the BER performance of MRC, CSC and the proposed SAC in
Fig. 3.5, for scenario 1, i.e., without equalisation. As shown in Fig. 3.4 for the single
user case, the performance of our proposed scheme approaches that of MRC, with only
half antennas selected. Hence, we consider the case with Ks = 64 for both antenna
selection schemes SAC and CSC. In addition, we have the number of UTs that K = 10.
In Fig. 3.5(a), the level of channel correlation is fixed (with φ = 0.2), and the level
of channel estimation error varies (with ρp = 0dB or -5 dB), whereas the opposite
set-up is considered in Fig. 3.5(b), where ρp is fixed and ρp = 5dB, and φ varies from
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Figure 3.5: BER comparison for our scheme SAC, MRC and CSC, with, (a) the different
levels of channel estimation error; (b) the different levels of spatial correlation.
0.2 to 0.5. Besides that, intuitively, increasing levels of channel estimation error and
channel correlation result in the significant BER performance degradation, we can also
conclude from Fig. 3.5 that: 1) the proposed SAC in general outperforms the traditional
channel-gain-based antenna selection combiner CSC, because of the non-zero entries to
non-selected antennas in the sparse antenna selection matrix; 2) the proposed SAC
with only half antennas selected has similar, even identical performance compared to
MRC, especially in the low transmit SNR regime, e.g., ρu from -10 dB to 0 dB, due to
the fact that the proposed SAC takes into account the Rx noise variance, as shown in
(3.45).
Next, we present the BER performance comparison for scenario 2 in Fig. 3.6, where
the zero-forcing equaliser, soft decoder and 16-QAM are applied in the considered
system. Similar parameters are used as in Fig. 3.5, excepted that the reduced number
of UTs is focused, e.g., K = 2. More specifically, as briefly shown in Fig. 3.6, the BER
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Figure 3.6: BER comparison for our scheme SAC, MRC and CSC, with, (a) the different
levels of channel estimation error; (b) the different levels of spatial correlation. ZF
equaliser applied.
performance of all three combining schemes is considerably degraded in the case of a
high order modulation and K = 10. This is due to the strong inter-user interference
that hindering these combining schemes, especially when the ratio of M to K is not
large enough. Hence, to ensure that the proposed SAC, MRC and CSC work properly
in the case with high orders of modulation, it may be essential to have a large ratio
of M/K, e.g., 128/2 in Fig. 3.6. It can be seen from Fig. 3.6(a) and (b) that similar
conclusions can be drawn as discussed following Fig. 3.5. In addition, we can observe
that, after applying the equalisation, the performance gap between the proposed SAC
and MRC is negligible in the low or high transmit SNR regime, where only half of BS
antennas required by our proposed scheme.
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3.4 Summary
Throughout this chapter, we have investigated the performance of massive MIMO up-
links with different combining schemes, in the presence of channel estimation error
and channel correlation. More importantly, we have proposed a new antenna selection
scheme for massive MIMO systems by applying the sparsely structured channel gain
matrix. We have presented that the proposed sparse selection scheme outperforms the
traditional selection scheme, also has approaching performance as MRC, but with few
selected antennas required by the proposed scheme.
The simulation results in this chapter indicate that the performance of massive MIMO
uplinks is significantly degraded caused by the imperfections on channel estimation.
Such imperfections may be more challenging in the downlink scenario, due to the
highly accurate channel estimation required for precoding. We shall investigate the
performance of massive MIMO downlinks in the following chapters.
Chapter 4
Massive MIMO Downlinks with
Imperfect Channel Reciprocity and
Channel Estimation Error
E
XPLOITING channel reciprocity, TDD operation enables the CSI acquisition
in massive MIMO downlinks, with a reasonable overhead of channel estimation.
However, in practice, the imperfection in channel reciprocity, mainly caused by RF
mismatches among the antennas, can significantly degrade the system performance.
We use the truncated Gaussian distribution to model the channel reciprocity error
caused by the RF mismatch, and present an in-depth analysis of the impact of this
multiplicative reciprocity error for the TDD multi-user massive MIMO system. Note
that all of the analysis is considered in the presence of the additive channel estimation
error, to show the compound effects on the system performance of the additive and
multiplicative errors.
4.1 System Model
We consider a MU-MIMO system as shown in Fig. 4.1 that operates in TDD mode.
This system comprises of K single-antenna UTs and one BS with M antennas, where
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Figure 4.1: A TDD multi-user massive MIMO System.
M  K. Each antenna element is connected to an independent RF chain. We assume
that the effect of antenna coupling is negligible, and that the UL channel estimation
and the DL transmission are performed within the coherent time of the channel. In
the rest of this section, we model the reciprocity errors caused by RF mismatches first,
and then present the considered system model in the presence of the reciprocity error.
4.1.1 Channel Reciprocity Error Modelling
Due to the fact that the imperfection of the channel reciprocity at the single-antenna
UT side has a trivial impact on the system performance [4], we focus on the reciprocity
errors at the BS side1. Hence, as shown in Fig. 4.1, the overall transmission channel
consists of the physical propagation channel as well as Tx and Rx RF frontends at
the BS side. In particular, considering the reciprocity of the propagation channel in
TDD systems, the UL and DL channel matrices are denoted by H ∈ CM×K and HT ,
respectively. Hbr and Hbt represent the effective response matrices of the Rx and Tx
RF frontends at the BS, respectively. Unless otherwise stated, subscript ‘b’ stands for
BS, and ‘t ’ and ‘r ’ correspond to Tx and Rx frontends, respectively. Hbr and Hbt can
1The effective responses of Tx/Rx RF frontend at UTs are set to be ones.
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be modelled as M ×M diagonal matrices, e.g., Hbr can be given as
Hbr = diag(hbr,1, · · · , hbr,i, · · · , hbr,M ), (4.1)
with the i-th diagonal entry hbr,i, i = 1, 2, · · · ,M , represents the per-antenna response
of the Rx RF frontend. Considering that the power amplitude attenuation and the
phase shift for each RF frontend are independent, hbr,i can be expressed as [72,114]
hbr,i = Abr,iexp(jϕbr,i), (4.2)
where A and ϕ denote amplitude and phase RF responses, respectively. Similarly,
M ×M diagonal matrix Hbt can be denoted as
Hbt = diag(hbt,1, · · · , hbt,i, · · · , hbt,M ), (4.3)
with i-th diagonal entry hbt,i given by
hbt,i = Abt,iexp(jϕbt,i). (4.4)
In practice, there might be differences between the Tx front and the Rx front in terms
of RF responses. We define the RF mismatch between the Tx and Rx frontends at the
BS by calculating the ratio of Hbt to Hbr, i.e.,
E , HbtH−1br = diag
(
hbt,1
hbr,1
, · · · , hbt,i
hbr,i
, · · · , hbt,M
hbr,M
)
, (4.5)
where the M ×M diagonal matrix E can be regarded as the compound RF mismatch
error, in the sense that E combines Hbt and Hbr. In (4.5), the minimum requirement to
achieve the perfect channel reciprocity is E = cIM with a scalar
2 c ∈ C6=0. The scalar
c does not change the direction of the precoding beamformer [72], hence no impact on
MIMO performance. Contrary to the case of the perfect reciprocity, in realistic scenar-
ios, the diagonal entries of E may be different from each other, which introduces the RF
mismatch caused channel reciprocity errors into the system. Particularly, considering
the case with the hardware uncertainty of the RF frontends caused by the various of
environmental factors as discussed in [4,62,74], the entries become independent random
2Particularly, the case with E = IM is equivalent to that with Hbt = Hbr, which means that the
Tx/Rx RF frontends have the identical responses.
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variables. However, in practice, the response of RF hardware components at the Tx
front is likely to be independent of that at the Rx front, which cannot be accurately
represented by the compound error model E in (4.5). Hence, the separate modelling for
Hbt and Hbr is more accurate from a practical point of view. Therefore, we focus our
investigation in this work on the RF mismatch caused reciprocity error by considering
this separate error model.
Next we model the independent random variables Abr,i, ϕbr,i, Abt,i and ϕbt,i in (4.2)
and (4.4) to reflect the randomness of the hardware components of the Rx and Tx
RF frontends. Here, in order to capture the aggregated effect of the mismatch on the
system performance, the phase and amplitude errors can be modelled by the truncated
Gaussian distribution [78,79], which is more generalised and realistic comparing to the
uniformly distributed error model in [57] and [76]. The preliminaries of the truncated
Gaussian distribution are briefly presented in Appendix A.1, and accordingly the am-
plitude and phase reciprocity errors of the Tx front Abt,i, ϕbt,i and the Rx front Abr,i,
ϕbr,i can be modelled as
Abt,i ∼ NT(αbt,0, σ2bt), Abt,i ∈ [at, bt], (4.6)
ϕbt,i ∼ NT(θbt,0, σ2ϕt), ϕbt,i ∈ [θt,1, θt,2], (4.7)
Abr,i ∼ NT(αbr,0, σ2br), Abr,i ∈ [ar, br], (4.8)
ϕbr,i ∼ NT(θbr,0, σ2ϕr), ϕbr,i ∈ [θr,1, θr,2], (4.9)
where, without loss of generality, the statistical magnitudes of these truncated Gaussian
distributed variables are assumed to be static, e.g., αbt,0, σ
2
bt, at and bt of Abt,i in (6)
remain constant within the considered coherence time of the channel. Notice that
the truncated Gaussian distributed phase error in (4.7) and (4.9) becomes a part of
exponential functions in (4.2) and (4.4), whose expectations can not be obtained easily.
Thus, we provide a generic result for these expectations in the following Proposition 1.
Proposition 1. Given x ∼ NT(µ, σ2), x ∈ [a, b], and the probability density function
f(x, µ, σ; a, b) as (A.1) in Appendix A.1. Then the mathematical expectation of exp(jx)
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can be expressed as
E {exp(jx)} = exp
(
−σ
2
2
+ jµ
)erf
((
b−µ√
2σ2
)
− j σ√
2
)
− erf
((
a−µ√
2σ2
)
− j σ√
2
)
erf
(
b−µ√
2σ2
)
− erf
(
a−µ√
2σ2
)
 .
(4.10)
Proof. In general, given a random variable x and its probability function f(x), the
expected value of a function of x can be calculated by
E {g(x)} =
∫ ∞
−∞
f(x)g(x) dx. (4.11)
In this case, f(x) is given by (A.1) with x ∈ [a, b], and g(x) = exp(jx), thus we
formulate E {g(x)} as
E {exp(jx)} =
∫ b
a
f(x, µ, σ; a, b)exp(jx) dx
=
1√
2piσZ
∫ b
a
exp
(
−1
2
(
x− µ
σ
)2
+ jx
)
dx
=
1√
2piσZ
√
pi
4 1
2σ2
exp
(
− µ
2
2σ2
+
(
j + µ
σ2
)2
4 1
2σ2
)
× erf
√ 1
2σ2
x− j +
µ
σ2
2
√
1
2σ2
∣∣∣∣∣∣
b
a
=
1
2Z
exp
(
−σ
2
2
+jµ
)(
erf
(√
2
2
(
b−µ
σ
)
−
√
2jσ
2
)
−erf
(√
2
2
(
a−µ
σ
)
−
√
2jσ
2
))
.
(4.12)
By invoking (A.4) and (A.6) into (4.12), we arrive at the result in Proposition 1.
Based on Proposition 1 that demonstrates a generic case for the given x ∼ NT(µ, σ2),
x ∈ [a, b], useful remarks can be given as follows.
Remark 1. Let µ = 0 in Proposition 1, then E {exp(jx)} of x ∼ NT(0, σ2), x ∈ [a, b]
can be rewritten as
E {exp(jx)} = exp
(
−σ
2
2
)erf
(
b√
2σ2
− j σ√
2
)
− erf
(
a√
2σ2
− j σ√
2
)
erf
(
b√
2σ2
)
− erf
(
a√
2σ2
)
 . (4.13)
Remark 2. Let µ = 0 and a = −b in Proposition 1, then E {exp(jx)} of x ∼
NT(0, σ2), x ∈ [−b, b] can be given as
E {exp(jx)} =
exp
(
−σ22
)
erf
(
b√
2σ2
)<(erf(( b√
2σ2
)
± j σ√
2
))
. (4.14)
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Then the phase-error-related parameters gt , E {exp (jϕbt,i)} and gr , E {exp (jϕbr,i)}
can be given by specialising Proposition 1, as follows:
gt = E {exp (jϕbt,i)} = exp
(
−σ
2
ϕt
2
+ jθbt,0
)
×
erf
((
θt,2−θbt,0√
2σ2ϕt
)
− j σϕt√
2
)
− erf
((
θt,1−θbt,0√
2σ2ϕt
)
− j σϕt√
2
)
erf
(
θt,2−θbt,0√
2σ2ϕt
)
− erf
(
θt,1−θbt,0√
2σ2ϕt
)
 , (4.15)
gr = E {exp (jϕbr,i)} = exp
(
−σ
2
ϕr
2
+ jθbr,0
)
×
erf
((
θr,2−θbr,0√
2σ2ϕr
)
− j σϕr√
2
)
− erf
((
θr,1−θbr,0√
2σ2ϕr
)
− j σϕr√
2
)
erf
(
θr,2−θbr,0√
2σ2ϕr
)
− erf
(
θr,1−θbr,0√
2σ2ϕr
)
 . (4.16)
Also, based on (4.6), (4.8) and Appendix A.1, the amplitude-error-related parame-
ters E {Abt,i}, E {Abr,i}, var(Abt,i) and var(Abr,i) can be given by αt, αr, σ2t and σ2r
respectively, as follows:
αt = αbt,0 +
φ(aˆt)− φ(bˆt)
Zt
σbt, (4.17)
σ2t = σ
2
bt
1 + aˆtφ(aˆt)− bˆtφ(bˆt)
Zt
−
(
φ(aˆt)− φ(bˆt)
Zt
)2 , (4.18)
αr = αbr,0 +
φ(aˆr)− φ(bˆr)
Zr
σbr, (4.19)
σ2r = σ
2
br
1 + aˆrφ(aˆr)− bˆrφ(bˆr)
Zr
−
(
φ(aˆr)− φ(bˆr)
Zr
)2 , (4.20)
where aˆt = (at − αbt,0)/σbt, bˆt = (bt − αbt,0)/σbt, aˆr = (ar − αbr,0)/σbr, bˆr = (br −
αbr,0)/σbr, Zt = Φ(bˆt)−Φ(aˆt), and Zr = Φ(bˆr)−Φ(aˆr). The functions φ(·) and Φ(·) are
given in (A.5) and (A.6) respectively. Note that these parameters can be measurable
from engineering points of view, for example, by using the manufacturing datasheet of
each hardware component of RF frontends in the real system [115].
4.1.2 Downlink Transmission with Imperfect Channel Estimation
In TDD massive MIMO systems, UTs first transmit the orthogonal UL pilots to BS,
which enables BS to estimate the UL channel. In this work, we model the channel
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estimation error as the additive independent random error term [45,87]. By taking the
effect of Hbr into consideration, the estimate Hˆu of the actual uplink channel response
Hu can be given by
Hˆu =
√
1− τ2HbrH + τV, (4.21)
where two M ×K matrices H and V represent the propagation channel and the chan-
nel estimation error, respectively. We assume the entries of both H and V are i.i.d.
complex Gaussian random variables with zero mean and unit variance. In addition, the
estimation variance parameter τ ∈ [0, 1] is applied to reflect the accuracy of the channel
estimation, e.g., τ = 0 represents the perfect estimation, whereas τ = 1 corresponds to
the case that the channel estimate is completely uncorrelated with the actual channel
response.
The UL channel estimate Hˆu is then exploited in the DL transmission for precoding.
Specifically, by considering the channel reciprocity within the channel coherence period,
the BS predicts the DL channel as
Hˆd = Hˆ
T
u =
√
1− τ2HTHbr + τVT . (4.22)
While the UL and DL propagation channels are reciprocal, the Tx and Rx frontends
are not, due to the reciprocity error. By taking the effect of Hbt into the consideration,
the actual DL channel Hd can be denoted as
Hd = H
THbt. (4.23)
Then, the BS performs the linear precoding for the DL transmission based on the DL
channel estimate Hˆd instead of the actual channel Hd, and the received signal y for
the K UTs is given by
y =
√
ρdλHdWs + n =
√
ρdλH
THbtWs + n, (4.24)
where W represents the linear precoding matrix, which is a function of the DL channel
estimate Hˆd instead of the actual DL channel Hd. The parameter ρd denotes the
average transmit power at the BS, and note that the power is equally allocated to
each UT in this work. The vector s denotes the symbols to be transmitted to K UTs.
We assume that the symbols for different users are independent, and constrained with
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the normalised symbol power per user. To offset the impact of the precoding matrix
on the transmit power, it is multiplied by a normalisation parameter λ, such that
E
{
tr
(
λ2WWH
)}
= 1. This ensures that the transmit power after precoding remains
equal to the transmit power budget that E
{‖√ρdλWs‖2} = ρd. In addition, n is the
AWGN vector, whose k-th element is complex Gaussian distributed with zero mean
and covariance σ2k, i.e., nk ∼ CN (0, σ2k). We assume that σ2k = 1, k = 1, 2, · · · ,K.
Therefore, ρd can also be treated as the DL transmit SNR.
By comparing the channel estimate Hˆd for the precoding matrix in (4.22) with the
actual DL channel Hd in (4.23), we have
Hd =
1√
1− τ2
(
Hˆd − τVT
)
· H−1br Hbt︸ ︷︷ ︸
reciprocity errors
, (4.25)
where the term H−1br Hbt stands for the reciprocity errors, and is equivalent to E defined
in (4.5) (also corresponds to the error model Eb in [78]). The expression (4.25) reveals
that the channel reciprocity error is multiplicative, in the sense that the corresponding
error term H−1br Hbt is multiplied with the channel estimate Hˆd and the estimation
error V. Based on the discussion followed by (4.5), Hd and Hˆd can have one scale
difference in the case that H−1br Hbt = cIM , thus no reciprocity error caused in this case.
On the contrary, in the presence of the mismatch between Hbr and Hbt, the channel
reciprocity error can be introduced into the system. From (4.25), it is also indicated that
the integration between the multiplicative reciprocity error and the additive estimation
error brings a compound effect on the precoding matrix calculation. We shall analyse
this effect in the following Section 4.2.
In order to investigate the effect of reciprocity errors on the performance of the linearly
precoded system in terms of the output SINR for a given k-th UT, let M × 1 vectors
hk and vk be the k-th column of the channel matrix H and the estimation error matrix
V respectively, as well as wk and sk represent the precoding vector and the transmit
symbol for the k-th UT, while wi and si, i 6= k for other UTs, respectively. Specifying
the received signal y by substituting hk, wk and wi into (4.24), we rewrite the received
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signal for the k-th UT as
yk =
√
ρdλh
T
kHbtwksk︸ ︷︷ ︸
Desired Signal
+
√
ρdλ
K∑
i=1,i 6=k
hTkHbtwisi︸ ︷︷ ︸
Inter-user Interference
+ nk︸︷︷︸
Noise
. (4.26)
The first term of the received signal yk in (4.26) is related to the desired signal for the
k-th UT, and the second term represents the inter-user interference among other K−1
UTs. Then, the desired signal power Ps and the interference power PI can be expressed
as
Ps =
∣∣√ρdλhTkHbtwksk∣∣2 , (4.27)
PI =
∣∣∣∣∣∣
K∑
i=1,i 6=k
√
ρdλh
T
kHbtwisi
∣∣∣∣∣∣
2
, (4.28)
respectively. Considering (4.27), (4.28) and the third term in (4.26) which is the AWGN,
the output SINR for the k-th UT in the presence of the channel reciprocity error can
be given as in [116]
SINRk = E
{
Ps
PI + σ2k
}
≈ E {Ps}E
{
1
PI + σ2k
}
, (4.29)
thus we can approximate the output SINR by calculating E {Ps} and E
{
1/(PI + σ
2
k)
}
separately. In order to derive the term E
{
1/(PI + σ
2
k)
}
and pursue the calculation of
(4.29), we provide one generalised conclusion as in the following proposition.
Proposition 2. Let a random variable X1 ∈ R where X1 6= 0, E{X1} 6= 0, and
∃
(
E{X1}, var(X1),E
{
1
X1
})
∈ R , then
E
{
1
X1
}
=
1
E{X1} +O
(
var(X1)
E{X1}3
)
. (4.30)
Proof. Consider the Taylor series of E
{
1
X1
}
, we have
E
{
1
X1
}
= E
{
1
E{X1} −
1
E{X1}2 (X1 − E{X1}) +
1
E{X1}3 (X1 − E{X1})
2 − · · ·
}
.
(4.31)
Then one can easily arrive at (4.30).
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From Proposition 2, it is expected that the approximation in (4.29) can be more precise
than the widely-used approximate SINR expressions in the literatures, e.g., [76, Eq. (6)]
and [117, Eq. (6)], which are based on SINRk ≈ E {Ps} /E
{
PI + σ
2
k
}
that is not accu-
rate when the value of
(
var(X1)/E{X1}3
)
is not negligible. We will verify the accuracy
of (4.29) in the analytical results in the following section. It is also worth mentioning
that, for future work, the approximation of the output SINR shown in (4.29) can be
used to derive the ergodic sum-rate for the considered system, where details will be
also briefly discussed in the next chapter.
4.2 SINR for MRT and ZF
In this section, we formulate and discuss the effect of the reciprocity error on the
performance of MRT and ZF precoding schemes, in terms of the output SINR, by
considering the reciprocity error model with the truncated Gaussian distribution.
4.2.1 Maximum Radio Transmission
Recall (4.22) and (4.24), for MRT, the precoding matrix W can be given by
Wmrt = Hˆ
H
d =
√
1− τ2H∗brH∗ + τV∗. (4.32)
Let λmrt represent the normalisation parameter of the MRT precoding scheme to meet
the power constraint, which can be calculated as
λmrt =
√
1
E
{
tr
(
WmrtWHmrt
)} = √ 1
MK ((1− τ2)Ar + τ2) . (4.33)
The proof of (4.33) is briefed as following.
Proof. Consider the denominator inside of the square root sign in (4.33), we can have
E
{
tr
(
WmrtW
H
mrt
)}
= (1−τ2)E{tr (H∗brH∗HTHbt)}+τ2E{tr (V∗VT )} (4.34)
= MK
(
(1− τ2)(α2r + σ2r ) + τ2
)
, (4.35)
where (4.34) is conditioned on the independence between H, Hbt, Hbr and V.
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For the sake of simplicity, we define the amplitude-error-related factors Ar in (4.33)
and At as
Ar , α2r + σ2r , At , α2t + σ2t , (4.36)
and we assume the small deviation of the amplitude errors [72], i.e., At , Ar ≈ 1. In
addition, let AI be the aggregated reciprocity error factor, which can be given by
AI ,
α2tα
2
r
(α2t + σ
2
t )(α
2
r + σ
2
r )
|gt|2|gr|2, (4.37)
where α2t , α
2
r , σ
2
r and σ
2
t as well as gt and gr are given following Proposition 1. Based on
the values of αt, αr, σ
2
t , σ
2
r , gt and gr, we have 0 < AI ≤ 1. More specifically, when the
level of the channel reciprocity errors decreases in the system, we have αt, αr, gt, gr → 1
and σ2r , σ
2
t → 0, thus AI → 1. And the perfect channel reciprocity corresponds to
AI = 1. In contrast, when the level of the reciprocity errors increases, we have AI → 0.
By using (4.27), (4.33), (4.36) and (4.37), the expected value of the desired signal power
Ps,mrt can be given as
E {Ps,mrt} = E
{∣∣√ρdλmrthTkHbtwk,mrtsk∣∣2}
=
ρdAt
K
(
(1− τ2)Ar((M − 1)AI + 2) + τ2
(1− τ2)Ar + τ2
)
. (4.38)
Proof. Considering the normalised symbol power of sk as mentioned in Section 4.1,
partial E {Ps,mrt}, i.e., E
{|hTkHbtwk,mrt|2}, can be computed as
E
{∣∣hTkHbtwk,mrt∣∣2} = E{∣∣∣hTkHbt(√1− τ2H∗brh∗k + τv∗k)∣∣∣2}
= (1− τ2)E
{∣∣hTkHbtH∗brh∗k∣∣2}+ τ2E{∣∣hTkHbtv∗k∣∣2} , (4.39)
where
E
{∣∣hTkHbtH∗brh∗k∣∣2} = E
{
M∑
i1=1
|hi1,k|2
(
hbt,i1h
∗
br,i1
) M∑
i2=1
|hi2,k|2
(
h∗bt,i2hbr,i2
)}
(4.40)
=
M∑
i1=1
E
|hi1,k|4|hbt,i1 |2|hbr,i1 |2 +
M∑
i2=1,i2 6=i1
|hi1,k|2|hi2,k|2hbt,i1h∗br,i1h∗bt,i2hbr,i2
 (4.41)
= M
(
2(α2t + σ
2
t )(α
2
r + σ
2
r ) + (M − 1)α2tα2r |gt|2|gr|2
)
, (4.42)
and similarly,
E
{∣∣hTkHbtv∗k∣∣2} = M(α2t + σ2t ). (4.43)
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Next, by substituting (4.42) and (4.43) in (4.39), and invoking ρd, λmrt in (4.33) and
the completed (4.39), we have (4.38).
Similarly, the expectation of interference power PI,mrt can be computed based on (4.28)
and (4.33) as
E {PI,mrt} = E

∣∣∣∣∣∣
K∑
i=1,i 6=k
√
ρdλmrth
T
kHbtwi,mrtsi
∣∣∣∣∣∣
2 = ρdK − 1K At . (4.44)
Proof. By omitting the independent si for different users with the normalised power,
partial E {PI,mrt} can be modified as E
{∣∣∣∑Ki=1,i 6=k hTkHbtwi,mrtsi∣∣∣2}, which is calcu-
lated as
E

∣∣∣∣∣∣
K∑
i=1,i 6=k
hTkHbtwi,mrtsi
∣∣∣∣∣∣
2 =
K∑
i=1,i 6=k
(
(1−τ2)E{|hTkHbtH∗brh∗i |2}+τ2E{|hTkHbtv∗i |2}) ,
(4.45)
where
E
{∣∣hTkHbtH∗brh∗i ∣∣2} = M∑
j1=1
E{|hj1,k|2|hj1,i|2|hbt,i1 |2|hbr,i1 |2
+
M∑
j2=1,j2 6=j1
hj1,khj2,khj1,ihj2,ihbt,j1h
∗
br,j1h
∗
bt,j2hbr,j2} (4.46)
= M(α2t + σ
2
t )(α
2
r + σ
2
r ). (4.47)
And E
{|hTkHbtv∗i |2} can be obtained as in (4.43). Then applying ρd, λmrt in (4.33) and
the completed result in (4.45), the expectation of PI,mrt can be given as in (4.44).
Based on (4.33), (4.38), (4.44) and (4.29) with Proposition 2, the analytical expression
of the output SINR for the k-th UT with MRT precoder can be obtained as in the
following theorem.
Theorem 2. Consider a massive MIMO system with K UTs and M BS antennas, and
the propagation channel follows the i.i.d. standard complex Gaussian random distribu-
tion. The channel estimation error is modelled as the additive independent Gaussian
variables. The MRT precoding scheme is used at the BS. The channel reciprocity er-
ror is brought by the mismatch between the RF frontends matrices of the Tx-front Hbt
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and the Rx-front Hbr, where both amplitude and phase components of the diagonal en-
tries are followed the truncated Gaussian random distribution. Then the closed-form
expression of the output SINR for the k-th UT is given by
SINRk,mrt ≈ E {Ps,mrt}E
{
1
PI,mrt + σ2k
}
(4.48)
=ρdAt
(
(1− τ2)Ar((M − 1)AI + 2)+ τ2
(1− τ2)Ar + τ2
)(
K2 + ρdK(K − 1)(ρdA2t + 2At)
(ρd(K − 1)At +K)3
)
,
(4.49)
where AI is given by (4.37), and At as well as Ar are defined in (4.36).
Proof. Let X1,mrt , PI,mrt + σ2k, and the term E
{
1/(PI,mrt + σ
2
k)
}
can be calculated
based on Proposition 2. Specifically, in our case, we have
E{X1,mrt} = E {PI,mrt}+ E
{
σ2k
}
= ρd
K − 1
K
At + 1, (4.50)
and
var(X1,mrt) = var(PI,mrt) + var(σ
2
k) (4.51)
= var
∣∣∣∣∣∣
K∑
i=1,i 6=k
√
ρdλmrth
T
kHbt(
√
1−τ2H∗brh∗i +τv∗i )si
∣∣∣∣∣∣
2 (4.52)
= ρ2dλ
4
mrt(K − 1)
(
2E{X˜1}2var(X˜1) + var(X˜1)2
)
, (4.53)
where X˜1 , hTkHbt(
√
1−τ2H∗brh∗i +τv∗i ), and E{X˜1} and var(X˜1) are given as
E{X˜1} =
√
1− τ2E{hTkHbtH∗brh∗i}+ τE{hTkHbtv∗i } = 0, (4.54)
var(X˜1) = E
{∣∣∣hTkHbt(√1− τ2H∗brh∗i + τv∗i )∣∣∣2} = MAt ((1− τ2)Ar + τ2) . (4.55)
Hence, substituting (4.54) and (4.55) into (4.53), the complete result of (4.53) is ob-
tained. Next, applying (4.50) and the completed (4.53) to (4.30) in Proposition 2 yields
the term
var(X1,mrt)
E{X1,mrt}3 =
ρ2d(K − 1)KA2t
(ρd(K − 1)At +K)3 . (4.56)
By using (4.50) and (4.56), E
{
1/(PI,mrt + σ
2
k)
}
is obtained, which can then be substi-
tuted into (4.48) together with (4.38). We now arrive at (4.49).
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From (4.56) in Theorem 2, it is expected that the value of
(
var(X1,mrt)/E{X1,mrt}3
)
can
be negligible in the case with the large number of UTs or in the high SNR regime, and
based on (4.30) in Proposition 2, the result (4.49) can be simplified to [117, Eq. (13)]
in the absence of reciprocity error and estimation error. However, in the low SNR
regime or K is small, the approximation SINRk ≈ E {Ps} /E
{
PI + σ
2
k
}
becomes less
accurate due to the significant value of
(
var(X1,mrt)/E{X1,mrt}3
)
. Hence, we use the
approximate SINR expression in (4.29) in this work, for more generic cases of TDD
massive MIMO systems. In addition, more detailed discussions of (4.38), (4.44) and
(4.49) will be provided at the end of this section.
4.2.2 Zero Forcing
Similar to MRT, the precoding matrix for the ZF precoded system can be written as
Wzf = Hˆ
H
d
(
HˆdHˆ
H
d
)−1
, (4.57)
where Hˆd is given in (4.22). The corresponding normalisation parameter can be given
as
λzf =
√
1
E
{
tr
(
WzfW
H
zf
)} ≈√M −K
K
((1− τ2)Ar + τ2), (4.58)
and be used to satisfy the power constraint. The proof of (4.58) is given as following.
Proof. The same conditions as in Theorem 2 are applied when calculating λzf. The
power constraint on Wzf can be extended as
E
{
tr
(
WzfW
H
zf
)}
= E
{
tr
(
HˆHd
(
HˆdHˆ
H
d
)−1 (
HˆdHˆ
H
d
)−1
Hˆd
)}
(4.59)
= E
{
tr
((
(
√
1− τ2HTHbr + τVT )(
√
1− τ2H∗brH∗+ τV∗)
)−1)}
(4.60)
(a)≈ E
{
tr
((
(1− τ2)HTHbrH∗brH∗ + τ2VTV∗
)−1)}
(4.61)
(b)≈ E
{
tr
(((
1− τ2
M
)
HT tr(HbrH
∗
br)H
∗ + τ2VTV∗
)−1)}
(4.62)
(c)
=
1
(1− τ2)(α2r + σ2r ) + τ2
E
{
tr
(
W−1sum
)}
(4.63)
(d)
=
K
(M −K)((1− τ2)(α2r + σ2r ) + τ2)
, (4.64)
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where (a) is obtained due to the independence between the propagation channel H
and the additive estimation error V. Recall the assumption that M is large, the term
HTHbrH
∗
brH
∗ tends to be diagonal, thus we can have (b) based on [105, Eq. (14)]. Let
Wsum represent the sum of H
TH∗ and VTV∗, which are two independent Wishart
matrices, then Wsum has a Wishart distribution whose the degree of freedom is the
sum of the degrees of freedom of HTH∗ and VTV∗ [118], thus we have (c). And (d)
can be achieved based on the random matrix theory as shown in [118]. Then we can
arrive at the expression of λzf in (4.58).
Then two propositions can be provided to present the performance of the desired signal
power and the interference power as follows.
Proposition 3. Let the similar assumptions be held as in Theorem 2, and ZF precoding
scheme be implemented in the system. For a given UT k, the expectation of the signal
power in the presence of the reciprocity error can be expressed as
E{Ps,zf} = E
{|√ρdλzfhTkHbtwk,zfsk|2} ≈ ρdM −KK BI , (4.65)
where the error parameter BI can be defined by
BI ,
(1− τ2)AIAtAr
(1− τ2)Ar + τ2 . (4.66)
Proof. Recall the expectation of the signal power in (4.27), let wk,zf be the k-th column
of HˆHd
(
HˆdHˆ
H
d
)−1
, we first compute the partial E {Ps,zf}, i.e., E
{|hTkHbtwk,zf|2}, as
follows,
E
{|hTkHbtwk,zf|2} = E{|hTkHbt[HˆHd (HˆdHˆHd )−1]k|2}
= E
{∣∣∣hTkHbt[(√1− τ2H∗brH∗ + τV∗)
×
(
(
√
1− τ2HTHbr + τVT )(
√
1− τ2H∗brH∗ + τV∗)
)−1]
k
∣∣∣∣2
}
(4.67)
≈ E
{∣∣∣hTkHbt [(√1− τ2H∗brH∗ + τV∗)
× ((1− τ2)HTHbrH∗brH∗ + τ2VTV∗)−1]
k
∣∣∣2} , (4.68)
where [·]k represents the k-th column of the matrix inside, and (4.68) can be achieved
by applying (a) in deriving λzf. Consider the discussion following (4.64), when M
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is large,
(
HTHbrH
∗
brH
∗)−1 becomes (M/tr (HbrH∗br)) (HTH∗)−1 asymptotically, and
additionally, both HTH∗ and VTV∗ tend to be proportional to an identity matrix.
Hence, we can approximate (4.68) as
E
{∣∣hTkHbtwk,zf∣∣2}
≈ E
{∣∣∣hTkHbt [(√1−τ2H∗brH∗+τV∗) ((1−τ2)tr (HbrH∗br)+τ2M)−1 IK]
k
∣∣∣2} . (4.69)
By using the technique in [105, Eq. (14)], and considering the the independence between
H, Hbt, Hbr and V, we have
E
{|hTkHbtwk,zf|2} ≈ E{|√1− τ2 ((1− τ2)tr (HbrH∗br) + τ2M)−1 hTkHbtH∗brh∗k|2}
(4.70)
≈ (1− τ
2)α2tα
2
r |gt|2|gr|2
((1− τ2)(α2r + σ2r ) + τ2)2
. (4.71)
Therefore, by introducing (4.58) and (4.71) into E {Ps,zf}, we can obtain (4.65) in
Proposition 3.
Proposition 4. Let the same conditions be assumed as in Proposition 3. For a given
UT k, the expectation of the inter-user-interference power can be given as
E{PI,zf} = E

∣∣∣∣∣∣
K∑
i=1,i 6=k
√
ρdλzfh
T
kHbtwi,zfsi
∣∣∣∣∣∣
2 ≈ ρdK − 1K (At −BI) . (4.72)
Proof. Based on the complete result of E {Ps,zf} in Proposition 3 and λzf in (4.58), the
expected value of partial PI,zf omitting si (i.e., E
{
|∑Ki=1,i 6=k√ρdλzfhTkHbtwi,zf|2}) can
be derived as
E

∣∣∣∣∣∣
K∑
i=1,i 6=k
√
ρdλzfh
T
kHbtwi,zf
∣∣∣∣∣∣
2 =
K∑
i=1,i 6=k
E
{∣∣√ρdλzfhTkHbtwi,zf∣∣2} (4.73)
(e)
= ρdλ
2
zf
(
E
{‖hTkHbtWzf‖2}− E{|hTkHbtwk,zf|2}) (4.74)
= ρdλ
2
zf E
{
‖hTkHbtHˆHd (HˆdHˆHd )−1‖2
}
− ρdλ2zf E
{|hTkHbtwk,zf|2} (4.75)
(f)≈ ρdλ
2
zf(K − 1)
M −K + 1
((
α2t + σ
2
t
)
((1− τ2) (α2r + σ2r)+ τ2)
((1− τ2)(α2r + σ2r ) + τ2)2
− (1− τ
2)α2tα
2
r |gt|2|gr|2
((1− τ2)(α2r + σ2r ) + τ2)2
)
(4.76)
(g)≈ ρd(K−1)
K
(
α2t +σ
2
t −
(1− τ2)α2tα2r |gt|2|gr|2
(1− τ2)(α2r + σ2r ) + τ2
)
, (4.77)
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where (e) is due to the property of the ZF precoding scheme as in [45]. Based on
Proposition 3 and [45], (f) is obtained by considering the diversity order of ZF, and
(g) can be achieved under the assumption of the large ratio of M/K in the massive
MIMO system. To this end, we reach the approximated expression of E{PI,zf} in
Proposition 4.
Combine the results in Proposition 3 and 4, we can derive the theoretical expression
of the output SINR for the k-th UT in the ZF precoded system as following.
Theorem 3. In a ZF precoded system, by assuming that the same conditions are held
as in Theorem 2, the output SINR for the k-th UT under the effect of the reciprocity
error, can be formulated as
SINRk,zf ≈ E {Ps,zf}E
{
1
PI,zf + σ
2
k
}
(4.78)
≈ ρd(M −K)BI
(
K2 + ρdK(K − 1)(At −BI)(ρd(At −BI) + 2)
(ρd(K − 1)(At −BI) +K)3
)
, (4.79)
where BI is defined in (4.66), and At can be found in (4.36).
Proof. Consider the same method as shown in the proof of Theorem 2 based on Propo-
sition 2, let X1,zf = PI,zf + σ
2
k and we have
E{X1,zf} = E{PI,zf}+ E{σ2k} ≈ ρd
K − 1
K
(At −BI) + 1, (4.80)
based on (4.72). Following the discussions of E{PI,zf} in Proposition 4, we have
var(X1,zf) = var(PI,zf) + var(σ
2
k) ≈ ρ2d
K − 1
K2
(At −BI)2. (4.81)
Substituting (4.80) and (4.81) into (4.30), E
{
1/(PI,zf + σ
2
k)
}
can be obtained. Together
with (4.65), we have (4.79).
Similar to the discussion following Theorem 2, the expression (4.79) can be simplified
into the corresponding result in [45, Eq. (44)] by considering the perfect channel reci-
procity and the large number of UTs. Furthermore, our expression in (4.79) can be
applied in more generic cases, e.g., K is small.
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To this end, the analytical expressions of the output SINR in the MRT and ZF precoded
systems are provided in (4.49) and (4.79) respectively. Note that the deduction from
the results in the Theorem 2 and Theorem 3 to specialised cases such as the general
Gaussian distributed errors can be straightforward, simply by setting the truncated
ranges to infinity. We shall provide the analysis and comparison of these expressions
in the following discussions.
4.2.3 Discussions
We first consider the impact of the reciprocity error on the desired signal power and
interference power separately. For the MRT precoded system, it can be observed from
(4.38) and (4.44) that both Tx/Rx-front phase errors degrade the desired signal power,
but neither of them contributes to the interference power since non-coherent adding of
the precoder and the channel for the interference. Move on to the amplitude errors,
only the Tx-front error exists in (4.44), and amplifies the interference power, which
is unlike the impact on the signal power, where both Tx/Rx front amplitude errors
are present. Recall (4.65) and (4.72) for the ZF precoded system, apparently, both the
desired signal power and the inter-user interference power are affected by the amplitude
and phase reciprocity errors at both Tx/Rx frontends.
We then take the channel estimation error into account. Based on (4.49) and (4.79),
an intuitive conclusion can be drawn that the increase of the estimation error results in
the performance degradation of the output SINR, for both MRT and ZF. Furthermore,
it is expected that the effect of the estimation error may be amplified by the reciprocity
error, in the sense that the estimation error is multiplied with the reciprocity error as
shown in (4.25).
Note that the focus of this chapter is to investigate the effect of imperfect channel
reciprocity on the performance of MRT and ZF precoding schemes. We remove the
channel estimation error from (4.49) in Theorem 2 with (4.79) in Theorem 3, i.e., let τ
be zero, and obtain
˜SINRk,mrt ≈ ρd (((M − 1)AIAt + 2At))
(
K2 + ρdK(K − 1)(ρdA2t + 2At)
(ρd(K − 1)At +K)3
)
, (4.82)
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and
˜SINRk,zf ≈ ρd(M −K)AIAt
(
K2 + ρdK(K − 1)At(1−AI)(ρdAt(1−AI) + 2)
(ρd(K − 1)At(1−AI) +K)3
)
,
(4.83)
where ˜SINRk,mrt and ˜SINRk,zf represent the output SINR under the effect of the reci-
procity error only. Comparing (4.82) with (4.83), first, we observe that the effects of
the Tx and Rx front amplitude errors are not equivalent for both MRT and ZF, thus it
is meaningful to model Hbr and Hbt separately. Second, it can be claimed that the ZF
precoding scheme is likely to be more sensitive to the phase errors compared to MRT.
For example, Due to the phase error involving in the ZF precoded system, the power
of the desired signal decreases and the power of the interference increases, whereas no
effect of the phase error on the interference power when MRT is implemented. Hence,
more impact of the phase errors on the ZF precoder can be expected than that on the
MRT precoder.
4.3 Asymptotic SINR Analysis
In this section, we simplify the closed-form expressions in Theorem 2 and Theorem 3,
by considering the case when M goes to infinity, which leads to several implications for
the massive MIMO systems.
4.3.1 Without Channel Estimation Error
We first focus on the expressions of ˜SINRk,mrt and ˜SINRk,zf, and analyse the effect of
the reciprocity error on the MRT and ZF precoded systems without considering the
channel estimation error.
4.3.1.1 Maximum Ratio Transmission
Recall (4.82), two multiplicative terms are corresponded to the desired signal power
and interference power. When K  1, the second term becomes E{1/(PI,mrt + σ2k)} ≈
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1/(ρdAt + 1), thus ˜SINRk,mrt can be approximated by
˜SINRk,mrt
K1−−−→ ρd((M − 1)AI + 2)
K(ρd +A
−1
t )
. (4.84)
In the high region of transmit SNR, by assuming M →∞ and At ≈ 1 as mentioned in
(4.36), the asymptotic expression of (4.82) can be given as
lim
M→∞,
K1
˜SINRk,mrt =
M
K
AI , (4.85)
where AI can be found in (4.37). As discussed in the paragraph following (4.37), we
have AI = 1 in the case with perfect channel reciprocity, whereas AI → 0 when the
level of reciprocity errors increases.
From (4.85), several conclusions can be given for MRT. First, the asymptotic expression
in (4.85) can be simplified to the result in [2, Table 1] in the case with the perfect channel
reciprocity and high transmit SNR, and the output SINR of MRT is upper-bounded
by the ratio M/K due to the inter-user interference. Second, when the significant
reciprocity error is introduced into the system, we have AI → 0, and consequently,
the larger number of M or increasing ratio of M/K may not lead to the better system
performance, due to the error ceiling limited by the reciprocity error, which corresponds
the multiplicative term (i.e., AI) that in (4.85).
4.3.1.2 Zero Forcing Precoding
Similar to (4.85), we update the analytical results of the output SINR for ZF, asymp-
totically with M →∞ and K  1. Recall (4.83), we have
lim
M→∞,
K1
˜SINRk,zf =
ρd(M −K)AIAt
K(ρdAt(1−AI) + 1) . (4.86)
In the case with the perfect channel reciprocity, we have AI = 1, then (4.86) can be
transformed to the result in [2, Table 1]. Since (1−AI) = 0 in this case, it is unlikely to
directly simplify (4.86) to the noise-free case (as (4.85) of MRT) even in the high region
of transmit SNR. Consider the case when the level of the reciprocity error increases,
we have AI → 0. In addition, as mentioned following (4.36), the value of At is close to
one. Hence, in the high SNR regime, with the significant reciprocity error as considered
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in [78], the value of the term ρdAt(1−AI) (or equivalently ρd(1−AI)) can be significant,
i.e., ρd(1−AI) 1, thus we have
lim
M→∞,MK1,
ρd(1−AI)1
˜SINRk,zf =
M
K
(
1
A−1I − 1
)
, (4.87)
with A−1I > 1 in this case. From (4.86), again, we can conclude that the ZF precoded
system performance can be hindered due to the impact of both amplitude and phase
reciprocity errors, even with the infinite number of BS antennas. Also, when the higher
level of the reciprocity error is introduced, the variation of the output SINR can be
independent of the transmit SNR, and the error ceiling, which corresponds to the
reciprocity-error-related multiplicative component (1/(A−1I − 1)), can be observed in
(4.87).
4.3.1.3 Comparison
From (4.85) and (4.87), we observe that the channel reciprocity error causes the random
multiplicative distortions. One aspect of the error effects is the error ceilings, e.g., AI
in (4.85) for MRT and
(
1/
(
A−1I − 1
))
in (4.87) for ZF. Besides the previous discussions
followed by (4.85) and (4.87), several implications can be provided by comparing the
performance of MRT and ZF. Consider the same assumption for (4.87), in the high
region of the transmit SNR, we have
C˜I , lim
M→∞,MK1,
ρd(1−AI)1
˜SINRk,zf
˜SINRk,mrt
=
1
1−AI > 1, (4.88)
where the term C˜I denotes the ratio of the asymptotic SINR expressions of ZF and
MRT. Under the conditions of (4.88), it can be concluded that the performance pre-
ponderance of using ZF over MRT is only conditioned on the level of reciprocity errors.
In the case that AI → 1, the lower level of the reciprocity error is introduced into
the systems, and ZF outperforms MRT in terms of the output SINR. On contrary,
when AI → 0, corresponding to the significantly high level of the reciprocity errors, the
ZF precoded system is more affected by the channel reciprocity errors than the MRT
system, and consequently, the performance degradation of both systems results in the
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almost identical output SINR, which can be represented by
C˜I
AI→0−−−−→ 1. (4.89)
This leads to a useful guidance of precoding schemes selection for the massive MIMO
systems in the presence of channel reciprocity errors in practice.
4.3.2 With Channel Estimation Error
We extend the prior analysis in (4.85) and (4.87) by considering the channel estimation
error. Recall (4.49) in Theorem 2 and (4.79) in Theorem 3, and consider the same
conditions for (4.85) and (4.86), we obtain the asymptotic expressions as
lim
M→∞,
K1
SINRk,mrt =
M
K
(
ρdB˜I
ρd +A
−1
t
)
, (4.90)
and
lim
M→∞,
K1
SINRk,zf =
M −K
K
(
ρdB˜I
ρd(1− B˜I) +A−1t
)
, (4.91)
where B˜I , BIA−1t . Note that we have assumed that At, Ar ≈ 1 in the discussion
following (4.36), hence we approximate
B˜I ≈ (1− τ2)AI . (4.92)
From (4.92), it is expected that B˜I → 0 when AI → 0, irrespective of the existence of
the estimation error. Then, similar to (4.88), we can define
CI , lim
M→∞,
MK1
SINRk,zf
SINRk,mrt
=
1
1− B˜I
≥ 1, (4.93)
where CI is the generalised expression of C˜I , by taking the imperfect channel estimation
into the consideration. Note that in (4.93), the case with CI = 1 corresponds to that
the channel estimate and actual channel are uncorrelated, i.e., τ = 1. In addition, we
can conclude that
CI
AI→0−−−−→ 1. (4.94)
Therefore, the conclusion following (4.88) still holds when the channel estimation error
is introduced into the system.
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4.4 Simulation Results
In this section, we present simulation results to compare the performance of ZF and
MRT precoders in massive MIMO systems with reciprocity errors, and validate the
analytical expressions of the output SINR in Section 4.2 and asymptotic results of Sec-
tion 4.3. Unless specified otherwise, the number of BS antennas M = 500, the number
of single-antenna UTs K = 20, and the transmit SNR, ρd = 10 dB (note that equal
power allocation is considered for K UTs). We model the random variables Abr,i, Abt,i,
ϕbr,i and ϕbt,i as independent truncated Gaussian distribution. In order to clarify the
combinations of the parameters for each random variable, e.g., the expected value αbr,0,
variance σ2br and truncated ranges [ar, br] for Abr,i, we use quadruple notations, e.g.,
(αbr,0, σ
2
br, [ar, br]), and similar terms apply for Abt,i, ϕbr,i and ϕbt,i. These parameters
that related to amplitude and phase errors are measured in dB and in degrees (denoted
by (·)◦), respectively.
4.4.1 Channel Reciprocity Error Only
The focus of this chapter is on the effect of the reciprocity errors on the system perfor-
mance; hence, we first present the simulation results corresponding to the expressions
(4.82) and (4.83).
4.4.1.1 SINR analysis for MRT and ZF
To verify the theoretical results of ˜SINRk,mrt and ˜SINRk,zf, we first consider a special
case where only the amplitude mismatch error is present. Here, since the effects of ϕbr,i
and ϕbt,i are equivalent on (4.82) and (4.83), we introduce the constant phase error with
(θbr,0, σ
2
ϕr , [θr,1, θr,2]) = (θbt,0, σ
2
ϕt , [θt,1, θt,2]) = (0
◦, 0.5, [−20◦, 20◦]) following [78]. Let
the amplitude error variances σ2br = σ
2
bt = σ
2
A be the x-axis, the effect of the amplitude
errors Abr,i and Abt,i on MRT and ZF can be given in Fig. 4.2 and Fig. 4.3 respectively,
where we consider the following scenarios:
Case 1: Considering certain parameters, e.g., changing the truncated range [ar, br]
and the variance σ2A in Fig. 4.2(a) and Fig. 4.3(a).
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Figure 4.2: Output SINR with MRT precoding in the presence of fixed phase errors
and different combinations of amplitude errors.
Case 2: Comparing the impacts of Tx and Rx frontends, e.g., for MRT, Fig. 4.2(b)
vs Fig. 4.2(d); for ZF, Fig. 4.3(b) vs Fig. 4.3(d).
Case 3: Comparing the error impacts on ZF and MRT, e.g., Fig. 4.2(a) vs Fig. 4.3(a).
By considering the various amplitude error parameters (as Case 1) in Fig. 4.2 and
Fig. 4.3, our analytical results exactly match the simulated results for both MRT and
ZF. Additionally, considering the above scenarios, we observe the following:
OB1. For both ZF and MRT, the impact of the Tx front amplitude errors is different
from that of the Rx front. For example, in Case 2, the results of Fig. 4.2(a) and
Fig. 4.2(c) show a slight difference between the truncated ranges of amplitude
errors [ar, br] and [at, bt], while Fig. 4.2(b) vs Fig. 4.2(d) demonstrate a greater
impact from the expected value of Tx front amplitude errors αbt,0 than that from
Rx front αbr,0.
OB2. It can be revealed from Case 3 that ZF is much more sensitive to the ampli-
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Figure 4.3: Output SINR with ZF precoding in the presence of fixed phase errors and
different combinations of amplitude errors.
tude errors than MRT, as we discussed in Section 4.3. For example, comparing
Fig. 4.3(a) and Fig. 4.2(a), with the same parameters, ZF experiences nearly 3
dB SINR loss compared to less than 1 dB loss in MRT.
Focusing on phase reciprocity error, we fix amplitude errors to (αbr,0, σ
2
br, [ar, br]) =
(αbt,0, σ
2
bt, [at, bt]) = (0 dB, 0.5, [−1 dB, 1 dB]) as in [78]. As shown in (4.82) and
(4.83), the phase errors ϕbr,i and ϕbt,i have similar effect on SINR, hence, we assume
(θbr,0, σ
2
ϕr , [θr,1, θr,2]) = (θbt,0, σ
2
ϕt , [θt,1, θt,2]) = (θ0, σ
2
P , [θ1, θ2]) as shown in Fig. 4.4 and
Fig. 4.5. The perfect match between the simulation results and our analytical results
can be observed from Fig. 4.4 and Fig. 4.5. We also draw the following observations:
OB3. From Fig. 4.5, the phase errors can cause significant degradation of the ZF pre-
coded system, e.g., with (0◦, 0.5, [−40◦, 40◦]), almost 6 dB loss in terms of SINR,
whereas the less severe SINR degradation (around 2 dB loss) can be seen from
Fig. 4.4 for the MRT system.
OB4. The main factors of the phase error are likely to be the error variance σ2P and the
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Figure 4.4: Output SINR with MRT precoding in the presence of fixed amplitude errors
and different combinations of phase errors.
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Figure 4.5: Output SINR with ZF precoding in the presence of fixed amplitude errors
and different combinations of phase errors.
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relative truncated range, i.e., (θ2−θ1), rather than the expected values θ0 (see the
closed curves between which the only difference is the increased expected values
0◦, 10◦ and 20◦ in Fig. 4.4, and similar in Fig. 4.5) and the absolute values of θ1
and θ2 (see the closed curves with truncated ranges [−30◦, 10◦] and [−20◦, 20◦]
in Fig. 4.4, and with [−10◦, 30◦] and [−20◦, 20◦] in Fig. 4.5).
To this end, we have investigated the output SINR performance in the presence of
different combinations of the reciprocity error. The match between analytical and
simulated results corroborates our closed-form SINR expressions in (4.82) and (4.83).
Furthermore, as discussed in OB2 and OB3, it can be concluded that the MRT precoded
system is more tolerant to both amplitude and phase reciprocity errors compared with
the ZF, which is consistent with the theoretical analysis in Section 4.2.3.
4.4.1.2 When M goes to infinity
The theoretical results in Theorem 2 and 3, as well as (4.82) and (4.83) are conditioned
on a large number of BS antennas M , which motivates us to investigate the case with
the asymptotic limit, i.e., M → ∞. Again, for the sake of easy comparison with
the previous simulation results, let the same error parameters be considered for the
transmit and receive sides. Also, we define the “Normal Level Reciprocity Error” with
the amplitude errors (0 dB, 0.5, [−1 dB, 1 dB]) and phase errors (0◦, 0.5, [−20◦, 20◦]) as
considered in [78], and “High Level Reciprocity Error” with (0 dB, 1, [−4 dB, 4 dB]) and
(0◦, 1, [−50◦, 50◦]). Fig. 4.6 demonstrates the performance of the output SINR for ZF
and MRT with different values of M . It can be concluded that our theoretical results
accurately reflect the system performance in all cases, even with the not-so-large values
of M comparing to K (e.g., M ≤ 50), which corresponds to the theory in [118]. Also, in
general, ZF outperforms MRT, but again, it is much less tolerant to reciprocity errors.
Specifically, with high-level errors, more than 10 dB SINR degradation is observed in
the ZF precoded system, compared to the system with the ideal channel reciprocity.
Fig. 4.7 investigates the error ceiling effect that discussed in Section 4.3 by increasing
the transmit SNR ρd. We have M = 500, K = 20 to satisfy the conditions of the
limit that M → ∞ and K  1. Without the channel reciprocity errors, the output
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Figure 4.6: Output SINR versus M in the presence of different levels of channel reci-
procity errors.
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Figure 4.7: Output SINR versus SNR in the presence of different levels of channel
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SINR of ZF rises without an upper bound as growth of ρd, while that of MRT suffers
from the inter-user interference in the high regime of ρd. The error ceiling obtained in
Fig. 4.7 match the result in (4.85) for MRT, and the result in (4.87) for ZF. This, in
turn, leads to the conclusion that in the high regime SNR (e.g., ρd ≥ 20 dB), both ZF
and MRT suffer from the impact of the reciprocity errors, which results in the degraded
performance that is independent of the transmit SNR.
In addition, we observe from Fig. 4.6 and 4.7 that MRT outperforms ZF in the low
SNR regime or with the relatively small ratio of M/K.
4.4.2 Imperfect Channel Estimation
We then extend our investigations in Fig. 4.7 by taking the channel estimation error
into considerations. The same conditions are applied as in Fig. 4.7, in addition with
the estimation error parameter τ2 = 0.1. As shown in Fig. 4.8, the close match between
the analytical and simulated results validates the output SINR expressions in (4.49)
for MRT and (4.79) for ZF, as well as the error ceiling factors in (4.90) and (4.91).
Furthermore, it reveals the significant impact of the reciprocity error on the estimation
error. For example, in the case that ρd = 10dB, the estimation error (with τ
2 = 0.1)
causes slight performance degradation of the output SINR of the MRT precoder, around
0.5dB, which is then considerably increased to 4dB when the high-level reciprocity error
introduced. The ZF precoded system with imperfect channel estimation suffers more
from the reciprocity errors, such that more than 10 dB SINR loss can be experienced in
the case with the high-level reciprocity error, compared with the degraded performance
caused by the estimation error only. In addition, the results in Fig. 4.7 and 4.8 can be
considered in selecting suitable modulation schemes for the practical massive MIMO
system in the presence of different levels of the reciprocity error and the estimation
error.
Then, we can generalise the conclusion at the end of Section 4.4.1.1 by taking the
imperfect channel estimation into account, and summarise that the MRT precoded
system can be more robust to both reciprocity and channel estimation errors compared
with the ZF precoded system.
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4.4.3 Implications
In order to illustrate the implications that discussed in (4.88) and (4.93), we consider
the results from Fig. 4.6, 4.7 and 4.8 to determine the proper values for the conditions
in (4.88) and (4.93). Here let M = 500, K = 20 and ρd = 20 dB. We also consider a
smaller value of the estimation error parameter, i.e., τ2 = 0.01. Since (4.88) and (4.93)
are proportional to the term AI , which is related to both amplitude and phase errors
at both Tx/Rx RF frontends, let σ2A = σ
2
P to capture the aggregated variation of AI .
The other parameters have the same values of “High Level Reciprocity Error”. We
then derive SINRZF/MRT, i.e., the ratio of (4.83) to (4.82), and SINR
err
ZF/MRT, i.e., the
ratio of (4.79) to (4.49), to demonstrate the output SINR comparison between MRT
and ZF, corresponding to C˜I in (4.88) and CI in (4.93), respectively. It can be seen
that the simulation-based results in Fig. 4.9 are tightly matched with analytical results
of SINRZF/MRT and SINR
err
ZF/MRT. We can also observe a close match between the
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Figure 4.9: Output SINR comparison of MRT and ZF.
analytical results of SINRZF/MRT and SINR
err
ZF/MRT with the asymptotic results C˜I and
CI respectively. Furthermore, we can conclude from Fig. 4.9(a) that the performance
preponderance of using ZF over MRT decreases precipitously when the level of the
reciprocity error increases, and ends up with no gain compared to that of MRT. This
conclusion holds in the case with the estimated channel as shown in Fig. 4.9(b). The
match between our asymptotic result in (4.93) and the simulation results in (b) of
Fig. 4.9, confirms that the gain of ZF is highly dependent on the quality of the channel
reciprocity, and this gain can be independent of the estimation error especially with
the severe reciprocity error introducing into the system, as discussed in Section 4.3.
Along with the observation at the end of Section 4.4.1.2, our results in this chapter also
indicate that MRT is more efficient compared to ZF in the high region of the reciprocity
error, and in the relatively low region of the reciprocity error with the low transmit
SNR or with the small ratio of M/K. However, we would like to note that further
investigations, including the computational complexity of different precoding schemes,
may be needed to provide a reliable comparison among different schemes.
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4.5 Summary
In this chapter, we have analysed the impact of the reciprocity errors caused by RF
mismatches, on the performance of linear precoding schemes such as MRT and ZF in
TDD MU massive MIMO systems. Considering reciprocity errors as multiplicative un-
certainties in the channel matrix with truncated Gaussian amplitude and phase errors,
we have derived the analytical expressions of the output SINR for MRT and ZF in the
presence of the reciprocity errors, and have analysed the asymptotic behaviour of the
system when the number of antennas at the BS side is large. The theoretical analysis
has revealed the error ceiling factor caused by the reciprocity errors in the massive
MIMO systems. The comparison between MRT and ZF has provided important in-
sights such as the choice of precoding schemes for the massive MIMO systems with
RF mismatch errors, which inevitable in practice. The perfect match has been found
between the analytical and simulated results in the cases with the practical and asymp-
totically large values of the BS antennas, which verifies that our analytical results can
be utilised to effectively evaluate the performance of the considered system.
Chapter 5
Self-Calibration for Massive MIMO with
Channel Reciprocity and Channel
Estimation Errors
N
ON-RECIPROCITY, as shown in the previous work in Chapter 4, can cause
severe performance degradation of linear precoders in the TDD massive MIMO
system.Therefore, it is of great interest to study suitable reciprocity calibration schemes
to release the potential of TDD massive MIMO systems. In this chapter, we present
and investigate two new calibration schemes for TDD-based multi-user massive MIMO
systems, namely, relative calibration and inverse calibration. In particular, the design
of the proposed inverse calibration takes into account a compound effect of channel
reciprocity error and channel estimation error. We further derive closed-form expres-
sions for the ergodic sum rate and the receive mean-square error, assuming maximum
ratio transmissions with the compound effect of both errors, in order to provide an
in-depth analysis of the pre- and post-equalisation performance of a precoded massive
MIMO system with different calibration schemes.
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Figure 5.1: A TDD multi-user massive MIMO System with calibration circuits.
5.1 System Model
A TDD multi-user massive MIMO system is considered in this chapter as illustrated
in Fig. 5.1. It consists of M antennas at the BS, each antenna is connected with
an individual RF chain. In addition, K single-antenna UTs (M  K) are served
in the same time and frequency resources. We assume that the time delay from the
UL channel estimation to the DL transmission is less than the coherence time of the
channel, ensuring that the propagation channels on the UL and DL are equal.
5.1.1 Modelling of Channel Reciprocity Error and Channel Estima-
tion Error
As shown in Fig. 5.1, the overall transmission channel comprises the radio propagation
channel as well as Tx and Rx RF frontends at the BS side1. The UL and DL propagation
channels are reciprocal, whereas the Tx and Rx frontends are not [57,62]. More specif-
ically, the UL and DL propagation channel responses are denoted by H ∈ CM×K and
HT respectively, whose entries are assumed to be independent identically distributed
1The impact of imperfect channel reciprocity at the single-antenna UT side on the system perfor-
mance is negligible [4]. Therefore, our emphasis is on the imperfect channel reciprocity at the BS side
only.
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complex Gaussian random variables with zero mean and unit variance, i.e., CN (0, 1).
On the other hand, the effective response matrices of the Rx and Tx RF frontends
at the BS are denoted by M ×M diagonal matrices Hbr and Hbt, respectively. We
consider the same model of the RF frontends response as that in Chapter 4. Briefly
speaking, Hbr and Hbt are given by (4.1) and (4.3), respectively. The i
th diagonal
entries of Hbr and Hbt, hbr,i and hbt,i, represent the per-antenna response of the Rx
and Tx RF frontend, which are given by (4.2) and (4.4), respectively. The amplitude
and phase reciprocity errors, Abr,i, ϕbr,i in (4.2) and Abt,i, ϕbt,i in (4.4) can be modelled
as independent truncated Gaussian random variables as in (4.8), (4.9) and (4.6), (4.7).
Without loss of generality, the reciprocity-error-related parameters are assumed to be
static, e.g., αbr,0, σ
2
br, ar and br of Abr,i in (4.8) remain constant within the considered
coherence time of the channel or even longer period, e.g., minutes [104].
We then consider the UL training protocol based on the MMSE channel estimation as
in [44], by taking into account the effect of Hbr and Hbt. More specifically, in TDD
massive MIMO systems, UTs first transmit the orthogonal UL pilots of length τu to
BS, where τu ≥ K. Therefore, the MMSE estimate of the actual UL channel response
Hu can be given by [44]
Hˆu = aHbrH + bNu, (5.1)
where the estimation-error-related parameters are given by
a =
τuρu
τuρu + 1
, b =
√
τuρu
τuρu + 1
. (5.2)
In addition, the M ×K noise matrix Nu has i.i.d. CN (0, 1) elements, and ρu denotes
the expected UL transmit SNR. Then the BS uses the transpose of Hˆu as the estimate
of the DL channel Hˆd, i.e., Hˆd = Hˆ
T
u , whereas the actual effective DL channel is
Hd = H
THbt. By comparing Hˆd and Hd, we can rewrite the DL channel estimate Hˆd
as
Hˆd = aHdE + bN
T
u , (5.3)
where E = H−1bt Hbr denotes the channel reciprocity error. According to the property
of the MMSE channel estimation, the actual DL channel matrix Hd can be further
decomposed into a combination of DL channel estimation matrix and an independent
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estimation error matrix [110]. Considering the effect of the channel reciprocity error
E, we have
Hd = (Hˆd + V)E
−1, (5.4)
where V is the channel estimation error matrix with entries modelled as CN (0, 1τuρu+1)
and is independent of Hˆd. It is reasonable to further assume the independence between
Hˆd, V, and E (or equivalently Hbt and Hbr). We can see from (5.4) that imperfect
channel estimation causes an additive distortion, V, while imperfect reciprocity intro-
duces a multiplicative distortion, E, in the sense that E is multiplied with the channel
estimate Hˆd and the estimation error V. As demonstrated in Chapter 4, the com-
pound effect of the additive estimation error and the multiplicative reciprocity error
can cause a significant performance degradation of the considered system. This in turn
requires a careful design of calibration schemes to compensate for the performance loss
caused by the reciprocity error, by taking the aforementioned compound effect into
considerations.
5.1.2 Calibration and Downlink Precoding
Let a K × 1 vector s = [s1, · · · sk, · · · , sK ]T denote the symbol to be transmitted to K
UTs, where the normalised symbol power per user is assumed, i.e., E
{|sk|2} = 1, fork =
1, 2, · · · ,K. We also assume that the symbols of different users are independent. The
BS applies an M ×K linear precoding matrix W to map the symbol vector s into an
M × 1 transmit signal vector to the BS antennas. We use x to denote this transmit
signal vector, which is given by
x =
√
ρdλWs, (5.5)
where ρd denotes the average transmit power at the BS (note that the expression
(5.5) implies that the power is equally allocated to each UT in this work), and λ is a
normalisation parameter to satisfy the transmission power constraint at the BS such
that
E
{‖x‖2} = E{‖√ρdλWs‖2} = ρd. (5.6)
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Hence, λ can be calculated as follows:
λ =
√
1
E {tr (WWH)} . (5.7)
Based on (5.5), the received signals of all K UTs can be expressed in a vector form as
y = Hdx + n =
√
ρdλH
THbtWs + n, (5.8)
where the K × 1 vector n denotes the DL received noise for all K UTs, whose kth
element nk ∼ CN (0, σ2k). We assume that σ2k = 1,∀k. Therefore, ρd can also be
treated as the average input SNR for the DL transmission. For the kth UT, we have
yk =
√
ρdλh
T
kHbtwksk +
K∑
i=1,i 6=k
√
ρdλh
T
kHbtwisi + nk, (5.9)
where the M ×1 vectors hk and wk are the kth column of H and W respectively. Note
that the received signal yk in (5.9) is decomposed into three terms. The first two terms
accounts for the desired signal for the kth UT and the inter-user interference from other
K − 1 UTs, respectively, while the last term represents the receiver noise.
Since W is a function of the DL channel estimate instead of the actual DL channel
response, the performance of linear precoding schemes is affected by the imperfect
channel reciprocity. To this effect, the reciprocity calibration can be carried out, where
basically two types of calibration schemes have been widely considered [76]. One is
so-called pre-precoding calibration, in which the DL channel estimate, Hˆd, is first cal-
ibrated and precoding is applied subsequently. The other one is called post-precoding
calibration, i.e., performing calibration after precoding. We consider the pre-precoding
calibration which outperforms the post-precoding calibration as shown in [76]. More
specifically, an M×M pre-precoding calibration matrix B is introduced to compensate
for the non-reciprocity, such that Hˆd in (5.3) becomes
Hˆd,CL = aHdEB + bN
T
uB, (5.10)
where Hˆd,CL represents the estimate of the DL channel response after applying cali-
bration, which could be used to calculate the DL precoding matrix W. The majority
of the reported results on the reciprocity calibration has proposed the design concept
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of the calibration matrix B without considering the effect of channel estimation er-
ror [57, 76, 104], e.g., in the case with a ≈ 1 and b ≈ 0. In such case, the minimum
requirement to calibrate the BS antennas is that EB = cIM , where the scalar
2 c ∈ C 6=0
is multiplied by all calibration factors, thus, does not change the direction of the pre-
coding beamformer [72]. However, in practice, the value of b can be significant, e.g.,
b ≈ a, due to the imperfections on channel estimation. As a result, the current re-
sults based on the aforementioned minimum requirement, e.g., B = E−1 = HbtH−1br
in [76], may not able to be held in the presence of the compound effect of reciprocity
and channel estimation errors. More specifically, it can be seen from (5.10) that the
calibration matrix B may amplify the power of the estimation noise, or equivalently
the channel estimation error. We name this effect “estimation error amplification”,
which can even outweigh the benefit of calibration in the case with a significant level
of channel estimation error, such as in the low region of ρu. This has motivated us to
design a calibration matrix by taking into account the compound effect of both errors,
as discussed in the following section.
5.2 Proposed Calibration Scheme
The acquisition of the calibration matrix B contains two steps: 1) the estimation of
Hbt, Hbr, and 2) finding B based on the estimates of Hbt and Hbr. The most prevalent
self-calibration approach, named relative calibration, combines these two steps in a
way that it estimates the ratio of Hbt to Hbr, then obtains B = cHbtH
−1
br . Different
techniques have been proposed to realise the relative calibration for massive MIMO
systems [104, 105]. However, besides the limitations of these techniques mentioned
in Chapter 2, these works ignore the impact of the channel estimation error on the
calibration matrix, as discussed at the end of Section 5.1. In the following, we first
present a calibration circuit used for the first step. We then discuss two calibration
algorithms obtained based on the considered circuit design, and their relationship with
the channel estimation error.
2The scalar c is arbitrary. C 6=0 denotes the set of non-zero complex numbers.
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5.2.1 RF Frontend Response Measurement
Motivated by the calibration method for conventional MIMO systems in [108], we con-
sider a calibration circuit design in this work, as shown in Fig. 5.1. Such design enables
the BS to reliably measure the effective response of the RF frontend. It can be seen
that the presented calibration circuit contains simple hardware, i.e., Tx/Rx switches
and couplers, thus, it can be easily scaled when M goes large. Further, switching units
attached to each antenna have three modes: “Tx/Rx” mode (the antenna connects to
Tx or Rx RF frontend), “Link” mode (Tx and Rx RF frontends are connected) and
“Null” mode (no connection); a reference signal source is split and equally injected at
each Rx RF frontend by couplers. In addition, this circuit enables both on-line and
off-line calibration by switching among the above-mentioned modes. We assume that
the mismatch in the calibration hardware, i.e., Tx/Rx switches and couplers, is negli-
gible. It is reasonable to make such an assumption since the required matching in the
calibration hardware can be easily achieved [108]. Then, the measurement of Hbt and
Hbr can be carried out, which contains two steps as follows:
5.2.1.1 Self-Connection (SC)
All switching units that attached to the BS antennas are set to be in “Link” mode.
The reference signal source is disconnected. The baseband at the BS, taking the ith
antenna element as an example, estimates the product of hbt,i and hbr,i by sending a
known signal pi, such that
ri = hbr,ihbt,ipi + ui, (5.11)
received at the baseband of the ith antenna. The thermal noise ui has a negligible value
due to the fact that the calibration SNR is usually sufficiently high, e.g., 20 dB, [108].
Thus the estimate of HbtHbr, denoted by RSC, is given by
RSC = diag (r1/p1, · · · , ri/pi, · · · , rK/pK) . (5.12)
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5.2.1.2 Half-Connection (HC)
All switching units that attached to the BS antennas are set to be in “Null” mode. The
reference signal source is equally injected at all Rx RF frontends. Let an M × 1 vector
pref be the reference signal vector with duplicate entries. Then the collective received
signal vector at all the BS antenna baseband is given by
rh = Hbrpref + uh, (5.13)
where rh contains the received signals at each baseband that are sampled at the same
time [108]. Again, the effect of the measurement noise uh is assumed to be insignificant
in this work due to the assumption on the high calibration SNR. Hence, the estimate
of Hbr, denoted by RHC, is given by
RHC = diag(rh) (diag(pref))
−1 . (5.14)
Note that, as discussed in Section 5.1, the reciprocity-error-related parameters, or equiv-
alently, Hbt and Hbr, are relatively static, i.e., they change in a much slower rate com-
pared to the variations of the channel state. Hence, once the measurement of the BS
RF responses, i.e., RSC and RHC, is reliably obtained, it can be applied within the
the coherence time of the channel or even longer period [104]. As a result, the above-
mentioned measurement approach can be easily deployed in both off-line and on-line
calibration schemes, with a relatively low implementation complexity.
5.2.2 A New Design of the Calibration Matrix
Based on the measurement in (5.12) and (5.14), the calibration matrix B can be cal-
culated. The design of the most prevalent self-calibration approach, named relative
calibration, is based on the requirement that discussed at the end of Section 5.1, i.e.,
EB = cIM , or equivalently, B = cHbtH
−1
br . The study in [108] considers the relative
calibration scheme, where the calibration matrix, denoted by BRC, is given by
BRC = RSC (RHCR
∗
HC)
−1 . (5.15)
It is worth mentioning here that different approaches have been presented to realise
the relative calibration scheme [104, 105], without estimating H∗bt and Hbr explicitly.
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However, these works ignore the effect of the imperfect channel estimation, which leads
to the estimation error amplification, and could cause the enhancement of the inter-user
interference. This can eventually outweigh the benefit of calibration, especially, in the
case with the strong channel estimation error, e.g., in the low UL training SNR.
Our design of the calibration matrix takes into account the aforementioned effect of
the estimation error amplification. To this end, a desired calibration scheme should be
able to compensate for the effect of the channel reciprocity error, as well as to reduce
the noise power of the UL channel estimation, or equivalently reduce the estimation
noise variance. Therefore, we devise a new calibration matrix, denoted by BIC, which
is given by
BIC = R
∗
HC (RHCR
∗
SC)
−1 . (5.16)
In the ideal scenario, e.g., in the sufficiently high calibration SNR regime, the calibration
matrix BIC is equivalent to the inverse of the product of H
∗
bt and Hbr. Thus, we name
this calibration scheme as “Inverse Calibration”. Such a scheme can ensure that noise
power of UL channel estimation after calibration is equal to or even less than that
before calibration, since the expected value of the diagonal elements of the product of
H∗bt and Hbr is greater than or equal to one (this can be proved by using the parameters
considered in the examples, i.e., “Normal Level Reciprocity Error” and “High Level
Reciprocity Error”, in Chapter 4). More specifically, recall (5.10), when the MRT is
used at the BS, the precoding matrix W can be given by
Wmrt = Hˆ
H
d,CL . (5.17)
Let λmrt represent the normalisation parameter of the MRT precoding scheme, to meet
the power constraint at the BS. When the proposed inverse calibration is applied at
the BS for the MRT precoder, the precoding matrix Wmrt can be expressed as
WICmrt =
(
aHdEBIC + bN
T
uBIC
)H
= aH−1bt H
∗ + bH−1bt (H
∗
br)
−1 N∗u, (5.18)
also, when the traditional relative calibration is applied at the BS, the precoding matrix
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Wmrt becomes
WRCmrt =
(
aHdEBRC + bN
T
uBRC
)H
= aH∗btH
∗ + bH∗bt (H
∗
br)
−1 N∗u. (5.19)
By multiplying the actual DL channel Hd with (5.18) or (5.19), we can obtain the
products as follows:
HdW
IC
mrt = aH
TH∗ + bHT (H∗br)
−1 N∗u︸ ︷︷ ︸
,EIC
,
HdW
RC
mrt = aH
THbtH
∗
btH
∗ + bHT HbtH∗bt (H
∗
br)
−1 N∗u︸ ︷︷ ︸
,ERC
.
Focusing on the estimation error related terms defined above, i.e., EIC and ERC, it can
be observed that the variance of entries in ERC is higher than that in EIC (considering
E{EICEHIC} and E{ERCEHRC}), and highly likely higher than one, which results in the
amplification of the estimation noise. On the contrary, as mentioned, the proposed IC
takes into account the estimation error so that the variance of the estimation noise is
equal to or even less than that before calibration. We shall evaluate the performance of
the inverse calibration and the traditional relative calibration in the following section.
5.3 Performance Evaluation
In this section, we provide a comprehensive performance evaluation of the inverse cali-
bration and the widely-used relative calibration. We consider two types of performance
metrics, i.e., ergodic sum rate and mean-square error, to analyse the pre- and post-
equalisation performance, respectively. We also consider the simplest precoder, i.e.,
maximum ratio transmission. Note that our theoretical analysis contends with the
compound effects on the system performance of the additive channel estimation error
and multiplicative channel reciprocity error.
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5.3.1 Ergodic Sum Rate
Recall that in (5.9), we denote the desired signal power of the kth UT by Ps, and the
its inter-user interference by PI , where Ps and PI are given by
Ps = |√ρdλhTkHbtwksk|2, (5.20)
PI =
∣∣∣∣∣∣
K∑
i=1,i 6=k
√
ρdλh
T
kHbtwisi
∣∣∣∣∣∣
2
, (5.21)
respectively. Thus, the ergodic rate for the kth UT, denoted by Rk, can be given by
Rk = E
{
log2
(
1 +
Ps
PI + σ2k
)}
. (5.22)
Most prior studies calculate Rk based on the following approximation (see e.g., [76,
Eq. (6)] and [117, Eq. (6)])
E
{
Ps
PI + σ2k
}
≈ E {Ps}
E
{
PI + σ2k
} . (5.23)
Lim et al. in [117] claim that the ergodic sum rate of all K UTs in the low or high SNR
regime can be approximated based on (5.23). Particularly, let RK denote the ergodic
sum rate. Then, RK is given by [117]
RK = KRk ≈ Klog2
(
1 +
E {Ps}
E
{
PI + σ2k
}) . (5.24)
However, it has been proved in [116,119] that the approximation in (5.23) may not be
accurate. Instead, we propose the use of the following approximation that
E
{
Ps
PI + σ2k
}
≈ E {Ps}E
{
1
PI + σ2k
}
, (5.25)
where
E
{
1
PI + σ2k
}
=
1
E{PI + σ2k}
+O
(
var(PI + σ
2
k)
E{PI + σ2k}3
)
. (5.26)
Our results in Chapter 4 show that
(
var(PI + σ
2
k)/E{PI + σ2k}3
)
in (5.26) is independent
of the number of the BS antennas, M . In addition, we have proved in Chapter 4 that,
in certain cases, e.g., in low transmit SNR regime or the number of UTs K is small,
the value of the term
(
var(PI + σ
2
k)/E{PI + σ2k}3
)
is not negligible, which in turn leads
to that
E
{
Ps
PI + σ2k
}
>
E {Ps}
E
{
PI + σ2k
} . (5.27)
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The inequality in (5.27) can even invalidate the approximation in (5.23). As a result,
the approximate in (5.24) does not tightly match the actual ergodic sum rate. On the
contrary, our proposed approximation in (5.25) is more generic and has better accuracy
than that in (5.23), for large or moderate M in the low or high SNR regime. Using
(5.25), RK can be accurately approximated as
RK ≈ Klog2
(
1 + E {Ps}E
{
1
PI + σ2k
})
. (5.28)
5.3.1.1 No Calibration
With no calibration (NC), i.e., B = IM , the k
th UT’s output SINR with uncalibrated
MRT precoder has been derived in Theorem 2 in the previous chapter. The analytical
result of the output SINR in Theorem 2 is obtained based on (5.25) and (5.26), thus,
it can be used to obtain the ergodic sum rate in (5.28), as follows:
Lemma 4. Consider a TDD massive MIMO system modelled in Section 5.1, with
uncalibrated MRT precoder at the BS. The closed-form expression of the ergodic sum
rate for K UTs, RNCK,mrt , is given by
RNCK,mrt ≈Klog2
(
1 + ρdAt
(
a2Ar((M − 1)AI + 2)+ b2
a2Ar + b2
)
×
(
K2 + ρdK(K − 1)(ρdA2t + 2At)
(ρd(K − 1)At +K)3
))
, (5.29)
where the estimation-error-related parameters a and b are given by (5.2), and the
reciprocity-error-related parameters At, Ar and AI are given by (4.36) and (4.37) re-
spectively, in Section 4.2.
Proof. See the proof of Theorem 2 in Chapter 4.
The result in (5.29) quantifies the compound effect of the reciprocity and estimation
errors on the ergodic achievable sum rate of the MRT precoded system without cali-
bration. We can then derive the corresponding analytical results for the case that the
different calibration schemes are applied at the BS. To this end, some useful results
can first be generalised based on the analytical results in the previous chapter and the
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parameters in Appendix A.2. Recall Et4 = E
{
A4bt,i
}
in (A.10), Er
2¯
= E
{
1
A2br,i
}
in
(A.12) and Et
2¯
= E
{
1
A2bt,i
}
in (A.13), we obtain the following generalised results.
E
{|hTkHbtH∗bth∗k|2} = M∑
i1=1
E{|hi1,k|4|hbt,i1 |4 +
M∑
i2=1,i2 6=i1
|hi1,k|2|hi2,k|2|hbt,i1 |2|hbt,i2 |2}
(5.30)
= M
(
2Et4 + (M − 1)A2t
)
. (5.31)
E
{|hTkHbtH∗bth∗i |2} = M∑
j1=1
E{|hj1,k|2|hj1,i|2|hbt,j1 |4
+
M∑
j2=1,j2 6=j1
hj1,khj2,khj1,ihj2,i|hbt,j1 |2|hbt,j2 |2} (5.32)
= MEt4. (5.33)
Similarly, the following results can be derived:
E
{|hTkH−1br h∗i |2} = E{|hTk (H∗br)−1h∗i |2} = MEr2¯ , (5.34)
E
{|hTk (HbtH∗br)−1h∗i |2} = MEt2¯Er2¯ . (5.35)
We can further obtain that
E
{
tr
(
H−1bt H
∗HT (H∗bt)
−1)} = MKEt2¯, (5.36)
E
{
tr
(
(HbtH
∗
br)
−1H∗HT (H∗btHbr)
−1)} = MKEt2¯Er2¯ . (5.37)
Then the analytical expressions of the ergodic sum rate in the case of the different
calibration schemes can be derived by the simple manipulation of the above generalised
results, as given in the following.
5.3.1.2 Inverse Calibration
For the proposed inverse calibration, the corresponding normalisation parameter λICmrt,
the expected values of the desired signal power and the interference power of the k-th
UT, i.e., E
{
P ICs,mrt
}
and E
{
1/
(
P ICI,mrt + σ
2
k
)}
, can be derived, as follows:
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(1) λICmrt: Recall (5.7) and (5.18), the denominator inside of the square root in λ
RC
mrt can
be given by
E
{
tr
(
WICmrt(W
IC
mrt)
H
)} (a)
= E
{
tr
(
a2H−1bt H
∗HT (H∗bt)
−1)}
+ E
{
tr
(
b2(HbtH
∗
br)
−1N∗uN
T
u (H
∗
btHbr)
−1)} (5.38)
= MKEt2¯
(
a2 + b2Er2¯
)
, (5.39)
where (a) is conditioned on the independence between H and Nu. Thus we have
λICmrt =
√
1
MKEt
2¯
(
a2 + b2Er
2¯
) . (5.40)
(2) E
{
P ICs,mrt
}
: Recall (5.20) and E
{|sk|2} = 1, we have
E
{
P ICs,mrt
}
= E
{|√ρdλICmrthTkHbtwICk,mrt|2} , (5.41)
where
E
{|hTkHbtwICk,mrt|2}
= E
{|hTkHbt(aH−1bt h∗k + b(HbtH∗br)−1n∗u,k)|2} (5.42)
= a2E
{|hTk h∗k|2}+ b2E{|hTk (H∗br)−1n∗u,k|2} (5.43)
= a2M(M + 1) + b2MEr2¯ . (5.44)
Substituting (5.40) and (5.44) into (5.41), we have
E
{
P ICs,mrt
}
=
ρd
(
a2(M + 1) + b2Er
2¯
)
KEt
2¯
(
a2 + b2Er
2¯
) . (5.45)
(3) E
{
1/
(
P ICI,mrt + σ
2
k
)}
: Consider that the symbols of different users are independent,
we first calculate E
{
P ICI,mrt
}
as
E
{
P ICI,mrt
}
= E

∣∣∣∣∣∣
K∑
i=1,i 6=k
√
ρdλ
IC
mrth
T
kHbtw
IC
i,mrt
∣∣∣∣∣∣
2 (5.46)
=
K∑
i=1,i 6=k
E
{∣∣√ρdλICmrthTkHbtwICi,mrt∣∣2} (5.47)
(b)
=
ρd(K − 1)
KEt
2¯
, (5.48)
where (b) can be carried out in the similar way as that from (5.41) to (5.45).
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Based on (5.40), (5.45) and (5.51), the closed-form expression of the ergodic sum rate
in the case with the inverse calibration can be given in the following theorem:
Proposition 5. Assuming that the same conditions are held as in the Lemma 4, while
the inverse calibration is applied at the BS. The ergodic sum rate for K UTs, RICK,mrt ,
is given by
RICK,mrt ≈Klog2
(
1 + ρd
(
a2(M − 1) + b2Er
2¯
a2 + b2Er
2¯
)
×
(
(KEt
2¯
)2 + ρdK(K − 1)(ρd + 2Et2¯)
(ρd(K − 1) +KEt2¯)3
))
, (5.49)
where the reciprocity-error-related parameters Er
2¯
and Et
2¯
are given by (A.12) and
(A.13) respectively, in Appendix A.2.
Proof. Based on (5.48), we can calculate var(P ICI,mrt +σ
2
k) by following the technique as
in Theorem 2 in Chapter 4, such that
var
(
P ICI,mrt + σ
2
k
)
=
ρ2d(K − 1)(
KEt
2¯
)2 . (5.50)
Substituting (5.48) and (5.50) into (5.26), we have
E
{
1
P ICI,mrt + σ
2
k
}
=
KEt
2¯
(
(KEt
2¯
)2 + ρdK(K − 1)(ρd + 2Et2¯)
)
(ρd(K − 1) +KEt2¯)3
. (5.51)
Now we can arrive at (5.49) in Proposition 5 by substituting (5.45) and (5.51) in
(5.28).
5.3.1.3 Relative Calibration
Similar to the case with the inverse calibration, λRCmrt, E
{
PRCs,mrt
}
and E{1/(PRCI,mrt +σ2k)}
can be derived. For the sake of simplicity, we list the main results for the relative cali-
bration scheme as below. The derivation of these results follows the similar technique
as that of the inverse calibration.
λRCmrt =
√
1
MKAt
(
(a2 + b2Er
2¯
)
) . (5.52)
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E
{
PRCs,mrt
}
=
ρd
(
a2((M−1)A2t + 2Et4)+b2Et4Er2¯
)
KAt
(
a2 + b2Er
2¯
) . (5.53)
E
{
PRCI,mrt
}
=
ρd(K − 1)Et4
KAt
. (5.54)
Based on the above results, we can obtain the corresponding closed-form expression of
the ergodic sum rate as follows:
Proposition 6. Assuming that the same conditions are held as in the Lemma 4, while
the relative calibration is applied at the BS. The ergodic sum rate for K UTs, RRCK,mrt ,
is given by
RRCK,mrt ≈Klog2
(
1+ρd
(
a2((M−1)A2t +2Et4)+ b2Et4Er2¯
a2 + b2Er
2¯
)
×
(
K2A2t +ρdK(K−1)Et4(ρdEt4+2At)
(ρd(K − 1)Et4 +KAt)3
))
, (5.55)
where the reciprocity-error-related parameters Et4 is given by (A.10) in Appendix A.2.
Proof. Consider the similar techniques as in the proof of Proposition 5, we have
E
{
1
PRCI,mrt + σ
2
k
}
=
KAt
(
K2A2t + ρdK(K − 1)Et4(ρdEt4 + 2At)
)
(ρd(K − 1)Et4 +KAt)3
. (5.56)
Substituting (5.53) and (5.56) in (5.28), we have (5.55) in Proposition 6.
Comparing (5.49) with (5.55), it can be seen that the inverse calibration completely
removes phase reciprocity error, and leaves the MRT precoder with the negligible
amplitude-error-related parameters, i.e., Et
2¯
and Er
2¯
. On the contrary, the relative
calibration introduces the residual amplitude error into the MRT system, i.e., A2t and
Et4 in (5.55). As given in Appendix A.2, E
t
4 > A
2
t > At. This in turn can cause the
aforementioned estimation error amplification. Consequently, the compound effect of
the residual amplitude reciprocity error and the “amplified” channel estimation error
may result in a significant performance loss in the system with the relative calibration.
5.3.2 Mean-Square Error
In practice, each UT should perform equalisation to reliably decode the received signal
yk. This is particularly important in the case with high orders of modulation and
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a soft decoder. The equalisation process requires the knowledge of the DL CSI, or
equivalently, the effective DL channel response which consists of the precoding vector
and the channel gain. We denote the effective DL channel response by gk, which is
given by
gk =
√
ρdλh
T
kHbtwk. (5.57)
The acquisition of gk at the UT side in the massive MIMO system can be achieved
efficiently by the DL beamforming training technique [120, 121]. We assume that the
training SNR is sufficiently high to guarantee the perfect knowledge of gk at the k
th
UT [120]. The widely used zero-forcing equalisation [111] is considered in this chapter,
such that the kth UT applies the inverse of gk to yk for decoding. Let sˆk denote the
decoded signal, we have
sˆk =
yk
gk
= sk +
K∑
i=1,i 6=k
gisi +
nk
gk
, (5.58)
where gi = g
−1
k
√
ρdλh
T
kHbtwi. As mentioned in Chapter 1, one important post-
equalisation performance metric is the receive MSE at each UT. Note that the BER is
another important performance metric to evaluate the effectiveness of the calibration
schemes after applying equalisation, which can be considered in the future work. Based
on (5.58), the post-equalisation MSE at the kth UT can be calculated as
MSEk = E
{|sˆk − sk|2} (5.59)
= E

∣∣∣∣∣∣
K∑
i=1,i 6=k
gisi
∣∣∣∣∣∣
2+ E
{∣∣∣∣nkgk
∣∣∣∣2
}
. (5.60)
We notice that there are two uncorrelated terms in (5.60) which can be further simplified
due to the property of si and nk. More specifically,
E{|
K∑
i=1,i 6=k
gisi|2} =
K∑
i=1,i 6=k
E
{
|gisi|2
}
=
K∑
i=1,i 6=k
E
{
|gi|2
}
, (5.61)
E
{∣∣∣∣nkgk
∣∣∣∣2
}
= E
{
1
|gk|2
}
. (5.62)
Thus the MSE can be calculated based on the values of E{|gi|2} and E{|gk|−2}. Using
(5.17), the effective channel gain at the kth UT in the MRT precoded system can be
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given by
gk,mrt =
√
ρdλmrth
T
kHbtwk,mrt. (5.63)
Note that gk,mrt contains the precoding vector wk,mrt that is first contaminated by
the compound effect of the channel reciprocity error and the estimation error, and
then calibrated by either relative or inverse calibration schemes. We shall analyse the
performance of these two calibration schemes in terms of the receive MSE as follows.
5.3.2.1 Inverse Calibration
In this case, the effective channel gain in (5.63) at the kth UT can be rewritten as
gICk,mrt =
√
ρdλ
IC
mrt
(
ahTk h
∗
k + bh
T
k (H
∗
br)
−1n∗u,k
)
, (5.64)
where nu,k is the k
th column of the channel estimation noise matrix Nu. Substituting
(5.64) in (5.60), the closed-form expression of the MSE can be derived as follows:
Proposition 7. Consider a TDD MU massive MIMO system modelled in Section 5.1,
where the BS applies the MRT precoder and the inverse calibration, and the UTs apply
the zero-forcing equalisation. The receive MSE at the kth UT is given by
MSEICk,mrt ≈
(
a2 + b2Er
2¯
a2(M + 1) + b2Er
2¯
)(
K − 1 + KE
t
2¯
ρd
)
. (5.65)
Proof. In the case that the proposed inverse calibration is considered at the BS, we
have
E{∣∣gICk,mrt∣∣−2} = E
 1∣∣∣√ρdλICmrt (ahTk h∗k+bhTk (H∗br)−1n∗u,k)∣∣∣2
 (5.66)
=
1
ρd(λ
IC
mrt)
2
E
 1a2‖hk‖4+b2 ∣∣∣hTk (H∗br)−1n∗u,k∣∣∣2
 . (5.67)
In order to calculate the expectation in (5.67), we first consider a simplified sce-
nario without the estimation error, where the aforementioned expectation becomes
E{‖hk‖−4}. Based on Proposition 4 in Chapter 4, we have
E
{
1
‖hk‖−4
}
=
1
E {‖hk‖4} +O
(
var(‖hk‖4)
E{‖hk‖4}3
)
. (5.68)
5.3. Performance Evaluation 103
Unlike the term
(
var(PI + σ
2
k)/E{PI + σ2k}3
)
in (5.26) that is independent of the num-
ber of BS antennas, the term
(
var(‖hk‖4)/E{‖hk‖4}3
)
in (5.68) is a function of M , as
given by [117]
var(‖hk‖4)
E{‖hk‖4}3 =
4M3 + 10M2 + 6M
(M2 +M)3
. (5.69)
whose value is negligible when M is large. Then one can easily prove that
E
{
1
‖hk‖4
}
≈ 1
E {‖hk‖4} =
1
M2 +M
. (5.70)
The approximation in (5.70) tightly matches the exact value of E{‖hk‖−4} when M
goes large, based on Lhospital’s Rule. In fact, when M goes to infinity, we have
‖hk‖4 a.s.−−→M2 +M. (5.71)
Similarly, using the generalised results in Appendix A.2, we can derive the following
tight approximations for large or moderately large M :
|hTkHbtH∗bth∗k|2 a.s.−−→M
(
2Et4 + (M − 1)A2t
)
, (5.72)
|hTkHbtH∗bth∗i |2 a.s.−−→MEt4, (5.73)
|hTkH−1br h∗i |2
a.s.−−→MEr2¯ , (5.74)
|hTk (HbtH∗br)−1h∗i |2 a.s.−−→MEt2¯Er2¯ . (5.75)
Based on (5.71), (5.74) and (5.52), we have
E
{∣∣gICk,mrt∣∣−2} ≈ KEt2¯ (a2 + b2Er2¯)ρd (a2(M + 1) + b2Er2¯) . (5.76)
Consider the technique in (4.71) Chapter 4 and [105, Eq. (14)], we also have
E
{∣∣gICi,mrt∣∣2} = E

∣∣∣∣∣ ahTk h∗i + bhTk (H∗br)−1n∗u,iahTk h∗k + bhTk (H∗br)−1n∗u,k
∣∣∣∣∣
2
 (5.77)
≈ a
2 + b2Er
2¯
a2(M + 1) + b2Er
2¯
. (5.78)
Substituting (5.78) in (5.61), and applying the completed (5.61) along with (5.76), we
arrive at (5.65) in Proposition 7.
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5.3.2.2 Relative Calibration
In the case that the BS applies the relative calibration, (5.63) can be rewritten as
gRCk,mrt =
√
ρdλ
RC
mrt
(
ahTkHbtH
∗
bth
∗
k + bh
T
kHbtH
∗
bt(H
∗
br)
−1n∗u,k
)
. (5.79)
Thus we have the closed-form expression of the MSE as follows:
Proposition 8. Assume that the same conditions are held as in Proposition 7, but with
the relative calibration at the BS. The post-equalisation MSE at the kth UT is given by
MSERCk,mrt≈
(
a2 + b2Er
2¯
a2((M−1)c1+2)+b2Er2¯
)(
K−1+Kc2
ρd
)
, (5.80)
where c1 = A
2
t /E
t
4 and c2 = At/E
t
4.
Proof. Similar to that of the inverse calibration, we have
E
{∣∣gRCk,mrt∣∣−2} ≈ KAt (a2 + b2Er2¯)ρd (a2((M − 1)A2t + 2Et4) + b2Et4Er2¯) , (5.81)
E
{∣∣gRCi,mrt∣∣2} ≈ a2 + b2Er2¯a2((M − 1)A2t + 2Et4) + b2Et4Er2¯ . (5.82)
Then we can derive (5.80) in Proposition 8.
Similar to the discussion followed by Proposition 6, we can observe from (5.65) and
(5.80) that, for both inverse and relative calibration schemes, the effect of the phase
reciprocity error is eliminated thus does not affect the post-equalisation MSE. However,
the relative calibration is hindered by the significant residual amplitude error, e.g., c1
and c2 in (5.80), where c2 < c1 < 1 as indicated in Appendix A.1. Comparing (5.80)
with (5.65), we can conclude that: 1) in low DL SNR regime, such that the noise-
related component in (5.80), i.e., Kc2/ρd, is dominant, MSE
RC
k,mrt may be smaller than
MSEICk,mrt. However, in this case, both calibration schemes are not able to work properly;
2) in the case of sufficiently high DL SNR, MSEICk,mrt can be smaller than MSE
RC
k,mrt. We
shall confirm these conclusions via Monte-Carlo simulations in the following section.
In addition, we would like note that the approximate expressions in Proposition 5, 6, 7
and 8 are accurate in the case with the moderately or asymptotically large values of
the BS antennas, which is also verified in the following section.
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5.4 Simulation Results
In this section, we perform Monte-Carlo simulations to corroborate the analysis pre-
sented in Section 5.3, and compare the performance of the calibration schemes dis-
cussed in the chapter under different scenarios, in order to provide valuable insights
into the practical system design. Unless otherwise specified, the statistical magni-
tudes of both amplitude and phase reciprocity errors are identical to that defined
in [73,78], with quadruple notations, such that: 1) in the case with “Normal Level Reci-
procity Error”, (αbt,0, σ
2
bt, [at, bt]) = (αbr,0, σ
2
br, [ar, br]) = (0 dB, 0.5, [−1 dB, 1 dB]), and
(θbt,0, σ
2
ϕt , [θt,1, θt,2]) = (θbr,0, σ
2
ϕr , [θr,1, θr,2]) = (0
◦, 0.5, [−20◦, 20◦]); 2) in the case with
“High Level Reciprocity Error”, we have (0 dB, 1, [−4 dB, 4 dB]) and (0◦, 1, [−50◦, 50◦]).
We also consider a reference scenario, namely, “Perfect Channel Reciprocity”, for the
case that σ2bt = σ
2
bt = σ
2
ϕt = σ
2
ϕt = 0. The orthogonal UL pilots are of length τu = K,
and the ergodic sum rate and MSE are measured in bits/s/Hz and dB, respectively.
5.4.1 Ergodic Sum Rate
First, we verify the accuracy of the approximations in (5.24) and (5.28), against the
actual ergodic sum rate based on (5.22), without any calibration scheme involved.
Various scenarios are considered: a) scenario 1: we consider “Normal Level Reciprocity
Error” and “High Level Reciprocity Error”, with ρu = 0 dB; b) scenario 2: we consider a
large or moderately large number of the BS antennas, we have M = 500 and M = 100
respectively; c) scenario 3: we have the different number of UTs, e.g., K = 10 or
K = 20.
It can be seen from Fig. 5.2 that the analytical results in (5.29) precisely match the
simulation results, where these simulated results are obtained based on the approxi-
mation in (5.28). We can also see from Fig. 5.2 that the approximation of the ergodic
sum rate based on (5.28) is more accurate than that based on (5.24) as in the prior
work [76, 117], especially when K is relatively small or the reciprocity error is high.
For example, in Fig. 5.2(b) with “High Level Reciprocity Error” and ρd = 20 dB, the
gap between the results based on (5.28) (shown in blue dashed line and blue circles)
and the actual rate based on (5.22) (shown in red solid line) is around 0.4 bits/s/Hz,
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Figure 5.2: Different Approximations of the Ergodic Sum Rate versus DL SNR
which is 60 % less than the gap (around 1 bits/s/Hz) between the approximation based
on (5.24) (shown in black dashed line with dots) and the actual rate. Therefore, we
conclude that our analytical expressions in Section 5.3-A provide accurate performance
analysis of the considered system.
Next, we investigate the ergodic sum rate of MRT with IC and RC, for different DL SNR
regimes. As a benchmark, we consider perfect channel reciprocity and no calibration,
NC. We use M = 100, K = 10, and reciprocity-error-related parameters as in “High
Level Reciprocity Error”.
Fig. 5.3 illustrates that, for the MRT precoded system, IC nearly eliminates the effect
of reciprocity error, and outperforms RC. Thus, we conclude that IC is more efficient
than RC for MRT. More specifically, increasing the DL transmit power 10 times, e.g.,
ρd from 0 dB to 10 dB, the performance of IC increases by 36% (i.e., 9 bits/s/Hz),
while only 12% improvement (i.e., 3 bits/s/Hz) for RC. This can also be approved
analytically based on the comparison between (5.49) and (5.55). As mentioned earlier,
both IC and RC can remove the phase reciprocity error. However, RC suffers from the
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Figure 5.3: Ergodic Sum Rate versus DL SNR in the presence of the high level reci-
procity error and channel estimation error with ρu = 0 dB.
strong residual amplitude error, which can cause estimation error amplification that
could outweigh the benefit of using RC. We further analyse this effect of estimation
error amplification in RC in Fig. 5.4 and 5.5.
In Fig. 5.4, we assume M = 100, K = 10, ρd = 10 dB, and a low level estima-
tion error with ρu = 10 dB. Let σ
2
A = σ
2
P be the x-axis that captures the aggre-
gated effect of both amplitude and phase reciprocity errors, i.e., (αbt,0, σ
2
bt, [at, bt]) =
(αbr,0, σ
2
br, [ar, br]) = (0 dB, σ
2
A, [−4 dB, 4 dB]), and the phase reciprocity calibration
error has (θbt,0, σ
2
ϕt , [θt,1, θt,2]) = (θbr,0, σ
2
ϕr , [θr,1, θr,2]) = (0
◦, σ2P , [−50◦, 50◦]). We con-
sider the case with the phase error only by setting σ2A = 0. Fig. 5.4 shows that: a) both
IC and RC eliminate the phase error, with a 12.5 % increase in the sum rate compared
with NC (i.e., 4 bits/s/Hz more than 32 bits/s/Hz of NC at σ2A = 0 and σ
2
P = 0.2); b)
the performance gain of RC over NC decreases by 50 % in the case with the aggregated
effect of the amplitude and phase error (i.e., only 2 bits/s/Hz improvement compared to
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amplitude and phase reciprocity errors.
NC at σ2A = σ
2
P = 0.2, which is 50 % of the previous 4 bits/s/Hz improvement in (a)),
whereas the gain of IC over NC increases by 50 % in this case (i.e., around 6 bits/s/Hz
improvement compared to NC at σ2A = σ
2
P = 0.2); c) RC may not work properly in
the presence of the compound effect of both reciprocity and estimation errors, see σ2A,
σ2P < 0.02. We now take a closer look at the third observation, c, as follows.
Similar parameters are considered in Fig. 5.5 as in Fig. 5.4. In addition, higher levels of
channel estimation error are introduced, e.g., ρu = 0 dB in Fig. 5.5(a) and ρu = −5 dB
in Fig. 5.5(b). It can be seen that the gain of the relative calibration vanishes in the
case of the severe estimation error, whereas the inverse calibration, due to its greater
robustness to the compound effect of the reciprocity error and estimation error, still
works correctly with only a minor performance degradation.
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5.4.2 Mean-Square Error
Moving on to the post-equalisation MSE of the MRT precoded system, we choose M =
100, K = 10, the amplitude reciprocity error with (αbt,0, σ
2
bt, [at, bt]) = (αbr,0, σ
2
br, [ar, br])
= (0 dB, 0.2, [−4 dB, 4 dB]), and the phase reciprocity error with (θbt,0, σ2ϕt , [θt,1, θt,2]) =
(θbr,0, σ
2
ϕr , [θr,1, θr,2]) = (0
◦, 0.2, [−50◦, 50◦]). In addition, the QPSK modulation is ap-
plied at the BS, while the zero-forcing equalisation is performed at each UT as men-
tioned in Section 5.3-B.
Fig. 5.6 shows that IC outperforms RC in high DL SNR regime, e.g., ρd from 0 dB
to 20 dB. For low DL SNR, RC performs slightly better than IC. This can be con-
firmed analytically by comparing (5.65) and (5.80), where MSERCk,mrt can be smaller
than MSEICk,mrt when the noise-related component is dominant. However, the MSE per-
formance of MRT is significantly affected by the noise at the UT when the DL SNR is
low. For example, MSE is around -3 dB (or 50 %) when ρd = −5 dB. Therefore, it is
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Figure 5.6: MSE versus DL SNR in the presence of the reciprocity error and channel
estimation error with ρu = 0 dB. QPSK applied.
more meaningful to consider the case with the non-trivial DL SNR, e.g., ρd = 10 dB.
In this case, the performance of IC approaches to the best case scenario, whereas the
performance gain of RC is negligible compared to the case without the calibration.
To verify the conclusion followed by Proposition 8, we present the MSE performance of
different calibration schemes in the presence of different levels of the estimation error
in Fig. 5.7. It is not surprised to see from Fig. 5.7 that RC loses its performance gain
with high estimation error. On the contrary, IC is more robust to the compound effect
of the reciprocity and estimation errors.
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5.5 Summary
In this chapter, we have proposed a novel self-calibration scheme, i.e., inverse calibra-
tion, for the TDD MU massive MIMO system, by taking into account the compound
effect of the multiplicative reciprocity error and the additive estimation error. We have
also presented a low cost calibration circuit based on the simple switch/coupler units,
which allows the BS to select the proposed inverse calibration or the traditional rela-
tive calibration for different scenarios, such as the case with different levels of the DL
data transmission power and the UL channel estimation power. More importantly, we
have derived the closed-form expressions of the ergodic sum rate and the receive MSE
for both inverse and relative calibration schemes, for massive MIMO systems in the
presence of the compound effect of the multiplicative channel reciprocity error and the
additive channel estimation error. We demonstrate that the inverse calibration scheme
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outperforms the traditional relative calibration scheme. The proposed analytical results
have also been verified via Monte-Carlo simulations.
Chapter 6
Conclusions and Future Work
B
ASED on the literature survey in Chapter 2 and the technical contributions
in Chapter 3, 4 and 5, we summarise the research findings and discuss the
implications of our results in Section 6.1. Some of the potential extensions of our work
done in this thesis are given in Section 6.2.
6.1 Conclusions and Discussions
This thesis has investigated some of the key challenges that hindering the implemen-
tation of massive MIMO systems in practice, including imperfect channel estimation,
channel correlation and imperfect channel reciprocity caused by hardware impairments,
and proposed effective and efficient solution approaches to address these limitations.
First, we have provided a comprehensive literature review of state-of-the-art research
on the topic related to the information theoretic analysis and practical system design
of massive MIMO, and identified research gaps in the existing literature for both uplink
and downlink scenarios.
Then, for the massive MIMO uplinks, we have investigated the performance of different
combining schemes in the presence of channel estimation error and channel correlation,
and also proposed a new antenna selection scheme by applying the sparsely structured
channel gain matrix. The proposed sparse antenna selection scheme has been gener-
alised to the multiuser scenario, with the consideration of spatial channel correlation
113
6.1. Conclusions and Discussions 114
and imperfect channel estimation. Numerical simulation results show that when the
severe transmission condition is experienced in the system, such as the low SNR regime,
highly correlated channel and considerable estimation error, our proposed scheme out-
performs the traditional selection combining scheme, and has closely approached per-
formance as the well-adopted MRC scheme, but requiring few selected antennas, due to
the effective selection process by applying the sparsely structured channel gain vector,
which can significantly reduce the implementation overhead.
Moving on to the massive MIMO downlinks, we have analysed the impact of the channel
reciprocity error caused by the RF mismatches, on the performance of linear precoding
schemes such as MRT and ZF in TDD MU massive MIMO systems with imperfect
channel estimation. Considering the reciprocity errors as multiplicative uncertainties
in the channel matrix with truncated Gaussian amplitude and phase errors, we have
derived analytical expressions of the output SINR for MRT and ZF in the presence
of the channel estimation error, and analysed the asymptotic behaviour of the system
when the number of antennas at the BS is large. Our analysis has taken into account
the compound effect of the multiplicative reciprocity error and the additive estimation
error on the system performance, which provides important engineering insights for
practical TDD massive MIMO systems, such that: 1) the channel reciprocity error
causes the error ceiling effect on the performance of massive MIMO systems even with
the high SNR or large number of BS antennas, which can be held regardless of the
existence of the channel estimation error; 2) ZF generally outperforms MRT in terms
of the output SINR. However, MRT has better robustness to both reciprocity error and
estimation error compared to ZF, thus can be more efficient than ZF in certain cases,
e.g., in the high region of the reciprocity error, or in the low SNR regime. This would
ultimately influence the choice of the precoding schemes for massive MIMO systems in
the presence of the channel reciprocity error in practice.
The analytical model developed in our prior work has indicated that the imperfec-
tions in channel reciprocity might become a performance limiting factor in TDD MU
massive MIMO systems. To compensate for these imperfections, we have presented
and investigated two calibration schemes, i.e., inverse and relative calibration. The
performance of both calibration schemes have been evaluated. Particularly, we have
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derived the closed-form expressions of the pre-equalisation ergodic sum rate and the
post-equalisation MSE for the MRT precoded system. We have demonstrated that the
proposed inverse calibration, in general, outperforms the traditional relative calibra-
tion, due to the greater robustness of the inverse calibration to the compound effect of
both reciprocity and estimation errors. The analytical results have perfectly matched
the simulated results for the different scenarios, such as in the cases with the large or
practical number of BS antennas, different number of UTs and different combinations
of the reciprocity error and estimation error, which proves that our analytical mod-
els can be used to effectively evaluate the performance of the considered calibration
schemes. The comprehensive performance analysis quantifies the relationship between
the ergodic sum rate and MSE with the transmit SNR for both inverse and relative cal-
ibration schemes, with considerations of reciprocity error and estimation error, which
can provide valuable insights into the practical system designs, including the guidelines
for the selection of suitable calibration schemes for different scenarios.
6.2 Future Work
Although, as highlighted in Section 1.3 and 6.1, the performance analysis in this thesis
makes non-trivial contributions, and the proposed algorithms for antenna selection and
reciprocity calibration show promising performance improvements compared to the cor-
responding conventional schemes, there still are other scenarios and open topics related
to our work done in this thesis. We highlight and discuss four potential extensions for
future investigations as follows:
• Performance Analysis of Selection Combining Schemes:
Numerical results in Chapter 3 indicate that the impact of imperfect channel
estimation and spatial channel correlation can cause the error flooring effect on the
performance of both proposed sparse antenna selection and conventional antenna
selection schemes. The exact analysis of the BER performance of the proposed
sparse selection scheme may not be straightforward, due to the fact that there
exists no exact mathematical expressions of the sparse approximation in terms of
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elementary functions. However, it is possible to qualify the aforementioned error
flooring effect for the proposed scheme. To this effort, the error floors obtained
in the case of MRC and conventional selection combining scheme can be used as
lower and upper bounds, respectively, of the BER performance of the proposed
sparse antenna selection scheme.
• Different Signal Processing Algorithms:
For the massive MIMO UL, in the thesis, we have considered the simple and
widely-used combining schemes as the performance benchmark, e.g., MRC. Nev-
ertheless, it has been shown in [122] that MRC may not work properly in the
multi-cell scenario (note that we are considering the multi-cell scenario as part
of our future work which will be discussed later on.), where the user throughput
in the serving cell can be severely affected by the strong inter-cell interference
due to the pilot and frequency reuse. To tackle this problem, interference rejec-
tion combining (IRC) can be considered [122], where the inter-cell interference is
suppressed based on the MMSE criterion. One of the drawbacks of IRC is that
the estimate of the channel matrix in the serving cell should be obtained in the
absence of the inter-cell interference. Further investigations of IRC in massive
MIMO systems will be taken into account in future work, including the compu-
tational complexity analysis and comparison with other combining schemes.
For the massive MIMO DL, as highlighted in Chapter 4, it is important, in
our view, to provide an in-depth analysis of the reciprocity error impact on the
performance of the MRT and ZF precoding schemes, because a) both schemes
perform well with a relatively low computational complexity; b) they can achieve
a spectral efficiency close to the optimal non-linear precoding techniques. We
would like to note that further investigations can also be carried out by taking into
account the computational complexity and energy efficiency of different precoding
schemes. For example, the impact of the compound effect of both reciprocity and
channel estimation errors on MMSE or even the non-linear dirty paper coding
can be analysed. It is worth mentioning that the performance analysis of MMSE
requires application of different approaches (e.g., the acquisition of the noise power
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as in [70]) than those are used for the analysis of MRT and ZF.
In addition, it can be seen from Chapter 4 that MRT is more efficient than ZF in
certain cases, e.g., in the case with significant reciprocity and estimation errors, or
with the relatively small ratio of M/K. Therefore, it is meaningful to investigate
the suitable calibration scheme for the MRT precoded system for those cases, as
presented in Chapter 5. It is also of interest to carry out further analytical studies
on both relative and inverse calibration schemes for precoding algorithms such as
ZF, by considering the similar techniques used in Chapter 4 and 5. Such studies
can provide a useful insight for the practical system design including the selection
of suitable calibration schemes for different precoders.
• Multi-cell Scenarios:
One of the topics for further investigations is to extend our analysis in this the-
sis to multi-cell scenarios in which two essential factors need to be taken into
account, including: 1) as discussed in Chapter 2, the inter-cell interference that
may caused by using non-orthogonal or reusing identical pilot sequences in neigh-
bouring cells, i.e., pilot contamination; 2) near-far effects that may caused by
path-loss or shadowing. The latter is often captured by considering large-scale
fading factors, which shall be discussed in detail, as follows.
In this thesis, e.g., Chapter 4, the channel is assumed to be Rayleigh fading
and the large-scale fading coefficients are ignored. First, it is worth mentioning
that the Rayleigh fading channel model considered in this work is a widely-used
model in the related literature. In addition, as discussed in [44], the ZF precoder
may perform better in the independent Rayleigh fading channel than the one
compounds large-scale fading factors due to that the channel matrix becomes
ill-conditioned with considerations of the large-scale fading factors, in a way that
the computation of the inverse of the channel matrix cannot be accurate.
Second, the large-scale fading factors can be accounted for in the transmit power
in the single-user case. The analytical results in this thesis are applicable to
such scenario. However, in the multi-user case, different users may suffer from
different attenuation factors caused by the large-scale fading which may result in
6.2. Future Work 118
the channel matrix ill-conditioned. This case is equivalent to the uneven power
allocation to the users, whereas our work, e.g., in Chapter 4 and 5, assumes equal
power allocation. Hence, it is not straightforward to extend the exact analysis in
these two chapters to the large-scale fading scenarios. Further investigations on
the performance loss caused by the reciprocity error can be carried out in the fu-
ture work with considerations of the large-scale fading coefficients by considering
the effect of path loss and shadowing. For example, based on the analytical and
simulated results of the output SINR versus different transmit SNR in Chapter 4,
one possible extension is to analyse the impact of distance-dependent path loss
which can be simply reflected by the reduction of the transmit power.
• MmWave Massive MIMO :
As highlighted in our prior work [89], a large amount of underutilised band in
mmWave can be leveraged to offer potential GHz transmission bandwidth, and a
large number of antennas can be easily employed for mmWave systems due to the
small wavelength of mmWave, which can improve the signal directivity and link
reliability. Thus, it is of great interest to combine mmWave with massive MIMO.
To extend our investigations in this thesis to mmWave bands, for example, one
can consider a performance analysis of the impact of RF mismatch on mmWave
massive MIMO systems, or the design of calibration schemes for reciprocity-based
mmWave systems. In such cases, the proper modelling of RF frontends’ responses
at the mmWave range is required. In addition, the requirement of reciprocity
calibration is likely to be more stringent compared to the conventional massive
MIMO in lower frequency bands, due to the challenging high-resolution phase
shift estimation and adjustment for the mmWave RF hardware. It is also worth
mentioning that the propagation at mmWave frequencies tends to obey a Rician-
fading model, which should be taken into account in the future studies on the
mmWave massive MIMO systems.
Appendix A
Preliminaries on the Truncated Gaussian
Distribution and Useful Extensions
A.1 Truncated Gaussian Distribution
A brief of the truncated Gaussian distribution is given here. Consider that X is nor-
mally distributed with mean µ and variance σ2, and lies within a truncated range [a, b],
where −∞ < a < b <∞, then X conditional on a ≤ X ≤ b is treated to have truncated
Gaussian distribution, which can be denoted by X ∼ NT(µ, σ2), X ∈ [a, b]. For a given
x ∈ [a, b], the probability density function (PDF) can be given as [80]
f(x, µ, σ; a, b) =
1
σZ
φ
(
x− µ
σ
)
. (A.1)
The revised expected value and variance conditioned on the truncated range [a, b] can
be written as
E{X} = µ+ φ(α)− φ(β)
Z
σ, (A.2)
var (X) = σ2
[
1 +
αφ(α)− βφ(β)
Z
−
(
φ(α)− φ(β)
Z
)2]
, (A.3)
where
α =
a− µ
σ
, β =
b− µ
σ
,Z = Φ(β)− Φ(α), (A.4)
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and
φ(·) = 1√
2pi
exp
(
−1
2
(·)2
)
, (A.5)
Φ(·) = 1
2
(
1 + erf
(
1√
2
(·)
))
. (A.6)
A.2 Moments of Truncated Gaussian Distribution
We provide several extended results based on the parameters in (4.36), (4.37) and the
preliminaries in Section A.1. These extensions are useful in Chapter 5.
A.2.1 Non-central moments of the truncated Gaussian distribution
Recall the PDF of a truncated Gaussian distributed variable x ∼ NT(µ, σ2), x ∈ [a, b]
as in (A.1), the lth (l ≥ 0) non-central moment of x, denoted by Exl , is given by
Exl = E
{
xl
}
=
∫ b
a
xl
1
σZ
φ
(
x− µ
σ
)
dx. (A.7)
Then we have [123]
Exl =
l∑
i=0
(
l
i
)
σiµl−iLi, (A.8)
where Li satisfies the recursion that
L0 = 1,
L1 = −φ(β)− φ(α)
Z
,
Li = −β
i−1φ(β)− αi−1φ(α)
Z
+ (i− 1)Li−2 . (A.9)
We can now calculate the lth (l ≥ 0) non-central moment of a truncated Gaussian
distributed variable. Particularly, for the Tx side, we have Et1 = E {Abt,i} = αt as
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given in (4.17), Et2 = E
{
A2bt,i
}
= At as given in (4.36), and
Et4 = E
{
A4bt,i
}
= µ4+4σµ3
(
φ(β)−φ(α)
Z
)
+6σ2µ2
(
1+
αφ(α)−βφ(β)
Z
)
+ 4σ3µ
(
(α2 + 2)φ(α)− (β2 + 2)φ(β)
Z
)
+ σ4
(
3 +
(α3 + 3α)φ(α)−(β3 + 3β)φ(β)
Z
)
. (A.10)
Again, similar results, e.g., Erl , can be obtained for the Rx side. Note that the value
of Et4 and E
r
4 can be significant. For example, considering “Normal Level Reciprocity
Error” and “High Level Reciprocity Error” in [73, 78], Et4 > A
2
t > At. In practice, the
aforementioned parameters, e.g., Etl and E
r
l , can be measured in two different methods:
1) based on the manufacturing datasheet of each hardware component of RF frontends
in the real system, one can calculate statistical magnitudes, e.g., mean, variance and
truncated range, of the amplitude and phase responses of the entire RF frontends, e.g.,
αbt,0, σ
2
bt, at and bt of Abt,i in this paper, then E
t
l and E
r
l can be obtained by substituting
the values of the calculated statistical magnitudes in (A.8); 2) one can calculate Etl and
Erl based on the measurement of the RF frontends’ response during the calibration, such
that Et2 = At =
1
M tr
(
(R2SC(RHCR
∗
HC)
−1), Er2 = Ar = 1M tr (RHCR∗HC).
A.2.2 Inverse square of a truncated Gaussian variable
To calculate the expected value of the inverse square of the truncated Gaussian dis-
tributed variable x, denoted by Ex
2¯
where the subscript (·)2¯ is used for the second
inverse moment of x, we have
Ex2¯ = E
{
1
x2
}
=
∫ b
a
x−2
1
σZ
φ
(
x− µ
σ
)
dx
=
1√
2piσZ
∫ b
a
x−2exp
(
−1
2
(
x− µ
σ
)2)
dx. (A.11)
The integral in (A.11) is unsolvable (or more precisely, it is a nonelementary antideriva-
tive) and not able to be further simplified when µ 6= 0. In addition, the lower bound
of E
{
1
x2
}
obtained by using the Jensen’s Inequality, i.e., E
{
1
x2
} ≥ 1E{x2} , is not a
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tight bound, which can be easily proved since that the series expansion, e.g., Taylor
expansion, of E
{
1
x2
}
is divergent.
Consider the particular case in this work, for example, in order to obtain λICmrt in
Section 5.3, the reciprocity-error-related parameter Er
2¯
= E
{
1
A2br,i
}
is required. There
exists no exact mathematical expression of Er
2¯
in terms of elementary functions, as
proved following (A.11). However, as mentioned before, the value of Er
2¯
can be measured
based on the measurement of the response of the BS RF frontends, i.e., RSC and RHC,
such that
Er2¯ =
1
M
tr
(
R−1HC(R
∗
HC)
−1) . (A.12)
Similarly, we have
Et2¯ =
1
M
tr
(
R2SC(RHCR
∗
HC)
−1) . (A.13)
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