Abstract. Quantum harmonic analysis on phase space is shown to be linked with localization operators. The convolution between operators and the convolution between a function and an operator provide a conceptual framework for the theory of localization operators which is complemented by an appropriate Fourier transform, the Fourier-Wigner transform. We link the Hausdorff-Young inequality for the Fourier-Wigner transform with Lieb's inequality for ambiguity functions. Noncommutative Tauberian theorems due to Werner allow us to extend results of Bayer and Gröchenig on localization operators. Furthermore we show that the Arveson spectrum and the theory of Banach modules provide the abstract setting of quantum harmonic analysis.
Introduction
Localization operators are operators of the form
f (z) φ, π(z)ϕ 1 π(z)ϕ 2 dz, for some window functions ϕ 1 , ϕ 2 , π(z)φ(t) = e 2πiωt φ(t − x) and a mask f . Boundedness properties on modulation spaces and other function spaces have received some attention during the last years, see for example [3, 7, 10, 11] .
We contribute a conceptual approach to these localization operators based on Werner's theory of quantum harmonic analysis on phase space [34] . Our presentation of [34] is based on terminology and notation from time-frequency analysis and harmonic analysis. Various proofs in [34] are just indicated and we have decided to include complete proofs for all the major results in Werner's theory. We hope that in this way the deep results by Werner become more accessible to a wider audience.
Convolutions of functions with operators and of operators with operators have been introduced in [34] , along with a corresponding Fourier transform of operators -the Fourier-Wigner transform. The convolution is based on a natural notion of translation of an operator via conjugation of an operator by the Schrödinger representation. Localization operators and the Berezin transform are expressed in terms of convolutions between a function and an operator, and between two operators. The Fourier-Wigner transform behaves like the one for functions as it maps convolutions into products, there is a Riemann-Lebesgue lemma and a HausdorffYoung inequality [34] . We complement Werner's results with the observation that the Hausdorff-Young inequality in the rank-one case yields Lieb's uncertainty principle with constant one [30] . Hence if one invokes Lieb's inequality in the proof of the Hausdorff-Young inequality for the Fourier-Wigner transform and the singular value decomposition, then one obtains a sharp inequality for trace class operators in certain cases.
Using these concepts we formulate and prove a version of Wiener's Tauberian theorem for operators due to Werner. These variants of Tauberian theorems have shown to be of relevance in quantum mechanics and quantum information theory [25, 26] .
The main novel contribution is a formulation of localization operators using the convolution of a function with a rank-one operator, which gives an extension of results in [3] on the following problem: what conditions must be imposed on the windows ϕ 1 , ϕ 2 to guarantee that the set {A
is dense in different spaces of operators?
In addition, the theory of Banach modules is used to prove new results on the convolutions, and the Fourier-Wigner transform is shown to be related to the Arveson spectrum. Finally the convolutions are considered in the context of modulation spaces, inspired by the existing literature on localization operators and modulation spaces.
Prerequisites

Notation and conventions.
If X is a Banach space we will denote its dual space by X * , and for x ∈ X and x * ∈ X * we write x * , x to denote x * (x). In order to agree with inner product notation, the duality bracket ·, · will always be antilinear in the second argument.
Elements of R 2d will often be written in the form z = (x, ω) for x, ω ∈ R d . Functions on R d and R 2d will often play different roles, so we denote functions on R d by Greek letters such as ψ, φ, and functions on R 2d by Latin letters such as f, g. If ψ and φ are functions on R d , then we write ψ ⊗ φ for the function on R 2d defined by ψ ⊗ φ(x, ω) = ψ(x)φ(ω). Similarly, for two elements ξ, η in some Hilbert space H, we define the operator ξ ⊗ η on H by ξ ⊗ η(ζ) = ζ, η ξ, where ζ ∈ H and ·, · is the inner product on H. The class of Schwartz functions on R d will be denoted by S(R d ), and the space of tempered distributions by S ′ (R d ). Given a function ψ : R d → C, we define ψ * by ψ * (x) = ψ(x) for any x ∈ R d . Similarly we introduce the notationψ along with the parity operator P byψ(x) = P ψ(x) = ψ(−x) for any x ∈ R d . For p < ∞, T p (H) will denote the Schatten p-class of operators on a Hilbert space H with singular values in ℓ p . We will just write T p when H = L 2 (R d ).
Furthermore, we define T ∞ (H) to be B(H); all the bounded, linear operators on H. K(H) denotes the closed ideal of compact operators.
Schatten p-classes. For T ∈ T
1 (H) we define the trace of T by tr(T ) = n∈N T e n , e n , where {e n } n∈N is some orthonormal basis for H. The trace is linear and independent of the orthonormal basis used to calculate it [9] . The next proposition, mainly from [9, Thm. 18.11] , collects some standard properties of the trace that we are going to need later. Note that part 3 is merely included as a step in the proof of part 4 in [9] , but we will find it useful one some occasions.
Proposition 2.1. Let S ∈ T 1 (H), A ∈ B(H).
(1) S * ∈ T 1 (H), and tr(S * ) = tr(S). We now state the duality relations of Schatten p-classes [32] . Note that we adhere to our convention that the duality bracket is antilinear in the second argument.
Lemma 2.2. For 1 < p < ∞ the dual space of T p (H) is T q (H), and the duality may be given by T, S = tr(T S * )
for S ∈ T p (H) and T ∈ T q (H). Furthermore, the dual space of T 1 (H) is B(H) and the dual space of K(H) is T 1 (H) under the same duality action.
2.3.
Vector-valued integration. Given a Banach space X, a locally compact group G and a function F : G → X, we say that F is integrable if φ • F : G → C is integrable with respect to Haar measure for any bounded linear functional φ on X.
The integral G F dµ of F , where µ is Haar measure, is then a vector v ∈ X such that φ(v) = G φ • F dµ for any bounded linear functional φ on X. We now cite a sufficient condition for the existence of the integral, which is [19, Thm. A.22] . 
Since the definition of the integral is based on the dual space X * , this definition is often called the "weak" definition of the integral [19] . By definition, the integral commutes with linear functionals. As is shown in [19] , it actually commutes with all bounded, linear operators. 
In this paper we will consider F : G → B(H) that are only strongly continuous, where H is a Hilbert space. Theorem 2.3 is therefore not directly applicable, and we need to define the integral of F pointwise. If we fix η ∈ H, then the map F η : G → H given by F η (t) = F (t)(η) is continuous, and theorem 2.3 tells us that G g · F η dµ exists as an element of H for g ∈ L 1 (G). It is then a simple exercise to show that η → G g · F η dµ is a bounded, linear operator on H, and it is this operator that we will denote by G g · F dµ in this case. It is then true that
Proposition 2.5. Let H be a Hilbert space, G a locally compact group, U : G → U(H) a strongly continuous function, T ∈ T 1 (H), and f ∈ L 1 (G). Here U(H) denotes the unitary operators. Define the operator I T by
Proof. The strong continuity of z → U(z)T U(z) * follows from the strong continuity of U(z), so the integral defining I T exists by the preceding discussion.
A slightly tedious but straightforward calculation using proposition 2.4 confirms that |I T | = G |f (z)|U(z)|T |U(z) * dz, where |T | denotes the positive part (T * T ) 1/2 in the polar decomposition of T . If {e n } n∈N is an orthonormal basis for H, the trace class norm tr(|I T |) is given by
We have used that {U(z) * ψ n } n∈N is another orthonormal basis since U(z) is unitary, and the trace is independent of the basis used to calculate it. We have also used Tonelli's theorem to switch the order of the sum and integral.
In order to prove the last formula, let {e n } n∈N be an orthonormal basis for H.
where we have used proposition 2.4 to move S inside the integral, and then moved the inner product inside the integral by the weak definition of the integral. The result would clearly follow if we could move the sum inside the integral, and we therefore use Fubini's theorem which applies since
by part (3) of proposition 2.1.
Modulation spaces.
The modulation spaces are a class of spaces of functions and distributions introduced by Feichtinger in a series of papers starting with the introduction of the so-called Feichtinger algebra in [14] , and they have since been recognized as a suitable setting for time-frequency analysis [21] . To define these spaces, we need to define the fundamental operators in time-frequency analysis. If ψ : R d → C and z = (x, ω) ∈ R 2d , we define the translation operator T x by T x ψ(t) = ψ(t − x), the modulation operator M ω by M ω ψ(t) = e 2πiω·t ψ(t) and the time-frequency shifts π(z) by π(z) = M ω T x . The translation and modulation operators satisfy the important commutation relation
. The STFT can be extended to other spaces by interpreting the bracket ·, · as a duality bracket. This allows us to consider V φ ψ for φ ∈ S(R d ) and ψ ∈ S ′ (R d ). We further define the cross-ambiguity function A(ψ, φ) of ψ and φ by A(ψ, φ)(z) = e πix·ω V φ ψ(z).
To define the modulation spaces we fix a window φ ∈ S(
In the special cases where p or q is ∞, the integral is replaced by an essential supremum. When p = q, we will denote the space
The modulation spaces are Banach spaces with the norms ψ M p,q , and using a different window φ ∈ S(R d ) \ {0} in the definition yields the same spaces with equivalent norms [21] .
, and the relation
holds, where the leftmost inner product is in L 2 (R 2d ) and those on the right are in
The following proposition is sometimes known as Lieb's uncertainty principle [21] .
Wilson bases.
A very useful property of the modulation spaces M p (R) is the existence of a so-called Wilson basis W(g) = {ψ k,n } k∈Z,n≥0 , where g ∈ L 2 (R). We will not discuss the details of this construction, but confine ourselves with knowing that there exists a Wilson basis W(g) = {ψ k,n } k∈Z,n≥0 , that is an orthonormal basis of L 2 (R) as well as an unconditional basis for
φ, ψ k,n ψ k,n converges unconditionally in the norm of M 1 (R), and the expression φ = k,n | φ, ψ k,n | is a norm on M 1 (R), equivalent to the usual one [15, 23] . A Wilson basis with the same properties for M 1 (R d ) is obtained by taking tensor products. For instance, if {ψ k,n } k∈Z,n≥0 is a Wilson basis for
2.5. The symplectic Fourier transform. The standard symplectic form σ is defined for (
Using the standard symplectic form we can introduce a version of the Fourier transform that will be suitable for the consideration in this text. For f ∈ L 1 (R 2d ) we define the symplectic Fourier transform F σ f of f to be the function
, where σ is the standard symplectic form. The symplectic Fourier transform and the regular Fourier transform F f (z) = 
This expression is similar to the definition of the STFT and the cross-ambiguity function, and in fact W (ψ, φ) = F σ A(ψ, φ) [12] . Our main motivation for studying the cross-Wigner distribution is its connection with the Weyl calculus. For σ ∈ S ′ (R 2d ) and ψ, φ ∈ S(R d ), we define the Weyl transform L σ of σ to be the operator given by
σ is called the Weyl symbol of the operator L σ .
The integrated Schrödinger representation and twisted convolution.
Another way of associating an operator to a function is to define the operator as a superposition of time-frequency shifts using the theory of vector-valued integration. The integrated Schrödinger representation is the map ρ :
where the integral is defined in the weak and pointwise sense discussed in section 2.3. We say that f is the twisted Weyl symbol of ρ(f ). We will use the important product formula ρ(f )ρ(g) = ρ(f ♮g), where the product ♮ is the twisted convolution, defined by f ♮g(z) [18, 21] . For this paper it is essential that ρ may be extended to a unitary operator from L 2 (R 2d ) to T 2 , and that the twisted convolution f ♮g may be defined for
Both of these facts are proved in [18] , in theorem 1.30 and proposition 1.33, respectively.
The relationship between the Weyl calculus and the integrated Schrödinger representation is given by L f = ρ(F σ f ) for a symbol f .
Integral operators. Finally one may assign to a function
Notation. We will let M denote the set of integral operators A k with kernel k in
As is shown in [23] , M is also the set of operators with Weyl symbol or twisted Weyl symbol in M 1 (R 2d ). The next theorem (see [23] ) shows that operators in M have a useful decomposition in terms of the Wilson basis. 
The integral is interpreted in the weak sense discussed in section
We often write just B and A when the this does not lead to ambiguity. 
A shift for operators
In order to introduce the convolution of an operator with a function, we will first need to define a shift for operators. It is well-known that the time-frequency shifts π(z) give a projective representation of R 2d on L 2 (R d ) with respect to the cocycle c(z, z ′ ) = e −2πiω ′ ·x [21] , meaning in particular that π(z)π(z ′ ) = e −2πiω ′ ·x π(z + z ′ ). It was noted both by Werner [34] and Feichtinger and Kozek [16] that one can obtain a unitary representation α of R 2d on the Hilbert-Schmidt operators T 2 by defining
. It is easily confirmed that α z α z ′ = α z+z ′ , and we will informally think of α as a shift or translation of operators.
Remark. Since we defined α by
, we can modify π by any phase factor without affecting α. In particular the family of
Similarly we define the analogue of f →f for an operator
where P is the parity operator.
The following lemma lists several elementary properties of α and A →Ǎ. The proofs are straightforward and may be found in [33] .
To show that α is a reasonable definition of translation of operators, Feichtinger and Kozek [16] observed that applying α z to a pseudodifferential operator amounts to a translation of its symbol, a fact that was observed by Kozek already in [28] .
We make this precise in the following lemma.
, and let L f be the Weyl transform of f .
Proof. From section 2.6.2 we know that the twisted Weyl symbol of
Using this representation of L f will allow us to use the results from lemma 3.1.
(1) From proposition 2.4 and part (2) of lemma 3.1 we find that
We have used that
. (2) By proposition 2.4 and part (4) of lemma 3.1,
where the penultimate step uses F σf = } F σ f . (3) Similar to the proofs above. See [33] for a full proof.
As we have discussed, M consists of operators with Weyl symbol in M 1 (R 2d ). We have just shown that if S has Weyl symbol f , then α z S,Š and S * have Weyl symbols T z f ,f and f * , respectively. The last statement now follows from the fact that M 1 (R 2d ) is closed under these three operations [24] .
Proposition 3.3. The translation of operators has the following continuity properties:
(
Proof. The first statement follows from Grümm's convergence theorem [32, Thm. 2.19] , and the second follows from the first using an approximation argument as shown in [33] . The last statement claims that the function z → tr((α z A)T ) is continuous for T ∈ T 1 . If {z n } N is a sequence in R 2d with z n → z ∈ R 2d and
and one may use part 3 of proposition 2.1 and the dominated convergence theorem to justify that the order of the sum and limit may be switched [33] .
Convolutions of operators and functions
Using α we can now define a convolution operation between functions and operators. If f ∈ L 1 (R 2d ) and S ∈ T 1 we define the operator f * S by
where the integral is interpreted in the weak and pointwise sense as discussed in section 2.3. By proposition 2.5 we immediately get that f * S ∈ T 1 and f
Werner recognized [34] that in order to investigate the convolution of functions with operators, one should consider a corresponding convolution of two operators. For two operators S, T ∈ T 1 , Werner defined the function S * T by
for z ∈ R 2d . That the name "convolution" is apt for these operations is supported by some of their properties proved in this section, and in section 6 we will introduce a Fourier transform of operators that interacts with these convolutions in the expected way.
The following generalization of Moyal's lemma is [34, Lem. 3.1] . It shows that S * T ∈ L 1 (R d ) and provides an important formula for its integral.
Furthermore,
Proof. We start by showing the norm-inequality. First use the singular value decomposition of the operators S and T to write
where {s m } m∈N and {t n } n∈N are the singular values of S and T , respectively, and the sets {ψ m } m∈N , {φ m } m∈N , {η n } n∈N and {ξ n } n∈N are orthonormal in
Using this basis to calculate the trace, we find that 
The equality R 2d tr(Sα z T ) dz = tr(S)tr(T ) now follows easily from Moyal's identity and equation 2 above.
where the last equality follows from an easy calculation of tr(S) and tr(T ).
Remark. Convolutions of functions with operators could have been defined in the very general setup of a locally compact group G and a strongly continuous projective representation {U z } z∈G on some Hilbert space H. As we have done for G = R 2d and U z = π(z), one could use proposition 2.5 to make
. Such modules were studied by Bekka in [4] , and to some extent also by Arveson [2] and Graven [20] .
Another natural extension is therefore to consider a locally compact abelian group G and the Hilbert space L 2 (G), with the representation π on G ×Ĝ given by
For these representations Moyal's identity is true [24, p. 10] , and Kiukas et al. [26] claim that the theory in this section carries over to this more general setting, mutatis mutandis.
Using duality we can extend the domains of the convolutions introduced above, by allowing one factor to belong to the dual space.
then the following convolutions may be defined and satisfy the norm estimates
) and S ∈ T 1 , the expression A * S(z) = tr(Aα zŠ ) is still valid [26, 33] . Also, a simple calculation shows that A * S(z) = tr(Ǎα −z S) is an equivalent expression -we will use this expression whenever we find it convenient.
The next lemma shows that the convolutions interact with translations α and A →Ǎ in the expected way. We refer to [33] for the elementary proof.
Since the convolutions between operators and functions can produce both operators and functions as output, the associativity of the convolution operations is not trivial. The fact that associativity holds will be exploited frequently later in the text, and we now give a more elaborated version of Werner's proof of this fact [34] . Proof. Commutativity: Let S, T ∈ T 1 . We find that
We have made extensive use of the property tr(AB) = tr(BA), and also used part (4) of lemma 3.1.
Associativity:
The most interesting case is the convolution of three operators. We will need lemma 4.1 in addition to some more technical calculations. Let
it will be helpful to assume an arbitrary operator T 0 ∈ T 1 . If we can show that the dual space actions
for any T 0 , we will have shown that the two expressions define the same element in the dual space B(L 2 (R d )), and therefore the same operator. It will suffice to show that
Writing out the left side of the equation and using proposition 2.5, we find that
The last equality uses lemma 4.1 to introduce the second integral, and also exploits the commutativity of convolutions to switch the order of T 2 and T 3 . It is a simple exercise to check that α y (AB) = (α y A)(α y B) for operators A and B, hence α y (T 3 α x q T 2 ) = (α y T 3 )(α x α y q T 2 ). Using this in our calculation we get that
. We may use Fubini's theorem to change the order of integration, and then invoke the equality in lemma 4.1 again to reduce the expression to a form that we recognize as the desired equality.
As mentioned at the beginning of the proof, the other cases are more elementary, using properties of the weak definition of the integral. R 2d ) is constructed in a natural way from a Banach space X with an automorphism γ that behaves like a translation on X. When we let X = T p for p < ∞ and γ = α, this construction produces the convolution defined by Werner. We refer the interested reader to chapter 3 of [20] or [33] , but we cite the following consequence that follows directly from [20, Thm. 3.1.7] .
Propositions 4.2 and 4.4 imply that
T p is a Banach module over L 1 (R 2d ) for 1 ≤ p ≤ ∞. In fact,there is a theory of Banach modules with shifts, where a Banach module over L 1 (Proposition 4.5. Let A ∈ B(L 2 (R d )). The map z → α z A
is strongly continuous if and only if
We also note that the compact operators K(L 2 (R d )) and the uniformly continuous functions vanishing at infinity, C 0 (R 2d ), are corresponding under convolutions with trace class operators in a sense made precise by the following proposition. A proof may be found in [33] .
4.1. Banach space adjoints. We will consider the operation of taking convolutions with a fixed operator S, and inspired by the notation for localization operators we introduce the operators A S and B S by
It was noted by Werner [34] in the general case and Bayer and Gröchenig [3] for localization operators that A S and B S are adjoints of each other, when considered with the appropriate domains.
Theorem 4.7. Fix S ∈ T 1 and 1 ≤ p < ∞. Let q be determined by
where
Proof. If we let the bracket denote duality, then the adjoint of A S is determined by (A S )
One easily checks using the definition of A S and B S (see [33] for a proof) that
The case p = ∞ holds by our definition using duality. The proof that (B S ) * = A S uses exactly the same argument.
Localization operators as convolutions
One stated aim of this paper is to relate the theory of localization operators to the convolution operations introduced in the previous section. We make this connection explicit in the next theorem.
, and consider the operators
is given by
The Berezin transform of T with windows ϕ 1 and ϕ 2 is given by
Proof. The proof will simply consist of calculating f * (φ 2 ⊗ φ 1 ) and
Turning to the Berezin transform, let {e n } n∈N be an orthonormal basis of L 2 (R d ). Using Parseval's identity, we find that
where we have used lemma 3.1 in the last step.
By combining the results of proposition 4.2 with theorem 5.1, we recover wellknown Schatten p-class results for localization operators and Berezin transforms proved in [3, 10] , for instance.
A Fourier transform for operators
We will now introduce an analogue of the Fourier transform for a trace class operator S. The Fourier-Wigner transform F W S of S is the function given by
for z ∈ R 2d . In the terminology of Werner [25, 26, 34] this is the Fourier-Weyl transform, but we follow Folland [18] and call it the Fourier-Wigner transform.
. The Fourier-Wigner transform of S is given by
where A(ϕ 2 , ϕ 1 )(z) is the cross-ambiguity function.
Proof. Let {ψ n } n∈N be an orthonormal basis for L 2 (R d ). A calculation using Parseval's identity shows that
At some later point we are going to need an example of an operator T such that F W T (z) = 0 for any z ∈ R 2d . We therefore include the following example. for t ∈ R d and the operator S = ϕ ⊗ ϕ. We know that F W S = e πix·ω V ϕ ϕ(z), and then find that
πz·z .
Proposition 6.2. The Fourier-Wigner transform extends to a unitary operator
F W : T 2 → L 2 (R 2d )
. This extension is the inverse operator of the integrated Schrödinger representation ρ, and F
Proof. By the singular value decomposition, elements of the form S = e πix·ω s n V φn ψ n , and we find that
Hence the Fourier-Wigner transform is an isometry on a dense subspace of T 2 into L 2 (R 2d ), and therefore extends to an isometry
To show that the extension is the inverse of ρ, we consider
, we may use the weak formulation of the vector-valued integral defining ρ to calculate
where the last equality is Moyal's identity. The last expression clearly equals T f, g . If we denote the identity operator on T 2 by I T 2 , we have shown that ρF W T = I T 2 T . By linearity this equality of operators must hold on the dense subspace of T 2 spanned by such operators T , and therefore ρF W = I T 2 by continuity. As ρ is unitary, it has an inverse, which implies that F W is a two-sided inverse of ρ.
Since ρ is the inverse of
now follows since ρ is injective.
As a simple corollary we obtain the following known result [12, Prop. 286].
function such that the Weyl transform L f is a trace class operator. The trace of L f is given by
Proof. On the one hand, the previous proposition shows that the F W (L f ) is the twisted Weyl symbol of L f , which we know is F σ f from section 2.6.2. On the other hand, F W (L f )(z) = e −πix·ω tr(π(−z)L f ) from the definition of the Fourier Wigner transform. Therefore F σ f (z) = e −πix·ω tr(π(−z)L f ), and evaluating this at z = 0 gives the desired equality.
One can also extend the Fourier-Wigner transform to S ∈ B(L 2 (R d )); F W (S) will then be a tempered distribution. In fact, we will define F W (S) as an element of M ∞ (R 2d ), which is a subset of the tempered distributions. [21] . We therefore define F W (A) by requiring that F W (A), g = A, ρ(g) for any g ∈ M 1 (R 2d ), where the bracket denotes duality and is antilinear in the second argument. It is a simple exercise to check that this relation holds for A ∈ T 1 . Note that we need that ρ(g) ∈ T 1 for this to make sense, and this holds by theorem 2.8. We now check that this defines F W (A) as a bounded functional on M 1 (R 2d ) and obtain the norm estimate. One can show that ρ(g) T 1 ≤ C g M 1 for some constant C: If we let k g be the kernel of ρ(g) as an integral operator, theorem 2.8 says that there is a constant K with ρ(g) T 1 ≤ K k g M 1 . Furthermore, k and the Weyl symbol σ of ρ(g) are related by operations under which M 1 (R 2d ) is invariant [22] , and similarly σ and g are related by the symplectic Fourier transform, under which M 1 (R 2d ) is also invariant [17] . In conclusion, there is some constant C with ρ(g) T 1 ≤ C g M 1 . We now find that
The Fourier-Wigner transform shares several properties with the Fourier transform of functions. The next proposition, due to Werner [34] , provides an example of this.
, the integrand may be written in a way that will allow us to use lemma 4.1:
Lemma 4.1 then gives that
where we have used that tr(π(z)Ť ) = tr(π(z)P T P ) = tr(P π(z)P T ) = tr(π(−z)T ) from part (4) of lemma 3.1. (2) By proposition 2.5 we may take the trace inside the integral:
A simple manipulation of the integrand using part (2) of lemma 3.1 yields that tr
Inserting this expression into our calculation concludes the proof, since
The previous result is not merely aesthetically pleasing, but will be crucial in several proofs in the rest of this text. This is illustrated by the next two results. The first result gives the Weyl symbol of localization operators, and the second is a generalization of the Riemann-Lebesgue lemma, due to Werner [34] .
the twisted Weyl symbol of the localization operator
Proof. We know from proposition 6.2 that F W is the inverse operator to the integrated Schrödinger representation, and thus returns the twisted Weyl symbol of an operator. From proposition 6.4 we find that 
Proof. Vanishes at infinity:
2 from proposition 6.4. By the Riemann-Lebesgue lemma for functions, the left side vanishes at infinity, which clearly implies that F W (S) vanishes at infinity.
Continuity: Assume that z n is a sequence converging to some z in R 2d . We need to show that F W (S)(z n ) → F W (S)(z). Let {ψ m } m∈N be an orthonormal basis for L 2 (R d ) consisting of eigenvectors of |S|. By the definition of the trace
where we have assumed that the limit can be taken inside the sum for now, and used the strong continuity of z → e −πix·ω π(z). By the dominated convergence theorem, we can take the limit inside the sum if | π(z n )Sψ m , ψ m | ≤ a m for any n ∈ N, where {a m } m∈N is some sequence in ℓ 1 . If S = U|S| is the polar decomposition of
where s m is the m'th singular value of S. The sequence {s m } m∈N is summable since S is trace class, so picking a m = s m completes the proof.
We end this section by considering a Hausdorff-Young inequality for operators due to Werner [34] . The reader should note that there is a misprint in the statement in [34] , corrected in the following formulation. Proposition 6.6 (Hausdorff-Young inequality). Let 1 ≤ p ≤ 2 and let q be the conjugate exponent determined by
Proof. The result for p = 2 follows from proposition 6.2, where we even have equality of norms. For p = 1, the result follows from part (4) of proposition 2.1, since this proposition gives that
If we pick S = ψ ⊗ φ for ψ, φ ∈ L 2 (R d ) in the Hausdorff-Young inequality, we obtain for 2 ≤ q < ∞ that
This is Lieb's uncertainty principle (Proposition 2.7), except for the constant 2 q d that makes Lieb's inequality sharp [30] . Hence we can consider Lieb's uncertainty principle to be a sharp version of the Hausdorff-Young inequality for rank-one operators. As a corollary, we note an extension of Lieb's uncertainty principle to trace class operators.
Proof. We expand S = m∈N s m ψ m ⊗ φ m using the singular value decomposition and calculate using Lieb's uncertainty principle:
The first step in this calculation uses that
). This follows from proposition 6.6, which says that
, along with the fact that S T p ≤ S T 1 . We also use Lieb's uncertainty principle from proposition 2.7 to bound A(ψ m , φ m ) L q .
A generalization of Wiener's Tauberian theorem and density theorems
In order to state the main results of this section, we will introduce the notion of regularity due to Kiukas et al. [26] . For 1 ≤ p < ∞, we say that g ∈ L p (R 2d ) is p-regular if the translates {T z g : z ∈ R 2d } span a norm dense subspace of L p (R 2d ). Similarly, we say that S ∈ T p is p-regular if the translates {α z S : z ∈ R 2d } span a norm dense subspace of T p . We will often refer to 1-regularity as regularity.
and that T p is a dense subspace of T q . Thus we get that p-regularity implies q-regularity for an operator S if p ≤ q. This is also true for q = ∞,
An equivalent definition for an operator S to be ∞-regular is that the translates of S span a weak* dense subspace of B(L 2 (R d )) [27] . We will use both of these formulations.
We are now ready to state Wiener's famous Tauberian theorem using our newly introduced terminology. The first two of these equivalences were proved already in [35] by Wiener, the last one appears for instance as theorem 2.3 in [13] .
For 1 < p < 2, Lev and Olevskii [29] have shown the existence of two functions in L 1 (R) with the same set of zeros for the Fourier transform, but where one function is p-regular and the other is not. Wiener's Tauberian theorem can therefore not be extended in an obvious way to all values of 1 ≤ p ≤ ∞.
The next theorem was proved by Kiukas et al. [26] , expanding an earlier result by Werner [34] . This theorem allows us to easily infer our main result, theorem 7.7, and the proof illustrates the use of Werner's convolutions. We therefore include a proof in appendix A for the benefit of the reader, which essentially is a slightly elaborated version of the proof in [26] . 
The density in points (3) and (5) is in the p norm for p < ∞, and weak * density for p = ∞.
For the case p = ∞ we may add two further equivalent statements to the list:
Finally, there exists a p-regular operator S for any 1 ≤ p ≤ ∞.
Using the previous theorem, Werner [34] and Kiukas et al. [26] obtained a version of Wiener's Tauberian theorem for operators.
(1) S is regular ⇐⇒ the set {z ∈ R 2d : F W S(z) = 0} is empty. (2) S is 2-regular ⇐⇒ the set {z ∈ R 2d : F W S(z) = 0} has Lebesgue measure zero. (3) S is ∞-regular ⇐⇒ the set {z ∈ R 2d : F W S(z) = 0} has dense complement.
Proof. We prove the first part -the others follow from the same line of reasoning. By theorem 7.2, S is regular if and only if S * S is regular. By theorem 7.1, S * S is regular if and only if F σ (S * S)(z) = 0 for any z ∈ R 2d . However, proposition 6.4 gives that F σ (S * S) = (F W S) 2 . Thus F W (S * S) = 0 for any z ∈ R 2d if and only if the same holds for F W S, which completes the proof.
For pseudodifferential operators the preceding theorem takes a particularly simple form, and gives a simple procedure for obtaining regular operators.
(1) S is regular ⇐⇒ the set {z ∈ R 2d : f (z) = 0} is empty. (2) S is 2-regular ⇐⇒ the set {z ∈ R 2d : f (z) = 0} has Lebesgue measure zero. (3) S is ∞-regular ⇐⇒ the set {z ∈ R 2d : f (z) = 0} has dense complement.
Proof. We have shown that the Fourier-Wigner transform of a trace class operator is the twisted Weyl symbol of the operator, so F W (S) = f .
7.1. Consequences of the Cohen-Hewitt factorization theorem. The fact that T p is a Banach module over L 1 (R 2d ) for 1 ≤ p < ∞ means that we may use the Cohen-Hewitt theorem, which in this case says that the closed linear span of
Combining this with theorem 7.3, we obtain the following result.
Proof. Theorem 7.2 shows that there exists
and by the Cohen-Hewitt theorem this equals
This result appears to be novel in the specific context introduced by Werner in [34] , but is discussed in the general case by Graven [20] . 7.2. Arveson spectrum. Parts of the results in this section may be formulated using a notion of spectrum for a group of automorphisms on a von Neumann algebra, first formulated by Arveson [1] . Let X be a von Neumann algebra with an automorphism group {U z } z∈R 2d on X, and let x ∈ X. Arveson [2] defined the spectrum sp U (x) to be the spectrum of the family of functions {z → ρ(U z x) : ρ ∈ X * }, where X * is the predual of X considered as a subspace of the dual space of X.
We will consider U = α and X = B(L 2 (R d )), and then the predual of X is T 1 , where T ∈ T 1 acts on S ∈ B(L 2 (R d )) by S → tr(T * S) as before. By the spectrum of a function in f ∈ L 1 (R 2d ) we will mean the closed support of F σ f ; with this convention the spectrum of S ∈ B(L 2 (R d )) is related to the set of zeros of F W (S) in a natural way. Proof. By definition, sp α (S) is the spectrum of the functions tr(T * α z S) = T * * Š(z), i.e. the closure of the complement of the set Z := {z ∈ R 2d :
is a subset of Z. To see that Z = {z ∈ R 2d : F W S(−z) = 0}, note that we have constructed T ∈ T 1 with F W (T * )(z) = 0 for any z ∈ R 2d in example 6.1.
It follows that theorem 7.2 and 7.3 for p = ∞ yield a characterization of those S ∈ T 1 where the Arveson spectrum is all of R 2d .
7.3. Tauberian theorems for localization operators. In order to apply these results to localization operators, we pick S = ϕ 2 ⊗ ϕ 1 for two windows 
The density in points (1) , (3) and (5) is in the p norm for p < ∞, and weak * density for p = ∞.
If we apply theorem 7.3 to localization operators, we obtain a characterization of those windows
). This improves results by Bayer and Gröchenig [3] .
(1) The set {A
Proof. The density statements in this theorem are part (5) of theorem 7.6 for p = 1, 2, ∞, and therefore equivalent to S being p-regular. Furthermore, theorem 7.3 relates the condition that S is p-regular for these three values of p to the set of zeros of F W (S) = A(ϕ 2 , ϕ 1 ).
Remark.
• Of course, these statements are also equivalent to the other statements in theorem 7.6 for p = 1, p = 2 and p = ∞, respectively.
• To the authors' knowledge, there are no results characterizing the functions
such that the set of zeros of A(ϕ 2 , ϕ 1 ) satisfy the conditions in theorem 7.7. This question is therefore a possible topic for further research.
The equivalence in theorem 7.7 for p = 2 was proved by Bayer and Gröchenig in [3] using different methods. For p = 1, ∞ they were able to prove sufficient conditions on the zero set of the cross-ambiguity function A(ϕ 2 , ϕ 1 ) for the localization operators to have dense range, but not necessity as we have done in theorem 7.7. For p = 1, 2, ∞ our approach does not yield equivalences. We may, however, reprove the results in [3] , since p-regularity implies p ′ -regularity for p ≤ p ′ .
Corollary 7.7.1. Fix two windows
(1) Assume 1 ≤ p < 2. If the set {z ∈ R 2d : A(ϕ 2 , ϕ 1 )(z) = 0} is empty, then the set {A
Proof. If the set {z ∈ R 2d : A(ϕ 2 , ϕ 1 )(z) = 0} is empty, then the operator S = ϕ 2 ⊗ ϕ 1 is regular by theorem 7.7 and the following remark. As noted, this implies that S is p-regular for 1 ≤ p < ∞. By theorem 7.6, this implies that {A
Exactly the same argument works for 2 ≤ p < ∞, using part (2) of theorem 7.7.
Tauberian theorems for modulation spaces
The theory of localization operators has been extensively studied in the framework of modulation spaces [3, 7, 10] , and we would like to consider the convolutions in this framework. It is natural to look for a class of operators M such that T * S ∈ M 1 (R 2d ) for any T ∈ T 1 and S ∈ M. It turns out that this is true when M is the class of operators with Weyl symbol in M 1 (R 2d ). There are other reasons for considering M too. Any class of pseudodifferential operators suitable for the theory of convolutions should be closed under α, and hence by lemma 3.2 the associated class of symbols should be closed under translation. We are therefore led to the class M, as
In particular, M contains operators of the form
. Theorem 2.8 shows how any operator in M may be constructed from such simple operators. This is exploited when proving the next two results, which are generalizations of [3, Thm. 3.4] and [3, Thm. 3.6] . Complete proofs may be found in [33] ; in this paper we just show how to use theorem 2.8 to extend the results in [3] .
Proof. Cordero and Gröchenig [10, Thm. 3.4] 
as is allowed by theorem 2.8. Then
Now take the T p norm of this expression to find that
where C 2 appears from the result of Gröchenig and Cordero and the fact that the M 1 norm of the Wilson basis is bounded.
Remark.
(1) The theorem is not true for any S ∈ T
(2) A version of theorem 8.2 for T in other Schatten p-classes was proved in [3] .
However, the proof uses that
, where σ is the Weyl symbol of T as an operator T :
This inequality is not true in general; in fact the opposite inequality is true [10, Thm. 3.1]. We therefore settle for the special case T ∈ T 1 .
As mentioned,
As a special case of corollary 7.7.1 we therefore obtain theorem 5.4 in [3] . The proof consists merely of noting that L p ⊂ M p,∞ , so the subsets that we claim are dense are larger than those in corollary 7.7.1. In this sense the following result is weaker than corollary 7.7.1, and the main point of interest is the previously proved fact that symbols in the large space M p,∞ actually give operators in T p .
If the set {z ∈ R 2d : A(ϕ 2 , ϕ 1 )(z) = 0} has Lebesgue measure zero, then the set {A
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Appendix A. Proof of theorem 7.2
We begin by showing the existence of a p-regular operator. Since a regular operator is p-regular for 1 ≤ p ≤ ∞, it is sufficient to find a regular operator S ∈ T 1 . Now consider the Gaussian ϕ from example 6.1; we will prove that S = ϕ ⊗ ϕ satisfies part (6) of the theorem, so when the proof of the theorem is complete we know that it is in fact regular. The reason for starting with this is that we will need an operator satisfying (6) during the proof. Proposition 6.4 gives us that F σ (S * S) = F W (S)F W (S). By example 6.1, F W (S) has no zeros, thus the same is true for F σ (S * S). Theorem 7.1 then states that S * S is regular.
(2) ⇐⇒ (3): First assume that 1 ≤ p < ∞. In the notation of section 4.1, statement (3) says that BŠ * : T p → L p (R 2d ) has dense range. From theorem 4.7 we know that the Banach space adjoint of BŠ * is AŠ * , and part (1) of proposition 2.9 states that the range of BŠ * is dense if and only if AŠ * is injective. Furthermore, the injectivity of AŠ * is equivalent to the injectivity of A S , since f * Š * = 0 implies that ((f * Š * )ˇ) * =f * * S = 0 by lemma 4.3. This proves the equivalence. For p = ∞ we need to use part of (2) of proposition 2.9, and that (A S ) * = B S by theorem 4.7. Otherwise, the proof is the same.
(4) ⇐⇒ (5): Follows from the same line of reasoning as above, with the roles of A and B switched.
(2) =⇒ (4): Assume that T * S = 0 for some T ∈ T q . Taking the convolution with an arbitrary A ∈ T 1 from the left on both sides of this equality, we find by associativity that (A * T ) * S = 0. But A * T ∈ L q (R 2d ), so since we are assuming (2) we get that A * T = 0 for any A ∈ T 1 . We will use this to show that T = 0.
. An estimate now shows that
where we have used proposition 4.2 to estimate the norm of a convolution. If p = ∞, the same basic idea applies. First approximate f by T * S in the weak* topology, then approximate T by a finite linear combination of translates of S. We leave to the reader the trivial reformulation of the proof in terms of open sets.
(3) =⇒ (7): Let T 0 ∈ T 1 be regular; as noted before, T 0 is then also p-regular. The key parts of the previous argument was to first use (3) to approximate f by T * S for some T ∈ T 1 , and then use the p-regularity of S to approximate T by a finite linear combination of translates of S. Exactly the same argument works in this case, except that we need to approximate T with a finite linear combination of translates of T 0 instead of S. We leave the details to the reader.
(ii) =⇒ (i): Following [26] we start by showing that (ii) =⇒ (i) when S 0 is regular. Fix f ∈ C 0 (R 2d ) and ǫ > 0. Then pick g ∈ L 1 (R 2d ) such that g * f − f ∞ < ǫ 2 , which is possible by the existence of approximate identities in L 1 (R 2d ) [19, Prop. 2.44 ]. Since we are assuming that S 0 is regular, we know by (3) that there is a T ∈ T 1 with S 0 * T − g 1 < ǫ 2 f ∞ . From proposition 4.6 the operator T * f is compact, and an estimate now shows that S 0 * (T * f ) approximates f :
Armed with this knowledge we now prove that (ii) =⇒ (i) for non-regular S ∈ T 1 , so assume that C 0 (R 2d ) * S is dense in K(L 2 (R d )). We need to prove that K(L 2 (R d )) * S is dense in C 0 (R 2d ). If S 0 is some regular operator, then the set S 0 * C 0 (R 2d ) * S = {S 0 * f * S : f ∈ C 0 (R 2d )} is a subset of K(L 2 (R d )) * S, and it will be enough to show that this smaller set is dense. Since we assume (ii) we know that C 0 (R 2d ) * S is dense in K(L 2 (R d )). We also know that S 0 * K(L 2 (R d )) is dense in C 0 (R 2d ) from the first part of the argument, and if we combine these two density results with the continuity of the convolutions, we get that S 0 * C 0 (R 2d ) * S must be a dense subset of C 0 (R 2d ). (i) =⇒ (ii): We will just show that (ii) holds for a regular operator S 0 . The proof is then completed in the same way as (ii) =⇒ (i). Let T ∈ K(L 2 (R d )) and ǫ > 0; we will use three density results to find f ∈ C 0 (R 2d ) with T − f * S 0 B(L 2 ) < ǫ. Firstly, we use that T is compact to find a finite rank operator A with T − A B(L 2 ) < ǫ 3
. Secondly, since A is finite rank it is in particular trace class, so by (3) we may find g ∈ L 1 (R 2d ) such that A−g * S 0 B(L 2 ) < ǫ 3
. Here we have used that · B(L 2 ) ≤ · T 1 . Finally the continuous functions with compact support are dense in L 1 , so we can pick f ∈ C 0 (R
. We claim that T − S 0 * f B(L 2 ) < ǫ, which would conclude the proof. By the triangle inequality
(4) ⇐⇒ (ii) for p = ∞: This part follows from the same kind of argument as (2) ⇐⇒ (3) by using proposition 2.9 with the Banach spaces K(L 2 (R d )) and C 0 (R 2d ). Similar to that argument we get that C 0 (R 2d ) * S is dense in K(L 2 (R d )) if and only if the map T → T * S is injective from T 1 to C 0 (R 2d ) * . The first statement is clearly (ii), and the last statement is almost (4) when p = ∞, except that the codomain is C 0 (R 2d ) * rather than L 1 (R 2d ). However, it should be clear that this is of no importance when determining whether the mapping is injective since L 1 (R 2d ) may be identified with a subset of C 0 (R 2d ) * .
