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DEPTH PRESERVING PROPERTY OF THE LOCAL
LANGLANDS CORRESPONDENCE FOR NON-QUASI-SPLIT
UNITARY GROUPS
MASAO OI
Abstract. In this paper, we extend our result on a depth preserving property
of the local Langlands correspondence for quasi-split unitary groups ([Oi18])
to non-quasi-split unitary groups by using the local theta correspondence. The
key ingredients are a depth preserving property of the local theta correspon-
dence proved by Pan and a description of the local theta correspondence via the
local Langlands correspondence established by Gan–Ichino. To combine them,
we compare splittings for metaplectic covers of unitary groups constructed by
Kudla with those constructed by Pan.
1. Introduction
Let F be a p-adic field. We consider a connected reductive groupG over F . Then
the conjectural local Langlands correspondence for G predicts that there exists a
natural map from the set of equivalence classes of irreducible smooth representa-
tions of G(F ) to the set of conjugacy classes of L-parameters of G. The local
Langlands correspondence for general connected reductive groups has not been
known at present. However, thanks to recent developments based on works of a lot
of people, for several groups, the correspondence was established. In particular, for
• general linear groups ([HT01]),
• quasi-split symplectic or orthogonal groups ([Art13]),
• quasi-split unitary groups ([Mok15]), and
• non-quasi-split unitary groups ([KMSW14]),
the local Langlands correspondence has been established.
In the case of general linear groups, this correspondence is characterized by
the theory of ε-factors and L-factors of representations. In the cases of classical
groups listed above, the correspondence is characterized by the theory of endoscopy.
However it is known that, beyond these characterizations, the local Langlands cor-
respondence for these groups satisfies a lot of properties.
One example for such phenomena is a depth preserving property of the local Lang-
lands correspondence for general linear groups. To be more precise, let us recall the
notion of the depth of representations. When G = GL1, the group G(F ) = F
× has
a maximal open compact subgroup O×F (unit group) and its filtration {1+p
n
F}n∈Z>0
(higher unit groups). As its generalization, for a general connected reductive group
G over F , we can define various open compact subgroups (called parahoric sub-
groups) of G(F ) and their filtrations (called Moy–Prasad filtrations). By using
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these subgroups of G(F ), for each irreducible representation π of G(F ), we can de-
fine its depth (denoted by depth(π)), which expresses how large subgroups having
an invariant part in the representation are (see Section 4.4 for the definition). On
the other hand, for the inertia subgroup IF of the Weil group WF of F , we can
define its ramification filtration {I•F }. Then, by noting that an L-parameter of G
is an admissible homomorphism from WF × SL2(C) to the L-group of G, we can
define the depth of an L-parameter φ (denoted by depth(φ)), which measures how
deep the ramification of the L-parameter φ is (see Section 4.4 for the definition).
Then it is known that the local Langlands correspondence for GLN preserves the
depth. Namely, we have the following:
Theorem 1.1 ([Yu09, 2.3.6] and [ABPS16, Proposition 4.5]). Let π be an irre-
ducible smooth representation of GLN (F ) and φ the L-parameter of GLN corre-
sponding to π under the local Langlands correspondence for GLN . Then we have
depth(π) = depth(φ).
Note that, when N = 1, this is nothing but the well-known property of the
local class field theory about the correspondence between the higher unit groups
{1 + pnF }n∈Z>0 and the ramification filtration {I
ab,n
F }n∈Z>0 .
Therefore it is a natural attempt to investigate the relationship between the
depth of representations and that of L-parameters under the local Langlands cor-
respondence for other classical groups. In [Oi18], by extending a method of Gana-
pathy and Varma ([GV17]) based on harmonic analysis on p-adic reductive groups,
we proved the following depth preserving property for quasi-split unitary groups:
Theorem 1.2 ([Oi18, Theorem 5.6]). Let G be a quasi-split unitary group in N
variables over F . We assume that the residual characteristic p of F is greater
than N + 1. Then, for every irreducible smooth representation π of G(F ) and its
corresponding L-parameter φ of G, we have
depth(π) = depth(φ).
Our aim in this paper is to extend this result to non-quasi-split unitary groups.
Namely our main result is the following:
Theorem 1.3 (Theorem 4.9). Let G be a non-quasi-split unitary group in N vari-
ables over F . We assume that the residual characteristic p of F is greater than
N + 1. Then, for every irreducible smooth representation π of G(F ) and its corre-
sponding L-parameter φ of G, we have
depth(π) = depth(φ).
To show this, we utilize the local theta correspondence. Let V (resp. V ′) be an
ǫ-hermitian (resp. ǫ′-hermitian) space over F such that ǫǫ′ = −1, and U(V ) (resp.
U(V ′)) the corresponding unitary group over F . Then the local theta correspon-
dence gives a correspondence between representations of U(V ) and those of U(V ′).
For an irreducible smooth representation π of U(V ), we denote the corresponding
representation of U(V ′) by θ(π). Here note that θ(π) is possibly zero and that, if
θ(π) is not zero, then it is irreducible and smooth. The key point in our proof is
that the local theta correspondence has the following two properties:
Pan’s depth preserving theorem: The local theta correspondence preserves
the depth of representations ([Pan02]). Namely, if θ(π) is not zero, then we
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have
depth
(
θ(π)
)
= depth(π).
Gan–Ichino’s description of the L-parameter of the local theta lift:
If θ(π) is not zero, then the L-parameter θ(φ) of θ(π) can be described by
using the L-parameter of π ([GI14, Appendix C]).
By combining these properties with the observation that every unitary group in odd
variables is quasi-split, we can reduce the problem to the quasi-split case (Theorem
1.2). More precisely, for a given non-quasi-split unitary groupG, we assume thatG
is realized by an ǫ-hermitian space V over F (necessarily V is in even variables). We
put 2n to be the dimension of this space V and let V ′ be a (2n+1)-dimensional (−ǫ)-
hermitian space over F . Then the corresponding unitary group U(V ′) is quasi-split.
Thus, for an irreducible smooth representation π of G = U(V ), we can compare its
depth with the depth of the L-parameter φ of π in the following way:
(1) By Pan’s theorem, the depth of π is equal to the depth of its theta lift θ(π).
(2) Since U(V ′) is quasi-split, by Theorem 1.2, the depth of θ(π) is equal to
the depth of its L-parameter θ(φ).
(3) By Gan–Ichino’s description, we can compare the depth of θ(φ) with that
of φ.
π: representation of U(V ) oo
LLC for U(V )
///o/o/o/o/o/o/o/o/o
θ

O
O
O
φ: L-parameter of U(V )
θ

O
O
O
θ(π): representation of U(V ′) oo
LLC for U(V ′)
///o/o/o/o/o/o/o θ(φ): L-parameter of U(V ′).
However, in carrying out this strategy, we have to take care of the difference
between the normalization of the local theta correspondence used in Pan’s result and
that in Gan–Ichino’s result. Recall that the local theta correspondence is obtained
by considering the Weil representation of the metaplectic group Mp(W ) for the
symplectic space W := V ⊗ V ′. More precisely, the metaplectic group Mp(W ) is a
covering group of the symplectic group Sp(W ) and contains covering groupsflU(V )
of U(V ) and‡U(V ′) of U(V ). Then, by restricting the Weil representation of Mp(W )
to flU(V ) ×‡U(V ′), we get a correspondence between representations of flU(V ) and
those of‡U(V ′). flU(V )×‡U(V ′) //

Mp(W )

U(V )×U(V ′) // Sp(W ).
To make this to be a correspondence between representations of U(V ) and those of
U(V ′), we have to choose splittings of the coveringsflU(V ) → U(V ) and‡U(V ′) →
U(V ′). The important point here is that such splittings are not canonical. Namely,
there are several ways to construct them. The depth preserving result of Pan is
based on Pan’s splittings constructed in [Pan01] by using the generalized lattice
model of the Weil representation. On the other hand, the result of Gan–Ichino is
based on Kudla’s splitting constructed in [Kud94] by using the Schro¨dinger model
of the Weil representation. Therefore, in order to combine these two results, we
have to compute the difference between these two kinds of splittings.
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In this paper, we first recall Pan’s construction of his splittings for the meta-
plectic covers of unitary groups (Section 2) and compute the difference between
Pan’s splittings and Kudla’s splittings (Section 3). Then, according to the strategy
explained as above, we show the depth preserving property of the local Langlands
correspondence for non-quasi-split unitary groups (Section 4).
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Notation. Let p be a prime number. In this paper, we always assume that p is
not equal to 2. For a p-adic field F , we denote its ring of integers, maximal ideal,
residue field, and valuation by OF , pF , fF , and ordF (−), respectively.
We fix a quadratic extension E/F of p-adic fields and a uniformizer ̟F of F
×.
We denote the Galois conjugation of E/F by τ , and the norm map NrE/F shortly
by Nr. We write εE/F for the quadratic character of F
× corresponding to the
extension E/F .
2. Metaplectic covers of classical groups and their splittings
In this section, we recall the notion of metaplectic covers of classical groups,
their splittings, and the local theta correspondence.
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2.1. Metaplectic covers of symplectic groups and the Weil representa-
tions. Let (W, 〈−,−〉) be a symplectic space over F , that is a finite-dimensional
vector space W over F with a nondegenerate symplectic form 〈−,−〉 on W . Then
we have the corresponding symplectic group
Sp(W ) := {g ∈ GL(W ) | 〈gw, gw′〉 = 〈w,w′〉 for every w,w′ ∈W}
and the Heisenberg group H(W ) = W × F with the multiplication given by
(w1, t1) · (w2, t2) :=
(
w1 + w2, t1 + t2 +
1
2
〈w1, w2〉
)
.
Then the center of the group H(W ) is given by {0}×F . By Stone–von Neumann’s
theorem, for every nontrivial additive character ψ of F , we have a unique (up
to isomorphism) irreducible smooth representation (ρψ ,Sψ) of H(W ) with central
character ψ.
We define the twist (ρgψ,Sψ) of (ρψ,Sψ) via g ∈ Sp(W ) by
ρgψ(w, t)(v) := ρψ(gw, t)(v) for (w, t) ∈ H(W ) and v ∈ Sψ .
Then we define the metaplectic cover of Sp(W ) to be the group
Mp(W ) := {(g,M) ∈ Sp(W )×GL(Sψ) |M : ρψ ∼= ρ
g
ψ}.
Note that, by Stone–von Neumann’s theorem, for every g ∈ Sp(W ), there always
exists M ∈ GL(Sψ) satisfying M : ρψ ∼= ρ
g
ψ. Moreover, by Schur’s lemma, such an
M is unique up to a scalar multiple. In other words, we have an exact sequence
1→ C× → Mp(W )→ Sp(W )→ 1,
where the second map is given by z 7→ (1, z · idSψ) and the third map is given by
(g,M) 7→ g, and a Cartesian diagram
Mp(W )
ωψ
//

GL(Sψ)

Sp(W ) // GL(Sψ)/C
×.
We call the representation ωψ; (g,M) 7→M the Weil representation of Mp(W ).
In the rest of this paper, we fix a nontrivial additive character ψ of F .
2.2. Local theta correspondence for metaplectic covers. We consider an ǫ-
hermitian space (V, h) over E and an ǫ′-hermitian space (V ′, h′) over E, where ǫ
and ǫ′ are elements of {±1} satisfying ǫǫ′ = −1. We denote the corresponding
unitary groups by U(V ) and U(V ′). Namely, we put
U(V ) := {g ∈ GL(V ) | h(gv1, gv2) = h(v1, v2) for every v1, v2 ∈ V }
(we define U(V ′) in the same way). We can regard the space W := V ⊗E V
′ as a
symplectic space over F with the symplectic form
〈v1 ⊗ v
′
1, v2 ⊗ v
′
2〉 :=
1
2
TrE/F
(
h(v1, v2) · τ(h
′(v′1, v
′
2))
)
.
Then the pair (U(V ),U(V ′)) is a reductive dual pair in the symplectic group Sp(W )
and we have a natural map
U(V )×U(V ′)→ Sp(W ).
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In particular, we have embeddings ιV ′ : U(V )→ Sp(W ) and ιV : U(V
′)→ Sp(W ).
We define the metaplectic coverflU(V ) to be the pull back of ιV ′(U(V )) via the map
Mp(W )→ Sp(W ) (we define‡U(V ′) in a similar way).
Then, by considering the pull back of the Weil representation ωψ of Mp(W ) viaflU(V )×‡U(V ′)→flU(V ) ·‡U(V ′) ⊂Mp(W ),
we get a correspondence between irreducible admissible representations of flU(V )
and those of‡U(V ′). More precisely, for every irreducible admissible representation›πV offlU(V ), the maximal›πV -isotypic quotient of ωψ|fiU(V )×flU(V ′) is of the form›πV ⊠ΘV,V ′,ψ(›πV ),
where ΘV,V ′,ψ(›πV ) is an admissible representation of‡U(V ′), which is called the big
theta lift of ›πV and possibly zero. If ΘV,V ′,ψ(›πV ) is not zero, then ΘV,V ′,ψ(›πV )
has a unique irreducible quotient which is denoted by θV,V ′,ψ(›πV ) and called the
small theta lift. Moreover, for irreducible admissible representationsfiπV,1 andfiπV,2
offlU(V ), θV,V ′,ψ(fiπV,1) is equivalent to θV,V ′,ψ(fiπV,2) if and only iffiπV,1 is equivalent
tofiπV,2 (so called the Howe duality). The correspondence between irreducible ad-
missible representations offlU(V ) and those of‡U(V ′) obtained in this way is called
the local theta correspondence. These results are basically based on the works in
[MVW87] and [Wal90]. See also, for example, [GI14, Section 5] for a summary of
the theory of the local theta correspondence.
2.3. Splittings of the metaplectic covers. Recall that, by Stone–von Neu-
mann’s theorem and Schur’s lemma, for every g ∈ Sp(W ), an elementM ∈ GL(Sψ)
satisfying (g,M) ∈Mp(W ) exists uniquely up to a scalar multiple. Now we suppose
that we have a special choice of such Mg ∈ GL(Sψ) for each g ∈ Sp(W ) satisfying
M1 = idSψ . Then, as sets, we can identify Mp(W ) with Sp(W )× C
× via
Sp(W )× C× ∼= Mp(W ); (g, z) 7→ (g, zMg).
Moreover, if we define a 2-cocycle c(−,−) : Sp(W )× Sp(W )→ C× by
c(g1, g2) := Mg1Mg2M
−1
g1g2 ∈ C
×,
then the group structure of Mp(W ) can be described in Sp(W )× C× as
(g1, z1) · (g2, z2) =
(
g1g2, z1z2c(g1, g2)
)
.
We say that a function βV ′ : U(V )→ C
× is a splitting of the cocycle c if we have
c(g, g′) = βV ′(gg
′)βV ′(g)
−1βV ′(g
′)−1
for every g, g′ ∈ Sp(W ). Note that this condition is equivalent to the condition that
the map
β˜V ′ : U(V )→flU(V ); g 7→ (ιV ′(g), βV ′(g)Mg)
is a group homomorphism (i.e., a section of the coveringflU(V )→ U(V )). Further-
more, if we have such an splitting, then we get a group isomorphism
U(V )× C× ∼=flU(V ); (g, z) 7→ (ιV ′(g), zβV ′(g)Mg).
We say that a splitting βV ′ is admissible if the pullback of every admissible repre-
sentation offlU(V ) via β˜V ′ is an admissible representation of U(V ).
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Now we suppose that we have such admissible splittings βV ′ for U(V ) and βV
for U(V ′). Then we can regard the local theta correspondence as a correspondence
between representations of U(V ) and those of U(V ′) in the following way. First,
we take an irreducible admissible representation πV of U(V ). We write WpiV for a
vector space where πV is realized. Since we have an isomorphismflU(V ) ∼= U(V )×C×
obtained from the splitting βV ′ , we can extend πV to an irreducible admissible
representation›πV offlU(V ) on WpiV so that›πV (g, z) := πV (g) ◦ z · idWpiV
for (g, z) ∈ U(V ) × C× ∼= flU(V ). By considering the local theta correspondence,
we get the small theta lift θV,V ′,ψ(›πV ) of›πV , which is an admissible representation
of‡U(V ′). Now we assume that θV,V ′,ψ(›πV ) is not zero. Then, by noting that the
central part z ∈ C× of Mp(W ) acts on Sψ via z · idSψ , the pullback of θV,V ′,ψ(›πV ) to
U(V ′) via the fixed splitting βV is irreducible. Thus we get an irreducible admissible
representation of U(V ′).
We remark that there is another way to make the local theta correspondence to
be a correspondence between representations of U(V ) and those of U(V ′). That is,
we first consider the homomorphism
U(V )×U(V ′) →֒flU(V )×‡U(V ′)→flU(V ) ·‡U(V ′) ⊂Mp(W )
obtained from the fixed splittings βV ′ and βV . Then we define the local theta
correspondence between U(V ) and U(V ′) in the same manner as in Section 2.2 by
using the pullback of the Weil representation ωψ of Mp(W ) to U(V )×U(V
′). Later
(in Section 4.5), we combine two key results on the local theta correspondence which
have been established by Gan–Ichino ([GI14]) and Pan ([Pan02]). In [Pan02], the
local theta correspondence for U(V ) and U(V ′) constructed in the first way is used.
On the other hand, in [GI14], the correspondence constructed in the second way is
used. However, since the central part z ∈ C× of Mp(W ) acts on Sψ via z · idSψ ,
these two constructions coincide.
2.4. Schro¨dinger models vs. generalized lattice models. As explained in the
previous subsection, by taking admissible splittings, we can get the local theta
correspondence between U(V ) and U(V ′). This correspondence depends on the ad-
missible splittings and there are several ways to construct such splittings explicitly.
In this paper, we use the following two kinds of splittings:
Kudla’s splitting for the Schro¨dinger model: The first one is Kudla’s
splitting constructed by using the Schro¨dinger model of the representation
ρψ. We take a complete polarizationW = X⊕Y (i.e., X and Y are totally
isotropic subspaces). Then we can realize the representation ρψ of H(W ) on
the space S(Y ) of Schwartz functions (i.e., locally constant and compactly
supported functions) on Y . Moreover, by using this realization, we can
construct an isomorphism ρψ ∼= ρ
g
ψ for each g ∈ Sp(W ) explicitly. We
write MYg for this isomorphism. Here we do not recall how to realize the
representation ρψ on the space S(Y ) and how to construct M
Y
g . See, for
example, [Pan01, Section 2.2]. Then, as explained in Section 2.3, we get a
2-cocycle with respect to {MYg }g∈Sp(W ) (called Ranga Rao’s 2-cocycle). For
this 2-cocycle, Kudla constructed an admissible splitting βYV ′ : U(V )→ C
×
explicitly in [Kud94]. Here note that, to define the splitting βYV ′ , we have to
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take a character χV ′ on E
× satisfying χV ′ |F× = ε
dimV ′
E/F , and the splitting
βYV ′ depends on the choice of such a character. Also note that the resulting
splitting β˜V ′ does not depend on the choice of a polarization W = X ⊕ Y
(see, for example, [HKS96, Proposition A.1]).
Pan’s splitting for the generalized lattice model: The second one is Pan’s
splitting constructed by using the generalized lattice model of the repre-
sentation ρψ. By taking good lattices L of V and L
′ of V ′, we can define
a good lattice B of W (see [Pan01, Section 1.3] for the definition of good
lattices). Then we can realize the representation ρψ of H(W ) on the space
S(B) of Schwartz functions on B. Moreover, by using this realization, we
can construct an isomorphism MBg : ρψ
∼= ρ
g
ψ for each g ∈ Sp(W ) explicitly
(see [Pan01, Section 2.3]). Therefore we get a 2-cocycle with respect to
{MBg }g∈Sp(W ). For this 2-cocycle, Pan constructed an admissible splitting
βLV ′ : U(V )→ C
× explicitly in [Pan01].
In this paper, we fix a character χ of E× satisfying χ|F× = εE/F and always
take χV ′ (in the definition of Kudla’s splitting) to be χ
dimV ′ .
Let us consider the difference between the local theta correspondence with re-
spect to Kudla’s splittings and that with respect to Pan’s splittings. We first take
an isomorphism Ψ: S(Y ) ∼= S(B) as irreducible representations of H(W ) (note that
this is unique up to a scalar multiple by the irreducibility of ρψ). By using Ψ, we
define a function αV ′ : U(V )→ C
× to be the function satisfying
αV ′(g) ·Ψ ◦M
B
ιV ′(g)
= MYιV ′(g) ◦Ψ
for every g ∈ U(V ). Then, since βYV ′ is an admissible splitting for the Schro¨dinger
model, the function αV ′β
Y
V ′ is an admissible splitting for the generalized lattice
model. We define the function ξV ′ : U(V ) → C
× to be the ratio of this splitting
αV ′β
Y
V ′ to Pan’s splitting β
L
V ′ :
ξV ′ := αV ′β
Y
V ′(β
L
V ′)
−1.
Then this is a character of U(V ) and the relationship between the local theta
correspondences with respect to Kudla’s splitting and Pan’s splitting is described
as follows:
Proposition 2.1. Let πLV and π
L′
V ′ are irreducible admissible representations of
U(V ) and U(V ′), respectively. We assume that πLV and π
L′
V ′ are related under the
local theta correspondence with respect to Pan’s splittings βLV ′ and β
L′
V . Then π
L
V ⊗
ξV ′ and π
L′
V ′ ⊗ ξV are related under the local theta correspondence with respect to
Kudla’s splittings βYV ′ and β
Y
V .
Proof. We assume that πLV is the restriction of an irreducible admissible represen-
tation ›πV of flU(V ) to U(V ) via Pan’s splitting βLV ′ . Namely, for every g ∈ U(V ),
we have
πLV (g) =›πV (ιV ′(g), βLV ′(g)MBιV ′ (g)).
Since we have ξV ′ = αV ′β
Y
V ′(β
L
V ′)
−1 and αV ′(g) ·M
B
ιV ′ (g)
= MYιV ′ (g)
(here we omit
Ψ from the notation), we have
πLV ⊗ ξV ′(g) =›πV (ιV ′(g), βLV ′(g)MBιV ′(g)ξV ′(g))
=›πV (ιV ′(g), βYV ′(g)MYιV ′(g)).
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In other words, πLV ⊗ ξV ′ is the restriction of ›πV to U(V ) via Kudla’s splitting
βYV ′ . On the other hand, if we assume that π
L′
V ′ is the restriction of an irreducible
admissible representation π˜V ′ of‡U(V ′) to U(V ′) via Pan’s splitting βL′V , then πL′V ′⊗
ξV is the restriction of π˜V ′ to U(V
′) via Kudla’s splitting βYV by the same argument.
This completes the proof. 
3. Comparison of Kudla’s splitting and Pan’s splitting
Our aim in this section is to compute the ratio ξV ′ of Kudla’s splitting to Pan’s
splitting explicitly.
3.1. Maximal open compact subgroup U(V )L and its character ζV ′. In
this subsection, we recall the definitions and basic properties of the maximal open
compact subgroup U(V )L of U(V ) and its character ζV ′ , which play important roles
in Pan’s construction of the splitting βLV ′ for the generalized lattice models of the
Weil representations.
For the fixed good lattice L of V , we denote the corresponding maximal open
compact subgroup of U(V ) by U(V )L:
U(V )L := {g ∈ U(V ) | g · L = L}.
We denote the image of U(V )L under the determinant map by EL. When E is
unramified over F , this group EL is equal to
E1 := {t ∈ E× | Nr(t) = 1}.
When E is ramified over F , the group EL is a subgroup of E
1 of index two and
given by
(E1)+ := {t ∈ E1 | t ≡ 1 mod pE}.
We set SU(V )L := U(V )L ∩ SL(V ).
Now we define the character ζV ′ on U(V )L as follows. First, we consider the
quotient of U(V )L by its commutator subgroup [U(V )L,U(V )L]. Then we have the
following exact sequence of abelian groups:
1→ SU(V )L/[U(V )L,U(V )L]→ U(V )L/[U(V )L,U(V )L]→ U(V )L/ SU(V )L → 1.
If we fix a section of the third homomorphism, then we get an isomorphism
(∗) U(V )L/[U(V )L,U(V )L] ∼=
(
SU(V )L/[U(V )L,U(V )L]
)
×
(
U(V )L/ SU(V )L
)
.
We first define a character ζV ′ on SU(V )L/[U(V )L,U(V )L] of order 2 as in the
manner of [Pan01, Section 3.3]. Then, by using the above isomorphism (∗), we
extend ζV ′ to U(V )L/[U(V )L,U(V )L] trivially. Finally, by inflating it to U(V )L,
we define a character ζV ′ on U(V )L.
Here we note that the definition of ζV ′ depends on the choice of the isomorphism
(∗). Later (in Section 3.3), we explain our choice of this isomorphism. We also note
that the restriction of ζV ′ to the pro-p part does not depend on the choice of the
isomorphism (∗). To be more precise, we identify U(V )L/ SU(V )L with EL via det:
det : U(V )L/ SU(V )L
∼=
−→ EL,
and put
E+L := {t ∈ EL | t ≡ 1 mod pE}
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(note that we have EL ) E
+
L only when E is unramified over F ). Let U(V )
+
L be
the inverse image of E+L via the determinant map U(V )L ։ EL:
1 // SU(V )L/[U(V )L,U(V )L] // U(V )L/[U(V )L,U(V )L] // EL // 1
1 // SU(V )L/[U(V )L,U(V )L] //
=
OO
U(V )+L/[U(V )L,U(V )L]
//
?
OO
E+L
?
OO
// 1.
Then, since E+L is a pro-p group and SU(V )L/[U(V )L,U(V )L] is a prime-to-p group
(see [Pan01, Section 1.4] for the details), the exact sequence of abelian groups
1→ SU(V )L/[U(V )L,U(V )L]→ U(V )
+
L/[U(V )L,U(V )L]→ E
+
L → 1
splits canonically. Thus the extension of ζV ′ from SU(V )L/[U(V )L,U(V )L] to
U(V )+L/[U(V )L,U(V )L] is determined canonically.
3.2. Reduction to a computation of αV ′β
Y
V ′. To compute the difference ξV ′
between Kudla’s splitting and Pan’s splitting, we next recall the definition of Pan’s
splitting βYV ′ . To define β
Y
V ′ , we use the character ζV ′ : U(V )L → C
× constructed
in the previous subsection.
First, by the definition of the generalized lattice models, αV ′β
Y
V ′ is a character
on U(V )L. On the other hand, by Proposition 3.3 in [Pan01], we have
αV ′β
Y
V ′ |SU(V )L ≡ ζV ′ |SU(V )L .
In other words, the map αV ′β
Y
V ′ζ
−1
V ′ is a character on U(V )L factoring through the
determinant map. We write ξ′V ′ for the induced character of EL = det(U(V )L):
U(V )L
αV ′β
Y
V ′
ζ−1
V ′ //
det
##❋
❋❋
❋❋
❋❋
❋
C×
EL
ξ′
V ′
==⑤⑤⑤⑤⑤⑤⑤⑤
We take an extension of ξ′V ′ to E
1 and denote it again by ξ′V ′ . Then Pan’s splitting
βLV ′ : U(V )→ C
× is defined by
βLV ′ := (ξ
′
V ′ ◦ det)
−1αV ′β
Y
V ′ .
Therefore, by this definition, the ratio ξV ′ of Kudla’s splitting to Pan’s splitting is
given by
ξV ′ := αV ′β
Y
V ′ · (β
L
V ′)
−1 = ξ′V ′ ◦ det .
Thus our task is to determine ξ′V ′ explicitly. However, the extension of ξ
′
V ′
from EL to E
1 was taken arbitrary. Furthermore, the character ζV ′ on U(V )L is
defined by using the noncanonical isomorphism (∗) (see Section 3.1). Therefore ξ′V ′
is defined canonically only on E+L . Thus our essential task is to determine ξ
′
V ′ |E+
L
.
U(V )+L
  //
det

U(V )L
αV ′β
Y
V ′
ζ−1
V ′ //
det

C×
E+L
  // EL
ξ′
V ′
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦
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To do this, it suffices to compute αV ′β
Y
V ′ζ
−1
V ′ at the image of a section of the deter-
minant map U(V )+L → E
+
L . However, by the definition of ζV ′ and an explanation
in the final paragraph in Section 3.1, ζV ′ is necessarily trivial on the image of such
a section. Thus it is enough to compute αV ′β
Y
V ′ on the image of a section of the
determinant map U(V )+L → E
+
L .
3.3. Section of the determinant map. In this subsection, we construct an ex-
plicit section of the determinant map U(V )+L → E
+
L .
When V is 1-dimensional, the unitary group U(V ) is isomorphic to E1 canoni-
cally. Thus there is nothing to do.
We next consider the case where V is 2-dimensional isotropic. In this case, we
consider a matrix representation of the unitary group U(V ) with respect to a basis
{v1, v2} of V satisfying
• h(v1, v1) = h(v2, v2) = 0, and
• h(v1, v2) = 1,
where h is the ǫ-hermitian form of the ǫ-hermitian space V . Furthermore, we assume
that the fixed good lattice L is of the form
p
ν1
E v1 ⊕ p
ν2
E v2
for some integers ν1, ν2 ∈ Z. Here note that it is enough to treat only such a case
since every good lattice is of the form g · L for some element g ∈ U(V ) and a good
lattice L ⊂ V of the above form (see Lemma 1.3 (ii) in [Pan01]). To construct a
splitting in this case, we start from recalling the structure of the quotient of 1+ pE
by 1+pF . First, since E is quadratic over F and p is not equal to 2, we may assume
that E = F (δ) and OE = OF [δ], where δ is a square root of a non-square element
∆ ∈ F× \ F×2 satisfying
ordF (∆) =
®
0 if E is unramified over F ,
1 if E is ramified over F .
Then we can define a section of the canonical surjection
(1 + pE)։ (1 + pE)/(1 + pF )
as follows:
The case where E/F is unramified: In this case, we have
• pE = ̟F (OF + δOF ), and
• pF = ̟FOF .
Thus the subgroup
{1 +̟F δx | x ∈ OF }
of 1+ pE is a set of representatives of (1+ pE)/(1+ pF ) and gives a section
of the surjection 1 + pE ։ (1 + pE)/(1 + pF ).
The case where E/F is ramified: In this case, we have
• pE = δOF + δ
2OF , and
• pF = δ
2OF .
Thus the subgroup
{1 + δx | x ∈ OF }
of 1+ pE is a set of representatives of (1+ pE)/(1+ pF ) and gives a section
of the surjection 1 + pE ։ (1 + pE)/(1 + pF ).
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Now we construct a section of the determinant map. By Hilbert’s theorem 90, we
have an isomorphism
E×/F×
∼=
−→ E1; k 7→ k/τ(k).
Moreover, the subset E+L of the right-hand side corresponds to the subset (1 +
pE)/(1 + pF ) of the left-hand side. Therefore, by using the above representatives
of (1 + pE)/(1 + pF ), we can define a section
E+L → 1 + pE ; t 7→ kt
of the map 1+ pE ։ (1 + pE)/(1 + pF ) ∼= E
+
L . Namely, kt is the unique element of®
{1 +̟F δx | x ∈ OF } if E/F is unramified,
{1 + δx | x ∈ OF } if E/F is ramified
satisfying kt/τ(kt) = t. By using this, we define a map from E
+
L to U(V )
+
L by
E+L → U(V )
+
L ; t 7→
Å
kt 0
0 τ(kt)
−1
ã
.
Then this is a section of the determinant map det: U(V )+L → E
+
L .
Finally, we consider the general case. In this case, by Lemma 1.3 (iii) in [Pan01],
V has an L-admissible decomposition into an orthogonal sum of 2-dimensional
isotropic ǫ-hermitian spaces and 1-dimensional anisotropic ǫ-hermitian subspaces
(see [Pan01, Section 1.3] for the definition of the L-admissibility). We take such a
decomposition of V and a decomposition of the good lattice L into good lattices Li
of Vi determined by the decomposition of V :
V =
⊕
i∈I
Vi ⊃ L =
⊕
i∈I
Li.
We fix one index i0 ∈ I. Then we can regard the group U(Vi0 )Li0 as a subgroup of
U(V )L. Thus, by using the sections for 1 or 2-dimensional cases constructed above,
we get a section of the determinant map from U(V )+L to E
+
L :
EL → U(Vi0 )
+
Li0
→֒ U(V )+L .
3.4. Computation of the ratio of two splittings. Now we compute the dif-
ference between Kudla’s splitting and Pan’s splitting. Recall that, in Section
2.4, we defined the character ξV ′ of U(V ) to be the ratio of Kudla’s splitting to
Pan’s splitting. Then the character ξV ′ factors through the determinant character
det : U(V )→ E1 and can be written as ξV ′ = ξ
′
V ′ ◦ det.
On the other hand, we fixed a character χV ′ of E
× to define Kudla’s splitting.
By the isomorphism of Hilbert’s theorem 90, the chain E+L ⊂ EL ⊂ E
1 can be
identified with a chain of E×/F× as follows:
(1 + pE)/(1 + pF )
  //
∼=

O×E/O
×
F
  //
∼=

E×/F×
∼=

E+L
  // EL
  // E1.
Since χV ′ is a character on E
× whose restriction to F× is equal to either 1 or εE/F ,
the restriction of χV ′ to 1 + pE factors through the quotient (1 + pE)/(1 + pF ).
Therefore, we can regard χV ′ |1+pE as a character of E
+
L . We denote it by χ
+
V ′ .
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Proposition 3.1. We have
ξ′V ′ |E+
L
= χ+V ′ .
In the rest of this section, we prove this proposition.
We consider a decomposition V =
⊕
i Vi of V into 1-dimensional subspaces or
2-dimensional isotropic subspaces as in the previous subsection. We denote the
section of the determinant map from U(V )+L to E
+
L constructed in the previous
subsection by µ:
µ : E+L → U(Vi0 )
+
Li0
→֒ U(V )+L .
Then, in order to show Proposition 3.1, it is enough to check that
ξV ′
(
µ(t)
)
= χ+V ′(t)
for every t ∈ E+L .
We have ξV ′ = αV ′β
Y
V ′ζ
−1
V ′ and ζV ′ is trivial on U(V )
+
L as explained in Section
3.2. Thus our task is to show
αV ′β
Y
V ′
(
µ(t)
)
= χ+V ′(t).
If we take a maximal isotropic subspace Y of V ⊗E V
′ to be the direct sum of
maximal isotropic subspaces Yi of Vi ⊗E V
′, then, for every element g ∈ U(V ) of
the form
g = (gi)i ∈
∏
i
U(Vi) ⊂ U(V ),
we have
αV ′β
Y
V ′(g) =
∏
i
αV ′β
Yi
V ′(gi)
(see [Pan01, Section 3.6] for the details). In particular, by the definition of µ, we
have
αV ′β
Y
V ′
(
µ(t)
)
= αV ′β
Yi0
V ′
(
µ(t)
)
.
Namely, it is enough to consider the case where V is either 1-dimensional or 2-
dimensional isotropic.
Furthermore, we consider a decomposition of V ′
⊕
j V
′
j into two-dimensional
isotropic or 1-dimensional subspaces, and take a maximal isotropic subspace Y of
V ⊗E V
′ to be the direct sum of maximal isotropic subspaces Yj of V ⊗E V
′
j . Then,
for every element g ∈ U(V ), we have
αV ′β
Y
V ′(g) =
∏
j
αV ′
j
β
Yj
V ′
j
(gj).
Therefore, by our choice of the characters χV ′ and χVj′ for each V
′
j (see Section
2.4), it is enough to show that
αV ′
j
β
Yj
V ′
j
(
µ(t)
)
= χ+V ′
j
(t)
for each j.
In summary, to prove Proposition 2.1 for general V and V ′, it is enough to show
it for the case where V and V ′ are 1-dimensional or 2-dimensional isotropic. We
check it by a case-by-case computation.
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3.4.1. The case where E/F is unramified. We first consider the case where E is an
unramified extension of F .
Lemma 3.2 (The case where dimV = 1 and dimV ′ = 1). Let χV ′ be a character
of E× satisfying χV ′ |F× = εE/F . Let t be an element of E
+
L and kt the element
constructed in Section 3.3 satisfying kt/τ(kt) = t. Then we have
αV ′β
Y
V ′
(
µ(t)
)
= χ+V ′(t) = χV ′(kt).
Proof. We write kt = 1 + δb, where b is an element of pF . Here, since it is enough
to consider the case where t 6= 1, we may assume that b 6= 0. Similarly, we write
t = x+ δy by using elements x, y ∈ OF . Note that we have x ≡ 1 mod pF and y is
given by 2bNr(kt) (in particular, y 6= 0).
We put σ := ord(ψ0) + ordF (ρ). Here ρ ∈ F
× is an element determined by V
and V ′ (see [Pan01, Section 5.2]) and ord(ψ0) is the level of the additive character
ψ0 of F defined by ψ0(x) := ψ(
x
2 ). Then, by Lemma 6.1 in [Pan01], we have
βYV ′
(
µ(t)
)
=
®
χV ′((t− 1)δ) if σ is even,
−χV ′((t− 1)δ) if σ is odd, and
αV ′
(
µ(t)
)
= γF (−∆, ψ0) · (∆, yρ)F · ω0(−1)
ord(ψ0),
where γF (−,−) is the Weil constant (see, for example, Section 1.5 in [Pan01]),
(−,−)F is the Hilbert symbol, and ω0 is the nontrivial quadratic character of f
×
F .
Here we remark that, in Lemma 6.1 in [Pan01] the formula of αV ′ is incorrect,
and that 2 in the Hilbert symbol is not necessary. This mistake arises from the
definitions of I1 and I2, which are used in the proof of [Pan01, Lemma 5.9]. We
rewrite this result in terms of kt = 1 + δb.
First we consider βYV ′(µ(t)). As we assume that χV ′ |F× = εE/F , χV ′ is trivial
on Nr(E×). In particular, we have χV ′(kt) = χV ′(τ(kt))
−1. Thus, since we have
(t− 1)δ =
kt − τ(kt)
τ(kt)
· δ =
2∆b
τ(kt)
,
we get
βYV ′
(
µ(t)
)
= (−1)σχV ′(2∆b)χV ′(kt).
Next we consider αV ′(µ(t)). By a formula for the Weil constant (see, e.g., Section
1.5 (6) in [Pan01]), we have
γ(−∆, ψ0) =
(
ω0(−∆)γfF (ψ0)
)ordF (−∆)
ω0(−∆)
ord(ψ0)ω0(−1)
ordF (−∆)ord(ψ0)
= (−1)ord(ψ0)ω0(−1)
ord(ψ0).
Here we put ∆ ∈ f×F to be the reduction of ∆̟
− ordF (∆)
F . By noting that (∆, yρ)F =
χV ′(yρ) and that y =
2b
Nr(kt)
, we get
γF (−∆, ψ0)(∆, yρ)Fω0(−1)
ord(ψ0) = (−1)ord(ψ0)χV ′
(
2bρNr(kt)
−1
)
= (−1)ord(ψ0)χV ′(2bρ).
Thus we have
αV ′β
Y
V ′
(
µ(t)
)
= (−1)ord(ψ0)χV ′(2bρ)(−1)
σχV ′(2∆b)χV ′(kt)
= (−1)ord(ψ0)+σχV ′(ρ∆)χV ′(kt).
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Finally, by noting that χV ′(ρ∆) = (−1)
ordF (ρ), we get
(−1)ord(ψ0)+σχV ′(ρ∆)χV ′(kt) = χV ′(kt).

Lemma 3.3 (The case where dimV = 1 and dimV ′ = 2). Let χV ′ be a character
of E× satisfying χV ′ |F× = 1. Let t be an element of E
+
L and kt the element
constructed in Section 3.3 satisfying kt/τ(kt) = t. Then we have
αV ′β
Y
V ′
(
µ(t)
)
= χ+V ′(t) = χV ′(kt).
Proof. By Lemma 6.2 in [Pan01], we have
βYV ′
(
µ(t)
)
= χV ′
(
(t− 1)δ
)
and αV ′
(
µ(t)
)
= 1.
Thus, by the same computation as in the previous case, we get
αV ′β
Y
V ′(g) = χV ′(2∆bkt).
Since we assume χV ′ |F× ≡ 1, we get the assertion. 
Lemma 3.4 (The case where dimV = 2 and dimV ′ = 1). Let χV ′ be a character
of E× satisfying χV ′ |F× = εE/F . Let t be an element of E
+
L and kt the element
constructed in Section 3.3 satisfying kt/τ(kt) = t. Then we have
αV ′β
Y
V ′
(
µ(t)
)
= χ+V ′(t) = χV ′(kt).
Proof. This is nothing other than Lemma 6.4 in [Pan01]. 
Lemma 3.5 (The case where dimV = 2 and dimV ′ = 2). Let χV ′ be a character
of E× satisfying χV ′ |F× = 1. Let t be an element of E
+
L and kt the element
constructed in Section 3.3 satisfying kt/τ(kt) = t. Then we have
αV ′β
Y
V ′
(
µ(t)
)
= χ+V ′(t) = χV ′(kt).
Proof. This is nothing other than Lemma 6.5 in [Pan01]. 
By the arguments in the beginning of this subsection and Lemmas 3.2, 3.3, 3.4,
and 3.5, the proof of Proposition 3.1 in the case where E is unramified over F is
completed.
3.4.2. The case where E/F is ramified. We next consider the case where E is a
ramified extension of F .
Lemma 3.6 (The case where dimV = 1 and dimV ′ = 1). Let χV ′ be a character
of E× satisfying χV ′ |F× = εE/F . Let t be an element of E
+
L and kt the element
constructed in Section 3.3 satisfying kt/τ(kt) = t. Then we have
αV ′β
Y
V ′
(
µ(t)
)
= χ+V ′(t) = χV ′(kt).
Proof. We write kt = 1+ δb, where b is an element of OF . Here, since it is enough
to consider the case where t 6= 1, we may assume that b 6= 0. Similarly, we write
t = x+ δy by using elements x, y ∈ OF . Note that we have x ≡ 1 mod pF and y is
given by 2bNr(kt) (in particular, y 6= 0).
By Lemma 7.1 in [Pan01], we have
βYV ′
(
µ(t)
)
= χV ′
(
(t− 1)δ
)
· (∆, ρ)F · γF (∆, ψ0)
−1, and
αV ′
(
µ(t)
)
= γF (−∆, ψ0) · (∆, yρ)F · ω0(−1)
ord(ψ0).
We rewrite this result in terms of kt = 1 + δb.
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First we consider βYV ′(µ(t)). By the same computation as in Lemma 3.2, we get
χV ′
(
(t− 1)δ
)
= χV ′(2∆b)χV ′(kt).
We have (∆, ρ)F = χV ′(ρ) and, by a formula for the Weil constant (see [Pan01,
Section 1.5 (6)]),
γF (∆, ψ0)
−1 =
(
ω0(∆)γfF (ψ0)
)− ordF (∆)
ω0(∆)
− ord(ψ0)ω0(−1)
− ordF (∆) ord(ψ0)
= γfF (ψ0)
−1ω0(−1)
− ord(ψ0)ω0(∆)
−1−ord(ψ0).
Thus we get
βYV ′
(
µ(t)
)
= χV ′(2∆bρ)χV ′(kt)γfF (ψ0)
−1ω0(−1)
− ord(ψ0)ω0(∆)
−1−ord(ψ0).
Next we consider αV ′(µ(t)). Again by a formula for the Weil constant, we have
γF (−∆, ψ0) =
(
ω0(−∆)γfF (ψ0)
)ordF (−∆)
ω0(−∆)
ord(ψ0)ω0(−1)
ordF (−∆) ord(ψ0)
= ω0(−1)
ord(ψ0)γfF (ψ0)ω0(−∆)
1+ord(ψ0).
Thus, by noting that (∆, yρ)F = χV ′(yρ) and that y =
2b
Nr(kt)
, we get
αV ′
(
µ(t)
)
= γfF (ψ0)χV ′(2bρ)ω0(−∆)
1+ord(ψ0).
Therefore we have
αV ′β
Y
V ′
(
µ(t)
)
= ω0(−1)χV ′(∆)χV ′(kt).
By noting that χV ′ |F× = εE/F and that E is ramified over F , we have χV ′(∆) =
ω0(−1). Thus we get
αV ′β
Y
V ′
(
µ(t)
)
= χV ′(kt).

Lemma 3.7 (The case where dimV = 1 and dimV ′ = 2). Let χV ′ be a character
of E× satisfying χV ′ |F× = 1. Let t be an element of E
+
L and kt the element
constructed in Section 3.3 satisfying kt/τ(kt) = t. Then we have
αV ′β
Y
V ′
(
µ(t)
)
= χ+V ′(t) = χV ′(kt).
Proof. The assertion follows from Lemma 7.2 in [Pan01] and the same argument as
in the proof of Lemma 3.3. 
Lemma 3.8 (The case where dimV = 2 and dimV ′ = 1). Let χV ′ be a character
of E× satisfying χV ′ |F× = εE/F . Let t be an element of E
+
L and kt the element
constructed in Section 3.3 satisfying kt/τ(kt) = t. Then we have
αV ′β
Y
V ′
(
µ(t)
)
= χ+V ′(t) = χV ′(kt).
Proof. This is nothing other than Lemma 7.4 in [Pan01]. 
Lemma 3.9 (The case where dimV = 2 and dimV ′ = 2). Let χV ′ be a character
of E× satisfying χV ′ |F× = 1. Let t be an element of E
+
L and kt the element
constructed in Section 3.3 satisfying kt/τ(kt) = t. Then we have
αV ′β
Y
V ′
(
µ(t)
)
= χ+V ′(t) = χV ′(kt).
Proof. This is nothing other than Lemma 7.5 in [Pan01]. 
By the arguments in the beginning of this subsection and Lemmas 3.6, 3.7, 3.8,
and 3.9, the proof of Proposition 3.1 in the case where E is ramified over F is
completed.
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4. Depth preserving property of the local Langlands
correspondence for non-quasi-split unitary groups
In this section, we apply our result on a comparison of splittings of metaplectic
covers in the previous section to the depth preserving problem of the local Langlands
correspondence for non-quasi-split unitary groups.
4.1. Inner forms and pure inner forms of unitary groups. We first recall a
classification of inner forms and pure inner forms of unitary groups briefly. See,
for example, [GGP12, Section 2], [GI14, Section 2], or [KMSW14, Section 0.3.3] for
the details.
LetG be the quasi-split unitary group with respect to a quadratic extension E/F
in N variables. Then the isomorphism classes of inner forms of G are classified by
the set
H1(F,Gad),
and the order of this set is given by®
1 if N is odd,
2 if N is even.
In other words, when N is odd, then every unitary group with respect to E/F in
N variables is quasi-split and isomorphic to G. When N is even, there are two
isomorphism classes of unitary groups with respect to E/F in N variables; one is
quasi-split and isomorphic to G, and the other is non-quasi-split.
On the other hand, the set of pure inner forms of G is given by
H1(F,G).
The order of this set is always equal to 2, and we can identify H1(F,G) with the
set of equivalence classes of ǫ-hermitian spaces in N variables, for any ǫ.
The natural map
H1(F,G) → H1(F,Gad)
is surjective, and the pure inner form corresponding to an ǫ-hermitian space V
maps to the inner form U(V ) of G. For an element α of H1(F,G), we denote the
corresponding inner form of G by Gα. We put e(Gα) to be the Kottwitz sign of
Gα, which is an invariant defined in [Kot83]. Note that, in our situation, this is
given by
e(Gα) =
®
1 if Gα is quasi-split,
−1 if Gα is non-quasi-split.
size N pure inner form inner form Kottwitz sign
even 1 quasi-split 1
α 6= 1 non-quasi-split −1
odd 1 or β 6= 1 quasi-split 1
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4.2. Local Langlands correspondence for unitary groups. We next recall
the local Langlands correspondence for unitary groups according to the formalism
of “Vogan L-packets” based on the pure inner form.
Let G be the quasi-split unitary group with respect to E/F in N variables. We
write Φ(G) for the set of “G-conjugacy classes of L-parameters of G. We put
Π(G) :=
⊔
α∈H1(F,G)
Π(Gα),
where Π(Gα) is the set of equivalence classes of irreducible smooth representations
of Gα(F ).
Then the local Langlands correspondence for G, which was established by Mok
([Mok15]) in the quasi-split case, and announced by Kaletha–Minguez–Shin–White
([KMSW14]) in the non-quasi-split case (see also, for example, [BP15, Section 12.3])
is formulated as follows:
Theorem 4.1 (the local Langlands correspondence for G). We have a natural
partition of Π(G) into finite sets
Π(G) =
⊔
φ∈Φ(G)
Πφ
characterized by the following properties:
(1) For every tempered L-parameter φ and every pure inner form α ∈ H1(F,G),
the finite set Παφ := Πφ∩Π(Gα) is stable. Namely, the sum Θ
α
φ of the char-
acters of irreducible smooth representations of Gα(F ) belonging to Π
α
φ is a
stable distribution.
(2) For every tempered L-parameter φ, the stable distribution Θ1φ on G1(F ) sat-
isfies the endoscopic character relation with the twisted character of the en-
doscopic lift of Πφ to a general linear group. To be more precise, by regard-
ing φ as an L-parameter of ResE/F GLN by the standard base change embed-
ding from the L-group of G to that of ResE/F GLN , we get the correspond-
ing conjugate self-dual representation πGLNφ of GLN (E). We denote its
twisted character with respect to a fixed Whittaker data of ResE/F GLN by
ΘGLNφ,θ . Then, for every strongly regular semisimple elements g ∈ GLN (E)
and h ∈ G1(F ) such that h is a norm of g, we have
ΘGLNφ,θ (g) = Θ
1
φ(h).
(3) For every tempered L-parameter φ and every pure inner form α ∈ H1(F,G),
the stable distribution Θαφ on Gα(F ) is the transfer of the stable distribution
e(Gα)Θ
1
φ on G1(F ). More precisely, for every strongly regular semisimple
elements gα ∈ Gα(F ) and g1 ∈ G1(F ) which are stably conjugate, we have
Θαφ(gα) = e(Gα)Θ
1
φ(g1).
(4) The partition is compatible with the theory of the Langlands quotient.
We call each finite set Πφ the L-packet for φ. For an irreducible representation
π ∈ Π(G), we often write φpi for its L-parameter (that is, the unique L-parameter
satisfying π ∈ Πφpi ).
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Remark 4.2. In [Mok15], the endoscopic character relation (Theorem 4.1 (2)) is
stated in terms of distribution characters. By using Weyl’s integration formula, we
can rewrite it as an equality of characters (i.e., functions on the strongly regular
semisimple loci of G1(F ) and GLN (E)) (see, for example, Section 5 in [Li13]).
Then the obtained equality of the characters is more complicated than the equality
in Theorem 4.1 (2). However, by noting the following points, we can simplify it and
get the equality of the form in Theorem 4.1 (2) (see, for example, [Oi16, Corollary
4.8]):
• For every strongly regular semisimple (in the sense of twisted conjugacy)
element g ∈ GLN (E), there exists at most one stable conjugacy classes of
norms of g in G1(F ).
• For every strongly regular semisimple elements g ∈ GLN (E) and h ∈ G1(F )
such that h is a norm of g, their Weyl discriminants coincide.
• Since we consider the endoscopic lifting with respect to the standard base
change embedding, the Kottwitz–Shelstad transfer factor is trivial.
The following observation is trivial, but plays an important role in the proof of
our main theorem.
Lemma 4.3. We assume that N is odd. For the nontrivial pure inner form
β ∈ H1(F,G), we identify Π(G1) with Π(Gβ) by the isomorphism G1 ∼= Gβ
(determined uniquely up to an inner automorphism). Then, for every L-parameter
φ of G, we have
Π1φ = Π
β
φ.
Proof. Since the local Langlands correspondence for non-tempered L-parameters is
constructed from that for tempered L-parameters via the theory of the Langlands
quotient (Theorem 4.1 (4)), it suffices to show the assertion in the tempered case.
However, by noting that e(Gβ) = 1, the assertion immediately follows from the
stability of L-packets (Theorem 4.1 (1)), the transfer relation (Theorem 4.1 (3)),
and the linear independence of the characters of irreducible smooth representations.

4.3. Local Langlands correspondence and character twists. Before we con-
sider the depth preserving problem of the local Langlands correspondence for uni-
tary groups, we investigate the relationship between the local Langlands correspon-
dence and character twists.
Let G be the quasi-split unitary group with respect to a quadratic extension
E/F in N variables. Then we can identify the set of L-parameters of G with
the set of “conjugate self-dual L-parameters of GLN (E) with parity (−1)
N−1” by
composing them with the standard base change L-embedding from the L-group of
G to that of ResE/F GLN (see, for example, [Mok15, Lemma 2.2.1] for the details).
On the other hand, if a conjugate self-dual character η of E× satisfies η|F× ≡ 1,
then the twist via η does not change the parity of a conjugate self-dual L-parameter
of GLN (E). Namely, for any conjugate self-dual L-parameter φ of GLN (E) with
parity (−1)N−1, the parity of φ ⊗ η is given by (−1)N−1 (here we regard η as a
character of the Weil group WE of E by the local class field theory). In particular,
the twist φ ⊗ η again belongs to the image of the standard base change lifting.
Hence we can regard φ⊗ η as an L-parameter of G. Then the relationship between
L-packets for φ and φ⊗ η can be described as follows:
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Proposition 4.4. Let φ be a tempered L-parameter of G, and α ∈ H1(F,G) a pure
inner form of G. Then, for every character ηE× of E
× satisfying ηE× |F× ≡ 1, we
have
Παφ⊗η
E×
= Παφ ⊗ (ηE1 ◦ det).
Here ηE1 is the character of E
1 which corresponds to ηE× via the isomorphism of
Hilbert’s theorem 90.
Proof. Before we start to prove the assertion, we note that, for every representation
π ∈ Π(G), the character of π ⊗ (ηE1 ◦ det) is equal to Θpi · (ηE1 ◦ det), where Θpi is
the character of π. In particular, the sum of the characters belonging to the set in
the right-hand side of the equality in the assertion is given by
Θαφ · (ηE1 ◦ det).
We first consider the case where α is the trivial pure inner form. By the linear
independence of the characters of irreducible smooth representations, the endo-
scopic character relation (Theorem 4.1 (2)) characterizes the L-packets for G1.
Therefore it is enough to show that, for every strongly regular semisimple elements
g ∈ GLN (E) and h ∈ G1(F ) such that h is a norm of g, we have
(∗) ΘGLNφ⊗η
E×
,θ(g) = Θ
1
φ(h) · (ηE1 ◦ det)(h).
By noting that
• ΘGLNφ⊗η
E×
,θ is equal to Θ
GLN
φ,θ · (ηE× ◦det) (this follows from a property of the
local Langlands correspondence for GLN on a character twist),
• ΘGLNφ,θ and Θ
1
φ satisfy the endoscopic character relation,
• det(h) = det(g)/τ(det(g)) (this follows from the definition of the norm
correspondence, see, e.g., [Oi16, Section 4.2]), and
• ηE1(det(g)/τ(det(g))) = ηE×(det(g)) (this follows from the definition of
ηE1),
we have
LHS of (∗) = ΘGLNφ,θ (g) · (ηE× ◦ det)(g)
= Θ1φ(h) · (ηE1 ◦ det)(h) = RHS of (∗).
We next consider the case where α is the nontrivial pure inner form. By the linear
independence of the characters of irreducible smooth representations, the transfer
relation (Theorem 4.1 (3)) characterizes the L-packets for Gα. Therefore it is
enough to show that, for every strongly regular semisimple elements gα ∈ Gα(F )
and g1 ∈ G1(F ) which are stably conjugate, we have
(∗∗) Θαφ(gα) · (ηE1 ◦ det)(gα) = e(Gα)Θ
1
φ⊗η
E×
(g1).
By noting that
• Θαφ is a transfer of e(Gα)Θ
1
φ,
• Θ1φ⊗η
E×
is equal to Θ1φ · (ηE1 ◦ det) (the assertion for α = 1), and
• det(gα) = det(g1),
we have
LHS of (∗∗) = e(Gα)Θ
1
φ(g1) · (ηE1 ◦ det)(g1) = RHS of (∗∗).
This completes the proof. 
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4.4. Depth preserving property: quasi-split case. In this subsection, we re-
call the notion of the depth of representations and a result of [Oi18]
For a connected reductive group J over F , we write B(J, F ) for the Bruhat–Tits
building of J. For a point x ∈ B(J, F ) and r ∈ R≥0, we denote the corresponding
r-th Moy–Prasad filtration of a parahoric subgroup of J(F ) by Jx,r. Then, for an
irreducible smooth representation π of J(F ), its depth is defined by
depth(π) := inf
{
r ∈ R≥0
∣∣ πJx,r+ 6= 0 for some x ∈ B(J, F )} ∈ R≥0,
where r+ is r+ ε for a sufficiently small positive number ε. On the other hand, for
an L-parameter φ of J, we define its depth to be
depth(φ) := inf
{
r ∈ R≥0
∣∣φ|Ir+
F
is trivial
}
∈ R≥0.
Here I•F is the ramification filtration of the inertia subgroup IF of WF .
Then, in [Oi18], by extending a method of Ganapathy–Varma in [GV17], we
showed the following:
Theorem 4.5 ([Oi18, Theorem 5.6]). Let G be the quasi-split unitary group over
F in N variables. Assume that the residual characteristic p of F is greater than
N + 1. Then the local Langlands correspondence for G1 preserves the depth of
representations. More precisely, for every L-parameter φ of G and every π ∈ Π1φ,
we have
depth(π) = depth(φ).
In the case of odd unitary groups, by using Lemma 4.3, we can immediately
generalize this result to Vogan L-packets:
Corollary 4.6. Let G′ be the quasi-split unitary group over F in 2n+1 variables,
where n is a non-negative integer. Assume that the residual characteristic p of F
is greater than 2n+ 2. Then, for every L-parameter φ′ of G′ and every π′ ∈ Πφ′ ,
we have
depth(π′) = depth(φ′).
The aim of the rest of this paper is to show the depth preserving property of the
local Langlands correspondence for non-quasi-split unitary groups. Namely, our
purpose is to extend the above results to nontrivial pure inner forms of quasi-split
unitary groups in even variables.
4.5. Two key ingredients from the local theta correspondence. To extend
Theorem 4.5 to pure inner forms of unitary groups, we utilize two important results
on the local theta correspondence.
Let G and G′ be the quasi-split unitary groups with respect to E/F in N and
N + 1 variables, respectively. Then, for every pure inner forms α ∈ H1(F,G) and
β ∈ H1(F,G′), we can consider the local theta correspondence between· Gα(F ) and· G′β(F ). Here, the groups· Gα(F ) and· G′β(F ) are the metaplectic covers of Gα(F )
andG′β(F ), respectively (see Section 2.2). If we want to make this to be a correspon-
dence between representations ofGα(F ) andG
′
β(F ), as we explained in Section 2.3,
we have to choose admissible splittings Gα(F ) →· Gα(F ) and G′β(F ) →· G′β(F ).
By taking characters χ and χ′ of E× satisfying χ|F× = ε
N
E/F and χ
′|F× = ε
N+1
E/F as
in the manner of Section 2.4, we get Kudla’s splittings. For an irreducible smooth
representation π of Gα(F ), we denote its small theta lift to G
′
β(F ) obtained by
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using Kudla’s splitting by θχ,χ
′
α,β,ψ(π) (recall that the theta correspondence depends
also on the choice of a nontrivial additive character ψ of F ).
The first key ingredient is a description of the local theta correspondence via the
local Langlands correspondence, which was established by Gan and Ichino:
Theorem 4.7 ([GI14, Theorem C.5]). Let φ be an L-parameter of G. We put θ(φ)
to be the L-parameter of G′ defined by
θ(φ) := (φ ⊗ χ′
−1
χ)⊕ χ.
Then we have the following:
(1) We assume that φ does not contain χ. Then, for every α ∈ H1(F,G),
β ∈ H1(F,G′), and π ∈ Παφ , the small theta lift θ
χ,χ′
α,β,ψ(π) of π to G
′
β(F ) is
not zero. Moreover, this representation θχ,χ
′
α,β,ψ(π) is irreducible and belongs
to Πβθ(φ). Furthermore, this correspondence gives a bijection from Πφ to
Πβθ(φ):
θχ,χ
′
−,β,ψ : Πφ
1:1
−−→ Πβθ(φ).
(2) We assume that φ contains χ. Then, for every α ∈ H1(F,G) and π ∈
Παφ , there exists a unique β ∈ H
1(F,G′) such that the small theta lift
θχ,χ
′
α,β,ψ(π) of π to G
′
β(F ) is not zero. Moreover, this representation θ
χ,χ′
α,β,ψ(π)
is irreducible and belongs to Πβθ(φ). Furthermore, this correspondence gives
a bijection from Πφ to Πθ(φ):
θχ,χ
′
−,−,ψ : Πφ
1:1
−−→ Πθ(φ).
Recall that, by choosing good lattices of hermitian spaces, we get Pan’s splittings
and the local theta correspondence with respect to them. For an irreducible smooth
representation π of Gα(F ), we denote its small theta lift to G
′
β(F ) obtained by
using Pan’s splittings by θα,β,ψ(π).
The second key ingredient is the depth preserving property of the local theta
correspondence, which was proved by Pan:
Theorem 4.8 ([Pan02, Theorem 12.2]). Let α ∈ H1(F,G) and β ∈ H1(F,G′).
For π ∈ Π(Gα), we assume that its small theta lift θα,β,ψ(π) is not zero. Then we
have
depth(π) = depth
(
θα,β,ψ(π)
)
.
4.6. Depth preserving property: non-quasi-split case. Now we prove the
depth preserving property of the local Langlands correspondence for non-quasi-split
unitary groups. Recall that, as we explained in Section 4.1, every non-quasi-split
unitary group is necessarily in even variables. We putG andG′ to be the quasi-split
unitary groups in 2n and 2n+ 1 variables over F , respectively.
Theorem 4.9. We assume that the depth preserving property of the local Langlands
correspondence for G′ holds. Namely, for every L-parameter φ′ of G′ and every
π′ ∈ Πφ′ , we have
depth(π′) = depth(φ′).
Then also the depth preserving property of the local Langlands correspondence for
G holds.
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Remark 4.10. In particular, when the residual characteristic p of F is greater than
2n+1, this assumption is satisfied by Corollary 4.6. Here note that the assumption
of Corollary 4.6 demands that p is greater than 2n+2. However, since p is a prime
number and n is a positive integer, p is greater than 2n+2 if and only if p is greater
than 2n+ 1.
Proof. Our task is to prove that, for every L-parameter φ of G and a member π
of Πφ, we have depth(π) = depth(φ). However, since the local Langlands corre-
spondence for non-tempered representations are constructed by using the theory of
Langlands quotients (Theorem 4.1 (4)) and the depth of representations are pre-
served by taking Langlands quotients, it suffices to consider only the case where φ
is tempered (see [Oi18, Section 4.3] for details).
Let φ be a tempered L-parameter of G and π be an element of Πφ. Here recall
that the Vogan L-packet Πφ consists of representations of Gα(F ) for a pure inner
form α of G. Let α be the pure inner form of G such that π belongs to Π(Gα)
(namely, π ∈ Παφ). Then, by Theorem 4.7, there exist a pure inner form β of G
′
such that the small theta lift θχ,χ
′
α,β,ψ(π) of π to G
′
β(F ) with respect to Kudla’s
splittings belongs to the L-packet Πβθ(φ). Let β be such a pure inner form. We
denote the ratio of Kudla’s splitting Gα(F )→· Gα(F ) (resp. G′β(F )→· G′β(F )) to
Pan’s splitting by ξ′ (resp. ξ). Then, by Proposition 2.1, the small theta lift of π
from Gα(F ) to G
′
β(F ) with respect to Pan’s splittings is given by
θχ,χ
′
α,β,ψ(π ⊗ ξ
′)⊗ ξ−1.
Since the local theta correspondence with respect to Pan’s splittings preserves the
depth of representations (Theorem 4.8), we have
depth(π) = depth
(
θχ,χ
′
α,β,ψ(π ⊗ ξ
′)⊗ ξ−1
)
.
We compute the right-hand side. By the depth preservation of the local Lang-
lands correspondence for odd unitary groups (the assumption of this theorem, see
Remark 4.10), we have
depth
(
θχ,χ
′
α,β,ψ(π ⊗ ξ
′)⊗ ξ−1
)
= depth
(
φ
θχ,χ
′
α,β,ψ
(pi⊗ξ′)⊗ξ−1
)
.
Now recall that there exists a character ξ′E1 (resp. ξE1) of E
1 satisfying ξ′ = ξ′E1 ◦
det (resp. ξ = ξE1 ◦ det). We denote by ξ
′
E× (resp. ξE×) the character of E
×
obtained from ξ′E1 (resp. ξE1) by the isomorphism of Hilbert’s theorem 90. Then,
by Proposition 4.4 and Theorem 4.7, we have
φ
θχ,χ
′
α,β,ψ
(pi⊗ξ′)⊗ξ−1
= φ
θχ,χ
′
α,β,ψ
(pi⊗ξ′)
⊗ ξ−1E×
= θ(φpi⊗ξ′)⊗ ξ
−1
E×
= θ(φ⊗ ξ′E×)⊗ ξ
−1
E×
=
(
(φ⊗ ξ′E× ⊗ χ
′−1χ)⊕ χ
)
⊗ ξ−1E×
= φ⊗ (ξ′E×χ
′−1)⊗ (χξ−1E×)⊕ χξ
−1
E× .
By Proposition 3.1, the depth of characters χξ−1E× and χ
′ξ′−1E× are zero. Namely, the
depth of the L-parameter
φ⊗ (ξ′E×χ
′−1)⊗ (χξ−1E×)⊕ χξ
−1
E×
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is equal to the depth of φ. In summary, we get
depth(π) = depth(φ).
This completes the proof. 
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