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Abstract 
We give a different proof of constant term identities due to Forrester, Zeilberger and Cooper 
using our previous result [6]. 
1. Introduction 
For any Laurent polynomial f ( t t  . . . . .  t,), CT{t,,...,tml(f), m<~n, denotes the terms 
independent of t l , . . . ,  tin. 
In [3], Forrester conjectured the following identities: For 7 E ~>0, 
H 
. . . . . .  i= l  j , k= l  tk /I 
j•k 
=C, I'2F1 --n, ; - -n - - -+ l ;x l /x2  , ( l .1) 
7 
CT{t2 , . . . , t ,} r I (1 -~)  (1 - t~)  ~k_ ( l - t J~  
i=1 j, -I tk /  
j¢k 
f 1 
d~ ~1 + 2/(ny) - ~-[2F l (1 , -n ;  1 - n - 2/7;x/q) 
[ n7 
+ 2F l (1 , -n ;  1 - n -- 2/7; tl/X)] }, 
where 2F1 (a, b; c; x) denotes the hypergeometric function 
~(a) r  (b)r 
2Fl(a,b;c;x):= - - x  ~, (a)r :=a(a+ 1) , - - (a+r -  1) 
~=0 (C)r r! 
(1.2) 
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(ny)! (n?)! (2/)0n 
cr := (?!)n, dr "-- (y !)n (1/7) '  
Cooper formulated a q-extension of (1.1), and then Zeilberger [10] proved the fol- 
lowing generalization (Cooper's case is that of a = 0, b = 1). Denote by (t; q)n and 
(t; q)~ the products (1 - t)(1 - qt)... (1 - qn-lt) and IIi~_0 (1 - qit), respectively. We 
will write t = qk throughout (except Section 2). 
Theorem 1 (Zeilberger [10]). For a>~O, b>>-O and k>~0, we have 
n n (~)b  (t~" /k CT{t,,...,t,} 1--[(1 +xti)l-X(ti;q)a ;q H ;q (qtj;q'] 
i=1 i=1 l<~i<j<<.n \ ti ,/k 
n--1 = I-I (q;q)a+b+jk(q;q)(j+l)k (t;t)n(qb;t)r(qa+l;t)n--r(_qx)r" 
j=o (q; q)a+jk (q; q)b+jk (q; q)k r=O (t; t)r (t; t)n-r (qa+l; t)n 
Define 
~(~;  q)r (fl; q)~ 2q~l (~, fl; '~; q,x) := x r, 
r=0 (7; q)r (q; q)r 
so that we have 
--~ (t; t)n (qb; t)r (qa+l; t)n-r 
r=0 (t; t)r (t; t)n--r (qa+l; t)n 
Hence, (1.1) follows at once from (1.3) by putting q = 1, a = 0, b = 1. 
As for (1.2) Cooper has recently proved the following q-extension. 
(--qx) r = 2(91(t-n,qb; q-(a+l)tl-n; t, --q-atX). 
(1.3) 
Theorem 2 (Cooper [2]). 
CT{ '2 '}h(1 -~)  (1 - -~ i  x )  H (t/ ;q']  (qtj;q) k 
. . . . . .  i=1  l<~i<j<<.n \tj A k ti 
(q;q)nk(q2;t)n { 1-q2t n ( l -q )  (~  ( tx) 
= (q;q)n~(q;t)n q(i---~-) (1 - - t~ 2~bl t,t--n;q--2tl--n;t,-~l 
+ t"2q~l (t,t-n; q-2tl-n; t, ~x)  ) } . (1.4) 
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The proofs of above theorems are of combinatorial nature, employing the method of 
Zeilberger [9]. The purpose of this paper is to give a different proof of these theorems 
using our previous result [6]. In fact, we prove the more general 
Theorem 3. 
CY{tl,...,t,~} H (1 - -x i t j )  f i ( t i ;q )a  (~ i ;q )b  H 
I<~i<~m i=l l<~i<j<~n 
1 <~j<~n 
n- I  
= H (q;q)a+b+jk (q;q)(j+l)k 
j :0 (q; q)a+jk (q; q)b+jk (q; q)k 
× 2~t 'q ) ( t -n ,qb ;  q- (a+l ) t l -n ;  q -a tx l  . . . .  ,q -a txm) .  
(t~ ( qtj ; 
t/ q)k q)k \ t~ 
(1.5) 
Here, in general, 2(I)~q't)(o~,fl;7;X 1 . . . . .  Xm) is a kind of multivariate q-hypergeometric 
function with parameters (q, t) (see the next section) which reduces to 2q51(cq fl; ,/; q,x) 
when m = 1, and in Theorem 3 we have put (q,t )  = (qk, q). This switch of pa- 
rameters tems from the evalution formula (3.1). The proof parallels that of Forrester 
[4], in which he derived the special case q = 1 from [5]. A variant of this theo- 
rem will be given in Section 3. We also deduce Theorem 2 from the m = 2 case of 
Theorem 3. 
2. q-Hypergeometric function 
We first recall the definition of Macdonald polynomials [8]. Let )o = (21,/~2,. . .)  
be a partition, i.e., a (finite or infinite) sequence of nonnegative integers, such that 
Zl ~> 22 >~ • • • and 
The number of nonzero 2i denoted by 1(2) is called the length of 2. The conjugate 
partition to 2 is denoted by 2', where 
and 2; is the number of parts of 2 that are /> i. I f / t  is another partition, then write ¢t ~< ). 
when 121 = ]ul and #1 +'  " + #i ~ 21 +""  + 2i for all i. Given a partition 2 = (21 . . . . .  2m) 
of length ~<m, the monomial symmetric polynomial m;~(xl . . . . .  x,~) is defined by 
w-, 2~ 22 2,, 
m2(xl . . . . .  Xm) : 2_.~Xl X 2 "" "X m , 
where the sum is over all distinct monomials obtainable from ;~1 ~2 ;:m by permu- X 1 X 2 • .. X m 
tations of the x's. Let q,t be independent indeterminates and let Q(q,t)  be the field 
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of rational functions of  q and t. For each partition 2 of  length ~<m, the Macdonald 
polynomial P~(x;q,t) in m variables x = (Xl . . . . .  X,n) is characterized as the unique 
symmetric polynomial in Q(q, t)[x] satisfying 
where u~ E Q(q,t),  and u,~ = 1; 
D}q' t )P2=(~tm- iq2 i -1 )  q  1 
where 
m O f i  tx i 
zV" :  Aixi oqxi, Ai=Ai(x;t)= 11 -xj, 
i= I  j=l,j•i xi -- Xj 
and O/OqXi is the q-difference operator: 
Of 1 
- -  - -  ( f (X l  . . . . .  qxi . . . . .  Xm) -- f (X l  . . . .  ,Xm)). 
OqX i (q -- 1 )xi 
Consider the diagram of 2 in which the rows and columns are arranged as in 
a matrix, with the ith row consisting of  ,'].i boxes. For each square s = ( i , j )  in the 
diagram of 2, let 
a(s) = 2i - j, a'(s) = j - 1, 
l(s) = 2~ - i, l '(s) = i - 1, 
and put 
h2(q,t) = I ]  (1 - qa(S)tl(s)+l), h~(q,t) = H (1 - qa(s)+ltl(s)). 
sE2 sE2 
The generalized factorial (a)~ q't) is defined by 
(a)~ q't) = l-I (tl'(s) - qa'(S)a) •
sE2 
Definition Let a,b,c be complex numbers such that  (¢)~q,t) ~ 0 for any partition 2 
of  length ~<m. We define the hypergeometric function in m variables x -- (xl . . . . .  xm) 
by 
(a)(q,t)(b)(q,t) 
2~q ' t ) (a 'b ;c ;x )= E 2 2 ( ~)(q t ) . t .  .. P~(X; q, t). 
c ~' n~(q,t) 
l(2)~<m 
One can clearly extend the definition of  z~q't) (a,b;c;x)  to include the case that 
(c)~ q't) = 0 only if (a)(~q't)(b)~q'O = 0. This case will appear in the proof of  Theorem 2 
(see Lemma 2). 
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In the proof of Theorem 2, use will be made of the m = 2 case of the following 
explicit formula [8]: 
/ t~ . ( l , t  . . . . .  tm-1 ;q , t ) -  (tm)~q't) (2 .1 )  
h).(q,t) 
We notice that this formula is equivalent o the q-binomial theorem for Macdonald 
polynomials [7]: If Iql < 1 and Ixil < 1, then 
m (ax,)~ 
l~P~q't)(a;x) : H 
i:l (xi)~ 
3. Proof of Theorem 3 
Hereafter we assume 0 < q < 1. The Jackson integral is defined by 
/0 a 5 f ( t )dqt  = a(1 - q) qnf(aqn). n=0 
Let k be a nonnegative integer and assume that Re(x) > 0, y ¢ 0, - 1, -2  . . . .  We have 
the following evaluation [6]: 
~,1]" I - [  (1 - xitj)1-I ~-1 (qtj;q),~ I- I  t2k tj ( qY tj ; q )o  . ql-k _; q dqt~ • .. dqtn 
l<<.i<~m j= l  l<~i<j<~n ti k 
1 <~j~n 
: qAo H Fq(ik + 1)Fq(X + (n - i)k)Fq(y + (n - i)k) 
i=l ~F~k "~ ~q(X---~ y T ~ U  - 1)k) 
)< 2 ~]t'q)(t--n, q-Xtl-";  q-(X+Y)t2(1--n), q-Ytx l , . . . ,  q Ytxm ), 
where An : kn(n - 1)x/2 + kZn(n - 1)(n - 2)/3 and 
(q ;q)~ 
Fq(X) = (1 - q)~l-X)(qX; q) ~ . 
To obtain the constant erm identity, as in [4], we invoke 
(3.1) 
Lemma 1 (Askey [ 1 ]). Let f ( t l  . . . . .  tn) be a Laurent polynomial in tl . . . .  , tn. Suppose 
that for all x such that the integral is defined 
rio f l  ~- l f ( t l , . . . ,  tnldqtl "." dqtn = G(x). 
, I]  n i=1  
Then 
1 - -  n 
x~0 
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This can be readily proved by term-by-term integration of f .  
Now we turn to the proof. Note first that 
H (~'q)k(qtj;q)k' k, ti 1 <~i<j<~n 
n 
=[(--1)kqk(k-l)/2]n(n-1)/2Ht}l-n)k H t2k(ql-ktj;q~ 
i:l 1 <~i<j<~n \ ~i /12k " 
Hence, replacing ti by qb+lti on the left-hand side of (1.5), we find that 
LHS of ( 1.5 ) = [ ( -  1 )bq-b(b+l)/2 ]n[(_ 1 )kqk(k- 1)/2 ]n(n-1)/2 
n 
× CT{,,,.,t,) H (1 --qb+lxitj)I-ItTb-(n-~)k(qti;q)a+b 
l <~i<~m i=1 
1 <~j<~n 
X H t2k { 1-ktj" ) 
<~i<]<~n ~q ~'q"  1 2k 
Put 
x=x~-b-k (n -1) ,  y=a+b+ l, 
in (3.1) and observe that 
rq lira (x' - b - (i - l)k) 
xt ---~O 
(1 - q)b+(i-1)k 
(q-b-(i-1)k; q)b+(i-l)k 
= (-  1 )b+(i- 1 )kq(b+(i-- 1)k)(b+ 1+(i-- 1 )k)/2 ( 1 - q)b+(i- 1 )k 
(q; q)b+(i-l)k 
For a nonnegative integer k it holds that 
(q; q)k 
Fq(k + 1 ) = 
(1 - q)k" 
Hence, applying Lemma 1 to (3.1) yields 
CT{t,,...,t,} 
n 
H (1 -- qb+lxitj) H tzb-(n-1)k(qti; q)a+b 
l <~i<~m i=1 
1 <~j<~n 
× H t~k (ql-kt-j;q~ 
1 <~i<j<~n \ li ,]2k 
n-1 (q; q)a+b+jk (q; q)(j+l)k 
~- (-- l )nb+n(n--1)k/2 ¢n H (q; q )a+jk (q; q )b+jk (q; q)k 
j=0 
× 2 ~t'q)( t-n, qb; q--(a+l )t 1 -n ;  q-~txl ..... q-atxm ),
(3.2) 
(3.3) 
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where 
B~ = ½( -b -k (n -  1))kn(n - 1)+ ½k2n(n- l ) (n -2 )  
n 
1 + ~ ~(b+( i  - 1)k)(b + 1 +( i  - 1)k) 
i=1 
= ½b(b+ 1)n-  ¼k(k-  1)n(n-  1). 
This completes the proof of Theorem 3. 
In virtue of the Cauchy identity [8] 
II 
l <~i~m 
I <~j<~n 
( 1 - x i t j )  = ~ ( -  1 )l'qP2.(tl,..., tn; q, t )P~,(x l  . . . . .  xm; t, q), 
(3.1) is equivalent to the following formula (see [6] for details): 
. . . . .  tn ;q ' t ) - -~- l (qYt / ;q )~ \ ~i /2k 
' ' l ]n j= l  1 <~i<i<~n 
= qC,, ( t ; t )~ 1-I 
1 <~i<j<~n 
(q;'~-2:tJ-i; q)k 
(1 - q)k 
(3.4) 
where C~ = k~i%l ( i  - 1)J~ i + kxn(n - 1)//2 + kZn(n - 1)(n - 2)/3. Hence, one can 
argue as in the proof of Theorem 3 to get the following (or deduce directly from (3.1) 
using the Cauchy identity). 
Theorem 4. 
CT{t,,...,,,}/~,(tl . . . . .  tn;q,t) H (ti;q)a ;q H 
i=1  1 <~i<.j<~n 
=(--1)[XlqO, (t ;t) ,  (1 -- t) H (q)~-Z/tJ-i;q)k 
1 <~i<j<~n 
f i  (q ;  q)a+b+(n-i)k 
X l l  i=1 (q; q)a+{n-i)k+~i(q; q)b+(i-1)k--L 
t/ n where Dn = -bl;~l- k~i=l ( i -  1)2i - ~i=~ 22. 
J k \6  A 
(3.5) 
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4. Proof of Theorem 2 
We first prepare 
Lemma 2. 
CT{t:,...,t, } ~ (1 -~) (1  ~i x) H (t/;q'~ (qtj; 
i=2 -- l<~i<j<<.n \t j  Jk \ ti q)k 
(1--q)(q;q)nk(t;t)n-1 (q2x~n-12~t,q)(tl_n, qt;tl_n; tl tl) 
= (q;q)~ (q;t)n \~ l J  q2x' q-x " 
ProoL By replacing ti with q-2tlti, i~>2, we have 
o,,41,-- fI (1_ \ tl .] CT{t2'""t"} i=2 q3x'] -~ J  
xH(ti;q)k-I ~/;q H \ t j  q k, ti q 
i=2 +1 2<~i<j<~n 
Applying Theorem 3 to the right-hand side of (4.2), we find 
n-2 (q; q)(j+2)k(q; )(j+l)k 
RHS of (4.2)----- H (q; q)(j+l)k-1 (q; q)(j+l)k+l (q; q)k 
j=0 
x (q2x)n-12~t'q) (t l-n,qt;tl-n; tl tl) . 
\ tl I q2x' -qx 
It remains to note 
n-2 (q; q)(j+2)k (q; q)(j+l)k = ~ (q; q)(j+t)k(1 -- (k) 
H (q;q)(j+l)k-I (q;q)(j+Uk+l (q;q)k j=l -(q',q~jk+l(q--q)-kk j=0 
(1 - q)(q; q).k (t; t).-1 
(q; q)~ (q; t). 
This completes the proof of Lemma 2. [] 
Next we consider 
(1- -~-)  (1-- ~)2~ t'q) (tl-n, qt;tl-n; qt21 x,~X)" 
(4.1) 
(4.2) 
(4.3) 
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We assert that 
~=(&,22) 
).l~<n- 1
(1 - qt;'-~z)(q2;t);.,-;~2 qZ& ( tl ~lXl 
(4.4) 
In fact, since 
(. l -n~(t,q) j;. = 0 if 2 l>~n 
it follows from (2.1) that 
(qt)(2t, q)(q2)~:,q) ( tl )l)q 
LHS of (4.4) = Z h~(t,q)h~(t,q) ~5~ • 
,i = (,~h,h) 
21~<n--I 
Observe that 
(qt)~t,q) = (qt;t)&(t;t);.zq;.2, (q2)~t,q) = (q2;t)&(q;t)22q~.2 
h~(t, q) = (qt;"-~:+1; t)~:(t; t)21-;.~(t; )&, 
h;.(t, q) = (q2t;"-~2; t)~2(q; t)&-~2(q; t);.2. 
Substituting these into (4.5) yields (4.4). 
Let cl denote the coefficient of (tl/q2x) l of (4.3). We see 
cl = (1 +q)  Z (1 - qt;q-~2)(q2;t)&_&q2~ 
(1 - q ) ( t ;  t)x,_;.:~ I~l=t 
21~<n-I 
(4.5) 
_q2 
IAI=/- I  
).~<n-1 
(1 - qt &-x2 )(q2; t)).,-a2 q2~2 
(1 - q ) ( t ;  t)x,_;.2 
-1 -q  
By setting 
follows: 
Z 
21~<n--1 
(1 - qt&-;'2)(q2;t)2, ~2 - .  q2,~2. 
(1 - q) ( t ;  t )~,_~: 
i=21- -22  and d l=min{ l ,2 (n -1) - l} ,  one can rewrite this 
ct =(1 +q)  
~_~ (1-qti)(q2;t)iql-i q2 (1-qti)(qZ;t)iqt i-I 
O<~i<~dl (1-~-q~'~;) i i  -- O<i<.d,_~Z (1 -- q)(t;t)i 
l+i : even l+i : odd 
as  
_q -1  Z 
O<~i<~dt.l 
l+i : odd 
(1 - qt i)(q2; t)i.ql_i+l. 
(1 - q)(t; t)i 
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To simplify further, we need 
Lemma 3. 
l m Z (_q) / - i  (l(1 qti)(q2; t)i _ (q2t; t)l 
i=o - q)(t ;  t)i (t; t ) l  
(4.6) 
Proof. Induction on I, the case l = 0 being clear. Suppose 
~--~ 1 -- qti)(q2; t)i _ (q2t; t)l-1 
i=0 (1 -- q)( t ;  t)i (t; t ) l - j  
Then 
LHS of (4.6) ( - )  (qzt;t) l : l  + 
= q (t; t)t-1 
(1 - qtl)(q2; t )t 
(1 - q)( t ;  t)l 
= [ -q (1 - t  1)+ (1 - qtl)(1 - q2)]  (q2t; t)l-1 
i - - -q J (t; t)l 
(q2t; t)l 
(t; t)l 
as desired. 
By virtue of this lemma we are now able to show that 
--q2(l-n+l)t 2n-l-l(q2;t)2n-l-I n<~l~2n-  1. 
(t; t)2n-l-t ' 
Case 1" -1~l<<.n-2.  Note that dl = I, dl-1 = l -1 ,  d1+1 = I+1.  Using Lemma 3, 
we obtain 
el =(1 +q)  Z (l_(l~_q~.,t~- qti)(q2; t)iql-i _ q2 Z 
O<~i<~l O<~i<~l--I 
l+i : even  l+i : odd 
(1 - qti)(qZ;t)i I-i-I 
(1 - q)(t;t)i q 
- -q -~ Z 
0~<i~<1+1 
l+i : odd 
(1 -- qti)(q2; t)iql-i+l 
l ( l_qt i )(q2;t) i  ( q)t-i 
- -q -  
i=0 
1( 1 _ qtl+l )(q2; t)t+a 
(1 -- q)(t ;  t)l+l 
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= _ (LIZ; t>r+1 
q(t; t)l+l 
Case 2: 1 = n - 1. Since d,_, = n - 1, da_-2 = n - 2, d, = n - 2, we have 
n-’ (1 - qt’)(q$ t)i 
c,-I =(I +q)E 
(q2; t)n-1 
i=. (1 - 4)(cth 
(-YY’ = (1 + 4) (t;t),_, . 
Case 3: n<1<2n - 1. Since dl = 2(n - 1) - I, d/-l = 2(n - 1) - 1 + 1, 
d,+, = 2(n - 1) - I - 1, we obtain 
c/=(l+q) c 2(n-1)--I (1 - qt’)(q2; t)i (_q)/_t 
i=o (1 - q)(t; t>i 
-q2( 1 _ qt2(“-1)-‘+1 )(q2; 42(n-l)--l+l q21-2n 
(1 - q)(c Q2(n-I)-/fl 
=(I +414 
21-2(n_,j(q2f; t)2(n-l)--I 
(t; t)2(n-l)-/ 
- q2( 1 - qt2(“-‘)-‘+V(q2; t)2(n-1).4uq2i-2n 
(1 - 4)(t; t)2,n-l)--lfl 
= -q 2(lbI+l)t2n-l-I (4? f)Zn-l-l 
(t; t)2n-1-I 
We have thus completed the proof of (4.7). It follows from the definition of c/ that 
Thanks to 
(a; t)n_r = (-a>-‘t- r(2n-r-l)/2(a; t),(a-lt’-n; t),l, 
we arrive at 
cn+r-I = I 
_q-1(q2tl)‘(42;“)’ (t-“; t)_r 
(t;t), (q-2p”;t)_,’ -nGrr--> 
_-t” (42; t)n (t-“; t)v 
(t; t)n (q-W”; t)r’ 
I <r<n. 
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Finally, we note 
(q2; t)n 1 c._, + ~ ( q -  + t n) - 
(q2;t)n 1 - q2tn 
(t; t). q(1 - q) 
This completes the proof of Theorem 2. 
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