Abstract-Data-recursive algorithms are presented for performing blind channel identification in oversampled communication systems. Novel on-line solutions with complexities that are only linear in the oversampling rate are considered, and mean convergence conditions are provided. Numerical results are presented for a binary phase-shift keyed (BPSK) system.
I. INTRODUCTION
Much work has appeared recently on channel identification/equalization in communication systems when the channel output is oversampled [1] - [5] . The common base of this work is the exploitation of the cyclostationarity of the oversampled process, which allows for blind channel identification based on only second-order statistics. Because estimation of second-order statistics requires fewer samples than that of higher order statistics for a given level of estimation accuracy, we expect algorithms based on second-order statistics to exhibit faster convergence.
The algorithms of [1] , [3] , and [6] depend on the determination of the eigenvector corresponding to the minimum eigenvalue of a matrix of cross correlations of observations. This makes the complexity of these algorithms cubic in the product of the oversampling rate and the number of symbol periods spanned by the channel response. Thus, these algorithms can be prohibitively complex, particularly when the oversampling rate is large. For example, the oversampling rate can be large in many spread-spectrum systems; in particular, it has been observed independently by other researchers [8] , [9] and the authors [10] that a chip-sampled spread spectrum system can be interpreted as an oversampled communications system, and thus, second-order methods can be used for blind channel identification. In such spread-spectrum systems, the oversampling rate is at least as large as the processing gain. In other applications, such as underwater communications [11] , the number of symbol periods spanned by the channel response can be large. For real-time operation in each of the above situations, data-recursive algorithms of much lower complexity are desirable. Thus, in this work, on-line algorithms are presented that are only linear in either the oversampling rate or the number of symbol periods spanned by the channel response.
An outline of this correspondence is as follows. In Section II, the system and channel model are briefly defined, and the offline subchannel response matching (SRM) algorithm is presented. Section III develops the proposed adaptive algorithms for secondorder identification of oversampled systems. Finally, numerical results for the proposed algorithms are shown in Section IV. The subchannel response matching algorithm [3] is derived by
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system. This suggests that to identify the subchannels h n (k) and h n (k), an option is to consider subchannel estimateŝ hn (k) andĥn (k) that minimize the mean squared difference E 2 (ĥ n ;ĥ n ) 1 = Ejĥ n (k) 3 y n (k) 0ĥ n (k) 3 y n (k)j 2 : Clearly, E 2 = 0 is zero when the subchannels are identified correctly.
Furthermore, if the subchannels have no common zeroes (which is the well-known identifiability criterion for second-order identification [2] ), E 2 = 0 impliesĥ n (k) = h n (k);ĥ n (k) = h n (k) if the trivial solutionĥn (k) = 0;ĥn (k) = 0; 8k is excluded. The matrix S is Hermitian symmetric and positive semidefinite, and if the subchannels have no common zeroes, there will be a unique minimum eigenvalue of S, where the channel h h h is the conjugate of its associated eigenvector [2] .
III. ADAPTIVE ALGORITHMS
Historically, algorithms for iteratively solving for the eigenvector corresponding to the minimum eigenvalue of a positive semidefinite matrix have fallen into three classes:
• stochastic gradient [12] , [13] ;
• conjugate gradient [14] ; • Newton's method [15] . Attention here is restricted to the stochastic gradient and conjugate gradient algorithms. Although finding the eigenvector corresponding to the minimum eigenvalue of a matrix corresponds closely to Pisarenko's harmonic retrieval method [12] and direction-of-arrival estimation, S is not expressible as the expectation of an outer product of the observed vector unless N = 2; hence, the simple data updates of [12] do not apply. The algorithms presented here updateĥ h h k01 , which is the estimate of h h h opt at iteration k 01 based on an additional symbol period of data y 0 (k);y 1 (k); 11 1;y N 01 (k): 
IV. NUMERICAL RESULTS
The normalized mean squared error at iteration k is defined by
Binary phase-shift keyed (BPSK) modulation over two channels with zeroes as in Table I and in Fig. 1 is considered. For each channel, N = 4 and L = 5, which yields = 0:14 from the convergence analysis in Appendix A. The "standard" stochastic gradient algorithm (2), "normalized" stochastic gradient algorithm (3), conjugate gradient algorithm, and the off-line SRM algorithm from [3] were run on channels "Good" and "Bad" at signal-to-noise ratios of 20 and 10 dB. For the stochastic gradient algorithms, the best gain factors from among = 0:06; = 0:14; and = 0:30 (the gain factor the convergence analysis Fig. 1 . Zeroes of the "Good" and "Bad" channels in the z plane. 
V. SUMMARY AND CONCLUSIONS
The need for channel identification in highly oversampled communication systems motivates the search for efficient blind channel identification algorithms when the oversampling rate is high. Stochastic gradient and conjugate gradient algorithms have been presented that are low complexity (only linear in the oversampling rate). Numerical results suggest that there is quite a bit of performance loss between the off-line SRM algorithm and the data-adaptive implementations of it. Furthermore, it appears that the gain of the conjugate gradient algorithms over the stochastic gradient algorithms is not as prominent as was shown in Pisarenko's harmonic retrieval [16] ; however, the conjugate gradient algorithm showed markedly faster initial convergence in general.
APPENDIX STOCHASTIC GRADIENT ALGORITHM CONVERGENCE
Since all of the eigenvectors except those of the minimum and maximum eigenvalues are saddle points of the error surface, the stochastic gradient algorithm will leave these eigenvectors [13] ; thus, is chosen such that the algorithm will converge to the correct solution when it is near the minimizing eigenvector. A first-order convergence analysis is performed, which is equivalent to making the assumption that S can be estimated without error. The error after iteration k of the algorithm is given by the Rayleigh quotient e(ĥ h h k ) = (ĥ h h where i is the eigenvalue corresponding to the ith eigenvector of S Z :
If the initial guess is chosen on the unit circle (i.e., kĥ h h kĥ h h k01 k 2 (6) which is (3) of the main text. The convergence analysis of this normalized stochastic gradient update follows similarly and implies convergence if < (2= max ):
