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Abstract
We develop algorithms for the approximation of convex polygons with n vertices by convex polygons with fewer
(k) vertices. The approximating polygons either contain or are contained in the approximated ones. The distance
function between convex bodies which we use to measure the quality of the approximation is the Hausdorff metric.
We consider two types of problems: min -#, where the goal is to minimize the number of vertices of the output
polygon, for a given distance ε, and min -ε, where the goal is to minimize the error, for a given maximum number
of vertices. For min -# problems, our algorithms are guaranteed to be within one vertex of the optimal, and run in
O(n logn) and O(n) time, for inner and outer approximations, respectively. For min -ε problems, the error achieved
is within an arbitrary factor α > 1 from the best possible one, and our inner and outer approximation algorithms run
in O(f (α,P ) · n logn) and O(f (α,P ) · n) time, respectively. Where the factor f (α,P ) has reciprocal logarithmic
growth as α decreases to 1, this factor depends on the shape of the approximated polygon P .
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We develop in this paper algorithms for the approximation of convex polygons in the Euclidean plane
R2 by convex polygons with fewer vertices. The distance function between convex bodies which we use
to measure the quality of the approximation is the Hausdorff Metric which, for two bodies C and D, is
defined as
dH (C,D)= inf{ε > 0;C ⊂D + εB2 and D ⊂ C + εB2},
where B2 is the Euclidean unit ball (disc) in R2.
One tends to think of problems of the following type: given a convex n-gon P in R2, construct a k-gon
Q (in most applications k is expected to be much smaller than n), such that Q ⊂ P (or Q ⊃ P ) and
dH (P,Q) is minimal. The analogous problems for the Symmetric Metric:
dV (C,D) = Area
(
(C \D)∪ (D \C))
were dealt with in [6] and [1], with an improvement in [2]. Another approach, pursued in [12] and [13],
provides simple, linear time algorithms that guarantee a best-order, worst-case (symmetric metric) error
(instead of best possible error for the specific polygon). Problems of this type are usually called min -ε
problems. The nature of min -ε problems is such that there is little hope to construct finite algorithms that
achieve exact solutions for them in the case of the Hausdorff metric (see [11] for a convergent process,
with no time estimate, for dealing with a similar problem). Here we construct algorithms that solve these
problems approximately. That is, if the best possible error for a given k is δ, then our algorithms construct,
for a given α > 1, a k-gon Q with an error not greater than αδ.
Another type of problems are the min -# problems: given a convex n-gon P and δ > 0, construct a
k-gon Q (Q⊂ P or Q⊃ P ), such that dH (P,Q) δ and k is minimal.
Let us mention that the task of replacing given figures by simpler figures containing them (or contained
in them), that are close to the original figures in various ways, has received attention in the non-convex
setting as well. See, for example [4] in the symmetric metric case, or [3,5,7,9,10] in the case of the
Hausdorff metric or similar metrics (e.g., with replacement of B2 by B1—the 1 disc, or by B∞—the ∞
disc) as the measure of error. Such algorithms have practical applications in areas such as robotics, layout
and packing and others (see [4] for a partial list of applications). None of the above works deals with the
problem as stated here.
We start here by constructing algorithms to solve the min -# problems. Then we apply these algorithms
successively to solve the approximate min -ε problems. For the min -# problems our algorithms run in
time O(n logn) for Q ⊂ P and in time O(n) for Q ⊃ P . This is for the rooted case in which one vertex,
or one normal of an edge of the approximating polygon is fixed in advance (see the formal definition in
the text that follows). We show later that for k reasonably large there is not much difference between the
rooted and unrooted cases. In fact, solving the rooted problem for k+1 (at any root) provides an error not
greater than the one for the unrooted case for k. The time estimates for the approximate min -ε problems
are of the same order as their min -# counterparts concerning dependence on n, but they are multiplied
by a factor f (α,P ) that has reciprocal logarithmic growth as α decreases to 1. This factor depends on
the shape of the n-gon P . Upper bounds for f (α,P ) are given in Sections 2.2 and 2.3.
After presenting the algorithms for the rooted cases in Section 2, we discuss the unrooted case in
Section 3. In Section 4 we present an example which clarifies that an obstacle which appears to be
possible in the inner approximation case is a real obstacle that does happen in practice, rather than just a
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compared to O(n) in the outer case.
The rest of this introduction contains some definitions and preliminary results whose proofs are post-
poned to Section 4.
Theorems 1.1, 1.3 and their corollaries constitute the basis for the algorithms presented in this paper.
Claims like these theorems, or similar to them, are made, without proof, in [15, pp. 337, 341]. The proof
is attributed there to [14], which in turn refers the reader to a general theorem of [16]. Moreover, the
claim in [15] which is related to Theorem 1.1 here (p. 341) is not correct in the way it appears in [15]
(see a counterexample in Section 4). Therefore we chose to develop a full proof of Theorems 1.1 and 1.3
in Section 4.
Let C be a convex body in R2 (that is, C is a compact, convex set with non-empty interior). Fixing a
point p0 on ∂C (the boundary of C), we can define a total order on ∂C by defining for p,q ∈ ∂C: p ≺ q
(with respect to p0) if and only if p precedes q in the counter-clock-wise circular order that starts at p0.
This relation is extended, in the obvious way, to relations , 	 and 
. When we write an increasing
sequence p0  p1  · · · the order is always meant with respect to the first point (p0) in the sequence.
Let P be a k-gon inscribed in C, with vertices p0  · · ·  pk−1 on ∂C (a k-gon means here a convex
polygon with at most k vertices, k is always assumed to be at least 3). We denote by pipi+1 the edge of
P with endpoints pi,pi+1. By p̂ipi+1 we denote {p ∈ ∂C;pi  p  pi+1}. We denote by d ini the distance
d ini = dH (pipi+1, p̂ipi+1) (dH is the Hausdorff distance), which is the maximal distance from a point on
p̂ipi+1 to the segment pipi+1 (in such settings we shall always consider pk to be p0).
Theorem 1.1. Let C be a convex body in R2 and p0 a fixed point on ∂C. There exist points p1, . . . , pk−1
on ∂C such that p0 ≺ p1 ≺ · · · ≺ pk−1 and the k-gon P with vertices {pi} satisfies
(1) d in0 = d in1 = · · · = d ink−1 = dH (C,P ).
(2) Let δin(C,p0, k) := min{dH (C,Q);Q⊂ C,Q a k-gon with vertex at p0}. For every sequence p1, . . . ,
pk−1 as above (without assuming (1)), we have minj d inj  δin(C,p0, k)maxj d inj , hence, if the se-
quence satisfies (1) then dH (C,P )= δin(C,p0, k).
Corollary 1.2. Let C be a convex body in R2 and k  2 a positive integer. There exists a k-gon P , with
vertices p0 ≺ · · · ≺ pk−1 on ∂C, such that for all 0 i  k − 1
d ini = dH (C,P ) = δin(C, k) := min
{
dH (C,Q);Q⊂ C, Q a k-gon
}
.
Let k  3 and e0 ≺ e1 ≺ · · · ≺ ek−1 be unit vectors in R2, the order here is understood in a way
analogous to the one above, considering ei as points on the unit circle S1. Let P be the convex k-gon
circumscribing C, each of whose edges Fi supports C and has ei as an outer normal. Without loss of
generality we may always assume that P is bounded. Denote by qi the vertex of P : {qi} = Fi ∩ Fi+1.
We denote by p−i and p
+
i , respectively, the first and last intersection points of Fi with C. p̂
+
i p
−
i+1 is, as
before, the arc, part of ∂C from p+i to p
−
i+1. q̂i denotes the polygonal arc p
+
i qip
−
i+1. One can check that
douti := dH (̂qi, p̂+i p−i+1) is the distance d(qi, p̂+i p−i+1) from the point qi to the arc p̂+i p−i+1. See Fig. 1 for
an illustration.
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correspond to the lengths of the dotted lines.
Theorem 1.3. Let C be a convex body in R2 and let e0 be a fixed unit vector. Then there exist unit vectors
e1, . . . , ek−1 such that e0 ≺ e1 ≺ · · · ≺ ek−1 and the circumscribing k-gon Q of C, whose edges Fi have
ei as outer normals satisfies:
(1) dout0 = dout1 = · · · = doutk−1 = dH (C,Q).
(2) dH (C,Q)= δout(C, e0, k) := min{dH (C,R);C ⊂R,R a k-gon with e0 as an outer normal to one of
its edges}.
(3) The k-gon Q that satisfies (1) is unique (with the given e0) and is also the unique k-gon that satisfies
(2)). Moreover, as in Theorem 1.1, even if we do not assume (1) we have: minj doutj  δout(C, e0, k)
maxj d
out
j .
Corollary 1.4. Let C be a convex body in R2 and k  2 an integer. Then any k-gon Q circumscribing C
that has outer normals e0 ≺ e1 ≺ · · · ≺ ek−1 and satisfies
dH (C,Q)= δout(C, k) := min
{
dH (C,R);C ⊂R, R a k-gon
}
must satisfy douti = dH (C,Q) for all i = 0, . . . , k − 1.
Remark 1.5. We say that a k-gon P ⊂ C is a balanced inscribed k-gon of C if it satisfies (1) of Theo-
rem 1.1. A k-gon Q ⊃ C is a balanced circumscribing k-gon of C if it satisfies (1) of Theorem 1.3. The
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is the lack of necessity for a rooted or global minimal inscribed k-gon to be balanced, this is demon-
strated by an example in Section 4. This lack of necessity of balance has algorithmic consequences as we
shall show in the sequel. One more point to notice is the importance of the root to the sufficiency of the
balance property. Thus, for example, the converse of Corollary 1.4 is not true.
2. The rooted case
In this section we investigate the inner rooted approximation and the outer rooted approximation
problems for a convex n-gon. Each of these problems is divided into it’s “min -#” and “min -ε” versions.
We shall develop an algorithm to solve the min -# problem and then use it to construct an algorithm for
approximating a solution for the min -ε problem to within αδ, where δ is the minimal error which is
possible in approximating the given n-gon by an inscribed k-gon, and α is any number greater than 1 (of
course, the time cost of the algorithm depends on α).
2.1. The inner, rooted, min -# problem
The problem is: given a convex n-gon P with vertices p0, . . . , pn−1, a point q0 ∈ ∂P and a (small
enough to make the problem non-trivial) positive number δ, construct a convex k-gon Q, inscribed in P ,
such that q0 is a vertex of Q, dH (P,Q) δ and k is minimal.
Assume, as we may, that p0  q0 ≺ p1. We let q be a moving point that starts from q0 and traverses
∂P in the positive (counter-clockwise) direction. The Hausdorff distance dH (q0q, q̂0q) between the line
segment q0q and the arc q̂0q—the part of ∂P from q0 to q , is non-decreasing as q advances (this is, in
fact, the Hausdorff distance between P and the convex subset of P which is obtained by removing from
P the part which is to the right of −−→q0q), but it may be stationary at certain intervals of the motion of q:
for example, if the angle p1q0q is obtuse, and if d(q0,p1) = dH (q0q, q̂0q) then there may exist q1 	 q
for which still d(q0,p1) = dH (q0q1, q̂0q1) (see Fig. 2).
Lemma 2.1.
(a) Let C be a convex body in R2, q0 and r two distinct points on ∂C and δ > 0. There exists at most one
point q on ∂C that satisfies the three following conditions at the same time:
Fig. 2. A case where dH (q0q1, q̂0q1) is stationary.
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(1) r ≺ q .
(2) d(r, q)= δ.
(3) q0qr is obtuse (or a right angle).
(b) In the case that the convex body C of part (a) is an n-gon then, for given q0 and r as above, one can,
in time O(logn), find the unique point q of part (a) if it exists, or determine that q does not exist.
Proof. Part (a). Assume, for simplicity, that q0r is horizontal and q0 is the right end-point. Let G be the
circle of radius δ, centered at r . Let H be the circle whose diameter is the segment q0r . Note that all the
points q such that q0qr is obtuse, lie inside or on the circle H . Thus, if δ  d(q0, r), there is no point q
that satisfies both (2) and (3) of the lemma. If δ < d(q0, r), then G intersects H once in a point z below←→q0r . Points on G which are inside H and below ←→q0r may satisfy (1)–(3) if they are on ∂C. We shall see
that at most one point can satisfy this. Assume that both q1 and q2 satisfy (1)–(3), that is, both are below
the diameter q0r of H and on the portion of the circle G which lies inside H . We may assume that q1 is
lower than q2. But then, because q0q1r is obtuse, q2 lies inside the triangle rq1q0 whose vertices are
on ∂C. Hence q2 is in the interior of C and not on ∂C (Fig. 3).
Part (b). Consider the set ρ = {q ∈ ∂C, r  q}. In general, ρ may intersect G several times. Since
only one such intersection can lie inside H , we are interested in finding the last one of them (last with
respect to the order defined above). The vertices of ρ can be partitioned into three sets, β1, β2 and β3,
depending on whether they are, respectively, to the left of ←→zr , on or to the right of ←→zr but inside or on G,
or to the right of ←→zr but outside G. Notice that if vi ∈ βi , i = 1,2,3, then v1 ≺ v2 ≺ v3. The desired q
belongs to an edge pjpj+1 of C such that pj ∈ β1 ∪ β2 and pj+1 ∈ β3 (for convenience we add q0 to β3
and assume q ≺ q0 for all q ∈ ρ). Thus, a simple binary search on ρ allows us to find the desired q in
O(logn) time. 
Definition. In the settings of Lemma 2.1(a), for a point r ∈ ∂C, if a point q ∈ ∂C that satisfies (1)–(3)
exists, we denote S(r) = q . Otherwise S(r) is not defined.
The basic step in the algorithm is Capin(q˜, δ): a subroutine that takes q˜ ∈ ∂P , q˜ 
 q0, and δ > 0 as
input and returns the last point q1 on ∂P (with respect to q0) such that dH (q˜q1,̂˜qq1) = δ. If no such
point q1 exists then the result of Capin(q˜, δ) is q0. The full algorithm uses the code for Capin(q˜, δ)
as follows: perform Capin(q0, δ) to produce q1, and proceed, performing Capin(qj , δ) to produce qj+1,
until the result of Capin(qk−1, δ) is q0. The k-gon Q will be the convex hull of q0, . . . , qk−1. Clearly
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dH (P,Q)= δ (unless Q= {q0} in which case it is smaller). We have to show that k is minimal. Assume
that Q˜ is any convex polygon with vertices q˜0 = q0 ≺ q˜1 ≺ · · · ≺ q˜l−1 on ∂P , such that dH (P, Q˜)  δ.
Then, by monotonicity of dH (q0q, q̂0q) and the choice of q1 we necessarily have q˜1  q1, it now follows
by the same argument that q˜2  q2 and so on. Hence l  k.
We shall now construct an algorithm for Capin(q0, δ) and analyze its complexity. First we have to
pay attention to a phenomenon that exists in the context of the inner approximation problems but not
in the external ones. This phenomenon makes the first kind of problems somewhat harder and more
time-consuming than the second kind.
Let C be a convex body in R2 and q0, q , q0 ≺ q , two points on ∂C. As before, let q̂0q = {r ∈ ∂C;q0 
r  q}. Let r1 and r2 be, respectively, the intersection points of q̂0q with the lines orthogonal to q0q , that
pass through q0 and q , respectively. We denote:
α(q0, q)= {r ∈ ∂C;q0  r ≺ r1},
β(q0, q)= {r ∈ ∂C; r1  r  r2},
γ (q0, q)= {r ∈ ∂C; r2 ≺ r  q}.
There are three (non-exclusive) possibilities for the location of a point r˜ ∈ q̂0q such that dH (q0q, q̂0q)=
d(r˜, q0q):
(1) r˜ ∈ β(q0, q); in this case d(r˜, q0q) is the (orthogonal) distance from r˜ to ←−→q0q .
(2) r˜ ∈ α(q0, q); in this case d(r˜, q0q)= d(r˜, q0).
(3) r˜ ∈ γ (q0, q); in this case d(r˜, q0q)= d(r˜, q).
(see Fig. 4).
If the above convex body C is a polygon P with vertices p0 ≺ p1 ≺ · · · ≺ pn−1 (which will be the
default assumption from here on), then dH (q0q, q̂0q) is attained at a vertex pj , therefore we shall, from
now on, consider the above three sets as consisting only of the vertices of P contained in them. Note that
as q traverses ∂P in the positive direction, we have the following:
If q0 ≺ q ≺ q ′ then α(q0, q)⊆ α(q0, q ′). (2.1)
If for some q1, q0 ≺ q1, and pi, pj ∈ q̂0q1 (pi ≺ pj ) the (orthogonal) distances satisfy
d(pi,
←−−→q0q1)  d(pj ,←−−→q0q1) then, for every q such that q1 ≺ q, we have d(pi,←−→q0q) 
d(pj ,
←−→q0q) (the angles between each edge of ∂P above ←−→q0q and ←−→q0q increase with q).
(2.2)
Given a point q0 ∈ ∂P , we assume that p0  q0 ≺ p1. We define the following functions of the point
q , q0 ≺ q:
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{
d(pj , q0);pj ∈ α(q0, q)
}
,
dβ(q) = max
{
d(pj ,
−−→q0q);pj ∈ β(q0, q)∪ γ (q0, q)
}
(−−→q0q is the half of the line ←−→q0q that starts at q0 and contains q).
dαβ(q)= max
{
dα(q), dβ(q)
}
,
dγ (q) = max
{
d(pj , q);pj ∈ γ (q0, q)
}
,
dH (q) = dH (q0q, q̂0q).
From the property (2.1) and simple observations we conclude that dαβ(q) is continuous and non-
decreasing. dγ (q) is neither continuous nor monotone, since vertices may move into and out of γ (q0, q)
as q increases. dH (q) is clearly continuous and non-decreasing. We have:
dH (q) = max
{
dαβ(q), dγ (q)
}
.
The subroutine Cap(q0, δ) goes now as follows: we first look for 1 n0  n− 1 such that dH (pn0)
δ < dH(pn0+1) (by monotonicity of dH it follows that if no such n0 is found, then the result of Cap(q0, δ)
is q0). Examine p2,p4,p8, . . . to find the smallest j such that dH (p2j ) > δ. This requires j = O(logn0)
iterations. Now binary search the interval [2j−1,2j ) for index n0 such that dH (pn0)  δ < dH(pn0+1).
Since 2j−1  n0 < 2j and 2j − 2j−1 = 2j−1  n0, the number of iterations of the second binary search is
also O(logn0). dH (pi) can be computed in O(i) time, hence the time to find n0 is O(n0 logn0).
The point q1 is now to be found in the (order) interval [pn0,pn0+1). We have: dH (q1) = δ and dH (q) >
δ for all q1 ≺ q . Let a finite set S = {s1, . . . , s} ⊂ [pn0,pn0+1) be defined in the following way: If there
exist points s ∈ [pn0,pn0+1) such that s = S(pi) for some 1 i  n0 we denote these points by s1 ≺ · · · ≺
sk (k =  − 1 or ). By Lemma 2.1, the time needed to find these points is O(n0 logn). sk+1 is now the
unique point in [pn0,pn0+1) (if such exists) that satisfies: dαβ(sk+1) = δ and dαβ(s) > δ for all sk+1 ≺ s.
We show later that the time required to find sk+1, or to determine that it does not exist, is O(n0). We shall
also show that the set S can never be empty and, in fact, q1 ∈ S. Thus a binary search on S to find the
last point sj ∈ S with dH (sj ) = δ results in q1. Since   n0, such search requires O(logn0) steps. For
each sj ∈ S, dH (sj ) can be computed in O(n0) time. Therefore the total time required by Cap(q0, δ) is
O(n0 logn). This concludes the construction of the subroutine Cap(q0, δ).
To prove that q1 ∈ S, assume first that s is the last point s ∈ [pn0,pn0+1) for which dαβ(s) = δ. In this
case, if dγ (s) δ, then dH (s) = δ and dH (s) > δ for all s > s. Thus, q1 = s ∈ S. Assume otherwise,
that dγ (s) > δ. Then q1 ≺ s. If dγ (q1) = δ then q1 ∈ S. So assume otherwise, that dγ (q1) < δ. In this
case dαβ(q1) = δ and, by monotonicity of dαβ , dαβ(s) = δ for all s ∈ [q1, s]. It follows that dγ (s) > δ
for all s ∈ (q1, s] (otherwise q1 would not be the last point s with dH (s) = δ). Thus q1 is a point of
discontinuity of dγ , a “jump-up” of dγ occurs, from a value below δ at q1 to values above δ at every
point s 	 q1 close enough to q1. Such a “jump-up” of dγ is the result of only one possible cause and that
is that a vertex pi (i  n0) with d(pi, q1)  δ “moves” from β(q0, s) into γ (q0, s) as s crosses q1. But
this means two things: First, since dαβ(q1) = δ and pi ∈ β(q0, q1), it follows that d(pi, q1) = δ. Second,
since pi crosses over from β to γ as s crosses q1, it follows that q0q1pi = π/2, hence q1 ∈ S in this
case as well. We discuss now the case that s is not the last point s ∈ [pn0,pn0+1) with dαβ(s)= δ. In this
case dαβ(pn0+1) δ. If dαβ(pn0+1) < δ then clearly δ = dH (q1) = dγ (q1) and q1 ∈ S. If dαβ(pn0+1) = δ
then dγ (pn0+1) > δ and the preceding argument, with s replaced by pn0+1, can be repeated to show that
q1 ∈ S.
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before by sk+1) in [pn0,pn0+1), with dαβ(s˜) = δ, or to determine that such point does not exist, is O(n0).
Since dαβ is continuous, s˜ exists if and only if dαβ(pn0+1) > δ. Thus, if dαβ(pn0+1)  δ, report that
no such s˜ exists. This can be done in O(n0) time. Assume now that dαβ(pn0+1) > δ and let p(t) =
(1− t)pn0 + tpn0+1. We wish to find t˜ such that p(t˜)= s˜. The algorithm keeps a moving point q˜ , initially
set to pn0+1, which slides towards s˜ and satisfies s˜ ≺ q˜ . When, eventually, q˜  s˜ a simple quadratic
equation provides the desired answer. Examine p1,p2, . . . to find the smallest j such that d(pj , q0) > δ.
(Such j must exist as otherwise dαβ(pn0+1) δ.) Let q˜j denote the intersection of ←−−−−−−→pn0pn0+1 with the line
through q0 orthogonal to q0pj and set q˜ to q˜j if q˜j ∈ pn0pn0+1. This step can be done in time O(n0) and
allows us to ignore dα , as dαβ(s) = dβ(s) for all s ≺ q˜ such that dαβ(s) > δ. For any such s, there is a
vertex vs ∈ q̂0s such that dαβ(s) = d(vs,−−→q0s). Conversely, for each pi ≺ vq˜ there is a largest t , call it ti ,
such that pi = vp(ti ). (The reader can verify that ti satisfies q0p(ti) ‖ pipi+1.) Let ph = vq˜ and move q˜ to
p(th−1),p(th−2), . . . until the largest k such that d((pk,
−−−−−−→
q0p(tk)) > δ and d(pk−1,
−−−−−−−−→
q0p(tk−1))  δ. Since
vs  vs′ for s ≺ s ′, this can be done in O(n0) time. The desired t˜ satisfies pk = vp(t˜) and can be found as
a solution to the quadratic equation arising from d(pk,
←−−−−→
q0p(t))= δ.
To summarize: Capin(q0, δ) takes O(n0 logn) time to complete. It follows from this that the inner,
rooted, min -# algorithm takes O(n logn) time.
2.2. The inner, rooted, min -ε problem
The problem is: given a convex n-gon P and a point q0 ∈ ∂P as before, and a positive integer k (< n),
construct a convex k-gon Q, inscribed in P , such that q0 is a vertex of Q and dH (P,Q) is minimal
(in the context of the min -ε problem a j -gon with j  k is considered also as a k-gon). Theorem 1.1
tells us that it is enough to find such Q which is balanced, that is, if in the formulation of Theorem 1.1
we replace C by P and P by Q, we have to find q0 ≺ q1 ≺ · · · ≺ qk−1 such that all the distances d inj ,
0 j  k − 1, are the same. This seems to be far fetched algorithmically, but we can approximate this
goal using a simple search procedure. We shall be able, for every α > 1 to construct a k-gon Q=Qα ⊂ P
with dH (Qα,P ) αδin(P, q0, k), while having control over the time-cost of the algorithm.
Let δ = δin(P, q0, k) and let ∆ be an upper bound for δ. Denote δ0 = ∆, δj+1 = δj/α (j = 0,1,2, . . .).
Perform now the min -# algorithm of the previous subsection, starting with q0 and using the subroutine
Capin(·, δj ), the result is a kj -gon Pkj . Since δ0  δ we have k0  k. Proceed until we reach the first j = j0
such that kj0  k and kj0+1 > k. Pkj0 is a k-gon (since kj0  k) and satisfies, in the terminology of The-
orem 1.1, maxi d ini  δj0 . Hence, by part (2) of Theorem 1.1, δ  δj0 . On the other hand, let the vertices
of Pkj0+1 be q0 ≺ q1 ≺ · · · ≺ q(kj0+1−1) and let the polygon P˜ be the convex hull of q0, q1, . . . , q(kj0+1−(2).
P˜ satisfies mini d ini  δj0+1. Since kj0+1 − 1 k, we have, again by Theorem 1.1,
δj0+1  δin(P, q0, kj0+1 − 1) δin(P, q0, k)= δ.
Hence δj0+1  δ  δj0 . If we choose now Pkj0 to be our approximating k-gon Q, we get dH (Q,P ) =
δj0 = αδj0+1  αδ as promised.
To get an estimate of the number of steps involved in this process, that is, of the size of j0, we need
also a positive lower bound ∆ for δ. Once we have such bounds ∆ δ ∆, it is clear that j0 is at most of
the order J = (log∆− log∆)/ logα. The whole algorithm thus takes O(J · n logn) time. We make here
the remark that there are other ways to achieve the goal of constructing a k-gon Q with dH (P,Q) αδ,
for example, if α < 2 we may proceed using the search as above with α replaced by 2, reaching a j0 as
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way, which is not different in principle from the previous estimate. The main point, if we wish to have
an a-priory knowledge on the size of J , is to estimate ∆ and ∆. An easy upper bound ∆ can be taken as
c ·R(P )/k2 where R(P ) is the outer-radius of P and c is an appropriate constant (see, e.g., [17] where
Proposition 2.5 implies, in the two-dimensional case, that c < 25.7). We need to know the upper bound
∆ for the execution of the algorithm. Now, R(P )D(P ) (the diameter of P ) and D(P ) can be found in
linear time [18], thus finding ∆ does not increase the complexity of the algorithm.
To get a lower bound ∆ (this is not needed for the execution of the algorithm but only for the sake of
time estimation) we can use the following estimate from [8] (Theorem 1 and Remark 1 which follows
it): For Q⊂ P let dV (P,Q)=A(P )−A(Q) (A(C) is the area of C). Then
dV (P,Q)
π
2(
√
2 − 1)D(P )dH (P,Q). (2.3)
The maximal-area k-gon Q⊂ P can be constructed in O(kn+n logn) time ([6] with an improvement
by [2]), this is the time needed to find a lower bound with the help of (2.3).
We get the estimate
J  (logα)−1
(
log
R(P )D(P )
mindV (P,Q)
− 2 log k + const
)
,
where the minimum in the last expression is taken over all k-gons Q⊂ P .
To summarize: the time that the min -ε algorithm takes is
O
(
n
(
const + log R(P )D(P )
k2 mindV (P,Q)
)
logn
logα
)
.
2.3. The outer, rooted, min -# and min -ε problems
The outer case (both min -# and min -ε problems) is treated in a manner analogous to the inner case.
Here the role played by the vertices qj of the inner approximating polygon is taken by the outer normal
vectors fj (j = 0, . . . , k − 1) of the edges of the outer approximating polygon. The distance is measured
to an edge of the polygon P (see Fig. 5, note that it may happen that the distance is achieved only at a
vertex of that edge and is bigger than the distance to the line containing the edge). We have, however, strict
monotonicity of the distance here (see the proof of Theorem 1.3 in Section 4) and we do not encounter
here angle-intervals that require “special treatment”, like the sets α(q0, q) and γ (q0, q) of Section 2.1.
Let Capout(f˜ , δ) be the subroutine, analogous to Capin(q˜, δ), for the outer approximation. The time
required by it will be, as we show below, only O(n0), where n0 is the number of edges of P enclosed
between the first (in counter-clockwise sense) point of F0 ∩ P and the last point of F ∩ P (f is the
analogue of q in the Capin(q0, δ) subroutine and F is the edge of P whose outer normal is f ). Since∑k−1
j=0 nj = n, we get the time estimate O(n) for the outer, rooted, min -# algorithm. In order to get a time
estimate for the outer, rooted, min -ε algorithm, we have to compute analogues of ∆ and ∆. An upper
bound ∆ of the form c · R(P )/k2 holds here as well (see, e.g., [17] where Proposition 2.7 implies, in
the two-dimensional case, that c < 33.08). A lower bound ∆ can be established (for the sake of time
estimation) again by the estimate (2.3), with the roles of P and Q exchanged (note that we may assume,
e.g., D(Q) 2D(P )).
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The minimal-area circumscribing k-gon Q ⊃ P can be constructed in O(n2 log k) time ([1] and [2]).
This is the time needed to compute the lower bound ∆ with the help of (2.3).
We get the estimate: the time required for the outer, rooted, min -ε algorithm is(
n
logα
(
const + log R(P )D(P )
k2 mindV (P,Q)
))
, (2.4)
where the minimum is taken over all k-gons Q ⊃ P .
All that is left in order to complete this section is to define and analyze the subroutine Capout(f0, δ).
For the given root vector f0, there is a vertex of P that admits a tangent edge F0 normal to f0.
(Actually, F0 can be tangent to two consecutive vertices of P , in which case we are interested in the
later one.) Without loss of generality assume that p0 is the vertex with tangent F0 normal to f0 and let
L be the supporting line of F0. We wish to find the next vertex of Q, i.e., the point q ∈ L that satisfies
q = F1 ∩ F0. To this end we incrementally generate a sequence q1, q2, . . . , qk of candidates such that
q = qk or q lies on L between qk−1 and qk . Candidates are produced as follows (see Fig. 6): q2i−1 (resp.
q2i) is the intersection of L with a line through pi orthogonal to pi−1pi (resp. pipi+1). All points of L in
[q2i−1, q2i] have pi as their nearest point on ∂P , while those in [q2i , q2i+1] are nearest to the foot of the
perpendicular from that point to the segment pipi+1. Thus, we generate q1, q2, . . . to the smallest k such
that d = d(qk,pk/2)  δ. If d = δ then q = qk . Otherwise, if k is even, then q is the point on qk−1qk
with distance δ from pk/2. If k is odd, q is the unique point q ′ ∈ qk−1qk whose distance to the line through
p(k−1)/2 and p(k+1)/2 is δ. The new vertex q is incident on two edges of Q tangent to P : F0 and F1. We
still need to find F1 and the corresponding tangency point p′. This can clearly be done in O(n0) time, and
provides the starting point for Capout(f1, δ), with p′ and F1 playing the roles of p0 and F0, respectively.
Remark 2.2. For cases when k is small (k = o(n/ logn), to be precise) and provided the polygon is
already available in memory, both the min -# and min -ε problems can be solved faster. In both cases,
the improvement comes from implementing Capout(fi, δ) to run in O(logn) time, instead of O(n0), as
explained above. The idea is that once the point of tangency of Fi is known, then both fi+1 as well
as the point of tangency of Fi+1 can be obtained in O(logn) time using a simple binary search on P .
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Consequently, min -# can be solved in O(k logn) time, with a similar improvement for min -ε, obtained
by replacing n with k logn in (2.4).
Remark 2.3. The uniqueness part (part (3)) of Theorem 1.3, together with continuity, show that if we
repeat the min -ε algorithm, in the outer rooted case, with α ↘ 1, the resulting approximating k-gon
converges to a balanced k-gon Q with dH (P,Q)= δout(P, e0, k).
3. The unrooted case
The unrooted problems are analogous to the problems discussed in Section 2, except that here the
roots q0 (inner approximation) or f0 (outer approximation) are not given a-priori and the minimization
takes place over all possible roots.
Exact solution of the unrooted problem seems to require a convergent process, whose rate of conver-
gence is hard to estimate. Yet, we show here that, up to possible deviation by at most one vertex from the
optimal, the solutions of the rooted problem answer also the unrooted one.
We shall discuss only the inner approximation unrooted problem. The discussion and results concern-
ing the unrooted outer approximation are analogous.
We begin with the min -# problem. Given a δ > 0, we choose any point q0 ∈ ∂P and, using the algo-
rithm of Section 2.1, we construct a k0-gon Qk0 ⊂ P , with vertices q0 ≺ q1 ≺ · · · ≺ qk0−1, which is the
solution of the min -# problem for δ, rooted at q0.
Suppose that some k-gon Pk is a solution of the unrooted min -# problem for δ. Thus, k  k0. Assume
first, that Pk and Qk0 have no vertices in common. Then Pk must have a vertex, say r0, in the relative
interior of the arc q̂0q1 of P . Otherwise, the arc q̂0q1 is contained in the relative interior of an arc, say
r̂0r1, determined by consecutive vertices of Pk . We would then get (by the choice of q1) dH (r0r1, r̂0r1) >
dH (q0q1, q̂0q1) = δ. The same argument implies that every arc q̂iqi+1, i = 0,1, . . . , k0 − 2, contains a
vertex of Pk in its interior. This shows that k  k0 − 1. With some care, a similar argument can be made
for the case when Pk and Qk0 have at least one vertex in common. In this case, relabel the vertices of Pk
so that r0 is the last vertex of Pk with respect to q0. Then ri  qi , i = 1, . . . , k0 − 2, so k  k0 − 1 once
again. Together with a similar argument for the outer case we get:
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most one more vertex than the minimum for the unrooted problem for the same δ.
Consider now the min -ε problem. Assume that we managed to solve the unrooted min -ε problem
for a given k, and the result is a polygon Pk ⊂ P , such that dH (Pk,P ) = δin(P, k). Let δ = δin(P, k).
Let us solve now the min -# problem, rooted at some q0 ∈ ∂P , with respect to the above error δ. By the
preceding paragraph, the solution, rooted at any q0 has at most k + 1 vertices. That is, for any q0 ∈ ∂P
we have δin(P, q0, k + 1) δin(P, k). Thus we have shown:
Proposition 3.2. The error in any solution of the rooted min -ε problem for k + 1 (and a given α > 0)
at any root, is no greater than αδin(P, k) in the inner case and no greater than αδout(P, k) in the outer
case.
4. Supporting proofs and an example
In this section we discuss the proof of Theorems 1.1 and 1.3. We also present here an example which
demonstrates that the kind of uniqueness (part of Theorem 1.3) persisting in the rooted case of the outer
approximation, does not hold in the analogous inner approximation rooted case. Moreover, the balance
property is not a necessary condition in this case. We begin with the
Proof of Theorems 1.1 and 1.3. The proof is modeled on ideas from the area of spline-approximation,
these can be found, for example, in [16]. We chose to present here the full detail of the proof rather
than just refer the reader to [16] (say). This choice has been made for the sake of completeness and also
because the situation here, especially in the case of inner approximation, is somewhat different from the
standard one. Thus, for example, in Theorem 1.1 we do not have uniqueness like in Theorem 1.3 (such
uniqueness is obtained in Theorem 1.3, using the standard approach).
For the proof of Theorem 1.1 we may assume that the origin is in the interior of C. We parametrize ∂C
as p = p(θ), by the direction angle θ , 0 θ  2π . Assume, without loss of generality, that p0 = p(0) =
p(2π). A k-gon with vertices p0 ≺ · · · ≺ pk−1 is associated with a partition T: 0 θ1  · · · θk−1  2π
of the interval [0,2π ], this k-gon will be denoted by P(T). The numbers di associated with P will be
di(T). We first show (part of Theorem 1.1, (2)) that for any partition T we have
min
0ik−1
di(T) δin(C,p0, k) max
0ik−1
di(T). (4.1)
Clearly, only the lower bound needs to be proved. If two partitions
T: 0 θ1  · · · θk−1  2π,
T : 0 τ1  · · · τk−1  2π
are given, then there exists an integer j , 0 j  k − 1, such that τj  θj and θj+1  τj+1. Now assume
that T is a best partition, that is
δin(C,p0, k) = max
0ik−1
di(T ),
and assume that the lemma is false for the partition T, that is
η = min di(T) > δin(C,p0, k).0ik−1
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δin(C,p0, k) dj (T ) dj (T) η > δin(C,p0, k),
this contradiction proves the assertion.
If there exists a partition T such that di(T) = di+1(T) for i = 0, . . . , k − 1, then, by (4.1), this must
be a best partition, that is di = δin(C,p0, k) for all i. We show the existence of such T. This is done by
extending the scope of the claim a bit, replacing the interval [0,2π ] by [0, φ] for any 0 < φ  2π , and
by using induction on the number of subintervals in the partition.
For a given angle ϕ, 0 < ϕ  2π and for 2 j  k, we define
δin(C,p0, ϕ, j)= inf
T
max
0ij−1
di(T ),
where T : 0  τ1  · · ·  τj−1  ϕ is a partition of the interval [0, ϕ] into j parts. The induction will
show that for every ϕ and every j there is a j -partition T˜ as above, that satisfies di(T˜ )= δin(C,p0, ϕ, j)
for all i = 0, . . . , j − 1. Taking j = k and ϕ = 2π will complete the proof. We start with j = 2 and any
0 < ϕ  2π . For T : 0 τ1  ϕ, di(T ) = di(τ1), i = 0,1, are continuous functions of τ1. d0 is monotone
non-decreasing, d0(0) = 0, d1 is monotone non-increasing, d1(ϕ) = 0. It follows that there exists τ˜1 in
the interval, such that d0(τ˜1) = d1(τ˜1). The argument of the proof of (4.1) shows that this must be a best
partition, that is δin(C,p0, ϕ,2)= d0(τ˜1)= d1(τ˜1) (the fact that in the setting of (4.1) we had ϕ = 2π was
of no importance in the proof).
Assume now that the claim has been proved for j = 2, . . . ,m and any 0 < ϕ  2π . For a given ϕ
and τm  ϕ we consider g(τm) = δin(C,p0, τm,m). This is a continuous function of τm and is monotone
non-decreasing. Also g(0) = 0. On the other hand, the function f (τm) = dH (p(τm)p(ϕ), ̂p(τm)p(ϕ)) is
continuous and non-increasing in τm, and f (ϕ) = 0. Thus there exists 0  τ˜m  ϕ such that g(τ˜m) =
f (τ˜m). Using the induction hypothesis we can find T˜ : 0 τ˜1  · · · τ˜m−1  τ˜m, such that
di(T˜ )= δin(C,p0, τ˜m,m) = g(τ˜m)
for all i = 0, . . . ,m − 1. The partition 0 τ˜1  · · · τ˜m  ϕ is now an (m + 1)-partition of [0, ϕ] that,
again by (4.1), satisfies the claim for m+ 1. This completes the proof of Theorem 1.1.
The proof of (1) and (2) in Theorem 1.3 goes along the same lines as the proof of Theorem 1.1,
the role of the vertices pi there is taken here by the normal vectors ei . Note that the functions analo-
gous to the functions that were continuous and monotone in the proof of Theorem 1.1, are here strictly
monotone. This is the essential difference between the situations, which implies the uniqueness in part
(3) of Theorem 1.3.
To prove (3) we first show that every circumscribing k-gon Q that satisfies (2) must satisfy also (1).
Notice that if we rotate only the vector ei a sufficiently small amount in the negative direction, or only
the vector ei+1 a sufficiently small amount in the positive direction, then we strictly increase di . Small
rotations of the same vectors in the opposite directions strictly decrease di . We call this behavior the strict
monotonicity. Assume now that Q satisfies (2) but there is j , 0 j  k − 1, such that
dj < dH(C,Q)= δout(C, e0, k).
We can now rotate ej+1 (if j < k−1) a sufficiently small amount in the positive direction, and rotate ej
(if j > 0) a sufficiently small amount in the negative direction, so that in the resulting k-gon we shall still
have dj < δout(C, e0, k) but now, by the strict monotonicity property, we shall have the same inequalities
also for dj+1 (if j < k − 1) and for dj−1 (if j > 0). We can now continue to rotate ej+2 in the positive
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get di < δout(C, e0, k) for all i. Since e0 did not move throughout the process this is a contradiction which,
together with (4.1) (adapted to the situation of Theorem 1.3), proves that (1) and (2) are equivalent. Thus,
in order to prove (3) it is enough to prove uniqueness in (1). We look again at the proof of (4.1) and
assume that both partitions T and T give rise to k-gons Q(T) and Q(T ) that satisfy (1). If T and T are
not the same partition then we can say more than what was said in the original proof, namely, there must
exist 0 j0  k − 1 such that τj0  θj0 and θj0+1  τj0+1 and at least one of the last two inequalities is
strict. By the strict monotonicity property we get dj0(T) < dj0(T ). But, changing the roles of T and T ,
we see that there exists also 0 j1  k − 1 such that dj1(T ) < dj1(T). This is a contradiction, since all
di(T) are the same and all di(T ) are the same (we could replace the last part of the argument, the one
involving j1, by an application of (2)). 
4.1. An example
We construct here examples of equilateral parallelograms with triangles enclosed inside them. We
show that, under restrictions on the acute angle of the parallelogram, a (Hausdorff) best approximating
inscribed triangle need not be unique at it’s root, nor a rooted best approximating inscribed triangle need
to be unique or balanced.
Part of the evidence in these examples is based on data obtained by high precision computation, rather
than by analytic proof (this, of course, is not the case concerning the algorithms themselves, presented
above in Sections 1 through 3, their correctness and complexity are proved analytically). The coming
examples are presented in order to demonstrate that the fact that the assertions of Theorem 1.1 are weaker
than those of Theorem 1.3 is an inherent fact and not only an apparent one (note that this fact introduces
an additional logarithmic-in-n factor to the complexity estimate).
Let P be the equilateral parallelogram with vertices ABCD and side 1. The acute angle of P is
ϕ =ABC. If Q is a triangle inscribed in P then one side of P does not contain in it’s relative interior
a vertex of Q. We may assume that this side is AB . Denote the vertices and sides of Q by E,F,G and
,m,n as in Fig. 7. Let α =BFE and β =DGE.
We consider a special case:
Case 0: E = A, |BF | = |GD| = d(C,m) = a (see Fig. 8). (We use the notation |KL| for the length
of the segment KL.)
Fig. 7.
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Applying repeatedly the law of sines we get
a = sin(β + ϕ)
sinβ
, (4.2)
n= sinϕ
sinβ
and also a = 2 sin ϕ
2
− b = 2 sin ϕ
2
− sinϕ sin(
ϕ
2 + β)
sinβ
.
Equating the two expressions for a we get
tanβ = sinϕ(1 + sin
ϕ
2 )
− cosϕ − sinϕ cos ϕ2 + 2 sin ϕ2
. (4.3)
tanβ is negative, that is β is obtuse, if ϕ < ϕ0 = 1.2013 . . . (= 68.832 . . .◦). In this case dH (P,Q)= a
and Q is balanced in P . Thus in case 0 we have
dH (P,Q)= sin(β + ϕ)
sinβ
. (4.4)
Case 0 provides examples of a non-unique best (Hausdorff) rooted triangle inscribed in P : let G be
the root. By Theorem 1.1 Q is a best inner approximant rooted at G. We may move E away from A,
a small distance along AD toward D. So that the angle β (now different from α) remains obtuse. Doing
this does not change dH (P,Q), in this way we obtain infinitely many best triangles rooted at G.
For the non-necessity of the balance property in the best rooted triangle we need another obser-
vation. Let, as in Fig. 7, GH be perpendicular to CD and let h = d(A,←−→FH). For ϕ = ϕ0 we have
h = 0. It follows that there exists a least ϕ1, 0 < ϕ1 < ϕ0, such that for ϕ1 < ϕ < ϕ0 we have h < a.
A computation, using Maple 9, gives ϕ1 = 0.99838 . . . . Hence, if ϕ1 < ϕ < ϕ0, we can start with case 0
(considered as rooted in G) and move E away from A along AD. As E crosses H toward D we still have
d(A,
←−→
FE) < a, as long as this holds we have also dH (BA,) = a. But then the angle β becomes acute,
hence d(D,GE) < a. So we get a triangle Q rooted at G, with dH (P,Q) = a (which is the minimum
for a triangle rooted at G) yet Q is not balanced in P . (We add the remark that for all 0 < ϕ < ϕ1 we
have h > a.)
In fact, the non-uniqueness part of the above argument holds, if ϕ < ϕ1, also for the best (Hausdorff)
inner approximant and not only in the rooted case. This is due to the following
M.A. Lopez, S. Reisner / Computational Geometry 32 (2005) 139–158 155Computational Lemma 4.1. For 0 < ϕ  ϕ1 case 0 provides a best (Hausdorff ) inscribed triangle Q.
This is not true for ϕ1 < ϕ < ϕ0.
We use the term “Computational Lemma” in the following sense: the lemma states a claim for a range
of values of ϕ and there is a point in the proof which relies on numerical computations. Thus, strictly
speaking, the result is established only for a discrete set of values of ϕ in this range. We carried out the
computations for a very “dense” set of values in this range and we are convinced of the truth of the result
for the whole range, yet we chose to give the lemma a special name to express this special meaning.
Establishment of Computational Lemma 4.1. We check three, a-priori possible, cases of a best (Haus-
dorff) inscribed triangle Q. These checks, except for the last one (case III-b), require only that ϕ < ϕ0.
Case I. α  π/2 and β  π/2. The case is divided into two sub-cases:
Case I-a. d(A,←−→EF) |BF |. We claim that in this case necessarily
dH (P,Q)= |BF | = |GD| = d(C,m). (4.5)
As a result, in this case E can be moved all the way to A without increasing dH (P,Q). Also, since ϕ <
ϕ0, α will remain obtuse and we shall be in case 0. To prove (4.5), assume first that |GD|< |BF |. Then,
if we slide G toward C until equality is attained, dH (P,Q) is not increased, yet d(C,m) is decreased.
Note that at this point we still have β  π/2, because if now β < π/2 then d(D,n) < |GD| = |BF | and,
by sliding G a little more toward C, we are able to keep d(D,n) < |BF | and make d(C,m) < |BF |.
Now, by sliding F a bit toward B , we get dH (P,Q) smaller than it was to begin with—a contradiction
to minimality. A similar argument also shows that at this point (when |GD| = |BF |) we get d(C,m) =
|GD| = |BF | (had d(C,m) been < |GD| we could slide both F and G a small distance toward B and
D, respectively, to get a contradiction).
Next on our way to prove (4.5), assume that |BF | < |GD|. Now we slide E toward A. If we reach A
and α is still  π/2 then, by sliding G toward C, we reduce dH (P,Q), contradicting minimality. Thus,
at some point, when E did not reach A yet, we have α < π/2 and dH (P,Q) has not been increased. Now
we are in case II, which will be ruled out later.
Case I-b. d(A,←−→EF) > |BF |. In this case clearly d(A, ) = d(A,←−→EF). We claim that this case is
impossible for a best approximating Q. In fact, in this case sliding E up to A increases β and does not
change |GD| = d(D,n). Once this is done, we may slide F toward C and reduce d(C,m), keeping |BF |
smaller than the original d(A, ), and then slide G a small enough distance toward D to reduce dH (P,Q)
and get a contradiction to minimality.
Case II. α < π/2. Now d(B, ) = dH (AB,) is not less than the distance from B to the orthogonal
projection of A on BC. That is: dH (P,Q)  cosϕ. Let Q0 be the triangle of case 0 (with angles α0 =
β0 > π/2 since ϕ < ϕ0). We have
dH (P,Q0)= sin(ϕ + β0)
sinβ0
= cosϕ + cotβ0 · sinϕ.
Since cotβ0 < 0 we get dH (P,Q0) < cosϕ  dH (P,Q). Thus Q is not a best approximating triangle in
this case.
Case III. α  π/2 and β < π/2. We note first that in this case |BF |  d(A,←−→FE) = d(A, ). This is
because otherwise dH (AB,) = |BF | and we can move, in this order, E toward D, G toward C and F
toward B , to reduce dH (P,Q).
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Case III-a. γ  π/2. Then d(D,n) = |DE|. We can then move G toward C and reduce d(C,m)
without changing d(D,n). After doing so we can move, in this order, F toward B and E toward D to
reduce d(A, ) and d(D,n) without increasing back d(C,m) too much, so that eventually dH (P,Q) is
decreased.
Thus we conclude that, in fact, γ < π/2 and we remain with the last case, which is illustrated in Fig. 9.
Case III-b. α  π/2, β,γ < π/2 and |BF | d(A,←−→FE)= d(A, ).
Let g = d(A, ), h = d(C,m) and k = d(D,n), as in Fig. 9. A simple argument, like the one in the
proof of Theorem 1.1 but using the strict monotonicity of g, h and k, shows that if Q is a best approximant
then d(P,Q) = g = h = k. The analysis of case III-b is illustrated in Fig. 10. For h > 0 we draw three
circular arcs of radius h and centers at A, C and D. Assume that h is small enough so that these circles
do not intersect. For 0  θ  ϕ we draw a ray emanating from D, that forms an angle θ with DA. At
the point where this ray intersects the circular arc centered at D, we draw a tangent segment EG to that
arc. We draw now: from E − EF1—a tangent to the arc centered at A and from G − GF2—a tangent
to the arc centered at C; F1 and F2 being the intersection points of these tangents with the line
←−→
BC. Let
Φ(h, θ) = |CF1| and Ψ (h, θ) = |CF2|. From the geometry (and also from the explicit formulas that we
Fig. 9.
Fig. 10.
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derive later) it is clear that for a fixed θ , Φ(h, θ) is decreasing and Ψ (h, θ) is increasing in h. Moreover,
checking the behavior of Φ and Ψ at very small and very large h, we see that for every θ in [0, ϕ]
there is a unique h(θ) = h(θ,ϕ) for which Φ(h, θ) = Ψ (h, θ). For such h(θ) we have F1 = F2 = F(θ).
A geometric observation shows that if h1(θ), h2(θ) are the solutions of the equations Φ(h1, θ) = 1 and
Ψ (h2, θ) = 1 respectively, then h1(θ) is decreasing and h2(θ) is increasing. This, in turn, implies that
|CF(θ)| 1 if and only if ϕ/2 θ  ϕ. Thus, for ϕ/2 θ  ϕ we obtain in this way a triangle EFG
with β,γ  π/2 (equality to π/2 only at the end points of the θ interval) with, in the notations of Fig. 8,
g = h= k. That is, a candidate to be a best approximant. Now we have to optimize over θ and check.
The functions Φ and Ψ are easy to write using simple trigonometry:
Φ(h, θ)= sinϕ
√
(cos θ − h)2 − h2 cos2 θ − h cosϕ cos θ + h2
h cos θ
,
Ψ (h, θ)= h cos(ϕ − θ)− h
2
sinϕ
√
(cos(ϕ − θ))2 − h2 cos2(ϕ − θ)− h cosϕ cos(ϕ − θ) .
Yet the equation
Φ(h, θ)= Ψ (h, θ) (4.6)
is hard to solve explicitly for h = h(θ), or even to analyze the behavior of h(θ) using implicit methods.
We made the analysis numerically using the Maple 9 software. The aim was to find, for a fixed angle ϕ
(a fixed parallelogram), the angle θ that gives a minimal h, such that EFG is of the type of case III-b,
and then to compare h with h0 = dH (P,Q0) (Q0—the triangle of case 0 for this ϕ).
We computed h(θ)= h(θ,ϕ) by solving numerically Eq. (4.6) for θ ∈ [0, ϕ] and plotting the resulting
graph. This has been done for values of ϕ in [0, ϕ0] in steps of ϕ0/100. The property of h(θ) that we
discovered in these computations is that, for all these values of ϕ, h(θ) is strictly concave in [0, ϕ] (see
examples in Fig. 11). Since we are interested in θ ∈ [ϕ/2, ϕ], it follows from concavity that the minimal
value of h can be attained only at the end points ϕ/2 or ϕ. These values are easily computed and graphed
and for all ϕ ∈ [0, ϕ0] the minimum hM(ϕ) is attained as h(θ) for θ = ϕ. This is as far as we need the
computational part. The rest is analysis.
We now distinguish between the cases ϕ < ϕ1 and ϕ > ϕ1. For ϕ < ϕ1 we show that hM(ϕ) > h0(ϕ)
and also |BF | < hM(ϕ). Thus the minimal triangle of case III-b is not a best approximant. Look at the
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Let us move F toward B and G toward C, increasing both d(C,m) and |GD|, in such a way that these
two distances remain equal throughout the motion. At the same time move H toward A, keeping GH
orthogonal to CD. During this process d(A,←−→FH) is reduced. Keep the process until d(A,←−→FH) becomes
equal to d(C,m) and |GH |. This happens before F reaches B because when it happens we get exactly the
triangle of the above discussion with θ = ϕ (except that it is marked now as HFG instead of EFG).
Thus hM(ϕ)= (the last) |GD|> h0(ϕ). On the other hand, clearly here (the last) |BF |< h0 < hM .
Consider now the case ϕ1 < ϕ < ϕ0. We begin again with case 0. Now we have d(A,FH) < h0.
Let us slide H toward D until d(A,FH) = h0. Now d(D,GH) < h0. We can now move G a little
toward C, reducing d(C,m) and still keep d(D,GH) < h0. If we now slide F toward B , the amount
that |BF | is reduced is bigger than the amount that d(A,FH) is reduced (check the angles!), thus, if the
amount that we slide F is small enough, we get a new triangle: HFG with |BF | < d(A,FH) < h0,
d(D,GH) < h0 and d(C,m) < h0. This shows that the best one, Q, obtained for some θ ∈ [ϕ/2, ϕ] (in
fact for θ such that h(θ)= |BF(θ)|) also satisfies d(P,Q) < h0(ϕ).
We make here the remark that numerical computations verified all the above cases. In fact, the numer-
ical computations led us to the above analysis. 
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