1. Introduction. It is known that if a series^0» is bounded (C, y), y à -1, then it is either summable (C, y + b), for every 5>0, or not summable 04).f Further a necessary and sufficient condition for it to be bounded (C, 7) is that it should be bounded (.4) and the sequence nan bounded (C, 7 + l).J Conditions have been obtained! under which a Fourier series ^2An cos nt or an allied series ^2Bn cos nt should be bounded (C) for t = 0 and, in the case of the allied series, conditions under which the sequence nBn should be bounded (C). But the problem of the boundedness (C) of the sequence nAn has apparently not been considered directly. || We suppose that/(/) is integrable L, and periodic with period 27r. We write HO = \{f(x + t)+f(x-t)], Ht) = \{f(x + t) -f(x-t)}, and we define ^"(O» ^«(0, ©«(0, 0a(O in a similar way. We call #"(0 the mean value of order a of <f>(t). We also write sf, i"a, t"", t"oe for the Cesàro means of order a of sn = Ao+Ai+
• • • +A"* sn = Bi+B2+ ■ • • +Bn, rn = nAn and ~n = nBn respectively. Finally we write, for a è 0, in an interval (0, rf), thens,? =0(1) for ß>a, where a ^ 0. The Cesàro summability and boundedness of a Fourier series for negative orders is not a "local" property of the function, since we usually only know that An = o(l), but the above result remains true when -l^a<0 if we take n = ir, i See Bosanquet, 6 , where references to previously known special cases are given.
provided $a+x(t) is absolutely continuous and $>a+i(+0) =0, in the case a> -1,* and <j>(t) is absolutely continuous except at i = 0 in the case a = -I. Dr. A. C. Offord and I have recently shown that for the class of Fourier series for which An = o(n'>), y> -I, summability (C, y) at the point t = x does in fact depend only on the local properties of the function, and there is an analogous result for boundedness (C). It follows from our conditions that, if we restrict ourselves to series for which An=0(nß), the above result remains true, with the condition in its localized form, when «=: -l.f Condition (1) may also be replaced by the more general form
when a= -1. § There are also "converse" results,|| in which summability or boundedness of the Fourier series is given as an hypothesis. It follows in particular from these results that a necessary and sufficient condition that si =0(1) for some ß is that (1) should hold for some a, or, what is the same thing, that 4>k(t) =0(1) for some k.
The investigations of this paper arise out of certain identities which play an important role in the theory of Cesàro means. If a > 0, we have (4) a(s«-1 -sf) = n(s° -s"a_i) = r,f,ir and** (5) a{<t>a-x(t) -<t>a(t)\ = td>J(t) = Xait), * In these circumstances *o+i(0 =fl<ba(u)du. The last condition is necessary in order to exclude a function like/(/) = | t-x\~a~1, -1 <<*<0, whose Fourier series diverges for t-x. If <¡>{t) = 11\ _t*_1, we have *a+i(2) = r(-a), and hence 4>a(i)=0 for every i>0.
t See Bosanquet, 8, Bosanquet and Offord, 9. Î An integral like (2) is to be interpreted in the first instance as Iime_,o/i, where it is assumed that *o+i(») is of bounded variation in every interval (e, t). But when condition (2) is satisfied it may be shown that *"+i(m) is of bounded variation in (0, /), and so the integral exists as an ordinary LebesgueStieltjes integral. See Bosanquet, where x»(0 is the mean value of order a of Uj>'(t) whenever ¿0(0 is an integral vanishing at t = 0. We also have (6) a{0a-i(t) -6ait)} = te: it) m-*.(*).
■K
It will be shown here that, if
for ß>a, i.e., nAn = Oil) (C, ß+1). This is true with any n, 0<ij^ir, when a^O, and with r¡ = t when a=5 -1, provided 4>a+i is absolutely continuous except at t = 0. For the class of Fourier series for which An = 0(nß) there is a corresponding "localization" problem, but that belongs to a rather different line of ideas and will not be discussed in this paper. It is clear from (4) and (5) that the results just stated are covered by Theorems 1 and 2. It has been shown elsewhere that (7) is sufficient for the summability (C, ß), ß>a, oí the Fourier series whenever it is summable (C). This result appears again (Theorem 3) as a corollary of Theorem 1, but for the more general class of Fourier series summable (.4). There are "converse" results in which boundedness (C) of the sequence nAn, or a more general condition, may be taken as hypothesis (Theorem 4), and the problem of the boundedness (C) of nAn may also be solved in a "necessary and sufficient" form (Theorem 5). Finally this problem and the corresponding one for allied series may be regarded as the starting point of a sequence of more delicate problems of the same nature (Theorems 7 and 8).
2. Before proving the theorems of this section we state as lemmas some results which help to explain the hypotheses.* Lemma 1. If a > -1, necessary and sufficient conditions that (2) should hold and f>«+i(+0) =0 are that
and 4>k(t) =0(1) for some k}t0.
* These have been given elsewhere, Bosanquet, 8 . t This integral is to be interpreted in the sense lim^o/é-Lemma 2. Necessary and sufficient conditions that (3) should hold are that (9) should hold with a = -1 and <f>k(t)=0(l) for some k^O.
Lemma 3. If a =; -1, and (9) holds, then it still holds if a is replaced by ß>a.
There are analogous results with series in place of functions. We also require the following lemma. by (21) . This establishes (20).
Returning now to the main theme of the proof, we see that the inversion of the repeated integral is justified, the resulting integral being absolutely convergent,Î and we obtain * When u+n '& it the second integral does not occur, and the argument is simpler, t Where u+n~l<t<jr. we obtain, from the second inequality (20), J"=0(nl+"-ß)+0(nl+a-ßu~ß).
The second inequality (23) now follows, for 0<« = 7r. This completes the proof. We have as a corollary of Theorem 1, after our remarks in the introduction, the following theorem.
Theorem 3. 7/a = 0 and (11) holds in the interval (0, it), then the Fourier series off(t) is summable (C, a -l + b) at the point t = x,for every b>0,if it is summable (A).
3. The next theorem shows that a condition of the type (11) is also necessary for the boundedness (C) of the sequence.
We confine ourselves to the Rieszian form of the theorem. we have * Bosanquet, 3. Combining Theorems 1 and 4 together we now have the following theorem.
Theorem 5. A necessary and sufficient condition that nAn = 0(l) (C) is that, for some k^O, <j>K(i) should be absolutely continuous except at t=0 and Upi if) =0(1) in the interval (0, ir).
There is an analogous result with o in place of 0. We also add the following theorem. 
