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Introduction
L a parole est une riche source d'information pour de nombreux documents audioet vidéo, et savoir l'exploiter se révèle primordial dans nombre d'applications.Ainsi pour ne citer que quelques exemples, que ce soit pour rechercher un évé-
nement précis dans un ensemble de données, détecter les locuteurs qui interviennent
dans une émission, traduire ce que dit quelqu'un ou résumer automatiquement un do-
cument, comprendre les informations véhiculées par la voix humaine est fondamental.
Dans certains contextes, le recours à des personnes pour eﬀectuer toutes ces tâches
s'avère coûteux, voire même impossible lorsque le volume de données à traiter devient
gigantesque. Parmi l'ensemble des outils développés pour exploiter automatiquement
la voix, les systèmes de reconnaissance automatique de la parole (RAP), dont l'objec-
tif est de transcrire à l'aide d'une machine un signal sonore en texte, jouent un rôle
central. Depuis les premiers systèmes dans les années 50, les performances ont beau-
coup progressé puisque les meilleurs d'entre eux parviennent maintenant à transcrire
les émissions d'information diﬀusées à la radio avec à peine un peu plus d'un mot sur
dix erroné. Cette amélioration est expliquée par l'utilisation de méthodes statistiques
eﬃcaces pour identiﬁer les mots associés aux sons prononcés par un locuteur, par la
mise à disposition d'un volume toujours plus important de données pour paramétrer les
modèles de reconnaissance et par la progression des capacités des ordinateurs. Toutefois,
il est souvent reconnu que les méthodes statistiques, malgré leur succès, rencontrent des
limites et qu'il faut recourir à des connaissances supplémentaires pour faire progresser
encore la qualité des transcriptions [Rosenfeld, 2000a].
Au vu du matériau manipulé, du langage naturel, les connaissances sur la langue
semblent des candidats logiques pour guider le décodage des documents audio conte-
nant de la parole. Ainsi, des informations sur la structure des phrases, la forme des
mots ou les sujets abordés au cours d'une discussion sont a priori des éléments per-
tinents pour transcrire un document. Paradoxalement, les informations de cet ordre
réellement utilisées par la plupart des systèmes de RAP sont réduites. Elles se limitent
bien souvent à l'utilisation d'un dictionnaire établissant les diﬀérentes manières de pro-
noncer les mots d'un vocabulaire et à la connaissance des probabilités de successions
de mots. Cette constatation trouve sa source dans l'histoire de la RAP, illustrée par la
phrase prononcée en 1988 par Frederick Jelinek, alors chercheur dans le groupe de parole
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d'IBM :  Anytime a linguist leaves the group the recognition rate goes up. 1. Pendant
une longue période, les linguistes et les adeptes du traitement automatique des langues
(TAL) ont en eﬀet délaissé les méthodes empiriques permettant d'estimer la probabilité
d'observation d'un phénomène à partir d'une grande collection de documents ou corpus,
celles-là même qui étaient les plus eﬃcaces pour choisir la meilleure hypothèse de mots
dans la RAP. Les travaux du TAL n'ont ainsi pu apporter qu'un gain eﬀectif très limité
au niveau de la performance des systèmes de transcription. Aujourd'hui encore, la tech-
nique la plus employée en RAP pour modéliser le langage reste les modèles N -grammes,
prédisant le mot suivant à partir des N − 1 qui viennent d'être reconnus. Cette modé-
lisation, bien que très simple, a été améliorée depuis son introduction en RAP par des
méthodes de lissage des probabilités mais le principe reste fondamentalement le même.
L'utilisation de connaissances linguistiques au cours du processus de transcription se
heurte de fait à plusieurs diﬃcultés. Premièrement, elle nécessite des méthodes d'analyse
suﬃsamment robustes pour fonctionner sur des hypothèses proposées par le système de
RAP. Si l'on considère par exemple les connaissances relevant de la syntaxe, des outils
doivent être employés pour déterminer la structure de la succession de mots déjà re-
connus, de façon à guider le décodage du signal sonore. Le recours à des techniques du
TAL semble naturel ; toutefois, celles-ci sont généralement utilisées sur des documents
de langue écrite, dont certaines caractéristiques sont très éloignées de celles des sorties
produites par un système de RAP. Les transcriptions automatiques sont en eﬀet très
bruitées puisqu'elles ne contiennent aucune segmentation linguistique sous forme de
ponctuation mais sont en revanche marquées par la présence de phénomènes d'hésita-
tions ou d'erreurs de transcription qui sont sujets à perturber l'analyse d'une succession
de mots. De plus, une fois les informations obtenues, encore faut-il savoir les employer
dans le processus de transcription. Les méthodes symboliques sont notamment déli-
cates à intégrer dans l'approche probabiliste adoptée par la plupart des systèmes de
RAP actuels.
Dans cette thèse, nous nous intéressons à la contribution des connaissances linguis-
tiques pour améliorer la qualité des transcriptions produites par un système de RAP.
Nous nous focalisons pour ce faire sur deux directions : l'apport pour la RAP des par-
ties du discours, appelées aussi POS pour parts of speech en anglais, et l'adaptation
thématique d'un système de transcription. Les POS sont des catégories grammaticales
associées à un mot, voire à un groupe de mots dans le cas de locutions. Elles corres-
pondent à des fonctions syntaxiques comme celles de verbe, nom, préposition, remplies
par un mot dans un contexte donné. Elles peuvent en outre être complétées par des
informations morphologiques sur le genre, le nombre, le cas, le temps ou le mode. Ce
type de connaissances a plusieurs intérêts en RAP. Les systèmes de transcription pré-
sentent, comme nous l'avons d'ailleurs constaté nous-même pour le français, une part
importante d'erreurs d'accord ; les POS accompagnées d'informations sur le genre et
le nombre sont donc pertinentes pour traiter cette classe d'erreurs. De plus, ce sont
des connaissances qui sont plus simples à extraire que d'autres de plus de haut niveau,
1À chaque fois qu'un linguiste quitte le groupe, le taux de reconnaissance augmente.
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comme celles conduisant à la production d'un arbre syntaxique. Enﬁn, la désambiguï-
sation d'un mot selon sa catégorie grammaticale est une étape préalable à de nombreux
traitements. Ainsi, dans le cadre de la segmentation d'un document en fonction des
thèmes abordés, une sélection des adjectifs, noms et verbes, i.e., des classes porteuses
de sens, peut être nécessaire.
Les premières études visant à prendre en compte les POS dans un système de RAP
datent des années 80 [Jelinek, 1990]. Il existe toutefois peu de résultats concluants quant
à l'apport de ces étiquettes catégorielles pour améliorer la qualité de la transcription et
leur utilisation reste très limitée dans les systèmes de transcription actuels [Rosenfeld,
2000a]. L'originalité de nos travaux repose sur trois points. Nous utilisons tout d'abord
les POS de manière à introduire explicitement des connaissances morphologiques en
RAP. Nos jeux d'étiquettes sont pour ce faire construits en associant les POS à des in-
formations de genre et de nombre. En outre, nous désambiguïsons les mots à reconnaître
en fonction de leur classe grammaticale avant d'utiliser cette nouvelle connaissance au
cours du processus de décodage, contrairement à la majorité des études envisageant
plutôt l'ensemble des POS possibles associées à un mot donné [Jelinek, 1990 ; Maltese
et Mancini, 1992]. Nous montrons que cette désambiguïsation peut être réalisée de ma-
nière ﬁable à partir de l'étiqueteur statistique que nous avons développé [Huet et al.,
2006a]. Enﬁn, nous proposons un nouveau mode de prise en compte des POS par un
système de RAP en les intégrant au niveau des groupes de soue, plutôt que des mots.
Nos expériences attestent que cette méthode permet une amélioration signiﬁcative que
ce soit au niveau de la qualité de la transcription produite ou de la détection des er-
reurs de reconnaissance du système de RAP. Cette amélioration s'est révélée robuste
à diﬀérents paramètres puisque nous l'avons montrée tant pour de l'anglais que pour
du français, et y compris pour des extraits a priori plus diﬃciles à traiter comme ceux
contenant beaucoup de marques d'hésitation [Huet et al., 2007].
Contrairement à la première partie de notre travail qui présente une intégration
ﬁnalisée de nos contributions au sein du système de RAP, la seconde demeure avant
tout exploratoire, du fait des problèmes posés et de son originalité. Nous nous intéressons
à une autre manière d'améliorer la qualité de la transcription, en cherchant à adapter un
système de RAP en fonction des thèmes traités par le document étudié. Ces travaux sont
justiﬁés par le fait qu'il existe une variabilité importante des tournures et du vocabulaire
en fonction du sujet abordé ; le langage employé par un commentateur sportif est ainsi
très diﬀérent de celui utilisé pour décrire l'évolution de la Bourse. Or, les systèmes
de RAP conventionnels ont des diﬃcultés à prendre en compte ces diﬀérences puisque
leurs paramètres sont ﬁxés a priori sur un corpus généraliste puis ensuite appliqués
à l'identique à diﬀérents documents. Bien que séduisante, l'adaptation d'un système
de reconnaissance soulève plusieurs problèmes. Elle nécessite tout d'abord d'identiﬁer
dans une transcription les parties qui doivent être traitées indépendamment lors de
l'adaptation, ce qui suppose de savoir localiser les passages où un document passe
d'un sujet à un autre et à quel point un thème peut être considéré comme similaire
à un autre. Elle requiert également d'être capable de reconnaître de quoi parlent les
locuteurs aﬁn de choisir des corpus pertinents et de réussir à utiliser ces données pour
qu'une amélioration du nombre de mots bien reconnus soit constatée. Elle se heurte
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enﬁn aux diﬃcultés rencontrées dans les travaux existant sur l'adaptation des modèles
d'un système de RAP pour augmenter en pratique la qualité des transcriptions [Gildea
et Hofmann, 1999 ; Rosenfeld, 2000b].
Notre approche consiste à adapter le système de RAP en trois étapes [Huet et al.,
2008]. Une première opération consiste à segmenter une transcription produite avec
un modèle général en segments homogènes sur le plan thématique. Si la détection des
points de changement de thème a souvent été étudiée sur des documents écrits dans le
domaine du TAL, elle l'a plus rarement été sur des transcriptions automatiques. Nous
contribuons à ce domaine en l'envisageant pour adapter de manière plus ﬁne un système
de RAP pour des émissions de plusieurs dizaines de minutes. Nous proposons en outre
une méthode novatrice s'appuyant sur diﬀérents types d'indices tels que la présence
de certaines séquences de mots annonciatrices d'un changement de sujet, la cohésion
lexicale ou encore l'apparition de sonals2. Dans une deuxième étape, nous construisons
des corpus de textes pertinents pour chaque section thématique et qui vont permettre
par la suite de modiﬁer le système de transcription. Pour ce faire, nous extrayons des
mots-clés jugés caractéristiques du document étudié, ce qui nous permet de ne pas avoir
à caractériser a priori les thèmes susceptibles d'être abordés par le document à trans-
crire, contrairement à la plupart des techniques d'adaptation actuelles. Nous employons
alors ces termes pour construire des requêtes à un moteur de recherche sur Internet,
et obtenir ainsi des pages Web pertinentes vis-à-vis du sujet traité. Les corpus ainsi
constitués sont délicats à construire du fait de la grande hétérogénéité des documents
disponibles sur Internet ; cette manière originale de procéder nous permet toutefois de
disposer d'un ensemble volumineux de données quel que soit le sujet envisagé. Dans une
dernière étape, nous modiﬁons le système de reconnaissance pour chaque segment thé-
matique à partir des corpus précédemment formés. Même si notre prototype ne permet
pas d'employer de manière séquentielle et totalement automatisée les trois maillons de
cette chaîne, de premiers résultats indiquent que la transcription est améliorée lorsque
les sections traitées sont suﬃsamment homogènes [Huet et al., 2008]. Nous analysons
en outre les raisons de la faiblesse actuelle de l'approche qui laissent envisager un gain
signiﬁcatif au niveau de la qualité de la transcription.
Organisation du manuscrit
Ce mémoire est articulé autour de trois parties.
Partie I - Contexte d'étude et état de l'art. Le premier chapitre de ce
mémoire présente le fonctionnement général d'un système de RAP. Nous y abordons les
limitations des méthodes statistiques ordinairement utilisées et les diﬃcultés inhérentes
à la transcription de documents sonores. Le deuxième chapitre propose un état de l'art
sur l'introduction de connaissances linguistiques en vue d'améliorer la qualité de la
transcription. Il indique les types d'informations linguistiques qui ont été envisagés en
reconnaissance de la parole et où cette utilisation peut intervenir dans le processus
2Équivalent français de jingles.
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de transcription. Nous exposons également les diﬃcultés d'acquisition automatique
de chacune des connaissances à partir de documents oraux produits par un système
de RAP. Le troisième chapitre mentionne le cadre expérimental employé pour tester
nos diﬀérentes contributions, en fournissant des informations sur le corpus étudié et le
système de transcription développé à l'Irisa.
Partie II - Informations morpho-syntaxiques et reconnaissance de la
parole. Cette seconde partie présente nos contributions sur l'utilisation des POS en
RAP. Nous évoquons dans un premier temps (chapitre 4) la désambiguïsation d'une
transcription selon les POS, en décrivant l'étiqueteur que nous avons développé. Nous
proposons ensuite (chapitre 5) plusieurs méthodes de prise en compte de ces classes
catégorielles en montrant expérimentalement qu'elles conduisent à une amélioration de
la qualité de la transcription et de la détection des mots mal reconnus.
Partie III - Adaptation thématique de la reconnaissance de la parole.
Nous relatons dans cette partie nos apports pour modiﬁer un système de RAP en
fonction des thèmes abordés dans une émission. Nous y présentons tout d'abord
(chapitre 6) la succession des étapes que avons identiﬁées comme nécessaires pour
adapter le processus de transcription, avant de décrire (chapitre 7) plus précisément les
méthodes que nous avons développées pour segmenter thématiquement un document
sonore contenant de la parole, en soulignant les diﬃcultés posées par cette opération.
Le dernier chapitre expose nos choix pour construire à partir du Web des corpus
spéciﬁques à chaque section thématique, en indiquant les résultats obtenus avec une
méthode d'adaptation relativement simple, dans cette partie volontairement plus
exploratoire que celle consacrée aux informations morpho-syntaxiques.
Nous concluons ﬁnalement nos travaux de recherche, en en proposant une synthèse
et en présentant des perspectives de recherche qu'ils oﬀrent.

Première partie
Contexte d'étude et état de l'art
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Chapitre 1
Principes de la reconnaissance
automatique de la parole
L' objectif de la reconnaissance automatique de la parole (RAP) est d'iden-tiﬁer les mots prononcés dans un signal sonore contenant de la parole. Poury parvenir, les systèmes de transcription ont recours à divers modèles statis-
tiques pour faire la correspondance entre les caractéristiques acoustiques du signal et les
hypothèses de mots les plus probables. Parmi ces modèles, deux sont presque systéma-
tiquement utilisés : les modèles de Markov cachés pour modéliser la probabilité qu'un
son donné corresponde à un mot du langage et les modèles N -grammes pour évaluer
la probabilité de successions de mots. Ces modèles permettent aujourd'hui d'avoir de
très bonnes performances pour un nombre croissant d'applications, notamment  pour
ne mentionner que deux exemples  pour la dictée vocale et la commande vocale à
vocabulaire restreint.
Toutefois, la RAP demeure encore de nos jours un problème diﬃcile, particulière-
ment lorsque l'on souhaite traiter des types variés de documents, où les diversités de
conditions d'enregistrement, d'accent des locuteurs ou bien encore de sujets abordés,
peuvent grandement complexiﬁer le processus de transcription. En outre, malgré leur
succès, les méthodes statistiques sont basées sur des hypothèses simpliﬁcatrices qui les
conduisent à produire des transcriptions dans lesquelles subsistent des erreurs.
Ce chapitre est dédié aux principes de fonctionnement de la RAP, en présentant
certaines limitations des systèmes actuels pour modéliser certains phénomènes et les
principales diﬃcultés auxquelles sont confrontées les méthodes appliquées à la trans-
cription de la parole. Nous décrivons tout d'abord les étapes successives qui permettent
à des systèmes de transcrire automatiquement un signal sonore. Nous examinons plus
en détail par la suite le modèle de langage, qui a pour vocation d'introduire des connais-
sances sur la langue au cours du processus de décodage. Après avoir évoqué les méthodes
d'évaluation des systèmes de RAP, nous indiquons enﬁn les diﬃcultés de la transcription
liées à la grande variabilité des documents à traiter.
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1.1 Modélisation statistique de la reconnaissance
automatique de la parole
Dans cette section nous présentons comment les systèmes de RAP basés sur une
modélisation statistique parviennent à transcrire la parole. La plupart des décodeurs
actuels, dont celui que nous utilisons au cours de nos expérimentations, sont générale-
ment conçus suivant le même principe que celui que nous exposons.
Les valeurs d'entrée d'un système de RAP correspondent à un signal sonore échan-
tillonné ; elles sont analysées de manière à extraire une séquence d'observations acous-
tiques A. Dans le cadre d'une modélisation statistique du décodage de la parole, la
recherche de la succession W des mots prononcés est basée sur un critère MAP (maxi-
mum a posteriori) :
Wˆ = argmax
W∈L
P (W |A) . (1.1)
L'objectif de la transcription de la parole revient alors à rechercher la chaîne Wˆ la
plus probable parmi toutes les séquences possibles d'un langage L, à partir des indices
acoustiques A extraits du signal. À l'aide de la formule de Bayes, l'équation (1.1) peut
être réécrite sous la forme suivante [Jelinek, 1998] :
Wˆ = argmax
W∈L
P (W )P (A|W )
P (A)
(1.2)
où P (W ) est la probabilité que W soit prononcée, P (A|W ) est la probabilité que le
locuteur émette A en souhaitant prononcer les mots W et P (A) est la probabilité que
A soit produite. Wˆ étant estimée en ﬁxant A, P (A) n'intervient pas et (1.2) devient :
Wˆ = argmax
W∈L
P (W )P (A|W ) . (1.3)
Cette équation met en évidence les diﬀérents composants d'un système de RAP
(Fig. 1.1) :
 un module extrayant les caractéristiques acoustiques A à partir du signal,
 un dictionnaire de prononciation ﬁxant les mots du langage L reconnaissables par
le système de RAP,
 un modèle acoustique (MA) calculant la probabilité d'observation P (A|W ) pour
des hypothèses W qui sont vraisemblablement associées à A,
 un modèle de langage (ML) calculant la probabilité a posteriori P (W ) pour les
hypothèses W choisies par le MA, en fonction de connaissances sur L,
 un décodeur mettant à jour la liste des hypothèses les plus probables W à partir
des informations fournies par le dictionnaire de prononciation, le MA et le ML,
et ce en parcourant progressivement le signal du début à la ﬁn.
Les sections suivantes décrivent succinctement le fonctionnement de chacun des
composants ; pour une description plus complète, on pourra se référer par exemple
à [Jurafsky et Martin, 2008]. Elles exposent en outre les types de données que peuvent
produire les systèmes de RAP en sortie et indiquent enﬁn l'intérêt des mesures de
conﬁance pour la transcription.
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Fig. 1.1: Constituants d'un système de transcription
1.1.1 Extraction de caractéristiques
Le signal sonore à analyser étant susceptible de contenir, en sus de la parole, des
zones de silence, de bruit ou encore de musique, un premier traitement consiste à par-
titionner le ﬂux audio pour ne retenir que les portions contenant de la parole. Le signal
est ensuite segmenté en ce que l'on appelle des groupes de soue, en utilisant comme
délimiteurs des pauses silencieuses suﬃsamment longues, i.e., de l'ordre de 0,3 seconde.
L'intérêt de cette segmentation est de se restreindre à l'analyse d'un signal de taille
raisonnable par rapport aux capacités de calculs des modèles du système de RAP ; dans
la suite du processus de transcription, l'analyse se fait séparément pour chaque groupe
de soue.
Une fois le ﬂux audio ainsi découpé, entre en jeu la phase d'extraction de caractéris-
tiques proprement dite. Son objectif est d'obtenir une succession de valeurs numériques
suﬃsamment informatives sur le plan acoustique pour pouvoir reconnaître des mots
par la suite. Pour ce faire, le signal, présentant généralement une ﬂuctuation rapide au
cours du temps, est découpé en fenêtres d'études de 10, 15 ou 20 millisecondes. Pour
chaque fenêtre d'analyse i sont ensuite calculés des coeﬃcients ai représentant l'enve-
loppe spectrale du signal. Le but consiste ici à extraire les propriétés discriminant les
sons caractéristiques de la voix dans les bandes de fréquences utilisées par le système
auditif humain. À l'issue de cette étape, le ﬂux audio devient une succession de vecteurs
A = a1 . . . at dits acoustiques.
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adorateurs a d O R a t 9 R z
adorateurs a d O R a t 9 R
adoration a d O R a s j o~
adore a d O R @
adore a d O R
Fig. 1.2: Extrait d'un dictionnaire de prononciation
1.1.2 Dictionnaire de prononciation
Lors de la conception d'un système de RAP, il est nécessaire de ﬁxer un vocabulaire V
représentant l'ensemble des mots pouvant être reconnus, ce qui restreint le langage L
des séquences reconnaissables à V∗. Une caractéristique importante de la RAP est ainsi
qu'elle se base sur un nombre ﬁni de mots, généralement déterminés en ne retenant que
les plus fréquents d'un corpus représentatif du type de documents que l'on souhaite
transcrire.
D'un point de vue plus linguistique, chaque mot de V désigne en réalité unmot-forme
déﬁni par son orthographe, le terme mot étant porteur d'ambiguïté [Polguère, 2003].
Ainsi, deux ﬂexions ou dérivations d'un même lemme1 (e.g.  mange  et  manges )
sont considérées comme deux mots diﬀérents. En revanche, deux homographes2 ap-
partenant à deux catégories diﬀérentes (e.g.  mérite [verbe]  et  mérite [nom] )
ou deux sens diﬀérents (e.g.  avocat [auxiliaire de justice]  et  avocat [fruit
comestible] ) ne représentent pas la même lexie3 mais possèdent pourtant le même
mot-forme. Dans la suite de ce mémoire, nous nous tiendrons au vocabulaire du domaine
de la RAP en employant le terme mot, en gardant à l'esprit qu'il désigne en réalité un
mot-forme.
Outre la liste des constituants de V, le lexique ﬁxe également les prononciations
autorisées pour chaque mot. Comme chaque élément du vocabulaire est susceptible
d'être prononcé de diﬀérentes manières, selon son prédécesseur et son successeur dans
le groupe de soue, ou tout simplement selon les habitudes du locuteur, il peut y
avoir plusieurs entrées dans le dictionnaire pour un même mot. Les indications sont
données au moyen des phonèmes4 caractéristiques de la prononciation. Sur la ﬁgure 1.2
montrant un extrait d'un dictionnaire, les phonèmes sont transcrits dans le système de
représentation SAMPA.
Dans la suite de ce mémoire, la taille du vocabulaire d'un système de RAP sera notée
|V|. Elle correspond au nombre d'entrées lexicales dans le dictionnaire de prononciations,
1Forme canonique d'un mot-forme dépendant de sa catégorie et obtenu grâce à une analyse mor-
phologique. Le lemme d'un verbe conjugué sera par exemple son inﬁnitif, celui d'un adjectif, sa forme
masculin singulier.
2Mots de catégorie ou de sens diﬀérents, correspondant au même mot-forme.
3Unité du lexique correspondant à un sens particulier et associé à un mot-forme ou à une expression.
4Unité linguistique associée à un type de prononciation d'une langue donnée. Le phonème ﬁnal /p/
pourra par exemple être prononcé en français par le phone [b] dans l'expression  grippe aviaire  et
par le phone [p] dans  grippe du poulet .
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deux variantes de prononciation d'un même mot étant comptabilisées comme une seule
entité.
1.1.3 Modèle acoustique
Le rôle du MA consiste à associer aux vecteurs acoustiques, qui sont des vecteurs
numériques, un ensemble d'hypothèses de mots, autrement dit des symboles. L'outil le
plus utilisé pour la modélisation du MA est le modèle de Markov caché (MMC), celui-ci
ayant en eﬀet montré dans la pratique son eﬃcacité pour reconnaître la parole. Même
s'il présente quelques limitations pour prendre en compte certaines caractéristiques du
signal, comme la durée ou la dépendance des observations acoustiques successives, ce
type de modèle oﬀre un cadre mathématique bien déﬁni pour déterminer les probabilités
P (A|W ) [Rabiner, 1989]. Les MMC utilisés au sein du MA sont d'ordre 1 ; ils considèrent
que l'état présent qt dépend uniquement de l'état qt−1 où l'on était précédemment. Ce
sont en outre des MMC gauche-droite (appelés aussi des MMC de Bakis) puisqu'ils
interdisent les transitions vers un état antérieur. Le calcul de P (A|W ) est eﬀectué à
partir de deux types de paramètres :
 les probabilités de transition P (qt = Sj |qt−1 = Si) d'un état Si vers un état Sj ,
où chaque état représente un symbole ;
 les probabilités d'émission P (ot|qt = Sj) de l'observation ot dans l'état Sj à l'ins-
tant t, où les observations sont des vecteurs acoustiques.
Les MA font intervenir trois niveaux de MMC (Fig. 1.3). Ils cherchent dans un premier
temps à reconnaître les types de son, autrement dit à identiﬁer les phones5 parmi ceux
possibles dans le langage L. Pour ce faire, ils modélisent généralement chaque phone par
un MMC à trois états représentant ses début, milieu et ﬁn. Les états qt sont alors associés
à un sous-phone6, tandis que les probabilités d'émission sont souvent modélisées par
des gaussiennes. Le deuxième niveau de MMC représente des mots ; c'est ici qu'entre en
jeu le dictionnaire de prononciation. Ce dernier est utilisé dans le MA en représentant
l'ensemble des entrées sous la forme d'un même arbre lexical. Comme nous l'avons vu
à la section 1.1.2, le dictionnaire indique des phonèmes et non des phones. Pour faire la
liaison entre les deux premiers niveaux du MA, les phonèmes sont convertis en phones au
moyen de règles de transformation dépendant de leur contexte d'apparition. Le troisième
niveau modélise enﬁn la succession des mots W au sein d'un groupe de soue et peut
alors incorporer les connaissances apportées par le ML sur W . Pour établir ce MMC
équivalent à un graphe de mots, le MMC correspondant à l'arbre lexical est dupliqué à
chaque fois que le MA eﬀectue l'hypothèse qu'un nouveau mot a été reconnu.
L'apprentissage des paramètres du MA est réalisé par maximum de vraisemblance,
en utilisant l'algorithme de Baum-Welch [Baum et al., 1970] ou une approximation,
l'algorithme forcé de Viterbi [Jurafsky et Martin, 2008]. Les corpus utilisés pour ce
faire comportent un ﬂux audio, accompagné de sa transcription sous forme de mots.
5Sons prononcés par un locuteur et déﬁnis par des caractéristiques acoustiques précises. Un phone
peut ainsi être vu comme la réalisation physique d'un phonème, qui est lui une abstraction cognitive.
6Un des trois extraits successifs d'un phone.
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Fig. 1.3: Niveaux de modélisation du modèle acoustique
L'alignement du texte avec le signal est réalisé automatiquement durant le processus
d'apprentissage, sans qu'il soit nécessaire d'eﬀectuer une transcription phonétique en
précisant les limites temporelles de chaque phone.
1.1.4 Modèle de langage
Le ML a pour objectif de guider la recherche des séquences de mots les plus pro-
bables. Il détermine à cette ﬁn les probabilités P (W ) de diﬀérentes hypothèses, en
posant W = wn1 = w1 . . . wn, où wi est le mot de rang i de la séquence W . Le calcul est
généralement décomposé de la manière suivante :
P (wn1 ) = P (w1)
n∏
i=2
P (wi|w1 . . . wi−1) (1.4)
où P (w1) représente la probabilité d'observer le mot w1 et P (wi|w1 . . . wi−1) celle de
rencontrer le mot wi après la séquence w1 . . . wi−1. Ces deux probabilités sont obtenues
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respectivement à l'aide des égalités :
P (w1) =
C(w1)∑
w∈V C(w)
(1.5)
P (wi|wi−11 ) =
C(wi1)∑
wi∈V C(w
i
1)
=
C(wi1)
C(wi−11 )
(1.6)
où C(w1) et C(wi1) représentent les nombres d'occurrences respectifs du mot w1 et de la
séquence de mots wi1 dans un corpus d'apprentissage textuel, de taille souvent beaucoup
plus grande que celui qui a été utilisé pour l'évaluation des paramètres du MA.
Malheureusement, pour prédire la suite de mots wn1 , le nombre des paramètres P (w1)
et P (wi|wi−11 ) à estimer pour le ML augmente de manière exponentielle avec n. Dans le
but de réduire ce nombre, P (wi|wi−11 ) est souvent modélisé par un modèle N -grammes,
i.e., une chaîne de Markov d'ordre N−1 (avec N > 0), à l'aide de l'équation suivante :
P (wi|wi−11 ) ≈ P (wi|wi−1i−N+1) . (1.7)
Cette équation indique que chaque mot wi peut être prédit à partir des N −1 mots pré-
cédents. Pour N = 2, 3 ou 4, on parle respectivement de modèle bigrammes, trigrammes
ou quadrigrammes. Pour N = 1, le modèle est dit unigramme et revient à estimer P (wi).
Généralement, ce sont les modèles bigrammes, trigrammes et quadrigrammes qui sont
utilisés dans les ML des systèmes de RAP.
Certains mots apparaissent davantage en début de groupe de soue que d'autres.
Pour tenir compte de cette caractéristique,  <s>  est ajouté en pratique devant w1,
aﬁn de priviliégier les séquences <s> w1 . . .  les plus probables. De la même manière,
les ﬁns de groupe de soue ayant tendance à apparaître après certaines séquences de
mots plutôt que d'autres, un nouveau terme  </s>  est positionné après wn. Une
autre justiﬁcation de l'ajout de  </s> , proposée dans [Chen et Goodman, 1998],
est que sans lui, la probabilité de toutes les séquences possibles
∑
W∈L P (W ) ne serait
pas égale à 1 mais à l'inﬁni, tandis que la somme des probabilités de toutes les chaînes
d'une longueur donnée
∑
W∈L,|W |=n P (W ) serait, elle, égale à 1. De manière à accroître
la précision des calculs,  <s>  et  </s>  sont donc généralement intégrés aux
groupes de soue. La probabilité de la séquence  il pleut  par un ML bigrammes
devient par exemple :
P ( il pleut ) = P ( il | <s> )P ( pleut | il )P ( </s> | pleut ) . (1.8)
1.1.5 Décodeur
Le décodeur cherche à construire un graphe des mots ayant pu être prononcés dans
le signal à analyser, à partir des informations transmises par le dictionnaire de pronon-
ciation, le MA et le ML. La principale diﬃculté rencontrée à ce niveau est que l'espace
de recherche devient rapidement immense dès que les groupes de soue à transcrire
contiennent plus d'un mot. Pour ne pas avoir à examiner toutes les séquences possibles
des mots de L, avec toutes leurs variantes de prononciation, le graphe de mots est
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construit au fur et à mesure de la progression dans l'analyse du signal, en ne retenant
que les hypothèses les plus probables ; ce graphe correspond au troisième niveau du MA
(cf. section 1.1.3). Aﬁn de limiter les risques d'écarter trop tôt une proposition correcte,
le décodeur prend en compte au plus tôt les probabilités calculées par le ML. En pra-
tique, cela consiste à dupliquer l'arbre lexical lorsque l'on suppose une ﬁn de mot et à
ajouter un arc entre deux mots consécutifs portant la probabilité P (wi|w1 . . . wi−1) du
ML [Ortmanns et al., 1997].
Le critère déterminant les hypothèses à retenir est basé sur le calcul des probabilités
P (W )P (A|W ), i.e., sur le critère de la RAP (cf. équation (1.3)). En pratique, cet objectif
se trouve modiﬁé car les calculs de P (A|W ) et de P (W ) sont basés sur des hypothèses
simpliﬁcatrices. Le MA suppose notamment que les probabilités P (ot−1|qt−1 = Si) et
P (ot|qt = Sj) pour des vecteurs acoustiques ot−1 et ot observés consécutivement sont
indépendantes. Pour de nombreuses fenêtres d'étude du signal, du fait de la grande
continuité acoustique entre des fenêtres successives, la probabilité de chaque sous-phone
se trouve ainsi grandement sous-estimée en ignorant le contexte acoustique [Jurafsky
et Martin, 2008]. Le poids entre P (A|W ) et P (W ) est donc changé par un facteur
d'échelle du ML, noté α. De surcroît, l'utilisation de ML N -grammes tend à défavoriser
les hypothèses contenant un plus grand nombre de mots. On a en eﬀet :
P (wn1 ) = P (w
n−1
1 )P (wn|wn−1n−N+1) ≤ P (wn−11 ) (1.9)
puisque P (wn|wn−1n−N+1) ≤ 1. Ce phénomène est pris en compte par l'ajout d'une pénalité
d'insertion de mot PIM . L'objectif du système de RAP devient ainsi :
Wˆ = argmax
W∈L
P (A|W )P (W )α PIMn (1.10)
où α est le facteur d'échelle du ML par rapport au MA et n est le nombre de mots de
W .
Lors des calculs, les log-probabilités sont généralement préférées aux probabilités
dans la mesure où la multiplication de valeurs faibles par les processeurs se révèle
imprécise. Par conséquent, l'égalité précédente est transformée comme suit :
Wˆ = argmax
W∈L
[logP (A|W ) + α× logP (W ) + γ × n] (1.11)
en posant γ = logPIM . Les coeﬃcients α et γ sont déterminés empiriquement en cher-
chant à minimiser le nombre d'erreurs de transcription sur un corpus de développement,
diﬀérent des corpus d'apprentissage utilisés pour ﬁxer les paramètres du MA et du ML.
Lors du décodage, ces log-probabilités sont calculées eﬃcacement pour les diﬀérentes
hypothèses du graphe de mots à l'aide de l'algorithme de Viterbi [Viterbi, 1967] ou d'un
décodage par pile, appelé aussi décodage A* [Hart et al., 1968].
1.1.6 Sorties des systèmes de transcription
Comme dit précédemment, le rôle d'un système de RAP est de produire une trans-
cription d'un signal sonore. Le résultat pourra donc être naturellement un texte. Il est de
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20030418_0700_0800_inter_dga_spk1 : France Inter.
Franck Mathevon : Le gouvernement fait sa pub. C'est aujourd'hui le vrai rendez-
vous de la réforme des retraites, annonce-t-il. François Fillon et Jean-Paul Delevoye,
les ministres des Aﬀaires sociales et de la Fonction publique, dévoilent leur jeu aux
syndicats aujourd'hui et mardi prochain, mais une partie des cartes a déjà été mon-
trée avant-hier pour le secteur public et la partie de poker commence à déplaire
sérieusement aux confédérations.
20030418_0700_0800_inter_dga_spk1 : france inter
Franck Mathevon : le gouvernement fait sa plus basse et aujourd'hui le vrai rendez
vous de la réforme des retraites annonce t il
Franck Mathevon : françois ﬁllon et jean paul delevoye le ministre des aﬀaires sociales
et de la fonction publique
Franck Mathevon : dévoilant jour syndicats aujourd'hui mardi prochain
Franck Mathevon : mais une partie des cartes déjà été montrées avant hier pour le
secteur public
Franck Mathevon : et la partie de poker comment se déplacer allemand aux confédé-
rations
Fig. 1.4: Extrait d'une transcription manuelle suivi de l'extrait correspondant d'une transcription
produite automatiquement en utilisant un système de reconnaissance du locuteur
plus possible de retenir plusieurs hypothèses pour un même groupe de soue, certains
mots mal reconnus dans la meilleure hypothèse proposée pouvant ﬁgurer correctement
dans les suivantes ; la sortie pourra alors être une liste de N meilleures hypothèses, un
graphe de mots ou encore un réseau de confusion.
Texte La sortie textuelle produite par un système de RAP possède des caractéris-
tiques particulières par rapport à une transcription constituée manuellement. Selon les
performances des systèmes de RAP (cf. section 1.4.2), le nombre de mots mal transcrits
pourra être plus ou moins important. De plus, selon le vocabulaire utilisé, le résultat
produit par certains systèmes de RAP peut ne contenir aucune majuscule, ce qui peut
être problématique si l'on souhaite détecter automatiquement des noms propres. La
segmentation est en outre eﬀectuée en groupes de soue et peut, dans certains cas, être
bien diﬀérente de celle en phrases faite par un annotateur (cf. section 2.1.1), d'autant
plus que les textes produits par un système de RAP ne contiennent pas de marque
de ponctuations. Lorsqu'un système de reconnaissance du locuteur est utilisé au cours
de la transcription, chaque groupe de soue peut être toutefois accompagné de l'iden-
tité du locuteur courant. La ﬁgure 1.1.6 présente un extrait de transcription produite
automatiquement.
Liste des N meilleures hypothèses Cette liste ordonne les hypothèses trouvées
pour chaque groupe de soue selon le score établi par un système de RAP, en ﬁxant la
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1: on a la lecture de paris
2: or a la lecture de paris
3: on à la victoire de paris
4: on a la lecture de paris
5: à la lecture a de paris
Fig. 1.5: Exemple de liste des 5 meilleures hypothèses trouvées
taille maximum N du nombre d'hypothèses7. Elle présente généralement de nombreuses
redondances, ses éléments diﬀérant bien souvent par un seul mot (Fig. 1.5). Les succes-
sions de mots les plus probables sont déterminées à partir du graphe de mots construit
par le décodeur en adaptant l'algorithme de Viterbi [Schwartz et Austin, 1991].
Graphes de mots Une sortie alternative à celle décrite précédemment est le graphe
de mots. Ce graphe peut être une variante de celui établi par le décodeur. Les arcs sont
valués par les probabilités établies par le MA et le ML, et représentent des hypothèses
soit de mots prononcés, soit de pauses silencieuses (notées par  sil  sur la ﬁgure 1.6).
Les n÷uds sont quant à eux étiquetés par les instants supposés où un mot se termine
et un autre débute. Puisque les informations concernant l'instant de prononciation des
mots sont peu employées, le graphe est souvent compacté en supprimant les arcs et les
n÷uds qui représentent les mêmes hypothèses de succession de mots [Deshmukh et al.,
1999]. De surcroît, la taille du graphe de mots construit pouvant être considérable, il
peut être utile de l'élaguer en ﬁxant par exemple un nombre maximum de n÷uds. Un
autre critère d'élagage possible est le nombreN d'hypothèses retenues sur les successions
de mots.
Fig. 1.6: Exemple de graphe de mots (arcs non valués)
Réseaux de confusion Cet autre type de sortie correspond à un compactage des
graphes de mots, en conservant davantage d'informations que les N meilleures hypo-
thèses. La construction des réseaux de confusion consiste à aligner les hypothèses de
7Le choix de N étant indépendant du paramètre N des ML N -grammes.
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succession de mots, un peu comme on le ferait si l'on souhaitait aligner la transcription
automatique avec la transcription de référence (cf. section 1.3). Ils sont également appe-
lés  saucisses  car ils ont une forme de chapelet de saucisses, chacune étant associée à
une position dans un groupe de soue (Fig. 1.7). L'extraction des meilleures hypothèses
se fait ici en tentant de minimiser les erreurs de transcription, et non en déterminant la
succession de mots Wˆ possédant la plus grande probabilité P (A|Wˆ )P (Wˆ ), comme dans
le cas des graphes de mots. Ceci est une propriété intéressante des réseaux de confusion
dans la mesure où les systèmes de RAP cherchent plutôt à obtenir une transcription
ayant le minimum d'erreurs qu'un texte ayant un bon  score  de probabilité. Les arcs
du réseau de confusion correspondent à des hypothèses de mot à une position k donnée
dans le groupe de soue ; ils sont généralement valués par la probabilité a posteriori
P (w à la position k) en sommant tout d'abord les probabilités de tous les chemins pas-
sant par w, puis en normalisant le résultat par la somme des probabilités de tous les
autres mots placés en position k [Mangu et al., 2000].
Fig. 1.7: Exemple de réseaux de confusion (arcs non valués)
1.1.7 Mesures de conﬁance
Dans certains contextes d'utilisation des systèmes de RAP, produire une transcrip-
tion est insuﬃsant, surtout si la qualité des sorties obtenues n'est pas satisfaisante. Des
applications, en particulier les systèmes automatiques de renseignement, requièrent en
eﬀet de savoir si les mots de la transcription sont corrects ou non. Dans le cas d'un
système de réservation d'avion par exemple, il est ainsi préférable de savoir si la recon-
naissance des paramètres du vol est sûre aﬁn d'éviter de prendre une décision erronée.
Pour ce faire, certains systèmes de RAP calculent un score de préférence entre 0 et 1,
appelé mesure de conﬁance, indiquant la ﬁabilité des mots transcrits. Cet indice peut
en outre être employé pour détecter les mots qui ne font pas partie du dictionnaire de
prononciation [Asadi et al., 1990] ou pour améliorer la qualité de la transcription [Wes-
sel et al., 2000]. Plusieurs méthodes sont envisageables pour l'obtenir automatiquement
à partir d'informations comme la qualité acoustique, le nombre d'hypothèses alterna-
tives ou la durée [Jiang, 2005]. Les probabilités a posteriori des mots sont notamment
fréquemment utilisées pour le calculer [Wessel et al., 2001].
À l'issue de la description de chacun des composants d'un système de RAP, il apparaît
que le ML est primordial dans l'intégration de connaissances sur le langage. La section
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suivante décrit plus en détail les ML N -grammes qui, bien que très utilisés, montrent
certaines limitations pour prendre en compte certains phénomènes.
1.2 Limitations et extensions des modèles N-grammes
La section 1.1.4 nous a permis d'évoquer les modèles N -grammes. Cette modélisa-
tion, pour simpliste qu'elle soit, reste encore aujourd'hui à la base de la très grande
majorité des ML actuels. Son principal avantage est qu'elle repose sur un processus
gauche-droit, ce qui lui permet d'estimer les probabilités sans avoir vu tout le groupe
de soue et donc d'être utilisé par le décodeur au fur et à mesure que les mots sont
reconnus. Cependant, ces modèles ont deux limitations principales qui sont l'éparsité
des données et l'utilisation d'un historique de petite taille. Dans la suite de cette section,
nous passons en revue chacune de ces restrictions en décrivant les solutions proposées
dans le cadre des ML N -grammes.
1.2.1 Éparsité des données
Nous avons vu que pour limiter le nombre de paramètres, les ML N -grammes
reposent sur l'approximation P (wi|w1 . . . wi−1) ≈ P (wi|wi−N+1 . . . wi−1) (cf. équa-
tion (1.7)). Cependant, ce mode de calcul nécessite encore de déterminer le nombre
d'occurrences des |V|N séquences de N mots possibles, appelées aussi des N -grammes ;
si |V| devient conséquent, de nombreux N -grammes sont rares, voire absents du corpus
d'apprentissage du ML, même pour une valeur réduite deN . Ce phénomène de la langue
naturelle est expliqué par la loi de Zipf, ordinairement invoquée pour les mots simples
pour justiﬁer que la fréquence d'apparition d'un mot décroît rapidement avec son rang
d'apparition, mais qui est observée de manière similaire pour les successions de mots
[Ha et al., 2002].
Lissage Une première modiﬁcation possible des ML N -grammes visant à pallier les
eﬀets de l'éparsité des données repose sur des méthodes statistiques de lissage. Elle
consiste à déﬁnir un facteur d'escompte (appelé aussi discounting) qui diminue le nombre
d'occurrences, et donc la probabilité, pour les N -grammes observés dans le corpus d'ap-
prentissage ; la masse de probabilité ainsi réduite est alors distribuée à la probabilité des
N -grammes absents ou rares. Une méthode très simple de lissage consiste à additionner
un facteur δ aux nombres d'occurrences observées pour chaque séquence de mots. Ce
lissage, dit additif , redéﬁnit le calcul des probabilités par :
P (wi|wi−1i−N+1) =
δ + C(wii−N+1)
δ × |L|+ C(wi−1i−N+1)
. (1.12)
Beaucoup d'autres algorithmes, parmi lesquels on peut citer le lissage de Good-Turing
[Good, 1953], de Witten-Bell [Witten et Bell, 1991] ou celui de Kneser-Ney [Kneser
et Ney, 1995]), reposent sur l'utilisation des N -grammes apparus une seule fois dans
1.2. Limitations et extensions des modèles N -grammes 21
le corpus d'apprentissage pour estimer les occurrences de ceux qui n'ont pas été ob-
servés. La technique de Good-Turing étend même ce principe en modiﬁant le nombre
d'occurrences des mots apparus c fois en c∗ à partir de celui des mots apparus c + 1
fois :
c∗ = (c+ 1)
Nc+1
Nc
(1.13)
où Nc est le nombre de N -grammes qui ont été observés exactement c fois dans le corpus
d'apprentissage.
D'après des tests eﬀectués, la technique de lissage considérée actuellement comme la
meilleure pour concevoir des ML N -grammes est une version modiﬁée de l'algorithme
de Kneser-Ney [Chen et Goodman, 1998]. Elle s'inspire du lissage de Good-Turing mais
utilise aussi l'interpolation linéaire et le repli, décrits ci-après.
Interpolation linéaire Une autre solution au problème de l'éparsité des données est
de combiner linéairement les probabilités conditionnelles pour diﬀérentes tailles d'his-
torique wi−1i−N+1. En remarquant que les nombres d'occurrences diminuent rapidement
quand on augmente la grandeur N , cela consiste à évaluer Pˆ (wi|wi−1i−N+1) à partir des
probabilités calculées pour les N -grammes d'ordre inférieur ou égal, i.e., pour les k-
grammes avec k ≤ N . Dans le cas d'un modèle trigrammes par exemple, le calcul s'ef-
fectue à partir des probabilités unigrammes, bigrammes et trigrammes de la manière
suivante :
Pˆ (wi|wi−2wi−1) = λ1P (wi|wi−2wi−1) + λ2P (wi|wi−1) + λ3P (wi) (1.14)
avec :
3∑
k=1
λk = 1 (1.15)
de manière à ce que Pˆ demeure une probabilité. P est calculée au moyen de l'équa-
tion (1.6) utilisant les comptages. Les valeurs λk sont estimées de façon à maximiser la
vraisemblance de Pˆ sur un corpus de développement, diﬀérent du corpus d'apprentis-
sage.
Repli Une autre stratégie pour déterminer les probabilités à partir de celles estimées
à des ordres inférieurs est celle du repli (appelé aussi backoﬀ ). Elle consiste à préférer
les modèles plus complexes en premier lieu, avant d'envisager des plus simples quand
on dispose de peu d'informations par rapport à l'historique courant [Katz, 1987]. Elle
s'exprime sous la forme :
Pˆ (wi|wi−1i−N+1) =
{
P ∗(wi|wi−1i−N+1) si C(wii−N+1) > 0
α(wi−1i−N+1)× Pˆ (wi|wi−1i−N+2) sinon
(1.16)
De même que pour les λi de l'équation (1.14), les coeﬃcients α sont calculés pour que
Pˆ soit une probabilité. Le symbole ∗ apposé au P sert à indiquer que P ∗ est souvent
obtenu à partir d'un procédé de lissage.
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Modèle N-classes D'autres solutions consistent à déﬁnir de nouveaux modèles, ins-
pirés des ML N -grammes. Les modèles N -classes ont ainsi souvent été envisagés. Leur
conception repose sur l'existence dans la langue de catégories ou de classes qui appa-
raissent souvent dans les mêmes contextes. Ces classes peuvent être construites à l'aide
de méthodes de classiﬁcation automatiques, en cherchant par exemple à maximiser l'in-
formation mutuelle entre les classes [Brown et al., 1992 ; Jardino, 1996] ou à minimiser
la perplexité8 [Kneser et Ney, 1993] ou encore en rassemblant dans une classe donnée les
mots qui apparaissent avec les mêmes mots adjacents [Farhat et al., 1996]. Elles peuvent
également être déterminées a priori à partir de connaissances sur L (cf. chapitre 2).
Dans les modèles N -classes, si Ci représente l'ensemble des classes ci auxquelles peut
appartenir un mot wi, le calcul des probabilités se fait de la manière suivante :
P (wn1 ) =
∑
c1∈C1...cn∈Cn
P (wn1 , c
n
1 ) (1.17)
=
∑
c1∈C1...cn∈Cn
n∏
i=1
P (wi|wi−11 , ci1)P (ci|wi−11 , ci−11 ) (1.18)
où P (wi|wi−11 , ci1) est appelée la probabilité lexicale et P (ci|wi−11 , ci−11 ) la probabilité
contextuelle. En supposant que la probabilité de wi dépend uniquement des classes ci
auxquelles il peut appartenir dans le groupe de soue, on obtient :
P (wn1 ) ≈
∑
c1∈C1...cn∈Cn
n∏
i=1
P (wi|ci)P (ci|wi−11 , ci−11 ) . (1.19)
De manière similaire aux modèles N -grammes de mots qui ne prennent en compte
que les N − 1 mots précédents dans le calcul, P (ci|wi−11 , ci−11 ) est approximé en ne
considérant que les N − 1 classes attribuées précédemment :
P (wn1 ) ≈
∑
c1∈C1...cn∈Cn
n∏
i=1
P (wi|ci)P (ci|ci−1i−N+1) . (1.20)
L'intérêt principal des modèles N -classes est de réduire considérablement le nombre
d'événements possibles par rapport aux modèles N -grammes puisque le nombre total
de classes est généralement beaucoup plus petit que la taille du vocabulaire du système
de RAP. Ceci permet de limiter le recours aux techniques de lissage, qui introduisent
des approximations lors du calcul des probabilités. Toutefois, l'aﬀectation à une classe
statistique se révèle problématique pour les mots absents des corpus et peu ﬁable pour
les mots rares [Rosenfeld, 2000a].
8Déﬁnie à la section 1.3.1.
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1.2.2 Historique de petite taille
Si l'on restreint le ML à un processus gauche-droit, nous avons vu (cf. équation (1.4))
que le calcul de la probabilité d'une séquence de mots pouvait être écrite :
P (wn1 ) = P (w1)
n∏
i=2
P (wi|wi−11 ) . (1.21)
Aﬁn de restreindre le nombre de paramètres à estimer et de réduire les problèmes
d'éparsité des données, une approximation est réalisée en conditionnant le mot wi par
une classe d'équivalence φ(wi−11 ) de l'historique [Jelinek, 1998] :
P (wn1 ) ≈ P (w1)
n∏
i=2
P (wi|φ(wi−11 )) . (1.22)
Dans le cas des ML N -grammes, φ(wi−11 ) = wi−1i−N+1, en utilisant rarement des valeurs
de N supérieures à 4. De nombreuses dépendances linguistiques excédant cette taille
se trouvent ainsi ignorées par le modèle. Dans l'exemple suivant :  les oiseaux sur
l'arbre chantaient , un modèle quadrigrammes n'aura pas les éléments utiles, dans
son historique de trois mots, pour prédire l'accord du verbe  chantaient , du fait de
l'insertion du complément de lieu entre le sujet et le verbe. Divers modèles statistiques
ont été conçus pour prendre en compte l'inﬂuence de phénomènes à plus longue distance.
Historique à taille variable Pour accroître la taille du contexte pris en compte
dans le calcul des probabilités, sans augmenter de manière exponentielle le nombre de
paramètres à estimer, certains ML utilisent des historiques dont la longueur dépend des
mots wi−11 reconnus auparavant. Plusieurs fonctions d'équivalences φ ont été envisagées.
Une première solution consiste à considérer que φ(wi−1i−N+1) = φ(wi−1i−N+2) si wii−N+1 a été
peu observé dans le corpus d'apprentissage ou si la distribution de probabilité P (w) =
P (w|wi−1i−N+1) est similaire à P (w) = P (w|wi−1i−N+2) [Kneser, 1996 ; Riccardi et al.,
1996 ; Niesler et Woodland, 1996b ; Siu et Ostendorf, 2000]. Une deuxième méthode
revient à avoir des historiques  à trous  en ayant par exemple φ(wi−11 ) = wi−4wi−3wi−1
[Goodman, 2001 ; Schukat-Talamazzini et al., 1995], ce qui permet d'exclure notamment
des termes peu informatifs comme des répétitions de mots (cf. section 2.1.3) [Siu et
Ostendorf, 2000]. Un troisième type de ML, appelé modèles multigrammes, considère
l'historique non pas comme une succession de mots mais comme une suite de groupes
de mots [Bimbot et al., 1995 ; Deligne et Bimbot, 1995].
Historique diﬀérent d'une séquence de mots Le fait de considérer l'historique
comme un  sac de mots  permet de l'étendre jusqu'à plusieurs centaines de mots
puisque les événements, réduits à des unigrammes, sont beaucoup moins nombreux.
Les modèles à base de cache9 utilisent cette méthode, en supposant qu'un mot observé
récemment risque à nouveau d'être reprononcé [Kuhn et De Mori, 1990]. Les modèles
9Appelée ainsi en référence au principe de fonctionnement de la mémoire cache des processeurs.
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dits à amorces, appelés aussi triggers, étendent l'inﬂuence entre deux mots distants à des
mots diﬀérents comme  orchestre  et  concert  [Tillmann et Ney, 1997 ; Rosenfeld,
1997].
On le voit donc, les deux problèmes principaux liés à l'utilisation des ML N -grammes
sont l'éparsité des données et une limitation de la taille de l'historique à une valeur
de N faible. Malgré leur nombre, les diﬀérentes variantes statistiques proposées sont
généralement reconnues comme n'apportant pas de gain signiﬁcatif au niveau de la
qualité de la transcription, eu égard à leur complexité algorithmique ou à leur nombre
de paramètres, par rapport à un ML N -grammes utilisant des techniques de lissage
et de repli [Goodman, 2001]. Certains ML peuvent néanmoins être utilisés en post-
traitement, i.e., quand le nombre d'hypothèses a été réduit après élagage du graphe de
mots construit par le décodeur, pour apporter des informations complémentaires à celles
dont dispose un ML N -grammes. Une alternative aux modèles purement statistiques
que nous avons mentionnés repose sur la prise en compte de connaissances linguistiques.
Le chapitre 2 est consacré à la description de ce point de vue.
Aﬁn de comparer les diﬀérents modèles proposés, plusieurs mesures de leur qualité
ont été envisagées ; la section suivante présente les principales.
1.3 Méthodes d'évaluation
Nous exposons ici les mesures d'évaluation qui sont couramment utilisées en RAP,
en débutant par celles qui sont employées spéciﬁquement pour comparer les perfor-
mances des ML, avant de présenter celles mesurant la qualité globale d'un système de
transcription.
1.3.1 Évaluation des modèles de langage
Il existe deux méthodologies pour évaluer un ML : soit on ne fait pas d'hypothèse
sur le contexte applicatif, les ML pouvant servir dans bien d'autres cadres que celui
de la reconnaissance de la parole10, soit on utilise les mesures de qualité de l'ensemble
du système de transcription, en laissant tous les composants inchangés à l'exception du
ML.
La mesure la plus employée pour connaître l'eﬃcacité du ML à modéliser un langage
est la perplexité. Elle se détermine sur un corpus de test T = wn1 représentatif du langage,
à partir de la probabilité de T calculée par le ML et normalisée par le nombre de mots :
PPT = n
√
1
Pˆ (w1 . . . wn)
. (1.23)
D'après la forme de cette égalité, moins la perplexité est grande, meilleur est le ML
pour prédire les mots du corpus de test. Cette mesure est directement liée à celle de
10 E.g. la reconnaissance de texte manuscrit ou la recherche d'information.
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l'entropie croisée, calculée sur T , entre la distribution de probabilité Pˆ de L estimée
par le ML et la distribution P réelle de L :
HT (P, Pˆ ) = − 1
n
log2 Pˆ (w1 . . . wn) = log2 PPT . (1.24)
L'entropie croisée est une mesure issue de la théorie de l'information permettant de
mesurer la qualité du ML pour estimer P . De la même manière que la perplexité, plus
l'entropie croisée est faible, plus le ML est performant.
Bien que très utilisé pour la comparaison des ML, le critère de la perplexité est sujet
à de nombreuses critiques, une baisse importante ne correspondant pas forcément à une
baisse de même ordre du nombre d'erreurs dans la transcription, si on intègre le ML
dans un système de RAP ; seules des réductions de la perplexité d'au moins 10-20%
semblent être vraiment signiﬁcatives [Rosenfeld, 2000b]. Son principal inconvénient est
qu'il favorise les modèles accordant une plus grande probabilité aux mots présents dans
le corpus de test, et ignore la manière avec laquelle sont distribuées les probabilités aux
autres mots. Or, ces mots peuvent conduire, lors du décodage par le système de RAP,
à des probabilités plus élevées que celles obtenues pour les mots corrects [Clarkson et
Robinson, 1999]. Certains auteurs préconisent donc d'utiliser plutôt l'entropie croisée,
qui semble plus corrélée avec le taux d'erreur [Goodman, 2001]. D'autres privilégient
des mesures alternatives, inspirées du jeu de Shannon [Shannon, 1951 ; Bimbot et al.,
1997 ; Alain et Boëﬀard, 2006].
1.3.2 Évaluation des systèmes de transcription
Contrairement à l'évaluation des ML pour laquelle il n'y a pas de véritable consensus
sur la mesure à choisir, la qualité d'une transcription est presque systématiquement
caractérisée par son taux d'erreurs sur les mots (notée WER pour word error rate).
Ce taux est mesuré en alignant le texte produit par un système de RAP (hyp) avec
la transcription de référence (ref), obtenue généralement manuellement. L'alignement
est réalisé en minimisant la distance d'édition [Levenshtein, 1966] entre ref et hyp au
niveau de chaque groupe de soue. Trois types d'erreur sont distingués (Fig. 1.8) :
 les insertions, repérées par des I, correspondant à un ajout d'un mot de la trans-
cription automatique par rapport à la transcription de référence,
 les suppressions, marquées par des D (pour deletion), associées à un mot manquant
dans la transcription automatique,
 les substitutions, représentées par des S, indiquant un remplacement d'un mot
de la transcription de référence par un autre mot présent dans la transcription
automatique.
Le WER est établi en calculant la distance minimale d'édition entre la référence et
l'hypothèse pour les groupes de soue d'un ensemble de test :
WER = 100× nb d'insertions+ nb de suppressions+ nb de substitutionsnb de mots dans la transcription de référence . (1.25)
Un autre indicatif peut être utilisé en complément du WER ; il s'agit du taux d'er-
reurs sur les phrases (noté SER pour sentence error rate), donnant la proportion de
26 Chapitre 1 - Principes de la reconnaissance automatique de la parole
REF: il AURA ALORS face à lui une fronde syndicale *** UNIE
HYP: il **** VALEUR face à lui une fronde syndicale EST PUNI
D S I S
Fig. 1.8: Alignement d'une transcription automatique (hyp) et d'une transcription de référence
(ref)
groupes de soue ayant au moins une erreur de transcription :
SER = 100× nb de groupes de soue avec au moins un mot erronénb total de groupes de soue . (1.26)
Il est parfois reproché au WER de ne pas prendre en compte la valeur informative
de chaque mot dans son calcul puisque une erreur commise sur un mot de contenu
comme  grève  a autant de poids que sur un mot grammatical tel que  de . Dans
certaines applications, notamment celles intégrant un système de compréhension de la
parole, d'autres métriques peuvent être préférées [Wang et al., 2003b].
Après une présentation des principales techniques d'évaluation des systèmes de RAP,
nous exposons dans la section suivante les problèmes posés lors de la transcription
suivant la complexité du document à analyser, en indiquant les performances obtenues
par les meilleurs systèmes.
1.4 Diﬃcultés de la transcription
La RAP est généralement reconnue comme étant diﬃcile, en particulier quand on
cherche à traiter des documents sonores très divers. Cette section présente les problèmes
principaux rencontrés lorsque l'on transcrit de la parole, avant d'indiquer quelles sont
les performances généralement obtenues par des systèmes de RAP.
1.4.1 Une grande variabilité
Les diﬃcultés de la RAP sont dues pour une grande part à la diversité des signaux à
traiter. Cette variabilité intervient au niveau des propriétés acoustiques du signal et au
niveau des propriétés du langage L du type de documents que l'on souhaite transcrire.
Au niveau acoustique La parole produite pour une même phrase prononcée peut
tout d'abord varier d'un individu à un autre. Outre le fait que chaque individu pos-
sède une voix qui lui est propre, on rencontre d'importantes diﬀérences telles que les
variations homme/femme, le régionalisme ou encore les diﬃcultés de prononciation ren-
contrées par des locuteurs non natifs. Cette variabilité est qualiﬁée d'inter-locuteurs. Il
existe également une variabilité, dite intra-locuteur, correspondant à une modiﬁcation
de la parole produite par un même individu. Cette variabilité peut concerner aussi bien
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les caractéristiques de la voix, dans les cas de rhumes ou d'un état émotionnel, ou bien
la qualité d'élocution, selon que la parole intervient lors d'un discours formel ou d'un
dialogue spontané. En sus des variabilités au niveau de la parole prononcée par le lo-
cuteur, les conditions d'enregistrement peuvent dégrader le signal qui sera traité par le
système de RAP. Il peut par exemple y avoir une modiﬁcation de la qualité du signal,
notamment si celui-ci doit transiter par un canal de communication qui a une bande
passante limitée, comme une ligne téléphonique. De même, l'environnement acoustique
peut être disparate. Le bruit de fond peut être plus ou moins important et de natures
diverses (musique, paroles d'autres locuteurs, parasites du micro, bruits de bouche...).
Cette variabilité contraint le MA à devoir être robuste vis-à-vis du locuteur et de
l'environnement. Pour transcrire des signaux spéciﬁques à un locuteur comme cela est
le cas des dictées vocales, l'adaptation est réalisée en ayant un corpus d'apprentissage
pour chaque nouvel utilisateur. Pour décoder la parole présente dans des émissions de
radio ou de télévision  où certaines personnes absentes du corpus d'apprentissage
du MA interviennent  des mécanismes statistiques permettent une adaptation à un
nouveau locuteur [Woodland, 2001].
Au niveau du langage On retrouve une variabilité similaire au niveau du lexique ou
des tournures employés dans les documents à analyser. Suivant la maîtrise de la langue
par le locuteur ou selon que la conversation ait lieu dans un cadre formel ou courant,
la manière de s'exprimer pourra diﬀérer. De même, selon les thèmes abordés, on peut
observer une grande variation d'emplois des mots. La taille du vocabulaire à envisager
selon le type de documents que l'on souhaite transcrire est, quant à elle, un facteur-clé
inﬂuençant la qualité des résultats puisqu'elle inﬂue directement sur la taille de l'espace
de recherche à envisager lors du décodage. Si le lexique peut être très réduit (moins de
100 mots) pour naviguer dans un menu, les systèmes de RAP conçus pour transcrire
des émissions d'information diﬀusées à la radio ou à la télévision avoisinent les 65 000,
voire les 200 000 mots, ce qui demeure malgré tout insuﬃsant pour contenir tous les
mots rencontrés, notamment les noms propres qui apparaissent au gré de l'actualité.
1.4.2 Performances des systèmes de transcription
Les performances des systèmes de transcription progressent régulièrement grâce à
la conception d'algorithmes plus performants mais aussi avec l'augmentation des capa-
cités de mémoire et de calcul des ordinateurs. Ceci conduit à envisager des documents
de plus en plus complexes à transcrire puisque la communauté de la RAP s'est intéres-
sée dans les années 50 à la reconnaissance de chiﬀres, pour ensuite étudier la lecture
de journaux, les émissions d'actualité et dorénavant les échanges intervenant lors de
réunions. Les campagnes d'évaluation conduites par le NIST depuis 1987 témoignent
de cette évolution [Pallett, 2003].
Le WER des transcriptions dépend de la diﬃculté de la tâche envisagée. Ainsi peut-
on espérer un WER inférieur à 1% lorsque les mots à reconnaître sont prononcés de
manière isolée, parmi un vocabulaire restreint. Quand la parole devient continue, l'es-
pace des hypothèses à envisager augmente grandement puisqu'il faut déterminer les
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frontières entre les mots, ce qui complique le décodage. Cependant, les meilleurs sys-
tèmes actuels parviennent à des WER voisins de 6% pour reconnaître le Wall Street
Journal lu, 10% pour les émissions d'information et 20% pour les conversations télé-
phoniques spontanées. Ces performances sont obtenues pour des documents sonores de
langue anglaise mais elles restent voisines pour les autres langues ; pour le français, pour
lequel il y a un peu moins de corpus disponibles et qui est une langue à haut taux de
ﬂexion, on peut ainsi obtenir un WER inférieur à 12% pour transcrire des émissions
d'information [Gauvain et al., 2005]. La comparaison des taux d'erreur obtenus pour
diﬀérentes tâches montre clairement que la diﬃculté dépend fortement de la spontanéité
des documents produits. On obtient en eﬀet des résultats supérieurs pour des journaux
lus, qui sont au départ des textes écrits, que pour des conversations de la vie courante,
contenant de nombreux phénomènes d'hésitation.
1.5 Bilan
Ce chapitre décrivant les principes de fonctionnement des systèmes de RAP a mis
en exergue les diﬀérentes étapes nécessaires au décodage de la parole. Les méthodes gé-
néralement utilisées pour faire la relation entre le son et la séquence des mots prononcés
sont essentiellement statistiques. Malgré les diﬃcultés de la transcription dues pour une
grande part à la variabilité des documents à traiter, la RAP est devenue suﬃsamment
mature pour être utilisée dans des domaines limités. Toutefois, en décrivant plus particu-
lièrement les modèles de langage, nous avons pu constater que les modèles N -grammes,
bien que très utilisés en pratique, sont souvent critiqués sur deux points. D'une part,
ils sont basés sur une hypothèse un peu simpliste et arbitraire qui est d'examiner les
N−1 mots précédents pour prédire le mot courant. D'autre part, malgré des techniques
de lissage perfectionnées, les calculs de probabilité réalisés pour des événements rares
voire absents du corpus sont imprécis. Les performances des systèmes actuels semblent
donc améliorables en recourant à des techniques supplémentaires qui n'auraient pas ces
inconvénients.
Une des possibilités envisagées pour pallier les manques des méthodes statistiques
pour modéliser certains phénomènes consiste à utiliser davantage d'informations sur la
langue. Le chapitre suivant est dédié à un état de l'art sur les techniques employées
pour introduire des connaissances linguistiques au sein des ML.
Chapitre 2
Connaissances linguistiques en
reconnaissance de la parole :
un état de l'art
C omme nous l'avons vu en section 1.1, les systèmes de RAP adoptent une mo-délisation hiérarchique pour décoder la parole. Le MA identiﬁe, à partir descaractéristiques extraites du signal, des phones puis des mots ; le ML est quant
à lui chargé de reconnaître les successions de mots les plus probables pour un groupe
de soue. Ce mode de fonctionnement présente des similarités avec celui de l'être hu-
main qui, pour interpréter le sens véhiculé par la parole, identiﬁe successivement des
phones, des syllabes, des mots et des  phrases  [Allen, 1994]. Cependant, à la diﬀé-
rence de l'être humain qui utilise diﬀérents niveaux de connaissances linguistiques, les
informations sur le langage dans les systèmes de RAP se limitent essentiellement à la
connaissance des phones et des phonèmes d'une langue, à la réalisation d'un diction-
naire de prononciation et à l'apprentissage de ML sur des corpus. Les ML notamment
n'exploitent pas la richesse des informations liées à la langue et assimilent bien souvent
les mots à de simples symboles.
Une justiﬁcation de l'utilisation de connaissances linguistiques en RAP est qu'il
semble de plus en plus diﬃcile d'améliorer les modèles N -grammes en étendant la taille
du corpus d'apprentissage. En eﬀet, même si la collecte de nombreux textes de natures
diﬀérentes permet de transcrire des documents issus de domaines de plus en plus ouverts
depuis les débuts d'utilisation de modèles statistiques, il semble, selon une estimation
informelle d'IBM, que les performances des modèles bigrammes n'enregistrent plus de
gain important au-delà de quelques centaines de millions de mots, tandis que les mo-
dèles trigrammes saturent à partir de quelques milliards de mots. Or, dans plusieurs
domaines d'application de systèmes de RAP, de tels volumes de données ont déjà été
collectés [Rosenfeld, 2000b]. Une autre étude menée sur une application du TAL  la
désambiguïsation d'un mot parmi un ensemble de mots souvent confondus, e.g.  to ,
 too  et  two  en anglais  conduit à une conclusion contradictoire sur l'intérêt
d'accroître la taille d'un corpus d'apprentissage pour améliorer la performance des mé-
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thodes statistiques, les auteurs montrant qu'il n'existe pas de plateau de saturation
des résultats quand on continue à augmenter le nombre de données utilisées [Banko
et Brill, 2001]. Toutefois, malgré ces résultats encourageants, la constitution de corpus
spéciﬁques à chaque type de document à transcrire demeure nécessaire pour amélio-
rer véritablement le WER [Rosenfeld, 2000b]. Or, la collecte de données pertinentes
et en grand volume reste toujours une opération coûteuse et de longue haleine1. Pour
toutes ces raisons, il apparaît ainsi nécessaire de recourir à d'autres connaissances pour
permettre d'améliorer la qualité des modèles proposés.
Une expérience menée par Brill et al. corrobore l'hypothèse d'un apport de la lin-
guistique à l'amélioration de la reconnaissance de la parole. Elle a consisté à analyser les
ressources qu'un être humain utiliserait pour corriger des transcriptions automatiques
[Brill et al., 1998]. Trois corpus de parole ont été à cette ﬁn traités par un système
de RAP pour produire les listes des dix meilleures hypothèses (cf. section 1.1.6) as-
sociées à chaque groupe de soue. Il a alors été demandé à des sujets humains de
sélectionner parmi chacune de ces listes l'hypothèse qui leur semblait la plus juste. Les
choix eﬀectués par ces personnes se sont souvent révélés judicieux puisqu'ils ont permis
une nette diminution du taux d'erreur par rapport à la meilleure hypothèse désignée
par le système de RAP pour chacun des groupes de soue. Un questionnaire sur les
connaissances utilisées pour faire leur sélection a montré que les humains se basaient
principalement sur des informations linguistiques telles que l'emploi correct des pré-
positions et des déterminants, les accords en genre et en nombre, l'examen du temps
pour les verbes, la connaissance de syntagmes idiomatiques ou encore l'analyse de la
structure des hypothèses proposées.
Ce chapitre se propose de faire un état de l'art sur l'utilisation de connaissances
linguistiques pour améliorer les performances de systèmes de RAP2. D'une part, l'in-
tervention de ce type d'informations suppose de les acquérir en examinant les données
manipulées par le système de transcription. Pour cela, le domaine du traitement auto-
matique des langues (TAL) fournit un ensemble de techniques pour analyser automa-
tiquement du texte exprimé en langues naturelles, et la prise en compte de nouvelles
sources de connaissances linguistiques en RAP peut ainsi être vue comme une des ap-
plications de l'utilisation conjointe de la RAP et du TAL. D'autre part, l'emploi des
nouvelles connaissances pour améliorer la transcription nécessite de les inclure dans le
processus de la RAP. Ceci peut demander d'adapter les méthodes usuelles de décodage.
Nous débutons par une présentation des caractéristiques de la langue parlée. L'em-
ploi sur des productions d'un système de RAP de techniques du TAL, appliquées or-
dinairement sur des textes  bien écrits , ne va en eﬀet pas de soi et se heurte à
des diﬃcultés. Nous poursuivons en exposant quels types de connaissances linguistiques
peuvent être exploitées pour améliorer la qualité d'une transcription, comment elles sont
obtenues par des techniques du TAL puis utilisées, et à quels résultats elles conduisent.
1L'utilisation des ressources du Web peut constituer une solution à ce problème comme nous le
verrons au chapitre 6.
2Une version étendue de la section 2.2 ﬁgure dans le rapport interne [Huet et al., 2006b].
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Nous précisons enﬁn à quel niveau du décodage peuvent être prises en compte ces in-
formations sur la langue.
2.1 Caractéristiques de la langue parlée
Si l'on excepte le cas particulier des signaux enregistrés lors de la lecture à haute
voix de textes écrits, les documents traités par les systèmes de RAP relèvent du domaine
de la langue parlée. Les corpus oraux qui ont pourtant certaines spéciﬁcités par rapport
aux textes écrits, comme les romans ou les articles de journaux, ont globalement été
peu étudiés par la communauté du TAL. Cette constatation a deux explications prin-
cipales [Véronis, 2004]. D'une part, le mode de pensée de la culture occidentale tend
à privilégier l'étude de l'écrit ; alors que les lois, les contrats, les textes religieux fon-
damentaux sont des documents écrits, l'oral ne nécessite pas un apprentissage à l'école
aussi formel que l'écrit. D'autre part, peu de corpus oraux transcrits manuellement sont
actuellement disponibles. Ainsi, si le British National Corpus (BNC) contient 100 mil-
lions d'occurrences pour l'anglais, tandis que la base Frantext comporte 210 millions
d'occurrences pour le français, le plus grand corpus oral, à savoir la partie orale du
BNC, est constitué de 10 millions d'occurrences. Parmi les corpus oraux, on peut citer
pour le français de Belgique le corpus Valibel comptant près de 4 millions d'occurrences
et pour le français de l'hexagone, le corpus Corpaix comptant environ 2,5 millions d'oc-
currences [Campione et al., 2005], et le Corpus de référence du français parlé comptant
440 000 occurrences [Équipe DELIC, 2004]. Le faible volume de données est expliqué
par la diﬃculté d'établir des corpus oraux puisqu'il a été estimé qu'environ 40 heures
de travail sont nécessaires pour faire une transcription orthographique précise d'une
heure de parole, et ce, avec de bonnes conditions d'enregistrement et sans alternance
de locuteurs [Campione, 2001].
Parmi les caractéristiques de la langue parlée, certaines viennent compliquer la trans-
cription de la parole et l'acquisition automatique de connaissances linguistiques. Après
avoir précisé ce qui déﬁnit la langue parlée par rapport à la langue écrite, cette section
présente les principales caractéristiques de cette langue parlée du point de vue de son
vocabulaire et de sa syntaxe. Nous terminons en décrivant les perturbations liées aux
phénomènes d'hésitation, souvent présents à l'oral.
2.1.1 Langue parlée et langue écrite
La langue parlée est déﬁnie comme étant ce qui est prononcé par des locuteurs à
l'oral et fait donc appel à la voix et à l'oreille. La langue écrite représente quant à elle ce
qui s'écrit et implique donc l'usage de la main et des yeux. Les langues parlée et écrite
exploitent ainsi des canaux diﬀérents qui ont des contraintes importantes sur leur mode
de production [Melis, 2000]. Le canal oral est ainsi caractérisé par une certaine linéarité
lors de son émission et de sa réception, même s'il peut être possible d'eﬀectuer des re-
tours en arrière à l'aide de dispositifs d'enregistrement. La production orale ne possède
pas en outre un aussi haut niveau de structuration que l'écrit puisque seules la notion
de tours de parole, déﬁnis comme étant les suites de mots prononcés par un locuteur
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avant qu'il ne cède la parole, ou encore celle de groupes de soue sont des unités faci-
lement identiﬁables. La prosodie, recouvrant des informations sur l'intonation, l'accent,
les pauses ou même le débit, joue également un rôle important dans la structuration
mais cet indice est beaucoup plus diﬃcile à analyser que ne le sont les ponctuations
à l'écrit ; les pauses silencieuses se révèlent par exemple imprécises pour détecter des
ponctuations dans un signal correspondant à un texte lu [Campione et Véronis, 2002].
Des méthodes ont été élaborées pour obtenir automatiquement une segmentation plus
linguistique que celles par groupes de soue, ceux-ci étant uniquement basés sur des
indices acoustiques et n'ayant pas la même cohérence que des phrases. Cependant, cela
reste une tâche diﬃcile puisque les meilleurs systèmes détectent les ﬁns de phrases avec
des taux d'erreurs variant entre 30% et 50% selon le type de discours à analyser [Liu
et al., 2004].
Le canal écrit quant à lui fait intervenir deux dimensions : la largeur et la hauteur,
facilitant ainsi les retours à des éléments antérieurs. Ceci oﬀre la possibilité d'avoir
une structuration plus importante puisqu'un texte peut être segmenté en chapitres, en
sections, en paragraphes et en phrases. Ce découpage est lui-même choisi par celui qui
écrit et est plus informatif sur l'alternance des points abordés que ne le sont par exemple
les tours de parole.
En sus du format, l'oral et l'écrit s'opposent aussi sur leur contexte d'utilisation.
Ainsi l'oral exclut-il généralement toute forme de préparation préalable ; il permet da-
vantage d'interactivités entre les interlocuteurs, au risque même d'avoir des chevauche-
ments entre des mots prononcés par des personnes diﬀérentes. Le texte a plutôt tendance
à être produit en diﬀéré et peut donc être reformulé avant d'être livré aux destinataires.
Les récepteurs ne sont pas au contact du scripteur, ce qui contraint celui-ci à proposer
un texte désambiguïsé, informatif et structuré. Ces diﬀérences d'utilisation entraînent
des conséquences importantes sur le style plus formel à l'écrit qu'à l'oral. Avec l'appa-
rition de nouvelles formes de documents tels que les courriels ou les blogs, l'opposition
entre langue parlée et langue orale tend cependant à être moins systématique et on
assiste à une hybridation des codes.
D'une manière générale, les diﬀérences observées entre écrit et oral dépendent tou-
tefois du contexte d'utilisation. Le discours télévisé du chef de l'état à la nation sera par
exemple préparé et n'autorisera pas l'intervention des récepteurs, tandis que les conver-
sations de la vie courante seront plus sujettes à des marques d'hésitation et sont très
interactives. On distingue trois grandes catégories de documents étudiés en RAP : la
parole lue, préparée ou encore spontanée. La parole lue est associée à la lecture à haute
voix de textes, typiquement des articles de journaux. La parole spontanée correspond à
des situations de la vie quotidienne où le locuteur parle sans avoir préparé au préalable
ce qu'il allait dire et en s'adaptant constamment à ses interlocuteurs. La parole prépa-
rée est une forme intermédiaire par rapport aux deux précédentes et est plus délicate à
déﬁnir. Elle désigne des prises de parole où le locuteur a réﬂéchi auparavant aux idées
qu'il souhaite transmettre ; il peut même disposer d'un texte contenant une partie de
son discours, qu'il n'ira pas toutefois jusqu'à lire mot à mot pour pouvoir interagir avec
les interlocuteurs. Les questions posées par un journaliste et les entretiens donnés par
un homme politique sont deux exemples de production de parole préparée.
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Après avoir déﬁni ce qu'était la langue parlée, nous nous proposons de dégager des
phénomènes revenant plus fréquemment à l'oral qu'à l'écrit et qui complexiﬁent une
analyse par des techniques automatiques.
2.1.2 Vocabulaire et syntaxe
Le registre de la langue parlée est généralement moins soutenu dans la mesure où elle
est souvent employée dans des cadres moins formels, ce qui fait qu'elle se fonde en général
sur un ensemble familier de mots, plus restreint que celui de la langue écrite. L'utilisation
des catégories grammaticales semble également diﬀérer puisque la comparaison de deux
corpus, l'un correspondant à des journaux écrits et l'autre à des émissions journalistiques
radiophoniques et télévisées, a montré que l'oral avait tendance à contenir plus de
pronoms et moins de noms qu'à l'écrit [Gendner et Adda-Decker, 2002]. La langue
parlée est également marquée par l'introduction de  petits  mots, appelés ligateurs,
marqueurs de discours ou encore inserts, comme par exemple  quoi ,  bon ,  donc ,
 enﬁn  ou  genre .
Au niveau de la syntaxe, il existe des tournures propres à l'oral. Si en français le
 pas  est parfois facultatif à l'écrit dans la négation  ne ... pas , c'est le  ne  qui
le devient à l'oral. Le  il  prend également à l'oral un caractère facultatif dans les
formules  il faut  et  il y a . On peut aussi citer l'invariabilité du  c'est  dans des
expressions telles que  c'est les voisins qui sonnaient . Ces expressions sont dues au
contexte d'utilisation de la langue orale qui favorise l'interactivité et impose donc un
temps limité de formulation des idées. Pour la même raison, et même si cela est loin
d'être systématique, les accords du participe passé seront moins respectés à l'oral qu'à
l'écrit [Melis, 2000].
Il semble également que l'ordre des mots soit un peu plus souple dans la langue
parlée qu'à l'écrit, bien que les langues rigides sur l'ordre des mots comme le français
ou l'anglais le soient encore à l'oral [Antoine et Goulian, 2001]. Les éléments régis par
le verbe peuvent, à l'oral, se placer avant le groupe sujet-verbe, comme dans l'exemple
 les haricots j'aime pas . On observe aussi davantage de clivées ( c'est le coiﬀeur
qui est content ), de pseudos-clivées ( ce qui l'intéresse c'est le pognon ), de doubles
marquages (moi j'en ai jamais vu en Suisse des immeubles ) ou encore de dislocations
( j'ai choisi la bleue de robe ) [Blanche-Benveniste, 1990].
Ces phénomènes ne justiﬁent pas toutefois de proposer une grammaire spéciale pour
la langue parlée ; pour le français, Blanche-Benveniste indique ainsi que la syntaxe de
l'oral ne diﬀère en rien de celle de l'écrit, sauf en termes de proportions [Blanche-
Benveniste, 1990 ; Benzitoun et al., 2004]. Toutefois, ils expliquent l'importance d'avoir
à disposition des corpus oraux pour l'apprentissage des ML. En pratique, les données
recueillies pour la langue parlée n'atteignent pas une taille suﬃsante et on utilise géné-
ralement un corpus supplémentaire issu de la langue écrite.
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2.1.3 Phénomènes d'hésitation
La fréquence d'apparition des marques d'hésitation est très variable selon le locu-
teur et le contexte d'élocution. Toutefois, elles concernent toutes les productions de
l'oral et sont particulièrement fréquentes à l'oral spontané puisqu'il est estimé qu'elles
représentent entre 5 et 10% des mots d'une conversation de ce type [Shriberg, 2001].
Les phénomènes d'hésitation correspondent généralement à un travail de formulation
de la part du locuteur, dans la mesure où le discours est composé au fur et à mesure
de sa production. Ils peuvent cependant avoir d'autres rôles tels que la manifestation
d'un doute, l'envoi d'un signal au récepteur pour garder la parole ou au contraire la lui
céder, le marquage de frontières dans le discours, ou bien encore l'expression d'un stress
ou d'une décontraction.
Comme les marques d'hésitation introduisent une rupture dans la continuité du
discours, ou plus exactement dans le déroulement syntagmatique, elles sont également
appelées disﬂuences. Il existe bien d'autres termes utilisés dans la littérature pour les
nommer, certains ne désignant pas exactement les mêmes phénomènes : turbulences, faux
départs, lapsus, inattendus structurels, spontanéités, modes de production de la langue
parlée, marques de réparation, marques du travail de formulation, extragrammaticalités,
etc. Une telle profusion de termes témoigne de la discordance entre certains linguistes
sur ce qui relève ou non de l'hésitation à l'oral. Toutefois, depuis quelques années,
plusieurs études se sont intéressées aux phénomènes d'hésitation et une nomenclature
commence à se dégager.
Ces phénomènes peuvent être de natures diﬀérentes. Ils incluent par exemple les
pauses silencieuses, mais pas toutes, certaines jouant d'autres rôles que l'hésitation
comme la hiérarchisation et la structuration des constituants, ou encore la mise en
valeur stylistique de certains syntagmes. Les pauses remplies, correspondant au  um 
ou au  uh  en anglais et au  euh  en français, ou encore les allongements vocaliques
en ﬁn de mots sont des marques d'hésitation très employées [Henry, 2002 ; Candea,
2000]. On peut aussi citer [Shriberg, 2001] :
 les répétitions :  tous les - les jours3 ,
 les suppressions :  c'est - il est arrivé lundi ,
 les substitutions :  tous les jours - toutes les semaines ,
 les insertions :  je suis convaincu - je suis intimement convaincu ,
 les erreurs d'articulation :  en jouin - en juin .
Ces quatre derniers types de disﬂuence sont parfois désignés sous le terme d'autocor-
rections [Henry, 2002].
Il est possible de faire une autre classiﬁcation des phénomènes d'hésitation, en dis-
tinguant [Pallaud et Henry, 2004] :
 les bribes, correspondant à une reprise à partir de syntagmes inachevés :  il a
quand même un - une ﬁbre pédagogique ,
 les amorces, associées aux mots inachevés :  c'est pas malho - c'est pas malhon-
nête .
3Le  -  représentant une pause silencieuse.
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Les diﬀérents phénomènes d'hésitation sont rarement produits seuls mais plutôt en
combinaison. Il peut ainsi y avoir des répétitions de fragments de mots ( on le re-
re- revendique encore une fois ) [Henry et Pallaud, 2003]. De même, pour assurer un
rôle d'hésitation, les pauses silencieuses sont généralement associées à des allongements
vocaliques ou à des pauses remplies [Campione et Véronis, 2004].
Les disﬂuences viennent perturber la modélisation acoustique des mots ainsi que le
calcul des probabilités de séquences de mots par les ML. Les amorces et les contractions
de mots sont particulièrement diﬃciles à modéliser puisque le vocabulaire du système de
RAP a une taille limitée et ne les inclut généralement pas. Certaines marques d'hésita-
tion, notamment les pauses remplies et les répétitions, sont assez facilement détectables
par des méthodes automatiques et peuvent donc être omises dans le calcul des probabi-
lités ou supprimées en vue d'une analyse ultérieure. Toutefois, les disﬂuences ne peuvent
être vues seulement comme du bruit et peuvent informer sur la structure syntaxique
du groupe de soue. Les pauses remplies par exemple aident à la prédiction du mot
suivant [Stolcke et Shriberg, 1996] et sont donc souvent considérées comme des mots à
part entière par les systèmes de RAP.
Cette section a présenté les principales particularités de l'oral, souvent liées à un
contexte d'utilisation moins formel que celui de l'écrit. Les diﬀérences observées au
niveau du vocabulaire employé et de la syntaxe sont particulièrement manifestes pour
l'oral spontané, marqué par une présence importante de disﬂuences. Ces caractéristiques
de l'oral perturbent l'utilisation de méthodes traditionnellement employées en TAL sur
des textes écrits, ce qui complique l'acquisition de connaissances linguistiques à par-
tir des premières hypothèses de transcription. La section suivante présente les types
d'informations qui peuvent être employés pour réduire le WER, en précisant les mé-
thodes envisagées pour les extraire et les exploiter, et leur inﬂuence sur la qualité de la
transcription produite.
2.2 Quelles connaissances linguistiques ?
Si l'on se réfère aux modules faisant partie intégrante d'un système de RAP (cf.
section 1.1), deux semblent pouvoir bénéﬁcier de connaissances linguistiques supplé-
mentaires. Le MA tout d'abord se base sur des indices acoustiques pour reconnaître des
phones et gagnerait donc à utiliser des connaissances additionnelles sur le plan de la
phonétique et de la phonologie4. La plupart des systèmes de RAP intègrent dorénavant
les contextes de prononciation dans la reconnaissance des sons ; ce ne sont plus ainsi
des phones qui sont à identiﬁer mais des triphones, représentant un phone dans des
contextes particuliers gauche et droit. Des travaux ont également envisagé la reconnais-
sance de traits phonétiques spéciﬁques pour guider ensuite le décodage de la parole [Liu,
1995 ; Juneja, 2004].
4La phonétique s'intéresse à la production physique et à la perception des phones, tandis que la
phonologie étudie comment sont agencés les phonèmes d'un langage pour former des énoncés.
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Le ML, quant à lui, est par déﬁnition la partie du système de RAP qui introduit
des connaissances sur la langue. Il peut en outre intégrer des informations plus diver-
siﬁées que le MA. Par conséquent, c'est principalement lui qui a vocation à inclure des
connaissances linguistiques supplémentaires et nous n'envisageons dans la suite de ce
mémoire que les informations prises en compte à son niveau.
Cette section fait un tour d'horizon des types d'informations linguistiques qui ont
été pris en compte en RAP au sein du ML. Nous y évoquons succinctement les méthodes
de TAL permettant de les acquérir et y exposons les performances obtenues en terme de
WER. La présentation est structurée selon une typologie à cinq niveaux généralement
reconnue en linguistique :
 la phonologie et la phonétique qui étudient les sons,
 la morphologie qui étudie la structure des mots,
 la syntaxe qui étudie la structure des syntagmes et des phrases,
 la sémantique qui étudie les sens des mots, des locutions, des phrases ou des
textes,
 la pragmatique qui étudie la relation entre le langage et son contexte d'utilisation.
Il est à noter que les techniques d'intégration de nouvelles informations sur la langue
se heurtent à plusieurs diﬃcultés ; elles doivent être robustes aux distorsions de l'oral
et pouvoir s'intégrer dans un ML statistique pour sélectionner les hypothèses les plus
probables. Ce dernier point complique notamment la prise en compte de connaissances
symboliques au cours de la transcription [Antoine et Genthial, 1999].
2.2.1 Phonologie et phonétique
Les ensembles de phonèmes et de phones d'une langue sont ﬁnis et il est possible
d'établir manuellement des règles quant à la succession de leurs éléments. En français,
l'emploi consécutif des deux phones [d] et [s] est par exemple illicite. De même, les règles
d'élision imposent que certains mots terminés par une voyelle ne peuvent être suivis par
une voyelle, comme dans l'exemple  le arbre .
Peu d'informations de ce type ont été intégrées dans un ML. Une première étude
que nous avons rencontrée prend en compte des règles phonologiques contextuelles lors
du décodage en pénalisant les suites incorrectes de prononciations de mots [Gravier
et al., 2001]. Cette connaissance permet de réduire la taille de l'espace de recherche
en écartant des prononciations incorrectes, comme par exemple l'erreur de liaison [le
aKbK]5 commise sur la suite de mots  les arbres . Une des limites à l'emploi de ce
type de connaissance repose sur le manque de ressources disponibles annotées phoné-
tiquement. Une seconde étude porte sur la détermination des événements impossibles
[Langlois et al., 2003]. Cette méthode consiste à aﬃner le calcul des probabilités des
modèles N -grammes, en excluant du langage L toutes les séquences de mots illicites. En
éliminant les bigrammes ne respectant pas les règles d'élision, seul 0,1% de l'ensemble
des bigrammes s'est retrouvé écarté, ce qui n'apporte donc pas de gain signiﬁcatif en
terme de qualité de la transcription.
5En lieu et place de [lEz aKbK].
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2.2.2 Morphologie
La structuration des mots constitue une source d'information intéressante pour des
langues morphologiquement très riches comme le turc, le russe ou l'arabe ou même
pour des langues à haut taux de ﬂexion comme le français. Dans le cas des langues
agglutinantes notamment, pour avoir une couverture lexicale similaire à celle obtenue
pour l'anglais, il est nécessaire d'envisager un nombre considérable de mots ; le fait de
décomposer les mots en plusieurs constituants élémentaires permet de réduire le nombre
d'événements à envisager lors du calcul des probabilités. Dans le cas des langues ﬂexion-
nelles, l'analyse morphologique permet de rassembler dans une même classe des mots
qui sont très liés sémantiquement, comme  mangeait  et  mangerons  en français.
L'acquisition des informations morphologiques à partir de la transcription pose peu
de problèmes particuliers par rapport aux documents écrits puisque les mots reconnus
appartiennent à un vocabulaire prédéﬁni et ont ainsi une orthographe correcte. Si les
connaissances se limitent aux lemmes, des lemmatiseurs peuvent être employés [Namer,
2000]. Une variante peut consister à employer des stemmers [Porter, 1980 ; Savoy, 1999],
qui à la diﬀérence des lemmatiseurs ne retournent pas des mots sous une ﬂexion précise,
e.g.  imaginer  pour  imagina , mais des formes canoniques, e.g.  imagin , qui
peuvent être des mots tronqués. Cette dissemblance est liée au mode de fonctionne-
ment des stemmers qui se limitent à des règles de réécriture. Une autre diﬀérence réside
dans le fait que les lemmatiseurs limitent l'équivalence entre deux mots à la morpho-
logie ﬂexionnelle, e.g. entre  fabriquera  et  fabriquait , tandis que les stemmers
examinent également la morphologie dérivationnelle en ramenant par exemple  fabri-
quer  et  fabrication  à une même forme. Dans le cas où l'on souhaite séparer un
mot en diﬀérents constituants et non plus le ramener à une forme simple, d'autres tech-
niques permettent de découper un mot en morphes6 ou en morphèmes7 [Allen, 1976 ;
Çarki et al., 2000] ; elles sont principalement utilisées pour les langues agglutinantes.
La reconnaissance de ces unités morphologiques pouvant être diﬃcile à faire automati-
quement, les mots sont parfois simplement découpés en des segments qui correspondent
à des déﬁnitions linguistiques beaucoup plus vagues que les notions de morphe et de
morphème [Whittaker, 2000].
Les connaissances sur la morphologie peuvent être intégrées au système de RAP au
moyen des modèles N -classes. Des ML ont ainsi été construits en réunissant tous les
mots associés à un même lemme dans une même classe [El-Bèze et Derouault, 1990 ;
Maltese et Mancini, 1992]. Leur comportement n'a pas été toutefois testé dans des
systèmes de RAP. Une alternative aux modèles N -classes est le ML factorisé. Ce ML
décompose chaque mot wi en k caractéristiques, aussi appelées facteurs [Kirchhoﬀ et al.,
2007]. Elles représentent des informations morphologiques, syntaxiques ou sémantiques
sur le mot, en plus du mot lui-même. Ces ML factorisés ont notamment été appliqués
6Segment d'un mot qui est un signe élémentaire, i.e., qui ne peut être décomposé en plusieurs
autres signes de la langue. Ainsi, le mot  chiens  est constitué des morphes  chien  et  s .
7Regroupement de morphes ayant le même signiﬁé. Par exemple, les deux morphes  majeur  et
 major  sont regroupés sous le même morphème  {MAJEUR} . La distinction entre morphe et
morphème est du même ordre que celle faite entre phone et phonème.
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à l'arabe, avec comme facteurs le radical8, la racine9 et la classe morphologique. Leur
utilisation au sein d'un système de RAP pour transcrire des émissions d'actualité a
permis de réduire le taux d'erreur sur les mots de 57,6% à 56,1% [Vergyri et al.,
2004]. Elle se heurte toutefois à deux diﬃcultés. La première concerne l'application du
repli dans ce cadre. Un mot étant découpé en plusieurs facteurs, il n'y a plus d'ordres
prédéﬁnis entre les facteurs, ce qui ne se produit pas dans le cadre des ML classiques où
deux mots ne peuvent pas être émis simultanément. Il devient ainsi nécessaire, avec les
ML factorisés, de développer des méthodes pour déterminer les éléments à supprimer en
premiers dans l'historique pris en compte par les probabilités conditionnelles. La seconde
diﬃculté est relative à l'intégration de ces modèles dans le processus de transcription.
Dans la mesure où les décodeurs opèrent habituellement sur des mots et non sur des
facteurs, les ML factorisés demandent des modiﬁcations importantes du système de
RAP et entraînent un accroissement considérable des calculs quand les mots doivent
être étendus en plusieurs versions de facteurs en cas d'ambiguïté. Pour ces raisons, ces
modèles sont utilisés en post-traitement d'un système de RAP et leur emploi se limite
aux langues morphologiquement très riches.
2.2.3 Syntaxe
L'information syntaxique peut être utilisée sous plusieurs formes : les ML peuvent
ainsi tenir compte des classes grammaticales attribuées aux mots, d'une nouvelle seg-
mentation du groupe de soue en réunissant plusieurs mots au sein d'un même consti-
tuant, ou encore d'une analyse syntaxique du groupe de soue. Nous présentons succes-
sivement un état de l'art des tentatives faites pour intégrer ces divers types de connais-
sances.
2.2.3.1 Parties du discours
Comme déjà dit en introduction générale, une partie du discours ou POS (pour part
of speech) est une catégorie grammaticale qui est attribuée à un mot, voire à un groupe
de mots dans le cas de locution, en fonction de son contexte d'utilisation. Tradition-
nellement, neuf classes sont distinguées dans les grammaires des langues naturelles :
les adjectifs, les adverbes, les articles, les conjonctions, les interjections, les noms, les
prépositions, les pronoms et les verbes. Chacune d'entre elles est en outre subdivisée.
Ainsi parmi les conjonctions retrouve-t-on les conjonctions de coordination et de subor-
dination ; de la même manière, on distingue généralement les noms communs des noms
propres. De plus, les classes grammaticales associées aux mots peuvent être accompa-
gnées d'informations morphologiques sur le genre, le nombre, le personne, le temps, le
mode ou encore le cas employé ; les classes sont alors plutôt désignées comme étant
8Support morphologique d'un mot. C'est la partie qui contient le sens d'un mot, après avoir sup-
primé tout ce qui relevait de la ﬂexion. Par exemple, les radicaux respectifs de  déstabiliser  et
 nationaliser  sont  déstabilis-  et  nationalis- .
9Constituant d'un mot qui porte la partie principale de son sens. À la diﬀérence du radical, la racine
ne peut pas être décomposée en d'autres éléments porteurs de sens ou morphologiquement simples.
Ainsi, les racines respectives de  déstabiliser  et  nationaliser  sont  stabil-  et  nation .
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morpho-syntaxiques bien que le terme de POS est également souvent utilisé dans ce
cadre.
Les POS sont aﬀectées aux mots selon le rôle syntaxique qu'ils occupent dans la
phrase. Il existe de ce point de vue deux ensembles bien disjoints de classes grammati-
cales. On trouve d'une part les mots lexicaux , qui portent une charge lexicale pleine et
qui appartiennent à des classes dites ouvertes, car ils sont en grand nombre dans une
langue et sont en création perpétuelle ; il s'agit des noms, des adjectifs, des verbes et des
adverbes. D'autre part ﬁgurent les mots grammaticaux ou mots-outils qui participent à
la structuration de la phrase, sont décrits plutôt par leur rôle syntaxique que par leur
sémantique et sont en nombre limité dans une langue, ce qui leur vaut d'appartenir
à des classes dites fermées. Dans cette catégorie, on peut classer les déterminants, les
prépositions, les conjonctions, les pronoms et les verbes auxiliaires. Les interjections
forment quant à elles une classe à part, en n'ayant pas de connexions grammaticales
avec le restant de la phrase.
La granularité et la hiérarchie dans la taxonomie des POS est sujette à discussion.
Suivant l'application visée, on subdivisera plus ou moins chacune des neuf classes. En
outre, ces grandes catégories engendrent quelques diﬃcultés puisque par exemple les
adjectifs non qualiﬁcatifs comme mon  sont plus proches des articles que des adjectifs
qualiﬁcatifs.
Les POS peuvent être attribuées automatiquement au moyen des étiqueteurs morpho-
syntaxiques ; le chapitre 4 est consacré à l'application de ces outils sur l'oral et nous ne
nous étendrons pas davantage ici sur leur fonctionnement. Elles peuvent être utilisées
comme informations supplémentaires au sein des ML en remarquant qu'il existe des
successions de POS qui se produisent de manière rarissime. En français, un déterminant
ne peut ainsi jamais suivre un nom commun. Une autre justiﬁcation de leur emploi est
qu'en rassemblant plusieurs mots partageant des propriétés syntaxiques communes au
sein d'une même classe, le nombre d'événements possibles à envisager diminue par
rapport aux mots considérés isolément.
Les POS sont généralement intégrées pour ces raisons aux systèmes de RAP au
moyen de modèles N -classes, où chaque POS correspond à une classe [Maltese et Man-
cini, 1992]. Les modèles N -classes sont moins performants que les modèles N -grammes,
en considérant des historiques de même longueur. On observe en revanche dans certains
cas une amélioration de la perplexité par rapport aux modèles N -grammes quand on
interpole linéairement (cf. section 2.3.2) des modèles N -classes avec des modèles N -
grammes. Cette baisse de la perplexité reste cependant peu importante même quand on
dispose de suﬃsamment de données pour apprendre les paramètres du ML [Weintraub
et al., 1996] ; diverses améliorations des modèles N -classes ont donc été envisagées.
Dans une première solution, le mode d'intégration dans le système de RAP des
modèles N -classes utilisant les POS est révisé. Au lieu d'être employé sur le graphe
de mots produit aux cours des passes précédentes, le ML est appliqué de manière plus
sélective sur un graphe d'homophones [Béchet et al., 1999]. Chaque mot de la meilleure
40 Chapitre 2 - Connaissances linguistiques en RAP : un état de l'art
hypothèse est alors remplacé par tous ses homophones10 possibles, i.e., par tous les mots
du langage qui ne sont pas distinguables au moyen d'indices acoustiques. Ce mode de
représentation est particulièrement adapté pour corriger des fautes d'accord en genre
et en nombre, notamment en français où les formes d'un même mot au singulier et au
pluriel sont souvent homophones. L'application d'un modèle N -classes adoptant cette
méthode a permis de réduire le taux d'erreur de 10,7% à 10,5% sur la transcription
d'émissions d'actualité en français [Gauvain et al., 2005].
Une deuxième solution consiste à reconsidérer le mode de calcul des probabilités.
En modiﬁant l'approximation faite sur la probabilité lexicale dans l'équation (1.18),
page 22 par :
P (wi|wi−11 , ci1) ≈ P (wi|cii−N+1) , (2.1)
une légère amélioration de l'entropie croisée a été observée [Goodman, 2001]. On peut
même aller jusqu'à supprimer les approximations faites à la fois sur les probabilités
lexicale et contextuelle. Une étude [Heeman, 1999] propose ainsi de redéﬁnir l'objectif
d'un système de RAP (cf. section 1.1), de manière à ce que les POS C associées aux
mots W à reconnaître soient considérées comme partie intégrante de la sortie de la
transcription et non plus comme des objets intermédiaires. La fonction objectif de la
RAP revient alors à estimer :
Wˆ , Cˆ = argmax
W,C
P (W,C|A) . (2.2)
En éliminant les approximations, le nombre d'événements à examiner pour évaluer les
probabilités augmente considérablement ; une méthode basée sur des arbres de décision
a donc été élaborée. Cette technique a donné des résultats satisfaisants pour transcrire
des dialogues portant sur des sujets précis puisque le ML triclasses modiﬁé a conduit à
une réduction du taux d'erreur de 26,0% à 24,9% par rapport à des ML trigrammes,
tandis que le ML triclasses conventionnel faisait quant à lui augmenter le taux d'erreur.
Une troisième solution pour améliorer les modèles N -classes est de modiﬁer la
construction des classes. Au lieu d'avoir une classe par POS, une possibilité est de
regrouper au sein d'une même classe l'ensemble des mots ayant les mêmes POS pos-
sibles avec le même ordre de vraisemblance. Ceci supprime l'ambiguïté des classes que
l'on peut associer aux mots. Bien que l'attribution d'une POS à un mot soit une tech-
nique relativement maîtrisée (cf. section 4.2), il demeure toujours en eﬀet des erreurs
qui peuvent venir perturber le calcul des probabilités. Un ML triclasses utilisant ce type
de classes, combiné avec un ML trigrammes, a permis de réduire le taux d'erreur sur
les mots de 12,3% à 11,6% ou de 9,8% à 9,4% selon le MA utilisé, pour traiter de la
parole lue [Samuelsson et Reichl, 1999].
On peut également envisager un système à nombre très restreint de classes, en
poussant à l'extrême la propriété principale des modèles N -classes, qui est de réduire
le total des événements à envisager pour le calcul des probabilités. Généralement, une
vingtaine à une centaine de POS diﬀérentes sont considérées ; toutefois, seuls deux
10L'homophonie désigne le rapport entre deux mots possédant la même prononciation mais des
graphies diﬀérentes, e.g. entre  mère  et  mer .
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types de POS sont parfois distingués : les mots lexicaux et les mots grammaticaux.
Cette distinction est faite avec l'idée que la séquence des mots grammaticaux reﬂète les
contraintes syntaxiques du groupe de soue, alors que la séquence de mots lexicaux est
contrôlée par des relations sémantiques entre les mots. Les classes ouvertes et fermées
sont généralement utilisées en adaptant les modèles N -classes [Isotani et Matsunaga,
1994 ; Geutner, 1996]. Dans le cas où on considère un historique de longueur deux, seuls
les derniers mots lexical et grammatical rencontrés sont considérés. Si oi−1 est le dernier
mot de classe ouverte et fi−1 le dernier mot de classe fermée dans wi−11 , le calcul des
probabilités se fait comme suit :
P (wi|wi−11 ) ≈
{
P (wi|wi−1, oi−1) si wi−1 est un mot de classe fermée
P (wi|wi−1, fi−1) si wi−1 est un mot de classe ouverte (2.3)
L'interpolation linéaire d'un tel modèle avec un ML trigrammes a permis de réduire
le taux d'erreur de 29,4% à 29,0% pour transcrire un corpus de parole spontané en
allemand [Geutner, 1996]. La prise en compte de ces deux types de classes peut être faite
diﬀéremment en utilisant un modèle N -grammes classique pour les classes ouvertes et
un modèle spécialement conçu pour les mots de classes fermées [Peng et Schuurmans,
2001]. Le modèle spéciﬁque prédit les mots grammaticaux à partir des M − 1 mots
grammaticaux précédents. La conception de ce modèle est justiﬁée par le fait qu'en
anglais par exemple, les mots des classes fermées représentent 30% du langage écrit et
sont en moyenne distants de 1,9 mots. L'utilisation de ce modèle a permis une légère
amélioration de la perplexité par rapport à un ML trigrammes.
Outre les modèles N -classes, la connaissance sur les POS peut être introduite grâce
aux modèles de cache. Un cache, limité à 200 mots, peut être construit pour chaque
POS [Kuhn et De Mori, 1990]. Le cache d'une POS donnée contiendra alors les derniers
mots rencontrés étiquetés par cette POS. Ces modèles sont conçus avec l'idée que chaque
POS a une répartition particulière d'occurrences. Les mots lexicaux ont ainsi tendance à
apparaître par vagues, au gré des sujets traités, tandis que les mots grammaticaux sont
répartis plus uniformément. Ce type de modèle possède des propriétés intéressantes
puisque la combinaison d'un modèle de cache avec un ML trigrammes a conduit à
une réduction de perplexité d'un facteur supérieur à trois par rapport à un modèle
trigrammes [Kuhn et De Mori, 1990]. Un modèle assez similaire a été également conçu
pour discriminer les formes singulier et pluriel homophones [Béchet et al., 1999].
2.2.3.2 Multimots
Une autre utilisation de connaissances syntaxiques consiste à regrouper plusieurs
mots au sein d'unités d'ordre supérieur, comme des locutions ou des syntagmes, et à les
ajouter au vocabulaire du système de RAP. Ces groupes de mots, que nous désignons par
la suite par le terme multimots, peuvent être de natures très diverses. Il peut s'agir de
mots qui cooccurrent fréquemment dans un corpus, tels que  demain matin  ou encore
 millions de dollars , de mots composés comme  New York  ou  vice président ,
ou d'entités nommées concernant des dates ou des noms de personne. Dans le cas
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d'applications ciblées, ce peut être des expressions propres à un domaine telles que
 vous êtes la bienvenue  ou  pouvez-vous s'il vous plaît me mettre en contact avec .
Les multimots sont généralement sélectionnés par des méthodes automatiques parmi
l'ensemble des combinaisons possibles de mots du vocabulaire du système de RAP. Il
existe deux approches principales pour les obtenir : les méthodes purement statistiques
et les systèmes basés sur des indices structurels, même si cette distinction est parfois un
peu arbitraire, certaines techniques combinant les deux approches [Béchet et al., 1999].
Parmi les méthodes purement statistiques ﬁgurent les multigrammes, déjà évoqués en
section 1.2.2 ; on peut également mentionner des techniques sélectionnant les multimots
suivant un critère donné, tel que les fréquences de cooccurrences ou l'évaluation de la
perplexité [Suhm et Waibel, 1994 ; Ries et al., 1996 ; Kuo et Reichl, 1999 ; Zitouni et al.,
2003]. Parmi les méthodes basées sur des indices structurels, on peut citer celles utilisant
des automates à états ﬁnis [Nasr et al., 1999 ; Béchet et al., 1999] ou des grammaires
non contextuelles probabilistes [Gillett et Ward, 1998 ; Wang et al., 2000 ; Mou et al.,
2002 ; Seneﬀ et al., 2003]. L'ajout de multimots au vocabulaire ayant l'inconvénient
d'augmenter le nombre d'événements possibles, des modèles N -classes sont souvent
envisagés. Les classes peuvent indiﬀéremment contenir des mots et des multimots [Ries
et al., 1996 ; Deligne et Sakisaga, 1998 ; Zitouni et al., 2003] ou bien n'être construites
que pour les multimots [Nasr et al., 1999 ; Gillett et Ward, 1998 ; Wang et al., 2000 ;
Mou et al., 2002 ; Seneﬀ et al., 2003].
L'intérêt principal des multimots par rapport aux mots est d'introduire des connais-
sances phonétiques précises sur la prononciation de séquences courantes, notamment au
niveau des liaisons entre les mots. Un autre avantage est qu'ils autorisent la prise en
compte de phénomènes entre mots distants, tels que les accords en genre et en nombre,
sans avoir à augmenter la taille de l'historique des ML [Béchet et al., 1999]. Ils per-
mettent aussi d'introduire des connaissances spéciﬁques à un domaine en indiquant des
expressions à reconnaître [Kuo et Reichl, 1999] ou encore des règles pour identiﬁer cer-
taines entités nommées [Mou et al., 2002]. Il semble d'ailleurs que l'intérêt des multimots
pour la RAP dépende directement du domaine étudié puisque si dans des applications
ciblées telles que le routage d'appels téléphoniques, les constructions stéréotypées telles
que  can you please get me  sont très naturellement modélisées, cela se révèle plus
délicat dans le cadre de la parole lue, où les constructions et le vocabulaire sont riches
et variés. Des expériences menées sur la transcription de la lecture d'un corpus aussi
général que celui du Monde montre toutefois une amélioration relative du WER de 14%
en recourant à des multimots, par rapport à un système limité à des ML bigrammes
et trigrammes classiques [Zitouni et al., 2003]. L'usage des multimots est en tout cas
moins systématique en RAP que dans le domaine de la traduction statistique où cer-
tains systèmes sont entièrement basés sur le repérage de ces groupes de mots [Koehn
et al., 2003].
2.2.3.3 Analyse syntaxique
Le principal avantage de l'analyse syntaxique est de prendre en compte les dépen-
dances syntaxiques entre les constituants d'un même groupe de soue, et ce, même si
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ces constituants se trouvent à des positions assez éloignées. Par exemple, pour calcu-
ler le score de la séquence de mots  les chats de la voisine du dessus sont noirs , la
construction d'un arbre d'analyse syntaxique semble appropriée pour établir la relation
entre  chats , qui est la tête du groupe nominal  les chats de la voisine du dessus ,
et le verbe  sont .
Les méthodes d'analyse syntaxique sont toutefois confrontées à une diﬃculté impor-
tante, à savoir la conception de grammaires suﬃsamment robustes. Il est déjà diﬃcile
d'élaborer pour l'écrit des analyseurs syntaxiques ayant une large couverture, même si
certaines grammaires lexicalisées parviennent à une précision11 et un rappel12 proches
de 90% pour analyser une partie du corpus duWall Street Journal [Charniak, 2000]. Les
diﬃcultés intrinsèques à l'oral (cf. section 2.1), notamment le manque de ponctuation,
la présence de disﬂuences et l'absence éventuelle de majuscules dans la transcription,
ajoutées aux erreurs de reconnaissance des systèmes de RAP, compliquent encore la
réalisation d'analyseurs. La campagne d'évaluation Easy, menée sur diﬀérents types de
documents en langue française, illustre ces diﬃcultés en montrant une importante dé-
gradation de l'analyse syntaxique dès lors que le texte à traiter contient de nombreuses
disﬂuences [Paroubek et al., 2006].
L'utilisation de l'analyse syntaxique par les systèmes de RAP a, pour ces raisons,
longtemps été conﬁnée à des applications homme-machine où les tournures de phrase et
le vocabulaire étaient très spéciﬁques [Seneﬀ, 1992]. Les méthodes d'analyse partielle,
qui ne nécessitent pas de construire un arbre syntaxique décrivant la structure détaillée
du groupe de soue entier, sont particulièrement adaptées pour concevoir des solutions
robustes. Un ML a ainsi été déﬁni en segmentant les suites de mots à analyser en consti-
tuants non récursifs, que l'on appelle chunks [Zechner et Waibel, 1998]. Une diﬃculté
supplémentaire à l'utilisation de méthodes d'analyse syntaxique est leur lenteur ; dans
le cas notamment de la construction d'arbre d'analyse syntaxique, plusieurs peuvent
être construits en parallèle pour trouver celui qui correspond le mieux au groupe de
soue courant et cela ralentit le décodage.
Malgré toutes ces diﬃcultés, plusieurs tentatives ont été faites. Les grammaires non
contextuelles, notamment leurs versions probabilistes, ont été le premier type d'analyse
envisagé dans les systèmes de RAP [Stolcke et Segal, 1994 ; Jurafsky et al., 1995 ;
Seneﬀ, 1992 ; Seneﬀ et al., 1995 ; Linares et al., 2004]. Le mode d'attribution des
probabilités pour ces grammaires est souvent jugé limité puisqu'il ne dépend que du
non-terminal de la partie gauche de chacune des règles et non des mots eux-mêmes ;
d'autres formes d'analyse sont souvent préférées. Les grammaires lexicalisées [Jurafsky
et Martin, 2008] étendent ainsi les grammaires non contextuelles en choisissant pour
chaque constituant détecté un mot jouant le rôle de tête. Le calcul des probabilités
est alors conditionné par la tête [Chelba et Jelinek, 2000] et parfois par d'autres non-
terminaux rencontrés auparavant dans l'analyse [Roark, 2001 ; Charniak, 2001]. Les
grammaires de liens [Laﬀerty et al., 1992 ; Berger et Printz, 1998] eﬀectuent quant à elles
11Déﬁnie par nb de constituants communs à gold et à testnb de constituants dans test , où gold et test sont les arbres d'analyse ob-
tenus respectivement manuellement et automatiquement.
12Déﬁni par nb de constituants communs à gold et à testnb de constituants dans gold .
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une analyse syntaxique en déterminant les liens entre les mots, tandis que les grammaires
de dépendance par contraintes [Harper et Helzerman, 1995 ; Wang et Harper, 2002]
expriment les dépendances existant au sein d'une phrase par des contraintes syntaxiques
et sémantiques. Si les règles de toutes ces grammaires sont généralement déterminées
a priori, l'évaluation des probabilités du ML se fait automatiquement soit à partir
de corpus annotés syntaxiquement tels que le Penn Treebank, soit à partir de corpus
analysés par des méthodes automatiques.
La manière dont sont prises en compte les techniques d'analyse syntaxique dépend de
la grammaire utilisée. Lorsque ce sont des versions non probabilistes qui sont employées,
une solution peut consister à examiner la proportion de mots du groupe de soue
couverts par l'analyse ; plus ce nombre sera grand, meilleure sera considérée l'hypothèse
[Zechner et Waibel, 1998]. Quand ce sont des grammaires probabilistes que l'on envisage,
les probabilités contextuelles du ML sont évaluées au moyen de :
P (wi|wi−11 ) =
P (wi1)
P (wi−11 )
. (2.4)
En ce qui concerne les grammaires non contextuelles probabilistes, il existe des algo-
rithmes rapides [Jelinek et Laﬀerty, 1991 ; Stolcke, 1995] permettant de calculer avec
exactitude les probabilités P (wi1) = P (S
∗→ w1w2 . . . wi . . .). Une autre technique, em-
ployée aussi bien par les grammaires non contextuelles que par les lexicalisées, repose
sur les probabilités associées aux arbres de dérivation [Linares et al., 2004 ; Roark,
2001 ; Charniak, 2001]. Si Dwi1 représente l'ensemble des dérivations associées à w
i
1, on
peut déterminer P (wi1) par :
P (wi1) =
∑
d∈D
wi1
P (d) (2.5)
où P (d) est obtenue en faisant le produit des probabilités de toutes les règles utilisées
dans la dérivation d. En pratique, l'ensemble Dwi1 peut être très grand, ce qui conduità conserver uniquement les dérivations les plus probables.
Les grammaires ont été principalement intégrées dans les systèmes de RAP pour des
applications ciblées ; les non contextuelles probabilistes ont ainsi permis de diminuer le
taux d'erreur dans les domaines de réservations pour le traﬁc aérien (de 34,6% à 29,6%
par rapport à un modèle bigrammes) [Jurafsky et al., 1995] et de la restauration (de
6,9% à 6,7% par rapport à un modèle quadrigrammes) [Seneﬀ et al., 1995]. Les progrès
récents de l'analyse syntaxique, obtenus en prenant en compte un contexte de plus en
plus précis lors de l'attribution des probabilités à chacune des règles, ont autorisé son
utilisation sur de la parole lue ; des grammaires lexicalisées ont ainsi conduit à une
baisse de perplexité par rapport aux modèles trigrammes sur un corpus du Wall Street
Journal [Chelba et Jelinek, 2000 ; Roark, 2001 ; Charniak, 2001]. Les modèles conçus
avec ces grammaires sont cependant trop coûteux en calculs pour être utilisés au sein de
systèmes de RAP dans des applications à grande échelle, même si l'un de ces modèles
a pu être intégré dans un ML en réordonnant des graphes de mots [Hall et Johnson,
2004]. L'intégration des grammaires de dépendance par contraintes semble quant à elle
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plus aisée puisqu'elle a permis d'obtenir des ML de complexité raisonnable, et ce, en
constatant une diminution du taux d'erreur pour transcrire des émissions d'actualité
(de 14,7% à 14,3% par rapport à un modèle trigrammes) [Wang et al., 2003a] mais
aussi des conversations téléphoniques (avec une baisse relative de 6,2% par rapport à
des ML 4-grammes et 4-classes interpolés) [Wang et al., 2004].
2.2.4 Sémantique
L'introduction de connaissances sémantiques vise à favoriser les hypothèses qui pos-
sèdent plusieurs mots proches au niveau de leur sens, en supposant que les groupes
de soue à reconnaître ont une certaine cohérence sémantique. On attribuera ainsi un
meilleur score à des hypothèses de décodage contenant les mots  action   obligation 
et  bourse  qu'à une hypothèse n'ayant pas de champ sémantique bien déﬁni.
Les relations sémantiques existant entre les mots sont établies soit à partir de res-
sources telles queWordNet [Fellbaum, 1998], soit automatiquement à partir de corpus
[Rossignol, 2005]. La désambiguïsation automatique du sens d'un mot selon son contexte
d'utilisation reste encore aujourd'hui un problème diﬃcile [Ide et Véronis, 1998] ; elle
l'est encore davantage dans le cas de documents transcrits automatiquement puisque le
contexte de chaque mot devient bruité par les erreurs de reconnaissance. Dans [Deme-
triou et al., 1997], le problème est par exemple contourné en fusionnant les descriptions
sémantiques de tous les sens associés à un mot ambigu.
Les connaissances sémantiques ont été globalement peu envisagées pour améliorer la
transcription. Une première possibilité pour introduire ce type d'informations repose sur
l'utilisation de connaissances a priori. Un dictionnaire, contenant les domaines d'emplois
et les déﬁnitions des sens de 36 000 lemmes en anglais, a ainsi permis d'établir des
associations sémantiques entre paires de mots et à sélectionner les hypothèses qui sont
les plus homogènes du point de vue sémantique [Demetriou et al., 1997]. Des expériences
ont montré que le modèle ainsi construit était informatif lorsque le groupe de soue à
analyser était long mais il n'a pas été comparé à des ML N -grammes.
Une autre technique étudiée pour introduire des connaissances sémantiques est
l'analyse sémantique latente [Bellegarda, 1998]. Le principe de cette méthode, utilisée
en recherche d'information, repose sur le calcul d'une matrice de cooccurrences mot-
document à partir d'une collection de documents. Cette matrice contient les fréquences
avec lesquelles chaque mot wi apparaît dans un document dj , i.e., en quelque sorte
le lien sémantique que wi entretient avec dj . En projetant la matrice dans un espace
de dimension plus faible, l'analyse sémantique latente permet de mettre au jour des
aﬃnités entre les mots, ce qui permet de déﬁnir sur ce principe un nouveau type de
ML en déterminant la probabilité conditionnelle P (wi|wi−11 ) à partir de la proximité
 sémantique  existant entre wi et wi−11 . Une propriété importante de cette technique
est qu'elle permet en outre de limiter les problèmes d'éparsité de données en recourant à
des techniques de réduction de la dimension. L'analyse sémantique latente est une tech-
nique intéressante puisque ce type de ML a permis une baisse relative du taux d'erreur
de 16% par rapport à des ML trigrammes pour transcrire de la parole lue en anglais
[Bellegarda, 2000].
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2.2.5 Pragmatique
Un système de RAP doit faire face à la grande variabilité du langage (cf. sec-
tion 1.4.1). Selon le locuteur, les sujets abordés, ou encore le cadre de la discussion, on
pourra ainsi observer des changements importants du point de vue du vocabulaire, du
niveau de langue utilisé, des tournures employées. . . L'introduction de la pragmatique
dans la RAP recouvre un ensemble de techniques qui visent à adapter le système de
transcription à ces diﬀérences. Deux catégories de méthodes peuvent être distinguées.
Si l'on restreint l'adaptation à la modiﬁcation du système de transcription en fonction
du sujet traité, un nouveau ML peut être formé à partir de modèles correspondant
chacun à un thème particulier ; une autre possibilité consiste à recourir à un corpus qui
se rapporte davantage au signal sonore à traiter que le corpus général.
2.2.5.1 Modèles thématiques
Dans cette approche, des modèles dits thématiques sont établis pour un ensemble ﬁxé
de thèmes. Pour décoder un document sonore, les sujets abordés sont dans un premier
temps identiﬁés soit à partir du graphe de mots produit lors d'une passe précédente,
soit à partir des mots transcrits avant le mot courant. Dans un second temps, le ou les
ML thématiques correspondant aux thèmes détectés sont utilisés, en espérant obtenir
une baisse du WER par rapport à un ML général.
La construction des modèles thématiques est réalisée à partir d'un ensemble de
documents correspondant chacun à un sous-langage ou à un thème. L'attribution de
chaque texte du corpus à une catégorie peut être faite à partir d'une annotation ma-
nuelle [Kneser et Steinbiss, 1993 ; Brun, 2003] ou bien en regroupant par des méthodes
automatiques les documents similaires [Iyer et Ostendorf, 1999 ; Clarkson et Robinson,
1997 ; Florian et Yarowsky, 1999]. Le nombre d'ensembles distingués dans le corpus
d'apprentissage est très variable. Il peut par exemple être inférieur à 10 si les thèmes
détectés sont généraux, comme l'économie, l'histoire ou la politique [Brun, 2003 ; Bigi
et al., 2000] ou être de plus de 5 000, permettant ainsi une distinction plus ﬁne du sujet
abordé [Seymore et Rosenfeld, 1997].
La détection de thème est quant à elle beaucoup plus délicate car elle doit être
réalisée à partir de transcriptions automatiques. Les erreurs de substitution (cf. sec-
tion 1.3.2) sont particulièrement problématiques puisqu'elles peuvent remplacer une
information utile sur le thème traité par une autre qui est inexacte [Carlson, 1996]. Une
autre diﬃculté liée à la détection est le manque de diversité lexicale des transcriptions.
Le vocabulaire d'un système de RAP est en eﬀet de taille ﬁnie et est établi en ne rete-
nant que les mots les plus fréquents, qui ne sont pas tous très utiles à la caractérisation
des thèmes [Brun, 2003]. La reconnaissance du sujet abordé par le document à transcrire
peut se faire à diﬀérents niveaux. Elle est souvent réalisée à partir du document entier
pour limiter l'inﬂuence des erreurs sur les mots reconnus ; elle peut aussi être eﬀectuée
au niveau de chaque groupe de soue [Khudanpur et Wu, 1999 ; Lane et al., 2005] ou
d'un ensemble consécutif de groupes de soues [Chen et al., 2001].
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Il existe plusieurs façons d'employer les modèles thématiques au sein d'un système de
RAP [Bellegarda, 2004]. Le ML correspondant au thème détecté à partir d'une première
hypothèse de transcription peut être ainsi directement utilisé dans la seconde passe du
système de RAP [Lane et al., 2005]. Le plus souvent cependant, il est connecté avec un
ML général à l'aide d'une interpolation linéaire [Brun, 2003 ; Iyer et Ostendorf, 1999 ;
Seymore et Rosenfeld, 1997] ou d'un modèle exponentiel [Khudanpur et Wu, 1999] (cf.
section 2.3.2). Des méthodes propres à l'adaptation ont également été conçues pour
combiner plusieurs modèles, chacun étant spéciﬁque à un thème. Si tk est un thème
présent dans le corpus d'apprentissage, les ML dits à modèles de mélange calculent les
probabilités de la manière suivante :
P (wi|wi−11 ) =
∑
k
λk(wi−11 )P (wi|wi−11 , tk) (2.6)
où les paramètres λk sont optimisés de façon à minimiser la perplexité du texte déjà
reconnu [Kneser et Steinbiss, 1993 ; Martin et al., 1997 ; Clarkson et Robinson, 1997].
L'intérêt de ce type de modèle est de pouvoir associer plusieurs thèmes au document
à transcrire. Une autre solution consiste à exprimer la contribution du thème plus
directement :
P (wi|wi−11 ) =
∑
k
P (wk|tk)P (wi|wi−11 , tk) (2.7)
où P (wk|tk) représente la probabilité qu'un mot wk apparaisse dans un document trai-
tant du thème tk [Gildea et Hofmann, 1999 ; Florian et Yarowsky, 1999].
D'une manière générale, les modèles thématiques ont permis une réduction signiﬁca-
tive de la perplexité, mais cette réduction s'est traduite par une baisse limitée du taux
d'erreur de transcription. Une propriété intéressante est qu'ils semblent apporter des in-
formations complémentaires à celles fournies par une analyse syntaxique. En combinant
ces deux sources d'information, il a été ainsi constaté que les gains de chaque source
sont presque additifs en ce qui concerne la baisse du taux d'erreur [Wu et Khudanpur,
1999].
2.2.5.2 Corpus d'adaptation
Un autre procédé d'adaptation des ML consiste à modiﬁer le calcul des probabilités
en fonction d'un nouveau corpus qui est plus proche du document à transcrire que
ne l'est celui qui est utilisé pour l'apprentissage du ML initial. Dans certains cas, ce
corpus spéciﬁque peut déjà être disponible mais pas en quantités suﬃsantes toutefois
pour construire un ML complet ayant une bonne couverture du langage. Ainsi, aﬁn de
transcrire des débats télévisés, un ML général peut être conçu à partir d'un corpus de
grande taille constitué d'émissions d'information puis adapté à partir d'un plus petit
corpus constitué en majorité d'interviews [Wang et Stolcke, 2007]. Une autre possibilité
de constituer un corpus spéciﬁque est d'extraire uniquement une partie d'un corpus très
général, tel celui du journal Le Monde [Bigi et al., 2004] ou celui du Wall Street Journal
[Mahajan et al., 1999 ; Klakow, 2000], en ne conservant que les textes qui se rapportent
aux documents à transcrire. D'autres travaux obtiennent des données supplémentaires
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aux corpus disponibles en recourant au Web [Berger et Miller, 1998 ; Kemp et Waibel,
1998 ; Nisimura et al., 2001 ; Bulyko et al., 2003 ; Allauzen, 2003 ; Suzuki et al., 2006], ou
bien en employant même des transcriptions automatiques produites sur des documents
pertinents mais pour lesquels aucune annotation manuelle n'a été réalisée [Gretter et
Riccardi, 2001 ; Bacchiani et Roark, 2003].
La modiﬁcation du système de RAP en fonction d'un corpus d'adaptation peut in-
tervenir à deux niveaux : en remaniant le vocabulaire ou en modiﬁant le calcul des
probabilités des séquences de mots du ML. L'adaptation du vocabulaire est particuliè-
rement pertinente pour transcrire des émissions d'actualité puisque la collecte régulière
d'informations sur des sites de dépêches d'agences de presse ou de quotidiens nationaux
permet de réduire le taux de mots hors vocabulaire [Kemp et Waibel, 1998 ; Allauzen
et Gauvain, 2003]. La conception d'un système de RAP à vocabulaire ouvert a ainsi
permis une diminution du WER de 25,5% à 24,9% pour la transcription d'émissions
d'actualité en français [Allauzen et Gauvain, 2005].
Le calcul des probabilités peut quant à lui être modiﬁé en fonction du corpus d'adap-
tation selon plusieurs procédés [Bellegarda, 2004]. Une première possibilité consiste à
interpoler linéairement un ML appris sur un ensemble de données spéciﬁques au docu-
ment traité, avec celui construit sur un corpus général. Les coeﬃcients d'interpolation
peuvent alors être déterminés en cherchant à minimiser la perplexité sur le corpus
d'adaptation. D'autres techniques consistent à spécialiser un ML général sur le corpus
d'adaptation en utilisant un critère de maximum a posteriori (MAP) [Federico, 1996 ;
Berger et Miller, 1998 ; Chen et al., 2004a] ou un critère de minimum d'information dis-
criminante (MDI pour Minimum Discrimination Information) [Federico, 1999 ; Chen
et al., 2004a]. L'utilisation de corpus d'adaptation permet une réduction non négligeable
du taux d'erreur de la transcription. Il a ainsi été constaté une baisse de 17,1% à 16,3%
dans la transcription d'émissions d'actualité en anglais. Parmi les techniques précédem-
ment citées, les adaptations au moyen de mélanges dynamiques de modèles et du critère
MDI semblent être les plus performantes [Chen et al., 2004a].
À ces méthodes, il convient d'ajouter celles de l'adaptation non supervisée qui
consiste à construire un ML à partir d'un corpus sur lequel il n'est pas fait d'hypothèse
sur les thèmes qu'il traite. Une méthode actuellement souvent employée est l'allocation
de Dirichlet latente [Blei et al., 2003]. Ce modèle, basé sur une représentation sous
la forme d'un  sac de mots  des textes étudiés, suppose que chaque document traite
plusieurs thèmes et que chaque mot est associé à un des thèmes. Ces thèmes, dont le
nombre est ﬁxé expérimentalement, sont des variables latentes de la loi mélange asso-
ciée à chaque document et sont déterminées lors de l'apprentissage du modèle suivant
un indice statistique plutôt que sur des critères linguistiques précis. L'intérêt de ces
méthodes d'adaptation non supervisée est de spéciﬁer les distributions de probabilité
d'un document de manière plus ﬁne qu'en considérant uniformément le corpus entier.
En eﬀet, aﬁn de prédire une nouvelle succession de mots, ces techniques choisissent des
thèmes qui correspondent aux extraits du corpus d'apprentissage les plus en rapport
avec le document étudié.
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Les diﬀérentes catégories de connaissances linguistiques que nous avons passées en
revue emploient des techniques très diﬀérentes, certaines d'entre elles s'intégrant plus
ou moins facilement dans un système de RAP. La section suivante décrit quelles sont
les adaptations possibles du processus de transcription pour prendre en compte ces
nouvelles informations.
2.3 À quel niveau du processus de transcription ?
L'introduction de nouvelles connaissances linguistiques intervient essentiellement au
niveau du ML. Parfois, celui-ci est constitué de plusieurs modules ; l'un peut par exemple
correspondre à un modèle bigrammes et éliminer avec peu de calculs de nombreuses hy-
pothèses incorrectes, tandis qu'un autre plus complexe apporte des informations supplé-
mentaires sur la syntaxe et la sémantique pour essayer de supprimer les erreurs restantes
[Schwartz et Austin, 1990]. La taille de l'espace des hypothèses de transcription ten-
dant à diminuer au fur et à mesure que l'on progresse dans le décodage, chacun de ces
modules intervient plus ou moins tôt selon la complexité des calculs demandés. Ceci
se manifeste par divers types possibles d'interface entre le MA et le ML. Cette section
présente dans un premier temps les modes de couplage MA-ML qui ont été envisagés
pour intégrer de nouvelles connaissances linguistiques, notamment les informations syn-
taxiques qui ont été les plus étudiées. Nous décrivons ensuite les diﬀérentes manières
de combiner de nouvelles informations avec un modèle N -grammes au sein du ML.
2.3.1 Intégration du modèle acoustique et du modèle de langage
L'intégration du MA et du ML au sein du système de RAP inﬂue principalement
sur la complexité des techniques qui peuvent être prises en compte dans le ML. Trois
types d'interface entre le MA et le ML peuvent être distinguées : le couplage étroit, le
couplage lâche et le couplage modéré [Harper et al., 1994].
Un système à couplage étroit considère le MA et le ML comme étant interdépen-
dants et non séparables. Un exemple consiste à représenter le langage d'une application
restreinte de dialogue homme-machine par une grammaire à états ﬁnis et à incorporer
directement cette connaissance dans le MMC du MA. Dans un exemple plus réaliste,
un analyseur syntaxique peut être employé pour rechercher les ﬁns possibles de chaque
terminal d'une grammaire à partir des vecteurs acoustiques [Ney, 1991]. Ces types de
systèmes présentent l'avantage d'utiliser au plus tôt les connaissances linguistiques, es-
sentiellement celles relevant de la syntaxe, mais sont peu utilisés dans la mesure où
avoir un seul modèle intégrant le MA et le ML conduit à des solutions algorithmiques
de complexité trop importante dans des applications réelles. À cause de l'imbrication
du MA et du ML, ils sont en outre diﬃciles à faire évoluer.
Un système à couplage lâche consiste à utiliser le ML pour ﬁltrer ou réordonner
les hypothèses fournies par le MA ; de nouvelles connaissances sont alors introduites en
post-traitement. Dans le cas où plusieurs informations linguistiques sont utilisées, ce
type de couplage permet également d'employer successivement plusieurs modèles lin-
guistiques en faisant en sorte que chacun réordonne la représentation trouvée par le
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modèle précédent. Quatre possibilités sont généralement envisagées pour faire l'inter-
face entre les diﬀérents modèles : un graphe de mots [Chow et Roukos, 1989 ; Su et al.,
1992 ; Harper et al., 1999], une liste des N meilleures hypothèses [Chow et Schwartz,
1989], un réseau de confusion [Mangu et al., 2000], ou bien encore un graphe d'homo-
phones [Gauvain et al., 2005 ; Béchet et al., 1999]. Si le couplage lâche ne permet pas
d'utiliser au plus tôt de nouvelles connaissances pour guider le décodage, il présente
l'intérêt de pouvoir employer des méthodes de plus en plus sophistiquées sur un nombre
d'hypothèses de plus en plus réduit pour ne pas avoir une trop grande complexité algo-
rithmique. Il oﬀre de plus une grande liberté pour la conception de nouveaux modèles,
ce qui permet d'introduire n'importe quel type d'informations linguistiques.
Un système à couplage modéré a un comportement intermédiaire entre les deux
précédents puisqu'il utilise le ML pour guider le MA, sans y être intégré. Deux ap-
proches sont généralement envisagées pour ce type d'interface : descendante et ascen-
dante [Hauenstein et Weber, 1994]. Dans l'approche descendante, le ML est invoqué à
des points de décision où il prédit des hypothèses. Le MA est ensuite chargé de sélec-
tionner la meilleure hypothèse. Un analyseur syntaxique peut par exemple être utilisé
pour prédire des phones qui sont ensuite vériﬁés par un MMC de phones [Kita et al.,
1989]. Les phones qui constituent un mot sont alors spéciﬁés par des règles de gram-
maire. Dans l'approche ascendante, les scores acoustiques sont calculés en premier et le
ML est appliqué pour vériﬁer les hypothèses, en réduisant éventuellement le nombre de
candidats acoustiques. Cette organisation est très proche de celle des systèmes à cou-
plage lâche mais il est fait appel au ML à chaque point de décision et non pas à la ﬁn de
l'analyse du groupe de soue. Un décodeur tel que nous l'avons décrit à la section 1.1.5
adopte cette approche puisque le ML est utilisé à la ﬁn de chaque hypothèse de mot
proposée pour connaître les probabilités conditionnelles sur les mots. Le couplage mo-
déré avec une approche ascendante est actuellement la méthode plus employée pour
faire l'interface du MA et du ML dans les systèmes de RAP car elle permet de faire
intervenir les informations sur les successions de mots au plus tôt, sans avoir à intégrer
directement le ML au MA. Son utilisation impose cependant des contraintes fortes qui
sont la rapidité de calcul et la nécessité d'avoir un processus gauche-droit pour le ML,
ce que respectent bien les modèles N -grammes. L'usage de l'approche descendante est
quant à lui limité dans la mesure où les indices acoustiques semblent pouvoir être plus
informatifs que les ML pour éliminer rapidement les hypothèses improbables.
Plusieurs types de couplage peuvent être employés au sein d'un même système de
RAP. La plupart des systèmes actuels se trouvent ainsi être multipasses, ce qui permet
de recourir au ﬁl des étapes à des MA et des ML de plus en plus informatifs. Un graphe
de mots de plus en plus réduit est alors produit à la ﬁn de chaque passe et présenté
à la suivante. Le couplage MA-ML au sein d'une passe peut par exemple être modéré,
tandis que l'interface entre passes peut être qualiﬁé de lâche.
Après avoir vu dans cette section comment il est possible d'agencer diﬀérents mo-
dules, nous décrivons dans la suivante comment intégrer de nouvelles informations dans
un ML.
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2.3.2 Connaissances linguistiques au sein du modèle de langage
Il est possible d'avoir un seul module intégrant plusieurs connaissances linguistiques.
Le ML est alors généralement constitué d'un modèle N -grammes, auquel on adjoint des
informations supplémentaires selon diﬀérents schémas.
Une première solution consiste à construire un nouveau ML plus linguistique que
l'on utilise en remplacement d'un modèle N -grammes. Ceci est notamment réalisé dans
des systèmes de RAP à langage restreint où une grammaire non contextuelle peut être
jugée suﬃsamment informative pour que l'on n'utilise pas de ML N -grammes [Seneﬀ,
1992]. Parfois, le modèle linguistique inclut aussi déjà des connaissances lexicales sur
les probabilités de séquences de mots [Heeman, 1999 ; Wang et Harper, 2002].
Une deuxième possibilité est de continuer à employer un ML N -grammes mais en
modiﬁant ses probabilités à l'aide d'informations plus précises sur un domaine. Ces
connaissances peuvent être obtenues à l'aide d'un corpus d'adaptation [Chen et al.,
2003] ou bien d'une grammaire non contextuelle probabiliste [Stolcke et Segal, 1994 ;
Jurafsky et al., 1995].
Une dernière solution consiste à combiner plusieurs modèles, apportant chacun des
connaissances, pour constituer un seul ML. Cette combinaison peut se faire au moyen
de l'interpolation linéaire ou du repli, dont les principes ont déjà été exposés (cf. sec-
tion 1.2.1). Dans le cas de l'interpolation linéaire, technique la plus utilisée du fait
de sa simplicité, la combinaison de M modèles diﬀérents associés aux distributions de
probabilité Pk avec k = 1 . . .M s'eﬀectue de la manière suivante :
P (wi|wi−11 ) =
M∑
k=1
λkPk(wi|wi−11 ) (2.8)
où
∑M
k=1 = 1. En ce qui concerne le repli, le calcul pour combiner M modèles, avec M
ﬁxé ici à 2 pour simpliﬁer l'équation, s'écrit [Niesler et Woodland, 1996a] :
P (wi|wi−11 ) =
{
P1(wi|wi−11 ) si wi ∈ Φ1(wi−11 )
α(wi−11 )× P2(wi|wi−11 ) sinon
(2.9)
où Φ1(wi−11 ) représente l'ensemble des mots dans le contexte wi−11 pour lequel le 1er
modèle est à utiliser en priorité, et α est un coeﬃcient de normalisation. L'intérêt de
cette méthode est d'utiliser d'abord les modèles les plus perfectionnés quand on dispose
de suﬃsamment d'informations dans le contexte courant. Une autre possibilité pour
combiner des modèles est d'utiliser des modèles exponentiels, appelés encore à entropie
maximale [Rosenfeld, 1996 ; Goodman, 2001]. La plupart des ML sont déterminés en
recherchant la distribution de probabilité P qui maximise la probabilité d'observation
d'un corpus représentatif du langage à modéliser. Les modèles exponentiels quant à eux
se basent sur un critère de maximisation de l'entropie, en recherchant parmi toutes les
distributions P celle qui vériﬁe :
Pˆ = argmax
P∈P
H(P ) (2.10)
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où H est la fonction d'entropie. De manière à modéliser les dépendances entre l'histo-
rique wi−11 et le mot à prédire wi, l'ensemble P est réduit par des fonctions de contraintes
fk retournant typiquement 0 ou 1. Celles-ci permettent de représenter des modèles N -
grammes ou d'autres types de ML ; dans le cas d'une fonction pour le trigrammes
wawbwc, on aura ainsi :
fwawbwc(w
i
1) =
{
1 si wi−2 = wa, wi−1 = wb et wi = wc
0 sinon (2.11)
Les modèles satisfaisant le critère du maximum entropie sont dit exponentiels car il peut
être montré que leur calculs de probabilités peut être mis sous la forme (cf. le tutoriel
dans [Ratnaparkhi, 1997]) :
P (wi|wi−11 ) =
exp(
∑
k λkfk(w
i
1))
Z(wi−11 )
(2.12)
où Z est une fonction de normalisation et les λk des coeﬃcients obtenus par un algo-
rithme d'apprentissage. Grâce aux fonctions de contraintes, les modèles exponentiels
permettent d'intégrer plusieurs sources d'information de manière élégante, comme des
connaissances syntaxiques ou thématiques [Wu et Khudanpur, 1999]. Leur temps d'ap-
prentissage est cependant extrêmement long et ils se révèlent assez lents lors de leur
utilisation. En outre, hormis avec les modèles à amorces, il semble qu'ils n'aient pas
encore permis de réduire la perplexité de manière signiﬁcative [Goodman, 2001].
2.4 Bilan
Ce chapitre a proposé une synthèse des travaux menés pour introduire des connais-
sances linguistiques dans le but d'améliorer la transcription. Les deux domaines les plus
étudiés sont la syntaxe et l'adaptation des ML. Certaines techniques ont permis une
baisse signiﬁcative du WER ; on peut ainsi citer les ML factorisés pour le cas particulier
des langues morphologiquement riches, les analyseurs syntaxiques dans des domaines
limités ou sur de la parole lue, l'analyse sémantique latente ou l'utilisation de corpus
d'adaptation. Toutefois, malgré des progrès récents, peu de connaissances linguistiques
sont encore prises en compte dans les systèmes de RAP. Parmi les raisons qui expliquent
cet état de fait, le recours à de nouvelles informations améliore souvent assez peu la qua-
lité de la transcription par rapport aux ML N -grammes, tout en requérant davantage
de calculs. En outre, les particularités des transcriptions produites automatiquement,
notamment la ﬂexibilité de la langue parlée, la segmentation en groupes de soue ou
encore les erreurs de reconnaissance, viennent compliquer la conception de méthodes
automatiques d'acquisition des connaissances linguistiques. De plus, les techniques em-
ployées ont souvent les défauts d'augmenter considérablement le temps de décodage du
signal acoustique et de ne pas toujours bien s'intégrer dans le cadre statistique des dé-
codeurs de la parole actuels, ce qui fait qu'elles sont utilisées principalement au niveau
de la dernière passe du processus de transcription.
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Les ML N -grammes, malgré leur indéniable eﬃcacité, restent des modèles assez
frustres quant aux connaissances manipulées et des informations linguistiques semblent
pertinentes pour rectiﬁer certaines erreurs de transcription. Dans nos travaux, nous
avons choisi de nous focaliser sur les informations morpho-syntaxiques et sur l'adapta-
tion thématique. Les raisons de ce choix sont dues aux types d'erreur de transcription
que nous avons repérées de la part de notre système de RAP utilisant un ML 4-grammes
(cf. section 3.2). Nous avons tout d'abord constaté un nombre signiﬁcatif d'erreurs d'ac-
cord, y compris pour des mots consécutifs. Les POS, en introduisant explicitement des
informations sur le genre et le nombre, sont adaptées pour corriger des problèmes de ce
type. Même si elles ne sont pas à même de détecter aussi ﬁnement les relations entre
mots distants, elles peuvent être obtenues avec des méthodes plus robustes aux pertur-
bations de la langue orale. Nous nous intéressons au chapitre 4 à la manière dont une
transcription peut être étiquetée par les POS, ce qui a été peu étudié jusqu'à présent.
Nous présentons ensuite au chapitre 5 un nouveau mode de calcul des probabilités in-
tégrant les informations linguistiques extraites. Le second type de connaissances que
nous étudions concerne les thèmes traités par un document. Certaines formules sont
spéciﬁques au sujet abordé ; la suite de mots  le soleil contesté cet après-midi  peut
ainsi diﬃcilement apparaître dans d'autres contextes que celui de la météo. Le ML que
nous employons, construit sur un large corpus très général, gagnerait probablement à
être adapté sur des données plus spécialisées. Les chapitres 6, 7 et 8 présentent notre
travail exploratoire pour adapter thématiquement le système de transcription. Avant de
décrire plus précisément nos travaux, nous exposons dans le chapitre qui suit le cadre
expérimental des diﬀérents tests menés au cours de notre thèse.

Chapitre 3
Cadre expérimental
A vant de présenter en détail nos contributions, nous exposons le dispositif em-ployé au cours de nos diverses expérimentations. Par souci de clarté et de ma-nière à ne pas disperser les informations que nous pourrions donner à ce sujet,
nous avons en eﬀet préféré consacrer un court chapitre à la description des éléments
participant aux travaux développés dans la suite de ce mémoire. Nous y présentons tout
d'abord le type des documents étudiés, avant de donner les principales caractéristiques
du système de RAP que nous utilisons.
3.1 Le corpus Ester
Le corpus employé au cours de nos expérimentations est le corpus Ester. Il a été
constitué dans le cadre d'une campagne d'évaluation dédiée à la transcription enrichie
et à l'indexation de journaux radiophoniques de langue française [Gravier et al., 2004],
et comporte des émissions d'information diﬀusées par diﬀérentes chaînes de radio entre
1998 et 2004. Il correspond essentiellement à de la parole préparée dans la mesure où
les principaux intervenants sont des journalistes présentant des titres, des brèves ou des
reportages. On trouve toutefois de courts passages de parole spontanée où des personnes
sont interrogées pour intervenir sur des points de l'actualité. Certaines émissions peuvent
aussi comporter des interviews d'une dizaine de minutes accordées à des personnalités.
Sur l'ensemble du corpus Ester, 100 heures sont transcrites manuellement et
accompagnées d'annotations sur la présence de musique, de bruits ou encore d'évé-
nements comme les chevauchements de la parole prononcée par plusieurs locuteurs
(Fig. 3.1). Chaque émission d'information est généralement subdivisée en entités jour-
nalistiques telles que  les titres ,  le journal ,  la météo ,  le point sur le traﬁc
routier . . . Toutefois, cette segmentation est très hétérogène puisque certaines émis-
sions sont peu subdivisées, tandis que d'autres contiennent un découpage très précis
en associant ainsi une entité à chaque point abordé dans le journal comme  politique
internationale - Irak : recherche des objets d'art . Les émissions sont de surcroît seg-
mentées manuellement en groupes de soue, en précisant à chaque fois l'identité du
locuteur. Ce mode de découpage est normalement eﬀectué en fonction de la durée des
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 Le gouvernement américain va présenter, [i] euh, au conseil de sécurité de l' !ONU,
[i] un projet d(e) résolution, [mic] un texte qui permettrait, [i] la levée d(e) l'embargo
Noëlle ^^Véli. 
où  [i ]  marque une inspiration,  !ONU  représente un acronyme,  d(e)  indique
une absence de prononciation du  e ,  [mic]  témoigne de la présence d'un bruit
de micro et  ^^Véli  précise que le mot est inconnu par le transcripteur.
Fig. 3.1: Extrait du corpus Ester transcrit selon les conventions de Transcriber
source apprentissage développement
France Inter 19h40 8h 2h
France Info - 8h 2h
RFI1 11h 8h 2h
RTM2 - 18h 2h
total 30h40 42h 8h
période 1998-2000 2003 2003
Tab. 3.1: Répartition du corpus Ester utilisé
pauses silencieuses. Néanmoins, il semble que certains annotateurs aient également pris
en considération des informations d'ordre syntaxique en assimilant par exemple une
proposition relative à un groupe de soue ; cette décision conduit à des unités près
de deux fois plus courtes qu'habituellement, peu de groupes de soue dépassant une
taille de dix mots. Conjointement à cette segmentation acoustique, une annotation plus
linguistique est proposée en découpant le ﬂux de parole en phrases et en indiquant des
signes de ponctuation.
Parmi ces 100 heures d'émissions, seules celles étiquetées dans le corpus comme
relevant de l'apprentissage et du développement (Tab. 3.1) ont été utilisées dans nos
travaux, ce qui représente au total 1M de mots. La fraction du corpus Ester destinée
à l'apprentissage a permis de construire le MA et le ML du système de RAP employé ;
celle dédiée au développement a quant à elle été divisée en deux parts d'une durée de 4
heures chacune. L'une permet de régler des paramètres, notamment la pondération du
ML par rapport au MA et la pénalité d'insertion de mot (cf. section 1.1.5), tandis que
l'autre sert pour les tests du système de RAP (Tab. 3.2).
1Radio France internationale.
2Radio télévision marocaine.
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développement test
France Inter - 18/04/03 - 7h-8h France Inter - 18/04/03 - 8h-9h
France Info - 18/04/03 - 12h-13h France Info - 18/04/03 - 17h-18h
RFI - 08/05/03 - 14h-15h RFI - 09/05/03 - 14h-15h
RTM - 17/07/03 - 7h-7h15 RTM - 17/07/03 - 13h-13h20
RTM - 17/07/03 - 23h-23h15 RTM - 17/07/03 - 20h-20h20
RTM - 19/07/03 - 7h-7h15 RTM - 19/07/03 - 13h-13h20
RTM - 19/07/03 - 20h-20h15 RTM - 19/07/03 - 23h-23h10
45 565 mots 47 230 mots
Tab. 3.2: Détail des émissions utilisées comme corpus de développement et de test
3.2 Le système Irene
Le système de transcription utilisé au cours de nos expérimentations a été initia-
lement développé par l'Irisa et l'ENST pour la campagne Ester. Son vocabulaire
contient 64 000 mots ; de manière à lui assurer une bonne couverture lexicale, la casse
est ignorée et les mots composés3 se limitent aux plus courants comme  états-unis .
Suivant les principes exposés à la section 1.1, le fonctionnement du système de RAP
se décompose en plusieurs étapes (Fig. 3.2). Le signal sonore à analyser est tout d'abord
segmenté automatiquement de façon à détecter les zones contenant de la parole. Une
subdivision supplémentaire en tours de parole est réalisée au moyen d'un système de
reconnaissance du locuteur. Le ﬂux audio est ﬁnalement partitionné en groupes de soue
en détectant automatiquement les pauses silencieuses selon la variation de l'énergie. Aﬁn
d'éviter des diﬃcultés liées à des erreurs de segmentation, le partitionnement en groupes
de soue que nous avons utilisé est celui réalisé manuellement lors de l'annotation du
corpus Ester. Ce mode de découpage n'introduit toutefois pas un biais important
quant à la qualité des résultats produits puisqu'il demeure basé essentiellement sur des
informations acoustiques et est beaucoup plus proche d'une segmentation automatique
en groupes de soue que d'une segmentation linguistique s'appuyant sur les signes de
ponctuations annotés.
Chaque groupe de soue est analysé séparément par un système à trois passes. Une
première passe, utilisant un MA assez simple non contextuel4 et un ML trigrammes de
mots, vise à produire des graphes de mots de taille conséquente. Ces graphes sont ensuite
réévalués dans une seconde passe par un MA plus complexe dépendant du contexte5 et
un ML quadigrammes de mots. Une dernière passe, basée sur la transcription obtenue
à l'issue de l'étape précédente et la partition en locuteurs, utilise des MA adaptés selon
chaque locuteur suivant la méthode MLLR (Maximum Likelihood Linear Regression).
Cette technique vise à transformer linéairement les gaussiennes du MA en les adaptant à
3Mots contenant des  -  ou  ' .
4Modélisant des phones de manière isolée.
5Modélisant des triphones.
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Fig. 3.2: Constituants du système Irene
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de petit volumes de données propres à chaque locuteur [Leggetter et Woodland, 1995]. Le
ML utilisé dans la dernière passe est le même que celui utilisé dans la précédente. Ce ML
quadrigrammes, de même que le ML trigrammes de la première passe, sont estimés en
interpolant les probabilités calculées sur 350M de mots du journal Le Monde avec celles
déterminées sur les 1M de mots de l'extrait du corpus Ester destiné à l'apprentissage
(Tab. 3.1).
Ce sont les graphes de mots produits par la troisième passe que nous utilisons au
cours de nos expérimentations. Ces graphes permettent notamment de produire les
listes des N meilleures hypothèses en extrayant les chemins qui obtiennent les meilleurs
scores (cf. équation (1.11) page 16) et en ne retenant que des hypothèses qui diﬀèrent
d'au moins un mot. Nous avons recouru à deux valeurs diﬀérentes de N au cours de nos
expériences. Les listes correspondant à N = 100 ont été obtenues en limitant les graphes
de mots produits à la première passe aux 1000 meilleurs chemins ; celles correspondant
à N = 1000 ont été construites sans restriction sur la taille de ces graphes.
Le système de RAP employé étant décrit, nous présentons dans la partie suivante de
ce mémoire nos travaux sur l'utilisation des POS en RAP, en débutant par un chapitre
consacré plus particulièrement à l'étiquetage de transcriptions.

Deuxième partie
Informations morpho-syntaxiques et
reconnaissance de la parole
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Chapitre 4
Étiquetage morpho-syntaxique
de l'oral
L es étiquettes POS présentent deux intérêts pour la RAP. Elles constituent d'unepart une information a priori intéressante pour corriger des erreurs de transcrip-tion puisque par rapport aux ML opérant uniquement sur des mots, elles ap-
portent des connaissances explicites sur les catégories grammaticales présentes dans un
groupe de soue, ce qui permet d'introduire des contraintes simples sur la syntaxe. De
plus, si elles sont accompagnées d'informations sur le genre et le nombre, elles peuvent
jouer un rôle important dans la prise en compte des accords. D'autre part, trouver les
étiquettes POS associées à chaque mot d'une transcription est une étape nécessaire à
de nombreux traitements. La construction d'un index à partir de documents sonores 
pour ne citer qu'un exemple  peut ainsi être réalisée en ne conservant que les noms
communs.
Les premiers pas de l'utilisation des POS en reconnaissance de la parole (cf. sec-
tion 2.2.3.1) remontent aux années 80 et au début des années 90 [Jelinek, 1990 ; Maltese
et Mancini, 1992] ; cette prise en compte est alors intervenue au moyen des modèles N -
classes. Cette méthode, consistant à réaliser une interpolation linéaire avec des ML
N -grammes de mots, n'apporte généralement pas de gain au niveau de la perplexité
et du WER [Weintraub et al., 1996], ce qui fait que l'on privilégie plutôt des classes
basées sur des critères statistiques [Niesler et al., 1998]. Heeman [1999] propose un nou-
veau mode d'intégration des POS en utilisant un ML trigrammes de paires mots/POS
plutôt que de mots et en redéﬁnissant le problème de la RAP comme une recherche
de la meilleure séquence conjointe de mots et de POS. Cette technique conduit à une
baisse signiﬁcative du WER mais augmente fortement le nombre d'entrées du ML, ce
qui requiert de très nombreuses données d'apprentissage et repose lourdement sur des
techniques de lissage. Les travaux s'intéressant spéciﬁquement aux caractéristiques sur
le genre et le nombre restent en revanche peu nombreux. Lavecchia et al. [2006] pré-
sentent toutefois un modèle à base de cache utilisant cette connaissance en observant
sur le français une amélioration de la qualité de la transcription.
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Dans ce mémoire, nous envisageons les POS en RAP avec une approche diﬀérente
puisque nous cherchons dans un premier temps à étiqueter les hypothèses de mots pro-
duites par leur classe grammaticale, avant d'employer cette connaissance pour améliorer
la RAP. Nous introduisons en outre explicitement des informations sur le genre et le
nombre, tout en prenant en compte l'ordre des séquences de POS trouvées, à la diﬀé-
rence des modèles recourant à des mémoires caches. Une autre originalité réside dans
notre mode intégration des POS qui se fait au niveau du calcul des probabilités associées
à un groupe de soue et non à un mot en particulier. Enﬁn, contrairement à la plupart
des études que nous avons pu trouver à ce sujet, nous testons notre méthode avec un
ML quadigrammes appris sur un corpus de grande taille, et donc a priori déjà assez
performant pour modéliser le langage.
La première partie de notre travail a consisté à déterminer la proportion d'erreurs
de transcription corrigeables par la connaissance des POS. Notre objectif était alors de
savoir si cette information présentait un intérêt pour améliorer la qualité des résultats
produits par un système de RAP. La réponse à cette question étant positive, nous avons
dans une deuxième partie étudié le comportement des étiqueteurs morpho-syntaxiques
sur une transcription. Ces outils ont fait l'objet de nombreuses recherches dans le cadre
d'annotation automatique de corpus et il en existe actuellement plusieurs versions opé-
rationnelles sur des textes de la langue écrite. Toutefois, ils ont été très peu étudiés sur
des documents oraux, et notamment sur des transcriptions produites par des systèmes
de RAP, alors que les spéciﬁcités de la langue parlée et les erreurs de transcription sont
sujettes à complexiﬁer l'étiquetage automatique. Nous avons donc mené diﬀérentes éva-
luations destinées à montrer l'aptitude des étiqueteurs à traiter des documents oraux, en
prévision d'une utilisation des POS en post-traitement d'un système de transcription.
Avant de voir spéciﬁquement dans le chapitre 5 notre emploi des POS dans un
système de RAP, ce chapitre décrit comment obtenir un étiquetage automatique d'une
transcription. Nous établissons tout d'abord une typologie des erreurs de transcription,
en mettant en exergue celles qui sont a priori détectables par des informations morpho-
syntaxiques. Ayant été amené à développer notre propre étiqueteur pour avoir plus
de ﬂexibilité sur la prise en compte des POS obtenues dans le système de RAP, nous
donnons les principes de l'étiquetage catégoriel, puis faisons une description de notre
outil. Nous concluons le chapitre par une évaluation des étiqueteurs que nous avons
testés sur l'oral.
4.1 Typologie des erreurs de transcription
Aﬁn d'évaluer l'apport potentiel des POS pour la transcription, nous avons étudié
en détail un court extrait des transcriptions automatiques produites par le système
Irene, en cherchant à connaître la part des erreurs corrigeables par cette seule connais-
sance. Cet extrait, constitué de 6 500 mots issus du corpus de développement, soit 563
groupes de soue, correspond à un peu plus de 30 minutes d'une émission d'information
diﬀusée sur France Inter. Le WER sur cet extrait est de 17,8%. Parmi les erreurs de
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reconnaissance que nous y avons constatées manuellement, trois groupes principaux se
détachent.
Certaines erreurs correspondent à un  dérapage  du système, généralement dû
soit à une mauvaise acoustique, soit à une mauvaise reconnaissance d'entités nommées,
notamment des noms de personnes (Fig. 4.2, deux premiers exemples). Deux extraits
ayant un bruit de fond gênant pour la compréhension et représentant 19 groupes de
soue, soit moins de deux minutes au total, sont ainsi tout de même responsables de
15,3% des mots mal reconnus. Les erreurs sur la reconnaissance des entités nommées et
de certains termes techniques, tel que  psycho-oncologie , représentent quant à elles
11,3% du nombre d'erreurs de transcription. Il est à noter que l'extrait étudié a été
diﬀusé la même semaine que certaines émissions dont fait partie le corpus d'apprentis-
sage d'Ester et à partir duquel a été construit le dictionnaire de prononciation. Il est
certain que la part de ce type d'erreurs aurait augmenté si le document à transcrire était
produit dans un temps plus lointain, avec des sujets d'actualité qui se seraient depuis
renouvelés. Une autre conﬁguration où le système de RAP produit consécutivement de
nombreuses erreurs concerne les groupes de soue très courts ; la récupération d'une
mauvaise reconnaissance acoustique par le ML est alors rendue diﬃcile du fait de la
taille limitée du contexte. Aﬁn d'illustrer l'inﬂuence de la longueur du groupe de soue
sur le nombre d'erreurs, nous donnons sur la ﬁgure 4.1 la mesure du WER calculée en
fonction de cette variable, sur un corpus étendu représentant 4 heures d'émission d'in-
formation. Ce graphique montre une augmentation signiﬁcative du nombre d'erreurs
lorsque les groupes de soue sont constitués d'au plus 5 mots. Sur l'échantillon analysé
manuellement de 6 500 mots, les groupes de soue de cette taille représentent toutefois
une part assez faible (4,4% des mots et 5,2% des erreurs) des mots mal transcrits. L'en-
semble de ces erreurs se produisant  en rafales  semblent en tout cas hors d'atteinte
de la correction susceptible d'être apportée par les POS.
Le deuxième groupe que nous avons identiﬁé correspond à des hypothèses de groupes
de soue transcrites avec des agrammaticalités (Fig. 4.2, troisième exemple). Ces der-
nières sont notamment engendrées par des mots grammaticaux courts, notamment les
auxiliaires  a ,  ont  et  est , les prépositions  dans ,  en ,  de  et  à ,
les conjonctions  et ,  ou  et  que , ainsi que les déterminants  les ,  des ,
 ces  et  ses . Ces mots absents ou présents de manière inopinée dans les hypothèses
de transcriptions sont particulièrement fréquentes puisque plus d'un groupe de soue
sur cinq contient une erreur sur ce type de mots. Outre ces fautes, on retrouve égale-
ment des mots mal reconnus dus à des confusions sur le temps et le mode des verbes,
le présent et l'indicatif étant souvent privilégiés ; ce type d'erreurs représente 2,4% de
l'ensemble de celles observées sur le corpus étudié. Une autre explication de la présence
d'hypothèses agrammaticales est directement lié au mode de segmentation qui n'est
pas assez linguistique. Ainsi avons-nous remarqué que les groupes de soue débutant
par des verbes étaient souvent sujets à des erreurs de transcription (Fig. 4.2, quatrième
exemple). Nous avons enﬁn pu identiﬁer une dernière source de production d'hypothèses
non grammaticales, à savoir la présence de répétitions et de reprises dans le ﬂux de pa-
role. Ces erreurs constituent une part relative de 2,6%, chiﬀre qui serait bien entendu
plus important si l'extrait étudié contenait davantage de parole spontanée. Parmi toutes
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Fig. 4.1: Évolution du WER (%) en fonction de la taille des groupes de soue exprimée en nombre
de mots de la référence. Les barres verticales ont été produites en divisant le corpus en échantillons
contenant des groupes de soue de même taille. Les valeurs données sur ce graphique sont établies
sur un ensemble d'émissions de 4 heures, dont est extrait le corpus étudié de 6 500 mots et sur
lequel est observé un WER égal à 21,7%. Les groupes de soue d'une taille supérieure à 30 mots
ont été écartés car ils étaient très peu nombreux (0,2% de l'ensemble des groupes de soue)
les agrammaticalités observées, certaines semblent corrigeables puisque l'étiquetage des
groupes de soue peut conduire à des séquences de POS aberrantes, comme l'apparition
de trois prépositions consécutives. Ce critère est néanmoins à prendre avec précaution,
à cause des répétitions présentes dans la langue parlée. En outre, les POS ne peuvent
prétendre à elles seules corriger des erreurs sur la syntaxe.
Le troisième groupe est formé d'erreurs très vraisemblablement corrigeables grâce
aux POS, à savoir les fautes d'accord en genre et en nombre et les confusions entre
inﬁnitif et participe passé. Ces erreurs sont particulièrement nombreuses puisqu'elles
représentent 11,7% des erreurs. Parmi elles, certaines nécessitent une résolution d'ana-
phores (2,9% du nombre total des mots mal reconnus, Fig. 4.2, cinquième exemple),
le référant étant dans un autre groupe de soue ; d'autres (1,3%, Fig. 4.2, sixième
exemple) correspondent à des accords avec une entité qui est absente du groupe de
soue contenant le verbe. Notons que ces erreurs sont inaccessibles en analysant isolé-
ment chaque groupe de soue. Parmi les fautes d'accord, on retrouve de plus des choix
tout à fait valables eﬀectués par le système de RAP mais pourtant considérés comme
erronés (1,0%, Fig. 4.2, septième exemple). Ceci est expliqué par le fait que dans cer-
taines conﬁgurations, plusieurs accords sont possibles alors qu'il n'y en a qu'une seule
qui est proposée dans la transcription de référence1. Nous avons ﬁnalement dénombré 76
erreurs (6,5% des mots mal reconnus) rectiﬁables sans avoir à examiner de dépendances
entre des groupes de soue consécutifs (Fig. 4.2, huitième exemple), dont 5 (0,4%) se
1Il faudrait indiquer plusieurs transcriptions de référence pour évaluer très précisément le WER.
Les cas de ﬁgures où ceci s'avère nécessaire restent cependant rare.
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1 - Entités nommées mal transcrites
REF: il y avait ********* ÉGALEMENT BARZAN AL TIKRITI en fait les
principaux ET également TAREK AZIZ PAR exemple
HYP: il y avait TELLEMENT BAS LA PARTIE CRITIQUE en fait les
principaux ** également ***** ARRÊTÉS HISTOIRE exemple
2 - Groupe de soue court mal transcrit
REF: DE L' AMENDE
HYP: ** TELLEMENT MÊME
3 - Hypothèse agrammaticale
REF: bush ** SAIT donc QU' il faudra coopérer
HYP: bush S' EST donc ** il faudra coopérer
4 - Erreur sur un groupe de soue débutant par un verbe
REF: ** FAIT aussi pâle figure ou presque
HYP: C' EST aussi pâle figure ou presque
5 - Accord nécessitant une résolution d'anaphore
REF: ILS POURRAIENT être ANNONCÉS début juin
HYP: IL POURRAIT être ANNONCÉ début juin
6 - Accord avec un sujet absent du groupe de soue
REF: FERMENT nos usines
HYP: FERME nos usines
7 - Accord acceptable détectée comme une erreur
REF: l' ensemble des personnes qui APPARTENAIENT au au parti baath
HYP: l' ensemble des personnes qui APPARTENAIT au au parti baath
8 - Accord interne au groupe de soue
REF: c' est un monstre injuste envers sa soeur si DÉVOUÉE
HYP: c' est un monstre injuste envers sa soeur si DÉVOUÉ
9 - Confusion entre des quasi-homophones
REF: c' est la pathologie de L' INCERTITUDE
HYP: c' est la pathologie de LA CERTITUDE
Fig. 4.2: Exemples d'erreurs dans les groupes de soue
produisent sur des mots pour lesquels la ﬂexion correcte est absente du dictionnaire du
système de RAP. Les erreurs corrigeables sans augmenter la taille du vocabulaire et en
se restreignant à une analyse indépendante de chaque groupe de soue représente donc
6,1% des mots mal reconnus et les corriger représenterait une baisse absolue de 1,1%
du WER.
Au travers de l'exposé des principales erreurs de décodage, nous avons distingué
trois principales catégories. La classiﬁcation est arbitraire, les erreurs d'accord pou-
vant être par exemple considérées comme des agrammaticalités, de même que les hypo-
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thèses contenant de nombreux mots mal reconnus. Elle n'inclut pas toutes les erreurs,
la correction de certaines nécessitant par exemple des connaissances d'ordre sémantique
ou contextuelle (confusion entre  l' incertitude  et  la certitude , Fig. 4.2, dernier
exemple). D'une manière générale, l'essentiel des erreurs de transcription se produisent
sur des mots monosyllabiques, notamment les mots grammaticaux, ou sur l'emploi d'un
quasi-homophone à la place d'un autre, comme  c'est un ordre , au lieu de la séquence
réellement prononcée  c'est un ogre . Malgré les diﬃcultés que pose la réalisation d'une
telle classiﬁcation des erreurs, il apparaît toutefois qu'un nombre signiﬁcatif de mots
mal reconnus est lié à une mauvaise prise en compte des phénomènes d'accord, ce qui
positionne les POS comme une source d'information susceptible d'être intéressante pour
améliorer la qualité de la transcription. La particularité du corpus étudié qui explique
le nombre assez élevé de fautes d'accord est qu'il est de langue française ; il est probable
que pour d'autres langues possédant moins de ﬂexions homophones comme l'anglais les
observations auraient diﬀéré. Une étude a montré à ce sujet que 23% des mots d'un
extrait du corpus du Wall Street Journal possédaient au moins un homophone, alors
que ce chiﬀre s'élevait à 75% sur un extrait du corpus Le Monde [Gauvain et al., 1994].
L'analyse des erreurs de transcription ayant établi l'intérêt des POS, l'étape suivante
de notre travail a consisté à examiner si nous pouvions obtenir un étiquetage ﬁable de
transcriptions automatiques.
4.2 Principes de l'étiquetage morpho-syntaxique
L'étiquetage d'un texte consiste à assigner à chaque mot wi d'une phrase W =
w1 . . . wn une classe ti parmi un ensemble ﬁni d'étiquettes préalablement déterminées.
Dans un premier temps, le recours à un dictionnaire ou une analyse morphologique
détermine les catégories possibles de chaque mot. Des règles sur les suﬃxes sont en
particulier très utiles pour attribuer des étiquettes aux mots inconnus. Les ambiguïtés
sont ensuite levées en sélectionnant une seule séquence T = t1 . . . tn que l'on espère
correcte du point de vue grammatical, bien qu'il soit possible dans certains cas d'avoir
plusieurs désambiguïsations correctes.
Quelle que soit la méthode utilisée, les étiqueteurs morpho-syntaxiques sont reconnus
à l'heure actuelle comme ayant des performances très satisfaisantes [Véronis, 2000]. Les
résultats publiés concernant les documents écrits sont couramment de l'ordre de 95%
de classes catégorielles bien attribuées et l'on trouve même des nombres supérieurs. Les
sections suivantes font un rapide bilan des techniques employées pour étiqueter, avant
de présenter les premières études qui ont été faites concernant l'oral.
4.2.1 Techniques utilisées
Les techniques couramment utilisées aujourd'hui pour étiqueter un texte reposent
toutes sur l'examen statistique des séquences de mots et de POS, en faisant abstraction
de toute analyse syntaxique ou du discours. Une des grandes avancées dans ce domaine
a d'ailleurs consisté à établir qu'elles permettaient d'obtenir les POS de manière ﬁable,
4.2. Principes de l'étiquetage morpho-syntaxique 69
alors que l'étiquetage était auparavant souvent considéré comme faisant partie du pro-
blème plus général de la compréhension de la langue naturelle [Abney, 1996]. Toutefois,
même si les 95% mentionnés pour les performances semblent élevés, il convient de le re-
lativiser. En eﬀet, de nombreux mots ne sont pas ambigus et lorsque plusieurs étiquettes
sont possibles, le choix de l'étiquette la plus fréquente permet déjà de désambiguïser
correctement une part importante des mots d'un texte, notamment lorsque les textes
ayant permis de comptabiliser les occurrences sont issus de domaines proches de ceux
traités par les documents à étiqueter. Ainsi, une étude sur un corpus du journal Le
Monde a montré que sur ce simple principe 92,1% des étiquettes sont correctes au ni-
veau des catégories de base (nom, verbe, etc.) et que 82,5% le sont quand on utilise
des étiquettes plus ﬁnes accompagnées d'informations morphologiques [Vergne, 1999].
L'objectif des méthodes plus sophistiquées va donc consister à améliorer cette technique
rudimentaire.
Un premier type d'étiqueteurs repose sur l'utilisation de règles. La désambiguïsation
s'eﬀectue alors en assignant un ensemble d'étiquettes possibles sur la base d'un lexique
ou d'une analyse morphologique puis à ne retenir qu'une seule étiquette pour chaque
mot au moyen de règles contextuelles telles que :  le mot courant n'est pas un verbe si
le mot précédent est un déterminant . Même si leurs performances sont aussi bonnes
voire meilleures que celles obtenues avec les autres types d'étiqueteurs, une critique
qui leur est souvent faite est que l'écriture manuelle des règles de désambiguïsation
demande un eﬀort important. Il est toutefois possible d'avoir recours à des méthodes
automatiques. L'étiqueteur de Brill permet ainsi d'acquérir mécaniquement des règles
à partir d'un corpus d'apprentissage déjà étiqueté manuellement [Brill, 1992; 1994].
Un deuxième ensemble d'étiqueteurs correspond à des modèles stochastiques. Une
technique très utilisée repose sur les MMC [Merialdo, 1994], la modélisation s'eﬀectuant
alors en considérant que les variables cachées sont des étiquettes et les observations les
mots à étiqueter. Elle suppose en outre, aﬁn de limiter le nombre de paramètres à
estimer, que la probabilité d'avoir une étiquette dépende uniquement du mot à annoter
et des N − 1 étiquettes précédentes. La phase d'étiquetage revient ainsi à rechercher la
succession d'étiquettes la plus probable Tˆ pour la suite de mots W en supposant :
P (W,T ) ≈
n∏
i=1
P (wi|ti)P (ti|ti−N+1 . . . ti−1) . (4.1)
Remarquons au passage que cette égalité se rapproche de celle utilisée par les modèles
N -classes (cf. équation (1.20) page 22). En pratique, N est souvent limité à 3 [Me-
rialdo, 1994 ; Brants, 2000], les quadrigrammes augmentant considérablement la taille
du MMC tout en n'améliorant pas signiﬁcativement la qualité de l'étiquetage. L'étique-
teur Multext [Armstrong et al., 1995] basé sur les MMC se limite même à N = 2.
Il présente en outre la particularité de rassembler au sein d'une même classe les mots
possédant d'après le lexique le même ensemble d'étiquettes ambiguës ; une observation
se retrouve alors être une classe plutôt qu'un mot particulier, ce qui permet de réduire
la taille du MMC.
D'autres méthodes statistiques sont également utilisées, donnant des résultats tout
aussi satisfaisants. On peut ainsi citer l'étiqueteur TreeTagger, qui détermine la
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séquence d'étiquette la plus probable de manière similaire au modèle précédent à la
diﬀérence près que les probabilités P (ti|ti−1i−N+1) sont déterminées à l'aide d'un arbre
de décision binaire et non plus d'un MMC [Schmid, 1994; 1995]. Des étiqueteurs ont
également été construits en utilisant des modèles à maximum d'entropie [Ratnaparkhi,
1996] ou des machines à vecteurs de support (SVM pour Support Vector Machine)
[Giménez et Màrquez, 2004]. Les méthodes à base de MMC, bien que très simples, ont
montré des résultats comparables à celles obtenues avec ces techniques plus complexes
[Brants, 2000]. Nous utilisons ainsi lors de la conception de notre étiqueteur un MMC
d'ordre 3.
Tous ces outils sont généralement appliqués sur des textes de langue écrite. Depuis
peu, certains travaux sont réalisés pour étudier leur comportement sur des documents
oraux ; la section suivante se propose d'en faire un bilan.
4.2.2 Étiquetage de documents oraux
Si l'étiquetage des documents écrits par des catégories grammaticales a débuté dès
les années 60 [Véronis, 2000], ce n'est que récemment que des études ont été menées
sur les documents oraux et elles ne sont pas encore très nombreuses. La constitution
d'étiqueteurs pour l'oral se heurte encore à l'absence de corpus oraux étiquetés pré-
existants. Les premières expérimentations ont donc été menées sur la langue parlée à
partir d'étiqueteurs conçus initialement pour les documents écrits, que ce soit pour
l'anglais [Garside, 1995], le français [Valli et Véronis, 1999 ; Campione et al., 2005], le
suédois [Nivre et Grönqvist, 2001], le néerlandais [Van Eynde et al., 2000], l'espagnol
[Moreno et Guirao, 2003], le portugais [Mendes et al., 2003], l'italien [Panunzi et al.,
2004] ou encore le japonais [Uchimoto et al., 2002]. Le processus d'étiquetage subit sou-
vent quelques adaptations à l'oral. Ces modiﬁcations se présentent sous la forme d'un
prétraitement du corpus à étiqueter, ou d'un changement du comportement de l'éti-
queteur pour des mots spéciﬁques. Parmi les opérations de prétraitement, les pauses
silencieuses, qui permettent une segmentation plus ﬁne que celle des tours de parole,
peuvent ainsi être remplacées par des points de suspension, i.e., par la ponctuation
la plus neutre possible par rapport au fonctionnement de l'étiqueteur. Les amorces de
mots sont quant à elles généralement supprimées automatiquement car il est parfois
diﬃcile de deviner le mot prononcé. Il peut être également utile d'éliminer des événe-
ments non lexicaux, tels que  hein  et  euh . De plus, certains mots apparaissent
beaucoup plus fréquemment à l'oral qu'à l'écrit, notamment les contractions de mots
et les interjections ; les mots caractéristiques de l'oral sont ainsi insérés dans le lexique
de l'étiqueteur. De même, des règles peuvent être manuellement ajoutées et des proba-
bilités d'assignation des étiquettes modiﬁées pour les mots qui ont un comportement
diﬀérent à l'écrit et à l'oral.
Les résultats publiés concernant l'étiquetage morpho-syntaxique de documents
oraux se rapprochent des performances déjà observées sur l'écrit puisque le pourcen-
tage d'étiquettes correctes atteint 97,9% pour le français [Valli et Véronis, 1999], entre
95% et 97% pour le suédois [Nivre et Grönqvist, 2001], 94,3% pour le néerlandais
[Van Eynde et al., 2000] ou encore 98,3% pour l'espagnol [Moreno et Guirao, 2003].
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Ces résultats sont diﬃcilement comparables puisque les jeux d'étiquettes sont de gra-
nularités diverses et concernent des langues diﬀérentes. Ils montrent tous cependant la
capacité des étiqueteurs conçus pour l'écrit à s'adapter aux spéciﬁcités de la langue
parlée, notamment aux disﬂuences. La raison qui est souvent invoquée pour expliquer
cet état de fait est que les outils utilisés prennent en compte un contexte limité à des
trigrammes, ce qui autorise une certaine ﬂexibilité lors de la désambiguïsation.
Si des études apparaissent depuis quelque temps sur l'étiquetage de documents re-
levant de la langue orale, le comportement des étiqueteurs morpho-syntaxiques sur des
transcriptions produites par un système de RAP  sans indices sur la ponctuation
et avec des mots erronés  reste encore mal connu. La section suivante présente un
étiqueteur statistique que nous avons développé pour l'oral et que nous évaluons par la
suite sur des transcriptions automatiques.
4.3 Conception d'un étiqueteur morpho-syntaxique pour
l'oral
Il existe de nombreux étiqueteurs morpho-syntaxiques disponibles ; nous avons tou-
tefois décidé de développer notre propre étiqueteur. Les raisons sont nombreuses et
essentiellement pratiques. Cela nous permet tout d'abord de pouvoir modiﬁer plus fa-
cilement notre outil pour le paramétrer pour l'oral, les étiqueteurs n'étant pas toujours
distribués en compagnie de leur code. De plus, nous voulons un outil assez rapide pour
étiqueter un grand nombre d'hypothèses de transcription en un temps raisonnable. L'éti-
queteur Multext, lent lors de l'étiquetage, ne satisfaisait pas à ce critère. En outre,
nous souhaitons un étiqueteur suﬃsamment ﬂexible pour choisir nos propres jeux d'éti-
quettes et le vocabulaire des mots reconnus par l'étiqueteur. Cette dernière possibilité
s'est avéré importante dans la mesure où les noms propres, transcrits sans majuscules
par notre système de RAP, sont systématiquement associés à une mauvaise classe gram-
maticale pour la plupart des outils que nous avons pu tester.
Nous avons choisi de construire un étiqueteur stochastique basé sur les MMC, une
première comparaison de la qualité de l'étiquetage produit par diﬀérents outils sur
des transcriptions automatiques montrant que l'étiqueteur de Brill conduisait à des
résultats un peu moins bons que ceux obtenus avec Multext, TnT [Brants, 2000] ou
TreeTagger. L'utilisation d'étiqueteurs statistiques présente l'inconvénient de devoir
construire un corpus étiqueté, mais ce corpus nous est également utile pour apprendre
les paramètres du modèle intégrant les POS dans le calcul des probabilités du système
de RAP (cf. section 5.2). La suite de cette section expose le modèle statistique qui
est à la base de notre étiqueteur, puis présente brièvement le corpus d'apprentissage
et le lexique que nous avons utilisés pour notre étiqueteur. Elle décrit ensuite la phase
d'apprentissage de l'étiqueteur, puis celle d'étiquetage.
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4.3.1 Le modèle utilisé et ses paramètres
Notre étiqueteur évalue la probabilité que W soit associé à la suite d'étiquettes T
à partir des paramètres P (wi|ti) et P (ti|ti−1i−N+1) (cf. équation (4.1)). Il existe deux
approches pour estimer ces deux types de paramètres [Merialdo, 1994]. Une première
consiste à recourir à l'algorithme ordinairement utilisé pour l'apprentissage des pro-
babilités dans un MMC, i.e., l'algorithme de Baum-Welch. Sa particularité consiste à
estimer simultanément les deux types de paramètres en cherchant le modèle Mˆ qui
satisfait au critère du maximum de vraisemblance :
Mˆ = argmax
M
∑
T
PM(W,T ) (4.2)
où W représente les mots du corpus et T une succession possible d'étiquettes pour W .
Le principal avantage de cette méthode est de pouvoir paramétrer le modèle à partir
d'un corpus non étiqueté en estimant de manière itérative les probabilités, jusqu'à ce
que la probabilité
∑
T PM(W,T ) n'augmente plus. Toutefois, pour obtenir de meilleurs
résultats, l'algorithme gagne à être initialisé à partir des nombres d'occurrences des
séquences tii−N+1 dans un corpus étiqueté, ce qui réduit son intérêt.
Une seconde approche évalue séparément les deux types de probabilité P (wi|ti) et
P (ti|ti−1i−N+1) au moyen des fréquences relatives. Les valeurs sont alors déterminées à
partir des nombres d'occurrences des étiquettes et des mots dans un corpus d'appren-
tissage :
P (wi|ti) = C(wi, ti)
C(ti)
(4.3)
P (ti|ti−1i−N+1) =
C(tii−N+1)
C(ti−1i−N+1)
(4.4)
où C(wi, ti) représente le nombre de fois où le mot wi est associé à l'étiquette ti et
C(tii−N+1) le nombre d'occurrences de la séquence d'étiquettes tii−N+1 dans un corpus
d'apprentissage étiqueté. Même si les deux types de paramètres ne sont pas réestimés en-
semble pour améliorer la perplexité (cf. section 1.3.1) du corpus d'apprentissage comme
dans le cas de l'algorithme de Baum-Welch, cette seconde approche a des performances
d'étiquetage aussi bonnes, voire meilleures que la première [Merialdo, 1994]. Nous avons
donc opté pour un apprentissage basé sur les fréquences relatives.
4.3.2 Corpus d'apprentissage et vocabulaire
Le corpus utilisé pour l'apprentissage des paramètres de l'étiqueteur est un extrait
du corpus Ester. Ce corpus contenant des émissions d'information radiophoniques, il
relève à la fois de la parole préparée et spontanée et est donc plus adéquat que des
corpus de langue écrite pour étiqueter des documents oraux. Une expérience menée à
partir de deux étiqueteurs2 a montré l'intérêt d'estimer les paramètres sur un corpus de
langue parlée pour étiqueter de l'oral puisqu'en faisant l'apprentissage sur un extrait du
2L'étiqueteur de Brill et un étiqueteur basé sur le critère du maximum d'entropie.
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corpus oral Switchboard, le pourcentage d'étiquettes correctes avoisinait 85%, alors
qu'il n'était que de 75% à partir du Wall Street Journal [Hamaker, 1999].
Nous avons constitué un corpus d'apprentissage d'environ 200 000 mots représen-
tant une durée de 16 heures. Il est extrait de la partie du corpus Ester que nous avons
utilisée pour l'apprentissage du système de RAP (Tab. 3.1 page 54). Les transcriptions
manuelles, contenant à l'origine des majuscules et des ponctuations, ont été étiquetées
par des POS au moyen du logiciel Cordial3. Le résultat a été converti automatique-
ment vers le jeu d'étiquettes que nous avons adopté, puis vériﬁé manuellement pour
corriger les erreurs d'étiquetage. Conservées dans un premier temps pour ne pas pertur-
ber Cordial, les majuscules et les marques de ponctuation dans le texte ont ensuite
été ôtées, avant de ﬁnalement segmenter le résultat en groupes de soue pour que le
format de notre corpus soit cohérent avec celui du texte produit par notre système de
transcription.
Nous recourons à un lexique étiqueté aﬁn de connaître les POS possibles pour chaque
mot. Ce dictionnaire a été construit à partir de celui élaboré pour le français dans le
cadre du projet Multext [Ide et Véronis, 1994], en le restreignant aux mots apparte-
nant au dictionnaire de prononciation que nous utilisons4. Il ne contient ni ponctuation,
ni mots composés. Nous avons toutefois ajouté une dizaine de locutions telles que  parce
que  ou  a priori . Le choix des étiquettes morpho-syntaxiques a été fait de manière
à discriminer le genre et le nombre des adjectifs, des noms, des déterminants et des
pronoms, et le temps et le mode des verbes, ce qui conduit à un jeu de 93 étiquettes
diﬀérentes (cf. annexe A). Cet ensemble d'étiquettes est très proche de celui proposé
dans les grammaires scolaires et est directement inspiré de celui de Cordial.
4.3.3 Apprentissage du modèle
L'apprentissage de l'étiqueteur consiste à estimer deux types de paramètres : les
probabilités lexicales P (wi|ti) et les probabilités contextuelles P (ti|ti−1i−N+1).
4.3.3.1 Probabilités lexicales
Un vocabulaire ayant été ﬁxé pour l'étiqueteur, seules les probabilités lexicales
P (wi|ti) concernant les mots wi de ce vocabulaire sont calculées à partir du corpus
d'apprentissage. En outre, l'application que nous visons étant l'étiquetage de transcrip-
tions automatiques produites par notre propre système de RAP, les textes à étiqueter ne
peuvent pas contenir de mots hors vocabulaire. Il n'est donc pas nécessaire d'eﬀectuer
un traitement particulier pour les mots inconnus en réservant par exemple une masse
de probabilité P (wunk|ti) aux mots absents du vocabulaire du système de RAP mais
susceptibles de se présenter dans les textes à étiqueter. Certains mots du dictionnaire
sont en revanche absents du corpus d'apprentissage, ce qui conduit à adopter la straté-
gie suivante. Dans le cas où un mot wi est associé une étiquette ti totalement absente
3Version 8.1 distribuée par la société Synapse Développement.
4Nous tenons à remercier François Yvon pour nous avoir fourni le dictionnaire étiqueté.
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du corpus d'apprentissage5, la probabilité P (wi|ti) est estimée selon une distribution
répartie uniformément entre les mots associés à ti d'après le dictionnaire. Dans le cas
contraire, C(ti) devenant diﬀérent de 0, les probabilités sont évaluées à l'aide de l'éga-
lité (4.3). Certains couples (wi, ti) n'apparaissant pas dans le corpus d'apprentissage,
il devient nécessaire d'appliquer des méthodes de lissage (cf. section 1.2.1) pour éviter
d'avoir des probabilités P (wi|ti) égales à 0. Nous avons testé deux types de lissage. Le
premier, qualiﬁé d'additif, calcule les probabilités par :
P (wi|ti) = C(wi, ti) + δ
δ × |Vti |+ C(ti)
(4.5)
où δ est une constante ﬁxée à 0,5 ou 1, et |Vti | représente le nombre de mots pouvant être
étiquetés par ti selon le vocabulaire de l'étiqueteur. Le deuxième, dit de Good-Turing,
procède de la manière suivante :
P (wi|ti) = C
∗(wi, ti)
C(ti)
(4.6)
où C∗(wi, ti) est calculé au moyen de l'égalité (1.13) page 20. Dans la pratique, nous
avons utilisé une variante, la méthode simple de Good-Turing [Gale et Sampson, 1995],
qui tient compte du fait que pour certaines valeurs c, le nombre Nc de couples qui ont
été observés c fois dans le corpus peut être nul.
Aﬁn de connaître les paramètres les plus satisfaisants pour lisser les probabilités
lexicales, nous avons mesuré le nombre d'étiquettes correctes attribuées par l'étiqueteur
sur un corpus de développement de 6 780 mots. Nos résultats montrent que le lissage
additif avec δ = 1 est légèrement plus performant (cf. annexe B), ce qui contredit
une des conclusions présentées dans [Nivre, 2000]. Les diﬀérences observées peuvent
toutefois être liées aux diﬀérences existant entre les corpus étudiés puisque notre corpus
de développement contient uniquement 46 mots absents du lexique de notre étiqueteur,
ce qui représente 0,7% du total, alors que celui utilisé dans [Nivre, 2000] est en langue
suédoise et contient une proportion de mots inconnus nettement plus élevée de 7,3%.
4.3.3.2 Probabilités contextuelles
Pour évaluer les probabilités contextuelles, nous avons construit des modèles de
langage sur les étiquettes au moyen de la boîte à outils SRILM6 [Stolcke, 2002]. Le
calcul de ces probabilités, contrairement à celui des probabilités lexicales, concerne des
N -grammes, ce qui autorise l'usage du repli pour lisser les probabilités :
Prepli(ti|ti−1i−N+1) =
{
P ∗(ti|ti−1i−N+1) si C(tii−N+1) > k
α(ti−1i−N+1)× Prepli(ti|ti−1i−N+2) sinon
(4.7)
Lorsque le nombre d'occurrences de tii−N+1 dans le corpus d'apprentissage a dépassé un
seuil critique k, ﬁxé à 0 par exemple, les probabilités contextuelles Prepli(ti|ti−1i−N+1) sont
5Cela peut se produire pour des étiquettes rares, notamment celles correspondant au subjonctif
imparfait.
6Version 1.5.0 distribuée par SRI International et disponible gratuitement à des ﬁns de recherche.
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estimées à partir des nombres d'occurrences constatées dans le corpus d'apprentissage.
De manière à conserver une masse de probabilité pour les séquences peu ou même non
observées, les probabilités P ∗(ti|ti−1i−N+1) incluent un facteur d'escompte :
P ∗(ti|ti−1i−N+1) =
C∗(tii−N+1)
C(ti−1i−N+1)
. (4.8)
Nous avons testé pour notre part les méthodes disponibles dans SRILM : les lissages
de Katz, Witten-Bell, Kneser-Ney et Kneser-Ney modiﬁé, dont la description peut être
trouvée dans [Chen et Goodman, 1998], et celui de Ristad [Ristad, 1995].
Pour les séquences observées moins de k fois dans le corpus, les probabilités sont
estimées à partir des N -grammes d'ordre inférieur. Prepli(ti|ti−1i−N+2) est alors pondérée
par un coeﬃcient α(ti−1i−N+1) aﬁn que les estimations des probabilités conditionnelles
respectent les contraintes stochastiques, i.e.,∑
ti
Prepli(ti|ti−1i−N+1) = 1 . (4.9)
Ce coeﬃcient est déterminé à partir de la masse de probabilité réservée aux N -grammes
peu observés en remarquant que (4.9) est équivalent à :∑
ti t.q. C(tii−N+1)>k
P ∗(ti|ti−1i−N+1) +
∑
ti t.q. C(tii−N+1)≤k
α(ti−1i−N+1)× Prepli(ti|ti−1i−N+2) = 1 ,
(4.10)
ce qui donne :
α(ti−1i−N+1) =
1−∑ti t.q. C(tii−N+1)>k P ∗(ti|ti−1i−N+1)∑
ti t.q. C(tii−N+1)≤k Prepli(ti|t
i−1
i−N+2)
. (4.11)
Pour calculer Prepli(ti|ti−1i−N+1), SRILM débute par les probabilités unigrammes Prepli(ti)
en les assimilant à P ∗(ti), puis calcule les probabilités contextuelles utilisant un ordre
de plus en plus grand.
Dans le but d'optimiser les calculs de l'étiqueteur, nous avons mesuré le nombre
d'étiquettes correctes sur le corpus de développement déjà employé pour paramétrer les
probabilités lexicales (cf. annexe B). En testant diﬀérents ordres N et en comparant
plusieurs méthodes de lissage, nos expériences montrent qu'un ordre trigrammes suﬃt
et qu'il y a peu de diﬀérences observées entre les diﬀérentes techniques de lissage. En
n'utilisant aucun lissage, nous n'observons notamment pas de dégradation signiﬁcative
des performances, ce qui montre donc que, dans le cas de l'étiquetage où le nombre de
classes envisagé reste restreint, le lissage est beaucoup moins primordial qu'il ne l'est
pour les modèles N -grammes de mots utilisés en RAP. Nous avons ﬁnalement adopté
un ordre de 3, qui est celui généralement employé pour les étiqueteurs stochastiques
[Merialdo, 1994 ; Brants, 2000], et un lissage de Katz pour le calcul des probabilités
contextuelles.
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4.3.4 Utilisation du modèle pour l'étiquetage
Pour étiqueter un nouveau texte, celui-ci est tout d'abord préédité, de manière à
avoir une cohérence vis-à-vis du dictionnaire de l'étiqueteur. Cette opération consiste à
découper chaque groupe de soue en mots, en reconnaissant des locutions intégrées dans
le lexique, telles que  parce que  ou  a priori . L'étiqueteur est ensuite utilisé sur le
texte ainsi transformé, de manière à estimer pour chaque groupe de soue la séquence
d'étiquettes la plus probable tˆn1 parmi toutes celles possibles tn1 d'après le dictionnaire. Le
choix de tˆn1 pour chaque suite de mots wn1 peut être réalisé selon deux critères [Merialdo,
1994]. Le premier, reposant sur l'utilisation de l'algorithme de Viterbi, consiste à choisir
globalement la séquence d'étiquettes la plus probable selon un critère MAP :
tˆn1 = argmax
tn1
P (tn1 |wn1 ) . (4.12)
La seconde méthode, reposant sur l'algorithme forward-backward [Rabiner, 1989], choisit
séparément pour chaque mot wi l'étiquette tˆi qui lui paraît la plus probable :
tˆi = argmax
ti
P (ti|wn1 ) . (4.13)
Cette seconde approche minimise le nombre d'erreurs par mot, tout en requérant un
nombre de calculs supplémentaires très réduit par rapport à la première7. Nous utilisons
donc l'algorithme forward-backward durant la phase d'étiquetage, même si l'améliora-
tion du nombre d'étiquettes correctes apportée par cette méthode reste très réduite (de
l'ordre de 0,1% en variation absolue sur nos données).
Après avoir exposé le paramétrage et le mode de fonctionnement de notre étiqueteur,
nous mesurons la qualité de ses résultats sur des transcriptions, aussi bien manuelles
qu'automatiques.
4.4 Évaluation de l'étiquetage automatique sur des
documents oraux
Cette section expose les principes sur lesquels est basée l'évaluation d'un étiqueteur,
avant de décrire le protocole adopté pour mesurer les performances de l'outil que nous
avons développé. Nous présentons enﬁn les résultats obtenus sur le corpus oral Ester.
4.4.1 Principes
La mesure quantitative de la qualité d'un étiqueteur consiste à calculer :
pcorr =
Nb d'étiquettes correctes
Nb total de mots du corpus . (4.14)
7La complexité des opérations permettant d'obtenir les probabilités nécessaires est dans les deux
cas en O(m2n) où m est le nombre maximum d'états précédant l'état courant et n est la longueur de
la séquence à analyser.
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Ce critère qui paraît simple à appliquer de prime abord est problématique quant à la
déﬁnition d'une étiquette correcte. Les jeux d'étiquettes habituellement employés, y
compris le nôtre, conviennent pour des applications d'ingénierie mais ne s'appuient pas
sur une théorie linguistique précise. Le choix de la catégorie correcte pour certains em-
plois de mots comme  tout ,  beaucoup ,  que , ou encore les numériques cardinaux
( un ,  deux , etc.) reste ainsi sujet à discussion entre linguistes, ce qui rend délicate
la constitution d'un étiquetage de référence. Une solution qui peut être adoptée consiste
à être laxiste sur la déﬁnition d'une étiquette correcte, en ne rejetant que les erreurs
ﬂagrantes. Une diﬃculté supplémentaire réside dans les diﬀérentes segmentations pos-
sibles d'une même phrase, certaines suites de mots pouvant ainsi être considérées ou non
comme des locutions. La séquence  en dehors  peut ainsi être considérée comme une
locution adverbiale ou bien être décomposée en une préposition, suivie d'un nom com-
mun. Une solution possible peut consister à avoir un double marquage, en constituants
et en locutions [Adda et al., 1999].
Si la déﬁnition d'un étiquetage de référence peut être malaisée pour un texte produit
par un humain, elle l'est bien plus encore pour une transcription produite par un système
de RAP. Pour certains groupes de soue devenus agrammaticaux par les erreurs de
reconnaissance, produire un étiquetage de référence se révèle même impossible. Nous
proposons donc deux critères d'évaluation :
pcorrTot =
Nb d'étiquettes correctes attribuées aux mots correctement transcrits
Nb total de mots de la transcription de référence
(4.15)
pcorrRec =
Nb d'étiquettes correctes attribuées aux mots correctement transcrits
Nb total de mots correctement transcrits .
(4.16)
Ces deux critères permettent d'utiliser comme étiquetage de référence la transcription
manuelle correspondant au document à transcrire. Aﬁn de les calculer, la transcription
automatique annotée par l'étiqueteur morpho-syntaxique est alignée avec celle de réfé-
rence étiquetée manuellement (Fig. 4.3), en utilisant le même algorithme d'alignement
que celui qui est employé pour calculer le WER (cf. section 1.3.2). En ne prenant en
compte dans leur calcul que les mots correctement reconnus, les critères ignorent les
mots mal transcrits mais ils permettent de vériﬁer que l'étiqueteur morpho-syntaxique
n'est pas perturbé par les erreurs de reconnaissance pour les mots qui sont correctement
transcrits.
4.4.2 Protocole
Aﬁn de tester notre étiqueteur, nous avons constitué un étiquetage de référence
pour la transcription manuelle d'une émission d'1 heure de France Inter. Cet extrait
du corpus Ester est constitué de 11 300 mots répartis en 518 groupes de soue.
Nous avons eﬀectué deux segmentations diﬀérentes du document : l'une en groupes
de soue, l'autre sous la forme de phrases. L'étiquetage a été réalisé en s'inspirant
des critères d'assignation des étiquettes morpho-syntaxiques adoptés pour la campagne
d'évaluation Grace [Lecomte, 1997], même si des choix diﬀérents ont été faits puisque
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REF: HYP:
il PPER3S il PPER3S
fait VINDP3S fait VINDP3S
sortir VINF sortir VINF
le DETMS le DETMS
groupe NCMS groupe NCMS
de PREP de PREP
la DETFS
cave NCFS
et COO quatre CAR
l' PPER3S vingt CAR
amène VINDP3S mai NCMS
dans PREP dans PREP
un DETMS un DETMS
bâtiment NCMS bâtiment NCMS
au-dessus ADV
Fig. 4.3: Alignement de la transcription automatique étiquetée par l'étiqueteur (hyp) avec la
transcription de référence étiquetée manuellement (ref)
notre jeu d'étiquette est beaucoup moins ﬁn que celui du projet Grace. Globalement,
nous avons regroupé peu de mots en locutions, dans la mesure où notre étiqueteur en
reconnaît peu.
La mesure de la qualité de l'étiquetage a été eﬀectuée sur deux versions de la trans-
cription d'une émission d'information : l'une réalisée manuellement et l'autre produite
par notre système de RAP. De manière à évaluer avant tout l'inﬂuence des mots mal
reconnus, nous avons supprimé les majuscules et les marques de ponctuation de la trans-
cription manuelle, et procédé à une resegmentation en groupes de soue. Notons que le
document audio étudié fait partie du corpus d'apprentissage du système de transcrip-
tion. Bien que les expériences menées au chapitre suivant soient faites à partir d'autres
transcriptions étiquetées, le WER calculé sur cet extrait, égal à 22% et donc similaire
au nombre de mots mal reconnus sur les corpus de développement et de test, nous laisse
penser que les performances que nous mesurons ici sont représentatives des données que
nous manipulons par la suite.
La détermination des étiquettes correctes, que ce soit pour une transcription ma-
nuelle ou automatique, est réalisée en comparant pour chaque mot l'étiquette de ré-
férence avec celle trouvée par l'étiqueteur. Seules les étiquettes strictement identiques
sont dans un premier temps comptabilisées comme correctes. Les classes proposées par
l'étiqueteur peuvent parfois être considérées comme acceptables même si elles ne sont
pas exactement identiques aux étiquettes de référence. Nous donnons ainsi pour chaque
critère pcorr, pcorrTot et pcorrRec un deuxième chiﬀre où nous intégrons dans les
étiquettes acceptables deux nouveaux cas de ﬁgure. Le premier correspond aux confu-
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sions entre participe passé et adjectif ; ADJMS8 et VPARPMS9 sont alors considérés comme
équivalents mais pas ADJMS et VPARPFS10 qui diﬀèrent selon le genre. Excepté lorsque
le participe passé suit l'auxiliaire  avoir , la distinction entre ces deux catégories est
en eﬀet très délicate. Le second cas correspond aux étiquettes attribuées pour les noms
communs et noms propres et qui ne sont pas en contradiction avec les étiquettes de
référence. Par exemple, dans le cas où l'étiqueteur choisit le label NPSIG11 qui ne fait
pas de distinction sur le genre, nous le considérons comme acceptable si l'étiquette de
référence correspond à un nom propre singulier, qu'il soit féminin ou pluriel.
4.4.3 Résultats
L'application de notre étiqueteur sur des transcriptions manuelle et automatique
segmentées en groupes de soue conduit aux résultats présentés dans le tableau 4.1. Si
nous nous en tenons aux pourcentages donnés pour les étiquettes acceptables, nos résul-
tats sont comparables aux 95-98% habituellement retenus pour les documents écrits, ce
qui établit clairement que l'étiquetage produit est bon dans l'ensemble que ce soit pour
la transcription manuelle  où on ne trouve ni majuscules, ni marques de ponctuation,
ni une segmentation linguistique en phrases  ou pour l'automatique, où ﬁgurent de
surcroît des erreurs de reconnaissance. En examinant les 481 erreurs d'étiquetage pro-
duites pour la transcription manuelle en ignorant les erreurs acceptables, on constate
que 52 sont dues à des mots qui ne sont pas présents dans le dictionnaire de notre
étiqueteur, que 19 sont dues à une confusion entre nom commun et nom propre qui
serait probablement corrigée à l'aide de majuscules et que 86 sont expliquées par une
mauvaise tokenisation de notre étiqueteur. Dans ce dernier groupe d'erreurs, on trouve
ainsi des mots composés, comme  proche-orient  interprété comme un adjectif suivi
d'un nom commun, des entités nommées, telles que  le monde  étiquetées par un dé-
terminant suivi par un nom commun, et des locutions comme  y compris , reconnu
comme étant un adverbe suivi d'un participe passé. Près du tiers des erreurs commises
par notre étiqueteur ne sont donc pas dues à l'étiqueteur proprement dit mais à notre
lexique et au module de reconnaissance de groupes de mots.
Les jeux d'étiquettes faisant parfois une distinction moins ﬁne que le nôtre au niveau
des informations morphologiques, nous avons poursuivi l'analyse des erreurs d'étique-
tage en regardant la proportion qui sont dues à des erreurs sur le genre, le nombre
ou la conjugaison. Les pourcentages présentés dans les dernières lignes du tableau 4.1
indiquent qu'en considérant des classes simples qui ne portent pas d'informations sur
le genre et le nombre, les pourcentages d'étiquettes correctes avoisineraient 97%. Nous
préférons toutefois conserver cette connaissance puisqu'elle se révèle primordiale pour
la correction d'erreurs de transcription.
L'étiquetage étant satisfaisant, nous avons voulu savoir si une segmentation en
groupes de soue perturbait notre étiqueteur. Nous avons donc mené des expériences
8Adjectif masculin singulier
9Verbe au participe passé sous sa forme masculin singulier.
10Verbe au participe passé sous sa forme féminin singulier.
11Nom propre singulier dont le genre n'est pas précisé.
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pcorr pcorrTot pcorrRec
étiquettes correctes 94,3 74,5 94,2
étiquettes acceptables 95,7 75,6 95,7
erreurs ignorées sur le nombre 96,1 76,0 96,1
erreurs ignorées sur le genre 96,3 76,2 96,4
erreurs de conjugaison ignorées 96,1 75,9 96,0
uniquement les erreurs sur la classe grammaticale 96,7 76,5 96,8
Tab. 4.1: Évaluation de notre étiqueteur (en pourcentages)
transcription manuelle automatique
pcorr pcorrTot pcorrRec
étiquettes correctes 89,0 70,4 89,0
étiquettes acceptables 90,6 71,7 90,7
Tab. 4.2: Évaluation de l'approche naïve (en pourcentages)
similaires sur la transcription manuelle segmentée en phrases. Nous avons alors constaté
que les pourcentages d'étiquettes correctes étaient équivalents quelle que soit la segmen-
tation, ce qui montre que ce n'est pas un facteur perturbant pour l'étiquetage.
Aﬁn de mesurer la complexité de la tâche d'étiquetage sur notre corpus, nous avons
utilisé une méthode naïve utilisant le même dictionnaire que notre étiqueteur et qui
attribue à chaque mot l'étiquette qui lui est la plus souvent associée dans le corpus
d'apprentissage. Nous avons tout d'abord constaté que 71, 0% des mots du lexique
étaient associés à une seule étiquette d'après le dictionnaire. En recourant à cette ap-
proche naïve pour étiqueter l'émission étudiée, les résultats (Tab. 4.2) montrent ainsi
qu'une bonne part des mots sont déjà associées correctement à leur classe catégorielle
et que l'utilisation du contexte trigrammes permet de rectiﬁer la moitié des erreurs
commises.
Nous avons enﬁn mené une dernière série d'expériences en comparant notre éti-
queteur au logiciel Cordial, généralement considéré comme celui de référence pour le
français et qui a déjà donné de bons résultats sur un corpus de parole [Valli et Vé-
ronis, 1999]. La comparaison avec cet étiqueteur a nécessité d'établir des conversions
d'étiquettes car bien que nous nous sommes inspiré du jeu d'étiquettes de Cordial,
le nôtre présente quelques diﬀérences. Nous avons ainsi fait le choix de préciser systé-
matiquement le genre et le nombre pour les adjectifs et les noms communs alors que
Cordial se contente par exemple d'une seule étiquette ADJSIG12 pour des adjectifs
comme  optimiste  qui ne varient pas quand on les accorde suivant le genre. Le jeu de
Cordial est en revanche plus précis pour certaines classes d'étiquettes puisque nous
12Adjectif singulier invariant en genre.
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transcription manuelle automatique
pcorr pcorrTot pcorrRec
notre étiquettes acceptables 95,7 75,6 95,7
étiqueteur confusions entre NC et NP ignorées 95,9 75,8 95,9
Cordial étiquettes acceptables 90,7 71,7 90,6confusions entre NC et NP ignorées 95,0 75,3 95,2
Tab. 4.3: Comparaison de notre étiqueteur avec Cordial (en pourcentages)
avons regroupé les adjectifs interrogatifs et les adjectifs indéﬁnis parmi les déterminants.
Le tableau 4.3 présente les résultats obtenus par les deux étiqueteurs sur le corpus de
test. Il établit que notre étiqueteur a des résultats supérieurs à Cordial en ce qui
concerne les pourcentages d'étiquettes acceptables. Cette conclusion doit toutefois être
prise avec précaution. D'une part, l'émission que nous avons considérée comme corpus
de test commente abondamment la guerre en Irak en 2003, dont il est question dans près
de la moitié des documents du corpus d'apprentissage de notre étiqueteur, contrairement
à celui de Cordial. D'autre part, ces diﬀérences s'expliquent par la nature particu-
lière des textes à analyser, pour laquelle Cordial n'a pas été spéciﬁquement conçu.
Les manques de ponctuation et surtout de majuscules  ces dernières étant employées
comme indice pour détecter des noms propres  sont particulièrement problématiques.
En ignorant les confusions entre nom commun et nom propre, les expériences montrent
d'ailleurs que les deux étiqueteurs ont des performances comparables.
Cette série d'expérimentations établit que notre étiqueteur est capable de produire
une annotation ﬁable sur des documents transcrits automatiquement, ce qui n'était
encore qu'une hypothèse auparavant. Il n'est notamment pas perturbé par les mots
mal reconnus pour étiqueter convenablement les autres mots puisque les performances
sont similaires entre une transcription sans erreur et une avec près d'un mot sur quatre
erroné. Cette propriété est expliquée par le fait que les étiquettes sont attribuées en
exploitant des informations de manière très locale. La section suivante présente le com-
portement de notre étiqueteur pour d'autres jeux d'étiquettes que nous avons employés
dans les expériences menées au chapitre 5.
4.4.4 Autres jeux d'étiquettes
Notre étiqueteur vise à introduire des informations explicites sur le genre et le
nombre, de manière à corriger principalement les erreurs d'accord présentes dans la
transcription. Nous avons, à cette ﬁn, envisagé quatre jeux d'étiquettes supplémen-
taires (cf. annexe A) à celui de 93 étiquettes que nous avons utilisé jusqu'à présent et
que nous notons par la suite norm. Nous espérons avoir de meilleures performances à
l'étiquetage et surtout observer un meilleur comportement pour améliorer la transcrip-
tion. Pour ne pas avoir à réétiqueter manuellement le corpus d'apprentissage de notre
étiqueteur, nous avons choisi ces jeux de manière à ce que chaque classe parmi celles de
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pcorr pcorrTot pcorrRec
red1 96,4 76,3 96,4
red2 95,8 75,7 95,7
ext1 96,8 76,7 97,0
ext2 96,9 76,8 97,1
Tab. 4.4: Pourcentages d'étiquettes acceptables pour diﬀérents jeux d'étiquettes
norm corresponde au plus pour un mot donné à une seule étiquette du nouvel ensemble.
Cela nous permet ainsi de ne pas avoir à désambiguïser à la main les étiquettes.
Le premier ensemble red1 réduit considérablement le nombre d'étiquettes diﬀérentes
en ne distinguant les mots lexicaux que selon leur genre et leur nombre. L'objectif
consiste à avoir un nombre minimum de classes à envisager, tout en espérant avoir suﬃ-
samment d'informations pour corriger les erreurs d'accord. Le deuxième ensemble red2
introduit des étiquettes particulières pour les auxiliaires  être  et  avoir  et ne fait
plus de distinction sur le mode et le temps, celle-ci étant souvent diﬃcile. Le troisième
ensemble ext1 étend norm par des étiquettes spéciﬁques pour les mots grammaticaux
les plus courants dans notre corpus d'apprentissage. Ceci permet de limiter les risques
d'erreurs d'étiquetage pour les mots ambigus et de faire intervenir explicitement dans le
calcul des probabilités les mots structurant un groupe de soue. Un dernier ensemble
ext2 vise à combiner les avantages de red2 et ext1 en ajoutant à red2 des étiquettes
particulières pour les mots grammaticaux les plus courants. Le tableau 4.4 présente le
comportement de notre étiqueteur pour chacun des jeux d'étiquettes sur le corpus de
test. Le jeu d'étiquettes red1 étant peu informatif pour l'attribution des étiquettes en
fonction du contexte, nous avons préféré dans un premier temps étiqueter le corpus de
test par norm avant de convertir les étiquettes obtenues vers l'ensemble red1. Le nombre
d'étiquettes acceptables est supérieur pour chacun des 4 jeux d'étiquettes aux résultats
obtenus lors de nos tests précédents. Dans le cas de red1 et red2, cette constatation
est liée à la réduction des ambiguïtés du fait de la diminution du nombre d'étiquettes ;
dans le cas de ext1 et ext2, elle est expliquée par la suppression des ambiguïtés pour
des mots très fréquents. Cette amélioration de la qualité de l'étiquetage sur le corpus
de test montre ainsi que nous pouvons obtenir des informations plus ﬁables encore pour
ces quatre jeux d'étiquettes.
4.5 Bilan
En examinant les principales erreurs produites par un système de reconnaissance,
nous avons montré d'une part l'intérêt des POS pour rectiﬁer certaines d'entre elles,
notamment celles concernant les accords sur le genre et le nombre. Sur l'extrait de
transcription automatique que nous avons analysé, nous avons constaté qu'en corri-
geant les erreurs d'accord expliquées par une mauvaise prise en compte des dépen-
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dances au sein d'un même groupe de soue nous pouvons espérer une baisse absolue
du WER de 1,1%. D'autre part, nous avons prouvé quantitativement que les étiqueteurs
morpho-syntaxiques pouvaient réellement être employés sur des corpus oraux transcrits
manuellement ou automatiquement. Nous avons construit un étiqueteur stochastique
basé sur les MMC et exploitant un contexte trigrammes qui nous permet d'avoir des
résultats comparables à ceux obtenus sur des documents écrits. Cet étiqueteur a mon-
tré sa robustesse aux erreurs de transcription, malgré sa simplicité. En produisant des
résultats comparables avec les outils standard, il nous donne toute la liberté nécessaire
pour l'utiliser par la suite. Le chapitre suivant présente notre méthode et nos expéri-
mentations pour employer au sein d'un système de RAP les informations linguistiques
automatiquement produites par notre étiqueteur.

Chapitre 5
Traitement de listes
d'hypothèses pour améliorer la
transcription
C e chapitre poursuit l'étude des informations morpho-syntaxiques en RAP quenous avons débutée au précédent. Après avoir montré que les POS constituentdes informations a priori pertinentes pour corriger une part signiﬁcative des
erreurs de transcription et qu'elles pouvaient être obtenues de manière automatique
et ﬁable sur des hypothèses de transcription, nous les utilisons désormais en post-
traitement d'un système de RAP. Notre objectif est ici de montrer expérimentalement
que nous pouvons améliorer la qualité de la transcription de manière signiﬁcative au
moyen des POS. Notre approche se distingue de celles précédemment envisagées pour
introduire cette connaissance pour le décodage de la parole sur deux principaux as-
pects. D'une part, nous employons un étiqueteur pour associer aux hypothèses de mots
produites leur classe catégorielle la plus probable, en privilégiant ensuite les sorties as-
sociées aux successions de POS les plus probables. Les méthodes usuelles, recourant
aux modèles N -classes, ne procèdent pas à cette étape de désambiguïsation et envi-
sagent toutes les classes possibles lors de l'estimation des probabilités. D'autre part,
nous proposons un nouveau mode de calcul du score attribué à chaque hypothèse de
transcription en incluant les POS en post-traitement du système de RAP Irene ; nous
montrons expérimentalement son intérêt aussi bien pour diminuer le WER que pour
détecter les mots mal reconnus.
Nous présentons dans un premier temps notre méthode pour intégrer les POS dans
le score employé par le système de transcription pour sélectionner les hypothèses de
succession de mots les plus probables. Nous montrons ensuite à travers diﬀérentes expé-
riences que l'utilisation de cette technique en post-traitement permet une amélioration
signiﬁcative de la qualité de la sortie d'un système de RAP, suivant plusieurs critères
de codage. Nous exposons dans la section suivante une approche complémentaire qui
se concentre sur la discrimination des homophones ne se distinguant que par la ﬂexion
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selon le genre et le nombre. Nous indiquons enﬁn comment les POS aident à la détection
des erreurs de transcription.
5.1 Score intégrant les parties du discours
Tout au long de cette étude sur l'apport des informations morpho-syntaxiques pour
la transcription de la parole, nous envisageons les POS en post-traitement d'un système
de RAP en opérant sur des listes de N meilleures hypothèses (cf. sections 5.2 et 5.4)
ou sur des ensembles d'hypothèses homophones (cf. section 5.3). Bien que ces sorties
soient moins informatives que des structures de données plus complexes telles que des
graphes de mots, chaque hypothèse de ce type de liste peut être vue comme du texte
standard, ce qui permet d'appliquer facilement un étiqueteur morpho-syntaxique. En
outre, opérer sur des graphes de mots demanderait une augmentation importante du
temps de calcul ; dans le cas de notre étiqueteur, le calcul des probabilités contextuelles
P (ti|ti−2ti−1) requiert ainsi l'extension de chaque n÷ud associé à un trigramme de mots
en autant de n÷uds qu'il existe de POS possibles pour cette suite de mots.
Pour combiner les informations morpho-syntaxiques avec celles du MA et du ML
de mots, deux solutions peuvent être envisagées. Une première consiste à intégrer les
POS au niveau du ML, autrement dit au niveau du mot ; cette approche, en recourant
notamment aux modèles N -classes, a donné lieu à des résultats peu probants. Une
seconde que nous proposons consiste à utiliser les POS comme une connaissance à
part entière en les combinant avec celles du MA et du ML au niveau du groupe de
soue. Elle présente notamment l'avantage par rapport aux méthodes classiques de
pouvoir segmenter diﬀéremment les séquences de mots et celles de POS, et conduit
expérimentalement à une amélioration plus signiﬁcative de la transcription, comme
nous allons le montrer ici.
Dans un premier temps, les hypothèses wn1 proposées par le système de RAP pour
chaque groupe de soue sont étiquetées par notre étiqueteur morpho-syntaxique par
leur séquence la plus probable tm1 . Nous attribuons alors un score morpho-syntaxique à
wn1 :
logP (tm1 ) =
m∑
i=1
logP (ti|ti−1i−N+1) . (5.1)
Il est à noter que le nombre d'étiquettes m peut diﬀérer de celui des mots n. En eﬀet,
notre étiqueteur reconnaît des suites de mots telles que  parce que  comme des locu-
tions. De plus, aﬁn de favoriser la prise en compte des relations à longue distance par
P (ti|ti−1i−N+1), nous avons regroupé les mots étiquetés consécutivement comme étant des
cardinaux (CAR) par une seule étiquette CAR. De même, des mots consécutifs reconnus
comme étant des noms propres sont associés à une étiquette correspondant à un nom
propre unique. Nous avons enﬁn fait le choix d'ignorer dans le calcul du score les mots
reconnus comme des interjections, tels que  bon ,  ben  et  euh  en constatant
lors d'expériences préliminaires que les ignorer conduisait à une légère diminution du
WER. Ceci est justiﬁé par le fait que les interjections sont une classe grammaticale à
part, dont l'emploi présente peu de connexions avec le restant de la phrase.
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Ce score morpho-syntaxique est intégré dans le critère de sélection des meilleures
hypothèses par le système de RAP (cf. équation (1.11) page 16) en lui associant une
pondération appropriée. Le score combiné pour un groupe de soue wn1 correspondant
au vecteur acoustique A devient alors :
s(wn1 ) = logP (w
n
1 |A) + α logP (wn1 ) + β logP (tm1 ) + γn (5.2)
où α est le facteur de pondération du ML, β celui du score morpho-syntaxique et γ la
pénalité d'insertion de mot. La prise en compte des informations morpho-syntaxiques
permet ainsi de pénaliser plus explicitement des séquences de mots peu probables tels
qu'un nom commun au pluriel suivant un adjectif au singulier.
Suivant la manière dont est calculée la probabilité P (wn1 ) dans notre système de
transcription, nous construisons un ML N -grammes à base de POS pour déterminer le
score morpho-syntaxique. Nous avons considéré un ordre N = 7, supérieur au contexte
quadrigrammes du ML utilisé dans les dernières passes du système Irene, de façon
à obtenir un historique de taille plus importante que celui du ML de mots et ainsi
pouvoir prendre en compte des relations à plus longue distance. Cette extension du
contexte est autorisée par le nombre très réduit de POS possibles par rapport à la taille
d'un vocabulaire d'un système de RAP. Nous avons en outre conservé par défaut la
méthode de lissage employée lors du calcul des probabilités pour l'étiquetage, i.e., celle
de Kneser-Ney. Des expériences menées en réordonnant les listes des 100 meilleures
hypothèses avec s(wn1 ), selon un critère MAP (cf. section 5.2.1), montrent ainsi une
inﬂuence limitée de l'ordre et du lissage. En testant avec 4 types de lissage diﬀérents
(Katz, Ristad, Kneser-Ney en version modiﬁée ou non) et les 3 ordres N = 5, N = 7 et
N = 9, nous avons ainsi constaté une variation en absolu du WER de 0,1 point sur le
corpus de développement.
Tout au long des sections suivantes, nous utilisons le score s(wn1 ) aﬁn de réordonner
des listes d'hypothèses et de détecter des erreurs de transcription.
5.2 Réordonnancement des N meilleures hypothèses
Suivant le principe exposé à la section précédente, nous prenons en compte les
informations morpho-syntaxiques dans le score global après avoir étiqueté selon les
POS les listes des 100 meilleures hypothèses produites par le système Irene. Ces listes
sont informatives puisqu'en comparant les scores oracles1 obtenus par diﬀérents types
de sortie, nous constatons que peu d'informations sont perdues en se limitant à des listes
des 100 meilleures hypothèses (Tab. 5.1) et que l'on peut espérer un gain important du
WER en réordonnant ces listes par rapport à la transcription choisie initialement par
le système Irene. Ainsi, sur le corpus de développement, si cette dernière possède un
WER de 21,6%, il est possible d'atteindre un taux d'erreur égal à 14,2% (resp. 13,9%)
en choisissant systématiquement la meilleure hypothèse pour chaque groupe de soue
1Scores les meilleurs que l'on puisse obtenir à partir d'une représentation de données. Dans notre
cas, il s'agit des WER minimaux.
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1-best 100-best graphe de mots
développement 21,6 14,2 13,9
test 19,9 12,4 11,9
Tab. 5.1: WER oracles (en pourcentages) calculés à partir de la transcription proposée par le
système Irene, la liste des 100 meilleures hypothèses et le graphe de mots de la dernière passe
parmi les listes de 100 hypothèses (resp. les graphes de mots) proposées en sortie du
système de RAP.
Les 100 meilleures hypothèses trouvées par le système de RAP pour chaque groupe
de soue sont annotées par notre étiqueteur morpho-syntaxique puis associées au score
déﬁni par (5.2) qui inclut toutes les sources disponibles de connaissances. Ces listes sont
réordonnées selon trois critères diﬀérents (Fig. 5.1) : le critère MAP, la minimisation du
nombres d'erreurs de transcription [Stolcke et al., 1997] et le décodage par consensus
[Mangu et al., 2000]. Ces deux derniers types de décodage souvent utilisés dans les
systèmes de RAP actuels visent à réduire le WER mais augmentent généralement le
SER.
Au cours de nos diverses expérimentations sur le réordonnancement de listes d'hy-
pothèses, nous employons deux corpus extraits de la partie du corpus Ester dédiée au
développement (Tab. 3.2 page 55). Le premier, utilisé comme corpus de développement,
permet de déterminer empiriquement les paramètres α, β et γ qui minimisent le WER
pour l'ensemble des émissions qui le composent. Le choix de ces coeﬃcients n'est pas
diﬃcile à eﬀectuer car nous avons constaté au cours de nos expériences qu'un minimum
global apparaissait rapidement en faisant varier les trois paramètres simultanément. La
ﬁgure 5.2 montre ainsi l'évolution du WER sur le corpus de développement en fonction
de α et β, en choisissant à chaque fois le coeﬃcient γ pour lequel on observe le WER mi-
nimal. On observe ainsi sur ce graphique que le minimum global est atteint quand β > 0,
i.e., quand on prend en considération les POS. Une fois les trois paramètres optimisés,
ils sont ﬁxés et testés pour chaque méthode sur le deuxième ensemble d'émissions qui
fait oﬃce de corpus de test. Le modèle calculant le score morpho-syntaxique logP (tm1 )
est quant à lui établi à partir du même corpus d'apprentissage que celui qui a permis
la construction de notre étiqueteur (cf. section 4.3.2).
Cette section décrit tout d'abord l'évolution du WER en fonction des trois diﬀérents
critères que nous avons testés. Elle établit ensuite que le recours aux informations
morpho-syntaxiques permet d'obtenir des transcriptions plus facilement exploitables
par des méthodes de TAL. Nous montrons enﬁn à l'aide d'une expérience menée sur
la reconnaissance de caractères manuscrits de textes écrits en anglais que nos résultats
sont applicables pour d'autres langues que le français.
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Fig. 5.1: Principe du réordonnancement des 100 meilleures hypothèses
5.2.1 Décodage MAP
Le critère MAP consiste à rechercher parmi les N hypothèses proposées W1,N pour
un groupe de soue donné celle Wˆ qui vériﬁe2 :
Wˆ = arg max
W∈W1,N
scoreglob(W ) . (5.3)
Pour tester la validité de ce critère et de notre score incluant les POS, nous avons mené
plusieurs expérimentations, en confrontant nos résultats avec les méthodes usuelles.
5.2.1.1 Premiers résultats
Nous comparons dans un premier temps le WER obtenu avec notre système de RAP
selon que l'on inclut on non le score morpho-syntaxique β logP (tm1 ). En optimisant les
2Si scoreglob est déﬁni de telle manière à ce que sa valeur est d'autant plus grande que l'hypothèse
est correcte.
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Fig. 5.2: Évolution du WER en fonction des paramètres α et β avec le jeu d'étiquettes ext2 et
sur le corpus de développement
étiquettes Sub Del Ins WER α β γ
sans POS 13,5 4,5 2,0 19,9 12 0 0
norm 13,0 4,1 2,2 19,3 12 4 5
red1 13,1 4,2 2,2 19,5 13 3 5
red2 13,0 4,1 2,2 19,2 12 4 5
ext1 12,9 4,1 2,2 19,2 11 4 5
ext2 12,9 3,9 2,3 19,1 10 4 5
Tab. 5.2: Résultats obtenus sur le corpus de test pour diﬀérents jeux d'étiquettes et avec un ordre
N = 7. Sub, Del et Ins représentent respectivement les taux d'erreur de substitution, de suppression
et d'insertion
coeﬃcients α, β et γ pour chacun des jeux d'étiquettes sur le corpus de développement,
nous constatons une baisse duWER sur le corpus de test pour tous nos jeux d'étiquettes3
(Tab. 5.2). Cette évolution du taux d'erreur se révèle néanmoins assez sensible aux
étiquettes utilisées. Pour le meilleur ensemble, i.e., ext2, nous observons une baisse
absolue du WER de 0,8% ; c'est dorénavant ce jeu d'étiquettes que nous utilisons dans
toutes les expériences qui suivent sur le réordonnancement d'hypothèses.
5.2.1.2 Comparaison avec les ML N-classes
Aﬁn de montrer l'eﬃcacité du score que nous proposons, nous comparons les ré-
sultats que nous avons obtenus avec ceux donnés par la méthode qui est généralement
employée pour prendre en compte les POS, i.e., les ML N -classes. Ces ML sont généra-
3Déﬁnis en section 4.4.4 et dans l'annexe A.
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système de RAP initial s(wn1 ) ML N -classes
19,9 19,1 19,5
Tab. 5.3: WER(%) mesurés sur les données de test
lement introduits au cours du processus de transcription au moyen d'une interpolation
linéaire avec un ML de mots [Maltese et Mancini, 1992]. La recherche de la meilleure
hypothèse se fait à l'aide de la formulation classique de la RAP (cf. équation (1.11)
page 16) en calculant la probabilité de la séquence de mots de la manière suivante :
P (wn1 ) =
n∏
i=1
[λPmots(wi|wn−11 ) + (1− λ)PPOS(wi|wn−11 )] (5.4)
avec :
PPOS(wi|wn−11 ) =
∑
t1∈T1...ti∈Ti
[P (wi|ti)P (ti|ti−1i−N+1)] . (5.5)
λ est un coeﬃcient déterminant le poids du ML M -grammes par rapport au ML N -
classes et Ti représente l'ensemble des étiquettes possibles pour le mot wi, suivant le
dictionnaire de notre étiqueteur. Nous utilisons au cours de nos expériences un ML de
mots d'ordre M = 4 et un ML de classes d'ordre N = 7.
La variation des paramètres α, γ et λ sur le corpus de développement montre une
baisse du WER quand on prend en compte le modèle N -classes. En ﬁxant λ à 0,7, nous
obtenons sur le corpus de test une baisse absolue du WER de 0.4% (Tab. 5.3, dernière
colonne), ce qui reste une diminution deux fois inférieure à celle observée précédemment
(Tab. 5.3, deuxième colonne) avec le score s(wn1 ) établi par l'égalité (5.2).
Une diﬀérence importante des deux approches testées est l'utilisation des probabili-
tés lexicales P (wi|ti) par les ML N -classes. Pour étudier l'inﬂuence de ces valeurs, deux
nouveaux scores combinant les informations du MA, du ML et celles apportées par les
POS sont déﬁnis. Le premier, calculé par :
s′(wn1 ) = logP (w
n
1 |A) + α logP (wn1 ) + β[
n∑
i=1
logP (wi|ti) + logP (tm1 )] + γn , (5.6)
prend en compte les probabilités lexicales après désambiguïsation4. Le second considère
toutes les séquences possibles plutôt que la meilleure et est déterminé par :
s′′(wn1 ) = logP (w
n
1 |A)+α logP (wn1 )+β[
n∑
i=1
logPPOS(wi|wi−11 )+logP (tm1 )]+γn (5.7)
où PPOS est obtenue par (5.5). Les résultats obtenus avec ces deux scores (Tab. 5.4, lignes
3 et 4) montrent une légère amélioration du WER en prenant en compte les probabilités
4Le nombre de P (wi|ti) à additionner peut en réalité être diﬀérent de n dans le cas où l'étiqueteur
reconnaît des locutions dans wn1 .
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système de RAP initial 19,9
probabilités contextuelles + désambiguïsation (s(wn1 )) 19,1
probabilités lexicales et contextuelles + désambiguïsation (s′(wn1 )) 19,0
probabilités lexicales et contextuelles (s′′(wn1 )) 19,0
Tab. 5.4: WER(%) mesurés sur les données de test
contextuelles. Ils ne montrent pas clairement l'intérêt d'eﬀectuer une désambiguïsation,
ce qui peut être lié au fait que généralement la meilleure suite de POS proposée par
l'étiqueteur possède une probabilité beaucoup plus grande que celle des autres. En
revanche, ils établissent clairement que l'interpolation linéaire des log-probabilités est
plus eﬃcace que celle des probabilités.
5.2.1.3 Tests de signiﬁcativité
Nos expériences précédentes ont établi une baisse globale du WER quand on utilise
la connaissance des POS. En examinant individuellement chaque émission du corpus de
test, nous avons constaté qu'une diminution est toujours observée, à l'exception d'un
programme diﬀusé sur RTM et d'une durée de 20 minutes. Bien que nos données repré-
sentent un volume conséquent, il convient cependant de recourir à des tests statistiques
pour s'assurer que cette amélioration des performances ne soit pas liée au hasard.
Aﬁn de comparer le système de RAP sans les POS avec celui les incluant, les tests
statistiques confrontent le nombre d'erreurs de transcription produites par ces deux
systèmes sur plusieurs régions [Gillick et Cox, 1989]. Ces tests nécessitant que les erreurs
faites sur des segments diﬀérents soient indépendantes, l'unité choisie est généralement le
groupe de soue puisque les MA et le ML traitent chaque groupe de soue de manière
isolée. Les tests étudient le comportement de la variable aléatoire Zi = Eisans POS −
Eiavec POS représentant la diﬀérence entre les nombres d'erreurs observées Ei entre les
deux systèmes à comparer sur le segment i. Ils évaluent la probabilité de l'hypothèse
H0, stipulant que les diﬀérences observées sont dues au hasard. Nous souhaitons quant
à nous établir que l'amélioration est bien signiﬁcative, ce qui conduit à nous intéresser
plutôt à la probabilité que H0 soit rejetée.
Le premier test que nous employons est le t-test pour des séries appariées, celui
généralement utilisé dans le cadre de la RAP (voir par exemple [Kim, 2004]). Il suppose
que Z suit une loi normale centrée sur 0 et nécessite le calcul de :
t =
µˆZ
σˆZ/
√
n
(5.8)
où µˆZ représente la moyenne empirique calculée sur l'ensemble de test constitué de n
segments :
µˆZ =
n∑
i=1
Zi
n
(5.9)
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et σˆZ est l'écart-type empirique établi sur l'ensemble de test :
σˆ2Z =
1
n− 1
n∑
i=1
(Zi − µˆZ)2 . (5.10)
Il est montré dans le cas général que si Z suit une loi normale centrée sur 0, la variable
aléatoire t suit une distribution de Student avec n− 1 degrés de liberté. Le test de rejet
de H0 avec un niveau de conﬁance α5 revient alors à déterminer P (|T | ≥ |t|) ≤ α où T
suit la loi de Student et t est estimé sur notre corpus de test.
Le deuxième test que nous utilisons est le test de Wilcoxon pour des séries appariées
qui présente l'avantage par rapport au premier de faire une hypothèse moins forte sur
Z puisqu'il suppose simplement que Z suit une distribution continue, symétrique et
centrée sur 0 sous l'hypothèse H0. Il est souvent préféré pour cette raison au paired t-
test dans des domaines comme la recherche d'information [Hull, 1993] et est également
employé en RAP, quoique de manière plus marginale (voir par exemple [Heeman et
Allen, 1999]). Ce test implique le calcul de :
t =
∑n
i=1Ri√∑n
i=1R
2
i
(5.11)
avec :
Ri = sign(Zi)× rank(|Zi|) (5.12)
où sign représente la fonction signe6 et rank est la fonction donnant le classement de
|Zi| dans l'ordre décroissant pour chaque segment i du corpus de test. Il est montré que
sous les hypothèses du test, t suit une loi normale standard. Le test d'acceptation de
H0 avec un niveau de conﬁance α se ramène alors au calcul de P (|T | ≥ |t|) ≤ α, où T
suit une loi normale standard et t est calculé sur notre corpus de test.
L'examen de la variable aléatoire Zi sur les données que nous étudions suggère
qu'elle suive une loi normale avec une variance faible (Fig. 5.3), ce qui nous permet
d'utiliser les deux méthodes de test. Nous comparons ainsi deux à deux les WER ob-
tenus avec des systèmes calculant diﬀéremment le score des hypothèses. Les résultats
montrent que pour les deux tests l'hypothèse H0 est rejetée avec un indice de conﬁance
α ≤ 10−4 quand on compare le système de RAP initial avec celui incluant des informa-
tions morpho-syntaxiques dans les scores globaux s(wn1 ), s′(wn1 ) ou s′′(wn1 ). Ceci établit
donc que l'amélioration du WER est signiﬁcative à 99,99%. En outre, les mêmes tests
montrent que ces trois scores permettent une meilleure prise en compte des POS que
les ML N -classes au niveau du WER avec une conﬁance supérieure à 99,9%. Le gain
apporté par s′(wn1 ) vis-à-vis de s(wn1 ) est en revanche moins net puisque le paired t-test
et le paired Wilcoxon test indiquent respectivement une conﬁance de 95% et de 96%
sur la diﬀérence du nombre d'erreurs.
5Généralement ﬁxé à 0,05 ou à 0,01.
6Retournant +1 si Zi > 0, 0 si Zi = 0 et −1 si Zi < 0.
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Fig. 5.3: Calcul sur le corpus de test du nombre de groupes de soue associés à une valeur donnée
de la variable aléatoire Zi sur le corpus de test. Le graphique présenté ici correspond à l'étude de la
diﬀérence entre un système sans POS, et un utilisant ces informations à l'aide du score s′(wn1 ) et
du jeu d'étiquettes ext2
5.2.1.4 Tests réalisés avec un meilleur MA
Nous avons également cherché à savoir si l'amélioration du WER est toujours ob-
servée avec un meilleur système de RAP. Pour ce faire, nous avons employé au niveau
de la dernière passe du système Irene un MA amélioré, utilisant des points d'ancrages
[Moraru et Gravier, 2006]. Ce MA s'appuie sur une détection manuelle de la macroclasse
phonétique de chaque phone à reconnaître, de façon à guider le décodage du signal. La
connaissance de ces informations macrophonétiques conduit à un gain important du
WER puisque celui-ci diminue de 21,6% à 12,9% sur le corpus de développement et de
19,9% à 13,0% sur les donnés de test.
La ﬁgure 5.4 présente l'évolution du WER sur le corpus de développement qui nous
sert à ﬁxer les paramètres. Elle montre là aussi une réduction du nombre d'erreurs en
recourant aux POS. Nous constatons sur le corpus de test une baisse de 13,0% à 12,1%
en utilisant s′(wn1 ), ce qui correspond à une baisse absolue identique (-0,9%) à celle
obtenue avec le MA initial. Nous en concluons que même avec un système amélioré le
gain apporté par les informations morpho-syntaxiques reste signiﬁcatif. Il est toutefois
probable qu'en modiﬁant le ML plutôt que le MA, la baisse n'aurait pas été aussi
importante dans la mesure où les POS complémentent le ML.
5.2.1.5 Comportement sur de l'oral spontané
Bien que les informations morpho-syntaxiques aient montré au cours de nos ex-
périences une certaine robustesse aux phénomènes de la langue parlée, il est possible
qu'elles soient moins pertinentes sur les portions de la transcription qui contiennent
de nombreuses disﬂuences. Nous souhaitons ici montrer que l'apport des POS pour la
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Fig. 5.4: Évolution du WER en fonction du paramètre α avec le jeu d'étiquettes ext2 et sur le
corpus de développement, en utilisant un meilleur MA
extrait de 12 640 mots extrait de 3 650 mots
sans POS 32,7 46,3
s(wn1 ) 31,4 44,5
s′(wn1 ) 31,0 44,3
Tab. 5.5: WER obtenus sur des extraits du corpus de test correspondant à de l'oral spontané
transcription reste réel quand les conditions d'analyse des hypothèses de mots produites
par le système de RAP se dégradent. Nous avons à cette ﬁn isolé les extraits du corpus
de test correspondant à des interviews et qui correspondent donc davantage à de l'oral
spontané. Le WER initial produit par notre système de RAP sur ce passage de 12 640
mots est nettement plus élevé que les 19,9% constatés pour la totalité des données de
test (Tab. 5.5). Que l'on utilise ou non les probabilités intra-classes, les POS permettent
une baisse du WER qui est en relatif identique à celle observée précédemment, voire
même supérieure. Pour l'ensemble du corpus de test, nous obtenions en eﬀet une diminu-
tion de 4,0% ou de 4,5% selon que l'on recourait ou non aux probabilités intra-classes ;
sur ce nombre plus réduit de segments, on constate une réduction relative de 4,0 et de
5,2%.
En examinant de plus près l'extrait que nous avons sélectionné, nous avons constaté
que les portions correspondant à des interviews d'hommes politiques contenaient moins
de marques de disﬂuences. En écartant ces groupes de soue  ce qui restreint à un
extrait de 3 650 mots  nous constatons que les POS conduisent là encore à une baisse
relative du WER de 3.9% ou de 4,3% selon que l'on intègre ou non les probabilités intra-
classes dans le calcul des scores. Ces résultats établissent par conséquent que l'utilisation
des POS provoque une amélioration de la qualité de la transcription, y compris pour
les zones correspondant à de l'oral spontané.
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Après avoir montré l'intérêt des informations morpho-syntaxiques avec un critère
MAP pour la transcription, nous proposons dans les deux sections suivantes deux nou-
velles méthodes d'intégration en modiﬁant le critère de réordonnancement.
5.2.2 Décodage par minimisation du nombre d'erreurs sur les mots
Notre objectif étant d'améliorer la qualité de la transcription, nous proposons d'uti-
liser un critère plus explicite de minimisation du WER que celui consistant à maximiser
la probabilité des séquences de mots proposées. Nos travaux s'inspirent de l'étude me-
née dans [Stolcke et al., 1997]. Nous souhaitons toujours réordonner la liste des 100
meilleures hypothèses, en recourant cette fois-ci à la variable WE(W |A) représentant le
nombre d'erreurs de transcription dans l'hypothèse proposée W à partir des observa-
tions acoustiques A. Le principe consiste à aligner entre elles lesN hypothèses produites
pour un groupe de soue donné, selon la même méthode que celle retenue pour aligner
la référence et la transcription automatique dans le calcul du WER (cf. section 1.3.2).
La référence étant bien entendu inconnue de la part du système de RAP, le nombre
d'erreurs de Wi est estimé en considérant tour à tour chaque hypothèse Wj comme la
référence, ce qui conduit au calcul suivant de l'espérance :
E[WE(Wi|A)] =
∑
j 6=i
P (Wj |A)WE(Wi|Wj) (5.13)
où WE(Wi|Wj) est le nombre d'erreurs de Wi en considérant l'hypothèse Wj comme
référence et P (Wj |A) est la probabilité a posteriori de Wj . Le critère de décodage
revient alors à chercher Wˆ vériﬁant :
Wˆ = arg min
W∈W1,N
E[WE(W |A)] . (5.14)
La prise en compte des POS intervient au niveau du calcul des probabilités a pos-
teriori. P (Wj |A) est en eﬀet obtenu par :
P (Wj |A) = P (Wj)P (A|Wj)
P (A)
(5.15)
où l'on reconnaît au niveau du numérateur les scores du ML et du MA, et où le déno-
minateur s'exprime sous la forme :
P (A) =
∑
k
P (Wk)P (A|Wk) . (5.16)
La probabilité a posteriori peut alors être approximée par :
P (Wj |A) ≈ e
scoreglob(Wj)∑
k e
scoreglob(Wk)
(5.17)
5.2. Réordonnancement des N meilleures hypothèses 97
WER SER
MAP min. WE cons. MAP min. WE cons.
sans ancres
sans POS 19,9 19,8 19,8 61,8 62,2 62,4
s(wn1 ) 19,1 19,0 19,1 59,9 60,1 60,7
s′(wn1 ) 19,0 18,9 18,9 59,4 59,6 59,7
avec ancres
sans POS 13,0 12,9 12,8 51,3 51.8 52,7
s(wn1 ) 12,3 12,2 12,1 48.6 49,2 49,8
s′(wn1 ) 12,1 12,1 12,0 47,9 49,4 48,7
Tab. 5.6: Résultats obtenus sur le corpus de test avec un système de RAP  classique , puis avec
un système de RAP avec ancres
où scoreglob(Wk) peut prendre en compte la connaissance des POS à l'aide de s(Wk),
s′(Wk) ou s′′(Wk). En pratique, les scores globaux sont pondérés par un facteur z de
manière à éviter des probabilités a posteriori trop grandes :
P (Wj |A) ≈ e
scoreglob(Wj)/z∑
k e
scoreglob(Wk)/z
. (5.18)
Nous observons qu'en ignorant les informations morpho-syntaxiques, ce critère de
minimisation fait baisser le WER de 0,1 point par rapport à la transcription produite
par le système de RAP initial. Nous constatons également qu'avec ce type de décodage,
les informations morpho-syntaxiques permettent une même baisse absolue qu'avec le
critère MAP (Tab. 5.6, 2 premières colonnes) ; les tests statistiques montrent que cette
baisse est signiﬁcative à 99,95%.
5.2.3 Décodage par consensus
Ce troisième critère repose sur la construction d'un réseau de confusion (Fig. 1.7
page 19) à partir des 100 meilleures hypothèses produites par le système de RAP.
Cette présentation de données permet d'aligner les mots de chaque hypothèse Wi en
les repérant dans le groupe de soue par une position s7 ; en sélectionnant le mot qui
apparaît le plus probable à chaque emplacement s, cette méthode permet de corriger
des erreurs et de produire des sorties qui ne ﬁguraient pas parmi les successions de mots
proposées le système de RAP.
La recherche de la meilleure hypothèse est ici réalisée en examinant la variable
WE(w, s|A) qui représente le nombre d'erreurs (0 ou 1) faites en choisissant le mot w
à la position s, pour les observations acoustiques A. La meilleure hypothèse Wˆ peut
alors être déterminée en minimisant le nombre d'erreurs pour chaque position s [Mangu
et al., 2000], ce qui s'exprime de la manière suivante :
Wˆ =
⊕
s∈S
arg min
w∈Ws
E[WE(w, s|A)] (5.19)
7Pour slot en anglais.
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où
⊕
est l'opérateur n-aire de concaténation de mots, S est l'ensemble des positions
du réseau de confusion construit pour le groupe de soue étudié et Ws l'ensemble des
mots présents dans le réseau à la position s.
L'estimation de E[WE(w, s|A)] est réalisée à partir des probabilités a posteriori
P (w, s|A) que le mot w soit à la position s :
E[WE(w, s|A)] = 1− P (w, s|A) . (5.20)
Le réseau de confusion étant établi à partir d'une liste des meilleures hypothèses, les
probabilités a posteriori sont quant à elles obtenues en faisant la somme :
P (w, s|A) =
∑
W∈Hw,s
P (W |A) (5.21)
où Hw,s est l'ensemble des hypothèses qui, une fois alignées avec le réseau de confusion
(Fig. 5.5), contiennent le mot w à la position s.
Fig. 5.5: Alignement du réseau de confusion avec la liste des meilleures hypothèses
Les probabilités P (W |A) de chaque hypothèse W sont déterminées selon le même
principe (cf. equation (5.18)) que le critère de minimisation explicite du WER. Nous
obtenons sur le corpus de test les résultats présentés dans le tableau 5.6 (troisième
colonne). L'utilisation des informations morpho-syntaxiques conduit à la même baisse
absolue du WER que précédemment. En outre, les tests statistiques montrent toujours
que cette amélioration est signiﬁcative à 99,95%. En revanche, que l'on utilise ou non
les POS, le décodage par consensus n'apporte qu'un gain mineur par rapport aux deux
autres critères. Ceci est expliqué par la taille limitée des listes d'hypothèses (N=100) ;
un gain plus important est observé quand on utilise des listes plus informatives de 1 000
hypothèses (Tab. 5.8 page 106, première ligne).
5.2.4 Une transcription facilitant l'application de méthodes du TAL
Quelle que soit la méthode de décodage utilisée, nos expériences montrent une baisse
signiﬁcative du WER d'environ 0,8% en prenant en compte les informations morpho-
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syntaxiques, ce qui nous permet déjà de valider notre approche. Des indices supplémen-
taires suggèrent que les transcriptions ainsi produites facilitent l'exploitation des sorties
du système de RAP par des méthodes de TAL.
5.2.4.1 Une transcription rendue plus grammaticale
L'évolution du SER (pour sentence error rate) en recourant aux informations
morpho-syntaxiques (Tab. 5.6, 3 dernières colonnes) montre que la diminution du WER
se traduit systématiquement par une réduction du SER. En outre, en étudiant manuel-
lement certaines erreurs corrigées par l'emploi des POS, nous avons constaté que, d'une
manière générale, les groupes de soue modiﬁés tendent à être plus  grammaticaux .
Cela se traduit par une baisse du nombre d'erreurs de transcription, mais aussi parfois
par une apparition de mots mal reconnus. Ainsi, dans les deux premiers exemples four-
nis (Fig. 5.6), le recours aux informations morpho-syntaxiques permet de reconnaître
correctement un passé-composé et de corriger une faute d'accord. Le dernier exemple
présenté montre un cas où les POS favorisent une hypothèse syntaxiquement correcte,
mais qui diﬀère davantage de la référence par rapport à la séquence de mots proposée
initialement.
5.2.4.2 Calculs du taux d'erreur sur les lemmes
Le WER est la métrique la plus répandue pour évaluer la qualité d'une transcription.
Elle présente néanmoins l'inconvénient d'accorder autant d'importance à une erreur
commise sur une préposition que sur un nom qui apporte une indication importante sur
le contenu du document étudié. Dans certaines applications du TAL ou de la recherche
d'information, les textes sont considérés comme des  sacs de mots , en ignorant l'ordre
dans lequel apparaissent les mots et en supprimant de plus les termes les plus courants,
notamment ceux appartenant aux classes grammaticales ; c'est par exemple le cas des
techniques de segmentation des textes suivant les sujets qu'ils traitent, application à
laquelle nous nous intéressons dans le chapitre 7. Parfois, les mots sont également ra-
menés à des formes canoniques, telle que des lemmes, de manière à assimiler comme
identiques des mots ne se distinguant que par la ﬂexion, voire la dérivation. Nous pro-
posons une nouvelle métrique en RAP, qui permet de mieux rendre compte que le WER
de la qualité de la transcription pour ce genre d'applications, en comptabilisant le taux
d'erreur sur les lemmes.
Cette mesure, notée LER pour lemma error rate est déﬁnie de manière similaire au
WER en calculant le nombre d'insertions, de suppressions et de substitutions, mais en
lemmatisant cette fois au préalable la transcription de référence et celle produite par
le système de RAP. Nous annotons à cette ﬁn ces deux transcriptions à l'aide de notre
étiqueteur morpho-syntaxique, convertissons notre jeu d'étiquettes vers celui de Tree-
Tagger, puis utilisons le lemmatiseur Flemm [Namer, 2000]. Dans la mesure où ces
outils sont automatiques, des erreurs sont introduites, ce qui biaise légèrement les calculs
du LER. Notre étiqueteur a néanmoins montré de bonnes performances pour annoter
des émissions radiophoniques (cf. section 4.4.3), d'autant plus que de nombreuses er-
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Erreurs corrigées
REF : une date qui A DONNÉ le vertige à une partie de la
france
HYP(sans POS): une date qui À DONNER le vertige à une partie de la
france
HYP(avec POS): une date qui a donné le vertige à une partie de la
france
REF : mais il souligne que les inspecteurs VOUDRAIENT
travailler en toute indépendance
HYP(sans POS): mais il souligne que les inspecteurs VOUDRAIT
travailler en toute indépendance
HYP(avec POS): mais il souligne que les inspecteurs voudraient
travailler en toute indépendance
Erreurs introduites
REF : addition des électorats chirac balladur ELLE se
CONTENTE de huit millions d' électeurs en deux
mille deux
HYP(sans POS): addition des électorats chirac balladur **** se
CONTENTENT de huit millions d' électeurs en deux
mille deux
HYP(avec POS): addition des électorats chirac balladur PARCE QU'
ON COMPTE DIX millions d' électeurs en deux
mille deux
Fig. 5.6: Exemples de groupes de soue modiﬁés par la connaissance des POS
reurs concernent des mots grammaticaux comme  que  simples à lemmatiser. Flemm
est de surcroît un lemmatiseur jugé performant sur le français.
L'intérêt principal du LER est qu'il ignore les erreurs d'accord ou de conjugaison
qui sont peu pénalisantes pour des méthodes opérant sur des lemmes plutôt que sur
des mots. En outre, les transcriptions étant étiquetées, il est possible de se limiter à
certaines classes grammaticales. Seuls sont alors conservés dans les transcriptions de
référence et les hypothèses produites par le système de RAP, les lemmes correspondant
aux mots lexicaux que nous avons restreints aux noms communs, aux noms propres,
aux adjectifs et aux verbes. Les suites de lemmes ainsi produites sont alors comparées
aﬁn de calculer une mesure que nous notons LERlex. Nous déﬁnissons également LER′lex
en ignorant les erreurs concernant les verbes auxiliaires les plus courants8, qui jouent
un rôle mineur dans la sémantique d'un texte.
8Verbes employés pour apporter des précisions sémantiques ou syntaxiques sur un autre verbe
dit principal. Les verbes que nous avons considérés comme auxiliaires, quel que soit leur contexte
d'utilisation, sont  avoir ,  être  ainsi que les verbes modaux  falloir ,  devoir ,  pouvoir  et
 vouloir .
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WER LER LERlex LER′lex
sans POS 19,9 17,2 18,5 17,5
s(wn1 ) 19,1 16,9 18,3 17,5
s′(wn1 ) 19,0 16,6 17,7 16,7
Tab. 5.7: WER et LER (%) calculés sur le corpus de test avec un décodage par critère MAP
La diminution relative du LER par rapport au WER mesurée sur le corpus de test
(Tab. 5.7, deux premières colonnes) montrent que 13,6% des erreurs produites par le
système de RAP sans POS sont dus à des confusions sur la ﬂexion des lemmes. Ce chiﬀre
est à peine inférieur lorsque l'on prend en compte des informations morpho-syntaxiques
(11,5% avec s(wn1 ), 12,6% avec s′(wn1 )), ce qui suggère que les POS corrigent propor-
tionnellement un peu plus ce type d'erreurs mais qu'ils en rectiﬁent également beaucoup
d'autres. La comparaison des valeurs de LERlex et LER′lex suivant que l'on recoure ou
non aux POS établit l'intérêt de s′(wn1 ) pour améliorer la reconnaissance des lemmes. En
revanche, aucun gain n'est observé pour s(wn1 ) qui a tendance à privilégier les séquences
de POS probables sans tenir compte des mots reconnus.
5.2.5 Application à d'autres langues que le français
Le système Irene est conçu pour opérer sur des émissions francophones. Or, le
français, en présentant notamment de nombreux homophones qui ne se distinguent que
par la ﬂexion (cf. section 4.1), a des caractéristiques qui laissent penser à un intérêt
moindre des informations morpho-syntaxiques pour d'autres langues. Nous avons pu
toutefois tester notre approche sur de l'anglais en l'appliquant en post-traitement d'un
système de reconnaissance de caractères manuscrits en-ligne9. Ce système, développé par
l'équipe Imadoc au sein de l'Irisa, calcule un score graphique et lexical en fonction des
tracés des courbes constituant les caractères et de la succession des caractères formant
des mots. Il recourt également à un ML bigrammes de mots construit sur un corpus
de 900 000 mots. Nous l'avons étendu par un score morpho-syntaxique en adoptant
une approche identique à celle que nous avons suivie en RAP. Nous avons à cette ﬁn
construit un étiqueteur basé sur les MMC à partir du corpus de Brown pour lequel un
étiquetage manuel est fourni, puis calculé un score POS P (tm1 ) en utilisant un lissage de
Kneser-Ney et un ordre de 7. Le jeu d'étiquettes que nous avons choisi est inspiré par
celui adopté dans le corpus Penn Treebank [Marcus et al., 1993] ; nous l'avons élargi
en associant des étiquettes spéciﬁques aux 100 mots grammaticaux les plus fréquents,
ce qui conduit à un ensemble de 151 étiquettes. Le score combiné est similaire au score
9La qualiﬁcation d'un système d'écriture de hors-ligne ou en-ligne se situe sur la manière d'acquérir
les donnés. Dans des systèmes en-ligne, un stylo spécial enregistre en continu une représentation spatio-
temporelle du tracé, ce qui permet de localiser clairement le signal et d'avoir des informations sur la
dynamique du tracé. Dans le cas des systèmes hors-ligne, les caractéristiques du signal nécessitent une
analyse du document étudié sous la forme d'une image.
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s′(wn1 ) calculé pour le système de RAP :
score = scoregraphique et lexical + α scoreML + β scorePOS + γ × nb de mots . (5.22)
Ce score global est calculé pour les 100 meilleures hypothèses produites par le système
de reconnaissance d'écriture manuscrite. Les coeﬃcients α, β et γ sont optimisés en
suivant un décodage MAP sur un corpus de développement de 7600 mots. La mesure
du WER sur un corpus de test de 6 000 mots montre une baisse de 14,7% à 14,3%
en prenant en compte les POS. De manière peu surprenante, l'anglais étant une langue
morphologiquement moins riche que le français, nous obtenons une diminution qui est
inférieure. Ce phénomène de baisse existe toutefois, alors que des expériences menées
avec des ML N -classes de POS n'avaient pas permis de le constater [Quiniou et al.,
2005]. En outre, les paramètres α et β valant respectivement 0,3 et 0,2 sont proches, ce
qui suggère que les POS sont presqu'aussi informatives que le ML de mots.
Jusqu'à présent, nous avons montré que les POS sont intéressantes pour améliorer la
qualité de la transcription à partir de listes d'hypothèses. La section suivante présente
un autre mode d'utilisation des POS en s'intéressant plus spéciﬁquement à la distinction
des homophones suivant leur genre et leur nombre.
5.3 Extension de la meilleure hypothèse par ses
homophones
Nous avons déjà souligné l'intérêt des POS pour corriger des confusions entre des
mots homophones qui ne se distinguent que par leur ﬂexion en genre et en nombre.
Une solution peut donc consister à se restreindre à la meilleure hypothèse proposée par
un système de RAP puis à corriger les erreurs dues à des confusions entre homophones
pour des problèmes d'accord. Une technique similaire a d'ailleurs été employée dans une
étude précédente en recourant à un graphe d'homophones pour prendre en compte la
connaissance des POS en post-traitement d'un système de RAP [Gauvain et al., 2005].
Nous présentons dans cette section les principes de notre méthode, avant d'exposer les
résultats obtenus.
5.3.1 Principes
Aﬁn de corriger des erreurs d'accord dans la transcription proposée par le système
de RAP, nous étendons la meilleure hypothèse trouvée pour chaque groupe de soue
par une liste de ses homophones (Fig 5.7). Le nombre d'homophones pour un mot court
peut être considérable puisque nous obtenons par exemple pour  est  26 homophones
diﬀérents selon le dictionnaire de prononciation que nous utilisons. En outre, nous nous
intéressons plus particulièrement aux classes de mots susceptibles d'engendrer des er-
reurs d'accord. Nous avons par conséquent restreint l'extension des homophones aux
adjectifs, aux noms communs, aux verbes et aux pronoms personnels. De plus, la liste
des homophones des mots wi apparaissant dans le groupe de soue a été limitée aux
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mots possédant le même lemme, i.e., à ceux qui ne se distinguent que par la ﬂexion
de wi. La suite de mots  un texte qui ﬁnis  se trouve à titre d'exemple étendu par
 un textes qui ﬁnis ,  un texte qui ﬁnit et  un textes qui ﬁnit ,  un texte qui
ﬁni . . . L'ensemble des hypothèses homophones une fois obtenue, chacune est étique-
tée puis réordonnée en utilisant s′(wn1 ) pour introduire les POS.
Fig. 5.7: Principe du réordonnancement des hypothèses homophones
5.3.2 Résultats
Nous adoptons deux stratégies pour tester l'extension des homophones. La première
consiste à ne construire la liste des hypothèses en ne modiﬁant qu'un seul mot à la
fois, en supposant que la grande majorité des groupes de soue ne contiennent au plus
qu'une erreur. En reprenant l'exemple  un texte qui ﬁnis  donné précédemment, ceci
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permet ainsi d'éviter de considérer les séquences  un textes qui ﬁnis ,  un textes qui
ﬁni . . . . La seconde méthode étend simultanément plusieurs mots du groupe de soue
par un de ses homophones possibles, ce qui accroît considérablement la taille de la liste
produite.
En utilisant un critère MAP, nous constatons une baisse similaire du WER avec les
deux stratégies. Cette diminution est conﬁrmée par le comportement sur le corpus de
test puisque nous observons alors une diminution identique du WER de 19,9% à 19,6%
pour les deux modes d'extension. Cette amélioration, bien qu'elle demeure signiﬁcative
par rapport à un système sans POS, conduit à des performances moindres que celles
observées avec les 100 meilleures hypothèses, ce qui montre que la première d'entre elles
corrigée par homophonie n'est pas forcément la bonne réponse. La baisse identique du
WER pour les deux modes d'extension par les homophones tend en outre à privilégier
la première qui conduit à réordonner en moyenne 7 hypothèses par groupe de soue sur
le corpus de développement, alors que la deuxième requiert beaucoup plus de calculs
en produisant en moyenne 486 extensions par segment à analyser. Ce résultat indique
également qu'il se produit généralement une erreur de confusion au plus sur le genre et
le nombre par groupe de soue.
Les deux sections précédentes traitant du réordonnancement d'hypothèses ont décrit
une amélioration de la qualité de la transcription avec les POS. Nous souhaitons montrer
que ce type d'information aide également à la détection des erreurs de transcription,
ce qui peut permettre d'écarter des mots mal reconnus dans le cadre d'utilisation des
transcriptions par d'autres applications, ou d'éventuellement appliquer des techniques
de réparation locale plus coûteuses.
5.4 Détection des erreurs de transcription
Même si les objectifs sont proches, la détection des erreurs dans une transcription
automatique est plus délicate à eﬀectuer que celle réalisée par les vériﬁcateurs ortho-
graphiques et grammaticaux intégrés dans les logiciels de traitement de texte. Une
première diﬃculté est que les textes à analyser peuvent contenir de nombreuses erreurs
successives dans un même groupe de soue, ce qui perturbe des analyses basées sur
le contexte. Heureusement, une analyse de la transcription automatique de 10 heures
d'émission d'information en français a établi qu'une grande majorité des erreurs étaient
isolées et que la taille des zones d'erreurs consécutives suivait grossièrement une loi
de Zipf [Adda-Decker, 2006]. Une autre complication tient à la nature des documents
à traiter qui présentent notamment des disﬂuences, sujettes à entraîner des ruptures
dans la séquence de mots à analyser. En outre, compte tenu de la nature des erreurs
de transcription qui se produisent entre des mots homophones, plutôt que des mots
homographes, les hypothèses erronées peuvent avoir une écriture très éloignée du mot
correct, ce qui empêche le recours à des méthodes basées sur la proximité lexicale. Il
est d'ailleurs à noter que les coquilles de saisie, tel que l'emploi de  abre  en lieu et
place de  arbre , sont absentes des transcriptions produites automatiquement puisque
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les systèmes de RAP ne reconnaissent que les mots de leur vocabulaire. Une part im-
portante des erreurs de reconnaissance, comme l'a montré notre analyse d'un extrait
de transcription (cf. section 4.1), sont en revanche des fautes d'orthographe gramma-
ticales, liées à des erreurs d'accord ou de conjugaison et pour lesquelles l'exploitation
de la connaissance des POS constitue un indice de détection. Nous montrons ici que les
informations morpho-syntaxiques sont pertinentes pour repérer les erreurs de transcrip-
tion globalement, i.e., au niveau d'un groupe de soue entier et surtout localement,
i.e., au niveau d'un mot. Nous utilisons cette propriété pour calculer des mesures de
conﬁance qui se révèlent meilleures que lorsque nous ignorons les POS.
5.4.1 Détection globale
Nos expériences sur le réordonnancement des hypothèses montrent que les POS
tendent à privilégier celles qui possèdent moins d'erreurs d'accord (cf. section 5.2.4).
Dans le but de mesurer l'eﬃcacité du score morpho-syntaxique P (tm1 ) pour détecter
les hypothèses présentant ces erreurs, nous examinons son comportement sur les fautes
d'accord que nous avons repérées dans l'extrait examiné manuellement (cf. section 4.1)
et pour lesquelles les informations morpho-syntaxiques semblent particulièrement per-
tinentes. Pour chacun des groupes de soue contenant au moins une erreur d'accord
interne au groupe de soue et qui ne concerne pas de mots absents du dictionnaire de
prononciation, nous établissons le score pour trois versions : la transcription de référence
(ref), la transcription automatique (hyp) et la transcription automatique où seules les
erreurs d'accord sont corrigées par rapport à hyp (cor) (Fig. 5.8). Nous espérons ainsi
que la succession d'étiquettes obtenues sur ref et cor sera plus probable que sur hyp.
REF: à L' AMÉNAGER avant qu' elle ne soit DÉTRUITE
COR: à LA MÉNAGER avant qu' elle ne soit DÉTRUITE
HYP: à LA MÉNAGER avant qu' elle ne soit DÉTRUIT
Fig. 5.8: Versions à évaluer pour un même groupe de soue
En utilisant notre jeu d'étiquettes norm de 93 étiquettes, nous avons constaté sur
les 62 groupes de soue analysés que le score était strictement supérieur sur cor par
rapport à celui sur hyp pour 42 d'entre eux et strictement plus grand sur ref que sur
hyp pour 31 d'entre eux. Sans surprise, P (tm1 ) permet de favoriser les groupes de soue
sans erreurs d'accord. Il oﬀre des informations supplémentaires à celles apportées par
le ML de mots 4-grammes utilisé au sein du système de RAP puisque sur ce même
ensemble de 62 groupes de soue, le score P (wn1 ) qu'il calcule est strictement plus
grand sur cor (resp. sur ref) que sur hyp pour 6 (resp. 14) d'entre eux. Notons que
les erreurs commises par le score morpho-syntaxique sur la discrimination de cor et de
hyp sont dues à des erreurs d'étiquetage ou à la nécessité de faire une analyse syntaxique
plus poussée comme dans les exemples de la ﬁgure 5.9. La dégradation importante des
résultats entre cor et ref montre néanmoins qu'il faut plutôt envisager une approche
locale pour repérer des erreurs, en particulier les fautes d'accord.
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REF: pas question ****** RÉPONDENT l' union européenne et la russie qui
REFUSENT de lever les sanctions
HYP: pas question RÉPOND DE l' union européenne et la russie qui
REFUSE de lever les sanctions
REF: les supporters de l' om APPRÉCIENT thibaud vincent
CORR: les supporters de l' om APPRÉCIENT thibaud vincent
HYP: les supporters de l' om APPRÉCIE thibaud vincent
Fig. 5.9: Exemples d'erreurs d'accord nécessitant une analyse syntaxique
5.4.2 Détection locale
Nous nous intéressons désormais à une détection plus ﬁne des mots erronés. Nous
utilisons à cette ﬁn les probabilités contextuelles P (ti|ti−1i−N+1), où les ti sont les éti-
quettes produites par notre étiqueteur, en espérant que leur valeur décroît fortement
quand le mot associé à ti est erroné. Une analyse de l'évolution de P (ti|ti−1i−N+1) pour
chaque mot d'un groupe de soue contenant une erreur d'accord en genre montre ainsi
une baisse importante au niveau du mot erroné (Fig. 5.10). En comparant les résu-
tats obtenus avec plusieurs méthodes de lissage, celles de Kneser-Ney et de Ristad en
l'occurrence, on constate peu de diﬀérences avec la courbe obtenue sans eﬀectuer de
lissage dans le calcul des probabilités. De la même façon, l'ordre N semble avoir peu
d'inﬂuence. Le rapprochement des courbes obtenues avec des ML 7-grammes à base
de POS avec celles produites par un ML quadrigrammes de mots montre en revanche
des diﬀérences de comportement puisque celles construites par des ML de POS sont
globalement plus lisses, exceptées au niveau de l'erreur d'accord. Ceci n'est pas surpre-
nant dans la mesure où le nombre des N -grammes possibles est beaucoup plus grand
dans le cas des ML de mots, ce qui fait que de nombreuses séquences sont rares ou peu
observées et ont des probabilités contextuelles faibles incluant des coeﬃcients de repli.
Cette constatation laisse donc espérer une plus grande capacité des ML à base de POS
pour détecter certaines erreurs de transcription.
Aﬁn de valider la capacité des POS à détecter localement les mots mal reconnus,
nous recourons à un seuil relatif δrel, en espérant les probabilités contextuelles sont
inférieures à cette valeur pour des mots eﬀectivement mal reconnus. Nous considérons
alors que le mot wi étiqueté par tj est erroné lorsque :
logP (wi|wi−1i−M+1) + η × logP (tj |tj−1j−N+1) ≤ µ+ σ × δrel (5.23)
où µ et σ sont respectivement la moyenne et l'écart-type de la combinaison des log-
probabilités conditionnelles déterminées sur un groupe de soue donné.
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Fig. 5.10: Courbe logP (ti|ti−1i−N+1) = f(wi) tracée pour une hypothèse présentant une erreur
d'accord sur  votée , en utilisant le jeu d'étiquettes norm
Nous mesurons la capacité à repérer les erreurs en calculant des valeurs de rap-
pel10 et de précision11 sur le court extrait que nous avons analysé manuellement. Nous
nous focalisons ici sur la détection de l'ensemble des erreurs de transcription et sur
celle plus spéciﬁque des erreurs d'accord corrigeables en examinant isolément chaque
groupe de soue. Le ML de mots employé est celui utilisé dans la troisième passe du
système Irene et correspond ainsi à un ordre M = 4, tandis que notre ML de classes
est construit sur le jeu d'étiquettes norm avec un ordre N = 7 et un lissage de Katz. Le
graphe rappel-précision présenté à la ﬁgure 5.11 montre les résultats obtenus en faisant
varier le seuil δrel. Aﬁn d'étudier l'inﬂuence des POS sur la détection, nous comparons
les courbes pour trois valeurs diﬀérentes de η, en ﬁxant notamment ce coeﬃcient de
pondération à 0 de manière à ne prendre en compte que le ML de mots. Nous consta-
tons alors que l'utilisation des POS conduit à améliorer la précision pour la plupart des
valeurs de rappel par rapport au ML de mots seul (η=0), notamment pour les valeurs
les plus élevées du seuil. On peut en outre remarquer que l'apport des POS est un nette-
ment plus marqué pour les erreurs d'accord. Néanmoins, les résultats sont globalement
décevants puisque la précision diminue rapidement quand on augmente le rappel. L'ap-
port des POS devient de plus négligeable lorsque le rappel devient supérieure à 50%.
Les valeurs de précision mesurées pour les fautes d'accord sont particulièrement basses,
du fait que la méthode de détection retourne principalement des mots mal reconnus
10Proportion des erreurs correctement détectées par rapport à l'ensemble des erreurs de transcription
dans le cas général ; proportion des erreurs d'accord correctement détectées par rapport à l'ensemble
des fautes d'accord internes au groupe de soue, en se limitant aux accords non reconnus.
11Proportion des erreurs correctement détectées parmi les réponses présentées comme des erreurs
par le système dans le cas général ; proportion des erreurs d'accord correctement détectées parmi les
réponses présentées comme des erreurs par le système, en se limitant aux accords non reconnus.
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pour d'autres raisons. Ces observations nous conduisent à combiner davantage d'infor-
mations, en recourant notamment aux indices acoustiques, pour obtenir des résultats
plus satisfaisants, et à employer plutôt la probabilité a posteriori que la probabilité
contextuelle.
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Fig. 5.11: Courbe rappel-précision sur la détection des erreurs de transcription par un ML de mots
et un ML de POS basé sur le jeu d'étiquettes norm
5.4.3 Mesures de conﬁance
Nous avons montré précédemment l'intérêt des POS pour calculer des probabilités
a posteriori d'hypothèses dans le cadre des critères de minimisation du nombre d'er-
reurs de transcription (cf. sections 5.2.2 et 5.2.3). Ces probabilités sont communément
employées pour établir des mesures de conﬁance à partir de listes d'hypothèses ou de
graphes de mots [Wessel et al., 2001]. Nous recourons aux POS pour améliorer ces me-
sures, celles-ci pouvant fournir une indication sur la probabilité qu'un mot soit erroné
ou non, et pouvant être employés par des applications qui utilisent des transcriptions,
en écartant les mots qui risquent d'avoir été mal reconnus.
Nous calculons les mesures de conﬁance à partir des listes d'hypothèses produites
avec un décodage MAP ou des réseaux de confusion établis dans le cadre du décodage
par consensus (Fig. 5.12). Dans le premier cas, les mesures de conﬁance sont établies
à partir des probabilités a posteriori calculées au niveau du groupe de soue. Suivant
la méthode proposée dans [Rueber, 1997], les hypothèses de chaque liste sont alignées
avec la meilleure. La mesure de conﬁance pour un mot wi situé à la position s de cette
meilleure hypothèse est alors la somme des probabilités a posteriori des groupes de
soue qui contiennent également wi à cette même position. Dans le cas de réseaux
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de confusion, les mesures de conﬁance sont directement données par la probabilité a
posteriori la plus élevée pour chaque position s du réseau de confusion.
Fig. 5.12: Principe du calcul des mesures de conﬁance avec un décodage MAP ou un décodage
par consensus
Aﬁn d'évaluer la qualité des mesures de conﬁance obtenues, nous recourons à la
mesure d'entropie croisée normalisée, notée NCE pour normalized cross entropy. Cette
métrique, introduite par l'agence NIST, estime l'information mutuelle entre les mots
correctement transcrits par le système de RAP et les mesures de conﬁance calculées, en
la normalisant par l'entropie croisée maximale :
NCE = [Hmax +
∑
w corrects
log(pˆ(w)) +
∑
w incorrects
log(1− pˆ(w))]/Hmax (5.24)
avec :
Hmax = −nc log(pc)− (nall − nc) log(1− pc) (5.25)
pc =
nc
nall
. (5.26)
nc est le nombre de mots correctement transcrits, nall le nombre total de mots de la
transcription automatique et pˆ la mesure de conﬁance à évaluer. Ainsi, plus la NCE est
élevée, meilleure est considérée la mesure de conﬁance.
Les mesures de conﬁance sont calculées à partir de listes de 1000 hypothèses, plus
informatives que celles de 100 précédemment utilisées. Ces probabilités sont calculées à
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décodage MAP décodage par consensus
sans POS avec POS sans POS avec POS
WER 19,7 18,7 19,4 18,6
NCE sans POS 0,307 0,265 0,198 -
NCE avec POS 0,326 0,288 - 0,211
Tab. 5.8: WER (%) et NCE calculés sur le corpus de test pour diﬀérentes méthodes de décodage
partir du score s′(wn1 ), en utilisant le jeu d'étiquettes ext2 employé dans les expériences
sur le réordonnancement. Dans le cas du décodage MAP, les facteurs de pondération
α, β, γ et z intervenant dans le calcul des probabilités a posteriori sont optimisés
spéciﬁquement sur le corpus développement pour maximiser la NCE. Dans le cas du
décodage par consensus, les réseaux de confusion utilisés ont déjà été optimisés pour
minimiser le WER.
Le tableau 5.8 expose au niveau de la première ligne les WER mesurés suivant diﬀé-
rentes conﬁgurations, i.e. selon un décodage MAP ou par consensus, avec ou sans POS.
Les deux suivantes aﬃchent les valeurs de la NCE calculées sur le corpus de test. Ces
résultats établissent clairement l'intérêt des POS pour améliorer le calcul des mesures
de conﬁance. En eﬀet, avec un décodage MAP, les POS apportent un net gain en les
employant dans le calcul des probabilités a posteriori, qu'elles aient été auparavant uti-
lisées durant le décodage (0,326 par rapport à 0,307) ou pas (0,288 par rapport à 0,265).
Dans le cas du décodage par consensus, l'apport des POS est plus délicat à montrer
dans la mesure où l'on ne peut comparer facilement des mesures de conﬁance obtenues
pour des hypothèses de transcription avec des WER diﬀérents. Toutefois, une hausse
de la NCE peut là encore être observée en recourant aux POS. Cette augmentation est
moins importante que pour le premier décodage car les paramètres ne sont pas optimisés
spéciﬁquement pour les mesures de conﬁance.
L'examen des courbes de détection d'erreur obtenues avec un décodage MAP avec
POS sur le corpus de développement montre en outre que l'amélioration constatée
en utilisant des informations morpho-sytaxiques concerne surtout les hautes valeurs
des mesures de conﬁance, i.e., quand seules les mots très probablement erronés sont
écartés (Fig. 5.13). En utilisant des POS et en excluant tous les mots dont la mesure
de conﬁance est inférieure à un certain seuil, il est par exemple possible d'éliminer 5%
des mots erronés de la transcription, en ôtant seulement 0,1% des mots corrects. Si l'on
n'utilise plus cette connaissance, on voit que l'on écarte près de 0,4% de mots corrects
si l'on souhaite éliminer 5% de mots erronés.
5.5 Bilan
Ce chapitre établit clairement l'intérêt des informations morpho-syntaxiques pour
réduire le nombre de mots mal reconnus. Nous avons déﬁni un nouveau score incluant
la connaissance des POS en post-traitement d'un système de RAP et permettant une
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Fig. 5.13: Courbes de détection d'erreurs obtenues sur le corpus de développement suivant un
décodage MAP avec POS (WER=20,2%, NCE sans POS=0,223, NCE avec POS=0,241). Ces
courbes sont construites en faisant varier un seuil sur le score MAP
diminution absolue du WER de 0,9% pour transcrire des émissions d'information. Cette
baisse, que nous avons prouvée statistiquement signiﬁcative, a été vériﬁée dans diﬀé-
rentes conditions, que ce soit en utilisant un MA plus informatif ou sur des extraits
contenant davantage de disﬂuences. Nous avons de surcroît recouru à trois critères dif-
férents : le critère MAP, la minimisation explicite du WER et le décodage par consensus,
qui ont tous indiqué un apport des POS pour améliorer la qualité de la transcription.
Une expérience complémentaire menée avec un système de reconnaissance d'écriture
manuscrite laisse à penser que ces résultats sont extensibles sur d'autres langues que
le français. Nous avons enﬁn montré la capacité des POS à détecter des erreurs de
transcription, en constatant notamment que leur emploi conduit à une amélioration
des mesures de conﬁance. Cette propriété est intéressante pour les applications qui uti-
lisent les productions d'un système de RAP puisqu'elle permet d'écarter certains mots
probablement mal reconnus.
Les réductions du SER et du LER signalent que les transcriptions, obtenues lorsque
l'on tire proﬁt, grâce à notre score original, des POS, sont plus grammaticales et com-
portent moins d'erreurs sur les mots lexicaux. Nous nous appuyons dans le chapitre
suivant sur cette propriété pour employer des méthodes de TAL concernant la seg-
mentation des émissions transcrites en fonction des thèmes abordés et l'extraction des
mots-clés. Ces techniques sont utilisées dans le cadre de l'adaptation thématique de
notre système de RAP.

Troisième partie
Adaptation thématique de la
reconnaissance de la parole
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Chapitre 6
Chaîne de traitements
D ans la dernière partie de ce mémoire, nous nous intéressons à la spécialisationd'un système de RAP en fonction des sujets abordés par le document étudié.Notre but est donc là bien encore de recourir à des méthodes de TAL pour
améliorer la transcription. L'intérêt de ces travaux est de pallier le fait que les systèmes
de RAP actuels utilisent le même ML général pour traiter chaque document qu'ils ren-
contrent. Bien que ce ML soit construit à partir d'un corpus de taille volumineuse,
cet ensemble de données ne peut prétendre représenter l'intégralité d'une langue, d'au-
tant plus que la fréquence d'utilisation des expressions et des mots évolue au cours du
temps. Cette constatation peut être particulièrement faite dans le cas des émissions
d'information qui voient souvent apparaître et disparaître des entités nommées, notam-
ment des noms de personnes, suivant les événements marquants de l'actualité. Un autre
inconvénient de ce type de ML est qu'il est appliqué uniformément sur l'intégralité d'un
document, bien que celui-ci puisse aborder des thèmes très divers, avec un vocabulaire et
des modes de formulation particuliers. Un reportage traitant de la guerre civile en Côte
d'Ivoire utilise ainsi fréquemment des mots se rapportant à la guerre, en nommant les
belligérants du conﬂit, tandis qu'une revue de presse sur l'actualité économique contient
de nombreux chiﬀres et noms d'entreprises.
La modiﬁcation du système de RAP est souhaitable à plusieurs niveaux pour traiter
de la variabilité des documents étudiés. Aﬁn de prendre en compte les évolutions des
conditions acoustiques d'enregistrement ou encore l'apparition de nouveaux locuteurs,
il est ainsi souhaitable de modiﬁer le MA. Le vocabulaire gagnerait également à être
transformé puisque des domaines diﬀérents peuvent avoir des mots spéciﬁques. Enﬁn,
il est avantageux de modiﬁer le ML pour modéliser spéciﬁquement les particularités du
langage de chaque thème du document à analyser. Dans ce mémoire, nous nous limitons
à la mise à jour du ML. Si l'extension du vocabulaire est intéressante, elle soulève en eﬀet
plusieurs diﬃcultés telles que le choix des mots à ajouter, celui de ceux à supprimer pour
ne pas avoir un lexique trop important, l'écriture de règles de conversion automatique
de mots en phonèmes [Yvon et al., 1998] et la modiﬁcation des probabilités du ML pour
les nouveaux mots [Allauzen et Gauvain, 2005]. La modiﬁcation du MA sort quant à
elle du cadre que nous nous sommes ﬁxé dans nos travaux ; elle est en outre prise en
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compte par de nombreux systèmes  dont le nôtre  qui possèdent déjà un mécanisme
d'adaptation au locuteur et des modèles particuliers à certaines conditions acoustiques
comme le téléphone.
Au cours de nos travaux, nous avons cherché à étudier si la connaissance du sujet
traité dans une partie donnée d'un document permet d'améliorer la transcription. La
détection de thème est en eﬀet un domaine déjà bien étudié dans le domaine du TAL
et nous avons voulu savoir si certaines de ces techniques pouvaient s'appliquer à des
transcriptions automatiques. L'utilisation de ces méthodes dans ce cadre pose plusieurs
diﬃcultés du fait de la nature des documents traités et de l'imprécision sur ce que
représente un thème. Les travaux que nous menons dans cette partie sont donc plus
exploratoires que dans la précédente et visent avant tout à examiner ce que pourrait
apporter cette notion de thème pour la RAP, en posant des points de repère pour des
recherches futures.
Nous contribuons au domaine de l'adaptation thématique en proposant une chaîne
de traitements qui débute par une segmentation en fonction des sujets abordés d'une
première transcription produite avec un ML général, et qui s'achève par l'application
de ML mis à jour pour chaque section à partir de corpus récupérés sur Internet. Peu
de travaux à notre connaissance recourent à une chaîne aussi complète pour adapter le
système de RAP. Une autre particularité de nos travaux est que nous nous intéressons
à la segmentation thématique d'une transcription automatique, en vue de l'adaptation
du ML, alors que ce type de découpage est généralement envisagé dans d'autres cadres
applicatifs. Aﬁn de constituer nos corpus d'adaptation, nous recourons en outre à des
systèmes de recherche d'information (RI) et au Web, dont l'utilisation reste encore
marginale pour la formation de ML. Cette manière de procéder nous permet de réaliser
une adaptation non supervisée, en ne faisant aucune hypothèse sur les thèmes traités
par les documents étudiés.
Dans la suite de ce chapitre, nous exposons les travaux qui présentent des similarités
avec les nôtres, avant de passer en revue chacun des composants de notre chaîne de
traitements.
6.1 Travaux connexes
Nous nous limitons dans cette section à la synthèse des travaux connexes qui s'inté-
ressent à l'adaptation de ML au sens large, à la sélection de ML et de corpus pertinents
pour chaque document traité, à l'emploi du Web pour modéliser le langage et enﬁn
à ceux qui eﬀectuent un découpage des transcriptions avant d'appliquer des ML spé-
cialisés à chaque section identiﬁée. Tout ce qui touche à la segmentation thématique
proprement dite est présentée en détail dans le chapitre 7.
L'adaptation des ML est étudiée depuis une dizaine d'années [Bellegarda, 2004].
Elle est principalement utilisée pour modiﬁer un ML appris sur un corpus général, en
fonction d'un petit volume de données spéciﬁques au type de documents que l'on sou-
haite transcrire. Ceci correspond typiquement au cas de ﬁgure où l'on ne dispose pas
de suﬃsamment d'heures transcrites manuellement pour la tâche visée, à cause de l'ef-
6.1. Travaux connexes 117
fort important que cela demande. Des corpus constitués de documents écrits peuvent
ainsi apporter une bonne couverture du langage, tandis qu'un corpus oral plus court
est chargé d'apprendre les formes d'expression les plus courantes pour les documents
à traiter. L'adaptation d'un système de RAP en fonction des thèmes eﬀectivement
abordés dans une transcription est beaucoup moins étudiée. Nous avons déjà décrit en
section 2.2.5 les principales méthodes employées à cette ﬁn, notamment les modèles
thématiques. Le point délicat à résoudre pour ces types de modèles concerne le choix
des thèmes ; même si ceux-ci sont généralement ﬁxés automatiquement en partition-
nant un corpus en groupes de documents similaires, le choix du nombre de sujets reste
problématique, d'autant plus que les thèmes ne sont souvent pas caractérisés et qu'il
est donc diﬃcile de savoir à quoi ils correspondent. Un autre inconvénient est que cette
méthode est dépendante du corpus d'apprentissage. De nouveaux sujets, absents de la
liste initiale des thèmes, peuvent ainsi apparaître régulièrement. En outre, les docu-
ments traitent souvent plusieurs sujets, ce qui demande de savoir combiner diﬀérents
modèles thématiques.
Aﬁn d'adapter spéciﬁquement le ML à chaque document à traiter, plusieurs solu-
tions sont envisageables. Si des modèles thématiques ont été préalablement construits,
des méthodes de catégorisation de textes [Sebastiani, 2002], dont en particulier celles
de détections de thèmes [Brun, 2003], peuvent être employées dans ce cadre. Parfois, le
document à transcrire est accompagné de méta-données indiquant un résumé, le genre
auquel il appartient ou la date à laquelle il a été produit. Ces informations peuvent alors
être utilisées pour rechercher des textes présentant des similitudes avec les documents
étudiés [Allauzen et Gauvain, 2005]. Une dernière solution consiste à recourir aux tech-
niques de RI [Chen et al., 2001 ; Bigi et al., 2004] pour rechercher dans une base de
données les textes qui se rapportent aux phrases déjà reconnues.
Le Web est devenu une ressource utilisée par un nombre important de tâches du
domaine du TAL [Kilgarriﬀ et Grefenstette, 2003 ; Lapata et Keller, 2005] telles que
la désambiguïsation sémantique, la correction contextuelle de fautes d'orthographe ou
encore la traduction automatique. Il est également employé pour construire des ML,
en téléchargeant des pages Web pour construire des corpus d'apprentissage [Berger et
Miller, 1998 ; Nisimura et al., 2001 ; Vaufreydaz, 2002 ; Bulyko et al., 2003 ; Sethy
et al., 2005 ; Suzuki et al., 2006] ou bien en estimant la fréquence d'un N -grammes
donné à partir du nombre de pages retournées par un moteur de recherche en résultat
d'une requête formée de ce N -grammes [Zhu et Rosenfeld, 2001]. Le recours au Web
pour établir des ML revêt plusieurs intérêts. Il s'agit tout d'abord d'une vaste source
d'information  des milliards de pages étant référencées par les moteurs de recherche
 qui est en outre continuellement mise à jour, ce qui permet de constituer des corpus
d'adaptation même pour des événements récents. Certains documents, tels les blogs,
ont de plus un langage plus proche des corpus oraux que beaucoup d'autres textes
de la langue écrite, ce qui les rend intéressants pour construire des ML [Vaufreydaz
et al., 1999]. Cette grande diversité est néanmoins également problématique, puisque
les formats à traiter peuvent être diﬀérents et que certains documents sont de mauvaise
qualité pour modéliser le langage. Pour ces raisons, les ressources utilisées ne sont parfois
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limitées qu'à certains types de pages, comme celles apparaissant sur des sites d'archives
ou de quotidiens [Kemp et Waibel, 1998 ; Scheytt et al., 1998 ; Allauzen, 2003].
Au ﬁnal, l'utilisation d'une chaîne complète de traitements, depuis la segmentation
thématique jusqu'à la spécialisation spéciﬁque du ML en fonction de chaque partie
identiﬁée, reste rare. Nous n'avons rencontré ainsi que trois études qui eﬀectuent un
découpage du document transcrit, puis une adaptation du ML  sans recourir toutefois
comme nous le faisons au Web. Les travaux de Chen et al. [2001], poursuivis dans [Chen
et al., 2003] et [Chen et al., 2004a], sont ceux qui se rapprochent le plus des nôtres. Les
auteurs s'intéressent au même cadre applicatif que le nôtre, i.e., à la transcription
d'émissions d'actualité. Ils recourent de même à des méthodes de la RI pour former
leurs corpus d'adaptation. Néanmoins, leur segmentation est basée essentiellement sur
des indices acoustiques et son inﬂuence sur l'amélioration du WER n'est pas étudiée.
En outre, les données à partir desquelles sont adaptés les ML sont issues d'un corpus
constitué d'émissions d'information et ﬁxé au départ.
Sako et al. [2007] étudient quant à eux l'adaptation du ML pour transcrire des
commentaires de matchs de base-ball. Le calcul des probabilités par le ML modiﬁé
s'eﬀectue en même temps que la segmentation en recherchant le thème associé à chaque
groupe de soue. Si ti représente le sujet abordé par le groupe de soue contenant le
mot wi et T = t1 . . . tn est la succession des thèmes traités par l'ensemble du document
à transcrire W = wn1 , la probabilité des mots transcrits est alors calculée par :
P (W ) =
∑
T
P (W,T ) ≈ max
T
n∏
i=1
P (ti|ti−1)P (wi|wi−1i−2, ti) (6.1)
où P (ti|ti−1) est la probabilité de transition entre deux thèmes, égale à 1 quand wi−1 ne
correspond pas à une ﬁn de groupe de soue, et (wi|wi−1i−2, ti) est calculée à partir d'un
modèle trigrammes, adapté pour correspondre au thème ti. Les inconvénients principaux
de cette méthode sont que l'évaluation de P (ti|ti−1) est très dépendante du corpus étudié
et que le nombre de thèmes possibles est diﬃcile à ﬁxer expérimentalement.
Enﬁn, les travaux d'Akita et al. [2007], s'intéressant à la transcription d'échanges
prononcés dans le cadre de réunions, utilisent une méthode en ligne pour segmenter le
document à transcrire. La section courante est étendue jusqu'à ce que qu'elle devienne
trop diﬀérente du groupe de soue courant à reconnaître et un nouveau segment débute
alors. Les documents les plus similaires parmi un corpus sont employés pour adapter le
modèle à chaque section. La méthode proposée contient deux seuils délicats à régler :
l'un pour décider des lieux de rupture thématique, et l'autre pour choisir si un document
est similaire à la section étudiée et doit appartenir ou non au corpus d'adaptation.
Après avoir passé en revue les études comparables à nos travaux, nous présentons
dans la section suivante l'approche que nous avons choisie et les arguments de ces choix.
6.2 Notre approche
Notre système d'adaptation est constitué de plusieurs étapes successives (Fig. 6.1).
Tout au long des traitements que nous eﬀectuons, nous limitons le nombre de connais-
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sances supposées sur les documents à transcrire. Nous avons ainsi voulu ne pas nous
restreindre à une liste prédéﬁnie de thèmes et avons souhaité constituer des corpus
d'adaptation à partir d'un ensemble de textes qui ne reste ﬁxe pour tous les documents
traités.
Fig. 6.1: Principe de l'adaptation du système de RAP pour chaque section thématique
La première étape de l'adaptation de notre système de RAP consiste à identiﬁer les
ruptures thématiques dans une transcription automatique. Nous nous appuyons princi-
palement sur l'étude de la distribution des mots porteurs de sens au sein du document
à transcrire. Nous proposons une nouvelle méthode qui permet de combiner ce type
d'informations avec d'autres basées sur le repérage de marqueurs linguistiques et la re-
cherche d'indices acoustiques signalant une rupture thématique. La principale diﬃculté
rencontrée concerne le choix du niveau de segmentation pour adapter convenablement
le ML, les techniques de détection de rupture thématique n'étant que très rarement
employées dans notre cadre applicatif. La segmentation thématique fait l'objet du cha-
pitre 7.
Une deuxième étape vise à récupérer un corpus d'adaptation pour chaque segment
précédemment identiﬁé. Pour ce faire, nous identiﬁons les mots jugés les plus repré-
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sentatifs de chaque section, en recourant à des méthodes usuelles de RI. Ces mots-clés
sont ensuite utilisés pour formuler des requêtes à un moteur de recherche sur Internet.
Les pages Web proposées dans les premières pages de réponse obtenues pour chaque
requête permettent alors de constituer des corpus d'adaptation. Cette méthode, peu
employée en RAP pour transcrire des documents portant sur des thèmes très variés,
nous permet d'avoir un ensemble de données dont on peut espérer qu'il traite diﬀérents
aspects du sujet abordé. Elle suppose toutefois de développer de nouvelles procédures
pour s'assurer que les documents constituant le corpus d'adaptation soient en nombre
suﬃsant et correspondent bien aux sections transcrites, et ce quel que soit le sujet dont
il est question.
Dans une dernière étape, nous modiﬁons les probabilités de notre modèle N -
grammes en fonction du corpus d'adaptation trouvé pour chaque section thématique.
Nous n'avons envisagé pour l'instant qu'une méthode simple d'adaptation, à savoir l'in-
terpolation linéaire du ML général avec un ML spéciﬁque. L'objectif de notre travail
est en eﬀet de poser les bases d'un système d'adaptation du ML et cette étape ﬁnale
doit plutôt être vue comme un moyen d'évaluer l'intérêt de notre approche pour amé-
liorer la qualité de la transcription. La constitution de corpus d'adaptation ainsi que la
modiﬁcation du ML font l'objet du chapitre 8.
Nous nous intéressons donc maintenant plus précisément à la première opération de
notre chaîne de traitements, i.e., la segmentation d'une transcription suivant les thèmes
qu'elle aborde.
Chapitre 7
Segmentation thématique
L a première étape de notre chaîne de traitements consiste, comme nous venonsde le voir, à segmenter selon les thèmes abordés la transcription produite parnotre système de RAP. Cette opération vise à obtenir des sections homogènes de
manière à pouvoir adapter plus ﬁnement le système de transcription.
La tâche de segmentation que nous visons pose plusieurs diﬃcultés. La première
d'entre elles, commune à tout type de texte, concerne la polysémie, i.e., la possibilité
pour un mot d'être employé avec plusieurs sens distincts. Cette propriété du langage
complique singulièrement le repérage des changements de sujets puisque plusieurs oc-
currences d'un même mot peuvent être associées à des thèmes diﬀérents. Un autre
obstacle, lié au genre des documents étudiés, est la présence de mots mal reconnus qui
représentent autant de bruit, propre à mettre en erreur les décisions de positionnement
des frontières thématiques. Enﬁn, la notion de thème pouvant mener à diﬀérentes inter-
prétations, le type de découpage d'un document à obtenir pour améliorer eﬀectivement
la qualité de la transcription n'est pas clairement établi.
Nous nous intéressons au domaine de la segmentation thématique dans un cadre
applicatif qui demeure encore largement inexploré. Peu de travaux cherchent en eﬀet
à partitionner des transcriptions automatiques et le découpage d'un document en vue
d'une adaptation à chaque sujet reste rare pour transcrire de la parole. La méthode
de segmentation sur laquelle nous basons nos travaux est celle proposée dans [Utiyama
et Isahara, 2001], qui a déjà montré de bonnes performances sur des documents de
langue écrite et dont le principe est applicable à n'importe quel type de texte. Nous
étudions l'apport de connaissances supplémentaires à cette méthode reposant unique-
ment sur la répétition des mots, aﬁn d'améliorer la qualité de la segmentation. Ceci
nous amène tout d'abord à examiner l'intérêt de la prise en compte des relations sé-
mantiques entre les mots pour aﬃner la détection des points de passage d'un sujet à un
autre. Nous proposons également un nouveau cadre théorique pour combiner diﬀérentes
sources d'information sur les marqueurs linguistiques et les indices acoustiques, et em-
ployons une technique habituellement utilisée pour détecter les ﬁns de phrase dans une
transcription, en vue de repérer les frontières entre les sections.
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Malgré son principe simple, la segmentation thématique pose la délicate question
de ce que représente un thème. Nous débutons donc ce chapitre par des éléments de
réponse pour déﬁnir cette notion. Nous poursuivons en passant en revue les travaux
existants pour segmenter thématiquement un texte, en particulier une transcription,
avant d'exposer une première version de notre modèle, basée uniquement sur la cohé-
sion lexicale. Nous indiquons ensuite le protocole que nous avons suivi pour tester la
qualité de la segmentation obtenue automatiquement et donnons les premiers résultats
acquis avec ce modèle initial. Les deux sections suivantes sont consacrées à l'apport de
connaissances supplémentaires pour améliorer la détection des ruptures thématiques,
en considérant tout d'abord la prise en compte de relations sémantiques entre les mots
puis celle des indices acoustiques et des marqueurs linguistiques. Nous discutons enﬁn
de la qualité de la segmentation automatique obtenue, en suggérant des évolutions pour
qu'elle soit intégrée plus eﬃcacement dans notre chaîne de traitements.
7.1 Qu'est-ce qu'un thème ?
La notion de thème peut être décrite de manière intuitive comme ce dont on
 parle  ; elle est cependant diﬃcile à déﬁnir de manière consensuelle. En linguistique, le
terme de thème désigne deux notions assez diﬀérentes. Une première, déﬁnie au niveau
de la phrase, désigne un élément d'un énoncé qui est supposé connu par les participants
à la communication, par opposition au rhème qui est l'information nouvelle appor-
tée par l'énoncé [Ghadessy, 1995]. Ainsi, dans l'exemple  Mon patron m'a donné une
augmentation. Mais elle n'est pas énorme. , on peut considérer que dans la première
proposition  mon patron  est le thème et le reste le rhème mais qu' une augmenta-
tion  passe du statut de constituant du rhème à celui de thème dans la phrase qui suit.
Une seconde notion représente quant à elle le sujet dont traite un texte, une conver-
sation ou une partie de l'un ou de l'autre. Il s'agit alors d'un élément qui intervient à
plusieurs reprises dans une section de plusieurs phrases et c'est cette vision des choses
à laquelle nous nous intéressons ici1.
Brown et Yule suggèrent de déﬁnir le thème dans ce cadre en adoptant une métho-
dologie de type diﬀérentiel, i.e., en caractérisant les changements de sujets plutôt que
les thèmes eux-mêmes [Brown et Yule, 1983]. Ce principe conduit à découper le discours
en une suite de segments, homogènes du point de vue du sujet abordé ; c'est une voie
qui a été souvent suivie en TAL (cf. section 7.2.2.1). Les travaux de Rastier quant à eux
s'appuient sur la notion d'isotopie appliquée au niveau intra-textuel et inter-textuel,
celle-ci étant déﬁnie comme un eﬀet de la récurrence au sein d'un texte d'une ou plu-
sieurs unités sémantiques élémentaires, appelées sèmes [Rastier, 1995]. Selon ce point
de vue, c'est le repérage de la répétition de ces sèmes qui permet ainsi de percevoir
la cohérence d'une partie d'un document, et de ce fait d'identiﬁer les segments théma-
1Aﬁn de ne pas confondre avec l'opposition entre thème et rhème faite au niveau de la phrase,
certains auteurs préfèrent employer le terme de  sous-thème  plutôt que de  thème  dans le cadre
de la segmentation thématique [Hearst, 1997]. Nous choisissons quant à nous d'utiliser indiﬀéremment
les termes de sujet ou de thème pour désigner ce dont  parle  une section.
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tiques. Il autorise en outre la caractérisation du sujet abordé au moyen d'une liste de
sèmes [Rossignol, 2005].
Ces déﬁnitions de la notion de thème apportent des éléments pour segmenter un
texte, en examinant les points de rupture et les répétitions de traits sémantiques. Elles
demeurent toutefois imprécises quant à la granularité d'un thème, un texte pouvant
aborder un sujet général qui peut être décomposé en plusieurs points plus précis. Si
la caractérisation de ce qui doit ﬁgurer comme un thème ou non dans un document
contient une part de subjectivité, elle s'appuie toutefois sur des conceptions communes
entre les individus. Une expérience analysant les segmentations thématiques eﬀectuées
par diﬀérentes personnes sur 20 monologues montre ainsi un accord entre les annotateurs
statistiquement signiﬁcatif [Passonneau et Litman, 1993]. Pour notre part, nous cher-
chons à obtenir des thèmes assez généraux pour ne pas avoir à analyser de nombreuses
sections limitées à quelques groupes de soue pour un même document, mais toutefois
assez spéciﬁques pour obtenir un corpus d'adaptation qui soit beaucoup plus pertinent
qu'un corpus général sur une section donnée. Le thème  actualité internationale  est
ainsi considéré comme trop imprécis, sauf si par exemple une émission sur le sport ne lui
consacre que quelques secondes. Au contraire, la détection de chaque segment portant
sur un point particulier de la guerre en Irak, tels que  le rôle de l'ONU ,  la traque
de Sadam Hussein  ou  la reconstruction de l'Irak , est jugée trop précise dans la
mesure où un corpus qui traite de cette guerre en général semble déjà beaucoup plus
pertinent que celui utilisé par défaut. On voit donc que suivant l'interprétation de ce
que doit représenter un thème, le découpage souhaité est diﬀérent. Cette tâche de seg-
mentation est d'autant plus diﬃcile que mise à part l'existence de sujets très généraux,
la description des sujets abordés ne peut être que contextuelle, ceux-ci étant souvent
traités sous un angle et avec un niveau de développement qui varient d'un document à
un autre.
Avant de présenter la méthode de segmentation que nous avons employée dans notre
étude, nous exposons dans la section suivante les principales techniques développées
pour partitionner un texte suivant les thèmes qu'il aborde.
7.2 Travaux existants
La segmentation thématique consiste à localiser dans un texte les points de chan-
gement de thème, de manière à obtenir des unités thématiquement homogènes. Cette
opération, souvent étudiée en TAL, peut être utile dans diﬀérents cadres applicatifs.
En RI, elle permet ainsi de produire des réponses plus pertinentes en ne retournant
pas le document entier mais les portions adéquates [Salton et al., 1996]. Elle peut en
outre servir à structurer une large base de données en partitionnant chaque document
en entités homogènes, puis en recherchant les relations entre ces unités pour construire
des interfaces de navigation plus intuitives [Ide et al., 2003]. Elle aide également à la
construction de résumés automatiques [Reynar, 1998] et à la caractérisation des thèmes
traités dans un corpus en extrayant une signature lexicale [Ferret et Grau, 2001]. Si,
comme nous l'avons dit, la plupart des travaux s'intéressant à cette problématique sont
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issus du domaine du TAL, notons cependant que les études qui se rapprochent le plus de
notre cadre applicatif ont été réalisées lors des campagnes TDT (pour Topic Detection
and Tracking) organisées par l'agence DARPA.
Les tâches de TDT ont pour but d'examiner les performances atteintes pour trou-
ver et suivre des événements de manière automatique, parmi un ensemble d'émissions
d'information [Allan et al., 1998] ; l'une de ces tâches concernait plus spéciﬁquement
la segmentation thématique. Le corpus traité incluait des dépêches de l'agence Reuters
ainsi que des transcriptions manuelles de journaux diﬀusés sur CNN, seule une petite
partie du corpus de CNN comptant 1000 unités thématiques ayant été transcrite au-
tomatiquement. Contrairement aux travaux qui ont été menés dans ce cadre, nous ne
disposons que d'un volume beaucoup plus réduit (cf. section 3.1) puisque la totalité
du corpus TDT couvrait 16 000 sections collectées sur une année. La segmentation de
transcriptions automatiques demeure au ﬁnal peu étudiée, notamment du fait de la pré-
sence de mots mal reconnus et de leurs spéciﬁcités par rapport aux textes du domaine
de l'écrit.
Nous présentons dans ce qui suit les indices sur lesquels s'appuient les méthodes de
segmentation, avant de décrire les principales techniques qui ont déjà été appliquées sur
des textes.
7.2.1 Indices utilisés
Parmi les diﬀérentes sources d'information qui permettent de segmenter thémati-
quement un document, le critère de cohésion lexicale est le plus étudié. La notion de
cohésion fait référence aux relations grammaticales et lexicales qui existent à l'intérieur
d'un texte, en lui donnant une certaine unité et un sens. Parmi ces relations, on retrouve
l'utilisation de pronoms qui font référence à un élément étant intervenu précédemment,
la substitution d'un groupe de mots par un autre pour désigner la même chose, ou
encore l'emploi de mots de liaison comme par exemple  puis ,  de plus  ou  parce
que  [Halliday et Hasan, 1976]. La cohésion lexicale fait plus particulièrement référence
au fait que de nombreux mots d'une section thématique entretiennent des relations sé-
mantiques. Cela se manifeste par la répétition de la même lexie, de lexies du même
paradigme, telles que  bus  et  voiture  qui désignent tous les deux des moyens
de locomotion, ou encore par celle de collocations qui représentent des associations
prédisposées entre deux mots, telles que  peau  et  orange .
En pratique, l'emploi de la cohésion lexicale pour détecter automatiquement des
ruptures thématiques s'appuie essentiellement sur le repérage de la répétition de mots
[Reynar, 1994 ; Hearst, 1997 ; Heinonen, 1998 ; Choi, 2000 ; Utiyama et Isahara, 2001 ;
Kehagias et al., 2003 ; Ide et al., 2003 ; Ji et Zha, 2003]. Du fait des diﬃcultés rencon-
trées pour désambiguïser automatiquement chaque mot selon son sens, les méthodes
de segmentation automatiques s'appuient sur l'étude des occurrences d'un ensemble de
mots plutôt que d'un seul, ce qui limite les risques de considérer comme équivalents
des emplois diﬀérents d'un même terme. Certains mots sont de plus parfois pondérés
par un critère de signiﬁcativité, en donnant un poids plus important aux termes qui
apparaissent peu fréquemment dans un corpus de référence et qui sont susceptibles
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d'être plus informatifs sur le thème traité que d'autres [Richmond et al., 1997 ; Yaari,
1997 ; Ferret et Grau, 2001 ; Georgescul et al., 2006b]. Ce principe semble toutefois
moins primordial pour la segmentation qu'il ne l'est pour d'autres domaines comme la
RI [Hearst, 1997]. Il est en revanche préférable de se restreindre aux mots lexicaux et
d'éliminer certains termes d'emploi très courant qui contribuent peu au sens du texte,
comme  avoir  et  être  [Reynar, 1994].
L'étude de la seule stricte répétition des mots ignore de nombreuses relations sé-
mantiques comme la synonymie2, l'hyperonymie3, l'antonymie4 ou plus généralement
le partage de traits sémantiques. Pour remédier à ce problème, certaines techniques
de segmentation recourent à des dictionnaires ou des thésaurus [Morris et Hirst, 1991 ;
Kozima, 1993 ; Okumura et Honda, 1994 ; Jobbins et Evett, 1998] pour évaluer la proxi-
mité sémantique entre les mots. Ferret et Grau [2001] utilisent quant à eux un réseau
de cooccurrences établi sur un corpus de grande taille pour étendre les mots du texte
à segmenter par d'autres mots qui leur sont liés. Une autre façon de procéder consiste
à apprendre la similarité lexicale en projetant chaque mot dans un espace qualiﬁé de
sémantique, en fonction de sa cooccurrence avec les autres mots [Kaufmann, 1999 ; Choi
et al., 2001 ; Bestgen, 2006] ; l'analyse sémantique latente (ASL) est une méthode qui
est souvent utilisée dans ce cadre. Cette proximité peut également être obtenue sur un
corpus de manière automatique en examinant la cooccurrence des mots au sein d'un
même paragraphe ou d'un même document, les termes ayant tendance à apparaître
ensemble souvent dans des unités thématiquement cohérentes pouvant être considérés
comme fortement liées au niveau du sens [Rossignol, 2005 ; Caillet et al., 2004]. L'utili-
sation de connaissances supplémentaires au critère de répétition ne conduit pas toujours
à une amélioration de la qualité de la segmentation, notamment à cause de la diﬃculté
à les acquérir et les employer [Kan et al., 1998 ; Stokes et al., 2004] ; l'ASL semble
cependant apporter un gain [Choi et al., 2001 ; Bestgen, 2006].
D'autres critères que celui de la cohésion d'un segment au niveau du vocabulaire
peuvent être utilisés pour détecter les ruptures thématiques. Il est ainsi possible de
recourir au repérage de marqueurs linguistiques comme les particules du discours  ok ,
 right  en anglais, ou des adverbes temporaux tels que maintenant  [Passonneau et
Litman, 1997 ; Reynar, 1999 ; Boufaden et al., 2002]. Ces mots peuvent notamment être
obtenus à partir d'un corpus segmenté en détectant les mots-clés ou les N -grammes qui
apparaissent au voisinage des frontières thématiques [Reynar, 1998 ; Beeferman et al.,
1999 ; Galley et al., 2003].
Dans certaines applications, le texte n'est qu'un média parmi d'autres et des in-
dices diﬀérents peuvent être tout aussi informatifs. Dans le cas de ﬂux de télévision
par exemple, le changement de plan et notamment l'apparition du plateau télé dans un
2Relation d'équivalence entre deux lexies.
3Relation sémantique hiérarchique d'une lexie à une autre selon laquelle l'extension du premier
terme, plus général, engloble l'extension du second, plus spéciﬁque.  mammifère  est par exemple
est un hyperonyme de  lion .
4Relation entre deux lexies dont les sens se distinguent par la négation ou plus généralement par
la mise en opposition d'une de leurs composantes.  chaud  et  froid  sont ainsi deux antonymes.
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journal sont des indicateurs importants de changement de thème. En ce qui concerne
les documents sonores, plusieurs caractéristiques du signal ont déjà été employées pour
la segmentation. La durée des pauses silencieuses est ainsi souvent utilisée [Passonneau
et Litman, 1997 ; Dharanipragada et al., 1999 ; Tür et al., 2001], de même que la dé-
tection d'alternance de locuteurs [Tür et al., 2001 ; Chen et al., 2001 ; Galley et al.,
2003]. Les indices relevant de la prosodie ont été comparativement peu étudiés [Passon-
neau et Litman, 1997 ; Tür et al., 2001] principalement parce qu'il est diﬃcile de les
extraire automatiquement. Pour [Passonneau et Litman, 1997], ils sont ainsi obtenus
manuellement, tandis que Tür et al. [2001] se limitent à la variation de la fréquence
fondamentale du signal. Une étude de l'emploi de l'ensemble de ces informations acous-
tiques pour segmenter des émissions d'information indique que celles concernant la durée
des pauses silencieuses et dans une moindre mesure le changement de locuteur sont les
plus pertinentes pour cette tâche [Tür et al., 2001].
7.2.2 Types de méthodes de segmentation
Nous donnons ici un aperçu des diﬀérentes méthodes de segmentation, en distinguant
celles qui n'utilisent que la cohésion lexicale, celles qui supposent l'existence de thèmes
prédéﬁnis et celles qui combinent diﬀérents types de sources d'information.
7.2.2.1 Cohésion lexicale seule
Les techniques utilisant la cohésion lexicale s'appuient sur l'analyse de la distribution
des mots ; une rupture thématique est alors établie dès que le vocabulaire employé
dans une partie du texte subit des variations signiﬁcatives. Pour ce faire, ces méthodes
eﬀectuent un calcul de similarité lexicale entre des parties adjacentes d'un même texte.
Un point délicat à résoudre concerne le choix des unités élémentaires utilisées dans la
comparaison de la distribution des mots. Dans le cas où le texte se présente sous la forme
de paragraphes, établis par l'auteur lui-même et dont on suppose une certaine cohérence
du point de vue des idées abordées, ces unités peuvent être employées pour l'apparition
des thèmes [Yaari, 1997]. Malheureusement, tous les corpus ne sont pas découpés de
cette manière, ce qui est notamment le cas du corpus oral que nous étudions. Des
expériences menées par Tür et al. [2001] suggèrent, au moins pour la méthode qu'ils
emploient, que le recours aux groupes de soue donne des résultats similaires à l'usage
des phrases pour la segmentation thématique de transcriptions automatiques.
Une autre manière de procéder consiste à construire des fenêtres de taille ﬁxe, ce qui
permet de disposer d'ensembles de grandeurs comparables [Hearst, 1997]. Nombre de
méthodes basées sur la cohésion lexicale dérivent des techniques employées par Text-
Tiling [Hearst, 1997]. La segmentation se traduit alors par l'exécution en séquence
d'opérations (Fig. 7.1). Une première étape consiste à normaliser le texte en conservant
uniquement les mots lexicaux les plus fréquents et en les ramenant à une forme plus
simple grâce à des lemmatiseurs ou des stemmers. Cette opération est presque systé-
matiquement pratiquée, quelle que soit la méthode de segmentation envisagée, car elle
permet de réduire l'espace des mots à comparer, ce qui facilite les calculs de simila-
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rité, tout en ne perdant que peu d'informations. L'étape suivante consiste à calculer
un score de segmentation en construisant des fenêtres d'analyse comportant un nombre
ﬁxe de mots [Kozima, 1993 ; Hearst, 1997 ; Kaufmann, 1999 ; Ferret et Grau, 2001],
de phrases [Richmond et al., 1997 ; Jobbins et Evett, 1998 ; Ide et al., 2003], voire de
paragraphes [Heinonen, 1998]. La détection des points de rupture thématique est alors
basée sur l'étude de la similarité entre une fenêtre gauche et une fenêtre droite de tailles
identiques, que l'on déplace selon un pas donné de façon à parcourir l'ensemble du texte.
Fig. 7.1: Principe général de la segmentation basée sur la cohésion lexicale seule
TextTiling emploie deux méthodes principales de calcul de score. La première
consiste à représenter le contenu de chaque fenêtre sous la forme d'un  sac de mots ,
formalisé par un vecteur dont les valeurs représentent le nombre d'occurrences de chaque
mot (ou plus exactement de chaque lemme). Tous les 20 mots par exemple, l'algorithme
calcule la ressemblance entre les contextes gauche et droit de ce point de focus, au moyen
d'une distance par cosinus. La seconde méthode repose sur la notion de chaîne lexicale
proposée par [Morris et Hirst, 1991] et consistant à repérer les occurrences rapprochées
d'un même terme. Une fois les scores établis à diﬀérentes positions du texte, l'étape
suivante de TextTiling consiste à repérer les minima de la similarité mesurée entre
des fenêtres adjacentes (Fig. 7.2). Les baisses jugées les plus signiﬁcatives sont alors
considérées comme des ruptures thématiques, puis parfois ramenées à la frontière de
phrase la plus proche. La segmentation ainsi obtenue peut être aﬃnée dans une dernière
étape en regroupant des segments adjacents jugés trop similaires [Dharanipragada et al.,
1999 ; Ide et al., 2003] ou en déplaçant les frontières de segments thématiques d'après
le repérage de marqueurs linguistiques [Hurault-Plantet et al., 2006].
Il existe bien d'autres méthodes que celles employées par TextTiling. Une variante
du calcul de similarité lexicale entre fenêtres repose sur une représentation graphique
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Fig. 7.2: Évolution de la mesure de similarité par cosinus sur une transcription automatique d'une
émission d'1 heure extraite du corpus de développement d'Ester, en utilisant des fenêtres de 25
groupes de soue
de la répétition de termes [Reynar, 1994; 1998 ; Choi et al., 2001 ; Ji et Zha, 2003].
Une méthode particulièrement originale, modélisant le problème de la segmentation
thématique par la recherche de celle qui conduit aux segments les plus homogènes du
point de vue lexical, est proposée par Utiyama et Isahara [2001]. Ce segmenteur est
intéressant sur plusieurs points. Il est tout d'abord exprimé dans un cadre probabiliste,
ce qui facilite son utilisation conjointe avec d'autres sources d'information, notamment
celles relevant de l'acoustique. Il est donné en outre sous une forme qui ne demande
pas, selon ses auteurs, de paramétrage, au contraire par exemple de TextTiling qui
nécessite de ﬁxer la taille des fenêtres d'analyse, le pas de déplacement de ces fenêtres,
un seuil de détection des minima locaux et éventuellement une méthode de lissage des
scores. Plusieurs évaluations comparant la méthode probabiliste avec d'autres montrent
également qu'elle se situe toujours parmi les meilleures [Choi et al., 2001 ; Georgescul
et al., 2006a]. Pour toutes ces raisons, c'est elle que nous avons retenue dans notre
système de segmentation. Nous la décrivons plus en détail dans la section 7.3.2.
7.2.2.2 Modèles thématiques
Certaines méthodes s'appuient sur la détection de thèmes prédéﬁnis pour segmenter
un document. Elles présentent l'avantage d'identiﬁer le thème traité par chaque section
mais soulèvent le problème de la construction de la liste des sujets abordés. Une première
solution consiste à déﬁnir manuellement un ensemble de thèmes très généraux, qui
couvrent la majorité des documents à traiter, au risque toutefois d'avoir une granularité
insuﬃsante pour détecter convenablement les ruptures thématiques [Bigi et al., 1998 ;
Brun, 2003]. Une autre façon de faire est d'extraire automatiquement un nombre déﬁni
de sujets abordés dans un corpus, en rassemblant dans un même groupe les sections
similaires [Van Mulbregt et al., 1999 ; Li et Yamanishi, 2000 ; Brants, 2000 ; Blei et
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Moreno, 2001 ; Akita et al., 2007 ; Sako et al., 2007]. Une technique très employée
pour utiliser la détection de thème au cours de la segmentation est celle proposée par
[Van Mulbregt et al., 1999] ; initialement élaborée pour la campagne TDT, elle a inspiré
beaucoup d'autres méthodes par la suite. Son principe est de modéliser le problème de
la segmentation par un MMC, dont les observations sont des phrases et les variables
cachées des thèmes. À l'heure actuelle, c'est une autre méthode probabiliste basée sur
l'analyse sémantique latente probabiliste qui est plutôt employée [Brants, 2000 ; Akita
et al., 2007 ; Sako et al., 2007].
7.2.2.3 Méthodes multi-sources
Les techniques généralement utilisées pour combiner diﬀérentes sources d'informa-
tion, aussi bien lexicales qu'acoustiques, sont les arbres de décision [Passonneau et
Litman, 1997 ; Dharanipragada et al., 1999 ; Tür et al., 2001 ; Galley et al., 2003], les
modèles à maximum d'entropie [Beeferman et al., 1999 ; Reynar, 1999], les modèles
SVM [Georgescul et al., 2007] et les MMC [Tür et al., 2001]. Cette dernière méthode,
dont nous nous inspirons par la suite (cf. section 7.6), recourt d'une part au modèle
thématique proposé par [Van Mulbregt et al., 1999] pour modéliser les thèmes traités
par chaque groupe de soue Wi, et d'autre part, aux arbres de décision pour utiliser
les caractéristiques acoustiques Fi établies au voisinage des ﬁns de groupes de soue
Wi. Parmi les indices utilisés Fi, ﬁgurent la durée de la pause silencieuse entre Wi−1
et Wi ou la diﬀérence entre la fréquence fondamentale moyenne du dernier mot de
Wi−1 et celle du premier mot de Wi5. Les séquences d'états du MMC ont pour forme
Q = (t1, b1 . . . ti, bi . . . t`, b`) où ti représente le thème associé à Wi et bi le fait qu'un
changement de thème intervient ou non entre Wi−1 et Wi. Le document sonore est ainsi
décrit par ses informations textuelles W =W `1 et acoustiques F = F `1 . Les probabilités
sont établies par le MMC de la manière suivante :
P (W,F |Q) =
∏`
i=1
P (Wi|ti)
∏`
i=1
P (Fi|bi,W ) (7.1)
où P (Wi|ti) est calculé par un modèle thématique lexicale et P (Fi|bi,W ) est obtenu en
modélisant la relation entre la présence d'une frontière thématique et les caractéristiques
acoustiques Fi. Suivant les expériences menées par Tür et al. [2001], ce mode de calcul
s'avère plus performant qu'un arbre de décision pour combiner l'ensemble des sources
d'information.
Durant l'aperçu des méthodes de segmentation existantes que nous avons donné, nous
avons distingué les modèles thématiques des autres techniques basées sur la cohésion
lexicale. Au cours de nos travaux, nous avons choisi de ne pas nous baser sur l'existence
de thèmes prédéﬁnis qui, à moins de rester très généraux, sont impossibles à énumérer de
manière exhaustive. Nous avons plutôt préféré employer une méthode de segmentation
5Cette mesure de la diﬀérence de fréquences fondamentales permet de mesurer un changement qui
se produit sur le plan de la prosodie entre deux groupes de soue.
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qui suppose peu de connaissances a priori et qui est basée sur une approche probabiliste
qui a déjà fait ses preuves pour intégrer diﬀérents types d'information obtenus à partir
du document traité. Nous présentons dans les sections suivantes notre démarche pour
segmenter une transcription automatique, en débutant par la description du modèle
basé uniquement sur la cohésion lexicale.
7.3 Modèle de cohésion lexicale
Dans un premier temps, nous considérons la transcription à segmenter comme du
texte, en ignorant les informations acoustiques que contient le document. La méthode
retenue, proposée par Utiyama et Isahara [2001], requiert en entrée une représentation
sous la forme d'un  sac de mots  de chaque phrase du texte étudié. Étant donné que
nous opérons sur des transcriptions automatiques, nous considérons plutôt un découpage
en groupes de soue. Si le principe de la technique reste le même, cette façon de procéder
conduit toutefois à examiner des unités plus courtes que des phrases. Nous exposons
dans cette section les traitements que nous appliquons au préalable sur le document à
traiter, avant de présenter en détail le modèle que nous reprenons, puis les modiﬁcations
que nous y apportons.
7.3.1 Prétraitement
Aﬁn de ne retenir que les mots susceptibles d'être informatifs pour la segmentation
thématique et de les ramener à une forme simple, nous étiquetons la transcription à l'aide
de notre étiqueteur morpho-syntaxique, puis nous la lemmatisons à l'aide de Flemm
[Namer, 2000]. Ces deux opérations, habituelles avant de procéder à l'application de
méthodes basées sur la cohésion lexicale, nous permettent de ne retenir que les noms,
les verbes et les adjectifs, i.e., les classes porteuses de sens. Nous éliminons également
les verbes  avoir ,  être ,  falloir ,  devoir ,  pouvoir  et  vouloir  qui,
employés la plupart du temps en tant que verbes modaux et auxiliaires, jouent un
moindre rôle que les autres verbes du point de vue des informations sémantiques. La
suppression des deux premiers,  avoir  et  être , est particulièrement importante
pour les transcriptions automatiques, étant donné qu'ils sont souvent insérés ou omis à
tort par le système de RAP. Une fois le texte ainsi traité, nous lui appliquons la méthode
de cohésion lexicale que nous décrivons ci-après.
7.3.2 Modèle initial
Avant de proposer des évolutions de la méthode originale, nous exposons ici le modèle
de cohésion lexicale tel que conçu par Utiyama et Isahara [2001]. En résumé, cette
technique suit une approche probabiliste recourant à la loi de Laplace pour modéliser
la cohérence des sections thématiques, représentées comme des  sacs de mots . Le
problème de segmentation d'un texte W = wn1 de n mots (ou plus exactement de n
lemmes correspondant à des mots lexicaux) en plusieurs sections S = Sm1 est alors
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déﬁni par la recherche de la segmentation Sˆ la plus probable :
Sˆ = argmax
S
P (S|W ) , (7.2)
ce qui, de manière similaire à la modélisation de la RAP selon un critère MAP, se réécrit
par :
Sˆ = argmax
S
P (W |S)P (S) . (7.3)
7.3.2.1 Déﬁnition de P (W |S)
L'évaluation de P (W |S) est réalisée en notant les ni mots contenus dans un segment
Si par Wi = w(i)1 w
(i)
2 . . . w
(i)
ni . Le texte W peut alors être représenté sous la forme
W =Wm1 et P (W |S) devient :
P (W |S) = P (W1 . . .Wm|S) . (7.4)
En supposant que chaque section thématique forme une unité indépendante du restant
du texte, on a :
P (W |S) =
m∏
i=1
P (Wi|S) =
m∏
i=1
P (Wi|Si) . (7.5)
En outre, chaque section étant modélisée par un  sac de mots , l'ordre des mots n'a
pas d'inﬂuence sur le calcul des probabilités, ce qui conduit à écrire :
P (W |S) =
m∏
i=1
ni∏
j=1
P (w(i)j |Si) . (7.6)
Les valeurs P (w(i)j |Si) sont ensuite modélisées par la loi de Laplace qui permet de prédire
l'apparition d'un événement à valeurs discrètes, en ayant observé un certain nombre de
fois cet événement. Dans notre contexte, en considérant que l'on a observé les mots Wi
du segment Si, la probabilité de voir apparaître à nouveau un mot w(i)j dans ce segment
est exprimée par :
P (w(i)j |Si) =
fi(w
(i)
j ) + 1
ni + k
(7.7)
où fi(w(i)j ) donne le nombre d'occurrences de w
(i)
j dans Si et k le nombre de mots
diﬀérents dans le texte à segmenter. D'un point de vue intuitif, cette probabilité favorise
les segments homogènes du point de vue lexical car elle augmente quand les mots
apparaissent plusieurs fois et diminue si beaucoup de mots sont diﬀérents.
7.3.2.2 Déﬁnition de P (S)
La probabilité P (S) mesure directement le nombre de segments souhaités dans un
texte, ce qui dépend fortement de la nature du document à traiter et de la granularité
du découpage souhaité. Les auteurs de cette méthode propose une modélisation a priori
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de cette valeur en recourant à la théorie de l'information. P (S) est alors obtenue à partir
de la description de la longueur l(S) de S, i.e., du nombre minimum d'informations à
envoyer pour que la segmentation soit déterminée, ce qui s'exprime par :
P (S) = 2−l(S) = n−m (7.8)
puisque l(S) = m log2 n bits.
7.3.2.3 Méthode d'implémentation
D'après l'équation (7.3), la recherche de la meilleure segmentation revient à énu-
mérer tous les découpages possibles. Aﬁn de restreindre l'espace des hypothèses, des
contraintes sont imposées. Les auteurs de la méthode proposent ainsi de considérer que
les ruptures thématiques ne puissent intervenir qu'à des ﬁns de phrase et suggèrent de
recourir à la programmation dynamique aﬁn d'augmenter la rapidité des calculs. En
pratique, le coût à optimiser est la suivante :
C(S) = − logP (W |S)P (S) =
m∑
i=1
ni∑
j=1
−
[
log
fi(w
(i)
j ) + 1
ni + k
]
+m log n . (7.9)
En notant par C(Wi|n, k) le coût d'un segment Wi :
C(Wi|n, k) =
ni∑
j=1
[
log
ni + k
fi(w
(i)
j ) + 1
]
+ log n , (7.10)
le problème de segmentation se réécrit :
Sˆ = argmin
S
C(S) = argmin
S
m∑
i=i
C(Wi|n, k) . (7.11)
Soit ` le nombre de groupes de soue du document étudié. Le coût de chaque segmenta-
tion C(S) est évalué après avoir construit un graphe G = (V,E), où V = {gi|0 ≤ i ≤ `}
correspond aux sommets et E = {eij |0 ≤ i < j ≤ `} aux arcs (Fig 7.3). gi désigne
la position entre la phrase si et si+1, tandis que eij représente le segment constitué
des phrases si+1 . . . sj et de coût C(si+1 . . . sj |n, k). La recherche de la meilleure seg-
mentation peut alors se faire en deux étapes. Le graphe G est tout d'abord construit
pour l'ensemble du texte, en évaluant le coût de chacun des arcs. Trouver les points de
rupture thématique revient ensuite à trouver le chemin de coût minimal entre g0 et g`
en utilisant un algorithme de programmation dynamique.
7.3.3 Modiﬁcation du modèle original
Nous proposons dans cette section plusieurs évolutions du modèle précédemment
décrit en fonction des contraintes posées par le type de documents étudiés. Nous faisons
tout d'abord l'hypothèse que le passage d'un thème à un autre ne peut se produire qu'à
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Fig. 7.3: Exemple de graphe construit sur un texte de 4 phrases, en restreignant la taille des
sections à 2 ou 3 phrases
la ﬁn d'un groupe de soue. Ce postulat nous paraît tout aussi valable que celui reposant
sur la segmentation en phrases pour les textes écrits puisque la reprise de son soue
ou la prise de parole d'un autre locuteur semblent être a priori des événements qui
interviennent au début et à la ﬁn d'un thème. Ceci est conﬁrmé par l'analyse manuelle
de 8 heures d'émissions d'information que nous avons pu eﬀectuer et qui n'a montré que
deux changements de sujet au cours d'un groupe de soue. Au cours de nos expériences,
nous avons de plus supposé que les sections thématiques ne pouvaient contenir qu'entre
2 et 200 groupes de soue, ce qui restreint le nombre d'arcs du graphe à construire
pour la recherche de la meilleure segmentation.
Nous apportons également des modiﬁcations au niveau des calculs de P (W |S) et
de P (S). En ce qui concerne P (W |S), la cohésion d'un segment est évaluée dans la
version initiale en construisant un modèle de langage sur cette section, basé sur la loi
de Laplace, puis en évaluant la capacité de ce modèle à prédire les mêmes données
que celles qui ont servi à son apprentissage. Nous avons voulu étudier le comportement
d'autres types de ML qui sont eux employés dans le cadre de la RAP. La taille de
chaque section conduisant à un corpus de taille extrêmement réduite nous a amené à
ne considérer que des ML ne prenant pas en compte le contexte d'apparition des mots
dans le calcul des probabilités. La première loi que nous avons examinée est une simple
probabilité unigramme, sans utiliser de lissage :
P (w(i)j |Si) =
fi(w
(i)
j )
ni
. (7.12)
La seconde est la loi naturelle de Ristad, dont il est montré expérimentalement qu'elle
surpasse généralement la loi de Laplace pour prédire une suite d'événements discrets
[Ristad, 1995]. Dans le modèle que nous utilisons, elle s'exprime de la manière suivante :
P (w(i)j |Si) =

fi(w
(i)
j )
ni
si q = k(
fi(w
(i)
j )
ni
)
ni(ni+1)+q(1−q)
n2i+ni+2q
si q < k
(7.13)
où q est le nombre de lemmes diﬀérents dans Si et k le nombre de lemmes diﬀérents
dans le texte à segmenter.
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Le mode de calcul de P (S) proposé par défaut permet de déﬁnir un ordre de grandeur
sur la pénalité d'insertion d'une nouvelle frontière thématique. Suivant des expériences
que nous avons menées, la valeur calculée est cependant à modiﬁer suivant la longueur
du document étudié et la taille moyenne des segments désirée. Nous introduisons donc
un coeﬃcient γ qui nous permet de faire évoluer la ﬁnesse du découpage obtenu. P (S)
devient alors :
P (S) = (n−m)γ , (7.14)
ce qui se traduit par la modiﬁcation de log n en γ log n, au niveau du calcul du coût
C(Wi|n, k) (cf. équation (7.10)).
La description du modèle de cohésion lexicale que nous employons étant faite, nous
nous proposons dans la section suivante de l'évaluer.
7.4 Méthode d'évaluation
L'évaluation de la qualité de la segmentation pose deux problèmes principaux, qui
sont la construction d'un découpage de référence d'un corpus de test et la déﬁnition
d'une métrique. Nous présentons donc dans la suite de cette section nos choix sur ces
deux points de diﬃculté, avant d'exposer les résultats obtenus au moyen de notre modèle
de cohésion lexicale.
7.4.1 Corpus de référence
Compte tenu des diﬀérentes interprétations de ce que représente un thème et du fait
que le passage d'un sujet à un autre peut être progressif, il est possible de construire
plusieurs segmentations de référence pour un même document. De façon à limiter ce
problème, il est d'ailleurs souvent recommandé d'avoir plusieurs annotateurs de façon
à pouvoir dégager un consensus dans des cas litigieux [Passonneau et Litman, 1993].
Pour contourner ce problème, les corpus de référence sont souvent constitués de manière
artiﬁcielle en concaténant des documents divers [Choi, 2000]. Toutefois, cette solution
n'est pas totalement satisfaisante puisque dans la réalité, les changements de thèmes
s'eﬀectuent rarement de manière aussi brutale que le passage d'un texte à un autre.
Étant donnée la particularité de notre contexte applicatif, nous utilisons quant à
nous le corpus Ester sur lequel nous mesurons l'inﬂuence de notre approche sur le
WER, pour évaluer notre méthode de segmentation. Ces données sont déjà divisées
en entités journalistiques ; toutefois ce découpage n'est pas homogène, comme nous
l'avons déjà mentionné en section 3.1, ce qui nous a conduit à produire nous-même
une segmentation de référence sur les corpus de développement et de test. Nous nous
sommes restreint à quatre émissions, les deux heures diﬀusées sur RFI possédant une
segmentation manuelle en groupes de soue de taille anormalement réduite suite aux
choix de l'annotateur, et les émissions de RTM ayant un format très court de 10 à
20 minutes. Notre corpus d'étude se limite ainsi à quatre heures, pour lesquelles nous
précisions dans le tableau 7.1 les performances obtenues par le système Irene, auquel
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sans POS s′(wn1 )
dév. France Inter - 18/04/03 - 7h-8h 18,0 17,5France Info - 18/04/03 - 12h-13h 18,6 17,8
test France Inter - 18/04/03 - 8h-9h 17,3 15,9France Info - 18/04/03 - 17h-18h 19,0 18,1
Tab. 7.1: Erreurs de transcription (%) mesurées sur les émissions étudiées pour l'adaptation thé-
matique à l'aide de la mesure LER'lex déﬁnie à la section 5.2.4.2
nous adjoignons notre module prenant en compte les informations morpho-syntaxiques
(cf. chapitre 5).
La comparaison des erreurs de transcription obtenues suivant un critère MAP, sans
l'utilisation des POS ou avec, montre l'intérêt des informations morpho-syntaxiques
pour réduire le nombre de mots mal reconnus (première et troisième colonnes). Les
mêmes observations peuvent être faites en ce qui concerne les lemmes associés aux
mots que nous retenons pour notre modèle de cohésion lexicale (deuxième et quatrième
colonnes).
Si le recours à diﬀérents annotateurs est généralement souhaitable, nous avons
constaté sur notre corpus, constitué d'émissions d'information, autrement dit de do-
cuments préparés et bien structurés, que les ruptures thématiques sont souvent bien
marquées. Les points litigieux sont ainsi beaucoup moins nombreux que pour d'autres
types de données, tels que les dialogues enregistrés lors de réunions. Nous avons cepen-
dant identiﬁé deux cas particuliers à traiter. Premièrement, nous avons conservé une
catégorie de sections, appelée ﬁllers, déjà proposée par la segmentation initiale du corpus
Ester et correspondant à des groupes de soue n'étant associés véritablement à aucun
thème. On retrouve notamment parmi ces segments des indications sur la fréquence de
la chaîne de radio ou sur l'heure, telles que  France Info il est huit heures , ou encore
des formules de politesse, pour souhaiter la bienvenue aux auditeurs ou les remercier de
leur écoute par exemple. Nous conservons bien entendu tous les mots ﬁgurant parmi les
ﬁllers, dans les transcriptions sur lesquelles nous appliquons nos méthodes de segmen-
tation automatiques. En revanche, nous supprimons ces groupes de soue lors de leur
évaluation, ce qui permet de considérer comme identiques des frontières thématiques
détectées juste avant ou juste après un ﬁller.
Deuxièmement, il existe pour certains passages plusieurs façons de découper une
émission suivant la granularité souhaitée des thèmes. Nous avons donc distingué deux
niveaux de thèmes, l'un plus général et l'autre plus spéciﬁque, qui dépendent de l'émis-
sion traitée et des liens entretenus entre les points abordés. Ainsi, pour une émission
d'une heure abordant essentiellement les actualités internationales et nationales, nous
déﬁnissons le thème Condolezza Rice  comme étant général si le portrait fait sur cette
personnalité est traité durant plusieurs minutes et n'est pas suivi ou précédé directement
de sujets présentant des liens évidents avec lui. En revanche, le sujet du  football ,
pourtant général dans d'autres contextes, est considéré comme étant un sous-thème du
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thème  sport  s'il fait partie d'un court segment d'une page sportive. Lors de notre
évaluation, partant du principe qu'avoir des segments ne traitant que d'un thème assez
général pouvait être suﬃsant pour améliorer la qualité de la transcription, nous n'avons
considéré que les ruptures thématiques entre thèmes, ce qui a pour conséquence que
des frontières entre sous-thèmes pourtant détectées correctement par la méthode de
segmentation automatique sont assimilées comme fausses.
7.4.2 Métriques d'évaluation
Les métriques qui sont souvent retenues pour évaluer la qualité de la segmentation
thématique sont les valeurs classiques de rappel et de précision :
rappel0 =
nombre de frontières correctement détectées
nombre de frontières de la segmentation de référence (7.15)
précision0 =
nombre de frontières correctement détectées
nombre de frontières signalées . (7.16)
Pour pallier le fait que les erreurs de segmentation à quelques mots près sont a priori
sans trop de conséquence pour notre tâche d'adaptation, nous calculons des valeurs
complémentaires (rappel1, précision1) et (rappel2, précision2) en considérant comme cor-
rectes des frontières établies respectivement avec au plus un ou deux groupes de soue
de diﬀérence par rapport à la segmentation de référence. Notons que plusieurs métriques
ont été également proposées spéciﬁquement au problème de segmentation thématique
pour pénaliser plus lourdement les frontières éloignées de celles de référence, en particu-
lier Pk proposée par [Beeferman et al., 1999] et WindowDiﬀ [Pevzner et Hearst, 2002].
Néanmoins, ces métriques sont régulièrement remises en cause [Pevzner et Hearst, 2002 ;
Georgescul et al., 2006a] et ont été développées pour d'autres cadres applicatifs que les
nôtres.
Étant donné notre contexte d'utilisation de la segmentation thématique, les mesures
de qualité de rappel et de précision ne restent que des indicateurs du découpage produit.
Notre objectif ﬁnal étant d'obtenir une amélioration de la qualité de la transcription, les
sections obtenues peuvent ne pas être identiques à celles produites manuellement pour
peu qu'elles permettent de retourner des corpus d'adaptation pertinents pour modiﬁer
le ML général. Le critère qui semble le plus important est le rappel car il est préférable
de détecter toutes les ruptures thématiques pour avoir des segments homogènes. Les
sections obtenues ne doivent pas toutefois être trop petites. Nous mesurons donc la
taille moyenne des segments produits, ainsi que la proportion de sections traitant d'un
seul thème.
7.4.3 Premiers résultats
Le modèle de cohésion lexicale utilisé ne dépend que d'un paramètre γ, dont la valeur
inﬂue directement sur la taille moyenne des sections produites. Durant nos expérimenta-
tions, nous employons le corpus de développement pour étudier le comportement de ce
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Fig. 7.4: Évolution sur le corpus de développement de la précision en fonction du rappel pour une
segmentation de la transcription manuelle (à gauche) et automatique (à droite)
coeﬃcient sur la qualité de la segmentation et le corpus de test pour vériﬁer la stabilité
des résultats obtenus une fois γ ﬁxé.
Les trois courbes aﬃchées sur chacun des graphiques de la ﬁgure 7.4 indiquent les
valeurs de précision et rappel calculées avec une tolérance d'erreur de 0, 1 et 2 groupes de
soue, en faisant varier γ sur le corpus de développement. La comparaison des résultats
obtenus à partir de la transcription de référence (graphique de gauche) et celle produite
par le système de RAP (graphique de droite) montre sans surprise de meilleurs résultats
pour celle transcrite manuellement puisqu'elle conduit à rappel égal à de meilleures
valeurs de précision. Les diﬀérences observées sont toutefois peu importantes, surtout
pour les courbes réalisées avec une marge d'erreur de 1 ou 2 groupes de soue. Ceci
souligne le fait que les mots porteurs de sens sont globalement bien reconnus par le
système de RAP.
Les valeurs de rappel égales à 100% indiquées sur les graphiques correspondent à des
sections limitées à deux groupes de soue, ce qui revêt peu d'intérêt pour la segmenta-
tion. Au contraire, les fortes valeurs de précision consistent à ne diviser l'émission qu'en
quelques sections. Nous fournissons sur la ﬁgure 7.5 un autre mode de présentation des
résultats que nous venons d'exposer en donnant l'évolution du rappel en fonction de la
taille moyenne des sections trouvées par la méthode automatique. Cette dernière valeur
s'avère plus intuitive et c'est elle que nous utilisons pour ﬁxer la valeur du coeﬃcient γ
en la comparant avec le nombre moyen de sections (égal à 23,3 groupes de soue) du
découpage manuel du corpus de développement.
À titre de comparaison, nous avons mené des expériences sur le même corpus avec
la méthode de TextTiling basée sur la similarité par cosinus. Les résultats relevés
avec cette technique sont nettement moins bons que ceux obtenus avec la méthode
probabiliste puisque, pour des sections proposées de taille moyenne égale à 20 groupes
de soue, nous obtenons par exemple une précision inférieure à 35%, alors que nous
avions une valeur voisine de 50% auparavant.
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Fig. 7.5: Évolution sur le corpus de développement du rappel en fonction de la taille moyenne des
sections pour une segmentation de la transcription manuelle (à gauche) et automatique (à droite)
taille moy. rappel0 précision0 rappel2 précision2 sections homogènes
15,7 57,4 36,1 80,3 67,0 78/99
22,2 44,3 39,7 72,1 66,2 46/70
Tab. 7.2: Qualité de la segmentation produite sur la transcription automatique des émissions du
corpus de test en recourant à la loi de Laplace
Aﬁn de tester le comportement de la méthode probabiliste sur d'autres données,
nous exposons dans le tableau 7.2 les valeurs de rappel et de précision calculées sur le
corpus de test pour deux tailles moyennes de section (colonne 1), avec diﬀérents seuils de
tolérance (colonnes 2 à 5). La dernière colonne indique le nombre de sections ne traitant
que d'un seul thème parmi l'ensemble des segments trouvés. En ﬁxant γ sur le corpus
de développement, la taille moyenne des sections est restée sensiblement la même sur
le corpus de test que celle trouvée initialement, ce qui montre une certaine stabilité de
l'eﬀet de ce coeﬃcient sur la segmentation. Les résultats proposés, très similaires à ceux
déjà constatés sur le corpus de développement, nous permettent d'obtenir un nombre
relativement important de segments homogènes sur le plan thématique. Les valeurs de
rappel restent cependant assez faibles. Tous les résultats que nous avons présentés ont
été obtenus avec la loi de Laplace, proposée par défaut pour le calcul de P (W |S), des
expériences complémentaires menées avec les deux autres modes de calcul ayant conduit
à des valeurs de précision et de rappel un peu moins bonnes. Le tableau 7.3 présente
ainsi les résultats obtenus sur le corpus de test avec une loi de probabilité unigramme.
La raison qui peut expliquer le manque de performance de la loi naturelle de Ristad est
le fait que la plupart des mots lexicaux n'apparaissent qu'une fois localement, ce qui a
pour conséquence que le nombre d'événements observés est proche de leur nombre total
d'occurrences.
7.5. Prise en compte d'un réseau de cooccurrences 139
taille moy. rappel0 précision0 rappel2 précision2 sections homogènes
13,0 36,1 18,7 63,9 32,2 83/120
20,8 41,0 34,3 59,0 49,3 47/75
Tab. 7.3: Qualité de la segmentation produite sur la transcription automatique des émissions du
corpus de test en recourant à la loi unigramme
En règle générale, tout au moins sur notre corpus, les journalistes évitent de réem-
ployer les mêmes termes en recourant à des synonymes. Aﬁn de contourner cette diﬃ-
culté de nature à gêner notre méthode de cohésion lexicale basée uniquement sur l'exa-
men des occurrences de chaque mot, nous examinons dans la section suivante d'autres
relations entre les mots que celles du simple phénomène de répétition.
7.5 Prise en compte d'un réseau de cooccurrences
L'examen des liens sémantiques entre les mots permet de se rendre compte de la
richesse de la langue pour exprimer des choses similaires. Cela conduirait dans notre
contexte à pouvoir identiﬁer plus ﬁnement que jusqu'à présent l'homogénéité d'une sec-
tion traitant un thème particulier. Aﬁn d'étudier les potentialités de ces connaissances,
nous employons une méthode d'acquisition assez simple basée sur l'analyse des cooc-
currences. Dans cette section avant tout prospective, nous présentons les principes de la
technique précédemment développée par Ferret [1998] pour obtenir les relations entre
les mots, en proposant une manière pour inclure ces informations dans notre modèle.
Nous indiquons ensuite les résultats expérimentaux obtenus, en discutant de l'intérêt
de la méthode pour la segmentation thématique.
7.5.1 Méthode
Nous suivons la procédure proposée par Ferret [1998] pour découvrir les relations
entre les mots qui ont tendance à apparaître souvent ensemble. Pour ce faire, la similarité
entre deux termes x et y est calculée en examinant leur cooccurrence au moyen de
l'information mutuelle I(x, y) :
I(x, y) = log
P (x, y)
P (x)P (y)
(7.17)
où P (i) s'obtient à partir de la fréquence d'apparition f(i) de i mesurée sur un corpus,
et P (x, y) à partir du nombre de fois f(x, y) où x et y apparaissent ensemble. f(x, y)
est déterminé en déplaçant une fenêtre d'analyse sur le corpus et en considérant que
les occurrences de deux termes sont voisines si elles se produisent avec une distance
inférieure à 20 mots. Si Tc est la taille du corpus utilisé pour ces calculs, l'information
mutuelle s'obtient ﬁnalement par :
I(x, y) = log
(
Tc
f(x, y)
f(x)f(y)
)
. (7.18)
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Aﬁn d'obtenir une valeur comprise entre 0 et 1, cette valeur est normalisée par un
maximum Imax :
coh(x, y) =
I(x, y)
Imax
(7.19)
avec :
Imax = log[T 2c (Tf )− 1] (7.20)
en remarquant que f(x, y) ≤ Tc(Tf − 1) où Tf est la taille de fenêtre, f(x) ≥ 1 et
f(y) ≥ 1.
En ne retenant que les liens dont les valeurs coh(x, y) dépassent un certain seuil,
nous obtenons un réseau de relations. Certaines de celles-ci sont peu évidentes sur le
plan sémantique et sont dues à l'apparence fortuite du couple de mots dans le même
voisinage ; le fait de ﬁxer un seuil élevé pour f(x, y) permet de limiter ce bruit. Nous
avons ainsi conservé uniquement les relations telles que I(x, y) ≥ 0, 15 et f(x, y) ≥ 15,
suivant ainsi les paramètres choisis dans [Ferret, 1998]. D'autres liens correspondent
en revanche à des relations syntagmatiques6, telles que  salaire  et  percevoir , et
plus rarement à des relations paradigmatiques7, comme  gagner  et  perdre 8. Nous
établissons le réseau de cooccurrences à partir des années 1999 à 2003 du corpus Le
Monde, dont on peut espérer qu'il ait une couverture satisfaisante des thèmes abordés
dans les émissions que nous étudions, compte tenu de sa nature journalistique et de son
grand nombre d'articles.
L'hypothèse d'utilisation de ces types de relations est que les mots qui sont fré-
quemment voisins ont un lien de sens. Nous prenons en compte ce postulat en aug-
mentant le poids des mots qui présentent des liens avec d'autres mots de la sec-
tion. Dans l'exemple de la ﬁgure 7.6, la pondération aﬀectée à w2 devient ainsi
fi(w2) + coh(w2, w5)fi(w5) = 1 + 0, 2. Un autre principe qui est souvent employé en
TAL pour établir des relations sémantiques entre deux mots est que des termes qui ap-
paraissent dans les mêmes contextes, i.e., au voisinage des mêmes mots, présentent des
similarités au niveau du sens. Notre méthode d'acquisition basée sur les cooccurrences
ne permet pas d'avoir accès directement à ce type d'informations. Nous proposons tou-
tefois d'étendre les sections supposées par le modèle de segmentation probabiliste par
l'ensemble des mots qui lui sont liés d'après le réseau de cooccurrences, en considérant
que si ces sections sont homogènes, ce sont les mêmes mots qui sont ajoutés plusieurs
fois et qui verront donc leur probabilité d'apparition augmenté dans le modèle de co-
hésion. En reprenant l'exemple de la ﬁgure 7.6, on insère ainsi dans une section Si le
mot w9, avec une pondération coh(w9, w3)fi(w3) + coh(w9, w4)fi(w4) = 0, 21 + 0, 18
dépendant des nombres d'occurences fi(w) dans Si des mots auxquels il est lié.
En adoptant une telle démarche, chaque section se trouve ainsi enrichie de mots
possédant tous un certain poids, que l'on peut assimiler à des  fractions  d'occurrences.
Les nombres de fois où les mots apparaissent deviennent alors des réels, ce qui ne permet
6Relations d'ordre sémantique entre deux termes employés au sein de collocations.
7Relations d'ordre sémantique entre deux mots présentant une composante commune importante
du point de vue du sens, e.g. entre deux antonymes.
8L'annexe C présente des exemples de relations incluses dans le réseau de cooccurrences.
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Fig. 7.6: Extension d'un segment contenant 5 mots en utilisant le réseau de cooccurrences. Les
valeurs indiquent la cohésion établie entre deux mots
taille moy. rappel0 précision0 rappel2 précision2 sections homogènes
13,2 44,3 23,3 73,8 38,8 90/118
25,1 47,5 48,3 63,9 65,0 38/62
Tab. 7.4: Qualité de la segmentation produite sur la transcription automatique des émissions du
corpus de test
plus d'utiliser la loi de Laplace, conçue pour des événements discrets, pour la calcul de
P (W |S). Nous avons donc décidé d'employer une loi de probabilité originale, dérivée du
modèle unigramme, pour évaluer la probabilité d'apparition de chaque mot w(i)j présent
dans la section S′i après extension du segment initial Si :
P (w(i)j ) =
fi(w
(i)
j ) +
∑
w∈Si fi(w) coh(w,w
(i)
j )
n′i
(7.21)
où n′i est le nombre d'éléments contenu dans S′i et fi(w) le nombre d'occurrences de w
initialement présent dans Si. Le principe de calcul de P (S) reste quant à lui le même
qu'avant la prise en compte du réseau du cooccurrences.
7.5.2 Résultats et discussion
La comparaison des mesures de la qualité de la segmentation réalisée avec un réseau
de cooccurrences (Tab. 7.4) avec celles obtenues avec le modèle initial (Tab. 7.2) montre
qu'avec une taille moyenne de sections voisine de 25 groupes de soue, les valeurs de
rappel0 et précision0 sont ici plus élevées, ce qui suggère une amélioration apportée
par les relations introduites, même si les diﬀérences observées demeurent faibles. Le
gain constaté est en revanche plus net par rapport à la version utilisant les modèles
unigrammes sans faire d'extension (Tab. 7.3).
Les résultats que nous avons présentés démontrent l'intérêt de considérer des re-
lations autres que les simples répétitions de mots puisqu'ils conduisent à une légère
amélioration des valeurs de précision et de rappel. La méthode que nous avons pro-
posée n'est toutefois pas entièrement satisfaisante puisqu'elle se limite principalement
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aux relations syntagmatiques, autrement dit aux liens qu'entretiennent des mots qui
apparaissent souvent ensemble. Même si le réseau de cooccurrences contient quelques
relations paradigmatiques, entretenues entre des mots présentant des liens forts au ni-
veau du sens, ce n'est que de manière détournée qu'elles sont prises en compte, en
espérant que les extensions de sections conduisent à l'apparition des mêmes mots pour
des termes proches au niveau sémantique. Le recours à d'autres méthodes apparaît sou-
haitable pour savoir si une section est homogène en mesurant le nombre de relations
paradigmatiques existant entre ses termes.
La connaissance des liens de proximité sémantique peut être établie à partir de res-
sources construites manuellement comme des lexiques. Une autre piste très intéressante
consiste à employer des méthodes automatiques de construction de classes sémantiques
rassemblant des mots de sens proches. Plusieurs techniques ont été développées, no-
tamment pour des corpus spécialisés [Bouaud et al., 1997]. Les méthodes statistiques
proposées sur des corpus généralistes constitués d'articles de journaux [Lin et Pantel,
2001 ; Rossignol et Sébillot, 2006] sont applicables dans notre cas pour obtenir des fa-
milles de mots similaires au niveau du sens et employés pour traiter un thème particulier.
Il serait donc intéressant de tester leur inclusion dans le modèle probabiliste.
Jusqu'à présent, notre méthode ne s'est focalisée que sur l'évolution du nombre d'oc-
currences de mots pour détecter des ruptures thématiques. Nous souhaitons dans la
suite de ce chapitre étudier l'apport d'autres sources d'information, de façon à amé-
liorer la qualité de la segmentation et à identiﬁer plus précisément la localisation des
frontières. Un des défauts d'une technique basée sur la seule cohésion lexicale est en
eﬀet qu'elle ne permet pas une grande précision sur le repérage des points de rupture
thématique, certains groupes de soue contenant très peu, voire aucun mot lexical.
7.6 Modèle multi-sources
Dans l'objectif de tester la contribution de nouvelles sources d'information pour
la segmentation thématique, nous reprenons le modèle initial proposé par Utiyama et
Isahara [2001] pour le calcul de P (W |S) et P (S). Nous cherchons dans cette section à
étendre ce modèle en considérant deux types de connaissances a priori pertinents pour
le genre de documents que nous étudions. Le premier regroupe des indices acoustiques,
que nous avons restreints à l'alternance de locuteurs homme/femme, à la durée des
pauses silencieuses longues et à la durée des jingles, qu'ils soient ou non en fond sonore
de paroles prononcées. Dans notre objectif de poser des jalons sur la segmentation de ce
type de documents, nous nous sommes limité volontairement à des informations simples
pouvant être obtenues de manière assez ﬁable par des procédés automatiques ; ainsi
avons-nous préféré l'alternance de locuteurs homme-femme au changement de locuteur,
plus délicat à détecter.
Le second type de connaissances correspond au repérage de marqueurs linguistiques,
i.e., de suites de mots qui interviennent au voisinage des frontières thématiques. La
nature de ces informations est très spéciﬁque au corpus étudié, ne serait-ce qu'à des
7.6. Modèle multi-sources 143
chaînes de radio particulières si nous nous restreignons à des émissions d'information.
Nous nous intéressons donc également à l'apport des marqueurs constitués de séquences
de POS pour avoir une plus grande généricité des connaissances.
Aﬁn de combiner ces diﬀérentes sources d'information avec notre modèle de cohésion
lexicale, nous proposons un nouveau cadre théorique basé sur une approche probabiliste.
Nous déterminons pour ce faire la meilleure hypothèse de segmentation Sˆ en cherchant
celle qui est la plus probable, en ayant observé les trois types de connaissance dont nous
disposons :
 W qui est une représentation du document sous la forme d'un  sac de mots , et
qui est employée par le modèle de cohésion lexicale,
 F qui forme l'ensemble des caractéristiques acoustiques utilisées,
 M qui est la succession des mots ou de POS du texte analysé et qui permet de
repérer des marqueurs linguistiques.
La recherche de Sˆ s'exprime alors mathématiquement par :
Sˆ = argmax
S
P (S|W,F,M) = argmax
S
P (W,F,M |S)P (S) . (7.22)
Ce calcul de probabilités peut être déterminé à partir de :
P (W,F,M |S) = P (W |S)P (F |S)P (M |S) (7.23)
si l'on considère que W , F et M sont indépendants. Cette hypothèse nous permet
d'employer indépendamment trois modèles prenant en compte chacun une connaissance
particulière. Elle est toutefois un peu réductrice. S'il paraît en eﬀet raisonnable de
considérer les pauses silencieuses et les successions de mots comme deux modalités
diﬀérentes, l'hypothèse d'indépendance entre W et M obtenues toutes deux à partir
du texte est moins forte. Toutefois, nous considérons ici que W et M ne sont pas liées
entre elles dans la mesure où chacune correspond à des informations très diﬀérentes.
W utilise ainsi une représentation en  sac de mots , en ne conservant que les mots
lexicaux, pour mesurer l'homogénéité, tandis que M considère les séquences de POS ou
de mots pour repérer des marqueurs linguistiques.
De la même manière que pour notre modèle de cohésion lexicale, nous maintenons
l'hypothèse que les frontières thématiques ne peuvent se produire qu'entre deux groupes
de soue. Le cadre proposé pour combiner diﬀérentes sources de connaissances revient
donc ici à utiliser des MMC multi-ﬂux représentant des MMC indépendants que l'on
synchronise à des points ﬁxés, qui sont ici les ﬁns de groupe de soue [Bourlard et
Dupont, 1996].
Nous décrivons dans la suite de cette section les modèles calculant respectivement
P (F |S) et P (M |S) et exposons la manière dont nous procédons pour utiliser en pratique
l'ensemble des modèles.
7.6.1 Modèle de segmentation à base d'indices acoustiques
Compte tenu de nos hypothèses sur la segmentation, les indices acoustiques auxquels
nous nous intéressons ici sont ceux qui interviennent à la ﬁn des groupes de soue. Les
attributs que nous avons retenus sont :
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 le fait qu'il se produit ou non une alternance de locuteur homme/femme,
 la durée des pauses silencieuses, en assimilant à 0 toutes celles qui sont inférieures
à 1,5 secondes,
 le fait que la ﬁn du groupe de soue est intervenue ou non durant un jingle,
 la durée du jingle en cours avant la ﬁn du groupe de soue,
 la durée du jingle en cours après la ﬁn du groupe de soue.
Ces caractéristiques sont obtenues lors de notre étude des corpus de développement et
de test à partir des informations fournies dans l'annotation manuelle du corpus Ester.
La prise en compte des critères acoustiques intervient dans le calcul de P (F |S) en
remarquant que :
P (F |S) = P (S|F )P (F )
P (S)
∝ P (S|F )
P (S)
(7.24)
puisque P (F ) est une constante lorsque l'on recherche la meilleure segmentation d'un
texte.
En supposant que les ruptures thématiques ne se produisent qu'à la ﬁn des groupes
de soue, la recherche de la meilleure segmentation Sˆ revient à étudier le comportement
de B = B1 . . . B` si ` représente le nombre de groupes de soue contenus dans l'ensemble
du document étudié et Bi la variable aléatoire valant  oui  ou  non  selon qu'il existe
ou non une rupture thématique entre le i-ème groupe de soue et le (i+ 1)-ème. Pour
B`, il s'agit d'une rupture à la ﬁn du texte. Le calcul de P (S|F ) peut alors se faire de
la manière suivante :
P (S|F ) = P (B|F ) =
∏`
i=1
P (Bi|F ) . (7.25)
si l'on considère que la décision prise pour chaque frontière Bi est indépendante des
autes. D'où, en notant les caractéristiques acoustiques se produisant au voisinage de Bi
par Fi et en faisant l'hypothèse que Bi ne dépende que des caractéristiques acoustiques
Fi dans son environnement immédiat par :
P (S|F ) =
∏`
i=1
P (Bi|Fi) . (7.26)
Nous avons décidé d'estimer P (Bi|Fi) au moyen d'un arbre de décision. Cette mé-
thode de classiﬁcation, couramment utilisée y compris pour la segmentation thématique
[Tür et al., 2001], a été retenue ici pour deux raisons principales. Elle nous oﬀre tout
d'abord une visualisation simple du modèle de détection de changement de thèmes qui
nous permet de l'interpréter. En outre, l'utilisation de l'algorithme C4-5 [Quinlan, 1993]
nous permet d'envisager des attributs aussi bien numériques que symboliques comme
critères.
Nous établissons l'arbre de décision, grâce au logiciel libre Weka [Witten et Frank,
2005], sur l'ensemble d'apprentissage du corpus Ester, dont les émissions sont dé-
coupées en entités journalistiques. Cette segmentation diﬀère de celle que nous avons
faite nous-même sur le corpus de développement mais elle nous permet d'avoir accès
à un nombre beaucoup plus important de frontières entre segments. Les probabilités
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P (Bi =  oui ) et P (Bi =  non ) sont déterminées en comptant la proportion d'élé-
ments des classes  oui  et  non  au niveau de chaque feuille de l'arbre.
Nous obtenons un arbre contenant 13 n÷uds, dont 7 feuilles. De manière assez
surprenante, l'information sur la durée des pauses silencieuses n'a pas été prise en
compte pour prédire la présence de frontière thématique. En examinant de plus près
notre corpus d'étude, nous avons pu constater que les longs moments de silence n'étaient
pas le fait des journalistes, mais plutôt de personnes qu'ils interrogeaient et sujettes à des
hésitations, ce qui explique pourquoi leur présence soit aussi peu corrélée avec le passage
d'une entité journalistique à une autre. C'est l'alternance de locuteurs homme/femme
qui a été jugée comme critère le plus discriminant, suivie par la présence de musique. Les
connaissances d'ordre acoustique constituent des éléments intéressants pour positionner
des points de rupture thématiques. Néanmoins, ils ne sont pas toujours très précis, des
jingles pouvant se produire au niveau de plusieurs groupes de soue.
7.6.2 Modèle de segmentation à base de marqueurs linguistiques
Nous souhaitons ici détecter des marqueurs de discours, indicateurs de frontières thé-
matiques, à partir d'une transcription. Ces indices peuvent se présenter sous la forme
de séquences de mots telles que  France-info sports , voire une suite de POS après
étiquetage, en supposant qu'après certains modes de formulation, il existe une plus
forte probabilité de voire apparaître une nouvelle section. Aﬁn de déterminer automa-
tiquement les marqueurs utiles dans notre contexte et de les employer au sein du cadre
théorique que nous avons déﬁni, nous recourons aux modèles N -grammes cachés. Nous
souhaitons montrer l'intérêt de ces outils  utilisés habituellement en vue de repar-
titionner en phrases une transcription découpée en groupes de soue [Stolcke et al.,
1998]  pour segmenter thématiquement un document.
De manière similaire aux indices acoustiques, nous obtenons P (M |S) par :
P (M |S) ∝ P (S|M)
P (S)
(7.27)
avec :
P (S|M) = P (B|M) =
∏`
i=1
P (Bi|M) . (7.28)
Le recours aux modèles N -grammes cachés intervient alors au niveau du calcul de
P (Bi|M). Le principe de cette technique consiste à faire correspondre à chaque mot
w du texte une variable correspondant à un événement dit caché et à employer le ML
N -grammes caché pour prédire cet état pour chaque mot d'un groupe de soue. Nous
adaptons cette méthode à notre contexte applicatif en considérant que la variable ca-
chée peut être associée à deux états :  oui  pour marquer une rupture thématique
et  non  dans le cas contraire. La construction du modèle pour la prise en compte
des marqueurs linguistiques sous forme de mots est réalisée à partir de l'ensemble des
émissions extraites du corpus d'apprentissage d'Ester et représentées chacune sous
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la forme  <s>w1b1w2b2 . . . wibi<eob>bi+1wi+2bi+2 . . .</s> où les bi prennent la va-
leur  oui  ou  non  selon que le mot wi est suivi ou non par une rupture théma-
tique et où <eob> est un marqueur spécial, assimilé à un mot et indiquant une ﬁn
de groupe de soue. L'apprentissage des ML de ce type permet d'estimer les proba-
bilités P (bi|w1b1 . . . wi−1bi−1wi) et P (wi|w1b1 . . . wi−1bi−1). Celles-ci sont utilisées pour
prédire les événements cachés, autrement dit absents du texte original, à partir des
seules séquences de mots <s>w1 . . . wi<eob>wi+2 . . . wn</s>. Ne cherchant pour notre
part qu'à déterminer P (Bi|M) à la ﬁn de chaque groupe de soue, nous restreignons
nos calculs aux probabilités a posteriori d'observer une rupture thématique après les
marqueurs <eob>, en obtenant ces valeurs à l'aide d'un algorithme forward-backward .
La construction et l'utilisation du ML établi pour les POS sont basées sur le même
principe. La seule diﬀérence réside dans le fait que nous étiquetons au préalable chaque
émission et considérons des étiquettes ti au lieu des mots wi.
Nous établissons deux ML 6-grammes cachés à l'aide de la boîte à outils SRILM
[Stolcke, 2002], l'un pour les mots, l'autre pour les POS9, ce qui revient à considérer
un historique wi−2bi−2wi−1bi−1wi constitué de 3 mots (ou POS) précédents et de deux
éléments cachés. Le ML basé sur les mots permet notamment de prédire une rupture
thématique avec une probabilité élevée quand le groupe de soue se termine par  ex-
cellente journée ,  semaine prochaine , huit heures  ou  point com , ou quand il
débute par  c'était  ou  bonjour à . Celui basé sur les POS conduit à des probabi-
lités plus élevées après des groupes de soue ﬁnissant par des noms propres ou par un
cardinal suivi par un nom commun féminin pluriel  correspondant à des formules du
style  neuf heures .
Nous avons vu au cours des sections précédentes le principe de chacun des modèles
associé à une modalité que nous prenons en compte dans la segmentation. Nous pré-
sentons dans ce qui suit comment ces techniques sont agencées de manière à ce que le
découpage d'un texte se fasse en un temps raisonnable.
7.6.3 Méthode d'implémentation
D'après la description des diﬀérents modèles que nous avons décrits et notre ap-
proche générale, l'objectif de la segmentation s'exprime sous la forme
Sˆ = argmax
S
P (W |S)P (F |S)P (M |S)P (S) (7.29)
= argmax
S
P (W |S)P (S|F )
P (S)
P (S|M)
P (S)
P (S) . (7.30)
Nous introduisons trois coeﬃcients de pondération α, β et γ qui permettent de tenir
compte des diﬀérences de facteur d'échelle entre les diﬀérentes probabilités. Les valeurs
calculées pour P (Bi =  oui |Fi) et P (Bi =  oui |M) sont en particulier très faibles
puisque la très grande majorité des ﬁns de groupe de soue ne sont pas associées à des
frontières thématiques. En outre, ces coeﬃcients permettent de moduler la pertinence
9Nous avons recouru au jeu d'étiquettes ext2, i.e., à celui que nous avons employé pour réordonner
les listes d'hypothèses au chapitre 5.
7.6. Modèle multi-sources 147
des modèles vis-à-vis de la tâche de segmentation. En conséquence, de manière ﬁnale-
ment similaire au problème de la RAP (cf. équation (1.11) page 16), nous redéﬁnissons
l'objectif de la segmentation par :
Sˆ = argmax
S
P (W |S)P (S|F )αP (S|M)βP (S)γ . (7.31)
Du point de vue de l'implémentation de ce nouveau modèle, celle-ci peut s'eﬀectuer
de manière similaire au modèle de cohésion lexicale en cherchant :
Sˆ = argmin
S
− log
[
P (W |S)P (S|F )αP (S|M)βP (S)γ
]
. (7.32)
La valeur d'un coût d'un segment Si constitué des groupes de soue sa . . . sb devient :
C(Si|W,F,M) = − logP (Wi|Si)
−α
b−1∑
j=a
logP (Bj =  non |Fj) + logP (Bb =  oui |Fb)

−β
b−1∑
j=a
logP (Bj =  non |M) + logP (Bb =  oui |M)

−γ logP (S) . (7.33)
Ce calcul de coût permet alors de construire un graphe de même topologie que ce-
lui employé pour le modèle probabiliste initial et donc de recourir à l'algorithme de
programmation dynamique similaire à celui déjà présenté.
7.6.4 Évaluation expérimentale
Nous mesurons l'inﬂuence des diﬀérentes sources d'information en les ajoutant pro-
gressivement au modèle de cohésion lexicale. Nous rappelons dans la première partie
du tableau 7.5 les résultats que nous avons obtenus sur le corpus de test avec la mé-
thode probabiliste initiale. Nous recourons au corpus de développement pour ﬁxer les
valeurs des coeﬃcients de pondération α et β, en choisissant comme critère d'optimi-
sation la maximisation du rappel0 pour une taille moyenne de sections voisine de celle
de la segmentation de référence, égale à 23, 3 groupes de soue. Cette décision est un
peu arbitraire, d'autres indices comme la F-mesure  prenant en compte à la fois la
précision et le rappel  ou rappel1 pouvant être tout aussi viables. γ est lui aussi réglé
sur le corpus de développement mais en retenant cette fois-ci deux valeurs, conduisant
respectivement à des segments de longueurs moyennes d'environ 25 et 15 groupes de
soue. Diminuer la taille des sections nous permet en eﬀet d'augmenter le rappel, même
si cela se fait au détriment de la précision. Nous avons de plus constaté que les nouveaux
points de rupture permettent assez souvent d'isoler les ﬁllers des autres sections et ne
morcellent donc pas outre mesure les segments traitant un thème particulier.
Le tableau 7.5 présente les valeurs de précision et de rappel calculées en utilisant en
sus de la cohésion lexicale, les marqueurs linguistiques de mots (deuxième partie), les
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taille moy. rappel0 précision0 rappel2 précision2 sections homogènes
cohésion lexicale
15,7 57,4 36,1 80,3 67,0 78/99
22,2 44,3 39,7 72,1 66,2 46/70
cohésion lexicale + marqueurs de POS
16,6 62,3 41,3 83,6 65,2 75/94
25,5 50,8 52,5 70,5 72,9 40/61
cohésion lexicale + marqueurs de mots
17,7 57,4 38,1 85,3 67,4 72/94
25,5 50,8 52,5 70,5 76,3 36/61
cohésion lexicale + indices acoustiques
17,7 62,3 44,2 77,1 61,6 68/88
25,5 59,0 61,0 72,1 81,4 40/61
cohésion lexicale + marqueurs de POS + indices acoustiques
16,1 67,2 43,2 85,3 65,3 81/97
23,6 59,0 56,3 75,4 79,7 40/61
cohésion lexicale + marqueurs de POS + marqueurs de mots + indices acoustiques
16,2 65,6 42,6 88,5 64,9 79/96
25,1 60,7 61,7 78,7 81,7 42/62
Tab. 7.5: Qualité de la segmentation produite sur la transcription automatique des émissions du
corpus de test en utilisant diverses sources d'information
marqueurs linguistiques de POS (troisième partie), les indices acoustiques (quatrième
partie), les indices acoustiques et les marqueurs de POS (cinquième partie) et enﬁn
l'ensemble des indices disponibles (dernière partie). Le lecteur pourra se faire une idée
plus précise de la qualité de la méthode automatique en examinant dans l'annexe D un
extrait d'une émission de corpus de test découpé selon la technique employée dans la
quatrième partie du tableau 7.5  avec une taille moyenne de 16,1 groupes de soue).
Aﬁn d'utiliser simultanément les marqueurs à base de POS Mt et ceux constitués
de mots Mw, nous avons fait l'approximation que ces deux informations sont indépen-
dantes :
P (Bi|M) = P (Bi|Mt,Mw) ≈ P (Bi|Mt)P (Bi|Mw)
P (Bi)
(7.34)
Bien entendu, cette hypothèse n'est guère valide puisque les deux catégories de mar-
queurs sont très liées ; elle nous permet toutefois de ne pas introduire un nouveau coef-
ﬁcient de pondération des deux probabilités P (Bi|Mt) et P (Bi|Mw), tout en obtenant
des résultats voisins de ceux calculés avec une interpolation entre les deux modèles,
selon des essais que nous avons eﬀectués.
La comparaison de la qualité de la segmentation obtenue dans diﬀérentes conﬁgura-
tions montre que toutes les nouvelles connaissances introduites permettent d'améliorer
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de manière prononcée les valeurs de précision et de rappel, ce qui conﬁrme l'intérêt de
notre approche pour combiner diﬀérentes sources d'information. Le nombre de segments
homogènes est lui aussi augmenté mais de façon beaucoup moins nette. Un examen plus
approfondi conduit à remarquer que de manière assez surprenante les marqueurs de POS
conduisent à des résultats similaires à ceux obtenus avec des marqueurs de mots. Ceci
montre que des suites de POS sont des indicateurs tout à fait pertinents pour identiﬁer
des changements de thème. En confrontant l'apport des marqueurs linguistiques avec
celui des indices acoustiques, il apparaît que ces dernières conduisent à un accroissement
plus net de la précision et du rappel, suggérant ainsi que ce second type de connaissance
est plus informatif. La combinaison de l'ensemble des modèles dont nous disposons cor-
respond globalement aux meilleurs résultats que nous obtenons, ce qui souligne leur
complémentarité.
7.7 Bilan et discussion
D'après les résultats que nous avons présentés, la segmentation thématique de trans-
criptions automatiques reste une tâche diﬃcile, d'autant plus qu'il est délicat d'évaluer
précisément la qualité des découpages obtenus en fonction de notre cadre applicatif. En
conclusion de ce chapitre prospectif, nous réalisons un bilan de nos diﬀérentes techniques
de segmentation avant de discuter de leurs améliorations possibles et des évolutions né-
cessaires pour une intégration pleinement opérationnelle dans la chaîne de traitements
que nous avons décrite au chapitre 6.
7.7.1 Qualité des résultats obtenus
Même si les valeurs de précision et de rappel fournies restent assez éloignées des
100% souhaités, les mesures eﬀectuées de la qualité de la segmentation nous in-
diquent des résultats relativement satisfaisants. En choisissant ainsi d'avoir un décou-
page conduisant à des sections un peu plus petites que celles des émissions segmentées
manuellement et en tolérant des erreurs à deux groupes de soue près sur les frontières
trouvées, la méthode de cohésion lexicale employée permet ainsi de détecter plus de
quatre ruptures thématiques sur cinq, tout en proposant des frontières qui se révèlent
dans deux cas sur trois corrects (Tab. 7.2 page 134). Ces évaluations sont encoura-
geantes, d'autant plus que la métrique que nous utilisons considère comme incorrectes
des frontières pourtant bien reconnues entre sous-thèmes. Plus important encore, parmi
les sections proposées par notre méthode automatique, 80% des sections ne traitent que
d'un seul thème. Même si certains de ces segments sont courts, en ne comportant que
deux à trois groupes de soue, le fait d'obtenir une large majorité d'unités homogènes
est rassurant pour les étapes suivantes de l'adaptation du ML. En examinant manuel-
lement le découpage proposé, nous avons en outre remarqué que les tailles des sections
étaient très diverses, tout comme l'étaient celles de la segmentation manuelle de réfé-
rence, ce qui montre ainsi la capacité du modèle à s'adapter au rythme avec lequel les
sujets sont traités. Toutes ces constatations soulignent l'intérêt de la méthode choisie
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pour nos types de documents, pour peu que l'on ait une idée sur la taille moyenne sou-
haitée des sections. Le découpage en groupes de soue, qui sont des unités de longueur
généralement beaucoup plus réduites que les phrases, ne semble pas perturber le modèle
probabiliste. De même, les erreurs de reconnaissance, bien qu'elles soient en nombre non
négligeable comme l'attestent nos calculs du LER, ne semblent pas rédhibitoires.
Des expériences complémentaires menées sur l'intégration d'autres connaissances
que la cohésion lexicale montrent une amélioration de la détection des points de rup-
ture. En étendant ainsi les mots lexicaux de la transcription par des mots auxquels
ils sont sémantiquement liés, nous avons obtenu une légère augmentation des valeurs
de précision et de rappel. Ces résultats ont été produits à partir de la méthode par
défaut proposée par Ferret [1998] pour sélectionner les cooccurrences à retenir. Il est
probable que l'on puisse obtenir de meilleurs résultats en utilisant des connaissances
plus poussées sur les relations sémantiques paradigmatiques.
L'emploi des caractéristiques acoustiques permet lui aussi de guider les choix de
rupture thématique. L'arbre de décision construit pour ce faire remet en outre en ques-
tion, au moins pour le type de documents que nous avons étudié, la pertinence des
pauses silencieuses pour détecter le passage d'un sujet à un autre. Dans les émissions
que nous avons analysées, les moments prolongés de silence sont parfois utilisés par le
journaliste pour marquer une pause avant d'évoquer ensuite le sujet suivant. Toutefois,
l'apparition des nouveaux sujets est plus fréquemment marquée par l'intervention d'un
jingle ou par la prise de parole de la part d'un autre locuteur, ce qui confère un rythme
plus dynamique à l'émission. Les pauses silencieuses se trouvent ainsi au ﬁnal plutôt
liées à la présence de disﬂuences.
La prise en compte des marqueurs linguistiques au moyen de N -grammes cachés
établit également l'intérêt de cette méthode au vu de l'amélioration constatée, aussi
bien en repérant les séquences de POS que les suites de mots. L'apport des informations
morpho-syntaxiques est particulièrement encourageant car cette connaissance semble
beaucoup moins spéciﬁque que le repérage de séquences de mots particulières.
La combinaison de tous ces indices conduit à une amélioration signiﬁcative des ré-
sultats puisqu'en tolérant des erreurs à deux groupes de soue près, la précision et la
valeur de rappel atteignent simultanément des valeurs voisines de 80%. Cette constata-
tion souligne d'une part tout l'avantage de combiner diﬀérentes sources d'information
et valide d'autre part la méthode proposée pour intégrer ces diﬀérentes sources.
Malgré tous ces points positifs, la segmentation obtenue est encore défectueuse à
certains endroits de la transcription. Les sections les plus problématiques sont incon-
testablement celles présentant les titres d'une émission, responsables de la majorité
des erreurs de détection de ruptures thématiques. Dans les documents que nous avons
étudiés, les points principaux sont répétés jusqu'à cinq fois au cours d'une heure de
retransmission. Ces événements récurrents posent deux diﬃcultés pour notre méthode
basée sur la cohésion lexicale. Ils sont, d'une part, constitués d'une suite de thèmes qui
sont chacun abordés en un à trois groupes de soue, introduisant ainsi une variation
locale inhabituelle des probabilités mesurant l'homogénéité des sections. D'autre part,
ils abordent par déﬁnition des thèmes qui sont traités par la suite. Ceci conduit parfois
à regrouper les titres avec le premier, voire les deux premiers sujets leur succédant, la
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technique de segmentation employée détectant en eﬀet des mots déjà apparus dans les
titres dans la suite du texte.
7.7.2 Améliorations possibles de la segmentation thématique
Les titres paraissent diﬃciles à traiter spéciﬁquement, à moins d'introduire des règles
ad hoc sur le fait qu'ils interviennent avec un fond musical et sur les instants où ils
se produisent au cours d'une émission d'information, ceux-ci étant espacé de manière
régulière. Cette méthode présente l'inconvénient évident d'être très spéciﬁque à chaque
type de programme étudié et c'est donc plutôt une amélioration globale de la méthode
de segmentation qu'il faut viser.
Une des manières de faire progresser les résultats consiste à poursuivre l'intégra-
tion de connaissances que nous avons initiée. Comme nous l'avons déjà mentionné à la
section 7.5.2, la prise en compte des relations paradigmatiques nous paraît intéressante
pour tenir compte de la richesse lexicale pour traiter d'un sujet. En particulier, le re-
cours à des classes sémantiques élaborées à partir de sous-corpus thématiques et donc
possédant une coloration thématique [Rossignol et Sébillot, 2006] nous paraît adapté
à notre tâche puisque le repérage de plusieurs mots de telles classes dans une même
section semble un indicateur fort d'homogénéité de ce segment.
Nous avons déjà souligné l'intérêt de l'alternance des locuteurs homme/femme (cf.
section 7.6.1) pour détecter les points de rupture thématique. L'étude du changement
de locuteur au moyen des méthodes automatiques doit a priori apporter un gain au
niveau de la segmentation thématique.
Une autre amélioration souhaitable concerne la prise en compte des erreurs de trans-
cription. Si nous avons en eﬀet remarqué que certaines erreurs sont réalisées de manière
répétée, e.g.  bernard tapir  à la place de  bernard tapie , ce qui ne pénalise pas notre
méthode basée sur les répétitions de mots, la mauvaise reconnaissance de certains mots
porteurs de sens est plus problématique. L'utilisation des indices de conﬁance devrait
permettre de prendre en compte ce phénomène.
Enﬁn, un dernier type d'erreurs de segmentation a retenu notre attention et paraît
assez facilement corrigeable. Nous avons constaté qu'en recourant à des modèles établis
à partir d'un corpus découpé en entités journalistiques, certaines parties du document
sont sursegmentées. L'exemple typique correspond au cas où un reportage annoncé par
un journaliste est considéré comme une section à part entière alors qu'il n'intervenait
que pour illustrer un sujet traité. Ce genre d'erreurs semble rectiﬁable en examinant
après une premier découpage la similarité lexicale entre deux sections voisines.
7.7.3 La segmentation en vue d'adapter un ML
Certains segments proposés sont encore trop approximatifs pour pouvoir être utilisés
tels quels par les étapes suivantes de l'adaptation du ML. Il semble donc nécessaire
de développer de nouvelles méthodes permettant d'écarter les sections qui sont non
pertinentes pour constituer ensuite des corpus d'adaptation de qualité.
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Deux critères de sélection nous semblent importants pour juger de la qualité d'un
segment pour la tâche que nous nous sommes ﬁxée. Le premier concerne la taille des
sections. Il est en eﬀet nécessaire de s'assurer que le segment proposé soit suﬃsamment
long pour pouvoir extraire suﬃsamment de mots-clés pour formuler des requêtes en
vue de la formation de corpus. Ceci peut être contrôlé de manière simple en limitant
l'adaptation à des sections qui contiennent un nombre de mots lexicaux supérieur à un
seuil ﬁxé, par exemple une vingtaine.
Le second critère doit mesurer la cohésion d'une section thématique, de manière à ne
retenir que celles qui traitent d'un seul sujet. Ceci doit notamment permettre d'écarter
les titres d'émission, si problématiques pour notre approche d'adaptation thématique.
Cet indice souhaité peut être vu comme une mesure de désordre ou de dispersion lexicale.
Les méthodes dérivées de l'entropie, déﬁnie en théorie de l'information, nous semblent
pouvoir constituer un critère possible d'élimination. Dans notre cas, cette mesure pour-
rait être mesurée pour une section donnée Si sous la forme :
H = −
∑
w∈Si
P (w) logP (w) (7.35)
où P (w) peut être établie de manière similaire au calcul de l'homogénéité d'une section,
utilisé dans le modèle de cohésion lexicale. Une autre notion intéressante est celle de
l'énergie textuelle [Fernández et al., 2007]. Les sections traitant de diﬀérents sujets
pourraient alors être assimilées à des zones pour lesquelles le spectre mesurant l'énergie
d'une phrase est activée pour plusieurs valeurs éloignées.
Au terme de ce chapitre, nous avons ainsi étudié l'inﬂuence de diﬀérentes sources
d'information sur la qualité de la segmentation thématique d'une transcription. Si les
valeurs de précision et de rappel que nous mesurons à partir de découpages produits
automatiquement sont assez satisfaisantes, certaines sections paraissent encore trop
hétérogènes pour que notre méthode de segmentation soit utilisée telle quelle dans la
chaîne de traitements que nous avons proposée pour adapter le ML. Aussi considérons-
nous des sections sélectionnées manuellement et donc supposées homogènes pour nos
travaux décrits dans le chapitre suivant. Celui-ci est consacré aux dernières étapes de
l'adaptation, à savoir la formation de corpus issus du Web puis la construction de ML
adaptés pour chaque section thématique.
Chapitre 8
Adaptation du modèle de
langage par des corpus issus du
Web
L e but d'un modèle de langage en RAP est d'assigner des probabilités à des sé-quences de mots aﬁn d'aider à la désambiguïsation d'hypothèses similaires sur leplan acoustique. Or, les systèmes de transcription ne disposent pas toujours d'un
ML qui corresponde exactement au type de document étudié. Celui-ci peut concerner
un domaine spécialisé inconnu ou tout du moins mal connu par le ML ; le ML peut éga-
lement être construit de manière à avoir une large couverture d'une langue, au risque
d'être trop général et de moins bien modéliser un thème particulier que des ML spé-
ciﬁques. Le mécanisme d'adaptation vise à résoudre ces diﬃcultés en modiﬁant le ML
pour correspondre au mieux aux données à transcrire.
Dans ce chapitre, nous supposons que chaque section thématique étudiée, que nous
assimilons dorénavant à un document à part entière, est suﬃsamment uniforme pour
être traité comme un tout. Même en faisant ce postulat, l'adaptation soulève deux dif-
ﬁcultés principales. Une première est de disposer d'assez de données pertinentes pour
construire un ML pour chaque domaine étudié. Contrairement à de nombreuses ap-
proches [Klakow, 2000 ; Chen et al., 2001], nous ne nous limitons pas pour cette raison
à un corpus pour obtenir les informations nécessaires à la constitution des ML ; nous
avons plutôt choisi de recourir au Web, dont l'utilisation est moins répandue. Le prin-
cipal intérêt de cette gigantesque source d'information est qu'elle permet de couvrir de
manière assez exhaustive les thèmes qui peuvent être rencontrés dans le document étu-
dié, surtout pour des sujets relevant de l'actualité récente. Beaucoup d'études faisant
appel au Web exploitent cette ressource pour obtenir des corpus sur un domaine comme
celui de la médecine [Sethy et al., 2005 ; Suzuki et al., 2006] ou sur un registre comme
celui des conversations spontanées [Bulyko et al., 2007]. Nous l'utilisons quant à nous
pour construire des corpus pertinents du point de vue des sujets abordés pour chaque
document à transcrire.
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Le second point délicat à traiter concerne la sélection des données constituant les
corpus d'adaptation. La plupart des études qui ont été menées jusqu'à présent sur ce
sujet s'appuient sur une liste ﬁxée a priori de thèmes, ce qui ramène ce problème à
savoir détecter le ou les sujets qui sont traités dans le document courant [Gildea et
Hofmann, 1999 ; Iyer et Ostendorf, 1999]. Une alternative également considérée repose
sur l'exploitation d'un corpus  généralement de taille modeste  représentatif du do-
maine étudié pour formuler des requêtes à un moteur de recherche sur Internet [Bulyko
et al., 2003 ; Sethy et al., 2005]. Nous avons décidé quant à nous de ne pas recourir à de
telles listes fermée de thèmes, ni d'employer de textes spécialisés, ce qui nous permet
d'adapter la RAP pour n'importe quel sujet pouvant être rencontré dans un document.
Nous proposons pour ce faire une approche originale qui repose sur la détection de mots
jugés suﬃsamment représentatifs du document traité, à partir d'une première transcrip-
tion produite par le système de RAP. Ces mots-clés sont employés pour construire des
requêtes qui sont ensuite formulées à un moteur de recherche sur le Web (Fig. 8.1).
Cette démarche nous a conduit à concevoir de nouvelles méthodes pour s'assurer de
la qualité des corpus construits. Ainsi, bien que des techniques existent pour détecter
les mots les plus caractéristiques d'un document, notamment dans le domaine de la
RI, elles sont rarement employées sur des textes aussi bruités que des transcriptions
automatiques. Nous proposons donc de prendre en compte la mesure de conﬁance dans
le calcul du critère de sélection des mots-clés pour traiter le cas des mots mal reconnus.
Nous contrôlons en outre a posteriori que les pages Web fournies en réponses par le
moteur de recherche correspondent bien au texte traité.
Dans la lignée des deux chapitres précédents qui se veulent avant tout exploratoires,
nous souhaitons montrer ici avant tout l'intérêt du Web pour construire des ML spéci-
ﬁques à un document, et l'adéquation des méthodes de RI pour réaliser cette tâche. Si
cette source d'information est indéniablement très riche, elle est aussi très hétérogène.
Nous nous sommes donc principalement consacré à élaborer un prototype permettant
de constituer des corpus de qualité satisfaisante et surtout pertinents par rapport aux
documents traités. Nous n'avons pas cherché en revanche à utiliser des méthodes de
conception plus complexes pour adapter le ML, la simple utilisation d'une interpolation
linéaire nous permettant déjà de mesurer l'apport de notre démarche pour améliorer la
modélisation du langage.
La première section de ce chapitre est consacrée aux méthodes que nous proposons
pour obtenir un ensemble de données en provenance du Web et spéciﬁque à chaque
document étudié1. Nous montrons ensuite que des ML construits à partir de corpus
d'adaptation ainsi constitués améliorent la qualité de la transcription de manière mo-
dérée. Nous présentons enﬁn dans une section bilan les perspectives ouvertes par nos
travaux.
1Les étapes de détection de mots-clés et de constitution de corpus à partir de pages Web ont été
réalisées par Gwénolé Lecorvé lors de son stage de master recherche [Lecorvé, 2007].
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Fig. 8.1: Construction de corpus d'adaptation
8.1 Construction de corpus à partir d'Internet
Le Web est ici considéré comme une très riche source d'information que nous souhai-
tons exploiter pour constituer des corpus traitant principalement de ce dont  parle 
un document à transcrire. Pouvoir repérer les textes intéressants parmi l'ensemble des
pages Web disponibles sur Internet pose plusieurs déﬁs. Le premier d'entre eux consiste
à savoir de quoi traite une transcription. Pour le résoudre, nous extrayons un ensemble
de mots-clés jugés représentatifs selon un critère statistique que nous avons choisi, et
ce pour chaque document étudié. Le deuxième problème qui apparaît concerne la récu-
pération de données pertinentes. Nous employons pour ce faire un moteur de recherche
grand public sur Internet en formant des requêtes au moyen des mots-clés précédem-
ment repérés dans la transcription, puis en consultant les pages Web fournies parmi
les premières pages de résultats. Le dernier point à ﬁxer est la constitution de corpus
à partir des réponses produites par le système de RI. Les données trouvées peuvent
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notamment être de qualité variable et il convient de s'assurer de leur adéquation avec
le document traité.
La suite de cette section décrit notre méthode pour concilier l'ensemble de ces dif-
ﬁcultés, en relatant successivement le critère choisi pour sélectionner les mots-clés, le
mode de formulation des requêtes au moteur de recherche et enﬁn la sélection des don-
nées pertinentes parmi les pages retournées en résultats.
8.1.1 Extraction de mots-clés
La constitution de corpus d'adaptation nécessite, dans notre système, l'extraction
automatique des mots-clés pour chaque document. Cette étape est particulière à notre
approche puisque beaucoup d'autres méthodes d'adaptation s'appuient sur une liste
de thèmes préétablie pour décider du ou des ML spéciﬁques à un sujet particulier à
appliquer. Le principal avantage de notre méthode est qu'en utilisant directement les
informations présentes dans le texte à traiter, nous ne faisons pas d'hypothèses sur les
domaines pouvant apparaître dans les transcriptions rencontrées.
Aﬁn de déterminer quels mots sont mieux à même de représenter le contenu thé-
matique d'un document, nous faisons l'hypothèse simpliﬁcatrice que ce sont ceux qui
apparaissent souvent dans la transcription et peu dans d'autres textes qui sont les plus
caractéristiques. Cette méthode ne permet pas de s'assurer que ces termes traitent vé-
ritablement du sujet principal ; en restreignant le choix des mots-clés à 5, nous pouvons
toutefois espérer qu'ils soient suﬃsamment importants vis-à-vis du contenu sémantique
du document pour que d'autres pages Web qui les contiennent abordent des thèmes
similaires. Aﬁn de mesurer l'importance d'un terme dans la transcription étudiée, nous
recourons au critère du tf-idf (pour term frequency et inverse document frequency) qui
a largement fait ses preuve en RI [Salton, 1989]. Mathématiquement, la valeur σ(w) que
nous calculons pour un terme w présent dans le texte T et en disposant d'un corpus C
constitué de nombreux documents s'obtient par :
σ(w) = tf(w, T ) idf(w) =
|w|T
|T | log
( |C|
Card {d ∈ C|w ∈ d}
)
(8.1)
où |w|T est le nombre d'occurrences de w dans T . Durant nos expériences, nous avons
assimilé le corpus d'apprentissage d'Ester au corpus de référence C, en considérant
que chaque segment associé à une entité journalistique formait un document.
Certains termes, essentiellement les mots grammaticaux, peuvent être éliminés avec
certitude des prétendants pour ﬁgurer dans la liste des mots-clés. De manière similaire
à notre modèle de segmentation basé sur la cohésion lexicale, nous ne conservons donc
que les noms communs, les noms propres, les adjectifs et les verbes (cf. section 7.3).
Certains mots morphologiquement très proches peuvent en outre être considérés comme
semblables au niveau du sens. Nous recourons à un stemmer pour le français2 pour ôter
les suﬃxes de chaque terme. Les stems ainsi obtenus sont parfois des troncatures de
mots. Nous remplaçons donc lors de la construction de requêtes chaque stem s associé
2Disponible sous la forme d'un module Perl, nommé Lingua::Stem::Fr.
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à un haut score tf-idf σ(s) par le terme qui présente le plus d'occurrences dans le texte
original, parmi l'ensemble des mots qui lui sont associés (Fig. 8.2). Nous faisons ainsi
l'hypothèse que ce mot est représentatif du stem dont il est dérivé et que les autres qui
lui correspondent apportent des informations redondantes. Cette dernière opération est
rendue nécessaire par le fait que le moteur de recherche employé, la version française
de Yahoo !, n'est pas conçu pour recevoir des racines parmi ses requêtes.
Fig. 8.2: Sélection des mots-clés
L'examen manuel des mots-clés sélectionnés grâce au critère classique tf-idf sur
quelques documents montre qu'ils résument souvent assez bien les textes dont ils sont
extraits (cf. annexe E). Le repérage de mots relatifs au champ lexical de la maladie,
tels que  cancer ,  psychopatologie  ou  malade , pour un reportage traitant du
 plan cancer  permet par exemple de trouver des documents qui sont liés à ce sujet.
Nous avons en revanche trouvé des cas plus problématiques où les mots-clés choisis
ne laissaient pas espérer que les corpus construits par la suite fussent pertinents. Les
termes sélectionnés peuvent alors être trop spéciﬁques, en concernant par exemple des
noms de lieux ou de personnes, mentionnés dans la transcription, mais anecdotiques par
rapport au contenu sémantique du document. Ils peuvent également être complètement
hors sujet, en particulier du fait de mots mal reconnus. Pour limiter ces cas de ﬁgures,
nous proposons deux modiﬁcations du score tf-idf σ(s).
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Traitement des noms propres
Les noms propres sont problématiques sur deux plans. D'une part, ils ne per-
mettent pas toujours de représenter convenablement un document, alors que leur
emploi rare dans le corpus de référence leur confère une haute valeur pour l'idf . Ils
conduisent d'autre part à réduire le nombre de réponses fournies par le moteur de
recherche lorsque l'on en combine plusieurs  ne serait-ce que deux ou trois  pour
constituer des requêtes. Nous introduisons donc une pénalité sur le score tf-idf pour
les noms propres, ﬁxée expérimentalement à 25% :
σ′(s) =
{
0.75σ(s) si le mot associé à s le plus fréquent dans le texte est un nom propre
σ(s) sinon
(8.2)
Ce nouveau critère permet alors de favoriser l'apparition des noms communs parmi les
mots-clés.
Indices de conﬁance
Une autre diﬃculté propre aux transcriptions automatiques concerne la sélec-
tion de mots mal reconnus parmi les mots-clés. Aﬁn de remédier à ce problème, nous
utilisons les mesures de conﬁance calculées à partir des probabilités a posteriori, d'après
la méthode que nous avons précédemment exposée (cf. section 5.4.3). Ces indices nous
permettent d'estimer les mots incorrects parmi tous ceux transcrits et de pénaliser
ainsi ceux qui sont probablement erronés lors de la détection des mots-clés. Dans la
mesure où nous opérons sur des stems, nous déﬁnissons la mesure de conﬁance conf(s)
d'un stem s sur un texte donné à partir de la moyenne de celles conf(s) établies pour
chaque mot w associé à s dans ce document :
conf(s) =
∑
w∈Ws NbOcc(w)conf(w)∑
w∈Ws NbOcc(w)
(8.3)
où Ws représente l'ensemble des mots du texte qui ont pour stem s et NbOcc(w) est le
nombre d'occurrences de w. Aﬁn d'intégrer les mesures de conﬁance dans le calcul du
tf-idf, nous pénalisons les mots risquant d'être mal reconnus, en déﬁnissant un nouveau
score :
σ′′(s) = σ′(s)− α(1− conf(s))σ′(s) (8.4)
où 1 − conf(s) estime la probabilité que le mot soit incorrect et α est un coeﬃcient
compris entre 0 et 1 qui amoindrit la pénalité. Nous avons testé le comportement de ce
nouveau mode de calcul pour quelques valeurs de α et l'avons ﬁxé à 0,75.
Le score σ′′(s) est ﬁnalement la valeur que nous utilisons pour sélectionner les mots
pertinents de chaque section. Nous nous intéressons dans ce qui suit à la manière de
construire des requêtes au moteur de recherche, à partir de la liste des mots-clés trouvés.
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8.1.2 Formulation de requêtes
Nous utilisons les cinq mots ayant les valeurs σ′′(s) les plus hautes pour le texte
pour interroger le moteur de recherche Yahoo !. L'utilisation de l'opérateur ET permet
de s'assurer que les documents contiennent plusieurs de ces termes, ce qui renforce poten-
tiellement leur adéquation avec le texte initial. Toutefois, certaines requêtes conduisent
à un nombre très réduit de pages ou comportent un mot-clé qui est en réalité peu repré-
sentatif de la transcription. Aﬁn de réduire ces eﬀets perturbateurs, nous construisons
plusieurs requêtes en réalisant diﬀérentes combinaisons de mots-clés et en restreignant
les termes utilisés simultanément à trois.
Suivant cette procédure, nous formons nos corpus d'adaptation à partir de l'en-
semble des pages Web fournies en réponse par les diﬀérentes requêtes. Certaines pages
peuvent apparaître plusieurs fois, notamment du fait de l'apparition du même mot-clé
dans plusieurs interrogations du moteur de recherche. Nous contrôlons donc ces redon-
dances en n'ajoutant qu'une seule fois une page disponible à un lien HTML donné. La
pertinence des résultats tendant à décroître suivant les rangs de réponse fournis par le
système de RI et aﬁn de limiter le temps nécessaire à la collecte des données, nous nous
restreignons aux 200 meilleures réponses fournies pour chaque requête.
Nous détaillons dorénavant dans la section suivante la manière dont nous procédons
pour former des corpus à partir des pages Web parcourues.
8.1.3 Filtrage des résultats
Les données recueillies peuvent être de qualités disparates, d'autant plus que nous
ne posons pas de contraintes sur les sites à partir desquels les pages Web ont été ob-
tenues. La constitution d'un corpus utilisable pour la construction de ML nécessite de
reformater ces données et de s'assurer qu'elles soient similaires avec le texte original.
Nettoyage de pages Web
Aﬁn d'éliminer toutes les sections inintéressantes pour la constitution de nos
corpus, notamment celles correspondant aux menus, aux mentions légales ou à des
titres, nous nettoyons les pages HTML en deux temps. Nous parcourons tout d'abord
l'arbre DOM (pour Document Object Model) représentant la page en ne retenant que
les feuilles ayant de bonnes propriétés sur la fréquence des marques de ponctuation
et des caractères spéciaux. Nous procédons également à une élimination systématique
quand le texte est trop court aﬁn d'écarter les titres ou les références vers d'autres
documents. Dans un second temps, les balises HTML restantes sont retirées et les
feuilles retenues sont regroupées pour constituer un des textes du corpus d'adaptation.
Filtrage thématique
Aﬁn de limiter dans le corpus la présence d'éléments non pertinents vis-à-vis
du document initial, nous vériﬁons a posteriori que les textes retournés partagent
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plusieurs mots signiﬁcatifs avec la transcription initiale. Nous employons à cette ﬁn
la mesure de similarité par cosinus, utilisée aussi bien en RI qu'en segmentation
thématique (cf. section 7.2). Chaque élément du corpus est alors nettoyé puis réduit à
un stem, de la même manière que le document original. Nous construisons ensuite deux
vecteurs constitués des scores σ(s) (cf. équation (8.1) page 152) des stems contenus
par les pages retournées et la transcription initiale. Si ~σt et ~σd représentent les vecteurs
ainsi construits pour chaque couple (t, d) de textes à comparer, la similarité se calcule
alors par :
sim(t, d) = cos(~σt, ~σd) =
∑
i σt,i σd,i√∑
i σ
2
t,i
∑
i σ
2
d,i
(8.5)
où chaque σx,s est le score tf-idf du stem s dans le texte x. Cette manière de procé-
der nous permet alors de contrôler que les réponses obtenues comportent les mots-clés
utilisés pour les requêtes, mais aussi d'autres présents dans la transcription initiale et
qui auraient également pu être pertinents. La constitution des corpus est eﬀectuée en
écartant tous les textes t qui ne sont pas assez similaires au document original d, i.e.,
ceux pour lesquels sim(t, d) est inférieur à un seuil que nous avons ﬁxé à 0,15.
À l'issue de la procédure que nous avons décrite dans cette section, les données
obtenues pour chaque document étudié permettent de former des corpus spéciﬁques,
que nous employons dans ce qui suit pour former de nouveaux ML.
8.2 Adaptation du ML
Les corpus recueillis visent à élaborer des ML particuliers à chaque document pour
décoder la parole. Les données collectées sont en quantité réduite au regard de l'ensemble
d'apprentissage employé pour le ML utilisé par défaut, que nous nommons dorénavant
ML généraliste. Pour ces raisons, le ML adapté est élaboré en se basant sur le ML
généraliste puis en modiﬁant certaines probabilités en fonction des séquences de mots
trouvées dans les corpus d'adaptation. Dans nos travaux, souhaitant avant tout nous as-
surer de la validité de notre approche pour obtenir des données caractéristiques à chaque
document, nous n'avons considéré qu'une simple méthode d'interpolation linéaire entre
le ML généraliste et le ML spécialisé construit à partir du corpus d'adaptation. Le ML
adapté ainsi conçu combine les probabilités Pgen et Pspec, calculées par les deux types
précédents de ML, de la manière suivante :
Padapt(wi|wi−11 ) = λPgen(wi|wi−1i−3) + (1− λ)Pspec(wi|wi−1i−2) (8.6)
où λ est un coeﬃcient d'interpolation, et où le ML généraliste et le ML spécialisé sont
respectivement des ML quadrigrammes et trigrammes.
La mesure de l'apport du ML adapté permet d'évaluer la pertinence des corpus
spéciﬁques mais également de valider l'ensemble de la chaîne de traitements que nous
avons proposée au chapitre 6 pour traiter séparément les diﬀérentes sections théma-
tiques d'une émission d'information. Notre méthode de segmentation restant encore à
améliorer, notamment pour écarter les extraits hétérogènes du point de vue des sujets
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traités (cf. chapitre 7), nous eﬀectuons ici nos tests sur des sections thématiques sé-
lectionnées manuellement à partir de diﬀérentes émissions du corpus de développement
d'Ester. Ces extraits, au nombre de 22, forment mis bout à bout environ une heure de
diﬀusion ; ils ont été choisis de manière à représenter la variabilité des thèmes rencontrés
dans l'ensemble du corpus Ester et celle de la longueur avec laquelle les sujets peuvent
être abordés. Parmi cet échantillon, on retrouve ainsi une interview de quinze minutes
d'un homme politique à propos du premier tour des élections présidentielles de 2002
en France, des brèves d'une dizaine de secondes sur des faits divers et une chronique
sportive relatant diﬀérentes disciplines. La procédure de ﬁltrage mise en place pour ob-
tenir des corpus spéciﬁques à chacune de ces sections nous conduit à retenir en moyenne
un tiers des 200 pages retournées, ce qui forme des corpus d'adaptation de l'ordre de
250 000 mots.
Nous donnons dans la suite de cette section deux types de mesure d'évaluation des
ML adaptés : la perplexité puis le WER.
8.2.1 Évolution de la perplexité
La perplexité est une métrique souvent utilisée pour juger de la capacité d'un ML
pour prédire les mots d'un texte. Nous la déterminons pour chaque section de notre
échantillon à partir de la transcription manuelle, et non de celle produite par le sys-
tème de RAP. Ceci se justiﬁe par le fait que nous cherchons à modéliser au mieux la
séquence de mots que nous aurions aimé voir transcrite, et non un texte partiellement
incorrect. Nous donnons sur la ﬁgure 8.3 la diminution relative de la perplexité obtenue
en moyenne pour l'ensemble des segments étudiés, avec la méthode d'adaptation que
nous proposons. Un examen de cette courbe montre que la baisse supérieure à 10%
est importante, ce qui est le reﬂet, en analysant individuellement chaque extrait, d'une
amélioration de la perplexité sur toutes les sections thématiques. En ﬁxant le coeﬃ-
cient λ à 0,75 pour toutes les sections, nous observons même une réduction globale de
16,7%, qui devient égale à 18,0% quand on choisit séparément λ pour chaque extrait
étudié. Ces deux dernières observations nous montrent tout l'intérêt que pourrait avoir
l'optimisation de λ pour chaque section.
Nous donnons ci-après quelques résultats mesurant l'impact des choix faits lors de
la réalisation de notre prototype. Le tableau 8.2.1 met en évidence l'inﬂuence de la prise
en compte des mesures de conﬁance et de celle du ﬁltrage a posteriori des pages Web,
qui conduisent toutes deux à une baisse plus importante de la perplexité. La ﬁgure 8.4
fait voir quant à elle l'avantage qu'il y a à augmenter le nombre d'interrogations du
moteur de recherche ; elle montre en outre que le gain en perplexité est principalement
observé en élargissant le nombre de pages retenues pour chaque requête au-delà de 50
et que l'amélioration devient moindre à partir de 200 pages.
La baisse importante de la perplexité établit ainsi que les ML adaptés prédisent
avec plus de justesse les mots à reconnaître pour chaque section. Nous étudions dans la
section suivante l'apport de ces ML sur le gain du WER.
162 Chapitre 8 - Adaptation du modèle de langage par des corpus issus du Web
Fig. 8.3: Diminution relative moyenne de la perplexité en fonction du coeﬃcient d'interpolation
du ML généraliste, le coeﬃcient dynamique étant optimisé séparément pour chaque section
conﬁguration employée perplexité
avec ﬁltrage et mesure de conﬁance -16,7%
avec ﬁltrage et sans mesure de conﬁance -15,5%
sans ﬁltrage et avec mesure de conﬁance -14,5%
Tab. 8.1: Baisse moyenne de la perplexité constatée pour plusieurs variantes de la procédure de
formation des corpus d'adaptation, en ﬁxant λ à 0,75
8.2.2 Qualité de la transcription
Aﬁn de mesurer le lien entre la qualité de la transcription et la modiﬁcation du ML,
nous réordonnons les graphes de mots produits par la dernière passe du système Irene3
avec le ML adapté construit pour chaque section. La meilleure hypothèse sélectionnée
en prenant en compte ce nouveau ML est alors comparée à celle proposée initialement
avec le ML généraliste et dont le WER était de 19,1%. En analysant ainsi un document
formé à partir des 22 segments thématiques étudiés, nous avons constaté une diminu-
tion absolue du WER de 0,2%, ce qui est faible au regard de la baisse de la perplexité
précédemment observée pour les mêmes textes. En outre, l'examen individuel des sec-
tions étudiées montre une hausse du nombre d'erreurs de transcription pour 8 des 22
3Sans avoir restreints au préalable aux 1000 meilleurs chemins les graphes produits à l'issue de la
première passe (cf. section 3.2).
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Fig. 8.4: Variation relative de la perplexité moyenne avec 5 ou 15 requêtes
segments. Ce manque d'équivalence entre le WER et la perplexité a déjà été observé
dans un contexte similaire d'adaptation du ML [Gildea et Hofmann, 1999].
De manière à trouver des raisons qui expliquent cette constatation, nous avons
examiné de manière détaillée les modiﬁcations induites par le ML. En ce qui concerne
les erreurs de transcriptions corrigées, nous avons remarqué comme attendu qu'elles
concernaient en majorité les mots liés au thème traité. Nous avons par exemple noté la
correction d'erreurs sur le mot composé  cessez-le-feu , pour une section relatant de la
guerre civile en Côte d'Ivoire, et sur les termes médicaux  gorge  et  bronche , pour
un extrait traitant de la pneumopathie atypique (Fig 8.5). Les erreurs introduites sont
au contraire plutôt des fautes réalisées sur des mots ne concernant pas directement le
thème abordé par le texte. L'apparition de mots mal reconnus dans le dernier exemple
de la ﬁgure 8.5 est par exemple dû à la présence fortuite dans le corpus d'adaptation
d'un plus grand nombre d'occurrences de la séquence  ils organisaient  par rapport
à celles de  il a organisé . L'explication principale qui peut donc être donnée sur
la diﬀérence observée entre la perplexité et le WER est que le ML adapté augmente
fortement la probabilité des mots relatifs aux sujets traités et de manière modérée les
autres, ce qui au niveau du WER, qui accorde autant d'importance à chaque mot, se
manifeste par la correction d'un nombre assez faible d'erreurs.
8.3 Bilan et perspectives
Au vu de l'amélioration certes modérée mais constatée du WER, l'adaptation du
ML à partir de corpus issu du Web apparaît comme une approche intéressante. La
procédure que nous avons développée pour recueillir des données à partir d'Internet
semble permettre d'obtenir des corpus suﬃsamment pertinents pour engendrer des gains
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Erreurs corrigées
REF : SURVEILLENT la ligne de CESSEZ le feu
HYP(avant) : SERAIT la ligne de CESSER le feu
HYP(après) : SERAIT la ligne de cessez le feu
mots-clés :  réconciliation ,  côte-d'ivoire ,  rebelles ,  abidjan  et
 ivoirienne 
REF : DE LA GORGE ET DES BRONCHES
HYP(avant) : ** ** L' ACCORD DE BRANCHE
HYP(après) : ** la gorge ** des bronches
mots-clés :  grippe ,  virus ,  pneumopathie ,  oms  et  rhume 
Erreurs introduites
REF : y compris ces derniers temps c' est d' ici qu' IL A
ORGANISÉ LE montage financier de la fortune
accumulée
HYP(avant) : y compris ces derniers temps c' est d' ici qu' il a
organisé le montage financier de la fortune
accumulée
HYP(après) : y compris ces derniers temps c' est d' ici qu' ** *
ILS ORGANISAIENT montage financier de la fortune
accumulée
Fig. 8.5: Exemples de groupes de soue modiﬁés par l'adaptation du ML
importants de la perplexité. Même si la baisse du WER reste faible, nous pensons qu'elle
pourrait être plus importante en concevant un prototype plus abouti pour adapter le
ML.
La première modiﬁcation possible est de remettre en question le choix que nous avons
fait d'utiliser uniquement une interpolation linéaire pour nos tests pour spécialiser le
ML. L'optimisation des coeﬃcients d'interpolation en fonction de chaque document est
ainsi réalisable en cherchant à minimiser la perplexité du ML adapté sur la transcrip-
tion automatique produite pour l'extrait considéré, ou bien  ce qui permet d'obtenir
un plus grand volume de données exempt d'erreurs de transcription  sur le corpus
spéciﬁque correspondant. La technique MDI avec des contraintes unigrammes semble
de plus être une méthode d'adaptation conduisant à de meilleurs résultats et gagnerait
donc à être employée [Chen et al., 2004a].
Une autre évolution assez immédiate de notre système repose sur le repérage de la
similarité lexicale entre plusieurs documents en vue de les regrouper. Opérer sur des
ensembles de textes permet tout d'abord d'obtenir davantage de mots-clés et d'espérer
qu'ils soient meilleurs ; cela évite également d'avoir à consulter à plusieurs reprises le
moteur de recherche pour des requêtes similaires.
L'utilisation d'autres modes de représentation des données transcrites peut en outre
fournir des pistes supplémentaires. Le ML pourrait notamment être plutôt appliqué sur
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les graphes produits à l'issue de la première passe et contenant davantage de mots,
dont certains peuvent être liés au sujet abordé par le document. Il est probable qu'un
gain plus important au niveau du WER puisse être observé si la richesse au niveau
lexicale des graphe de mots exploités est augmenté. En outre, nous ne retenons jusqu'à
présent que la meilleure hypothèse pour choisir nos mots-clés. Le recours aux réseaux
de confusion, fournissant des probabilités a posteriori, permettrait ainsi de prendre en
compte un autre problème posé par les erreurs de transcription que celui d'extraire
des mots-clés erronés. Certains mots mal reconnus peuvent en eﬀet être remplacé par
d'autres et, de manière à surmonter cette diﬃculté, il apparaît possible de favoriser
des mots avec peu d'occurrences dans la transcription mais apparaissant beaucoup plus
souvent dans le réseau de confusion avec des hautes valeurs de probabilités a posteriori.
L'une des perspectives que nous voyons également se rapporte au critère de sélection
des mots-clés. Nous n'avons considéré jusqu'à présent qu'un mode de calcul basé sur la
valeur tf-idf mais la mesure liée à l'information mutuelle, qui a déjà montré des résultats
satisfaisants pour l'adaptation de ML [Chen et al., 2003], constitue une alternative
intéressante. Un point qui reste améliorable dans notre méthode concerne la présence
des mots rares dans les requêtes formulées au moteur de recherche. En eﬀet, même
avec la pénalité que nous avons proposée sur les noms propres, les mots-clés retenus
pour quelques sections problématiques, notamment les rubriques sportives contenant
de nombreuses entités nommées, conduisent à des corpus de taille très réduite. Une
évolution possible consisterait donc à choisir, lorsque le nombre de pages Web retournées
est restreint, des termes connectés aux mots-clés, en examinant les mots caractéristiques
des quelques textes retournés pour faire une nouvelle recherche, ou en utilisant des
connaissances supplémentaires sur les entités nommées.
Ce dernier point nous amène à évoquer l'apport de méthodes issues du TAL, dont
notamment celles concernant l'acquisition des relations paradigmatiques. Des techniques
d'acquisition sur corpus existent ainsi pour construire des classes sémantiques [Rossignol
et Sébillot, 2003], rassemblant des termes possédant une forte similarité au niveau du
sens, ou bien encore des classes de mots-clés de mots thématiques [Rossignol et Sébillot,
2006], regroupant des termes employés pour traiter des mêmes domaines. Le premier
type de classes peut par exemple être employé pour renforcer la valeur tf de termes
synonymes, et ainsi leur chance de ﬁgurer parmi les mots-clés s'ils sont caractéristiques
du document. Le second peut aider à détecter le thème principalement traité dans un
document en repérant plusieurs mots d'une même classe thématique. Ces termes a priori
représentatifs du document peuvent alors être eux aussi favorisés pour apparaître parmi
les mots-clés.
Une autre contribution du TAL repose sur le repérage de termes complexes, que l'on
peut décrire grossièrement comme des mots composés ou des collocations. Des méthodes
de détection de ces termes existent, dont notamment celles basées sur l'identiﬁcation de
patrons comme  nom prep (det) nom  pour le français [Daille, 2003]. Des groupes de
mots, tels que  président de la république  ou maison blanche  peuvent ainsi consti-
tuer des mots-clés intéressants s'ils sont présents de manière répétée dans le document
analysé.

Conclusion
Synthèse
L'objectif ﬁxé dans cette thèse était de proposer de nouvelles méthodes pour amé-
liorer la reconnaissance de la parole au moyen de connaissances sur le langage. Nous
avons choisi d'axer notre étude sur deux points : le recours aux informations morpho-
syntaxiques et l'adaptation thématique. Nous sommes tout d'abord parti du constat
qu'un nombre important d'erreurs commises par notre système de transcription était
liées à des fautes d'accord, y compris entre des mots voisins. Nous avons en outre re-
marqué que les ML employés en RAP sont souvent construits à partir de corpus très
généraux, ce qui permet d'assurer une bonne couverture du langage mais a aussi pour
eﬀet de bord de niveler les particularités des diﬀérents domaines d'une langue.
Notre contribution relative aux POS a consisté à proposer une nouvelle méthode
d'intégration de ce type de connaissances en post-traitement d'un système de RAP.
L'emploi des informations morpho-syntaxiques n'est pas nouveau mais cette méthode
originale nous permet d'obtenir une diminution absolue du WER voisine de 1,0%, bien
supérieure à celle généralement obtenue avec les techniques plus classiques des ML N -
classes. Nous avons pour ce faire développé un étiqueteur aﬁn de traiter spéciﬁquement
les transcriptions produites par notre système de RAP et montré qu'il atteignait sur ce
type de textes des performances comparables aux meilleurs étiqueteurs. Notre manière
de prendre en compte les POS s'intègre en outre parfaitement à diﬀérents critères de
décodage puisque les trois que nous avons testés conduisent tous à une amélioration
similaire de la qualité de la transcription. De par les diﬀérents jeux d'étiquettes que
nous avons expérimentés, nous montrons également que l'utilisation conjointe d'infor-
mations sur la classe grammaticale, et sur le genre et le nombre permet d'augmenter
davantage le nombre de mots correctement reconnus. Selon la métrique du LER (pour
lemma error rate) que nous avons proposée, il apparaît de surcroît que les erreurs cor-
rigées ne se limitent pas aux erreurs d'accord ; la diminution du SER (pour sentence
error rate) et une analyse des modiﬁcations engendrées par la prise en compte des POS
indiquent que ce type de connaissance conduit globalement à des groupes de soue
plus  grammaticaux . Bien que nos expériences se soient limitées essentiellement à la
transcription d'émissions francophones, des tests complémentaires que nous avons pu
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mener suggèrent que notre approche est intéressante pour des documents relevant de
la parole spontanée ou exprimés dans d'autres langues. Notre dernier apport concer-
nant les informations morpho-syntaxiques a enﬁn été de montrer qu'elles permettaient
d'améliorer les mesures de conﬁance.
Nos travaux ne sont toutefois pas exempts de certaines faiblesses. Le premier d'entre
eux est que nous n'opérons que sur des listes d'hypothèses, et non sur des représentations
plus riches comme des graphes de mots, ceci étant lié au fait que notre méthode étend
chaque hypothèse de mots par l'ensemble des classes catégorielles à laquelle elle peut être
associée. Un autre inconvénient est que la correction d'erreurs que nous réalisons repose
sur le réordonnancement de listes d'hypothèses, ce qui restreint les mots considérés à
ceux proposés par le système de RAP. Nous amenons toutefois un premier élément de
réponse avec l'emploi des réseaux de confusion qui autorisent la sélection des suites de
mots n'apparaissant pas initialement parmi les listes d'hypothèses. En revanche, notre
approche reposant sur l'extension des mots lexicaux par leurs homophones s'est révélée
peu concluante puisqu'elle a conduit à une diminution moindre du WER. Enﬁn, une
dernière limite de notre méthode est qu'elle étudie indépendamment chaque groupe
de soue, en ignorant ainsi les dépendances qui peuvent exister entre ces unités de
segmentation.
Au cours de la seconde partie, plus prospective, de nos travaux, nous nous sommes
intéressé à l'adaptation du ML en fonction des sujets abordés. Notre apport dans ce
domaine est d'avoir proposé une chaîne de traitements complète qui nous permet de
spécialiser le système de RAP de manière ﬁne, en découpant le document en sections
thématiquement homogènes et en construisant des corpus appropriés issus du Web.
L'avantage fondamental de notre approche est que notre adaptation est non supervi-
sée puisque nous ne faisons aucune hypothèse sur les thématiques susceptibles d'être
traitées dans les documents étudiés et que nous ne nous appuyons pas sur l'existence
d'une collection de textes qui serait forcément restreinte à des domaines particuliers.
Nous avons élaboré pour ce faire des solutions originales lors de la conception des deux
premiers maillons de cette chaîne. Nous avons tout d'abord établi la capacité de la
méthode de segmentation thématique que nous avons choisie à être employée sur des
transcriptions automatiques. Nous avons en outre proposé plusieurs extensions de ce
modèle probabiliste pour mieux prendre en compte les connaissances disponibles dans
un document sonore contenant de la parole. Une première, recourant à un réseau de
cooccurrences, intègre des informations sur le contexte d'utilisation des mots. Une se-
conde, reposant sur un nouveau cadre théorique de la segmentation thématique, permet
d'inclure les indices acoustiques et le repérage des marqueurs linguistiques lors du pro-
cessus de détection des frontières entre sections. Nous proposons également un nouveau
contexte d'utilisation des modèles N -grammes cachés en établissant leur intérêt pour le
repérage des marqueurs linguistiques. En ce qui concerne le deuxième maillon de notre
chaîne, consacré à la constitution de corpus spéciﬁques issus du Web, l'amélioration
constatée du WER par des ML adaptés à partir de ces données établit l'intérêt de cette
source d'information. Nous avons proposé pour sélectionner les mots représentatifs d'un
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document une modiﬁcation du critère tf-idf qui permet de prendre en compte les spéci-
ﬁcités de notre contexte applicatif. Nous avons également développé plusieurs méthodes
pour utiliser les données recueillies sur le Web comme corpus d'adaptation.
Le prototype développé pour mettre en ÷uvre notre chaîne de traitements n'est pas
encore complet, celui-ci étant réalisé dans un domaine qui demeure encore largement
inexploré. Les étapes critiques restant à améliorer sont principalement celles de la seg-
mentation thématique et celles de la sélection des mots-clés, pour lesquelles de nouvelles
méthodes sont à développer pour améliorer les résultats. Il reste notamment encore à
déﬁnir de manière précise le niveau de granularité avec lequel le document à transcrire
doit être segmenté. Le critère de découpage qui nous semble important à retenir est
celui de l'homogénéité d'une section mais il peut être interprété de diﬀérentes manières
suivant l'acception de la notion de thème. En ce qui concerne l'adaptation proprement
dite du ML, notre méthode reste perfectible mais d'autres techniques plus performantes
semblent exister [Chen et al., 2004b].
Perspectives
Outre les perspectives déjà mentionnées en conclusion des chapitres 7 et 8 sur l'amé-
lioration de notre chaîne de traitements pour adapter thématiquement le ML, nos tra-
vaux font apparaître d'autres extensions possibles.
Tout d'abord, notre méthode pour prendre en compte les POS en RAP se limite à
examiner séparément chaque groupe de soue alors que des liens syntaxiques peuvent
exister entre des unités voisines. Aﬁn de prendre en compte des dépendances à plus
longue distance lors de l'utilisation des informations morpho-syntaxiques, une segmen-
tation linguistique paraît plus appropriée que celle en groupes de soue que nous avons
considérée jusqu'à maintenant. La détection des ﬁns de phrase dans une transcription
reste encore un problème diﬃcile [Liu et al., 2004] mais il est possible qu'un découpage
même imparfait conduise à une amélioration supplémentaire du WER.
Nous voyons également deux autres pistes, issues du domaine du TAL. Une première
repose sur la détection des anaphores dans la transcription. En repérant notamment à
quoi font référence les pronoms personnels, il devient ainsi possible de discriminer  il 
et  ils , ou  elle  et  elles . La résolution automatique d'anaphores demeure ce-
pendant une tâche ardue, y compris pour des textes de la langue écrite. Une seconde
perspective repose sur une analyse de surface des transcriptions. La segmentation en
chunks peut ainsi mettre au jour des relations entre un groupe nominal et un verbe 
même s'ils sont distants  ou bien permettre de détecter certains groupes de soue non
grammaticaux. Le principal obstacle à l'emploi de cette technique est lié aux  écarts 
de la transcription automatique par rapport au langage conventionnel. Ce type d'analy-
seur a toutefois déjà été employé sur de la parole spontanée avec de bonnes performances
[Zechner et Waibel, 1998].
Une extension de nos travaux portant sur l'adaptation consiste à étendre la taille
du vocabulaire du système de RAP. Nous n'avons jusqu'à présent considéré qu'une
modiﬁcation du ML mais la prise en compte du thème traité dans un document verrait
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son intérêt augmenté en ajoutant au lexique des mots particuliers à ce domaine. Cette
propriété est particulièrement pertinente pour transcrire des émissions d'information,
où ﬁgurent de nombreuses entités nommées qui, à part les plus courantes, ne font pas
partie du dictionnaire.
Enﬁn, les méthodes que nous avons développées dans la seconde partie de nos tra-
vaux s'inscrivent naturellement dans un cadre applicatif qui est celui de la structuration
de ﬂux multimédia. Nos techniques de segmentation thématique et de détection de mots-
clés permettent en eﬀet de découper automatiquement une émission selon les thèmes
abordés, en fournissant une brève description par quelques mots jugés caractéristiques.
Ces indications apportées sur le contenu sémantique peuvent être employées pour navi-
guer de manière intelligente dans un grand ensemble de documents sonores contenant
de la parole. Parmi les applications possibles, citons le suivi d'un sujet ou la recherche
d'une information parmi le programme diﬀusé par une chaîne de radio ou de télévision.
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Annexe A
Jeux d'étiquettes utilisés
Cette annexe présente les cinq jeux d'étiquettes morpho-syntaxiques que nous avons
employés au cours de nos expérimentations sur l'apport des POS pour améliorer la
transcription automatique. Chaque ligne donne le code de l'étiquette associée à sa si-
gniﬁcation.
A.1 Étiquettes de base norm
Ce jeu comporte 93 étiquettes.
A.1.1 Adjectifs qualiﬁcatifs
ADJMS (masculin singulier)
ADJFS (féminin singulier)
ADJMP (masculin pluriel)
ADJFP (féminin pluriel)
A.1.2 Adverbes
ADV
A.1.3 Cardinaux (adjectifs numériques et déterminants)
CAR
A.1.4 Conjonctions
COO (conjonctions de coordination)
SUB (conjonctions de subordination)
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A.1.5 Déterminants
DETMS (masculin singulier)
DETFS (féminin singulier)
DETMP (masculin pluriel)
DETFP (féminin pluriel)
DETPIG (pluriel indiﬀérencié sur le genre)
A.1.6 Interjections
INT
A.1.7 Noms communs
NCMS (masculin singulier)
NCFS (féminin singulier)
NCMP (masculin pluriel)
NCFP (féminin pluriel)
A.1.8 Noms propres
NPMS (masculin singulier)
NPFS (féminin singulier)
NPMP (masculin pluriel)
NPFP (féminin pluriel)
NPSIG (singulier indiﬀérencié sur le genre)
NPPIG (pluriel indiﬀérencié sur le genre)
NPI (indiﬀérencié sur le genre et le nombre)
A.1.9 Prépositions
PREP
A.1.10 Pronoms
Pronoms personnels
PPER1S (1ère personne du singulier)
PPER2S (2ème personne du singulier)
PPER3S (3ème personne du singulier)
PPER1P (1ère personne du pluriel)
PPER2P (2ème personne du pluriel)
PPER3P (3ème personne du pluriel)
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Pronoms relatifs
PRMS (masculin singulier)
PRFS (féminin singulier)
PRMP (masculin pluriel)
PRFP (féminin pluriel)
PRI (indiﬀérencié sur le genre et le nombre)
Pronoms indéﬁnis, démonstratifs, possessifs, cardinaux et interrogatifs
PMS (masculin singulier)
PFS (féminin singulier)
PMP (masculin pluriel)
PFP (féminin pluriel)
A.1.11 Verbes
Inﬁnitif
VINF
Indicatif présent
VINDP1S (1ère personne du singulier)
VINDP2S (2ème personne du singulier)
VINDP3S (3ème personne du singulier)
VINDP1P (1ère personne du pluriel)
VINDP2P (2ème personne du pluriel)
VINDP3P (3ème personne du pluriel)
Indicatif imparfait
VINDI1S (1ère personne du singulier)
VINDI2S (2ème personne du singulier)
VINDI3S (3ème personne du singulier)
VINDI1P (1ère personne du pluriel)
VINDI2P (2ème personne du pluriel)
VINDI3P (3ème personne du pluriel)
Indicatif passé simple
VINDPS1S (1ère personne du singulier)
VINDPS2S (2ème personne du singulier)
VINDPS3S (3ème personne du singulier)
VINDPS1P (1ère personne du pluriel)
VINDPS2P (2ème personne du pluriel)
VINDPS3P (3ème personne du pluriel)
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Indicatif futur simple
VINDF1S (1ère personne du singulier)
VINDF2S (2ème personne du singulier)
VINDF3S (3ème personne du singulier)
VINDF1P (1ère personne du pluriel)
VINDF2P (2ème personne du pluriel)
VINDF3P (3ème personne du pluriel)
Subjonctif présent
VSUBP1S (1ère personne du singulier)
VSUBP2S (2ème personne du singulier)
VSUBP3S (3ème personne du singulier)
VSUBP1P (1ère personne du pluriel)
VSUBP2P (2ème personne du pluriel)
VSUBP3P (3ème personne du pluriel)
Subjonctif imparfait
VSUBI1S (1ère personne du singulier)
VSUBI2S (2ème personne du singulier)
VSUBI3S (3ème personne du singulier)
VSUBI1P (1ère personne du pluriel)
VSUBI2P (2ème personne du pluriel)
VSUBI3P (3ème personne du pluriel)
Conditionnel présent
VCONP1S (1ère personne du singulier)
VCONP2S (2ème personne du singulier)
VCONP3S (3ème personne du singulier)
VCONP1P (1ère personne du pluriel)
VCONP2P (2ème personne du pluriel)
VCONP3P (3ème personne du pluriel)
Impératif présent
VIMPP2S (2ème personne du singulier)
VIMPP1P (1ère personne du pluriel)
VIMPP2P (2ème personne du pluriel)
Participe présent
VPARPRES
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Participe passé
VPARPMS (masculin singulier)
VPARPFS (féminin singulier)
VPARPMP (masculin pluriel)
VPARPFP (féminin pluriel)
A.1.12 Symbole
SYMBOLE
Cette classe regroupe des mots représentant des caractères, tels que  arobase ,
 tiret  ou  point . Elle est notamment utilisée dans le contexte des adresses de
courriels ou de sites Web.
A.2 Premier ensemble réduit d'étiquettes red1
Ce jeu comporte 30 étiquettes. Il eﬀectue peu de distinctions entre les POS aﬁn
d'évaluer si les informations morphologiques sont prépondérantes pour discriminer les
hypothèses contenant des erreurs.
A.2.1 Adverbes
ADV
A.2.2 Cardinaux (adjectifs numériques et déterminants)
CAR
A.2.3 Conjonctions
COO (conjonctions de coordination)
SUB (conjonctions de subordination)
A.2.4 Déterminants
DETMS (masculin singulier)
DETFS (féminin singulier)
DETMP (masculin pluriel)
DETFP (féminin pluriel)
DETPIG (pluriel indiﬀérencié sur le genre)
A.2.5 Interjections
INT
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A.2.6 Prépositions
PREP
A.2.7 Adjectifs qualiﬁcatifs, noms communs, noms propres et
pronoms (indéﬁnis, démonstratifs, possessifs, cardinaux et
interrogatifs)
Ils ne sont plus distingués que par le genre et le nombre :
MS (masculin singulier)
FS (féminin singulier)
MP (masculin pluriel)
FP (féminin pluriel)
SIG (singulier indiﬀérencié sur le genre)
PIG (pluriel indiﬀérencié sur le genre)
I (indiﬀérencié sur le genre et en nombre)
A.2.8 Pronoms relatifs
Nous avons choisi d'associer des classes particulières à ces pronoms dans la mesure
où ils jouent un rôle structurant dans une phrase. PRMS (masculin singulier)
PRFS (féminin singulier)
PRMP (masculin pluriel)
PRFP (féminin pluriel)
PRI (indiﬀérencié sur le genre et le nombre)
A.2.9 Pronoms personnels et verbes
Ils ne sont plus distingués que par la personne et le genre :
1S (1ère personne du singulier)
2S (2ème personne du singulier)
3S (3ème personne du singulier)
1P (1ère personne du pluriel)
2P (2ème personne du pluriel)
3P (3ème personne du pluriel)
A.2.10 Symbole
SYMBOLE
A.3 Deuxième ensemble réduit d'étiquettes red2
Ce jeu comporte 70 étiquettes. À l'exception des verbes, toutes les étiquettes utilisées
dans norm demeurent inchangées.
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A.3.1 Auxiliaire  avoir  et  être 
Des étiquettes spéciﬁques sont créées pour les verbes  avoir  et  être . Elles sont
attribuées indiﬀéremment selon qu'ils soient employés en tant qu'auxiliaire ou en tant
que verbe principal.
Inﬁnitif
AVOIRINF
ETREINF
Participe présent
AVOIRPARPRES
ETREPARPRES
Participe passé
VPARPMS (masculin singulier)
VPARPFS (féminin singulier)
VPARPMP (masculin pluriel)
VPARPFP (féminin pluriel)
Formes conjuguées
AVOIR1S (1ère personne du singulier)
AVOIR2S (2ème personne du singulier)
AVOIR3S (3ème personne du singulier)
AVOIR1P (1ère personne du pluriel)
AVOIR2P (2ème personne du pluriel)
AVOIR3P (3ème personne du pluriel)
ETRE1S (1ère personne du singulier)
ETRE2S (2ème personne du singulier)
ETRE3S (3ème personne du singulier)
ETRE1P (1ère personne du pluriel)
ETRE2P (2ème personne du pluriel)
ETRE3P (3ème personne du pluriel)
A.3.2 Autres verbes
Inﬁnitif
VINF
Participe présent
VPARPRES
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Participe passé
VPARPMS (masculin singulier)
VPARPFS (féminin singulier)
VPARPMP (masculin pluriel)
VPARPFP (féminin pluriel)
Formes conjuguées
V1S (1ère personne du singulier)
V2S (2ème personne du singulier)
V3S (3ème personne du singulier)
V1P (1ère personne du pluriel)
V2P (2ème personne du pluriel)
V3P (3ème personne du pluriel)
A.4 Premier ensemble étendu d'étiquettes ext1
Ce jeu comporte 167 étiquettes. Il conserve toutes les étiquettes de norm en les
étendant par des étiquettes spéciﬁques pour les mots les plus courants d'après notre
corpus d'apprentissage :  à ,  après ,  au ,  autre ,  autres ,  aux ,  avant ,
 avec ,  c' ,  car ,  ce ,  certains ,  chez ,  cinq ,  comme ,  comment ,
 contre ,  d' ,  de ,  d'autres ,  dans ,  depuis ,  des ,  deux ,  devant ,
 donc ,  dont ,  du ,  en ,  entre ,  et ,  jusqu' ,  l' ,  la ,  le ,
 les ,  leur ,  leurs ,  mais ,  même ,  ou ,  où ,  par ,  parce qu' ,
 parce que ,  pendant ,  plusieurs ,  pour ,  première ,  près ,  puis ,
 puisque ,  qu' ,  quand ,  quatre ,  que ,  qui ,  quoi ,  s' ,  sans ,
 se ,  selon ,  si ,  soit ,  son ,  sous ,  sur ,  tous ,  tout ,  toute ,
 toutes ,  trois ,  un ,  une ,  vers ,  y . Les mots les plus courants considérés
comme étiquettes ont été déterminés en gardant parmi les 100 plus fréquents ceux qui
n'étaient pas des pronoms personnels ambigus.
N.B. : Une même classe a été associée aux mots possédant la même ambiguïté au
niveau des classes grammaticales et diﬀérant uniquement par l'élision, i.e.,  d'  et
 de ,  qu'  et  que ,  parce qu'  et  parce que .
A.5 Deuxième ensemble étendu d'étiquettes ext2
Ce jeu comporte 144 étiquettes. Il conserve toutes les étiquettes de red2 en les
étendant par des étiquettes spéciﬁques pour les mots grammaticaux les plus courants
de notre corpus d'apprentissage. La liste de ces mots est la même que celle précédemment
présentée pour ext1.
Annexe B
Paramétrage de l'étiqueteur
morpho-syntaxique
Les paramètres de notre étiqueteur morpho-syntaxique, à savoir le type de lissage
des probabilités lexicales et contextuelles et l'ordre N du contexte pris en compte dans
le calcul de P (wi|wi−1i−N+1), ont été ﬁxés sur un corpus de 40 minutes  soit 6 780 mots
 transcrit manuellement.
B.1 Étiquettes de base norm
Les tableaux B.1, B.2 et B.3 reportent les pourcentages d'étiquettes correctes obte-
nus en faisant varier les paramètres du lissage des probabilités calculées par l'étiqueteur.
Une comparaison des valeurs obtenues montre que les paramètres inﬂuent peu sur
la qualité d'étiquetage. On remarque toutefois que le nombre d'étiquettes correctes est
globalement plus élevé en utilisant un lissage additif avec δ = 1 pour les probabilités
lexicales, et un lissage de Katz avec un ordre de 3 pour les probabilités contextuelles.
Nous employons donc ces paramètres de lissage pour construire notre étiqueteur.
Ordre 1 2 3 4 5 6 7 8
Pas de lissage 90,49 93,81 94,03 94,00 93,94 93,94 93,99 94,00
Katz 90,49 93,84 94,12 94,06 94,03 93,97 93,96 93,93
Witten-Bell 90,49 93,86 93,99 94,03 93,90 93,94 93,93 93,93
Kneser-Ney 90,49 93,81 93,99 93,88 93,94 93,93 94,00 93,99
Kneser-Ney modiﬁé 90,49 93,80 94,05 93,94 93,71 93,72 93,66 93,60
Ristad 90,49 93,84 94,03 94,05 94,00 93,94 94,02 94,00
Tab. B.1: Pourcentage d'étiquettes correctes avec un lissage de Good-Turing pour les probabilités
lexicales
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Ordre 1 2 3 4 5 6 7 8
Pas de lissage 90,13 93,91 94,12 93,93 93,93 93,96 93,97 93,97
Katz 90,13 93,93 94,19 94,00 93,96 93,99 93,87 93,83
Witten-Bell 90,13 93,94 94,11 94,00 93,93 93,93 93,93 93,93
Kneser-Ney 90,13 93,91 94,08 93,93 93,90 93,93 94,02 93,97
Kneser-Ney modiﬁé 90,13 93,91 94,05 93,88 93,71 93,74 93,63 93,55
Ristad 90,13 93,93 94,12 93,99 93,94 93,90 93,96 93,97
Tab. B.2: Pourcentage d'étiquettes correctes avec un lissage additif (δ = 0, 5) pour les probabilités
lexicales
Ordre 1 2 3 4 5 6 7 8
Pas de lissage 90,01 93,97 94,14 94,00 93,94 93,97 93,97 93,97
Katz 90,01 93,97 94,22 94,03 93,94 93,93 93,83 93,78
Witten-Bell 90,01 93,97 94,17 94,03 93,91 93,88 93,87 93,86
Kneser-Ney 90,01 93,94 94,12 94,03 93,80 93,99 94,05 94,03
Kneser-Ney modiﬁé 90,01 93,91 94,09 94,05 93,69 93,71 93,57 93,50
Ristad 90,01 93,99 94,17 94,09 93,99 93,96 93,94 93,93
Tab. B.3: Pourcentage d'étiquettes correctes avec un lissage additif (δ = 1) pour les probabilités
lexicales
B.2 Autres ensembles d'étiquettes red1, red2, ext1 et ext2
En réitérant les mêmes expériences sur les quatre autres jeux d'étiquettes pour tester
l'inﬂuence des paramètres, nous avons obtenu des résultats similaires à ceux obtenus
précédemment. Néanmoins, pour l'ensemble red1 qui contient le moins d'étiquettes,
nous avons obtenu de meilleurs résultats en utilisant un ML quadrigrammes pour les
probabilités contextuelles. Nous employons donc un lissage additif (δ = 1) pour les
probabilités lexicales et un lissage de Katz pour les probabilités contextuelles lors de
l'étiquetage par red1, red2, ext1 et ext2. De plus, nous tenons compte d'un contexte de
4 étiquettes en ce qui concerne l'ensemble red1, et d'un contexte de 3 pour red2, ext1
et ext2.
Annexe C
Exemples de cooccurrents
Nous donnons dans cette annexe une liste des paires de lemmes qui obtiennent des
valeurs élevées d'information mutuelle sur le corpus Le Monde limité aux années 1999 à
2003. Seules les classes utilisées lors de la segmentation thématique (les noms communs,
les noms propres, les adjectifs et les verbes) et les couples apparaissant ensemble au
moins 15 fois dans des fenêtres d'analyse de 20 mots ont été conservés.
Au vu des 25 lemmes les plus proches selon le réseau de cooccurrences pour quatre
lemmes diﬀérents étudiés (Tab. C.1 et C.2), il apparaît que les liens les plus forts
sont souvent d'ordre syntagmatique, e.g.  radar  et  anti-aérien  ou  élection  et
 proportionnel . On note aussi une surreprésentation des noms propres ou des sigles,
la plupart ayant peu d'occurrences et apparaissant dans des contextes très précis.

207
208 Annexe C - Exemples de cooccurrents
irak radar
mot occ coh mot occ coh
après-saddam 75 0,198 awac 29 0,275
vx 35 0,196 intercepteur 17 0,261
unscom 116 0,194 anti-aérien 17 0,252
bremer 121 0,193 sol-air 21 0,233
adm 69 0,190 antiaérien 26 0,229
désarmement 710 0,189 infrarouge 24 0,220
bassorah 28 0,189 alaska 21 0,219
américano-britannique 127 0,188 furtif 22 0,215
blix 243 0,186 détection 33 0,208
koweït 434 0,184 missile 138 0,203
garner 48 0,184 laser 20 0,199
chaldéen 16 0,183 antimissile 26 0,198
endiguement 16 0,180 automatique 57 0,194
scud 38 0,178 détecter 37 0,194
libyer 21 0,177 adverse 17 0,194
kirkouk 60 0,176 satellite 108 0,194
ritter 18 0,176 batterie 35 0,192
anglo-américain 92 0,176 avion 161 0,183
hakim 62 0,175 optique 27 0,182
saddam 1347 0,174 embarquer 27 0,180
kurdistan 189 0,174 raid 27 0,180
hussein 1188 0,174 alerte 39 0,180
mossoul 59 0,174 météo 19 0,179
iran 915 0,173 aviation 24 0,178
barzani 24 0,173 engin 24 0,177
Tab. C.1: 25 lemmes les plus proches d'après le réseau de cooccurrences pour deux lemmes  irak 
et  radar  apparaissant dans l'une des émissions d'information à segmenter. occ représente le
nombre d'occurrences de chaque couple de lemmes dans une fenêtre d'analyse et coh leur information
mutuelle normalisée
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syndicat scrutin
mot occ coh mot occ coh
omnipraticien 34 0,201 uninominal 80 0,244
cisl 63 0,201 proportionnel 388 0,208
snj 172 0,199 bipolarisation 20 0,200
snalc 46 0,198 sénatorial 103 0,185
metall 159 0,198 boycotter 63 0,182
dag 20 0,197 cantonal 88 0,182
fsir 125 0,197 invalider 33 0,180
geneix 29 0,196 rdr 32 0,180
snep 100 0,196 irrégularité 74 0,176
eyrolle 60 0,194 entacher 40 0,175
unser 208 0,193 toledo 17 0,174
sna 18 0,192 majoritaire 270 0,173
fdsea 60 0,190 alassane 21 0,172
sne 286 0,188 dépouillement 38 0,172
fen 130 0,187 pourvoir 33 0,171
spi 36 0,186 frauduleux 41 0,170
tuc 27 0,186 sincérité 57 0,170
sylviculteur 19 0,186 législatif 463 0,170
voirin 20 0,186 abstentionniste 20 0,169
ufap 19 0,185 urne 94 0,168
baro 26 0,185 électeur 438 0,168
sud-ptt 66 0,185 abstention 140 0,167
solidarnosc 26 0,185 timorais 17 0,166
sgen 111 0,184 votant 36 0,166
unsa 223 0,184 mode 770 0,165
Tab. C.2: 25 lemmes les plus proches d'après le réseau de cooccurrences pour deux lemmes
 syndicat  et  scrutin  apparaissant dans l'une des émissions d'information à segmenter. occ
et coh gardent la même signiﬁcation que la table C.1

Annexe D
Exemple de segmentation d'une
émission d'information
Cette annexe fournit un exemple de segmentation thématique d'un extrait d'un
quart d'heure d'une émission d'information diﬀusée sur France Inter et faisant partie du
corpus de test. Nous y présentons la segmentation de référence obtenue à partir d'une
transcription manuelle (à gauche sur la ﬁgure donnée ci-après), et une segmentation
automatique eﬀectuée sur une sortie du système de RAP (à droite sur la ﬁgure). Ce
dernier découpage a été obtenu en prenant en compte le modèle de cohésion lexicale
présenté à la section 7.3, des indices acoustiques (cf. section 7.6.1) et un modèle 6-
grammes cachés basé sur les POS (cf. section 7.6.2), en recourant au modèle multi-
sources que nous proposons en section 7.6.
Les deux versions de segmentation présentées ici sont alignées au niveau du groupe
de soue, dont la numérotation est donnée en début de chaque transcription. Les régions
non grisées correspondent à des ﬁllers qui sont ignorés lors de l'évaluation de la qualité
de la segmentation. Les parties inscrites en italique sont quant à elles des annonces de
titre de l'émission. Les barres horizontales de la segmentation de référence matérialisent
les points de rupture thématique ; ceux étant optionnels car correspondant aux passages
d'un sous-thème à un autre (par exemple entre deux sujets relatifs à la guerre en Irak)
sont représentés par des traits ﬁns. Les lignes horizontales relatives à la transcription
automatique indiquent les frontières proposées par le modèle multi-sources.
0 france inter il est huit heures 0 france-inter il est huit heures
1 le journal patrick roger 1 le journal patrick roger
2 bonjour 2 bonjour
3 l'heure de la retraite a vraiment sonné ren-
contres capitales aujourd'hui et mardi
3 l' heure de la retraite a vraiment sonné ren-
contre capitale aujourd'hui et mardi
4 les ministres françois ﬁllon et jean-paul de-
levoye dévoilent leurs batteries aux partenaires
sociaux
4 les ministres françois ﬁllon et jean-paul dele-
voye dévoilent leurs batteries aux partenaires so-
ciaux
5 mécontents des mesures pour les fonctionnaires
les syndicats guettent maintenant les arbitrages
pour le secteur privé
5 mécontent des mesures pour les fonctionnaires
les syndicats qui est maintenant les arbitrages
pour le secteur privé
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6 un an après que reste-t-il du vingt et un avril
journée spéciale sur france inter
6 un an après que reste -t-il du vingt-et-un avril
journée spéciale sur france-inter
7 trois invités d'ici neuf heures jean-marie le pen
françois hollande et nicolas sarkozy avant cela
7 trois invités dix six neuf heures jean-marie le
pen françois hollande et nicolas sarkozy avant
cela
8 un oeil dans le rétro avec les vrais chiﬀres de
ce premier tour de la présidentielle
8 un oeil dans le rétro avec les vrais chiﬀres de
ce premier tour de la présidentielle
9 le détail et l'analyse de jean-michel apathie 9 le détail des analystes jean-michel aphatie
10 une semaine après la vraie fausse ﬁn de la
guerre que reste-t-il à trouver pour les améri-
cains en irak
10 une semaine après la vraie aux ﬁn de la guerre
que reste -t-il à trouver pour les américains en
irak
11 des armes de destruction massive toujours
aucune trace mais un millier de spécialistes en-
voyés sur le terrain par washington
11 des armes de destruction massive toujours
aucune trace des milliers de spécialistes envoyés
sur le terrain par washington
12 où est saddam hussein avec son entourage
peut-être une piste avec euh l'arrestation
12 où est saddam hussein ainsi que son entou-
rage peut être une piste avec l' arrestation
13 du demi-frère du président irakien hier nous
irons également à bagdad
13 du demi-frère du président irakien et hier
nous irons également à bagdad
14 où la rue est divisée sur l'attitude à adopter
face aux militaires américains qui encadrent la
vie quotidienne
14 où l' armée est divisée sur l' attitude à adopter
face aux militaires américains qui encadrent la
vie quotidienne
15 il aurait pu en tirer une oeuvre une vente hors
norme que la vente aux enchères de la collection
d'andré breton
15 s' il aurait pu retirer une oeuvre uniquement
hors norme que la vente aux enchères de la col-
lection d' andré breton
16 qui s'est achevée hier elle a rapporté beaucoup
plus d'argent que prévu
16 s' est achevé hier est emporté beaucoup plus
argent
17 souriez vous conduisez et vous êtes ﬁlmés 17 sauriez vous conduisaient que vous êtes ﬁlmés
18 journée de la courtoisie au volant et déploie-
ment de nouveaux radars sur les routes de france
18 journée de la courtoisie au volant et déploie-
ment de nouveaux radars sur les routes de france
19 les caméras numériques sur le bord des routes
enﬁn nous terminerons sur un air de vacances
19 les caméras numériques sur le bord des axes
de francs ﬁn terminons sur un air de vacances
20 les pieds dans l'eau un peu fraîche je vous
l'accorde à boulogne-sur-mer
20 les pieds dans le lointain fait je vous l' accorde
à boulogne charme
21 france inter 21 france-inter
22 prions pour que ça passe 22 prions pour que ça passe
23 c'est en ce vendredi saint ce que doivent se
dire les ministres françois ﬁllon et jean-paul de-
levoye
23 et en ce vendredi cinq ce que doit se dire les
ministres françois ﬁllon et jean-paul delevoye
24 c'est la journée qu'ils ont choisi pour dévoiler
la nouvelle bible des retraites en france
24 c' est la journée qu' ils ont choisi pour dévoiler
la nouvelle bible des retraites en france
25 rencontre déterminante donc aujourd'hui et
mardi également au ministère du travail
25 rencontre déterminante donc aujourd'hui les
martyrs d' allemands au ministère du travail
26 avec la procession de tous les partenaires so-
ciaux
26 avec la procession de tous les partenaires so-
ciaux
27 les syndicats et les organisations patronales
vont être reçus chacun leur tour
27 les syndicats et les organisations patronales
vont être reçus chacun leur tour
28 la réforme des retraites est le dossier chaud
du gouvernement ça passe ou ça casse
28 la réforme des retraites et le dossier chaud du
gouvernement ça passe ou ça casse
29 c'est l'épreuve de cette ﬁn de cette ﬁn de prin-
temps et de début d'été
29 c' est l' épreuve de ce ﬁn de de cette ﬁn de
printemps et de début d' été
30 où le texte doit être voté à l'assemblée 30 où le texte doit être voté à l' assemblée
31 alors que des informations ont été données au
compte gouttes ces dernières semaines
31 alors que des informations étaient données au
compte-gouttes ces dernières semaines
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32 mercredi le ministre de la fonction publique
jean-paul delevoye a pris tout le monde de court
32 mercredi le ministre de la fonction publique
jean-paul delevoye a pris tout le monde de court
33 en donnant des détails sur ce qui va changer
pour les fonctionnaires
33 en donnant des détails sur ce qui va changer
pour les fonctionnaires
34 aujourd'hui le secteur privé va être ﬁxé voyons
avec euh véronique julia
34 aujourd'hui le secteur privé va être ﬁxé voyons
avec euh véronique jullien
35 ce que l'on sait pour l'instant des grandes
lignes de la réforme
35 ce que l' on sait pour l' instant des grandes
lignes de la réforme
36 le gouvernement ne s'en cache pas pour ﬁnan-
cer les retraites il faudra faire des sacriﬁces
36 le gouvernement ne s' engage pas pour ﬁnan-
cer les retraites il faudra faire des sacriﬁces
37 selon le principe d'équité les fonctionnaires
vont devoir cotiser plus longtemps
37 selon principes d' équité les fonctionnaires
vont devoir cotiser plus longtemps
38 en deux mille huit ce sera donc quarante ans
pour tous et même sans doute quarante deux ans
d'ici deux mille vingt
38 en deux mille huit ce sera donc quarante ans
pour tous et même sans doute quarante-deux ans
d' ici deux mille vingt
39 pour les salariés du privé pas question de re-
venir sur la réforme balladur
39 pour les salariés du privé pas question de re-
venir sur la réforme balladur
40 d'ici cinq ans leurs retraites seront calculées
sur la base de leurs vingt cinq meilleures années
40 d' ici cinq ans leur retraite seront calculées
sur la base de leur vingt-cinq meilleures années
41 qui conduira immanquablement à une baisse
du niveau de leurs pensions
41 ce qui conduira immanquablement à une
baisse du niveau de leur pension
42 les plus bas salaires pourront-ils partir en re-
traite avec cent pour cent du smic
42 les plus bas salaires pourront ils partir en re-
traite avec cent pour cent du smic
43 comme le réclament les syndicats pour l'ins-
tant mystère
43 comme le réclament les syndicats pour l' ins-
tant mystère
44 on ne sait pas davantage si les salariés qui ont
commencé à travailler très jeunes
44 on ne sait pas davantage si les salariés qui ont
commencé à travailler très jeunes
45 pourront bénéﬁcier d'une retraite à taux plein
en cas de départ avant soixante ans
45 pourront bénéﬁcier d' une retraite à taux
plein en cas de départ avant soixante ans
46 en ce qui concerne les fonctionnaires le gou-
vernement mise surtout sur la durée d'activité
46 en ce qui concerne les fonctionnaires le gou-
vernement mise surtout sur la durée d' activité
47 pour limiter les départs précoces une décote
s'appliquera dès l'an prochain sur chaque année
non cotisée
47 pour limiter les départs précoces une décote
s' appliquera dès l' an prochain sur chaque année
n' ont cotisé
48 à l'inverse ceux qui partiront plus tard béné-
ﬁcieront d'un bonus valable également pour les
salariés du privé
48 à l' inverse qui partiront plus tard bénéﬁcie-
ront d' un bonus valable également pour les sa-
lariés du privé
49 enﬁn pour compenser les eﬀorts demandés
aux fonctionnaires on ne touchera pas à leurs
avantages familiaux
49 enﬁn pour compenser les eﬀorts demandés
aux fonctionnaires qu' on ne touchera pas à leurs
avantages familiaux
50 et les primes jusqu'à présent laissées de côté
devraient être intégrées dans le calcul des pen-
sions
50 et les primes jusqu' à présent les sept côté de-
vraient être intégrés dans le calcul des pensions
51 oui en tout cas les mesures ne font pas l'una-
nimité chez les syndicats
51 mais on est en tout cas les mesures ne font
pas l' unanimité chez les syndicats
52 qui attendent tout de même la ﬁn des rendez-
vous chez françois ﬁllon et jean-paul delevoye
52 qui attend tout de même la ﬁn des rendez
vous chez françois ﬁllon et jean-paul delevoye
53 ils guettent d'éventuelles concessions avant de
se prononcer plus précisément sur leurs actions
53 ils guettent d' éventuelles concessions avant
de se prononcer plus précisément sur leurs ac-
tions
54 ils se retrouveront mercredi pour une réunion
intersyndicale et en fonction des mesures ils dé-
cideront ou non
54 ils se retrouveront mercredi pour une réunion
intersyndicale et en fonction des mesures ils dé-
cideront ou non
214 Annexe D - Exemple de segmentation d'une émission d'information
55 de journées de mobilisation dans les semaines
à venir et de la tournure que pourrait prendre le
déﬁlé du premier mai
55 deux journées de mobilisation dans les se-
maines à venir et de la tournure que pourrait
prendre le déﬁlé du premier mai
56 et pendant que ça menace de bouillonner dans
la rue la classe politique se souvient du bouillon
de l'année dernière
56 et pendant que sa menace de bouillonne et
dans la rue la classe politique se souvient du
bouillon de l' année dernière
57 du séisme du vingt et un avril le premier tour
de la présidentielle un an après
57 du séisme du vingt-et-un avril le premier tour
de la présidentielle un an après
58 toute la journée france inter s'interroge que
reste-t-il de ce vingt et un avril
58 toute la journée à france-inter s' interroge que
reste -t-il de ce vingt-et-un avril
59 une date qui a donné le vertige à une partie
de la france
59 une date qui a donné le vertige à une partie
de la france
60 avec des résultats présentés sans doute un peu
trop vite et à tort jean-michel apathie
60 avec des résultats présentés sans doute un peu
trop vite y a tort jean-michel aphatie
61 comme le succès du front national face aux
partis traditionnels
61 comme le succès du front national face aux
partis traditionnels
62 contrairement à l'idée reçue le vingt et un
avril deux mille deux n'est pas un jour de
triomphe pour le front national
62 contrairement aux idées reçues le vingt-et-
un avril deux mille deux n' est pas un jour de
triomphe pour le front national
63 son candidat alors totalise quatre millions
huit cents mille suﬀrages
63 son candidat alors totalisent quatre millions
huit cents mille suﬀrages
64 une progression inﬁme par rapport au pre-
mier tour de la même élection en mille neuf cent
quatre vingt quinze
64 une progression inﬁme par rapport au pre-
mier tour de la même élection en mille neuf cent
quatre-vingt-quinze
65 où jean-marie le pen recueillait quatre mil-
lions six cents mille voix deux cents mille voix
gagnées en sept ans ce n'est pas terrible
65 jean-marie le pen a recueilli quatre millions
six cents mille voix deux cent mille voix gagnant
sept ans ce n' est pas terrible
66 en revanche dans le même laps de temps on
constate un écroulement des socialistes et de la
droite
66 en revanche dans le même laps de temps on
constate un écroulement des socialistes et de la
droite
67 candidat en mille neuf cent quatre vingt
quinze lionel jospin regroupait sur son nom sept
millions de voix
67 candidat en mille neuf cent quatre-vingt-
quinze lionel jospin regrouper sur son nom sept
millions de voix
68 il se contente de quatre millions six cents mille
suﬀrages le vingt et un avril deux mille deux
deux millions et demi d'électeurs perdus en sept
ans
68 il se contente de quatre millions six cents mille
suﬀrages le vingt-et-un avril deux mille deux
deux millions et demi d' électeurs perdus en sept
ans
69 la droite républicaine elle totalisait douze mil-
lions de voix en mille neuf cent quatre vingt
quinze
69 la droite républicaine elle a totalisé deux mil-
lions d' euros en mille neuf cent quatre-vingt-
quinze
70 addition des électorats chirac balladur elle
se contente de huit millions d'électeurs en deux
mille deux
70 addition des électorats chirac balladur se
contentent de huit millions d' électeurs en deux
mille deux
71 addition des électorats chirac bayrou madelin
quatre millions d'électeurs envolés en sept ans
c'est un record
71 l' addition des électorats chirac bayrou ma-
delin quatre millions d' électeurs en voyant ces
temps c' est un record
72 ajoutons à ce chiﬀre celui des abstentionnistes
onze millions et demi de français
72 ajoutons à ces chiﬀres celui des abstention-
nistes en deux millions et demi de français
73 et l'on obtient la vérité du vingt et un avril
deux mille deux
73 mais en aucun la vérité du vingt-et-un avril
deux mille deux
74 l'expression d'une méﬁance sinon d'un mépris
à l'égard d'un système politique malade et usé
74 l' expression d' une méﬁance sinon de mépris
à l' égard d' un système politique malade et usé
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75 producteur de davantage de méﬁance que de
conﬁance
75 producteur de davantage de méﬁance que de
conﬁance
76 c'est cela qu'il faudrait changer mais un an
après rien n'a changé
76 c' est cela qu' il faudrait changer mais un an
après rien
77 alors si rien n'a vraiment changé que faut-il
faire euh stéphane paoli l'évoquera tout à l'heure
77 alors si rien n' a vraiment changé que faut
il faire euh stéphane paoli il évoquera tout à l'
heure
78 à l'occasion d'une matinée spéciale trois invi-
tés jusqu'à neuf heures
78 à l' occasion d' une matinée spéciale trois in-
vités jusqu' à neuf heures
79 à huit heures vingt jean-marie le pen à
huit heures quarante françois hollande et à huit
heures cinquante nicolas sarkozy
79 à huit heures vingt jean-marie le pen à huit
heures quarante france hollande et à huit heures
cinquante euh nicolas sarkozy
80 le téléphone sonne d'alain bédouet ce soir se
penchera également sur les conséquences et les
enseignements de ce vingt et un avril
80 le téléphone sonne d' alain bédouet ce soir se
penchera également sur les conséquences et les
enseignements de ce vingt-et-un avril
81 vos questions au zéro un quarante cinq vingt
quatre sept mille à partir de dix sept heures
ou sur internet france-inter point com il y a
d'ailleurs
81 vos questions au zéro un quarante cinq vingt
quatre sept mille à partir de dix-sept heures ou
sur internet de france-inter pas comment il y a
d' ailleurs
82 un forum spéciﬁque sur ce thème encore un
mot justement de la politique avec une côte
d'azur
82 un forum spéciﬁque sur ce thème encore un
mot justement de la politique avec une côte-
d'azur
83 très prisée en ce week-end pascal le front na-
tional le ps et les verts vont se croiser
83 très prisés en ce week-end pascal le front na-
tional le ps et les verts vont se croiser
84 à la veille du congrès du fn les deux partis
de gauche organisent ce soir au même endroit à
nice un meeting intitulé
84 à la veille du congrès du fn les deux partis de
gauche organise ce soir au même endroit indice
un meeting intitulé
85 soirée de la démocratie 85 soirée de la démocratie
86 il est huit heures six france inter c'est le jour-
nal de patrick roger
86 il est huit heures six france-inter c' est le jour-
nal de patrick roger
87 sur la piste de saddam hussein en irak les
militaires américains ne prononcent toujours pas
le nom du président irakien
87 sur la piste de saddam hussein en irak les
militaires américains ne prononce toujours pas
le nom du président irak
88 oﬃciellement il n'est pas leur objectif le but
c'est tout l'appareil de l'ancienne dictature et
hier
88 oﬃciellement il n' est pas leur objectif le but
c' est tout l' appareil de l' ancienne dictature est
hier
89 ils ont réalisé une arrestation qui pourrait
peut-être les conduire tout de même au président
irakien puisqu'il s'agit
89 ils ont réalisé une arrestation qui pourrait
peut-être les conduire tout de même au président
irakien puisqu' il s' agit
90 du demi-frère de saddam hussein barzan al-
tikriti
90 du demi-frère de saddam hussein barzane al
tikrit
91 qui ces dernières années avait amassé une
fortune colossale mais surtout illégale à genève
jacques prévost
91 qui ces dernières années avait amassé une
fortune colossale mais surtout illégal à genève
jacques prévost
92 c'est une gigantesque fortune accumulée de-
puis des années
92 c' est une gigantesque fortune accumulée de-
puis des années
93 on dit ici que les avoirs du raïs dépassent au-
jourd'hui les dix milliards de dollars
93 on dit ici que les avoirs du raïs dépasse au-
jourd'hui les dix milliards de dollars
94 et qu'à cela s'ajoutent encore des tonnes d'or
entreposées dans les coﬀres helvétiques
94 et qu' à cela s' ajoutent encore des tonnes d'
or entreposées dans les coﬀres et le huit
95 et pour protéger cet empire une multitude
de sociétés écrans autant de ﬁduciaires et l'assu-
rance du secret bancaire
95 qui pour protéger cet empire une multitude
de sociétés écrans autant de ﬁduciaires et l' as-
surance du secret bancaire
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96 tout ceci et puis au-dessus un homme vers
lequel toutes les pistes convergent
96 tout ceci et puis au dessus d' un homme vers
lesquels toutes les pistes convergent
97 barzan al-tikriti demi-frère de saddam hussein
un temps en poste à genève
97 barzane al tikriti demi-frère de saddam hus-
sein un temps en poste à genève
98 et dont le ﬁls reste inscrit à l'université même
s'il n'y a jamais mis les pieds
98 et dont le ﬁls reste inscrit à l' université même
s' il n' y a jamais eu mille
99 al-tikriti le cerveau de la holding hussein sou-
vent de passage à genève
99 al tikriti le cerveau de la holding hussein sou-
vent passage à genève
100 y compris ces derniers temps c'est d'ici qu'il
a organisé le montage ﬁnancier de la fortune ac-
cumulée
100 y compris ces derniers temps c' est d' ici qu'
il a organisé le montage ﬁnancier de la fortune
accumulée
101 son but blanchir l'argent de tous les traﬁcs
armes cigarettes et bien sûr pétrole
101 son but de blanchir l' argent de tous les tra-
ﬁcs armes cigarettes et bien sûr pétrole
102 du pétrole de contrebande qui passait les
mailles du programme pétrole contre nourriture
on dit que cette aﬀaire-là
102 du pétrole de contrebande qui passer les
mailles du programme pétrole contre nourriture
ont dit que cette aﬀaire là
103 ramenait plus de deux milliards de dollars
par an al-tikriti donc mais aussi un administra-
teur de société
103 ramener plus de deux milliards de dollars par
an à tikriti donc mais aussi un administrateur de
sociétés
104 c'est à l'une d'entre elles qu'appartenait la
montana-management
104 c' était l' une d' entre elles qui appartenait
la montana management
105 société immatriculée certes au panama mais
appartenant bien à saddam hussein
105 société immatriculée certes au panama mais
appartenant bien à saddam hussein
106 des sociétés écrans pour une fortune colos-
sale et répartie dans de multiples banques suisses
106 des sociétés écrans pour une fortune colos-
sale et répartis dans de multiples banques suisses
107 celles observées justement par washington
genève jacques prévost france inter
107 celle observée justement par washington de
genève j' ai prévu en france
108 et outre les hommes de pouvoir les améri-
cains recherchent toujours des armes de destruc-
tion massive washington selon cnn
108 mais outre les hommes du pouvoir les améri-
cains recherchent toujours des armes de destruc-
tion massive washington selon cnn
109 va envoyer dans ce but une nouvelle équipe
d'un millier d'hommes des spécialistes militaires
mais aussi des civils
109 renvoyés dans ce but une nouvelle équipe d'
un millier d' hommes des spécialistes militaires
mais aussi des civils
110 koﬁ annan rappelle que seuls les inspecteurs
des nations unies avaient l'autorité légale pour
superviser le désarmement
110 koﬁ annan rappelle que seuls les inspecteurs
des nations unies avait l' autorité légale pour su-
perviser le désarmement
111 hans blix évoquera une éventuelle reprise
des inspections la semaine prochaine devant le
conseil de sécurité
111 ans blix évoquera une éventuelle reprise
des inspections la semaine prochaine devant le
conseil de sécurité
112 mais il souligne que les inspecteurs vou-
draient travailler en toute indépendance
112 mais il souligne que les inspecteurs vou-
draient travailler en toute indépendance
113 nous ne serons pas des chiens au bout de
la laisse américaine a laissé entendre le chef des
inspecteurs en désarmement hier
113 nous ne serons pas des chiens au bout de
la laisse américaine a laissé entendre le chef des
inspecteurs en désarmement hier
114 sur le terrain les américains se rendent
compte au quotidien qu'il est décidément bien
diﬃcile de mettre de l'ordre
114 sur le terrain les américains se rendre compte
au quotidien qu' il est décidément bien diﬃcile
de mettre de l' ordre
115 illustration des déchirements de la popula-
tion irakienne
115 illustration des déchirements de la popula-
tion irakienne
116 avec euh ce reportage de benoît collombat
autour de l'hôtel palestine le lieu de résidence
des journalistes
116 avec euh ce reportage de benoît collombat
autour de l' hôtel palestine le lieu de résidence
des journalistes
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117 de la presse internationale qui est aussi de-
venu le lieu des manifestations
117 de la presse internationale qu' il cite aussi
devenu le lieu des manifestations
118 les marines assistent à la scène médusés une
manifestation de chiites avec slogans et bande-
roles
118 les mêmes assisté à la scène médusé une ma-
nifestation le chili avec slogans et banderoles
119 nous voulons une véritable liberté le peuple
irakien doit choisir ses gouvernants nous ne vou-
lons pas les policiers de saddam
119 nous voulons une véritable liberté le peuple
irakien doit choisir ses gouvernants nous voulons
pas les policiers de saddam
120 depuis quelques jours ils sont des centaines
d'irakiens à se regrouper autour de l'hôtel pales-
tine
120 depuis quelques jours le sens des centaines d'
irakiens se regrouper autour de l' hôtel palestine
121 transformé en bunker par l'armée américaine
pour discuter protester revendiquer des débats
souvent très vifs
121 transformé en bunker par l' armée améri-
caine pour discuter de protester revendiquer des
débats souvent très vifs
122 moi je suis là parce que les américains sont
en train d'occuper l'irak dit cet homme
122 moi je suis là parce que les américains sont
en train d' occuper l' irak la salle
123 mais dis-moi qu'est-ce que tu veux exacte-
ment l'interrompt un bagdadi dans la foule tu
veux que saddam hussein revienne
123 les dix mois qu' est ce que tu exactement
la terre ont appris à faire du saddam hussein
reviennent
124 qu'est-ce que tu proposes à la place des amé-
ricains si tu as une meilleure idée je t'écoute ça
m'intéresse
124 qu' est ce que tu propose à l' appel des amé-
ricains sont la meilleure et des écoles maternelles
125 donne-moi un nom comme président de l'irak
eh bien ce sera le peuple répond le premier
125 moins dont un président en irak mais ce sera
le cas de le mettre en bière
126 le peuple oui c'est intéressant et concrète-
ment tu fais comment
126 le peuple russe est intéressant et concrète-
ment physiquement
127 les éclats de voix se perdent dans la foule un
homme est là avec la photo de ses frères
127 les éclats de voix se perd dans la foule a
nommé là avec la photo de ses frères
128 prisonniers politiques depuis onze ans la voix
cassée d'avoir trop crié
128 prisonniers politiques depuis onze ans la voix
cassée d' avoir refusé
129 je suis allé voir les américains pour qu'ils
m'aident à retrouver mes frères emprisonnés
dans des cachots souterrains
129 sur les américains qui n' a pas retrouvé les
frères emprisonnés dans des cachots souterrains
130 les américains n'ont rien fait jusque-là 130 les américains n' ont rien fait jusque là
131 un peu plus loin un ancien cadre du baas
s'est reconverti en leader d'un nouveau parti
l'union des irakiens
131 un peu plus loin anciens cadres du baas et
reconverti en leader d' un nouveau parti l' union
des irakiens
132 ravi d'avoir retrouvé une tribune nous vou-
lons que les forces américaines démilitarisent la
ville
132 a dit avoir retrouvé une tribu de trois nous
voulons que les forces américaines démilitariser
la ville
133 rétablissent l'eau et l'électricité ils ne font
pas le nécessaire
133 établi sur l' électricité ils ne sont pas néces-
saires
134 et puis comme par déﬁ un homme saute de
trottoir en trottoir le drapeau irakien à la main
134 et puis comme par des siens un homme sous
de trottoir en trottoir le drapeau irakien à la
main
135 ce drapeau je le porte très haut parce qu'il
le mérite il ne faut pas le baisser tant qu'on est
vivant
135 drapeaux le porte très haut parce qu' ils le
méritent qui ne faut pas le précédent en france
136 saddam hussein est le ﬁls des américains les
irakiens sont orgueilleux on n'est pas des lâches
136 adam hussein le ﬁls des américains les ira-
kiens sont dans des lieux où des années là je
137 un habitant de saddam-city dit lui qu'il vient
demander de l'aide aux américains
137 un habitant de saddam city dix huit il vient
demander de l' aide aux américains
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138 il les avait applaudis quand ils sont en-
trés avec leurs chars mais aujourd'hui ils me dé-
çoivent beaucoup
138 les avaient applaudi quand ils sont entrés
avec leurs chars mais aujourd'hui il ne déçoit
beaucoup
139 bagdad éric damaggio benoît collombat
france inter
139 bagdad éric damaggio benoît collombat
france-inter
140 enﬁn à propos de la reconstruction de l'irak
washington a annoncé hier soir avoir euh attri-
bué
140 enﬁn à propos de la reconstruction de l' irak
washington a annoncé hier soir avoir attribué
141 un gros contrat au groupe américain de bâ-
timent et de travaux publics begtel
141 un gros contrat au groupe américain de bâ-
timent et de travaux publics becquerels
142 un contrat qui porte sur six cent quatre vingt
millions de dollars
142 un contrat qui porte sur six cent quatre-vingt
millions de dollars
143 l'épidémie de pneumopathie atypique c'est
une véritable course contre la montre
143 l' épidémie de pneumopathie atypique c' est
une véritable course contre la montre
144 qui est engagée pour le test de dépistage du
virus
144 s' est engagé pour le test de dépistage du
virus
145 l'oms espère qu'il sera disponible avant trois
semaines le secrétaire américain à la santé pense
qu'il sera sur le marché
145 l' oms espère qu' il sera disponible avant trois
semaines le secrétaire américain à la santé pense
qu' il sera sur le marché
146 d'ici dix jours 146 d' ici dix jours
147 maigre butin hier lors de la fouille de la mai-
son d'arrêt de luynes organisée après la triple
évasion de lundi
147 maigre butin hier lors de la fouille de la mai-
son d' arrêt de luynes organisée après la triple
évasion de lundi
148 deux portables quelques barrettes de shit et
des armes artisanales à partir de fourchettes et
de couteaux
148 de portables quelques barrettes de shit que
des armes artisanales à partir de fourchettes et
couteaux
149 joey starr lui pourrait bien retourner en cel-
lule le rappeur a écopé de quatre mois de prison
dont un ferme
149 des stars lui pourrait bien tourner en cellule
rappeur écopé de quatre mois de prison dont un
ferme
150 pour s'être euh rebellé et avoir craché sur
des gendarmes mobiles
150 pour s' être rebellés et avoir craché sur des
gendarmes mobiles
151 joey starr qui en tant que vedette doit être
un modèle social pour la jeunesse a rappelé le
procureur
151 les stars qui ont tant que vedette doit être
un modèle social pour la jeunesse a rappelé le
procureur
152 qui n'apprécie guère l'attitude provocante de
l'artiste
152 qui n' apprécient guère l' attitude provocante
de l' artiste
153 de la provocation il y en avait mais c'était
d'un tout autre artiste la collection surréaliste
d'andré breton
153 la provocation il en avait mais c' était un
tout autre artiste la collection surréaliste d' an-
dré breton
154 a donc été vendue aux enchères malgré la
protestation d'intellectuels qui estiment qu'on a
brisé l'oeuvre en la dispersant
154 a donc été vendu aux enchères malgré la pro-
testation d' intellectuels qui estime que l' on a
brisé l' oeuvre en dispersant
155 cette vente s'est achevée hier soir les recettes
ont largement dépassé l'estimation de départ
155 cette vente s' est achevé hier soir les recettes
ont largement dépassé les estimations de départ
156 une vente à l'image d'andré breton corinne
audouin hors norme
156 une vente à l' image d' ombre breton pour
une fois hors normes
157 sur la tombe d'andré breton il est écrit je
cherche l'or du temps
157 sur la tombe d' andré breton il est écrit je
cherche l' or du temps
158 l'or du temps c'est ce que l'écrivain avait
amassé au ﬁl des années dans son atelier de la
rue fontaine
158 lors du temps c' est ce que l' écrivain avait
amassé au ﬁl des années dans son atelier de la
rue fontaine
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159 si tout n'avait pas valeur de chef-d'oeuvre
dans l'assemblage hétéroclite oﬀert à la vente
159 si tout n' avait pas valeur de chefs-d'oeuvre
dans l' assemblage hétéroclite oﬀerts à la vente
160 tout ou presque a suscité la passion des col-
lectionneurs privés et de l'état
160 tout ou presque a suscité la passion des col-
lectionneurs privés et de l' état
161 qui se sont âprement disputés les lots les plus
insignes
161 qui se sont âprement disputés les eaux les
plus assidus
162 parmi les trois cent trente cinq lots préemp-
tés par l'état sur un total de quatre mille
162 parmi les trois cent trente-cinq lots préempté
par l' état sur le total de quatre mille
163 le manuscrit d'arcane dix sept de breton un
relief en bois peint de jean arp
163 le manuscrit de arcanes dix-sept de breton
un relief en bois peint de jours par
164 plusieurs photos de man ray ont rejoint les
collections publiques
164 plusieurs photos de malheur est ont rejoint
les collections publiques
165 deux tableaux phares de miro et magritte
ainsi que le manuscrit de qu'est-ce que le surréa-
lisme
165 deux tableaux phare de minéraux et ma-
gritte ainsi que le manuscrit de casques le sur-
réalisme
166 échoient en revanche à des collectionneurs
privés
166 échoit en revanche à des collectionneurs pri-
vés
167 tandis que des amateurs se sont arrachés les
photomatons de breton et de ses amis surréa-
listes
167 tandis que des amateurs se sont arrachés les
photos matons de breton et de ses amis surréa-
listes
168 la cote de plusieurs peintres et de photo-
graphes s'est envolée du seul fait d'avoir appar-
tenu à andré breton
168 la cote de plusieurs peintres et photographes
s' est envolée du seul fait d' avoir appartenu à
andré breton
169 aux derniers jours de cette vente épique on
peut se réjouir des passions que continue de dé-
chaîner le surréalisme
169 au dernier jour de cette vente épique on peut
se réjouir des passions que continue de déchaîner
le surréalisme
170 et aussi regretter que cette extraordinaire
collection soit aujourd'hui éparpillée
170 et aussi regretter que cette extraordinaire
collection sont aujourd'hui éparpillés
171 chaque objet ayant perdu le caractère unique
qu'il avait aux yeux du poète
171 chaque objet ayant perdu le caractère unique
qu' il avait su du poète
172 pour n'être plus réduit qu'à sa seule valeur
marchande
172 pour n' être plus réduits qu' à sa seule valeur
marchande
173 souriez si vous prenez la route c'est la journée
de la courtoisie au volant à l'occasion du week-
end pascal
173 sauriez si vous prenez la route c' est la jour-
née de la courtoisie au volant l' occasion du week-
end pascal
174 qui s'annonce très chargé rouge aujourd'hui
et demain et lundi dans le sens des retours
174 qui s' annoncent recharger rouge aujourd'hui
et demain et lundi dans le sens des retours
175 souriez mais surtout soyez vigilants d'autant
que les policiers eux sont de plus en plus vigilants
175 selon les mais surtout soyez vigilants d' au-
tant que les policiers ne sont de plus en plus vi-
gilants
176 grâce à de nouveaux radars lancés dans le
cadre de la lutte contre l'insécurité routière ro-
main auzui
176 grâce à de nouveaux radars lancer dans le
cadre de la lutte contre l' insécurité routière en
main aux oui
177 ﬁni le temps des barbecues ces gros radars à
lunettes qu'on peut voir sur les autoroutes bien-
tôt tout sera automatisé
177 ﬁni le temps des barbecue ses gros radar à
lunettes qu' on peut voir sur les autoroutes et
bientôt tout sera automatisé
178 à la place du système magnétique qui vous
ﬂashe quand vous êtes en excès de vitesse
178 à la place du système magnétique ﬂash
quand vous êtes en excès de vitesse
179 on aura droit à un radar numérique le but
gagner en main-d'oeuvre plus besoin d'un gen-
darme qui prend la photo
179 on aura droit un radar numérique le but de
gagner en main-d'oeuvre plus besoin d' un gen-
darme qui prend la photo
180 mais surtout économiser du temps puisque
le numérique qui transmet l'image quasiment en
direct
180 mais surtout économiser du temps puisque
le numérique qui transmet les images quasiment
en direct
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181 remplacera le développement assez long des
photos par conséquent les contrôles seront plus
rapides et plus nombreux
181 remplacera le développement assez long des
photos par conséquent les contrôles seront plus
rapide et plus nombreux
182 le fonctionnement est simple le radar sera
installé sur une caméra numérique
182 le fonctionnement est simple le radar sera
installé sur une caméra numérique
183 donc quand vous serez en excès de vitesse
celle-ci déclenchera automatiquement une im-
pulsion
183 donc en mousse en excès de vitesse celle ci
déclenchera automatiquement une impulsion
184 et la photo sera transmise vers un ordinateur
connecté à une sorte de grand ﬁchier central des
cartes grises
184 et la photo soit transmis vers un ordinateur
se connecter à une sorte de grand ﬁchier central
des cartes grises
185 à ce moment-là on pourra connaître le nu-
méro de votre plaque d'immatriculation
185 a souvent là on pourra connaître le numéro
de votre pragmatique nation
186 et votre amende sera immédiatement impri-
mée puis envoyée
186 et votre monde sera immédiatement impri-
mer puis envoyées
187 ces nouveaux radars commenceront à être
mis en place dès la ﬁn de l'année avec l'installa-
tion d'une centaine d'entre eux
187 ces nouveaux radars commenceront à être
mis en place dès la ﬁn de l' année avec l' instal-
lation d' une centaine d' entre eux
188 l'objectif c'est qu'il y en ait mille en deux
mille quatre essentiellement sur les autoroutes
et les routes nationales
188 l' objectif est étudiant les mines en deux
mille quatre essentiellement sur les autoroutes
et routes nationales
189 oui et levez le pied pour arriver euh tran-
quillement sur le sable par exemple
189 oui et lever le pied pour aider euh tranquille-
ment sur le sable par exemple
190 depuis quelques jours il fait aussi chaud sur
la côte d'opale que sur la côte d'azur
190 depuis quelques jours il fait aussi chaud sur
la côte d' opale que sur la côte d' azur
191 mais l'eau est un petit peu plus fraîche
comme l'a constaté laetitia charbonnel de france
bleu nord
191 mais l' eau étant de plus fraîche comme l'
a constaté que laetitia charbonnel de france le
nord
192 ah c'est gelé c'est très gelé l'eau 192 à s' est jamais fait après les autres
193 en short et en tee-shirt stéphanie les pieds
dans l'eau accompagne julie sa ﬁlle
193 en short et un tee-shirt stéphanie les pieds
dans l' eau accompagné jennifer tilly
194 qui n'hésite pas à se lancer tête la première
dans les vagues
194 qui n' hésite pas à se lancer tête la première
dans les vagues
195 puis j'aime un petit peu bien l'eau froide
alors euh me baigner tout le temps
195 et italien lorsqu' elle est un peu limité état
196 alors euh en avril comme en juillet il faut
prévoir la pelle le râteau et le seau
196 à l' heure en avril comme en juillet il faut
prévoir à l' appel de leurs actes et le saux
197 pour construire les incontournables châteaux 197 pour construire les incontournables château
198 je vais prendre de l'eau dans les seaux et puis
je vais jouer avec de l'eau euh dans le sable
198 c' est vrai qu' un indice qui est un pays qui
n' intéresse pas
199 c'est mieux l'été parce que l'été il fait très
chaud
199 c' est lui qui est pas un été sec et chaud
200 et après autant d'eﬀorts le réconfort direc-
tion le marchand de glaces
200 et après autant d' eﬀorts le réconfort direc-
tion le marchand de glaces
201 paulette est derrière le comptoir 201 paulette et derrière le comptoir
202 deux au chocolat et une à la 202 nous sommes à la haine
203 bien une autre encore 203 un autre plan
204 bon en général on vend un peu de tout hein
chez nous on spécialisait surtout en croustillant
hollandais
204 en général on vint le tour chaîne oﬃcialiser
surtout en caution demandée
205 donc c'est une aﬀaire euh qui roule bien de
ce côté-là
205 non c' est une aﬀaire euh qui au lieu de ce
côté là
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206 mais disons bon c'est vrai que les premières
chaleurs comme ça c'est la glace hein
206 mais disons bon c' est vrai que les premières
chaleurs comme ça c' est la glace
207 à boulogne-sur-mer laetitia charbonnel
france bleu nord pour france inter
207 à bologne et sur mer avec ses charbonnel
france bonheur pour france-inter
208 oui et sous le soleil de la côte d'azur il y a
un joueur de tennis français qui est en train de
se faire une place
208 oui est sous le soleil de la côte d' azur veille
un fort de tennis français qui est en train de se
faire une place
209 quasiment inconnu du grand public julien
boutter va jouer aujourd'hui en quart de ﬁnale
du tournoi de monte-carlo
209 quasiment inconnu du grand public julien
boutter a joué aujourd'hui en quart de ﬁnale du
tournoi de monte-carlo
210 face à l'espagnol carlos moya 210 face à l' espagnol carlos moya
211 enﬁn divorce de jean tigana il a été démis de
ses fonctions d'entraîneur dans le club anglais de
fulham
211 enﬁn le divorce de gens tigana il a été démis
de ses fonctions d' entraîneur dans le club anglais
de ﬁnale
212 qui appartient au richissime al fayed 212 j' appartiens au richissime afrique
213 france inter l'actualité à huit heures un quart 213 france-inter l' actualité huit heures un quart

Annexe E
Exemples de mots-clés
Aﬁn de présenter les diﬃcultés liées à la sélection de mots-clés à partir de sections
thématiques, nous donnons deux extraits d'émission, qui ont été transcrits par le système
de RAP Irene et dont les frontières ont été déterminées manuellement. Les termes
représentatifs ont été obtenus en supprimant les mots grammaticaux et en recourant
au stemming. Le critère employé ici pour choisir ces mots-clés est un critère tf-idf
classique, dans le but de montrer l'intérêt des modiﬁcations que nous avons dues faire
pour pénaliser les noms propres et les mots associés à un faible indice de conﬁance.
E.1 Premier extrait
Le premier segment sélectionné traite de la mise en place du  plan cancer . Il
est constitué d'une présentation du sujet par un journaliste, suivi d'une interview d'une
personne chargée de la psycho-oncologie à la Ligue nationale contre le cancer (Fig. E.1).
Si l'on restreint la liste des mots à sept, les mots-clés proposés sont  cancer ,  psy-
chopathologie ,  malades ,  psychologique ,  cancérologue ,  cancéreuses  et
 psychologue . Les termes proposés sont très satisfaisants puisqu'ils caractérisent très
bien le sujet abordé tout en retournant un nombre signiﬁcatif de réponses de la part
du moteur de recherche. Ils illustrent en outre l'intérêt de sélectionner directement des
informations à partir du texte plutôt que de recourir à un ensemble de thèmes ﬁxé a
priori puisqu'il est possible que des sujets liés au cancer et à la psychologie ne ﬁgurent
pas dans cette liste.
E.2 Second extrait
Dans un second texte choisi comme contre-exemple du précédent, un journaliste
consacre une page sportive au licenciement de l'entraîneur de football Jean Tigana, à
l'actualité du championnat français de football, au joueur de football Marcel Desailly,
aux prochains championnats du monde d'athlétisme et au tournoi de tennis de Monte-
Carlo (Fig. E.2). Cette section montre une des principales diﬃcultés pour établir une
segmentation thématique d'une émission d'information puisque suivant la granularité
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il y a presque un an lorsque le président de la république // a annoncé // c' est
moi // presque un génie un an // cinq mois // lorsque le président de la république
annonçait ce qu' on appelle maintenant le plan cancer // euh il a évoqué pour tous les
malades une prise en charge globale c'est-à-dire médicale sociale // et psychologique
// la psychopathologie et spécialité récente puisque le manuel qui devait signer son
acte de naissance est paru en mille neuf cent quatre-vingt-neuf // la psychopathologie
// c' est donc là de quelques six que le web s' y tient // peut apporter à malades
cancéreux // qui doit faire face à sa maladie et à une médecine très technique //
qui ne répond // ni à ses angoisses ni à sa peur de mourir // rendons à césar ce
qui est assez un // avant mille neuf cent soixante // le professeur jean-bernard qui
soigner les enfants le scénique // avait déjà demandé à une psychologue // nicolas
libye // de s' occuper de ses enfants // aujourd'hui nicolas libye est chargé de la
psychologie de la ligue contre le cancer // et dix ans après par le docteur daniel sera
cancérologue de son état le président de la société française de psychopathologie //
les farouches défenseurs de cette spécialité // à qui s' adresse la psychopathologie
// aux malades // à leurs familles // et aux soignants // pas à tous les malades
certains n' ont pas besoin // mais les autres // au moment clé de la maladie // à l'
annonce du diagnostic de cancer // retentissement psychologique inévitable // lors
des traitements lourds et pénibles // fatigue perte de cheveux // et à l' arrêt du
traitement // quand il faut renouer avec la vie professionnelle et sociale // en outre
de graves problèmes // le cancer // c' est la pathologie de la certitude // on n' est
jamais sûr d' être guéris // et cette maladie pour plus de la moitié des patients // à
devenir chronique // et s' étendre sur des années // lorsque quatre-vingt-dix-huit la
ligue contre le cancer avait réuni à paris // mille malades // première chose qu' ils
avaient tous demandé // plus de psychologie s' il vous plaît // et une aide quand le
besoin s' en fait sentir // les cancérologue en ont été saisis // il n' avait pas mesuré
l' importance de l' écoute // de la prise en charge psychologique // trop occupé //
par le combat à mener contre les cellules cancéreuses // les malades ont donc besoin
de s' exprimer // le psychologue est alors le réceptacle des angoisses // et le psy aide
à se reconstruire // aide à reconstituer l' équilibre constamment menacées // par
les aléas de la maladie // donc là aussi qu' on oncologie pas pour tous // mais pour
beaucoup // pour les jeunes gens atteints du cancer existe une association qui s'
appelle ici est c' est c' est ce qui signiﬁe jeune solidarité cancer // et un site internet
dans la cgc forum tous attachés j' ai ces forums point net // là on peut échanger les
expériences connaître les droits // et puis surtout fait sentir moins seul
Fig. E.1: Transcription automatique de la partie d'une émission traitant du  plan cancer , où
// marque une ﬁn de groupe de soue
E.2. Second extrait 225
jan tigana remercie de ﬂamme le club de foot euh anglais les résultats obtenus par
l' entraîneur français n' étant pas à la hauteur des ambitions du club // dans le
championnat de ligue un ça va être euh le sprint pour les meilleurs ce week-end
germain treille // à quatre journées de la ﬁn c' est le moment pour les équipes qui
peuvent prétendre au titre de se démarquer // avant cette euh trente-quatrième
journée lyon et monaco sont les deux formations les mieux placés pour le titre //
marseille et bordeaux ne sont pas écartés de cette course mais sont distancés avec
respectivement quatre et six points de retard sur l' om // d' autant que ce week-end
lyonnais et monégasques en pleine conﬁance en ce moment l' occasion de creuser l'
écart avec leurs rivaux // et ce avec l' avantage de recevoir lyon contre l' idée monaco
face à strasbourg // car juste derrière marseille qui accumule les revers se déplacent
à lens // et bordeaux va jouer à ajaccio qui lutte pour le maintien // hier marcel
desailly le capitaine de l' équipe de france de football et de passage à paris pour faire
la promotion d' un ouvrage consacré au sport spectacle // à cette occasion il s' est
défendu d' être un homme d' aﬀaires // et dix mois après l' échec du mondial deux
mille deux de ses yeux reconnaît qu' il n' est plus sollicité de la même manière //
peut-être n' est il pas payer les factures de six un téléphone portable // le pavillon
belge de la cité universitaire de paris deux cents chambres individuelles et quelques
studios // c' est là que sera logé ﬁn août l' équipe de france de philippe de athlétisme
pendant les championnats du monde // et un groupe de soulagement ils pourront
manger ailleurs qu' aux restos // et julien boutter les pieds sur terre battue mais
la tête dans les nuages heureux le jeunisme français encore en lice d' un tennis de
monte-carlo // quoi qu' il arrive dans son match de quarts de ﬁnale face à carlos
moya ﬁnaliste l' an dernier // ce sera pour lui des bonus
Fig. E.2: Transcription automatique de la partie d'une émission correspondant à une chronique
sportive, où // marque une ﬁn de groupe de soue
choisie sur ce que représente un thème, cet extrait peut constituer un tout lié au sport,
ou bien être divisé en cinq puisque cinq faits principaux sont décrits ici ou même en trois
si on retient comme critère de division le sport traité. Les mots-clés retenus par le critère
tf-idf usuel pour l'ensemble de cette section sont cette fois-ci  écart ,  bordeaux ,
 lyon ,  équipe ,  jeunisme ,  club  et  démarquer . À la lecture de cette liste,
il est diﬃcile de se faire une idée du thème traité puisque seuls  équipe  et  club  sont
susceptibles d'être liés au sport. Les villes de  bordeaux  et  lyon  sont par exemple
anecdotiques par rapport aux sujets abordés, mais pourtant sélectionnés du fait de leur
rareté relative. Le terme  jeunisme  a quant à lui été transcrit de manière incorrecte
par le système de RAP, en remplacement de la séquence  jeune et seul  réellement
prononcée. Les modiﬁcations que nous proposons du critère tf-idf visent à éviter de
sélectionner de tels mots-clés, en favorisant d'autres termes comme  championnat .


Résumé
Une des voies pour améliorer les performances des systèmes de reconnaissance automatique
de la parole (RAP) consiste à employer davantage de connaissances linguistiques. Nous nous pla-
çons dans ce cadre en axant nos travaux sur deux aspects : les informations morpho-syntaxiques
et l'adaptation thématique.
Dans une première partie, nous proposons une nouvelle prise en compte des parties du
discours en post-traitement du décodage de la parole. Nous étiquetons pour ce faire des listes
d'hypothèses à l'aide d'un analyseur morpho-syntaxique développé pour tenir compte des spé-
ciﬁcités des transcriptions. Nous réordonnons ces listes en modiﬁant le score global employé par
un système de RAP pour reconnaître un groupe de soue, de manière à inclure les informa-
tions morpho-syntaxiques. Une diminution signiﬁcative du taux d'erreur de mots est obtenue
lors d'expériences menées sur des émissions d'information francophones (corpus Ester). Nous
établissons en outre l'intérêt des informations morpho-syntaxiques pour améliorer des mesures
de conﬁance.
Dans une seconde partie plus exploratoire, nous nous intéressons à l'adaptation théma-
tique d'un modèle de langage (ML) d'un système de RAP. Nous proposons à cette ﬁn une
chaîne de traitements originale qui nous permet de spécialiser de manière ﬁne et non supervisée
le ML. Nous découpons tout d'abord une première transcription du document étudié en sec-
tions thématiquement homogènes. Pour cela, nous développons un nouveau cadre probabiliste
pour prendre en compte diﬀérentes modalités (cohérence lexicale, indices acoustiques et mar-
queurs linguistiques) et montrons son intérêt pour améliorer la qualité de la segmentation. Nous
construisons ensuite des corpus d'adaptation à partir du Web en utilisant une procédure nova-
trice. Nous modiﬁons enﬁn le ML avec ces corpus spéciﬁques et montrons que, sur des sections
thématiques sélectionnées manuellement, cette méthode permet d'améliorer signiﬁcativement
la modélisation du ML, même si le gain constaté au niveau de la qualité de la transcription est
léger.
Abstract
A way to improve outputs produced by automatic speech recognition (ASR) systems is
to integrate additional linguistic knowledge. Our research in this ﬁeld focuses on two aspects:
morpho-syntactic information and thematic adaptation.
In the ﬁrst part, we propose a new mode of integration of parts of speech in a post-processing
stage of speech decoding. To do this, we tag N-best sentence hypothesis lists with a morpho-
syntactic tagger built to take into account the speciﬁcities of transcriptions. We reorder these
lists by modifying the score computed by an ASR system at the sentence level to include
morpho-syntactic information. Experiments done on French-speaking broadcast news (Ester
corpus) exhibit a signiﬁcant improvement of the word error rate. Besides, we establish the
contribution of morpho-syntactic information to improve posterior based conﬁdence measures.
In the second more exploratory part, we are interested in thematically adapting the lan-
guage model (LM) of an ASR system. We propose a scheme that enables us to specialize speech
decoding in an unsupervised way. We ﬁrst segment the studied document into thematically ho-
mogeneous sections. To this end, we develop a new probabilistic framework to integrate diﬀerent
modalities (lexical cohesion, acoustic clues, and linguistic markers) and show its relevance to
improve segmentation. We then build adaptation corpora retrieved from the Web by using an
innovative procedure. We ﬁnally modify the LM with these speciﬁc corpora and show that, on
thematic sections that are manually selected, this method signiﬁcantly improves the LM, even
if the increase of the word error rate is slight.
