Sensitivity Analysis for Rare Events based on R\'enyi Divergence by Dupuis, Paul et al.
ar
X
iv
:1
80
5.
06
91
7v
2 
 [m
ath
.PR
]  
4 F
eb
 20
19
Sensitivity Analysis for Rare Events based on Re´nyi Divergence
Paul Dupuis∗
Division of Applied Mathematics, Brown University, Providence, RI 02912, USA
Markos A. Katsoulakis†
Department of Mathematics and Statistics, University of Massachusetts Amherst, Amherst, MA 01002, USA
Yannis Pantazis‡
Institute of Applied and Computational Mathematics, Foundation for Research and Technology - Hellas, Heraklion, 70013, Greece
Luc Rey-Bellet§
Department of Mathematics and Statistics, University of Massachusetts Amherst, Amherst, MA 01002, USA
February 6, 2019
Abstract
Rare events play a key role in many applications and numerous algorithms have been proposed for estimating the
probability of a rare event. However, relatively little is known on how to quantify the sensitivity of the probability with
respect to model parameters. In this paper, instead of the direct statistical estimation of rare event sensitivities, we
develop novel and general uncertainty quantification and sensitivity bounds which are not tied to specific rare event
simulation methods and which apply to families of rare events. Our method is based on a recently derived variational
representation for the family of Re´nyi divergences in terms of risk sensitive functionals associated with the rare events
under consideration. Based on the derived bounds, we propose new sensitivity indices for rare events and relate them
to the moment generating function of the score function. The bounds scale in such a way that we additionally develop
sensitivity indices for large deviation rate functions.
1 Introduction and Main Result
Rare events play an important role in a wide range of applications. For example in insurance, finance and risk
management, rare events play an outsized role due to potentially catastrophic consequences [1]. In queueing theory the
probability of a buffer overflow often needs to be estimated [2], and in molecular dynamics, metastability effects play a
crucial role in determining the behavior of the system [3]. Similarly, extreme value theory studies events and statistical
samples which are far from the typical observed [4]. There is a large body of literature on rare event simulation and
many different techniques have been developed to approximate the probability of a rare event. For example, importance
sampling [5, 6, 7] transforms the distribution of random variables in order to make the rare event typical and corrects for
bias using the likelihood ratio; interacting particle systems methods [8, 9] use many (dependent) copies of the system to
speed the exploration of state space; splitting techniques [10, 11, 12, 13] decompose the problem of a single rare event
into a sequence of not so rare events; and so on... Closely related are multi-level methods inspired primarily by statistical
mechanics considerations, e.g. [14], as well as by rare events involving barrier crossing in molecular simulation, e.g. [15, 16].
In this paper we are primarily interested in the problem of uncertainty quantification (UQ) and in particular sensitivity
analysis for rare events, a problem of practical importance whenever there is uncertainty in the parameters of the model
or even in the model itself. This problem has rarely been addressed in the literature despite the fact that the statistics
of rare events are often heavily influenced by the particular values of model parameters. The case of Poisson processes
in the context of importance sampling for risk models was considered in [17, 18], while more recent work, [19], proposed
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importance sampling combined with splitting techniques in the context of Gaussian models and Malliavin calculus. Some
examples using the likelihood ratio method are also discussed in [20].
Our approach in this paper is not based on any specific algorithm for rare event simulation but rather on novel
information theoretic bounds. These bounds allow us to define a new sensitivity index that is independent of the particular
event. Instead, the bounds hold for all rare events with probability above any fixed threshold. Specifically we utilize the
Re´nyi family of relative entropies (a.k.a. Re´nyi divergence)as a measure of uncertainty between probability distributions
and a new variational representation for risk-sensitive functionals in terms of Re´nyi relative entropy, derived by Atar et
al. [21], to obtain general bounds on the uncertainty quantification and sensitivity analysis of families of rare events.
We first introduce the main objects of interest, namely sensitivity indices for probabilities of rare events, and discuss
the challenges involved in their estimation. We then present the main result of the paper: bounds on the sensitivity indices
for the families of events whose probability is at least e−M , where M is any fixed rare event threshold. At this stage we
assume the degree of rarity is characterized by M but later on a large deviation parameter will be introduced in Section
7.
Gradient sensitivity indices for rare events. Let P θ be a family of probability measures parameterized by a vector
θ ∈ RK . We assume that P θ ≪ R where R is a reference measure and we denote by pθ = dP θdR the corresponding family
of densities. We also assume that the mapping θ 7→ pθ(x) satisfies suitable differentiability and integrability conditions
in order to interchange integration and differentiation. For a rare event A with 0 < P θ(A) ≪ 1 we define the sensitivity
index in the direction v ∈ RK by
Sθv(A) = v
T∇θ logP θ(A) = v
T∇θP θ(A)
P θ(A)
, (1)
which describes the relative change of the quantity of interest P θ(A) with respect to the parameter θ in the v direction.
One of the simplest ways to estimate the sensitivity index (1) is by considering finite difference approximations for
each partial derivative, i.e., considering all coordinate unit directions v = ei ∈ RK , i = 1, 2, ...,K:
Sθei(A) ≈
logP θ+ǫei(A) − logP θ(A)
ǫ
. (2)
However, the cost of implementing such an approximation can be prohibitive, given the cost of estimating the small
probabilities P θ+ǫei(A), i = 1, 2, ...,K. A variant of the likelihood ratio method can at least partially address this issue,
as we discuss next.
Likelihood ratio method for rare events. The gradient sensitivity for expected values of observables can be computed
using various methods, such as the likelihood ratio method and infinitesimal perturbation analysis, see e.g. [5]. While
these methods are in principle applicable to the problem of computing the rare event sensitivity index (1) (as we show
next in the context of likelihood ratio), they still require the use of some form of accelerated Monte Carlo simulation, for
example importance sampling [5], to (possibly) obtain acceptable performance when rare events are involved.
We define the score function for the parametric family P θ by
W θ(x) := ∇θ log pθ(x) , (3)
with the convention that W θ(x) = 0 if pθ(x) = 0. We also denote by P θ|A the probability P
θ conditioned on the event A,
i.e., P θ|A(dx) =
1
P θ(A)
χA(x)p
θ(x)R(dx), where χA is the indicator function.
Under suitable conditions to ensure the interchangeability between integrals and derivatives, the sensitivity index for
the rare event A given in (1) can be rewritten as
Sθv (A) =
vT∇θ
∫
A
pθdR
P θ(A)
=
vT
∫
A
W θdP θ
P θ(A)
= EP θ
|A
[
vTW θ
]
. (4)
An algorithm that estimates (4) by combining the likelihood ratio method with importance sampling through interacting
particles was recently developed in [20]. Both approaches, (2) and (4), are feasible only when an accelerated Monte Carlo
scheme appropriate to the particular event A has been designed. Therefore, sensitivity analysis methods for rare events
which would apply to a whole class of events A (or more generally expected values which are sensitive to rare events),
would be a more practical computational tool. One approach to this end is to derive upper and lower bounds for Sθv(A)
that can serve as new sensitivity indices. These are of course less accurate, but may be much easier to compute, and
can be used to identify those parameters for which greater accuracy is not needed. We show next that the well-known
Cramer-Rao type bounds are not useful for the sensitivity analysis of rare events.
Failure of Cramer-Rao type bounds. The sensitivity index for a regular, i.e., non-rare, observable has the form
∇θEP θ [f ] = EP θ [fW θ]. This can be easily bounded using the Cramer-Rao inequality, [22] i.e.,∣∣vT∇θEP θ [f ]∣∣ ≤ √VarP θ [f ]√vTF(P θ)v
2
where F(P θ) = EP θ [W θ(W θ)T ] is the Fisher information matrix. Applying the Cramer-Rao bound to a rare event A
yields
|Sθv(A)| =
1
P θ(A)
∣∣EP θ [χAvTW θ]∣∣ ≤
√
1− P θ(A)
P θ(A)
√
vTF(P θ)v . (5)
Unfortunately, this (naive) sensitivity bound is rather useless since it scales as P θ(A)−1/2. This can be very large for a
rare event A, while one expects the sensitivity index to be of order O(1).
Information-based sensitivity indices for rare events. In view of the difficulty of directly approximating (1), the
main contribution in this paper is to develop information-based bounds for the sensitivity indices defined in (1) that apply
to families of rare events. The bounds involve only a single risk-sensitive functional for the score function W θ. While this
quantity must be approximated, the bound does not require a different rare event sampler for each distinct rare event.
One of the main results proved in this paper is presented next, while complete technical assumptions on P θ are given in
Section 4.
Main result: Sensitivity bounds and a sensitivity index for rare events. For 0 < M <∞ let
A¯M = {A : P θ(A) = e−M} .
denote the sets, parametrized by the positive constant M , of all events which are equally probable (or rather equally rare if
M ≫ 0). Then, for any A ∈ A¯M we have
Iθv,−(M) ≤ Sθv(A) ≤ Iθv,+(M) , (6)
where
Iθv,±(M) := ± inf
α>0
{
Hθv (±α) +M
α
}
with Hθv (α) = logEP θ
[
eαv
TW θ
]
. (7)
(Note that Hθv (α) is the cumulant generating function for the score function W
θ defined in (3).) Furthermore, denoting
by P θα the exponential family of tilted measures
dP θα
dP θ
= eαv
TW θ−Hθv (α) ,
we have
Iθv,±(M) =
d
dα
Hθv (α)
∣∣∣
α=±α±
= EP θα±
[
vTW θ
]
. (8)
Here α± are determined by
R(P θ±α± ||P θ) =M ,
and R(Q ||P ) denotes the relative entropy of Q with respect to P . See Figure 1 for a graphical depiction of the character-
ization of α±.
The proposed rare event sensitivity indices (7) are bounds for the gradient-based indices (1). They do not require
a rare event sampler for each rare event A, as one readily sees in the definition of (7) or (8), and they apply to the
entire class A¯M of rare events, that is for the probability level sets for the parametric model P θ. Intuitively, Iθv,±(M)
balances between the rarity of the event as quantified by M and the cost to be paid in order to make the event less rare
as quantified by Hθv (α). Note also that, due to the monotonicity of (7) in M , the rare event sensitivity indices Iθ,±v (M)
actually characterize the sensitivity of the model P θ for each family
AM := {A : P θ(A) ≥ e−M} ,
i.e., all events which are less rare than the threshold e−M . In this sense, the bounds (6) present similar computational
advantages and trade-offs as other sensitivity bounds for typical observables (not rare event dependent), such as the
Crame´r-Rao information bounds, see (5). Namely they are less accurate than the exact gradient-based indices (1), but
they can be used to determine insensitive parameters and directions v, without requiring recalculation for different events
A. We present a simple demonstration of such an insensitivity analysis based on the bounds (6) in the last example of
Section 6.
Additionally, in ordinary Cramer-Rao bounds, the sensitivity of the parametric model is encoded into the Fisher
information matrix (the variance of the score function), for rare event the cumulant generating function of the score
function plays a central role. Since the cumulant generating function controls rare events (as in Cramer’s Theorem) our
bounds show that the rare events associated to the score function control the sensitivity of all rare events. The question
of the tightness of the sensitivity bounds will be addressed in [23], which discusses the UQ and sensitivity analysis for
more general risk-sensitive functionals.
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For a practical implementation of the bound one can use concentration equalities [24] in a similar manner to UQ
bounds for regular observables, [25], and obtain easily computable but less accurate bounds, see Section 5. As the bound
involves the moment generating function of the score function, the rare event simulation techniques mentioned at the
beginning of the introduction could also in principle be used to solve the optimization problem in the sensitivity indices.
We plan to revisit this issue in a follow-up publication.
The paper is organized as follows. In Section 2 we begin with the study of an optimization problem which appears
several times throughout the paper and then proceed with the definition and the properties of the Re´nyi divergence. In
Section 3 we derive our main UQ bounds based on the Re´nyi divergence optimized over its parameter. We then derive in
Section 4 information inequalities for the sensitivity indices. In Section 5 we discuss the practical implementation of the
sensitivity indices for rare events, via concentration inequalities or via numerical estimation. We illustrate our results on
several distributions from the exponential family in Section 6, and in Section 7, we present sensitivity bounds for large
deviation rate functions.
2 Mathematical Preliminaries
2.1 An optimization problem
In order to obtain optimal UQ bounds we have to consider a certain optimization problem involving cumulant generating
functions. We note that a bound function with similar structure has been derived and studied recently in [26, 27, 28], and
we slightly generalize and reformulate those results in this section.
Let X be a Polish space, B(X ) the associated Borel σ-algebra and denote by P(X ) the set of all probability measures
on (X ,B(X )). Given a probability measure P ∈ P(X ) and a measurable function g : X → R consider the moment
generating function EP [e
αg] with α ∈ R. We will assume that g is such that the moment generating function is finite in
a neighborhood of the origin and denote the space of such functions by E .
Definition 1. A measurable function g : X → R belongs to the set E if and only if there exists α0 > 0 such that
EP [e
±α0g] <∞ .
If g ∈ E then as is well known g has finite moments of all orders, see also the discussion Appendix A.
Definition 2. Given P ∈ P(X ) and g ∈ E the cumulant generating function of g is given by
H(α) := logEP [e
αg] .
A family of probability measures naturally associated to H(α) is the exponential family Pα given by
dPα
dP
= eαg−H(α) ,
which is well-defined if H(α) <∞.
In Appendix A, we summarize various useful properties of cumulant generating functions. These will be needed to
study the following minimization problems, which arise in the definition of the sensitivity indices introduced in Section 1.
Proposition 3. Let P ∈ P(X ) and g ∈ E with g not a constant P -a.s. Suppose (d−, d+) is the largest open set such that
H(α) <∞ for all α ∈ (d−, d+).
1. For any M ≥ 0 the optimization problems
inf
α>0
H(±α) +M
α
have unique minimizers α± ∈ [0,±d±]. Let M± be defined by
M± = lim
αր±d±
±αH ′(±α)−H(±α) .
Then the minimizers α± = α±(M) are finite for M < M± and α±(M) = ±d± if M ≥M±.
2. If α±(M) < ±d± then
H(±α±) +M
α±
= inf
α>0
H(±α) +M
α
= ±H ′(±α±) = ±EP±α± [g] , (9)
where α±(M) is strictly increasing in M and is determined by the equation
R (P±α± ||P ) =M . (10)
4
3. M± is finite in two distinct cases.
(a) If ±d± <∞ (in which case g is unbounded above/below) M± is finite if limα→±d± H(±α) := H(d±) <∞ and
limα→±d± ±H ′(±α) := ±H ′(d±) <∞, and for M ≥M± we have
inf
α>0
H(±α) +M
α
=
H(d±) +M
±d± = ±EPd± [g] +
M −M+
±d± . (11)
(b) If ±d± =∞ and M± is finite then g is P -a.s. bounded above/below and for M ≥M± we have
inf
α>0
H(±α) +M
α
= ess supx∈X{±g(x)} . (12)
Proof. The proof of Proposition 3 can be found in Appendix A. A geometric depiction of the Proposition when M < M±
is shown in Figure 1(a).
α
α+
−α− H
′(α+)
H ′(−α−)
(a)
H(α)+M
α
H ′(α)
δ
M = R(P±α± ||P )
H ′(α+)H
′(−α−)
(b)
L(δ)
Figure 1: (a) Graphical representation of (9) which depicts the relation between the minimum of (H(α)+M)/α (solid line)
and the derivative of cumulant generating function, H ′(α) (dashed line). Using the fact that infα>0(H(−α) +M)/α =
− supα<0(H(α) +M)/α, we display the relation for α− at the third quadrant. Note that both minimizers are attained
at the intersections of the two curves, however, the two branches are generally not symmetric resulting in different values
(i.e., α+ 6= α−). (b) Graphical representation of Remark 4 which relates the optimal values of (H(α) +M)/α with the
Legendre transform of the cumulant generating function. For demonstration clarity, we assume that E[g] = 0 so that
L(δ) ≥ 0 and L(δ) = 0 if and only if δ = 0.
Unless the random variable g is symmetric, in general the two optimization problems are not related to each other
since they involve the cumulant generating function for α > 0 and α < 0 respectively.
Remark 4. An alternative characterization of the minimizers uses the Legendre-Fenchel transform of H(α),
L(δ) = sup
α∈R
{αδ −H(α)},
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which is a convex function with a mimimum equal to 0 that is attained at EP [g]. The optimality condition (10) for α±
can be written, equivalently, as
M = L(±δ±) where δ± = ±H ′(±α±).
Thus the set of values of M for which a finite minimizer exists corresponds to the possible level sets for L(δ) (the rate
function in Cramer’s theorem [29]), provided L(δ) is strictly convex.
If the function g is centered, i.e., EP [g] = 0, then when M = 0 the minimizers are α± = 0 and we can expand α± as
a Taylor series in the variable
√
M as the following proposition shows, which was proved in [28, Lemma 2.10] and will be
useful for non-rare events.
Proposition 5 (Linearization). If g ∈ E with EP [g] = 0 then we have
inf
α>0
H(±α) +M
α
=
√
2VarP (g)M +O(M) .
2.2 Re´nyi divergence, relative entropy, and a variational principle
In this section, we discuss the concepts of Re´nyi divergence and associated variational representations and duality
formulas. These tools provide the mathematical foundations for the uncertainty quantification and sensitivity analysis
methods introduced in the subsequent sections.
Given P,Q ∈ P(X ), we pick a reference measure R ∈ P(X ), such that P ≪ R and Q≪ R (i.e., P and Q are absolutely
continuous with respect to R). Denote by p = dPdR (resp. q =
dQ
dR ) the Radon-Nikodym derivative of P (resp. Q) with
respect to the reference measure R. Then, for α > 0, α 6= 1, the Re´nyi divergence of degree α of Q with respect to P is
defined by (cf. [30, 21])
Rα (Q ||P ) :=
{
1
α(α−1) log
∫
pq>0
(
q
p
)α
dP if Q≪ P or α < 1
+∞ otherwise
,
and is independent of the choice of the reference measure R. Another common definition of Re´nyi divergence utilizes the
factor 1α−1 (cf. [31, 32, 33]) instead of
1
α(α−1) . When P and Q are mutually absolutely continuous, Re´nyi divergence can
be written without reference to a reference measure as
Rα (Q ||P ) = 1
α(α − 1) logEP
[(
dQ
dP
)α]
=
1
α(α− 1) logEP
[
exp
{
α log
dQ
dP
}]
, (13)
where the rightmost expression reveals that Re´nyi divergence is proportional to the cumulant (or log-moment) generating
function for the logarithm of the Radon-Nikodym derivative (i.e., log dQdP ). The definition of Re´nyi divergence is extended
to α = 1 by letting Rα (Q ||P ) = R (Q ||P ), where R (Q ||P ) is the relative entropy (or Kullback-Leibler divergence)
defined by
R (Q ||P ) :=
{ ∫
pq>0
q
p log
q
pdP if Q≪ P
+∞ otherwise ,
and we have limα→1Rα (Q ||P ) = R (Q ||P ). In view of (13) we can also extend Rα (Q ||P ) to negative values of α if Q
and P are mutually absolutely continuous. Due to our convention for the definition of Rα (Q ||P ) we have the symmetry
Rα (Q ||P ) = R1−α (P ||Q) and thus, in particular, R0 (Q ||P ) = R (P ||Q). Further properties of the Re´nyi divergence
can be found for example in [34, 32, 33].
A variational formula in terms of Re´nyi divergence, recently derived in [26, Theorem 2.1], will play a central role in
this paper.
Theorem 6 (Variational representation involving Re´nyi divergence). Let β, γ ∈ R \ {0} with β < γ and let P ∈ P(X ).
For any bounded and measurable f : X → R we have
1
β
logEQ[e
βf ] = inf
P∈P(X )
{
1
γ
logEP [e
γf ] +
1
γ − βR γγ−β (Q ||P )
}
, (14)
1
γ
logEQ[e
γf ] = sup
P∈P(X )
{
1
β
logEP [e
βf ]− 1
γ − βR γγ−β (P ||Q)
}
. (15)
Remark 7. The variational representation formula (15) is a generalization of the Donsker-Varadhan variational formula
involving relative entropy (also know as the Gibbs variational principle) [35, 36]. Indeed taking γ = 1 and β → 0 in (15)
we obtain the well-known formula
logEQ[e
f ] = sup
P∈P(X )
{EP [f ]−R (P ||Q)} . (16)
Note that the variational formula (16) serves as the basis of the UQ theory for typical events developed in [26, 28, 37, 25].
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3 UQ Bounds for Rare Events
Let P,Q ∈ P(X ) and g : X → R be a measurable function. It is convenient to think of Q as the “true” probabilistic
model and of P as a “nominal” or “reference” model. By Theorem 6, equation (14), we have the upper bound
1
β
logEQ
[
eβg
] ≤ 1
γ
logEP
[
eγg
]
+
1
γ − βR γγ−β (Q ||P ) , (17)
which constitutes an upper bound for risk-sensitive observables (i.e., where tail events matter). The upper bound consists
of two terms; one being an estimate of the risk-sensitive observable under the “nominal” model and the second term being
the cost to be paid for the substitution of the “true” model, here, quantified by the Re´nyi divergence.
By taking the limit β → 0, it formally holds that
EQ[g] ≤ 1
γ
logEP
[
eγg
]
+
1
γ
R (Q ||P ) , (18)
which is an upper bound for typical (i.e., not risk-sensitive) observables. This upper bound (18) was the starting point
for deriving UQ and sensitivity bounds for typical observables in [26, 27, 28, 37, 25]. Here we derive respective bounds
for log-probabilities of rare events, which form a particular class of risk-sensitive observables. In other words, we are
interested in bounding quantities of the form logQ(A)− logP (A). The following theorem summarizes the UQ bounds for
rare events.
Theorem 8. (a) Fix P,Q ∈ P(X ) and let A ∈ B(X ) be such that P (A) > 0 and Q(A) > 0. Then
sup
α>0
{
−(α+ 1)Rα+1 (P ||Q) + 1
α
logP (A)
}
≤ logQ(A)− logP (A) ≤ inf
α>0
{
αRα+1 (Q ||P )− 1
α+ 1
logP (A)
}
. (19)
(b) If P and Q are mutually absolutely continuous, then (19) can be rewritten as
− inf
α>0


logEP
[(
dQ
dP
)−α]
− logP (A)
α

 ≤ logQ(A)− logP (A) ≤ infα>1


logEP
[(
dQ
dP
)α]
− logP (A)
α

 . (20)
Proof. (a) We first prove the upper bound. By setting β = α and γ = α+ 1 in (17), we get
1
α
logEQ[e
αg] ≤ 1
α+ 1
logEP [e
(α+1)g] +Rα+1 (Q ||P ) .
By taking α > 0 and considering g = 0 on A, g = −M on Ac and then sending M →∞, the above inequality becomes
1
α
logQ(A) ≤ 1
α+ 1
logP (A) +Rα+1 (Q ||P ) .
Multiplying with α and subtracting logP (A), we have
logQ(A)− logP (A) ≤ αRα+1 (Q ||P )− 1
α+ 1
logP (A) .
Since this holds for all α > 0, the upper bound in (19) is proved. For the lower bound, we reverse Q and P in (17) and
proceed as in the upper bound.
(b) Substituting the Re´nyi formula (13) in (19), we get
sup
α>0
{
−
1
α
logEQ
[(
dP
dQ
)α+1]
+
1
α
logP (A)
}
≤ logQ(A)− logP (A) ≤ inf
α>0
{
1
α+ 1
logEP
[(
dQ
dP
)α+1]
−
1
α+ 1
logP (A)
}
.
Equivalently,
sup
α>0
{
−
1
α
logEP
[(
dP
dQ
)α]
+
1
α
logP (A)
}
≤ logQ(A)− logP (A) ≤ inf
α>1
{
1
α
logEP
[(
dQ
dP
)α]
−
1
α
logP (A)
}
.
which is exactly (20).
We turn next to determining the optimal α in (20) using the results from Section 2.1. We select the function g =
log dQdP ∈ E , whose cumulant generating function is
H(α) = logEP [e
α log dQ
dP ] . (21)
As is readily apparent from the bound (20), in order to obtain non-trivial upper and lower bounds we should assume
H(α) is finite in an open neighborhood of the interval [0, 1]. If we assume this then the function H(α) has the following
elementary properties:
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1. H(0) = H(1) = 0.
2. H ′(0) = −R (P ||Q), H ′(1) = R (Q ||P ).
3. More generally for any α we have
H ′(α) = EPα
[
log
dQ
dP
]
= R (Pα ||P )−R (Pα ||Q) , (22)
where Pα is the exponential family given by
dPα
dR
=
qαp1−α∫
qαp1−αdR
. (23)
The family Pα interpolates between P and Q since P0 = P and P1 = Q.
Using these properties, as well as Proposition 3 we obtain the following, explicit UQ bounds for all rare events A such
that − logP (A) = M .
Theorem 9 (UQ bounds for rare events). Let P,Q ∈ P(X ) be mutually absolutely continuous and assume that H(α)
given in (21) is finite for α in a neighborhood of [0, 1]. Let M±, 0 < M± ≤ ∞, be the constants given in Proposition 3
(with g = log dQdP ). For any A ∈ B(X ) with P (A) = e−M > 0 with M ≤M± we have
−R (P−α− ||Q) ≤ logQ(A) ≤
{
0 if M < R(Q ||P )
−R (Pα+ ||Q) if M ≥ R(Q ||P ) . (24)
where α± = α±(M) are the (unique) solutions of
R (P±α± ||P ) = M = − logP (A) . (25)
Proof. With H(α) given in (21) and setting M = − logP (A), part (b) of Theorem 8 is rewritten as
− inf
α>0
{
H(−α) +M
α
}
≤ logQ(A) +M ≤ inf
α>1
{
H(α) +M
α
}
. (26)
The lower bound is then an immediate consequence of Proposition 3 together with (22) and (25).
However, the upper bound involves a modified calculation since the infimum is taken only over α > 1. We first note
that the corresponding minimization of the quantity
B(α;M) =
H(α) +M
α
, (27)
arising also in the proof of Proposition 3, e.g. (62), separates into two distinct cases. Indeed, for any α > 1 we have
B′(α;M) =
αH ′(α) −H(α)−M
α2
>
1 ·H ′(1)−H(1)−M
α2
=
R (Q ||P )−M
α2
, (28)
using the Properties 1-3 above for H(α) and the fact that αH ′(α) −H(α) is a strictly increasing function of α in [0,∞).
First, (28) implies that if
R (Q ||P ) > M = − logP (A) , (29)
then B(α;M) is strictly increasing in α, hence the infimum on the upper bound of (26) occurs at α = 1. In this case,
using that H(1) = 0, we obtain that
inf
α>1
{
H(α) +M
α
}
= M . (30)
On the other hand, if we have
R (Q ||P ) ≤M = − logP (A) , (31)
then B(α;M) has a unique minimum, and the minimizer (equivalently, the minimizer of the upper bound of (26)) occurs
at the unique finite root α+ = α+(M) > 1, namely
inf
α>1
{
H(α) +M
α
}
= H ′(α+) =M −R(Pα+ ||Q) . (32)
We now combine (30) and (32) with the upper bound of (26) to obtain (24).
Note that the upper bound in (24) is not discontinuous in M since for M = R(P ||Q), α+ = 1 and by Property 3 we
have that P1 = Q; thus R(Pα+ ||Q) = R(Q ||Q) = 0.
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Remark 10. We obtain the trivial bound logQ(A) ≤ 0 in Theorem 9 when the true measure Q is (relatively) too far from
the reference model P . This relative “distance” (see (29) and (31)) is quantified by the ratio R(Q ||P )− logP (A) which is required
to be less than 1 to obtain an informative upper bound in (24).
Remark 11. We can interpret the condition for α± in (25) by noting that the measure P conditioned on the rare event
A, P|A satisfies R
(
P|A ||P
)
= − logP (A) . Theorem 9 states that one should find the proper mixtures of P and Q (as
described by P±α±) so that R
(
P±α± ||P
)
= R (P|A ||P ). The bounds for − logQ(A) are then simply R (P±α± ||Q).
Finally, we note that a much cruder UQ bound than (19) can be obtained by considering the upper lower bounds
obtained by taking α =∞ in (19). Indeed, we can consider the alternative definition of Re´nyi divergence [33]
Dα(Q||P ) = αRα(Q||P ) ,
and accordingly rewrite (19) for Dα(Q||P ). Noting that
D∞(Q||P ) = sup
x∈X
log
dQ
dP
,
also referred as worst-case regret, [33], we can bound (19) from above and below by selecting α = ∞. This substitution
obviously yields a less sharp version of (19), namely the (trivial) bound
inf
x∈X
log
dQ
dP
= −D∞ (P ||Q) ≤ logQ(A)− logP (A) ≤ D∞ (Q ||P ) = sup
x∈X
log
dQ
dP
, (33)
Note that this bound is valid if M± <∞ and M > M±, as long as log dQdP is bounded from above/below.
4 Sensitivity Indices for Rare Events
In this section we consider a parametric family of probability measures P θ ∈ P(X ) with θ ∈ RK and we assume
P θ ≪ R, where R is a reference measure in P (X ) and with density pθ = dP θdR . We further assume that the mapping
θ 7→ pθ(x) is twice differentiable with respect to θ for all x ∈ X together with a suitable integrability condition on
log pθ(x) to allow the interchange of integral and derivatives. The sensitivity index for a rare event A ∈ B(X ) (with
P (A) > 0) in the direction v ∈ RK is then given by
Sθv(A) := lim
ǫ→0
logP θ+ǫv(A)− logP θ(A)
ǫ
= EP θ
|A
[vTW θ] =
EP θ [χAv
TW θ]
P (A)
, (34)
where W θ = ∇θ log pθ is the score of the probability measure P θ, see also (4).
Here, we derive computationally tractable bounds on the sensitivity indices Sθv(A) and corresponding new rare event
sensitivity indices Iθv,±, starting from the UQ bounds presented in Section 3.
By considering the measures Q = P θ+ǫv and P = P θ we have that log dP
θ+ǫv
dP θ
= O(ǫ) and thus it is natural to rescale
the parameter α according to
α =
α0
ǫ
. (35)
Taking ǫ→ 0 we obtain a non-trivial bound for the sensitivity indices as the following Theorem shows. Next, in order to
state our results we require the cumulant generating function for the score function W θ defined in (3):
Hθv (α) = logEP θ
[
eαv
TW θ
]
.
This cumulant generating function has the following elementary properties:
1. (Hθv )
′(0) = EP θ [vTW θ] = 0.
2. (Hθv )
′′(0) = vTEP θ [W θ(W θ)T ]v = vTF(P θ)v where F(P θ) denotes the Fisher information matrix for the parametric
family P θ.
3. More generally we have
(Hθv )
′(α) = EP θα [v
TW θ] ,
where P θα is the exponential family with
dP θα
dP θ
= eαv
TW θ−Hθv (α) .
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Theorem 12. Assume that the mapping θ 7→ pθ(x) is C2 for all x ∈ X and that for each α0 > 0 there exists δ > 0 such
that
EP θ
[
eα0v
T∇θ log pθ+α0 δ2 sup|θ−θ′|<δ |vT∇2θ log pθ
′
v|
]
<∞ .
Then
− inf
α>0
{
Hθv (−α)− logP θ(A)
α
}
≤ Sθv(A) ≤ inf
α>0
{
Hθv (α) − logP θ(A)
α
}
. (36)
Proof. Rewriting (20) for P θ+ǫv and P θ and substituting α from (35), we get the upper bound
logP θ+ǫv(A)− logP θ(A) ≤


logEP θ
[
e
α0
ǫ (log p
θ+ǫv−log pθ)
]
− logP θ(A)
α0/ǫ

 ,
valid for all α0 > ǫ. Dividing by ǫ, sending ǫ→ 0, and then infimizing on α0, we get
lim
ǫ→0
1
ǫ
(
logP θ+ǫv(A) − logP θ(A)) ≤ inf
α0>0


limǫ→0 logEP θ
[
e
α0
ǫ (log p
θ+ǫv−log pθ)
]
− logP θ(A)
α0

 .
In order to complete the proof of the upper bound we have to interchange between the limit and the integral. This is
justified by the dominated convergence theorem since we have from Taylor’s theorem that
eα0
1
ǫ (log p
θ+ǫv−log pθ) = eα0
(
vT∇θ log pθ+ ǫ2vT∇2θ log pθ
′
v
)
≤ eα0
(
vT∇θ log pθ+ δ2 sup|θ−θ′|<δ |vT∇2θ log pθ
′
v|
)
for some θ′ in the interval defined by the points θ and θ + ǫv and for ǫ < δ. Therefore,
Sθv(A) ≤ inf
α0>0
logEP θ
[
eα0v
T∇θ log pθ
]
− logP θ(A)
α0
which establishes the upper bound in (36). The lower bound in (36) is proved similarly.
Using (9) and (10) from Proposition 3 to evaluate the infimum in (36), we obtain a representation of the bounds.
Theorem 13 (Sensitivity indices for rare events). Under the same assumptions as in Theorem 12 consider the family
AM = {A : P θ(A) ≥ e−M}
of all events A which are less rare than a specified threshold e−M . Then there exists M± such that for M < M± and any
A ∈ AM we have
Iθv,−(M) ≤ Sθv(A) ≤ Iθv,+(M) , (37)
where
Iθv,±(M) := ± inf
α>0
{
Hθv (±α) +M
α
}
= EP θ±α±
[
vTW θ
]
(38)
and α± are determined by
R(P θ±α± ||P θ) =M .
Similarly to Theorem 13, the rare event sensitivity indices Iθv,±(M) characterize the sensitivity of the model P θ for
each M -level set A¯M := {A : logP θ(A) = −M}, i.e. corresponding to all events which are equally rare and characterized
by M .
The new sensitivity indices defined in (38) are in general less sharp than the gradient-based indices Sθv (A) in (34),
due to the inequalities (37). However, they do not require a rare event sampler for each rare event A, as one readily
sees by comparing (4) to (38). In fact the indices Iθv,±(M) are identical for the entire classes of rare events in AM or in
A¯M . In this sense, they present similar computational advantages and trade-offs as other sensitivity indices for typical
observables (not rare event-dependent), such as Fisher information bounds, [28]; in particular, they are less sharp but
can be used to efficiently screen out insensitive parameters in directions v in parameter space, i.e directions v where
Iθv,±(M) = EP θ±α±
[
vTW θ
] ≈ 0; we refer for such sensitivity screening results to [38], at least for typical events and
observables.
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5 Bounds and Approximations for the Rare Event Sensitivity Indices
The upper and lower bounds in Theorem 12 and the representation of the sensitivity indices in Theorem 13 suggest at
least two approaches to practically implement the indices Iθv,±(M). The first one is based on concentration inequalities,
while the second one relies on the direct statistical and numerical estimation of the indices Iθv,±(M). We next discuss the
first approach.
Concentration Inequalities. Concentration inequalities, i.e., explicit bounds of the probability of tail events, are often
obtained via a Chernoff bound by using computable upper bounds on the cumulant generating function of the random
variable. Such upper bounds typically involve only a few features of the underlying random variable such as mean,
variance, bounds, higher moments, and so on, see for instance [24].
Here we can naturally use such inequalities to provide simplified and computable bounds for the variational formula
for the sensitivity index, namely
Iθv,±(M) := ± inf
α>0
{
Hθv (±α) +M
α
}
,
by bounding the cumulant generating function of the score function Hθv (α) = logEP θ
[
eαv
TW θ
]
. We provide two such
examples, by making the assumption that the score function is bounded. One can prove similar results in the same spirit
by using different assumptions on the tail behavior of the score function, e.g. if we assume that the score vTW θ is a
sub-Gaussian or a sub-Poissonian random variable [24].
A similar use of various concentration inequalities in order to obtain computable uncertainty quantification bounds for
ordinary observables was proposed recently in [25].
Theorem 14 (Bernstein sensitivity bounds for rare events). We consider the same assumptions as in Theorem 12; we
further assume
sup
x∈X
vTW θ(x) ≤ bv
for some bv > 0. Furthermore, let
F(P θ) = EP θ [W θ(W θ)T ]
be the Fisher information matrix for the parametric family P θ. Then, we have the following two bounds on the cumulant
generating function of the score function (3), Hθv (α), and the sensitivity index Iθv,+(M):
(a) For all α > 0 we have the concentration inequality:
Hθv (α) = logEP θ
[
eαv
TW θ
]
≤ v
TF(P θ)v
b2v
φ(bvα) , (39)
where φ(x) = ex − x− 1.
(b) Using the notation of Theorem 13, we have for all M < M± :
Iθv,+(M) ≤ bvM +
√
2vTF(P θ)vM . (40)
Proof. (a) Follows immediately from Theorem 2.9 in [24] by noting that EP θW
θ = 0, and therefore we have that
VarP θ (v
TW θ) = vTEP θ [W
θ(W θ)T ]v = vTF(P θ)v.
(b) First we note that φ(x) ≤ x22(1−x) , for 0 ≤ x < 1. Therefore, part (a) implies that
Iθv,+(M) := inf
α>0
{
Hθv (α) +M
α
}
≤ inf
0<bvα<1
{
vTF(P θ)v α
2
2(1− bvα) +
M
α
}
. (41)
We next change variables to c = (bvα)
−1 > 1, and then it is easy to show that the minimum occurs at c∗ = 1 +
b−1
√
vTF(P θ)v
2M . We conclude by substituting into the right hand side of (41).
Remark 15 (A Bennett sensitivity bound for rare events). A much tighter concentration inequality than (39) is given by
the Bennett inequality in [29], Lemma 2.4.1; see also Figure 2. Here, using again that EP θW
θ = 0 and VarP θ (v
TW θ) =
vTF(P θ)v, we have that
Hθv (α) = logEP θ
[
eαv
TW θ
]
≤ log
(
bv
2
bv
2 + σ2v
exp(−ασ2v/bv) +
σ2v
bv
2 + σ2v
exp(αbv)
)
, (42)
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for all α ≥ 0 and where σ2v is any upper bound of VarP θ (vTW θ) = vTF(P θ)v. Therefore, we can pick
σ2v := v
TF(P θ)v and bv := sup
x∈X
vTW θ(x) .
Then, the corresponding bound on Iθv,+(M) is not analytically tractable, however the resulting variational representation
is one dimensional and is trivial to find the optimal solution numerically:
Iθv,+(M) ≤ inf
α>0
{
1
α
log
(
bv
2
bv
2 + σ2v
exp(−ασ2v/bv) +
σ2v
bv
2 + σ2v
exp(αbv)
)
+
M
α
}
. (43)
M
0 0.5 1 1.5 2 2.5 3 3.5 4
Bo
un
d
0
2
4
6
8
10
12
14
16
18
Bernstein
Bennett
0 0.5 1
0
1
2
3
4
5
Figure 2: Bernstein (solid) (40) and Bennett (dashed) (43) concentration inequality bounds for fixed values of bv and σv.
The Bennett inequality is sharper and in fact it is also tight at M =∞ where its asymptotic limit is bv ≥ EP θ±α±
[
vTW θ
]
.
The inset plot zooms in near the origin where the event is not so rare and the bounds have a behaviour close to the
linearized bound (dots) (45).
Remark 16 (Linearized bounds). If an event A is not rare, i.e. P θ(A) ≈ 1 or − logP θ(A) ≈ 0, the calculation of
the sensitivity indices Iθv,±(M) is fairly trivial. Indeed, we can expand the sensitivity index (38) in a power series in√− logP θ(A), if we assume that
M = − logP θ(A)≪ 1 . (44)
Then the sensitivity index in the bound (37) is approximated as
Iθv,±(M) = ±
√
2vTF(P θ)vM +O(M) , (45)
where F(P θ) is again the Fisher information matrix for the parametric family P θ. The expansion (45) follows from the
observation that EP θ [∇θ log pθ] = 0 and a direct application of Proposition 5 together with the formula for (Hθv )′′(0) =
vTF(P θ)v. We also note that the Fisher information matrix arises when sensitivity bounds for ordinary observables are
linearized [28, Theorem 2.14]. However, in order to get the bound in (45) two linearizations were performed here; one
capturing the closeness between P θ+ǫv and P θ and another capturing that the event is actually not rare. Interestingly,
the linearization (45) is also identical to the dominant term in the Bernstein bound (40) for small M = − logP θ(A), i.e.
when
M <
2vTF(P θ)v
bv
.
Remark 17. Although the bounds (40) and (43) are less tight than the index Iθv,+(M), they are much easier to estimate
than Iθv,+(M) since they only involve the sampling of the Fisher information matrix F(P θ), whose calculation does not
entail rare event sampling. Finally, the sensitivity bounds (40) and (43) hold for anyM and they are not just asymptotically
true in M , unlike the linearization (45) that requires (44), and in addition has an uncontrolled higher order error term
O(M).
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Direct statistical estimation methods for Iθv,±(M). The two representations of the sensitivity indices (38) in The-
orem 13, either as a variational problem, or using the Kullback-Leibler divergence suggest at least two approaches to
estimate the indices Iθv,±(M) using direct numerical simulation.
First, since the optimization problem in the variational representation in (38) is one dimensional, it is fairly trivial
to solve numerically, hence the main roadblock is the estimation of the cumulant generating function Hθv (±α). Existing
numerical methods to tackle either one of these problems already exist in the literature. For instance, for the calculation of
moment and cumulant generation functions can be performed using interacting particle systems methods [8, 9] or splitting
techniques [10, 11, 12, 13].
Using the alternative representation (38) of the minimizer Iθv,±(M), namely,
Iθv,±(M) = EP θ±α±
[
vTW θ
]
. (46)
demonstrates the need to sample from the tilted measures P θ±α± , which in turn is also intimately related problem to
estimating the cumulant generating function Hθv (±α). When ±α± is fairly close to zero, the sampling distribution P θ±α±
in (46) is a perturbation of P θ; in this case the Free Energy Perturbation method, see [39] Section 2.4.1, can be used to
simulate efficiently Iθv,±(M). However, by Proposition 3, α±(M) is increasing inM and thus whenM = − logP θ(A) grows,
α± in (46) can be large, see also the examples in Figure 2. In this case P θ±α± in (46) is not necessarily a perturbation of
P θ. Multilevel Monte Carlo techniques such as chaining methods, see Section 11.6 in [40], or Thermodynamic Integration,
as in Section 3.1 in [39], or the RESTART method [13] could in principle be used in the calculation of the indices (38).
These issues are outside of the scope of this paper and we plan to return to this topic and related implementations of
the sensitivity indices in a follow-up publication.
6 Examples
Exponential family of distributions. It is instructive to consider the example of exponential families, that is, the
family of measures with densities pθ(x) given by
pθ(x) = eθ
T t(x)−F (θ) .
where t(x) is the vector of sufficient statistics and F (θ) = logER[e
θT t]. The score function is then given by
W θ(x) = ∇θ log pθ(x) = t(x)−∇F (θ) = t(x) − EP θ [t] ,
and the cumulant generating function is given by
Hθv (α) : = logEP θ [exp{αvT∇ log pθ}]
= log
∫
exp
{
αvT (t(x) −∇F (θ))} exp{θT t(x)− F (θ)}R(dx)
= log
∫
exp
{
(αv + θ)T t(x)− (F (θ) + αvT∇F (θ))}R(dx)
= F (αv + θ)− F (θ)− αvTEP θ [t] = F (αv + θ)− F (θ)− αvT∇F (θ) .
It is worth noting that the cumulant generating function is the Bregman divergence, [33], associated with F at points
αv+θ and θ. This is an explicit quantification of the cost to be paid for tilting the distribution in order to make the event
less rare. Additionally, the tilted measure P θα has density
dP θα
dR
= exp{αvT (t(x) − EP θ [t])−Hθv (α) + θT t(x)− F (θ)} = exp{(θ + αv)T t(x)− F (θ + αv)} = pθ+αv
and thus P θα = P
θ+αv also belongs to the same exponential family. Finally the optimal α± are the solutions of the equation
logP (A) = −R (P θ+αv ||P θ) = F (θ + αv) − F (θ) + αvT∇F (θ + αv) ,
and the sensitivity bounds and corresponding indices Iθv,±(M) in Theorem 13 take the form
Iθv,−(M) = EP θ−α−v
[
vT t
]− EP θ [vT t] ≤ Sθv(A) ≤ EP θ+α+v [vT t]− EP θ [vT t] = Iθv,+(M) , (47)
i.e., they are expressed as the difference between the mean sufficient statistics under the optimally tilted distributions and
the mean sufficient statistics under the original distribution.
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Finally, many exponential families have explicit formulas for the cumulant generating function of the sufficient statistic.
Thus, the sensitivity bounds as well as the two characterizations of the optimal values α± can be visualized. Figures 3(a)–
3(d) show the upper bound function, (H(α) + M)/α, with H(α) := Hθv (α) as well as the derivative of the cumulant
generating function for various distributions and various values of M . The minimizer of the upper bound, α+, can be
geometrically characterized as the intersection of the upper bound function and H ′(α). Similar plots are obtained for the
lower bound.
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(a) Gaussian distribution with θ being the mean value over
the variance. The density of Gaussian distribution is given
by pθ(x) = eθx−F (θ) where F (θ) = 1
2
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the variance.
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Figure 3: Graphical representation of the upper bound function, (H(α)+M)/α, and the derivative of cumulant generating
function, H ′(α), for different members of the exponential family of distributions and various values of M . We assume the
positive direction (i.e., v = 1) thus H(α) := Hθv (α) = F (θ + α) − F (θ) − αF ′(θ). The minimizer of the upper bound,
α+ = α+(M), is depicted as a black dot. Despite having a unique minimum, the shape of the bound function varies
significantly across the distributions.
Normal distribution. We next consider the specific case of a normal distribution and demonstrate that the sensitivity
bounds are easier to implement than the sampling of the rare event and the corresponding likelihood ratio method for
rare events, discussed in Section 1. In this case we can consider the tail events such like A = {X > L} or any other rare
event A characterized by the parameter M ,
M ≥ − logP θ(A) , where P θ = N (µ, σ2) ,
as well as the corresponding sensitivity index (4):
Sθv(A) = EP θ
|A
vTW θ = EP θ
|A
[vT t(x)]− EP θ [vT t] . (48)
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On the other hand, we consider the bounds (47), where the optimal values of ±α± are given by the explicitely solvable
equation
R
(
P θ±α± ||P θ
)
= M . (49)
In fact, using the notation of the exponential family we have that
P θ = eθ
T t(x)−F (θ) = N (µ, σ2) , where t(x) = (x, x2/2) , θ = (θ1, θ2) = (µ/σ2,−σ−2) .
Furthermore, for any unit vector v = (v1, v2),
W θ(x) = (x− µ, x2/2− (σ2 + µ2)/2) , and vTW θ(x) = v1(x− µ) + v2
(
x2/2− (σ2 + µ2)/2)) .
Next we define the corresponding tilted distributions
P θα = P
θ+αv = N
(
µ+ ασ2v1
1 − ασ2v2 ,
σ2
1− ασ2v2
)
. (50)
Using the normality of the distributions P θα and P
θ we have:
R (P θα ||P θ) = 12
[
1
1− ασ2v2 − 1 + log(1− ασ
2v2) + α
2σ2
(
v1 + µv2
1− ασ2v2
)]
.
For instance, we can consider the solution of (49) in the case v = (1, 0). Then we obtain that α± =
√
2M + 1/σ and by
replacing it in (50) we have the tilted distributions for upper and lower bounds in (47)
P θ±α± = N
(
µ± σ√2M + 1 , σ2
)
.
Furthermore the bounds and the corresponding sensitivity indices in (47)–where Sθv (A) is given by (48)–take the following
simple form:
Iθv,±(M) = ±σ
√
2M + 1 . (51)
It is worth noting that the upper and lower bounds Iθv,±(M) do not involve the sampling of each specific rare event A as
required by (48).
Finally, this example provides a demonstration of a parameter insensitivity analysis based on the upper and lower
bounds Iθv,±(M) in Theorem 13. Specifically, if σ
√
2M + 1≪ 1 in (51), then we readily obtain from Theorem 13 that the
probability of the rare event A is insensitive with respect to the parameter θ1 = µ/σ
2. This insensitivity is quantified by
the indices in (51) without having to calculate explicitly the gradient of logP θ(A) in the direction v = (1, 0).
7 Sensitivity Bounds for Large Deviation Rate Functions
Rare events are closely related to the theory of large deviations, [35, 29], and in this section we show how our sensitivity
bounds and the sensitivity indices Iθv,±(M) in Theorem 13 are related to large deviation rate functions. We first present
a general framework which applies to any large deviation principle, and subsequently we discuss more concrete problems,
such as independent, identically distributed (IID) and Markov sequences.
General result. Recall that a sequence of probability measures {Pn} on a Polish space X satisfies a large deviation
principle if there exists a lower-semicontinuous function I : X → R with compact level sets such that for any Borel set
A ⊂ X
−I(A) ≤ lim inf
n→∞
1
n
logPn(A) ≤ lim sup
n→∞
1
n
logPn(A) ≤ −I(A) , (52)
where, with A◦ denoting the interior of A and A¯ the closure of A,
I(A) = inf
x∈A◦
I(x) , I(A) = inf
x∈A¯
I(x) .
For “nice sets”, e.g. open and convex, we have that I(A) = I(A) in which case the set A is called an I-continuity set, [29],
although we do not need such an assumption here.
To perform the sensitivity analysis introduced in previous sections, we will consider a parametric family P θn of prob-
ability measures satisfying a large deviation principle with rate function Iθ; we also fix an event of interest denoted by
A. We intend to obtain bounds on the relative rate of change of the probability of the rare event A, which in view of
the large deviation principle (52) translates to bounds on the derivatives of the functions I
θ
(A) and Iθ(A) with respect
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to θ. We assume that P θn has a density p
θ
n with respect to some reference measure R(dx); we consider the score function
W θn = ∇θ log pθn(x), as well as the sensitivity indices
Sθv,n(A) = v
T∇θ logP θn(A) , (53)
which we assume both to be well-defined. Under the additional assumptions in Section 4, see Theorem 12 and Theorem 13,
we obtain the following sensitivity bounds
Iθv,n,−(M) ≤ − inf
α>0
{
Hθv,n(−α)− logP θn(A)
α
}
≤ Sθv,n(A) ≤ inf
α>0
{
Hθv,n(α)− logP θn(A)
α
}
≤ Iθv,n,+(M) , (54)
for all events A such that M ≥ − logP θn(A), where
Hθv,n(α) = logEP θn [e
αvTW θn ] .
All quantities are indexed by n to denote their dependence on the sequence of the probability measures {Pn}. Using (52)
and (54) we obtain immediately the following result.
Theorem 18 (Sensitivity indices and large deviation limits). Assume that the limit
hθv(α) = limn→∞
1
n
Hθv,n(α)
exists and define the rare event sensitivity indices
s¯θv(A) := lim sup
n→∞
1
n
Sθv,n(A) , s
θ
v(A) := lim infn→∞
1
n
Sθv,n(A) . (55)
Then we have
− inf
α>0
{
hθv(−α) + I¯θ(A)
α
}
≤ sθv(A) ≤ s¯θv(A) ≤ inf
α>0
{
hθv(α) + I
θ(A)
α
}
.
Furthermore, as in Theorem 13, we can define the sensitivity indices in terms of M -level sets of the large deviation
functionals (52):
Iθv,∞,−(M) := − inf
α>0
{
hθv(−α) +M
α
}
, Iθv,∞,+(M) := inf
α>0
{
hθv(α) +M
α
}
. (56)
In order to obtain more precise and concrete results and representations of the sensitivity indices we consider next
some standard examples from the theory of large deviations.
Sequences of IID random variables. For IID sequences one can, unsurprisingly, bound the sensitivity of the large
deviation rate function in terms of the moment generating function of the score function.
Theorem 19 (Sensitivity indices for IID random sequences). Let X be a random vector taking values in Rd with probability
distribution P θ and density pθ = dP
θ
dR with respect to some reference measure R. Assume that the score function W
θ =
∇θ log pθ satisfies the integrability conditions of Theorem 12 with cumulant generating function Hθv (α) = logEP θ [eαv
TW θ ].
Assume that the moment generating function EP θ [e
λTX ] is finite for λ ∈ Rd in the neighbourhood of the origin so that,
if Xi, i = 1, 2, · · · is a sequence of IID random variables with common distribution P θ, then Sn = 1n
∑n
k=1Xi satisfies a
large deviation principle with rate function
Iθ(x) = sup
λ∈Rd
{
λTx− logEP θ [eλ
TX ]
}
.
The sensitivity indices defined in (55) then satisfy
− inf
α>0
{
Hθv (−α) + I¯θ(A)
α
}
≤ sθv(A) ≤ s¯θv(A) ≤ inf
α>0
{
Hθv (α) + I
θ(A)
α
}
. (57)
Moreover, if Iθ(A) < M+ (I¯
θ(A) < M−), where M± are as in Proposition 3, then there exist finite α± such that
EP θ−α−
[vTW θ] ≤ sθv(A) ≤ s¯θv(A) ≤ EP θα+ [v
TW θ] (58)
with
R
(
P θ−α− ||P θ
)
= I¯θ(A) , R
(
P θα+ ||P θ
)
= Iθ(A) , (59)
and P θα is the measure with density
dP θα
dP θ
= eαv
TW θ−Hθv (α). Finally we can define sensitivity indices Iθv,∞,± similarly to
(56).
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Proof. Let Qn denote the distribution of
Sn
n and P
θ
n = P
θ × · · · × P θ the joint distribution of (X1, · · · , Xn) which has
density pθn(x1, · · · , xn) =
∏n
1=1 p
θ(xi) with respect to Rn = R× · · · ×R. We have then
∇θ logQn(A) = ∇θ logP θn
{
(x1, · · · , xn) : 1
n
n∑
i=1
xi ∈ A
}
.
The score function for the probability P θn is given by
W θn(x1, · · · , xn) = ∇θ log pθn(x1, · · · , xn) =
n∑
k=1
W θ(xk)
and thus we obtain
1
n
logEP θn
[
eαv
TW θn(X1,··· ,Xn)
]
=
1
n
logEP θn
[
n∏
k=1
eαv
TW θ(Xk)
]
= logEP θ
[
eαv
TW θ(X)
]
.
Using Theorem 12 and taking n→∞ we obtain (57). Finally, using Proposition 3 we obtain the representation (58) and
(59).
Markov sequences. We can apply our results to any stochastic processes for which a large deviation principle holds,
but here we concentrate on the simplest case of discrete-time Markov chains (DTMC) with finite state space where the
rate function is easy to obtain and we can dispense with technical assumptions. Let {Xk} be an irreducible finite-state
Markov chain with state space Σ and transition matrix πθ(i, j) depending on a parameter vector θ ∈ Rk. We assume
that πθ generates an ergodic Markov chain, that πθ(i, j) depends smoothly on θ and that for any i ∈ Σ the transition
probabilities πθ(i, j) and πθ+ǫv(i, j) are mutually absolutely continuous for ǫ in a neighborhood of 0 and for all v ∈ Rk
with ‖v‖ = 1. We then define the score function
W θ(i, j) = ∇θ log πθ(i, j) ,
if πθ(i, j) > 0, and set it equal to 0 otherwise. We assume, for simplicity, that the Markov chain starts in the (arbitrary)
state x0. The joint probability distribution of the Markov chain on the time interval from 0 to n is
P θn(x1, ..., xn) = π
θ(x0, x1)× · · · × πθ(xn−1, xn) .
For any f : Σ → R, the sequence of random variables Sn = 1n
∑n
k=1 f(Xk) satisfies a large deviation principle with a
rate function which can be identified in terms of relative entropy [35, Theorem 8.4.3] and the contraction principle for
large deviations [35, Theorem 1.3.2]. Let l(i), i ∈ Σ denote a probability measure on the state space Σ and let π¯(i, j)
denote a transition kernel on Σ. For β ∈ R define
Iθ(β) = inf
π¯,l


∑
i∈Σ
R
(
π¯(i, ·)∥∥πθ(i, ·)) l(i) :∑
i∈Σ
f(i)l(i) = β,
∑
j∈Σ
l(j)π¯(j, i) = l(i) for i ∈ Σ

 . (60)
The second constraint in this definition implies that l is invariant under π¯, while the first constraint enforces that the
mean of f under l is β. The rate function Iθ = Iθ(β) is then the minimum of a relative entropy cost for “tilting” from π
to π¯, so that the mean of f under the stationary distribution of π¯ is equal to β. An alternative representation of Iθ is as
the Legendre transform of the logλθ(α), where λθ(α) is the maximal eigenvalue of the positive matrix πθ(i, j)eαf(j), [29].
Now we can directly deduce from Theorem 18 the following result on rare event sensitivity bounds for Markov sequences.
Theorem 20 (Sensitivity indices for Markov sequences). Let {Xk}k=1,2,··· be a ergodic Markov chain on the finite state
space Σ with transition probabilities πθ(i, j). Assume that the transition probabilities πθ depend smoothly on θ and that for
all i ∈ Σ, πθ(i, j) and πθ+ǫv(i, j) are mutually absolutely continuous for ǫ sufficiently small and ‖v‖ = 1. For f : Σ → R
the sequence Sn =
1
n
∑n
k=1 f(Xk) satisfies a large deviation principle with rate function I
θ(β) given in (60) and we have
the sensitivity bounds
− inf
α>0
{
hθv(−α) + I¯θ(A)
α
}
≤ sθv(A) ≤ s¯θv(A) ≤ inf
α>0
{
hθv(α) + I
θ(A)
α
}
, (61)
where
hθv(α) = limn→∞
1
n
EP θn
[
eαv
T ∑n
k=1 W
θ(Xk−1,Xk)
]
.
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We can represent hθv(α) as the logarithm of the maximal eigenvalue of the matrix p
θ(i, j)eαv
TW θ(i,j). Alternatively,
consider the empirical measure for pairs (Xi−1, Xi), which has the rate function
J(l ⊗ π¯) =
∑
i∈Σ
R
(
π¯(i, ·)∥∥πθ(i, ·)) l(i)
whenever l is stationary under π¯ and [l ⊗ π¯](i, j) = l(i)π¯(i, j) (J is infinity otherwise). Using this rate function, we can
evaluate hθv(α), since by Varadhan’s lemma we have
lim
n→∞
1
n
logEP θne
αvT
∑n
i=1 W
θ(Xi−1,Xi)
= sup

αvT
∑
i,j∈Σ
W θ(i, j)l(i)π¯(i, j)−
∑
i∈Σ
R (π¯(i, ·) ‖π(i, ·) ) l(i) :
∑
j∈Σ
l(j)π¯(j, i) = l(i) for i ∈ Σ

 .
Similarly to (60), this last variational problem is easily solved as a constrained convex programming problem. We
demonstrate such an implementation in the next example.
Indeed, as a concrete example to illustrate the previous results we consider a Markov chain with five states with values
−2, ..., 2. The transition probabilities are defined as
-2
1
⇄
1−p−1
-1
p−1
⇄
1−p0
0
p0
⇄
1−p1
1
p1
⇄
1
2 .
Let θ = [p−1, p0, p1]T be the parameter vector and let {Xi} be a Markov chain created from the above transition
laws, and let Sn be the empirical average of X1, . . . , Xn. We study the tightness of the sensitivity bound for the event
A = {Sn = z}. Although A is not an Iθ-continuity set, using the special lattice structure of the set of states in the support
of the empirical measure, we can easily show that limn→∞ 1n logP
θ
n(Sn = zn) = −Iθ(z), as long as zn → z , when each zn
is of the form i/n. The rate functional Iθ(z) is finite in the interval [−1.5, 1.5] and infinite elsewhere due to the fact that
the transitions from state 2 (resp. −2) cannot happen more than n/2 times making 1n
∑n
i=1 xi ∈ [−1.5, 1.5].
In Figure 4 we present the sensitivity indices and the associated sensitivity bounds for various values of z and various
perturbation vectors v. Similarly, in Figure 5 we depict the sensitivity indices and the associated sensitivity bounds for
various values of the parameter vector. Both figures suggest that the sensitivity bounds are informative and tightly follow
the true values of the gradient sensitivity indices (55), which in the present setting coincide.
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Figure 4: Sensitivity index (55) (blue) and the associated sensitivity bounds in (61) (red) for various levels of rare
event probability as quantified by the variation in the values of z. Each panel corresponds to a different perturbation
vector v. From left to right the perturbation vectors are the three orthonormal unit vectors. Parameter vector is kept
fixed at θ = [0.2, 0.5, 0.7]T . Inset plots zoom around the zero value for the sensitivity index.
A Appendix: Proposition and proofs
Let g ∈ E (see Definition 1) and denote by g± = ±essup{±g(x)} its upper/lower bound (we allow the value +∞).
Recall that H(α) = logEP [e
αg] is the moment generating function with Legendre transform L(δ) = supα∈R {αδ −H(α)}
and that Pα is the exponential family with
dPα
dP = e
αg−H(α).
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Figure 5: Sensitivity index for v and −v and the associated sensitivity bounds at different parameter regimes. Both the
rare event and the perturbation vector are kept fixed at x = 1 and v = 1√
3
[1, 1, 1]T . In each panel, one of the parameters
is varying while the other two are kept constant. Evidently, sensitivity bounds tightly follow the sensitivity indices in this
demonstration.
Proposition 21. For g ∈ E we have
(a) The map H(α) is a convex function of α, is finite in an interval (d−, d+) with d− < 0 < d+ and H(α) = ∞ for
α /∈ [d−, d+].
In the interval (d−, d+) the map H(α) is infinitely differentiable and strictly convex unless g is constant P -a.s.; we
have H ′(α) = EPα [g] and H
′′(α) = VarPα(g).
(b) The map L(δ) is a convex, non-negative and lower semi-continuous function of δ and L(EP [g]) = 0. If g is not
constant P -a.s. then L(δ) is strictly convex in the interval (H ′(d−), H(d+)) and for any δ ∈ (H ′(d−), H(d+)) there
exists α ∈ (d−, d+) such that H ′(α) = δ and
L(δ) = αH ′(α)−H(α) = R (Pα ||P ) .
Proof. These are standard results used in the theory of large deviations, see e.g. [29, Lemma 2.2.5, Exercise 2.2.24].
We turn next to the proof of Proposition 3. Most ingredients in the proof have appeared in various recent papers by
(some of) the authors and their collaborators [26, 28, 25]. The formulation here is slightly different and since the results
play a central role in the paper we provide a proof for convenience and completeness.
Proof of Proposition 3. First note that it is enough to prove the result for H(α) since the result for H(−α) is obtained by
replacing g by −g.
We first claim that automatically
H(d+) = lim
α↑d+
H(α),
where H(d+) may be infinite. By monotone convergence
EP [1{g≥0}eαg] ↑ EP [1{g≥0}ed+g]
as α ↑ d+. By dominated convergence
EP [1{g<0}eαg] ↓ EP [1{g<0}ed+g]
as α ↑ d+, and the claim follows. A very similar argument shows that H ′(α) also has a limit as α ↑ d+.
Let
B(α;M) =
H(α) +M
α
. (62)
We divide into cases. Always we have H(0) = 0.
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1. g+ <∞. In this case H ′(α) ↑ g+ <∞ as α→∞ and H ′(0) < g+. If M = 0 then the infimum is H ′(0) and attained
at α+ = 0. If M > 0 then let
B′(α;M) =
αH ′(α)−H(α)−M
α2
for α ≥ 0. The function αH ′(α)−H(α) strictly increases from 0 at α = 0 to some limit M+ > 0 at α =∞, and the
minimizer is at the unique finite root of αH ′(α) −H(α) =M for M < M+ and α+ =∞ for M ≥M+.
2. g+ =∞. In this case there are two subcases.
(a) d+ =∞. In this case since g+ =∞ we have H ′(α) ↑ ∞ as α→∞ and αH ′(α)−H(α)→∞ as α→∞. Since
0H ′(0) −H(0) = 0, in all cases of M ≥ 0 there is a unique root to αH ′(α) −H(α) = M and hence a unique
minimizer.
(b) d+ < ∞. We know that H ′(α) converges as α ↑ d+ to a well defined left hand limit which we call H ′(d+)
(note that this value could be ∞). Thus we have that αH ′(α) − H(α) ranges from 0 at α = 0 to M+ =
d+H
′(d+) − H(d+). For M ∈ [0,M+) there is a unique minimizer in [0, d+). For M ≥ M+ the unique
minimizer is at α+ = d+.
To conclude the proof we note that if α+ < d+ then
α+H
′(α+)−H(α+) = R(Pα+ ||P ) = M ,
and thus
B(α+,M) = H
′(α+) = EPα+ [g]
which proves (9) and (10). Finally if d+ = ∞ and g is P -a.s. bounded above then the infimum is equal to limα→∞ H(α)α
and this establishes (12). If d+ <∞ and M+ <∞ then the bound takes the form (11).
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