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SDF signed distance function
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Voxel cubic volume
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ToF time of flight
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S pose set, i.e. rotation and translation
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Abstract
In this thesis we investigate simultaneous localization and mapping (SLAM) with light detection
and ranging (LiDAR) based sensors. In particular, we propose three novel SLAM algorithms,
OctoSLAM, 2D-SDF-SLAM, and NOctoSLAM, that leverage advanced map representations to
advance SLAM performance.
OctoSLAM is designed for airborne 2D LiDAR SLAM and produces 3D maps of the en-
vironment that are also used for localization. We use the multi-resolution capability of octree
based maps to interpolate map gradients for efficient Gauss-Newton minimization based regis-
tration. To cope with the mismatched 2D sensor and 3D map dimensions we employ a heuristic
that assumes limited similarity of objects over height. In a series of experiments we empirically
show that using a 3D map yields significant improvements over traditional 2D map approaches
in environments that feature elements with a relatively inhomogeneous structure along height,
e.g. tilted walls.
2D-SDF-SLAM is a signed distance function (SDF) based 2D map SLAM approach for
ground based robots. The SDF map representation allows us to capture sub grid cell sized de-
tails of the environment, and to accurately interpolate map values and gradients. Consequently,
efficient Gauss-Newton minimization is used for registration. We empirically evaluate 2D-SDF-
SLAM and compare it to Hector SLAM, a SLAM system that uses a similar registration tech-
nique but a different map representation. The experiments show that 2D-SDF-SLAM achieves
a better performance than Hector SLAM.
NOctoSLAM is a computationally superior alternative to point cloud based SLAM with 3D
LiDAR sensors mounted on airborne robots. We propose an octree based map representation
that uses the tree structure to efficiently approximate map surface normals and to perform corre-
spondence search, both required for 6 DoF point-to-plane registration. We empirically evaluate
our approach against a comparable point cloud based approach, the ETHZ ICP Mapping tool.
Our experiments show that NOctoSLAM significantly outperforms the ETHZ ICP Mapping tool
computationally, without sacrificing accuracy. If the near real-time constraint required for on-
line SLAM front-ends is enforced, NOctoSLAM also significantly outperforms the ETHZ ICP
Mapping tool in terms of accuracy.
xiii
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Chapter 1
Introduction
FIGURE 1.1: 3D map SLAM example.
Red represents the sensor trajectory.
In this chapter we introduce the subject of this thesis, i.e.
light detection and ranging (LiDAR) based simultaneous
localization and mapping (SLAM) for both ground based
and airborne robots. An impression of a LiDAR based
SLAM output is given in Figure 1.1. We describe the con-
text of the SLAM problem, and state problems with tra-
ditional approaches. This is followed by posing research
questions corresponding to the problem statement. We
then proceed to give a summary of related work, and an
outline for the rest of the thesis.
1.1 Context
A prerequisite for many useful applications in robotics is the ability for a robot to autonomously
create a map of the environment and to reliably and accurately localize itself in it. This allows
the robot to navigate in previously unknown environments, and is the key for efficient path
planning and complex behaviors such as autonomous exploration. Thrun et al. state that “the
SLAM problem is generally regarded as one of the most important problems in the pursuit of
building truly autonomous mobile robots” [1].
Simultaneous localization and mapping is a challenging problem because of the mutual de-
pendency between the quality of the map and the pose estimation accuracy: an inaccurate pose
estimate leads to an imprecise map, and vice versa. If for example, objects are mistakenly added
to the map due to sensor noise, the robot might subsequently align itself with the non existent
object, deteriorating the pose estimate even further. Such a cascading effect can also be trig-
gered by a misfitting or overly simplified map representation that makes it impossible to get an
accurate localization, possibly leading to catastrophic failure. Increasing difficulty is the fact
that if deployed on airborne robots, such as multirotor unmanned aerial vehicles (UAVs), the
SLAM algorithm should run in near real-time, since the pose estimate might be required to for
example keep the robot from drifting into objects.
1
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FIGURE 1.2: This drawing shows a mechanical multi-line 3D LiDAR sensor (Velodyne HDL-
32E) that features 32 emitters positioned at angular offsets spread over 41.3◦, which spin around
the z axis resulting in 3D range measurements along multiple planes [8].
Localization in SLAM can be tackled by scan registration/matching, i.e. by aligning scans
provided by sensors with a map [2, 3]. While typically used scan registration algorithms, e.g. [2,
4–6] are not guaranteed to converge to the global minimum error, they have been shown to work
sufficiently well in practice.
In this dissertation we investigate how using organized map representations benefits light de-
tection and ranging (LiDAR) based simultaneous localization and mapping. Our work focuses
on SLAM front-ends, i.e. providing pose estimates and updating the map in near real-time. In
contrast, SLAM back-ends perform a posteriori optimization, e.g. loop closure triggered pose
graph optimization [7]. LiDAR sensors illuminate objects with pulsed laser light and measure
the reflection, using the lights time of flight (ToF) to calculate the distance to the object. Mechan-
ical 2D LiDAR sensors designed for mobile robotics use a rotating mirror to reflect the emitted
light, resulting in planar distance measurements. Because of the high refresh rate of the sensor,
planar distance measurements can be achieved at ample frequencies, typically around 10Hz to
40Hz. So called ’multi-line’ 3D LiDAR sensors use multiple spinning emitters to measure ver-
tically offset points, thus producing measurements along multiple tilted planes, as illustrated in
Figure 1.2 [8]. We investigate the three sensor, localization and map dimension permutations
listed in Table 1.1, i.e. combinations of 2D or 3D mapping with three or six degrees of freedom
(DoF) localization. The 6 DoF translations and rotations are shown in Figure 1.3. We define
3 DoF as horizontal translation along the x and y axis (left/right, forward/back), and rotation
around the z axis (yaw). In case of 6 DoF localization, vertical translation along the z axis
(up/down), as well as rotation around the x axis (roll) and y axis (pitch) are added.
OctoSLAM tackles 3 DoF registration and 3D mapping on a 6 DoF motion performing
robot equipped with a 2D LiDAR sensor. Traditionally, non-actuated 2D LiDAR sensor based
SLAM approaches [2, 11, 12] are restricted to 2D maps. However, 3D mapping with 2D LiDAR
sensors can be achieved by using panning [13] or spring-mounted [9] sensors in combination
with industrial-grade inertial measurement units (IMU). Nevertheless, such specialized mounts
may not be an option on certain robots, e.g. on weight restricted UAVs. OctoSLAM uses a
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TABLE 1.1: SLAM approaches for different LiDAR dimensions, mapping dimensions, and
localization degrees of freedom. Bold font marks algorithms introduced in this dissertation.
Registration
3 DoF 6 DoF
Mapping
2D
2D-SDF-SLAM /
Hector SLAM [2] /
3D
OctoSLAM NOctoSLAM
zebedee [9] libpointmatcher [10]
2D 3D
LiDAR sensor
Back
Right
Up
Roll
Left
Yaw
Forward
Pitch
Down
X-Axis
Z-Axis
Y-Axis
FIGURE 1.3: This figure shows the six degrees of freedom for motion in 3D space and the
corresponding naming convention used throughout the thesis.
consumer-grade IMU to determine the roll and pitch angle of the 2D LiDAR sensor, and a down-
facing range sensor or an atmospheric pressure sensor to determine the altitude of the robot. To
represent the environment, an octree based occupancy map is used. OctoSLAM utilizes the
octree parent-child relation to approximate map gradients for localization. Generally speaking,
traditional simultaneous 3 DoF localization and 2D mapping approaches are not well suited if
the robot performs significant 6 DoF motion, e.g. in a multirotor UAV scenario. While 2D map
SLAM approaches [14, 15] work if the environment is homogeneous along the z axis, they may
become infeasible if this is not the case. The combination of small overlap between LiDAR
readings and an oversimplifying map representation (3D environment to 2D map) decreases
localization accuracy and can lead to catastrophic failure. Moreover, 2D maps are unable to
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(A) Grid cell maps discretize the environment.
(B) Signed distance function based map can capture details below cell size.
FIGURE 1.4: This figure shows the same environment being represented by an occupancy grid
cell map (A) and a signed distance function based map (B). While both use the same underlying
grid cell size, the occupancy grid cell map is grainy, while the signed distance function map
produces smooth walls.
capture certain environmental details that might be mission critical, for instance underpasses that
could be traversed. We empirically show that 3D map OctoSLAM can deal with inhomogeneous
environments to a certain degree, outperforming a 2D map but otherwise comparable SLAM
algorithm, thus enabling SLAM on 6 DoF motion performing robots with less powerful sensors.
For 2D LiDAR sensor equipped ground based robots performing only 3 DoF movement,
2D map SLAM algorithms [2, 11, 12] are well suited. Such algorithms typically represent the
environment as a 2D occupancy grid cell map [16]. As the name suggests, such a representation
is limited to storing occupancy in cells, and thus discretizes the environment as shown in Fig-
ure 1.4a. We propose 2D-SDF-SLAM, a SLAM algorithm that uses a signed distance function
(SDF) based map [17], instead. By storing the distance to the next object in a cell instead of
occupancy, objects can be captured with sub-grid cell size precision (Figure 1.4b). Additionally,
SDFs are differentiable over large parts of the map, enabling efficient map gradient approxima-
tion, and thus allowing for efficient minimization techniques, e.g. Gauss-Newton, to be used for
updating the pose estimate. We empirically show that by using a superior map representation,
2D-SDF-SLAM significantly outperforms its occupancy grid cell counterpart Hector SLAM [2]
in terms of localization accuracy.
The third scenario we are considering are airborne 6 DoF motion performing robots equipped
with a 3D LiDAR sensor. 3D LiDAR sensors allow for 6 DoF localization because measure-
ments are distributed over all three axes. A popular approach to represent 3D environments are
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point clouds, i.e. basically storing the measurements in a list. However, because of the high
number of points per second provided by 3D LiDAR sensors, point clouds require significant
data point filtering in order to adhere to the near real-time constraint. With NOctoSLAM, we
devise an octree based map representation that uses the parent-child relation for approximate
nearest neighbor search (NNS) on points contained in the map, in order to estimate surface nor-
mal vectors (SFN). Map SFNs allow for point-to-plane scan registration, which is well suited for
multi-line LiDAR sensors which only produce sparse readings over the vertical axis. The NOc-
toSLAM map representation also implicitly provides source to reference matching, i.e. pairing
newly acquired measurements with the map. We compare NOctoSLAM to a point cloud based
point-to-plane SLAM algorithm and empirically show that NOctoSLAM is superior in terms
of computational efficiency, while achieving similar accuracy. This discards the necessity for
filters, which might be challenging to configure, and which might depend on the type of en-
vironment in which the robot is deployed. If filtering is enabled to allow for near real-time
performance of the point cloud based SLAM approach, NOctoSLAM achieves higher accuracy
in comparison.
1.2 Problem Statement
Simultaneous localization and mapping is fundamental for autonomous robotics. While exten-
sive research on SLAM over the last two decades has already yielded promising results for both
3 DoF [2, 3, 18–20] and 6 DoF SLAM [21–23], new application scenarios such as (multirotor)
UAVs, autonomous cars, and improved sensors require further advancements in the field. Ac-
curate, reliable SLAM that runs in near real-time for both 3 DoF and 6 DoF motion performing
robots is required. Thus, the following problems are investigated.
• Regarding 2D maps used with 6 DoF motion performing robots, e. g. multirotor UAVs
equipped with 2D LiDAR sensors, the following two problems arise:
(i) 2D map SLAM does not perform well in environments that are not mostly homo-
geneous over height, ranging from bad accuracy to catastrophic failure.
(ii) 2D maps omit object height, so for instance obstacles with low height that UAVs
might be able to traverse, become defacto impassable.
• While 2D occupancy grid cell maps are desirable from a computational viewpoint, and
have been shown to work well for 2D map SLAM, they inherently lack features beneficial
to SLAM algorithms.
(i) Environmental details below grid cell size precision cannot be captured by occu-
pancy grid approaches, possibly limiting the maximum achievable localization accuracy.
(ii) Occupancy grid cells maps do neither natively provide nearest neighbor search,
which is required for ICP, nor map gradients for Gauss-Newton minimization for regis-
tration.
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• While the point cloud map representation is commonly used for simultaneous 6DoF lo-
calization and 3D mapping, it introduces several problems.
(i) Each sweep, modern 3D LiDAR sensors provide a large amount of measurements,
overtaxing the capabilities of point cloud based SLAM algorithms. In particular, to
adhere to the near real-time constraint, filtering out relatively large portions of the
acquired data is required. Also, configuring appropriate filters requires expert knowl-
edge as well as information about the environment, and can be computationally ex-
pensive.
(ii) Operations required for point-to-plane ICP, i.e. surface normal approximation and
source to reference matching, introduce an overhead, as additional data structures need
to be maintained.
1.3 Research Questions
In regards to the problems stated in the previous section, we issue the following research ques-
tions:
• How is 3D map SLAM achievable on a multirotor UAV equipped with a rigidly mounted
2D LiDAR sensor?
• To what extent does 2D LiDAR sensor based 3D map SLAM outperform its 2D map
counterpart in terms of accuracy?
• How can we adopt SDF based 2D mapping for 2D LiDAR based SLAM, that uses Gauss-
Newton minimization via map gradients for registration?
• To what extent can we improve 2D LiDAR sensor based 2D map SLAM accuracy by
using a SDF instead of an occupancy grid cell based map?
• How can we develop a 3D map representation suitable to point-to-plane scan registra-
tion (i.e. supporting SFN approximation and NN search), increasing the computational
performance whilst maintaining accuracy?
1.4 Related Work
Extensive research has been committed to solving the SLAM problem since it was introduced
to the field of robotics in 1986 by Cheeseman et al. [24]. From that time on, a plethora of ap-
proaches have emerged that use various types and combinations of sensors for underwater [25–
27], ground-based [21, 28, 29] and airborne [15, 30, 31] SLAM. Sensor technologies used for
SLAM include sonar, infrared, radar, laser, (depth) vision (RGB(D) cameras), wheel encoder,
inertial measurements (accelerometer, gyroscopes), and GNSS (GPS).
SLAM approaches consist of a front-end and optionally a back-end, in combination with
a mapping component that can be attached to front-end or back-end. The front-end updates
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the pose estimate of the robot online and in near real-time, while the back-end continuously
improves the accuracy of these pose estimates. For example, lets assume a robot equipped
with wheel encoders and a 2D LiDAR sensor. The revolutions of the wheels can be used to
determine the distance traveled, and is used as the front-end. Based on the information provided
by the front-end, the robot now drives in a perfect circle and should thus arrive in the exact
starting position. However, due to encoder noise or wheel slippage, the robot actually ends up
in the vicinity of the starting position, not on it. Using the LiDAR sensor, the back-end now
recognizes that this is the case and corrects the pose estimate accordingly.
A popular way to tackle mapping are probabilistic approaches, first realized in 1985 by
Moravec & Elfes [32]: occupancy grid cell maps. As the name suggest, such maps divide the
environment in grid cells, where each cell stores its probability of being occupied. Analogously,
that principle can be transferred to 3D [33]. However, while negligible in the 2D case, the
low memory efficiency of this approach restricts 3D occupancy grids to small environments or
coarse map resolutions.
An alternative to 3D occupancy grids are given by Herbert et al. in form of elevation
maps [34], where each cell in a 2D occupancy grid also stores height. Such a 2.5D approach
can be sufficient for ground vehicles, e.g. if they are allowed to traverse obstacles that are below
a certain height. However, possibly traversable environmental features such as windows, un-
derpasses, or overhangs cannot be captured appropriately by this approach. Pfaff et al. [35, 36]
improve the 2.5D approach to accommodate overhanging objects by classifying them as such in
the map. Another way to alleviate the shortcomings of elevation maps is presented by Triebel et
al. with Multi-Level Surface Maps [37], where each cell can store multiple surfaces. To enable
capturing free space, Dryanovski et al. propse Multi-Volume Occupancy Grids [38], which are
similar to Multi-Level Surface Maps with the addition that each cell can not only store multiple
surfaces, but also multiple free spaces.
First proposed by Meagher [39], and later optimized by Wurm et al. [40], is the use of octrees
for mapping. In this approach, each octree node represents a cubic volume of equal length, width
and depth (voxel), and is divided into 8 smaller voxels by its child nodes. As nodes do not need
to be pre-initialized, this approach is more efficient than grid based methods.
A non-probabilistic, but also non-discrete map representation are point clouds, i.e. direct
storage of coordinates. The downside of this approach is the low memory efficiency, the inability
to represent free and unknown space, and the lack of geometric information required for e.g.
path planning and obstacle detection. To deal with the low memory efficiency in practice, it is
common to use filters, e.g. a density filter where points are only added to the map if the distance
to the nearest neighbor is larger than a certain threshold.
In contrast, signed distance function based maps alleviate discretization to a certain degree
by storing the minimum distance to objects in cells/voxels. This way, sub grid resolution sized
details can be captured while still preserving memory efficiency. While the idea of using SDFs
for range data has already been proposed in 1996 by Curless & Levoy [17], they have only
become popular with the introduction of KinectFusion [41] in 2011.
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If powerful back-ends are used, the front-end can be quite simple, e.g. odometry gener-
ated by wheel encoders. Another popular front-end option is the iterative closest point (ICP)
algorithm [4], proposed by Besl & McKay in 1992. ICP uses nearest neighbor search to find
correspondence between points from two different data sets, called source and reference. These
data sets could be successive 2D LiDAR range measurements or pictures taken by a camera.
Corresponding source and reference points are then evaluated via a point-to-point error metric.
By minimizing said error a pose update is generated. However, both wheel odometry and basic
ICP suffer severely from sensor noise, and thus cannot in practice be used for SLAM on their
own. Nevertheless, many modern SLAM system rely on improved variants of the original ICP
algorithm.
Chen & Medioni [42] introduce an ICP variant for 3D modeling that uses a point-to-line/plane
error metric instead the original point-to-point error metric. By registering source points with
the line (2D case) or plane (3D case) connecting adjacent reference points, error induced by
low sensor resolution is reduced. Censi [6] refines the point-to-line ICP variant by lineariz-
ing the registration minimization equation and solving it via linear least-squares. Similarly,
Low [43] provides a linear least-squares approximation to the traditionally used nonlinear least-
squares method that minimizes the point-to-plane error. This approximation works under the
assumption that the difference in relative orientation between source and reference is small.
With generalized-ICP [44], Segal et al. extend the idea of point-to-plane ICP by modeling pla-
nar surfaces not only in the reference, but also in the source data set, therefore introducing a
plane-to-plane ICP variant.
Diosis & Kleemans Polar Scan Matcher [5] aims to improve ICP by using polar coordinates
to match points with the same bearing, thus performing faster correspondence search.
SPM-ICP [3], proposed by Holz & Behnke, is a 2D LiDAR 2D map SLAM approach that
alleviates the sensor drift issue of ICP by performing incremental scan registration. Instead of
registering successive scans with each other, SPM-ICP merges registered scans into a single
data set, effectively creating a map of the environment, which is used as reference for future
registration. To allow for up to medium-sized indoor environments, Sparse Point Maps (SPMs)
are used. In SPMs, less probable measurements are removed according to a probabilistic grid
map.
With Hector SLAM [2], Kohlbrecher et al. present an alternative to ICP based 2D map
SLAM with 2D LiDAR sensors. They use a Gauss-Newton based scan registration algorithm,
which is a variation of the stereo image registration technique proposed in [45]. In Hector
SLAM, beam end points are aligned using approximated map gradients. As no correspondence
search is performed in this approach, it requires lower computational resources than ICP-based
alternatives. However, for good results, their approach requires maintaining multiple grid map
versions in different resolutions.
Early solutions to 3D mapping on ground based vehicles use multiple sensors, for example
a horizontally mounted 2D LiDAR sensor used for SLAM, and a vertical 2D LiDAR sensor
for 3D mapping [46–48]. Another approach is to use panning 2D LiDAR sensors to create 3D
scans, and using these for 3 DoF [49] or 6 DoF localization [21, 50, 51]. However, panning
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2D sensors are slow, and to achieve a consistent 3D scan they require either correction via e.g.
wheel odometry, or a “stop-and-scan” approach.
Bosse et al. tackle 2D LiDAR 3D mapping 6 DoF localization SLAM with zebedee [9].
Here, a 2D LiDAR sensor and an industrial-grade IMU are mounted on a spring, therefore
extending the sensors field of view to additional scanning planes. In contrast to other panning
2D LiDAR 3D map SLAM approaches, localization is performed continuously, and not with
consistent assembled 3D scans.
Pomerleau et al. devise libpointmatcher [10], a modular library supporting different 3 DoF
and 6 DoF ICP variations intended for direct comparison of various registration and error mea-
surement approaches. For fast nearest neighbor search, it makes use of libnabo [52], a optimized
kd-tree implementation. It furthermore features various finely tunable pre- and post-processing
point filtering techniques, reducing the amount of data processed in order to lower computation
costs, allowing libpointmatcher to be used with modern 3D LiDAR sensors. libpointmatcher has
been deployed in various scenarios, e.g. on boats and on ground based vehicles in both urban
environments and in uneven terrain.
An alternative way to address the high computational costs of handling large 3D point clouds
returned by 3D LiDARs is presented by Zhang & Singh with LOAM [23]. LOAM effectively
separates the 6 DoF localization from the mapping operation, performing them at different rates
with different levels of accuracy. Pose estimation is performed at high frequency, but with
low fidelity, while mapping is done less often but investing a higher amount of computational
resources to find a more precise result. In order to achieve good pose estimates despite low
fidelity, LOAM uses intricate feature detection algorithms to preserve only meaningful data
points.
In KinectFusion [41], Newcombe et al. use a SDF based map representation for 6 DoF
localization and 3D mapping, achieving high accuracy in near real-time. Originally designed
for the use with the Microsoft Kinect RGBD camera, the Kinect Fusion approach is generalized
for various sensors in [53]. While [41, 53] rely on ICP for camera tracking, later work showed
that SDFs can be employed for direct camera tracking [54, 55].
Popular back-end techniques are graph-based optimization and particle filtering. Particle
filter back-ends are probabilistic approaches that work well in low-dimensional spaces, where
the number of required particles is manageable. The idea is that multiple particles are maintained
simultaneously, where each particle represents a hypothesis of the state. These particles are
generated and updated according to a vehicle model, which is applied to the odometry provided
by the front-end. To tackle the “kidnapped robot” problem, i.e. creating localization uncertainty
by carrying the robot to a different localization, particles can be spawned randomly. Using
sensor data, particles are evaluated and resampled: unfit ones are replaced by more fit ones, thus
reducing the error in localization and mapping. FastSLAM by Montermerlo et al. [12, 19] and
GMapping by Grisetti et al. [11, 18] are examples for range sensor 2D map 3 DoF localization
SLAM approaches that successfully apply Rao-Blackwellized particle filters [56] to increase
localization and mapping performance. Particle filters are also applied on vision based systems,
e.g. by Sim et al. [57], or in conjunction with 3D maps generated by a panning 2D LiDAR
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by Welle et al. [58]. To¨rnqvist et al. [59] introduce a variant that enables higher dimensional
vehicle models, in particular a helicopter UAV.
In graph optimization back-ends, a graph consisting of poses and corresponding map seg-
ments is optimized, where pose estimates are provided by a front-end, e.g. wheel encoders or
ICP. Constraints between poses, e.g. given by revisiting a position after performing a loop,
are resolved and thus the mapping error is reduced. Graph optimization can be seen as sparse
spring-mass system, where masses represent poses and springs represent transformations be-
tween poses. The first working graph-based SLAM algorithm has been developed by Lu &
Milios [60] in 1997. Since then, graph optimization has been applied on various systems, e.g:
feature-based monocular SLAM [61]; feature-based RGBD SLAM [62]; semi-dense monocular
SLAM [31]; semi-dense RGBD SLAM [63]; 2D LiDAR 2D map SLAM [64]; and panning 2D
LiDAR 3D map large-scale environments SLAM [65]. Many of these approaches ([31, 61–64])
use g2o [66], an open-source framework for optimizing graph-based nonlinear error functions,
developed by Ku¨mmerle et al.
For among others SLAM implementations on actual robots, the robot operating system
(ROS) [67] serves as a widely used powerful framework. ROS is a middle-ware that provides
libraries and tools to help software developers create robot applications. It provides hardware
abstraction, device drivers, libraries, visualizers, message-passing, package management, and
more. It is fully open source and designed to support code reuse. ROS consists of independent
self contained nodes which communicate via a one-to-many model implemented through the
TCP/IP protocol. This allows easy implementation of distributed systems.
For further reading, Thrun & Leonard give a more thorough introduction to particle filters
and graph optimization in [1], and an extensive review of point cloud registration algorithms is
provided by Pomerleau et al. in [68].
1.5 Thesis Outline
In Chapter 2 we summarize research from other authors that is fundamental to our work. In
particular, we discuss 3 DoF and 6 DoF registration, as well as 2D and 3D mapping techniques.
In Chapter 3 we present OctoSLAM, a SLAM system designed for multirotor UAVs equipped
with 2D LiDAR sensors. OctoSLAM combines measurements from auxiliary sensors to achieve
3 DoF registration with 3D mapping in near real-time. In contrast to other 2D LiDAR 3D map-
ping approaches, neither multiple LiDAR, nor panning sensors that provide periodic sweeps, are
required.
Afterwards, in Chapter 4, we investigate improving 2D LiDAR based simultaneous 3 DoF
localization and 2D mapping by using SDF based maps instead of occupancy grid cell maps.
Therefore, we are able to capture environmental details that would have been discarded other-
wise. We develop a novel map update scheme that deals with problematic steep incident angles
that are likely to occur when updating SDF based maps with wide angle 2D LiDAR measure-
ments. Instead of using ICP based registration, we leverage the map gradients provided by SDF
based maps for efficient Gauss-Newton minimization.
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Chapter 5 explores 3D LiDAR 6 DoF registration SLAM using point-to-plane ICP. We de-
velop an octree based map representation that caters to the registration algorithm, making com-
monly used additional auxiliary data structures required for correspondence search and SFN
approximation obsolete. Alongside being more efficient than the standard point cloud based
representation used for point-to-plane ICP, octree based maps also feature geometric informa-
tion that could be used for e.g. obstacle avoidance.
Finally, we revisit the problem statement and research questions asked to draw conclusions
in Chapter 6. Here, we also discuss future work and provide critical notes for the introduced
algorithms.
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hicles (Demonstration) [70]
International Conference on Adaptive Agents and Multiagent Systems (AAMAS), ACM
(Used in Chapter 3)
• Development of an Autonomous RC-car [71]
International Conference on Intelligent Robotics and Applications (ICIRA), Springer
• OctoSLAM: a 3D Mapping Approach to Situational Awareness of Unmanned Aerial Ve-
hicles [72]
International Conference on Unmanned Aircraft Systems (ICUAS), IEEE
(Used in Chapter 3)
• How to win robocup @work? The Swarmlab@Work Approach Revealed [73]
Lecture Notes in Computer Science (LNCS), Springer
• Applied Robotics: Precision Placement in RoboCup@Work [74]
International conference on Autonomous agents and multi-agent systems (AAMAS), ACM
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Intelligent Robots and Systems (IROS), IEEE
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Chapter 2
Background
In this chapter we present related work that our research builds upon. We go into more detail than
in Section 1.4, and also provide references for further reading. The chapter is divided into two
sections, the first discussing scan registration techniques, and the second map representations.
2.1 Registration Algorithms
In this section we give a summary of the iterative closest point algorithm in the original point-
to-point correspondence variant. We also present the associated closed-form solution for the
3 DoF ICP registration problem. This is followed by examining 6 DoF ICP registration using
the point-to-plane error metric, for which currently no closed-form solution exists. We instead
provide a linear approximation that works sufficiently well in practice. Finally, we introduce
Gauss-Newton minimization based registration as performed in Hector SLAM, which offers a
computationally superior alternative to ICP based registration.
2.1.1 Point-to-Point Iterative Closest Point Registration
The iterative closest point (ICP) algorithm [4] registers two data sets with each other, i.e. it finds
a rigid-body transformation that maximizes the overlap of the two sets. In its original form,
the ICP algorithm consists of three steps that are repeated until a certain termination criterion is
met. Typical termination criteria are a maximum number of iterations, a sufficiently small error,
or convergence. In this subsection we present the closed-form solution as proposed for 6 DoF
in [78], and as applied to 3 DoF in [3]. The three ICP steps are as follows:
1. Given two data sets M (reference, model set; “map”) and D (source, data set; “sensor
input”), determine the correspondence of the two data sets.
Correspondence of M = (m0,m1, ..,m|M|) and D = (d0,d1, ..,d|D|) can be determined by
the lowest distance of every element in D to an element in M. Commonly used are the
point-to-point and point-to-line metric in combination with Euclidean distance.
2. Determine the error E according to the correspondence between M and D.
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To do so, we use the point-to-point error and the Euclidean distance between correspond-
ing points.
3. Minimize E by updating rigid transformation S = (R(γ),t), in this case consisting of
rotation around the vertical axis and horizontal translations. Then repeat from the first
step on, or stop if termination criteria is met.
For 3 DoF registration, a rigid transformation is defined as S= (R(γ),t), where t= (tx, ty)T
and tx, ty describe forward/backward and left/right movement, i.e. the translation along the x and
y axis, respectively. R(γ) is the rotation matrix for yaw γ , i.e. rotation around the z axis, and is
defined as follows:
R(γ) =
(
cosγ −sinγ
sinγ cosγ
)
. (2.1)
For ease of notation we define R = R(γ) and ∆R = R(∆γ), where ∆ annotates the desired trans-
formation.
If the point-to-point error metric with Euclidean distance is used, error E is defined as follows:
E(R,t) =
|D|
∑
i
|M|
∑
j
wi j · (‖m j− (R ·di+t)‖)2, (2.2)
where wi j is 1 if point m j corresponds to point di, i.e. if m j is the closet point in M to di, and 0
otherwise.
Given this set of K pairs of corresponding points {(dˇk, mˇk)}, E is minimized by the transforma-
tion ∆S consisting of optimal rotation ∆γ and optimal translation ∆t:
∆S = (R(∆γ),∆t) = argmin
(∆R,∆t)
K
∑
k=1
(‖mˇk− (∆R · dˇk +∆t)‖)2. (2.3)
Obtaining translation ∆t and rotation ∆R can be decoupled from each other by considering
corresponding points from model set M and data set D translated by their centroids
cˇM =
∑Ki=1 mˇi
K
, cˇD =
∑Ki=1 dˇi
K
. (2.4)
Chapter 2. Background 15
Assuming that the translated sets Mˆ = {mˆi | mˆi = mˇi− cˇm} and Dˆ = {dˆi | dˆi = dˇi− cˇd} describe
the same environment (to a sufficiently high degree), Equation 2.2 can be reformulated into
E(∆R,∆t) =
K
∑
i=1
(‖mˆi−∆R · dˆi− (∆t− cˇM +∆R · cˇD)‖)2 (2.5a)
=
K
∑
i=1
(‖mˆi−∆R · dˆi‖)2 (2.5b)
−2(∆t− cˇM +∆R · cˇD) ·
K
∑
i=1
(mˆi−∆R · dˆi) (2.5c)
+
K
∑
i=1
(‖(∆t− cˇM +∆R · cˇD)‖)2. (2.5d)
Because Term 2.5d is minimal for ∆t− cˇM +∆R · cˇD = 0, the optimal translation is:
∆t= cˇm−∆R · cˇd . (2.6)
Term 2.5c is zero because per definition of centroids ∑Ki=1 mˆi = 0 and ∑Ki=1 dˆi = 0:
K
∑
i
dˆi =
K
∑
i=0
(dˇi− cˇd) (2.7a)
=
K
∑
i=0
dˇi−
K
∑
i=0
∑Kj=0 dˇ j
K
(2.7b)
=
K
∑
i=0
dˇi−
K
∑
i=0
1
K
·
K
∑
j=0
dˇ j (2.7c)
=
K
∑
i=0
dˇi−1 ·
K
∑
i=0
dˇi = 0, (2.7d)
Therefore, to minimize Equation 2.5a, given the optimal translation so that t− cˇM+∆R · cˇD = 0,
Term 2.5b which does not depend on ∆t has to be minimized:
E(∆R) =
K
∑
i=1
(‖mˆi−∆R · dˆi‖)2 (2.8a)
=
K
∑
i=1
((‖mˆi‖)2−2 · mˆi · (∆R · dˆi)+(‖∆R · dˆi‖)2) (2.8b)
=
K
∑
i=1
(‖mˆi‖)2 (2.8c)
−2
K
∑
i=1
(mˆi · (∆R · dˆi)) (2.8d)
+
K
∑
i=1
(‖∆R · dˆi‖)2 (2.8e)
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Rotation is a length preserving operation, so for Term 2.8e holds (‖∆R · dˆi‖)2 = (‖dˆi‖)2. Using
Equation 2.1, we can resolve Term 2.8d to:
K
∑
i=1
(mˆi ·∆R · dˆi) =
K
∑
i=1
[(
mˆxi
mˆyi
)
·
(
cos∆γ −sin∆γ
sin∆γ cos∆γ
)(
dˆxi
dˆyi
)]
=
K
∑
i
(cos∆γ · mˆxi dˆxi + sin∆γ · mˆyi dˆxi − sin∆γ · mˆxi dˆyi + cos∆γ · mˆyi dˆyi )
= cos∆γ
K
∑
i=1
(mˆxi dˆ
x
i + mˆ
y
i dˆ
y
i )+ sin∆γ
K
∑
i=1
(mˆyi dˆ
x
i − mˆxi dˆyi )
(2.9)
The yaw rotation ∆γ in Equation 2.9 can be resolved to:
∆γ = arctan
(
∑Ki=1(mˆ
y
i dˆ
x
i − mˆxi dˆyi )
∑Ki=1(mˆxi dˆxi + mˆ
y
i dˆ
y
i )
)
(2.10)
Furthermore, reiterating Equation 2.6, the 2D translation ∆t= (tx, ty) is given by:
∆t =
(
cˇxm
cˇym
)
·
(
cos∆γ −sin∆γ
sin∆γ cos∆γ
)(
cˇxd
cˇyd
)
(2.11)
With regard to the three ICP steps listed in the beginning of this subsection, methods to
determine and to minimize the error, and to find correspondences are required. While the first
two have been tackled by Equation 2.2, 2.9, 2.10, 2.11, we still have to determine how to find
correspondence. In case the point-to-point metric is used, finding corresponding points in data
set D and M translates to finding the nearest neighbor m j ∈M for each di ∈ D.
The brute force approach to finding the nearest neighbor has a time complexity of O(|D| |M|).
By using KD-tree based nearest neighbor algorithms, e.g. FLANN [79] or libnabo [52], the time
complexity can be reduced to O(|D| log |M|). The correspondence error is the aggregated dis-
tance between all the correspondence point pairs determined before. It is mathematically defined
in Equation 2.2. This straight forward approach is of time complexity O(|D|).
Algorithm 1 gives a pseudo code formulation for 3 DoF ICP scan registration as previously
discussed. The termination criteria for this formulation are fulfilled when either nmax iterations,
a sufficiently low error εE , or convergence has been reached. Note that an actual implementa-
tion might require additional steps, such as filtering source and reference points, and rejecting
correspondences, e.g. by a density filter [3] and by maximum distance, respectively.
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Algorithm 1 ICP point-to-point Scan Registration
Require: model set M = {mi},
data set D = {d j},
initial pose estimate S0 = (R0,t0) = (R(γ0),t0),
minimum accepted error εE
convergence step size ε∆E
maximum number of iterations nmax
1: function REGISTERSCAN(M,D,S0,εE ,ε∆E ,nmax)
2: t← t0
3: R← R0
4: n← 0
5: E ← ∞
6: ∆E ← ∞
7: D∗← D
8: while (E > εE) and (∆E > ε∆ε) and (n < nmax) do
9: n← n+1
10: for all d j ∈ D do
11: d∗j ← R ·d j +t
12: end for
13: E∗← 0
14: for all d∗j ∈ D∗ do
15: e← ∞
16: for all mi ∈M do
17: if ((||mi−d∗j ||)2) smaller e then
18: mˇ j ← mi
19: e← (||mi−d∗j ||)2
20: end if
21: end for
22: E∗← E∗+ e
23: end for
24: if E∗ larger εE then
25: (∆R,∆t)← argmin(∆R,∆t)∑k(||mˇk− (∆R · dˇk +∆t)||)2
26: R← R+∆R
27: t← t+∆t
28: end if
29: ∆E ← E−E∗
30: E ← E∗
31: end while
32: end function
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2.1.2 Point-to-Plane Iterative Closest Point Registration
In structured environments, such as buildings, one can make reasonable assumptions of the
terrain layout in-between adjacent measurements. Point-to-plane ICP [42] presents an extension
to the traditional ICP algorithm [4] by using an error metric from each source point to the
tangent plane of the corresponding reference points, thus relaxing the requirement for exact
point matches. This error metric has been shown to converge faster in general [80], especially
for few or distant points. As multi-line 3D LiDAR sensors produce sparse data along the vertical
axis, point-to-plane ICP is a reasonable choice for such sensors. The approach can be pictured
as allowing source points to “slide” along tangent lines/planes defined by the reference points,
see Figure 2.1. In practice, as M and D are sets of points, the tangent lines/planes are calculated
using the nearest neighbors around the respective points.
Unfortunately, at the time of writing, there exists no closed-form solution for the point-to-
plane ICP algorithm, and using standard nonlinear least-squares tends to be quite slow. How-
ever, there does exist a standard linear least-squares approximation to the nonlinear optimization
problem, proposed in [43], that we will present here. The system of linear equations approxima-
tion of the original nonlinear system assumes a low angular offset between source and reference,
and can be solved via singular value decomposition (SVD) [81]. In practice, the linear approxi-
mation has been shown to work for rather large angles of up to 30◦.
The primary steps for the point-to-plane ICP algorithm are essentially the same as the ones
for point-to-point ICP registration presented in Subsection 2.1.1. Namely, (i) finding corre-
spondence between source and reference points, (ii) determining the resulting error, and (iii)
minimizing the error by finding adequate pose updates.
Similar to the 3 DoF ICP approach presented previously, we define the reference data set as
M =(m0,m1, ..,m|M|) and the source data set as D=(d0,d1, ..,d|D|), with mi =(mxi ,m
y
i ,m
z
i ,1)
T and
di = (dxi ,d
y
i ,d
z
i ,1)
T . That is, each mi, di stores a x-, y-, and z-position, denoted by the according
FIGURE 2.1: This figure depicts the difference between point-to-point and point-to-plane cor-
respondence for ICP registration [43]. If the latter is used, the source points are aligned with
the tangent through the reference points.
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superset character. In contrast to point-to-point registration, we define the error E by the point-
to-plane distance between source points and corresponding plane given by the reference points:
E(S) =
|D|
∑
i=1
|M|
∑
j=1
wi j((S ·di−m j) ·n j)2), (2.12)
where n j = (nxj,n
y
j,n
z
j,0)
T is the unit normal vector at point m j, and wi j = 1 if point di corre-
sponds to the plane given by m j and n j, and wi j = 0 otherwise. S is a 3D rigid-body transforma-
tion given by the 4×4 matrix consisting of rotation R(α,β ,γ) and translation T(tx, ty, tz):
S = T(tx, ty, tz) ·R(α,β ,γ), (2.13)
T(tx, ty, tz) =

1 0 0 tx
0 1 0 ty
0 0 1 tz
0 0 0 1
 , (2.14)
and
R(α,β γ) = Rz(γ) ·Ry(β ) ·Rx(α) (2.15)
=

cosγ cosβ −sinγ cosα+ cosγ sinβ sinα sinγ sinα+ cosγ sinβ cosα 0
sinγ cosβ cosγ cosα+ sinγ sinβ sinα −cosγ sinα+ sinγ sinβ cosα 0
−sinβ cosβ sinα cosβ cosα 0
0 0 0 1
 ,
(2.16)
where α , β , and γ refer to roll, pitch, yaw rotation, and Rx, Ry, and Rz, are the basic rotation
matrices around the x, y and z axis, respectively:
Rx(α) =
 cosα −sinα 0sinα cosα 0
0 0 1
 , (2.17)
Ry(β ) =
 cosβ 0 sinβ0 1 0
−sinβ 0 cosβ
 , (2.18)
Rz(γ) =
 cosγ −sinγ 0sinγ cosγ 0
0 0 1
 . (2.19)
We seek a transformation ∆S that minimizes the error E defined in Equation 2.12, i.e.
∆S = ∆T ·∆R = argmin
∆S
|D|
∑
i=1
((∆S ·di−mi) ·ni)2, (2.20)
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which requires determining ∆T = T (∆tx,∆ty,∆tz) and ∆R = R(∆α,∆β ,∆γ). Note that here and
in the following di, mi refer to corresponding sensor measurements and map values.
Unfortunately, as ∆R consists of nonlinear trigonometric functions, linear least-squares methods
are not applicable. Hence, to achieve a linear approximation, we assume α , β , γ ≈ 0 because
sinθ ≈ θ and cosθ ≈ 1 if angle θ ≈ 0. Thus, we assume that the difference in orientation
between source and reference points is small. While this is not strictly the case, the linear
approximation has been shown to work well in practice. Furthermore, the iterative nature of the
approach alleviates this restriction to a certain degree. Equation 2.16 is therefore approximated
as follows:
R(α,β ,γ)≈

1 αβ − γ αγ+β 0
γ αβγ+1 βγ−α 0
−β α 1 0
0 0 0 1
 (2.21)
≈

1 −γ β 0
γ 1 −α 0
−β α 1 0
0 0 0 1
= R˜(α,β ,γ). (2.22)
Accordingly, S˜≈ S is given by:
S˜ = T(tx, ty, tz) · R˜(α,β ,γ) (2.23)
=

1 −γ β tx
γ 1 −α ty
−β α 1 tz
0 0 0 1
 (2.24)
Subsequently, we seek ∆S˜ = T(∆tx,∆ty,∆tz) · R˜(∆α,∆β ,∆γ) according to Equation 2.12:
∆S˜ = argmin
∆S˜
|D|
∑
i=1
((∆S˜ ·di−mi) ·ni︸ ︷︷ ︸
ci
)2, (2.25)
where the term describing ci can be resolved to
ci =
∆S˜ ·

dxi
dyi
dzi
1
−

mxi
myi
mzi
1

 ·

dxi
dyi
dzi
1
 (2.26a)
= [∆α · (nzi dyi −nyi dzi )+∆β · (nxi dzi −nzi dxi )+∆γ · (nyi dxi −nxi dyi )+∆tx ·nxi +∆ty ·nyi +∆tz ·nzi ]
(2.26b)
− [nxi mxi +nyi myi +nzi mzi −nxi dxi −nyi dyi −nzi dzi ]. (2.26c)
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Note that Term 2.26b can be rewritten in matrix notation:(
nzi s
y
i −nyi szi nxi szi −nzi sxi nyi sxi −nxi syi nxi nyi nzi
)
·
(
∆α ∆β ∆γ ∆tx ∆ty ∆tz
)T
,
(2.27)
and therefore
ci =

nzi s
y
i −nyi szi
nxi s
z
i −nzi sxi
nyi s
x
i −nxi syi
nxi
nyi
nzi

T
·

∆α
∆β
∆γ
∆tx
∆ty
∆tz

︸ ︷︷ ︸
∆x
−nxi mxi +nyi myi +nzi mzi −nxi dxi −nyi dyi −nzi dzi . (2.28)
Reiterating Equation 2.20 and Equation 2.25, it holds that
∆S≈ ∆S˜ = argmin
∆S˜
|D|
∑
i=1
((∆S˜ ·di−mi) ·ni)2 (2.29)
= min
∆x
|A∆x−b|2, (2.30)
where ∆x is defined in Equation 2.28, and for 0 < i < |D|
A =

nz1s
y
1−ny1sz1 nx1sz1−nz1sx1 ny1sx1−nx1sy1 nx1 ny1 nz1
nz2s
y
2−ny2sz2 nx2sz2−nz2sx2 ny2sx2−nx2sy2 nx2 ny2 nz2
...
...
...
...
...
...
nz|D|s
y
|D|−ny|D|sz|D| nx|D|sz|D|−nz|D|sx|D| ny|D|sx|D|−nx|D|sy|D| nx|D| ny|D| nz|D|
 , (2.31)
and
b=

nx1d
x
1 +n
y
1d
y
1 +n
z
1d
z
1−nx1sx1−ny1sy1−nz1sz1
nx2d
x
2 +n
y
2d
y
2 +n
z
2d
z
2−nx2sx2−ny2sy2−nz2sz2
...
nx|D|d
x
|D|+n
y
|D|d
y
|D|+n
z
|D|d
z
|D|−nx|D|sx|D|−ny|D|sy|D|−nz|D|sz|D|
 . (2.32)
The approximate optimum rotation and translation ∆x can be calculated by solving Equation 2.30
via SVD [81], see [43, 82]. Be aware that the rotation approximation R˜(∆α,∆β ,∆γ) may not
be a valid rotation matrix, thus R(∆α,∆β ,∆γ) should be used for the final 3D rigid-body trans-
formation, instead.
Finding correspondences in 6 DoF point-to-plane ICP registration can be achieved in the
same manner as in the 3 DoF point-to-point case (see Subsection 2.1.1), i.e. by KD-tree based
nearest neighbor algorithms of time complexity O(|D| log |M|). However, as the point-to-plane
error metric requires surface normals for every point in the model set, every map update requires
finding at least three nearest neighbors for each point mi ∈M. As naive point cloud approaches
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lack geometric information, it is impossible to restrict updates to areas that are impacted by
the most recent sensor measurements. Therefore, adding new points to the map is of time
complexity O(|M| log |M|). In contrast to |D|, |M| grows over time, thus updating the map will
require significant computational resources at some point, hence filtering M becomes mandatory.
As mentioned earlier, determining the approximately optimum pose update requires SVD of A.
Exact SVD of a m×n matrix SVD has a time complexity of O(min(mn2,m2n) [83], i.e. O(|D|3)
in this case. Accordingly, D is often subject to filtering, as well.
2.1.3 Gauss-Newton Minimization based Registration
In this subsection we present scan registration based on Gauss-Newton minimization via map
gradients, as performed by Hector SLAM [2]. Hector SLAM scan registration is used for fast
online learning of occupancy grid cell maps [32], i.e a discrete map representation. The algo-
rithm registers 2D LiDAR sensor input with a map in order to determine the 3 DoF pose, and
is designed to require low computational resources. To calculate pose updates, a Gauss-Newton
based scan registration algorithm, which is a variation of the stereo image registration technique
proposed in [45], is used. The Hector SLAM scan registration algorithm consists of two steps
that are repeated until the maximum number of iterations is reached. In this subsection we sum-
marize the Hector SLAM approach as presented in [2]. The two Hector SLAM steps are as
follows:
1. Given a rigid transformation S = (R(γ),t) for yaw rotation γ and horizontal translation
t = (tx, ty)T , an occupancy grid map M and a set of source points D = (d1,d2, ..,d|D|),
determine the map gradients ∇M(di) around each source point di for 0 < i < |D|.
2. Find a pose update ∆S = (R(∆γ),∆t) for the initial pose S that optimizes error E, or stop
if the maximum number of iterations is reached.
As mentioned before, Hector SLAM operates on an occupancy grid map. This map repre-
sentation is implemented using a two dimensional array, which stores the occupancy probability
of the corresponding space. However, the discrete nature of this approach limits precision and
does not allow for direct computation of map gradients. Therefore, an interpolation scheme
that approximates occupancy probabilities for continuous coordinates is employed. For sake of
simplicity, we assume a grid cell size of one in the following. Given a continuous coordinate
pm = (pxm, p
y
m), the four surrounding discrete coordinates P00..11, with
p00 = (px00, p
y
00) = (bpxmc,b pymc), (2.33a)
p01 = (px01, p
y
01) = (bpxmc, dpyme), (2.33b)
p10 = (px10, p
y
10) = (dpxme, bpymc), (2.33c)
p11 = (px11, p
y
11) = (dpxme, dpyme), (2.33d)
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are used for linear interpolation of the map value along x and y axis:
M(pm)≈ (pym− py00) · [(pxm− px11) ·M(p00)+(px10− pxm) ·M(p01)]
+(py01− pym) · [(pxm− px10) ·M(p11)+(px10− pxm) ·M(p00)].
(2.34)
Using the four surrounding discrete coordinates, the derivatives for the map gradient, i.e. the
slope towards occupied map cells, can also be approximated:
∂M
∂x
(pm) = (pym− py00) · [M(P11)−M(P01)]+(py01− pym) · [M(P10)−M(P00)], (2.35)
∂M
∂y
(pm) = (pxm− px00) · [M(P11)−M(P10)]+(px11− pxm) · [M(P01)−M(P00)], (2.36)
where M(P) returns the occupancy probability of the map at point p= (px, py).
From Subsection 2.1.1 we recall that in the 3 DoF case R(γ) is the rotation matrix for yaw
(γ), which is defined as
R(γ) =
(
cosγ −sinγ
sinγ cosγ
)
, (2.37)
and will be denoted as R = R(γ), R∗ = R(γ∗), and ∆R = R(∆γ) in the following.
We define the error E via the overlap of scan endpoints di with map M:
E(R,t) =
|D|
∑
i=1
[1−M(R ·di+t)]2. (2.38)
Thus, optimally aligning the beam endpoints in D with map M translates to finding a transfor-
mation S∗ that minimizes the error E:
S∗ = (R∗,t∗) = argmin
S∗
|D|
∑
i=1
[1−M(R∗ ·di+t∗)]2. (2.39)
We seek to estimate a transformation update ∆S = (∆R,∆t) that decreases the error:
|D|
∑
i=0
[1−M(R(γ+∆γ) ·di+ t+∆t)]2→ 0. (2.40)
For ease of notation we define S⊗di as applying rotation and translation given by S to point di:
S⊗di =
(
cos(γ) −sin(γ)
sin(γ) cos(γ)
)(
dxi
dyi
)
+
(
tx
ty
)
. (2.41)
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Equation 2.40 can then be reformulated to:
|D|
∑
i=0
[1−M((S+∆S)⊗di)]2→ 0. (2.42)
Using a first order Taylor expansion developing around the map occupancy value M((S+∆S)⊗
di) leads to the following error term:[
1−M(S⊗di)−∇M(S⊗di)∂ (S⊗di)∂S ∆S
]2
. (2.43)
Here, ∇M(S⊗di) is the map gradient at the position given by S⊗di:
∇M(S⊗di) =
(
∂M
∂x
(S⊗di), ∂M∂y (S⊗di)
)
, (2.44)
and can be approximated via Equation 2.35 and Equation 2.36.
To minimize Equation 2.43 the partial derivative with respect to ∆S is set to zero:
2
|D|
∑
i=1
[
∇M(S⊗di)∂ (S⊗di)∂S
]T [
1−M(S⊗di)−∇M(S⊗di)∂ (S⊗di)∂S ∆S
]
= 0. (2.45)
Solving this equation for ∆S leads to the following Gauss-Newton equation for the minimization
problem:
∆S = H−1
|D|
∑
i=1
[
∇M(S⊗di)∂ (S⊗di)∂S
]T
[1−M(S⊗di)] (2.46)
with
H =
|D|
∑
i
[
∇M(S⊗di)∂ (S⊗di)∂S
]T [
∇M(S⊗di)∂ (S⊗di)∂S
]
. (2.47)
Using Equation 2.41 ∂ (S⊗di)∂S can be resolved to:
∂ (S⊗di)
∂S
=
(
1 0 −sinγ ·dxi −cosγ ·dyi
0 1 cosγ ·dxi −sinγ ·dyi
)
. (2.48)
Equation 2.46 can now be evaluated via ∂ (S⊗di)∂S and ∇M(S⊗ di) (Equation 2.44), yielding the
desired transformation update that optimizes the scan to map alignment.
Unfortunately, with this non-smooth linear approximation of the map gradient, local quadratic
convergence of the scan registration algorithm cannot be guaranteed. In practice however, the
algorithm works with sufficient accuracy [2], while requiring little computational resources. No
costly correspondence search is required, and H is a 4x4 matrix, i.e. calculating the inverse of
H is negligible in terms of computational costs.
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2.2 Map Representations
In this section we first present occupancy grid cell mapping, a fundamental approach to maps
created using range sensors. Afterwards, we introduce octomap, another probabilistic map type.
In contrast to occupancy grid cell mapping, octomap uses an efficient tree based data structure
that enables 3D mapping of relatively large sized environments. Finally, a non-probabilistic
approach based on signed distance functions is presented.
2.2.1 Occupancy Grid Cell Maps
Occupancy grid cell maps, as introduced in [32], were originally designed for sonar sensor based
mapping. Sonar sensors provide rather inaccurate conic measurements, so multiple readings are
used to gain a reasonable model of the environment. Nowadays, they are commonly used in
combination with 2D LiDAR based 2D mapping 3 DoF localization SLAM, e.g. in Hector
SLAM [2], SPM-ICP [3], and gmapping [11]. Figure 2.2 shows a map created by gmapping, a
particle filter based SLAM approach. Such maps are rigid in structure, requiring the map size to
be determined in before hand if costly copy operations are to be avoided, where memory inten-
sity depends on grid resolution and size. The aim is to represent the environment by estimating
the posterior probability p(M|d1:N ,s1:N) of the map M, given a set of measurements d1:N and
corresponding positions s1:N , taken over time 1 : N. However, as estimating such a posterior is
of exponential complexity dependant on the size of the map, i.e. 2|M|, it rapidly becomes com-
putationally infeasible, even for relatively small maps. Thus, the problem is broken down into
manageable sub-problems by dividing the environment into cells of equal size. We summarize
the introduction to occupancy grid cell mapping given in [84].
FIGURE 2.2: A rendered occupancy grid cell map for an approximately 15m wide area. Black
cells represent occupied, white free, and gray unknown space.
Chapter 2. Background 26
Each occupancy grid map cell stores a binary random variable that stores the probability of
being occupied, thus the problem now presents as p(mi|d1:N ,s1:N) for each cell mi, hence
p(M|d1:N ,s1:N)≈∏ p(mi|d1:N ,s1:N), (2.49)
reducing the complexity to 2|M|. We assume the state to be static, and a cell is occupied if
p(mi) = 1, free if p(mi) = 0, and unknown if p(mi) = 0.5. Note that, as there is no dependency
between individual cells, breaking down the original problem discarded modeling dependencies
between adjacent cells.
To update the map, the Markov assumption p(dt |x,d1:N−1) = p(dt |x), and the Bayes’ Rule, i.e.
p(a|b) = p(b|a)p(a)
p(b)
, (2.50)
p(a|b,c) = p(b|a,b,c)p(a|b,c)
p(b|b,c) , (2.51)
are used repeatedly:
p(mi|d1:N ,s1:N) = p(dt |mi,d1:N−1,s1:N)p(mi|d1:N−1,s1:N)p(dt |d1:N−1,s1:N) (2.52)
=
p(dt |mi,st)p(mi|d1:N−1,s1:N−1)
p(dt |d1:N−1,s1:N) (2.53)
=
p(mi|dt ,st)p(dt |st)p(mi|d1:N−1,s1:N−1)
p(mi|st)p(dt |z1 : N−1,s1:N) (2.54)
=
p(mi|dt ,st)p(dt |st)p(mi|d1:N−1,s1:N−1)
p(mi)p(dt |d1:N−1,s1:N) . (2.55)
p(mi|d1:N ,s1:N) is now based on p(mi|dt ,st), i.e. the inverse sensor model.
The same holds for mi not being occupied:
p(¬mi|d1:N ,s1:N) = p(¬mi|dt ,st)p(dt |st)p(¬mi|d1:N−1,s1:N−1)p(¬mi)p(dt |d1:N−1,s1:N) . (2.56)
To gain a recursive update rule, the probability of a cell being occupied is divided by the proba-
bility of not being occupied:
p(mi|d1:N ,s1:N)
p(¬mi|d1:N ,s1:N) =
p(mi|dt ,st)
1− p(mi|dt ,st)
p(mi|d1:N−1,s1:N−1)
1− p(mi|d1:N−1,s1:N−1)
1− p(mi)
p(mi)
. (2.57)
Since we canceled out p(dt |st) and p(dt |d1:N−1,s1:N), we can now update map cells with the
probability of being occupied. However, to avoid multiplication, the log odds notation i.e.
l(x) = log
p(x)
1− p(x) , (2.58)
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and vice versa
p(x) = 1− 1
1+ exp l(x)
, (2.59)
can be used to turn the product in Equation 2.57 into a sum:
l(mi|d1:N ,s1:N) = l(mi|dt ,st)+ l(mi|d1:N−1,s1:N−1)− l(mi) (2.60)
Therefore, updating the map is highly efficient, as it requires only summation.
2.2.2 Octree maps
In this subsection we present the octree based mapping [39] approach octomap [85], a highly
optimized framework for volumetric 3D mapping. Similar to occupancy grid approaches (see
Subsection 2.2.1), the environment is represented using random binary variables. Therefore,
octomap is able to cope with noisy measurements and allows for multiple sensor integration.
However, due to the underlying data structure it is superior to occupancy grid approaches in
many ways, while maintaining efficient geometric accessibility, which point clouds lack. Oc-
tomap is designed to allow for full 3D mapping, while being updatable, flexible and compact.
Full 3D mapping means that no prior assumptions about the environment are required. There-
fore mapping of arbitrary environments is possible. Octomap can capture free, unknown and
occupied space using probabilistic occupancy estimation.
Updatable refers to information encoded in the map being incrementally updatable, which is
achieved by providing efficient map access and probabilistic occupancy mapping.
Flexibility relates to a dynamic map size, which does not need to be defined in advance. In
addition, the map provides multiple resolutions without overhead. It is however necessary to
define the maximum resolution, i.e. the minimum voxel size, in beforehand. If the task at hand
requires variable maximum resolutions, octree hierarchies [86] can be used.
Compactness requires the map to be both memory and disk-space efficient, i.e. optimized for
random and sequential access memory.
The underlying data structure of octomap, i.e. an octree, is a tree structure where non-leaf
nodes have eight descendants. Every node represents a cubic volume (voxel) and stores the
corresponding probability of being occupied. Descendant nodes split the voxel represented by
their parent node in eight sub-voxels, depicted in Figure 2.3 [40]. Therefore, by descending from
root to leaf nodes resolution is increased. Sensor measurements inserted into the octomap are
stored in the octrees leaf nodes, which represent voxels of minimum supported size. Nodes are
generated on demand when inserting new information. This is both memory efficient, and allows
the absence of nodes to encode unknown space. If all siblings encode the same information, the
corresponding tree branch can be pruned, as information contained in child nodes is aggregated
in parent nodes.
The downside of the octree based data structure for mapping is that direct map access, in
contrast to e.g. array based grid maps, is not possible. To retrieve map values, the tree has
generally to be descended entirely from root to the leaf node that holds the desired information.
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FIGURE 2.3: This figure illustrates the octomap map representation [40]. It shows how voxels
are divided into sub-voxels if sensor measurements are inserted. Free space is represented
by transparent voxels, occupied space by black voxels, and free space by white voxels. Note
how memory is saved by not performing unnecessary branching, e.g. in case of the nodes
representing free space.
The exception being if the desired leaf node has been pruned and thus the information being
available at a more shallow tree depth, which does not occur frequently. However, as the maxi-
mum available map size grows exponentially with tree depth, relatively shallow octrees suffice
for relatively large maps. For example, an octomap with a tree depth of 16 and a leaf node
resolution of 0.05m can cover over 1600m3.
To store occupancy probabilities, the log odd notation is used. This way, updating the map
is performed in a computationally efficient manner. See Subsection 2.2.1 for more details on
updating the occupancy probability stored in the nodes. After updating the log odds occupancy
value of a leaf node, the maximum values are propagated up to the root node. This allows direct
rendering of the map in different resolutions, and also provides additional information beneficial
to algorithms using the octomap map representation. Figure 2.4 gives an example for the same
map being rendered in 4 different resolutions. Path planning for example might only require
information about large unoccupied voxels, while still having a fine grain map is beneficial to
the localization algorithm.
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FIGURE 2.4: This figure shows different tree depths of the same octomap map being rendered,
where voxel color encodes height. On the top left, leaf nodes that represent a 0.05m resolution
are rendered. In clockwise direction the octree is ascended, resulting in voxel resolutions of
0.10m, 0.20m and 0.40m.
2.2.3 Signed Distance Function Maps
Signed distance function (SDF) based maps, as originally proposed in [17], follow a funda-
mentally different approach than occupancy based maps do. As the name suggest, SDF maps
store the signed distance to objects for each position, instead of an occupancy value. A posi-
tive distance is used for free space, and a “negative distance” for occupied space. Figure 2.5
gives an example for a SDF based map implemented through a grid structure. It illustrates the
principle for a 2D map, where vertical height of points reflects the distance value stored in the
corresponding grid cell, with zero distances representing unmapped space.
To update SDF maps, ray tracing [87] from the sensor location to the measured point is
used. Positions along the ray between sensor and measured point are updated with the weighted
positive distance to the measured point. In contrast, positions on the ray but after the measured
point are updated with the negative distance to the measured point. The intersection between
positive and negative distance, i.e. the outline of the detected object, is called zero crossing.
To prevent inflating the size of mapped objects, the weight function is chosen in such a way
that it tapers off after the zero crossing. As little negative distance as possible should be mapped,
because inflating the size of objects becomes problematic if the object is mapped from multiple
sides. On the other hand, if the weight function tapers off too early, zero crossings might become
compromised due to a lack of sign changes in the map. In practice, the attenuation is usually
chosen depending on the accuracy rating of the sensor used for mapping. Additionally, the
weight function also tapers off towards the sensor on the other side of the zero crossing, because
positive distances become less meaningful the further away they are from objects.
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FIGURE 2.5: This figure shows a 3D illustration of a 2D signed distance function based map.
The altitude of red points indicate the distance to objects stored in the corresponding cells,
where a height of zero is used to represent unknown space. Negative distances, i.e. objects, are
represented by blue dots. White dots mark the zero crossing, i.e. a sign change in distances (if
zero distances are considered positive for the purpose of generating object outlines).
To demonstrate the principle, we consider mapping a signed distance function M with an
immobile 1D range sensor that takes I measurements along the x axis:
M(x) =
∑Ii=1 wi(x)di(x)
I
∑
i=1
wi(x)︸ ︷︷ ︸
W (x)
, (2.61)
where di(x) is the distance between sensor and measurement i at position x, and wi(x) describes
the corresponding weight function.
To perform incremental instead of batch updates of the map, the following formula is used:
Mi+1(x) =
Wi(x)Mi(x)+wi+1(x)di+1(x)
Wi(x)+wi+1(x)
, (2.62)
with
Wi+1(x) =Wi(x)+wi+1(x). (2.63)
Here, Mi(x) and Wi(x) are the cumulative SDFs and weight functions calculated for the previous
update.
Memory and computational efficiency of SDF based maps depend on the implementation. A
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naive array based implementation is comparable to occupancy grid cell maps: while sufficiently
efficient for 2D maps, representing 3D environments quickly becomes infeasible with size and
depending on resolution. To enable a sufficiently efficient SDF based representation of 3D
environments, octrees [88] or point clouds [41] can be used.

Chapter 3
Octree based 3D map
3 DoF registration SLAM
This chapter is based on work published in [70, 72]. It focuses on SLAM for airborne robots
capable of 6 DoF motion, in particular multirotor unmanned aerial vehicles, equipped with 2D
LiDAR sensors. We propose OctoSLAM: combining 2D LiDAR, altitude, and attitude (roll,
pitch, yaw) sensor measurements in order to perform 3D map SLAM. To represent the 3D en-
vironment an octree based map is used. Our scan registration algorithm is derived from Hector
SLAM [2]. We evaluate the performance of our system in simulation and on a real multirotor
unmanned aerial vehicles equipped with a 2D LiDAR sensor, a consumer grade inertial mea-
surement unit, and an altitude sensor. The experimental results show significant improvement in
the localization and representation accuracy over current 2D map SLAM methods.
3.1 Introduction
Multi-rotor Unmanned Aerial Vehicles (UAVs) are popular yet complex systems which have
become widely available to the research community. A common vision is that such airborne
agents have a broad scope of applications and can be beneficial in numerous scenarios, for
example for coastal [89], mountainous [90], and urban [91] search and rescue. Further civilian
examples include geographical mapping, site inspection, and use in agriculture [92]. In such
scenarios, (semi-)autonomous exploration of large, inaccessible or hazardous environments can
be of use. A prerequisite to such autonomous behavior is the ability of the robot to perceive
environmental elements and to localize itself.
SLAM for UAVs can be tackled with 2D time of flight (e.g. 2D LiDAR [15]), 3D time of
flight (e.g. 3D LiDAR [77]), visual (e.g. RGB [31]), or hybrid (e.g. RGBD [93]) sensors. Each
sensor type has advantages and disadvantages. On the one hand, LiDAR based sensors typically
provide more accurate distance measurements and have a higher range than RGBD sensors,
while RGB cameras do not provide any distance data at all. On the other hand, LiDAR sensors
are generally heavier and more expensive than RGBD sensors, which in turn are outperformed
by RGB cameras in that regard. Then again, LiDAR sensors are less susceptible to ambient
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lighting or the lack thereof. While 3D LiDAR sensors outperform 2D LiDAR sensors in nearly
all aspects, they are also not as commonly available, heavier and a lot more expensive.
In this chapter we will focus on 2D LiDAR based SLAM for 6 DoF motion performing
robots. The established practice in this scenario is to project the LiDAR measurements onto
2D maps. This assumes that objects look the same regardless of the observation height. On the
one hand, if this assumption holds, 2D map SLAM [94], e.g. SPM-ICP [3], suffices for UAV
SLAM. On the other hand, if the assumption does not hold, using 2D maps in the UAV domain
may become impracticable. Therefore, we develop a 2D LiDAR based SLAM algorithm that
operates on a 3D representation of the environment. We furthermore investigate whether and to
what extent using 3D maps for SLAM outperforms the use of 2D maps.
The remainder of this chapter is structured as follows. We introduce our approach, called Oc-
toSLAM, which advances the state-of-the-art low resource requiring 2D LiDAR SLAM frame-
works for robots exhibiting 6D motion. This is followed by both simulated and real robot ex-
periments. The chapter then concludes with a brief discussion of our findings.
3.2 OctoSLAM
To achieve 3D map 3 DoF registration SLAM we combine and extend both octomap [40], an
octree representation of the environment, and Hector SLAM [2], an algorithm for fast online
learning of occupancy grid maps. To implement the proposed SLAM system, the robot operating
system [67] framework is used.
OctoSLAM determines the 6D pose of the UAV by 3 DoF registration combined with direct
sensor input. In our setup, an inertial measurement unit (IMU) provides roll α and pitch β ,
while altitude tz is measured by an actuated downward facing distance sensor. The remaining
three dimensions, i.e. translation in x (tx), y (ty) direction and yaw rotation γ , are tracked
through registration. At time k the position determined by scan registration is given by sk =
(txk , t
y
k ,γk)
T . The algorithm iteratively computes the most recent pose change ∆sk = sk−sk−1 =
(∆txk ,∆t
y
k ,∆γk)
T by registering a set of polar scan endpoints D = (d0, . . . ,d|D|) with the map M.
The first step is transforming scan endpoints di = (ri,θi)T into Cartesian coordinates in the
map frame via the current 6D pose estimate s+k = (t
x
k , t
y
k , t
z
k,αk,βk,γk)
T . For ease of notation, we
denote transforming scan endpoint di with 6D pose s+k as s
+
k ⊗di:
s+k ⊗di = R(αk,βk,γk) · (r · cosθ ,r · sinθ ,0)T +(txk , tyk , tzk)T . (3.1)
The general 3D rotation matrix R(αk,βk,γk) is defined as follows:
R(α,β γ) = Rz(γ) ·Ry(β ) ·Rx(α), (3.2)
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where Rx, Ry, and Rz, are the basic rotation matrices around the x, y and z axis, respectively:
Rx(α) =
 cosα −sinα 0sinα cosα 0
0 0 1
 , (3.3)
Ry(β ) =
 cosβ 0 sinβ0 1 0
−sinβ 0 cosβ
 , (3.4)
Rz(γ) =
 cosγ −sinγ 0sinγ cosγ 0
0 0 1
 . (3.5)
Therefore,
R(α,β γ) =
 cosγ cosβ −sinγ cosα+ cosγ sinβ sinα sinγ sinα+ cosγ sinβ cosαsinγ cosβ cosγ cosα+ sinγ sinβ sinα −cosγ sinα+ sinγ sinβ cosα
−sinβ cosβ sinα cosβ cosα
 .
(3.6)
The vector produced by s+k ⊗di describes the scan endpoint position in map frame coordinates,
which is requiered for inserting a point into, and retrieving occupancy values from the octree.
We follow the Hector SLAM registration approach, which uses occupancy grid map gradi-
ents ∇M to align the scan D with the current map. Similarly, OctoSLAM computes interpolated
map gradients based on occupancy probabilities of the target and surrounding nodes of an octree
based map. The equation for the pose update ∆sk at time k is derived from the Gauss-Newton
Equation 2.46 presented in Subsection 2.1.3:
∆sk = H−1
|D|
∑
i=1
[
∇M(s+k ⊗di)
∂ (s+k ⊗di)
∂sk
]T
· [1−M(s+k ⊗di)]. (3.7)
We recall that the Hessian H is computed as follows:
H =
[
∇M(s+k ⊗di)
∂ (s+k ⊗di)
∂sk
]T
·
[
∇M(s+k ⊗di)
∂ (s+k ⊗di)
∂sk
]
, (3.8)
where ∇M(s+k ⊗di) are the map gradients at position s+k ⊗di:
∇M(s+k ⊗di) =
(
∂M
∂x
(s+k ⊗di),
∂M
∂y
(s+k ⊗di)
)
. (3.9)
The partial derivative ∂ (s
+
k ⊗di)
∂sk
is computed by:
∂ (s+k ⊗di)
∂sk
=
(
1 0 −sin(γ) ·dxi −cos(γ) ·dyi
0 1 cos(γ) ·dxi −sin(γ) ·dyi
)
. (3.10)
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FIGURE 3.1: Simplified 2D visualization for the required voxels surrounding a sensor reading
p. Voxels v0(p),v1(p),v2(p),v3(p) are used to determine the map value and gradients of p.
In contrast to Hector SLAM, which uses an array based occupancy grid, we use an octree based
map. Therefore, calculating the interpolated map values M(s+k ⊗di) and gradients ∇M(s+k ⊗di)
is slightly different, as unlike with grid approaches, the voxel size throughout the octree is not
constant but depends on the tree level. Given a target coordinate p = (px, py, pz)T , the voxels
v0(p),v1(p),v2(p),v3(p) surrounding p have to be determined, as illustrated in Figure 3.1.
To determine these voxels, p is rounded down to the next voxel center coordinate which we
define as voxel v0(p):
v0(p) =
 v
x
0(p)
vy0(p)
vz0(p)
=
 mres⊕ p
x
mres⊕ py
mres⊕ pz
 (3.11)
where mres is the distance between the voxel centers, i.e. the resolution of the octomap which
depends on the minimum octree voxel size m−res and on the tree search depth n.
mres := mres(n,m−res) = 2
n−1 ·m−res (3.12)
The operator mres⊕ is defined as rounding down to the next voxel center. Algorithm 2 gives a
pseudo code formulation for mres⊕. In correspondence to voxel v0(p), voxels v1(p), v2(p), and
v3(p) are defined as follows:
v1(p) =
 v
x
1(p)
vy1(p)
vz1(p)
=
 v
x
0+mres
vy0
vz0
 (3.13a)
v2(p) =
 v
x
2(p)
vy2(p)
vz2(p)
=
 v
x
1
vy1+mres
vz1
 (3.13b)
v3(p) =
 v
x
3(p)
vy3(p)
vz3(p)
=
 v
x
2−mres
vy2
vz2
 . (3.13c)
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Algorithm 2 Round to Voxel Center
Require: Voxel resolution mres,
input coordinate in
1: function ROUND(mres, in)
2: voxelCenter← 0
3: mod ← in modulo mres
4: if mod larger mres/2 then
5: voxelCenter← in+mres−mod−mres/2
6: else
7: voxelCenter← in−mod−mres/2
8: end if
9: return voxelCenter
10: end function
The voxels v0(p)..v3(p) are used to compute the interpolated map value M(p) as described
in the previous chapter, with the addition of scaling with mres, which is not necessary when
using an array based map with cell size one. We opt to use the same mres for v0(p)..v3(p), thus
limiting the map resolution by the most coarse of the four voxels. The map value M(p) is hence
defined as:
M(p) =
vy3(p)− py
mres
· v
x
1(p)− px
vx1(p)− vx2(p)
·M∗(v0(p))
+
vy3(p)− py
mres
· p
x− vx2(p)
vx1(p)− vx2(p)
·M∗(v1(p))
+
py− vy0(p)
mres
· v
x
1(p)− px
vx1(p)− vx2(p)
·M∗(v2(p))
+
py− vy0(p)
mres
· p
x− vx2(p)
vx1(p)− vx2(p)
·M∗(v3(p)),
(3.14)
where M∗(vi) refers to the occupancy probability of position vi stored in the corresponding
octree node.
Map access using octree based maps is not as trivial as for grid based maps. To access the
node corresponding to a certain voxel, the octree is traversed from the root node. As explained
in Subsection 2.2.2, every octree node has eight children that divide the cubic space into eight
equally sized sub-cubes. Since the order which determines which child represents which sub-
cube is fixed, a direct path to the target node can be calculated from the target coordinates. This
path is then traversed, and every node encountered is stored in a list. If the desired search depth
is reached, this node list is returned. Alternatively, if an uninitialized node is encountered during
traversal two possibilities arise. (i) The remaining sub-tree might have been pruned, in which
case the current node has no children. If this is the case, the current node represents the target
voxel and the node list is returned. (ii) The current node does have at least one child, but not
the one that lies on the path. In this case the node representing the target coordinates has not
been inserted yet, and a “unknown space” marker is added to the list and the list is returned. A
pseudo-code formulation for this algorithm is given in Algorithm 3. The map gradients can be
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Algorithm 3 Octomap Search
Require: target coordinates tC,
search depth tD,
octree tree
1: function OCTOSEARCH(tC, tD, tree)
2: list ← {}
3: path← calculatePath(tC)
4: curNode← tree.getRoot()
5: i← tree.getMaxTreeDepth()-1
6: for i down to 0 do
7: list ← {list,curNode}
8: if i+1 equals tD then
9: return list
10: end if
11: nextNode← path.getNode(i)
12: if curNode.hasChild(nextNode) then
13: curNode← nextNode
14: else
15: if curNode.hasNoChildren() then
16: return list
17: else
18: list ← {list,−1}
19: return list
20: end if
21: end if
22: end for
23: return list
24: end function
found analogously to the map value:
∂M
∂x
(p) =
vy3(p)− py
mres
· (M(v0(p))−M(v2(p)))
+
py− vy0(p)
mres
· (M(v1(p))−M(v3(p)))
(3.15)
∂M
∂y
(p) =
vx1(p)− px
mres
· (M(v0(p))−M(v1(p)))
+
px− vx2(p)
mres
· (M(v2(p))−M(v3(p)))
(3.16)
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Using the map values and gradients of the map for each scan endpoint, Equation 3.7 can be
resolved to:
∆T =
 |D|∑
i=0

√
∂M
∂y (s
+
k ⊕di) ∂M∂y (s+k ⊕di) · ∂M∂x (s+k ⊕di) ∂M∂y (s+k ⊕di) · γ ′i
∂M
∂y (s
+
k ⊕di) · ∂M∂x (s+k ⊕di)
√
∂M
∂x (s
+
k ⊕di) γ ′ · ∂M∂x (s+k ⊕di)
∂M
∂y (s
+
k ⊕di) · γ ′ ∂M∂y (s+k ⊕di) · ∂M∂x (s+k ⊕di)
√
γ ′i )


−1
·
|D|
∑
i=0
(1−M(s+k ⊕di))

∂M
∂y (s
+
k ⊕di)
∂M
∂x (s
+
k ⊕di)
γ ′i

 ,
(3.17)
with
γ ′i = (−sinγ ·dxi − cosγ ·dyi ) ·
∂M
∂y
(di)
+(cosγ ·dxi − sinγ ·dyi ) ·
∂M
∂x
(di).
(3.18)
If a scan endpoint is located in such a way that all surrounding voxels are unoccupied or
unknown, no gradients or map values can be determined. While this is not necessarily critical,
registration may become too inaccurate if no values can be determined for a sufficiently large
number of points. OctoSLAM features three optional heuristics to tackle this situation.
(i) Scan to scan ICP, as introduced in Subsection 2.1.1, is used to achieve a better initial pose sk.
The measurements taken at time k and k− 1, transformed via pose s+k and s+k−1, and projected
onto the ground plane, are used as source D and reference M for the ICP registration.
(ii) Both map M and transformed measurements s+k ⊕di are projected onto the ground plane and
used for registration. This heuristic is similar to the first one, with the exception that it uses all
previous measurements, not just the one at time k−1.
(iii) The voxel size mres used for determining the interpolated map value and gradients is in-
creased by reducing the search depth n in Equation 3.12. Since parent nodes in octree based
maps aggregate the information stored in their child nodes, increasing voxel size neither in-
creases memory nor computational requirements. By using this heuristic the coverage along the
x, y as well as the z dimension is increased. Thus, the maximum pose change from time k to
k− 1 is not limited by a fixed map resolution, as is the case with gradient based grid cell map
registration.
Figure 3.2 gives two examples where a heuristic is required to get an inital scan to map coverage.
Note that all three heuristics operate under the assumption that objects look similar over height.
However, (ii) requires this assumption to hold over the entire height, whereas (i) requires the
assumption to hold only between the last two scans, while (iii) incrementally increases the size
for which the assumption has to hold. Therefore we deem (iii) to be the most desirable of the
three heuristics.
A pseudo code formulation for OctoSLAM registration is given in Algorithm 4. Here the
function getMapValueGradients refers to ∇M(s+k ⊗di). The functions updateH and updateDet
relate respectively to the first and second factor of the multiplication in Equation 3.17. Using
these three functions, ∆sk is approximated and subsequently added to sk in every iteration.
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FIGURE 3.2: This figure shows two situations where the robots altitude or attitude change
between timesteps has lead to an insufficient overlap between map (voxels) and sensor mea-
surements (white dots). This can be tackled by (i) increasing the voxel size, (ii) using non-
incremental point-to-point ICP registration, or (iii) projecting the map (black cells) and mea-
surements onto the ground plane for the current registration iteration.
Algorithm 4 Octomap Scan Registration
Require: Scan endpoints scan,
initial pose estimate pose,
number of iterations maxIter
1: function MATCH(scan, pose,maxIter)
2: s← pose
3: n← 0
4: for n to maxIter do
5: H ← 0
6: det ← 0
7: i← 0
8: for i to scan.size() do
9: d ← scan.get(i)
10: d ← s⊕d
11: M← getMapValueGradients(d)
12: H ← H+updateH(M)
13: det ← det+updateDet(M)
14: end for
15: s← s+(H−1 ∗det)
16: end for
17: return s
18: end function
3.3 Empirical Evaluation
In this section we evaluate the performance of OctoSLAM by conducting simulated and real
robot experiments.
For simulated experiments we use Gazebo [95], a simulator capable of simulating articulated
robots in three dimensional environments. It generates realistic sensor feedback and supports
various simulated sensors, such as 2D LiDAR, IMU, and ultrasonic sensors. The simulated
LiDAR sensor we use for our experiments is modeled after the Hokuyo-URG04LX, which has
a range of 5m and a field of view of 240 deg. The rated accuracy of the Hokuyo-URG04LX is
±0.03m below 1m range and 3% otherwise. We add noise to the sensor measurements generated
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FIGURE 3.3: This figure shows the environments used in the simulated experiments. From the
top left in clockwise direction the “Willow”, “corridor”, “sphere” and “tilted wall” environment
is shown. Note that the first two only consist of orthogonal elements, whereas the latter two
introduce more complex elements.
by the Gaussian probability distribution with µ = 0 and standard deviation σ = 0.01:
f (x|µ,σ) = 1
σ
√
2pi
e−
(x−µ)2
2σ2 . (3.19)
We test OctoSLAM in four simulated environments with different levels of similarity along
altitude, shown in Figure 3.3. To measure performance, the root mean squared error (RMSE) of
the average Euclidean distance between n number of localized (li) and ground truth (gi) poses is
calculated for each experiment episode:
RMSE(g, l) =
√
∑ni=1 (||gi− li||)2
n
. (3.20)
Every episode consists of recording the sensor data of a manually controlled flight with an
approximate duration of two minutes. Hector and OctoSLAM are then applied to the recorded
sensor data, both using a map resolution of 0.05m. OctoSLAM is executed with both 3D and 2D
map registration, where in the latter case the map is projected onto the ground plane. In the 2D
mode, both “threshold” and “constant” mapping is tested. Threshold mapping refers to updating
the map only if the pose has changed by a certain amount and is commonly employed when
using 2D maps. Constant mapping in contrast refers to updating the map with every obtained
sensor reading, which is necessary to accumulate sufficient sensor measurements to build a 3D
map from 2D LiDAR sensor data. The RMSEs for all experiments/approaches are plotted in a
bar graph. When comparing multiple bar graphs, be aware that the RMSE axis is scaled for best
readability, and is therefore not the same for all bar graphs. In this graph the central line within
each bar marks the mean. The inner box around the mean represents the 95% confidence interval
for the mean under the assumption that the observations are sampled from a normal distribution.
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Therefore, non-overlapping confidence intervals indicate a significant difference for a p-value
of 5%. The outer box marks one standard deviation.
To test the SLAM approaches on a real robot, we use a Mikrokopter Oktokopter XL. We
modify the stock version by adding a Hokuyo URG-04LX 2D LiDAR sensor, a downward facing
Parallax PING ultrasonic sensor and a Pololu MiniIMU-9 inertial measurement unit. As the
ground truth pose is not available to us in the real robot experiments, no quantitative analysis of
the results can be given. Instead we perform a qualitative analysis on maps generated by 2D and
3D map SLAM.
3.3.1 Heuristics
As explained in the previous section, OctoSLAM uses up to three heuristics to deal with in-
sufficient scan to map overlap: “multi res.”, i.e. variable map resolutions, “var. downproject”,
i.e. projection of the map onto the ground plane , and ICP registration. Figure 3.4 shows the
results for using either of the first two. While the “var. downproject” heuristic works well in the
“corridor” environment, introducing non-orthogonal elements to the map decreases the heuris-
tics performance. The multi-resolution heuristic in contrast results in a better performance if
more complex elements are introduced to the environment. Therefore we opt to use the multi-
resolution heuristic from this point forward.
We found that the ICP heuristic most of the time does not significantly impact the perfor-
mance. However, if “drastic pose changes” occur, it can be used to increase the performance.
Such a case is presented in Figure 3.5, which shows the RMSE over time for a “sphere” envi-
ronment episode with the ICP heuristic enabled and disabled. Figure 3.6 shows the resulting
map for this episode. Here, we can observe that the increase in RMSE is due to yaw localization
error. In future experiments, scan to scan ICP is used to improve the initial pose estimate used
for scan to map registration.
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FIGURE 3.4: This figure compares the performance of the multi-resolution heuristic to the
variable down-projection heuristic in the “corridor” environment on the left, and the “tilted
wall” environment on the right.
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FIGURE 3.5: This graph shows the RMSE for a “sphere” world episode, with enabled (lower
line) and disabled (upper line) ICP initial guess heuristic.
FIGURE 3.6: This figure shows two maps, one generated with the ICP heuristic enabled (left),
and one with the heuristic disabled (right).
3.3.2 Simulated Localization on a given Map
To evaluate the localization performance using 3D maps compared to using 2D maps, we gen-
erate 0.05m resolution maps of the simulated environments using the ground truth pose. Those
maps are then used for localization without mapping. In addition to the results presented in
this subsection, the results in tabular form can be found in Appendix A.1.1, and the results for
localization without sensor noise are given in Appendix A.1.2.
Figure 3.7 shows the results for the “Willow” environment. On the left the map used for
localization, and on the right the results for 3D and 2D map OctoSLAM, are shown. Using a
3D map yields an approximately 11% lower average RMSE. However, as can be seen in the
figure, the 95% confidence intervals overlap. Hence, using localization on a 3D map does not
give a significant advantage over using a 2D map, in this environment. As this map mostly con-
sists of orthogonal walls reaching from floor to ceiling, one would intuitively expect this result.
Furthermore, because the voxel size of the octomap is 0.05m, we consider a localization RMSE
of 0.05m to 0.06m to be quite accurate, as the representation resolution itself can introduce
inaccuracies of this magnitude.
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FIGURE 3.7: This figure shows the map of the “Willow” environment used for localization on
the left, and on the right the results for localization without mapping. 2D map refers to using
the 3D map projected onto the ground plane for registration.
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FIGURE 3.8: This figure shows the map of the “corridor” environment used for localization on
the left, and on the right the results for localization without mapping. 2D map refers to using
the 3D map projected onto the ground plane for registration.
Figure 3.8 shows the results for the “corridor” environment, which introduces slightly more
variation over the vertical axis. Similar to the first environment, the average RMSE for 3D map
localization (∼0.05m) is approximately equal to the voxel size and can be considered a good
result. Using a 3D map yields an around 51% lower average RMSE. The confidence intervals
do not overlap, i.e. using a 3D map for localization yields significantly better results than using
a 2D map. This result can be explained by the fact that a 2D map makes it hard to distinguish
whether a scan hits a pillar or the lower wall. To illustrate the issue, Figure 3.9 shows a 2D map
of this environment.
Figure 3.10 shows the results for the “sphere” environment, which as the name suggest intro-
duces curved elements to the environment. Here, the performance of both OctoSLAM variants
is very similar. While the result seems unexpected, it can be argued that in this environment
the spheres are actually not used for registration too frequently, because the narrow map sizes
restricts the movement of the robot.
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FIGURE 3.9: This figure shows the “corridor” map with voxel size 0.05m projected to 2D.
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FIGURE 3.10: This figure shows the map of the “sphere” environment used for localization on
the left, and on the right the results for localization without mapping. 2D map refers to using
the 3D map projected onto the ground plane for registration.
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FIGURE 3.11: This figure shows the map of the “tilted wall” environment used for localization
on the left, and on the right the results for localization without mapping. 2D map refers to using
the 3D map projected onto the ground plane for registration.
The results for the “tilted wall” environment and the corresponding results are given in
Figure 3.11. In this experiment 3D map localization yields an approximately 51% lower average
RMSE than 2D map localization. As visualized in the figure, this is a significant improvement.
This improvement results from the fact that if facing the tilted wall in the top right, 3D map
localization can determine the position reliably as it can utilize the height of scan endpoints.
2D map localization on the other hand can not benefit from the height information of the scan
endpoints, and hence can not extract reliable map values corresponding to the tilted wall.
To summarize, we found that using a 3D over a 2D map for localization can yield a sig-
nificant advantage. This is the case, if projecting the environment to 2D leads to large enough
parts of the map becoming indistinguishable from each other in areas likely to be in the vicinity
of sensor measurements. If facing just a tilted wall for example, the sensor measurements will
always be a line, regardless of altitude. If registered with a 2D map, this line could be matched
with any part of the tilted wall. In contrast, if the altitude of measurements can be used, the
number of possible matches reduces.
3.3.3 Simulated Simultaneous Localization and Mapping
We test simultaneous localization and mapping with three OctoSLAM variants, i.e. 3D, 2D (A),
and 2D (B), as well as Hector SLAM. Variant 2D (B) refers to using a 2D map for registration
with constant map updates, and (A) refers to using threshold triggered map updates after 0.4m
distance traveled or 20◦ yaw rotation. The same thresholds are used for Hector SLAM. The
RMSEs for all SLAM experiments are listed in Appendix A.2.1, and bar graphs for SLAM with
no sensor noise are provided in Appendix A.2.2.
The results for SLAM in the “Willow” environment are given in Figure 3.12. While both
OctoSLAM 2D A and B perform better on average than Octo SLAM 3D and Hector SLAM,
the difference is not significant. It is however interesting to note that the SLAM RMSE of
OctoSLAM nearly doubled in comparison to the “localization only” experiments, while the
RMSE for OctoSLAM 2D did not. This can be explained by the fact that using 3D maps in
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this environment barely provides an advantage over using 3D maps, as the environment mostly
consists of walls perpendicular to the ground. However, while the simulated 2D LiDAR sensor
captures a consistent 2D map for the 5m long 240 deg wide cone in front of the robot, the
3D map consists of many such scans stitched together via the pose estimates. Thus, the pose
error accumulates until sufficient parts of the environment have been inserted into the 3D map.
That being said, as the RMSE is below 0.10m for all SLAM approaches, we consider them all
adequate for the “Willow” world. The episode used to generate the 3D map has a RMSE of
0.08m. Unfortunately, there is quite some clutter along the walls. However, keep in mind that
even using ground truth data for mapping (Figure 3.7) does not produce a completely clean map
of this environment. This can be explained by the fact that the walls in this environment line up
exactly with the map cell boarders.
FIGURE 3.12: This figure shows the SLAM results for the “Willow” environment. On the top
the 3D map generated by the OctoSLAM 3D median episode can be seen. On the bottom a
graph of the RMSEs for SLAM in this environment is shown.
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Figure 3.13 visualizes the results for SLAM in the “corridor” environment. Similar to the
localization results for this environment, 3D map Octo SLAM significantly outperforms the 2D
map variants. It scores an average RMSE of 0.11m, while other approaches suffer from at least
twice the RMSE. 3D map OctoSLAM also has the lowest standard deviation of 0.04m, while
the 2D map approaches deviate at least thrice as much. The octomap shown is generated by
an episode with a RMSE of 0.11m. The walls in this map are rather clean, and the pillars are
clearly visible and distinguishable from the lower wall.
The results for SLAM in the “sphere” world are given in Figure 3.14. In this environment,
no approach has a significant advantage over the others in terms of average RMSE. Though,
the high RMSEs, e.g. 0.35m for 3D map OctoSLAM, stand out. In contrast, in the “localiza-
tion only” experiments 3D map OctoSLAM did not perform significantly worse here than in
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FIGURE 3.13: This figure shows the SLAM results for the “corridor” environment. On the top
the 3D map generated by the OctoSLAM 3D median episode can be seen. On the bottom a
graph of the RMSEs for SLAM in this environment is shown.
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other environments. Also noteworthy is the high standard deviation of 0.33m, brought about
by four episodes in which 3D map OctoSLAM has a RMSE over 0.5m. When investigating
these episodes we found that ascending in the middle of the map can instantaneously change
most of the sensor readings when facing the two small inner walls. If the outer elements are not
mapped at that point, the lack of anchor points for the scan registration results in an increased
localization error. This is exacerbated by the lack of space for maneuvering, making robot at-
titudes from which both parts of the inner and outer elements are simultaneously picked up by
the sensor less likely. This environment shows the fragility of using a 2D sensor for a 6 DOF
motion performing robot. While the median OctoSLAM episode with a RMSE of 0.15m, used
for generating the 3D map shown in Figure 3.14, results in an acceptable map, this is not the
case for 40% of all episodes.
Octo 3D    Octo 2D (A) Octo 2D (B) Hector     0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
0.01m Gaussian noise
R
M
SE
 in
 m
FIGURE 3.14: This figure shows the SLAM results for the “sphere” environment. On the top
the 3D map generated by the OctoSLAM 3D median episode can be seen. On the bottom a
graph of the RMSEs for SLAM in this environment is shown.
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Figure 3.15 shows the results for the “tilted wall” environment. OctoSLAM 3D significantly
outperforms the other three SLAM approaches with an RMSE of 0.13m, compared to RMSEs
ranging from 0.260m to 0.844m for the 2D map approaches. Hector SLAM scores the worst
RMSE average and also has the highest standard deviation. The episode used for mapping has a
RMSE of 0.15m.
In general, the results show the same trend as the previous experiments for localization
on a given map: 3D map OctoSLAM significantly outperforms the 2D map approaches in the
“corridor” and “tilted wall” environment. In the other environments neither approach performs
significantly better than the others. It should however be noted that 2D map OctoSLAM does on
average perform slightly better in the “Willow” environment, where a 3D map barely provides
additional information over a 2D map. Thus, if one can expect such an environment there is no
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FIGURE 3.15: This figure shows the SLAM results for the “tilted wall” environment. On the
top the 3D map generated by the OctoSLAM 3D median episode can be seen. On the bottom a
graph of the RMSEs for SLAM in this environment is shown.
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reason to use a 3D map SLAM approach. Concerning “constant” vs. “threshold” mapping, i.e.
OctoSLAM (A) vs (B), we found that there is no significant difference in performance between
the two.
3.3.4 Real Robot Simultaneous Localization and Mapping
The environment for testing SLAM with the UAV is shown in Figure 3.16. It consists of an easy
part, in which most elements are straight walls (i.e. upright tables), and a more challenging part,
which features elements distinctively different along the z axis.
Figure 3.17 shows the maps generated by 3D map OctoSLAM, 2D map OctoSLAM (B) and
Hector SLAM, for a flight through the easy part of the environment. For ease of comparison
the 3D maps generated by OctoSLAM are projected onto the ground plane. As indicated by
the simulated experiments, all three SLAM approaches perform sufficiently well. Figure 3.18
shows the 3D maps generated by both OctoSLAM variants, where there is barely any difference
between the two maps.
FIGURE 3.16: The left picture shows the easy part, the right one the more challenging part.
While the easy setting mostly consists of straight walls, many challenging elements are placed
in the top half of the right picture.
FIGURE 3.17: This figure shows the 2D maps resulting from applying Hector SLAM (left),
OctoSLAM 2D (middle) and OctoSLAM 3D (right) in the easy part of the test environment.
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FIGURE 3.18: This figure shows 3D maps of the easy environment, generated by OctoSLAM
2D (left) and 3D (right). Both seem to be of very similar quality.
Moving to the more challenging part of the environments, Figure 3.19 shows the results for
SLAM in the entire environment1. As Hector SLAM did not produce viable results in this en-
vironment, its results have been moved to Appendix A.3. For better comparability to 3D map
OctoSLAM, the map for 2D map OctoSLAM was created in 3D, but the localization is per-
formed on a projection of that map onto the ground plane. As can be seen, there are several
severe errors in the map created by 2D map OctoSLAM. A good indicator for the low perfor-
mance is that the right wall has been mapped twice. Partly vertical as it is in the real world, and
partly rotated counter clockwise. Additionally, there is quite some horizontal offset, and the wall
seperating the upper and lower parts of the environment is mapped very inaccurately. Overall,
this map could not be used well, as for example the passage between the easy and challenging
part of the environment has been blocked by a wrongly mapped obstacle. In contrast, the map
generated by OctoSLAM using a 3D map for pose estimation, looks a lot better overall. While
2D map SLAM has failed here, using a 3D map returns a feasible result. Relatively small fea-
tures, e.g. the horizontal table legs in the center of the map, can be recognized. The wall to the
right is also approximately vertical as in the real world. There is however some horizontal offset,
as the lower part seems to be shifted slightly to the left. Nevertheless, this result shows that in
certain environments using a 3D map for localization outperforms using a 2D map, making the
difference between being able to generate a usable map or not. For closer inspection, both maps
from a top-down perspective including the robots trajectory are provided in Appendix A.3.
1https://www.youtube.com/watch?v=XHhbOnLRKIk
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FIGURE 3.19: This figure shows the resulting 3D maps of the complete environment for 2D
map (top) and 3D map (bottom) OctoSLAM. While 2D map OctoSLAM produces a 3D map,
it only uses the map projected onto the ground plane for registration.
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3.4 Conclusions
We have presented OctoSLAM, a novel SLAM approach inspired by octomap and Hector
SLAM. OctoSLAM fuses various sensor data, in order to allow for 3D mapping from 2D pla-
nar scans and simultaneously performing localization. This requires the use of heuristics which
introduce inaccuracy to the localization, which in return decreases the quality of the generated
map. Nevertheless, the conducted experiments show that using 3D instead of 2D maps can
significantly improve the SLAM performance in the UAV domain, if the environment consists
of elements that lose features when viewed from above. In simulation, we found that in en-
vironments which tend not to differ over height, 2D map OctoSLAM can perform better than
3D map OctoSLAM, however, not by a significant margin. In contrast, if the environment does
not mostly consist of straight walls, 3D map OctoSLAM performs significantly better than 2D
map OctoSLAM. The real robot experiments, while not evaluated quantitatively, reinforce these
findings. We have not tested OctoSLAM outdoors, but we expect a similar performance if suf-
ficient features are in range (e.g. in urban environments). In case of deployment on open fields
however, we expect OctoSLAM to be infeasible, due to a lack of usable features. Overall,
the presented experimental results clearly demonstrate the effectiveness and applicability of 3D
map OctoSLAM in the indoor UAV domain. The increased performance gained by using 3D
maps can enable SLAM in environments where regular 2D map methods fail. We found envi-
ronments to be infeasible for 2D map SLAM if it is likely that the sensor primarily measures
non-orthogonal elements, or if a sufficient number of elements look different over height.
Chapter 4
Signed Distance Function based
2D Map 3 DoF registration SLAM
This chapter is based on work published in [76]. We introduce a novel approach to simultaneous
localization and mapping for robots equipped with a 2D LiDAR sensor. In particular, we pro-
pose a fast scan registration algorithm that operates on 2D maps represented as a signed distance
function (SDF). Using SDFs as a map representation has several advantages over existing ap-
proaches: while classical 2D scan matchers employ brute-force matching to track the position of
the robot, signed distance functions are differentiable on large parts of the map. Consequently,
efficient minimization techniques such as Gauss-Newton can be applied to find the minimum er-
ror between scan and map. In contrast to occupancy grid maps, the environment can be captured
with sub-grid cell size precision, which leads to a higher localization accuracy. Furthermore,
SDF maps can be triangulated to polygon maps for efficient storage and transfer. In a series of
experiments, conducted both in simulation and on a real physical platform, we demonstrate that
SDF tracking is more accurate and efficient than a different Gauss-Newton minimization based
approach [2] which uses occupancy grid cell maps. We outperform scan matching on occupancy
maps in simulation by ~343% in terms of mean error with a ~63% lower standard deviation. In
the real robot experiments, we obtain an average performance advantage of ~10% with a ~25%
lower standard deviation.
4.1 Introduction
In this chapter we present (i) a scan matching approach based on signed distance functions
(SDFs) and (ii) a mapping technique that integrates new laser scans into the map. In combina-
tion, this allows us to track the 3 DoF pose of a mobile robot, i.e. horizontal translations and
rotation around the vertical axis. We call this approach 2D-SDF-SLAM.
The goal of scan matching is to achieve the best overlap between scan and map by deter-
mining a pose update. The novelty of our approach stems from using a SDF to represent the
map in conjunction with map gradient based 2D LiDAR sensor registration. SDFs have gained
in popularity due to approaches such as KinectFusion [41, 54, 55] targeted at 3D reconstruction
55
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(A) Occupancy grid maps lead to strong discretization.
(B) Same environment as in (a) represented by 2D-SDF-SLAM, i.e. by a signed distance function (SDF)
map.
(C) 2D-SDF-SLAM provides more accurate trajectories.
FIGURE 4.1: Instead of representing the map as an occupancy grid map (A), we show in this
paper that signed distance functions lead to more accurate SLAM maps (B) and a significantly
higher localization accuracy (C).
using depth cameras. We adopt and extend these algorithms for 2D LiDAR data and demon-
strate that using SDFs can lead to significantly higher accuracies in comparison to occupancy
grid maps. SDFs enable us to capture details of the environment (Figure 4.1b) that otherwise
could only be roughly approximated by e.g. commonly used occupancy grid map representa-
tions (Figure 4.1a). Figures 4.1a and 4.1b show an example where the discrete occupancy grid
map representation is unable to capture fine details. Here, diagonal lines become discretized as
“zig-zag” lines, and thus environment information smaller than the map resolution is essentially
discarded. In contrast, SDF based maps alleviate these problems to a certain degree. Further-
more, they also inherently allow for approximating more descriptive map gradients, as each cell
stores the distance to the next object. These superior map gradient approximations are used to
improve the accuracy of the scan registration process (Figure 4.1c).
By representing the map as a signed distance function, we are able to localize the robot more
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accurately than by using occupancy grid maps. Although our algorithm is inspired by Kinect-
based approaches, we significantly modified it to increase performance with 2D laser scan data.
In particular, we developed a novel update scheme that deals better with steep incident angles,
which are less frequent in Kinect data. Also, instead of using ICP based registration, we lever-
age the map gradients provided by SDF based maps for efficient Gauss-Newton minimization.
Therefore, no correspondence search for pairing LiDAR measurements with map points is re-
quired.
We evaluate the algorithm both in simulation and on a physical platform, and demonstrate
that 2D-SDF-SLAM is more accurate than a state-of-the-art occupancy grid based frontend.
The remainder of this chapter is structured as follows: we introduce 2D-SDF-SLAM in Sec-
tion 4.2 and continue with an empirical evaluation in Section 4.3. We conclude in Section 4.4.
4.2 2D-SDF-SLAM
In this section we explain the workings of the 2D-SDF-SLAM approach. First, we will discuss
how a map is created, i.e. how the SDF is updated given a pose estimate and input from a
LiDAR sensor. Afterwards, we will present the scan registration algorithm that uses the gradient
estimates provided by the SDF map to update the pose estimate. The system is implemented
using the Open Source Robotic Foundations Robot Operating System [67].
4.2.1 Mapping
In our approach the map M = {mxy} consists of a 2D grid, with the signed distance to the next
object being stored in each map cell mxy. Map cells in free space have positive values, while
occupied cells have negative values. We assume that the current robot pose s = (tx, ty,γ)T is
known, where γ is the rotation around the vertical axis and tx, ty are the horizontal translations
along x and y axis, respectively. Given a scan D′ = (d′0,d
′
1, ..,d
′
I) that provides us with I scan
endpoints d′i = (d
′x
i ,d
′y
i )
T , the map can be updated. To do so all d′i ∈ D′ are transformed into the
global coordinate system:(
dxi
dyi
)
= s⊗d′i =
(
cosγ −sinγ
sinγ cosγ
)(
d′xi
d′yi
)
+
(
tx
ty
)
. (4.1)
The resulting set of scans is denoted as D = (d0, ..,dI).
A common way to update SDFs, is following the ray from the sensor origin s to all sensor
endpoints di, where the cells that are intersected by the ray are updated with the positive dis-
tance between cell and endpoint. Afterwards, the ray is extended beyond di, and cells which are
intersected are updated with the negative distance to di. However, we do not employ this tech-
nique, as especially for wide angle field of view sensors, such as LiDAR sensors, this approach
is not optimal: steep incident angles and relatively coarse map resolutions can lead to undesir-
able map updates. An example for this behavior is given in Figure 4.2a. Here, cells which are
both positive and negative are in conflict as they are updated with both positive and negative
distances, which do not tend to cancel each other out. The figure also shows that inaccurate map
Chapter 4. 2D-SDF-SLAM 58
updates can stem from cells being updated with the distance from cell to scan endpoint, while
the shortest distance is actually much smaller. For instance, the top/right ray in the example
induces highly positive distance updates to cells that are in fact less than a cell size away from
the wall, e.g. the cell marked with black borders. Thus, we instead use regression to determine
which vertices to upgrade, illustrated in Figure 4.2b. The regression line is used to describe the
detected objects outline by a linear function, which is subsequently used to update surrounding
cell center points. Thus, we determine a regression line f (x) describing scan endpoints d0, d1,
and d2. In addition to m0, m1, m2 and m3, we also update vertices in the grey area, i.e. if the
projection of the vertex onto the regression line fall within the line segment given by f (x) with
x = [2,3]. Additionally, to be eligible for updates, vertices have to be within a certain distance,
denoted by K, of the cell center in which di are located.
The general approach is as follows: we seek a regression line describing all di that are
located in the same square m′bxcbyc, i.e. all scan endpoints di for which it holds that d
x
i > m
x
0,
dxi < m
x
3, d
y
i > m
y
1 and d
y
i < m
y
2. Therefore, orthogonal Deming regression [96] is performed on
all di that fulfill the above conditions. In contrast to simple linear regression, Deming regression
accounts for errors on both x-axis and y-axis. The resulting line f (x) = β0+β1x minimizes
1
σ2
I
∑
i=1
(
(dyi −β0−β1xi)2+(dxi − x)2)
)
, (4.2)
where σ is the variance of the y error. If there are not enough points available in m′bxcbyc, we
either use scan endpoints located in adjacent cells if available, or assume a wall perpendicular to
the projection of pose s onto f (x). We assume both a minimum free space in front, and occupied
space behind any detected object in the environment, defined as K. Thus, we update all vertices
mxy that are within K distance of m′bxcbyc, and which can be orthogonally projected onto the
line segment f (x) with x = [mx0,m
x
3]. This is visualized by the grey area in Figure 4.2b. If the
distance between s to f (x) along the line given by s and mxy is larger than the distance between
the latter, mxy is updated with the positive point to line distance between mxy and f (x), and with
the negative distance otherwise. It follows that the outlines of objects are encoded in the SDF
with sub-cell size precision, which in turn is beneficial for the scan registration accuracy.
A common update rule for SDFs is taking the average for all measurements over all time-
steps. This way, mapping error induced by Gaussian sensor noise is effectively reduced. How-
ever, as every scan not only updates the cell it hits, but also some surrounding cells, averaging
at all cell updates can introduce noise to the map, as previously explained in Figure 4.2a. In our
approach, averaging within a time-step is already present as we perform regression over mul-
tiple scan endpoints. Updating over multiple time-steps is handled by the following heuristic:
we introduce a priority level for every cell, which stores the distance to the scan endpoint that
induced its update. This distance is used as a quality criteria of the update. We define the priority
level p(x′,y′) as zero for vertices adjacent to the vertices spanning m′bxcbyc, and increase it by one
for every further layer of adjacent vertices, where x′,y′ are the coordinates of the vertex being
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(A) Steep incident angles lead to problems in KinectFusion-style map updates. The distance
between cells and the point where the corresponding ray intersects with the wall is often larger
than the shortest distance between cell and wall. The map cell with black borders for example
is updated by the top/right ray. As indicated by the length of the dotted line, the distance stored
in that cell will be much larger than the actual distance to the wall.
(B) We locally approximate the scan with a regression line f (x), which leads to consistent map
updates even under steep incident angles. Vertices in the gray area are updated based on the
scans di.
FIGURE 4.2: This figure shows problems of ray based map updates in (a). We present a
solution to the problem in (b).
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updated and x,y are the coordinates of m′bxcbyc inducing the update. Thus,
p(x′,y′) = max(0,min(min(|dbxc0 − x′|, |ddxe0 − x′|),min(|dbyc0 − y′|, |ddye0 − y′|))). (4.3)
If p(x′,y′) = p(x,y), measurements from previous time steps are averaged with the current up-
date. In case p(x′,y′) < p(x,y), the previous distances are discarded. Vice versa, if p(x′,y′) >
p(x,y), the current update is ignored.
4.2.2 Scan Registration
To visualize the proposed registration approach, Figure 4.3 shows a 2D SDF map rendered in
3D. The idea is to use the slope given by the distances stored in the map cells to match LiDAR
measurements with zero crossings, i.e. points where the sign of the distances stored in the map
changes.
The overall scan registration algorithm we employ consists of two steps: (i) given a pose
estimate from the previous time step, s′, and a set of scan endpoints D, determine the map
gradient ∇M, and (ii) given ∇M, determine ∆s′ so that s′+∆s reduces the alignment error of
scan to map. These two steps are repeated until the maximum number of iterations are reached
or until the error is sufficiently small.
In order to align laser scans with the existing map, we need to find the robot pose s∗ =
(tx, ty,γ)T that best aligns the current laser scan D′ = (d′0,d′1, ..,d′I) with the map M, i.e.,
s∗ = argmin
s
I
∑
i=0
(M(s⊗d′i))2. (4.4)
FIGURE 4.3: This figure shows an example for a 2D SDF based map. The red dots mark areas
where the distances are negative. The white dots mark the zero crossing, i.e. points where
the sign of the distances changes. The other dots represent the distances stored in the cells
below/above them, where color encodes height. Blue color indicates a larger distance to walls.
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As in Subsection 2.1.3, we tackle this non-linear minimization problem by applying the Gauss-
Newton method. Hence, to find the minimum we iteratively linearize the cost function and set
its derivative to zero, which requires computing the map gradients. The map gradient approxi-
mation is given by the sum of gradients for each scan endpoint, i.e
∇M = (
I
∑
i=0
∂M
∂x
(di),
I
∑
i=0
∂M
∂y
(di)). (4.5)
Thus we inspect the cells surrounding each scan endpoint di, analog to updating the map (Fig-
ure 4.2b). For each di = (dxi ,d
y
i ) with i = 0..I we inspect the following cells m of size V :
mxy0 with (x = bdxi c), (y = bdyi c), (4.6)
mxy1 with (x = bdxi c+V ), (y = bdyi c), (4.7)
mxy2 with (x = bdxi c+V ), (y = bdyi +Vc), (4.8)
mxy3 with (x = bdxi c), (y = bdyi +Vc). (4.9)
Next, we determine if there are zero, two or four sign changes between adjacent cells. Zero sign
changes translate to the scan endpoint not being within grid cell size range of an object. In this
case, we use the slope given by the distances stored in the cells to approximate the map gradient
by linear interpolation:
∂M
∂x
(di)≈ y · (m2−m3)+(V − y) · (m1−m0), (4.10)
∂M
∂y
(di)≈ x · (m2−m1)+(V − x) · (m3−m0), (4.11)
with x = dxi −mx0 and y = dyi −my0. The map value for di is approximated in a similar manner:
M(di)≈ |y · (m2 · x+m3 · (V − x))+(V − y) · (m0 · x+m1 · (1− x))| (4.12)
If there are two sign changes on the other hand, an object is within grid cell range of the scan
endpoint. In this case we retrieve the linear function g(r) describing the object as follows. Let
m j+ and m j− be the pairs of map cells with m j+ > 0 and m j− ≤ 0. We determine the points
p0,p1 = (x j,y j)T that define g(r) = p0+ r(p1−p0):
pj =
(
mxj+
myj+
)
+(
m j+
m j+−m j− )
(
mxj−−mxj+
myj−−myj+
)
. (4.13)
The map gradient approximation in x and y direction is the distance along the respective axis
between scan endpoint di and its orthogonal projection q onto g(r):
q= p0+
(di−p0)(p1−p0)
(p1−p0)2 (p1−p0), (4.14)
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and (
∂M
∂x (di)
∂M
∂y (di)
)
≈ q−di. (4.15)
The map value is approximated by the shortest distance between di and q:
M(di)≈ |q−di|. (4.16)
We can now proceed with registering the scan to the map, which translates to finding a pose
update ∆s that minimizes the offset between map and current scan. Therefore, following the
approach proposed in [2, 54] we aim to satisfy
I
∑
i=1
[M((s′+∆s′)⊗d′i)]2→ 0. (4.17)
To introduce map gradients to the previous equation, we apply a first order Taylor expansion
developing around the scaled distance value M(d′i⊗ (s′+∆s′)):[
M(d∗i )−∇M(d∗i )
∂ (d∗i )
∂s′
∆s′
]2
, (4.18)
with d∗i = s
′⊗ d′i. Seeking the minimum alignment error, we set the partial derivative with
respect to ∆s′ to zero:
0 =
N
∑
i=1
[
∇M(d∗i )
∂ (d∗i )
∂s′
]′
+
[
M(d∗i )−∇M(d∗i )
∂ (d∗i )
∂s′
∆s′
]
. (4.19)
To determine ∆s′, Equation 4.19 is reformulated to the following Gauss-Newton equation that
describes the minimization problem:
∆s= H−1
N
∑
i=1
[
∇M(d∗i )
∂ (d∗i )
∂s′
]′
· [M(d∗i )] (4.20)
with
H =
[
∇M(d∗i )
∂ (d∗i )
∂s′
]′
·
[
∇M(d∗i )
∂ (d∗i )
∂s′
]
. (4.21)
We then evaluate ∂ (d
∗
i )
∂T using Equation 4.1:
∂ (d∗i )
∂s′
=
(
1 0 −sin(γ)d∗xi −cos(γ)d∗yi
0 1 cos(γ)d∗xi −sin(γ)d∗yi
)
, (4.22)
thus determining the pose update ∆s′.
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4.3 Empirical Evaluation
We evaluate 2D-SDF-SLAM both in simulation and on a ground based KUKA youBot robot
equipped with a 2D LiDAR sensor. The goal of our experiments is (i) to verify that 2D-SDF-
SLAM reliably provides accurate pose estimates, and (ii) to show that 2D-SDF-SLAM generates
accurate maps.
For the simulated experiments we use the Simple Two Dimensional Robot Simulator1 (STDR)
in combination with a simple random walk algorithm. In contrast to Gazebo, the 3D simulator
used for the OctoSLAM evaluation in Section 3.3, the STDR simulator is limited to 2D maps.
However, as 2D-SDF-SLAM is designed for ground based robots equipped with a rigid 2D
LiDAR sensor, a 2D map simulator suffices. Furthermore, using a 3D simulator leads to unnec-
essary overhead in terms of computational requirements and ease of use. We forgo comparing
2D-SDF-SLAM with OctoSLAM, because OctoSLAM utilizes attitude changes along the roll
and/or pitch axis, which do not occur on ground based robots. To evaluate the real world ex-
periments we gather ground truth data using an Optitrack2 motion capture system. To compare
2D-SDF-SLAM to a similar frontend we perform experiments for both 2D-SDF-SLAM and
Hector SLAM and compare the results.
To determine the absolute trajectory error (ATE) we use the method of Besl et al. [4] to align
the SLAM trajectory with the ground truth trajectory. This way, error induced by inconsistent
initial poses, for instanced caused by an offset between motion capture marker and sensor, is
reduced. Additionally, we believe that this increases the quality of the error measure, as static
offsets between sensor and map origin do not decrease the quality of the map. Both the aligned
SLAM and ground truth trajectory are then used to transform all scan endpoints collected dur-
ing an episode. We use the average Euclidean distance between the sets of transformed scan
endpoints to measure the SLAM performance for each episode.
The map update thresholds are set to 0.4 meter for distance and 0.9 radians for rotation, and
the map resolution is set to 0.05 meter grid cell size for both SLAM approaches.
To give a notion on runtime behavior: one Hector SLAM registration iteration takes approx-
imately 0.0021 seconds using a i7-4770 3.4GHZ CPU in the experiments, compared to 0.0023
seconds per iteration for 2D-SDF-SLAM.
4.3.1 Simulated Experiments
We use the STDR simulator to roll out the simulated experiments. The simulated robot performs
a simple random walk which consists of repeating (i) driving forward until hitting a wall, and
(ii) turning in an arbitrary direction for 0.5 to 1.5 seconds. The translational velocity is set to
0.5 meter per second, and the turning speed to 0.5 radians per second. Each episode continues
for a duration of 300 seconds, and begins with the last robot pose of the previous episode. We
perform 190 episodes on a simple map shown in Figure 4.4a. The map size is 10x10 meter, and
1http://wiki.ros.org/stdr_simulator
2http://optitrack.com
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TABLE 4.1: Performance metrics in meter for simulated and real robot SLAM experiments.
Median Mean σ
Si
m
. Hector SLAM 0.0250 0.0310 0.0180
2D-SDF-SLAM 0.0057 0.0070 0.0067
% relative change -338.6 -342.9 -62.9
R
ea
l Hector SLAM 0.0399 0.0339 0.0188
2D-SDF-SLAM 0.0350 0.0307 0.0141
% relative change -12.2 -9.5 -24.6
the simulated LiDAR sensor provides 667 rays per scan with a range of 0.05 to 5.6 meter at 10
Hz.
The ground truth aligned trajectories for SDF and Hector SLAM, as well as the ground
truth trajectory for a simulator episode are shown in Figure 4.5. Note that in this example
the simulated robot does not follow a random route through the environment, as in every other
episode. Instead it is manually teleoperated to achieve a visually pleasing result. The mean error
in this episode is ~0.0039 meter for 2D-SDF-SLAM, versus ~0.0290 meter for Hector SLAM.
This means that 2D-SDF-SLAM yields a ~87% lower trajectory error than Hector SLAM. The
error of Hector SLAM and the ground truth trajectory is also clearly visible in Figure 4.5, while
the 2D-SDF-SLAM trajectory precisely matches the true trajectory.
Figure 4.4b gives the corresponding map generated by Hector SLAM. The limitations of
occupancy grid maps can be clearly seen here, as walls which are not parallel to coordinate axis
are mapped as either straight or as ”zig-zag” lines. The black blocks representing the walls are of
grid cell size, visualizing the limited accuracy of map values and gradients obtained from such
a map, which in turn limits the accuracy of the scan registration algorithm. With SDFs on the
other hand, walls can be encoded with sub grid cell size precision as shown in Figure 4.4c. For
ease of comparison, the walls are drawn with a grid cell sized line while they can be visualized
in any desired resolution.
Figure 4.9a shows a boxplot of the overall results for of all 190 episodes, where the cen-
tral marker represents the median. The box borders represent the 25th-75th percentiles, and the
whiskers the range in which data points are not considered outliers. Outliers are plotted indi-
vidually and do not influence the median indicated in the boxplot. The box plot shows that in
simulation 2D-SDF-SLAM clearly performs better and more consistently than Hector SLAM,
as is reinforced by the error metrics given in Tab 4.1. 2D-SDF-SLAM outperforms Hector
SLAM by ~343% in terms of mean error with a ~63% lower standard deviation of the mean
error over all runs. In absolute numbers, 2D-SDF-SLAM achieves an average error of 0.006m,
i.e. a magnitude lower than the used map resolution of 0.05m.
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(A) Original map.
(B) Hector SLAM map.
(C) 2D-SDF-SLAM map.
FIGURE 4.4: Top down view of the original simulator map, as well as maps generated by
2D-SDF-SLAM and Hector SLAM (both at a resolution of 0.05m).
Chapter 4. 2D-SDF-SLAM 66
FIGURE 4.5: Ground truth, Hector and 2D-SDF-SLAM trajectories for a simulated episode.
The robot is controlled manually.
4.3.2 Real Robot Experiments
For the real robot experiments we use a Hokuyo URG-04LX-UG01 LiDAR sensor mounted on
a teleoperated, omnidirectional KuKa youBot. The LiDAR sensor has a field of view of 240
degrees, provides 667 scan endpoints at 10 Hz and is rated with an accuracy of ±0.03 meters
below 1 meter and±3% otherwise, and thus belongs to the low-end in terms of accuracy, update
rate and range. The angular velocity of the robot is limited to 0.5 rad/s, and the translational
velocity to 1 m/s. We perform 42 episodes, each approximately 60 seconds long in a roughly 5x5
meter area. The environment used for the experiments and the youBot are shown in Figure 4.63.
Only the central laser sensor on the youBot has been used in the experiments. It is elevated so
that it can detect the desks on the right, and to prevent occlusion of the motion capture markers
that have to be visible to the cameras mounted at the ceiling to guarantee smooth ground truth
trajectories. The wall segments in front of the desks in the middle of the room serve to reduce
interference from human factors.
The aligned trajectories for a real robot episode are shown in Figure 4.7. In this episode
the mean error for 2D-SDF-SLAM is ~0.0290 meter, and ~0.0321 meter for Hector SLAM, i.e.
2D-SDF-SLAM outperforms Hector SLAM by ~10%.
The corresponding maps generated by both SLAM approaches are given in Figure 4.8. As
expected, both maps contain more noise than in simulation. Especially the complex structure
3https://www.youtube.com/watch?v=j1vs0sUXAQc
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FIGURE 4.6: A photo of the environment the real robot experiments take place in, including
motion capturing system and youBot.
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FIGURE 4.7: Visualization of the ground truth, Hector and 2D-SDF-SLAM trajectories for one
of the 42 real robot episodes. In this episode 2D-SDF-SLAM outperforms Hector by ~10%.
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(A) Hector SLAM map.
(B) 2D-SDF-SLAM map.
FIGURE 4.8: Maps generated by (a) Hector SLAM and (b) 2D-SDF-SLAM for one of the 42
real robot episodes.
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(B) 42 real robot episodes.
FIGURE 4.9: Boxplots of the average error for (a) 190 simulated episodes and (b) 42 real robot
episodes. In simulation 2D-SDF-SLAM outperformed Hector SLAM by a ~338.6% lower me-
dian and a ~62.9% lower standard deviation. On the real robot 2D-SDF-SLAM outperformed
Hector SLAM by a ~12.2% lower median and a 24.6% lower variance. We believe the reduced
performance of 2D-SDF-SLAM in (b) is caused by the (lack of) accuracy of the LiDAR sensor
used, which is rated ±0.03m for measurements below 1m, and ±3% otherwise.
of the open radiator ribs on the left side of the map are hard to capture for both approaches.
Similarly to the simulation experiments, 2D-SDF-SLAM is able to create a finer grained map of
the environment.
Figure 4.9b shows a boxplot for the real robot experiments. Again, 2D-SDF-SLAM achieves
a lower median and a more consistent performance than Hector SLAM. More results are given
in Tab. 4.1: 2D-SDF-SLAM outperforms Hector SLAM by ~9.5% in terms of mean error with a
~24.6% lower standard deviation. In absolute numbers, 2D-SDF-SLAM achieves a mean error
of 0.0307m, and 0.0339m for Hector SLAM. We assume that the lower performance advantage
of 2D-SDF-SLAM over Hector SLAM in the real robot experiments results from the inaccuracy
of the Hokuyo URG-04LX-UG01.
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4.4 Conclusions
We have presented 2D-SDF-SLAM, a novel approach for 2D LiDAR sensor based SLAM with
signed distance function based maps. Our approach has been inspired by recent techniques pro-
posed for depth cameras and 3D reconstruction, but includes major modifications to adapt it to
laser scan data. We adopted these algorithms for robots equipped with 2D LiDAR sensors and
proposed a corresponding SLAM frontend. Using our implementation, we showed in a series
of experiments on real and simulated robots that our proposed 2D-SDF-SLAM frontend outper-
forms a comparable SLAM system based on occupancy grid maps. In particular, we achieve a
~63% lower standard deviation combined with a ~343% better mean error in simulation, and
~25% lower standard deviation with a ~10% better mean error on the real robot. In absolute
numbers, 2D-SDF-SLAM averages a 0.024m smaller error in simulation, and a 0.0032m smaller
error in the real robot experiments. Regarding the significance of these improvements: a 2.4cm
smaller error can make the difference between whether a choke point is traversable or not, es-
pecially on smaller robots. However, it can be argued that the 0.32cm smaller error achieved in
the real robot experiments is insignificant. Nevertheless, 2D-SDF-SLAM also does not require
significantly more resources, and more precise LiDAR sensors may push the real world results
towards the simulated ones.
Chapter 5
Octree based 3D map 6 DoF
registration SLAM
This chapter is based on work published in [77]. We present a SLAM front end for simultane-
ous 6 DoF localization and 3D mapping using 3D LiDAR sensors mounted on airborne robots,
called NOctoSLAM. The approach adopts an octree based map representation that implicitly en-
ables source and reference data association for point-to-plane ICP registration. Additionally, the
data structure is used to group map points to approximate surface normals. The multi-resolution
capability of octrees, achieved by aggregating information in parent nodes, enables us to com-
pensate for spatially unbalanced sensor data typically provided by multi-line LiDAR sensors.
The octree based data association is only approximate, but our empirical evaluation shows that
NOctoSLAM achieves the same pose estimation accuracy as a comparable, point cloud based
approach. However, NOctoSLAM can perform twice as many registration iterations per time
unit. In contrast to point cloud based surface normal maps, where the map update duration de-
pends on the current map size, we achieve a constant map update duration including surface
normal recalculation. Therefore, NOctoSLAM does not require elaborate and environment de-
pendent data filters. The results of our experiments show a mean positional error of 0.029m and
0.019 rad, with a low standard deviation of 0.005m and 0.006 rad, outperforming the state-of-
the-art by remaining accurate while running online in near real-time.
5.1 Introduction
Mobile robots are commonly equipped with 2D LiDAR sensors motivated by high precision
and affordable price. Recently, 3D LiDAR sensors have been getting smaller and more afford-
able. This trend might amplify in the near future, due to increased demand from the automotive
industry and the introduction of solid state 3D LiDAR sensors.
Currently, most 3D LiDAR sensors provide multiple 2D scans at different inclinations. Un-
like 2D LiDARs, 3D LiDAR sensors allow for 6D pose estimation and 3D mapping without
requiring additional sensors, e.g. inertial measurement units or altitude sensors. However, han-
dling the large amount of data typically provided by such sensors can prove challenging. In
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FIGURE 5.1: This figure shows a NOctoSLAM generated 3D trajectory. The pose estimates are
used to transform the sensor data, where color represents scan intensity. Recognizable details
such as the whiteboard, radiators and the beams in the arched window indicate a good pose
estimation accuracy.
order to register 3D scans online and in near real-time, efficient scan matching algorithms and
map representations are required. Figure 5.1 provides an example for 3D LiDAR based SLAM.
In the example, the sensor was only moved along a relatively short trajectory. Nevertheless,
the amount of sensor readings collected is sufficient to generate a detailed representation of the
environment.
The main contribution of this chapter is the introduction of NOctoSLAM, a 6 DoF regis-
tration SLAM front-end which uses an octree based 3D map representation. The octree data
structure is used for fast nearest neighbor approximation, enabling efficient surface normal gen-
eration, as well as correspondence search. For registration, NOctoSLAM uses the Iterative Clos-
est Point [4] algorithm with a point-to-plane error metric [42]. With NOctoSLAM, we present a
robust and computationally slim alternative to established scan matching algorithms that operate
on point cloud based maps. Due to its computational performance, it does not require explicit
data filtering, and thus also voids the need for manual fine-tuning of filter parameters.
Our empirical evaluation illustrates that NOctoSLAM computationally outperforms libpoint-
matcher [22], a highly optimized SLAM approach for multi-line LiDAR sensors, while matching
its accuracy. The computational performance of SLAM front ends is important as it has an im-
pact on the latency between acquiring sensor data and updating the pose estimate. Furthermore,
better computational performance can increase the update rate, and also determines how much
of the sensor data can be processed instead of filtered. Adjusting filter parameters of libpoint-
matcher in order to enable near real-time processing, unavoidably reduces accuracy. Thus, in
an attempt to achieve the same runtime as NOctoSLAM, applying source and reference point
filters to speed up libpointmatcher resulted in a positional median error of ~0.09 m, compared
to ~0.03 m for NOctoSLAM.
The remainder of this chapter is organized as follows. Section 5.2 introduces NOctoSLAM
and specifies the functionality in detail. Section 5.3 describes the experiments performed in
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order to compare NOctoSLAM to other approaches. Results are discussed and a conclusion is
presented in Section 5.4.
5.2 NOctoSLAM
We propose NOctoSLAM, a 6 DoF 3D map SLAM front-end that uses an octree based map
representation which enables efficient point-to-plane scan registration. NOctoSLAM is imple-
mented using the Robot Operating System [67].
Iterative Closest Point (ICP) in the point-to-plane variant requires both source/input to refer-
ence/map point association and a surface normal estimate for the reference points. The proposed
map structure inherently provides surface normal approximations and allows for direct associa-
tion of source point cloud to reference map. Thus, we avoid having to maintain additional data
structures that perform nearest neighbor search for said tasks. In comparison, point-to-plane
ICP [42] and generalized ICP [44] based algorithms, e.g. [22, 97], use kd-trees for data associa-
tion and surface normal estimation, whilst storing the map in an unorganized point cloud format.
While there exist highly optimized approaches to tackle the k-NN problem, such as libnabo [52],
kd-tree based nearest neighbor search in large point cloud based maps is not feasible online (see
Section 5.3). To achieve registration and map updates that are faster than the sensor update rate,
typically requires reducing the number of points by filtering out large amounts of the provided
scan endpoints. The nearest neighbor approximation method proposed in this chapter is very fast
and allows us to map and register 300,000 points per second, whilst being sufficiently accurate
to generate valid surface normals. Hence, NOctoSLAM does not require explicit filtering of sen-
sor data as other point-to-plane ICP based methods do. Tuning such filters can be challenging,
environment dependent, and also costly in terms of runtime.
In the following subsections we will explain how (i) updating the map, i.e. scan end point
insertion and surface normal approximation, and (ii) registration, i.e. data association and pose
updates, are performed in NOctoSLAM.
5.2.1 Mapping
To represent the environment, we extend the octomap approach introduced in [40]. In the oc-
tomap approach, every octree node represents a voxel, where its resolution depends on the node’s
level in the tree. Commonly, every octree node stores the probability of representing occupied
space, while the position it represents in 3D space depends on the nodes position in the tree. In
NOctoSLAM we additionally store two 3D vectors per node, i.e., a surface normal and a position
that can deviate from the center of the voxel. The former is necessary for point-to-plane scan
registration. The latter allows for a more precise map representation at coarse map resolutions.
Since NOctoSLAM uses both data stored in leaf and non-leaf nodes, such a position anchor is
required.
Updating the octree map M = {m j,k}, where m j,k is octree node number j at level k, consists
of two steps: insertion and propagation. Figure 5.2 gives an example in which four points are
added to the map. To insert measurements p1, p2, p3 and p4, the octree is traversed from root
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x
y
z
m1,3 m2,3 m6,3 m10_3
p1 = (6, 1, 6)
p2 = (9, 1, 6)
p3 = (9, 4, 6)
p4 = (9, 6, 6)
m3,2t = (8,2,6)T
m3,2n = (0,0,1)T
m7,2t = (9,6,6)T
m7,2n = (0,0,0)T
m1,1t = (8.5,4,6)T
m1,1n = (0,0,1)T
m3,2 m7,2
m1,1
m1,3 m6,3 m10_3m2,3
FIGURE 5.2: This figure shows a simplified map update. First, the initially empty octree is
extended to accommodate new data points. After inserting the data points into the tree, the
changes are propagated through the tree from bottom to top. During propagation surface unit
normals mnj,k are calculated if feasible (m
n
3,2, m
n
1,1). If not, they are set to zero (m
n
7,2). At the
same time, the translation of non leaf nodes (m1,14, m3,24, m7,24) is updated by the centroid of
their descendant nodes.
node towards the corresponding leaf nodes. During traversal to the leaf nodes, which are located
at maximum tree depth |M|, the tree is extended if necessary. Finally, measurements p1, p2, p3
and p4 are inserted into the corresponding nodes m1,3, m2,3, m6,3 and m10,3, respectively. Each
node m j,k = (m
p
j,k,m
t
j,k,m
n
j,k) stores an occupancy value m
p
j,k, a translation m
t
j,k = (t
x, ty, tz)T , and
a unit surface normal mnj,k = (s
x,sy,sz)T . Thus, mt1,3 = p1 and m
t
2,3 = p2 etc. pp. If a leaf node
mi =mi,|M| already exists, the stored position is updated with the new measurement by using the
weighted average according to a sensor model Z and node occupancy probability mpi :
mti =
mti ∗mpi +Z ∗dk
Z+mpi
, (5.1)
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where vector mti is the position previously stored in node mi and vector dk = (d
x
k ,d
y
k ,d
z
k)
T is a 3D
LiDAR sensor measurement.
After having inserted all scan endpoints in this fashion, the updates are propagated through
the tree: all non-leaf nodes traversed during the first step are updated from bottom to top, based
on the information stored in their descendants. In particular, parent nodes store the average
position of their descendants, and use these positions to approximate a surface normal if feasible
(node m3,2 in Figure 5.2). We approximate the surface normal by estimating the normal of a
plane tangent to the surface, which can be formulated as a least-square problem. As shown
in [98] the solution can be reduced to a principal component analysis of the covariance matrix
C generated from the direct descendants mk, j+1 of a node mi, j:
C(mi, j) =
1
K
·
l+8
∑
k=l
wk, j+1 · (mtk, j+1−p) · (mtk, j+1−p)T , (5.2)
p =
1
K
l+8
∑
k=l
ntk, j+1, (5.3)
C ·vo = λo ·vo, o ∈ {0,1,2}, (5.4)
l = 8 · (i−1)+1, (5.5)
K =
l+8
∑
k=l
wk, j+1, (5.6)
where weight wk, j is 1 if node mk, j has been already mapped. Accordingly, K is the number of
mapped descendants of node mi, j. λo is the o-th eigenvalue of the covariance matrix, and vo the
o-th eigenvector, which can be computed analytically. If exactly two of three eigenvalues are
similar, the corresponding eigenvectors determine the plane through nodes mk, j+1, and hence
the surface normal for node mi, j. If no good surface normal can be estimated, the surface normal
vector centroid of the descendants is used instead, as is the case for node m1,1 in Figure 5.2.
If neither two similar eigenvalues nor a descendant node with a surface normal is available, as
for node m7,2, no surface normal is set. Figure 5.2 also shows the downside of this approach
compared to using traditional nearest neighbor search. In our approach m10,3 is not considered a
neighbor to m6,3, even though the corresponding voxels are adjacent in cartesian space. This re-
lation is ignored because they are in different branches of the octree. Nevertheless, experiments
(Section 5.3) show that in practice being able to process more points compensates for not being
able to approximate surface normals for some points. Note that the data for such points is not
discarded, and it is likely that approximating surface normals in such cases will become feasible
at a future time due to the high map update rates achievable with NOctoSLAM.
Unlike RGBD cameras, multi-line LiDARs provide only sparse data along the vertical axis.
This can lead to degenerate surface normal approximations, as illustrated in Figure 5.3. In the
upper part we can see how a noisy reading (red dot) would lead to a degenerate surface normal
estimate. The red striped node would have a surface normal perpendicular to the actual one.
To tackle this, we use dynamic map resolutions by inserting pseudo leaf nodes at variable tree
depths, as shown in the lower part of Figure 5.3. By decreasing the resolution we implicitly
increase the number of reading points that are averaged to estimate a surface normal. Thus,
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Laser reading
Laser noise
Surface normal
Degenerate surface normal
FIGURE 5.3: This figure gives an example for how noisy sensor data can lead to bad surface
normal approximations in NOctoSLAM, as shown in the top half of the figure. Here, the noisy
data point occupies its own node and the noise propagates to the parent node. The issue is
tackled by using dynamic map resolutions. The coarser the map, the more points are being
averaged reducing the impact of sensor noise, as shown on the bottom half of the figure, where
multiple points are averaged in the leaf nodes.
the surface normal ends up being only slightly skewed, instead of being completely off. In
particular, we choose a leaf node resolution that forces nodes on vertical scan lines to be adjacent
to each other, depending on distance to sensor origin, vertical resolution of the sensor and map
occupancy.
5.2.2 Pose Updates
To update the pose estimate we employ the point-to-plane iterative closest point algorithm as
presented in Subsection 2.1.2. The basic ICP algorithm consists of two steps. First, correspon-
dence between the source and reference data is computed (i.e. scan endpoints are associated with
points in the map). Second, a transformation that minimizes the distance between corresponding
points from input and reference set is computed.
To associate a 3D LiDAR measurement di with a position mj,kt and surface normal mj,kn
stored in the map M = {m j,k}, the octree is traversed as far as possible from root node m1,1
towards the leaf node corresponding to the coordinates of di.
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The most recent node m j,k encountered during traversal, that has a parent node mˆ j,k with a
set surface normal, is associated with di, where mˆ j,k = m( j−1)/8,k−1. Instead of calculating the
Euclidean distance for maximum correspondence distance rejection, the tree level k in which
node m j,k is located, is used instead. A low k, where 1< k≤ |M|, implies a large correspondence
distance, and thus inaccurate correspondence. The corresponding triplet (di,mtj,k, m^
n
j,k) are used
to determine the point-to-plane error. For ease of notation, we define the set of I correspondences
as {(di, mˇti, mˇni )}. Hence, the pose S˜ that minimizes the error, when using the linear approximation
presented in Subsection 2.1.2, is
S˜ = argmin
S˜
I
∑
i
((
S˜ ·
[
dTi 1
]T
−
[
(mˇti)
T 1
]T)
·
[
(mˇni )
T 0
]T)2
, (5.7)
where S˜ is a pose matrix assuming α , β , γ ≈ 0:
S˜ =

1 −γ β tx
γ 1 −α ty
−β α 1 tz
0 0 0 1
 . (5.8)
To solve Equation 5.7 we refer to Equation 2.25 till 2.32.
5.3 Empirical Evaluation
In this section we perform experiments to evaluate the pose estimation quality as well as the
runtime performance of NOctoSLAM.
The experiments are conducted on an Intel® Core™ i7-4770 CPU with 16GB of RAM, and
the sensor used is a VLP-161 multi-line LiDAR. It can provide about 15000 measurements at
20 Hz, with a maximum range of 100m. The measurements are distributed among 16 horizontal
lines over a vertical FOV of 30 deg and over a horizontal FOV of 360 deg. It is rated with an
accuracy of ±0.03m. We do not perform simulated experiments because we were not able to
find a sufficiently efficient 3D simulator for multi-line 3D LiDAR sensors. Gazebo for example
only achieves a fraction of real time speed on our machine when simulating the VLP-16.
To estimate the accuracy of pose estimates we compare against ground truth poses provided
by an Optitrack2 motion capture system.
We furthermore compare the NOctoSLAM results against ETH Zurich’s ICP Mapping tool3,
which is a ROS wrapper for libpointmatcher [22] for registration and libnabo [52] for nearest
neighbor search. The point-to-plane ICP algorithm, excluding data association, is essentially
the same in NOctoSLAM and the ETHZ ICP Mapping tool.
The NOctoSLAM (referred to as NOcto in the figures) performance is evaluated against
the ETH Mapping tool with two different sets of parameters. For NOctoSLAM, a minimum
1http://velodyneLiDAR.com
2http://optitrack.com
3http://wiki.ros.org/ethzasl_icp_mapping
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TABLE 5.1: Pose metrics for 15 indoor episodes
Position in m Rotation in radians
Median Mean σ Median Mean σ
NOcto 0.030 0.029 0.005 0.018 0.019 0.006
ETH 0.032 0.032 0.011 0.015 0.017 0.008
ETH* 0.094 0.113 0.054 0.066 0.068 0.023
voxel size of 0.01m is used, and the map is updated after every registration. In the following,
algorithm ETH refers to using no input filters and a 0.1×0.1×0.1 m3 voxel grid map filter, i.e.
the same map resolution as NOctoSLAM. Thus, registration is performed with approximately
15000 input points at 20 Hz. In order to increase runtime performance, ETH* uses various input
filters that reduce the number of input points to approximately 2500. Among others, a max
density filter configured to 300 points per m3 is used. Additionally, the map is also limited to a
point density of 50 points per m3. The algorithm denoted with ETH* updates the map not after
every registration, but only if 3D LiDAR measurements and map overlap less than 95%.
5.3.1 Pose Estimation Accuracy
We evaluate the accuracy of pose estimates for 15 recorded episodes, where each episode is
between one and two minutes long. In each episode, the sensor is moved manually through a
8×8×3.5m3 space. The sensor is equipped with motion capture markers, which are externally
tracked. A rigid transformation resulting from aligning the ground truth and estimated trajecto-
ries via ICP is used to calibrate the sensor’s optical axis to the markers. For each episode we
calculate the mean error (ME) of the position and rotation in respect to the ground truth data.
Figure 5.4 shows the results for 15 episodes, where the center line marks the mean, the inner
box represents the 95% confidence interval, and the outer box illustrates the standard deviation.
The figure shows that there is no significant difference of either positional or rotational accuracy
between NOcto and ETH. Strongly reducing the number of source and reference points leads to a
significantly worse performance of ETH*. In fact, with an average positional ME of 0.113m (see
Table 5.1), ETH* approximately quadruples that of NOcto. Additionally, the standard deviation
of ETH* is also one order of magnitude higher as the one of NOcto. A similar trend can be
observed for the rotation MEs.
To visualize the impact of a 0.094m positional error versus a 0.029m error, we plot the
trajectories for the median performance episode of ETH* in Figure 5.5. In order to increase
clarity only every fourth trajectory point is plotted, and we omit the ETH trajectory as it is very
similar to the NOcto trajectory. It can be seen that the ETH* trajectory aligns significantly worse
with the motion capture trajectory than the NOcto trajectory does.
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FIGURE 5.4: This figure shows the positional MEs on the top, and the rotational MEs on
the bottom. ETH* performs significantly worse than the other two algorithms, which perform
similarly well.
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FIGURE 5.5: This figure shows the pose estimates for the median ETH* episode. The perfor-
mance difference between NOcto and ETH* is indicated by the superior alignment of NOcto to
the motion capture trajectory.
5.3.2 Runtime Performance
When performing localization and mapping, the main factors in terms of time consumption are
updating the surface normals and associating source to reference data. In the following analysis
the same data as for the experiments in the previous subsection are used.
We investigate the map update duration in Figure 5.6. The figure shows that ETH and ETH*
map update durations correlate with the number of points in the map. This stems from the
unorganized point cloud representation used that requires reprocessing at least large parts of the
map during each update. ETH* shows that the update duration can be reduced by only storing
sparse point clouds and using smaller update sizes. Additionally, updating the map in parallel
to scan registration, and at a low frequency, makes using a point cloud format computationally
feasible. On the other hand, the tree based map representation used in NOcto allows for constant
time map updates, regardless of map size. Thus, it is not necessary to explicitly filter map
data with our approach. The mean map update duration for NOcto is 0.0062s with a standard
deviation of 6∗10−4s, i.e. ~1/8th of the available time at a 20 Hz update rate.
Figure 5.7 shows a box plot of the scan registration duration per iteration for the three al-
gorithms. The figure was generated from ~4∗105 iterations. The median of NOcto is 0.0018s,
halving that of ETH (0.0036s), while processing approximately the same number of points.
With a median of 0.0009 s, ETH* outperforms the other two, albeit processing only ~2500
points instead of ~15000 points per iteration. However, reducing the number of input points
also causes additional computational cost, where the severity depends on the filters used. In our
experiments, input filtering for ETH* took on average 0.0167s per registration. Note that input
filtering is performed only once for all registration iterations performed per sensor return.
Chapter 5. NOctoSLAM 81
Number of points in map ×10 4
0 0.5 1 1.5 2 2.5 3 3.5 4
Se
co
nd
s
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Map update duration
NOcto ~15k
ETH ~15k
ETH* ~2.5k
FIGURE 5.6: This figure shows the map update durations in relation to number of points stored
in the map. The points describing the lower quasi constant belong to NOcto, and the points
describing the shorter linear line below 0.08s duration belong to ETH*. A linear dependency
between map size and required time for both ETH and ETH* is visible, while NOcto performs
map updates in constant time.
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FIGURE 5.7: This figure shows the registration durations per iteration for the three algorithms.
NOcto significantly outperforms ETH when both process 15000 points per iteration. With the
number of points reduced to 2500, ETH* is faster than NOcto, but suffers from a significantly
larger standard deviation.
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5.3.3 Visual Inspection
In this subsection we present point cloud based maps generated by transforming all sensor data
with the SLAM pose estimates, where the color represents measurement intensity. We use this
representation for visual inspection because it provides more information to determine if features
are captured correctly.
Figure 5.9 shows the map and trajectory generated by a short flight with a 3D LiDAR
equipped multirotor UAV4. We again compare the results of using NOcto, ETH* and ETH.
While the differences in map quality between the approaches are very hard to make out, small
details such as the less sharply defined tree stumps indicate that ETH* performs less well in
terms of accuracy. The lack of points on the ETH(*) trajectories shows that even with filtering
enabled, both variants struggle to keep up with the sensor rate.
Figure 5.8 shows a map of the DFKI building in Bremen. This episode demonstrates that
NOctoSLAM works indoors as well as outdoors. The map was created by carrying the LiDAR
sensor from the 3rd floor of the building in the bottom left to the ground floor, through the
driveway towards the building in the background5. Fine details such as e.g. the books in the
bookshelf or the tires of the car indicate a good SLAM accuracy.
The capability of SLAM over multiple levels is shown in Figure 5.10. Here, the four story
staircase of the University of Liverpool Ashton building is mapped. A good indicator for SLAM
consistency over multiple levels is that the floors are mapped in parallel to each other. The same
map, but shown from multiple angles can be found in Appendix B.1 (Figure B.2, B.4, B.7),
4https://www.youtube.com/watch?v=eA03k7rMQY8
5https://www.youtube.com/watch?v=zdIcQXOEpaw
FIGURE 5.8: This figure shows intensity sensor data transformed with NOctoSLAM pose
estimates from a combined indoor and outdoor episode. The sensor data was acquired by
carrying the sensor through the DFKI Bremen building to the outside.
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FIGURE 5.9: This figure shows trajectories and intensity sensor data transformed with NOcto
(top), ETH* (middle), and ETH. The sensor data was generated by a multirotor UAV mounted
3D LiDAR sensor.
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FIGURE 5.10: This figure shows intensity sensor data transformed with NOctoSLAM pose
estimates. The sensor data was generated by a carrying the 3D LiDAR sensor through the four
story staircase of the UoL Ashton building.
where we also provide the internally used 0.1m resolution map (Figure B.8), and plot the map
surface normals (Figure B.3, B.5, B.6).
Appendix B.1 furthermore shows the NOctoSLAM results for mapping an office in Fig-
ure B.1, and for using sensor data generated by mounting a 3D LiDAR on a car [99] in Fig-
ure B.9, B.96.
5.3.4 Summary
In this section we have shown that NOctoSLAM performs as well as the ETH ICP Mapping Tool
in terms of pose estimation accuracy. Since the VLP-16 has a typical accuracy of±0.03 m, both
algorithms perform well in this regard, achieving a ME of approximately 0.03m. However, map
updates as well as scan registration are significantly faster in NOctoSLAM, enabling near-real
6https://www.youtube.com/watch?v=oKJ3mB-KuZk
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time usage. Especially relevant is the constant map update time of NOctoSLAM, independent
of map size. In contrast, we have shown that in point cloud based approaches, map updates
quickly become infeasible in near real-time for large maps and high update rates. While the use
of source and reference point filters can increase the performance, it is a cumbersome task to find
the correct filter parameters that achieve a good trade off between accuracy and computational
performance. Also, some parameters depend on the environment, thus requiring prior expert
knowledge that may be expensive to get or may not be available. Furthermore, filters might
become infeasible if the environment changes, e.g. when changing from indoor to outdoor.
For instance, indoor maps typically require more points per m3 for good pose estimates than
outdoor maps. While we do not have quantitative data on the pose estimation accuracy in larger
environments, the 3D maps we have presented indicate a good performance.
5.4 Conclusions
In this chapter we have presented NOctoSLAM, a novel approach to surface normal based map-
ping in conjunction with point-to-plane ICP scan registration. We empirically demonstrated
that the proposed algorithm is as accurate, but significantly faster than a traditional point cloud
based approach. In terms of precision we achieve a mean error well within the rated accuracy
(±0.03 m) of the sensor used: 0.029m positional, and 0.019 rad rotational, with a low stan-
dard deviation of 0.005m and 0.006 rad, respectively. Unlike the case for point cloud based
approaches, NOctoSLAM can maintain high map update rates, regardless of the map size. Be-
cause of the superior computational performance configuring data filters is not necessary.
A downside of octree based map representations is that the maximum volume the map can
cover is limited by the minimum voxel size and maximum tree depth. Using a minimum voxel
size of 0.1m and a tree depth of 16, allows for maps with a maximum volume of approximately
3000× 3000× 3000 m3. As just increasing the tree depth leads to higher computation time,
a better approach would be using nested [86] or overlapping octrees, if larger volumes are re-
quired.

Chapter 6
Recap and Conclusions
In this thesis we have presented three novel approaches for simultaneous localization and map-
ping (SLAM), suitable for different applications, i.e. ground based 2D LiDAR SLAM and
airborne 2D & 3D LiDAR SLAM.
The first application we investigated is SLAM on a multirotor UAV equipped with a 2D
LiDAR sensor. The problem with traditional SLAM approaches for this scenario is that they
use 2D maps. 2D maps are not well suited because they are unable to capture possibly critical
environmental information, e.g. traversable obstacles of low height. Furthermore, reducing 3D
environments to 2D can negatively affect localization accuracy, up to complete failure. There-
fore we asked the following research questions:
• How is 3D map SLAM achievable on a multirotor UAV equipped with a rigidly mounted
2D LiDAR sensor?
• To what extent does 2D LiDAR sensor based 3D map SLAM outperform its 2D map
counterpart in terms of accuracy?
We answer those questions with OctoSLAM, which combines measurements from an altitude,
an attitude, and a 2D LiDAR sensor to achieve 3D map SLAM. OctoSLAM employs an octree
based 3D map representation that uses the tree structure to efficiently store the map in different
resolutions. We use these multiple resolutions to interpolate map gradients, which are then used
for scan registration via Gauss-Newton minimization.
We empirically evaluated 2D vs. 3D map SLAM in a series of simulated experiments. We found
that using a 3D map yields significant advantages if the environment in view of the LiDAR
sensor loses too many features when projected to 2D. In environments where the latter is likely
to happen, using a 3D map resulted in approximately half the localization error compared to
using 2D map SLAM. The results obtained from the simulated experiments were reinforced by
using a 2D LiDAR sensor mounted on a multirotor UAV for SLAM in a warehouse environment.
While not quantitatively evaluated, visual inspection of the generated maps showed that 3D map
SLAM again outperformed 2D map SLAM if the environment is inhomogeneous along height,
as the maps produced by 2D map SLAM were distinctively less accurate. For environments that
do not lose many features when projected onto 2D we found that neither approach significantly
outperforms the other.
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The second scenario we tackled is ground based SLAM with 2D LiDAR sensors. The prob-
lem here is that traditional 2D map SLAM systems typically use occupancy grid cell maps,
which can not encode environmental details smaller than grid cell size, which impair registration
accuracy. Furthermore, using efficient Gauss-Newton based registration requires map gradients,
which are cumbersome to interpolate from occupancy grid cell maps as it requires maintaining
the same map in different resolutions. Accordingly, we posed the following research questions:
• How can we adopt SDF based 2D mapping for 2D LiDAR based SLAM, that uses Gauss-
Newton minimization via map gradients for registration?
• To what extent can we improve 2D LiDAR sensor based 2D map SLAM accuracy by
using a SDF instead of an occupancy grid cell based map?
To answer these questions, we developed 2D-SDF-SLAM. 2D-SDF-SLAM approximates the
SDF of the environment using a grid cell based map, where each cell stores the lowest dis-
tance to the next obstacle. We found that wide angle 2D LiDAR sensors require a different
SDF update scheme than visual sensors. Therefore, we proposed an orthogonal Deming regres-
sion based update method, that allows consistent mapping of 2D LiDAR sensor measurements.
2D-SDF-SLAM uses the distances provided by the SDF based map to interpolate relatively ac-
curate gradients and map values, which in turn are used for Gauss-Newton minimization based
registration.
We compared 2D-SDF-SLAM with Hector SLAM, a system that uses a similar registration tech-
nique, but in combination with multiple occupancy grid cell maps. We found that in simulation
2D-SDF-SLAM on average outperformed Hector SLAM by a staggering ~343% in terms of
mean localization error. Using a SDF map grid resolution of a 0.05m, 2D-SDF-SLAM achieved
a low average error of 0.0070m with a standard deviation of 0.0067m, i.e. well below grid cell
size. Outside of simulation though, the performance advantage over Hector SLAM decreased
to ~10% in terms of mean error and ~25% in terms of standard deviation, as the mean error
increased to 0.0307m, which is in the magnitude of the sensors rated accuracy of ±0.03m.
The third application we investigated is airborne SLAM using 3D LiDAR sensors. Typically
point cloud based point-to-plane ICP is used for 6 DoF registration of scans provided by 3D
LiDAR sensors. The problem however is that this approach does not scale well with map size,
as point clouds possess no geometric information that can be used to restrict surface normal
recalculation to relevant parts of the map. Thus, the whole map has to be reprocessed every
map update, which quickly becomes infeasible under the near real-time constraint required for
online SLAM front-ends. To cope, point cloud based approaches employ data filters, which
reduce the number of points that have to be processed. However, configuring such filters can
be cumbersome, and most likely requires knowledge about the environment, as different filter
parameters are required for e.g. indoor vs. outdoor environments. Furthermore, even with
filters, the runtime performance is still correlated with the map size, i.e. filtering only shifts the
problem and does not solve it. Accordingly, we posed the following research question.
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• How can we develop a 3D map representation suitable to point-to-plane scan registra-
tion (i.e. supporting SFN approximation and NN search), increasing the computational
performance whilst maintaining accuracy?
With NOctoSLAM, we proposed an octree based 3D map representation that uses the tree struc-
ture for surface normal approximation and correspondence search. In contrast to octomap map-
ping, we do not discretize the environment, but do store positional information with sub voxel
accuracy.
We empirically evaluated NOctoSLAM and found that it is as accurate as point cloud based
SLAM for which the near real-time constrained is lifted. However, if it is enforced, NOc-
toSLAM significantly outperformed point cloud based SLAM suffering from data filtering. Ad-
ditionally, we showed that in our approach the map update duration does not correlate with the
number of points in the map, enabling mapping of arbitrary environments online and in near
real-time.
To conclude the thesis: we have successfully shown the advantages of interweaving ad-
vanced map representations with scan registration, which resulted in three novel algorithms for
various scenarios, as discussed in the previous paragraphs. Each algorithm did perform better
than a comparable, established SLAM approach.
While we have focused on SLAM using relatively expensive LiDAR sensors, we anticipate
that the increased demand by the automotive industry will make such sensors more affordable
and thus more commonly used. In the same breath, technological boundaries will be expanded,
e.g. with the introduction of solid state LiDAR sensors in the near future.
For future work, we think that research into supplementing the proposed approaches with
back-ends, i.e. pose graph optimization, is warranted. However, while possibly achievable in
a straight forward manner for 2D-SDF-SLAM, where few map updates produce a consistent
map of the local environment, a back-end for LiDAR based 3D map SLAM is more challeng-
ing. Here, many more sensor sweeps are required to map the environment, where each only
provides sparse data over the z axis. As we aim for online pose graph optimization during run-
time, the sheer amount of data prevents using each LiDAR sweep as a pose graph node. One
option is to perform map updates less frequently, resulting in a manageable amount of nodes in
the pose graph, as performed in the Berkeley Localization And Mapping1 (BLAM) approach.
The downside of that approach is that locally within each node, localization accuracy suffers
because of the lack of points in the map, thus trading in local accuracy for global consistency.
Also, performing only low frequency map updates would be in opposition to the strength of
NOctoSLAM, i.e. efficient map handling. Another option is using a frequently updated map for
the front-end, and a less frequently updated one for the back-end. We assume that this would be
beneficial to global consistency without decreasing local accuracy, but it would also mean that
after loop closure the local map is reset with the global one. A more elegant solution would be
to use NOctoSLAM to gain locally consistent high fidelity maps, and somehow detect when to
spawn a new node in the pose graph, e.g. triggered by registration error. Another good addition
1https://www.youtube.com/watch?v=08GTGfNneCI
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to NOctoSLAM would be the ability to handle quasi unlimited map sizes, without sacrificing
resolution or computational efficiency, e.g. via overlapping octrees.
6.1 Critical Notes
We have shown that the proposed algorithms outperform similar approaches that use naive or
unorganized map representations. Still, there are limitations one should be aware of.
2D map SLAM for airborne robots assumes that the environment looks the same over the
complete z axis. We loosened that restriction with OctoSLAM to the extent that we only assume
limited similarity over height, which allows OctoSLAM to perform better than 2D map SLAM
in challenging environments. In particular, we assume that there is similarity over height of
unmapped parts of the environment that are measured by consecutive scans. If this is not the
case, e.g. if the robot performs fast attitude changes resulting in a large angular offset between
consecutive scans, performance decreases drastically.
With 2D-SDF-SLAM we showed that accuracy can be increased significantly by using a
memory efficient map representation that does not discretize the environment, and yet provides
geometrical information. Nevertheless, we found that in practice, the accuracy was instead
limited by current sensor technology.
NOctoSLAM leverages an octree to significantly increase computational efficiency, result-
ing in similar performance as point cloud based SLAM if no time constraints are applied, and
better performance, otherwise. If there is no time constraint, e.g. because the data is processed
offline, NOctoSLAM yields no advantage. However, it does indirectly apply a voxel grid filter
to the map, so it does limit the map accuracy to a small degree. Furthermore, as the surface nor-
mals are calculated using only information from sibling or descendant nodes, classical kd-tree
based nearest neighbor search theoretically provides more accurate surface normals. Though, in
practice we found the NOctoSLAM surface normals to be sufficiently accurate.
6.2 The Future of LiDAR based SLAM
We conclude this thesis with a personal statement about the future of LiDAR based SLAM in
comparison to visual SLAM.
Over the past years visual SLAM has become a strong contender to LiDAR based SLAM,
especially for airborne robots with restricted payload capabilities. If using a 3D LiDAR is not
feasible, e.g. due to monetary or payload constraints, we feel that using visual SLAM produces
superior results to 2D LiDAR based 6 DoF SLAM due to the dimensionality of the sensors.
Currently, using visual SLAM on airborne robots is probably more popular than LiDAR based
SLAM in the research community.
However, 3D LiDAR based SLAM outperforms vision based SLAM in certain regards, such
as providing accurate maps over large distances, being more stable to changing lighting condi-
tions, being mostly unrestricted by object textures, as well as providing multiple returns. The
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latter means that multiple reflections can be picked up by the sensor, e.g. when the light travels
through glass before being reflected by a solid object.
Unfortunately, 3D LiDAR sensors are currently at least a magnitude more expensive than
RGB(D) cameras. Nevertheless, we hope that increased demand from the automotive industry
will even out the difference in price - mass production and new technologies that simplify 3D
LiDAR sensors might lead to cheaper and smaller 3D LiDAR sensors. This trend may have
already started, indicated by Velodyne2 reducing the price of their cheapest 3D LiDAR sensor,
the VLP-16 used in Chapter 5, from 8000 USD to 4000 USD in the beginning of this year.
An example for new technologies are solid state LiDAR sensors, which do not rely on moving
parts, but use silicon to “steer” the emitted light instead, thus drastically reducing complexity.
Quanergy3 claims that they will be able to sell solid state 3D LiDAR sensors for as low as 100
USD in the near future. We predict that at this point 3D LiDAR based 6 DoF SLAM will become
more popular again, as the entry barrier in terms of price becomes negligible, while the results
obtained with e.g. NOctoSLAM clearly show the validity of 3D LiDAR based SLAM.
2http://velodynelidar.com/
3http://quanergy.com/

Appendix A
OctoSLAM Results contd.
A.1 Simulated Localization on a given Map
A.1.1 Tables
TABLE A.1: OctoSLAM results for localization on a 2D and 3D map for the “Willow” envi-
ronment. 2D map refers to using the 3D map projected onto the ground plane for registration.
Map type LIDAR noise Mean Deviation
3D
noise 0.0524 0.0134
no noise 0.0504 0.0147
2D
noise 0.0587 0.0119
no noise 0.0600 0.0116
TABLE A.2: OctoSLAM results for localization on a 2D and 3D map for the “corridor” envi-
ronment. 2D map refers to using the 3D map projected onto the ground plane for registration.
Map type LIDAR noise Mean Standard deviation
3D
noise 0.0516 0.0274
no noise 0.0467 0.0279
2D
noise 0.1058 0.0421
no noise 0.1052 0.0373
TABLE A.3: OctoSLAM results for localization on a 2D and 3D map for the “sphere” envi-
ronment. 2D map refers to using the 3D map projected onto the ground plane for registration.
Map type LIDAR noise Mean Standard deviation
3D
noise 0.0655 0.0770
no noise 0.0444 0.0180
2D
noise 0.0867 0.1678
no noise 0.0861 0.1696
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TABLE A.4: OctoSLAM results for localization on a 2D and 3D map for the “tilted wall” envi-
ronment. 2D map refers to using the 3D map projected onto the ground plane for registration.
Map type LIDAR noise Mean Deviation
3D
noise 0.0431 0.0186
no noise 0.0389 0.0172
2D
noise 0.0874 0.0386
no noise 0.0850 0.0402
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FIGURE A.1: This figure shows OctoSLAM results for localization on a given map in the
simulated environments without sensor noise. From top left in clockwise direction: “Willow”,
“corridor”, “sphere” and “tilted wall” environment. 2D map refers to using the 3D map pro-
jected onto the ground plane for registration. Note that the scale for the RMSE is not the same
for all graphs.
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A.2 Simulated SLAM
A.2.1 Tables
TABLE A.5: Results for 2D and 3D map SLAM for the “Willow” environment.
SLAM system LIDAR noise Mean Standard deviation
Octo 3D
noise 0.0904 0.0514
no noise 0.0896 0.0506
Octo 2D A
noise 0.0566 0.0261
no noise 0.0550 0.0246
Octo 2D B
noise 0.0454 0.0295
no noise 0.0434 0.0265
Hector
noise 0.0874 0.1107
no noise 0.0855 0.1106
TABLE A.6: Results for 2D and 3D map SLAM for the “corridor” environment.
SLAM system LIDAR noise Mean Standard deviation
Octo 3D
noise 0.1062 0.0375
no noise 0.1034 0.0410
Octo 2D A
noise 0.2257 0.1181
no noise 0.2249 0.1208
Octo 2D B
noise 0.2948 0.1371
no noise 0.3324 0.2412
Hector
noise 0.7293 0.9114
no noise 0.6411 0.9240
TABLE A.7: Results for 2D and 3D map SLAM for the “sphere” environment.
SLAM system LIDAR noise Mean Standard deviation
Octo 3D
noise 0.3452 0.3382
no noise 0.2540 0.2532
Octo 2D A
noise 0.3961 0.5260
no noise 0.3308 0.4976
Octo 2D B
noise 0.4192 0.3148
no noise 0.3133 0.2157
Hector
noise 0.7619 1.3701
no noise 0.9012 0.5302
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TABLE A.8: Results for 2D and 3D map SLAM for the “tilted wall” environment.
SLAM system LIDAR noise Mean Standard deviation
Octo 3D
noise 0.1330 0.0674
no noise 0.1381 0.0621
Octo 2D A
noise 0.2595 0.1505
no noise 0.2956 0.1486
Octo 2D B
noise 0.3006 0.1504
no noise 0.3342 0.1484
Hector
noise 0.8442 0.7881
no noise 0.8888 0.7608
A.2.2 Bar Graphs no Sensor Noise
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FIGURE A.2: This figure shows the results for SLAM in the simulated environments without
sensor noise. From top left in clockwise direction: “Willow”, “corridor”, “sphere” and “tilted
wall” environment. Note that the scale for RMSE differs between the graphs.
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A.3 Real Robot SLAM
FIGURE A.3: This figure shows the results for OctoSLAM in 2D mode for the challenging
environment. The trajectory (white line) shows multiple “jumps”, indicated by long straight
lines. Subsequently, the quality of the map is low. According to map and trajectory, walls are
traversed multiple time, which is not the case.
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FIGURE A.4: This figure shows the results for 3D map OctoSLAM for the challenging envi-
ronment. The trajectory appears to be smooth, and the environment is accurately represented
by the map, indicating a good SLAM performance.
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FIGURE A.5: This figure shows the map resulting from using Hector SLAM in the challenging
environment. Similar to OctoSLAM in 2D mode (Figure A.3), Hector SLAM performs poorly
in this environment.

Appendix B
NOctoSLAM Results contd.
B.1 Visual Inspection
FIGURE B.1: This figure shows intensity sensor data transformed with NOctoSLAM pose
estimates, mapping an office.
101
Appendix B. OctoSLAM results 102
FIGURE B.2: This figure shows intensity sensor data transformed with NOctoSLAM pose
estimates, mapping the four story staircase of the UoL Ashton building.
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FIGURE B.3: This figure shows the internal NOctoSLAM map for the Ashton building, in-
cluding surface normals. Color encodes the tree depth of the nodes storing the surface normals.
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FIGURE B.4: This figure shows intensity sensor data transformed with NOctoSLAM pose
estimates, mapping the four story staircase of the UoL Ashton building.
FIGURE B.5: This figure shows the internal NOctoSLAM map for the Ashton building, in-
cluding surface normals. Color encodes the tree depth of the nodes storing the surface normals.
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FIGURE B.6: This figure shows the internal NOctoSLAM map for the Ashton building, in-
cluding surface normals. Color encodes the tree depth of the nodes storing the surface normals.
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FIGURE B.7: This figure shows intensity sensor data transformed with NOctoSLAM pose
estimates, mapping the four story staircase of the UoL Ashton building.
FIGURE B.8: This figure shows the internal NOctoSLAM map of the Ashton building. As we
do not store intensity data in the internal map, altitude is used to color the map.
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FIGURE B.9: This figure shows intensity sensor data transformed with NOctoSLAM pose
estimates, mapping an urban environment with a car mounted 3D LiDAR sensor [99].
FIGURE B.10: This figure shows intensity sensor data transformed with NOctoSLAM pose
estimates, mapping an urban environment with a car mounted 3D LiDAR sensor [99].
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