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ABSTRACT
THE SEASONALITY OF PATHOLOGY:
A SOCIOLOGICAL ANALYSIS 
by
M. KEITH FARRINGTON 
University of New Hampshire, 1980
This study looks at the seasonal periodicity of a number of different 
social pathologies, including suicide, mortality resulting from disease, 
the onset of physical illness, and criminal behavior. Using time-series 
data from the United States, for 132 consecutive months between 1965-1975, 
it is found that virtually all of the behaviors investigated do demonstrate 
some consistent pattern of seasonal incidence.
A sociological theory, based upon the macro-level concept, "the pace 
of social life," is suggested as the cause of these seasonal variations in 
pathology. This theory contends that, for reasons which are cultural, 
economic and/or climatological in nature, certain periods of the year are 
especially likely to be characterized by concentrations of various changes 
in and disruptions of people’s routine, day-to-day lives. Because of the 
need for personal and social readjustment which they entail, such periods 
are experienced as being potentially stressful for the members of society, 
resulting in an increase in the incidence of social pathology during, or 
immediately following, these periods of change.
To operationalize the independent variable in this theory - the 
occurrence of important social events, and changes in the nature, frequency, 
and intensity of social activities and relationships - a macro-level
measurement device, termed the Index of the Pace of Social Life, is created. 
This index translates a number of the "life events" contained in Thomas 
Holmes' Social Readjustment Rating Scale from the individual level of 
analysis to the macroscopic level, and its purpose is to provide a means 
of determining the relative amount of change inherent in the social events 
and activities characterizing a social system at any particular point in 
time.
This theory is tested empirically, using Box-Jenkins procedures of 
time-series analysis and cross-correlational techniques. The results 
obtained provide support for the hypothesis that changes in the pace of 
social life within a social system act as an influence upon the temporal 
distribution of social pathologies within that social system, as (a) 
mortality resulting from disease, (b) persons missing work due to illness, 
(c) suicide, and (d) homicide are all found to increase simultaneous with 
and/or in the six months directly following increases in the Index of the 




Whoever wishes to pursue properly the science of 
medicine must procede thus. First he ought to 
consider what effects each season of the year can 
produce; for the seasons are not all alike, but 
differ widely both in themselves and at their 
changes.
Hippocrates, "On Airs, Water and Places"
"Hot, humid July evenings.". . . "Crisp, cool fall school days.". . . 
"The hustle and bustle of the Christmas season.". . . "Freezing cold 
January nights." . . . "The new hopes and dreams that bloom with spring."
. . . Few would deny that each of these descriptions evokes an image all 
its own. For each of these vignettes, we can imagine a particular social 
atmosphere. We can picture ourselves taking part in certain types of 
activities. We can associate with each of these a particular mood - a 
particular state of mind. Certainly, at different times of the year, life 
is very different.
Curiously, social scientists have devoted little attention to the 
study of seasonality and its possible effects upon human behavior. The 
assumption made by social scientists has apparently been (a) that such 
seasonal variations in behavior do not, in fact, actually exist, or (b) 
that if they do exist, they do not really fall within the realm of socio­
logical inquiry, or (c) that such variations are actually spurious - i.e., 
reflective of more sociologically "significant" social processes which 
merely "happen" to coincide with particular periods of the year, thus 
diminishing the importance of seasonality per se.
1
2It is the contention of this writer that it is irrelevant which of 
these assumptions has actually been responsible for producing the neglect 
of the study of seasonal variations in behavior, because each of them is 
equally incorrect. Significant seasonal differences in human social 
behavior do exist, they represent an appropriate topic of study for 
sociological investigation, and they can be explained via basic socio­
logical principles and processes. It is to an elaboration and defense 
of these statements that this thesis is devoted.
Seasonality and Pathology 
To be more specific, this thesis focuses upon seasonality as it 
applies to a particular category of human behavior - that which can be 
classified as '‘pathological" in nature. In speaking of "human social 
pathologies," we are actually referring to a wide variety of behaviors, 
all of which share the basic characteristic of being dysfunctional at 
some level of human existence, whether (a) for society as a whole, or 
(b) for some social group or organization of which a particular individual 
actor is a part, or (c) for the individual actor himself/herself. While 
we had some initial reservations about using the term "social pathology" 
to refer to the dependent variables in our analysis, given the conceptual 
baggage which this term carries within Sociology from the "Social 
Pathology" school of American sociology in the early 1900's (e.g., 
Henderson, 1909; Smith, 1911), we saw it as preferable to identify these 
social behaviors as "pathological," rather than "deviant," simply because 
many of the social phenomena whose seasonality we were interested in 
studying - for example, illness and mortality - do not really represent 
a violation of behavioral norms, and hence are not truly "deviant," in
3the sense that that term is commonly used by sociologists. These types 
of behavior can, however, easily be seen as being dysfunctional at one 
or more of the levels specified above.
In addition to reflecting some of this writer’s personal research 
interests, the decision to focus upon seasonal variations in pathological 
social behavior, as opposed to some other type of human activity, was 
motivated by several practical concerns. First, from the standpoint of 
applied science and public policy, it is this writer's conviction that 
additional research in the areas of human deviance, disorganization, illness, 
etc. is always appropriate, in that there always exists the possibility 
that information will be discovered which can actually be applied to the 
betterment of society and the living conditions of its members. This 
possibility seems especially real in the context of the present study, 
in that it seeks to investigate what has thus far been a rather neglected 
research area. A second very practical reason for treating human pathology 
as the dependent variable in this study stems from the fact that there 
seemed to be a much greater likelihood of finding secondary source data, 
collected on a monthly or seasonal basis by the various government or 
private agencies whose responsibility it is to deal with these types of 
social concerns, than there was for more routine, "nonproblematic" types 
of social behavior. Finally, a review of the literature suggested that 
virtually all of the previous research investigating the possibility of 
seasonality in human behavior had itself focused upon various types of 
deviance and disorganization - e.g., suicide, mental illness, and criminal 
activity. Thus, if we wishe to be able to make optimal use of this past 
research, both in the formulation of our hypotheses and research strategies, 
and in the evaluation of our own empirical results, this seemed to suggest
4that we would likewise be well-advised to study these types of behavior 
as well.
Social research has demonstrated, time and time again, that social 
ills are not randomly distributed throughout the social structure of 
society. Instead, deviant behaviors and social pathologies show a 
predictable unevenness with regard to different social status positions 
within that social structure - e.g., by social class status, racial status, 
and sexual status.
It is the central hypothesis of this study that a similar situation 
holds for the distribution of social pathologies over time. In other 
words, we can and should expect that various types of human problems and 
dysfunctional behaviors will be more likely to occur at certain times of 
the year than at others. And, as we shall now see, despite the relative 
lack of research looking at the topic of seasonal variations in pathological 
behavior, that research which has been done appears to reveal a stubbornly 
persistent finding that many types of human behavior do in fact vary within 
the course of the calendar year, on a regular and systematic basis.
Seasonal Variation in Suicide
Perhaps the earliest important demonstration of seasonality in
human pathology is Emile Durkheim's classic investigation of suicide in
nineteenth-century Europe. In his book, Suicide: A Study in Sociology,
Durkheim preceded the presentation of his findings by posing what would
seem to be an intuitively sound research "hypothesis:"
If . . . one were to try to foretell logically what season 
would be most favorable to suicide, one might easily assume 
the season when the sky is darkest, and the temperature lowest 
or most humid. Does not the desolate appearance of nature at 
such times tend to incline men to revery, awaken unhappy 
passions, provoke melancholy? Moreover, this is the time
5when life is most difficult, because a more abundant 
substenance is necessary to replace the lack of natural 
warmth, and because this is harder to obtain. . . .
Applying . . . [this logic] to the seasons, one would 
expect the height of suicide to occur in autumn (1951:
106-107).
However, it soon becomes evident that Durkheim was building this straw 
man only to tear him down, since his data revealed that, within all 
European countries, a basic "law" appeared to exist: "Beginning with
January inclusive, the incidence of suicide increases regularly from 
month to month until about June, and regularly decreases from that time 
to the end of the year" (1951: 111). This finding prompted Durkheim to
conclude, somewhat ironically, that, "Neither in winter nor in autumn 
does suicide reach its maximum, but during the fine season when nature 
is most smiling and the temperature mildest. Man prefers to abandon life
when it is least difficult" (1951: 107).
In attempting to explain this relationship, Durkheim rejected the 
idea that monthly variations in suicide could be the direct result of 
climatological factors, such as harsh weather conditions; in fact, his 
findings seemed to indicate that just the opposite was true. Instead, 
Durkheim proposed a sociological explanation to account for this observed
relationship. He reasoned that, because his data revealed a direct
relationship between the length of daylight and the incidence of suicide, 
it might be the nature of the social activities common to different periods 
of the year which was acting as the major causal factor affecting the 
frequency of suicide. In Durkheim*s words. " . . .  day favors suicide 
because it is the time of most active existence, when human relations 
cross and recross, when social life is most intense" (1951: 117). Thus,
Durkheim reasoned, as the days become longer in the summer months, social
6relationships become more numerous and demanding. And, for some persons, 
this increased interaction and more intense pace of social activity help 
bring about the decision to end life.
Durkheim felt that he found additional support for this explanation 
when he discovered that the number of suicides tended to diminish near the 
end of the week, presumably as the level of social activity was similarly 
decreasing. He also discovered that the relationship between season and 
suicide was weaker in the city than in the country, a fact which could be 
attributed to the more constant level of social interaction characterizing 
the urban environment. Thus, to Durkheim, there seemed to exist sub­
stantial evidence for a rather direct relationship between the level of 
social activity in which people are involved, on the one hand, and gross 
suicide rates, on the other.
Although it would be misleading to give the impression that the 
possibility of seasonality has constituted a major research issue in the 
extensive investigation of suicide which has taken place in American 
sociology during the past century, it is an issue which has at least been 
touched upon in passing by various social researchers attempting to 
discern the general descriptive characteristics of suicide as a social 
phenomenon. Perhaps the earliest important investigation of the season­
ality of suicide in American society was conducted by Dexter (1901), who 
studied the seasonal distribution of 2,946 suicides in New York City for 
a five-year period in the late 1800's. Dexter found the months of April 
through August to be much higher in suicide than the twelve-month 
average. Conversely, February demonstrated the lowest number of suicides.
What Dexter found most interesting and most perplexing about this 
pattern was the fact that April and May demonstrated such high amounts of
7suicide. As he questioned, "Why April, which in its general weather 
characteristics is Elysian compared with its immediate predecessor, should 
show one-fourth more suicides, and May, which by common acclaim is one of 
the most delightful of the calendar, should present a number surpassed 
only by sweltering August, it is not easy to see” (1901: 607-608).
In trying to explain this observation that "suicide is excessive
under those conditions of weather which are generally considered most
exhilarating and delightful," Dexter developed an explanation somewhat
different from that proposed by Durkheim. He theorized that many spring
suicides may be carried out by unhappy persons who have suffered through
the dreary winter months, awaiting the improvements which spring will
surely bring. However, when spring finally does arrive, it is likely
that such despondent individuals will find that nothing has really changed -
life goes on as before, and individual problems remain unchanged. With
all hope gone, taking one's life may, for some, become the only way of
resolving these problems. As Dexter effectively expresses it:
. . . spring comes with all its excesses of life, and the 
morrow with its brightness, but do not bring to the poor 
unfortunate, unable to react to these forces as of yore, the
hoped-for relief. He thinks of other springs when the blue­
birds sang happier songs, and of other sunshine which had 
set his blood tingling. The drowning man had waited long 
for the straw; it came and he clutched it, but it sank 
beneath his weight (1901: 615).
Several other investigators of suicide in particular cities or 
states within the United States have also looked at the issue of season­
ality. Interestingly, these regional studies have discovered patterns of 
suicide largely at odds with one another, as well as with the results 
observed by Dexter. For example, Schmid (1933) studied suicides in 
Minneapolis, Minnesota, for the period 1928-1932, and found a very different
8pattern of seasonal variation, with the peak months of suicide being
January and February for males, and August and October for females. On
the other hand, months of low incidence were September and December for
males, and January, March and November for females. Shneidman and
Farberow (1961) studied suicides and attempted suicides in Los Angeles
County for the year 1957, and found the months of December and January
to have the highest incidence of suicide, while February had the lowest.
Among attempted suicides, August ranked as the highest month, and April
was the lowest. However, none of these patterns of monthly variation
achieved statistical significance. Pokorny and his associates (Pokorny,
Davis and Harberson, 1963; Pokorny, 1965), conducted several studies of
suicide in the state of Texas during the early 1960's. In looking at all
cases of suicide and suicide attempts reported to the Houston, Texas,
Police Department for the period, 1960-1962, these researchers discovered
no significant relationship between month of the year or season with either
suicide or suicide attempts. And in studying all suicides committed in
the entire state of Texas during the years, 1956-1961, they found that:
Each year considered separately would show some month-by-month 
variation. However, when the five years were plotted on the 
same graph, the ups and downs did not coincide and there was 
no clean, repetitive seasonal distribution (Pokorny, Davis 
and Harberson, 1963: 380).
Finally, Sanborn, Casey and Niswander (1969: 1970) studied monthly
patterns of suicide in the state of New Hampshire for the thirteen-year
period, 1956-1968, and found a pattern of seasonal variation in which the
number of suicides rose during the winter months to a peak in the spring,
after which there occurred a gradual decline during the summer and fall.
December was observed to be the month of most suicides in this study.
9These conflicting results would seem to suggest one of several 
things. One interpretation would be purely methodological in nature - 
i.e., that the size of the data bases in these various studies were too 
small to be statistically meaningful, thus making these observed trends 
relatively unrealiable. On the other hand, we might assume that the 
causes of seasonal variation in suicide are largely idiosyncratic, meaning 
that there are different factors operating in different geographic regions, 
thus producing different seasonal patterns of suicide in these different 
areas. If this latter interpretation is true, then we really shouldn't 
expect to find any clear, dominant seasonal trend in suicides for a nation 
as large as the United States. Instead, we should expect to find a 
number of different regional trends, all operating to more or less cancel 
one another out.
However, when we actually do shift our attention away from regional 
suicide statistics to national trends, we find that this is not in fact 
the case. Instead, as demonstrated in a study of all suicides occurring 
in the United States during the fifteen-year period, 1950-1964, conducted 
by the Public Health Service (National Center for Health Statistics,
1967), suicides were found to be more frequent in the spring than at any 
other time of the year, with April consistently demonstrating the highest 
monthly rate. Conversely, the winter months had the lowest frequency 
of suicide, with December typically the month of fewest suicides.
This within-year distribution of suicides for the United States as 
a whole appears to be generally similar to those discovered by Durkheim 
for the nations of Europe, and Dexter for the city of New York, some 
sixty-five years earlier, and the existence of such a pattern in the 
United States led Dublin (1963) to conclude, much as these two researchers 
had:
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. . . while it might be expected that the greatest number of 
suicides would occur in the darkest and coldest months, when 
short days, long nights, and inclement weather might induce 
a melancholy frame of mind, actually self-destruction is at 
a maximum when temperature and other natural conditions are 
most favorable to life. Suicide is not a reaction to the 
physical hardships incidental to poverty, cold or hunger, 
which press hardest in the winter months; on the contrary, 
springtime and the early summer months, the pleasantest 
months of the year, when the earth renews her vigor and 
when many forms of life start afresh, record the maximum 
incidence of suicide (1963: 56).
In view of these conflicting results obtained from various parts of 
the United States, it should be pointed out that support for the thesis 
that suicide rates do in fact vary seasonally in modern society, in the 
manner suggested by the Public Health Service study, is provided by 
contemporary investigations of suicide conducted in other nations. For 
example, Swinscow (1951) found suicide frequency in English and Wales to 
be highest in the spring and summer. Similarly, Stengel and Cook (1958) 
found suicide attempts in England to be most frequent in the spring months. 
Fuchs (1959) discovered similar seasonal trends in other European nations 
as well, with the peak incidence of suicides occurring in the spring, 
and a trough occurring in the winter. On an even broader scale, Takahashi 
(1964) studied United Nations and World Health Organization statistics 
on suicides in sixteen Northern Hemisphere countries, and found that 
spring ranked as the peak period of suicides in each. Finally, Dublin 
(1963: 59-60; 230-231) reports a relationship between season and suicide
for the nations of Australia (for the years 1949, 1953, and 1959) and 
Brazil (for the period 1959-1960). These two relationships are especially 
interesting, in that these nations are located in the Southern Hemisphere, 
and their seasonal distributions of suicide appear to be virtually the 
opposite of those reported in Northern Hemisphere countries. Thus, the
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peak frequencies of suicide in Australia and Brazil appear to come 
approximately six months after those in the United States and the nations 
of Europe. These findings seem to suggest a preponderance of evidence 
for the existence of a definite seasonal pattern of suicide, which varies 
only slightly between countries, continents and hemispheres.
One line of reasoning which has frequently been invoked to explain
the possible seasonality of suicide is that climatic conditions expressed
by the various seasons are most important in determining differential
rates of occurrence during the year. The rationale for such a climato-
logical approach is discussed by several theorists who have advanced
such an explanation:
We would not argue that weather drives people to suicide save 
in very exceptional cases, but . . . that under some weather 
states other things are peculiarly liable to drive people to 
the act. In other words, that some meteorological conditions 
so affect the mental state, so influence the emotional balance, 
that ordinarily endurable things become unendurable, and 
life seems no longer worth the living (Dexter, 1901: 605).
. . . searching for weather effects on suicide rate variations 
is not an unreasonable idea. If weather variations can become 
significant stressors for some people some of the time, it is 
precisely persons who are already highly stressed (e.g., 
persons who are thinking vaguely about suicide) who are 
likely to exhibit behavior affected by added meteorological 
stress (Moos, 1976: 84).
Obviously, such an explanation has considerable intuitive appeal, in 
light of the very different climatological conditions which typically 
characterize the seasons in many societies, and it is an approach which 
has received a fair amount of support in the literature, as a number of 
researchers have found relationships to exist between various climato­
logical factors and the likelihood of suicides (e.g., Dexter, 1901;
Mills, 1934; Digon and Bock, 1966; Carroll, 1977).
!?i
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As might be expected, such climatologies! explanations for 
variations in suicidal behavior have met with considerable skepticism 
on the part of many social scientists. Their primary criticism is the 
relative underemphasis placed upon the effects of social and psychological 
processes by these explanations. Perhaps most outspoken in their criticisms 
of this school of thought are Pokorny, Davis and Harberson (1963), who 
contend that:
. . . most of the articles on weather, climate, and suicide 
are speculative and seem to be based on crude data and 
coarse time intervals. The authors quote each other's 
statements, findings, and assertions endlessly, with little 
attempt to control for other factors (378).
It was the desire of these researchers to put this hypothesized 
relationship between weather conditions and suicidal behavior to a 
definitive test; thus, in their study of suicides and suicide attempts 
in Houston, Texas, they looked at the relationships between eleven 
different weather variables - including temperature, humidity, precipita­
tion and barometric pressure. Pokorny, Davis and Harberson reported 
finding no significant correlations between any of the weather factors 
and suicide frequency, and thus concluded that these two variables are 
not in fact related. In explaining their results, these researchers 
reasoned that:
Of course it is a commonplace observation that weather 
affects how we feel, in the sense of 'exhilarating,'
'gloomy,' 'oppressive,' 'bright,' 'dismal,' etc., days.
Such mild, 'normal,' mood responses to weather conditions 
are a far cry qualitatively from the degree of mental 
upheaval that is associated with suicide; there may also 
be a qualitative difference (Pokorny, Davis and Harberson,
1963: 381).
Thus, we feel that attempts to explain seasonal variations in self­
destructive behavior - where those attempts have been made - can be
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generally viewed as falling into one of two broad theoretical categories. 
One viewpoint posits that it is particular weather conditions character­
istically associated with certain months of the year which act as a 
direct stressor upon the potential suicide, influencing that person's 
decision to take his/her life. A contrasting position is that originally 
articulated by Durkheim, which holds that social processes and situations 
indicative of certain periods of the year are the primary cause of 
seasonal fluctuations in the suicide rate.
In assessing the relative strengths and weaknesses of these two
positions, Dublin (1963) probably speaks for most contemporary social
scientists when he claims that:
Neither of these viewpoints seems . . .  to be entirely 
convincing. It would hardly seem that any discernible 
seasonal changes in social life could account for the 
monthly variations in suicide frequency . . . Nor can 
we . . . unreservedly subscribe to the theory that cosmic 
factors directly exert an influence which would cause the 
annual spring rises in the suicide death rate . . . Cw] e 
must await further accumulation and analysis of data (60).
Unfortunately, the last twenty years have not really seen this 
analysis of data occurring; neither has it witnessed the development of 
theories which might clarify and determine the relative importance of 
these, and perhaps other, factors.
Seasonal Variation in Mental Illness
Suicide is not the only pathological form of human behavior in which 
patterns of seasonal variation have been found to exist. The incidence 
of mental illness - particularly as officially measured by the entrance 
of individuals into the mental health care system - similarly appears to 
demonstrate definite seasonality. In the words of two investigators who 
have looked at this relationship: "There is a conspicuous phenomenon in
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state mental hospitals relating to fluctuations of admission rates.
These seem to occur with almost predictable regularity . . . "
Stewart and Wildman, 1967: 397).
One of the earliest investigations of the relationship between 
time of the year and admission rates to mental hospitals was carried 
out by Chambers (1956), who studied neuropsychiatric hospital admissions 
at Sampton Air Force Base, in western New York, for the period, July, 
1953, through July, 1954. Chambers found admissions to be highest in 
February and lowest in August, with "a fairly smooth curve" connecting 
these two extremes. A somewhat different pattern of psychiatric hospital 
admissions was discovered by Hauck (1957), in his analysis of monthly 
admission rates to four state hospitals in the state of Illinois, for 
the years 1953-1955. Hauck found a very erratic within-year distribution 
to exist, with the adjacent months of October having the lowest annual 
rate of admissions and November the highest. These were followed by a 
sharp drop in December, a sharp rise in January, and another drop in 
February.
A number of subsequent investigators, however, seem to be in 
agreement that admissions to psychiatric hospitals are most frequent 
in the late spring and/or summer months. For example, Edelstein, Gnassi 
and Mishelof (1966) studied 17,156 admissions to the Psychiatric 
Division of Kings County Hospital Center in New York during the years 
1961-1962, and found August to be substantially higher in hospital 
admissions than any other months, while April had the fewest hospital 
admissions. Stewart and Wildman (1967) studied admission rates at 
Milledgeville State Hospital in Georgia- for the five-year period, 
1961-1965, and found them to be significantly higher during the summer
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months than at other times of the year. James and Griffin (1968), 
studying admissions to the entire Texas state hospital system from 
December 1963, through November, 1966, found the summer months to have 
the highest incidence of admission, followed by progressive decreases in 
admissions, from summer to fall, and from fall to winter. In another 
study carried out in the state of Texas, Pantleo (1970) studied 1,060 
monthly admissions for all psychiatric patients in the Fort Worth-Dallas 
area for the three-year period, 1964-1966. He found spring to have the 
highest admission rates and fall the lowest; however, the differences 
between seasons were not statistically significant.
The studies by Edelstein, Gnassi and Mishelof, Stewart and Wildman, 
and James and Griffin all suggest, either implicitly or explicitly, that 
the relationship between admissions to mental hospitals and the summer 
months may be directly attributable to the effects of temperature upon 
individual psychological states. As Stewart and Wildman explain, " . . .  
uncomfortable weather conditions are stressful enough to be 'the straw 
that broke the camel's back' and to precipitate, in a number of people, 
admission to a mental hospital" (1967: 398). Additional support for
this line of reasoning is provided by a study conducted in Toronto,
Canada (Geller and Shannon, 1976), which focused specifically upon the 
immediate, day-to-day relationship between temperature and contact with 
a mental hospital, and found hot weather to be highly related to increases 
in the occurrence of such contacts. However, a dissenting opinion is 
offered by Pantleo, who found no relationship to exist between temperature 
and mental hospital admission rates in the Fort Worth-Dallas area, and 
who voiced skepticism about this entire line of reasoning.
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In their already-cited studies of suicide in the state of New 
Hampshire, Sanborn, Casey and Niswander (1969, 1970) also looked at 
seasonal variations in admissions to the New Hampshire State Hospital, 
during the thirteen-year period, 1956-1968. They found admissions to be 
at their highest point in May, followed by a decrease in June, increases 
in July and August, and then a steady decline from September through 
December. The pattern for the next several months was somewhat erratic, 
with admissions rising sharply in January, decreasing markedly in 
February, and then jumping back up in March. Once again, tfhile not 
necessarily implying a causal relationship, these researchers point out 
that they found admissions to this state hospital to be inversely related 
to the average monthly barometric pressure for the state (Sanborn,
Casey and Niswander, 1970).
The Sanborn, Casey and Niswander studies are particularly interesting
in view of the fact that they compared these monthly rates of mental
hospital admissions to suicide rates occurring in the state during the
same time period. They found that these behaviors followed "an almost
identical pattern" of incidence. In their words:
In those seasons when many persons are admitted to a 
psychiatric hospital, many other persons commit suicide.
Conversely, when admissions decrease, suicides follow a 
similar pattern. In fact, mental illness and suicides 
parallel each other in New Hampshire . . .(1970: 704).
Interestingly, this conclusion is somewhat at odds with the 
relationship which Durkheim believed to exist between suicides and 
"admissions to the asylums" of nineteenth century Europe. According to 
Durkheim, " . . .  such data as we have are a long way from showing perfect 
agreement between the seasonal variations of insanity and those of 
suicide" (1951: 109). Durkheim was particularly disturbed by the fact
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that, whereas suicides seemed to regularly occur most often in summer 
in the countries which he was studying, the peak incidence of hospital 
admissions was the spring. In addition, the data on seasonal patterns 
of hospital admission to which Durkheim had access seemed to suggest a 
much lesser degree of seasonal variation in insanity than he had observed 
for suicide.
Durkheim's reservations notwithstanding, however, there seems to 
be intuitive reason to expect suicides and mental hospital admissions - 
at least in many instances - to stem from the same basic social and/or 
psychological processes. And, if it is in fact true that ending one’s 
life and entering a mental hospital represent alternative "solutions" 
to similar problems, then it seems reasonable to expect that the seasonal 
distribution of these two social phenomena might well be very similar.
For this reason, we are inclined to believe that this congruence in the
patterns of mental hospital admissions and suicides discovered by 
Sanborn, Casey and Niswander could well be true for the nation as a 
whole.
Another important observation made by Sanborn, Casey and Niswander
- coincidentally, once again stemming from Durkheim's comparisons of
seasonal patterns of suicide and psychiatric hospital admissions - is
the following:
It is interesting that in the mid-1800's Cazauvieilh 
showed that seasonal admissions of the 'insane' to Charenton 
Hospital in France compared to institutions of the Seine 
Province were almost identical to each other (Durkheim,
1951: 109). Furthermore, the admissions to the French
hospitals were almost identical to the data at the New 
Hampshire Hospital a century later. It is a surprising 
finding that the seasonal patterns of mental hospital 
admissions are very similar after a hundred years 
(Sanborn, Casey and Niswander, 1970: 703-704).
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Such historical evidence indicates that seasonal variations in the 
inability to function any longer in society have probably manifested 
themselves for quite some time; in addition, it suggests that there may 
be one particular pattern of seasonality which has tended to predominate 
over time and in different areas. Such an interpretation receives support 
from the work of Abe (1963), who, in his own research in Japan, as well 
as his extensive review of data from Europe, North America, and South 
America, repeatedly discovered the same spring or summer peak in mental 
hospital admissions reported by the majority of the American researchers 
being discussed here.
Several researchers have gone beyond simply looking at gross overall 
seasonal rates of admissions to psychiatric hospitals, and have also 
broken their study populations down into a number of different demographic 
groups and diagnostic categories, and investigated the patterns of 
monthly variation in each of these various groups. For example, Bradley 
and Lucero (1958) studied admissions to the Willmar State Hospital in 
Minnesota, for the period, April, 1954 through April, 1957, and found 
patterns of seasonality for only several of the groups studied. For 
example, whereas persons suffering from psychoneurotic disturbances 
entered the hospital disproportionately infrequently in December,
January and February, no monthly variations were found for patients 
diagnosed as having organic psychoses, functional psychoses or behavior 
disorders. Similarly, whereas patients between the ages of 60-69 varied 
in terms of the time at which they were most likely to enter the hospital 
- being admitted most often in November and least often in April - no 
other age group was found to demonstrate seasonality. This finding 
raises the interesting possibility that there may exist within the
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population some kind of differential vulnerability to whatever forces 
are responsible for producing seasonal variations in psychiatric 
hospital admissions.
In a similar study, McCartney (1962) studied referrals of 5,675 
neuropsychiatric patients from the Long Island-New York area over the 
fifteen-year period, 1946-1960. His results indicated some interesting 
differences by sex with regard to seasonal admissions figures. Male 
admissions were at their peak in the spring, with over 30% of the male 
admissions taking place in that season. Summer was the second highest 
period, followed, respectively, by Fall and Winter. Women, on the other 
hand, had their highest admission rates in the winter, and their lowest 
rates in the summer. Clearly, this finding suggests that different 
factors may influence within-year patterns of male and female psychiatric 
disturbance, thus implying that somewhat different explanations may be 
necessary for the sexes.
McCartney also studied the monthly incidence of hospital referrals 
by type of diagnosis, and, like Bradley and Lucero, found a number of 
different patterns of admission to exist. For example, manic-depression 
was highest in the fall, and lowest in the spring. The same is true for 
depressive reactions. On the other hand, schizophrenia was equally high 
in the spring and summer seasons, and equally low in the fall and winter 
seasons.
In a study of mental illness conducted at the level of the community 
mental health clinic - as opposed to the psychiatric hospital per se - 
Farrington and Linsky (Farrington, 1974; Farrington and Linsky, 1976) studied 
all first admissions to the nine largest mental health facilities in the 
state of New Hampshire during the period July, 1971, through June, 1972.
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These investigators found a pattern of seasonality sharing some similarity 
and some discrepancy with the studies of mental hospital admissions 
discussed thus far. The two sharpest points of variation in clinic 
usage took place in July, which had many fewer admissions than would 
have been expected by chance, and May, which, by a substantial margin, 
had the most admissions for the year under investigation. Beyond these 
sharp departures, there existed a general trend in admissions, which 
began at a low point during the summer months, remained lower than expected 
through September, then moved slightly above average and stayed at that 
level through February, at which point admission rose quite sharply for 
the spring months, before finally ending in a June dropoff. These 
seasonal differences were statistically significant at the .001 level.
As should probably be expected, the monthly usage patterns for 
psychiatric clinics in the state of New Hampshire discovered by 
Farrington and Linsky parallel very closely the seasonal patterns of 
admission found to exist for the New Hampshire State Hospital by 
Sanborn, Casey and Niswander. This suggests a rhythm of events that 
may be peculiar to a particular social system, since the pattern of 
suicides observed in New Hampshire varied somewhat from that found in 
other states, yet parallels the distribution of at least one other 
pathology in that state.
Although the time at which an individual is admitted to a mental 
health facility certainly marks a significant event - both socially and 
personally - it does not necessarily say anything about the time at which 
the symptoms underlying the problem in question first began to manifest 
themselves. Certainly, for a consideration of seasonal variations in 
pathology, this latter phenomenon is equally important as the question
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of when contact with the actual mental health network first occurred. 
Unfortunately, there does not appear to have been very much research 
done on this issue. One of the few studies which has focused upon 
the actual time of disease onset is Kraines' (1957) study of 702 instances 
of manic-depressive attacks, conducted in Chicago over the period, 1933- 
1952. Kraines found two peak months of onset to exist - September 
(16.7% of all reported attacks) and March (12.3%). Conversely, June 
demonstrated the lowest incidence of manic-depression.
In a later work, Kraines (1958) suggests that it may be the 
change from one season to another which is responsible for the spring 
and fall peaks in manic-depression. However, he cautions that such 
changes should not be viewed as direct etiological factors in and of 
themselves. Instead, he contends that they are more likely to operate 
as precipitating factors, producing disturbances in those individuals 
who are already vulnerable or predisposed to attacks of manic-depression.
An interesting aspect of the literature dealing with seasonal 
variations in mental health and mental illness discussed thus far is its 
general failure to document the existence of "the holiday blues," commonly 
thought to occur around the Christmas holiday season, and the subject of 
much popular journalism (e.g., Gallagher, 1973; Gerstenzang, 1975; 
Rossiter, 1977; Trippett, 1978) and scientific literature. Although 
intuition might suggest that the Thanksgiving-Christmas-New Years period 
should be one of joy and happiness, it has been suggested that, for many 
people, it is instead a time which has the potential to generate con­
siderable strain, depression and anxiety. This was suggested most 
dramatically in a study carried by Cole et al (1959), which found that 
as many as nine out of ten psychiatric patients at the University of Utah
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College of Medicine suffered from the "adverse emotional reactions to 
Christmas pressures."
One of the most common explanations for this increase in psychiatric 
disturbance during the holiday season found in the literature derives from 
a psychoanalytic model (e.g., Eisenbud, 1941; Sterba, 1944; Boyer, 1955; 
Cattell, 1955). These explanations focus upon the religious and social 
significance of the Christmas holiday, as well as the intra-individual 
conflicts and hostilities which this period might awaken. Boyer’s expla­
nation of "Christmas ’Neurosis' is typical:" . . . partly because the 
holiday celebrates the birth of a Child so favored that competition with 
Him is futile, earlier memories, especially oral frustration, are re­
kindled" (1955: 467). Another religion-based explanation for Christmas
stress - at least within a certain portion of the American population - 
is offered by Gerson (1965), who discusses the internal role strain faced 
by many Jewish Americans at Christmas time. Presumably, if these cultural 
pressures are not managed satisfactorily via one or more of the mechanisms 
suggested by Gerson, they may result in feelings of anxiety, tension and 
guilt for individuals experiencing them.
A more generally applicable explanation for the increase in psycho­
logical disturbance at Christmas time might utilize a line of reasoning 
similar to that mentioned as a possible explanation for the disproportion­
ately high rates of suicide in the spring and early summer months. Thus, 
just as it was suggested that the late spring and onset of summer may be 
a time of year with the potential to generate considerable discrepancy 
between high social and personal expectations, on the one hand, and 
individual reality, on the other, so too can the same be said of Christmas. 
To the extent that Christmas is perceived in our society as a time of
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happiness and joy and love, those individuals not themselves experiencing 
those feelings might be even more likely to feel personally inadequate 
and depressed.
However, as already noted, despite the possible intuitive appeal 
of these theories, the studies of the seasonal distribution of psycholog­
ical disturbance which appear in the literature do not appear to document 
the existence of such a pattern, at least as a large-scale social 
phenomenon. Why this is so is open to question, but it may reflect the 
fact that most such depressions are not sufficiently traumatizing to 
actually require psychiatric aid. Or, it may be that there exists social 
pressure against seeking help during the holiday season - either real or 
self-imposed - such that those afflicted would wait until some point after 
the holidays to approach a mental health practitioner or facility.
In an interesting study looking at a very different aspect of mental 
illness behavior, unmediated by processes of societal reaction on the 
part of agents within the psychiatric health care system, Tromp (1959) 
studied the behavior patterns of mental patients diagnosed as schizophrenic, 
in seven psychiatric hospitals in the Netherlands, during the years 1956- 
1960. He reports observing a relationship between the season and the 
restlessness of these patients, with the greatest amount of unrest being 
observed during the months of November, December and January. This trend 
was particularly pronounced among female patients.
A final aspect of mental illness which appears to demonstrate some 
interesting patterns of seasonality is that of the birth months of persons 
who later come to display symptoms of schizophrenia. Most of the 
investigations of this phenomenon carried out in the United States tend 
to confirm a definite trend in schizophrenic births, with a disproportionate
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number of such births occurring in the late winter and spring months.
For example, Torrey, Torrey and Peterson (1977), in a study of 33,584 
schizophrenics born in nineteen different states between the years of 
1920 and 1958, found "a highly significant peak in schizophrenic births 
from December to May, most marked in March and April" (1065). Interest­
ingly, this pattern of seasonality appeared to apply more to states in 
New England and the Midwest than to Southern states.
Similar findings have been reported by a number of other researchers. 
Petersen (1934) analyzed the birth months of 3,467 schizophrenic patients 
in the state of Illinois, and found December and January to be the most 
common months of birth. Huntington (1938) studied 10,420 schizophrenic 
births from thirteen different states, and found the months of January 
and April to be disproportionately high. Barry and Barry (1961) studied 
the birth months of 1,453 schizophrenic patients in the states of New 
Jersey and Massachusetts, and found both a spring and a fall peak in 
schizophrenic births.
It must be pointed out that several other investigators failed to
find marked patterns of seasonality when studying the phenomenon of
schizophrenic births in other American populations (Pile, 1951; Barry
and Barry, 1964; Woodruff, Guze and Clayton, 1974). However, additional
evidence attesting to the seasonality of schizophrenic births has been
produced by research in a number of other nations. As Torrey states:
. . . figures . . . have emerged . . . showing that 
individuals who later in life become schizophrenic are 
born disproportionately more often in the late-winter 
and spring months. Studies of over 125,000 schizophrenic 
patients have shown this to be true in nine northern 
hemisphere countries: England and Wales, Ireland,
Sweden, Norway, Denmark, Germany, Japan, the Philippines, 
and the United States (1979: 80).
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Thus, we see that there have been a fair number of studies 
conducted which suggest the existence of patterns of seasonality in 
psychiatric disturbance. The pattern which appears most often in the 
literature is one marked by a peak incidence of admissions in either the 
spring or summer months. Two interpretations of this evidence seem 
plausible. One of these is that these spring and summer peaks can be 
viewed as manifestations of the same basic within-year pattern of illness; 
if this is true, then we should expect both of these distributions to 
reflect the operation of the same basic causal process(es). On the other 
hand, it is also possible that these spring and summer peaks are actually 
qualitatively different, and are reflective of very different patterns 
of variation. If this is the case, then, we must look for one causal 
factor producing high spring rates of disturbance in certain areas, and 
another set of factors accounting for the summer peaks in other areas.
Once again, as we saw with suicide, several researchers suggest 
that seasonal variations in psychological disturbance stem from the 
operation of various climatological variables, such as temperature and 
fluctuations in barometric pressure. On the other hand, however, other 
social scientists criticize this conclusion, and instead suggest that 
these seasonal fluctuations are the result of social, cultural, or 
economic variables. Finally, despite the similarity of the results 
obtained in many of the studies investigating the possible seasonality of 
various types and/or manifestations of mental illness, we continued to 
encounter other studies which either (a) failed to find any pattern of 
seasonal distribution whatsoever, or (b) observed seasonal patterns 
sufficiently different in either frequency or degree to cause us to 
question whether one, single dominant trend of seasonality in mental
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health and mental illness does in fact exist within the nation as 
a whole.
Seasonal Variation in Physical Illness
As might be expected, not only do psychological disorder appear to 
vary with the season of the year, but so also do many types of physical 
illness (cf., Tromp, 1963: Chapter 2; Tromp and Bouma, 1977). It is
our contention that diseases and illness can be treated as analogous to 
the other types of pathology which we have been discussing here, in that 
they are likely to be susceptible to the same types of season influences 
as suicide and psychiatric disturbance.
Several interesting studies have been conducted in the United States 
on the topic of the seasonal incidence of mortality. For example, Rosenwaike 
(1966) used census data to study the seasonality of mortality, and found 
"a definite pattern" of seasonal variation to exist. He found the death 
rate to be highest near the beginning of the year, followed by a trough 
in the summer months, and then an increase in the winter. He found this 
general pattern to hold not only for mortalities generally, but for a 
number of specific disease types as well.
Momiyama (1968; 1974) has studied seasonal rates of mortality in a 
number of countries throughout the world, and she points out that many 
nations have been experiencing a general trend in which the period of 
highest incidence gradually moves from stammer to winter. Momiyama 
attributes this change in mortality to "the progress of culture," which 
has served to make the mortality rate less determined by climatological 
stressors. In addition, she contends that in many countries, including 
the United States, this winter peak in mortalities is also decreasing.
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It is Momiyama*s belief that this process of "deseasonalization" will 
gradually continue to the point that the within-year distribution of 
mortalities will become virtually "flattened out."
In an investigation of mortality which did not look specifically at 
the issue of seasonality, but which nevertheless seems relevant to the 
present study, Phillips and Feldman (1973) found evidence of a "death 
dip," occurring in the United States before three ceremonial occasions - 
the individual's birthday, Presidential Elections, and Yom Kippur. Thus, 
the number of mortalities occurring in the month directly preceding each 
of these occasions was significantly less than would have been expected 
if deaths are randomly distributed throughout the year.
In more recent research, Kunz and Summers (1979-80) have further 
developed this general line of reasoning. These researchers studied a 
random sample of 747 obituaries in Salt Lake City in 1975, and found 
that only 8% of all mortalities occurred in the three months directly 
preceding an individual's birthday. On the other hand, 46% of the deaths 
occurred within three months after individual birthdays, and this figure 
rises to 77% within a six-month period. Kunz and Summers reasoned that 
people may experience a general increase in their "will to live" as their 
birthdate approaches, thus explaining the decline in mortalities prior 
to this occasion. On the other hand, however, the period following one's 
birthday may produce something of a personal letdown, thus diminishing 
that will to live, and increasing the death rate.
These findings seem especially important to a consideration of the 
seasonality of pathology, for if it can be determined that this type of 
process holds for other types of events - especially for those types of 
occasions like holidays, vacations, etc., which are institutionalized,
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and thus built into the structure of our cultural calendar - then it 
stands to reason that we might find deaths - and perhaps other pathologies 
as well - to similarly fluctuate before or after these publicly and/or 
personally important occasions.
In addition to general mortality rates, the seasonal patterns of 
several specific types of illness also seem to be of relevance to the 
present study, due to their intuitive and empirically-documented relation­
ship to the concept of psychological "stress.” One of these is the 
incidence of duodenal and gastric ulcers, in which a number of researchers 
have discovered patterns of seasonality to exist. For example, Einhorn 
(1930) studied 1,000 recurrences of gastroduodenal ulcers in 800 patients, 
and found 42% of all recurrences to take place in the fall, 35% in the 
spring, 19% in the winter, and only 4% in the summer. September - with 
an incidence of 20% - was by a considerable margin the month demonstrating 
the greatest frequency of ulcer recurrence, with the months of May (13%), 
March and October (both 12%) and April (10%) lagging somewhat behind. On 
the other hand, July (1%), August (1%) and June (3%) were the months 
of lowest incidence. Einhorn attributed this seasonal pattern to a 
number of factors, including the presence of colds and the "psychic 
loads" - consisting of various social pressures - being experienced by 
these patients.
Similarly, Boles and Westerman (1954) studied all cases of hemor­
rhaging from gastric and duodenal ulcers at the Philadelphia General 
Hospital during the years 1949-1953, and found the incidence of such 
disorders to be highest during two periods of the year - January through 
March, and October through December. This general pattern of seasonality 
in ulcers has been replicated by a number of subsequent investigators
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(e.g., Veleminsky and Vavros, 1957; Murphy and Marshall, 1962; Tom,
Brown and Chang, 1965; Gardiner, Pinsky, and Myerson, 1966); however, 
there have also been some investigations carried out on this topic which 
have not discovered distinct patterns of seasonality to exist (e.g., 
Tzagournis, 1965; Bradley and Bradley, 1966; Berg et al, 1968; Hansen 
and Pedersen, 1972).
Another physical pathology which appears to demonstrate a definite 
pattern of seasonality is that of arteriosclerotic heart disease. For 
example, Wood and Hedley (1935) studied 133 cases of acute coronary 
occlusion in Philadelphia during the period 1932-1934, and found 36% of 
all such attacks to occur in the autumn, 35% to occur in the winter, 20% 
to occur in the spring, and only 9% to take place in the summer months. 
Mullins (1936) discovered a similar trend to exist in his study of 400 
cases of coronary occlusion in Pittsburgh, during the period, July, 1928, 
to July, 1935. Mullins found that twice as many attacks occurred during 
the months of December, January and February as during the summer months. 
Bean (1937) studied 247 autopsy cases of infarction of the heart taking 
place in Boston during the period 1906-1936. His findings also revealed 
a very low incidence of coronary occlusion in the summer; however, he 
found spring to be the highest of the other three seasons, with the month 
of April demonstrating a particularly high rate. Bean attributed this 
seasonal pattern to variations in such factors as temperature, physical 
health and diet.
Essentially the same pattern of seasonality of heart disorder was 
discovered to exist in Cincinnati, by Bean and Mills (1938), in Los 
Angeles, by Hoxie (1940), in Nashville, by Billings et al (1949), and in 
the Kentuckiana area of Kentucky and Indiana, by Weiss (1953). On the
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other hand, however, it should be noted that several other investigators 
(e.g., Master, Dack and Jaffe, 1937; Mintz and Katz, 1947; Miller, Burchell 
and Edwards, 1951; Master and Jaffe, 1952) have concluded that seasonality 
is not an important factor in the incidence of arteriosclerotic heart 
disease.
An interesting reversal of the general pattern found to exist in 
the various studies cited above was discovered in Dallas, Texas, by Heyer, 
Heng and Barris (1953), who studied all cases of acute myocardial 
infarction admitted to three hospitals in that city during the years of 
1946-1951. These researchers found that their data was "diametrically 
opposed" to the studies just discussed, in that the highest frequency 
of occurrence of acute myocardial infarction in that city was in the 
months of July and August; on the other hand, the incidence was lowest 
in the winter months, where, in all other areas of the country, they have 
been found to be highest. Heyer, Heng and Barris suggest that this 
summer peak in heart disease may be the result of the very hot weather 
found in that city during the summer months.
Temperature is certainly one of the climatological factors which 
has been most frequently studied in terms of its possible relationship 
to human pathology. Most of this research has reached the conclusion 
that hot weather is generally detrimental to the optimal functioning of 
the human organism. For example, many investigators have conceptualized 
high temperatures as a direct stressor acting upon the individual, having 
the capacity to exert severe physiological tolls upon the body. Other 
research has tended to view heat as more of a precipitating condition, 
"wearing down" certain individuals, and increasing their vulnerability 
to pathological behaviors. We have seen this kind of reasoning used as
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a possible explanation for seasonal variation in psychiatric hospital 
admissions, and this seems to be the rationale underlying Heyer, Heng 
and Barris1 explanation for seasonal variation in heart attacks. In 
addition, it should be noted that further evidence attesting to the 
negative effects of high temperatures upon human functioning and/or 
behavior comes from a number of researchers who report a relationship 
between prolonged periods of excessive heat and mortality rates in various 
areas within the United States (e.g., Gover, 1938; Kutschenreuter, 1960; 
Oeschli and Buechley, 1970; Schuman, 1972). Thus, it seems reasonable 
to assume that periods of very hot weather may act as a stressor - either 
directly or indirectly - upon the human body or temperament, causing 
death among some of those individuals within society who are already most 
vulnerable.
In summary, it appears that just as psychological pathologies 
demonstrate patterns of seasonality, so also do physical pathologies. 
Generally speaking, most of the explanations offered for these observed 
within-year patterns of mortality and illness have been biological and/or 
climatological in nature. However, at the same time, it seems reasonable 
to expect that sociological variables might also operate as causal factors 
here, working separately or in conjunction with these other factors, to 
produce seasonal fluctuations in health- and illness-related behaviors.
Seasonal Variation in Criminal Behavior
Finally, the possible seasonality of various types of criminal 
behavior has also been the subject of a handful of studies. The majority 
of these have been primarily concerned with seasonal variations in the 
incidence of crimes of violence. In one of the earliest scientific 
investigations of the relationship between time of the year and violent
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crime in America, Dexter (1904) studied the within-year distribution of 
39,761 arrests for assault and battery in New York City, during the 
period 1891-1897. Analysis of this data revealed "a nearly perfect 
dome-shaped curve," rising from a trough in January to a peak in July, 
and then gradually falling to another low in December. The months of 
May through September were all in excess of the assault rates which would 
have been expected solely on the basis of chance, while all other months 
were below these expected rates.
An extensive analysis of the seasonal distribution of homicide was 
carried out by Brearley in 1932. Brearley used two sets of data in his 
investigation - (a) the monthly distributions of 1,601 homicides occurring 
in the state of South Carolina between the years, 1920-1926, and (b) a 
similar data set for all homicides occurring in the United States for 
the six-year period, 1923-1928. To a large degree, these data were 
consistent with Dexter's findings for the crime of assault. Summer 
demonstrated the greatest number of homicides, followed respectively by 
winter, autumn and spring. However, an interesting aspect of Brearley's 
data was the discovery of a peak in homicides in the winter months. For 
example, in his South Carolina sample, Brearley found the months ranking 
highest in homicide to be December, followed by November and July. Con­
versely, the lowest months in terms of homicide frequency were February, 
May and October.
In general, the pattern of homicides discovered by Brearley has 
been replicated by other criminologists subsequently investigating this 
topic. For example, Cohen (1941) studied monthly variations in homicide 
in American cities of over 100,000 population during the years 1935-1940, 
and concluded that murders are generally more frequent in the summer
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than in the winter; however, he cautioned that his data revealed some 
yearly and regional variations in this pattern. Similarly, Falk (1952) 
studied the police reports of eight American cities over a ten-year 
period, and arrived at essentially the same conclusions as Brearley and 
Cohen regarding the within-year distribution of homicide, although he 
found December to rank after July in terms of homicide frequency.
It should be pointed out, however, that not all investigations of 
the seasonality of homicide have found this pattern to hold, nor is it 
necessarily true that all violent crimes demonstrate the same within-year 
distribution as homicide. Thus, Schmid (1926), in his study of homicides 
committed in King County, Washington, during the ten-year period, 1914-1923, 
discovered "the exact antithesis" of this pattern, with December, January 
and April the three months displaying the highest incidence of homicide, 
while the smallest number of homicides took place in the months of June 
and July. Pokorny and Davis (1964) found no significant monthly or 
seasonal distributions in the 106 homicides occurring in Houston, Texas 
in 1960. Amir (1967) found that although forcible rapes did become more 
frequent during the summer months, the degree of variation was not 
statistically significant. And Schonborn (1979) reported that family 
violence - at least as reported by police in Oakland, California - is 
most frequent in the month of May.
In addition to studying the seasonality of crimes committed against 
the person, several researchers have also looked at crimes involving the 
theft of property as well. For example, Cohen (1941) studied data 
collected by the F.B.I., and found crimes against the property to be 
most common in the winter, and substantially lower in the summer. This 
pattern was especially true for the crime of robbery, and held to a lesser
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extent for burglary and auto theft. Falk (1952) also investigated the 
seasonal distribution of crimes against property, and found (a) December 
to be the peak month for the occurrence of robberies, (b) April and 
December to rank highest for burglaries, (c) October to be highest for 
larceny, and (d) January to be the peak month for auto theft. Conversely, 
(a) June ranked lowest for robbery, (b) October for burglary, (c)
February for larceny, and (d) May for auto theft.
Most, although not all, of these research findings are consistent 
with the "thermic law of delinquency," proposed by Adolphe Quetelet in 
the early 1800*s. According to this theory, crimes of violence are most 
likely to occur at the warmest times of the year and in warm climates, 
while crimes involving the theft of property should be most frequent 
during cooler periods of the year and in more temperate regions. And 
once again, we see in the attempts made to explain this basic pattern of 
criminality a continued tension between climatological and sociological 
interpretations.
Dexter (1904) is perhaps the most enthusiastic advocate of the 
belief that weather conditions are capable of exerting direct effects 
upon individual psyches, thus influencing them to commit criminal acts.
He reasoned that, given the fact that the frequency of assaults observed 
in New York City was " . . .  very nearly identical with the curve of 
monthly means for temperature, one most conclude that temperature, more 
than any other condition, affects the emotional states which are conducive 
to fighting" (1904: 143). In addition to the effects of temperature on
assaultive behavior, Dexter also felt that humidity exerted a direct 
effect upon the propensity toward violence, but in an inverse relation­
ship. His explanation for this was that, "Days of high humidity are not
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only emotionally but vitally depressing. . . .  On such days we perhaps 
feel like fighting, but such a thing is altogether too much exertion, 
and the police records are none the wiser" (1904: 151).
However, most contemporary criminologists have rejected the attempt
to explain seasonal variations in criminal behavior purely in terms of
climatological variables. Thus, for example, Schmid (1926) attributed
the seasonal distribution of homicides which he found to exist in Seattle
to social and cultural factors characterizing that city. Brearley (1932)
felt that his data on homicides in South Carolina and for the nation as
a whole forced him to conclude that:
. . .  in the United States the positive relationship 
between temperature changes and variation in the number 
of homicides is not established. There is some evidence 
that might indicate such an interpretation, but there is 
also much evidence in the opposite direction. There 
appears to be, moreover, even less chance that any 
correlation between these two factors is due to weather 
influences directly. If the seasons do affect the 
distribution of homicide, they probably do so indirectly 
through their effect upon the social behavior of the 
people (1932: 199).
Pokorny and Davis (1964) carried out a comprehensive investigation of the
possible influences of weather upon homicide, by including eleven different
weather variables in their analysis. They did not find any significant
relationships, and thus concluded that homicide is not related to weather
phenomena.
In rejecting climatological explanations for the seasonality of 
criminal behavior, social scientists have generally turned in one of two 
directions with regard to this issue. Many have simply failed to consider 
the question altogether, apparently deciding that it is theoretically 
irrelevant, and not a matter which justifies their scientific concern.
A second common response has been to consider social factors - not weather
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variables - as the primary causal agents. The rationale underlying
such an approach is that certain social phenomena are likely to be more
associated with some periods of the year than others, and that it is
these variations, rather than any variations in weather conditions, which
are responsible for seasonal fluctuations in criminal behavior. Thus, we
find treatments of this issue such as the following in those contemporary
Criminology textbooks which address this topic:
. . . physical conditions provide the habitat for human 
life and consequently may facilitate or impede contacts 
among human beings; perhaps in that sense these conditions 
are related to opportunities for human behavior. For 
example, the greater frequency of crimes against the 
person in summer months is probably due to the greater 
frequency of contacts among human beings in those months 
rather than to the effects of temperature on propensity 
to criminality (Sutherland and Cressey, 1978: 119).
Traditionally these differences in crime by months have 
been explained as follows. Crimes against the person, such 
as murder and forcible rape, increase during the hot summer 
months when people are more visible and less clothed. More 
people are outdoors for such purposes as swimming, sunbathing, 
and other recreations. The violent crime of murder, with 
high rates in December, is attributed to the increased 
drinking over the holiday season and the congregation of 
relatives with resulting family disputes. Crimes against 
property peak in December or August, in the latter because 
people are away on vacation leaving their property more 
vulnerable, and in the former because of the need for 
and additional access to property during the holiday 
season (Reid, 1976: 69).
It is this writer's opinion that this de-emphasis of weather factors 
in favor of social factors as the primary causes of seasonal variations 
in criminal behavior represents a proper re-direction of approach in the 
scientific study of this phenomenon. While this is not to deny that 
weather may have some effect upon an individual's propensity to commit a 
criminal act, it seems likely that this effect is more indirect than 
direct, and operates largely through sociological factors. However,
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while we do see this sociological approach as representing a more 
appropriate and potentially fruitful strategy of study, we feel that the 
necessary steps have not been taken to develop the potential of this 
approach. Instead, if anything, the recognition that social factors 
such as those enumerated above may be causally related to criminal behavior 
has, more often than not, led social scientists to simply treat this obser­
vation as a truism, apparently without need of any further clarification 
and/or empirical documentation.
However, this is not really a problem unique to the study of 
seasonal variations in criminal behavior; rather, it has characterized 
the scientific investigation of all the seasonal pathologies which we 
have discussed. Let us now turn to a more general evaluation and critique 
of this research.
A Critique of Prior Research 
Investigating the Seasonality of Human Pathology
The past pages have been devoted to a description and discussion 
of what has impressed this author as the most significant social research 
addressing the question of whether there do in fact exist seasonal 
variations in the incidence of various types of pathological behavior.
We now find ourselves faced with a number of questions related to this 
research. Exactly where does this body of literature leave us? What 
types of conclusions can be drawn from it? Have these individual studies 
been sound methodologically and meaningful theoretically? Does this 
research represent a generally adequate investigation of this question, 
or do there appear to remain important "empty spaces," which call for 
elaboration and clarification? It is to these types of question that we 
now must turn.
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It is our contention that, when viewed in its totality - i.e., as 
the cumulation of scientific knowledge about this particular sociological 
question - the research just summarized is plagued by a number of serious 
deficiencies and limitations, which combine to severely impede our attempts 
to attain definitive answers to the questions of the existence, the nature, 
the extent, and the causes of seasonal variations in social pathology. 
Specifically, we might identify the most substantial of these problems 
as follows.
(1) In terms of sheer quantity, there simply hasn’t been that much 
research done on this topic. We have just concluded reporting the results 
of what must be regarded as a relatively modest compilation of social 
research data dealing with the question of seasonal variations in human 
pathology. Although it is certainly possible that some important studies 
investigating this topic might have been overlooked in the extensive 
search which produced this review of the literature, the conclusion never­
theless seems inescapable that research investigating the possible 
relationship between time of the year and human behavior has been limited, 
sporadic and unsystematic. Social scientists - especially in recent 
years - have simply not regarded this as an important research question.
That this has not always been the case is suggested by Kaplan (1961),
in his review article summarizing social science's knowledge of "the
geography of crime:"
Although interest in the relationship between cosmic 
factors and crime has in recent years been subordinated 
to interest in psychological and social factors, the 
literature on this problem is great, the bulk of it being 
contributed in the 19th and early 20th centuries and for 
the most part by Europeans (162-163).
However, with the increasing development and sophistication of the 
social sciences, the study of social phenomena on a seasonal basis came
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to be devalued as relatively insignificant and unimportant. For example,
Cohen (1941: 35) probably expresses the opinion held by most contemporary
criminologists, when he suggests that, "A great deal of season variation
[in criminal behavior] is undoubtedly explained by obvious common-sense
considerations which do not call for investigation at all." Even Kaplan
(1961), who advocates continued research in this area, seems to do so
in a rather "backhanded1’ manner:
With respect to the negligible significance of the relation­
ship between season and crime, as compared, for example, to 
the significance of sociological and psychological conditions, 
little question may be raised. Perhaps . . . [this question] 
is a 'miniscule mouse,' too trivial to warrant serious concern.
It is, nonetheless, part of the total etiological context, 
and as such, a legitimate area of inquiry (1961: 167).
This disregard for the issue of seasonality as an important research 
question is obviously reflective of the fact that sociology of the 
twentieth-century has moved increasingly toward a purely sociological 
explanation of social facts, and, conversely, has come to see ecological 
influences as largely irrelevant. This can be seen as stemming not 
only from the "triumph of technology," but also from the ethnographic 
discovery of an extreme range of cultural forms developing with similar 
ecological habitats - both of which have been interpreted as attesting 
to the irrelevance of ecological forces as important independent variables 
in explaining human behavior.
However, with the discovery of such environment-related social 
problems as overpopulation and the energy crisis, this neglect of 
ecological factors has necessarily begun to reverse itself. Catton 
(1972), in his call for a new sociological paradigm, better suited to 
the conditions which modern man currently faces, states the reason for 
this change nicely:
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In the late nineteenth and early twentieth century, the 
sociologists who were stimulated by Herbert Spencer's 
evolutionary ideas were right in going on to 'de-biologize* 
them. Sociology's increasingly clear recognition of 
purely social influences upon human nature, purely norma­
tive influences upon behavior, and strictly cultural 
determinants of man's perception of reality made good 
sense in that era . . .
But the world has changed, human experience is now 
different, and sociology is challenged by new circum­
stances. . . . [T]he lesson we have been habitually 
teaching introductory sociology students - that the 
factors shaping human behavior are almost entirely non- 
biological - is probably obsolete (Catton, 1972: 436).
Interestingly enough, although modern social scientists did lose 
interest in the seasonality of pathology as an important matter of 
concern, the same cannot be said of the general public. The relative 
paucity of modern research in this area has not prevented the development 
of various "folk beliefs" regarding the likely timing of various personal 
crises within the calendar year. Apparently, the idea that individuals 
in modern society are subject to "differential seasonal risk" with regard 
to the experiencing of various undesirable events is an intuitively 
appealing one. In addition, these "folk beliefs" are encouraged and 
reinforced by the numerous articles which appear in newspapers and 
popular magazines, warning us when depression is most likely to set in, 
when we are most likely to become ill, when our home is most vulnerable 
to burglary, etc.
The point here is not that these common beliefs are bad, or even 
that they are necessarily incorrect. Rather, it is the fact that these 
beliefs are largely the result of impressionistic "evidence," common 
sense, and intuitive conjecture which is objectionable. It is certainly 
not desirable that these lay assumptions be allowed to exist in their 
widely-accepted and often-reified state, without eventually subjecting
41
them to the kind of careful, systematic empirical research which can 
effectively separate "fact" from "myth."
(2) That research which has been done has failed to provide 
reliable, conclusive information regarding the relationship between 
seasonality and pathology. As is often the case in the social sciences, 
the mere fact that research has been carried out on a particular topic 
does not necessarily guarantee a body of clear, consistent, unambiguous 
factual knowledge, in which the social scientist can place complete 
confidence. In fact, it more often seems true that the more different 
investigations which have been carried out on a particular topic, the 
more different - and often contradictory - facts and interpretations 
that follow. This is true even at the purely descriptive level of 
analysis.
The research on the seasonality of pathology described on earlier 
pages is no exception to this basic "law" of the social sciences.
Despite the relatively small number of studies on this topic, there have 
nevertheless been reported a number of diverse findings regarding the 
seasonality of pathology, many of which would seem to be at loggerheads 
with one another. For this reason, it is probably not overstating the 
case to suggest that, on the basis of the existing literature, we do 
not know conclusively whether seasonal variations in most of these 
pathologies do in fact exist, and if they do, how large they are and 
exactly what patterns of distribution they demonstrate.
In addition, it appears that not only have many important questions 
not yet been answered, but many other important questions haven’t even 
been asked. For example, are seasonal variations in pathology likely to 
be national or regional in nature? Are these patterns generally consistent
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from year to year? Have these patterns changed over time? Do different 
pathologies follow the same patterns of within-year distribution? Until 
these types of questions have been satisfactorily answered, we cannot 
claim to fully understand the seasonality of human pathology, even at 
the descriptive level of analysis.
(3) Much of this research has been inadequate methodologically.
An additional problem characterizing much of the previous research looking 
at seasonal variations in behavior is the fact that it can be criticized 
on a variety of methodological grounds. For example, many of the 
investigators cited earlier appear to have studied samples of convenience, 
rather than selecting their samples according to any clear theoretical 
or methodological criteria. Also, the time periods studied have generally 
been quite short - often only one year, and usually no more than three or 
four years. Limitations such as these make it difficult to make general­
izations regarding the results obtained, either to other populations or 
to other time periods.
In addition, these studies have, almost without exception, utilized 
techniques of data analysis which have been somewhat mismatched to the 
topic under investigation. This stems from the fact that, by definition, 
any study of monthly variations in social phenomena necessarily involves 
time-series data - i.e., "a collection of observations made sequentially 
in time" (Chatfield, 1975: 1). It has become increasingly clear to
social statisticians working with such data that the traditional,
"static" social statistics employed in most of the studies previously 
reviewed are really unable to meaningfully analyze the behavior of 
social phenomena over time. In fact, as has been pointed out by a 
number of researchers who have themselves been concerned with studying
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the distribution of social ills over time (Pierce, 1967; Brenner, 1973: 
Chapter 2; Dooley and Catalano, 1978), the attempt to make valid 
inferences about time-series on the basis of such statistical techniques 
can be very dangerous indeed.
(4) Prior research has not gone very far toward providing a con­
vincing and empirically verifiable explanation for seasonal variations 
in pathology. Whereas there has been relatively little descriptive study 
done of the seasonality of pathology, there has been even less effort
made to explain those seasonal variations which have been found to exist.
And, as we have seen in our discussion of these earlier studies, most of
those explanations which have been offered have attempted to explain
such variations in terms of seasonal weather factors. Intuitively, it 
would seem that the existence of seasonal variations in human pathology 
might generate some stimulating, exciting, sociological theorization.
Thus far, however, this is a promise which has gone largely unfulfilled.
Ironically, perhaps, the most comprehensive and theoretically
appealing sociological treatment of the seasonality of pathology was also
one of the earliest investigations of this topic - Durkheim’s Suicide.
Unfortunately, very little has been done by sociologists since Durkheim
to explore or develop his original line of reasoning. Of that work which
has been done on this topic, the following two passages, presenting,
respectively, sociological explanations of seasonal variations in homicide
and admissions to mental hospitals, are typical:
In South Carolina, predominantly an agricultural state, 
homicide was low during the months of February, May, and 
October for the period, 1920-1926. In May and October 
farm activities are usually at their height, and laborers 
are busily engaged in planting or harvesting. In February 
the country roads are likely to be in poor condition after
the winter rains, the money left from the sale of the
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previous crop has been exhaused, and credit for the new 
crop usually cannot be secured so early in the season.
Consequently, during February a large part of the rural 
population remains indoors except when preparing land for 
the spring planting. On the other hand, farm work is 
in greatly diminished volume during mid-summer and during 
December and January . . . During these two seasons there 
is also a great increase of social life and festivity, 
especially in July and in December. Correspondingly, 
the number of homicides reach their maxima during July 
and December. Apparently, periods of leisure are likely 
to result in more homicides, while seasons of heavy labor 
are accompanied by fewer slayings (Brearley, 1932: 198-199).
... December, . . . because it is the month during which 
Christmas falls is regarded by our culture as a time of 
festivity and good will. Preparation for December 25 
begins soon after Thanksgiving and a mood of elation and 
anticipation is maintained until January 1. There would 
seem then to be good reason why December has a low [mental 
hospital] admission rate year after year.
. . .  We note that October is low [in mental hospital 
admissions]. It is the month of beautiful colors, bountiful 
harvests, and a return to more intimate family life in the 
cool evenings. The children are sent to school with great 
relief by the harassed mothers and they are still allowed 
to play outdoors after school. The hectic summer is over 
and old routines are revived. When November appears, the 
cold blasts of winter with its occasional treacherous snows 
force the children to play more indoors than out. The nights 
are long and many families are confined to close quarters 
which now require large and expensive amounts of fuel for 
warmth. And admission rates rise.
In January the dead of winter is to be coped with. There 
is a let down when the holiday wreaths and decorations are 
packed away. Long periods of cold increase the fuel and 
clothing bills, and the prospect of paying for an abundant 
Christmas is sometimes anxiously received. Colds, coughs, 
and other ’winter* sicknesses and the expensive medicines 
to cure them seem to pile up during these bleak days.
License plates and taxes probably increase the financial 
burden.
These problems are probably brought to solution in 
February by those wh do not come to the hospital in January.
They have the prospect of looking for the coming of Spring 
within a month. The days are getting longer and the cold is 
occasionally broken by warmer spells (Hauck, 1957: 307).
These two rather lengthy passages have been presented here because 
they display very clearly what we see as the major flaws inherent in 
sociological attempts to deal with this issue thus far. Perhaps the
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most damning criticism which can be directed at these analyses is the 
fact that although both Hauck and Brearley posit social factors as the 
primary causes of the seasonal variations in.pathology which they observed, 
it can actually be argued that neither of these explanations is truly 
theoretical in nature. By this, we mean that neither Hauck nor Brearley 
appear to be conceptualizing any basic, general social phenomenon or 
social process as the causal factor underlying variations in criminal 
homicide and mental hospital admission rates. To the contrary, they each 
tend to look for specific, unique characteristics of various months, in 
their attempts to explain why some months have high incidences of pathology, 
while other months have lower incidences. This "qualitative*' approach is 
explicitly acknowledged by Hauck, who suggests that each month of the 
year has its own "characteristic 'social' definition" (1957: 307).
Nor is this the only problem inherent in this kind of approach.
Another related criticism has to do with the type of methodology which 
appears to underlie Hauck's and Brearley's attempts at explanation. In 
direct contrast to the scientific ideal of developing hypotheses and 
testing them in the empirical world, the approach used by these researchers 
seems to smack of "ex post facto" reasoning. In other words, both Hauck 
and Brearley appear to have first (a) determined which months of the year 
demonstrated high amounts of the particular pathology in which they were 
interested, and then (b) attempted to identify those social or cultural 
factors peculiar to the months of high incidence, which might conceivably 
have led to the observed increases in these behaviors. It can certainly 
be questioned to what extent this type of approach is truly consistent 
with the principles of scientific sociology.
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Durkheim’s original explanation for seasonal variations in suicide 
seems to have avoided these problems, in that it formulates a testable, 
causal relationship between seasonal variations in the suicide rate and 
a basic social phenomenon - the intensity of social life. However, 
Durkheim's analysis seems to suffer from conceptual problems of its own. 
These stem from the fact that it is unclear exactly what Durkheim means 
when he suggests that as social life becomes more active and intense, 
personal disorganization is likely to occur. One has to wonder exactly 
what this "activity" and "intensity" of social life refer to. What 
kinds of social activities and social relationships would be relevant 
here? Work? Family? Recreation? And there is also the empirical 
question of whether social life in nineteenth-century Europe did actually 
vary in the manner suggested by Durkheim, since he provides no empirical 
documentation for his claim that social life did in fact become more 
intense as the hours of daylight grew longer. Thus, we must at least 
acknowledge the possibility that Durkheim himself might have fallen 
victim to the type of seasonal "folk beliefs" which we discussed just a 
few pages earlier. For these reasons, then, despite the intuitive appeal 
of Durkheim’s explanation for seasonal variations in suicide, it is an 
explanation which is not entirely convincing.
Thus, to summarize the sociological theorization in this area to 
date, the common theme in those few sociological explanations of seasonal 
variations in pathology which have been offered would seem to be that 
certain periods of the year are inherently more difficult or stressful 
then others, and that the underlying causes of these variations in stress 
are social in nature. However, none of the theorists who have developed 
such "theories" appear to have done very much - either theoretically or
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empirically - to systematically clarify exactly what social factors might 
be relevant here, or how these social factors might be distributed through­
out the year. Nor does there appear to have been any attempt made to 
subject this hypothesized relationship to rigorous empirical test.
The Present Study
The present study will hopefully benefit from and build upon the 
research just described and critiqued. Starting with the basic premise 
that this topic does in fact represent an interesting and appropriate 
topic for sociological investigation, the goals of this study are (a) to 
conclusively describe the nature and extent of such seasonal variations 
in contemporary American society, and then (b) to suggest a truly socio­
logical explanation for their existence. With these goals in mind, we 
have attempted to design a study of this phenomenon which is comprehensive 
in its scope, sophisticated in its conceptualization, and methodologically 
equal to the challenges posed by this topic. On the following pages, we 
would like to briefly delineate several aspects of this study which we 
feel separate it from, and at the same time, improve upon, previous 
research in this area.
(1) The present study will investigate and compare the possible 
seasonality of a number of different types of social pathology. We have 
just argued that one of the major criticisms which can be made of prior 
research in this area is the fact that most of the studies of this 
phenomenon have been relatively modest in scope, in the sense that they 
were typically primarily concerned with looking at the possible seasonality 
of one particular type of pathological behavior - whether it be the 
seasonality of suicide, or admissions to psychiatric hospitals, or the 
incidence of homicide, etc.
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The present study is designed to be much more ambitious and far- 
reaching, as it will look at the possible seasonality of a whole range 
of pathologies - quite literally, every type of pathological behavior 
which seemed likely to demonstrate some degree of seasonality, and for 
which satisfactory data might exist. Thus, depending upon the availability 
of data, it was the intent of this study to treat as many of the following 
as possible as dependent variables, to be described, and, hopefully, 
explained: (a) suicide, (b) mental illness, (c) physical health and
illness, and (d) criminal activity.
Obviously, a real advantage of simultaneously considering a wide 
range of pathologies as dependent variables is the fact that, in addition 
to the interest which we might have in the seasonality of each of these 
behaviors in and of itself, it becomes possible to compare the seasonal 
patterns demonstrated by these various pathologies. This will allow us 
to determine whether certain times of the year are likely to be especially 
and generally "dangerous" - i.e., to be characterized by a wide variety 
of different social crises - or whether the within-year patterns of 
variation demonstrated by these various pathologies tend to be relatively 
unique, and differentially distributed throughout the year.
(2) The present study will look at seasonal variations in social 
pathologies over an extended period of time. One of the major problems 
with much of the previous research that we have talked about stems from 
the fact that many of these individual studies considered a very short 
period of time - often as short as a twelve-month period - and frequently 
selected in very non-random fashion. Obviously, sociological generaliza­
tions based upon such limited data are likely to be quite unreliable, due 
to the possible "unrepresentativeness" of the year(s) in question, the 
possible operation of unique historical factors during that period, etc.
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The present study will hopefully overcome this problem, in that it 
will consider seasonal variations in pathological behaviors for an 
eleven-year period, 1965-1975 inclusive. In addition to greatly increas­
ing the amount of confidence with which the results of this study can be 
interpreted, the extension of the time period and population in this 
investigation provides several other major advantages. For one thing, 
using an eleven-year frame of reference provides the opportunity to 
conduct what are, in effect, a number of simultaneous replicative studies. 
Thus, by carrying out both "witnin-" and "between-years" analyses, it 
will be possible to investigate the relationship between time and pathology, 
both in terms of long-term historical variation and seasonal within-year 
trends.
It should perhaps be emphasized here that this study actually 
contains two basic sets of hypotheses regarding the variation of the 
pathologies over the 132-month period under investigation. First, we 
obviously expect that the incidence of these pathologies will not be 
constant over the course of the calendar year. Instead, we expect to 
observe some substantial patterns of variation when monthly incidence 
figures of these behaviors are compared.
However, in addition, and of greater theoretical importance, is 
our second hypothesis that these between-month variations will not be 
"random" - i.e., they will not be haphazardly distributed within various 
calendar years, or across periods of several years. Instead, they will 
be systematic, regular, within-year variations, which consistently 
repeat themselves on a year-to-year basis. Thus, we will use this 
relatively long eleven-year period - consisting of 132 separate observa­
tions - to determine not only the existence, but also the consistency, 
of these within-year variations.
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(3) The present study will develop and test a sociological 
theory, as a possible explanation for any seasonal variations In social 
pathology which are found to exist. It is the intent of this research 
to go beyond the goal of simply providing descriptions of patterns of 
monthly variations in various types of behavior. As important as 
description is in the social sciences, the ultimate goal of scientific 
endeavor has not been reached until that which has been found to exist 
has been explained. This is exactly what this thesis seeks to do with 
regard to the matter of seasonal variations in pathological behavior; 
it will attempt to provide some insight as to why particular patterns 
of variation may exist.
As we have discussed on earlier pages, most studies looking at this 
phenomenon have either offered no explanation for observed variations in 
pathology, or have suggested that these findings are the result of 
climatological factors. We also pointed out that there does not presently 
exist a clearly-developed, well-documented alternative sociological 
theory, which attempts to relate social phenomena to such seasonal 
patterns. However, a sociological approach to this question has been 
implicit in a handful of the studies investigating the seasonality of 
pathology, and, in our opinion, this represents an approach whose 
potential should be developed beyond its presently superficial state.
Thus, this thesis contends that human pathologies vary in accordance 
with processes which are clearly social in nature, and that these varia­
tions can be explained via basic sociological reasoning. In accordance 
with this viewpoint, this study will develop and test a theory in which 
the macro-level variable, "change in the pace of social life," is 
proposed as the independent variable responsible for such variations.
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Briefly, this theory hypothesizes that certain periods of the year 
are more likely than others to be characterized by concentrations of 
social change - primarily of the "life events" variety, originally con­
ceptualized by Holmes and Rahe (1967). The causal argument here maintains 
that these life events and changes are likely to produce social and/or 
psychological stress, which then manifests itself in seasonal variations 
in other types of behaviors - many of which are problematic, or "patholog­
ical," in nature.
Thus, unlike much sociological research in the areas of deviance 
and pathology, which has looked at its causes primarily in structural 
terms, the present study attempts to focus in upon its processual dimension 
- i.e., the process by which people are affected by, and respond to, 
various elements within their social environment. According to the theo­
retical model being proposed here, psychological disturbance, physical 
illness, and perhps even some criminal behavior, can be viewed largely 
as individual responses to stress. And, this stress can be seen as 
arising from - and, in fact, even generated by - changes in the larger 
social system of which one is a part.
(4) This study will subject the test of the relationship between 
the variables of seasonal variations in pathology and changes in the pace 
of social life to techniques of time-series analysis. As stated earlier, 
until fairly recently, sociologists have assumed that the testing of 
causal hypotheses using time series could be done using conventional 
correlative techniques. However, recent developments in the field of 
econometrics - to which sociologists have been generally unexposed - have 
shown this supposition to be false. Instead, it is necessary that much 
more elaborate and powerful statistical tools be employed, if one is to 
analyze time-series data meaningfully.
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The reason for this is that in addition to the possible relation­
ship between the pace of social life and the incidence of social pathology 
with which this study is concerned, there also exist other time-related 
factors which are likely to exert confounding influences upon such a 
relationship between variables observed over time. Thus, if we are to 
meaningfully measure the true relationship between what we are proposing 
to be independent and dependent variables, it is necessary that we make 
use of statistical techniques which can effectively control for the 
effects of these extraneous factors. As will be discussed in Chapter IV, 
this is exactly what this study will do, through the use of Box-Jenkins 
procedures for "prewhitening" time series (Box and Jenkins, 1970).
To summarize, we have reviewed in this chapter the literature 
describing the seasonality of a number of different types of social 
pathology, and we have concluded that much of it is inconclusive, contra­
dictory, and/or methodologically inadequate. We have stated as one of 
our major goals in this thesis to clarify the existence, the nature, and 
the extent of such seasonal periodicities, through an extensive data- 
analysis of our own. Let us now turn to that investigation.
CHAPTER II
SEASONAL VARIATIONS IN PATHOLOGY:
A DESCRIPTIVE ANALYSIS
In this chapter, we will examine, in purely descriptive terms, the 
monthly incidence of a number of different types of human pathology, to 
determine whether these social crises and deviant behaviors do in fact 
demonstrate significant and systematic patterns of variation during the 
course of the calendar year, and if so, what form these variations take. 
Then, in the following chapter, we will present a sociological theory 
which will attempt to explain whatever variations in social pathology 
are found to exist.
Sources of Data
One of the first and most basic questions which any empirical 
investigation in the social sciences must deal with is that of exactly 
what types of social phenomena will be utilized as data, and how that 
data will be operationalized and collected. In this particular study, 
it seemed that there existed two very different directions which we might 
take, in our attempt to gather data relevant to the distribution of 
various social ills and deviant behaviors over time.
One of these would have involved the conducting of a sociological 
survey, asking a representative sample of individuals drawn from some 
theoretically-meaningful population to tell us, through various self-report 
measures, what types of social crises they had experienced within some 
prior time period, and exactly when these crises had occurred. In addition,
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if we were to utilize such a data-gathering technique, we would also 
presumably hope to obtain information shedding light upon the possible 
causal factors operating to produce, or conversely, to suppress, these 
social crises at certain times of the year over others.
A second possible strategy would be to utilize already-existing, 
macro-level, archival data, collected and compiled by the appropriate, 
secondary sources. These might include census reports, agency records, 
government publications, etc. Basing one’s research design upon such a 
data-gathering procedure would most likely be done with the knowledge, 
or at least the hope, that such ’’official statistics” would be available 
for both (a) the various pathological behaviors whose variation we wished 
to explain, and (b) those social factors which might be expected to be 
operating as independent variables, to produce these variations in 
pathology. After considerable deliberation, this latter course of action 
was chosen in this study. It may be helpful to briefly discuss the reason­
ing behind this decision.
One of the major considerations in deciding to utilize "social 
system-level” secondary statistics, as opposed to "individual-level" 
social survey data, stems from the fact that it seemed reasonable to 
assume that much of the information which we hoped to obtain would in 
fact exist within the records of some official agency or private organi­
zation. This seemed likely, given the fact that the types of human 
behavior which we were interested in studying are generally viewed as 
representing serious "social problems" for this society, as they are in 
most other societies. For this reason, it seemed likely that there would 
be various official agencies or organizations whose purpose it is to 
deal with each of these social pathologies, and which would routinely
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collect official statistics on them. Thus, for example, it seemed 
logical to expect that there would be existing statistics informing us 
of the number of mortalities taking place in a particular month, the 
amount of crime occurring in that month, the incidence of suicide in 
that month, etc. Also, in addition to being able to gather information 
about these pathologies, it seemed reasonable to expect that the types 
of data necessary to measure and construct our independent variable - the 
pace of social life in a social system - would also be available in 
secondary source form.
At the same time, we had reason to believe that the attempt to 
carry out a study of the seasonality of pathology at the individual level 
of analysis, using data obtained from a sociological survey, might encoun­
ter serious difficulties. One of the most obvious of these was that, 
logically, not all pathologies or crises could be directly tapped via this 
strategy. For example, the attempt to determine the seasonal incidence 
of some of the more extreme outcomes, such as personally-experienced 
mortality, or suicide, or admission to a mental hospital, would pose 
obvious problems. An alternative self-report strategy, of course, would 
have been to ask survey respondents if anyone with whom they are familiar 
had experienced the types of problems under investigation. However, this 
strategy would have posed several additional problems of its own. One of 
these stems from the sheer incidence of the pathologies in question. 
Behaviors such as homicide or suicide or admissions to mental hospitals 
are simply not that common within the general population. Thus, it seems 
likely that such a survey, if conducted, would have had to utilize an 
inordinately large sample, in order to guarantee a sufficient distribution 
of the various pathologies under study over a twelve-month span of time.
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In addition, it seemed that the potential for measurement error on 
the part of respondents might be considerable. For example, although the 
exact timing of these pathologies is obviously a crucial piece of data 
in this study, this is precisely the kind of information which a respondent 
might have considerable difficulty recalling correctly. Also, the problem 
of social desirability, which is frequently an issue in social research 
attempting to investigate sensitive topics such as those being studied 
here, might have operated to confound our attempts to gain correct informa­
tion regarding the occurrence of such behaviors as crime, illness, the 
use of mental health facilities, etc.
However, we wish to be sure that we do not inadvertently give the 
reader the impression that our reasons for choosing to conduct this study 
at the social system level were only, or even primarily, a result of the 
limitations inherent in social survey research techniques. To the contrary 
it was our feeling that macro-level research was the most appropriate 
research strategy for the present investigation. This stems from the 
fact that, as will be discussed in detail in Chapter III, the explanatory 
variable upon which our sociological theory is based - the pace of social 
life within a social system - is explicitly concerned with general 
structural and cultural characteristics of society, as a possible deter­
minant of the seasonal variations in social pathology which we are studying 
Thus, it made great sense to us - in terms of the optimal matching of 
theory and method - to carry out this study at the macro-level of analysis, 
using archival, aggregate data.
The decision to base this study of seasonal variations in human 
pathology upon data collected from appropriate secondary sources brought 
us to another decision which had to be made - that of exactly what level
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of social system we wished to focus upon in our analysis. In other 
words, it was likely that monthly figures for many of the types of 
social phenomena in which we were interested might be kept at multiple 
levels of social reality - i.e., at the city, state and federal levels. 
Thus, we had to decide which of these would be the most appropriate and/or 
feasible for our purposes.
On the one hand, it could perhaps be argued that we should conduct 
our analysis upon as small a geographic or demographic unit as possible.
As was seen in Chapter I, most of the prior studies carried out on the 
topic of the seasonality of pathology have been conducted at the level 
of the city, the psychiatric hospital, the state, etc. Thus, it would 
seem reasonable to argue that for the sake of comparability, if for no 
other reason, the present study should also be carried out at this level.
On the other hand, however, prior experience in conducting this 
kind of research within a particular state - i.e., the state of New 
Hampshire (Farrington, 1974) - had encountered serious difficulties 
attempting to operationalize variables at this level of analysis. Perhaps 
the most serious of these had been that many of the types of data in which 
we had been most interested - both in terms of independent and dependent 
variables - had simply not existed in the form of statistical information 
collected at the state level. Thus, it had been necessary to respond to 
this situation by either (a) dropping the variable(s) in question from 
the research design, or (b) making estimates to the state level from 
national data, a procedure which frequently required questionable assump­
tions and/or messy interpolations. In retrospect, neither of these 
strategies had been particularly satisfactory.
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However, this prior research experience had uncovered a veritable 
wealth of monthly data and indicators at the level of the national social 
system, in the form of various statistics compiled and reported by the 
federal government and other nationwide organizations. The prospect of 
being able to use this information, unencumbered by the bothersome and 
often questionable assumptions required in the previous study, was 
sufficiently appealing to seal our decision to select American society 
as the social system to be studied in this thesis, thus opening the door 
to the utilization of these superior sources of data.
At the same time, this decision forced us to acknowledge a serious 
potential problem inherent in attempting to conduct this study upon the 
nation in its entirety. This stemmed from the obvious fact that America 
is a large and diverse society - geographically, socially, and culturally. 
Thus, we faced the possibility that there might in fact exist very real 
seasonal variations in pathologies in various regions or subpopulations 
within the nation, but that these variations might cancel one another 
out when we looked at nation as a whole. Thus, somewhat ironically, it 
was conceivable that our choice of a social system to be analyzed in this 
thesis might operate to obscure the very evidence which we were seeking 
to discover. However, while not denying the possibility of this occuring, 
we preferred to view this potential problem as a potential advantage.
In other words, it was our feeling that if we did in fact discover large- 
scale patterns of seasonality to exist within the nation as a whole, this 
would be all the more impressive support for our hypotheses that, not 
only do seasonal variations in social pathology exist, but they are the 
product of macroscopic structural and cultural causal factors, since 
they had been strong enough to manifest themselves in the fact of these 
countervailing regional tendencies.
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It should also be emphasized, however, that our decision to use 
existing statistics as our source of data in this thesis produced some 
additional methodological problems which could not be explained away as 
easily. One of the most general, and potentially destructive, of these 
problems stemmed from the fact that the use of existing statistics obviously 
places the researcher in a situation in which he/she must be content to 
"take what’s available" in existing archival data sources. An obvious 
possibility here is that the official agencies in question might not have 
collected exactly what the researcher would like to have, or that they 
might not have collected this information in the specific form which the 
researcher would like to have, or that they might not have collected this 
information in the specific form which the researcher would find most 
useful. For example, the researcher using secondary source material to 
study criminal behavior in American society is virtually required to use 
the seven Uniform Crime Index offenses as his/her operational definition 
of crime, simply because that is what the F.B.I. regards as the most serious 
crime problem in our society, and that is the information which they collect 
and publish. Hence, this is all that is available to the researcher wishing 
to utilize secondary source statistics on criminal activity.
The potential problems which can result from the researcher’s lack 
of control over his/her data sources when relying upon existing statistics 
were demonstrated most dramatically in this study by the fact that it 
proved to be impossible to come up with any satisfactory macro-level 
indicators of monthly variations in the incidence of mental illness.
This was especially unfortunate in view of the fact that, as discussed in 
Chapter I, there have been a number of studies conducted on this topic, 
many of which have suggested that patterns of seasonal variation in the
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incidence of psychiatric disturbance do in fact exist, at least in certain 
areas of the country. The present study seemed to provide the perfect 
opportunity to investigate this relationship on a much larger scale, using 
data for the nation as a whole, and considering a somewhat longer time 
span than had been true in most of these earlier studies.
In formulating this study, it had been this writer's supposition 
that the federal government would somewhere collect and compile, on a 
national basis, comprehensive and reliable monthly statistics relevant to 
the incidence of mental illness. It was expected that these would most 
likely take the form of either (1) admissions to and terminations from 
psychiatric hospitals, especially those administered by state governments, 
and/or (2) the usage of the community health services in the various state 
mental health systems. Either of these sources of information would have 
been ideal for purposes of this study. However, after an extensive search 
of existing government reports on the subject of mental illness in America, 
and a series of telephone calls to various agencies within the Department 
of Health, Education and Welfare, I was informed by the Office of the 
Director, Division of Biometry and Epidemiology, National Institute of 
Mental Health, that "[There is] Definitely no information [on this topic] 
available month. [The] Only complete 10-year data available, nationally, 
is for State and county mental hospitals" (letter dated June 20, 1978). 
Although this was the most dramatic and damaging example of existing 
secondary sources not having the exact information desired, in the form 
in which it would be most useful, there were many other situations in 
which less-than-ideal social indicators had to be manipulated and/or 
"stretched" in various ways to be made applicable to this study.
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A related difficulty in this regard stems from the fact that research 
using secondary source material is necessarily dependent upon official 
measures of and societal reactions to the behaviors in question. On the 
one hand, this can be seen as desirable, in that such definitions carry 
with them a built-in reliability, since each classification is made by an 
"expert" of some type, in conjunction with official agency or organizational 
policy. However, this can also raise potential problems as well, since, 
because these are "official" definitions of social pathology, they first 
require detection, and then some degree of social processing, before they 
actually become official statistics. While this may be a mere formality 
in the case of a pathology such as mortality, which obviously requires a 
minimum of official action or interpretation on the part of a social agency 
or organization to document its occurrence, pathologies such as crime or 
mental illness require that the behavior be discovered and/or reported in 
order to become represented in official statistics. Thus, people who 
suffer from an illness must become aware of their condition and seek 
appropriate help to be officially recorded as ill, individuals experiencing 
psychological disturbance must make the often-difficult decision to seek 
therapy from a mental health clinic or private practitioner, etc.
Perhaps of even greater concern than "hidden" or "delayed" pathologies 
and crises was the possibility that there might be in operation at the 
institutional level social processes tending to "regularize," and hence 
diminish, the occurence of seasonal variations in our dependent variables. 
Indeed, Erikson (1966) has suggested that some forms of deviance may tend 
to remain relatively "constant" over time, due, not to variation in the 
number of persons taking part in those behaviors at different points in 
time, but rather as a result of the inflexibility of the social control
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agencies which have been established to deal with them. For example, 
the number of hospital beds, or the appointment calendar of a mental 
health clinic, or the number of cases on a court docket, may all be some­
what fixed, and therefore not responsive to short-run fluctuations in the 
"true incidence" of the pathologies in question. Thus, in the context of 
the present study, it was possible that seasonal variations in social 
crises might be reduced by, and/or be little more than an artifact of, 
such confounding factors as patterns of staff coverage, bureaucratic 
inefficiency or disinterest, organizational ideology, etc.
Obviously, these types of problems were likely to be especially 
damaging to a study of this type, given its necessary concern with deter­
mining the precise timing of the various social crises and pathologies 
under investigation. However, although we were well aware of these 
dangers inherent in attempting to rely upon official records and statistics 
as an indication of the true incidence or prevalence of our various 
pathologies, we still felt that the advantages afforded by this type of 
data for this study far outweighed these possible disadvantages.
Modification of Data
In formulating the research design to guide this project, the 
decision was made to identify indicators, and gather appropriate data 
for, as many of the following pathologies as possible: (1) suicide,
(2) physical illness, and (3) criminal behavior. As just discussed, 
this required the collection of data indicative of as many of these 
variables as possible, from a variety of different secondary sources.
These included both governmental agencies and private organizations.
Because the data for each individual variable was typically collected by 
a single source, presumably through the use of careful and consistent
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data-gathering techniques, and in accordance with clearly-defined and 
consistently-applied official procedure, the problem of reliability of 
measurement seemed, for the most part, to be eliminated. In other words, 
there appeared to be little reason to question, for most of the variables 
utilized, the comparability of the various data points over time, unless 
specific precautions to that effect had been expressed by the collecting 
agency.
However, several other problems of comparability still remained.
These stemmed from two important factors which might, if left uncontrolled, 
introduce theoretically meaningless, yet potentially significant, variations 
between monthly incidence figures. The first of these confounding factors 
is the obvious fact that different months contain differing numbers of 
days. Therefore, the occurrence of 1,000 homicides in the month of 
February of a particular year could not be interpreted to mean the same 
thing as 1,000 homicides occurring in the month of May. The reason for 
this, of course, is that the "length of risk" is three days longer in 
May. Thus, in this example, February should actually be considered the 
more "dangerous" of the two months, since it is characterized by a some­
what higher incidence of homicides per day.
A second important source of variation was that of population change. 
Failure to take account of the fact that the size of the population in 
American society is steadily increasing on a monthly basis could similarly 
operate to distort true patterns of sociological significance. Thus, if 
we were to find that, in a given year, each of the twelve months had 
demonstrated a similar incidence of 1,000 homicides, this could not really 
be taken as evidence that the level of homicide has remained constant 
throughout the course of the calendar year. Instead, such a finding would 
actually be suggesting that the danger of homicide was decreasing as the
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year went on, since, in December, there was substantially less homicide 
occurring in proportion to the total population than had been true in 
January.
In order to control for the possible effects of these two "artificial" 
sources of variation in this study, the following procedures were used. 
First, monthly estimates of the United States population were obtained for 
each of the 132 months in the 1965-1975 period from the United States Census 
(Current Population Reports, Series P-25, No. 706). These figures were 
used to convert the raw data monthly incidence figures for each of the 
dependent variables to rates, standardized per 100,000 persons. Next, 
each of these monthly rates was divided by the number of days in that 
particular month, with the resulting figure being a "per diem" rate, per
100,000 population for the month in question. However, because these 
figures were likely, in the case of many of the variables being investigated 
in this study, to be too small to comfortably work with, in addition to 
the fact that such "daily rates of pathology" did not seem to represent 
a very intuitively meaningful concept, the decision was made to add one 
more step to this data conversion process. Thus, each of these per diem 
figures was multiplied by 365. The result of this procedure was a series 
of "Hypothetical Annual Rates," each representing the annual rate of 
incidence of the pathology under study, per 100,000 population, which 
would have been observed in a given year, had all the months of that year 
been characterized by a pattern of incidence identical to that particular 
month.^
■^ It should be noted that this standardization procedure, while 
addressing certain important methodological concerns, nonetheless opens 
the door to an additional potential problan. This stems from the fact 
that measures of association between ratio variables containing common 
components have been argued to be misleading, on several methodological
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Thus, unless otherwise specified, the "Hypothetical Annual Rates" 
to be discussed on the following pages refer to basic monthly incidence 
figures, which have been transformed in the manner just described. In our 
attempt to determine the existence, extent and nature of monthly variation 
in the behaviors under investigation, Hypothetical Annual Rates were com­
puted for each pathology for each month. Then, on the basis of these 
observations, mean monthly Hypothetical Rates were computed for each month 
of the calendar year, and these figures were compared. In most instances, 
these mean monthly scores were based upon eleven observations - i.e., one 
observation each for the years 1965-1975. These within-year patterns of 
variation were also tested for statistical significance via one-way
grounds. One such argument (e.g.,Freeman and Kronenfeld,1973; Schuessler, 
1974; Erikson and Gibbs, 1978) holds that correlations between such variables 
are likely to either demonstrate spuriously high degrees of association, 
or to insure that the relationship will be of a particular sign or direction. 
Long (1979) examines this issue in some detail, and concludes that this 
argument against the use of ratio variables in correlational analysis 
contains a logical flaw, and need not be of concern to researchers investi­
gating such relationships. However, she goes on to point out a danger 
which Is inherent in the analysis of measures of association between ratio 
variables - that being the fact that such relationships are particularly 
vulnerable to bias resulting from measurement error. As she states, "Even 
random or constant error of 5 to 10 percent can produce a reversal in sign, 
turning positive or negative associations into high associations of the 
opposite sign" (1979: 38). Obviously, the types of secondary source
information being used to compute the various macro-level variables in 
this study are likely to be particularly susceptible to a number of sources 
of measurement error - ie.g., problems of underenumeration, missing data, 
nonresponse, etc. For this reason, the reader interpreting the various 
correlations reported in this and the following two chapters should bear 
in mind that these correlations do run the risk of being the result of 
errors in measuring their various components, rather than a manifestation 
of a true relationship between variables. However, it must also be 
emphasized that despite the seriousness of this potential problem, it is 
largely unavoidable in the present study, both (a) because "only more 
accurate measures offer an ultimate solution to these difficulties" (Long, 
1979: 64), and (b) because failing to standardize our variables through
the procedures described above would have resulted in the even more 
undesirable situation of failing to account for the confounding effects 
of important extraneous influences.
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analysis of variance, to determine the probability of the observed
2
differences being due to the effects of chance alone. In addition, 
figures portraying the Hypothetical Annual Rates of each month in the 
entire time series were charted for each variable, to clearly indicate 
both (a) the degree of consistency (or lack thereof) of the seasonal 
patterns from year to year, as well as (b) the existence of possible 
non-seasonal cycles or long-term trends existing in the overall time 
series.
Monthly Variation in Suicide 
Data on the monthly incidence of suicide in the United Sates, for 
the period 1965-1975, was obtained from the National Center for Health 
Statistics (Vital Statistics of the United States, Volume II-A). The 
mean Hypothetical Annual Rates of suicide for each of the twelve calendar 
months during this period are presented in Table 2-1 and Figure 2-1. As 
can be seen, consistent with the original findings of Durkheim and a 
number of subsequent American researchers, the incidence of suicide in 
the United States in highest in the spring months, with April demonstrating 
the highest individual mean Hypothetical Annual Rate of suicide (12.22 per
100,000 population), followed by May (11.97) and March (11.85). Conversely, 
the winter months were found to demonstrate relatively low suicide rates.
It is perhaps necessary to briefly justify the use of tests of 
statistical significance here, in view of the fact that we are clearly 
not conducting research on a probabilistic sample in this study, but 
rather are investigating what must be viewed as an entire population.
We feel that even though we are not conducting statistical inference 
per se, and hence are not attempting to generalize the results obtained 
in this study to any larger population, it is nevertheless desirable and 
appropriate to use tests of statistical significance, for the purpose of 
determining the likelihood of these results being due to chance alone, 
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FIGURE 2-1
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Contrary to much contemporary "folklore" about suicide, but consistent 
with the findings of the Public Health Service (National Center for Health 
Statistics, 1967) for the years 1950-1964, December demonstrated the 
lowest single mean Hypothetical Annual Rate of suicide (19.85), while 
November had a rate of 11.19, and January a rate of 11.28. These monthly 
differences were statistically significant at the .01 level.
Figure 2-2 presents the distribution of individual monthly Hypothet­
ical Annual Rates of suicide for each of the 132 individual months during 
the period 1965-1975. In looking at this time series in its entirety, we 
see that the incidence of suicide decreased very slightly during the 
period 1965-1968, but that starting with 1969, the frequency of suicide 
has been gradually rising in our society. The average annual rate of 
increase over this period was 2.5%, with the years of 1975 (4.7%), 1970 
(3.9%), and 1969 (3.8%) demonstrating the highest rates of increase.
Thus, T.S. Eliot's adage that "April is the cruelest month" apparently 
does hold true, at least with regard to the taking of one’s own life. The 
spring mouths are, for some reason, unusually conducive to the incidence 
of suicidal behavior. On the other hand, the low suicide rates demon­
strated by the months of December, January and February once again dispell 
the oft-repeated lay notion that dark, dismal winter months bring about 
self-destructive behavior.
Monthly Variation in Physical Illness
In attempting to determine the seasonality of physical illness and/or 
illness behavior, an intensive investigation was carried out to discover 
exactly what types of data reflective of monthly patterns of morbidity 
and mortality might be available in various types of secondary source 
materials. This search yielded indicators falling into four general
FIGURE 2-2
SUICIDE BY MONTH. HYPOTHETICAL ANNUAL RATES. PER 100.000 
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categories of health-related information: (1) data on the monthly
incidence of mortalities, (2) quarterly self-report data on personal 
experiences with illness or injury, (3) government statistics on work 
absenses, and (4) data reporting monthly patterns of use of community 
and general hospital facilities. Let us briefly discuss the seasonality 
demonstrated by each of these sets of indicators.
Seasonal Variation in Mortality
The National Center for Health Statistics (Vital Statistics of the 
United States, Volume II-A) compiles monthly statistics on the number of 
mortalities taking place within the United States, both generally, and 
broken down by a number of different causes. These statistics were used 
to investigate monthly patterns of variation in (a) mortality resulting 
from disease (including all types of disease), (b) mortality resulting 
from each of a number of specific disease types, and (c) mortality resulting 
from accidental causes.
As can be seen in Table 2-2 and Figure 2-3, mortality resulting from 
disease did vary systematically and significantly during the eleven-year 
period under investigation. January was, by far, the peak month for 
mortality due to disease, with a mean Hypothetical Annual Rate of 971.2 
per 100,000 population. Other months demonstrating high rates of mortality 
due to disease were February (933.6) and December (913.7). The months 
demonstrating the lowest mean monthly Hypothetical Annual Rates of 
disease-related mortality were August (795.3) and September (800.2).
This pattern of within-year variation was statistically significant at 
the .001 level.
Figure 2-4 indicates the variation demonstrated by this variable 
over the entire 132-month time series. It is interesting to note that
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TABLE 2-2
MORTALITY RESULTING FROM DISEASE BY MONTH, 
















F - 34.694 P< 0.001
FIGURE 2-3
MORTALITY RESULTING FROM DISEASE BY MONTH. WITHIN-YEAR 
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FIGURE 2-4
MORTALITY RESULTING FROM DISEASE BY MONTH. HYPOTHETICAL 
ANNUAL RATES. PER 100.000 POPULATION. FOR EACH OF 132 
CONSECUTIVE MONTHS. 1965-1975
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there appears to be no evidence of long-term trend in this time 
series - i.e., the incidence of mortalities resulting from disease 
remained virtually the same over the course of the entire eleven-year 
period under investigation.
Analysis was also run on mortality statistics by each of fifteen 
different disease types (see Table 2-3). Significant monthly variations 
were demonstrated in the monthly Hypothetical Annual Rates of mortality 
for the following types of disease: (1) infective and parasitic diseases,
(2) endocrine, nutritional, and metabolic diseases, (3) diseases of the 
blood and blood-forming organs, (4) diseases of the nervous system and 
sense organs, and diseases of the circulatory system, (5) diseases of 
the respiratory system, (6) diseases of the digestive system, (7) diseases 
of the genitourinary system, (8) diseases of the musculoskeletal system 
and connective tissue, and (9) symptoms and ill-defined conditions. On 
the other hand, the following diseases were found not to demonstrate 
significant monthly variations in mortality: (1) neoplasms, (2) mental
disorders, (3) complications of pregnancy, childbirth, and the puerperium, 
(4) diseases of the skin and subcanteous tissue, (5) congenital anomalies, 
and (6) certain causes of mortality in early infancy.
We also thought it important to investigate the within-year distribu­
tion of mortalities resulting from accidental causes. As might be expected, 
the mean monthly Hypothetical Annual Rates of this variable demonstrate a 
very different pattern of within-year variation from the disease-related 
mortality figures just discussed.
As can be seen in Table 2-4 and Figure 2-5, the month of July had 
the highest mean Hypothetical Annual Rate of accident-related mortalities 
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MORTALITIES RESULTING FROM FIFTEEN DIFFERENT DISEASE TYPES BY MONTH, 
HYPOTHETICAL ANNUAL RATES (PER 100,000 POPULATION)
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MORTALITIES RESULTING FROM FIFTEEN DIFFERENT DISEASE TYPES 
HYPOTHETICAL ANNUAL RATES (PER 100,000 POPULATION)
1965-1975
DISEASES OF THE DISEASES OF THE 
SKIN AND MUSCULOSKELETAL 
SUBCANTEOUS SYSTEM AND CONGENITAL 




OF MORTALITY IN 
EARLY INFANCY
January 1.06 2.48 8.52 19.3
February 1.03 2.45 8.53 18.8
March 1.00 2.36 8.11 19.1
April 0.99 2.24 7.86 19.5
May 0.97 2.20 7.85 20.9
June 0.93 2.20 7.92 21.4
July 0.94 2.14 7.72 21.6
August 0.99 2.12 7.58 21.3
September 0.97 2.18 7.68 20.4
October 0.99 2.23 7.79 19.6
November 0.99 2.32 7.83 18.9





















MORTALITY RESULTING FROM ACCIDENTAL CAUSES BY MONTH, 
















F = 12.015 P <  0.001
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FIGURE 2-5
MORTALITY RESULTING FROM ACCIDENTAL CAUSES BY MONTH, 
WITHIN-YEAR DISTRIBUTION OF MEAN HYPOTHETICAL ANNUAL RATES, 












months of August and September, and a small but steady increase during 
the months of October through December. The months of January through 
March saw a decrease in accidental deaths, culminating in the low yearly 
Hypothetical Annual Rate of 49.9 per 100,000 in the month of March. 
Following this, there occurred a steady and fairly substantial increase 
in accidental mortalities during the April-May-June-July period.
In looking at the entire 132-month time series for this variable 
(see Figure 2-6), it is interesting to note the rather sharp drop-off in 
accident-related mortalities in 1974 (a decrease of 10.4% compared to the 
previous year). This is presumably due to the oil shortage of late 1973 
and early 1974, and the resulting establishment of the 55-mile-an-hour 
highway speed limit.
Quarterly Self-Report Data on Personal Experiences 
with Illness or Injuries
Probably the most comprehensive and reliable source of information 
on health in the United States is the U.S. Department of Health, Education 
and Welfare. Of most direct relevance to the present study is a set of 
data which this agency collects annually in its Health Interview Survey. 
Briefly, this is a survey instrument, conducted upon a representative 
sample of households in the nation, which provides information dealing 
with the incidence of various types of disease and illness.
Upon discovering this as a potential source of data for this thesis, 
this investigator eagerly devoured the various Health Service publica­
tions, searching for published health statistics which would be appropriate 
as monthly indicators of the health concepts in which we were interested. 
Unfortunately, it soon became evident that no such data is collected on 
a monthly basis. There were, however, several series of data looking at
FIGURE 2-6
MORTALITY RESULTING FROM ACCIDENTAL CAUSES BY MONTH. 
HYPOTHETICAL ANNUAL RATES. PER 100,000 POPULATION, 
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the incidence of health-related variables on a quarterly, rather than a 
monthly, basis (Current Estimates From the Health Interview Survey).
These included the following: (1) incidence of acute conditions, (2)
incidence of acute respiratory conditions, (3) number of persons injured,
(4) days of restricted activity, (5) days of bed disability, and (6) days 
lost from work. Because this data did fill an important void in this 
thesis, and because it appears to be the only data of its kind collected 
on a national basis, the decision was made to utilize it, even though it 
lacked the temporal specificity which we were attempting to obtain in 
this study.
Looking first at the incidence of acute conditions and acute 
respiratory conditions (Table 2-5 and Figure 2-7), there was, in the 
period 1965-1975, substantial and consistent quarterly variation in the 
incidence of these disorders. As one might expect, the distribution of 
these illnesses was largely consistent with the disease-related mortality 
statistics previously discussed. For example, the January-February-March 
quarter had the highest incidence of suffering from acute conditions, 
demonstrating a rate of 66.02 per 100 persons per quarter. This was 
closely followed by the October-November-December quarter, with a rate 
of 57.75 per 100 persons. Both the April-May-June and July-August-September 
quarters were substantially lower than the Fall and Winter quarters. A 
similar pattern, but reflecting somewhat greater variation between 
quarters, was found to exist when attention was focused exclusively upon 
acute respiratory conditions. The 42.33 rate for January-February-March 
was more than twice that of the April-May-June quarter, and almost three 
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QUARTER ACUTE CONDITIONS CONDITIONS**
January - March 66.03 42.33
April - June 41.64 18.54
July - September 36.15 14.31
October - December 57.75 35.97
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Shifting our attention from illness to injury (Table 2-6 and 
Figure 2-8), we observe an entirely different pattern of variation to 
exist, almost the direct opposite of that just discussed. Here, the 
April-May-June quarter demonstrates the highest incidence of injury 
(7.82 per 100 persons per quarter), followed closely by the July-August- 
September quarter (7.69). On the other hand, both the first and final 
quarters of the year display injury rates of less than 6.5
Turning now to more general patterns of disability, as represented 
by the variables "Days of Restricted Activity," "Days of Bed Disability," 
and "Days of Work Loss," we find several more patterns of significant 
variation (see Table 2-7 and Figure 2-9). Generally, the January-February- 
March quarter demonstrates the highest quarterly rates of disability, 
followed, respectively, by the October-November-December, April-May-June, 
and July-August-September quarters.
Thus, we observe in this quarterly data a general pattern in which, 
with the exception of injury, the worst months healthwise are the fall 
and winter months of October through March, whereas the spring and summer 
months show a great reduction in the incidence of illness. The extent to 
which the incidence of injury varies from the other health variables is 
demonstrated by the correlations presented in Table 2-8, in which it can 
be seen that the incidence of injury is negatively associated with each of 
the other five quarterly measures.
Government Statistics on Work Absenses
Although the quarterly data collected by the Public Health Service 
is suggestive of within-year trends in health-related variables, it 
remained important, for the purposes of this thesis, to try to locate
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TABLE 2-6 
MEAN NUMBER OF PERSONS INJURED, 
PER 100 PERSONS PER QUARTER, 
1965-1975
Quarter X Rate
January - March 6.34
April - June 7.82
July - September 7.69
October - December 6.37
F - 8.580 P < 0.001
FIGURE 2-8 
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*F = 37.263 p< 0.001
**F = 83.077 p< 0.001
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TABLE 2-8
INTERCORRELATIONS AMONG QUARTERLY HEALTH VARIABLES
1 2 3 4 5
Incidence of .986 -.546 .793 .882
Acute
Conditions
















statistics which were more specifically indicative of month-by-month 
variation. Fortunately, one such indicator is provided by the U.S. 
Department of Labor, which collects monthly data on the number of people 
missing work due to illness (Employment and Earnings).
As can be seen in Table 2-9 and Figure 2-10, the mean Monthly 
Hypothetical Annual Rates displayed by this variable are largely consistent 
with the seasonal variations in the mortality figures and quarterly 
health data just discussed. By a fairly substantial margin, February 
is the peak month of employee absenteeism, with a mean Hypothetical Annual 
Rate of 2473.2 per 100,000 employed labor force. It is followed by its 
two adjacent months of January (22631.0) and March (20389.3). On the 
other hand, July demonstrates the lowest mean Hypothetical Annual Rate 
(16726.0) and June (16780.0). The entire 132-month time series of 
observations for this variable is presented in Figure 2-11, and it 
demonstrates, as was the case with mortality resulting from diseases, a 
very stable, consistent pattern of seasonality, characterized by little 
long-term variation.
Monthly Reports on the Use of General and Community Hospitals
In looking for sources of data, it was felt that another potentially 
valuable source of health-related information would be that relating to 
patterns of usage of various health services - in particular, either 
physicians and/or hospitals. An exhaustive search of the literature 
suggested that the former type of data is not collected in any centralized 
form; however, we were ecstatic to discover that monthly statistics on 
the use of hospitals are in fact routinely collected and published by the 
American Hospital Association (Hospitals: Journal of the American Hospital
Association, midmonth issue). In particular, several pieces of data
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TABLE 2-9
PERSONS MISSING WORK DUE TO ILLNESS BY MONTH, 
MEAN HYPOTHETICAL ANNUAL RATES 















F - 25.349 P < 0.001
FIGURE 2-10
PERSONS MISSING WORK DUE TO ILLNESS BY MONTH. WITHIN-YEAR 
DISTRIBUTION OF MEAN HYPOTHETICAL ANNUAL RATES. PER 
100.000 EMPLOYED CIVILIAN LABOR FORCE. 1965-1975
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collected by this agency seemed relevant to this project: monthly
information on (1) hospital admissions, (2) hospital occupancy rates,
(3) surgical operations, and (4) hospital outpatient visits.
First, with regard to total admissions to general and community 
hospitals, significant differences were found to exist in the mean 
monthly Hypothetical Annual Rates computed for this variable. These are 
shown in Table 2-10 and Figure 2-12. January and February demonstrate 
the two highest rates of admission - 14986.0 and 14974.7 per 100,000 
population, respectively - followed closely by the month of June (14972.8). 
The high incidence of hospital admissions in June is not consistent with 
the health data discussed thus far, and it may suggest that this is a 
time of the year at which people are likely to enter the hospital for 
preplanned operations. Conversely, December demonstrates the lowest 
monthly Hypothetical Annual Rate for this period (13486.0), suggesting 
that this is a time when people plan - as much as this is possible - not 
to be in the hospital.
Looking at the entire time series of 132 observations for hospital 
admissions (see Figure 2-13), two things in particular stand out. First, 
this time series is much more "jagged" than most of the other time series 
which we have discussed thus far. In other words, it does not display 
smooth and gradual rises and dips, taking place over a period of several 
months; instead, the variation is quite erratic, often rising, falling 
and then rising again, in three adjacent months. Also of interest is 
the fact that, starting with 1970, there has occurred a gradual long-term 
increase (11.4%) in hospital admissions among the American population.
Why this is so is not entirely clear, but it may reflect the fact that a 
larger portion of the American population is now elderly, and hence is more
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TABLE 2-10 
HOSPITAL ADMISSIONS BY MONTH, 
MEAN HYPOTHETICAL ANNUAL RATES 















F - 3.109 P < 0.001
FIGURE 2-12
HOSPITAL ADMISSIONS BY MONTH. WITHIN-YEAR DISTRIBUTION OF 
MEAN HYPOTHETICAL ANNUAL RATES. PER 100.000 POPULATION.
1965-1975
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FIGURE 2-13
HOSPITAL ADMISSIONS BY MONTH. HYPOTHETICAL ANNUAL RATES. 
PER 100.000 POPULATION. FOR EACH OF 132 
CONSECUTIVE MONTHS, 1965-1975
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likely to make use of hospital services than younger members of the 
population.
Moving to the variable, "Hospital Occupancy Rates" (Table 2-11 
and Figure 2-14), we see a somewhat different pattern demonstrated. 
February is the peak month of hospital occupancy, averaging 81.4% of 
capacity over the eleven years studied. This is followed by a steady 
drop through the months of March, April, May, June and July; at this 
point, the trend reverses itself, increasing during the months of August 
through October, before plunging to the yearly low of 71.1% in December. 
Also different is the 132-month time series (see Figure 2-15), which does 
not demonstrate the gradual long-term increase noted in connection with 
hospital admissions.
Another important variable on which data is compiled by the 
American Hospital Association is the number of surgical operations per­
formed in each month (see Table 2-12 and Figure 2-16). Interestingly, 
the three months demonstrating the highest mean monthly Hypothetical 
Annual Rates of surgical operations are not the winter months, but are 
instead the months of June (7707.3 per 100,000 population), April 
(7394.9) and August (7332.2). The very high mean Hypothetical Annual 
Rate for the month of June probably does much to explain the high number 
of total hospital admissions previously mentioned in conjunction with 
that month. Conversely, the month of December demonstrates a very low 
mean Hypothetical Annual Rate of surgical operations (6244.1). This 
figure is almost 700 lower than that of the next lowest month, clearly 



















F = 35.379 P< 0.001
FIGURE 2-14
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FIGURE 2-15
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SURGICAL OPERATIONS BY MONTH, 
MEAN HYPOTHETICAL ANNUAL RATES 















F - 5.010 P< 0.001
FIGURE 2-16
SURGICAL OPERATIONS BY MONTH. WITHIN-YEAR DISTRIBUTION OF 










The entire 132-month time series for this variable (see Figure 2-17) 
suggests that the incidence of surgical operations has been gradually, 
but consistently, increasing over time. The total increase in surgical 
operations between 1965 and 1975 was 18.7%, but perhaps of even greater 
interest is the fact that surgical operations have increased 9.8% in the 
three-year period 1971-1974 alone.
A final hospital variable for which monthly Hypothetical Annual 
Rates were computed is the total number of hospital outpatient visits 
occurring in each month. As can be seen in Table 2-13 and Figure 2-18, 
there exists a fairly smooth curvilinear pattern over the course of the 
year, beginning with a low mean monthly Hypothetical Annual Rate of
62637.2 per 100,000 population in January, followed by a steady rise in 
the rate, which peaks at 69038.8 in September; this is followed by a 
three-month drop, to a low mean monthly Hypothetical Annual Rate of
62677.2 for the month of December. One inconsistency in this overall 
pattern is a slight dip in the month of July. This seems especially 
surprising in view of the fact that, as discussed previously, July is the 
highest month in terms of deaths due to accidents, and the July-August- 
September quarter ranks second in terms of the number of persons injured. 
Both of these would have seemed to represent the types of occurrences 
which would cause July to rank high in its frequency of hospital out­
patient visits.
The entire 132-month time series describing variations in hospital 
outpatient visits during the period 1965-1975 is presented in Figure 2-19. 
It is especially interesting, in that it reveals an astounding 91.7% 
increase in the number of people making use of community and general 
hospitals for their outpatient services during the period 1965-1975. This
FIGURE 2-17
SURGICAL OPERATIONS BY MONTH, HYPOTHETICAL ANNUAL RATES. 
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TABLE 2-13 
HOSPITAL OUTPATIENT VISITS BY MONTH, 
MEAN HYPOTHETICAL ANNUAL RATES 




























F = 0.250 N.S. @ 0.05
FIGURE 2-18
HOSPITAL OUTPATIENT VISITS BY MONTH. WITHIN-YEAR 
DISTRIBUTION OF MEAN HYPOTHETICAL ANNUAL RATES. 
PER 100.000 POPULATION, 1965-1975
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FIGURE 2-19
HOSPITAL OUTPATIENT VISITS BY MONTH. HYPOTHETICAL ANNUAL 
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may suggest something of a change in illness behavior within the 
American population, with people increasingly moving away from the 
private practitioner toward the larger hospital facility for satisfaction 
of their health service needs.
In order to better demonstrate the similarities and differences in 
the seasonal patterns demonstrated by these four hospital-usage variables, 
their mean Hypothetical Annual Rates were converted to PZ scores (Straus, 
1978).3 These comparative seasonal patterns are presented in Figure 2-20. 
As can be seen, total hospital admissions and surgical operations follow 
a very similar within-year pattern, both peaking in June, and having 
December as their low point. On the other hand, hospital occupancy rates 
demonstrate a somewhat different pattern, being much higher than total 
hospital admissions and surgical operations in the months of January 
through March, and considerably lower in the summer months of June through 
August. Finally, hospital outpatient visits, when looked at in comparison 
to the other three hospital variables, can be seen to demonstrate con­
siderably less seasonal variation during the course of the year.
1o aid in summarizing all of this diverse information relating to 
illness, injury and the use of medical care facilities, a correlation 
matrix was computed including each of the monthly variables discussed in 
this section (see Table 2-14). In addition, PZ scores were computed
3PZ scores represent an ideal means of making comparisons between 
variables having very different ranges of raw scores, since they combine 
the advantages of two processes of standardization — (1) percentages and 
(2) z-scores. PZ scores retain the measurement interval and distribution 
characteristics of the z—score, yet each individual score represents a 
percentage of the maximum score possible, within a range of 0 to 100.
FIGURE 2-20
HOSPITAL ADMISSIONS. HOSPITAL OCCUPANCY RATES. SURGICAL 
OPERATIONS. AND HOSPITAL OUTPATIENT VISITS. MEAN 
HYPOTHETICAL ANNUAL RATES. CONVERTED TO PZ SCORES
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TABLE 2-14 
INTERCORRELATIONS AMONG MONTHLY 
HEALTH AND ILLNESS VARIABLES
1 2
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.707 -.166 .516 -.390 -.364
-.531 -.545 -.265 -.373 -.432








and compared for (a) mortality resulting from disease, (b) persons missing 
work due to illness, and (c) hospital admissions. These results are 
presented in Figure 2-21. As can be seen from these figures, the within- 
year distributions of mortalities resulting from disease and persons 
missing work due to illness appear to roughly parallel one another, although
there are large divergences in the months of February, September and
December. Hospital admissions, on the other hand, run a somewhat different
course, suggesting, perhaps ironically, that there may be more involved in
hospitalization than the simple fact of illness or injury. Instead, the 
social scheduling of surgical operations, and the divergent within-year 
distribution of relatively minor outpatient visits, may also be major 
determinants of this pattern.
To briefly summarize the information which has been presented in 
this section, the months of December through March seem to be generally 
"dangerous" with regard to health-related variables. This is especially 
true for the months of January and February, which demonstrate the two 
highest Mean Hypothetical Annual Rates for the following variables: (a)
mortality due to disease, (b) persons missing work due to illness, and 
(c) total hospital admissions. Although the month of December did 
demonstrate very low Mean Hypothetical Annual Rates for the hospitalization 
variables, and a moderately low Mean Hypothetical Annual Rate for persons 
missing work due to illness, this month did rank third in mortality due 
to disease. This suggests once again that there may be some degree of 
social scheduling operating with regard to the timing of the hospitalization 
variables.
Conversely, the late spring, summer and fall months appear to be 
generally "safer" than average with regard to illness-related variables.
FIGURE 2-21
MORTALITY RESULTING FROM DISEASE, PERSONS MISSING WORK DUE 
TO ILLNESS, AND HOSPITAL ADMISSIONS, MEAN HYPOTHETICAL 
ANNUAL RATES. CONVERTED TO PZ SCORES
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However, there are several important exceptions to this general trend. 
First, the April-May-June and July-August-September quarters were 
characterized by significantly higher rates of injury than the winter 
and fall quarters of the year. Paralleling this is the observation that 
mortality resulting from accidents is highest in the months of July,
August and June. Another important inconsistency here involves patterns 
of hospital usage during the course of the year. Thus, for example, the 
month of June is a particularly heavy month for hospital usage, ranking 
first in surgical operations, second in number of outpatient visits, and 
third in terms of total hospital admissions. August also ranks fairly 
high in terms of both surgical operations and outpatient visits.
Monthly Variation in Criminal Behavior 
The two preceding sections have described a number of different 
social crises which arise in the lives of various individuals at certain 
points in their lifetimes, largely as a result of matters beyond the 
control of themselves or other persons. In other words, individuals 
dying, or experiencing illness, or having a surgical operation, can all 
be characterized as "non-volitional" social pathologies, in that the 
people experiencing them do so through no will of their own, nor is there 
any other actor intentionally perpetrating these behaviors upon them.
Thus, with the possible exception of suicidal behavior, we have not really 
dealt yet with any pathologies which imply purely voluntary choices of 
action on the part of those persons involved in these pathologies. How­
ever, as discussed in Chapter I, it is commonly suggested that criminal 
activity — which certainly implies a considerable degree of voluntaristic 
behavior — likewise demonstrates seasonality. Thus, it was a logical
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goal of this study to determine whether and to what extent this continues 
to be the case in contemporary American society.
The Federal Bureau of Investigation has, since 1930, been committed 
to the attempt to gather comprehensive national data on the amount of 
crime occurring in the United States. Their data base has depended upon 
the voluntary submission of local incidence and arrest figures by individual 
police departments throughout the country. Although "official” statistics 
on crime generally are vulnerable to criticism on a number of methodological 
and practical grounds (Sellin, 1951; Beattie, 1955; Kitsuse and Cicourel, 
1963), the Uniform Crime Reports published annually by the F.B.I. remain 
the only systematic and comprehensive attempt to determine the amount of 
crime in America on a national basis. Thus, this publication seemed to 
be a natural source to turn to in attempting to study the possible season­
ality of criminal activity.
The F.B.I. gathers its most comprehensive statistical data on what 
it considers to be the most serious crimes in American society, "either 
by their very nature or due to the volume in which they occur" (Uniform 
Crime Reports, 1975: 10). These include the violent crimes of (1) murder
and non-negligent manslaughter, (2) aggravated assault, (3) forcible rape, 
and (4) robbery, and the property crimes of (5) burglary, (6) larceny, 
and (7) motor vehicle theft. The F.B.I. not only collects information on 
each of these categories of crime separately, but it also combines them 
into its overall Uniform Crime Index, which is generally used as an 
indicator of the amount of crime occurring in the United States at any 
particular point in time.
In attempting to make use of the statistical information published 
in the annual Uniform Crime Reports, we encountered an unusual methodolo-
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gical problem. Each annual edition of this report contains a section 
entitled "Crimes by Month," which consists of a series of figures indica­
ting the within-year distribution of each of the index crimes during that 
year, as well as the extent to which the number of crimes occurring in 
each month of the year differ from (a) the annual average for that year, 
as well as from (b) the moving average for the previous five years. Un­
fortunately, however, the actual monthly rates for these offenses are not 
included in these charts, nor are the incidence figures upon which these 
rates are based.
The desire to actually have these raw data figures to work with in 
this thesis required me to contact the F.B.I. directly, to find out if 
these figures existed in a form which could be made available to my use.
I found that they did, and the F.B.I. graciously sent me the desired 
statistical information, in the form of their "Monthly Variations" reports. 
Unfortunately, however, the reports which were sent to me only went back 
through the year 1968. When I contacted the F.B.I. a second time, to see 
if it would be possible for me to obtain comparable data for the additional 
years of 1965-1967 as well, I was informed by Mr. Paul A. Zolbe, Chief, 
Uniform Crime Reporting Program, that "our data base . . . currently . . . 
is 1968. Consequently, the type of information needed to construct the 
tables which you requested . . .  is not retained indefinitely" (letter 
dated March 19, 1979). While it“ would have been desirable, from the 
standpoint of consistency and comparability, to have had this crime data 
for the entire eleven-year period being studied in this thesis, its 
unavailability seemed to pose no serious threats to the validity of this 
study.
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However, these "Monthly Variations" figures did pose a methodological
problem of a more serious nature. The reason for this stems from the
following statement by Mr. Zolbe, in the letter originally accompanying
the statistics which he sent me:
Please note that only data concerning those agencies which 
submitted information for all 12 months of any given year 
are aggregated in the totals. Therefore, the figures are 
not comparable from year to year and do not reflect the total 
reported Crime Index experience (letter dated October 31, 1978).
Thus, as a result of this F.B.I. reporting procedure, the figures included
in the twelve "Monthly Variations" reports for any given year consistently
underrepresented the number of crimes actually reported in the final annual
Uniform Crime Reports for that year, both in terms of (a) the proportion
of the total American population represented in these monthly reports
(ranging between a low of 80.2% in 1972, and a high of 83.7% in 1975),
and (b) the proportion of the total known crimes for the year represented
in these monthly figures (ranging from a low of 90.0% in 1972, to a high
of 93.2% in 1971).
While it would have been possible to simply use the monthly F.B.I. 
statistics as given, we felt that our ability to use techniques of time 
series analysis upon this crime data would be greatly enhanced if we could 
make comparisons between, as well as within, years. Therefore, we wished 
to arrive at a strategy whereby we could somehow "correct" these "incomplete" 
monthly figures, to bring them into line with the total known crimes for 
the year, as published in the annual F.B.I. reports. After much delibera­
tion and experimentation, we decided that the following modifications would 
allow us to achieve this objective.
First, a ratio of (a) the total crimes committed in the year, 
according to the annual Uniform Crime Report, to (b) the total number of
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crimes reported in the twelve monthly reports for that year, was computed. 
This was done for each of the specific categories of criminal behavior 
for which we had data, for each of the years being studied. These ratios 
ranged from a low of 1.024 (for the crime of robbery, in 1971) to a high 
of 1.155 (for the crime of murder, in 1970).
Next, for each month of the year, the above ratio was used as a 
"correction figure," by which the incidence figures in the "Monthly 
Variations" reports could be multiplied. This had the effect of bringing 
the total number of crimes reported for that month into line with the 
total number of crimes reported in the F.B.I. report, without changing in 
any way the proportional distribution of crimes committed ever the course 
of that calendar year. Of course, to justify using such a procedure, it 
was necessary to assume that those crimes known to have been committed 
during the year, but not represented in the "Monthly Variations" reports, 
were distributed throughout the year in a fashion similar to those which 
had been reported. We could think of no seasonal bias which might cause 
this to not be the case; therefore, we felt comfortable making such an 
assumption.
Finally, these revised incidence figures were standardized for 
varying numbers of days in each of the months and for changes in population, 
via the procedures discussed earlier in the chapter. The end result of 
these procedures was a series of Monthly Hypothetical Annual Rates for 
each category of crime, it was now possible to compare their mean monthly 
scores, as we did with the variables of suicide and physical illness 
discussed previously. &
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Seasonal Variations in the Overall Crime Rate
Looking first at the general overall Uniform Crime Index (comprised 
of the seven specific offenses discussed previously), we find - as indicated 
in Table 2-15 and Figure 2-22 - that criminal activity, generally, is at 
its low point in the month of January, which demonstrates a mean Hypothet­
ical Annual Rate of 3703.8 per 100,000 population over the eight-year period 
under investigation. This followed by a fairly steady increase through the 
next six months, culminating in an annual August peak of criminal activity 
(a mean Hypothetical Annual Rate of 4566.4). This is followed by a general 
drop-off during the fall months, although there does occur a slight increase 
in crime between the months of September and October.
Figure 2-23 illustrates the month-by-month variation in the entire 
96-month time series for the Uniform Crime Index during the years 1968-1975. 
As is generally believed by most laymen and criminologists alike, the 
overall crime rate can be seen to be demonstrating a consistent increase 
during this period, rising 56.7% during the eight years represented in 
this study alone. This increase actually takes place in two stages, as 
the crime rate increased 23.5% between 1968-1971, and 33.3% between 1972 
and 1975. Interestingly, 1972 was characterized by a levelling off - and, 
in fact, a decrease of almost 5% - over the previous year’s crime rate.
Although variations in the overall Uniform Crime Rate are certainly 
interesting, they may be of somewhat limited informational value in the 
study of criminal behavior. This stems from the fact that, to a large 
degree, the only similarity certain to exist between two categories of 
criminal act is the fact that both are prohibited by law. In other words, 
the personal motivations behind and social causes of crimes like murder, 
rape and burglary are likely to be very different. Thus, when we look at
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TABLE 2-15 
UNIFORM CRIME INDEX OFFENSES BY MONTH, 
MEAN HYPOTHETICAL ANNUAL RATES 
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FIGURE 2-22
UNIFORM CRIME INDEX OFFENSES BY MONTH. WITHIN-YEAR 
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FIGURE 2-23
UNIFORM CRIME INDEX OFFENSES BY MONTH, HYPOTHETICAL ANNUAL 
RATES. PER 100.000 POPULATION. FOR EACH OF 96 
CONSECUTIVE MONTHS. 1968-1975
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the seasonality of an overall crime index, made up of many potentially 
dissimilar behaviors, we might well expect there to be several different 
patterns hidden within this one overall distribution of crime. For this 
reason, then, it is very important to look directly at the seasonality of 
each of the specific criminal acts making up this overall Uniform Crime 
Index. Let us begin by looking at crimes of violence.
Seasonal Variations in Violent Crime
As can be seen in Table 2-16 and Figure 2-24, the within-year pattern 
demonstrated by the mean Hypothetical Annual Rates of violent crime - 
consisting of the offenses of homicide, aggravated assault, forcible rape, 
and robbery - is actually quite similar in nature to that of the Uniform 
Crime Index generally. Starting with a low in February (359.3 violent 
crimes per 100,000 population), crimes of violence rise steadily through 
the months of March, April, May, June and July, to the month of August, 
which is the peak month for violent crime in the United States, demonstra­
ting a mean Hypothetical Annual Rate of 424.7. This is followed by a 
decrease through the months of September, October and November, before a 
minor upswing occurs in December.
Figure 2-25 illustrates the distribution of Hypothetical Annual 
Rates of crimes against the person over the entire 96-month period, 1968- 
1975. Again, this time series is marked by a steady general increase 
during the eight-year period under investigation. Each year between 1968 
and 1975 demonstrated a higher annual rate of violent crime than had the 
previous year, with no exceptions. The average yearly rate of increase 
was 7.1% and overall, there was an increase in crimes of violence of 
61.4% between 1968 and 1975.
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TABLE 2-16 
VIOLENT CRIME BY MONTH,
MEAN HYPOTHETICAL ANNUAL RATES 
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FIGURE 2-24
VIOLENT CRIME BY MONTH. WITHIN-YEAR DISTRIBUTION OF MEAN 
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FIGURE 2-25
VIOLENT CRIME BY MONTH. HYPOTHETICAL ANNUAL RATES. 
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Breaking this overall violent crime rate down into its various 
component parts, we observe both interesting similarities and differences. 
First, with regard to the variable of homicide, we found ourselves in the 
enviable position of being able to choose between two data sets in our 
attempts to operationalize this variable. This stems from the fact that 
in addition to the F.B.I. statistics on "murder and non-negligent man­
slaughter," we also had available to us a statistical series collected by 
the U.S. Department of Public Health, entitled "Mortality by Homicide" 
(Vital Statistics of the United States. Volume II-A). After some delibera­
tion as to which of these would be preferable as a source of data for this 
thesis, the decision was made to use the Department of Public Health 
Figures. There were several important determinants of this decision. One 
of these was the fact that this data set provided information for the 
entire eleven-year period under investigation, as opposed to the eight- 
year figures provided by the F.B.I. From the standpoint of practicality, 
it seemed to make sense to use the time series providing us with the 
greatest amount of information. A second consideration was the fact that 
this data set would not require the extensive data modification techniques 
which we were performing upon each of the variables which had been provided 
to us by the F.B.I. Although we were confident of the validity of our 
procedures for standardizing these figures to permit yearly comparisons, 
the possibility that there might be problems inherent in these procedures 
led us to favor the selection of a data set which would not require them.
As can be seen in Table 2-17 and Figure 2-26, the mean Hypothetical 
Annual Homicide Rates display relatively little variation over the first 
few months of the year, fluctuating between 7.66 and 7.82 homicides per 
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FIGURE 2-26
HOMICIDE BY MONTH, WITHIN-YEAR DISTRIBUTION OF MEAN 
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continues through the months of June and July. After hitting a peak in 
August (8.70), homicide frequency declines during the months of September, 
October, and November. However, in December, the homicide rate rises 
dramatically, and hits its yearly high - a mean Hypothetical Annual Rate 
of 8.82. Thus, perhaps counterintuitively, but consistent with Brearley's 
(1932) discovery in the 1930's, December remains the month of highest 
homicide frequency in American society.
Looking at Figure 2-27, it is evident that homicide is increasing 
dramatically within the United States. For the eleven years under inves­
tigation in this thesis, this rate of increase was a stunning 83.4%. The 
average annual rate of increase was 6.2%, while the years of 1967 and 1971 
were characterized by especially large increases - 14.5% and 10.3%, respec­
tively. The only year which did not demonstrate an increase in the 
incidence of homicide was the last year for which data was analyzed (1975), 
which actually showed a decrease of 1.3% in the rate of homicide over the 
previous year.
Turning now to variations in the incidence of aggravated assault 
(see Table 2-18 and Figure 2-28), we see evidence of "the nearly perfect 
dome-shaped curve" to which Dexter (1904) referred in his study of assaults 
in New York City in the late 1800's. January is the month of the year 
characterized by the fewest acts of assault (154.6 per 100,000 population). 
This is followed by a gradual, steady increase in assaultive behavior 
during the next several months, peaking in an August rate of 207.5. 
Following August, there occurs a steady month-by-month decline for the 
rest of the year. Interestingly, in direct contrast to the crime of 
homicide, December ranks as the third lowest month in terms of assaultive 
behavior - not the highest. This suggests that the causal mechanisms
FIGURE 2-27
HOMICIDE BY MONTH, HYPOTHETICAL ANNUAL RATES, 
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TABLE 2-18 
AGGRAVATED ASSAULT BY MONTH, 
MEAN HYPOTHETICAL ANNUAL RATES 
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FIGURE 2-28
AGGRAVATED ASSAULT BY MONTH. WITHIN-YEAR DISTRIBUTION OF 
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underlying these two crimes of violence, and the social contexts in which 
they occur, may be more different than social scientists have commonly 
acknowledged.
Figure 2-29 demonstrates the pattern of seasonality displayed by 
this variable over time - a pattern which is repeated consistently year 
after year. Overall, aggravated assault increased 58.1% over the eight 
years being studied here. This pattern of seasonality was remarkably 
consistent in that each of the individual annual increases in this period 
was between 5.4% (1975) and 8.5% (1971).
The within-year distribution of the crime of forcible rape (see 
Table 2-19 and Figure 2-30) is virtually identical to that of aggravated 
assault. The month of January demonstrates the lowest mean Hypothetical 
Annual Rate for the period 1968-1975 (18.14 rapes per 100,000 population), 
followed by a steady increase up to and including the month of August.
The mean Hypothetical Annual Rate of 25.69 demonstrated by August is the 
highest for the year. With the end of summer, there is a steady month-by- 
month decline in the incidence of rape over the rest of the year. The 
similarity between their patterns of seasonality suggests that there may 
be similar causal factors underlying the crimes of aggravated assault and 
forcible rape, and adds support to the increasingly popular notion that 
forcible rape is primarily a crime of violence, rather than of sexual 
desire (e.g., Griffin, 1971; Brownmiller, 1975).
As can be seen in Figure 2-31, the crime of forcible rape has, like 
homicide and assault, been increasing steadily over time. In fact, between 
1968 and 1975, it increased at a faster rate (65.4%) than either of these 
other two crimes of violence. However, it is interesting to note that 
there occurred two points in this eight-year time series during which
■yggifi
FIGURE 2-29
AGGRAVATED ASSAULT BY MONTH. HYPOTHETICAL ANNUAL RATES. 
PER 100.000 POPULATION. FOR EACH OF 96 
CONSECUTIVE MONTHS. 1968-1975
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TABLE 2-19 
FORCIBLE RAPE BY MONTH, 
MEAN HYPOTHETICAL ANNUAL RATES 
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FIGURE 2-30
FORCIBLE RAPE BY MONTH. WITHIN-YEAR DISTRIBUTION OF MEAN 
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FIGURE 2-31
FORCIBLE RAPE BY MONTH. HYPOTHETICAL ANNUAL RATES. 









i l.i 1111 l i  n  i 1111111 Li 1111 j 111111111 11111111111111111111111 i n  i 111111 n  11111111111111 111111 1111
141
there was virtually no increase in the incidence of rape - 1975 (0.4%) 
and 1970 (1.1%). On the other hand, however, 1969 showed an increase 
of 16.4%, while the years of 1971, 1972 and 1973 each increased close to 
10%.
To make more explicit the similarities and differences in the 
patterns of seasonality displayed by the violent crimes of homicide, 
aggravated assault, and forcible rape, PZ scores were computed for each 
of their mean Hypothetical Annual Rates, and these patterns are compared 
in Figure 2-32• The great similarities in the seasonal patterns of 
aggravated assault and forcible rape are clearly indicated in this figure. 
On the other hand, homicide demonstrates a very different pattern. Per­
haps most striking is the fact that the degree of seasonal variation 
displayed by the crime of homicide is considerably less than for the other 
two crimes of violence. This obviously suggests that seasonality may be 
much less a factor in physical violence resulting in death than it is for 
other types of assaultive behavior. Another fact worthy of note is that 
homicides increase during the holiday season of November and December, 
while other forms of personal violence decrease during this period. This 
also suggests that homicide may differ from other types of violent behavior 
both in its social causes and in the types of social situation in which it 
is likely to occur.
We also felt that it would be of interest to compare the seasonality 
demonstrated by the acts of homicide and suicide, since it can be argued 
that each of these behaviors represents human violence taken to its 
logical extreme. As can be seen in Figure 2-33, these patterns are very 
different. The seasonal variation of suicide is much more marked than 
that of homicide, and it follows a very different pattern of variation.
FIGURE 2-32
HOMICIDE. AGGRAVATED ASSAULT, AND FORCIBLE RAPE. MEAN 
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FIGURE 2-33
SUICIDE AND HOMICIDE. MEAN HYPOTHETICAL ANNUAL RATES. 
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Of special note are major divergences in the months of March-April-May, 
July, and December. This data thus supports those theorists who have 
maintained that there are very different causal factors at work in the 
production of outwardly-directed and inwardly-directed violent behavior 
(e.g., Henry and Short, 1954; Pokorny, 1965; Palmer, 1972).
Seasonal Variations in Property Crime
Moving now to property crime and its various components, we see 
that, as was the case with crimes of violence, the within-year distribution 
of property crimes generally is virtually identical to that of the overall 
Uniform Crime Index (see Table 2-20 and Figure 2-34). Thus, January is 
the lowest month in terms of property crimes, with a mean Hypothetical 
Annual Rate of 3338.9 per 100,000 population during the period 1968-1975. 
Conversely, August is the highest ranking month, displaying a mean Hypo­
thetical Annual Rate of 4138.1. This similarity between the within-year 
patterns demonstrated by the Uniform Crime Index generally and crimes 
against property in particular should perhaps be expected, given the fact 
that property crimes typically made up approximately 90% of the total 
Uniform Crime Index in the years under investigation here, and hence 
should heavily influence the pattern displayed by that larger overall 
crime rate.
However, what was not expected was the close congruence between the 
seasonal patterns demonstrated by violent crimes and property crimes (see 
Figure 2-35). To be sure, part of this similarity may be accounted for by 
the fact that the F.B.I. includes in its computations of the violent crime 
rate the crime of robbery, and the point can be made that robbery is more 
similar to the property crimes of burglary, larceny and motor vehicle
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TABLE 2-20 
PROPERTY CRIME BY MONTH, 
MEAN HYPOTHETICAL ANNUAL RATES 
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FIGURE 2-34
PROPERTY CRIME BY MONTH. WITHIN-YEAR DISTRIBUTION OF MEAN 
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FIGURE 2-35
VIOLENT CRIME AND PROPERTY CRIME. MEAN HYPOTHETICAL ANNUAL 
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theft in its intent, than it is to the other violent crimes of homicide, 
aggravated assault and forcible rape. However, for the years under 
investigation here, robbery at most comprised 47.5% of the entire violent 
crime rate, so it seems implausible to maintain that this fact alone is 
responsible for the similarity between violent crimes and property crimes. 
Instead, this seems to suggest that it may be time to rethink the "thermic 
law of delinquency," which predicts very different seasonal peaks of 
incidence for these two categories of criminal act.
Figure 2-36 presents the entire time series for property crimes 
during the period 1968-1975. As can be seen, property crime did increase 
dramatically during this period - particularly during the years 1973-1975 
(an increase of 34.8% during that three-year period alone). However, 
once again, we are puzzled to observe a substantial dip in crime frequency 
taking place between 1971 and 1972.
Looking specifically at the crime of robbery (see Table 2-21 and 
Figure 2-37), we note a somewhat different pattern of seasonality than 
in the other crimes which we have discussed thus far. Initially, the 
incidence of robbery declines steadily through the months of January, 
February, March, April and May; at this point, the trend reverses itself, 
and increases steadily (with a minor deviation in September) to its peak 
incidence in December (211.6 per 100,000 population). The increase 
between the months of November and December is especially dramatic.
The 96-month time series for the crime of robbery is presented in 
Figure 2-38. As can be seen, this crime demonstrated a particularly large 
increase during the eight-year period being studied (65.6%). This rate 
of increase was quite abrupt, however, with some years displaying very 
large increases - i.e., 1970 (16.0%), 1974 (14.3%), and 1969 (12.6%) -
FIGURE 2-36
PROPERTY CRIME BY MONTH. HYPOTHETICAL ANNUAL RATES, 
PER 100.000 POPULATION. FOR EACH OF 96 
CONSECUTIVE MONTHS, 1968-1975
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FIGURE 2-37
ROBBERY BY MONTH. WITHIN-YEAR DISTRIBUTION OF MEAN 
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FIGURE 2-38 
ROBBERY BY MONTH. HYPOTHETICAL ANNUAL RATES. 
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while other years displayed virtually no change over the previous year - 
i.e., 1973 (1.3%) - or even a decrease in robbery - i.e., 1972 (-3.9%).
The crime of burglary is somewhat similar to that of robbery (see 
Table 2-22 and Figure 2-39), in the sense that the first five months of 
the year are marked by gradually-declining burglary figures, with the 
month of May demonstrating the lowest mean Hypothetical Annual Rate of 
burglary (1109.0 per 100,000 population). Burglary appears to be primarily 
a summer crime, since its incidence is much higher in the summer months 
than it is in the spring; the June-July increase in burglaries is especially 
pronounced (a difference of almost 90 burglaries per 100,000 population). 
After declining between August and September, burglary rates once again 
start to increase in the fall, peaking in a December high of 1259.9. The 
overall burglary time series presented in Figure 2-40 displays a steadily 
rising incidence of this type of criminal behavior, particularly between 
the years of 1972 and 1974 (+17.6%).
The crime of larceny (see Table 2-23 and Figure 2-41) is actually 
quite similar in its pattern of seasonality to the overall Uniform Crime 
Rate. It rises steadily throughout the year to the month of August (the 
peak month, with a mean Hypothetical Annual Rate of 2430.7 larcenies per 
100,000 population), drops substantially in September, rises briefly in 
October, and then declines for the remaining two months of the year.
Looking at the entire 96-month distribution of Hypothetical Annual Rates 
of larceny (see Figure 2-42), we see that this crime has increased 60.6% 
between 1968 and 1975, with the increases in 1974 (20.2%), 1975 (12.7%), 
and 1969 (10.5%) especially notable.
The final type of property crime for which we had F.B.I. data is 
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FIGURE 2-39
BURGLARY BY MONTH. WITHIN-YEAR DISTRIBUTION OF MEAN 
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FIGURE 2-40
BURGLARY BY MONTH. HYPOTHETICAL ANNUAL RATES. 
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FIGURE 2-41
LARCENY BY MONTH, WITHIN-YEAR DISTRIBUTION OF MEAN 
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FIGURE 2-42 
LARCENY BY MONTH. HYPOTHETICAL ANNUAL RATES. 
PER 100.000 POPULATION. FOR EACH OF 96 
CONSECUTIVE MONTHS. 1968-1975
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MOTOR VEHICLE THEFT BY MONTH, 
MEAN HYPOTHETICAL ANNUAL RATES 
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FIGURE 2-43
MOTOR VEHICLE THEFT BY MONTH. WITHIN-YEAR DISTRIBUTION OF 
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within-year distribution is interesting in that although it demonstrates 
an increase over the course of the year similar to many of the other 
crime-related time series which we have investigated, it does not peak 
in August and begin to decline at that point, as do so many of these other 
criminal behaviors. Instead, motor vehicle theft demonstrates its great­
est frequency in the month of October (a mean Hypothetical Annual Rate of 
478.2 motor vehicle thefts per 100,000 population). Conversely, the 
month of January is characterized by the lowest incidence of automobile 
thefts.
The behavior of this variable over the entire 96-month time period 
under study (see Figure 2-44) is also interesting, in that it is not 
increasing anywhere near as substantially over time as the other types of 
criminal activity which we have been discussing. The increase in motor 
vehicle thefts between 1968-1975 was 19.4% - by far the smallest rate of 
increase for any of the crime variables which we looked at in this study.
Finally, to make clearer the similarities and differences in the 
seasonality demonstrated by the crimes of robbery, burglary, larceny and 
motor vehicle theft, we converted the mean Hypothetical Annual Rates for 
these variables to PZ scores, which are presented in Figure 2-45. As can 
be seen, the seasonal patterns of robbery and larceny are very similar, 
differing only in their behavior at the end of the year. Larceny seems 
to follow a basically similar pattern, although its increase in the 
summer months is much more marked. Finally, the crime of motor vehicle 
theft is quite different from each of the other crimes against property, 
increasing steadily through the year, peaking late, and dropping dramati­
cally at year's end.
FIGURE 2-44
MOTOR VEHICLE THEFT BY MONTH, HYPOTHETICAL ANNUAL RATES. 
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FIGURE 2-45
ROBBERY. BURGLARY, LARCENY, AND MOTOR VEHICLE THEFT. MEAN 
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In attempting to summarize this information about the seasonality 
of various types of criminal behavior, we had expected to begin by 
cautioning the reader that, on the basis of the data analyzed in this 
study, it is difficult to make general statements about the seasonal dis­
tribution of crime. In other words, we expected that there would appear 
several somewhat different patterns of seasonality, depending upon which 
type of criminal activity was being look at. Even within the more specific 
categories of violent crime and property crime, we felt that we would find 
important variations and inconsistencies, thus preventing us from arriving 
at any meaningful generalizations about the seasonality of criminal 
behavior per se.
However, the results of this study revealed much more similarity 
between these various types of criminal act than we had expected. This is 
especially evident in the correlation matrix presented in Table 2-25, in 
which it can be seen that there is no correlation coefficient lower than 
.589 between any two categories of crime. While some of this high degree 
of association is undoubtedly accounted for by the fact that all of these 
categories of criminal behavior have been independently increasing over 
time in recent years, this does not negate the fact that there exists a 
surprising degree of similarity in the patterns of seasonality demonstrated 
by these diverse categories of illegal act.
In addition to this general observation, several particular patterns 
of seasonality stand out as well. First of all, the months of January 
through May rank relatively low with regard to all types of criminal 
activity. This is borne out by the fact that none of these five months 
placed higher than fifth in frequency in any of the crime categories 
examined in this study.
TABLE 2-25
INTERCORRELATIONS AMONG MONTHLY CRIME VARIABLES
1 2 3 4 5 6 7 8 9 10
1. Uniform Crime .939 .999 .779 .902 .856 .802 .936 .976 .763
Index
2. Violent .924 .922 .917 .879 .899 .945 .860 .712
Crime
3. Property .756 .894 .848 .783 .928 .982 .760
Crime
4. Homicide .831 .803 .851 .841 .666 .589
5. Aggravated .973 .657 .824 .882 .661
Assault
6. Forcible .607 .774 .836 .665
Rape
7. Robbery .903 .673 .624







Conversely, August unquestionably achieves the dubious distinction 
of being "the most criminal month." This is true both for crimes against 
the person and crimes against property. We find that August has the 
highest Mean Hypothetical Annual Rates for each of the following categor­
ies of crime: (a) the overall Uniform Crime Index, (b) violent crimes
generally, (c) property crimes generally, (d) aggravated assault, (e) 
forcible rape, and (f) larceny. August also ranks second in the crimes 
of homicide and burglary, and third in motor vehicle theft. In addition, 
it should be noted that crime of all types is also consistently higher 
than average in the adjacent months of July and September.
Finally, it is interesting to note that the month of December can 
be seen to demonstrate something of a "schizophrenic" quality in terms 
of the criminal activity taking place within its temporal parameters. On 
the one hand, December is characterized by fairly low Mean Hypothetical 
Annual Rates for the crimes of aggravated assault, forcible rape, larceny, 
and motor vehicle theft. On the other hand, however, it ranks highest in 
the crimes of homicide, robbery and burglary.
This chapter has been devoted to the descriptive presentation of 
the seasonality of a number of different social pathologies and social 
crises. We have seen that virtually all of the behaviors selected for 
study in this thesis demonstrate some consistent seasonal variation, 
although the specific patterns of variation are often very different.
What we wish to do now is to develop and test a general sociological 
theory, which will hopefully be able to explain at least some of the 
seasonal variations which we have been describing in this chapter.
Chapter III will present such a theory.
CHAPTER III
THE INDEX OF THE PACE OF SOCIAL LIFE
In the previous chapter, it was demonstrated that many different 
types of human pathology vary significantly during the course of the 
calendar year, occurring at certain times much more frequently than one 
would expect, solely on the basis of chance. Consistently, from year to 
year, certain months seem to generate, or at least to be characterized by, 
increased amounts of dysfunctional behavior. But why should this be the 
case? Why should people be more likely to die, or to become ill, or to 
commit a criminal act, at one particular time of the year than at another?
Certainly, to those directly involved in or affected by them, the 
occurrence of such personal crises would hardly appear to be predictable. 
Instead, the timing of the crisis is likely to be viewed as the seemingly 
chance occurrence of a particular event - e.g., the death of a loved one, 
a period of illness, victimization by a criminal act - at a particular 
point in time.
However, while this might appear on the surface to be a reasonable 
interpretation, it is a central contention of this thesis that such 
personal crises and social pathologies are not as unpredictable and 
random as they might seem. Rather, their occurrence is broadly structured 
over time, and it varies systematically and consistently within the course 
of the year.
In the previous chapter, we discussed how these crises are structured 
over time. Now, we must turn to the equally important question of why 
these particular seasonal patterns exist. It is the purpose of this
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chapter to develop and present a sociological theory which will hopefully' 
be able to explain at least some of those seasonal variations which were 
observed to exist. In this chapter, we will discuss this theory, its 
underlying rationale, and the method by which we intend to empirically 
test it. Then, in Chapter IV, we will look at the relationship between 
the independent variable upon which this theory is based, and the various 
dependent variables which we discussed in Chapter II.
The Causal Model To Be Tested
The theoretical model to be developed and tested in this thesis
begins with the basic sociological premise which was discussed in
Chapter I - that seasonal variations in human pathology are largely the
result of social phenomena. However, this theory attempts to be as
systematic and as precise as possible in its approach, so as to permit
empirical testing of the relationship between these sociological factors
and the pathologies discussed in Chapter II. Specifically, the following
variables have been incorporated into a sociological theory which has as
its goal the explanation of seasonal variations in pathology: (1) month
of the year, (2) macroscopic variations in "the pace of social life,"
(3) social stress, and (4) the incidence of various behavioral pathologies.
This theory can be stated via three basic propositions:
Proposition 1 : Far from being constant throughout the
calendar year, there exists marked and definable seasonal 
variations in "the pace of social life" within a society.
Proposition 2: Substantial change in the pace of social
life is likely to be stress-producing for individuals,
groups and social systems.
Proposition 3: The greater the stress being experienced
by individuals and groups within a social system at a
particular point in time, the greater the likelihood that
various behavioral pathologies will occur, as a direct 
result of these high stress levels.
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Putting these propositions together, it is the basic hypothesis of 
this thesis that the greater the change in the pace of social life within 
a society at a particular point in time, the greater the likelihood that 
ensuing periods in that society will be characterized by an increase in 
the incidence of such pathological behaviors as mortality, suicide, mental 
illness, and criminal behavior.
Diagrammatically, this theory is presented in Figure 3-1. As 
indicated, it can be seen to consist of two important "causal links," 
both of which are worthy of some discussion. Let us now turn our atten­
tion to these.
Causal Link #1: The Pace of Social Life, Social Stress
and Pathology
We have chosen to label the independent variable in this sociological 
theory "the pace of social life." This is a macro-level concept, and it 
refers to the nature and intensity of the social activities in which 
individual members of the larger social system are likely to typically 
be involved at a particular point in time, as well as the presence or 
absense of significant social events within the social system at that 
point in time.
The specific components of this "pace of social life" will become 
clearer when we discuss this concept in greater detail later in this 
chapter. However, it is important to clarify in general terms exactly 
what we mean by this concept, and perhaps even more importantly, to 
suggest how it. can be seen to affect the incidence of behaviors such as 
suicide, illness, and criminal behavior. To do this, it is advisable to 
briefly review the "life events" literature of the past decade and a 
half.
FIGURE 3-1 





















There has been considerable investigation, conducted at the indi­
vidual level of analysis, of the relationship between the experiencing 
of change in one’s life, and the subsequent occurrence of physical and/or 
psychological illness. Perhaps the most fruitful such approach has been 
the "life events” research, pioneered by Thomas Holmes and his associates 
(summarized in Holmes and Masuda, 1974). These investigators were 
interested in studying the relationships between (1) various social 
events which individuals are likely to experience during their lives,
(2) the amount of individual adjustment and adaptation required by these 
events, and (3) the subsequent onset of illness in those persons recently 
experiencing high amounts of change. It was their hypothesis that all 
changes in people’s lives, whether defined as socially desirable or not, 
necessitate adaptive behavior on the part of the individuals involved, 
and that situations requiring too much adaptation are likely to be stress- 
producing. They further theorized that the cumulation of such stresses 
within a relatively short period of time would make the individual more 
vulnerable to, and would increase the likelihood of, physical illness.
To investigate this hypothesis, Holmes and his associates worked to 
develop an empirical device which could measure the degree to which 
various social events require such adaptive behavior on the part of 
individuals experiencing the event. They did this by administering a 
questionnaire to respondent judges, in which they were asked to rank a 
comprehensive list of social events and changes, in terms of how much 
adaptation they felt that each would require. As a result of administering 
this questionnaire to large numbers of persons throughout the United 
States, Holmes and Rahe found that these respondent-judges were very con­
sistent in ranking the items. In their words:
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It is the degree of similarity between the populations 
within the sample that is impressive. The high degree of 
consensus also suggests a universal agreement between 
groups and among individuals about the significance of 
the life events under study that transcends differences 
in age, sex, marital status, education, social class, 
generation American, religion and race (Holmes and 
Rahe, 1967: 217).
On the basis of these results, Holmes and Rahe constructed the 
Social Readjustment Rating Scale (see Table 3-1). Social readjustment, 
as defined by these authors, "includes the amount and duration of changes 
in one's accustomed pattern of life resulting from various life events" 
(Holmes and Rahe, 1967: 213). and as used in the scale, it "measures
the intensity and length of time necessary to accomodate to a life event,
regardless of the desirability of this event" (Holmes and Rahe, 1967: 213).
The mean score designated for each event represents a relative ranking of 
the item in terms of the social readjustment required by the event. Thus,
the Social Readjustment Rating Scale provides a means of quantifying the
relative amount of change necessitated by a number of different social 
events and activities, each of which is likely to require some degree of 
adjustment on the part of individuals experiencing the event.
As can be seen in Table 3-1, the Social Readjustment Rating Scale 
ranges from (a) those social changes judged to have extreme impacts on 
the individual's need for adjustment, such as "Death of Spouse," with the 
maximum scale value of 100 points, and "Divorce," with 73 points, to (b) 
events having an intermediate scale value, such as "Pregnancy" (40 points), 
"Change to a Different Line of Work," (36 points), and "Assuming a Mortgage 
over $10,000" (31 points), to (c) events requiring a relatively small 
amount of adjustment, such as "Christmas" (12 points) and "Minor Violations 
of the Law" (11 points).
TABLE 3-1
THE SOCIAL READJUSTMENT RATING SCALE 
(HOLMES AND RAHE, 1967)
Mean Value
Rank Life Event (Scale of Impact)
1 Death of spouse 100
2 Divorce 73
3 Marital separation 65
4 Jail Term 63
5 Death of close family member 63
6 Personal injury or illness 53
7 Marriage 50
8 Fired at work 47
9 Marital reconciliation 45
10 Retirement 45
11 Change in health of family member 44
12 Pregnancy 40
13 Sex difficulties 39
14 Gain of new family member 39
15 Business readjustment 39
16 Change in financial state 38
17 Death of close friend 37
81 Change to different line of work 36
91 Change in number of arguments with spouse 35
20 Mortgage over $10,000 31
21 Foreclosure of mortgage or loan 30
22 Change in responsibilities at work 29
23 Son or daughter leaving home 29
24 Trouble with in-laws 29
25 Outstanding personal achievement 28
26 Wife begin or stop work 26
27 Begin or end school 26
28 Change in living conditions 25
29 Revision of personal habits 24
30 Trouble with boss 23
31 Change in work hours or conditions 20
32 Change in residence 20
33 Change in schools 20
34 Change in recreation 19
35 Change in church activities 19
36 Change in social activities 18
37 Mortgage or loan less than $10,000 17
38 Change in sleeping habits 16
39 Change in number of family get-togethers 15
40 Change in eating habits 15
41 Vacation ' 13
42 Christmas 12
43 Minor violations of the law 11
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Once the Social Readjustment Rating Scale had been constructed,
Holmes and his associates used it to investigate directly the relation­
ship between the adjustment required by various social events, and the 
incidence of physical illness. By interviewing respondents as to the 
types and amounts of change to which they had recently been subjected, 
and the patterns of illness characterizing their lives, they found support 
for their hypothesis that the amount of social readjustment required by 
high degrees of change was an important causal factor in the incidence of 
illness (Rahe and Holmes, 1970a; 1970b; Holmes and Masuda, 1974). For 
example, it was found that individuals experiencing more than 150 "life- 
change units" - obtained by totalling the mean values of all of the life 
events experienced - in the course of a year's time, were much more likely 
to be. physically ill within the following two-year period. Furthermore, 
as individual life-change scores increased, so too did the percentage of 
persons experiencing illness increase as well. This relationship was found 
to hold for a number of diverse types of illness - even to the incidence 
of injury among college football players (Holmes, 1970). Finally, the 
higher an individual's life-change score, the more severe the illness 
which he/she was likely to experience, at least in the case of chronic 
illnesses (Wyler, Masuda, and Holmes, 1968; 1970).
A number of subsequent investigators have applied this theoretical 
approach to the study of psychological illness, and have found evidence 
to suggest that the need for social readjustment may similarly be a 
causal factor in the generation of various types of psychiatric disorder 
as well. For example, Myers and his associates (Myers, Lindenthal and 
Pepper, 1971; Myers et al, 1972) reported a general relationship to exist 
between life events and psychiatric symptomology, Markush and Favero
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(1974) observed significant associations between LCU scores and depressed 
mood and psychophysiological symptom socres. Paykel and his associates 
(Paykel et al, 1969; Paykel, 1974) discovered a significant excess of 
life events prior to the onset of depressive disorders and suicide attempts. 
And Brown and Birley (Brown and Birley, 1968; Birley and Brown, 1970) found 
life events to cluster before the onset of schizophrenia.
Over time, an increasing number of sociologists, psychiatrists and 
psychologists have become involved in the study of life events and their 
consequences (cf., Dohrenwend and Dohrenwend, 1974b, Gunderson and Rahe, 
1974). The application of the Social Readjustment Rating Scale, or 
devices very similar to it, has been extended to include a number of 
diverse physical and psychological phenomena. Although the entire life- 
events approach is presently the focal point of several important con­
ceptual and methodological controversies (cf., Dohrenwend and Dohrenwend, 
1974a), the balance of evidence does seem to strongly support the assertion 
that changes of this nature are likely to have at least some adverse effects 
upon individuals.
Causal Link #2; Seasonal Variations in the Pace of Social 
Life as a Macro-Level Stressor
In the preceding discussion, we spoke of "life events," and their 
possible consequences. The central theme of this discussion was that 
experiencing a substantial number of "life change units" within a relatively 
short period of time has the potential to produce serious problems for 
individuals - problems which might conceivably manifest themselves as 
physical illness, psychological disturbance, suicide, etc.
Now, to extend this line of reasoning to the present research problem, 
we are suggesting that, just as stressful life events can be viewed as
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clustering within the lives of certain individuals in society more than 
others, it is also possible to view stressful life events as clustering 
more at certain times of the year than others, with the result being 
that, for certain individuals in society, stress, readjustment, and, in 
many instances, pathology, are produced. Thus, we are assuming that the 
types of social events and activities found by Holmes and others to be 
stressful and disruptive to individuals are not randomly distributed 
throughout the course of the calendar year. Instead, they tend to "cluster" 
at certain periods. This means that, if the reasoning underlying and the 
results produced by the life events research has been correct, we should 
expect those periods of the year which are characterized by such a con­
centration of social events and activities to be somewhat more unsettling 
for and disruptive to the individual members of society, than those periods 
of the year marked by a relatively low incidence of these events and 
activities. Similarly, if the proposition holding that a cumulation of 
life events within a relatively short period of time has the potential to 
generate pathology is also correct, then we should expect to witness an 
increase in various social pathologies in the months directly following 
these periods marked by an unusually "fast" pace of social life, as people 
make their responses to these stress-producing circumstances.
However, the basic claim that the distribution of life events and 
social activities over time is likely to be marked by periods of concen­
tration during certain months of the year raises a number of important 
questions. Why should we expect this pace of social life to display a 
within-year periodicity? Why doesn’t this social phenomenon remain 
relatively constant throughout the year? What characteristics of either 
(a) the larger social system or (b) different periods of the calendar
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year might account for such variations? In seeking to answer these 
questions, we feel that it is necessary to take into account three sets 
of factors in any society which have the potential to produce the 
within-year variations in the pace of social life of which we are speaking. 
These can be identified as (1) Cultural Factors, (2) Economic Factors, 
and (3) Climatological Factors. Let us now look at each of these briefly.
Cultural factors. Certainly, the culture of a society is one of 
the most important factors determining the seasonality of the pace of 
social life within that society. Perhaps the most obvious way in which 
this occurs is through institutionalized customs and norms, which determine 
the appropriate temporal placement of a number of diverse social events 
and social activities. For example, the culture of American society 
"determines" when holidays will occur, and what types of activities will 
typically be associated with these holidays. Similarly, culture determines 
when children below a certain age will be in school, and, conversely, when 
they will observe vacation periods. Somewhat less formally, culture 
helps to determine when weddings will be most likely to take place, when 
workers will be likely to take vacations from their jobs, at what periods 
of the year people will be participating in various recreational activities, 
etc.
One point which might perhaps be emphasized here is the degree to 
which many of these culturally-determined variations in the pace of 
social life are likely to be related to one another. For example, having 
children out of school at a particular period of the year is likely to make 
family vacations much more likely at that time, which may, in turn, increase 
the likelihood of families traveling to take part in certain types of 
recreational activities or to visit friends or relatives, etc. In this
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sense, then, we may expect certain periods of the year to be characterized 
by a concentration of various social events and social activities.
Economic Factors. Certainly, the economy of a society is an impor­
tant part of that society's culture. Thus, the distinction being made 
here between "cultural factors" and "economic factors" is one of emphasis, 
rather than an attempt to make a firm conceptual distinction between two 
independent, separable social phenomena. The important point to be made 
here is that there can be important seasonal variations in the pace of 
social life arising from within the economic institution of society. For 
example, in American society there exist patterns of seasonality in such 
economic phenomena as consumption patterns, sales, production requirements, 
and job availabilities. The relationships between these economic fluctua­
tions and a number of the life events cited by Holmes and Rahe and others 
is obvious, particularly in a society which places as great a value on 
the occupational aspect of life as ours does.
Climatological Factors. A final set of factors which are likely to 
be important in determining within-year changes in the pace of social 
life is the seasonal variation in a number of various climatological 
factors - e.g., temperature, humidity, precipitation, etc. Thus, although 
we reject climatological conditions as a necessary and sufficient explan­
ation for seasonal variations in pathology in a direct causal sense, we do 
see them as a very important indirect causal factor - "indirect" in the 
sense that they operate through variations in the pace of social life, 
which, in turn, produce the seasonality of pathology which we have 
discovered to exist.
Perhaps the most significant way in which climatological factors act 
as important "indirect" causes of seasonal variations in pathology stems
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from the fact that weather conditions provide the context in which 
social behavior takes place. Thus, we can expect that many of the 
social events and activities at any particular time of the year will 
reflect these climatological influences to some degree. For example, 
weather factors typically help determine what types of activities people 
will engage in during their spare time, who and in what interactional 
context they will be likely to spend time with, when they will take part 
in activities such as building or remodeling a home, etc. Similarly, 
from a more macroscopic perspective, weather can exert a substantial 
seasonal impact upon the economic, business and industrial realms of 
modern life. For example, bad weather may tend to keep people in their 
homes, thus reducing retail sales, while periods of very hot weather are 
likely to spur the demand for certain goods and services.
It is probably not overstating the case to suggest that this "indirect" 
impact of climatological factors upon patterns of social behavior is tre­
mendous, particularly when viewed in the historical context that many of 
the cultural and economic factors just discussed probably had their origins 
as specific responses to climatological conditions - e.g., viewing the 
summer as a good time for a wedding, because the weather is generally 
favorable; making the initial establishing of policy within the educational 
institution not to hold school for children in the summer, so that they 
might help with the harvest; the celebration of holidays strategically 
placed during the year, which may have had the effect of boosting morale 
in the face of the long, hard winter, ate. In this regard, it is probably 
correct to assume that climatological conditions have had at least some 
influence in determining the seasonality of virtually all aspects of the 
pace of social life in one way or another. And, for present purposes,
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not only is this fact important in-and-of-itself, but it also serves to 
demonstrate once again the interrelationships which are likely to exist 
within and between these various cultural, economic, and climatological 
factors, as they interact together to produce the specific patterns of 
seasonality in the pace of social life which characterize contemporary 
American society.
The possible connection between climatological factors, social
factors, and seasonal variations in pathology have been suggested by
various researchers, primarily with regard to criminal and/or violent
behavior (e.g., Cohen, 1941; Kaplan, 1961; Schwartz, 1968; Carroll, 1977).
A typical statement of this relationship is offered by Brearley (1932):
If the extent or type of crime is seriously affected by 
meteorological conditions, it seems likely that the indirect 
effect is greater than the influence of the weather itself.
For example, in winter the scarcity of food may produce a 
greater incentive toward thievery while the long nights give 
a better opportunity for such an undertaking. Similarly, in 
summer the increase of outdoor life and social gatherings 
may result in more personal conflicts leading to fighting 
and homicide. . . .  In many other ways the weather may be 
an indirect influence upon crime, as by attracting migratory 
workers during the rush of harvest, by causing seasonal 
unemployment, by increasing the need for food and clothing 
during winter, etc. (198).
Thus, we are not suggesting that the effects of weather upon the 
seasonality of pathology should be denied any relevance whatsoever; rather, 
we are cautioning that they should be placed in their proper perspective.
And the evidence seems to suggest that, both contemporarily and historically, 
climatological factors do exert an important indirect influence upon the 
periodicity of pathology, by mediating, and at times, even interacting 
with, social events, activities, and conditions.
To summarize, the present study attempts to take the theoretical 
frameworkof, and the empirical findings produced by, the "life events"
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tradition of social psychological research, and apply its knowledge of 
the relationships between life events, stress and subsequent patterns 
of illness and behavioral disorder to the macro level of analysis. Thus, 
although this study will be concerned with "life events" and their effects, 
it will translate these variables into a macro-level concept - the pace of 
social life within a social system. Then, through the use of general 
population rates and data pertaining to the social system in its entirety, 
the attempt will be made to determine those periods of the year which 
are characterized by a clustering of such life events, and to relate those 
periods to the incidence of the various pathologies which we have discussed.
This research strategy is not without its problems, however. One 
limitation inherent in this approach stems from the fact that, since this 
study does focus upon the macro, rather than the individual, level of 
analysis, it is admittedly not in a position to directly investigate the 
operation of any particular intervening psychological processes within 
specific individuals. Nor is it able to demonstrate that it is those 
individuals most directly affected by changes in the pace of social life 
who suffer from the consequences of stress, and therefore take part in 
some form of pathological behavior. For these reasons, then, this study 
is not immune to the criticisms of those who would attack research at the 
social system-level of analysis as a means of explaining individual behavior 
(e.g., Robinson, 1950; Clausen and Kohn, 1954).
While we are aware of, and feel obligated to alert our readers to, 
the possible dangers inherent in "the ecological fallacy" - i.e., the 
inability to empirically document the existence of a particular social 
psychological process occurring in a particular class of individuals in 
response to a particular set of life circumstances - we do not feel that pre-
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occupation with this problem should overshadow what this study is 
attempting to do, and why. In the previous chapter, we discussed the 
practical and methodological reasons for making the decision to conduct 
this research at the aggregate, system-level of analysis, and there is 
no need to repeat those reasons here. However, there are also several 
more substantive reasons for our research strategy, which we might 
briefly discuss here.
First of all, it is obvious that we are "assuming,” not proving, 
the operation of certain social psychological processes in the causal 
scheme presented back in Figure 3-1. However, this would seem to be a 
relatively safe assumption, in view of the fact that more than a decade 
of research carried out at the individual level of analysis has demon­
strated that the cumulation of significant life events is related to 
physical illness and/or other types of pathological behavior. To be 
sure, we do not yet know the exact mechanisms, or all of the moderating 
factors, within this process; however, it is likely that only a small 
increment of knowledge would have been gained by yet another design 
focusing upon life events at this level of analysis. But what is 
presently not well understood is how such personal crises are structured 
by and scheduled within the larger social system. Thus, by taking as its 
point of departure the knowledge which has come out of psychosomatic 
medicine and the psychology of stress, the unique contribution which 
this study hopes to make is to extend this line of reasoning to the 
purely sociological level of analysis, by examining socially-patterned 
macroscopic changes occurring within the social system.
In addition, and of equal importance, is our belief that the concepts 
and reasoning being employed here can and should be viewed as constituting
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a truly structural theory. In other words, as we are using these terms 
in this thesis, the "pace of social life11 and "social stress" should be 
regarded as representing global properties of social systems, describing 
basic characteristics of society in its entirety. This is because we 
see it as likely that all, or certainly most, members of the society will 
be somehow affected by the variations in these phenomena during the year. 
Thus, rather than talking about racially-mixed neighborhoods, or cities 
in which a certain percentage of the population is unemployed - situations 
in which some members of a larger social system share a particular quality 
and others don't - we are referring in this study to variations in social 
events, activities and relationships which are likely to be much more 
"universal" in their effects. To be sure, there will be in operation 
various social selection processes, as well as individual variations in 
vulnerability - or perhaps even predisposition - to the types of pathology 
being studied here, both of which will serve to determine who among the 
population is likely to be so dramatically affected by these factors that 
social pathology is the outcome. We would certainly not deny that the 
determination of who these particular individuals are and why they are 
so affected are important and fascinating questions. However, they are 
questions beyond the scope and goals of a study such as this one.
The Pace of Social Life 
To summarize what we have said so far, it is the basic hypothesis 
of this study that changes in the pace of a broad spectrum of social 
activities are seasonally structured, and that it is the concentration 
of such changes during certain periods of the year which is instrumental 
in producing a high frequency of personal crises at these, or at subse-
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quent, times. Thus, from this perspective, the periods of greatest 
change in the pace of social life are not randomly distributed over
time, as might be expected. Rather, they are concentrated, and, at least
to some extent, then, they should be- predictable.
It is extremely important to note that, as we are using the term in 
this thesis, the "pace of social life" refers to the amount of social 
readjustment required by, and the potential stress inherent in, the various 
activities, relationships and occurrences characterizing a social system 
at a particular point in time. Consistent with the life events approach 
discussed earlier, the major common denominator running through the various 
components of the overall pace of social life is the idea of change - i.e.,
the disruption of the status quo, and the necessity for individuals to
adjust to that disruption.
In this regard, it is important to note that we are not suggesting 
that it is necessarily a movement toward a "faster" pace of social life 
which determines the relative "stressfulness" of a particular time of the 
year. In fact, from the standpoint of our theory, the direction of this 
movement is largely irrelevant. Instead, what is important is the relative 
magnitude of the disruption generated by, or at least inherent in, that 
particular level of social activity. To be sure, many social events and 
activities necessarily do imply a movement in the direction of an "increased" 
pace of life. However, as the life events literature has generally 
suggested, any significant change in a person's life situation or life­
style - whether that change represents "a speeding up" or "a slowing down"
- is likely to require substantial readjustment on the part of that 
individual.
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This conceptualization seems to mark a rather significant departure 
from the formulation offered by Durkheim in his explanation of seasonal 
variations in suicide rates. Although he is not completely clear on this 
point, it appears that Durkheim is positing a positive, linear relation­
ship between the general level of social life in society at a particular 
point in time, and the likelihood of suicide occurring then. Thus, 
according to Durkheim, when social life is moving "quickly," and is marked 
by active, intense social relationships, then stress is presumably being 
produced within certain individuals in society, and we can expect at least 
some of these troubled individuals to contribute to an increase in the 
suicide rate. Conversely, as the pace of social life abates, and loses 
this speed and intensity, the incidence of suicide should similarly decline.
Obviously, this is very different from what we mean when we speak of 
variation in the pace of social life. According to our use of the concept, 
when we compare the relative pace of social life at several points in 
time, we are simply looking at the comparative amounts of change, and the 
resulting demands for social readjustment, which are being placed upon the 
members of that social system. Paradoxically, this can mean that the pace 
of social life is changing dramatically, when, in fact, some of the specific 
changes producing that increase are actually in the direction of less 
frequent or less intense social activity.
Operationalizing the Pace of Social Life
The desire to operationalize a macro-level concept like the pace of 
social life, for a large-scale social system such as a community, a 
state, or an entire society, immediately presents the researcher with a 
number of methodological problems and questions. For example, what types 
of social events and activities are likely to be most relevant here?
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What types of indicators might best be used to represent these events 
and activities? Should an attempt be made to assess the relative effects 
of these various social events and activities? Should these events and 
activities be combined into some kind of composite index, and if so, how? 
Although intuition and personal experience would seem to suggest that the 
pace of social life does in fact vary substantially over the course of 
the year, such subjective "evidence" hardly constitutes the basis for 
objective study.
Unfortunately, the answers to these questions did not appear likely 
to be found in previous research in this area, for social scientists have 
been even less interested in studying seasonal variation in "normal" 
forms of social behavior than they have in studying the seasonal distribu­
tion of pathologies reviewed earlier. As Michelson (1971) points out, in 
introducing what is one of the few empirical studies to date actually con­
sidering this question, "Sociological literature provides virtually no 
clue as to seasonal shifts in patterns of interaction or participation 
. . ." (1073).
Michelson's own study compared the interpersonal interactions and 
organizational participation of a sample of 173 Toronto housewives during 
a winter month (February) and a summer month (June). One of the main 
conclusions reached by Michelson was that " . . .  the data show that social 
participation is more seasonally volatile than sociological literature 
has acknowledged" (1078). For example, Michelson observed a general 
increase in participation, from February to June, in attending or partici­
pating in sports events (+28%), attendance at religious services (+16%), 
and pleasure reading (+13%). Conversely, the following activities demon­
strated a substantial decline when these two months were compared: employ­
188
ment (-41%), participating in arts and crafts (-29%), taking educational 
courses (-21%), attending associations or meetings (-21%), and using the 
telephone (-15%). Finally, there were also a number of activities which 
appeared to show "no marked change" from winter to summer months. These 
included shopping for sundries, attending movies, shopping for clothes, 
attending parties or suppers in the home, eating at restaurants, attending 
plays or concerts, watching television, sewing or knitting, and playing 
musical instruments or singing.
Michelson also expected to find variations in social relationships 
involving family and friends from winter to summer, as expressed in the 
following hypotheses:
a) Contact among propinquitous friends and relatives will 
increase in summer since informal, outdoor exposure among 
neighbors will increase with warm weather. In colder 
weather, spontaneous interaction declines in favor of 
more formal, planned contacts.
b) In warm summer weather, people will Increase their 
contact with friends at the relative expense of contact 
with kin, given the elastic, voluntaristic nature of 
friendship ties. This expectation is based on the
premise that ’blood is thicker than water,’ or that
cold weather inhibits contact less among relatives than 
among friends (1971: 1975).
In putting these hypotheses to the test, it was found that contact with
nearby friends and relatives did in fact increase when June was compared
with February. However, the hypothesized relationship between summer
months and decreased contact with kin failed to materialize. In fact,
As the weather became warmer, the number of people who, 
within their neighborhoods, saw their relatives as much or 
more than their friends, when this had not been the case 
during the winter, rose sharply. More people experienced 
this trend 'toward relatives’ than experienced the opposite.
. . . the same relationship occurs when viewing contact 
with friends and relatives living outside the immediate 
environment; people who started to see relatives more 
frequently than friends with the onset of summer were again 
found more numerous (1079).
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Thus, Michelson’s findings seem to clearly indicate that there does 
exist at least some within-year variation in a number of social activities 
and relationships. However, while certainly relevant to the problem 
currently being grappled with here, there are several methodological 
features of Michelson’s study which limit its overall applicability to 
the present research question to some extent. For one thing, Michelson 
was only concerned with obtaining a very general comparison between 
levels of activity in the winter versus those in the summer. Therefore, 
to accomplish his purposes, he was able to compare only two months of 
the year - February and June - to get the kind of information which he 
desired. We, on the other hand, are concerned with obtaining this kind 
of comparative information regarding the pace of social life for each of 
the twelve months of the year. Also, there is really no way of knowing 
(although intuition might suggest a negative answer) whether the particular 
aspects of interpersonal interaction and social participation which 
Michelson selected to study represent a relatively inclusive catalogue 
of those aspects of social life which are most likely to generate the
types of stress which this study views as its crucial intervening process.
Constructing the Index of the Pace of Social Life 
Our goal at this point was to come up with a means by which monthly 
variations in the types of social events and processes in which we were 
interested could be meaningfully measured for the nation as a whole.
This would allow us to categorize each of the 132 months under study as
ranking comparatively high or low in terms of the amount of social re­
adjustment-requiring social activities occurring within that month. Only 
in this manner could we document, or, if necessary, refute, our basic
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assumption that the pace of social life in modern society does in fact 
vary seasonally.
From the onset, we were relatively certain that no single measure 
would be sufficient to measure a concept as amorphous and complex as "the 
pace of social life." Thus, we set out to establish a composite index 
which would be capable of representing this concept. As is the case 
with any type of index construction, it was necessary to proceed through 
a number of logical steps before ultimately arriving at our Index of the 
Pace of Social Life. Let us now briefly discuss each of these steps.
The Selection of Indicators
The results obtained from the empirical use of any theoretical con­
cept are only as meaningful as the researcher's selection of appropriate 
indicators to measure that concept are valid. Because of its highly 
abstract nature, its macro-level focus, and the general unavailability of 
related empirical research, the selection of indicators for the Index of 
the Pace of Social Life seemed especially problematic. For one thing, we 
really didn't have a clear picture of exactly what types of social 
activities and events should be included as important dimensions of this 
index. Nor were we completely knowledgeable regarding the kinds of data, 
contained in various macro-level secondary sources, which would be 
available to serve as indicators for those dimensions ultimately selected.
In seeking valid dimensions of our concept, and meaningful and valid 
empirical indicators of those dimensions, we tried to think of all con­
ceivable social activities, events and relationships which would meet the 
four following criteria: (1) which would be likely to require social
readjustment on the part of individuals experiencing them, (2) which
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might reasonably be expected to demonstrate some degree of seasonal 
variation during the year, (3) the occurrence of which at a particular 
point in time would be likely to affect a sizeable portion of the overall 
population, and (4) for which appropriate archival data would exist.
In addition, we saw it as very important that our selection of 
dimensions and indicators be as exhaustive as possible, at least within 
the limitations posed by the availability of the statistical information 
collected and processed by secondary sources. This is because, in con­
structing the Index of the Pace of Social Life, we were attempting to 
identify and operationalize as much of the entire "population" of relevant 
social activities and events as possible, in order to establish, in 
quantitative terms, the relative amount of "stress" characterizing the 
social system at each of 132 points in time. Since, as conceptualized 
here, each of these monthly "stress levels" is actually the sum total of 
a number of more specific social phenomena and social processes - them­
selves probably demonstrating a number of very different patterns of 
variation within the course of the year - it was necessary that we success­
fully take account of the monthly incidence of each of the unique, 
individual social factors which might contribute to this overall stress 
level. To the extent that this attempt was not successful, and omitted 
a number of these important components, we ran the risk of having as our 
end result an index which, although perhaps displaying substantial within- 
year variation, was so incomplete as to make it virtually meaningless as 
a true measure of the overall pace of social life. The converse to this 
was also seen as an important consideration, in that we felt it necessary 
that our selection of dimensions and indicators be as nonredundant as 
possible. In other words, just as the validity and utility of the Index
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of the Pace of Social Life required that we take explicit account of each 
of its component parts in the process of operationalization, it was 
likewise important that we be careful to avoid overrepresenting any of 
these components, by including in the index two or more indicators which 
were actually different manifestations of the same basic social activity 
or event.
The search for relevant indicators for the Index of the Pace of 
Social Life was guided by intuition, past experience in attempting to 
construct such a device (Farrington, 1974), and Holmes and Rahe's Social 
Readjustment Rating Scale. Generally speaking, two basic procedures were 
used to generate items. First, we went carefully through the Social 
Readjustment Rating Scale, and tried to identify all of those items which 
might be meaningfully operationalized at the macro level of analysis. 
Conversely, we also tried to think of all possible macro level variables 
and/or data sources which might conceivably provide items for this index, 
after which we checked to see if there existed some roughly-corresponding 
category of item in the Social Readjustment Rating Scale. Those items 
which were successfully "validated" by this procedure as indicators of 
stress-producing life events, capable of operationalization at the level 
of the national social system, were selected for inclusion in the index. 
In addition, to insure that no stone was left unturned in this search for 
potential indicators, we also consulted a number of other composite 
measures of life events, which are similar to the Social Readjustment 
Rating Scale in their intent, but different to varying degrees in terms 
of their specific component items (e.g., Murphy et al, 1962; Antonovsky 
and Kats, 1967; Brown and Birley, 1968; Myers et al, 1972; Cochrane and 
Robertson, 1973).
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The Indicators Selected for the Index of the Pace of 
Social Life
Using the procedures just outlined, we conducted an exhaustive 
search for indicators, and data sources appropriate to these indicators, 
which could be included in the Index of the Pace of Social Life. As was 
the case in our search for dependent variables relevant to this study, we 
were specifically looking for macro-level indicators suggestive of impor­
tant social events and activities, for which data would have been routinely 
collected by state or private agencies on a monthly basis.
In our opinion, this search for indicators was very successful, in 
that a total of 30 different indicators were selected for final inclusion 
in the Index of the Pace of Social Life. These are presented in Table 3-2, 
along with the secondary sources from which the data came. As can be seen 
in this table, the items selected represent a wide range of social events 
and activities, relating to many different aspects of contemporary 
American lifestyle.
It is important to note that very few of the items making up the 
Index of the Pace of Social Life are the dramatic, "earth-shattering” 
types of personal crisis which one might intuitively expect to lead to 
stress - and, ultimately, to the kinds of pathology with which this study 
is concerned. Indeed, many of these social events and activities are 
quite routine, and would hardly be viewed as unpleasant or problematic 
by those experiencing them. However, the inclusion of these types of 
items in this index is consistent with one of the most important - albeit 
ironic - conclusions to be drawn from the life events research to date.
This is the fact that disruptions in one's life do not have to be 
traumatic, or, for that matter, even undesirable, to trigger the kinds
TABLE 3-2
INDICATORS UTILIZED IN THE INDEX OF THE PACE OF SOCIAL LIFE
Indicator 
it of Mortalities in X Month
it of Divorces in X Month
it of Hospital Admissions 
in X Month
it of Employed Persons with a 
Job but not at Work in X Month, 
by Reason of Illness
it of Marriages in X Month
Rate of Job Separations in 
Manufacturing in X Month
Separations from Active Duty 
in Armed Forces in X Month
Data Source
U.S. Department of Health, 
Education, and Welfare. 
National Center for Health 
Statistics.
U.S. Department of Health, 
Education, and Welfare. 
Public Health Service.
American Hospital Association.
U.S. Department of Labor.
Bureau of Labor Statistics.
U.S. Department of Health, 
Education, and Wfelfare. 
National Center for Health 
Statistics.
U.S. Department of Labor.
Bureau of Labor Statistics.
U.S. Department of Defense. 
Defense Manpower Data Canter.
Corresponding to 
SRRS Item it
1. Death of Spouse
5. Death of Close Family Member
17. Death of Close Friend
2. Divorce
6. Personal Injury or Illness 
11. Change in Health of Family 
Member
6. Personal Injury or Illness
11. Change in Health of Family
Member
7. Marriage
8. Fired at Work




8. //of New Claims for Unemployment 
Insurance, State Programs, in
X Month
9. //of OASDHI Cash Benefits Awarded 
to Retired Workers in X Month
10. // of Births in X Month
11. Gross Average Weekly Earnings 
of Production or Nonsupervisory 
Workers on Private Nonagricul- 
tural Payrolls, 1967 Dollars
12. Amount of Money Spent at Retail 
Stores in X Month (in millions 
of dollars)
13. Rate of Job Accessions in 
Manufacturing in X Month
14. New Mortgage Loans Closed, All 
Savings and Loan Associations, 
in X Month (in millions of 
dollars)
Data Source
U.S. Department of Labor. 8
Bureau of Labor Statistics.
U.S. Department of Health, 10
Education, and Welfare.
Social Security Administration.
U.S. Department of Health, 12
Education, and Welfare. 14
National Center for Health 
Statistics.
U.S. Department of Labor. 16
Bureau of Labor Statistics.
U.S. Department of Commerce. 16
Bureau of Economic Analysis.
U.S. Department of Labor. 18
Bureau of Labor Statistics.
U.S. Department of Commerce. 20






Gain of New Family Member
Change in Financial State
Change in Financial State
. Change to Different Line 
of Work




15. # of Real Estate Foreclosures 
in X Month
16. % of Colleges and Universities 
Beginning or Ending Classes in 
X Month
17. Accessions to Active Duty in 
Armed Forces in X Month
18. % Elementary and Secondary 
Schools Beginning or Ending 
Classes in X Month
19. Average Weekly Gross Hours of 
Production of Nonsupervisory 
Workers on Private Nonagricul- 
tural Payrolls in X Month
20. # of Workers Involved in Work 
Stoppages Beginning in X Month
21. # of New One-Family Homes 
Sold in X Month
+
Existing Single-Family Home 
Sales in X Month
Data Source
U.S. Department of Commerce. 
Bureau of Economic Analysis.
U.S. Department of Health, 
Education, and Welfare. 
Office of Education.
U.S. Department of Defense. 
Defense Manpower Data Center
U.S. Department of Health, 
Education, and Welfare. 
Office of Education.
U.S. Department of Labor. 
Bureau of Labor Statistics.
Corresponding to
SRRS Item #
21. Foreclosure of Mortgage 
or Loan
23. Son or Daughter Leaving 
Home
27. Begin or End School
23. Son or Daughter Leaving 
Home
27. Begin or End School
31. Change in Work Hours or 
Conditions
U.S. Department of Labor. 
Bureau of Labor Statistics.
U.S. Department of Commerce. 
Bureau of Economic Analysis.
31. Change in Work Hours or 
Conditions
32. Change in Residence
National Association of Realtors* 




22. Highway Use of Motor Fuel in 
X Month (in thousands of 
gallons)
23. Amount of Money Spent at Eating 
and Drinking Places in X Month 
(in millions of dollars)
24. Amount of Money Spent at 
Liquor Stores in X Month 
(in millions of dollars)
25. Estimated Receipts of Hotels, 
Motels, Tourist Courts,
Trailer Parks, Camps, etc.
in X Month (in millions of 
dollars)
26. Estimated Receipts of Motion 
Pictures, Amusement and 
Recreational Services in
X Month (in millions of dollars)
27. Total Consumer Credit 
Outstanding at End of X Month 
(in millions of dollars)
28. # of Employed Persons with a 
Job but not at Work in X Month, 
by Reason of Vacation
Data Source
U.S. Department of Transpor­
tation. Federal Highway 
Administration. Bureau of 
Public Roads.
U.S. Department of Commerce. 
Bureau of Economic Analysis.
U.S. Department of Commerce. 
Bureau of Economic Analysis.
U.S. Department of Commerce. 
Bureau of the Census.
U.S. Department of Commerce. 
Bureau of the Census.
U.S. Department of Commerce. 
Bureau of Economic Analysis.
U.S. Department of Labor. 
Bureau of Labor Statistics.
Corresponding to
SRRS Item #
34. Change in Recreation 
39. Change in Number of 
Family Get-Togethers
34. Change in Recreation
36. Change in Social 
Activities
34. Change in Recreation
Change in Social Activities
34. Change in Recreation
34. Change in Recreation








29. of Major Holidays in 
X Month
30. // of Uniform Crime Index 
Offenses in X Month
Newspaper Enterprise 
Association, Inc.
U.S. Department of Justice. 
Federal Bureau of 
Investigation.
42. Christmas






of internal processes which might conceivably lead to subsequent problems 
for that individual.
Earlier in this chapter, we discussed the need for our index to be 
as exhaustive as possible in its operationalization of the various com­
ponents of the pace of social life, in order to guarantee its validity as 
a measure of that concept. Although we certainly viewed ourselves as 
frotunate to have at our disposal the Social Readjustment Rating Scale, 
which seemed to be composed of a wide variety of stress-producing events 
and activities, we could only reap its full benefits if we were ourselves 
able to successfully operationalize the majority of these items at the 
macro level. For this reason, we saw it as very important that we "cover 
the field" of items contained in the Social Readjustment Rating Scale to 
the highest degree possible.
In this regard, we feel that it is important to note that 26 of the 
43 items in the Social Readjustment Rating Scale (60%) are, in one way or 
another, represented in the Index of the Pace of Social Life (see Table 
3-3). Perhaps of greater significance is the fact that we were able to 
successfully operationalize an even higher proportion of those events and 
activities which Holmes and Rahe found to be especially stressful. This 
is demonstrated by the fact that the Index of the Pace of Social Life 
contains items at least roughly analagous to 15 of the 21 items (71%) 
receiving social readjustment scores of 30 or above in the Holmes-Rahe 
scale.
Conversely, sixteen of the items in the Social Readjustment Rating 
Scale resisted our attempts at operationalization. This occurred either 
(1) because it turned out that the necessary statistical information is 
not recorded on a monthly basis by the appropriate secondary source (e.g.,
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TABLE 3-3
ITEMS FROM THE SOCIAL READJUSTMENT RATING SCALE 
INCLUDED IN THE PACE OF SOCIAL LIFE 
(INDICATED BY ASTERISK)
Mean Value
Rank Life Event (Scale of Impact)
* 1 Death of spouse 100
* 2 Divorce 73
3 Marital separation 65
4 Jail term 63
* 5 Death of close family member 63
* 6 Personal injury or illness 53
* 7 Marriage 50
* 8 Fired at work 47
9 Marital reconciliation 45
*10 Retirement 45
*11 Change in health of family member 44
*12 Pregnancy 40
13 Sex difficulties 39
*14 Gain of new family member 39
15 Business readjustment 39
*16 Change in financial state 38
*17 Death of close friend 37
*18 Change to different line of work 36
19 Change in number of arguments with spouse 35
*20 Mortgage over $10,000 31
*21 Foreclosure of mortgage or loan 30
22 Change in responsibilities at work 29
*23 Son or daughter leaving home 29
24 Trouble with in-laws 29
25 Outstanding personal achievement 28
26 Wife begin or stop work 26
*27 Begin or end school 26
28 Change in living conditions 25
29 Revision of personal habits 24
30 Trouble with boss 23
*31 Change in work hours or conditions 20
*32 Change in residence 20
33 Change in schools 20
*34 Change in recreation 19
35 Change in church activities 19
*36 Change in social activities 18
*37 Mortgage or loan less than $10,000 17
38 Change in sleeping habits 16
*39 Change in number of family get-togethers 15
40 Change in eating habits 15
*41 Vacation 13
*42 Christmas 12
*43 Minor violations of the law 11
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"Jail term," "Change in schools," "Wife begin or stop work"), (2) because 
we could not think of a macro level indicator which even closely represented 
the social process embodied in the Social Readjustment Rating Scale item 
(e.g., "Change in church activities," "Change in responsibilities at 
work," "Business readjustment"), or (3) because the event was of such a 
personal, nonpublic nature that there would obviously exist no secondary 
source, archival data relating to its monthly incidence or variation (e.g., 
"Sex difficulties," "Change in the number of arguments with spouse,"
"Change in eating habits"). While it is certainly tempting to attempt to 
rationalize and downplay the importance of these omissions, by suggesting 
either that they are not likely to have a very major impact upon the over­
all pace of social life within the social system, or that these are not 
events and activities which are likely to demonstrate very much seasonal 
variation, we really don't have any grounds to make such a claim. Thus, 
we can merely acknowledge that these omissions do exist, while at the same 
time expressing our hope that the possible seasonality of these presently- 
unexplored social events will be determined via some other social research 
procedure at some future point in time.
In light of the preceding discussion, it is perhaps necessary at 
this point to clarify exactly what we see as the relationship between the 
Social Readjustment Rating Scale and the Index of the Pace of Social Life.
On the one hand, the Social Readjustment Rating Scale was used as a source 
of potential items which might be successfully operationalized at the 
macro level of analysis, and, as just discussed, as many of these items 
as possible were included in the Index of the Pace of Social Life. There 
are several reasons why we saw the Social Readjustment Rating Scale, 
derived from and applicable to the individual level of analysis, as being
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appropriate to the development of a scale of changes in the pace of 
social activities and relationships for social systems. First, it delineated 
a number of events which have been empirically demonstrated to require 
some degree of social readjustment on the part of those persons experiencing 
them. Second, it contained an empirically-based mathematical weighting 
system for its component items, thus providing a means of assessing their 
effects relative to one another, if this was desired. Finally, the catalogue 
of events included in the Social Readjustment Rating Scale seemed to be 
quite comprehensive, as it included a wide range of items and activities 
which, on an intuitive basis, would appear to be relevant at the social 
system level as well. While critics might argue that any such list of life 
events will necessarily represent an arbitrary and somewhat incomplete 
sample, at least the Holmes and Rahe scale had the virtue of having been 
established through a very systematic and logical selection process.
Despite these important points of similarity, however, there wasn't 
really any attempt made on our part to achieve a literal correspondence 
between the items in the two indices. In fact, we were often quite 
liberal in our "translation" of items from the Social Readjustment Rating 
Scale to the Index of the Pace of Social Life, with the result being 
that, in many instances, the original Holmes-Rahe item is only loosely 
suggestive of its "counterpart" in our index. Thus, although the Index 
of the Pace of Social Life is partially derived from the Social Readjust­
ment Rating Scale, and has borrowed much of value from it, it is probably 
incorrect to view it as nothing more than the Social Readjustment Scale 
transformed to the macro level of analysis. Instead, it is more appro­
priate to regard these as representing two related, but distinct and 
independent, attempts to measure somewhat different social phenomena, at 
different levels of social reality.
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Fitting Indicators to the Present Research
Identifying relevant indicators, and finding appropriate data 
sources for these indicators, marked a necessary, but not sufficient, 
step toward developing the type of composite index in which we were 
interested. In addition, once we had these indicators in their "raw 
form" - i.e., monthly incidence figures for each variable for each month 
- it was then necessary to perform various modifications on each of them 
to insure their usefulness as measures of "che pace of social life." 
Basically, we had several concerns here. First, we had to make sure 
that each variable was in a form in which it was truly indicative of the 
concept being investigated - i.e., the need for social readjustment among, 
and the corresponding level of social stress within, the population of the 
larger social system. Second, we had to try to control, to the extent 
possible, the effects of any "artificial," theoretically-irrelevant, 
sources of variation in these indicators.
In looking at the various indicators making up the Index of the 
Pace of Social Life, we feel that there are essentially four different 
types of items included therein. We can categorize these as (1) "social 
events," (2) "elements of the cultural calendar," (3) "measures of 
economic activity," and (4) "variations in social activities." Because 
they pose somewhat different problems for the construction of the Index 
of the Pace of Social Life - both conceptually and methodologically - it 
may be helpful to briefly discuss each of these categories of indicator 
separately, so as to make explicit the procedures used and assumptions 
made in combining these somewhat dissimilar conceptual categories into 
one general measure of "the pace of social life" within a social system.
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Social Events. Webster's New World Dictionary defines an event as 
"a happening or occurrence, especially when important" (1974: 485). In
looking at the "social events" contained within both the Social Readjust­
ment Rating Scale and the Index of the Pace of Social Life, we are focusing 
upon a variety of specific, observable "happenings or occurrences," which 
routinely befall various individual members of the social system every day 
of the year. This is the largest category of indicator in the Index of 
the Pace of Social Life, and it contains the following items:
# of Mortalities in X month
# of Divorces in X Month
# of Hospital Admissions in X Month
# of Persons with a Job but not at work in X 
Month, by Reason of Illness
# of Marriages in X Month
Rate of Job Separations in Manufacturing in X Month
Separations from Active Duty in Armed Forces in 
X Month
# of New Claims for Unemployment Insurance, in 
State Programs, in X Month
# of OASDHI Cash Benefits Awarded to Retired 
Workers in X Month
# of Pregnancies in X Month
# of Births in X Month
Rate of Job Accessions in Manufacturing in X Month
New Mortgage Loans Closed, All Savings and Loan 
Associations, in X Month (in millions of dollars)
# of Real Estate Foreclosures in X Month
Accessions to Active Duty in Armed Forces in X Month
# of Workers Involved in Work Stoppages in X Month
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// of New One-Family Homes Sold in X Month +
Existing Single-Family Home Sales in X Month
# of Employed Persons with a Job but not at work
in X Month, by Reason of Vacation
# of Uniform Crime Offenses in X Month
Following the reasoning of Holmes and Rahe, "social events" such 
as these, by virtue of the simple fact of their occurrence, are potentially 
stress-producing for each of those individuals directly involved. This 
is because the experiencing of such an event represents a disruption of 
the "normal" flow of one's life, thus producing the need for subsequent 
social readjustment. We view the month-to-month variation in the incidence 
of these various events to be an important element in our concept, "the 
pace of social life."
However, from a macroscopic perspective, the occurrence of these 
various "social events" within society can certainly be viewed as being 
somewhat "microscopic" in nature, in that the "subpopulation" directly
affected by each event will, in most cases, be relatively small. For
example, the number of persons who are affected by a particular marriage, 
or death, or job layoff, is likely to be quite insignificant in terms of 
the continued operation of the larger social system. Thus, one might 
legitimately question why we have chosen to include such "individual-level" 
items as basic components of a macro-level property like the pace of 
social life.
Our response to this question is based upon two fundamental premises. 
First, it will be noted that all of the "social events" included within 
the Index of the Pace of Social Life represent common occurrences in 
contemporary American society. For example, each year there are many 
births, many deaths, many illnesses, many job turnovers, etc. Thus,
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although it may be true that each specific occurrence of a particular 
event will affect only a limited number of people, it is also likely that, 
when the total incidence of all occurrences of that event during the year 
are taken into account, a substantial number of persons within society 
will have felt the effects of one or more such occurrence. In addition 
to the mere frequency of these social events, however, we have also made 
a basic assumption regarding their distribution over time. For the 
reasons discussed earlier in this chapter, we believe that many of these 
events tend to cluster at certain times of the year. In other words, 
we expect that some months of the year are characterized by a much higher 
incidence of a variety of these social events than are other months.
Thus, if we are correct in assuming (1) that the social events selected 
for inclusion in our index are widely distributed throughout the social 
system, and (2) that many of these different events do tend to be concen­
trated at certain times of the year, then it seems reasonable and appropriate 
to treat these social events as important components of our macro-level 
concept, "the pace of social life."
To prepare each of these indicators for inclusion in our index, it 
was necessary to standardize their monthly incidence figures for (a) 
population fluctuations over time, and (b) the differing number of days 
in the various months, thereby eliminating the possible confounding 
effects of these two "artificial" sources of variation. Thus, just as 
we did for our various dependent variables of social pathology, through 
the measures discussed in the previous chapter, we converted these monthly 
incidence figures for the various "social events" to "Monthly Hypothetical 
Annual Rates," figured per 100,000 persons.
207
In addition, because one of these variables was economic in nature 
(i.e., "New Mortgage Loans Closed, All Savings and Loan Associations, in 
X Month"), and had its raw monthly incidence figures given in terms of 
millions of dollars, it was also necessary to take account of the possible 
effects of another source of variation - i.e., the varying value of the 
dollar over time - in using this indicator. Thus, to control for inflation 
between the years, 1965-1975, we standardized all monthly scores of this 
variable to the 1967 dollar. This was done by multiplying each of these 
monthly scores by the corresponding "Purchasing Power of the Dollar, As 
Measured by Consumer Prices" figure for that month, the latter being an 
economic statistic routinely computed by the U.S. Department of Commerce.
Our final consideration with regard to these "social events" was 
that of exactly how we should go about building their effects into the 
overall Index of the Pace of Social Life. Implicit in what we have said 
thus far about this category of items is our belief that the consequences 
of these events should be viewed as being "unidirectional" in nature.
By this, we mean that the experiencing of such an event is potentially 
stressful, while not experiencing the event is irrelevant to one’s overall 
stress level - i.e., it neither raises it nor lowers it. This means that, 
to take account of this type of item in our index, we wanted to simply 
"add them in," proportionate to the extent to which they were occurring 
in the social system at any particular point in time. So, for example, 
if a particular month were characterized by an unusually high number of 
births, marriages, job separations, retirements, etc., we would want our 
Index of the Pace of Social Life to score relatively high for that month, 
reflecting the high incidence of these various social events. Conversely, 
if we were to find a relatively low incidence of each of these various
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events occurring in a particular month, we would want to see this repre­
sented in a proportionately low score on the Index of the Pace of Social 
Life, thus suggesting that a relatively low amount of social readjustment 
was being called for within the population during that particular month.
Elements in the cultural calendar. The second category of item 
contained in the Index of the Pace of Social Life consists of important 
social occasions, the timing of which is determined by the culture of 
the larger society. Although we were only able to operationalize several 
such items for our index (i.e., "% Colleges and Universities Beginning or 
Ending Classes in X Month," "% Elementary and Secondary Schools Beginning 
or Ending Classes in X Month," and "# of Major Holidays in X Month"), 
these items do seem to represent important potentially stressful social 
phenomena. For example, we have already made mention of the fact that 
the Christmas holiday has frequently been linked with the incidence of 
depressive disorders in many individuals. Similarly, Brearley (1932: 
179-181) attributed the high rate of homicide which he discovered in the 
month of December to the effects of the holiday season, concluding that 
". . . it is little wonder that Ferri advocated a reduction in holidays 
since ’ they are always the occasion of numerous crimes and misdemeanors 
by bringing the people together for enjoyment’ . . . "  (181). The 
potentially disruptive effects of the institutional calendar of our 
nation’s schools has been touched upon by Moos (1976), who suggests that 
" . . . children on vacation during the summer may increase ’seasonal' 
stress" (82), presumably among adults experiencing increased contact 
with their children. Thus, although indicators of this type may be 
relatively few in number in our index, such items do seem to represent 
an important component of the overall "pace of social life" of the social
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system; in addition, their importance is made even greater by the fact 
that, unlike the previous category of "social events," these are social 
phenomena whose occurrence is likely to have an effect upon a rather 
sizeable portion of the total population of that social system. A final 
benefit inherent in these items stems from the fact that their very nature 
made it unnecessary to modify them in any way in order for them to be 
amenable to the Index of the Pace of Social Life.
Measures of Economic Activity. A third category of item included 
in the Index of the Pace of Social Life pertains to the economic aspect 
of life in contemporary American society. What we were looking for here 
were items which would be indicative of significant changes occurring in 
the economic well-being of individuals and families in America at any 
particular point in time, as opposed to indicators relating to the more 
general financial status of corporate America. In addition, we wished 
to select indicators which would be likely to be evident to and perceived 
by the individual members of society. After a thorough search of the 
rather extensive body of economic data which is routinely collected and 
published on a monthly basis, we decided upon three indicators which seemed 
to capture the economic processes in which we were interested. These 
are the following:
Gross Average Weekly Earnings of Production or 
Nonsupervisory Workers on Private Nonagricultural 
Payrolls, 1967 Dollars
Amount of Money Spent at Retail Stores in X Month
Total Consumer Credit Outstanding at End of X Month
A first decision which was necessary in order to make use of these
indicators in our index was that of exactly how these economic variables
could be most meaningfully viewed as manifestations of fundamental economic
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processes taking place in American society at various points in time, and 
capable of generating disruption, stress, and the need for social readjust­
ment within the general population of society. Although much of the life 
events research would suggest that significant economic change in either 
direction - i.e., a significant worsening of or a significant improvement 
in one’s economic situation - has the potential to be stressful for those 
individuals experiencing that change, we did not feel that our indicators 
lent themselves to anything more than the most unsophisticated and cautious 
of statements regarding the relative economic well-being of the general 
population at various points in time. For this reason, we decided to 
concern ourselves only with economic change of a negative nature, as 
expressed in the following proposition: As individuals and families come
to have less money available to them, they will be likely to find this 
situation stressful. This means, at least for purposes of this analysis, 
that we were assuming an inverse relationship to exist between (1) the 
general financial status of the members of society, as represented by our 
three macro-level, economic indicators, and (2) the stress level character­
izing society at that point in time. Putting this specifically in terms 
of these indicators, we were suggesting that as individuals (a) have less 
weekly income, (b) spend greater amounts of money at retail stores, and 
(c) have increasing amounts of consumer credit outstanding at any 
particular time, this can be taken to indicate the presence of an increased 
amount of social stress, and a higher-than-normal need for social readjust­
ment.
Making these kinds of assumption required several minor modifications 
of our raw data. For example, the direction of the variable, "Gross 
Weekly Earnings of Production or Nonsupervisory Workers on Private Non-
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agricultural Payrolls, 1967 Dollars," had to be inverted, to make it 
consistent with the "economic stress" assumption just discussed. Also, 
we felt it to be desirable to change the form of the variable, "Total 
Consumer Credit Outstanding at the End of the Month," to the net 
difference between monthly scores. Finally, each of these variables had 
to be subjected to the procedures discussed earlier, to control for the 
effects of (a) changes in population size, (b) the differing number of 
days in different months, and (c) variation in the value of the dollar 
over time.
A final step in preparing these items for inclusion in the Index of 
the Pace of Social Life was to insure that these three indicators were 
not in fact different manifestations of the same fundamental economic 
process. In other words, it seemed a realistic possibility that people 
might simultaneously (a) have less weekly income, (b) buy more goods at 
retail stores, and (c) borrow more consumer credit, all as a result of the
same basic economic situation. To investigate this possibility, an item
analysis of these indicators was performed. The fact that the three 
correlation coefficients in this matrix were -.210, .051, and .010 would 
seem to indicate beyond much doubt that each of these indicators does in 
fact tap a somewhat different economic process, and should thus be
included in the overall Index of the Pace of Social Life.
Variations in Social Activities. The final category of item which 
we wished to include in the Index of the Pace of Social Life consisted 
of the following six variables:
Average Weekly Gross Hours of Production or
Nonsupervisory Workers on Private Nonagricultural 
Fayrolls in X Month
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Highway Use of Motor Fuel in X Month
Amount of Money Spent at Eating and Drinking 
Places in X Month
Amount of Money Spent at Liquor Stores in 
X Month
Estimated Receipts of Hotels, Motels, Tourist 
Courts, Trailer Parks, Camps, etc. in X Month
Estimated Receipts of Motion Pictures, Amusement 
and Recreational Services in X Month
We regard this category of items as especially important to our attempt
to measure monthly variations in "the pace of social life," because these
indicators seem to allude to the types of routine, personal, often very
nondramatic changes in individual and family lifestyles which would
appear to be the basis of such life events as "Change in Recreation,"
"Change in Social Activities," "Change in Work Hours or Conditions," etc.,
included in Holmes and Rahe’s Social Readjustment Rating Scale.
The items making up this category of "Variations in Social Activities" 
can be seen as having several basic characteristics which, on the one hand, 
make them somewhat similar to the items in the category of "Measures of 
Economic Activity," while at the same time, differentiate them from the 
items in the category of "Social Events." For one thing, whereas the 
items which we have classified as "Social Events" are all specific, 
discrete events, the occurrence of which is likely to call for some degree 
of social readjustment, but whose "non-occurrence" is socially insignificant, 
both the categories of "Variations in Social Activities" and "Measures of 
Economic Activity" consist of continuous, ongoing social phenomena, which 
demonstrate change - either qualitative or quantitative - over time. In 
other words, both of these categories refer to social phenomena which are 
always "present," in the sense that people "always" have a financial
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state, recreational activities, working conditions, etc., of one kind or 
another. Thus, our attention necessarily shifts from seeking the relative 
incidence of specific, observable social events, to attempting to determine 
the variations in degree, type and/or intensity over time to which these 
continuous social activities are subject.
A second point of differentiation stems from the fact that, unlike 
the various "Social Events," whose incorporation into our Index was to 
be based upon aggregates of individual events occurring in the social 
system at a particular point in time, with the implicit assumption being 
made that each occurrence of a particular event would affect a certain 
number of people within the social system, the indicators in both the 
"Variations in Social Activities" and "Measures of Economic Activity" 
categories are more "global" in nature. By this, we mean that they 
reflect social phenomena or social processes which are more explicitly 
characteristics of the social system per se, than of particular individuals 
within that social system. This explicit focus upon macroscopic social 
factors is probably in and of itself desirable, since it seems to be 
more in keeping with the general spirit of macro-level measurement than 
is the category of "Social Events," each of which will obviously have 
direct effects only upon smaller subpopulations within the larger social 
system. However, we should, at this point, reaffirm our previously-stated 
belief that these macro-level indicators are in fact likely to reflect 
important patterns of variation in individual and family lifestyles within 
society. Thus, for example, if we were to discover that more motor fuel 
was being used at one time of the year than another, then it would seem 
reasonable to assume that this was saying something about the typical 
behaviors of individuals and families within the social system at these
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two points in time. Similarly, if people were found to be spending a 
disproportionately high amount of money on alcohol at a certain time of 
the year, this would seem to be saying something about the types of social 
activities in which the members of society were likely to be participating 
at that time.
One thing that appeared quite certain from the onset was that we 
could not use the same reasoning and procedures to integrate these 
"Variations in Social Activities" into our index as we were intending to 
use with the "Social Events" items. As discussed earlier, for these 
"Social Events," we were simply planning to determine how much of each 
event was taking place at each of the points in time being investigated, 
and then add each of these individual incidence figures into our total 
index score for that month. In other words, each unique occurrence of 
each type of event was to be treated as adding an additional increment 
of stress to that already existing in the social system, thus increasing 
"the pace of social life" for that month proportionately. So, for 
example, the incidence of 1,000 deaths in a particular month would imply 
a certain amount of stress to be added to the overall pace of social life 
for that month, an incidence of 2,000 deaths would imply twice as much 
stress, an incidence of 500 would imply half as much, an incidence of no 
deaths would imply no stress, etc.
However, when we shift our attention to the "Variations in Social 
Activities" items, this type of reasoning no longer seems appropriate.
For example, how stressful is the fact that $650 million dollars was 
spent at liquor stores in a particular month? That Americans used 
7,500,000 thousand gallons of gasoline in that month? That the average 
weekly gross hours worked by production or nonsupervisory workers on
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private nonagricultural payrolls was 38 hours in that month? The 
problem here is that, unlike the various ’’Social Events,” whose very 
occurrence can, by our definition, be viewed as potentially stress-producing, 
there does not appear to be anything inherent in any particular level of 
social activity which similarly implies a requisite degree of social
readjustment within the social system. Thus, if we wished to make
meaningful use of these indicators of "Variations in Social Activities," 
we had to think of a way to translate them into the notions of "stress" 
and "social readjustment" within the social system, which are the basic 
elements of the concept, "the pace of social life."
The answer to this problem seemed to reside in the fact that single
monthly incidence scores of these "Variations in Social Activities" simply 
could not tell us anything about the amount of disruption in the status 
quo, and the subsequent need for social readjustment on the part of the 
individual members of the social system, produced by these "Variations 
in Social Activities." For example, simply knowing that, in a given 
month, $2,500 million was spent at eating and drinking places, really 
provided us with very little valuable information, as far as the Index 
of the Pace of Life was concerned.
However, what could tell us about the degree of change involved 
here would be to compare such a monthly incidence figure with the comparable 
monthly score from a preceding period. This would allow us to assess how 
much of a change in the activity in question had occurred between these two 
points in time, and this would seem to be the type of information required 
by the "social readjustment" notion underlying our entire "pace of social 
life" concept. Thus, to put this into the context of the example given 
above, if we knew that, in the preceding month, $2,490 million had been
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spent at eating and drinking places in the United States, then this 
relatively small discrepancy between these two monthly incidence figures 
would lead us to assume that this particular component of the Index of 
the Pace of Social Life was not contributing very much stress to the 
social system at this point in time. On the other hand, however, if 
inspection of the previous month's score was to reveal a much smaller 
figure of $1,500 million spent at eating and drinking places during that 
period, then we would take this much larger difference in the two monthly 
incidence scores to imply a fairly high amount of readjustment being 
called for within the social system at this point in time, as a result of 
the changes occurring in this particular social activity.
Based upon this line of reasoning, the following procedures were 
used to integrate these items into the Index of the Pace of Social Life. 
First, the necessary standardizations for population size, number of 
days in the month, and inflation were carried out on each variable. Next, 
the monthly incidence score for each month was subtracted from the monthly 
incidence score of the previous month. This gave us a score which repre­
sented the difference of the activity in question when the two months 
were compared. This difference was then divided by the incidence score 
of the previous month, thus yielding a "percent of difference from the 
previous month" score.
We were still left with one major decision to make in conjunction 
with these variables, however. This involved the question of what 
direction(s) of variation in these social activities would be most likely 
to generate stress within the social system. For each of the preceding 
categories of "Social Events," "Elements of the Cultural Calendar," and 
"Measures of Economic Activity," we had been implicitly assuming the
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existence of a positive, "unidirectional" relationship between the various 
indicators and the possibility of ensuing stress within the social 
system. However, such an assumption did not seem particularly realistic, 
or theoretically defensible, with regard to the items in the "Variations 
in Social Activities" category. In fact, if anything, it seemed much 
more reasonable to predict that changes in these activities in either 
direction away from that of the preceding period would be likely to be 
stress-producing. In other words, we felt that it was change per se, 
rather than change in any particular direction, which should be the 
important consideration in building these items into our overall index. 
This assumption required that an additional transformation be carried out 
on the monthly scores of each of these indicators - i.e., that of con­
verting all negative "percent of difference from the previous month" 
scores to positive scores. This procedure had the effect of attributing 
ultimate importance to the magnitude of the change in social activities 
occurring between months, regardless of the direction of that change, 
thus insuring that positive and negative changes of equal magnitude would 
have a similar impact upon the Index of the Pace of Social Life.
Combining These Indicators Into an Index
Although we had been successful in identifying what appeared to us 
to be the important dimensions of our underlying concept, the pace of 
social life in a social system, and we had located empirical indicators 
for these various dimensions, it remained for us to combine all of these 
diverse social indicators together into an index of this macro-level 
concept. This composite measure would then be used as our independent 
variable, as we sought to test the validity of our proposed sociological 
explanation for seasonal variations in human pathology.
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It should perhaps be re-emphasized that the fact that we were 
attempting to combine such a large number of diverse events and activities 
into one overall measure of this concept stems from the fact that we were 
concerned with quantitative, as opposed to qualitative, change. In other 
words, we were interested in determining how much change was characterizing 
the social system at various points in time, rather than in looking at 
what kinds of change these might be. We were not concerned with the 
possibility of particular patterns of "qualitative11 change, either with 
regard to (a) particular kinds of life events (e.g., Ruch, 1977), or (b) 
particular months of the year (e.g., Eauck, 1957). Instead, we were 
assuming, as did Holmes and Rahe in their initial Social Readjustment 
Rating Scale, that all of the diverse items which we have described on 
the previous pages have one thing in common - the fact that they all 
suggest change, disruption, and the need for social readjustment. We 
were not interested in distinguishing between various types and/or sources 
of social readjustment; in fact, in terms of our theoretical model, the 
source of change was largely irrelevant. We saw these different types of 
change as being "interchangeable," in terms of their effects upon those 
individuals experiencing them. Thus, for the purposes of index construction 
as related to our study, we felt that the various effects of all of these 
diverse social events and changes in social activities could simply be 
added together, to obtain an overall measure of the pace of social life 
within a social system at a particular point in time.
In attempting to combine these empirical indicators to form a 
composite index of our basic concept, we were faced with several alternative 
strategies of index construction. First, and most simply, we could have 
created a "raw score" index. This would have been a simple additive index,
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and it would have entailed simply combining the raw scores of each 
particular item for each month, to obtain a total Index of the Pace of 
Social Life score for each of the 132 months in the eleven-year period, 
1965-1975. Although such a procedure has the major advantage of being 
the easiest type of index to create, it also carries with it a serious 
limitation. This is the fact that combining items in their raw score 
form allows them to self-weight according to their individual variance. 
This can be problematic, since it means that there always exists the very 
real possibility of one or several of the items in the composite index - 
i.e., those with scores demonstrating the highest degree of variation - 
"overwhelming" the rest of the items in the index. In such a situation, 
the final computed index scores would disproportionately reflect the 
effects of these several items.
A response which can be made to this problem, however, is to convert 
all indicators in the index from raw scores to z-scores, or standard 
scores. This technique has the advantage of standardizing the variance of 
each of the items in the index, thus giving all of the items the same 
variance and standard deviation. This prevents a few items from exerting 
a disproportionate effect upon the entire index. This procedure was used 
in the construction of the Index of the Pace of Social Life.
In addition, we might also have utilized a more sophisticated 
strategy of index construction - for example, item analysis, or perhaps 
even factor analysis. If we had decided to base our final Index of the 
Pace of Social Life upon an item analysis, we would have computed correla­
tion coefficients for all of the potential index items with one another, 
as well as with a preliminary version of the overall index. Then, we 
would have kept for our final index all of those items demonstrating a
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number of reasonably high correlation coefficients - for example, correla­
tions between the scores of .30 and .70. The reasoning here would be 
that scores higher than this would suggest redundancy, meaning that 
inclusion of both of the items involved would result in the possible 
"overrepresentation" of a particular dimension. On the other hand, 
correlations lower than .30 could be taken to suggest that the item(s) 
in question were not in fact representative of the larger underlying 
construct, and would thus only contribute error variance if kept as part 
of the index. w
Utilization of factor analytic techniques to construct the final 
version of our index would have taken this type of reasoning one step 
further, as it would have allowed us to find the best possible linear 
combinations of independent variables. The major advantage of such a 
technique would be that it would identify several relatively homogeneous 
"factors," each of which might be viewed as an independent theoretical 
concept to be considered separately as an independent variable, while, 
like item analysis, it would eliminate from each of these factors those 
items weakly, or negatively, correlated with the other elements in the 
larger factor.
However, although we were well aware of these techniques of index 
construction, we did not wish to select the items to be included in the 
Index of the Pace of Social Life on such purely empirical grounds. This 
is because our goal in creating this index was not the goal of most 
conventional index construction - i.e., to arrive at a set of internally 
consistent dimensions of a larger concept. Instead, we wished our monthly 
Index of the Pace of Social Life scores to indicate, as accurately as 
possible, the total amount of social readjustment being called for within
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the social system at any particular point in time. Such a goal did not 
necessitate that we find the minimal number of events which might account 
for the seasonal variation in our independent variable. Nor did it 
require that we arrive at the purest, most homogeneous measure possible 
of variation in the pace of social life. However, it did require that 
we identify as many relevant components of this larger, underlying concept 
as possible. In fact, the validity of our final index depended upon our 
success in identifying and finding indicators for the basic components of 
this larger concept.
It should be emphasized that we did not expect all of the various 
social events and changes in existing social activities and relationships 
contained within the Index of the Pace of Social Life to demonstrate 
similar patterns of within-year variation, and this expectation is borne 
out by the intra-index correlation coefficients presented in Table 3-4.
While eighteen of the thirty-one items did demonstrate positive correlations 
of at least .20 with the overall Index of the Pace of Social Life, six of 
these items had positive correlations of less than .20, and seven of the 
items were negatively correlated with the larger index. However, we were 
not disturbed by this finding. There was no reason to expect all of these 
diverse social events, activities and relationships to behave identically 
over time, nor was there any reason to ignore or discard those indicators 
which demonstrated a somewhat unique pattern of seasonal variation, and 
were thus weakly or negatively correlated with the overall index. Such 
indicators still represented items which we had judged to be important 
determinants of seasonal variation in social readjustment, and they were 
still likely to be important determinants of the amount of stress within 
the social system at any particular point in time, despite their somewhat 




OVERALL INDEX OF THE PACE OF SOCIAL LIFE SCORES 
WITH EACH OF ITS COMPONENT ITEMS
Item r
1. # of Mortalities in X Month -.183
2. # of Divorces in X Month .284
3. # of Hospital Admissions in X Month .342
4. # of Employed Persons with a Job but not at 
in X Month, by Reason of Illness
Work -.089
5. # of Marriages in X Month .402
6. Rate of Job Separations in Manufacturing in X Month .340
7. Separations from Active Duty in Armed Forces in X Month .025
8. // of New Claims for Unemployment Insurance, 
in X Month
State Programs, .106
9. # of OASDHI Cash Benefits Awarded to Retired 
in X Month
Workers .196
10. # of Births 8 Months After X Month -.306
11. # of Births in X Month -.109
12. Inverted % Change, Gross Average Weekly Earnings of -.208
Production or Nonsupervisory Workers on Private 
Nonagricultural Payrolls
13. Amount of Money Spent at Retail Stores in X Month .007
14. Rate of Job Accessions in Manufacturing in X Month .445
15. New Mortgage Loans Closed, All Savings and Loan .237
Associations, in X Month
.251
16. # of Real Estate Foreclosures in X Month





18. Accessions to Active Duty in Armed Forces in X Month .074
19. % Elementary and Secondary Schools Beginning or .648
Ending Classes in X Month
20. % Change, Average Weekly Gross Hours of Production or .558
Nonsupervisory Workers on Private Nonagricultural
Payrolls in X Month
21. # of Workers Involved in Work Stoppages Beginning .271
in X Month
22. # of New One-Family Homes Sold in X Month + Existing .287
Single-Family Home Sales in X Month
23. % Change, Highway Use of Motor Fuel in X Month .387
24. % Change, Amount of Money Spent at Eating and Drinking .425
Places in X Month
25. % Change, Amount of Money Spent at Liquor Stores .084
in X Month
26. % Change, Estimated Receipts of Hotels, Motels, Tourist .520
Courts, Trailer Parks, Camps, Etc. in X Month
27. % Change, Estimated Receipts of Motion Pictures, .368
Amusement and Recreational Services in X Month
28. Net Change, Total Consumer Credit Outstanding at -.186
End of X Month
29. # of Employed Persons with a Job but not at Work in .262
X Month, by Reason of Vacation
30. # of Major Holidays in X Month -.041
31. # of Uniform Crime Index Offenses in X Month .313
224
Taking this to its logical extreme, we were aware of the possibility 
that, were there to be a great deal of dissimilarity in the within-year 
patterns displayed by these various indicators, it was conceivable that 
this might produce as an end result a "flat” variable, in which the many 
different patterns of seasonal variation would operate to "cancel one 
another out" in the final monthly Index of the Pace of Social Life scores. 
However, it was our feeling that even if we did in fact find ourselves 
with a "variable" which didn't vary, this would nonetheless be an extremely 
important finding, since it would probably say more about our theoretical 
reasoning than about our strategies of index construction. In other words, 
such a finding would probably force us to admit to being incorrect in our 
basic assumption that the pace of social life is structured in time, and 
that its variation might be responsible for seasonal differences in the 
incidence of social pathologies. In light of this fact, we certainly did 
not want to "solve" this problem by creating "incomplete" and "artificial" 
variables, which might demonstrate some degree of association with one 
another, but which might well be meaningless in reality.
However, although we did regard such a "random" distribution of 
seasonal patterns of variation among our various indicators to be a 
logical possibility, we felt that we had sufficient theoretical and 
empirical evidence to suggest that this would not be the case. Instead, 
it was our educated guess that many of these various indicators would 
follow the same basic within-year patterns of distribution, and would 
thus tend to be "clustered" in their occurrence at certain times of the 
year. This meant that we did expect to find some significant within-year 
patterns of variation demonstrated by our composite measure of the Index 
of the Pace of Social Life. Let us now turn to a discussion of these results.
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The Seasonality of the Index of the 
Pace of Social Life
As can be seen in Table 3-5 and Figure 3-2, the Index of the Pace 
of Social Life did demonstrate a substantial amount of within-year 
variation during the eleven-year period, 1965-1975. Months demonstrating 
a relatively high mean Index of the Pace of Social Life score over this 
period were June, September and January. Thus, if our theoretical reason­
ing has been correct, and our procedures of operationalization methodolo­
gically sound, these three months should be the periods of the year 
generating the most stress, and hence requiring the greatest amount of 
social readjustment, for those within the population. Conversely, the 
months of March, November, and December demonstrated the lowest mean 
Index of the Pace of Social Life scores; thus, these are presumably 
months which generate relatively small amounts of stress within the social 
system.
Although it would certainly be desirable to validate these monthly 
Index of the Pace of Social Life scores through the use of some external 
criterion, obviously this is not possible; if it were, we would not have 
gone to the trouble to construct this measurement instrument in the first 
place. Thus, the only strategy of validation which we have available to 
us besides logical, or face, validity, is that of construct validity. 
According to this procedure, we must ask ourselves whether our observed 
monthly scores make intuitive sense. Do they generally correspond to the 
expectations which we would have regarding the relative amounts of change 
and disruption likely to occur at various points within the year? To 
these types of questions, we feel that we can generally answer in the 
affirmative. Both June and September, because they signify the beginnings
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TABLE 3-5 
MEAN MONTHLY INDEX OF THE 
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of a new season, both in terms of weather, and, more important, socially 
and culturally, should be expected to be periods of substantial change 
in one’s social activities and relationships. Certainly, many specific
types of change - i.e., in work, in school, in family activities - can
be seen to occur during these two periods of the year. The high average 
January scores can be explained somewhat differently, as a result of 
the general "Christmas letdown" which occurs after the first of the year. 
In other words, the social life and social activities of January may
represent a rather drastic contrast to the hectic holiday period directly
preceding it, and this "beginning-of-the-year letdown" may represent an 
important peak in the pace of social life within American society.
What is perhaps most surprising about this within-year distribution 
of mean monthly Index of the Pace of Social Life scores is the very low 
score observed for the month of December. Certainly, our society has 
traditionally viewed the Christmas season as a time of hustle and bustle, 
of parties and get-togethers, of traveling and visits with family and 
friends. It would thus seem logical to assume that these types of 
activities would translate into a relatively high pace of social life 
for that month. However, this is clearly not the case in our present 
attempt to measure this concept. While this is somewhat perplexing, there 
are several possible explanations which can be offered for this finding. 
One of these holds that the amount of change and disruption which occurs 
during this period of the year is actually somewhat overrated. In other 
words, people may believe that the pace of their social life is more 
intense than it actually is. If this is in fact, the case, then the amount 
of stress being experienced by the members of society at this time of 
the year may be much loxjer than is commonly thought. A second possible
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explanation is that although some types of change in social events and 
social activities are much more frequent during the Christmas season than 
at other periods of the year, it may be that when we put these into the 
context of the totality of the changes which can occur within people's 
lives - as represented by the full catalogue of economic, social and 
cultural events and activities making up the Index of the Pace of Social 
Life - most other months of the year are simply characterized by more 
important changes in more important aspects of life, thus giving these 
months a higher overall Index of the Pace of Social Life score than 
December. A final explanation for this low December score is that 
although December may in fact have a relatively "intense" pace of social 
life, the fact that it follows a period such as November, which is 
characterized by the Thanksgiving holiday and the beginning of the 
Christmas season, makes the onset of the season more gradual, and reduces 
somewhat its overall stressfulness. In other words, December is largely 
"more of the same," and thus does not call for the social readjustment 
which it would if it followed a much less "active" and "intense" month.
One more important feature of the pattern of variation observed in 
the Index of the Pace of Social Life which deserves mention is illustrated 
in Figure 3-3. This is the fact that, when looked at in the context of 
its entire 132 observations, the Index of the Pace of Social Life seems 
to demonstrate a fairly erratic month-to-month pattern of variation. In 
other words, this distribution of scores has a very jagged, up-and-down 
quality to it; it is not a smooth, flowing curve. However, to this 
researcher it makes sense to expect that change within a social system 
should be a widely-fluctuating entity. In other words, it seems logical 
that there would be a great deal of change in one month, followed by a
FIGURE 3-3
INDEX OF THE PACE OF SOCIAL LIFE SCORES BY MONTH. 
FOR EACH OF 132 CONSECUTIVE MONTHS. 1965-1975
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month or two of relative stability, then another month of change, etc. 
Thus, for this reason also, the distribution of Index of the Pace of 
Social Life scores obtained through this particular combination of 
empirical indicators seems to make good intuitive sense.
To summarize what has been discussed in this chapter, we first 
presented a sociological theory which purports to explain seasonal 
variations in pathological behavior. We then discussed our procedures 
for operationalizing the independent variable in this theory - i.e., the 
"pace of social life" in a social system. Finally, we presented descrip­
tive information pertaining to that independent variable, and showed the 
distribution of scores of that variable over tiine. What remains now is 
to put this theory to the test.
CHAPTER IV
THE PACE OF SOCIAL LIFE AND SOCIAL PATHOLOGY:
AN EMPIRICAL TEST
In Chapter II, we investigated the seasonality of a number of 
different social pathologies, and found that virtually all of the behaviors
looked at do in fact demonstrate some degree of consistent seasonal period­
icity. Then, in Chapter III, we proposed a sociological theory, which we 
feel explains at least some of these observed seasonal variations in social 
pathology. Now, it is the task of this chapter to examine the relationship 
between these variables, to determine whether seasonal variations in social 
pathology are in fact influenced by variations in the pace of social life,
according to empirical evidence. Obviously, the fact that we discovered
a number of different patterns of seasonality among our various dependent 
variables suggests that it may be unlikely that all of these can be 
similarly explained as the result of variations in the pace of social 
life; however, it is our strong belief that at least some of these patterns 
will be consistent with our theory.
Because stress seems to be capable of producing a number of different 
outcomes, depending upon various personal and situational factors, it 
seemed useful to look at the relationships between variations in the pace 
of social life and a number of different pathologies which have been 
previously established as stress-related. On the other hand, we felt 
that it would probably be confusing and tedious to attempt to formulate 
and test a causal hypothesis for each of the many pathological variables 
which were discussed in Chapter II. Thus, in an attempt to simplify
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matters somewhat, the decision was made to focus our presentation in this 
chapter upon five of these variables: (1) suicide, (2) mortality resulting
from disease, (3) persons missing work due to illness, (4) hospital 
admissions, and (5) homicide. These seemed to us to constitute a repre­
sentative cross-section of the social pathologies which we had investigated 
in this thesis, and, in addition, it seemed that each of these represented 
a behavior which one might logically expect to be associated with the type 
of social process which we were postulating as a causal influence. For 
example, Durkheim’s original investigation of seasonal variations in the 
suicide rate linked these to variations in the "intensity" of social life. 
Similarly, numerous clinical and epidemiological studies have shown a clear 
relationship to exist between the experiencing of "life crises" and sub­
sequent physical illness. And, as Phillips and Feldman (1973) and Kunz and 
Summers (1978-1979) have suggested, even the timing of a person’s death
4
may be related to the occurrence of significant life events. Finally, it
Some readers will have doubtlessly noted several overlaps between 
the components of the Index of the Pace of Social Life and the dependent 
variables to be examined in this chapter. For example, "Persons Missing 
Work Due to Illness" and "Hospital Admissions" are to be treated in this 
chapter as dependent variables, yet each is itself a component of the com­
posite measure, the Index of the Pace of Social Life. Similarly, the same 
point can be made with regard to the variable, "# of Mortalities in X Month" 
(although the dependent variable to be considered here refers only to 
disease-related mortalities, while the mortality figure contained in the 
larger index includes mortalities resulting from accidents, suicides and 
homicides as well). The possible overlapping of stressful events and 
pathological consequences has been a persistent methodological problem 
in the life events research, because it means that correlations involving 
such variables will be partially circular in nature, thus raising questions 
about the validity and meaning of these results.
While we were aware of this potential problem, and did, at one time, 
consider developing special versions of the Index of the Pace of Social 
Life (minus the item in question) for use with these dependent variables, 
we ultimately decided that this was unnecessary, for several reasons.
First, since our causal analyses were to be primarily concerned with 
lagged correlations, in which Index of the Pace of Social Life scores
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seemed reasonable to assume that, of all the types of criminal behavior 
whose incidence was investigated in this thesis, homicide, given the fact 
that it is frequently an "act of passion," and thus a frustration-based, 
"expressive" act, rather than a rationally-calculated, goal-oriented act, 
would have the most credible interpretation as a response to stress in 
one's environment.
Examination of Patterns of Covariation
Perhaps the simplest way to examine bivariate relationships between 
time series is via multiple time plots, which demonstrate visually how 
several variables covary over time. Figures 4-1 through 4-5 present the 
patterns of covariation demonstrated by the mean monthly scores of the 
Index of the Pace of Social Life and the mean Hypothetical Annual Rates 
of these five pathologies. While perhaps not terribly sophisticated, 
such graphic representations allow the analyst to "eyeball" his/her data, 
to get a general idea of whether and to what extent the several time series 
behave in the same general manner.
would be correlated with subsequent social pathology rates, we were actually 
dealing with social phenomena in different time periods. Thus, the 
relationship between independent and dependent variables was not really 
tautological in nature. In fact, intuitively, given the life stress 
theory being tested here, it made sense to assume that mortalities at 
time X might contribute to the deaths of family members or friends in sub­
sequent months. Similarly, it seemed reasonable to expect that persons 
experiencing the illness of family members might themselves become ill, 
at least partially as a result of this stress-inducing experience occurring 
in their lives. Thus, for theoretical reasons, it made sense to retain 
these as component items in the larger index.
In addition, this seemed to be a decision justified on methodological 
grounds as well, since it will be remembered that each of these items 
marked a relatively small portion of the Index of the Pace of Social 
Life, both in terms of the total number of items making up that index, 
and the total proportion of variation explained by any one item.
FIGURE 4-1
SUICIDE AND THE INDEX OF THE PACE OF SOCIAL LIFE. 
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FIGURE 4-2
MORTALITY RESULTING FROM DISEASE AND THE INDEX OF THE PACE 
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FIGURE 4-3
PERSONS MISSING WORK DUE TO ILLNESS AND THE INDEX OF 
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FIGURE 4-4
HOSPITAL ADMISSIONS AND THE INDEX OF THE PACE OF SOCIAL 
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hFIGURE 4-5
HOMICIDE AND THE INDEX OF THE PACE OF SOCIAL LIFE. 
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A second way in which such data might be analyzed and presented is 
via cross-correlations of pairs of variables, for the entire time period 
under study. Such a cross-correlation function looks at the relationships 
between two variables, X and Y, (1) at time T, (2) at time T - 1, T - 2,
. . ., t - n, and (3) at time T + 1, t + 2, . . ., t + n. The rationale 
for using such a procedure is that when one is looking at social relation­
ships over time, it is entirely possible that one variable may in fact 
exert an influence upon a second variable, but that this effect may not 
be simultaneous - i.e., it may manifest itself at some point other than 
the time of its own occurrence.
Such an approach would seem to be very appropriate to the specific 
research question being investigated here. Intuitively, it seems reasonable 
to expect that the occurrence of the independent variable in this study - 
variation in the pace of social life - might precede by some time the 
occurrence of the resulting pathologies. There are several reasons why 
this might be so. One of these is that the stress and disruption produced 
by variation in the pace of social life may operate as a kind of cumulative 
"wearing down" process, worsening over time, as the individual attempts - 
probably unsuccessfully, in many instances - to achieve personal and social 
readjustment. A second factor likely to be important here is the fact 
that some of the pathologies with which we are dealing are behaviors which 
are likely to require some type of major decision - often, probably, not 
an easy one. This might be demonstrated especially dramatically by the 
act of suicide, which is likely, in many instances, to require a consider­
able amount of contemplation before the final act is carried out. Finally, 
as discussed in an earlier chapter, certain pathologies, by virtue of the 
fact that they require definition and/or intervention on the part of
241
some type of social control agency, may be affected by organizational 
characteristics of that agency, such as the availability of appointments, 
the number of hospital beds, etc. The operation of such processes might 
also have the effect of "spreading out" the number of persons "experiencing" 
pathology at any one point in time, thus increasing the lag between onset 
of the problem and personal or societal reaction.
Given the fact that we might reasonably expect to find some time 
interval between our variables, we should ask ourselves what length time 
interval might be most likely. How long should we expect it to take 
life event-induced stress to manifest itself as pathology? Farrington 
(1974; Farrington and Linsky, 1976) attempted to shed some light upon the 
nature of this temporal relationship, in a study correlating a pilot 
version of the Index of the Pace of Social Life and admissions to mental 
health clinics in the state of New Hampshire. Virtually no relationship 
was found between these variables, when looked at simultaneously, and 
with lags of one or three months. However, the relationship assuming a 
two-month interval between changes in social activities and the utiliza­
tion of mental health services revealed a correlation of .31. It should 
be noted, however, that this study failed to subject its data to techniques 
of time-series analysis, so these results are likely to be misleading.
Fortunately, the life-events literature discussed earlier has also 
addressed this question. For example, the original research of the 
relationship between life stress and subsequent illness, carried out by 
Holmes and his associates, suggested that, "On the average, associated 
health changes followed a life crises by about a year" (Rahe and Holmes, 
1970b; Holmes and Masuda, 1974: 61). Similarly, social scientists
focusing upon the effects of economic crises - as opposed to life events
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generally - have found that suicide (Pierce, 1967) and mental hospital­
ization (Brenner, 1973) seem to follow by a one-year lag the occurrence 
of economic stressors in society.
However, as noted by Catalano and Dooley, "the year may be too long 
a temporal unit to capture some important psychological processes, such 
as the crisis reaction" (1978: 9). Thus, they, and other researchers
working within the life events framework, have begun to examine the 
relationship between life stress and social pathology, focusing upon the 
month as their basic unit of analysis. For example, Catalano and Dooley 
(1977) found significant relationships to exist between economic life 
events and depressed mood, with lags of one to three months. Paykel 
(1974) reported that persons attempting suicide experienced a marked 
peaking of life events during the month before the attempt. Another study 
carried out by Paykel and his associates (Paykel et al, 1969) investigated 
psychiatric patients suffering from depression, and found that although 
there was a mild peaking of life events in the month before the onset of 
depression, these patients actually experienced an excess of life events 
(when contrasted with a general population control group) over the entire 
six months for which data was collected. Finally, Brown and Birley (1968) 
found that life events appeared to cluster in the three weeks before the 
onset of schizophrenic episodes. Thus, research which has broken the 
year down into smaller temporal units suggests a relatively short and 
"direct" time interval between stress and pathology, a conclusion which 
we find to be quite reasonable.
An interesting implication of these findings is the possibility 
that various pathologies may similarly be related to variations in the 
pace of social life, but at different time intervals. This also makes
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good intuitive sense, since it seems highly likely that different pathol­
ogies and crises will involve somewhat different intervening processes.
For example, we might expect, in the case of a behavior such as mortality 
due to disease, that the relationship between life stress and pathological 
consequences would be relatively "direct" in nature. In other words, it 
seems that interpretation and evaluation of the life situation(s) producing 
stress for the unfortunate victim would be minimal, and the response made 
would generally be entirely involuntary. On the other hand, for other 
types of pathology, the intervening processes between the experiencing of 
disruption and the individual behavioral response may be much more complex. 
For example, a behavior such as suicide is likely to be preceded by a 
lengthy and involved process of defining exactly what the particular 
problem is, and how it should be dealt with.
The possibility of there being different temporal relationships 
for different pathologies is supported by Sanborn, Casey and Niswander's 
study (1969) of seasonal variation in admissions to psychiatric hospitals 
and the incidence of suicide in the state of New Hampshire. These 
researchers found that changes in the incidence of hospital admissons 
"immediately preceded" corresponding variation in the rate of suicide.
This suggests either that the decision to seek psychiatric help for 
personal problems is somewhat less difficult to make than the decision 
to commit suicide, or perhaps that this is a decision made not by the 
distressed person himself/herself, but by concerned friends and relatives. 
In any event, it does suggest the possibility of there being relationships 
of different lengths between changes in the pace of social life and social 
pathology. And, it should be noted that we saw this to be a real 
possibility with our present data set, given the fact that pathologies
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such as mortality, disease, suicide and criminal behavior were all seen 
back in Chapter II to demonstrate somewhat different patterns of seasonal 
periodicity.
Since we were interested in attempting not only to document the 
existence of a relationship between our independent and dependent variables, 
but also to pinpoint the temporal nature of those relationships as precisely 
as possible, cross-correlations represented an ideal analytical tool.
This is because they provide us with what are, in effect, a series of 
different "alternative" hypotheses, each of which connects the two variables 
according to a different time interval.
Tables 4-1 through 4-5 present such cross-correlations, describing 
the relationships between the raw scores for the Index of the Pace of 
Social Life during the period 1965-1975, and the monthly Hypothetical 
Annual Rates for each of these five social pathologies, over the same 
time period. Although we will soon argue that there are serious conceptual 
and methodological flaws in this statistical procedure, which serve to 
invalidate such cross-correlations of raw scores of time-series data as a 
means of meaningfully investigating bivariate relationships over time, we 
nonetheless present them here, both for purposes of subsequent comparison, 
and to allow the reader to get a feel for what such tables look like and 
how they should be interpreted.
In these tables, the reader is directed to lock at the cross-correla­
tions at the midpoint (specified as "Order 0") of each table, and at those 
coefficients directly beneath these midpoints (e.g., "First Order,"
"Second Order," etc.), for it can be argued that this is the information 
which is most directly relevant to the investigation of our theory. For 
example, the "zero-order" correlation in each table refers to the synchronous
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TABLE 4-1
CROSS-CORRELATIONS OF RAW SCORES (LAG IN MONTHS),■
SUICIDE BY THE 
CROSS
INDEX OF THE PACE OF SOCIAL LIFE
ORDER CORRELATION i
♦♦ i l i 
i ,75 -.50 -.25 0 .25 .50 .75 +
-24 0.082 - : *
-23 0.000 - *
-22 0,031 - :*
-21 0.065 - :*
-20 -0.004 - *
-19 -0.033 - *:
-18 -0.022 - *
-17 0.152 : # .
-16 0.245 - j *
-15 0.295 - : *
-14 0,262 - : *
-13 0.198 - : *
-12 0.122 - : *
-11 0.019 - *
-10 0,091 - : *
-9 0.121 - : *
-8 0.113 - { *
-7 -0,010 - *
-6 0.019 - *
-5 0.228 — : *
-4 0.326 - t *
-3 0.372 - *
-2 0.296 — : *
-1 0.235 - t *
0 0.215 _♦_
1 0.079 - : *
2 0.166 - : *
3 0.151 - : *
4 0.180 - : *
5 0,058 - :#
6 0.055 - :*
7 0.287 . - : *
8 0.335 - : *
9 0.403 - i *
10 0.266. - : *
11 0,184 - : *
12 0.189 - : *
13 0.088 — : *
14 0.143 — : *
15 0.094 .* *
16 0.146 - : *
17 0.002 - *
18 -0.003 - *
19 0.201 - : *
20 0.253 - t *
21 0.259 — : *
22 0.204 - : #
23 0.075 - t *
24 0.064 - :*
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TABLE 4-2
CROSS-CORRELATIONS OF RAW SCORES (LAG IN MONTHS),■
MORTALITY RESULTING FROM DISEASE BY THE INDEX OF THE PACE OF SOCIAL LIFE
ORDER
CROSS
CORRELATION -1 -.75 -.50 -.25 0 .50 .75 +1
-24 -0.160 - *
-23 -0.215 - *
-22 -0.261 - #
-21 -0.075 - *
-20 0.145 - *
-19 0.241 - *
-18 0.332 - *
-17 0.308 - *
-16 0.141 - *
-15 -0.029 - *
-14 -0.187 - *
-13 -0.245 - *
-12 -0.195 - *
-11 -0.250 - #
-10 -0.287 - #
-9 -0.146 - *
-8 0.098 - *
-7 0.216 - *
-6 0.264 - *
-5 0.257 - *
-4 0.080 - *
-3 -0.136 - *
_2 -0.278 - *
-1 -0.271 - *
0 -0.201 . 1Il**«lllI♦ ♦1l1I1l1
1 -0.239 - *
2 -0.285 - *
3 -0.147 - *
4 0.110 - *
5 0.170 - *
6 0,278 - *
7 0.226 - *
8 -0.012 - *
9 -0.235 - *
10 -0.331 - *
11 -0.311 - *
12 -0.255 - *
13 -0.257 — *
14 -0,304 — *
15 -0.142 — *
16 0.092 - *
17 0.170 - *
18 0.283 - *
19 0,243 - *
20 0.027 - *
21 -0.137 - *
22 -0.241 — *
23 -0.232 - *
24 -0.142 - *
t - l l I I l l l ♦ »
 l I l I l l l I
-1 -.75 -.50 -.25 C .25 .50 .75 +




j CROSS-CORRELATIONS OF RAW SCORES (LAG IN MONTHS), ■
! PERSONS' MISSING WORK DUE TO ILLNESS BY THE INDEX OF THE PACE OF SOCIAL LIFE
CROSS
ORDER CORRELATION -1 -.75 — ♦ 50 — ♦25 3 .25 .50 .75 +1
,
-24 -0.076 #
-23 -0.033 - #
-22 -0.089 - *
-21 -0.062 - *
-20 0.156 *
-19 0.307 - *
-18 0.184 - #
-17 0.388 - *
-16 0.414 - *
-15 0.152 - *
-14 -0.136 - #
-13 -0.283 - *
-12 -0.099 - *
-11 -0.075 - *
-10 -0.117 - *
-9 -0.109 - *
-8 0.087 - *
-7 0.292 - *
-6 0.103 - *
-5 0.322 - #
-4 0.383 - *
-3 0,030 - *
-2 -0.195 - *
-1 -0,328 - *
0 -0.089 _ 4♦
1 -0.055 - *
2 -0.084 - *
3 -0.101 - *
4 0.129 — *
5 0.252 - *
6 0.104 - *
7 0.313 - *
8 0.261 - *
9 -0.050 - *
10 -0.234 - #
11 -0.360 - *
12 -0.135 - *
13 -0.083 - *
14 -0.105 - *
15 -0.109 — *
16 0.143 - *
17 0.239 - *
18 0.109 - *
19 0.318 - *
20 0.244 - *
21 -0.040 - *
22 -0.234 — * .
23 -0.365 - #
24 -0,142 — *
-1 -.75 -.50 -.25 0 .25 .50 .75 +1
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TABLE 4-4
CROSS-CORRELATIONS OF RAW SCORES (LAG IN MONTHS), •
HOSPITAL ADMISSIONS BY THE INDEX OF THE PACE OF SOCIAL LIFE
CROSS
ORDER CORRELATION -1 -.75 -.50 -.25 0 .25 .50 .75 +1
♦ — — — — ♦ — ——_ ♦ ♦  ♦   ♦____ *____ *____ «
-24 0.180 - #
-23 0.146 - *
-22 0.091 - *
-21 -0.089 - #
-20 0.077 - #
-19 0.113 - #
-18 0.067 - *
-17 0.294 - . *
-16 0.242 - *
-15 0.369 - *
-14 0.168 - *
-13 0.019 - *
-12 0.268 - *
-11 0.174 - *
-10 0.123 - *
-9 -0.074 - *
-8 0.086 - *
-7 0.140 - *
-6 0.085 - *
-5 0,337 - #
-4 0.308 - *
-3 0.435 - *





V * u *T
0.249 *
2 0.240 - *
3 -0.007 - *
4 0.157 - *
5 0.208 - *
6 0.081 - >k
7 0.331 — *
8 0.305 - *
9 0.385 - *
10 0.165 - *
11 0.084 - *
12 0.247 - *
13 0.195 - *
14 0.175 - *
15 -0.088 - *
16 0.097 - *
17 0.116 - *
18 -0.015 - 51■
19 0.250 - *
20 0.218 - *
21 0.247 - *
22 0.066 — *
23 -0.043 - *
24 0.119 - *
• ♦ « * » “’ ♦ — — — — * —* — — — # — — — — ^
-1 -.75 -.50. -.25 0 .25 .50 .75 +1
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TABLE 4-5
CROSS-CORRELATIONS OF RAW SCORES (LAG.IN MONTHS), ■ 
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relationship between the two variables in question - i.e., the measure of 
association obtained when scores for the two variables for the same month 
are correlated. On the other hand, the measure of association "of the 
first order," directly beneath this midline, refers to a relationship in 
which the Index of the Pace of Social Life score has been correlated with 
the pathology score one month following. Similarly, the "second-order" 
correlation measures the relationship between Index of the Pace of Social 
Life scores and the pathology score two months later, and so on, up to a 
lag of twenty-four months. Thus, if our theoretical reasoning is correct, 
and the Index of the Pace of Social Life does represent an independent 
variable which exerts an influence upon the dependent variables of social 
pathology, then we should expect to find higher correlation coefficients 
in those measures of association immediately at and directly following the 
midpoints of these cross-correlation tables. High scores in this range 
would be taken to indicate that, shortly after the occurrence of significant 
changes in the pace of social life within a society, various types of 
social pathologies do begin to manifest themselves.
On the other hand, we should expect the remaining cross-correlations 
in these tables to be more-or-less randomly distributed. For example, we 
would not expect to find particularly high relationships above the zero- 
order point, since this would be referring to situations in which the 
independent variable is being lagged after - not prior to - the dependent 
variable. Obviously, this is a possibility which doesn’t make any intuitive 
sense, at least from the standpoint of the theory which we are proposing. 
Similarly, we would have no real reason to expect to find strong correla­
tions in those relationships in which the dependent variables have been 
lagged for periods of a year or longer after the Index of the Pace of
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Social Life socres. Such a lengthy time interval would seem to seriously 
strain the credibility of the life stress theory being proposed here.
When one examines these five cross-correlation tables, it appears 
that each of them might be interpreted as providing support, in one way 
or another, for our theoretical model. For example, looking at the 
relationship between the Index of the Pace of Social Life and the monthly 
incidence of suicide, presented in Table 4-1, we observe a synchronous 
relationship of .215. This is followed by a dip to .079 at a one-month 
lag, a steady rise to a correlation of .180 at a four-month lag, another 
dip at the five- and six-month lags, and then a jump to correlations of 
.287, .335 and .403 at seven-, eight- and nine-month lags, respectively. 
Or, in a somewhat different pattern, the Index of the Pace of Social Life 
might be seen as having a kind of "delayed effect" upon the health-related 
variables of mortalities resulting from disease (Table 4-2) and persons 
missing work due to illness (Table 4-3). According to such an interpre­
tation, although Index of the Pace of Social Life scores are negatively 
correlated with these health measures synchronously, and at lags of one 
to three months, strong positive relationships do appear at lags of four 
to eight months. This might be viewed as suggesting that it takes the 
stress induced by changes in social activities and relationships within 
a social system considerable time to fester within the individual, before 
it manifests itself as physical illness or increased vulnerability to 
mortality. Finally, both hospital admissions (Table 4-4) and homicide 
frequency (Table 4-5) demonstrate strong positive relationships with the 
Index of the Pace of Social Life, both synchronously, and in the several 
months directly following. Thus, all of these results seem to suggest 
that if one restricts his/her view to only a small portion of the cross­
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correlation table - that with which our theory is most directly concerned - 
then it would be possible to report strong support for that theory.
However, when we expand our view to include the entire 49 correlation 
coefficients presented in this table, things begin to become much more 
cloudy, and a number of questions appear. For example, why don't these 
strong correlations die out within a period of a year or so - why do they 
continue to be strong as much as two full years following the Index of 
the Pace of Social Life score? Certainly, our theoretical model would not 
predict this. Similarly, why are there so many strong correlations 
observed in the top half of the table, where pathologies precede the 
independent variable by various time intervals? We can offer no theoretical 
explanation to account for this. And why do variables such as suicide, 
hospital admissions, and homicide demonstrate virtually all positive 
correlations and no negative correlations with the Index of the Pace of 
Social Life? Finally, what is the meaning of the peculiar "roller coaster" 
patterns of smooth, regular rises and dips throughout the entire period 
of observation, which are demonstrated by the cross-correlations between 
the Index of the Pace of Social Life and variables like mortalities 
resulting from disease and persons missing work due to illness?
The fact that we can raise such questions about these results does
not necessarily imply poor theorization on our part. Rather, it may 
simply reflect the fact that it is methodologically invalid to take two
data sets over time, and correlate their raw scores. As we shall now
proceed to see, such techniques are likely to tell us very little about 
the true nature of the relationship between variables.
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Problems with Time Series
The fundamental problem inherent in attempting to meaningfully 
analyze time-series data lies in the fact that they are necessarily 
composed of, and affected by, a number of sources of variation, which 
can confound any attempt to measure the true pattern of covariation 
between two variables over time.
Ironically, one of the most problematic of these sources of variation 
is seasonality. Although seasonality is obviously of central concern to 
this study, its existence nonetheless has the potential to confound the 
relationship between social phenomena which we are seeking to investigate 
here. The reason for this is that season can operate as a potential source 
of spuriousness, if the two variables which are being investigated happen 
to themselves both be independently related to season. For example, it 
is likely that the variables of bird migrations and criminal activity are 
each highly seasonal in nature, for reasons quite unrelated to one another. 
However, despite this lack of any substantive relationship between these 
two variables, static cross-correlational analysis of the type described 
in the previous section would, in all likelihood, indicate the existence 
of such a relationship. Although there are probably few social researchers 
who would seriously attempt to attribute any causal significance to such 
an observed "relationship,,, this problem obviously becomes much less 
clearcut when one is looking at variables which, for substantive reasons, 
we might reasonably expect to be related. For this reason, then, it is 
necessary, once we have documented that both our independent and dependent 
variables do in fact vary seasonally, that we somehow eliminate the 
effects of season from further data analysis.
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A second major problem in studying time series is that of trends. 
Here, we are concerned with long-term changes in the variables being 
studied - i.e., are they increasing or decreasing over time? Just as 
seasonality can operate as a potential source of spuriousness, so also 
can the same problem occur as a result of trend. And, we had reason to 
believe that this might present a problem in this study, since it will 
be remembered that many of our social pathology variables - for example, 
all of those relating to criminal activity - appeared to demonstrate 
general trends of an upward direction.
The problem with trends is that if cross-correlations have been 
computed for a pair of variables which both happen to be characterized 
by trends, it is likely that, precisely because they both contain trends, 
these variables may appear to be correlated, but for reasons that have 
nothing to do with them being related to each other. Thus, if a researcher 
were to correlate two variables, both of which happen to be '’naturally1' 
increasing over time, it is likely that they would correlate highly with 
one another. For example, if one were to look at the relationship between 
crime rates and the number of women in society, he/she would presumably 
find a fairly strong positive correlation to exist between these two 
variables. It would obviously be a serious mistake to attribute any 
causal significance to such a correlation, however. Rather, this would 
simply reflect the fact that both of these social phenomena are indepen­
dently increasing over time, producing an artificial and spurious relation­
ship between the two.
Thus, seasonality and trend pose the same basic problem in the 
analysis of data over time, which is the fact that there are likely to be 
regular fluctuations in time series, which are explainable by very gross
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processes, and not by the relationship between the two variables in 
which the researcher is interested. Cross-correlational analysis of the 
raw data for time series is unable to account for these processes, and 
is hence a classic case of the "omitted variables" fallacy, which 
routinely plagues the attempt to establish causality in the social 
sciences. Clearly, then, it is a grave mistake to attempt to impute any 
meaningful relationship to the results obtained via such analyses.
In addition, there are several other factors which can operate to 
make correlations between several time series misleading. One of these 
problems is that any time series is likely to demonstrate autocorrelation 
- i.e., it is likely to correlate highly with itself - and this auto­
correlation is itself a function of seasonality and trends. And a final 
problem is that any time series is likely to contain a substantial amount 
of random noise, including the random noise that accounted for its past 
values.
Thus, we find ourselves in need of some means by which such factors 
can be identified and eliminated from our time series, prior to bivariate 
data analysis. But how can they be separated out? How can it be determined 
whether a relationship is real or spurious? If it is not possible to infer 
causality from conventional correlational techniques, what alternatives, 
if any, does the researcher have? Although this is indeed a sticky 
statistical problem, for which no completely satisfactory solution exists, 
we are fortunate to have found a partial solution, in the form of Box- 
Jenkins analysis of time series.
Box-Jenkins Analysis
Box-Jenkins analysis (Box and Jenkins, 1970), is a procedure for 
the stochastic modeling and forecasting of time-series data. This
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procedure can be seen to consist of several steps, which are routinely 
followed in the attempt to arrive at a model which will optimally fit 
a particular set of data. These include the following:
(1) Postulation of a model. Box-Jenkins analysis begins with the 
selection of an ARIMA (Mixed Autoregressive Integrated Moving Average) 
model. This is only a tentative selection, and the typical Box-Jenkins 
analysis is likely to involve the postulation and testing of a number of 
different ARIMA models.
(2) Estimation of the parameters of the model. This is accomplished 
via an interative nonlinear least-squares procedure, in which model 
parameters are estimated and calculated, until the smallest possible sum
of squared residuals has been attained.
(3) Diagnostic checking of the model. In this stage, the analyst 
examines the residuals produced by the fitted model to determine their 
adequacy. This is done via a goodness-of-fit test, which looks for 
evidence of nonrandomness in these residuals.
(4) Model re-specification. As suggested above, the selection of 
appropriate models for the fitting of time series is necessarily one of 
trial and error. It is thus desirable to experiment with a number of 
different models, to optimize finding the one which provides the best 
fit of a given set of data.
Box-Jenkins analysis is frequently used to forecast the future 
values of a time series, given its behavior in the past. However, our 
interest in this procedure was that it could be used to "prewhiten" our 
various time series, thus making them amenable to meaningful cross-correla­
tional analysis, free of the problems discussed on previous pages. The 
goal of "prewhitening" is to turn a time series into "white noise" - i.e.,
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"a purely random process,11 in which "the random variables [Z^] are a 
sequence of mutually independent, identically distributed variables" 
(Chatfield, 1975: 39). This is done by producing the Box-Jenkins
residuals described above.
Thus, the Box-Jenkins procedure addresses itself to the problems 
discussed on earlier pages, since it operates to fit all of these extraneous 
influences, and it can therefore be used to remove their contributions to 
the behavior of the variable over time. An optimal Box-Jenkins model 
can be fit, and a series of residuals (deviations from the fit) can be 
calculated. These residuals consist of the variation in the original 
series which is explained by things other than seasonality, trends, the 
past values of the variable, and past random disturbances, and it is these 
residuals which can be used to investigate the correlation between time 
series.
Thus, this process of "prewhitening" time series via Box-Jenkins 
analysis can be viewed as a kind of multivariate analysis, in which one 
controls for factors outside of a bivariate relationship that might 
produce spurious correlations. In this particular instance, the factors 
that are being controlled for are seasonality, trend and autocorrelation, 
and once that variation in the time series which is explained by season­
ality, trend, random shocks, and autoregression has been eliminated, what 
remains is unexplained variation. It is this which one can look to 
another time series to explain.
An Illustration
Box-Jenkins analysis was routinely carried out on each of the 
variables which we wished to cross-correlate with the Index of the Pace
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of Social Life, using the statistical package IDA. To give the reader
a better feel for exactly what Box-Jenkins analysis does, it might be
helpful to briefly run through one such analysis. Table 4-6 presents
the model which was fitted to our independent variable, the Index of
the Pace of Social Life. The time-series analyses which were performed
on the five dependent variables involved the same basic procedures which
will be discussed in this section.
Box-Jenkins analysis begins with the researcher selecting one of
several ARIMA models, for which the attempt will be made to fit the time
series in question. A model is postulated by supplying values to the
parameters initially asked for by the Box-Jenkins fitting algorithm.
These include the following:
P = the order of the autoregressive component
D = the order of differencing
Q = the order of the moving-average component
In addition, the fact that we were dealing with explicitly monthly data
required that we use a seasonal Box-Jenkins model. Thus, the following
parameters were also necessary:
BP = the order of the autoregressive process at the 
seasonal lag
BD = the order of differencing at the seasonal lag
BQ = the order of the moving-average component at the 
seasonal lag
The model specified in Table 4-6 is a mixed zero-order autoregressive, 
first-order moving average model, based upon first differencing, with a 
seasonal component. Briefly, this means the following:
(1) Specifying P as "0" indicates that no autoregressive term 
is included in this model. That is, the variable being
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TABLE 4-6 
' BEST FITTING BOX-JENKINS MODEL, 
INDEX OF THE PACE OF SOCIAL LIFE
P» D» Q = Ot 1» i 
SEASONAL PERIOD = 12
BPfBDfBQ = 0> 1» 1
THE FINAL MODEL ISJ
EST Z (I) = 0









1 NUMBER 1 0.7888E+00- 0.5628E-01 0,
SEAS. MOV. AVG.
2 NUMBER 1 0•8780E+00 0.3386E-01 0.
SSR = 146641.1
STANDARD DEVIATION OF RESIDUALS * = 35.40
# BASED ON 117 DEGREES OF FREEDOM
CORRELATION OF MODEL PARAMETERS 




BASED ON 119 DIFFERENCES
(MEAN = -0.4966387 STD.DEV. = 53.38822
OF *IPSL IN COL 2 t  ROUS 1 THROUGH 132
ESTIMATE 




analyzed is not modeled as depending upon its own 
previous values.
(2) Specifying D as "I" means that each value is being 
differenced from its previous value (i.e., Xt - Xt ^).
-The process of first-order differencing in this model 
operates to eliminate the effects of trend from the time series.
(3) The moving average component Q is concerned with 
disturbances - i.e., "random shocks" - in the variable.
By specifying Q as "1," we are saying that this time series 
has "a short memory." This means that it can be modeled 
by going back only one time period, and building into the 
model the value of its disturbance at that time.
(4) A seasonal model such as this is designed to eliminate 
the effects of seasonality from the time series. Setting the 
orders BP=0, BD=1, and BQ=1 calls for a model in which the 
difference between the monthly change in the pace of social 
life is modeled as a function of random shocks. Thus, 
specifying BP as "0" suggests that autoregression at the 
seasonal lag is not a significant determinant of the value
of Xt» Specifying BD as "1" means that we are first- 
differencing at the seasonal lag (i.e., at Xt - Xt~12), 
as well as at the immediately previous value. And specify­
ing BQ as "1" means that we are also taking into account 
disturbance in the value of the variable at Xfc - X^ .
Thus, to summarize what this model is saying, the forecast of the change 
in the pace of social life from one month to the next is given by a sum 
made up of one times its value twelve months ago, differenced from its
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value thirteen months ago, to which is added an additional set of random 
shocks which it experienced one month ago and thirteen months ago.
It should be emphasized that Box-Jenkins models are atheoretical, 
and have no inherent explanatory power - i.e., they do not address 
themselves to the question of underlying causal structures. Instead, 
the relative adequacy of a particular ARIMA model is determined by 
statistical, not theoretical or substantive, criteria.
To determine whether a particular model provides an optimal fit of
a time series, there are two basic indicators to which the analyst pays
close attention. The first of these is the sum of squared residuals 
yielded by the model. This is represented in our example by the SSR of 
14664.1. The criteria for comparing several models at this juncture is 
the size of the sum of the squared residuals produced by each. The 
researcher looks for that model which generates the smallest sum of 
squared residuals, as did this model for the Index of the Pace of Social 
Life.
Then, the analyst performs a diagnostic check of the model which 
has been fitted. This is done by examining the autocorrelation function 
of the residuals produced by the particular model in question (see Table 
4-7). Specifically, what one looks at here is the Box-Pierce statistic 
of the autocorrelated residuals, which is distributed as a chi-square 
statistic, with degrees of freedom equal to K - P - Q. Again, as was the
case with the sum of squared residuals, it is desirable that this
Box-Pierce statistic be as small as possible. This implies, of course, 
a somewhat different interpretation of chi-square than if it were being 
used as a means of testing a null hypothesis of no relationship.
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TABLE 4-7
AUTOCORRELATION FUNCTION OF BOX-JENKINS RESIDUALS, ■ 
INDEX OF THE PACE OF SOCIAL LIFE
AUTO- RANDOM
ORDER CORR. MODEL SE -1
♦
♦
-.75 -.50 -.25 0 .25
1 -0.005 0.086 + * +
2 0.035 0.086 + :* +
3 0.156 0.085 + : *
4 -0.094 0.085 +# : +
5 -0.047 0.085 + *: +
6 0,030 0.084 + :* +
7 -0.096 0.084 • +# : +
8 -0.097 0.084 +* : +
9 -0.096 0.083 +* : '+
10 -0.225 0.083 *+ r +
11 -0.044 0.083 + *: +
12 0.064 0.082 + :* +
13 -0.084 0.082 +* : +
14 0.142 0.082 + : *
15 0.103 0.081 + : *+
• ♦ — ___ ♦ _ ♦ — ♦ ♦ ♦ . «• • • ♦ — —— — # — — • — # — — — — # — — — — 4 — — —•— #
-1 -.75 -.50 -.25 0 .25 .50 .75 +1
* : AUTOCORRELATIONS
+ J 2 STANDARD ERROR LIMITS <APPROX.)
VARIABLE J IPSL 
FIRST ACTIVE ROW = 1
LAST ACTIVE ROW = 132 
NUMBER OF OBSERVATIONS = 132
BOX-PIERCE STATISTIC FOR LAG 15:
UNADJUSTED = 21,38
ADJUSTED = 2 3 . 3 3
RUNS OF AUTO ABOVE AND BELOW ZERO:
OBSERVED NUMBER OF RUNS = 8
EXPECTED NUMBER OF RUNS = 8.20
STANDARD-DEVIATION OF RUNS = 1 , 7 9
< OBS•-EXP.)/(STD.DEV.) = -0.11
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In the familiar contingency table analysis, chi-square tests are
used to measure how well an "independence" or "no relationship" model
2
fits the data. Researchers are generally pleased if the x value is
large enough to justify rejection of this "no relationship" model, since
it allows them to turn to their substantive hypothesis as a more likely
2
alternative. In autocorrelation analysis, however, the Box-Pierce x
measures how well a "no autocorrelation" model fits the data. Since the
series being autocorrelated is usually residuals from a Box-Jenkins
analysis, which are not supposed to be autocorrelated, researchers using
2
chi-square for this purpose are generally pleased if the X value is 
small enough that the "no autocorrelation" model is not rejected.
Thus, our goal in this context was to attain a nonsignificant 
Box-Pierce statistic. As can be seen in our example, the Box-Pierce 
statistic provided by the model fitted to the Index of the Pace of Social 
Life is 21.38, which does fail to achieve statistical significance at 
the .05 level. This indicates, then, that the residuals produced by this 
series are free of autocorrelation, which is the minimum criteria for a 
prewhitened time series.
Different ARIMA models can be postulated and tested in conjunction 
with a particular time series, simply by varying the parameters in the 
Box-Jenkins fitting algorithm. For each of the time series under study 
here, a number of different models were tested, via the procedures just 
discussed. Surprisingly, only two of the various models tried proved 
fruitful in the analysis of our time series. The model just discussed 
also proved to be the best-fitting model for the suicide and homicide 
time series. And the time series for mortalities resulting from disease 
and persons missing work due to illness were best fitted by a model in
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which all parameters were set at "I11 - i.e., a mixed first-order auto­
regression, first-order moving average model, based upon first differen­
cing, with a seasonal component. We were unable to find a satisfactory 
approximation of the hospital admissions time series, and thus dropped it 
from further analysis.
The best-fitting models for these time series, and the autocorrela­
tion functions of their residuals, are presented in Tables 4-8 through 
4-15. It should be noted that, for each of these variables, it was possible 
to arrive at a model whose Box-Pierce statistic failed to achieve statisti­
cal significance. And several of these - most notably, persons missing 
work due to illness and mortalities resulting from disease - demonstrated 
very low Box-Pierce statistics, suggesting that the fit was a particularly 
good one.
Interpreting the Prewhitened Cross-Correlation Functions
Having satisfactorily prewhitened each of our time series, to make 
them amenable to more meaningful cross-correlation analysis, it now 
remains to examine and interpret these cross-correlation functions. The 
cross-correlations describing the relationships between the Box-Jenkins 
residuals for the Index of the Pace of Social Life and those for the 
social pathologies under investigation are presented in Tables 4-16 
through 4-19.
Since, as pointed out earlier, we did find results in our original 
corss-correlations which might be viewed as being generally consistent 
with our theory, we were faced with several possibilities, as we compared 
these findings to the cross-correlations of the prewhitened residuals.
On the one hand, if we were to find that the prewhitened residuals were
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TABLE 4-8 
BEST FITTING BOX-JENKINS MODEL,
SUICIDE
Pr Dr Q = Or lr 1
SEASONAL PERIOD = 12
BPrBDrBG, = Or lr 1
THE FINAL MODEL ISJ
EST Z <I) = 0







ESTIMATE ERROR* -2 STD.ERR. +2 STD.ERR
. NONSEAS. MOO. AVG.
1 NUMBER 1 0.6562E+00 •0.6910E-01 0.5179E+00 0.7944E+00
SEAS. MOV. AVG.
2 NUMBER 1 0.8711E+00 0.2647E-01 0.8182E+00 0.9240E+00
SSR = 19.26174
STANDARD DEVIATION OF RESIDUALS * = 0.4057
# BASED ON 117 DEGREES OF FREEDOM
CORRELATION OF MODEL PARAMETERS 




BASED ON 119 DIFFERENCES
(MEAN = -0.6890756E-02 STD.DEV. = 0.6653580 )
OF *SUCD * r IN COL lr ROUS 1 THROUGH 132
TABLE 4-9










—  ♦-— ♦--- ♦----j
+ *: +
2 0.127 0.086 + : *
3 -0.041 0.085 + *: +
4 -0.031 0.085 + *: +
5 0.080 0.085 + : *+
6 -0.199 0.084 *+ : +
7 -0.057 0.084 ' + *: +
0 -0.117 0.084 +* : +
9 0.002 0.083 + * . +
10 -0.132 0.083 * : +
11 -0.105 0.083 +* : +
12 -0.072 0.082 + *: +
13 0.167 0.082 + : *
14 -0.003 0.082 + * +
15 0.065 0.081 + :* +
.75 +1
-1 -.75 -.50 -.25 0 .25 .50 .75 +1
* J AUTOCORRELATIONS
+ J 2 STANDARD ERROR LIMITS (APPROX.)
VARIABLE J RSDLS 
FIRST ACTIVE ROW = 1  
LAST ACTIVE ROW = 132
NUMBER OF OBSERVATIONS = 132
BOX-PIERCE STATISTIC FOR LAG 15J 
UNADJUSTED = 19.63 
ADJUSTED = 21.27
RUNS OF AUTO ABOVE AND BELOW ZEROJ 
OBSERVED NUMBER OF RUNS = 10
EXPECTED NUMBER OF RUNS = 7.67
STANDARD-DEVIATION OF RUNS = 1.64
< OBS.-EXP♦)/(STD.DEV.) = 1.42
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TABLE 4-10 
• BEST FITTING BOX-JENKINS MODEL, 
MORTALITY RESULTING FROM DISEASE
Pf D» 0 = I f  I f  1 
SEASONAL PERIOD = 12
BPfBDfBQ - 1» If 1
THE FINAL MODEL ISJ
EST Z(I) = 0
+ 1.304*Z<I- 1>
- 0.304*Z(I- 2) 
+ 0.901*Z<I-12>
- 1«175*Z <1-13) 
+ 0.274*Z(I-14> 
+ 0.099*Z(I-24>







ESTIMATE ERROR* -2 STD.ERR. +2 STD.ERR
1 NUMBER 1 
NONSEAS. MOV. AVG.
0•3037E+00 0.1065E+00 0.9077E-01 0.5167E+00
2 NUMBER 1 
SEAS, AUTOREGR.
0.8980E+00 0.5082E-01 0.7963E+00 0.9996E+00
3 NUMBER 1 
SEAS. MOV. AVG.
-0.9889E-01 0»9579E—01 -0.2905E+00 0.9268E-01
4 NUMBER 1 0.8442E+00 0.4576E-01 0.7526E+00 0.9357E+00
SSR = 88022,11
STANDARD DEVIATION OF RESIDUALS * = 27.67
# BASED ON 115 DEGREES OF FREEDOM
CORRELATION OF MODEL PARAMETERS 
(ANALOGOUS TO 'BCOR' IN OLS)
1 2  3 4
1 1.0000
2 0.5409 1.0000
3 -0.2027 -0.0957 1.0000
4 -0.3432 -0.5596 0.3071 1.0000
BASED ON 119 DIFFERENCES
(MEAN = -0.3764706 STD.DEV. = 42.23888 )
OF 'DISMRT* f IN COL If ROUS 1 THROUGH 132
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TABLE 4-11
AUTOCORRELATION FUNCTION OF BOX-JENKINS RESIDUALS,-
MORTALITY RESULTING FROM DISEASE
AUTO- RANDOM
JRDER CORR. MODEL SE -1 -.75 -.50 -.25 0
♦ _  ♦ 
♦ ♦.
1 0.064 0.086 + :* +
2 -0.160 0.086 * : +
3 -0.037 0.085 + *: +
4 -0.044 0.085 + *: +
5 0.019 0.085 + *  +
& -0.022 0.084 + *  +
7 0.118 0.084 + : *+
8 -0.007 0.084 + * . +
9 -0.123 0.083 +* +
10 -0.063 0.083 + #: +
11 0.154 0.083 + : *
12 0.060 0.082 + :* +
13 -0.052 Q .082 + *: +
14 0.059 0.082 + :* +
15 0.033 0.081 + :# +
-1 -.75 -.50 -.25 0 .25 .50 .75 +1
* J AUTOCORRELATIONS
+ : 2 STANDARD ERROR LIMITS (APPROX.)
VARIABLE J RSDLS 
FIRST ACTIVE ROW = 1  
LAST ACTIVE ROW = 132
NUMBER OF OBSERVATIONS = 132
BOX-PIERCE STATISTIC FOR LAG 15:
UNADJUSTED = 13.44
ADJUSTED = 1 4 . 4 7
RUNS OF AUTO ABOVE AND BELOU ZERO:
OBSERVED NUMBER OF RUNS = ?
EXPECTED NUMBER OF RUNS = 8.47
STANDARD-DEVIATION OF RUNS = 1.86
(OBS.-EXP.)/<STD.DEV.) = 0.29
TABLE 4-12
' BEST FITTING BOX-JENKINS MODEL, 
PERSONS MISSING WORK DUE TO ILLNESS
P» D» Q = 1 > 1» 1
SEASONAL PERIOD = 12
BP»BD»BQ.= I f  I f  1
THE FINAL MODEL ISt


















-2 STD.ERR. +2 STD.ERR
1 NUMBER 1 
NONSEAS. MOV. AVG.
0.2520E+00 0.9927E-01 0.5349E-01 0.4506E+00
2 NUMBER 1 
SEAS. AUTOREGR.
0.9241E+00 0.3816E-01 0.8478E+00 0.1000E+01
3 NUMBER 1 
SEAS. MOV. AVG.
0.5328E-01 0.9325E-01 -0.1332E+00 0.2398E+00
4 NUMBER 1 
SSR = .2820192E+09
0.9156E+00 0.3458E-01 0.8464E+00 0»9848E+00
STANDARD DEVIATION OF RESIDUALS * = 1566*
* BASED ON 115 DEGREES OF FREEDOM
CORRELATION OF MODEL PARAMETERS 
(ANALOGOUS TO 'BCOR' IN OLS)
1 2  3 4
1 1,0000
2 0.4397 1.0000
3 -0.0317 0.0186 1.0000
4 -0.0025 -0.0849 0.2771 1.0000
BASED ON 119 DIFFERENCES
(MEAN = 1.281513 STD.DEV. = 2421.119 )
OF *MSSWRK* ? IN COL l r ROUS 1 THROUGH 132
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TABLE 4-13
AUTOCORRELATION' FUNCTION OF BOX-JENKINS RESIDUALS, • 
PERSONS MISSING WORK DUE TO ILLNESS
AUTO- RANDOM
ORDER CORR. MODEL SE -1 
♦
-.75 -.50 -.25 0 .25
1 ■ 0.014 0.086 + * +
2 -0.067 0.086 + * i +
3 0.000 0.085 + * +
4 -0.004 0.085 + # +
5 -0.042 0.085 + *: +
6 -0.010 0.084 + * +
7 -0.032 0.084 + *: +
8 -0.073 0.084 + #: '+
9 -0.054 0.083 + *: +
10 -0.110 0.083 +* : +
11 0.017 0.083 + * +
12 0.084 0.082 + : *+
13 0.135 0.082 + : *
14 0.115 0.082 + : #+
15 0.032 0.081 + :* +
* : AUTOCORRELATIONS
+ i 2 STANDARD ERROR LIMITS (APPROX.)
VARIABLE : RSDLS
FIRST ACTIVE ROW = 1
LAST ACTIVE ROW = 132 
NUMBER OF OBSERVATIONS = 132
BOX-FTERCE STATISTIC FOR LAG 15J 
UNADJUSTED = 8.965
ADJUSTED = 9 . 9 3 1
RUNS OF AUTO ABOVE AND BELOW ZEROS
OBSERVED NUMBER OF RUNS = 5
EXPECTED NUMBER OF RUNS = 8.47
STANDARD-DEVIATION OF RUNS = 1.86
(OBS. -EXF*.) / (STD. DEV. ) = -1.87
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TABLE 4-14 
' BEST FITTING BOX-JENKINS MODEL, 
HOMICIDE
P, D> Q = 0> 1» 1
SEASONAL PERIOD = 12
BP»BD»BQ = Or l r  1
THE FINAL MODEL IS*.
EST Z(I> = 0







ESTIMATE ERROR# -2 STD.ERR. +2 STD.ERR
NONSEAS. MOO, AUG.
1 NUMBER 1 0.6187E+00 '0.7440E-01 0.4699E+00 0.7675E+00
SEAS. MOO. AOG.
2 NUMBER 1 0•8414E+00 0.3154E-01 0.7783E+00 0.9045E+00
SSR = 24.05070
STANDARD DEOIATION OF RESIDUALS * = 0.4534
* BASED ON 117 DEGREES OF FREEDOM
CORRELATION OF MODEL PARAMETERS 




BASED ON 119 DIFFERENCES
(MEAN = -0,1235294E-01 STD.DEU. = 0.5822789 )
OF *HMCD ■> IN COL l r ROUS 1 THROUGH 132
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TABLE 4-15






MODEL SE -1 -.75 -.50 -.25 0 .25
1 0.056
♦•
0.086 + :* +
2 -0.051 0.086 + *: +
3 0.025 0.085 + i t  +
4 -0.149 0.085 * i +
5 -0.034 0.085 + *: +
6 -0,068 0.084 + t i  +
7 0,061 0.084 + :* +
8 0.044 0.084 + :* +
9 0.081 0.083 + *+
10 -0.141 0.083 * : +
11 -0.074 0.083 + *: + .
12 0.057 0.082 + :* +
13 -0.206 0.082 #+ : +
14 0.053 0.082 + :* +
15 -0.002 0.081 + * +
t  J AUTOCORRELATIONS
+ t 2 STANDARD ERROR LIMITS (APPROX.)
VARIABLE J RSDLS 
FIRST ACTIVE ROW = 1
LAST ACTIVE ROW = 132 
NUMBER OF OBSERVATIONS = 132
BOX-PIERCE STATISTIC FOR LAG 151 
UNADJUSTED = 15.88
ADJUSTED = 1 7 . 3 7
RUNS OF AUTO ABOVE AND BELOW ZERO:
OBSERVED NUMBER OF RUNS = 10
EXPECTED NUMBER OF RUNS = 8.47
STANDARD-DEVIATION OF RUNS = 1.86
< OBS.-EXP.)/< STD.DEV.) = 0.83
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TABLE 4-16
CROSS-CORRELATIONS OF BOX-JENKINS RESIDUALS (LAG IN MONTHS) ,
SUICIDE BY THE INDEX OF THE PACE OF SOCIAL LIFE
CROSS
ORDER CORRELATION -1 -.75 -.50 -.25 > .25 .50*____  ♦
-24 -0.039 - *
-23 -0.025 - *
-22 -0.138 - *
-21 0.043 - *
-20 -0.211 - . *
-19 0.132 - *
-18 0.016 - *
-17 -0.083 - * I►
-16 0.040 - ' *
-15 -0,030 - ►►
-14 -0.027 - * ►►
-13 0.156 - #
-12 0.008 - *
-11 -0.057 -■ ■ * >►
-10 0.030 - !*
-9 0.047 - . :*
-8 0.071 - . !*
-7 0.052 - !*
-6 0.032 - ;*
-5 -0.036 - * »>
-4 0.011 - *
-3 -0.060 - * >
-0.165 - * ►►
-1 0.055 - : *
0 0.116 —  * _ _ _ _ _ _ _ _ _ ♦_ i * i i ♦♦ i i i i 1 t
1 -0.053 - * . ►
2 0.106 - 4A *
3 -0.067 - * i
4 0.062 - A *
5 0.096 - AA *
6 0.034 - AA *
7 0.069 - AA *
8 -0.079 - *
9 0.068 - A4 *
10 -0.173 - *
11 -0.079 - *
12 0.106 - 44 *13 0.063 - « *
14 0.101 — i *
15 -0.210 — * 5
16 0.015 - *
17 -0.024 - if
18 0.033 — ♦i *
19 0.070 - 4• *
20 0.018 - * ■
21 -0.081 - *  :
22 0.046 - •♦ *
23 -0.103 - *  i
24 -0.037 - * :
♦ 75 + 1
-1 -.75 -.50 -.25 .25 .50 .75 +  1
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TABLE 4-17
CROSS-CORRELATIONS OF BOX-JENKINS RESIDUALS (LAG IN MONTHS), 
MORTALITY RESULTING FROM DISEASE BY THE INDEX OF 
THE PACE OF SOCIAL LIFE
CROSS 
ORDER CORRELATION -1 -.75 -.50 -.25 .75 +1
-24 0.043 - :*
-23' -0.030 - * :
-22 -0.049 - * •♦
-21 0.176 - : *
-20 -0.060 - . * •♦
-19 -0.026 ■ - * ♦*
-18 0.003 - *
-17 -0.025 - * ♦•
-16 0.157 - : *
-15 0.208 - : *
-14 0.106 - : *
-13 0.064 - :*
-12 -0.011 - #
-11 -0.076 - * ♦•
-10 0.038 - :*
-9 0.023 - , *
-8 -0.152 - * ♦♦
-7 -0.014 - *
-6 -0.231 - * ♦
-5 -0.145 - * ♦
-4 0.069 - :#
-3 -0.096 - * ♦•
-2 -0.080 - * «*
-1 0.153 - : *
0 0.131 _,♦ Il 
♦ ♦I l I I ♦ »1lll „__ »____« . * ♦  ♦ 4* »
1 0.112 - : *
2 0.189 - : *
3 0.019 - *
4 0.067 - :#
5 -0.025 - *
6 0,090 - : *
7 0.018 - *
8 -0.076 - * ♦•
9 -0,314 - * •
10 -0.213 - * ♦♦
11 -0.083 - * ♦♦
12 -0.204 - * ♦
13 0.006 - *
14 0.061 - I#
15 0.040 - :*
16 -0.012 - *
17 0.040 - :*
18 0.152 - : *
19 0.013 - *
20 -0.067 - * |
21 -0.009 - *
22 0.003 - *
23 -0.095 - * ♦*
24 -0.012 - *
*.
-1 -.75 -.50 -.25 0 .2! .75 +1
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TABLE 4-18
CROSS-CORRELATIONS OF BOX-JENKINS RESIDUALS (LAG IN MONTHS) ,
PERSONS MISSING WORK DUE TO ILLNESS BY THE INDEX OF 
THE PACE OF SOCIAL LIFE
CROSS
ORDER CORRELATION -1
♦ -♦75 -450 -*25 0 *25 *50 *75 +
-24 0*023 *
-23 -0.045 - *:
-22 0.006 - #
-21 0.110 - t *
-20 -0.117 - * *.
-19 -0.083 - * :
-18 -0.058 - *:
-17 -0,075 - * »
-16 0.080 - : *
-15 0.242 - ♦ *
-14 0.023 - *
-13 0.109 - : *
-12 0.033 - :*
-11 -0.089 - * :
-10 0.084 - : *
-9 0.134 : *
-8 -0.162 - * :
-7 0.111 - : *
-6 -0.106 * :
-5 .-0.161 - * *
-4 0.128 - : *
-3 -0.139 - * :
-2 -0.040 - *:
-1 0.090 - : *
0 0.120 *
1 0.011 *
2 0.111 - : *
3 0.053 - :*
4 -0.032 - *:
5 -0.028 — *:
6 0.095 — : *
7 -0.061 - *:
8 -0.133 - * :
9 -0.280 - * :
10 -0.126 — * :
11 -0.089 - # :
12 -0.095 - * :
13 -0.005 - *
14 0.060 - :*
15 0.008 —  * *
16 0.075 — : *
17 0.032 — j*
18 0.181 - i *
19 0.086 - : *
20 -0.067 - *:
21 -0.054 _ *:
22 -0,049 -
23 -0.195 - * :
24 -0.076 - * i
-1 -.75 -.50 - . 2[ .50 . 7? +  1
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TABLE 4-19
CROSS-CORRELATIONS OF BOX-JENKINS RESIDUALS (LAG IN MONTHS) , 
HOMICIDE BY THE INDEX OF THE PACE OF SOCIAL LIFE
CROSS
ORDER CORRELATION -1 -.75 -.50 -.25 0 .25 .50 .75 + 1
♦ ♦ - +  _ _  ♦ ♦ ♦ ♦ *«
-24 0.010 - t
-23 -0.114 - * 1
-22 0.065 - i t
-21 -0.084 - * :
-20 -0.001 r *
-19 0.023 - . *
-18 0.084 - : *
-17 0.021 - t
-16 0.034 - :*
-15 -0.139 - * x
-14 -0.027 - t i
-13 0.105 — : *
-12 -0.098 - * :
-11 0.129 - : *
-10 0.008 - *
-9 -0.162 - # t
-8 -0.017 - *
-7 -0.024 - *
-6 0.084 - : *
-5 0.045 - i*
-4 -0.075 - *:
-3 -0.116 - * :
-2 0.039 - t*
-1 -0,087 - * i
0 -0.094 .
1 0.186 - : *
2 -0.103 - * :
3 -0.023 — *
4 0.047 - s'#
5 0.064 - i t
6 0.036 - i t
7 0,170 - i t
8 0.067 - i t
9 -0.065 - t i
10 0.172 - s t
11 -0.263 - t
12 -0.037 - t i
13 0.157 - i t
14 -0.099 — t  t
15 0,027 -  ’ i t
16 0.016 - t
17 -0.022 - t
18 -0.035 - t i
19 -0.013 - t
20 -0.016 - t
21 0.038 - i t
22 0.153 - i t
23 -0.047 - *:
24 0.040 - :#«
-1 -.75 -.50 -.25 0 .25 ,50 ,75 +1
also correlated, this would suggest that the two sets of social phenomena 
under investigation are in fact actually related. Such a finding would 
indicate that, even when seasonality, trend and autocorrelation are 
controlled for, the observed relationship between the two variables 
remains. This would obviously be consistent with our theoretical reason­
ing that the pace of social life is an important determinant of the timing 
of social crises.
On the other hand, if we were to find the relationships observed in 
the original cross-correlations of the raw scores to disappear when the 
prewhitened cross-correlations were examined, this would suggest that 
these relationships were the result of seasonality, trend and/or auto­
correlation. Thus, when the effects of these factors were removed via 
the Box-Jenkins procedure, the "relationship" between variables disappeared 
as well. If this were to happen, then the implication would be that there 
is nothing causally important about the social phenomenon being measured 
by the Index of the Pace of Social Life, and it would suggest that we 
must look to something inherent in seasonality or trend - e.g., length 
of daylight, weather, business cycles, long-term increases or decreases, 
etc. - as the true cause of the observed variations in our pathology 
variables.
Turning specifically now to Tables 4-16 through 4-19, interpretation 
of such cross-correlation functions presents the researcher with major 
problems of interpretation. Each cross-correlation presents what are, 
essentially, 49 different alternative hypotheses, an& as one can see fro® 
observing the information presented in these tables, correlations of all 
magnitudes are widely distributed throughout the entire range of lags.
Thus, we are faced with the question of exactly how we are to determine
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whether this data is consistent with and supportive of our contention 
that relationships do in fact exist between these variables.
On the one hand, there are some reasonably high individual lag 
correlations in the predicted direction, and these might be seen as con­
sistent with our expected results. For example, we observe a correlation 
coefficient of .189 between the Index of the Pace of Social Life and 
mortalities resulting from disease (Table 4-17), and a correlation 
coefficient of .186 at a one-month lag for the occurrence of homicide 
(Table 4-19). On the basis of these figures, one might conceivably argue 
that relationships do exist between these variables, and that these lags 
accurately describe the amount of time which it takes social stress to 
manifest itself within certain individuals, to the point that they become 
involved in various types of pathological behavior.
However, this type of reasoning is likely to be dangerous, for both 
methodological and theoretical reasons. First of all, such single measures 
of association might simply represent random outliers, having little, if 
any, theoretical meaning. Thus, it might be a serious error of interpre­
tation to place too much significance upon any one observed measure of 
association, especially if it is very different from those around it.
And, on conceptual grounds as well, it would seem somewhat unrealistic 
to expect that any one lag period would be completely different from 
its adjacent lags, in terms of the relationship demonstrated between 
variables. Instead, we might more reasonably expect, due to factors like 
individual variations in responding to stressful situations, differences 
in societal reaction on the part of others, etc., that there would be 
somewhat more of a "normal distribution" of pathology following changes in 
the pace of social life, with the subsequent increase in pathology being 
broadly spread out over a period of several months.
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This suggests that we should look for a more general pattern in 
these measures of association, rather than at any single correlation 
coefficient, to confirm or disconfirm our theory. To accomplish this 
aim, then, we utilized the following ad hoc procedure (see Table 4-20), 
based generally upon the reasoning underlying the computation of the 
Box-Pierce Q statistic."* First, we selected for analysis those relation­
ships which seemed, for theoretical reasons, to be the most relevant to 
a test of our theory. These included the synchronous relationship between 
the Index of the Pace of Social Life scores and our various dependent 
variables, as well as lags of one to six months (assuming, of course, the 
Index of the Pace of Social Life to precede the pathological behavior).
If the information provided by life events researchers regarding the 
temporal relationship between stress and pathology has been correct, it 
seemed reasonable to assume that a relationship between our independent 
and dependent variables should manifest itself within a period of six 
months. Next, each of these seven correlation coefficients having a 
positive value was squared, and multiplied by the total number of observa­
tions (132). Then, these positive sums of squares were summed. After 
this, the same procedure was carried out with each of the negative 
correlation coefficients observed within this seven-month time period. 
Finally, these two sums of squares were compared with one another.
As can be seen in Table 4-20, for each of the four pathologies 
whose Box-Jenkins residuals were cross-correlated with the Index of the
^This procedure produces a statistic similar to chi-square, which 
can be used to test the null hypothesis of no difference between groups.
I am indebted to Lawrence C. Hamilton for suggesting this procedure 
to me.
TABLE 4-20
COMPARISON OF SQUARED CROSS-CORRELATION COEFFICIENTS 
OF BOX-JENKINS RESIDUALS, FOR EACH OF FOUR SOCIAL PATHOLOGIES 
AND THE INDEX OF THE PACE OF SOCIAL LIFE
SEVEN CROSS-CORRELATION COEFFICIENTS 
IN WHICH LAGGED RELATIONSHIPS ARE OF 
THE THEORETICALLY EXPECTED TEMPORAL 
SEQUENCE (I.E., WITH INDEX OF THE PACE 
OF SOCIAL LIFE SCORES SIMULTANEOUS WITH 
OR PRIOR TO PATHOLOGY SCORES, BY LAGS 
OF ONE TO SIX MONTHS)
SEVEN CROSS-CORRELATION COEFFICIENTS 
IN WHICH LAGGED RELATIONSHIPS ARE OF 
A THEORETICALLY IRRELEVANT TEMPORAL 
SEQUENCE (I.E., WITH INDEX OF THE PACE 
OF SOCIAL LIFE SCORES PRECEDED BY 
PATHOLOGY SCORES, BY LAGS OF ONE TO 
SEVEN MONTHS)
Sum of Squares of Sum of Squares of Sum of Squares of Sum of Squares of
Variable Positive Values Negative Values Difference Positive Values Negative Values
Suicide 5.136 .964 +4.172 .907 4.24
















Pace of Social Life, the positive correlations produced a substantially 
higher sum of squares than the negative correlations. These results are 
obviously consistent with our theory, since they indicate a preponderance 
of positive correlations between variables in the seven-month "at risk" 
period postulated by it.
Looking at these various pathologies separately, it is clear that 
the relationship to variation in the pace of social life is strongest for 
the dependent variable, mortality resulting from disease. As can be seen 
in Tables 4-17 and 4-20, all but one of the individual correlation coeffic­
ients over this seven-lag span are in a positive direction. These relation 
ships are especially strong synchronously and at lags of one and two months 
suggesting that vulnerability to mortality may be affected fairly quickly 
by variations in the pace of social life within a society.
The variables, suicide and persons missing work due to illness, are 
very similar in their relationships to the Index of the Pace of Social 
Life. Their differences of squared correlation coefficients are both 
considerably smaller than that observed for mortality resulting from 
disease. However, in each case, the differences are in a clearly positive 
direction, with five of the seven individual cross-correlation coefficients 
in a positive direction also (as indicated in Tables 4-16 and 4-18).
Another interesting similarity demonstrated by these variables is the 
fact that they both have their strongest relationships with the Index of 
the Pace of Social Life at no lag, a two-month lag, and lags of either 
five (for suicide) or six (for persons missing work due to illness) months.
Finally, the variable, homicide, can be seen to demonstrate a very 
different relationship with the Index of the Pace of Social Life. Although 
the overall sum of squares for this variable for the seven-lag period is
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positive, it is the lowest of the four pathologies examined, and, looking 
at Table 4-19, it is apparent that this result is due primarily to the 
large positive correlation with the Index of the Pace of Social Life at 
a one-month lag. However, this result appears to make intuitive sense, 
since it seems reasonable that violent behavior might be the least likely 
of all the pathologies to have a strong connection with seasonal stress, 
but that that relationships which does exist would be of an especially 
"immediate" nature, and would manifest itself as frustration-based, 
lashing out, "expressive" violence.
Having carried out this procedure with those cross-correlations 
which are most directly relevant to our theory, we wished to arrive at 
some standard which could be used for purposes of comparison. This was 
accomplished by applying these same procedures to the seven analalous 
correlation coefficients on the "theoretically irrelevant" side of the 
cross-correlation table - i.e., the first seven scores in which the Index 
of the Pace of Social Life was preceded, by lags of one to seven months, 
by the social pathology in question.^ Obviously, our reasoning here was 
that if our previously-observed results were in fact indicative of a 
meaningful relationship between these variables, then we should not 
expect to find equally strong measures of association on this side of 
the cross-correlation table.
Because we considered the synchronous relationships between the 
Index of the Pace of Social Life and social pathology to be consistent 
with our theory, and had therefore included them in our computation of 
the squared cross-correlation coefficients in the theoretically meaningful 
temporal direction, we obviously could not re-use them here. For this 
reason, our computations of the squared cross-correlation coefficients 
in the theoretically irrelevant temporal direction are based upon the 
first seven lag correlations in that direction, rather than upon lags of 
zero to six months, as in the previous analysis.
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Looking again at Table 4-20, we see that, for each of the four 
pathologies, the difference of the squared correlation coefficients is 
negative, and hence it is consistently in the opposite direction from 
those relationships in which changes in the pace of social life were 
simultaneous with or prior to variations in the incidence of pathology.
And, with one major exception, these differences are considerably smaller 
than those observed in the previous analyses, suggesting a smaller and 
more ''random'* distribution of scores than in the theoretically meaningful 
direction. Thus, although the nature of this investigation did not lend 
itself to the simple computation of a single correlation coefficient or 
measure of statistical significance, with a clearly-defined and widely- 
accepted meaning, the results obtained through the application of those 
procedures which could be used are entirely consistent with our hypothesis 
that the periodicity of social pathologies is at least partially determined 
by variations in the pace of social life.
Discussion
The theory being tested in this thesis holds that variations in the 
social events, activities and relationships within a society operate to 
produce variations in the incidence of pathological behavior. For 
numerous reasons, which are cultural, economic and/or climatological in 
nature, certain periods of the year are more likely than others to be 
characterized by an especially "intense" or "active" pace of social life. 
This, in turn, generates stress and a need for social readjustment within 
many members of the population. And, for some individuals, this situation 
culminates in one of a variety of pathological consequences.
To put this notion into the terminology of the elaboration model 
of multivariate statistics, according to our theory, and consistent with
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the results discussed in the previous section, the social phenomenon, "the 
pace of social life," can be seen to "interpret" the observed relationship 
between seasonality and pathology. In other words, it acts as an inter­
vening variable, which is itself affected by time of year, and which, in 
turn, operates to exert an influence upon the occurrence of social 
pathologies and personal crises. Thus, what this thesis has actually done 
is to clarify more precisely the causal chain which is responsible for 
the seasonal variations in social pathology discussed in Chapter II.
We are well aware that some readers may be uncomfortable to see 
imputations of causality being made on the basis of such modest results 
and ad hoc procedures of data analysis. To be sure, the general question 
of causality in the social sciences remains an area of great controversy, 
and it is clear that attributions of causality should not be made lightly. 
However, there exist three criteria of causality which are generally 
accepted within the social sciences - i.e., (1) association, (2) causal 
order, and (3) lack of spuriousness - and these provide several specific 
standards by which it can be determined whether one has sufficient support 
for claiming the existence of a causal relationship between variables.
Let us now turn to these three criteria, to examine the relationships 
between the Index of the Pace of Social Life and the seasonality of the 
social pathologies just discussed, and see how well each of these is met.
First, with regard to the necessity of there being a relationship 
between the two variables in question, we have just discussed the correla­
tion coefficients observed between the prewhitened residuals of the Index 
of the Pace of Social Life, and the four dependent variables which were 
examined with it in cross-correlational analysis. To be sure, these 
relationships were not terribly strong, but they were in the predicted
285
direction, and they were consistent. In addition, we feel that it is 
important to emphasize that, when put into broader theoretical perspective, 
what should be viewed as surprising is not that the correlations between 
the Index of the Pace of Social Life and these various pathologies were
not any higher, but rather that they proved to be as high as they did.
Clearly, suffering from an illness, or committing suicide, or taking the 
life of another, all imply a complex and troublesome state of affairs for 
those involved. Numerous structural and situational factors, completely 
unrelated to the seasonal processes being addressed by the Index of the 
Pace of Social Life, contribute to the generation of any one of these 
pathologies at a particular point in time. It is certainly reasonable to
assume that many of these other causal factors will have effects which are
much more direct and dramatic - and thus likely to explain a greater 
amount of the total variation in these dependent variables - than the 
types of macro-level disruption with which we have been concerned here. 
Thus, we are neither surprised nor discouraged that these measures of 
association did not prove to be stronger.
What is especially important to note in this regard is that although 
each of the pathologies which was treated as a dependent variable in these 
cross-correlational analyses was seen in Chapter II to demonstrate strong 
elements of seasonal periodicity, the fact that these pathologies had 
relatively low correlations with the Index of the Pace of Social Life 
suggests that there are additional seasonal influences, operating either 
independently or in conjunction with variations in this social variable, 
to produce these patterns of seasonality. This would almost certainly 
include the various climatological factors which have been linked to 
seasonal variations in pathology by other researchers. However, such a
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finding does not deny the relevance of life events as a causal factor in 
the generation of illness, suicide, crime, etc. at certain times of the 
year. Rather, it merely suggests that this sociological phenomenon is 
one of several factors which account for this pattern - an interpretation 
which seems to us to make great intuitive sense.
With regard to the criterion of causal order, the technique of 
cross-correlational analysis "automatically" handled this matter for us.
This is because the lag correlations at which we looked to verify our
theory had, by definition, already placed the variations in the Index of
the Pace of Social Life at a time period prior to the pathological symptoms. 
And, as discussed in the previous section, it was for those relationships 
in which variations in the pace of social life were simultaneous with or 
prior to variations in pathology by several months that the strongest 
positive measures of association were found. On the other hand, in those 
relationships in which the temporal order was reversed, the relationships 
were negative in direction, and they tended to be much weaker. Thus, the 
question of which variable should be viewed as cause, and which as effect, 
is actually a moot point here.
The final criterion of causality, that of a lack of spuriousness, is 
probably the most difficult condition to meet, both in social research 
generally, and in a study such as this, in particular. On the one hand, 
the techniques of time-series analysis which were utilized in this study 
are explicitly designed to control for two of the most dangerous potential
sources of spuriousness in time-series data - seasonality and trend. Our
success in modeling our time series using Box-Jenkins analysis would seem 
to indicate that we were, in large measure, able to control for the effects 
of these important extraneous sources of variation. However, as in any
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social research, there is always the possibility that there will be 
developed new alternative explanations, which might ultimately prove 
that what appeared to be a meaningful relationship between two variables 
was actually nothing more than an artifact of some other factor. When 
such explanations are developed, they will have to be confronted. How­
ever, at the present state of our knowledge about both our independent 
and dependent variables, and the possible links between them, we feel 
that we have successfully confronted - to the degree possible - the 
alternative explanations which might be reasonably posited.
Thus, on the basis of our success in meeting each of these three 
criteria of causality, we feel justified in contending that the results 
obtained in this study are consistent with, and hence supportive of, our 
initial contention that variations in the pace of social life and the 
incidence of various social pathologies are causally related. This is not 
to say that variations in social events, activities and relationships 
are the sole, or even the primary, influence upon the timing of personal 
crises and deviant behaviors. Indeed, the results reported in this 
chapter suggest that this is not the case, and that the part which such 
social phenomena play in the generation of these pathologies may be some­
what less than we had originally surmised. However, at the very least, we 
are satisfied that this study has established sufficient support for our 




This is the final chapter in this thesis, and its purpose is 
twofold. First, it will briefly underscore what we regard as the primary 
accomplishments of this investigation, and the major contributions which 
we feel that it makes to the field of sociology. Then, it will point out 
what we see as the major "gaps" left by this study, which we hope will 
serve as fruitful areas of investigation in the future. To begin with 
the positive, we would highlight the following:
(1) From a descriptive standpoint, this thesis has provided a 
comprehensive treatment of the seasonal distribution of social pathologies 
over time. Through both an extensive review, discussion and critique of 
that research which has been done in the past, and our own in-depth 
investigation of a number of behavioral disorders and deviant behaviors, 
it has documented, clarified and/or verified the seasonal incidence of 
social pathologies in contemporary American society. As a result of these 
efforts, we feel fairly confident claiming that this thesis represents the 
most extensive treatment of this topic in the social sciences in recent 
years.
(2) This thesis presented, developed and operationalized a "new" 
macro-level sociological concept, "the pace of social life" in a social 
system. This concept refers to the variation in a number of social 
activities and events, which represent major components of "normal, 
everyday life" in modern society. While critics may quarrel with the 
specifics of how this concept was operationalized and/or utilized in
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this study, there would seem to be little doubt that the types of social 
phenomena included in this index do vary in modern society, and that we 
have come up with a tenable way of empirically documenting these 
variations.
(3) This thesis proposed and tested a sociological theory of 
seasonal variations in social pathology, as an alternative to the purely 
climatological theories and ad hoc sociological ’'explanations" which have 
typically been invoked to explain such variations in the past. This 
theory is intended to be explicitly sociological in its focus, as it 
attempts to combine two very different social science orientations - (1) 
Durkheim's original hypothesis that behaviors such as suicide might be 
affected by large-scale variations in social activity within a social 
system, and (2) the "life events" research of social psychology, which 
holds that individuals undergoing a substantial amount of disruption in 
their lives within a relatively short period of time are likely to 
experience this as "stress," and, as a result, suffer such consequences 
as illness, psychiatric disturbance, etc. In our attempt to integrate 
these two positions, we took an idea of Durkheim's which seemed to us to 
have great merit - i.e., that the nature and types of social activities 
characterizing a social system at a particular point in time has the 
potential to exert a significant influence upon the moods and behavior 
of individuals within that society - and attempted to clarify exactly 
what it is about such variations in "the pace of social life" which are 
capable of producing this pathology. Our answer to this question was 
that it is "life stress," or, to use the words of Holmes and his associates, 
the need for "social readjustment." Thus, this study might be viewed 
as an attempt to merge the extreme ends of the continuum of subject
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matter covered by the field of sociology - the purely individual and the 
purely social.
However, these accomplishments should not be taken to mark the end 
of sociological investigation of the seasons and their effects. As 
stated in the first chapter, seasonality has long been a neglected topic 
in the social sciences, and it is hoped that what has been done in this 
research will stimulate others to follow the trail which has been blazed 
here. Some of the research directions which we would see as most 
profitable at the present time are the following:
(1) We feel that this study has exhaustively investigated the 
question of whether seasonal variations in pathology do exist within the 
United States, and it is our opinion that little would be gained by a 
replicative study of this question which again used American society as 
its basic unit of analysis. However, we would hope that other studies 
would follow, similar to this one in their theorization and method, but 
carried out on a regional, or even cross-national basis. Studying the 
entire nation of the United States did provide some major advantages for 
this study, both substantively and in terms of the availability of data. 
However, now that we have these national results to use as a baseline, it 
would seem that much valuable knowledge might be gained by conducting 
studies in particular areas within our society, to see if any significant 
differences exist between them. For example, it is entirely possible that 
the pace of social life may vary somewhat on a regional basis - e.g., it 
might be different in states having generally favorable weather conditions 
the year around, than for states with more definite seasons, climatologically. 
Or, it is possible that there might prove to be important rural/urban 
differences in the variation in or response to seasonal life stress - e.g.,
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the pace of social life might be more "constant" in urban areas, and 
more varied in rural areas. It would be interesting to see if these 
types of differences would be picked up in a series of "smaller-scale" 
studies of this topic. And, it would also be interesting to investigate 
the relationship between variations in the pace of social life and the 
incidence of social pathologies in other societies throughout the world, 
to determine (a) whether such a relationship does in fact exist in other 
societies, and (b) if so, how it would prove to be distributed over the 
course of the calendar year in societies characterized by very different 
cultural and/or climatological conditions.
(2) It is hoped that our attempt to measure variations in the pace 
of social life within a social system will generate enough interest among 
social scientists to provoke their constructive criticisms of this 
methodological device. While we feel that the general importance of
this concept has been demonstrated, there undoubtedly remains substantial 
room for refinement and improvement of this analytical tool, both con­
ceptually and empirically. For example, we would hope for suggestions 
regarding items that might be added to this index, those which should be 
dropped, ideas as to how the index might be simplified, suggestions on 
alternative sources of data which might be matched with the various 
indicators, etc. Hopefully, we are correct in anticipating a period of 
intensive methodological work upon this measurement technique, to increase 
its validity, its reliability, and its general utility.
(3) Another improvement which could doubtlessly be made in research 
into the seasonal distribution of social pathologies, and the underlying 
reasons behind these variations, would be to improve the application of 
techniques of time-series analysis to such seasonal data. At the time
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that we embarked upon this investigation, we were admittedly quite 
unknowledgeable about time-series analysis generally, and use of the 
Box-Jenkins procedure specifically. Thus, it is important to note that, 
although our modeling of the various time series was acceptable, according 
to standard criteria, it was probably not ideal. With more experience and 
sophistication in this area, it is possible - although not guaranteed - 
that better modeling of these time series could have been achieved.
(4) We strongly recommend that analysis of the seasonality of 
pathology also be conducted at the individual level of analysis, through 
systematic survey research, case studies, clinical investigations, etc.
As discussed on earlier pages, one of the major criticisms which might be 
directed at this study is that it is vulnerable to the problems of the 
ecological fallacy - that is, it addresses neither the question of who 
participates in pathologies at different times of the year, nor exactly 
what the social psychological processes leading to those behaviors might 
be. While we defended our study against these types of criticisms on 
earlier pages, this should not be taken to deny the need for, and the 
great benefits which would doubtlessly be gained from, research carried 
out directly upon those individuals who experience the effects of 
"seasonal stress."
Such an extension of the research presented here would be able to 
investigate a number of important and interesting questions, which were 
simply beyond the scope of this study. For example, does the seasonal 
distribution of disruptive events observed in this study correspond to 
people’s perceptions of what is happening in their own lives? If so, this 
would seem to provide an excellent form of validation, both for our 
macro-level measurement technique, and for our sociological theory, and
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the findings obtained through the use of that theory. On the other hand, 
if such a correspondence were not found, this would also be valuable 
information, for we would want to know why such a discrepancy might exist. 
Also important here would be questions relating to the way(s) that 
seasonal stressors are responded to. Are they actually noticed by the 
individual members of society? Which is more important in generating 
pathological symptoms - the actual objective changes occurring in society, 
or what people think is happening - e.g., what they read in newspapers 
and magazines, hear from friends, see on television, etc.? Finally, 
another interesting set of questions which could be answered by research 
of this type relates to the types of persons who are most likely to be 
vulnerable to the effects of variations in the pace of social life. Are 
they the persons who most directly experience these stressful life events 
in their own lives? If not, why not? Is there any particular sex, or 
age group, or socioeconomic group, which is especially likely to feel 
the effects of seasonal variations in the pace of social life? If so, 
what accounts for the particular susceptibility of these individuals?
These and many other questions would seem to be answerable, if those 
social scientists working within the life events framework will simply 
add "time of the year" as another important variable to be included in 
their studies of l:ho. relationship between life stress and behavioral 
disorder.
(5) We would hope to see the development and testing of other 
theoretical models, which might offer alternative explanations for the 
seasonality of human pathology. For example, one such model which would 
seem to hold considerable promise might be termed an "economic stress" 
model, and it has been implicit in the work of social scientists like
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Pierce (1967, Brenner (1973) and Catalano and Dooley (Catalano and 
Cooley, 1977; 1978; Dooley and Catalano, 1977; 1978; 1979). Such a 
model holds that it is stressors of a specifically economic nature - 
e.g., increases in the unemployment rate, changes in stock market prices, 
etc. - which are likely to account for variations in social pathology.
Another possibility which should be systematically considered here 
is what was referred to earlier as a "climatological model." According to 
this explanation, it is hypothesized that seasonal variations in social 
pathology are the direct result of the operation of various climatological 
factors, such as temperature, humidity, etc. Although we contended 
earlier that the types of climatological explanations which have in the 
past been offered to explain seasonal variations in social pathology have 
been too simplistic in nature and restricted in their focus, it is 
certainly a mistake to discount the effects of these factors altogether. 
Instead, it is important that the influences of climatological factors be 
identified and clarified, both as they relate to the occurrence of social 
pathologies, and as they affect variations in the social phenomenon, the 
pace of social life.
A final type of explanation, although perhaps not representing a 
separate "model" per se, would take account of idiosycratic, unique events 
which have occurred in society at various points in time, to guage their 
impact upon the occurrence of subsequent pathology. It will be remembered 
that our sociological theory, and the empirical device designed to test 
that theory, focused upon a number of important items, events, changes, 
etc., which regularly and routinely occur within society. Each of the 
component parts within the Index of the Pace of Social Life can be 
regarded as a "continuous" social phenomenon, for which we sought to
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measure patterns of variation over time. However, it might also be 
interesting to look at more discrete, dramatic, "historical" events, to see 
what impact these might have had, both upon the behavior of the events 
included within the Index of the Pace of Social Life, and the occurrence 
of subsequent pathologies within the population. For example, what might 
be the effects of a 1968 Democratic presidential convention? A Kent State? 
The end of the Vietnam war? A Jonestown massacre? A Mount St. Helen's 
volcano? Whether by somehow building this type of event into the Index 
of the Pace of Social Life, or treating them as an explanatory theory in 
and of themselves, it would seem that consideration of such factors might 
provide additional insight into the incidence of various social pathologies 
over time.
Attempting to determine the relative merit of alternative theories, 
when studying seasonal, time-series data, raises a number of challenging 
methodological problems. However, it is only through such a strategy that 
social science will be able to truly understand the causal mechanisms 
involved in the generation of social pathologies at certain times of the 
year.
(6) Finally, we call for increased investigation into the season­
ality of non-pathological, routine, "everyday" social life and human 
behavior in American society. As pointed out earlier, there has been 
relatively little study of the influence of seasonality upon human behavior 
generally, and alrost all of that which has been conducted has been con­
cerned with investigating the seasonal incidence of pathological behaviors, 
such as suicide, admissions to psychiatric hospitals, and criminal behavior. 
However, as argued in a recent article by Rubin (1979), it is a mistake to 
disregard the many other influences which season of the year has upon
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human behavior. Rubin argues convincingly that seasonality is_ a basic 
force in human existence generally, and it should be studied as such.
We heartily agree, and feel that the study of what Rubin terms "the 
seasonal rhythms of everyday life" should be of interest to social 
scientists in and of themselves, independent of any connection to social 
pathology.
Actually, the initial plans in formulating this thesis included a 
more thorough investigation of the seasonality of each of the component 
items within the larger Index of the Pace of Social Life. The intention 
was to investigate the distinct patterns of seasonality demonstrated by 
each of these social indicators, much as was done for each of the social 
pathologies discussed in Chapter II. This would have provided a much 
clearer determination of the different patterns of seasonality demonstrated 
by these different events, the relative magnitudes of the different 
seasonal patterns, the clustering of groups of events at certain times 
of the year, etc. While this direction of investigation had to be dropped 
for the immediate purposes of this thesis, we still regard it as a matter 
of great interest and importance, and hope to be joined by other investi­
gators in attempting to gain answers to these types of question.
Certainly, these are not the only possibilities for further research 
which might be seen to arise out of this work. Neither have we successfully 
addressed all of the questions and criticisms which might be directed at 
the theorization and methodology used in this study. However, at the very 
least, we hope that this study will interest others in this topic, and 
stimulate them to proceed in this general research direction. Having 
completed this project, and devoted almost seven years to the study of 
the seasonality of human behavior, we remain more convinced than ever
that Rubin is absolutely correct when he states that:
. . . behavioral scientists . . . might do well to divert 
just a bit of their attention from small experiments in 
the laboratory to what is perhaps the grandest natural 
experiment of all: the passage of seasons, which sets
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