As models in various fields are becoming more complex, associated computational demands have been increasing significantly. Reliability analysis for these systems when failure probabilities are small is significantly challenging, requiring a large number of costly simulations. To address this challenge, this paper introduces Reliability analysis through Error rate-based Adaptive Kriging (REAK). An extension of the Central Limit Theorem based on Lindeberg condition is adopted here to derive the distribution of the number of design samples with wrong sign estimate and subsequently determine the maximum error rate for failure probability estimates. This error rate enables optimal establishment of effective sampling regions at each stage of an adaptive scheme for strategic generation of design samples. Moreover, it facilitates setting a target accuracy for failure probability estimation, which is used as stopping criterion for reliability analysis. These capabilities together can significantly reduce the number of calls to sophisticated, computationally demanding models. The application of REAK for four examples with varying extent of nonlinearity and dimension is presented. Results indicate that REAK is able to reduce the computational demand by as high as 50% compared to state-of-the-art methods of Adaptive Kriging with Monte Carlo Simulation (AK-MCS) and Improved Sequential Kriging Reliability Analysis (ISKRA).
INTRODUCTION
Engineered structures and systems as well as those found in nature are vulnerable against various forms of stressors that threaten their functionality and integrity. Reliability analysis enables analyzing the performance of structures and systems in terms of the probability of them failing to meet a prescribed objective considering aleatoric and epistemic uncertainties in structures or systems and their stressors. Generally, the analysis of reliability is conducted based on a limit state function , the response of which determines the state of the system: 0 indicates failure and 0 means survival; the boundary region where 0 is called the limit state. Thus, the probability of failure can be defined as:
Several methodologies have been developed in order to calculate . Crude Monte Carlo simulation (MCS) [1] , [2] , First and Second Order Reliability Methods (FORM & SORM) [3] , [4] , Importance Sampling [5] and Subset Simulation [6] are among such techniques. Based on the Monte Carlo simulation approach, which is often regarded as the benchmark to compare the accuracy and efficiency of other methods, the probability of failure is calculated as follows, as long as the number of design points, , is sufficiently large:
where is the number of design points that satisfy 0 out of total design points. Despite the high accuracy that can be achieved using MCS method, the required significantly large number of calls to the limit state function presents a major challenge for many applications where evaluation of structure or system performance is very costly. Therefore, it is imperative to devise strategies and develop 1 techniques that can reduce the number of calls to limit state functions while maintaining desired levels of accuracy in the estimation of . FORM and SORM [7] , by linearizing the performance function in the vicinity of the most probable failure point (MPP), present approximate solutions for reliability analysis problems [7] . However, these methods fail to provide accurate estimates of in problems with highly nonlinear limit state functions. Importance Sampling [5] , [8] , Subset Simulation [6] , [9] and other similar techniques improve the efficiency of reliability estimation compared to crude MCS method; however due to lack of strategic selection of design points, referred to as points where limit state function is evaluated, they are not among the most efficient techniques.
In recent years, meta-models have been used to enhance reliability analysis procedures based on the premise that a surrogate model generated using a limited number of design points can replace the original complex and time consuming model [10] , [11] in reliability estimation procedures. Several meta-modeling techniques including Polynomial Response Surface [12] - [14] , Polynomial Chaos Expansion (PCE) [15] , Support Vector Regression (SVR) [10] , [16] , and Kriging [7] have been used for this purpose. The latter approach is the most popular as it provides estimations of expected responses and their variance over the space of random variables in the limit state function by assuming that the true responses of the model and the estimated ones follow a joint Gaussian distribution. The stochastic characterization feature of Kriging [17] , [18] facilitates quantification of the confidence around estimated responses, which enables active learning. Efficient Global Optimization (EGO) [19] was among the first algorithms that leveraged this feature of Kriging to identify valuable points for generation of surrogate Kriging models. However, EGO does not account for the importance of regions in sample space for the reliability estimation; for example, it does not prioritize samples where the response of the performance function is close to the limit state 0, despite the fact that these points are expected to considerably contribute to the failure probability. To overcome this shortcoming, Efficient Global Reliability Analysis (EGRA) was proposed [20] which offers a suitable learning function for reliability analysis problems. This learning function, called Expected Feasibility Function ( ), prioritizes points among candidates that have large variance, and are in the vicinity of the limit state. The reliability estimation process via EGRA can be summarized as follows: first, generate candidate design samples and initial training samples using Latin Hypercube sampling (LHS) in probability space ( five standard deviations) with prescribed number of for initial training samples, in which is the number of random variables. Second, evaluate the limit state function for these initial training samples and establish the initial Kriging model. Then, search among candidate design samples for the point that maximizes in the candidate design space, add this sample to the set of training samples and evaluate the performance function. Next, construct the refined Kriging model and repeat previous steps until convergence to the stopping criterion (usually 0.001). Finally, use the resulting Kriging model to estimate the probability of failure through Monte-Carlo simulation. One of the main drawbacks of EGRA is the lack of a logical and systematic approach to define the number of candidate design samples, especially for high-dimensional problems. Moreover, the estimated probability of failure may not be sufficiently accurate due to the possibility that the number of candidate design samples for MCS may not be large enough [7] . To address the latter limitation, Echard et al. [7] introduced an adaptive algorithm called Adaptive Kriging with Monte Carlo Simulation (AK-MCS) that recursively increases the number of candidate design samples for MCS until the convergence criterion defined based on the covariance of is met. Two learning functions, and , have been used in AK-MCS; both functions are found to produce acceptable results [7] , [21] . However, convergences faster to the true probability of failure compared to , and convergences faster to its stopping criterion ( 2) than ( 0.001). To improve AK-MCS, a learning function called Least Improvement Function (LIF) was proposed in [22] to take the probability density function (pdf) of each candidate design sample into consideration. Wen et al. [23] points out that AK-MCS, fails to completely eliminate the candidate design samples with weak probability density, if the number of candidate design samples is large, and proposed the Sequential Kriging reliability analysis (ISKRA) method. The approach is based on the premise that candidate design points with low probability density have negligible impact on the accuracy of failure probability estimations; therefore, they can by entirely neglected in reliability analysis.
Despite improvements offered in previous studies, a major limitation still persists concerning the stopping criterion; the stopping criteria, including but not limited to 0.001 and 2 are set arbitrarily without direct connection to the accuracy of reliability estimates. In the lack of such links and the ability to quantify error in failure probability estimates, and to ensure that the accuracy of produced results is acceptable, former investigations chose very strict thresholds for and metrics, among others. This can potentially result in setting extremely high accuracy levels for the error rate in failure probability for many cases. There always exists the potential of 'overfitting' for Kriging models, where the true error rate estimated by MCS, , is close to zero; however the algorithms based on and stopping criteria continue renewing the model, thus unnecessarily increasing the number of calls to limit state functions. Moreover, in many engineering applications, looser error thresholds may be acceptable in order to strike a balance between accuracy and computational costs; however, the current stopping criteria fail to address this need.
This paper introduces an analytical approach to derive an approximate upper bound for failure probability estimates in Kriging-based simulation methods; the upper bound here is referred to as the maximum error rate ̂ . Inaccuracies in estimating the sign (+ or -) of the performance function for candidate design samples in MCS process substantially contributes to the overall error rate. By applying the Central Limit Theorem [24] and its extension for non-identical random variables based on Lindeberg condition [25] , the distribution of the number of design samples with wrong sign estimations is mathematically derived and used to determine ̂ . This new capability is then implemented as a stopping criterion in the form of ̂ to replace conventional criteria. This offers the flexibility to set the threshold of error rate, , according to the requirement of the problem at hand. Generally, the number of calls to the performance function, denoted as , is inversely proportional to . Reliability analysis through Error rate-based Adaptive Kriging (REAK) method is then proposed in which candidate design samples are added sequentially according to their probability density and using the estimated maximum error rate ̂ as the stopping criterion. Another major enhancement offered by REAK is that, in the learning process, REAK initially neglects the candidate deign points that their probability density is under threshold value . This idea, first proposed by Wen et al. [23] , has been shown to considerably reduce ; however, the definition of in [23] is arbitrary and remains fixed throughout the process of failure probability estimation. If more candidate design points are neglected, will be reduced at the expense of a slightly higher error rate, meaning that ∝ & ∝ . Accordingly, REAK initially sets to be large to only take those 'important' candidate design samples into consideration, then gradually reduces until the stopping criterion is met. By adaptively expanding the effective sampling regions, REAK effectively neglects the candidate design samples with weak probability density in an optimal manner, which can considerably reduce the number of calls to the performance function and therefore substantially reduce computational demands. This paper is organized in four sections. The Kriging model and the corresponding AK-MCS algorithm are briefly introduced in Section 2. In Section 3, the definition of effective sampling region, the mathematical derivation of estimated maximum error rate ̂ and the proposed REAK method are presented. In Section 4, the application of REAK for four examples with varying extent of nonlinearity and dimensions is presented and the results are compared with those from MCS, AK-MCS and ISKRA methods. Section 5 presents the conclusions of this study.
AK-MCS APPROACH
To overcome the shortcoming of significantly large computational times in simulation-based reliability analysis techniques, AK-MCS uses a learning function ( or ) to strategically select valuable points to adaptively refine the embedded Kriging model [7] . The approach also uses iteration stopping criteria to determine whether produced estimates of reliability analysis have acceptable accuracy. The following subsections provide a brief review of Kriging, learning functions, and reliability estimation using AK-MCS.
Kriging Model
The Kriging model, also called Gaussian Process Regression, makes a prior assumption that the estimated response and the known true response follow a joint Gaussian distribution [26] , [27] . Based on this assumption, Kriging combines the process of interpolation and regression. The estimated stochastic response for input x can be described as follows:
where is the basis function and is the vector of regression coefficient of . that represents the mean value of , which is often assumed to have ordinary ( ), linear ( +∑ ) or quadratic ( +∑ + +∑ ∑ ) forms, where N is the dimension of the random input vector x. More details on and in Kriging models can be found in [27] . In this study, the ordinary Kriging model is used, meaning that both and are constant. is a stationary normal Gaussian process with zero mean and the following covariance matrix:
where and are two arbitrary points, and is the process variance, and represents the generalized mean square error in the regression process. Moreover, , , , called kernel function, represents the correlation function of the process with hyper-parameter . A set of correlation functions have been implemented in Kriging including, but not limited to, Linear, Exponential, Gaussian and Matérn functions. In this article, the separable anisotropic Gaussian function is used which has the following form:
, , exp 5
The hyper-parameter can be determined using methods such as Maximum Likelihood Estimation (MLE) and Cross-Validation (CV) [27] , among others. In order to be consistent with previous studies for comparison purposes, here, is searched in 0,10 using MATLAB optimization toolbox DACE [28] , [29] that uses MLE method. The Maximum Likelihood Estimation approach is described below:
In the Kriging model, the regression coefficient , estimated mean response and variance can be determined as follows: 7 8 1 9 where is the matrix of basis functions evaluated at known training points, i.e. , 1, 2, … , ; 1,2, … , . is the vector of correlations between known training points and an unknown point :
, , , 1,2 … . is the autocorrelation matrix for known training points: , , , 1,2, … , ; 1,2, … , . The stochastic response can then be represented using a normal distribution as:
According to this model, response predictions of points close to known training points will have higher confidence compared to those that are further away from the training points. The probabilistic information provided by the Kriging model including the expected value of predictions and their variance can be leveraged to select next evaluation points in the reliability estimation more effectively. This Kriging statistical property has been used in AK-MCS for sequential selection of training points for model refinement as explained further below.
Learning Function
Learning functions have a crucial role in AK-MCS. As the name implies, the 'learning' refers to the process of iterative selection of points for Kriging refinement based on the stochastic information for each design point. Two popular forms of learning function are the Expected Learning Function ( ) and function. in Efficient Global Reliability Analysis (EGRA) algorithm [20] , [30] , tends to select points that are close to the limit state and/or have high variance. The mathematical expression of is presented below:
where ϕ • is the standard normal probability density function (PDF) and Φ • is the standard normal cumulative density function (CDF). In this paper, 0, 2 and 2 . The point that maximizes the response is chosen as the next point to refine Kriging model. The iteration stopping criterion is usually expressed as 0.001 . It is always true that the accuracy of the estimation of the probability of failure increases as the threshold of stopping criterion decreases at the expense of increasing the computational demand.
Another powerful learning function is that is concerned with uncertainties in sign ( ) estimation of =0. In this regard, takes the probabilistic distribution of estimated responses into consideration, and quantifies the probability of making a wrong sign estimation in . The formulation of is:
The probability of making a wrong sign estimation is:
The point that minimizes the response of is selected in the learning iteration. The stopping criterion for learning function is often set as 2, which is interpreted as the probability of making wrong sign estimation to be less than 0.023. It is shown that both the and learning functions are efficient in selection of design points [7] . However, tends to converge faster than in achieving true probability of failure , while learning function converges faster to its own stopping criterion ( 2 than 0.001 . In this paper, learning function is used.
Reliability Estimation Using AK-MCS
The general principle of AK-MCS is to start with a small number of candidate design samples to predict and then adaptively increase the number of candidate design samples until the stopping criterion is satisfied. The stopping criterion for this process in AK-MCS is:
where is the estimated failure probability by AK-MCS, is the coefficient of variation of , is the number of candidate design points for Monte Carlo simulation and is the threshold for AK-MCS stopping criterion. It is obvious that considerably influences , which means the final is reliable only when is large enough so that . The flowchart of AK-MCS is presented in Fig. 1 .
Fig 1. AK-MCS flowchart

REAK: THE PROPOSED METHOD
To predict the probability of failure, meta-model based reliability analysis algorithms employ sampling techniques such as crude MCS, importance sampling and subset simulation [5] - [7] , [10] , [23] . The relative error of the estimated probability of failure with respect to that derived from MCS can be defined as: where is the failure probability estimated by the meta-model and is the one estimated by crude Monte-Carlo simulation. In order for the error rate to make sense, the set of candidate design samples for crude MCS and Kriging surrogate model based MCS should be the same. Thus, a reliability analysis algorithm is optimal, if it requires the least number of calls to the performance function, , while maintaining the error rate smaller than a prescribed threshold ∈ 0,1 :
where is the set of all feasible algorithms. In this context, this paper proposes Reliability analysis through Error rate-based Adaptive Kriging (REAK) for reliability assessment. REAK integrates two novel features including effective sampling regions (ESR) and maximum error rate prediction with AK-MCS.
Effective Sampling Regions
This section presents effective sampling regions which is developed by sequentially updating the adaptive sampling regions (ASR) [23] . Adaptive sampling regions denote those random realization points that have probability density larger than a threshold value . Neglecting the points outside the domain specified by ASR, Wen et al. [23] reduced because candidate design samples with small probability density have negligible contribution to .
in this approach is established as:
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where is the joint probability density of candidate design samples , is a constant coefficient and is the probability of failure achieved by Kriging model of ISKRA [23] in the last iteration. The regions satisfying the equation above are called adaptive sampling regions. Importantly, the coefficient affects the accuracy of as well as . It is stated that the error rate (defined in Eq. 15) is always smaller than even in the worst scenario, if the surrogate model in ASR is refined enough [23] . It should be noted that decreases considerably as increases. The selection of in [23] is empirical. Although setting ∈[0.05,0.2] often results in acceptable reliability estimates [23] , the selection of in this manner may not be optimal. For instance, it is shown that even 1 may result in error rates smaller than 0.05, which can result in significant reduction in . This motivates developing an approach that logically and quantitatively search for the optimal so that the true error rate is close to but slightly smaller than the threshold error rate . For this purpose, this paper proposes effective sampling regions that are achieved by sequentially decreasing from an initially high value to the optimal one. The illustration of ESR is presented in Fig 2. Through implementation of ESR, the next optimal training point * can be determined by maximizing as follows: * arg max
For learning purposes, the above optimization problem can be converted to one without constraint ∈ as follows [23] :
where stands for the modified learning function. The methodology of determining optimal is presented in section 3.3 after the theoretical derivation of estimated maximum error rate ̂ ( ̂ ) in section 3.2.
Effective sampling regions for the probability space formed by two independent normal random variables.
Maximum Error Rate Estimation
In this subsection, the approximate upper bound or maximum true error rate ̂ is derived using the Central Limit Theorem for non-identical random variables based on Lindeberg condition [25] . Given , the entire sample space can be divided into mutually exclusive and collectively exhaustive sets and (shown in Fig. 2 ) that refer to the space of design samples that satisfy P and P , respectively. Let's define and as subsets of with failed design samples according to • and • , respectively, and and ̂ as complements of and , respectively in .
, , and ̂ are defined similarly but over . Moreover, is used here to indicate the size of a set. For example, indicates the size of or, in another word, the number of points in that are evaluated as failed points according to • . Based on these notations, the estimated probability of failure can be expressed as:
The error rate can be calculated as:
Rearranging the above equation yields:
When the threshold of the stopping criterion for learning function is set to be small, will be very accurate. Given that this stopping criterion is often expressed as 0.001 , it can be concluded that: lim
If the stopping criterion is set in every literation, then:
Then combining Eq. 23 and Eq. 25 results in:
For each design point ∈ ̂, let's define an indicator function ̂ that takes one when makes a wrong estimation of the sign of , and zero when the sign estimation is correct. The probability of the event that the sign estimate of is wrong can be determined as: 
Given that
Lindeberg's condition for the Central Limit Theorem for non-identical and independent random variables is satisfied. It should be noted that events of wrong sign estimation of candidate design points by Kriging model are correlated, and considering these correlations is expected to enhance the accuracy of the maximum error rate. However, including correlations for candidate design points in the framework significantly increases the computational complexity and demands. Due to this and other reasons explained later in the paper, this study considers independent responses. It then follows that when is sufficiently large, in distribution converges to a normal distribution:
However, the total number of design samples in with wrong sign estimate, , typically is not sufficiently large for proper application of the Central Limit Theorem. In this case, the upper and lower bound of can be estimated through Monte Carlo simulations. Denote the probability distribution of ∑ as , which is the summation of a number of Bernoulli distributions. The upper and lower bound of can be estimated as:
where is the inverse of the cumulative density function(CDF) of . For confidence level , the confidence interval of and can be calculated as: 
Subsequently, based on Eq. (26), the maximum error rate, ̂ , can be conservatively estimated as:
The estimation of the maximum error rate is integrated in REAK as explained in detail next. As noted before, events of wrong sign estimation for candidate design points by Kriging model are correlated.
However, considering the high computational demands associated with the incorporation of correlated models, this study does not consider correlations in wrong sign estimations.
REAK Algorithm
As stated before, REAK involves three major processes including novel effective sampling regions and maximum error rate control that are integrated into AK-MCS. REAK uses AK-MCS to perform reliability analysis, employs ESR to adaptively update the sampling regions and treats estimated maximum error rate as stopping criterion within the effective sampling regions. A flowchart that illustrates REAK algorithm is shown in Fig. 3 . The primary steps of the algorithm are elaborated below:
 Step 1: Generating initial candidate design samples. In this step, candidate design samples are generated by Latin Hypercube Sampling (LHS); the set of these samples is denoted as S.

Step 2: Initial setting of and effective sampling regions. A reasonable initial value for denoted as can be determined using the following quadratic equation:
where is the threshold for the error rate, is the number of random variables and is a constant coefficient. Note that is introduced to define only the initial value of and not the final value of . For example, if the target is 0.2, starting with 1 and 1.44 corresponding to 5 and 6 , respectively, will both lead to the target 0.2. Therefore, is not fixed because the change in in fact reflects the change in , which is a main difference between REAK and ISKRA. It should be noted that should not very large. The reason is that if is very large, the effective sampling regions (ESR) will be too small to capture important information regarding the performance function. This subsequently results in unnecessary evaluations of the performance function. Testing experience shows that ∈ 4, 6 can yield acceptable results. In this paper, is set to 5. Table 1 shows the relation between and for problems involving two random variable ( 2). where ∆ determines additional number of points to be added to ESR. Different values for ∆ can be selected; however, large values of this parameter may lead to accuracies higher than required and therefore to unnecessary computational demand. For instance, if ∆ is set to be large, ̂ can directly jump from 0.1 to 0.01 after a large number of points are accepted in ESR, while the target is 0.05. For this purpose, ∆ 0.01 is adopted in this paper. Other definitions of expanded ESR remains the same as in Eq. (17) . After ESR is updated, go back to Step 5. If the maximum error rate stopping criterion is satisfied, go to Step 10.
Step 10: Estimating coefficient of variation of failure probability. In this step, the following equation is used to check whether the population of S is sufficient for failure probability estimation:
where is the threshold of variation of . An acceptable value for this threshold is 0.05. If Eq. (40) is satisfied, then go to Step 11. If not, it means that the number of is not sufficient and additional number of candidate design samples should be added to S and Step 4 needs to be repeated.
Step 11: End of REAK and output . Unlike the process in ISKRA [23] which only takes a fixed value for e.g. 0.05, REAK algorithm adaptively decreases until the constraint on the estimated maximum error rate is satisfied. As will be shown later, the target error rate ( 0.05) can be potentially achieved even for large values of ( 1) . Taking advantage of this in REAK results in considerable reduction of computational demand compared to ISKRA method. Furthermore when the target error rate is set to be very small (e.g. = 0.01 or 0.001), the reduction in the number of calls to performance function by ISKRA compared to AK-MCS becomes less significant, while the reduction by REAK is still considerable. 
NUMERICAL INVESTIGATION
The performance of the proposed REAK algorithm is thoroughly investigated against MSC, AK-MCS, and ISKRA techniques. This evaluation is conducted for four different examples of varying complexities with respect to the extent of nonlinearity in the limit state function and the dimension as presented below.
Four-Boundary Series System
The first classical example is a four-boundary series system provided in [7] , [9] , [11] , [22] , [23] , [33] . The contour of this problem exhibits a highly nonlinear behavior. This leads to high variations in failure probability estimation results by crude Monte-Carlo simulation. The performance function of this problem that involves two independent and identically distributed (iid) standard normal random variables and is presented as:
Results of reliability analysis using MCS, AK-MCS, ISKRA, REAK, and two other variants of REAK including REAK* and REAK** are presented in Table 2 . These variants are designed to examine the contributions of two different components in REAK: ESR and stopping criterion. In REAK*, 0.2 is set to be fixed and the proposed error rate-based stopping criterion in REAK is applied. First, the initial ESR is defined and kept the same throughout the process. Since the ESR remains the same, the estimated maximum error rate will not improve considerably when the next best training point is selected in ESR. Thus, the next best training point is searched globally. The above process is repeated until the stopping criterion is satisfied. On the contrary, in REAK**, 1 is incrementally reduced until 0.2. No error rate-based stopping criterion is applied in this variant. In this example, the threshold for coefficient of variation of failure probability estimate using MCS is set to be 1.5%. The comparisons are all based on the same candidate design samples S and initial set of training points. Results of each of these methods include the number of calls to performance function, , estimated probability of failure, coefficient of variation of estimated probability of failure, , estimated maximum error rate, ̂ , and the true error rate, . Results indicate that the proposed method REAK significantly reduces the number of calls to the performance function when compared with ISKRA and AK-MCS methods. In ISKRA algorithm, the estimated maximum error rate ̂ is considered as 0.05 when is 0.05 [23] . However in REAK, for the same target error rate of 0.05, can be significantly larger due to the implemented adaptive process. As a result, REAK is able to identify significantly larger number of candidate design samples that are not important for failure probability estimation and therefore excluded them from the estimation process as seen in Fig. 4 (a) and (b) ; this consequently reduces the number of calls to the performance function as seen in the results. Additionally, the estimated Kriging models in Fig. 4 (a) and (b) show that the limit state function estimated by Kriging (shown by connected red points) does not need to be refined perfectly to match the true limit state function (shown by connected black points); in fact, the extent of required refinement depends on the contribution of the regions to the failure probability and the maximum error rate threshold. This feature can help researchers reduce the number of calls to computationally demanding performance models when the goal is to achieve a target error rate.
Compared with AK-MCS, REAK is considerably more efficient. The property of efficiency can be seen here in terms of the number of calls to the performance function. When the threshold of error rate is set to 0.05, the number of required calls by REAK and AK-MCS are 60 and 125, respectively, while both methods achieve high levels of accuracy (2.16% for REAK and 0.01% for AK-MCS) and satisfy the threshold limit for error. Comparing the performance of the two variants of REAK i.e. REAK* and REAK**, it appears that both the proposed error rate-based stopping criterion and ESR contribute to the reduction in the number of calls to the performance function. However, the contribution by the stopping criterion appears to be more significant. Moreover, REAK provides a reliable upper bound estimate of the maximum error rate; a feature that is missing in AK-MCS. As the error threshold decreases, the number of performance function evaluations increases leading to a tighter upper bound since the accuracy of the error rate estimate that is derived based on the Central Limit Theorem increases. Concerning Eq. (16), one may argue that the additional 65 (=125-60) function evaluations required to improve the accuracy from = 0.0216 to = 0.0007 is not justifiable. This is a common practice in engineering applications where the acceptable maximum error in estimated reliabilities is not very small, and the 5% limit is often considered to be appropriate. Consequently, REAK is a very powerful and efficient technique as its error prediction feature allows users to set error thresholds appropriate to the particular application. As stated before, in order to have a fair comparison among various considered reliability analysis methods, the set of design samples, S, is kept the same for all methods. However, this set is generated randomly and the performance of sampling-based methods such as those considered in this study may be different from one set to another set. To examine such effects, the expected performance of reliability algorithms is investigated here. Due to large number of evaluations involved, the threshold for is relaxed and chosen as 0.05. The initial number of candidate design points for AK-MCS and REAK is 10 with ∆ 10 as the increment. The average number of calls to performance function is denoted as , the average estimated maximum error rate is ̅ and the average true error rate is ̅ . The number of simulations to determine the average performance is 50. vs in ISKRA, ̅ vs in ISKRA, vs in REAK and ̅ & ̅ vs in REAK are shown in in Fig. 5 (a)-(d) , respectively. Additionally, the mean and coefficient of variation (C.O.V) of and ̂ for ISKRA and REAK for three different error rate thresholds 0.05, 0.03 and 0.01 are presented in Table 3 .  Generally, as the threshold for error rate increases, the average number of calls to performance function decreases. This point is obvious in Fig. 5 (a) and (c) . It should be noted that the constant coefficient is equal to in ISKRA approach.
 The average true error rate ̅ increases as increases. In ISKRA algorithm, ̅ is significantly lower than or . For example when is 0.05, ̅ is 0.002 as seen in Fig. 5 (b) . Therefore, ISKRA cannot accurately estimate the true error rate. However in REAK algorithm, the average estimated maximum error rate ̅ is close to but larger than ̅ and yet smaller than the threshold ; in other words ̅ ̅ , as seen in Fig. 5 (d) . This indicates that REAK's estimate of maximum error is reliable.
 Results for the mean of ̂ in Table 3 indicate that on average the estimated maximum error rates ̂ are greater than the true error rates . In addition, for the case of 0.01, the C.O.V of ̂ is 0.547, which means that the probability ̂ is 1 2 . 1 2 1.74 91.80% assuming that ̂ follows a normal distribution. For 0.03 and 0.01, the probability of ̂ is 97.27% and 93.25%, respectively. These results are close to the set confidence level of 95%. 
Modified Rastrigin Function
The second example for limit state function is modified Rastrigin function. It contains non-convex features, which require a significant number of calls to performance function [2] , [10] , [21] in order to arrive at acceptable surrogate models [7] , [9] , [22] . The performance function is as follows:
where s are mutually independent standard normal random variables. Similar to the first example, MCS, AK-MCS, ISKRA and REAK are implemented in this case to compare their performance. Results for individual simulation and average performance are given in in Table 4 and Table 5 , respectively.
Furthermore, the true limit state function and its Kriging estimate are shown in Fig. 6 (a) and (b) for different values. It is shown that the Kriging estimation of the limit state based on REAK is well refined in the effective sampling regions (ESR) but not outside of ESR. As seen in Table 4 , when is 0.05, REAK is able to evaluate with 230 training points, while AK-MCS and ISKRA require 520 and 559 points, respectively. When is 0.03, for REAK is 276 which is considerably less than of 574 for ISKRA and 520 for AK-MCS. Moreover, REAK's estimate of the true error ̂ =0.51% is very close to the true error =0.43% for the case of = 0.01. The results for the average performance of methods based on 50 simulations are presented in Table 5 . For all presented cases, it is observed that the probability of ̂ with success estimate is close to 95%. For example, the probability of successful estimation of ̂ is 94.55% when is 0.03. Generally, through integration of adaptive expansion of effective sampling regions and error rate control, REAK successfully reduces the number of calls to performance function and offers a reliable estimate of the maximum error rate. 
Non-linear Oscillator
To demonstrate the performance of REAK for high dimensional problems, an undamped nonlinear single degree of freedom system with six random (as shown in Fig. 7 ) variables is investigated in this section. Details of this model can be seen in [7] , [9] , [33] - [35] . The performance function is describe below: where is the frequency of the system. The description of six random variables is listed in Table 6 , the results of individual simulations are summarized in Table 7 and results with 50 simulations are presented in Table 8 . Results in Table 7 indicate that REAK significantly reduces the number of calls to performance function for all cases of error thresholds. Moreover, it accurately predicts the true error rate; a feature that is not available in ISKRA and AK-MCS. As also shown in Table 8 , the probability of successful estimate of ̂ is reasonable according to the confidence level in Eq. (33) . Results of this example therefore represent the capability of REAK in handling reliability problems involving multiple random variables. 
Modified Cantilever Tube
The forth example is a modified engineering problem with nine random variables. The original example is presented in [23] , [36] . To include a diverse set of random variables, three types of distributions are considered: Normal, Gumbel and Uniform distributions. The cantilever tube is illustrated in Fig. 8 . Three external forces , and and one torsion is applied to the cantilever structure. The performance function is defined as below:
Where is the strength capacity and is the maximum von Mises stress calculated as:
46 where 5°, 10°, and is the tube area. Moreover, is the torsional stress, M is the bending moment, is the radius and is the moment inertia. These variables are calculated as: 2 52 The distribution information of the nine involved random variables is presented in Table 9 . Results of reliability analysis for this structure are summarized in Table 10 and Table. 11, the probability that ̂ is larger than 95%. For example, the probabilities of ̂ are 99.97%, 99.58% and 98.5% when is 0.05, 0.03 and 0.01, respectively. These results demonstrate the capability of REAK to set target accuracies that are appropriate for engineering problems. Although the proposed algorithm has shown a considerably better performance compared to existing techniques as demonstrated using several numerical examples, there are a number of areas where its performance can be further improved in the future. First, very high-dimensional reliability problems are challenging to solve using REAK. This is an inherent limitation of Kriging as model parameter estimations in this surrogate modeling approach requires multiple inversions of large covariance matrices. This challenge can be addressed through implementation of dimension reduction techniques [37] - [39] . Moreover, REAK assumes that events of wrong sign estimation by Kriging for candidate design samples are uncorrelated. For error thresholds that can be of interest in engineering applications, e.g. 5% or smaller, the estimated maximum error rate is sufficiently accurate. For higher thresholds of error, considering correlations among the responses from the Kriging model is expected to improve the performance of REAK. However this task will considerably increase the computational complexity of the approach, which must be addressed in the future. Moreover, the proposed methodology can be further enhanced through integration with techniques such as importance sampling and subset simulation to reduce the computational demand even further.
Unsupervised learning techniques can be leveraged to identify multiple training points simultaneously, which will facilitate parallelization of REAK. The extent of uncertainty, response of the performance function and location of the points are among key features that should be considered in the selection of best training points in effective sampling regions (ESR). Similar methodologies have been used in the literature [23] , [40] for parallelization of reliability analysis, which can be applied to REAK.
CONCLUSION
This paper presents a highly efficient reliability analysis algorithm called Reliability analysis through Error rate-based Adaptive Kriging or REAK. This is achieved by developing an analytical approach to derive a maximum error rate for failure probability estimates using the Central Limit Theorem for non-identical random variables based on Lindeberg's condition, introducing effective sampling regions (ESR), and integrating these features for Kriging-based active learning. Two primary advantages offered by REAK over existing methods are: substantially decreasing the number of calls to the performance function and therefore reducing the computational demand, and determining and controlling the error rate of estimated probability of failure.
Four examples are investigated in this paper to demonstrate the application and capabilities of REAK compared to crude Monte Carlo Simulation (MCS), Adaptive Kriging with Monte Carlo Simulation (AK-MCS) and Improved Sequential Kriging Reliability Analysis (ISKRA) methods. From the reliability analysis results, a number of important observations are made which are summarized here: 1) the number of calls to performance function decreases as the threshold on error rate increases; 2) the derived maximum error rate is close to but larger than the true error rate; the maximum error rate converges to the true error rate as the number of training samples increases; and 3) the number of calls to performance function is always less than that required for AK-MCS and ISKRA. In fact, REAK reduced the number of calls by 52% and 50% for example 1, 56% and 59% for example 2, 51% and 50% for example 3, and 33% and 21% for example 4 compared to AK-MCS and ISKRA methods, respectively, for the error rate threshold of 5%. These three important features enable researchers to establish a balance between accuracy and computational demand considering the requirements of the problem at hand.
