ABSTRACT Fog computing is attracting more and more attention to the next-generation wireless communication systems. In this paper, we consider such a mobile edge scenario where a fog node and a mobile user exchange their data in a two-way manner and only the fog node has a constant power supply. In particular, the fog node performs energy transfer when it is not transmitting information and the mobile user has an energy harvesting capability. For this scenario, we investigate the timeliness of the two-way data exchange between the fog node and the mobile user in terms of age of information (AoI) and derive closed-form average AoI for both directions, as well as the achievable data rate of the mobile user. We also discuss the achievable tradeoff on the average downlink/uplink AoIs and the achievable tradeoff on downlink/uplink data rates, which explicitly present the performance limit of the system in terms of timeliness and efficiency.
I. INTRODUCTION
The Internet of things (IoT) is linking more and more smart devices (e.g., mobile phones, tablets, TVs, wearable devices, wireless sensors, connected vehicles) to the Internet. It is predicted that by 2020, the amount of active smart devices would be as high as 50 billion, with an average of 6.58 for each person [1] . Also, the network traffic will be increasing at an annual-growing-rate around 53% [2] . The computational capability of smart devices, however, is generally limited and insufficient to handle the increasing data traffic. Therefore, mobile cloud computing (MCC) has been proposed to move computational intensive functions to the cloud, i.e., a set of powerful servers [3] , [4] . Through centralized management of available resources, MCC can provide smart devices with powerful and flexible computations. Since the cloud is usually located far from mobile users, however, the data exchange in MCC systems often suffers from large latency [5] . To address this issue, mobile edge computing (MEC) was proposed to move cloud servers to the edge of communication networks (e.g., integrated into base stations) so that the servers can be close to mobile users [6] . Fog computing (FC) is one of the most promising kind of MEC which can provide closer computations for mobile users [7] , [8] . By connecting and exploring various devices (e.g., small BSs, WIFI APs, vehicles, collectively referred to as fog nodes) with strong computational capability, FC systems can serve mobile users over large areas in a distributed manner, and thus is especially suitable for IoT applications.
In addition to the limitation in computational capability, smart devices are also energy limited in general. Due to device size constraints and cost considerations, the battery capacity of a smart device is generally small, which is insufficient to support many mobile applications. Among solutions to this problem, radio frequency based wireless power transfer (WPT) is the most promising one, which can charge remote smart devices wirelessly [9] . In fact, current commercial WPT transmitters can efficiently deliver tens of microwatts power to smart devices over a distance of more than 10 meters, and thus is adequate for many low-power devices [10] . Therefore, the research on FC and MEC systems powered by WPT are gaining more and more attentions [9] , [11] - [14] . In particular, the performance of these systems are often measured by the computation rate which quantifies the number of computation bits over each block and the offloading delay which is defined as the latency in offloading data to fog nodes (or mobile users) [9] , [11] . For example, for a multi-user MEC network powered by WPT, the sum computation rate over all users are maximized in [11] . In [12] , the weightedsum computation rate of all users was maximized through optimal beamforming in a similar system with a multiantenna access point (AP). Computation rate can also be maximized by minimizing network energy consumption [12] or maximizing network energy efficiency [13] , which can be achieved by scheduling transmit power and time resources at APs and mobile users. Moreover, Mao et al. [14] investigated the tradoff between energy efficiency and offloading delay in a multi-user WPT powered MEC system.
Since the prevalence of IoT has spawned a plethora of realtime services that require timely information/status updates in MEC systems, efficient characterization of the computations freshness becomes a matter of urgency. Unfortunately, neither the computation rate nor the offloading delay is adequate to specify the freshness of the received data, especially when the intensity of energy transfer is weak. Note that when delay is small, the received data could not be fresh if the computation rate is low and the currently available data was generated a long time ago; when the computation rate is high, the received data would not be fresh either since the data would suffer from large queueing delays. To convey the freshness of the received information, therefore, a new metric was proposed in [15] , i.e., age of information (AoI).
AoI is defined as the elapsed time since the generation of the latest received data [15] . Thus, AoI exactly reflects the freshness of the newest available data at the receiver. Since AoI is closely related to queueing theory, it has been studied in various queueing systems, e.g., M/M/1, M/D/1 and D/M/1 systems [15] , and under several serving disciplines, e.g., first-come-first-served (FCFS) [15] , last-generate-firstserved (LGFS) [16] . The zero-wait policy where a new data packet would be served immediately after the completion of previous packet was also investigated in [17] . The serving disciplines mentioned above may find their respective applications in various scenarios. However, none of them can be generally optimal. Thus, many works were motivated to design packet scheduling schemes. For example, the benefit of dropping any arriving data packets seeing one or more waiting packets was discussed in [18] . The method of replacing the head-of-line packet with the latest arriving packet was studied in [19] .
In this paper, we shall investigate the fundamental limits of timeliness and efficiency in a two-way data exchanging FC system as shown in Fig. 1 . In particular, only the fog node has a constant energy supply. When the fog node is not transmitting data, it transfers energy to the mobile user using wireless power transfer. By harvesting and using the FIGURE 1. Two-way data exchanging FC system. transferred energy, the mobile user transmits its data packets to the fog node according to the best-effort policy, i.e., performing a block of transmission as soon as it has collected enough energy to do so. This model is especially relevant to biomedical communications where a sensor is implanted inside human body and needs to timely communicate with a remote monitor through a fog node [20] , [21] . For safety and implementability concerns, the sensor does not have a battery. To provide necessary control and energy for the sensor, a joint information-energy transmitter (i.e., a fog node) is placed in the room where the patient spends most of his time. Using the transferred energy, the senor can then report the health status of the patient to the monitor.
The uplink (from the mobile user to the fog node) AoI of the two-way data exchanging FC system has been investigated in the low signal-to-noise ratio (SNR) regime in [22] . In this paper, we shall jointly consider the average AoI in both directions as an extension. To be specific, we investigate the data exchanging capability of the system under the unique energy supply constraint in terms of average downlink AoI, average uplink AoI, downlink data rate, and uplink data rate. These results present a full characterization of the achievable timeliness and the achievable efficiency of the system in the low SNR regime. The main contributions of the paper are summarized as follows:
• We present average downlink AoI D as a function of downlink data rate p in closed form. We show that when p either goes to zero or approaches the maximal downlink data rate p max (the maximal p ensuring a stable queue), the average downlink AoI goes to infinity. Thus, it is beneficial to control downlink data rate and spare some energy for uplink data transmissions.
• We present average uplink AoI U under the best-effort policy as a function of downlink data rate p in closed form. We show that the average uplink AoI converges to some constant as p goes to zero and goes to infinity as p approaches p max . Together with the result on average downlink AoI, we can also determine the achievable region of average downlink/uplink AoI pairs ( D , U ), which specifies the achievable tradeoff of the system in terms of timeliness.
• We also present uplink data rate q under the best-effort policy as a function of downlink data rate p in closed form. In particular, as p goes to zero, uplink data rate q is a constant; as p approaches p max , the uplink data rate goes to zero. This result specifies the achievable region of data rate pairs (p, q), which is the best achievable efficiency of the system.
• We further investigate the average uplink AoI and the uplink data rate under the save-and-transmit policy in closed form. As shown in our numerical and Monte Carlo results, the best-effort policy yields the same data rate as the save-and-forward policy but has slightly larger average AoI. However, the best-effort is more practical to implement than the save-and-transmit policy, since the save-and-transmit policy requires large energy buffers and full-duplex transceivers. The rest of the paper is organized as follows. Section II presents the system model and the AoI model. In Section III, we develop closed-form average downlink AoI and its asymptotic behaviors. In Section IV, we consider the average uplink AoI and the uplink data rate under the best-effort policy, as well as their asymptotic behaviors. The performance of the system under the save-and-transmit policy is also discussed in this section. Finally, numerical results are provided in Section V and our work is concluded in Section VI. Table 1 lists the notations used in this paper.
Notations: We use boldface letters to denote vectors and matrices, use τ = 1, · · · , T to index time, use k = 1, 2 to index nodes, and usek = 3 − k to refer to the other node. R n ++ and Z n ++ denote the n-dimensional vector of positive real numbers and positive integers, respectively. In addition, (·) T denotes the transpose operation.
II. SYSTEM MODEL
We consider a two-way data exchanging FC system as shown in Fig. 1 , where a fog node and a mobile user exchange their data (in packets) through block Rayleigh fading channels. The fog node has a constant power supply while the mobile user does not. In each block, the fog node generates a data packet with a certain probability. Afterwards, the generated packet will be delivered to the mobile user over the downlink channel. Since the fog node may take several blocks to complete the transmission of a packet, the fog node would often be busy transmitting data. In blocks when the data queue of the fog node is empty and no new packet is generated, the fog node will transmit energy to the mobile user though wireless power transfer. Upon receiving enough energy, the mobile user transmits its packet to the fog node via the uplink channel.
A. CHANNEL MODEL
On downlink and uplink channels, we consider the following assumptions. A1 Block Rayleigh-Fading: Time is discrete and the period between epoch n and epoch n + 1 is referred to as block n. The channel power gain γ n remains unchanged in each block and varies among blocks according to the exponential distribution
A2 AWGN Noise: Received signals suffer from additive white Gaussian noise (AWGN). A3 Low SNR Regime: Received SNR is much smaller than unity due to limited transmit power and large transmit distance. A4 Time Division Duplex: Downlink transmissions and uplink transmissions occur at different periods and use different frequency bands. A5 Channel Reciprocity: The downlink channel and the uplink channel share the same channel model (including parameters). However, the corresponding instantaneous channel gains are independent from each other. We denote the transmit power of the fog node as P t for both information transmission and energy transfer. In the uplink, VOLUME 7, 2019 the mobile node transmits information at power βP t , where 0 < β < 1 is a constant. Let T B be the block length, W be the limited system bandwidth, and N 0 be the noise spectrum density. We also denote the distance between the fog node and the mobile user as d and the pathloss exponent as α. The data (in nats) that can be transmitted to the mobile user in a block is given by
where the approximation follows the Low SNR assumption. Thus, b n also follows the exponential distribution. With slight confusion, we denote the waiting time of the k-th data packet as W k and the number of blocks under consideration as N (see Subsection III-A and Subsection II-C, respectively).
B. DATA EXCHANGE MODEL
The following assumptions specify the data arriving (generating) model and the data serving (transmitting) model. U1 Bernoulli Arrival at Fog Node: In each block, the fog node generates a data packet of nats with probability p, which is referred to as downlink data rate. U2 FCFS Policy at Fog Node: The data packets generated at the fog node are put into a data queue and then served according to the FCFS discipline. U3 Best-Effort Policy at Mobile User: The mobile user performs a block of transmission with transmit power βP t as soon as it has collected sufficient energy. In addition, the mobile user generates a data packet immediately after the completion of previous packet. U4 Immediate Use of Energy: Harvested energy can be used in the same block in which it is harvested. We denote the number of blocks required to complete the transmission of a downlink data packet as service time S D . According to [23] 
where j = 1, 2, · · · , and
The probability generating function (PGF) and the first two order moments of S D are, respectively, given by
Note that equations (2) and (4)- (6) are derived based on the low SNR assumption A5. These results provide great convenience for our analysis on downlink and uplink AoIs which follows. For cases where assumption A5 does not hold, the probability distribution of service time S D would be much more complex. Nevertheless, once the corresponding probability is obtained, the following analysis would be similar to that of this paper.
In each block when the data queue of the fog node is empty and no new data packet arrives, the fog node transfers energy to the mobile user. Let η be the energy transfer efficiency, the energy received by the mobile user would be
Upon receiving enough energy (the remaining energy is larger than P t T B ), the mobile user performs a block of transmission immediately. In blocks when the mobile user does not have sufficient energy, the mobile user remains silent.
C. AGE OF INFORMATION
In this section, we develop a framework of discrete age of information that is especially applicable to the data exchange over block fading channels.
Definition 1: In block n, downlink age of information is the difference between epoch n (the beginning of the block) and the generation epoch U D (n) of the latest received data packet at the mobile user,
Remark 1: In our model, AoI does not change within each block, which is different from the continuous AoI model in [15] and is a more suitable for discrete-time communication systems. . For the k-th packet, X k = n k+1 − n k is the inter-arrival time, W Dk is the waiting time, S Dk is the service time, and T Dk = W Dk + S Dk is the system time. B Dl and I Dl refer to the l -th downlink busy period and idle period, respectively. Fig. 2 presents a sample variation of downlink AoI D (n) with initial age 0 . Data packets are generated at arrival epochs {n k , k = 1, 2, · · · } and are completely transmitted at departure epochs n k . The inter-arrival time between neighboring packets is X k = n k − n k−1 and the downlink system time that packet k stays in the system is T Dk = n k − n k . Note that downlink system time is the sum of waiting time W Dk and service time S Dk , i.e., T Dk = W Dk + S Dk . A downlink idle period I D is a period when the data queue of the fog node is empty and no new packet arrives. Thus, the energy transfer from the fog node to the mobile user occurs during downlink idle periods. Moreover, a downlink busy period B D is a period when the fog node is busy transmitting data packets. Specifically, B D is composed of 1) the service time (e.g., S Dk ) of an immediate packet following the previous idle period (or a busy period in case that the length of previous idle period is zero); 2) the downlink busy period generated by each of the packets (e.g., i = 1, 2, · · · , i 0 ) arriving during the service time S Dk of this immediate packet.
It is observed that AoI increases linearly in time and is reset to the age of the newest received packet at the end of departure blocks. Over a period of N blocks where K downlink data packets are delivered, the average downlink AoI is defined as
Starting from the first block, the area under D (n) can be seen as the concatenation of areas Q 0 , Q 1 , · · · , and the triangularlike area of width T K . Thus, we can express D as
In the uplink, the mobile user adopts the best-effort policy. We denote the uplink system time of data packet k as T Uk . Note that when downlink power transfer is weak, an uplink packet takes a long period to complete, which may cover several downlink idle periods and busy periods. Thus, T Uk includes the service time of the packet, the time for harvesting energy, and the time waiting for downlink power transfer (if any). Consider a period of N blocks in which K (not necessarily equal is to the downlink case) data packets are transmitted to the fog node, as shown in Fig. 3 . Similar to the downlink analysis, we have
Given a downlink data rate p, we denote the achievable uplink data rate as q(p), which is given by
III. DOWNLINK AGE OF INFORMATION
In this section, the average downlink AoI is derived in closed form. To do this, we first present the queueing model of the two-way data exchanging FC system. Next, we investigate the statistical characteristics of the queue and then solve for the average downlink AoI.
A. QUEUEING MODEL OF DOWNLINK TRANSMISSIONS
At the fog node, data packets are generated according to Bernoulli distribution (cf. Assumption U1) and are delivered with Poisson distributed service time (cf. (2)). Thus, the data queue can be modeled as a Geom/GI/1 queueing system. For this system, we further assume late arrival protocol with delayed access. To be specific, data packets arrive at the end of blocks (e.g., n − k ) and leave at the beginning of blocks (e.g., n k + ). Also, the service of data packets starts from the beginning of blocks and last for at least one block. We denote L + a (n) as the length (number of packets) of the data queue at the beginning of block n, in which the packet arriving at epoch n is counted and the packet leaves at epoch n is not. We refer to L + a (n) as queue length at arbitrary epochs.
Moreover, in the block during which the transmission of packet k is completed, we refer to the corresponding queue length L + d (k) as the queue length at departure epochs, i.e., L
Since departure epochs must see an empty queue or the beginning of the service of a new data packet, these departure epochs are aftereffectless points of the queueing process. Denote the number of data packets arriving during service time S k+1 as A k+1 , the queue length at the departure of packet k + 1 would be
It is clear that {L
is a Markov chain. We denote the probability that j data packets arrive during the service time of a certain packet as p a j = Pr{A k = j}, where j = 0, 1, · · · . Hence, the probability transfer matrix
In particular, we have the following proposition on A k .
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Proposition 1: The probability distribution and PGF of A are, respectively, given by
Proof: See Appendix A. Following Foster's Theorem [24] , one can prove that Markov chain {L + d (k), k ≥ 0} is positive recurrence and the data queue at the fog node is stable only if the following queueing constraint is satisfied
To be specific, one can find a set of Lyapunov functions
as the PGF of stationary queue length at departure epochs, we have the following proposition.
Proposition 2: If (θ + 1)p < 1, the PGF of stationary queue length at departure epochs is
Proof: The proof mainly employs stationary equation π = π P and the PGF of A k (cf. (12)), which is similar to the proof of [23, Th. 1] .
Moreover, the following lemma specifies the relationship between the stationary distribution of queue length in departure epochs and that in arbitrary epochs [23] .
Lemma 1: At the fog node, the stationary distributions of queue length in departure epochs and the stationary distribution of queue length in arbitrary epochs are the same.
Therefore, the queueing behavior at the fog node can be determined by G L + d (z). Based on Proposition 2 and Lemma 1, the PGF of downlink system time T D of data packets can thus be determined.
Proposition 3: The PGF of downlink system time of each data packet is given by
Proof: See Appendix B. By employing the L'Hôpital's rule [25] , the average downlink system time can be obtained as
Note that the downlink system time can be expressed as
Thus, it is observed from (15) that the average waiting time is given by E(
, where E(S D ) = 1 + θ is given by (5) . Since the area of each Q k is closely related to downlink system time T Dk (cf. (8) and Fig. 2 ) of the k-th data packet, Proposition 3 and (15) are very useful in calculating average downlink AoI.
B. AVERAGE DOWNLINK AGE OF INFORMATION
Based on the queueing model shown in Subsection III-A, various statistics of {L + a (k), k ≥ 0} can be obtained. Using the derived statistics of {L + a (k), k ≥ 0}, we can then obtain the average downlink AoI readily, as shown in the following theorem.
Theorem 1: If (θ + 1)p < 1, the average downlink age of information is given by
where θ = (1)).
In the following, we investigate two extreme cases of the data exchanging system and have the following results.
Corollary 1:
where o is an infinitesimal, the average downlink AoI is given by
Proof: The corollary can be readily proved by using approximation p ≈ 0 1+θ in (16) . In the case (θ + 1)p ≈ o, the downlink channel is lightly occupied by packet transmissions and inter-arrival time would be large. Thus, the received data packets at the mobile user is not fresh in most times.
Corollary 2:
Proof: The corollary can be readily proved by using approximations 1 − p − θ p = o and p ≈ 1 θ+1 in (16) . When (θ + 1)p approaches unity, downlink channel would always be busy with transmitting data packets. Thus, the waiting time of data packets can be arbitrarily long. As observed from Corollary 2, the average downlink AoI goes to infinity linearly as o approaches zero.
IV. UPLINK AGE OF INFORMATION
Under the best-effort policy, the mobile user performs a block of transmission whenever it has harvested sufficient energy. In addition, the mobile user may take several blocks of transmissions to complete a packet and take more blocks to harvest the required energy. In this section, we first investigate the property of the energy harvesting process and uplink service time, and then derive the average uplink AoI and the uplink data rate in closed form. The average uplink AoI and uplink data rate under the save-and-transmit policy will also be studied.
A. ENERGY HARVESTING PROCESS
In our model, the fog node transfers energy to the mobile user during downlink idle periods. Since the energy transfer efficiency is definitely smaller than unity, the mobile user often takes several downlink idle blocks to accumulate sufficient energy to perform a block of transmission. In a period of j downlink idle blocks, we denote the harvested energy as
where m i is the index of the i-th block of this period and γ m i is the exponentially distributed power gain. It is clear that e j follows the Erlang distribution. That is,
Let τ H be the number of downlink idle blocks for the mobile user to accumulate sufficient energy to perform a block of transmission and e r be the remaining energy after the previous transmission. We have Pr{τ H = 0} = Pr{e r > βP t T B } and Pr{τ H = j} = Pr{e r + e j−1 < βP t T B , e r + e j ≥ βP t T B } for j = 1, 2, · · · , where βP t T B is the transmit power of the mobile user. Thus, the actual time to perform a block of uplink transmission is s = max{1, τ H }.
Note that energy transfer efficiency η is small, and the transmit distance is large in general. In each block, therefore, the harvested energy is not enough to perform a block of transmission and τ H would be larger than 1 almost surely. Suppose that E m of energy was harvested by the mobile user in the last block of previous period τ H . According to (7) , E m follows the exponential distribution. In this block, a part of E m would be consumed and the remaining energy, which is denoted as e r , can be used for the next transmission. Due to the memoryless property of exponential distribution, we know that e r follows the same distribution as E m . Thus, we have,
where ρ is defined as
Remark 2: In Monte Carlo simulations, the channel conditional can occasionally be so good (i.e., γ n 1) that the transferred energy would be amplified. Nevertheless, the statement that the harvested energy in a block is not enough to perform a block of transmission is true in most cases, especially when the distance between the mobile user and the fog node is large.
Following a similar analysis on downlink service time, the PGF and the first two order moments of the required number S Tx of transmissions to deliver an uplink packet are, respectively, given by
We denote the uplink service time as S U , which includes the actual number (i.e., S Tx ) of transmissions for delivering the packet, and the time required for harvesting and accumulating energy. Thus, we have
In particular, the moments of S U are given by the following proposition.
Proposition 4: The first-two order moments of the uplink service time S U are, respectively, given by
Proof: See Appendix D.
B. UPLINK SYSTEM TIME
In the downlink transmission, several busy periods may appear consecutively. Specifically, this happens when a new downlink packet (which starts a new downlink busy period) is generated immediately after the end of previous downlink busy period. In this case, we say that the length of the downlink idle period between the two consecutive downlink busy periods is zero, i.e., I D = 0. We denote the number of downlink busy periods coming uninterruptedly as F. Based on the distribution of downlink idle period Pr{I D = j} = (1 − p) j p where j = 0, 1, · · · , the distribution and the first two order moments of F can be obtained as follows.
Suppose that the mobile user takes S Uk blocks of transmission to deliver uplink packet k to the fog node. Since S Uk maybe longer than one downlink idle period, uplink service time S Uk is often partitioned into several parts. In particular, the end of every block of S Uk can be a dividing point, following which there may exist one or more downlink busy periods. VOLUME 7, 2019 Moreover, there may also exist some downlink busy periods before S Uk .
We denote the period between the generation and the completion of an uplink packet as uplink system time T U . It is clear that T U is composed of uplink service time S U and several downlink busy periods, and can be expressed as
The first two order moments of downlink busy period B D are given by the following proposition.
Proposition 5: The first-order and second-order moments of downlink busy period are, respectively, given by
Proof: See Appendix E. Based on aforementioned analysis and Proposition 5, we have the following proposition on uplink system time T U .
Proposition 6: The moments of uplink system time are given by
Proof: The proposition can readily be proved based on (25) .
Note that the moments of T U can readily be calculated based on (23)-(27).
C. AVERAGE UPLINK AoI UNDER BEST-EFFORT POLICY
In this subsection, we investigate average uplink AoI and uplink data rate as functions of downlink data rate. The main result of this part is summarized in the following theorem.
Theorem 2: If (θ + 1)p < 1, the average uplink AoI is
the achievable uplink data rate is given by
where θ = 
.
Proof: This corollary follows the approximations p ≈ o 1+θ and equations (29), (30). The condition (θ +1)p ≈ 0 indicates that downlink channel is lightly occupied and thus much energy can be transferred to the mobile user. Under the best-effort policy, both uplink AoI and uplink data rate would be finite, as shown in Corollary 3. In this case, the key parameters include the expected service time E(S Tx ) = 1 + 
Proof: In this case, we approximately have p = 1 1+θ and 1 − p − θ p = o. The corollary can be readily proved by using the approximation in equations (29) and (30).
When (θ + 1)p approaches unity, the downlink channel would be very busy and little energy can be harvested at the mobile user. Thus, the uplink service time would be very large. As a result, the average uplink AoI goes to infinity and the uplink data rate goes to zero gradually, as observed in Corollary 4.
D. AVERAGE UPLINK AoI UNDER SAVE-AND-TRANSMIT POLICY
The save-and-transmit scheme was proposed in [26] and was proved to be able to approach the capacity of AWGN channels with energy harvesting. To be specific, an infinite long period of N blocks is divided into an energy saving period of h(N ) = o(N ) blocks and an information transmission period of N − h(N ) blocks. During the energy saving period, all the harvested energy is stored in an infinitely large energy buffer. During the information transmission period, the transmitter performs transmission as if it has a constant power supply. As is proved, the probability that the transmitter is short of energy during the information transmission period is zero. In our model, the save-and-transmit policy works as follows. The fog node generates data packets randomly and performs transmission as long as the data queue is nonempty; otherwise, it transfers energy to the mobile user. During the energy saving period, the mobile user saves all the harvested energy in an infinitely large buffer and keeps silent. In each block of the information transmission period, the mobile user generates a packet with probability q SV and performs transmission at power βP t T B , as long as its data queue is non-empty. In particular, q SV is chosen such that the expected energy consumption equals the expected energy harvesting. Since the best-effort policy can always exploit all the harvested energy, the data rate under the best-effort policy and the data rate under the save-and-transmit policy would be equal. Thus, q SV can be determined based on (30). In particular, we have
Following a similar arguments as that in [26] , we can readily prove that the mobile user has sufficient energy for each transmitting block of the transmission period with probability one. Since h(N ) = o(N ) is much smaller than N , the average uplink data rate of the whole period would be
Moreover, when the mobile user has sufficient energy for every necessary transmission, the corresponding average AoI can be obtained by replacing the data rate with q SV in (16) , which presents the average AoI under a constant power supply. We then have,
For the save-and-transmit policy, although the long energy saving period can be removed by preparing some initial energy for the mobile user, it is still not very practical to implement since it requires very large energy buffers. Worse more, the mobile user would not wait for the downlink idle periods to transmit when save-and-transmit policy is used; and thus a full-duplex transceiver is needed at the fog node. However, the save-and-transmit policy often is the performance limit achieving scheme of a system and can serves as a benchmark scheme.
V. SIMULATION RESULTS
In this section, we investigate the AoI of the two-way data exchanging system via numerical and Monte Carlo results. The transmit power of the fog node is set to P t = 0.01 W for both transmitting information and transferring energy. The transmit power of the mobile user is also set to 0.01 W, i.e., β = 1. The system bandwidth is W = 100 KHz, the noise spectrum density (including noise figure) is N 0 = 4 × 10 −7 . The Rayleigh channel parameter is λ = 3, the block length is T B = 10 −3 s, and the energy transfer efficiency is η = 0.5. We set the distance between the two nodes to d = 3 m and pathloss exponent to α = 2. On the length of each data packet, we consider the following three cases: = 0.5 nats, = 2.5 nats, and = 5 nats. By using (3), parameter θ can be obtained as θ = 0.54, θ = 2.7, and θ = 5.4, respectively. Note that for any given θ , the maximal downlink data rate enabling a stable queue at the fog node would be p max = 1 1+θ .
A. AVERAGE AoI
We present average downlink AoI D (c.f. (16)) in blocks in Fig. 4(a) . We observe that D is a convex function of downlink data rate p. Thus, the minimum of D is obtained when p is neither too small nor too large. We also observe that when downlink data rate p approaches either zero or the maximal data rate p max (shown by the dashed line), the average VOLUME 7, 2019 downlink AoI increases quickly, which is consistent with Corollary 1 and Corollary 2. Nevertheless, if we can choose a proper data rate, the average downlink AoI could be reasonably small. From Fig. 4(a) , we also observe that average downlink AoI is increasing with θ while the maximal data rate p max is decreasing with θ . This is because θ is the ratio between the packet length and the throughput of a block, i.e., θ = E(b) (cf. (1), (3)). When θ is increased, both the service time and the waiting time of a packet would be larger, leading to larger average downlink AoI. Fig. 4(b) depicts the average uplink AoI (cf. (29)). In general, the average uplink AoI is much larger than the average downlink AoI, especially when downlink data rate p is large. On one hand, if p is very small, the fog node would transfer energy to the mobile user for most of the time. In this case, the mobile user seldom needs to wait for harvesting energy so that uplink system time is determined only by the actual service time S. As p approaches zero, therefore, the average uplink AoI would converge to some constant, as shown in Corollary 3. On the other hand, as p approaches maximal data rate p max , the average uplink AoI goes to infinity, which is consistent with Corollary 4.
B. TWO-WAY DATA EXCHANGE TRADEOFF
We plot how uplink data rate q (cf. (30)) varies when downlink data p is changed in Fig. 5(a) . We observe that q decreases approximately linearly when p is increased. In particular, q reduces to zero as p approaches p max . Moreover, for each given θ , the area under the curve can be regarded as the achievable region of data rate pair (p, q). That is, each point in the area under the curve is achievable while the points above the curve is not. Since the power supply at the fog node is the only energy source of the system, downlink data rate and uplink data rate cannot be optimized at the same time. Thus, the curves in Fig. 5(a) can also be regarded as bestachievable tradeoff between downlink data rate and uplink data rate. To see this clearly, one may use a weighted-sum characterization of system AoI. That is, a data rate pair (p, q) is said to be optimal if it maximizes the corresponding weighted sum wp + (1 − w)q, where 0 ≤ w ≤ 1 is a constant showing the priority of downlink transmission and uplink transmission. Intuitively, the solution to this optimization can be obtained by searching the tangent point between line wp + (1 − w)q = c and the curves in Fig. 5(a) . Fig. 5(b) presents the tradeoff between average downlink AoI and average uplink AoI, which are obtained according to Theorem 1 and Theorem 2, respectively. We observe that the average uplink AoI is not a convex function of average downlink AoI. This is because the average downlink AoI is not a monotonic function of downlink data rate p, as shown in Fig. 4(a) . For a given θ, the corresponding AoI curve can also be regarded as the boundary of the achievable region for average AoI pair ( D , U ). Moreover, the points on the boundary are the solutions to the average weight-sum AoI minimization problem of the two-way data exchanging system, and thus specifies the optimal system performance in terms of timeliness.
We further investigate how transmit power P t affects the tradeoff of average downlink/uplink AoI and downlink/ uplink data rate in Fig. 6 . We observe that for both directions, average AoIs are decreasing with P t and data rates are increasing with P t . Moreover, the marginal gain of increasing P t decreases as P t becomes larger and larger.
C. MONTE CARLO SIMULATIONS AND SAVE-AND-TRANSMIT POLICY
In this subsection, we verify our results with Monte Carlo simulation. Packet length is set to = 5 nats and simulation time is set to T mc = 10 4 s, i.e., 10 7 blocks of transmissions. As shown in Fig. 7(a), our theoretical results (cf. (16) ) on the average downlink AoI coincide with the corresponding Monte Carlo results perfectly. Fig. 7(b) presents the average uplink AoI of both the best-effort policy and the save-andforward policy. First, we observe that for the best-effort policy, the theoretical result (cf. (29)) coincide with the Monte Carlo result very well except slight deviation when p is large. This is due to the assumption that the harvested energy in each block can support one block of transmission at most (cf. Remark 2). Since the channel condition is very good and the mobile user can harvest a large amount of energy in the Monte Carlo simulation, the remaining energy e r could be the accumulation of the energy harvested in several blocks and does not follow exponential distribution. Nevertheless, if the Rayleigh parameter λ is larger, energy transfer efficiency η is smaller, and the distance between the two node is larger, the deviation decreases. Second, we observe that the average AoI of the save-and-transmit policy is smaller. This is because for the best-effort policy, an uplink packet is generated immediately after the completion of previous one, no matter the mobile user has enough energy or not, which increases AoI slightly. Although the best-effort policy experiences slightly larger AoI, it is practical and easy to implement. Thus, the best-effort policy is a good choice for real implementations. Third, we observe that when packet are generated in each block with a Bernoulli process (cf. the purple circled curve), the average uplink AoI is much larger than that when packets are generated by the best-effort policy. In fact, the best-effort reduces AoI significantly by exploring the queueing information, i.e., no packet is generated unless the current one is completed. The Bernoulli packet generation process, however, would lead to large average AoI due to extra waiting time in the queueing process.
VI. CONCLUSION
In this paper, we have studied the timeliness of a two-way data exchanging FC system with a unique power supply at the fog node. We obtained average AoI for the data exchange in both directions and presented their asymptotic behaviors. Based on these results, we have also determined the achievable region of average downlink AoI and average uplink AoI, as well as the achievable region of downlink data rate and uplink data rate. It is clear that both the downlink performance and the uplink performance are constrained by the limited transmit power of the fog node. Moreover, the uplink performance is also effected by downlink data rate p. That is, the average uplink AoI would be smaller and the average uplink data rate would be larger if p is decreased. Since the downlink performance and the uplink performance cannot be optimized at the same time, one needs to find the tradeoff between them under some criteria, e.g., weighted-min/max criteria, as discussed in Subsection V-B and Fig. 5 . Thus, the obtained results have fully characterized the data exchanging capability of the FC system.
Different from traditional capacity analysis where the data queue of users are saturated, we have considered the timeliness of a FC system with bursty traffics. In this regard, we have obtained the stability region of the system in terms of downlink data rate and uplink data rate. We also would like to mention that the unilaterally powered FC system in this paper is a smallest cooperative system with bursty traffics. To be specific, since the fog node undergos idle periods frequently, a cooperation between the fog node and the mobile user can be established by transferring energy during idle periods. This cooperation is important in that it makes the batteryless uplink communication possible while the performance of downlink communication is unaffected. Moreover, this kind of cooperation can readily be generalized to other networks with more than one node and can be realized either by transferring energy or transmitting cooperative information.
APPENDIX

A. PROOF OF PROPOSITION 1
Proof: For the case A k = 0, we have
where Pr{S Dk = m} = p s m is given by (2). For j ≥ 1, we have
B. PROOF OF PROPOSITION 3
Proof: Under the FCFS serving policy, the queue length at a departure epoch equals the number of arriving packets during the system time of the leaving packet. Thus, for j = 0, 1, 2, · · · , we have
Combining (13) in Proposition 2, (A.33), and using substitution z = 1 − p + ps, the proof of the proposition would be completed.
C. PROOF OF THEOREM 1
Proof: According to Proposition 2, the queue is not stable and queue length would be infinitely large in the case of p(θ + 1) ≥ 1. Thus, the average downlink AoI would also be infinitely large. Next, we consider the case of p(θ +1) < 1.
From Fig. 2 , it is clear that Q 0 is finite. Also note that the service time of the last packet is finite with probability one. Therefore, as time N goes to infinity, the average downlink AoI (cf. (8)) can be rewritten as
where lim N →∞ K −1 N = p is the arrival rate of data packets at the fog node.
Moreover, the average area of each Q k is
Since the arrival of packets follows Bernoulli distribution with parameter p, the inter-arrival time X k follows Geometric distribution, i.e., Pr{X
Hence, the first and second moment of X k are, respectively, given by
From Fig. 2 , we know that downlink system time is T Dk = W Dk +S Dk . In addition, the waiting time W Dk is zero if packet k −1 has already been served upon the k-th packet arrival, and equals to T Dk−1 − X k if packet k − 1 is either under service or waiting. Thus, we have W Dk = max(0, T Dk−1 − X k ) and know that X k is correlated with W k . In particular, we have
Before we proceed, one useful lemma is presented as follows [23] .
Lemma 2: Suppose Y is a random variable of non-negative integers, then we have
By performing a detailed analysis on H D (z), we have
where the last equation follows Lemma 2. In addition, E(T Dk−1 ) and G T D (z) are given by (14) and (15), respectively. We further note that This completes the proof of Theorem 1.
D. PROOF OF PROPOSITION 4
Proof: Since the actual time to perform a block of uplink transmission is s = max{1, τ H }, we have Pr{s = 0} = 0 and Pr{s = 1} = Pr{τ H = 0} + Pr{τ H = 1}.
Based on (19), we have E(τ H ) = ρ and E(τ 2 H ) = ρ 2 + ρ. Thus, we have E(s) = E(τ H ) + Pr{τ H = 0} = ρ + e −ρ and E(s 2 ) = E(τ 2 H ) + Pr{τ H = 0} = ρ 2 + ρ + e −ρ . By using (21), we then have E(S U ) = E(S Tx )E(s) = (ρ + e −ρ ) 1 + θ β , and E(S This completes the proof of the proposition.
E. PROOF OF PROPOSITION 5
Proof: Note that the length of a busy period is independent from the order of service. Thus, we assume the Last Come First Service (LCFS) discipline in this proof. In this case, busy period B D is the concatenation of service time S of the first data packet of the busy period, and busy periods B Taking the second-order derivative on both sides of (A.39), letting z → 1 − , and solving G B D (1 − ), we have
+ 2θ 2 (1 − p − θ p) 3 . (1 + θ ) 2 (1 − p 2 − θ p 2 ) + θ (1 − p − θ p) 3 .
By using E(B
This completes the proof of the proposition.
F. PROOF OF THEOREM 2
Proof: According to Proposition 2, the queue length at the fog node would be infinitely large if p(θ +1) ≥ 1. That is, the fog node will be always in the busy period and no energy can be transferred to the mobile user. In this case, the average uplink AoI would be infinitely large and the uplink data rate would be zero. Next, we consider the case of p(θ + 1) < 1.
According to the definition of uplink data rate (10), we have
, (A.40)
where E(T U ) is calculated based on (23)-(28).
In the definition of U (cf. (9)), we note that Q 0 is finite and T Uk is finite in probability. Thus, the average uplink AoI can be rewritten as Note that the average of area Q k is given by
