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ABSTRACT
This paper is concerned with the sequence q(n) recursively deﬁned as q(2) = 1/4 and
q(n) = n − 1
n
(
1 − 21/(1−n) + q(n − 1)n/(n−1)), n = 3,4, . . . ,
where each q(n) represents certain winning probability in a secretary problem with horizon n. We show
that this sequence is concave, as well as subadditive and supermultiplicative in a strong sense. We also
present several sharp inequalities implying in particular that q(n) converges towards its limit at the
rate n−1, as n → ∞.
1. INTRODUCTION
The following problem arising in game theory has been considered in several papers
with various different variations (see, for instance, Enns and Ferenstein [4], Enns et
al. [5] and Chen et al. [3]). We summarize here the presentation by Chen et al. [3]
as a secretary problem with two decision makers.
There are n  2 applicants on an interview list whose salary demands are from
a uniform distribution on the interval (0,1). Two managers, I and II, are required
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to hire one applicant each without recall to rejected applicants. Manager I always
has the priority to select or reject an applicant. The manager selecting the applicant
with the smallest salary wins the game.
Under such circumstances, one of the meaningful and interesting questions is the
following. When both managers use their optimal strategies, what is manager II’s
winning probability q(n), and what is the limit of q(n) as n → ∞?
In Chen et al. [3], it is proved that the sequence (q(n))n2 is recursively obtained
by
q(2) = 1
4
,
(1)
q(n) = n − 1
n
(
1 − 21/(1−n) + q(n − 1)n/(n−1)), n = 3,4, . . . .
In addition, these authors show the following asymptotic result.
Theorem 1. The sequence (q(n))n2 is strictly increasing and converges to c,
where c = 0.3275 . . . is the unique solution in (0,1) of the equation x logx +
log2 = x.
The purpose of this paper is to complete the preceding result by proving that
the sequence q(n) is concave and satisﬁes various inequalities shown to be sharp
(for instance, subadditive and supermultiplicative inequalities in a strong sense).
Moreover, we prove that q(n) converges to its limit c at the rate n−1.
Apart from their probabilistic interpretation, we believe that such results are
interesting by themselves, because they refer to a sequence q(n) recursively deﬁned
in a rather involved way, not allowing an explicit expression of each q(n). In this
respect, the following integral representation of (1) throws some light on q(n).
Actually, it can be easily checked that
q(n + 1) = q(n) + Fn
(
q(n)
)
, n = 2,3, . . . ,(2)
where
Fn(y) =
1∫
1/2
(
x1/n − 1)dx −
1/2∫
y
(
x1/n − 1)dx(3)
=
( 1∫
1/2
−
1/2∫
c
)(
x1/n − 1)dx −
c∫
y
(
x1/n − 1)dx, 0 y  c.
2
Using (3), we estimate the difference q(n + 1) − q(n) with exact terms up to the
order of n−3 and explicit upper bounds for the remainder term of the order of n−4.
In doing this, we need the constants
K =
( 1∫
1/2
−
1/2∫
c
)
(logx)2
2
dx = c(log c)
2 − (log2)2
2
= −0.0362 . . .(4)
and
L =
( 1∫
1/2
−
1/2∫
c
)
(logx)3
6
dx = c(log c)
3 + (log2)3
6
− K = 0.0158 . . . ,(5)
which are computed by integrating by parts and making use of
( 1∫
1/2
−
1/2∫
c
)
(logx)dx = 0.(6)
The following estimates are used to prove our concavity result. On the other hand,
such estimates show that the sequence q(n) converges towards its limit c at the
rate n−1, as n → ∞.
Theorem 2. Let n = 2,3, . . . and τ(n) = n(c − q(n)). Then,
τ(4) τ(n) < γ,(7)
where
τ(4) = 0.1454 . . . and γ = K
1 + log c = 0.3120 . . . .(8)
Both bounds are best possible.
Now, we present the main result of this paper.
Theorem 3. The sequence (q(n))n2 is strictly concave, i.e.,
q(n) + q(n + 2)
2
< q(n + 1), n = 2,3, . . . .
Applying Theorems 1–3, we obtain the following sharp inequalities. For all
integers n 2 we have
αq(n + 1) q(n) + q(n + 2) < βq(n + 1),
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with
α = q(2) + q(4)
q(3)
= 1.9425 . . . , β = 2(9)
and
α∗q(n + 1)2  q(n)q(n + 2) < β∗q(n + 1)2,
with
α∗ = q(2)q(4)
q(3)2
= 0.9379 . . . , β∗ = 1.(10)
The constants factors given in (9) and (10) are best possible. We omit the details.
The proofs of Theorems 2 and 3 are provided in the following section. Theo-
rems 1 and 3 are crucial to establish other inequalities for q(n) stated in Section 3.
Finally, all the necessary numerical computations in this paper have been performed
with the help of the computer algebra system Maple, Release 9.01.
We close this section by posing the following conjecture on complete monotonic-
ity. Recall (cf. [6]) that a sequence (μn)n1 is called completely monotonic if for
any n = 1,2, . . . and k = 0,1,2, . . . we have
(−1)kkμn  0,(11)
where
0μn = μn, kμn = k−1μn+1 − k−1μn.
Observe that Theorems 1 and 3 imply that the sequence μn = c − q(n + 1),
n = 1,2, . . . satisﬁes (11) for k = 0,1,2. Computer computations lead us to the
following conjecture.
Conjecture. The sequence μn = c − q(n + 1), n = 1,2, . . . , is completely mono-
tonic.
2. PROOFS OF THEOREMS 2 AND 3
The following two auxiliary results contain the basic computations. The ﬁrst one is
elementary.
Lemma 1. Let n = 2,3, . . . and 0 < a  b 1. For any m = 1,2, . . . , we have
b∫
a
(
x1/n − 1)dx = m∑
k=1
1
nk
b∫
a
(logx)k
k! dx + Rm(a, b),
where
|Rm(a, b)| (b − a)| loga|
m+1
(m + 1)!
1
nm+1
.
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The following lemma gives an estimate of the function Fn(y) deﬁned in (3).
Lemma 2. Let n = 5,6, . . . and c − γ /n y  c, where γ is deﬁned in (8). Then
Fn(y) = K
n2
+ L
n3
− (c − y) log c
n
+ (c − y)
2
2cn
− (c − y)(log c)
2
2n2
+ Rn(y),(12)
where K and L are deﬁned in (4) and (5), respectively, and
|Rn(y)| 0.454
n4
.(13)
Proof. We start from (3) and apply Lemma 1 with m = 3 to obtain
( 1∫
1/2
−
1/2∫
c
)(
x1/n − 1)dx = K
n2
+ L
n3
+ R1,
where
|R1| 14!
(
1
2
(log2)4 +
(
1
2
− c
)
| log c|4
)
1
n4
.(14)
Using Lemma 1 with m = 2 and y  c − γ /5 yields
c∫
y
(
x1/n − 1)dx = 1
n
c∫
y
logx dx + 1
2n2
c∫
y
(logx)2 dx + R2,
where
|R2| (c − y)| log(c − γ /5)|
3
6n3
 γ | log(c − γ /5)|
3
6n4
.(15)
On the other hand, we have from Taylor’s formula
c∫
y
logx dx = (c − y) log c − (c − y)
2
2c
+ R3,
where
|R3| (c − y)
3
6(c − γ /5)2 
γ 3
6(c − γ /5)2
1
n3
.(16)
Similarly,
1
2
c∫
y
(logx)2 dx = (c − y)(log c)
2
2
+ R4,
5
where
|R4| | log(c − γ /5)|2(c − γ /5) (c − y)
2  γ
2| log(c − γ /5)|
2(c − γ /5)
1
n2
.(17)
The conclusion follows from (14)–(17) and a simple numerical computation. 
Proof of Theorem 2.
Upper bound. We use induction on n. Direct computations show that τ(n) < γ ,
n = 2, . . . ,5. Thus, assume that n 5.
Suppose that τ(n) < γ and denote by yn = c − γ /n. The function fn(y) =
y + Fn(y), 0 y  c, is strictly increasing, since f ′n(y) = y1/n. We therefore have
from (2)
q(n + 1) > yn + Fn(yn).
This implies by virtue of Lemma 2 that
τ(n + 1) < (n + 1)(c − yn) − (n + 1)Fn(yn)(18)
= γ
(
1 + 1
n
)
− (n + 1)
(
K
n2
+ L
n3
− γ log c
n2
+ γ
2
2cn3
− γ (log c)
2
2n3
)
− (n + 1)Rn(yn) = γ − A
n2
+ B
n3
− (n + 1)Rn(yn),
where
A = K + L − γ log c + γ
2
2c
− γ (log c)
2
2
= 0.2821 . . .
and
B = γ (log c)
2
2
− γ
2
2c
− L = 0.0299 . . . .
Observe that there is no term of the order of n−1 in (18), because γ = K/(1 +
log c). From (13) we obtain
B
n
− n2(n + 1)Rn(yn) B5 +
6 · 0.454
25
= 0.11 . . . < A,
so that (18) yields τ(n + 1) < γ . The proof by induction is complete.
Lower bound. Again, we use induction on n. Since τ(n) τ(4), n = 2, . . . ,8, we
assume that n 8.
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Suppose that τ(n)  τ(4) and let xn = c − τ(4)/n. As in the proof of the upper
bound, we have from (2)
q(n + 1) xn + Fn(xn).
By Lemma 2 and (8), this implies that
τ(n + 1) (n + 1)(c − xn) − (n + 1)Fn(xn)(19)
= τ(4)
(
1 + 1
n
)
− (n + 1)
(
K
n2
+ L
n3
− τ(4) log c
n2
+ τ(4)
2
2cn3
− τ(4)(log c)
2
2n3
)
− (n + 1)Rn(xn)
= τ(4) − (1 + log c)(γ − τ(4))
n
− A˜
n2
+ B˜
n3
− (n + 1)Rn(xn),
where
A˜ = K + L − τ(4) log c + τ(4)
2
2c
− τ(4)(log c)
2
2
= 0.0836 . . .
and
B˜ = τ(4)(log c)
2
2
− τ(4)
2
2c
− L = 0.0424 . . . .
From (13) we get
A˜
n
− B˜
n2
+ n(n + 1)Rn(xn) A˜8 +
9 · 0.454
83
= 0.0184 . . .(20)
< −(1 + log c)(γ − τ(4)).
Combining (19) and (20) reveals that τ(n + 1) τ(4). This completes the proof by
induction.
Clearly, τ(4) is the best possible lower constant in (7). To show that γ is the best
possible upper constant, it sufﬁces to prove that
lim
n→∞ τ(n) = γ.(21)
Suppose on the contrary that
lim
n→∞ τ(n) = γ − ε,(22)
for some 0 < ε  γ − τ(4). Choose 0 < δ < ε such that
δ
ε − δ < −(1 + log c) = 0.1162 . . . .(23)
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By (22), there exists a positive integer l  5 (depending upon δ) such that τ(n) 
γ − ε + δ, for n l, or equivalently
c − γ − ε + δ
n
 q(n), n l.(24)
Let n l. From (3) and (24), we see that Fn(q(n)) Fn(c − (γ − ε + δ)/n). Thus,
applying successively (2), (12), (13), and (8), we have
τ(n) = n(c − q(n))= n ∞∑
m=n
(
q(m + 1) − q(m))(25)
= n
∞∑
m=n
Fm
(
q(m)
)
 n
∞∑
m=n
Fm
(
c − γ − ε + δ
m
)
= n
∞∑
m=n
(
K
m2
+ L
m3
− (γ − ε + δ) log c
m2
+ (γ − ε + δ)
2
2cm3
− (γ − ε + δ)(log c)
2
2m3
+ Rm
(
c − γ − ε + δ
m
))

(
γ + (ε − δ) log c)n ∞∑
m=n
1
m2
+ C∗n
∞∑
m=n
1
m3
,
for some positive constant C∗. We conclude from (22) and (25) that
lim
n→∞ τ(n) = γ − ε  γ + (ε − δ) log c.
This contradicts (23). Thus, assertion (21) is true and the proof is complete. 
To prove the concavity of q(n), we need the following auxiliary result.
Lemma 3. Let n = 5,6, . . . and c − γ /(n + 1) y  c, where γ is deﬁned in (8).
Then
n(n + 1)2(Fn(y) − Fn+1(y))(26)
 2K − (n + 1)(c − y) log c + K + 3L
n
+ rn(y),
where K and L are deﬁned in (4) and (5), respectively, and
|rn(y)|
(
γ (log c)2 + 0.454
(
1 + (n + 1)
2
n2
))
1
n
.(27)
Proof. Observe that the assumption c − γ /(n + 1)  y  c allows us to apply
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Lemma 2 for both Fn(y) and Fn+1(y). We have
n(n + 1)2(Fn(y) − Fn+1(y))(28)
= 2K − (n + 1)(c − y) log c + K
n
+ L3n
2 + 3n + 1
n2(n + 1) +
(n + 1)(c − y)2
2c
− (c − y)(log c)
2
2
2n + 1
n
+ n(n + 1)2(Rn(y) − Rn+1(y))
 2K − (n + 1)(c − y) log c + K + 3L
n
+ rn(y),
where
rn(y) = − (c − y)(log c)
2
2
2n + 1
n
+ n(n + 1)2(Rn(y) − Rn+1(y)).(29)
Applying (28), (29) and (13) we conclude that (26) and (27) are valid. 
Proof of Theorem 3. For n = 2, . . . ,15, it can be numerically checked that
q(n + 1) − q(n) − (q(n + 2) − q(n + 1))> 0.
Assume that n  16. Since 0 < q(n) < q(n + 1) < c, as follows from Theorem 1,
we obtain from (3) that Fn(q(n)) > Fn(q(n + 1)). Hence, we have from (2)
q(n + 1) − q(n) − (q(n + 2) − q(n + 1))(30)
= Fn
(
q(n)
)− Fn+1(q(n + 1))> Fn(q(n + 1))− Fn+1(q(n + 1)).
By Theorem 2, we get
c − γ
n + 1 < q(n + 1) c −
τ(4)
n + 1 .
We can therefore apply Lemma 3 to obtain
n(n + 1)2(Fn(q(n + 1))− Fn+1(q(n + 1)))(31)
 2K − τ(4) log c + K + 3L
n
−
(
γ (log c)2 + 0.454
(
1 + (n + 1)
2
n2
))
1
n
.
The right-hand side in (31) is strictly positive for n 16. This, together with (30),
completes the proof. 
3. ADDITIONAL RESULTS
In the ﬁnal part of this paper, we present several additional inequalities for q(n). It
turns out that in order to prove our inequalities the properties given in Theorems 1
and 3 play an important role.
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Let I ⊂R. A function f : I →R is called submultiplicative, if
f (xy) f (x)f (y) for all x, y ∈ I with xy ∈ I .(32)
If (32) holds with “” instead of “”, then f is said to be supermultiplicative.
A function g : I →R is called subadditive, if
g(x + y) g(x) + g(y) for all x, y ∈ I with x + y ∈ I .(33)
If −g is subadditive, then g is said to be superadditive. Moreover, if the inequalities
(32) and (33) are strict, then f and g are called strictly submultiplicative and
strictly subadditive, respectively. These functions have interesting applications in
various ﬁelds, like, for example, functional analysis and semi-group theory. For
more information on this subject we refer to [1,2] and the references given therein.
Since 0 < q(n) < q(n + 1) < 1, n 2, it follows that q(n) is strictly supermulti-
plicative, i.e.,
q(m)q(n) < q(mn) for all m,n 2.
Now, we offer a reﬁnement and a converse of this inequality.
Theorem 4. For all integers m,n 2 we have
α <
q(mn)
q(m)q(n)
 β,(34)
with the best possible constants
α = 1
c
= 3.0528 . . . and
(35)
β = 6(2 − 3√4)+ 12(3
4
− 1
3
√
2
)4/3
= 4.6590 . . . .
Proof. Applying Theorem 1 reveals that the left-hand side of (34) holds. Since
lim
n→∞
q(n2)
q(n)2
= 1
c
,
we conclude that the lower bound 1/c cannot be replaced by a larger constant.
Let 2  m  n. If m = n = 2, then the sign of equality holds in the second
inequality of (34) with β as given in (35). And, if m = 2, n = 3, then
q(mn)
q(m)q(n)
= 4.35 . . . .
Let m = 2 and n 4. Then we obtain
q(mn)
q(m)q(n)
= q(2n)
q(2)q(n)
<
c
q(2)q(4)
= 4.49 . . . .
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And, if 3m n, then
q(mn)
q(m)q(n)
<
c
q(3)q(3)
= 4.22 . . . .
The proof of Theorem 4 is complete. 
The following theorem reveals that q(n) is strictly subadditive. We prove an
additive companion of (34).
Theorem 5. For all integers m,n 2 we have
a <
q(m + n)
q(m) + q(n)  b,(36)
with the best possible constants
a = 1
2
and
(37)
b = 3
4
(
2 − 3√4)+ 1
48
(
9 − 4√2) 3√162 − 72√2 = 0.5823 . . . .
Proof. Let
Q(m,n) = q(m + n)
q(m) + q(n) .
From Theorem 1 we obtain for m,n 2:
1
2
< Q(m,n) and lim
n→∞Q(n,n) =
1
2
.
This reveals that the left-hand side of (36) holds and that the lower bound 1/2 is
best possible. To prove the right-hand side we assume that 2m n. Further, let b
be the number given in (37). We have
Q(2,2) = b, Q(2,3) = 0.56 . . . , Q(3,3) = 0.54 . . . .
Hence, we may assume that n 4. From Theorem 3 we conclude that
δ(n) = q(n + 1) − q(n)
is strictly decreasing. Therefore, we get
q(m + n) − q(n) =
m+n−1∑
k=n
δ(k) < mδ(n).(38)
Next, we prove that
mδ(n) < bq(m) + (b − 1)q(n).(39)
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First, we consider the case m = 2. We deﬁne
λ(n) = b
4
+ (b − 1)q(n) − 2δ(n).
Then we have
λ(4) > 0, λ(5) > 0, λ(6) > 0.
Since q(n) < 1/3, we get for n 7:
λ(n) >
b
4
+ b − 1
3
− 2δ(7) = 0.0013 . . . .
This proves (39) for m = 2 and n 4. Let m 3. Then
1
bm
(
bq(m) + (b − 1)q(n) − mδ(n))(40)
= 1
m
(
q(m) + b − 1
b
q(n)
)
− 1
b
(
q(n + 1) − q(n))
>
1
m
(
q(m) + B)− 1
b
(
q(n + 1) − q(n)),
where B = (1 − 1/b)/3 = −0.23 . . . . Applying Lemma 4 (see Appendix) gives for
n 4:
1
m
(
q(m) + B) 1
n
(
q(n) + B)> 1
b
(
q(n + 1) − q(n)),(41)
so that (40) and (41) yield that (39) is valid. From (38) and (39) we obtain
q(m + n) < b(q(m) + q(n)).
This proves the second inequality of (36). We have Q(2,2) = b, so that the upper
bound b is best possible. 
For which real numbers r is the sequence q(n)r (n = 2,3, . . .) subadditive? The
next theorem answers this question.
Theorem 6. Let r be a real number. The inequality
q(m + n)r  q(m)r + q(n)r(42)
holds for all integers m,n 2 if and only if r  r0, where
r0 = log2
/
log
(
3 − 3
2
3√4 + 3
(
3
4
− 1
3
√
2
)4/3)
= 4.5446 . . . .
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Proof. If (42) holds for all m,n 2, then we get
q(4)r  2q(2)r , or, equivalently, r  log2
log(4q(4))
= r0.
Next, we assume that r  r0. If r  0, then the monotonicity of q(n) implies
that (42) is valid. Let 0 < r  r0. Since the function
t 	→ (at + bt)1/t , a, b > 0,
is decreasing on (0,∞), it sufﬁces to prove (42) for r = r0. We assume that 2m
n. Let
z(m,n) = q(m)
r0 + q(n)r0
q(m + n)r0 .
By direct computation we get
z(m,n) 1 for 2m n 9.
Let n  10. Since δ(n) = q(n + 1) − q(n) is positive and strictly decreasing, we
obtain
q(m + n) − q(n) =
m+n−1∑
k=n
δ(k) < mδ(n) nδ(n).(43)
We set
τ = (q(2)r0 + q(10)r0)1/r0 = 0.334 . . . .
Applying (43) and Lemma 5 (see Appendix) gives
q(m + n) < nq(n + 1) − (n − 1)q(n) < τ  (q(m)r0 + q(n)r0)1/r0 .
This completes the proof of (42) with r = r0. 
Finally, we present a double-inequality for q(n) involving three variables.
Theorem 7. For all integers m,n, k  2 we have
a∗ <
q(m + n + k) + q(k)
q(m + k) + q(n + k) < b
∗(44)
with the best possible constants
a∗ = 1
2
+ 1
8c
= 0.8816 . . . and b∗ = 1.(45)
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Proof. The monotonicity of δ(n) = q(n + 1) − q(n) yields
q(m + n + k) − q(m + k)
=
k+n−1∑
j=k
δ(j + m) <
k+n−1∑
j=k
δ(j) = q(n + k) − q(k).
This proves the right-hand side of (44) with b∗ = 1.
Let a∗ be the number given in (45). Applying Theorem 1 we obtain
a∗
(
q(m + k) + q(n + k))− q(m + n + k)
< (2a∗ − 1)q(m + n + k) < (2a∗ − 1)c = 1
4
 q(k).
This leads to the ﬁrst inequality in (44). Let
Q∗(m,n; k) = q(m + n + k) + q(k)
q(m + k) + q(n + k) .
Since
lim
n→∞Q
∗(n,n;2) = lim
n→∞
q(2n + 2) + 1/4
2q(n + 2) =
1
2
+ 1
8c
and
lim
k→∞Q
∗(m,n; k) = 1,
we conclude that the given constant bounds are sharp. 
APPENDIX
To establish Theorems 5 and 6 we needed two technical lemmas. In this section we
provide their proofs.
Lemma 4. Let b be the number deﬁned in (37) and B = 13 (1 − 1/b) = −0.23 . . . .
Further, let
R(n) = 1
n
(
q(n) + B).
(i) The sequence R(n) is strictly decreasing for n 3.
(ii) For all n 4 we have
R(n) >
1
b
(
q(n + 1) − q(n)).
Proof. (i) We deﬁne for y ∈ (0,1/4]:
S(y) = By(1 + y) + q(4)(1 + y)2 − 1 +
(
1
2
)y
− q(4)y+1.
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Then we obtain
2yS′′′(y) = (− logq(4))3q(4)(2q(4))y − (log2)3

(− logq(4))3q(4)(2q(4))1/4 − (log2)3 = 0.14 . . . .
Since
S′′(0) > 0, S ′(0) > 0, S(0) = 0,
we conclude that S is positive on (0,1/4]. Let n 4, x ∈ [q(4),1], and
Tn(x) = B
(
1
n
− 1
n + 1
)
+ x
n
− n
(n + 1)2
(
1 −
(
1
2
)1/n
+ x1+1/n
)
.
We obtain
T ′n(x) =
1
n
− 1
n + 1x
1/n > 0
and
Tn(x) Tn
(
q(4)
)= n
(n + 1)2 S(1/n) > 0.
Thus, we have
R(n) − R(n + 1) = Tn
(
q(n)
)
> 0 for n 4.
Moreover, R(3) − R(4) = 0.00014 . . . .
(ii) Let
U(n) = bR(n) − q(n + 1) + q(n).
We have U(4) = 0.0003 . . . . Let n 5. Then we obtain
U(n) = Vn
(
q(n)
)
,(46)
where
Vn(x) = x + b
n
(x + B) − n
n + 1
(
1 −
(
1
2
)1/n
+ x1+1/n
)
.
Let q(5) x  1. Then we have
V ′n(x) = 1 +
b
n
− x1/n > 0.
This implies
Vn
(
q(n)
)
 Vn
(
q(5)
)= n
n + 1W(1/n),(47)
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where
W(y) = ωy(1 + y) − 1 +
(
1
2
)y
− q(5)1+y + q(5)(1 + y),
with
ω = b(q(5) + B)= 0.03 . . . .
Let 0 < y  1/5. Differentiation gives
2yW ′′′(y) = (− logq(5))3q(5)(2q(5))y − (log2)3

(− logq(5))3q(5)(2q(5))1/5 − (log2)3 = 0.14 . . . .
Using
W ′′(0) > 0, W ′(0) > 0, W(0) = 0,
implies that W is positive on (0,1/5], so that (46) and (47) lead to U(n) > 0. 
Lemma 5. For all integers n 10 we have
nq(n + 1) − (n − 1)q(n) < 1
3
.(48)
Proof. Let
θn(x) = 13 + (n − 1)x −
n2
n + 1
(
1 −
(
1
2
)1/n
+ x1+1/n
)
.
Then we have
1
3
+ (n − 1)q(n) − nq(n + 1) = θn
(
q(n)
)
.(49)
The function
φ(t) = 1 − t −
(
1
3
)t
is strictly concave on [0,1/10] with φ(0) = 0 and φ(1/10) = 0.004 . . . . Let 3/10
x  1/3 and n 10. Then we get
1
n
θ ′n(x) = 1 −
1
n
− x1/n  φ(1/n) > 0
and
θn(x) θn(3/10) = n
2
n + 1χ(1/n),(50)
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where
χ(y) = (1 + y)
(
1
30
y + 3
10
)
− 1 +
(
1
2
)y
−
(
3
10
)1+y
.
Let 0 < y  1/10. Differentiation leads to
(10/3)y
(log2)3
χ ′′′(y) = 3
10
(
log(10/3)
log2
)3
−
(
5
3
)y
 3
10
(
log(10/3)
log2
)3
−
(
5
3
)1/10
= 0.51 . . . .
Since
χ ′′(0) > 0, χ ′(0) > 0, χ(0) = 0,
we conclude that χ is positive on (0,1/10]. We have 3/10 < q(10)  q(n) < 1/3,
so that (50) gives θn(q(n)) > 0. From (49) we obtain that (48) is valid. 
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