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La programmation par contraintes est un paradigme de résolution approprié dans le do-
maine de la planification d’horaires. Elle o!re une modélisation concise et évolutive des nom-
breuses conditions, hétérogènes et versatiles, qui définissent typiquement un emploi du temps
valide. La contrainte globale regular [1] permet dans ce contexte de spécifier sous la forme
d’un automate fini déterministe, les séquences d’activités qui correspondent à un horaire réali-
sable, et de forcer cette condition de réalisabilité par filtrage des séquences non-reconnues par
l’automate. La variante cost-regular [2] prend en compte des coûts d’a!ection des activités.
Traiter les coûts au sein de la contrainte-automate améliore considérablement la profondeur
du filtrage sans augmenter la complexité temporelle – cubique en la taille de la séquence – de
l’algorithme.
L’algorithme de filtrage de cost-regular repose sur la recherche dans le graphe acyclique
obtenu par le déploiement de l’automate des plus courts (resp. longs) chemins. Les informa-
tions fournies permettent non seulement de déterminer le coût minimal (resp. maximal) de
l’a!ectation d’une séquence d’activités réalisable, mais aussi de retirer les a!ectations qui
mèneraient à un coût supérieur (resp. inférieur) aux bornes fournies.
Si l’utilisation de cost-regular permet une modélisation encore plus fonctionnelle que
celle proposée par regular, il est possible de pointer quelques lacunes pour la modélisation
de planifications d’horaires. En e!et, il est quasiment obligatoire lorsque l’on souhaite par
exemple borner le temps passé sur chacune des activités d’utiliser de manière transversale
des contraintes de cardinalité. L’utilisation de cette contrainte transversale n’exploite pas la
structure du graphe déduit de l’automate. On peut aisément penser que gérer simultanément
tous les coûts au sein de l’automate permet d’extraire plus d’informations pour réduire l’espace
de recherche, mais aussi d’éviter de lourds échanges d’informations entre deux contraintes
structurellement orthogonales.
Afin de répondre à ces problématiques, nous proposons de définir une nouvelle contrainte
multi-cost-regular qui étant donnés : ! = (S,", #, s, A) un automate fini déterministe
(DFA) ;X = (x1, x2, ..., xn) une suite de variables de domaines finisD = (dom(x1), ..., dom(xn)) ;
Z = (z0, ..., zr) un ensemble de variables de domaines bornés et C une matrice de coûts telle
que !i " [[1, n]], !j " dom(xi) , cij est le vecteur de coût de dimension r correspondant à
l’a!ectation de j à xi, assure





La puissance de modélisation d’une telle contrainte n’est pas gratuite car le problème sous-
jacent à cette contrainte, un plus court chemin sous contraintes de ressources RCSPP, est
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NP-complet [3]. Il est donc nécessaire de bien calibrer l’e!ort fourni lors de la résolution afin
de trouver le bon compromis entre coût et e"cacité.
Le problème de plus court chemin sous contraintes de ressources RCSPP est le problème de
trouver le plus court chemin dans un graphe orienté et valué G = (V,E, c) entre une source
s et un puits t de manière à ce que la quantité totale de ressources consommées sur chaque
arc ne dépasse pas une limite donnée.
Afin de résoudre ce type de problème, deux grandes classes de solutions existent : les
algorithmes d’étiquetage de graphes et les algorithmes fondés sur une relaxation lagrangienne
des contraintes de ressources. [3]. Pour des raisons de mémoire, nous nous sommes tournés
vers la seconde classe d’algorithmes où le problème est relâché en intégrant les contraintes de
ressources au sein de la fonction objectif. L’intégration d’une relaxation lagrangienne au sein
d’un algorithme de filtrage a été introduite par Sellmann [4], suivant le principe établi par
Foccaci, Lodi et Milano [5] de filtrage des variables de décision à partir d’un calcul de coût. Le
point important est le théorème qui dit qu’une valeur n’appartenant pas à une solution dans
un sous problème lagrangien ne peut appartenir à une solution dans le problème principal.
Nous avons étendu ce théorème au niveau de la structure même du graphe, montrant qu’un
arc ne pouvant appartenir à une solution d’un sous problème, n’appartiendra pas à un chemin
solution du RCSPP.
La relaxation lagrangienne associée consiste à résoudre une série de sous problèmes lagran-
giens qui prennent la forme de simples plus courts chemins. Chacun de ses sous-problèmes
permet de retirer des valeurs qui n’appartiennent à aucune solution. La suite de ses plus courts
chemins, converge vers une borne inférieure du RCSPP. De manière similaire à la contrainte
cost-regular, le calcul de la borne supérieure permet également, à travers une suite de plus
longs chemins, de réduire la taille des domaines. Selon les sous-problèmes que l’on résout, leur
nombre et la qualité des bornes que l’on calcule, il est possible d’augmenter la puissance du
filtrage ou de limiter le nombre de calculs e!ectués.
La contrainte multi-cost-regular permet donc de mutualiser les contraintes de séquen-
cement et de cardinalité dans de nombreux problèmes de planifications d’horaires. En outre,
l’existence dans le catalogue de contraintes globales [6] de contraintes modélisables par un
automate à tableau de compteurs permet également d’imaginer dériver automatiquement les
algorithmes de filtrage de ces contraintes à partir de leur représentation.
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