In this paper, we study the n-point boundary value problems for p-Laplacian impulsive dynamic equations on time scales. By using the Leray-Schauder fixed point theorem and the nonlinear alternative of Leray-Schauder type, we get the existence of at least one positive solution. We also consider the existence of at least three positive solutions by using a new fixed point theorem. As an application, we give an example to demonstrate our results.
Introduction
Impulsive differential equations describe processes which experience a sudden change in their states at certain moments. The theory of impulsive differential equations has become important in mathematical models of real processes arising in phenomena studied in physics, chemical technology, populations dynamics, biotechnology and economics; see [1] . For the introduction of the basic theory of impulsive equations, see [2, 3] and the references therein. The theory of impulsive differential equations has become an important area of investigation in recent years (see for instance [4] [5] [6] [7] [8] [9] and the references therein).
The theory of dynamic systems on time scales goes back to its founder Hilger [1] and is undergoing rapid development as it provides a unifying structure for the study of differential equations in the continuous case and the study of finite difference equations in the discrete case. We refer to the books by Agarwal and O'Regan [10] , Bohner and Peterson [11] , Lakshmikantham et al. [12] and the papers by Anderson [13, 14] , Agarwal et al. [15, 16] , Bohner and Guseinov [17] , Bohner and Eloe [18] , Erbe and Peterson [19] .
However, the corresponding theory of such equations is still at an initial stage of its development, especially the impulsive dynamic system on time scales. Few works have been done on the existence of solutions to boundary value problems (BVPs) for impulsive dynamic equations on time scales. Recently, Agarwal et al. [20] , Benchohra et al. [21] [22] [23] , Henderson [24] , and Li et al. [25] studied impulsive differential equations on time scales. Moreover, the multiplicity for the p-Laplacian impulsive dynamic equations on time scales has seldom been studied; see [26] . To the best of our knowledge, the questions on the existence of multiple positive solutions for n-point boundary value problems for the p-Laplacian impulsive dynamic equations on time scales have not been considered till now. Our aim in this paper is to fill the gap. Inspired by the works mentioned above, in this paper, we consider the existence of at least one or three positive solutions of the following boundary value problems for p-Laplacian impulsive dynamic equations on time scales
where T is a time scale, 0, 
We remark that by a solution y of (1.1)-(1.3), we mean y : T → R is delta differentiable, y
is continuous, and satisfies the impulsive and boundary value conditions
By employing the Leray-Schauder fixed point theorem and the nonlinear alternative of Leray-Schauder type, we get the existence of at least one positive solution for the boundary value problems (1.1)-(1.3). By using a new fixed point theorem due to Ren et al. [27] in a cone, we also establish the existence of triple positive solutions for boundary value problems (1.1)-(1.3). In fact, our result is also new when T = R (the differential case) and T = Z (the discrete case). Therefore, the result can be considered as a contribution to this field. This paper is organized as follows: some basic knowledge about time scales, the theory of cones in Banach space and some preliminary lemmas that are key tools for our proof are stated in Section 2. The main results are given in Section 3. Finally, in Section 4, we give an example to demonstrate our results.
The preliminaries
For convenience, we list the following definitions which can be found in [11, 28, 29] . By a time scale, we mean an arbitrary closed subset of R and we denote the time scale by T throughout. Examples of time scales are R, Z , N, Cantor set and so on.
The handicap that time scales are not necessarily connected is eliminated by utilizing the notion of jump operators which we shall next define. Definition 2.1. For t < sup T and r > inf T, the mappings σ , ρ : T → T,
are called the forward jump operator and the backward jump operator, respectively.
In the case T = R, it is easy to see that σ (t) = ρ(t) = t, and in the case T = Z , we can easily see that σ (t)
The notations [a, b] , [a, b) , and so on, will denote time scale intervals
Definition 2.4. For x : T → R and t ∈ T k , we define the delta derivative of x(t), x ∆ (t), to be the number (when it exists) with the property that, for any ε > 0, there is a neighborhood U of t such that
T → R and t ∈ Tk , we define the nabla derivative of x(t), x ∇ (t), to be the number (when it exists) with the property that, for any ε > 0, there is a neighborhood
, then the nabla integral is defined by
Definition 2.6. The mapping f : T → R is called left-dense continuous provided that it is continuous at each left-dense point and has a right-side limit at each right-dense point in T, and we write f ∈ C ld (T, R).
Lemma 2.1. The following formulas hold:
In this paper, we suppose that T is a closed subset of R with 0 ∈ T K , T ∈ T k . Next we list some concepts of cones and some lemmas. Definition 2.7. Let (E, ‖ · ‖) be a real Banach space. A nonempty, closed set P ⊂ E is said to be a cone provided the following are satisfied:
(ii) if y ∈ P and −y ∈ P, then y = 0.
If P ⊂ E is a cone, then P can induce a partially order relation ≤ on E by x ≤ y, if and only if y − x ∈ P, for ∀x, y ∈ P.
Definition 2.8.
A map α is said to be a nonnegative, continuous, concave function on a cone P of a real Banach space E, if α : P → [0, +∞) is continuous, and
for all x, y ∈ P and t ∈ [0, 1].
Definition 2.9. Given a nonnegative continuous function γ on a cone P ⊂ E, for each d > 0 we define the set P(γ , d) = {x ∈ P : γ (x) < d}.
Lemma 2.2 (Leray-Schauder). Let E be a Banach space, A : E → E is a completely continuous operator. If the set {x :
x ∈ E, x = λAx, 0 < λ < 1} is bounded, then A has at least one fixed point in the closed ball T ∈ E, where
Lemma 2.3 (Nonlinear Alternative of Leray-Schauder Type). Let E be a Banach space, E 0 ⊂ E is a closed, concave subset of E, U is a relatively open subset of E
0 , 0 ∈ U, A : U → E 0
is a completely continuous operator, then one of the following conclusions happens (i) A has at least one fixed point in U,
(ii) there exist a u ∈ ∂U and λ ∈ (0, 1) such that u = λAu.
Lemma 2.4 ([27])
. Let E be a Banach space and P ⊂ E be a cone in E. Let α, β, γ , be three increasing, nonnegative and continuous functionals on P, satisfying for some c > 0 and M > 0 such that
for all x ∈ P(γ , c). Suppose that there exists a completely continuous operator T : P(γ , c) → P and 0 < a < b < c such that
Then T has at least three fixed points
Main results
In this section, by defining an appropriate Banach space and cone, we impose the growth conditions on f , w, I k which allow us to apply the lemmas in Section 2 to establish the existence results of the positive solutions for the BVP (1.1)-(1.3). Let 
which is a Banach space with the norm
Obviously, P is a cone in E. We note that, for each y
Let us introduce the following hypotheses, which are assumed hereafter: 
3) if and only if y(t) is a solution of the following integral equation
y(t) = 1 1 − n−2 ∑ i=1 a i n−2 − i=1 a i  ∫ ξ i 0 φ q ∫ T s h(r)∇r  ∆s + − 0<t k <ξ i I k (y(t k ))  + ∫ t 0 φ q ∫ T s h(r)∇r  ∆s + − 0<t k <t I k (y(t k )),(3.
4)
and y(t) ≥ 0.
Proof. Integrating the differential equation from t to T , one has
Integrating the differential equation above from 0 to t, we have
Then we get
Applying the second boundary condition, one has
i.e.,
Therefore, by (3.5) and (3.6), we have
Conversely, let y be as in (3.4) . Taking the delta derivative of y(t) gives
So y
From (3.4), we have
Substituting the boundary points ξ i in (3.4) , we see that
That is, the boundary conditions (3.3) are satisfied. Taking the nabla derivative of (3.7) gives
From (3.4), we also have
It implies that (3.2) is satisfied. If h(t) ≥ 0, from (3.4), (A2) and (A4), it is easy to see that y(t) ≥ 0. So we finish the proof.
Define an operator A by
For ∀y ∈ P, from (A1), (A3), the definition of A and the proof of Lemma 3.1, we know that
Then ∀y ∈ P, Ay(t) is nonnegative, non-decreasing, concave, i.e., Ay ∈ P. So A is an operator from P to P. Proof. We denote N(A) := {y ∈ P : y = λAy, for 0 < λ < 1}. Now we show that the set N(A) is bounded. Let B R = {y : y ∈ P, ‖y‖ ≤ R}, R = sup{‖y‖ : y = λAy, 0 < λ < 1}. Then for ∀y ∈ N(A), we have 
By Lemma 3.1 and the definition of
Then problem (1.1)-(1.3) has at least one positive solution in P.
Proof.
Consider the operator A, we shall show that A satisfies the conditions of the Nonlinear Alternative of Leray-Schauder
Type. Let y be such that y = λ(Ay) for some λ ∈ (0, 1). Thus
From (A5) and (A6), one has
Hence,
Then by (A6) there exists an r such that ‖y‖ ̸ = r. Let U = {y ∈ P : ‖y‖ < r}.
By Lemma 3.2, we know that the operator A : U → P is completely continuous. From the choice of U, we know that there is no y ∈ ∂U such that y = λ(Ay), for λ ∈ (0, 1). In fact, if this is not true, then there exists at least one y 0 ∈ ∂U, such that y 0 = λ(Ay 0 ). On the one hand, ‖y 0 ‖ = r, but on the other hand, from the proof above, we know that ‖λ(Ay 0 )‖ ̸ = r. So this is a contradiction. Hence there is no y ∈ ∂U such that y = λ(Ay), for λ ∈ (0, 1). As a consequence of Lemma 2.3, we deduce that A has at least one fixed point, which is a positive solution of the BVP (1.1)-(1.3).
Next we consider the existence of at least triple positive solutions for the BVP (1.1)-(1.3) by the fixed point theorem in [27] .
Let us define the increasing, nonnegative, continuous functionals α, β and γ on P by
Obviously for every u ∈ P, γ (y) ≤ β(y) ≤ α(y).
Proof. From Lemma 3.1 of [30] , the definition of E and (A4), we can easily get the conclusion.
For eachy ∈ P, Lemma 3.
and assume that f satisfies the following conditions
Then there exist at least three positive solutions y 1 , y 2 , y 3 of (1.1)-(1.3) such that
Proof. By Definition 2.9, we denote P(γ , c) = {y ∈ P : γ (y) < c}, P(β, b) = {y ∈ P : β(y) < b}, P(α, a) = {y ∈ P : α(y) < a}.
Next we show that all the conditions of Lemma 2.4 are satisfied.
Obviously, if assumption (A10) is satisfied, then (A5) holds. Hence, by Lemma 3.2 we know that A : P(γ , c) → P is completely continuous. It is also easy to see that ∀u ∈ P, γ (y) ≤ β(y) ≤ α(y), a < b < c. From Lemma 3.3, we know that for ∀y ∈ P, y(t)
Then we only need to show that conditions (i)-(iii) in Lemma 2.4 are satisfied.
We choose y ∈ ∂P(γ , c).
] .
Since Ay ∈ P, we have γ (Ay) = (Ay)(ξ 1 )
We conclude that condition (i) of Lemma 2.4 holds. We now turn to condition (ii) of Lemma 2.4.
It follows that β(Ay) = (Ay)(ξ 1 )
Then, condition (ii) of Lemma 3.2 holds.
Finally, we verify whether (iii) of Lemma 2.4 is also satisfied. We now choose
By assumption (A9),
Then,
Thus, condition (iii) of Lemma 2.4 is satisfied.
Therefore, Lemma 2.4 implies that A has at least three fixed points which are positive solutions y 1 , y 2 and y 3 belonging to P(γ , c) of 
Then we can use a similar method to study the BVP, but it has some differences, the basic space which we shall discuss will be
which is a Banach space with the norm ‖y‖ = max{‖y‖ 1 , ‖y‖ 2 }, where
Example
Example 4.1. Let T = {0, 1 3 , 1} ∪ {1 − ( ] .
That it, (A7) is satisfied.
For (t, y) ∈ [ , which implies that (A10) is also satisfied. Then all conditions of Theorem 3.3 hold. Hence our conclusion follows from Theorem 3.3.
