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FROM THE FREE BOUNDARY CONDITION FOR HELE-SHAW TO A
FRACTIONAL PARABOLIC EQUATION
HE´CTOR A. CHANG-LARA AND NESTOR GUILLEN
Abstract. We propose a method to determine the smoothness of sufficiently flat solutions
of one phase Hele-Shaw problems. The novelty is the observation that under a flatness
assumption the free boundary –represented by the hodograph transform of the solution-
solves a nonlinear integro-differential equation. This nonlinear equation is linearized to a
(nonlocal) parabolic equation with bounded measurable coefficients, for which regularity
estimates are available. This fact is used to prove a regularity result for the free boundary
of a weak solution near points where the solution looks sufficiently flat. More concretely,
flat means that in a parabolic neighborhood of the point the solution lies between the
solutions corresponding to two parallel flat fronts a small distance apart –a condition that
only depends on the the local behavior of the solution. In a neighborhood of such a point, the
free boundary is given by the graph of a function whose spatial gradient enjoys a universal
Ho¨lder estimate in both space and time.
1. Introduction
The Hele-Shaw model can be used to describe an incompressible flow lying between two
nearby horizontal plates [38]. By renormalizing constants and assuming negligible effects
from the vertical components of the velocity and surface tension, it can be understood in
terms of a pressure function u : Ω× (−1, 0]→ [0,∞) that satisfies,
∆u = 0 in Ω+u := {u > 0},(1.1)
∂tu
|Du| = |Du| on Γu := ∂ sptu ∩ Ω.(1.2)
The first equation expresses the incompressibility of the fluid which occupies the domain Ω+u
which is spreading over time. By implicit differentiation, ∂tu/|Du| at the free boundary Γu
corresponds to the (outer) normal speed of the interphase between the are occupied by fluid
Ω+u and the empty region. The second relation then indicates that this interphase advances
with the speed of the fluid.
The aim of this paper is to illustrate the relationship between the free boundary in the
Hele-Shaw problem and solutions to parabolic integro-differential equations, and to show
how this can be exploited to analyze the free boundary. Heuristically speaking we observe
that, if the free boundary is described by the graph of a function u¯ : Rn−1 × I → R, and
if the solution itself is ε-flat for some ε > 0 (i.e. close to a planar front), then u¯ solves the
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equation
∂tu¯ = a
(
Lu¯
1− εLu¯ + ε
|Du¯|2
1− εLu¯
)
,
where a ∈ [λ,Λ], and Lu¯ has the form −(−∆)1/2u¯ + error , where the error term is some
quantity going to zero as ε→ 0. This suggests that blow ups of the free boundary (at least
near flat points) are governed by the fractional heat equation
∂tu¯+ a(−∆)1/2u¯ = 0.(1.3)
Given that global solutions to (1.3) are differentiable in space and time, one is tempted to
seek a proof of Ho¨lder continuous differentiability of the free boundary through compactness
and blow up arguments, as has been done in multiple contexts such as the theory of phase
transitions, degenerate elliptic PDE, and free boundary problems.
The main result is bellow. See the discussion at the beginning of Section 2 for a complete
review of our notation. Moreover, the notion of viscosity solution, along with the existence
and uniqueness theory developed by Kim [30], is reviewed in Section 2.2.
Theorem 1.1. Let u : B1 × (−1, 0]→ [0,∞) be a viscosity solution of,
∆u = 0 in Ω+u = {u > 0},
∂tu
|Du| = |Du| on Γu = ∂ sptu ∩B1.
There exists universal constants ε0, α ∈ (0, 1) and C > 0 such that if for some ε ∈ (0, ε0),
(xn + t− ε)+ ≤ u(x, t) ≤ (xn + t+ ε)+,(1.4)
then for every t ∈ (−1/2, 0], the free boundary can be parametrized as a C1,α graph in the en
direction,
Γu(t) = {(x′, xn) ∈ B1/2 : xn = −t− εu¯(x′, t)},
with the estimate,
‖DRn−1u¯‖Cα(Bn−1
1/2
×(−1/2,0]
) ≤ C.
Let us make some initial remarks on the the nature of the proof Theorem 1.1 and highlight
some issues that required considerable attention. Firstly, the “linearization” of the free
boundary condition hinted at above does not yield exactly (1.3), but an integro-differential
parabolic equation with bounded measurable coefficients, specifically, there will be a time-
dependent coefficient in front of (−∆)1/2 in the linearized equation. This coefficient will
not be necessarily continuous in time, but it will be still be bounded between two positives
constants, so we still have at our disposal a Ho¨lder regularity estimate. All of this indicates
that the theory of integro-differential parabolic equations deserves consideration along the
array of tools used in the analysis of Hele-Shaw type flows. It would be worthwhile to
investigate to what extent this tools yield answers to unresolved issues such as regularity for
Hele-Shaw problems in heterogeneous media, problems without variational structure, and
two-phase problems.
In hindsight, the irregularity of the linearized equation has to do with the potentially
high oscillation in time of the slope of u near Γu, which will be reflected in the compactness
and subsequent “linearization” argument. Recall there are global solutions of the problem
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with low regularity with respect to time: given any continuous, strictly positive function
a(t), we have the following spatially flat, global solution to Hele-Shaw
v(x, t) := a(t) max ((xn − A(t)), 0) , A(t) =
ˆ 0
t
a(s)ds.(1.5)
The free boundary regularity in time is limited by the regularity of a(t), and to obtain
further regularity with respect to time one must impose further assumptions. We contend
that this issue is closely related to the differentiability in time to solutions of parabolic
integro-differential equations when the Dirichlet data is not regular in time. Indeed, the
nonlocal effects mean that lack of smoothness of the Dirichlet data with respect to time may
affect the interior differentiability of the solution (see [15, Section 6] for an example). Note
also that, in any case, the spatial normal to Γv is constant in space and time (always equal
to en), which corresponds to DRn−1 v¯ = 0 in the terminology of Theorem 1.1, showing the
result holds trivially for these spatially flat fronts.
Of course, another well known scenario giving rise to irregular behavior in time for u
is whenever two pieces of the free boundary approach each other leading to a topological
change.
Remark 1.2. Later in Corollary 6.1 we state a more general result for the case where the
solution is close to a planar profile with variable slopes that change continuously in time –the
resulting estimate being independent of the modulus of continuity.
For a discussion of results related to Theorem 1.1, including the regularity theory devel-
oped in works of Choi, Kim, and Jerison (crucially, [16, 17]) see Section 1.1 below. For now,
let us highlight some overall differences between Theorem 1.1 and the results in [16, 17].
The latter prove C1 differentiability both in space and time of the free boundary under an
extra assumption on the regularity of u with respect to time (see [17, Theorem 1.2]). It
is clear an assumption of this kind must be imposed, or else there is no way of preventing
the spatially flat fronts with an an arbitrary a(t) that were discussed above. However, the
methods in [16, 17] do not seem to use this assumption in proving the C1 regularity of Γu
in space for a fixed time. On the other hand, Theorem 1.1 proves Cα continuity not only in
space but also in time for the spatial normal to Γu. This is stronger than just C
1 regularity
in space of Γu for fixed time, but does not go as far as C
1 regularity in space and time for Γu
(which as illustrated above, requires further assumptions). This goes back to the point made
above regarding the relation between the boundary data and the interior differentiability
of solutions to nonlocal parabolic equations. In particular, it can be said Theorem 1.1 and
the results in [17] although having some overlap in cases they treat, they ultimately deal
with different aspects of the problem and neither result is contained in the other -and each
employs different methods.
Furthermore, it is worth to recall that the evolution is an eminently nonlocal flow from
the perspective of the free boundary Γu itself, while the hypothesis of the theorem entail
just a local condition by looking not just at Γu but the solution u itself (1.4). As such
the result holds regardless of far away behavior of Γu, except that which may prevent the
validity of (1.4), of course. In particular, since it only concerns the behavior of the function
in some space-time cylinder, Theorem 1.1 applies as an interior result to solutions to Hele-
Shaw problems on general domains, regardless of the conditions imposed on u along the fixed
boundary or at infinity.
4 H. Chang-Lara and N. Guillen
1.1. Literature overview. The Hele-Shaw flow is one of the simplest models of interphase
evolution, arising in fluid mechanics [38, 37] and appearing in many guises throughout math-
ematics. It’s relation to the porous flow has For instance, work of Caginalp [10] and later
Caginalp and Chen [11] shows how the Hele-Shaw and Stefan problems arise as sharp inter-
face limits of phase field models –in which case one can also obtain more accurate system
involving surface tension effects. The Hele-Shaw problem also appears as a limit for the
porous medium equation when the power in the nonlinearity goes to infinity, see work of
Elliot et al [21]. Finally, we mention the connection of Hele-Shaw and Stefan type problems
with models for internal diffusion-limited aggregation (internal DLA): Gravner and Quas-
tel showed in [23] that the hydrodynamic limit the density for particles in internal DLA
converges to a solution of a one phase Stefan problem.
Existence and uniqueness. There is a wide literature regarding the existence, unique-
ness and regularity of solutions. Short time existence of a classical solution starting from
smooth initial conditions was done by Escher and Simonett in [22]. A variational approach
was set forth by Elliott and Janovsky` in [20], formulating the problem in terms of the time
integral of u, which is shown to solve a variational inequality. Existence and uniqueness for
viscosity solutions, including a comparison principle, was proved by Kim in [30]. As part
work of subsequent work by Kim and Mellet dealing with homogenization, they determine
in [33] conditions under which the variational and viscosity formulations coincide.
Regularity results: Comparison arguments. The existence of global in time smooth
solutions was obtained by Daskalopoulos and Lee [18] under a smoothness and convexity
assumption on the initial condition. The first regularity results for flat interfaces of viscosity
solutions can be found in works of Kim [29, 32]. Subsequently, Jerison and Kim studied
(in the planar case) the evolution of the problem starting from singular initial data [27],
determining the exact asymptotic behavior of the free boundary at a singular point. Such
analysis of the asymptotic behavior was later done in higher dimensions by Choi, Jerison and
Kim [16], along with a Lipschitz/flatness implies differentiability result for a problem with
constant Dirichlet data [17]. Shortly after this was generalized and improved in the follow up
work [27], in particular they show that the free boundary (starting from an initial Lipschitz
interface) improves its flatness in a manner which is proportional to its displacement (at least
for small times): if a point of the free boundary has moved an amount δ away from its initial
configuration (which is assumed Lipschitz), then near that displaced point the free boundary
will have a flatness of order δ, the constant depending on the initial Lipschitz condition on the
free boundary. Their results for instance say that an initial data given by a global Lipschitz
graph will become smooth and remain smooth for all later times. Furthermore, their results
imply a quantitative version of Sakai’s theorem for variational solutions in two dimensions
[39]. These results are deeply connected, and build upon Caffarelli’s theory on the elliptic
free boundary problems [8], and the theory of Athanasopoulos, Caffarelli, and Salsa for the
two-phase Stefan problem [3] (see also the discussion further below).
There are a several important themes involved in the proofs in [16, 17] that we shall
review superficially. On one hand, there is the use the interior Harnack inequality and barrier
arguments to propagate the initial Lipschitz property (or flatness) of the free boundary for a
small positive time. At the same time, it is important to determine how u grows away from
the free boundary for a small time interval -and here the tools used to analyze the boundary
behavior of harmonic functions become crucual. Once the growth u is controlled, along with
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the free boundary velocity1, one expects -and this is at a heuristic level- that the problem
behaves a lot like the time-independent one-phase problem. Then, C1 regularity in space
and time of the free boundary is obtained by an iteration argument.
Analyzing the free boundary via the hodograph transform, compactness and
blow up arguments. The ideas in the present work are closer in spirit to De Silva’s work [19]
concerning the one-phase (time independent) problem with Ho¨lder continuous coefficients.
In [19], regularity of flat free boundary points is proved by a compactness argument and
classification of blow up limits. The equation governing the blow up limits turns out to be
a homogeneous Neumann problem for the Laplacian (which is known to be related to the
time independent case of (1.3)).
The approach in this paper focuses on the hodograph transform defined in Section 2.3.
The hodograph transform is a well known tool in free boundary problems. A well known
application of this transform is in the higher regularity theory for C1 free boundaries by
Kinderlehrer and Nirenberg [34], and more recently for lower dimensional obstacle problems
by Koch, Petrosyan, and Shi [36].
For a problem evolving with time, a direct application of the improvement of flatness
approach from [19] to the hodograph transform presents several obstacles, making the recov-
ery of C1,α estimates more difficult. For instance, the scaling of the problem would require
proving that the free boundary is C1,α in time, which is false in general, as can be seen by
the existence of spatially planar profiles with variable slopes (1.5) discussed earlier in the
introduction. As mentioned earlier, being a solution to (1.3) does not always guarantee inte-
rior regularity for ∂tu¯: the nonlocal effects and Dirichlet data which is discontinuous in time
immediately affects ∂nu¯, making ∂tu¯ discontinuous in the interior, see the example discussed
in [15, Section 6].
The idea of considering the equation for the gradient or a difference quotient of the free
boundary is well known in the regularity theory of free boundary problems. It was used
Caffarelli’s work on two phase free boundary problems [6, 7], in Athanasopoulos, Caffarelli,
and Salsa’s [2, 3, 4] theory for two phase Stefan problems, and in the aforementioned works
of Choi, Jerison, and Kim on the Hele-Shaw problem [32, 29, 16, 17], among others. As it
was also mentioned earlier, in [19] De Silva obtained an improvement the free boundary for
the one phase stationary problem, covering the case of operators in nondivergence form with
Ho¨lder continuous coefficients.
Free boundary problems and integro-differential equations. Given the widely
known representation of the Dirichlet to Neumann map for the Laplacian as the fractional
Laplacian, it should not be surprising that integro-differential techniques have something to
say about boundary and free boundary problems. A prime example is the Signorini problem,
known also as the thin obstacle problem, which is equivalent to the obstacle problem for the
fractional Laplacian, as studied by Silvestre in [43], where regularity of the free boundary
is obtained under a convexity condition. The two phase version of this problem is studied
by Allen, Lindgren, and Petrosyan in [1]. We also mention work of the second author in
collaboration with Schwab [25, 24], where integro-differential techniques are used to study
1this is one of the places where a further assumption on u is required, specifically a left-side time derivative
bound see condition (1.1) in [17, Theorem 1.2].
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the homogenization of a boundary value problems, including linear Neumann problems with
strong gradient dependence.
The increasing number of readily available results for integro-differential equations fur-
ther underlines the potential for applications to free boundaries. As highlighted earlier,
our method requires results from the theory of parabolic integro-differential equations with
bounded measurable coefficients. Such results -particularly Ho¨lder estimates- can be found
in work of the first author and Da´vila [15], as well as recent work of Schwab and Silvestre
[40], the latter work considering regularity results for operators with non-symmetric kernels
that are allowed to vanish in large portions of space. Likewise, it is worth mentioning work of
Kassmann and Schwab [28], which deals with divergence form operators but allows for some
singular kernels (in this work, we always considered viscosity solutions, but it is conceivable
to work from the beginning with weak solutions using a variational formulation). Methods
from the theory of integro-differential equations appear in several other places in our proof.
In Section 3, we prove a Harnack estimate via a differential inequality argument similar to
one used in Silvestre’s work on critical Hamilton-Jacobi [44]. Furthermore, in Section 4,
various ideas from work of Serra [41, 42] and from work of the first author and Kriventsov
[13, 14] were used to bootstrap a partial Ho¨lder estimate up to a C1,α estimate.
1.2. Overview of the method. Let us describe further our strategy, highlighting the major
steps. The first step is to extend the profile of the free boundary which is parametrized in
terms of u¯ by the hodograph transform of u. We consider, u¯ : B¯+1 := {x ∈ B1 : xn ≥ 0} → R
such that,
u(x− (t+ εu¯(x, t))en, t) = xn.
The main idea is that u¯ measures the horizontal distance between the graph of u and the
planar profile (xn + t)+ at scale ε. See Figure 1 for a geometric description.
By implicit differentiation, we get that u¯ satisfies some nonlinear relations depending on
the flatness parameter ε (see (5.25) and (5.23) respectively),
∆u¯ = εFε(D
2u¯, Du¯) in B+1 := {x ∈ B1 : xn > 0},
∂tu¯ = ∂nu¯+ εGε(Du¯) in B
n−1
1 := {x ∈ B1 : xn = 0}.
As ε→ 0 they linearize to,
∆u¯ = 0 in B+1 and ∂tu¯ = ∂nu¯ in B
n−1
1 .(1.6)
In other words, u¯ restricted to Bn−11 satisfies a nonlocal heat equation of order one. Moreover,
a similar equation also holds for DRn−1u¯, which will imply the desired Ho¨lder estimate.
We aim to establish an improvement of flatness by subsequently proving Ho¨lder estimates
for difference quotients of the form,
δheu¯
hβ
(x, t) :=
u¯(x+ (h/2)e, t)− u¯(x− (h/2)e, t)
hβ
, h > 0, e ∈ ∂Bn−11 , β ∈ (0, 1).
Where the exponent β is improved by a fixed amount on every step. Leading to a C1,α
estimate after finitely many iterations. Several steps have to be settled in order to carry out
this plan.
Compactness: In Section 3 we prove a Harnack type of estimate for sufficiently flat
solutions. The ideas of the proof borrow significantly from the Harnack inequality argument
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Figure 1. Hodograph of u with respect to ε at a given time.
used by De Silva in [19] for the time-independent problem, and the Point Estimate for
Hamilton-Jacobi equations with critical fractional diffusion used by Silvestre in [44]. As a
consequence, we prove the following: given εk → 0, and sequence of solutions uk where uk is
εk-flat, then the sequence δheu¯k/h
β has an accumulation point with respect to (local) uniform
convergence for any β ∈ [0, α), h > 0, and e ∈ ∂Bn−11 .
Ho¨lder Bootstrap: We reach C1,α regularity by improving a finite number of times the
exponent from a Ho¨lder estimate for the solution. Ideally we would like to have the following
implications for sufficiently flat solutions,
‖u¯‖L∞(Qn−11 ) + suph>0 oscQn−11
δheu¯
hβ
≤ 1 ⇒ sup
h>0
[
δheu¯
hβ
]
Cα
(
Qn−1
1/4
) ≤ C,(1.7)
⇒ sup
h>0
osc
Qn−1
1/16
δheu¯
hβ+α
≤ C.
This result is easier to obtain if we allow the flatness to depend on h. However, this depen-
dence could deteriorate as h→ 0. At this point the idea is to borrow some compactness from
a previous Ho¨lder estimate. In other words, we strengthen the hypothesis by considering
η ∈ (0, 1) and (roughly) establishing that,
‖u¯‖L∞(Qn−11 ) + suph>0
[
δheu¯
hβ
]
Cη(Qn−11 )
≤ 1 ⇒ sup
h>0
[
δheu¯
hβ
]
Cα+η
(
Qn−1
1/4
) ≤ C,
⇒ sup
h>0
[
δheu¯
hβ+α
]
Cηα/4
(
Qn−1
1/16
) ≤ C.
The precise statement can be found in Lemma 4.1 and Corollary 4.3 which involve a different
type of Ho¨lder seminorms defined in the preliminary Section 2. Theorem 1.1 follows from
Corollary 4.4.
As an observation, notice that η = 0 corresponds to the standard approach given by
(1.7), however for η > 0 we have the advantage that the uniform Cη control now provides
us with additional compactness. We use this to control the difference quotients when h is
arbitrarily small. This is one of the ideas that we learnt from recent estimates for nonlocal
equations established by Serra in [42, 41]. Also recently, Kriventsov in collaboration with the
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first author, established time regularity estimates for parabolic problems using this technique
in [13, 14].
The proof of Lemma 4.1 proceeds by a compactness argument. As εk → 0 and a rescaling
of δheu¯k converges to w we recover that,
∆w = 0 in Rn+ := {xn > 0},
inf
a∈[λ,Λ]
a∂nw ≤ ∂tw ≤ sup
a∈[λ,Λ]
a∂nw in Rn−1 := {xn = 0},
where 0 < λ ≤ Λ <∞ depend only on the dimension. The main tool we use after this step
is the Liouville’s Theorem for fully nonlinear, nonlocal parabolic equations that results from
a Harnack inequality. Such result can be found for instance in work of Da´vila and the first
author [12], or in more recent work of Schwab and Silvestre [40].
Limiting Equations: In Section 4 we use that an accumulation point obtained as we
send the flatness to zero satisfies the nonlocal heat equation. We prove this qualitative result
in Section 5. In other to reach this goal we consider a careful adaptation of the method of
inf/sup convolutions used by Kim in order to establish the comparison principle for viscosity
solutions of Hele-Shaw in [31]. We will see that applying δhe/h
β to the equations satisfied
by u¯k deteriorates the diffusion coefficient in terms of |Duk|, which explains why we do not
recover a constant coefficient equation for w.
One of the challenges of the outlined strategy comes from the scaling that corresponds to
the Ho¨lder bootstrap in Section 4. The quantity we look to control is the difference quotient
δheu¯k/h
β for which the appropriated scaling makes the oscillation of u¯k to grow. In Section 5
it is important to keep in mind that in general u¯k is not a compact sequence and only δheu¯k
is assumed to converge to w.
Acknowledgments. Nestor Guillen was partially supported by the National Science
Foundation, grant DMS-1201413. The authors would like to thank Inwon Kim, Ovidiu
Savin and Daniela De Silva for many helpful discussions.
2. Preliminaries
In this section we set up some notation, define the notion of viscosity solutions, the
hodograph transform and state the Liouville’s Theorem for fully nonlinear, nonlocal parabolic
equations.
2.1. Notation. en denotes the n
th vector of the canonical basis of Rn.
Rn−1 := {x ∈ Rn : xn = 0}
Rn+ := {x ∈ Rn : xn > 0}
R¯n+ := {x ∈ Rn : xn ≥ 0}
Br0(x0) := {x ∈ Rn : |x− x0| < r0} Br0 := Br0(0)
Bn−1r0 (x0) := Br0(x0) ∩ Rn−1 Bn−1r0 := Bn−1r0 (0)
B+r0(x0) := Br0(x0) ∩ Rn+ B+r0 := B+r0(0)
B¯+r0(x0) := B
+
r0
(x0) ∪Bn−1r0 (x0) B¯+r0 := B¯+r0(0)
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Qr0(x0, t0) := Br0(x0)× (t0 − r0, t0] Qr0 := Qr0(0, 0)
Qn−1r0 (x0, t0) := B
n−1
r0
(x0)× (t0 − r0, t0] Qn−1r0 := Qn−1r0 (0, 0)
Q+r0(x0, t0) := B
+
r0
(x0)× (t0 − r0, t0] Q+r0 := Q+r0(0, 0)
Q¯+r0(x0, t0) := B¯
+
r0
(x0)× (t0 − r0, t0] Q¯+r0 := Q¯+r0(0, 0)
The last four sets are referred as parabolic cylinders of radius r and centered at (x0, t0).
We use two different topologies for the time variable. The Euclidean one corresponding
to the standard topology of R will be mostly assumed whenever we say that a given function
is continuous or semicontinuous. The parabolic topology, where the family of intervals
{(t0 − r, t0]}r>0 form a basis for the neighborhoods of t0, will be used to establish Ho¨lder
regularity estimates. For instance, a Ho¨lder modulus of continuity for u at a point (x0, t0) will
be given by saying that the oscillation of u in a parabolic cylinder of radius r and centered at
(x0, t0) is controlled by r
α for some α ∈ (0, 1]. This is indeed equivalent to Ho¨lder continuity
in the Euclidean topology. The specific topology considered will be declared whenever is
necessary.
The boundary operator ∂ is always taken for a fixed time and with respect to the standard
topology of the Euclidean space.
For an (open) domain Ω ⊆ Rn and u ∈ C(Ω → [0,∞)) we define respectively the zero
set, the positivity set, and the free boundary of u as,
Ω0u := {x ∈ Ω : u(x) = 0},
Ω+u := {x ∈ Ω : u(x) > 0},
Γu := ∂ sptu ∩ Ω.
Most of the time the domain Ω = Ω(t) will depend on the time variable. In case this needs
to be explicitly emphasized for the previous constructions we use,
Ω0u(t) := {x ∈ Ω(t) : u(x, t) = 0},
Ω+u (t) := {x ∈ Ω(t) : u(x, t) > 0},
Γu(t) := ∂ sptu(·, t) ∩ Ω(t).
2.2. Viscosity Solutions. For this section we use the Euclidean topology for the time
variable and consider for t ∈ (t0, t1], Ω(t) ⊆ Rn an (open) domain such that ∂Ω(t) is varying
continuously in time in the sense of Hausdorff distance.
Definition 2.1 (Speed of the interphase). Let r, h > 0, ν ∈ ∂B1 and,
u : Cν,r(x)× (t− r, t]→ [0,∞),
Cν,r,h(x) := {y ∈ Rn : |(y − x)− ((y − x) · ν)ν| < r and |(y − x) · ν| < h} (cylinder),
such that there exists γ : (Br ∩ span(ν)⊥)× (−r, 0]→ R that parametrizes the free boundary
of u in the following way,
Γu(s) = {y ∈ Cν,r,h(x) : (y − x) · ν = γ((y − x)− ((y − x) · ν)ν, t+ s)}.
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Then, if γ is punctually first order differentiable at the origin we define the speed of the
interphase at x ∈ Γu(t) by
∂tu
|Du|(x, t) := ∂tγ(0, 0) = − lims→0−
γ(0, s)
|s| .
We will frequently use parametrizations of the form,
Γu(t) = {xn = −t− εu¯(x′, t)}.
In this case, assuming enough regularity for u¯, we obtain that,
∂tu
|Du| =
1 + ε∂tu¯√
1 + ε2|Du¯|2 .
Definition 2.2. Under the assumptions of the previous definition we say that:
(a) x ∈ Γu(t) is a regular point in space and time if γ is punctually C1,1 at the origin.
In other words, there exists Dγ(0, 0) ∈ span(ν)⊥ and ∂tγ(0, 0) ∈ R such that,
γ(x, t) = Dγ(0, 0) · x+ ∂tγ(0, 0)t+O(|x|2 + t2).
(b) Γu ∈ C1 if γ ∈ C1.
Definition 2.3 (Free boundary relation). Given u(·, t) ∈ C(Ω(t) → [0,∞)) such that Γu ∈
C1 we say that,
∂tu
|Du| ≤ |Du| holds in the classical sense at x ∈ Γu(t),
if u(·, t) ∈ C1(Ω+u (t) ∪ Γu(t)) and
∂tu
|Du|(x, t) ≤ |Du|(x, t) = limh→0+
u(x− hν, t)
h
.
The relation ∂tu|Du| ≥ |Du| in the classical sense is defined in a similar way.
Definition 2.4 (Comparison Subsolution). For u(·, t) ∈ C(Ω(t) → [0,∞)) continuous in
time we say that it is a comparison subsolution to the Hele-Shaw problem described in (1.1)
and (1.2) if:
(a) For each t ∈ (t1, t0], u(·, t) ∈ C2(Ω+u (t)) and
∆u ≥ 0 in Ω+u .
(b) Γu ∈ C1, for each t ∈ (t1, t0], u(·, t) ∈ C1(Ω+u (t) ∪ Γu(t)), and
∂tu
|Du| ≤ |Du| holds in the classical sense for all x ∈ Γu(t).
We define the comparison supersolutions in a similar way by changing the direction of
the inequalities above.
Definition 2.5 (Contact). Let u be upper semicontinuous and v lower semicontinuous de-
fined in some common domain Ω ⊆ Rn. We say that v touches u from below at x ∈ Ω if
u(x) = v(x) and u ≥ v in some neighborhood of x.
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In the previous case we might also say that u touches v from above at the given point.
This notion is also used in the case where both functions depend on the time variable.
Definition 2.6 (Viscosity superharmonic functions). We say that a lower semicontinuous
function u is a viscosity superharmonic function in Ω if whenever a smooth test function v
touches u from below at x we have that ∆w(x) ≤ 0. We denote it by,
∆u ≤ 0 in the viscosity sense over Ω.
We define a (upper semicontinuous) subharmonic function in a similar way by testing with
smooth functions from above and changing the direction of the last inequality. Continuous
functions that are both sub and superharmonic in the viscosity sense are harmonic functions
in the classical sense.
Definition 2.7. We say that u(·, t) ∈ C(Ω(t) → [0,∞)) has a continuously increasing
support if sptu(·, s) ⊆ sptu(·, t) for all s < t and sptu(·, t) varies continuously in time with
respect to the Hausdorff distance.
Definition 2.8 (Viscosity Supersolution of Hele-Shaw). Let t ∈ [t0, t1], Ω(t) ⊆ Rn an (open)
domain such that ∂Ω(t) is varying continuously in time in the sense of Hausdorff distance,
and u(·, t) ∈ C(Ω(t)→ [0,∞)) lower semicontinuous in time with a continuously increasing
support. Under these hypothesis we say that u is a viscosity supersolution to the Hele-Shaw
problem in the time interval (t0, t1] if:
(a) For each t ∈ (t1, t0],
∆u ≤ 0 in the viscosity sense over Ω+u (t).
(b) If v is comparison subsolution, then v can not touch u from below at any x ∈ Γu(t).
We denote the free boundary relation by,
∂tu
|Du| ≥ |Du| in the viscosity sense over Γu.
We define a viscosity subsolution in a similar way by requiring upper semicontinuity in
time, subharmonicity in the positivity set, and that no comparison supersolution can touch
u from above at a free boundary point.
In order to define viscosity solutions that could be discontinuous in time we need to
introduce the following upper a lower semicontinuous envelopes,
u∗(x, t) = lim sup
(y,s)→(x,t)
u(y, s) and u∗(x, t) = lim inf
(y,s)→(x,t)
u(y, s).(2.8)
Definition 2.9 (Viscosity Solutions of Hele-Shaw). Let t ∈ (t0, t1], Ω(t) ⊆ Rn an (open)
domain such that ∂Ω(t) is varying continuously in time in the sense of Hausdorff distance,
and u(·, t) ∈ C(Ω(t)→ [0,∞)) lower semicontinuous in time with a continuously increasing
support. Under these hypothesis we say that u is a viscosity supersolution to the Hele-Shaw
problem in the time interval (t0, t1] if:
(a) For each t ∈ (t1, t0],
∆u∗ = ∆u∗ = 0 in the viscosity sense over Ω+u (t).
(b) If v is comparison subsolution, then v can not touch u∗ from below at any x ∈ Γu∗(t).
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(c) If v is comparison supersolution, then v can not touch u∗ from above at any x ∈
Γu∗(t).
We denote the free boundary relation by,
∂tu
|Du| = |Du| in the viscosity sense over Γu(t).
For lower semicontinuous functions, just the monotonicity of the support implies that
sptu(·, t) varies continuously in time, however this is not necessarily the case for upper
semicontinuous functions. The continuity of the supports is what actually connects the
solutions in time. Without it uniqueness fails as can be seen by considering an arbitrary
solution in an interval (t0, t1] and then just drastically changing the support immediately
after time t = t1. The continuity of sptu(·, t) is indeed an important ingredient in the proof
of the following comparison principle. The argument goes along the lines of Theorem 2.2 in
[5] by the continuity method.
Property 2.1 (Comparison Principle). Let u be a viscosity supersolution of Hele-Shaw and
ϕ a comparison subsolution both defined in Ω(t) for t ∈ [t0, t1] such that:
(a) u < ϕ in sptu(·, t0).
(b) u < ϕ on ∂Ω(t) ∩ sptu(·, t) for all t ∈ [t0, t1].
Then,
u < ϕ in sptu(·, t) for all t ∈ [t0, t1].
A similar comparison holds between viscosity subsolution and comparison supersolutions.
Notice that just a monotonicity hypothesis for the supports in the case of viscosity subsolu-
tions will not give us the desired property. For instance, this will allow to change the solution
by the harmonic replacement in Ω(t) at any given time.
As mentioned in the introduction, existence and uniqueness of viscosity solutions was
established by Kim in [31]. Existence followed by approximation with the porous medium
equation as the power goes to infinity. Uniqueness was obtained by establishing a comparison
principle between two viscosity solutions which turns out to be much more delicate than
Property 2.1. The main issue for such comparison principle is that usually one does not have
enough regularity to evaluate the equation at a contact point between two free boundaries.
The comparison proved in [31] requires that the gradient of the functions over the initial
free boundaries do not vanish. Without a similar hypothesis it is not expected to have
uniqueness. Let us proceed to informally give an argument for such claim.
Consider for n = 2 the case where the initial support of the solution forms an angle
θ ∈ (0, pi/2). Notice that the gradient of the harmonic function vanishes at the vertex like
the distance to some power greater than one. In this case it was proved in [35] that the
vertex persists with the same angle for a positive amount of time. To construct a non unique
problem one can look at an initial data formed by two copies of the previous example, joined
by the vertices, as it is illustrated in Figure 2.
Keep in mind that if we consider the separate evolution of the two supports we get that
the vertex persists for a positive time. On the other hand, if we perturb the initial data by
intersecting the supports in a non trivial way, then we expect that the obtuse angles now
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Figure 2.
formed start to expand very fast. By taking the limit of these perturbations it is conceivable
to recover a solution which merges and smooths out the vertices instantaneously.
2.3. Hodograph. In most of the paper the domain Ω(t) will be equal to ball Br(−ten) for
some r > 0 and t ∈ (−T, 0]. Our main hypothesis is the closeness of a solution u to the
planar profile (xn + t)
+. It turns out to be useful to measure such hypothesis in terms of the
next construction. For the following definition P (R) is the set of all subsets of R.
Definition 2.10 (Hodograph). We say that u¯ : R¯n+ × (−∞, 0] → P (R) is the hodograph
transform of u with respect to ε > 0 if
u¯(x, t) :=
{
s ∈ R : ∃ (xk, tk) ∈ Rn+ × (−∞, 0]→ (x, t), sk → s(2.9)
such that u(xk − (tk + εsk)en, tk) = (xk)n} .
Usually, instead of stating precisely (2.9) we write the following more informal relation
having in mind that u¯ is a multi-valued function,
u(x− (t+ εu¯(x, t))en, t) = xn.
Figure 1 illustrates the geometric meaning of the construction where u¯ measures the hor-
izontal distance between the graph of u and the planar profile (xn + t)+ at scale ε. The
approximating sequences in space are necessary in order to define u¯ over Rn−1 which relates
with the free boundary of u in the following way,
Γu(t) ⊆ ∂Ω+u (t) ∩ Ω(t) ⊆
⋃
x′∈Rn−1
{x′ − (t+ εu¯(x′, 0, t))en} .
2.3.1. Multi-valued functions. A linear combination of multi-valued functions v1, v2 : R¯n+ ×
(−∞, 0]→ P (R) is a multi-valued function given by,
(αv1 + βv2)(x, t) = {αa+ βb ∈ R : a ∈ v1(x, t), b ∈ v2(x, t)}.
In particular, the centered difference of step size h > 0 and in the direction of a unit vector
e is given by,
δhev(x, t) := v(x+ (h/2)e, t)− v(x− (h/2)e, t).
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The oscillation and the L∞ norm in a set D ⊆ R¯n+ × (−∞, 0] are defined as,
osc
D
v := inf
M ∈ [0,∞) : ⋃
(x,t),(y,s)∈D
v(x, t)− v(y, s) ⊆ [−M,M ]
 ,
‖v‖L∞(D) := inf
M ∈ [0,∞) : ⋃
(x,t)∈D
v(x, t) ⊆ [−M,M ]
 .
We adopt the following convention whenever there exists (x, t) ∈ D such that v(x, t) = ∅,
osc
D
v = ‖v‖L∞(D) =∞.
In other words, whenever one of our hypothesis says that one of the previous quantities is
finite we are also assuming that v(x, t) 6= ∅ for any (x, t) ∈ D.
Remark 2.1. If u¯ is the hodograph transform of u with respect to ε > 0, the hypothesis
‖u¯‖L∞(Q+r (x0,t0)) ≤ M < ∞ implies the following flatness hypothesis at each time t ∈ (t0 −
r, t0] ⊆ (−∞, 0] in Br−εM(−ten)
(xn − (t+ εM))+ ≤ u(x, t) ≤ (xn − (t− εM))+.
In a similar way, if the previous inequalities hold in Br(−ten) then ‖u¯‖L∞(Q+r−εM (x0,t0)) ≤M .
Uniform convergence of a sequence {vk}∞k=1 of (non empty) multi-valued functions towards
a single-valued function v gets derived from the previous construction,
vk −−−→
k→∞
v uniformly in D if ‖vk − v‖L∞(D) −−−→
k→∞
0.
We will define a Ho¨lder semi-norm in terms of the following distance in R¯n+ × (−∞, 0]
d((x, t), (y, s)) :=
{|x− y| if s = t,
inf
z,w∈Rn−1
|x− z|+ |(z, t)− (w, s)|+ |w − y| if s 6= t.
The topology induced by this distance joins the different spatial domains Rn+×{t} across the
boundary Rn−1×(−∞, 0]. This is useful to address the fact that a function that is continuous
under this topology is continuous in space up to the boundary Rn−1 and continuous in space
and time when restricted to Rn−1.
We denote the parabolic space time balls with respect to d by,
Bdr (x, t) := {(y, s) ∈ R¯n+ : d((x, t), (y, s)) < r}, Bdr := Br(0, 0).
Notice that if x ∈ Rn−1 then,
Q¯+
r/
√
n
(x, t) ⊆ Bdr (x, t) = {(y, s) ∈ R¯n+ : |(x, t)− (y, s)| < r, s ≤ t} ⊆ Q¯+r (x, t).
We define a truncated Ho¨lder semi-norm for D ⊆ R¯n+ × (−∞, 0] with respect to d by,
[v]∗Cα
trun(r)
(D) := inf
M ∈ [0,∞) :
⋃
(x,t),(y,s)∈D
d((x,t),(y,s))>r
v(x, t)− v(y, s)
d((x, t), (y, s))α
⊆ [−M,M ]
 .
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As before, if there exists (x, t) ∈ D such that v(x, t) = ∅, then we let [v]∗Cα
trun(r)
(D) =∞.
The parameter r denotes a truncation of the modulus of continuity. When r = 0 and
[v]∗Cα(D) := [v]
∗
Cα
trun(0)
(D) <∞
we have that v is single-valued, continuous in space and continuous also in time when re-
stricted to D ∩Rn−1. Whenever r = 0 and D is a subset of Rn−1 × (−∞, 0] or Rn × {t}, we
have that our norm coincides with the standard Ho¨lder seminorm and then we denote it by
the standard notation by suppressing the star,
[v]Cα(D) := [v]
∗
Cα(D).
Remark 2.2. Given the homogeneity of d, namely
d((ρx, ρt), (ρy, ρs)) = ρd((x, t), (y, s)),
we get that for the rescaling w(x, t) := v(ρx, ρt),
[w]∗Cα
trun(ρr)
(ρD) = ρ
α[v]∗Cα
trun(r)
(D).
2.4. Integro-differential parabolic equations with bounded measurable coefficients.
After passing to the limit in our approximation arguments we find the following global prob-
lem,
∆w = 0 in Rn+,(2.10)
inf
a∈[λ,Λ]
a∂nw ≤ ∂tw ≤ sup
a∈[λ,Λ]
a∂nw in Rn−1 × (−∞, 0].(2.11)
Assuming that w(·, 0, t) is sufficiently smooth about x′ ∈ Rn−1 and that for some C > 0
and α ∈ (0, 1),
‖w(·, t)‖L∞(B¯+R) ≤ CR
α for every R ≥ 1,
we get the following well known fact from potential theory,
∂nw(x
′, 0, t) = ∆1/2Rn−1w(x
′, 0, t) := Cn lim
η→0
ˆ
Rn−1\Bn−1η
(w(x′ + y′, 0, t)− w(x′, 0, t)) dy
′
|y′|n
where the constant Cn > 0 is given such that we obtain the following identity for the Fourier
multiplier,
∆̂
1/2
Rn−1 = −|ξ|.
This allows us to interpret (2.10) and (2.11) as the heat equation of order one with a bounded
measurable diffusion.
Definition 2.11. Let 0 < λ ≤ Λ <∞, w : Rn+× (−∞, 0]→ R continuous in space and time
such that,
(a) For every t ≤ 0,
∆w = 0 in Rn+.
(b) There exists some C > 0 and α ∈ (0, 1) such that,
‖w‖L∞(Q¯+R) ≤ CR
α for every R ≥ 1.
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Under these assumption we say that w satisfies
∂tw ≤ sup
a∈[λ,Λ]
a∂nw in the viscosity sense in Rn−1 × (−∞, 0]
If whenever ϕ ∈ C∞(Q¯+r (x′0, 0, t0)) is a test function that touches w from above at (x′0, 0, t0) ∈
Rn−1 × (−∞, 0] we get that,
∂tϕ(x
′
0, 0, t0) ≤ sup
a∈[λ,Λ]
a∂nϕ(x
′
0, 0, t0).
The inequality ∂tw ≥ infa∈[λ,Λ] a∂nw in the viscosity sense is analogously defined by
considering test functions touching w from below, replacing the sup by the inf, and changing
the direction of the inequality. When restricted to Rn−1 × (−∞, 0], viscosity solutions in
the setting just described are also viscosity solutions in the sense of fully nonlinear, nonlocal
parabolic equations considered in [12].
Property 2.2. Let w satisfies,
∂tw ≤ sup
a∈[λ,Λ]
a∂nw in the viscosity sense in Rn−1 × (−∞, 0].
Then for any ϕ ∈ C∞(Qn−1r (x′0, 0, t0)) that touches w(·, 0, ·) from above at (x′0, 0, t0) ∈ Rn−1×
(−∞, 0] we get that,
∂tφ(x
′
0, 0, t0) ≤ sup
a∈[λ,Λ]
a∆
1/2
Rn−1φ(x
′
0, 0, t0),
where
φ(x′, t) =
{
ϕ(x′, t) if (x′, t) ∈ Qn−1r (x′0, t0),
w(x′, t) otherwise.
The proof consists on extending φ harmonically to Rn+ using that forR ≥ 1, ‖φ‖L∞(Qn−1R ) ≤
CRα. Let ψ be the unique extension which also satisfies ‖ψ‖L∞(Q¯+R) ≤ CR
α for any R ≥ 1.
Finally we use that ψ is a test function that touches w from above such that ∂nψ(x
′
0, 0, t0) =
∆
1/2
Rn−1φ(x
′
0, t0).
A consequence of the Harnack inequality [12, Corollary 6.4] is the following Liouville
theorem.
Theorem 2.3 (Liouville’s Theorem). There exists α ∈ (0, 1) sufficiently small depending
on 0 < λ ≤ Λ < ∞, such that if w satisfies the assumptions of the Definition 2.11 for such
exponent α and
inf
a∈[λ,Λ]
a∂nw ≤ ∂tw ≤ sup
a∈[λ,Λ]
a∂nw in the viscosity sense in Rn−1 × (−∞, 0].
Then w is necessarily a constant function.
3. Harnack Inequality
In this section we show that if a solution u is sufficiently flat then the oscillation of u¯
decreases in a smaller domain. Our main Theorem then says that we obtain a truncated
Ho¨lder modulus of continuity for u¯ with respect to the distance d introduced in Section 2.
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Theorem 3.1. Let u(·, t) ∈ C(B1(−ten)→ [0,∞)) be a viscosity solution of the Hele-Shaw
problem and u¯ the hodograph transform of u with respect to ε > 0. There exists a Ho¨lder
exponent α ∈ (0, 1), ε0 ∈ (0, 1), and C > 0 such that,
ε ∈ (0, ε0) and ‖u¯‖L∞(Q¯+
7/8
) ≤ 1 ⇒ [u¯]∗
Cα
trun(Cε)
(
Bd
1/4
) ≤ C.
The main step to prove the previous Theorem relies on the following Harnack type
estimate. The strategy is based on the Harnack inequality from [19] and the Point Estimate
for parabolic nonlocal equations in [44]. Heuristically speaking, the speed of the interphase
measured by |Du| follows the behavior of u at some point in Ω+u (t). This information can
be integrated in time in order to see from which side the oscillation of the free boundary
diminishes.
Lemma 3.2. Let u(·, t) ∈ C(B1(−ten) → [0,∞)) be a viscosity solution of the Hele-Shaw
problem in the time interval (−1, 0] such that the following flatness hypothesis holds in
B3/4(−ten) for some ε > 0, at each time t ∈ (−3/4, 0],
(xn + t− ε)+ ≤ u(x, t) ≤ (xn + t+ ε)+.
There exists ε0, θ, µ ∈ (0, 1) such that if ε ∈ (0, ε0) then at least one of the following two
holds in
⋃
t∈(−µ,0]Bµ(−ten),
u(x, t) ≥ (xn + t− (1− θ)ε)+, or u(x, t) ≤ (xn + t+ (1− θ)ε)+.
Proof. Either,
|{t ∈ (−3/4,−1/2] : u((1/4− t)en, t) ≥ 1/4}|
|(−3/4,−1/2]| ≥ 1/2,(3.12)
or the opposite inequality is true. The treatment of these cases is very similar so we will just
focus on the one stated above. Here our goal is to get the improvement of the oscillation
from below,
u(x, t) ≥ (xn + t− (1− θ)ε)+.
In order to do this it suffices to construct a comparison subsolution that can be used as a
barrier.
Let r : C1([−3/4, 0]→ [0, 1)) to be defined and set
p(t) :=
1
8r(t)
− r(t)
2
, and R(t) :=
1
8r(t)
+
r(t)
2
,
such that ∂BR(t)((p(t)− t+ε)en) is the unique sphere that contains the point (ε− t− r(t))en
and the (n− 2) dimensional sphere ∂Bn−11/2 + (ε− t)en. Consider the domain,
Ω(t) := (BR((p(t)− t+ ε)en) ∩ {xn ≤ ε− t}) ∪ (B3/4(−ten) ∩ {xn > ε− t}).
In case r(t) = 0, then p(t) = R(t) =∞, and Ω(t) = B3/4(−ten) ∩ {xn > ε− t}.
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Figure 3. Domain for the comparison subsolution U + cV at a given time.
Let U = U(·, t), V = V (·, t) such that,
∆U = ∆V = 0 in Ω(t) \B1/16((1/4− t)en),
U = (xn + t− ε)+ on ∂(Ω(t) \B1/16((1/4− t)en)),
V = 0 on ∂Ω(t),
V = u((1/4− t)en)− (1/4− t− ε) on ∂B1/16((1/4− t)en).
By Harnack’s inequality there exists a universal constant c ∈ (0, 1) such that,
u ≥ U + cV in ∂B1/16((1/4− t)en).
In order for (U + cV ) to be a comparison subsolution in {xn < ε− t}, it is sufficient to have
that for every x ∈ ∂Ω ∩ {xn < ε− t},
1 + ∂tr ≤ |DU |+ c|DV |.(3.13)
By Lemma 7.1 we get that there exist constants, r0 ∈ (0, 1) and C > 0, depending only
on the dimension, such that r ∈ (0, r0) implies that for every x ∈ ∂Ω ∩ {xn < ε− t},
|DU | ≥ 1− Cr.
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On the other hand, by Hopf’s Lemma and Harnack’s inequality, we get that for every
t ∈ (−1/8, 0] and x ∈ ∂Ω ∩ {xn < ε− t},
|DV | ≥ c (u((1/4− t)en)− (1/4− t− ε)) ≥ cεf(t),
f(t) :=
{
1 if u((1/4− t)en, t) ≥ 1/4,
0 otherwise.
Now we fix r(t) as the solution of the following initial value problem for which the forcing
term records the density hypothesis (3.12),{
r′ + Cr = cεf(t),
r(−3/4) = 0.
This implies that (3.13) gets satisfied provided that r does not grow above r0.
Integrating the differential equation,
r(t) = cε
ˆ t
−3/4
f(s)e−C(t−s)ds ≤ cε,
therefore we get that r ∈ [0, r0) if ε ∈ (0, ε0) is sufficiently small.
Using the density hypothesis (3.12) we get that r(t) ≥ 4θε for every t ∈ [−1/2, 0] and
some θ ∈ (0, 1) sufficiently small. This already gives us flatness for the interphase. Consider
now Ω˜(t) constructed as before with r = 4θε fixed and W = W (·, t) such that,
∆W = 0 in Ω˜(t) \B1/16((1/4− t)en),
W = (xn + t− ε)+ on ∂(Ω˜(t) \B1/16((1/4− t)en)).
Then, for every t ∈ [−1/2, 0], u ≥ U ≥ W . Using once again Lemma 7.1 we get that in
B1/4(−ten),
W (x, t) ≥
ˆ 0
−(xn+t−(1−2θ)ε)+
∂nW (x+ sen, t)ds ≥ (1− Cε)(xn + t− (1− 2θ)ε)+.
This implies that if we take µ as a sufficiently small multiple of θ then we recover from the
inequality above the desired estimate in Bµ(−ten) for every t ∈ (−µ, 0],
u ≥ W ≥ (1− Cε)(xn + t− (1− 2θ)ε)+ ≥ (xn + t− (1− θ)ε)+.

In terms of the hodograph u¯, the previous Lemma says that at least one of the following
two hold in Q¯+µ−ε,
−(1− θ) ≤ u¯ or u¯ ≤ (1− θ).
Take ε0 even smaller if necessary such that µ − ε ≥ µ¯ := µ/2. To iterate this decay of
oscillation we consider the rescaling,
v(x, t) :=
u(µ¯x± (εθ/2)en, µ¯t)
µ¯
, v¯(x, t) :=
u¯(µ¯x, µ¯t)± θ/2
1− θ .
The plus sign is chosen if u ≤ (1− θ) in Q¯+µ¯ and the minus sign is chosen otherwise. We get
that v is still a solution of Hele-Shaw and v¯ is the corresponding hodograph transform with
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respect to ζ := (1− θ)ε/µ¯. Therefore, the decay holds at scale µ¯ if ε ∈ (0, µ¯ε0). In general,
the diminish of oscillation can be iterated N times if ε ∈ (0, µ¯Nε0). The following Corollary
then follows from this observation and a standard covering argument.
Corollary 3.3. Under the hypothesis of Theorem 3.1 and letting α = ln(1 − θ)/ ln µ¯ there
exists ε0 ∈ (0, 1) and C > 0 such that,
ε ∈ (0, ε0) and ‖u¯‖L∞(Q¯+
7/8
) ≤ 1 ⇒ sup
(x,t)∈Qn−1
1/4
ρ∈(Cε,1/2)
ρ−a osc
Q¯+ρ (x,t)
u¯ ≤ C.
By combining the previous corollary with the estimates for harmonic functions up to the
boundary we get to establish the proof of Theorem 3.1.
Proof of Theorem 3.1. Let (x, t) = (x′, xn, t) ∈ B+1/4 ∩ {xn > 4ε} and ρ = xn/4. Given that
u(·, t) is harmonic in B3ρ(x−ten) we get by the interior gradient estimate for u(·, t)−(xn+t)+
that
ρ‖Du(·, t)− en‖L∞(B2ρ(x−ten)) ≤ C osc
B3ρ(x−ten)
(u− xn),
≤ Cε osc
Q¯+8ρ(x
′,0,t)
u¯,
≤ Cερα.
Therefore, for ε sufficiently small, u is increasing in the en direction, u¯(·, t) is single valued
in Bρ(x) ⊇ B2ρ−ε(x), and by applying implicit differentiation to the relation,
u(x− (t+ εu¯(x, t))en, t) = xn
we obtain that,
ρ‖Du¯(·, t)‖L∞(Bρ(x)) = ρ
∥∥∥∥ 1ε∂nu(Du− en)
∥∥∥∥
L∞(Bρ(x))
≤ Cρα.(3.14)
Consider now two points (x, t) = (x′, xn, t), (y, s) = (y′, yn, s) ∈ Bd1/4 such that yn ≤
xn. In the following computations u¯(x, t), u¯(y, s), u¯(x
′, 0, t) and u¯(y′, 0, s) denote arbitrary
elements of the corresponding sets.
Case I: 4ε ≥ xn ≥ yn. By Corollary 3.3,
|u¯(y, s)− u¯(x, t)| ≤ |u¯(y, s)− u¯(y′, 0, s)|+ |u¯(y′, 0, s)− u¯(x′, 0, t)|+ |u¯(x′, 0, t)− u¯(x, t)|,
≤ C (εα + |(x′, 0, t)− (y′, 0, s)|α) ,
≤ C max (ε, d((x, t), (y, s)))α .
Case II: xn > 4ε. Let ρ = xn/4. If y ∈ Bdρ(x) then t = s and from (3.14)
|u¯(y, s)− u¯(x, t)|
d((x, t), (y, s))α
≤ Cd((x, t), (y, s))
1−α
ρ1−α
≤ C.
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Otherwise, if y /∈ Bdρ(x) then by Corollary 3.3,
|u¯(y, s)− u¯(x, t)| ≤ |u¯(y, s)− u¯(y′, 0, s)|+ |u¯(y′, 0, s)− u¯(x′, 0, t)|+ |u¯(x′, 0, t)− u¯(x, t)|,
≤ C (yαn + |(x′, 0, t)− (y′, 0, s)|α + xαn) ,
≤ Cd((x, t), (y, s))α.
This is the desired estimate which concludes the proof of the theorem. 
4. Ho¨lder Bootstrap
In this section we establish the iterative procedure that allows us to recover the interior
Ho¨lder estimate for DRn−1u¯. For uniformly elliptic fully nonlinear equations, this can be done
by assuming that the oscillation of the difference quotient δheu¯/h
β is bounded. Using then
that δheu¯/h
β satisfies an equation with bounded measurable coefficients one then obtains a
Ho¨lder estimate for δheu¯/h
β which can be used to improve the exponent. In this case we do
not know that δheu¯/h
β satisfies an equation with bounded measurable coefficients, however
we expect that as ε→ 0 the equation linearizes.
One of the challenges is to recover this argument uniformly in h. As we will see one of
the main ideas of this inductive argument is to start with a hypothesis that controls a Cη
seminorm of the difference quotient. It turns out that this allows us to control the difference
quotient for h arbitrarily small by using some useful interpolation lemmas included in the
appendix.
For the following Lemma, α ∈ (0, 1) is a sufficiently small Ho¨lder exponent such that
Liouville’s Theorem 2.3 and the Ho¨lder estimate Theorem 3.1 hold for this given exponent.
The constants 0 < λ ≤ Λ < ∞ used in the next proof are also universal and determined in
Section 5.
Lemma 4.1. Let u(·, t) ∈ C(B1(−ten) → [0,∞)) be a viscosity solution of the Hele-Shaw
problem in the time interval (−1, 0], u¯ the hodograph transform of u with respect to ε > 0,
and e ∈ ∂Bn−11 . Given β ∈ (0, 1), η ∈ (0, 1 − β), C0 > 0 and r ∈ (0, 1/2); there exists
ε0 ∈ (0, 1) and C > 0 depending on β, η, C0, and r such that if the following hypotheses are
satisfied,
ε ∈ (0, ε0) , ‖u¯‖L∞(Q+1 ) ≤ 1, suph∈(C0ε,r)
[
δheu¯
hβ
]∗
Cη
trun(C0ε)
(B¯dr)
≤ C0,
then,
sup
ρ∈(0,r/2)
(x,t)∈Bd
r/4
h∈(ρ2,ρ)
ρ−α
[
δheu¯
hβ
]∗
Cη
trun(ρ2)
(Bdρ(x,t))
≤ C.
Remark 4.2. The previous estimate already implies that δheu¯ and u¯ are continuous (single-
valued) functions with respect to the topology induced by the metric d.
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Proof. Assume by contradiction that for some sequence εk → 0+ there exists a sequence of
solutions uk(·, t) such that the hodograph transform u¯k of uk with respect to εk satisfies,
‖u¯k‖L∞(Q+1 ) ≤ 1 and suph∈(C0εk,r)
[
δheu¯k
hβ
]∗
Cη
trun(C0εk)
(Bdr)
≤ C0.
However,
Θ(ρ) := sup
%∈(ρ,r/2)
(x,t)∈Bd
r/4
lim
k→∞
sup
h∈(%2,%)
%−α
[
δheu¯k
hβ
]∗
Cη
trun(%2)
(Bd%(x,t))
↗∞ as ρ→ 0+.
Consider a sequence ρm → 0+ and let %m ∈ (ρm, r/2) and (xm, tm) = (x′m, (xm)n, tm) ∈
Bdr/4 such that,
lim
k→∞
sup
h∈(%2m,%m)
%−αm
[
δheu¯k
hβ
]∗
Cη
trun(%2m)
(Bd%m (xm,tm))
≥ 1
2
Θ (ρm)→∞.(4.15)
Let km sufficiently large such that,
C0εkm < %
5/α
m and sup
h∈(%2m,%m)
%−αm
[
δheu¯km
hβ
]∗
Cη
trun(%2m)
(Bd%m (xm,tm))
≥ 1
4
Θ (ρm) .
We get from the truncated Cη control that,
sup
h∈(%2m,%m)
[
δheu¯km
hβ
]∗
Cη
trun(%2m)
(Bd%m (xm,tm))
≤ sup
h∈(C0εkm ,r)
[
δheu¯km
hβ
]∗
Cη
trun(C0εkm
)(Bdr)
≤ C0.
Then (4.15) implies that %m → 0.
After taking a subsequence we can assume one of the following two alternatives.
Case I: (xm)n ≤ %m. Consider the following rescalings centered at (x′m, 0, tm) for t ∈
(−Rm, 0] where Rm := r/(2
√
n%m)→∞,
vm(x, t) :=
ukm(%mx+ x
′
m, %mt+ tm)
%m
, v¯m(x, t) :=
u¯km(%mx+ x
′
m, %mt+ tm)
%β+αm Θ(%m)
.
Therefore vm(·, t) ∈ C(BRm(−ten) → [0,∞)) is also solution of Hele-Shaw and v¯m is its
hodograph transform with respect to ζm := εkm%
β+α−1
m Θ(%m). The hypotheses for u¯km imply
the following for any radius R ≥ 1,
ζm‖v¯m‖2/αL∞(Q¯+R) ≤ εkm%
β+α−1
m Θ(%m)
‖u¯km‖L∞(Bd√n%mR(x′m,tm))
%β+αm Θ(%m)
2/α ≤ ε1/2km ,(4.16)
sup
h∈(%mR2,R)
[
δhev¯m
hβ
]∗
Cη
trun(%mR2)
(BdR)
≤ Rα,(4.17)
sup
h∈(%m,1)
[
δhev¯m
hβ
]∗
Cη
trun(%m)
(Bd2)
≥ 1
4
.(4.18)
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Indeed, (4.17) gets deduced from the following computation,
sup
h∈(%mR2,R)
[
δhev¯m
hβ
]∗
Cη
trun(%mR2)
(BdR)
≤ sup
h∈(%2mR2,%mR)
%−αm
Θ(%m)
[
δheu¯km
hβ
]∗
Cη
trun(%2mR
2)
(Bd%mR(x
′
m,tm))
,
≤ RαΘ(%mR)
Θ(%m)
,
≤ Rα.
On the other hand, (4.18) gets deduced from,
sup
h∈(%m,1)
[
δhev¯m
hβ
]∗
Cη
trun(%m)
(Bd2)
=
%−αm
Θ(%m)
sup
h∈(%2m,%m)
[
δheu¯km
hβ
]∗
Cη
trun(%2m)
(Bd2%m (x′m,tm))
≥ %
−α
m
Θ(%m)
sup
h∈(%2m,%m)
[
δheu¯km
hβ
]∗
Cη
trun(%2m)
(Bd%m (xm,tm))
≥ 1
4
.
From (4.17) for R = 2 and (4.18), Corollary 7.4 implies that there exists c > 0, depending
on (1− (β + η)) and C0, but independent of m, such that for some hm ∈ (c, 1)[
δhmev¯m
hβm
]∗
Cη
trun(%m)
(B+2 )
≥ 1
8
.
Let us assume then without loss of generality that hm → h ∈ [c, 1] ⊆ (0, 1]. Moreover,
after having fixed h we can assume from (4.17) that the following convergence holds locally
uniformly over the boundary Rn−1 × (−∞, 0],
δhev¯m(·, 0, ·)− δhev¯m(0, 0, 0)→ w(·, 0, ·),
where for any R ≥ 1,
‖w(·, 0, ·)‖
L∞
(
Qn−1
R/
√
n
) ≤ C0Rα.
For fixed t ≤ 0 and any subsequence ml, the control given by (4.17) in Rn+ implies that
δhev¯ml(·, ·, t) has an accumulation point which we also denote by w(·, ·, t), now extended to
Rn+. By Lemma 5.2 we get that w(·, ·, t) is harmonic, takes the boundary value w(·, 0, t) an is
sub-linear at infinity. By the uniqueness of solutions of the Dirichlet problem for the Laplace
equation over Rn+ with sublinear growth at infinity and the arbitrariness of the subsequence,
we recover that the original sequence δhev¯m(·, ·, t) has to converge to w(·, ·, t) locally uniformly
in R¯n+. Moreover, we also get local uniform convergence in time. Indeed, let us assume by
contradiction that there exists R, η > 0 such that for some sequence tm → t∞ ∈ [−R, 0],
osc
B¯+R
(δhev¯m(·, ·, tm)− δhev¯m(0, 0, 0)− w(·, ·, tm)) > η
By compactness we can assume that (δhev¯m(·, ·, tm) − δhev¯m(0, 0, 0)) convergences locally
uniformly. By Lemma 5.2 we get that the accumulation point has to be a harmonic function.
By the local uniform convergence over Rn−1 × (−∞, 0] we get that such harmonic function
has to be w(·, ·, t∞). This now contradicts the fact that the previous oscillation over B¯+R was
uniformly greater than η > 0.
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From (4.18) and the lower bound for h we get that,
[w]Cη(Bd2 ) > 0.(4.19)
From (4.16) and the previous analysis about the convergence of δhev¯m → w, Theorem 5.1
implies that w satisfies the following viscosity relations in Rn−1 × (−∞, 0]
inf
a∈[λ,Λ]
a∂nw ≤ ∂tw ≤ sup
a∈[λ,Λ]
a∂nw.
Given that w is sublinear at infinity, Liouville’s Theorem 2.3 implies that w is constant
therefore contradicting (4.19). This concludes Case I.
Case II: (xm)n > %m. In this case we now consider the rescalings centered at (xm, tm)
vm(x, t) :=
ukm(%mx+ xm, %mt+ tm)
%m
, v¯m(x, t) :=
u¯km(%mx+ xm, %mt+ tm)
%β+αm Θ(%m)
.
Similar to the previous case we find that for some h > 0, δhev¯m(·, 0) has an accumulation point
w ∈ C({xn > −1} → R) which is harmonic, sublinear at infinity and satisfies [w]Cη(B1) > 0.
Notice the analysis now happens for a fixed time, taking the form of an elliptic problem.
Again we obtain that w provides a contradiction to Liouville’s Theorem (just for the Laplace
equation) from where we conclude Case II and the proof of the lemma. 
Corollary 4.3. Under the same assumptions of Lemma 4.1: If β+α+ η < 1 then for some
C > 0 depending on β, η, C0, and r,
sup
h∈(Cε,r/16)
[
δheu¯
hβ+α
]∗
Cηα
trun(Cε)
(
Bd
r/16
) ≤ C.(4.20)
If β + α > 1 then the directional derivative ∂eu¯ := e ·Du¯ exists and satisfies,
[∂eu¯]Cα
(
Qn−1
r/(4
√
n)
) ≤ C.(4.21)
Proof. Setting h = ρ in Lemma 4.1 we get that,
sup
h∈(0,r/8)
∥∥∥∥ δ2heu¯hβ+α+η
∥∥∥∥
L∞
(
Bd
r/16
) ≤ C.
If β + α + η < 1 then Lemma 7.3 implies that,
sup
h∈(0,r/8)
∥∥∥∥ δheu¯hβ+α+η
∥∥∥∥
L∞
(
Bd
r/16
) ≤ C.
Our goal is to get that,
sup
h,ρ∈(Cε,r/8)
(x0,t0)∈Bdr/16
osc
Bdρ(x0,t0)
δheu¯
hβ+αρηα
≤ C.
We consider two cases. If ρα ≥ h we bound δheu¯ in terms of h,
osc
Qn−1ρ (x0,t0)
δheu¯
hβ+αρηα
≤ C h
η
ρηα
≤ C.
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If ρα ∈ ((Cε)α, h) we bound δheu¯ in terms of ρ using the truncated Ho¨lder estimate given by
Theorem 3.1,
osc
Qn−1ρ (x0,t0)
δheu¯
hβ+αρηα
≤ ρ
α−ηα
hβ+α
≤ C.
This concludes the case β + α + η < 1.
If β + α > 1 then Lemma 7.5 implies that ∂eu¯ exists and satisfies (4.21). 
The following corollary provides the last step proving Theorem 1.1. In the following we
let M be a positive integer sufficiently large such that the previous results hold for α = 1/M .
Corollary 4.4. Let u(·, t) ∈ C(B1(−ten)→ [0,∞)) be a viscosity solution of the Hele-Shaw
problem in the time interval (−1, 0] and u¯ the hodograph transform of u with respect to ε > 0.
There exist ε0 ∈ (0, 1), r ∈ (0, 1) and C > 0 universal such that,
ε ∈ (0, ε0) , ‖u¯‖L∞(Q¯+1 ) ≤ 1 ⇒ [DRn−1u¯]Cα/2(Qn−1r ) ≤ C.
Proof. Let e ∈ ∂Bn−11 , β = 1− α/2 and for k = 0, 1, 2, . . . , (M − 2) = (1/α− 2),
βk := α/2 + kα, ηk := (1− β)αk, rk := 16−(k+1).
Our first claim is that for each k = 0, 1, 2, . . . , (M − 1), there exists εk ∈ (0, 1) and Ck > 0
such that,
ε ∈ (0, εk) , ‖u¯‖L∞(Q¯+1 ) ≤ 1 ⇒ suph∈(Ckε,rk)
[
δheu¯
hβk
]
C
ηk
trun(Ckε)
(Bdrk)
≤ Ck.(4.22)
Theorem 3.1 provides the result for k = 0. Let us assume that (4.22) holds for some
k < (M − 2) and let ε¯k and C¯k > 0 be the constants resulting from applying Corollary 4.3
with respect to βk, ηk, Ck and rk. Then, the inductive step holds for εk+1 = min(εk, ε¯k) and
Ck+1 := max(Ck, C¯k).
For the final step we consider ε¯ and C¯ > 0 be the constants resulting from applying
Corollary 4.3 with respect to βM−1 = 1−α/2, ηM−1, CM−1 and rM−1 and ε0 := min(εm−1, ε¯)
and C := max(Cm−1, C¯). The estimate then gets established for the directional derivative
∂eu¯ after applying Lemma 4.1 now in the case where β + α > 1. The arbitrariness of the
direction e ∈ ∂Bn−11 settles the proof. 
5. Limiting Equations
Our goal in this section is to recover a limiting equation for the difference quotient of
the free boundary as the flatness goes to zero. Assuming for a moment that the Hele-Shaw
equations for u hold in the global domain Rn × (−∞, 0] and that u¯ is single valued and
smooth, we get to differentiate the relation,
u(x− (t+ εu¯(x, t))en, t) = xn.
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From the free boundary condition we get that u¯ satisfies in Rn−1 × (−∞, 0],
1 + ε∂tu¯√
1 + ε2|DRn−1u¯|︸ ︷︷ ︸
∂tu
|Du|
=
√
1 + ε2|DRn−1u¯|
1− ε∂nu¯︸ ︷︷ ︸
|Du|
⇒ ∂tu¯ = ∂nu¯
1− ε∂nu¯ + ε
|DRn−1u¯|2
1− ε∂nu¯ .(5.23)
Consider now the difference w(x, t) = δheu¯(x, t), where h > 0 and e ∈ ∂Bn−11 . Then,
∂tw = δhe
(
∂nu¯
1− ε∂nu¯
)
+ εδhe
( |DRn−1u¯|2
1− ε∂nu¯
)
= a∂nw + εδhe
( |DRn−1u¯|2
1− ε∂nu¯
)
,
where
a(x, t) =
1
1− ε∂nu¯
∣∣∣∣
(x,t)
+ ε
(
1
1− ε∂nu¯
∣∣∣∣
(x+(h/2)e,t)
)(
1
1− ε∂nu¯
∣∣∣∣
(x−(h/2)e,t)
)
In order to obtain a uniformly elliptic equation as the flatness ε→ 0 it is desirable to have
0 < λ ≤ 1
1− ε∂nu¯ = |Du| ≤ Λ <∞.
We will see that these bounds can be enforced at regular points of the free boundary by
combining the flatness hypothesis with the standard barrier argument used in the Hopf
Lemma.
Here is the main result of this section. The exponent α is the one from Theorem 3.1.
Theorem 5.1. Let εk → 0+, Rk → ∞, uk(·, t) ∈ C(BRk(−ten) → [0,∞)) be a sequence of
viscosity solutions of the Hele-Shaw problem in the time interval (−Rk, 0], u¯k its hodograph
transform with respect to εk, e ∈ ∂Bn−11 and h > 0 such that,
ε
α/2
k ‖u¯k‖L∞(Q+R) −−−→k→∞ 0.
δheu¯k −−−→
k→∞
w locally uniformly in Rn+ × (−∞, 0],
‖w‖L∞(Q+R) ≤ CR
α.
then w(·, t) is a harmonic function in Rn+ and satisfies the following global viscosity relations
in Rn−1 × (−∞, 0],
inf
a∈[λ,Λ]
a∂nw ≤ ∂tw ≤ sup
a∈[λ,Λ]
a∂nw
for some ellipticity constants 0 < λ ≤ Λ <∞ depending only on n.
The following Lemma shows that for t fixed w(·, t) is harmonic. We assume without loss
of generality that t = 0 and ignore the time dependence. Here the hodograph u¯ is constructed
as in Section 2 but keeping t = 0 fixed. This gives a multivalued function for which each one
of its set values is a subset of the original hodograph defined using approximating sequences in
space and time. The hypothesis assumed in Theorem 5.1 are inherited for this construction.
Lemma 5.2. Let εk → 0, Rk → ∞, uk ∈ C(BRk → [0,∞)) harmonic in BRk ∩ {uk > 0}
and u¯k the hodograph transform with respect to εk
uk(x− εku¯k(x)en) = xn;(5.24)
let e ∈ ∂Bn−11 and h > 0.
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Given that
ε
1/2
k ‖u¯k‖L∞(B+R) −−−→k→∞ 0 for any R > 0.
δheu¯k −−−→
k→∞
w locally uniformly in Rn+,
then w is a harmonic function in Rn+.
Remark 5.3. For the next proof we use the following notation for e ∈ ∂Bn−11 and h > 0,
Bρ(X0) := Bρ(X0) ∪Bρ(x0 + (h/2)e) ∪Bρ(X0 − (h/2)e).
Proof. Let us fix x0 ∈ Rn+, ρ = (x0)n/5, R = 10ρ, and
X0 = x0 − εu¯k(x0)en.
For k sufficiently large ρ > εk‖u¯k‖L∞(B+R), which implies B4ρ(X0) ⊆ {uk > 0}. Then uk is
harmonic in B4ρ(X0) and
ρ‖Duk − en‖L∞(B3ρ(X0)) + ρ2‖D2uk‖L∞(B3ρ(X0)) ≤ Cεk‖u¯k‖L∞(B+R).
For k sufficiently large we get that uk is increasing in the en direction, therefore u¯k is single
valued and smooth in B2ρ(x0). By implicitly differentiating (5.24) we obtain,
∆Rn−1uk =
1
∂nuk
(
2DRn−1∂nuk − ∂
2
nuk
∂nuk
DRn−1uk
)
·DRn−1uk + εk∂nuk∆Rn−1u¯k,
∂2nuk = εk(∂nuk)
3∂2nu¯k.
Form the harmonicity of uk,
∆u¯k + bk(x)∆Rn−1u¯k = fk(x),(5.25)
bk(x) :=
((
1
∂nuk
)2
− 1
)∣∣∣∣∣
x−εku¯k(x)en
,
fk(x) :=
(
− 1
εk∂nu4k
(
2DRn−1∂nuk − ∂
2
nuk
∂nuk
DRn−1uk
)
·DRn−1uk
)∣∣∣∣
x−εku¯k(x)en
.
Taking δhe we obtain the following relation in B2ρ(x0),
∆ (δheu¯k) + ck(x)∆Rn−1 (δheu¯k) = Fk(x)
ck(x) := bk(x+ (h/2)e)
Fk(x) := δhefk(x)− (δhebk(x)) ∆Rn−1u¯k(x− (h/2)e)
By the interior estimates for u in B3ρ(X0) we know that the coefficients above satisfy,
‖ck‖L∞(Bρ(x0)) + ‖Fk‖L∞(Bρ(x0)) ≤ ξk := C(ρ)εk
(
‖u¯k‖2L∞(B+R) + 1
)
−−−→
k→∞
0.
Then,
|∆ (δheu¯k) | − ξk|∆Rn−1 (δheu¯k) | ≤ ξk.
The harmonicity of w in Bρ(x0) now follows from the standard stability for elliptic equations.

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The challenging part of Theorem 5.1 is obtaining the linearization of the free boundary
relation. Unlike the previous lemma, there may not be sufficient regularity of the solution
that would allow us to evaluate the equations for u¯ at every point, which complicates ob-
taining an equation for the difference of the solution and its translate. This is a delicate
issue appearing throughout the theory of viscosity solutions that fortunately has been well
understood since work of Jensen [26]. The idea is to approximate the solution by inf/sup
convolutions which enjoy the following useful properties:
(a) They become sub and supersolutions.
(b) They allow to evaluate the free boundary condition in a classical sense at suitable
regular points, which are a set of full measure.
(c) They approximate the original solution.
An additional advantage that we obtain with the construction is that it allows to control
also the “curvature” of the (regularized) free boundaries, which yields control over |Du|.
5.1. Inf and Sup Convolutions. Let ε ∈ (0, 1), R ≥ 1 and R > R be a sufficiently large
radius that will change in each statement in order to allow enough room for the constructions
and results of this section. The reader should keep in mind that once a property gets
established for R then those attributes can be immediately assumed for R in the following
steps by replacing the original R by a even larger radius if necessary.
Let u(·, t) ∈ C(BR(−ten) → [0,∞)) and u¯ : R¯n+ → P (R) its hodograph transform with
respect to ε > 0 such that
εN ∈ (0, 1) where N := ‖u¯‖L∞(Q¯+R) + 1.
This implies that for t ∈ (R, 0] and x ∈ BR(−ten)
(xn + t− εN)+ ≤ u(x, t) ≤ (xn + t+ εN)+.(5.26)
(To be precise, εN ∈ (0, 1) implies the previous inequalities with a radius smaller that R, for
instance (R− 1). This is the type of technicalities that we talk about in the first paragraph
and omit in subsequent steps).
In this setting we construct for ξ, τ ∈ (0, 1):
uξ,τ (x, t) := sup
t∈R
y∈P ξ,τ (s)
u∗(x+ y, t+ s),
uξ,τ (x, t) := inf
t∈R
y∈Pξ,τ (s)
u∗(x+ y, t+ s),
where,
P ξ,τ (s) :=
{
(y′, yn) ∈ Rn : yn ≤ −2εN
(
1
ξ
|y′|2 + 1
τ
s2
)
− s
}
,
Pξ,τ (s) :=
{
(y′, yn) ∈ Rn : yn ≥ 2εN
(
1
ξ
|y′|2 + 1
τ
s2
)
− s
}
.
Recall that u∗ and u∗ denote the upper and lower semicontinuous envelopes of u defined
in (2.8). The main idea behind the construction of uξ,τ is that for each level set of u we are
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Figure 4. Sup convolution of the free boundary.
taking a type of sup-convolution of by touching them with paraboloids from the zero set.
See Figure 4.
Lemma 5.4. Under the flatness hypothesis (5.26) we get that:
(a) Flatness: For t ∈ (−R, 0] and x ∈ BR(−ten),
(xn + t− εN)+ ≤ uξ,τ (x, t) ≤ (xn + t+ εN)+.
(b) Dual point: For t0 ∈ (−R, 0] and x0 ∈ Ω+uξ,τ (t0)∩BR(−t0en) let (y0, s0) = (y′0, (y0)n, s0)
be a point where the supremum in the construction of uξ,τ (x0, t0) is realized. Then
|s0| < τ 1/2, |y′0| < ξ1/2, |(y0)n| < 2εN, y0 ∈ ∂P ξ,τ (s0) ,
and
uξ,τ (· − y0, · − s0) touches u∗ from above at (x0 + y0, t0 + s0).
In particular, by considering the limiting case as xk → x0 ∈ Γuξ,τ (t0) we recover the
same property for x0 ∈ Γuξ,τ (t0) with (x0 + y0) ∈ Γu∗(t0 + s0).
(c) Equations: If u = u∗ is a viscosity subsolution of the Hele-Shaw problem then uξ,τ
is also a viscosity subsolution in BR(−ten).
(d) Hodograph: The hodograph u¯ξ,τ is single valued in Q+R. Moreover, for every xn ∈
[0, R), u¯ξ,τ (·, xn, ·) can be also computed as a sup-convolution of u¯∗(·, xn, ·),
u¯ξ,τ (x′, xn, t) = sup
|s|<τ1/2
|y′|<ξ1/2
u¯(x′ + y′, xn, t+ s)− 2N
(
1
ξ
|y′|2 + 1
τ
s2
)
.(5.27)
(e) C1,1 Regularity from below: For (x′0, (x0)n, t0) ∈ Q+R, let (y′0, s0) a point where
the supremum in (5.27) is realized, then we have that for all (x′, t) ∈ Qn−1R ,
u¯(x′0 + y
′
0, (x0)n, t0 + s0)− 2N
(
1
ξ
|x′ − (x′0 + y′0)|2 +
1
τ
(t− (t0 + s0))2
)
≤ u¯ξ,τ (x′, (x0)n, t).
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(f) Lipschitz regularity: The hodograph u¯ξ,τ (·, 0, t) is Lipschitz continuous
sup
t∈(−R,0]
[u¯ξ,τ (·, 0, t)]C0,1(Bn−1R ) ≤
2N
ξ1/2
In particular, for every t ∈ (−R, 0], Ω+
uξ,τ
(t) ∩BR(−ten) is a Lipschitz domain.
(g) Rate of convergence: For (x′, xn, t) ∈ Q¯+R,
u¯(x′, xn, t) ≤ u¯ξ,τ (x′, xn, t) ≤ sup
|s|<τ1/2
|y′|<ξ1/2
u¯(x′ + y′, xn, t+ s).
As τ → 0, u¯ξ,τ decreases pointwise to u¯ξ,0 where,
u¯(x′, xn, t) ≤ uξ,0(x′, xn, t) := sup
|y′|<ξ1/2
u¯(x′ + y′, xn, t)− 2N
ξ
|y′|2 ≤ sup
|y′|<ξ1/2
u¯(x′ + y′, xn, t)
As a function in space and time, u¯ξ,0 is still upper semicontinuous.
Remark 5.5. The construction of u¯ using approximating sequences includes its own semi-
continuous envelopes. Therefore, the supremum in (5.27) is achieved.
Proof. Given that P ξ,τ (s) ⊆ {yn ≤ −(εN/τ)s2 − s} we get the following bounds for uξ,τ
coming from the flatness hypothesis for u,(
xn − 2εN
τ
s2 + t− εN
)
+
≤ sup
y∈P ξ,τ (s)
u∗(x+ y, t+ s),(5.28)
≤
(
xn − 2εN
τ
s2 + t+ εN
)
+
.
This immediately implies both bounds for part (a).
For part (b) we notice that if |t| ≥ τ 1/2 implies that,(
P ξ,τ (t) + x0
) ∩BR(−(t0 + t)en) ⊆ {xn < (x0)n − t− 2εN} ∩BR(−(t0 + t)en)
⊆ {x ∈ BR(−(t0 + t)en) : uξ,τ (x, t0 + t) < uξ,τ (x0, t0)}.
The last inclusion follows from the flatness already proven for uξ,τ . Therefore uξ,τ (x+x0, t0 +
t) < uξ,τ (x0, t0) for |t| ≥ τ 1/2 and x ∈ P ξ,τ (t) implies that |s0| < τ 1/2. From the flatness we
also get that,
x0 + y0 ∈ (P ξ,τ (s0) + x0) ∩ {x ∈ BR(−(t0 + s0)en) : uξ,τ (x, t0 + s0) ≥ uξ,τ (x0, t0)},
⊆ (P ξ,τ (s0) + x0) ∩ {xn ≥ (x0)n − s0 − 2εN},
⊆ {(z′, zn) ∈ Rn : |z′ − x′0| < ξ1/2, |zn − (x0)n| < 2εN}
The fact that y0 ∈ ∂P ξ,τ (s0) follows from the maximum principle applied to the harmonic
function u(·, s0). Finally, the inequality uξ,τ (x − y0, t − s0) ≥ u(x, t) follows from the con-
struction because,
uξ,τ (x− y0, t− s0) = sup
s∈R
z∈P ξ,τ (s)
u∗(x− y0 + y, t− s0 + s) ≥
s=s0
y=y0∈P ξ,τ (s0)
u∗(x, t).
For part (c) we get that the function uξ,τ (·, t) is subharmonic because it is the supremum
of subharmonic functions. The free boundary equation follows as a consequence of part (b).
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A test function ϕ that touches uξ,τ from above at x0 ∈ Γuξ,τ (t0) can be translated by (y0, s0)
to a get a test function that touches u∗ = u from above at (x0 + y0) ∈ Γu(t0 + s0).
For part (d), we see that u¯ξ,τ is single valued if and only if uξ,τ (·, t) is strictly increasing
in the en direction, which follows by the strict maximum principle. We prove now that
u¯ξ,τ (x, xn, t), originally defined as the hodograph of u
ξ,τ evaluated at (x, t) = (x′, xn, t) ∈ Q¯+R,
can be computed also as a sup-convolution of u¯(·, c, ·) at (x′, t). Let,
X = x− (t+ εu¯ξ,τ (x, t))en.
We obtain that,
(P ξ,τ (s) +X) ∩BR(−(t+ s)en) ⊆ {Y ∈ BR(−(t0 + s)en) : u∗(Y, t+ s) ≤ uξ,τ (X, t) = xn},
⊆ {Y ∈ BR(−(t+ s)en) : u(Y, t+ s) ≤ xn}
In terms of the hodograph it implies that for y′ ∈ Rn−1,
u¯ξ,τ (x, t) + 2N
(
1
ξ
|y′|2 + 1
τ
s2
)
≥ u¯(x′ + y′, c, t+ s).
Hence,
u¯ξ,τ (x, t) ≥ sup
s,y′
u¯(x′ + y′, c, t+ s)− 2N
(
1
ξ
|y′|2 + 1
τ
s2
)
.
Part (b) provides the desired equality and the bounds for s and y′.
The remaining properties are now well known results for the sup-convolution and can
actually be proven using arguments similar to the ones we have already given so far. See for
instance, Chapter 5 in [9]. 
The next step is to consider for each t ∈ (−R, 0], the harmonic replacement of the
subharmonic function uξ,τ (·, t) in Ω+
uξ,τ
(t) ∩ BR(−ten). The following Dirichlet problem can
be solved in the classical sense given that Ω+
uξ,τ
(t) ∩BR(−ten) is a Lipschitz domain,
∆U ξ,τ (·, t) = 0 in Ω+
uξ,τ
(t) ∩BR(−ten),
U ξ,τ (·, t) = uξ,τ (·, t) on ∂ (Ω+
uξ,τ
(t) ∩BR(−ten)
)
,
Notice that U ξ,τ (·, t) and U¯ ξ,τ (·, t) inherit some of the main characteristics of uξ,τ (·, t)
and u¯ξ,τ (·, t), namely:
(a) The flatness property (a) remains the same for U ξ,τ (·, t).
(b) U¯ ξ,τ (·, t) is single valued. This follows from the monotonicity of the boundary data
in the en direction.
(c) U¯ ξ,τ (·, 0, ·) = u¯ξ,τ (·, 0, ·) is C1,1 regular from below.
(d) The rate of convergence remains the same thanks to the comparison principle.
The advantage of having now a harmonic function is that it rules out any possible de-
generate growth of the function at regular points of the free boundary which we define next.
Let U : Ω → [0,∞) be a harmonic function in Ω+U . We say that X0 ∈ ΓU is a regular
point from the positive set if there exists a ball
Br+(P
+) ∩ Ω ⊆ Ω+U such that X0 ∈ B¯r+(P+) ∩ ΓU .
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It is well known that in this case U has a precise linear asymptotic behavior along nontan-
gential regions of Ω+U about X0, see [5, Section 11.6]. In other words, there exists a number
|DNTU(X0)| ∈ (0,∞] such that for X ∈ Ω+U approaching X0 non tangentially,
U(X) = |DNTU(X0)|(X −X0) · ν + o(|X −X0|), where ν := P
+ −X0
r+
.
Moreover, by adding a hypothesis of the form
U ≥ (xn − ((P+)n − d))+ where d ∈ [r+/2, r+]
we get by a standard barrier argument that for some universal constant λ > 0,
|DNTU(X0)| ≥ λ.
For U ξ,τ (·, t0) we get that every point X0 ∈ ΓUξ,τ (t0) is regular from the positive set with
respect to a ball of radius r+ ∼ ξ/(2Nε). Therefore, by making ξ = ε and assuming that
N2ε is sufficiently small we recover a universal bound from below for |DNTU ξ,τ |.
Similar conclusions hold if we assume that X0 ∈ ΓU is a regular point from the zero set.
In other words, there exists a ball
Br0(P
0) ∩ Ω ⊆ Ω0U such that X0 ∈ B¯r0(P 0) ∩ ΓU .
Once again there exists a number |DNTU(X0)| ∈ [0,∞) such that for X ∈ Ω+U approaching
X0 non tangentially,
U(X) = |DNTU(X0)|(X −X0) · ν + o(|X −X0|), where ν := X0 − P
0
r0
.
Moreover, for some universal constant Λ > 0
U ≤ (xn − ((P 0)n + d))+ where d ∈ [r0/2, r0] ⇒ |DNTU(X0)| ≤ Λ.
We should keep this in mind for Uξ,τ (·, t) defined as the harmonic replacement of uξ,τ (·, t) in
BR(−ten).
At this point we have we have that we can evaluate at least the spatial ingredient from
the free boundary relation for U ξ,τ . Notice also that the free boundary gets parametrized
by,
ΓUξ,τ (t) = {(x′, xn, t) ∈ BR(−ten) : xn = −t− εU¯ ξ,τ (x′, 0, t)}.
Recall from Definition 2.2 that x0 = (x
′
0, (x0)n) ∈ ΓUξ,τ (t0) is a regular point in space time
if U¯ ξ,τ punctually C1,1 at (x′0, 0, t0). In other words, there exist DRn−1U¯
ξ,τ (x′0, 0, t0) ∈ Rn−1
and ∂tU¯
ξ,τ (x′0, 0, t0) ∈ R such that,
U¯ ξ,τ (x′, 0, t) = P (x′, t) +O(|x′ − x′0|2 + |t− t0|2),
P (x′, t) := U¯ ξ,τ (x′0, t0) +DRn−1U¯
ξ,τ (x′0, 0, t0) · (x′ − x′0) + ∂tU¯ ξ,τ (x′0, 0, t0)(t− t0).
Recall that in Section 2 we defined the speed of the interphase whenever this can be
parametrized by a function which is punctually first order differentiable at a given point.
Lemma 5.6. If x0 = (x
′
0, (x0)n) ∈ ΓUξ,τ (t0) is a regular point in space time then the free
boundary relation can be evaluated in the following classical sense,
∂tU
ξ,τ
|DU ξ,τ |(x0, t0) ≤ |D
NTU ξ,τ (x0, t0)|.
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Proof. Let η > 0 be a small parameter that will be send to zero at the end of the proof and
consider the set,
DB,η(t) = {xn ≤ −t− ε(P (x′, t)−B(|x′ − x′0|2 + |t− t0|2))}.
For B > 0 sufficiently large and η, r > 0 sufficiently small we get that,
DB,η(t) ∩Br(−ten) ⊆ Ω0Uξ,τ (t) for all t ∈ (t0 − r, t0].
Let d(·, t) be the distance function to D2B,η and,
ϕ(x, t) := (|DNTU ξ,τ (x0, t0)|+ η)d(x, t)− Cd(x, t)2.
Where C > 0 is a sufficiently large constant such that
∆ϕ(·, t) ≤ 0 in Br(−ten) \D2B,η(t).
By making r even smaller if necessary we get that ϕ touches U ξ,τ from above at (x0, t0),
therefore,
1 + ε∂tU¯
ξ,τ (x′0, 0, t0)√
1 + ε2|DRn−1U¯ ξ,τ (x′0, 0, t0)|2
=
∂tϕ
|Dϕ|(x0, t0) ≤ |Dϕ(x0, t0)| = |D
NTU ξ,τ (x0, t0)|+ η.
We recover then the desired inequality after sending η to zero. 
5.2. Proof of Theorem 5.1. Let Rk → ∞ as in Theorem 5.1 and Rk > Rk → ∞ such
that we have enough room to apply the constructions and results in the previous part with
respect to uk. Here we use the following notation,
Nk := ‖u¯k‖L∞(Q¯+Rk) + 1,
V k,τ (x, t) := U εk,τk
(
x+ (h/2)e, t− τ 1/2) , vk,τ := V¯ k,τ
Vk,τ (x, t) := Uk,εk,τ
(
x− (h/2)e, t− τ 1/2) , vk,τ := V¯k,τ
wk,τ := vk,τ − vk,τ .
The subsolution inequality of Theorem 5.1 becomes now a consequence of the following
stability result. The supersolution inequality can be obtained with a similar argument from
where we finally settle the proof of Theorem 5.1.
Lemma 5.7. Under the hypothesis of Theorem 5.1 there exist a constant 0 < λ ≤ Λ < ∞
such that w satisfies in the viscosity sense
∂tw ≤ sup
a∈[λ,Λ]
a∂nw in Rn−1 × (−∞, 0].
Proof. Let us assume without loss of generality that ϕ ∈ C∞(Q+r ) is a test function touching
w from above at (0, 0) such that,
ϕ(x, t) = p · x+ st+O(|x|2 + t2), p := Dϕ(0, 0) ∈ Rn, s := ∂tϕ(0, 0) ∈ R.
Our goal is to establish that,
s ≤ sup
a∈[λ,Λ]
apn.
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Let B > 1, η ∈ (0, 1), and
P (x, t) := B(|x′|2 − (n− 1)x2n)︸ ︷︷ ︸
:=Q(x)
+ (p+ ηen) · x+ (s− η)t︸ ︷︷ ︸
:=L(x,t)
.
By taking B sufficiently large and then replacing r by a sufficiently small radius,
w ≤ ϕ < P − (|x|2 + t2) in Q¯+r .
Therefore,
inf
Q¯+ηr\Q¯+ηr/2
(P − w) > (ηr/2)2 and inf
Q¯+
ηr/2
(P − w) = 0.
By the (local) uniform convergence of δheu¯k → w we obtain that for k sufficiently large,
inf
Q¯+ηr\Q¯+ηr/2
(P − δheu¯k) > (1− σ)(ηr/2)2 and inf
Q¯+
ηr/2
(P − δheu¯k) < σ(ηr/2)2.
The constant σ > 0 is universal and will be determined latter on. Our next step is to choose
τk > 0 sufficiently small such that similar relations hold for w
k,τk .
From the Ho¨lder estimate for u¯k we already know that,
[u¯k]
∗
Cα
trun(Cεk)
(
BdRk
) ≤ CNk.
We consider k large enough such that CNkε
α/2
k < σ(ηr/2)
2. By the rate of convergence given
by part (g) in Lemma 5.4 we get now that,
inf
Q¯+
3ηr/4
\Q¯+
ηr/2
(
P − wk,0) > (1− 3σ)(ηr/2)2 and inf
Q¯+
ηr/2
(
P − wk,0) < 3σ(ηr/2)2,
At this moment we argue that there exists τk > 0 sufficiently small such that,
inf
Q¯+
3ηr/4
\Q¯+
ηr/2
(
P − wk,τk) > (1− 5σ)(ηr/2)2 and inf
Q¯+
ηr/2
(
P − wk,τk) < 5σ(ηr/2)2,(5.29)
Actually for the second relation it suffices to use only the pointwise convergence as τ → 0
about a point where the infimum is realized.
The separation over Q¯+3ηr/4\Q¯+ηr/2 follows by compactness. Assume that for some sequence
τm → 0 there exists (xm, tm)→ (x∞, t∞) ∈ Q¯+ηr \ Q¯+ηr/2 such that
(P − wk,τm)(xm, tm) ≤ (1− 5σ)r2/4.
This implies that there exist t+m, t
−
m ∈ (tm − 2τ 1/2m , tm) such that,
P (xm, t
−
m)−
(
vk,0(xm, t
+
m)− vk,0(xm, t−m)
) ≤ (1− 3σ)r2/4.
The contradiction now follows because vk,0 and vk,0 are respectively upper and lower semi-
continuous.
Now that τk > 0 has been fixed we denote V
k := V k,τk , Vk := Vk,τk , v
k := vk,τk , vk := vk,τk
and wk := wk,τk . The next step is to consider conformal deformations of V k and Vk using
P = Q+ L in order to obtain a contact point between two free boundaries.
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Let ρk := (εkB)
−1 and consider the following Kelvin transform applied to V k,
V˜ k(x, t) :=
(
ρk
|x+ ρken|
)n−2
V k
(
ρ2
(x− 2xnen)− ρken
|x+ ρken|2 + ρken, t
)
.
We get that V˜ k is harmonic in its positivity set. From Lemma 7.6 we know that if v˜k is the
corresponding hodograph then for k sufficiently large,
‖v˜k − (vk −Q)‖L∞(Q¯+ηr) ≤ σ(ηr/2)2(5.30)
On the other hand, we consider the conformal deformations of Vk given by,
V˜k
(
e−εkMx− εk(s− η)ten, t
)
= Vk(x, t), M = (pn + η)Id+ en ⊗ p′ − p′ ⊗ en ∈ Rn×n.
Again V˜k is harmonic in its positivity set because of the relation,
e−εkM
(
e−εkM
)T
= e−2εk(pn+η)Id.
From Lemma 7.7 we know that if v˜k is the corresponding hodograph then,
‖v˜k − (vk + L)‖L∞(Q¯+ηr) ≤ σ(ηr/2)2(5.31)
The point is that by substituting (vk + L) and (v
k − Q) by v˜k and v˜k in (5.29) we get
that,
inf
Q¯+
3ηr/4
\Q¯+
ηr/2
(v˜k − v˜k) > (1− 7σ)(ηr/2)2 and inf
Q¯+
ηr/2
(
v˜k − v˜k
)
< 7σ(ηr/2)2.
At this point we finally declare σ = 1/14 such that (1 − 7σ) = 7σ. In terms of V˜k and V˜ k
we have that after a suitable translation both graphs come into contact at a common free
boundary point, moreover we will enforce this contact to happen at a negative time. To be
precise, let ηk > 0 sufficiently small such that,
θk := inf
Q¯+
ηr/2
(
v˜k − v˜k − ηkt−1
)
< 7σ(ηr/2)2
Notice that if the infimum above is realized at time tk then from the bounds we have for v
k
and vk get get that
tk < −CηkN−1k < 0,
where C > 0 depends also on P and B. Now we set up the translation,
V̂ k(x, t) := V˜ k(x+ εk(θk + ηkt
−1)en, t),
such that
V̂ k(x, t) ≤ V˜k(x, t) for all t ∈ (−ηr/2, 0] and x ∈ B5ηr/8(−ten) ∩ spt V̂ k(·, t).
By the construction, we know that that both graphs come into contact at some point in
spt V̂ k(·, t). This can not happen over the boundary ∂B5ηr/8(−ten) ∩ spt V̂ k(·, t) where the
inequality is strict, neither over B5ηr/8(−ten) ∩ Ω+V̂ k(t) where both functions are harmonic.
Therefore there exists Xk ∈ ΓV̂ k(tk) ∩ ΓV˜k(tk) ∩B5ηr/8(−tken).
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The one sided C1,1 regularity for vk and v
k implies that Xk is a regular point in space
and time for both free boundaries. Indeed, the for the regularity in time we get to use that
tk < 0. Moreover, there exists balls such that,
Br0k(P
0
k ) ⊆ Ω0V̂ k(tk) such that Xk ∈ B¯r0k(P 0k ) ∩ Γ0V̂ k(tk),
Br+k
(P+k ) ⊆ Ω0V˜k(tk) such that Xk ∈ B¯r+k (P
+
k ) ∩ ΓV˜k(tk).
Given that we have chosen ξk = εk as the parameter of the convolutions in space we get that
the radii are comparable to one which implies that for some universal 0 < λ ≤ Λ <∞,
λ ≤ |DNT V̂ k(Xk, tk)| ≤ |DNT V˜k(Xk, tk)| ≤ Λ.
Now we get to evaluate the free boundary relations atXk ∈ ΓV̂ k(tk)∩ΓV˜k(tk)∩B5ηr/8(−tken)
in the sense of Lemma 5.6 taking into account the corresponding change of variables, see the
discussion at the beginning of Section 7.3. In the following we denote the interior normal
vector to Ω+
V̂ k
(tk) and also Ω
+
V̂ k
(tk) by
νk :=
P+k −Xk
r+k
= en +O((Nkεk)
1/2).
For the subsolution we have that,
V k(y, t) =
(
ρk
|y − ρken|
)n−2
V̂ k
(
Φk(y)− εk(θk + ηkt−1)en, t
)
,
Φk(y) := ρ
2
k
(y − 2ynen) + ρken
|y − ρken|2 − ρken, ρk = (εkB)
−1,
DΦk(y) =
(
ρk
|y − ρken|
)2
Rk(y), Rk(y) ∈ SO(n) = Id+O(εk).
Denoting Φ−1(Xk + εk(θk + ηkt−1k )en) = Yk we get that,
∂tV
k
|DV k|(Yk, tk) ≤ |D
NTV k(Yk, tk)|
=
(
ρk
|Yk − ρken|
)n
|DNT V̂ k(Xk, tk)|,
=
( |Xk + (εk(θk + ηkt−1k ) + ρk)en|
ρk
)n
|DNT V̂ k(Xk, tk)|,
≤ (1 + Cηεk)|DNT V̂ k(Xk, tk)|,
≤ (1 + Cηεk)|DNT V˜k(Xk, tk)|.
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for the second inequality we used that ρk = (εkB)
−1 and |ηkt−1k | < CNk. Developing the
first end of the inequality, using that ‖Rk(yk)νk − en‖ ≤ O((Nkεk)1/2)
∂tV
k
|DV k|(Yk, tk) =
( |Yk − ρken|
ρk
)2(
∂tV̂
k
|DV̂ k|(Xk, tk) +((((
((((
(((
εkηkt
−2
k en ·Rk(yk)νk
)
,
≥
(
ρk
|Xk + (εkθk + ηkt−1k + ρk)en|
)2
∂tV̂
k
|DV̂ k|(Xk, tk),
≥ (1− Cηεk) ∂tV˜k|DV˜k|
(Xk, tk)
On the other hand, we also evaluate the supersolution free boundary relation for V˜ k,
Vk(z, t) = V˜k
(
e−εkMz − εk(s− η)ten, t
)
Denoting eεkMZk − εk(s− η)tk = Xk we get that,
e−εk(pn+η)|DNT V˜k|(Xk, tk) = |DNTVk|(Zk, tk),
≤ ∂tVk|DVk|(Zk, tk),
=
∂tV˜k
|DV˜k|
(Xk, tk)− εk(s− η)
(
e−εk(en⊗p
′−p′⊗en)ν
)
n
,
≤ ∂tV˜k|DV˜k|
(Xk, tk)− εk(s− η)(1− C(Nkεk)1/2)
Putting the computations together,
εk(1− C(Nkεk)1/2)(s− η) ≤
(
1 + Cηεk − e−2εk(pn+η)
) |DNT V˜k(Xk, tk)|
Using the bounds on the gradient and then sending εk → 0 we finally get that,
(s− η) ≤ sup
a∈[λ,Λ]
a(pn + η).
The proof is now completed after sending η to zero. 
6. Further results
We would like to point out how the method of proof for Theorem 1.1 can be adapted
to the case where the solution remains close to a planar solution with non-constant velocity
(i.e. varying slope ). This can be understood as the analogue of an equation with bounded
measurable coefficients.
Corollary 6.1. Let 0 < λ ≤ Λ <∞ and,
a : (−1, 0]→ [λ,Λ] continuous, A(t) :=
ˆ 0
t
a(s)ds.
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Let u(·, t) ∈ C(B1(A(t)en)× (−1, 0]→ [0,∞) be a viscosity solution of the Hele-Shaw prob-
lem. There exists universal constants ε0, α ∈ (0, 1) and C > 0 depending only on n, λ and
Λ, such that if for some ε ∈ (0, ε0),
a(t)(xn − A(t)− ε)+ ≤ u(x, t) ≤ a(t)(xn − A(t) + ε)+,
then for every t ∈ (−1/2, 0], the free boundary can be parametrized as a C1,α graph in the en
direction,
Γu(t) = {(x′, xn) ∈ B1/2 : xn = A(t)− εu¯(x′, t)},
with the estimate,
‖DRn−1u¯‖Cα(Bn−1
1/2
×(−1/2,0]
) ≤ C.
By rescaling we can easily obtain the previous consequence however the magnitude of the
scaling will depend on the modulus of continuity of a and therefore the resulting estimate
would be also dependent on such modulus of continuity. In order to obtain a result which
is independent of the modulus of continuity of the slope we could adapt the results of this
paper. The strategy is already flexible enough to do this, so let us recapitulate:
(a) We consider the hodograph in terms of the planar profile (x, t) 7→ a(t)(xn − A(t))+,
u(x+ (A(t)− εu¯(x, t))en, t) = a(t)xn.
(b) The diminish of oscillation Lemma 3.2 can be established assuming a flatness hy-
pothesis from the planar profile (x, t) 7→ a(t)(xn − A(t))+ with constants depending
only on n, λ and Λ. This leads to an estimate for a truncated α-Ho¨lder norm of u¯ as
in Theorem 3.1.
(c) Section 4 can now be reproduced with minor observations concerning the rescalings.
Notice that for a rescaling of the form,
v(x, t) :=
u(%x, %t)
%
, v¯(x, t) :=
u¯(%x, %t)
M
,
b(t) := a(%t) ∈ [λ,Λ], B(t) :=
ˆ 0
t
b(s)ds =
A(%t)
%
we get that v is still a viscosity solution of Hele-Shaw and v¯ satisfies,
b(t)xn = v(x+ (B(t)− ξv¯(x, t))en, t),
where ξ := εM/%. In order words, such rescaling preserves the hypothesis of v¯ being
an hodograph of v with respect to a planar profile with slopes in the range [λ,Λ].
(d) Section 5 requires a different construction for the sup/inf convolutions. Here we
consider,
uξ,τ (x, t) := sup
t∈R
y∈P ξ,τ (s)
u∗(x+ y, t+ s),
uξ,τ (x, t) := inf
t∈R
y∈Pξ,τ (s)
u∗(x+ y, t+ s),
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where,
P ξ,τ (s) :=
{
(y′, yn) ∈ Rn : yn ≤ −2εN
(
1
ξ
|y′|2 + 1
τ
s2
)}
,
Pξ,τ (s) :=
{
(y′, yn) ∈ Rn : yn ≥ 2εN
(
1
ξ
|y′|2 + 1
τ
s2
)}
.
Notice that now the paraboloid does not travel with the given planar profile. The
reason for this comes from the analogous property (c) in Lemma 5.4. If we allow the
paraboloids to travel we the planar profile then we would not be able to recover the
free boundary condition for uξ,τ because property (b) does not necessarily hold. The
price we pay is that now for the hodograph we get the following construction,
u¯ξ,τ (x′, xn, t)− 1
ε
A(t) = sup
|s|<τ1/2
|y′|<ξ1/2
(
u¯(x′ + y′, xn, t+ s)− 1
ε
A(t+ s)
)
− 2N
(
1
ξ
|y′|2 + 1
τ
s2
)
.
Everything works fine in terms of the one sided C1,1 regularity in space and time.
Moreover, making ξ = ε we still recover the bounds for |DNTU ξ,τ | at the regular
points of the free boundary. Notice that this ultimately leads to new ellipticity
constants λ′ = cλ and Λ′ = CΛ for some c, C > 0 depending only on the dimension.
In terms of the rate of convergence we have that,
u¯(x′, xn, t) ≤ u¯ξ,τ (x′, xn, t) ≤ sup
|s|<τ1/2
|y′|<ξ1/2
u¯(x′ + y′, xn, t+ s) +
2τ 1/2Λ
ε
.
We still have a control from the oscillation in space coming from the α-Ho¨lder estimate
as we did in the beginning of the proof of Theorem 5.1. On the other hand, we also
need to control the oscillation in time which can be achieved for each k by taking τk
sufficiently small. Notice that now τk  ε2k in order to control the second term in
the relation above.
Once we know that the free boundary is at least C1 regular in space we obtain that
the free boundary is also analytic in space. This result was proved in [32] by using the
transformation given by M. Elliott and Janovsky` in [20]. The main observation is that the
Hele-Shaw problem can be reformulated as an obstacle problem with C1 free boundary at
every given time.
Corollary 6.2. Under the hypothesis of Theorem 1.1 or Corollary 6.1 we get that for each
t ∈ (−1, 0], u¯(·, t) is analytic.
One of the main interest of having a regularity estimate coming from a local flatness
hypothesis is that in many cases these type of hypothesis are actually satisfied for a large
set of points. This is one of the driving themes in the theory of minimal surfaces which has
been also developed for elliptic and parabolic free boundary problems, see for instance the
book [5].
7. Appendix
7.1. Barriers.
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Lemma 7.1. Given r ∈ (0, 1) consider,
p :=
1
8r
− r
2
, and R :=
1
8r
+
r
2
,
such that ∂BR(pen) is the unique sphere that contains the point −ren and the (n−2) dimen-
sional sphere ∂Bn−11/2 . Let ε ∈ (0, 1) and u satisfies,
∆u = 0 in Ω \B1/16((1/4− ε)en),
u = x+n on ∂
(
Ω \B1/16((1/4− ε)en)
)
,
where,
Ω = (BR(pen) ∩ {xn ≤ 0}) ∪
(
B3/4(−εen) ∩ {xn > 0}
)
.
Then there exists universal constants r0, ε0 ∈ (0, 1) and C > 0 such that,
r ∈ (0, r0) and ε ∈ (0, ε0) ⇒ ∂nu ≥ 1− Cr.
Proof. Given that u ≥ x+n in Ω, it implies already that ∂nu ≥ 1 in ∂Ω∩ {xn > 0}. It suffices
to show now that the estimate holds for x ∈ ∂Ω ∩ {xn < 0} and conclude by the maximum
principle.
Let us consider,
U(x) =
1/16− r
f(R− 1/16)− fR (f(|x− pen|)− fR) ,
where,
f(ρ) :=
{
− ln ρ if n = 2,
ρ2−n if n > 2.
We get then that U and u are both harmonic functions in Ω vanishing on ∂BR(pen)∩{xn < 0}.
Moreover, U ≤ u in (BR(pen) \BR−1/16(pen))∩Σ ⊆ Ω, where Σ is a cone with vertex at pen
and spanned by Bn−11/2 . Therefore, the problem reduces to getting a similar lower bound for
∂nU , which is a straightforward computation,
∂nU = en ·
(
pen − x
R
)
1/16− r
f(R− 1/16)− fRf
′R = . . . = 1− Cr + o(r2).

7.2. Interpolation Lemmas. In this appendix we examine a few interpolation results
about truncated Ho¨lder spaces of multi-valued function. The following result is a type
of maximum principle.
Lemma 7.2. For h0 ∈ [0, 1) and v : [−1, 1]→ P (R) \ ∅,
v(±1) ∩ (−∞, 0] 6= ∅, and
⋃
h∈(h0,1)
x∈[−1+h,1−h]
δ2hv(x) ⊆ [−1,∞),
implies v(x) ⊆ (−∞, 1] for all x ∈ [−1 + h0, 1− h0].
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Figure 5. Geometric configuration of Lemma 7.2
Proof. Assume by contradiction and without loss of generality that there exists x ∈ [0, 1−h0]
that realizes the strictly positive maximum of (v0 − 1) in [−1 + h0, 1− h0]. Then we obtain
the following contradiction,
−1 ≤ (v0(2x− 1)− v0(x))− (v0(x)− v0(1)) < 0− 1.

The following result is adapted from Lemma 5.6 in [9].
Lemma 7.3. For h0 ∈ [0, 1), α, β ∈ (0, 1) such that β + α < 1, and v : [−1, 1]→ P (R) \ ∅,
the following estimate holds for some C > 0 depending only on (1− (β + α)),
sup
h∈(h0,2)
∥∥∥∥ δhvhβ+α
∥∥∥∥
L∞[−1+h/2,1−h/2]
≤ C
(
osc
[−1,1]
v + sup
h∈(h0,1)
∥∥∥∥ δ2hvhβ+α
∥∥∥∥
L∞[−1+h,1−h]
)
.
Proof. Consider without loss of generality H ∈ (h0, 1/8) and x ∈ [−1 + H/2, 0]. Let N ≥ 2
be an integer such that x−H/2 + 2NH ≤ 1 < x−H/2 + 2N+1H, it implies 2NH ≥ 1/2. Let
us consider also,
x0 = x−H/2, xi = x0 + 2i−1H, vi ∈ v(xi) for i = 0, 1, . . . , N,
together with the second order differences for i = 1, 2, . . . , (N − 1),
δ2vi = v0 − 2vi + vi+1 ∈ δ22i−1Hv(xi),
such that,
|δ2vi| ≤ (2i−1H)β+α sup
h∈(h0,1)
∥∥∥∥ δ2hvhβ+α
∥∥∥∥
L∞[−1+h,1−h]
.
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From the telescopic identity
(2N − 1)v0 − 2Nv1 + vN =
N−1∑
i=1
2N−i−1δ2vi
we obtain that,
|v1 − v0| ≤ 2−N︸︷︷︸
≤2H
osc
[−1,1]
v +
1
1− 2−(1−(β+α))H
β+α sup
h∈(h0,1)
∥∥∥∥ δ2hvhβ+α
∥∥∥∥
L∞[−1+h,1−h]
therefore the following estimate independently of the choices of v0 ∈ v(x0) and v1 ∈ v(x1)
|v1 − v0|
Hβ+α
≤ C
(
osc
[−1,1]
v + sup
h∈(h0,1)
∥∥∥∥ δ2hvhβ+α
∥∥∥∥
L∞[−1+h,1−h]
)
.
The conclusion now follows by taking the corresponding supremum on the left-hand side. 
Corollary 7.4. For h0 ∈ [0, 1), h1 ∈ (h0, 2), α, β ∈ (0, 1) such that β + α < 1, and
v : [−1, 1] → P (R) \ ∅, the following estimate holds for some C > 0 depending only on
(1− (β + α)),
sup
h∈(h0,h1)
∥∥∥∥ δhvhβ+α
∥∥∥∥
L∞[−1+h/2,1−h/2]
≤
∥∥∥∥ δh1vhβ+α1
∥∥∥∥
L∞[−1+h1/2,1−h1/2]
+ C sup
h∈(h0,1)
∥∥∥∥ δ2hvhβ+α
∥∥∥∥
L∞[−1+h,1−h]
.
In particular,
sup
h∈(h1,2)
∥∥∥∥δhvhβ
∥∥∥∥
L∞[−1+h/2,1−h/2]
≥ 1
2
sup
h∈(h0,2)
∥∥∥∥δhvhβ
∥∥∥∥
L∞[−1+h/2,1−h/2]
− Chα1 sup
h∈(h0,1)
∥∥∥∥ δ2hvhβ+α
∥∥∥∥
L∞[−1+h,1−h]
.
Proof. Let x0 ∈ [−1 + h1/2, 1− h1/2], v− ∈ v(x0 − h1/2), v+ ∈ v(x0 + h1/2) , and consider,
w(x) = v((h1/2)x+ x0)− L(x), L(x) = mx+ b, m = v+ − v−
2
, b =
v+ + v−
2
.
The construction is given such that 0 ∈ w(±1) and
δhw(x) = δ(h1/2)hv((h1/2)x+ x0)−mh, δ2hw(x) = δ2(h1/2)hv((h1/2)x+ x0).
Applying the previous lemma to w and using Lemma 7.2 to bound the oscillation by the
second order difference we get
sup
h∈(2h0/h1,2)
∥∥∥∥ δhwhβ+α
∥∥∥∥
L∞[−1+h/2,1−h/2]
≤ C sup
h∈(2h0/h1,1)
∥∥∥∥ δ2hwhβ+α
∥∥∥∥
L∞[−1+h,1−h]
.
Therefore,
sup
h∈(h0,h1)
∥∥∥∥ δhvhβ+α
∥∥∥∥
L∞[x0+h/2,x0−h/2]
≤ 2|m|
hβ+α1
+
(
2
h1
)β+α
sup
h∈(2h0/h1,2)
∥∥∥∥ δhwhβ+α
∥∥∥∥
L∞[−1+h/2,1−h/2]
,
≤
∥∥∥∥ δh1vhβ+α1
∥∥∥∥
L∞[−1+h1/2,1−h1/2]
+ C sup
h∈(h0,1)
∥∥∥∥ δ2hvhβ+α
∥∥∥∥
L∞[−1+h,1−h]
.
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The first part of the corollary now follows by taking the supremum over x0 ∈ [−1+h1/2, 1−
h1/2]. For the last part we denote for a < b,
Ia,b := sup
h∈(a,b)
∥∥∥∥δhvhβ
∥∥∥∥
L∞[−1+h/2,1−h/2]
.
From the first result we get that
Ih1,2 + Ch
α
1 sup
h∈(h0,1)
∥∥∥∥ δ2hvhβ+α
∥∥∥∥
L∞[−1+h,1−h]
≥ Ih0,h1 .
By adding Ih0,h1 + Ih1,2 ≥ Ih0,2 we obtain that,
2Ih1,2 ≥ Ih0,2 − Chα1 sup
h∈(h0,1)
∥∥∥∥ δ2hvhβ+α
∥∥∥∥
L∞[−1+h,1−h]
,
which is the desired estimate. 
Finally, this last lemma establishes a Ho¨lder estimate for the derivative of single-valued
functions when α + β > 1.
Lemma 7.5. Let α, β ∈ (0, 1) such that α + β > 1 and v : [−1, 1]→ R such that,
sup
h∈(0,2)
∥∥∥∥δhvhβ
∥∥∥∥
Cα(−1+(h/2),1−(h/2))
≤ 1.
Then for some universal constant C,
‖∂v‖C1,α+β−1(−1,1) ≤ C.
Proof. By Lemma 5.6 from [9] we know that v is Lipschitz and therefore differentiable al-
most everywhere. By a density argument it suffices to show that that for each point of
differentiability x0 ∈ (−1, 1),
|v(x)− v(x0)− ∂v(x0)(x− x0)| ≤ C|x|α+β for x ∈ [−1, 1].
Assume without loss of generality that x0 = v(x0) = ∂v(x0) = 0. If there exists h ∈ (0, 2)
such that u(h) > Chα+β, then by iterating the hypothesis of the Lemma we get for every
positive integer i,
v(2−ih)
2−ih
>
(
C −
i−1∑
j=0
2−(α+β−1)j
)
hα+β−1 ≥ C
2
hα+β−1 > 0,
provided that C = 4/(2α+β−1 − 1). This contradicts ∂tu(0) = 0 as i→∞. 
7.3. Conformal Deformations. We review some facts about conformal deformations used
in Section 5 in order to determine the blow limit. It is worthwhile to recall conformal
mappings have been useful throughout free boundary –in particular, in earlier works dealing
with planar domains, where conformal invariance was greatly exploited. More recently, they
were used to construct appropriate supersolutions in work of Choi, Jerison, and Kim - these
were important in propagating the ε-monotonicity, see [16, Lemma 3.2].
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A smooth bijection Φ : Rn → Rn is conformal if DΦ can be factored as a positive scaling
times a rotation which we will denote as,
DΦ(x) = ϕ(x)R(x), ϕ(x) > 0, R(x) ∈ SO(n).
Clearly Φ−1 is also a conformal and,
DΦ−1 =
1
ϕ(x)
R−1(x) =
1
ϕ(x)
RT (x).
Let ψ : Rn → (0,∞) smooth. A deformation of a given function V by Φ and ψ is given
by
V˜ (y) =
1
ψ(Φ−1(y))
V (Φ−1(y)) ⇔ ψ(x)V˜ (Φ(x)) = V (x).
If ψ is identically equal to one, then the level sets of V˜ are given by deforming the level set
of V using Φ,
{V˜ ≤ c} = Φ{V ≤ c}.
If V is smooth and V (x0) = V˜ (Φ(x0)) = 0 one gets that,
|DV˜ (Φ(x0))| = 1
ψ(x0)ϕ(x0)
|DV (x0)|.
In this work we define |DNTV (x0)| whenever for some unit vector ν ∈ ∂B1, V has an
asymptotic development about x0 of the form,
V (x) = |DNTV (x0)|(x− x0) · ν + o(|x− x0|),
where x approaches x0 in non tangential regions of Ω
+
V about x0. Also in this case one easily
checks that V˜ has an asymptotic development about Φ(x0) of the form,
V˜ (x) =
1
ψ(x0)ϕ(x0)
|DNTV (x0)|(x− Φ(x0)) ·R(ν) + o(|x− Φ(x0)|)
Therefore the following change of variables formula also holds under this weaker definition,
|DNT V˜ (Φ(x0))| = 1
ψ(x0)ϕ(x0)
|DNTV (x0)|.
Another change of variables we are interested is for the speed of free boundary of V where
V is a non negative function depending also on time. Let for f(t) ∈ Rn smooth,
ψ(x)V˜ (Φ(x) + f(t), t) = V (x, t).
In the smooth case,
∂tV
|DV | =
∂tV˜ + ∂tf ·DV˜
ϕ|DV˜ | =
1
ϕ
∂tV˜
|DV˜ | +
∂tf
ϕ
· DV˜|DV˜ | .
A similar formula also holds at a space time regular point x0 ∈ ΓV (t0) (Definition 2.2) for
which ν ∈ ∂B1 the interior normal vector to Ω+V (t0) is well defined. Then,
∂tV
|DV |(x0, t0) =
1
ϕ(x0)
∂tV˜
|DV˜ |(Φ(x0) + f(t0), t0) +
∂tf(t0)
ϕ(x0)
·R(ν).
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To prove this claim we notice first that the factor ψ > 0 is actually irrelevant with respect
to the free boundary. Then the formula holds by applying the deformation to a given
parametrization of the free boundary and using the standard chance of variable formulas.
Let Φ be the composition of an inversion about ∂Bρ(ρen) followed by a reflection about
the plane {xn = 0},
y = Φ(x) = ρ2
(x− 2xnen) + ρen
|x− ρen|2 − ρen = x+ ρ
−1 (2xnx− |x|2en)+O(ρ−2|x|2)
x = Φ−1(y) = ρ2
(y − 2ynen)− ρen
|y + ρen|2 + ρen = y − ρ
−1 (2yny − |y|2en)+O(ρ−2|y|2)
such that,
|y + ρen|
ρ
|x− ρen|
ρ
= 1.
Given V we consider the following type of Kelvin transform,
V˜ (y) =
(
ρ
|y + ρen|
)n−2
V (Φ−1(y)), V (x) =
(
ρ
|x− ρen|
)n−2
V˜ (Φ(x)).
The idea is that the hodograph of V˜ can be estimated by the hodograph of V modulo a
quadratic correction.
Lemma 7.6. Let v and v˜ be the hodographs of V and V˜ with respect to ε ∈ (0, 1),
V (x− εv(x)en) = x+n V˜ (x− εv˜(x)en) = x+n .
For any σ ∈ (0, 1) and ρ = (Bε)−1 we get that,
‖v˜ − (v −B(|x′|2 − (n− 1)x2n))‖L∞(B+1 ) ≤ σ
assuming that εαN is sufficiently small where,
N = ‖v‖L∞(B+1 ) + 1 and [v]Cαtrun(Cε)(B+1 ) ≤ CN.
Proof. Let,
W (x) := V˜ (Φ(x− εv(x)en))
=
∣∣∣∣x− (εv(x) + ρ)enρ
∣∣∣∣n−2 V (x− εv(x)en)
= (1− ε[B(n− 2)xn +O(εN)])x+n
Therefore, if w denotes the hodograph of W we get that,
‖w −B(n− 2)x2n‖L∞(B+1 ) ≤ CεN.
On the other hand,
x+n = W (x− εw(x)en) = V˜ (Φ(x− ε[w(x) + v(x− εw(x)en)]en)).
This allows us to consider,
y − εv˜(y)en = Φ(x− ε[w(x) + v(x− εw(x)en)]en) where y = (y′, yn) = (y′, xn).
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For εN sufficiently small and x ∈ B+1 we get that
|x− ε[w(x) + v(x− εw(x)en)]en| ≤ 2 ⇒ |y − x| = |y′ − x′| ≤ Cε,
where the implication follows from the expansion of Φ in terms of ρ−1 = Bε. Also from the
same expansion,
yn − εv˜(y) = yn − ε[w(x) + v(x− εw(x)en)−B(|y′|2 − y2n) +O(ε)]
= yn − ε[v(y)−B(|y′|2 − (n− 1)y2n) +O(εαN)].
This implies the desired estimate. 
Let us consider now another type of conformal deformation for p = (p′, pn),
Vp(e
−εMx) = V (x), where M = pnId+ en ⊗ p′ − p′ ⊗ en ∈ Rn×n.
In this case the hodograph of Vp can be estimated by the hodograph of V modulo a linear
deformation.
Lemma 7.7. Let v and vp be the hodographs of V and Vp with respect to ε ∈ (0, 1),
V (x− εv(x)en) = x+n , Vp(x− εvp(x)en) = x+n .
Then for σ ∈ (0, 1)
‖vp − (v + p · x)‖L∞(B+1 ) ≤ σ.
assuming that εαN is sufficiently small where,
N = ‖v‖L∞(B+1 ) + 1 and [v]Cαtrun(Cε)(B+1 ) ≤ CN.
Proof. As before we get that,
Vp(e
−εM(x− εv(x)en)) = V (x− εv(x)en) = x+n
Letting
y − εvp(y)en = e−εM(x− εv(x)en) where y = (y′, yn) = (y′, xn).
we still get that |x− y| = |x′ − y′| ≤ Cε and,
yn − εvp(y) = yn − ε (v(x) + (Mx)n +O(ε))
= yn − ε (v(y) + p · y +O(εαN)) ,
which implies the desired estimate. 
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