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Abstract
We revisit the landscape of the simple matrix factorization problem. For low-rank
matrix factorization, prior work has shown that there exist infinitely many critical
points all of which are either global minima or strict saddles. At a strict saddle
the minimum eigenvalue of the Hessian is negative. Of interest is whether this
minimum eigenvalue is uniformly bounded below zero over all strict saddles. To
answer this we consider orbits of critical points under the general linear group.
For each orbit we identify a representative point, called a canonical point. If a
canonical point is a strict saddle, so is every point on its orbit. We derive an
expression for the minimum eigenvalue of the Hessian at each canonical strict
saddle and use this to show that the minimum eigenvalue of the Hessian over the
set of strict saddles is not uniformly bounded below zero. We also show that a
known invariance property of gradient flow ensures the solution of gradient flow
only encounters critical points on an invariant manifold MC determined by the
initial condition. We show that, in contrast to the general situation, the minimum
eigenvalue of strict saddles inM0 is uniformly bounded below zero. We obtain
an expression for this bound in terms of the singular values of the matrix being
factorized. This bound depends on the size of the nonzero singular values and on
the separation between distinct nonzero singular values of the matrix.
1 Introduction
Factor analysis is a well known problem in machine learning and many methods have been intro-
duced for posing and solving problems of this form. Some of the best known examples include
Principal Component Analysis (PCA) [1, 2, 3], Canonical Correlation Analysis (CCA) [4], Inde-
pendent Component Analysis (ICA) [5], Positive Matrix Factorization (PMF) [6], and Dictionary
Learning [7]. All of these problems share the characteristic of being non-convex optimization prob-
lems over matrix arguments. While some of the problems can be solved using well established tools
(e.g. SVD), others require the application of iterative solution methods such as gradient descent.
This motivates developing a better understanding the landscape of these problems. This has gained
additional momentum recently because of a connection to representation learning in deep networks.
In the late 1980’s, Baldi and Hornik [8] examined the landscape question in the context of training
a one hidden layer low-rank linear neural network (a linear auto-encoder). Their paper provides a
characterization of the associated critical points, proves that these are either global minima or (strict)
saddle points, and shows that the global minimum value corresponds to the residual of the projection
of the training data onto the subspace generated by the first principal vectors of a covariance matrix
associated with the training patterns. This connection to PCA had been previously established by
Bourlard in [9]. The results in [8] are proved by vectorizing the relevant matrix differentials and
seeking small perturbations around a critical point to make the objective smaller.
Recently, there has been a surge of interest in characterizing the global landscape of the objective
functions used in these types of problems. Chen et al. [10] study the landscape of the generalized
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eigenvalue problem and characterize the landscape by looking at the Hessian of the Lagrangian
function by vectorizing the relevant differentials. Li et al. [11] examine the landscape problem
under the lens of invariant groups. In particular, using the properties of a rotational symmetry group,
they show that the parameter space can be divided into three regions. The first contains all strict
saddle points, where the objective has a negative curvature, the second contains neighborhoods of
all global minima, and the third is the complement of the first two regions. Mohammadi et al. [12]
examine the equilibrium points of the best rank-one approximation under the gradient flow. Ge et
al. [13] study the landscape of the matrix sensing, matrix completion and robust PCA problems,
showing that for these problems all local minima are global minima. Sun et al. [14, 15] study the
phase retrieval problems and dictionary recovery. Boumal [16] studies phase synchronization. Much
effort has also recently been devoted to studying the related problem of the optimization landscape
of deep neural networks under simplified assumptions [17, 18, 19, 20].
Several papers have investigated provable guarantees for the local and global convergence proper-
ties of optimization on non-convex problems under gradient flow and gradient descent. A common
theme in these papers is the concept of a strict saddle function introduced in [21]. The main required
properties are that the functions are twice-differentiable and that the minimum eigenvalue of the Hes-
sian is positive at all local minima and negative at all other critical points. For such functions, with
high probability, stochastic gradient descent (SGD) converges to a local minimum in a polynomial
number of iterations. Several subsequent papers show that a wide class of non-convex functions are
indeed strict saddle functions. For instance, orthogonal tensor decomporition [21], deep linear neu-
ral networks [17], deep linear residual neural networks [19], matrix completeion [22], generalized
phase retrieval problem [14], complete dictionary recovery over the sphere [15], low-rank matrix
recovery [23], are all examples of problems that satisfy the strict saddle property. Lee et al. [24]
use the stable manifold theorem to show that for a twice continuously differentiable function with
the strict saddle property, almost surely, gradient descent with random initialization converges to a
local minimum or negative infinity. Jin et al. [25] show that for l-smooth and ρ-Hessian Lipschitz
functions with the strict saddle property, with high probability, perturbed gradient descent (PGD)
converges to a local minimum in a poly-logarithmic number of iterations.
Other papers have investigated the implicit constraints imposed by gradient flow in training over-
parameterized models such as deep neural networks [26, 27]. Arora et al. [26] considers over-
parameterized multi-layer linear neural networks and shows that gradient flow implicitly balances
the underlying factors. Du et al. [27] extends this result to fully-connected and convolutional linear
sections of multi-layer neural networks.
This paper revisits the landscape of the simple matrix factorization (MF) problem. Prior results indi-
cate that critical points are either global minima or strict saddles [8]. Our analysis is based on orbits
of factorizations under the general linear group. After defining these orbits, we construct a represen-
tative point (called a canonical point) on each orbit of critical points. This construction exploits a
known connection to PCA/SVD. We then obtain an expression for the minimum eigenvalue of the
Hessian at each canonical strict saddle. This bound can be moved along a curve in the orbit to show
that there is no uniform negative bound on the minimum eigenvalue of the Hessian over the orbit.
This implies that the minimum eigenvalue of the Hessian is not uniformly bounded below zero over
all strict saddles. We then analyze how an invariance property of gradient flow impacts the strict
saddles that can be encountered. This natural invariant depends on the initial condition for gradient
flow. We focus on one interesting form of the invariant. When the initial conditions start in this
invariant manifold, the flow restricts the symmetry of the problem to the orthogonal group and this
allows us to to give a uniform negative bound on the minimum eigenvalue of the Hessian map at all
strict saddles on the invariant manifold. Moreover, we provide exact expressions for the minimum
eigenvalue of the Hessian at each strict saddle. Our results are applicable to the situations k < r and
k > r, where k denotes the rank of the factorization.
2 Preliminaries
For positive integers m,n, let Rm×n denote the set of m × n real matrices, GLn ⊂ Rn×n denote
the general linear group of invertible n × n matrices, On ⊂ GLn denote the group of orthogonal
n × n matrices, and for k ≤ m, Stm,k denote the subset of m × k real matrices with orthonormal
columns. For A,B ∈ Rm×n, A:,k (resp. Ak,:) denotes the k-th column (resp. row) of A, 〈A,B〉
denotes the standard inner product of A and B, and ‖A‖F denotes the Frobenius norm of A.
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Let f : Rm×n → R be a twice continuously differentiable function. The derivative of f with respect
to X evaluated at a given point X0 is a linear map from R
m×n to R. Its action on H ∈ Rm×n,
denoted byDXf(X0)[H ], satisfies
DXf(X0)[H ] = lim
α→0
f(X0) + αH)− f(X0)
α
.
The gradient of f at X0, denoted∇Xf(X0), is the unique point in Rm×n such that
DXf(X0)[H ] = 〈∇Xf(X0), H〉 .
When no confusion is possible we simply write Df(X0) and ∇f(X0). The gradient can also
be regarded as a function X 7→ ∇f(X). The derivative of this function at X0 is a linear map
∇2Xf(X0) : Rm×n → Rm×n. Its action on H ∈ Rm×n is denoted by ∇2Xf(X0)[H ]. When no
confusion is possible we simply write ∇2f(X0). It is natural to call the linear map ∇2f(X0) the
Hessian map. The second derivative of f is then defined by
D2Xf(X0)[H,K] =
〈∇2Xf(X0)[K], H〉 . (1)
We will always evaluate the second derivative with K = H . In this case, we simply write
D2f(X0)[H ]. The second derivative is then a scalar valued function from R
m×n to R. The linear
function ∇2f(X0)[H ] embedded in the second derivative brings in eigenvalues and eigenvectors
associated with the second derivative.
X0 is a critical point of f if∇J(X0) = 0. The second order Taylor series of f about a critical point
X0 in the direction ofH is
f(X0 + tH) = f(X0) + 1/2t
2D2f(X0)[H ]. (2)
Together with eigenvalues of∇2f(X0), this can be used to partially classify critical points. However,
this fails if there is nonzero H with D2f(X0)[H ] = 0. In this event, X0 is termed a degenerate
critical point. Motivated by the observation that many non-convex optimization problems have
degenerate critical points, the concepts of a strict saddle and a strict saddle function have been
introduced [21]. A strict saddle is a critical point for which ∇2f(X0) has a least one negative
eigenvalue (this includes local maxima).
2.1 Basic Matrix Factorization
In unconstrained matrix factorization, given X ∈ Rm×n with rank(X) = r, and a factorization
dimension k, we seek a solution of
min
(W,S)∈X
J(W,S) = 1/2 ‖X −WS‖2F . (3)
HereX , Rm×k×Rk×n with inner product 〈(G,H), (G′, H ′)〉 = 〈G,G′〉+〈H,H ′〉 and associated
norm ‖(G,H)‖2F = ‖G‖2F + ‖H‖2F .
When k ≤ r, problem (3) has a well known solution derived from any compact SVD X = UΣV T .
Let Uk (resp. Vk) consist of the first k columns of U (resp. V ) andΣk be the top left k×k submatrix
of Σ. Then (W,S) = (Uk
√
Σk,
√
ΣkV
T
k ) is a global minimum of (3). However, rather than solving
(3) using the SVD, we are interested in finding a solution using gradient descent methods. This
motivates an interest in the global landscape of J .
We will work extensively with the gradient, Hessian, and second derivative of J defined in (3).
Setting E , WS −X, we list the easily obtained equations for these functions below.
∇J(W,S) = (EST , WTE) (4)
∇2J(W,S)[(G,H)] = (GSST +WHST + EHT , WTWH +WTGS +GTE), (5)
D2J(W,S)[(G,H)] = ‖GS‖2F + ‖WH‖2F + 2 trace(HTWTGS +HTGTE), (6)
A point (W,S) is a critical point of J if ∇J(W,S) = 0. By (4) this is equivalent to
EST = (WS −X)ST = 0 and WTE =WT (WS −X) = 0. (7)
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Because J has a continuous symmetry group that leaves its value invariant (see §3), every nonzero
critical point of J is degenerate. To see this, let (W,S) 6= 0 be a critical point, and K ∈ Rk×k be
any matrix with (WK,−KS) nonzero. Then using (5) and (7) we see that
∇2J(W,S)[(WK,−KS)] = (−ESTK,KTWTE) = 0.
Thus (WK,−KS) is an eigenvector of ∇2J(W,S) with eigenvalue 0. To address this degener-
acy, we employ the concept of a strict saddle [21]. A critical point (W,S) is a strict saddle if
λmin(∇2J(W,S)) < 0. The corresponding eigenvector provides an escape direction from the
neighborhood of the critical point. Of particular interest is determining a negative upper bound
on λmin(∇2J(W,S)) for the strict saddles of J .
2.1.1 Orbits and Basic Orbit Properties
For A ∈ GLk, let LA : X → X denote the linear map LA : (G,H) 7→ (GA,A−1H). Then for
given (W,S) ∈ X let
Θ(W,S) , {LA(W,S) : A ∈ GLk} and O(W,S) , {LQ(W,S) : Q ∈ Ok}. (8)
We call Θ(W,S) the orbit of (W,S) under GLk, and O(W,S)) the suborbit of (W,S) under Ok.
The value J(W,S) is constant on each orbit. Hence if any point on an orbit is a global minimum,
all points on the orbit are global minima. Moreover, the gradient ∇J(W,S) must be orthogonal to
Θ(W,S) at (W,S). To prove this, take the derivative of (WA,A−1S) with respect to A, and then
set A = Ik. This yields the set of tangents to Θ(W,S) at (W,S):
TW,S = {(WK,−KS) : K ∈ Rk×k}. (9)
Orthogonality is then verified by taking the inner product of any element in (9) with (4).
Qualitative properties of point neighborhoods are also “preserved” along the orbit. To see this let
(G,H) ∈ X and t > 0. Then for any A ∈ GLk,
J(W + tG, S + tH) = J(WA+ t(GA), A−1S + t(A−1H)).
So the values of J traced out moving from (W,S) in a line in the direction of (G,H) are the same
as those traced out moving from (WA,A−1S) along a line in the direction of (GA,A−1H). The
following lemma (proved in §A) transfers these observations to the derivatives of interest.
Lemma 2.1. For all (W,S) ∈ X and A ∈ GLk:
(a)∇J(LA(W,S)) = LA−T∇J(W,S),
(b)DJ(LA(W,S))[(G,H)] = DJ(W,S)[LA−1(G,H)],
(c)∇2J(LA(W,S))[(G,H)] = LA−T (∇2J(W,S)[LA−1(G,H)]),
(d)D2J(LA(W,S))[(G,H)] = D
2J(W,S)[LA−1(G,H)].
For a critical point (W,S), the inertia of ∇2J(W,S) is the triple (i+, i−, i0), consisting of the
number of its positive, negative, and zero eigenvalues, respectively. We have already noted that if
any point on an orbit is a global minimum, so are all points on the orbit. The same holds for strict
saddles. In addition, the inertia of ∇2J is an invariant of an orbit. The following theorem (proved
§A) lists these and other orbit properties.
Theorem 2.1. Let (W,S) ∈ X and A ∈ GLk. Then
(a) If (W,S) is a critical point (global minimum, strict saddle), so are all points in Θ(W,S).
(b)∇2J has the same inertia at all points in Θ(W,S).
(c)∇2J has the same eigenvalues at all points in O(W,S).
(d) For each A ∈ GLk, λmin(∇2J(LA(W,S))) ≤ λmin(∇
2J(W,S))
max{λmax(AAT ),λ−1min(AAT )}
.
Note that max{λmax(AAT ), λ−1min(AAT )} ≥ 1 with equality when A ∈ Ok. For an orthogonal
matrix A, λmin(∇2J(LA(W,S)) = λmin(∇2J(W,S)). In this case, the bound in (d) is an equality.
In summary, if an orbit contains a critical point, all points in the orbit are critical points; if it contains
a strict saddle, all points in the orbit are strict saddles, and if it contains a global minimum, all points
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on the orbit are global minima. In addition, the number of positive, negative and zero eigenvalues
of ∇2J are invariants of each orbit. Using the known result that all critical points are either global
minima and strict saddles [8], we see that there are three kinds of obits: orbits of global minima,
orbits of strict saddles, and orbits of noncritical points.
3 The Landscape of Matrix Factorization
Our approach is to first construct a representative point, called a canonical point, on each orbit of
critical points. We will use each canonical point to reason about all of the points on its orbit. In
particular, we examine λmin(∇2J(W,S)) over orbits of strict saddles. As a by-product we recover
the known result that every critical point of J is either a global minimum or a strict saddle [8].
The construction below exploits the known connection between matrix factorization and an SVD
of the data matrix X . We will use an SVD of X as a theoretical tool in our definitions and proofs.
However, we do not intend to numerically compute an SVD of X. For clarity we assume m < n.
This is without loss of generality since symmetric arguments apply when n < m. Since m < n,
them×m matrixXXT is of interest. This has r positive eigenvalues andm− r zero eigenvalues.
Denote these by σ21 ≥ σ22 ≥ · · · ≥ σ2r > 0 and σ2r+1 = · · · = σ2m = 0. Let u1, . . . , um denote a set
ofm corresponding orthonormal eigenvectors withXXTui = σ
2
jui for i ∈ [1 :r], andXXTui = 0
for i ∈ [r + 1:m]. These orthonormal eigenvectors may not be unique (the nonzero eigenvalues
may be repeated). Place the eigenvectors in the columns of U ∈ Rm×m and form a compatible full
SVD
X = UΣV T =
∑m
i=1 σiuiv
T
i . (10)
The singular values of X are unique, but in general U and V are not. It does not matter for our
purposes which SVD ofX is selected as long as it is used consistently.
3.1 Orbit Representation: Canonical Points
Fix a factorization dimension k, and for q ∈ [1 :min{k,m}], place q selected singular values of
X , denoted by λ21 ≥ λ22 ≥ · · · ≥ λ2q , in decreasing order in a diagonal matrix Λ2 ∈ Rq×q, and a
corresponding set of q left singular vectors ofX in the columns of U¯ ∈ Rm×q. SoXXT U¯ = U¯Λ2.
Then U¯TX = U¯TUΣV T = ΛV¯ T , where V¯ denotes the submatrix of V in (10) corresponding to
the columns of U¯ . Let V0 = [vr+1, . . . , vn] and C0 ∈ R(n−r)×(k−q). Now form
(Wc, Sc) =
([
U¯ 0m×(k−q)
]
,
[
ΛV¯ T
CT0 V
T
0
])
. (11)
Any point of the form (11) will be called a canonical point.
Theorem 3.1. For 1 ≤ q ≤ min{k,m}, the following hold:
(a) (Wc, Sc) in (11) is a critical point of J with J(Wc, Sc) = 1/2
(∑r
i=1 σ
2
i −
∑q
j=1 λ
2
j
)
.
(b) If (W,S) is a critical point of J with rank(W ) = q, then there exists (Wc, Sc) of the form (11)
and A ∈ GLk such that (W,S) = LA(Wc, Sc).
Proof. (a) We show that (Wc, Sc) satisfies (7). (WcSc−X)STc = (U¯ΛV¯ T −UΣV T )[V¯ Λ, V0C0] =
0, and WTc (WcSc − X) =
[
U¯T
0(k−q)×m
]
(U¯ΛV¯ T − UΣV T ) = 0. In addition, J(Wc, Sc) =
1/2‖U¯ΛV¯ T − UΣV T ‖2F = 1/2
(∑r
i=1 σ
2
i −
∑q
j=1 λ
2
j
)
.
(b) Step (i). Since rank(W ) = q, there is a permutation matrix P ∈ GLk such that the first q
columns ofWP are linearly independent. If Wˆ denotes the matrix of these first q columns, then
W =
[
Wˆ 0m×(k−q)
]
]
[
Iq F
0(k−q)×q I(k−q)
]
PT , (12)
where F is determined by the last k − q columns ofWP .
Step (ii). Let UˆΣˆVˆ T be a compact SVD of Wˆ . Noting that Uˆ ∈ Stm,q and Σˆ, Vˆ ∈ GLq, we have
W =
[
Uˆ 0m×(k−q)
] [ ΣˆVˆ T ΣˆVˆ TF
0(k−q)×q I(k−q)
]
PT . (13)
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(W,S) ∈ Rm×k × Rk×n (Uˆ , ΣˆVˆ TS)
(U¯ ,ΛV¯ T )
LV (W,S) = (UˆΣˆ, Vˆ
TS)
Figure 1: A conceptual view of the orbit Θ(W,S). (W,S) is a critical point with rank(W ) = min{k,m}
and compact SVD W = UˆΣˆVˆ T . L
Vˆ
(W,S) = (UˆΣˆ, Vˆ TS) is a critical point on the same sub-orbit under
Ok. This point is can be transported along the orbit Θ(W,S) using LΣˆ−1 to (Uˆ , ΣˆVˆ
TS). There exists an
orthogonal Q with Uˆ = U¯Q with U¯ formed from k left singular vectors of X . This gives a canonical point
(U¯ ,ΛV¯ T ) on the same sub-orbit under Ok as (Uˆ , ΣˆVˆ
TS).
Let C denote the product of the two rightmost matrices in (13). Since Σˆ, Vˆ ∈ GLq , C ∈ GLk.
Let (W1, S1) = LC−1(W,S). By (13),W1 =
[
Uˆ 0m×(k−q)
]
, and by Theorem 2.1, (W1, S1) is a
critical point. Write ST1 =
[
STa S
T
b
]
with Sa ∈ Rq×n and Sb ∈ R(k−q)×n. Then by (7),
(UˆSa −X)
[
STa S
T
b
]
= 0 and
[
UˆT
0(k−q)×m
]
[UˆSa −X ] = 0.
The second condition implies Sa = Uˆ
TX . Then the first implies (c-i) (Uˆ UˆT − I)XXT Uˆ = 0 and
(c-ii) (Uˆ UˆT − I)XSTb = 0.
Step (iii). Condition (c-i) implies that range of Uˆ is invariant underXXT , i.e.,XXTR(Uˆ) ⊆ R(Uˆ).
Since R(Uˆ) has dimension q, there are q orthonormal eigenvectors of XXT that form a basis for
R(Uˆ). Let U¯ be the matrix with this basis as its columns arranged in decreasing order of the
corresponding eigenvalue. Since every column of Uˆ has a representation in this basis, for some
Q ∈ GLq , Uˆ = U¯Q. In addition, Ik = UˆT Uˆ = QTQ. Hence Q ∈ Ok. Now rewrite (13) as
W =
[
U¯ 0m×(k−q)
] [ Q 0
0(k−q)×q I(k−q)
] [
ΣˆVˆ T ΣˆVˆ TF
0(k−q)×q I(k−q)
]
PT , (14)
Let D denote the matrix in (14) containingQ, and let (W2, S2) = L(DC)−1(W,S). Then (W2, S2)
is a critical point with W2 = W (DC)
−1 =
[
U¯ 0m×(k−q)
]
, and S2 = (DC)S = D
[
Sa
Sb
]
=[
QUˆTX
Sb
]
=
[
U¯TX
Sb
]
=
[
ΛV¯ T
Sb
]
. By construction, Λ2 a diagonal matrix with eigenvalues of XXT
arranged in decreasing order down its diagonal, the columns of U¯ are corresponding eigenvectors of
XXT withXXT U¯ = U¯Λ2, and by (c-ii) (U¯ U¯T − I)XSTb = 0.
Step (iv). Lemma A.2 shows that STb = V¯ C¯ + V0C0 where V0 = [vr+1, . . . , vn], C¯ ∈ Rq×(k−q),
and C0 ∈ R(n−r)×(k−q). Hence
(W2, S2) =
([
U¯ 0m×(k−q)
]
,
[
ΛV¯ T
C¯T V¯ T + CT0 V
T
0
])
. (15)
Step (v). (Wc, Sc) =
([
U¯ 0m×(k−q)
]
,
[
ΛV¯ T
CT0 V
T
0
])
has the canonical form (11). Moreover, if
E =
[ Iq 0(k−q)×q
−C¯TΛ−1 Ik−q
] ∈ GLq with E−1 = [ Iq 0(k−q)×q−C¯TΛ−1 Ik−q ], then [ U¯ 0 ]E = [ U¯ 0 ]
and E−1
[
ΛV¯ T
CT0 V
T
0
]
=
[
ΛV¯ T
C¯T V¯ T+CT0 V
T
0
]
. Hence LE(Wc, Sc) = (W2, S2) = L(DC)−1(W,S). Thus
(W,S) = LDCE(Wc, Sc).
By Theorem 3.1 every critical point with W of positive rank lies on the orbit of a canonical point.
This is depicted schematically in Figure 1. Note that there is also a family of critical points of the
formW = 0m×k and ST = [CT0 V
T
0 ] with C0 ∈ Rk×(n−r). These are addressed separately below.
The results and proof of Theorem 3.1 simplify when q = k. In this case, there is no need for the
term Sb and condition (c-ii). In contrast, when q < min{k,m}, W has a nontrivial null space and S
can be decomposed into the sum of a term Sa in N (W )⊥ and a term Sb in N (W ). The term Sb is
redundant since it does not impact the value of J , but we need to account for its possible presence.
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3.2 The Critical Points (0,CT
0
VT
0
)
We first examine the family of critical points associated with the origin. These take the form
(W,S) = (0, CT0 V
T
0 ), (16)
where V0 = [vr+1 . . . vn] ∈ Rn×(n−r) and C0 ∈ R(n−r)×k. This analysis is a warm-up for the
corresponding analysis of the canonical points (15).
Throughout this section (W,S) is a point of the form (16). To verify that (W,S) is a critical point,
note that WS = 0, WTE = 0 and EST = XV0C0 = 0. Hence (7) is satisfied. Since SS
T =
CT0 C0 is symmetric positive semidefinite, there exists Z ∈ Ok and a diagonal matrix Ω ∈ Rk×k
with diagonal ω1 ≥ · · · ≥ ωk > 0, such that CT0 C0 = ZΩZT . We use the columns of Z to define
the following matrices. For j ∈ [1 :k], let
G0i,j = uiz
T
j , i ∈ [1 :m], H0j,i = zjvTi , i ∈ [1 :n].
These matrices will identify the eigenvectors and eigenvalues of the Hessian at (W,S).
Theorem 3.2. (a) For i ∈ [1 :r] and j ∈ [1 :k], there exist δi,j , δ′i,j ∈ R with δi,jδ′i,j = −1 such that
(G0i,j , δi,jH
0
j,i) and (G
0
i,j , δ
′
i,jH
0
j,i) are orthogonal eigenvectors of ∇2J(W,S) with corresponding
eigenvalues
ρi,j =
ωj
2 −
√
σ2i +
(ωj
2
)2
< 0, and ρ′i,j =
ωj
2 +
√
σ2i +
(ωj
2
)2
> 0. (17)
(b) (G0i,j ,0) and (0, H
0
i,j), i ∈ [r + 1:m], j ∈ [1 :k], are orthogonal eigenvectors of ∇2J(W,S)
with eigenvalues ωj , and 0 respectively.
(c) (0, H0j,i), i ∈ [m+ 1:n], j ∈ [1 :k], is an eigenvector of ∇2J(W,S) with eigenvalue 0.
(d) λmin(∇2J(W,S)) = ωk2 −
√
σ21 +
(
ωk
2
)2
< 0.
Proof. From (5) and the above definitions,∇2J(W,S)[(G,H)] = (GZΩZT −XHT ,−GTX).
(a)∇2J(W,S)[(G0i,j , δH0j,i)] = (uizTj ZΩZT − δXvizTj ,−zjuTi X) = ((ωj − δσi)G0i,j ,−σiH0j,i).
This has the form ρ(G0i,j , δH
0
j,i) if and only if
ρ = ωj − δσi = −σi/δ. (18)
Since σi > 0, this equivalent to δ
2−ωjσi δ−1 = 0, yielding real solutions δi,j =
ωj
σi
+ 1σi
√
σ2i +
(
ωi
2
)2
and δ′i,j =
ωj
2σi
− 1σi
√
σ2i +
(
ωi
2
)2
. Set a =
ωj
2σi
and b = 1σi
√
σ2i +
(
ωi
2
)2
. Then δi,j = a + b and
δ′i,j = a−b. Simple algebra verifies that δi,jδ′i,j = a2−b2 = −1.Orthogonality of the eigenvectors
then follows by Lemmas B.1 and B.2. Substituting δi,j and δ
′
i,j into (18) yields (17).
(b) For i ∈ [r + 1:m], σi = 0. Hence uTi X = 0 and Xvi = 0. Then ∇2J(W,S)[(G0i,j ,0)] =
(uiz
T
j ZΩZ
T ,−zjuTi X) = ωj(G0i,j ,0), and∇2J(W,S)[(0, H0j,i)] = (−XvizTj ,0) = 0(0, H0j,i).
(c) For i ∈ [m+ 1:n], j ∈ [1 :k],∇2J(W,S)[(0, H0j,i)] = (−XvizTj ,0) = 0(0, H0j, i).
(d) Each negative eigenvalue in (17) has the form ρ = −
√
x2 + y2 + y with y > 0. Taking the
derivative w.r.t y yields, 1 − y/
√
x2 + y2 > 0, i.e., ρ is monotonically increasing in y. Hence the
minimum eigenvalue is attained with i = 1 and j = k.
Theorem 3.3 part (a) confirms (as expected from [8]) that the critical points (16) are all strict sad-
dles. The new contribution is the explicit formulas for the eigenvalues of the Hessian and the in-
sight provided by part (d) into how the least eigenvalue changes over this family of critical points.
Specifically, λmin(∇2J(W,S)) = −σ1 when ωk = 0, and is monotone increasing as ωk increases,
asymptotically to zero as ωk →∞. So without a constraint on the size of ωk, there is no γ < 0 such
that λmin(∇2J(W,S)) < γ over this family of strict saddles.
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3.3 The Canonical Points
We now examine the landscape around the canonical points specified by (11). The analysis builds
on that given in §3.2. Complete details are given in Appendix B. Here we summarize and discuss
the main results.
We say that a canonical point is maximal if λj = σj , j ∈ [1 :q]. This holds if and only if the q
columns of U¯ are left singular vectors of X for a set of its q largest singular values. If this does not
hold, then we say that is (W,S) not maximal. In this case, there exists a least integer p ∈ [1 :q] such
that λp < σp.
Theorem 3.3. Let 1 ≤ q ≤ min{k,m} and (Wc, Sc) be a canonical point of the form (11). If
(Wc, Sc) is not maximal, let p ∈ [1 :q] denote the least integer with λp < σp.
(a) If q = m, or q = k < m and (Wc, Sc) is maximal, then (Wc, Sc) is a global minimum of J .
(b) If q = k < m and (Wc, Sc) is not maximal, then (Wc, Sc) is a strict saddle with
λmin(∇2J(Wc, Sc)) = − σ
2
p−λ2k
λ2
k
+1
2 +
√
σ2p+
(
λ2
k
−1
2
)2 , (19)
(c) If q < min{k,m}, then (Wc, Sc) is a strict saddle with λmin(∇2J(Wc, Sc)) given by

ωk−q
2 −
√
σ2q+1 +
(ωk−q
2
)2
, (Wc, Sc) maximal;
min
{
ωk−q
2 −
√
σ2p +
(ωk−q
2
)2
, 12
(
λ2q + 1−
√(
λ2q − 1
)2
+ 4σ2p
)}
, otherwise.
(20)
Proof. (a) If q = m, then by Theorem 3.1 J(Wc, Sc) =
∑r
i=1 σ
2
i −
∑m
j=1 λ
2
j = −
∑r
i=r+1 σ
2
i = 0.
If q = k < m and (Wc, Sc) be maximal, then {λj}kj=1 is a set of k largest singular values of X.
Hence J(Wc, Sc) =
∑m
i=1 σ
2
i −
∑k
j=1 λ
2
j =
∑m
i=k+1 σ
2
i achieves its lower bound.
(b) A detailed analysis of this situation is given in §B.1. See Corollary B.1 with a = 1.
(c) A detailed analysis of this situation is given in §B.2. See equations (39) and (40).
Theorem 3.3 confirms that the canonical points (11) are either global minima or strict saddles. By
Theorem 2.1 the same holds for all critical points. This is the main result in [8]. The new contribu-
tions are the explicit formulas for the eigenvalues of the Hessian (see Appendix B for full details)
and for the minimum eigenvalue of the Hessian at a canonical strict saddle (parts (b) and (c)). The
latter expressions give insight into how the least eigenvalue of the Hessian changes over the family
of canonical points. For example, if the rank of Wc is min{k,m} (no zero columns in W ), the
minimum eigenvalue of the Hessian depends on the separation of the squared values of two distinct
nonzero singular values of X, σp and λk. In the best case, σp is large and λk is very small and the
minimum eigenvalue is approximately −σp. This minimum value increases as λk increases. For
typical data, this suggests that the worst case is when k is large, σp = σk and λk = σk+1.
In contrast, when the rank of Wc is q < min{k,m} (there are zero columns in Wc), and (Wc, Sc)
is maximal, the minimum eigenvalue depends only the size of a nonzero singular value of X and
a singular value of the matrix CT0 C0. This is given by the first line in (20). Notice the similarity
of this equation to the first equation in (17). The same caveats given there, also apply here. When
(Wc, Sc) is not maximal, there are two ways that negative eigenvalues can arise and this results in
two expressions competing to provide the least eigenvalue. This is displayed the second line of (20).
When ωk−q = 0, the first term reduces to −σp and this is the minimum of the two terms. As the
value ωk−q increases so does the first term. Eventually, the second term is the least and this is a
constant that does not depend on ωk−q.
Using Theorem 2.1 we can give a negative upper bound on λmin∇2J for any strict saddle (W,S).
Corollary 3.1. Let (Wc, Sc) be a canonical strict saddle and A ∈ GLk. Then
λmin(∇2J(LA(Wc, Sc))) ≤ λmin(∇
2J(Wc, Sc))
max{λmax(AAT ), λ−1min(AAT )}
< 0. (21)
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Proof. By Theorem 2.1, dividing the negative upper bound on λmin∇2J(Wc, Sc) in Theorem 3.3
by |||LA|||2 gives a negative upper bound on λmin(∇2J(LA(Wc, Sc))).
4 Negative Upper Bound on λmin(∇2J) Over Strict Saddles
For a maximal canonical point (Wc, Sc)with q < min{k,m}, λmin(∇2J(Wc, Sc)) given in the first
line of (20) depends on a singular value ofC0. Since there is no a priori bound on the singular values
of C0, there is no uniform negative upper bound for λmin(∇2J) over all canonical strict saddles. By
this we mean that for no γ < 0 is it the case that λmin(∇2J) < γ for all canonical strict saddles.
Even ifC0 = 0, there is a second issue. Since |||A|||2 is unbounded overGLk, the bound in Corollary
3.1 can be arbitrarily close to 0.. That does not say, however, that a uniform bound does not exist.
This section examines this issue.
We first prove the negative result that even when C0 = 0, there is no uniform negative upper bound
for λmin(∇2J(W,S)) over all strict saddles.
Theorem 4.1. For given k < m, and any canonical strict saddle (Wc, Sc) with rank(Wc) = k,
there is no γ < 0 such that λmin(∇2J(W,S)) ≤ γ for all (W,S) ∈ Θ(Wc, Sc).
Proof. Consider the curve of strict saddles {(Wca, a−1Sc), a > 0} in Θ(Wc, Sc). Corol-
lary B.1 gives an expression for λmin(∇2J(Wca, a−1Sc)). The expression indicates that
λmin(∇2J(Wca, a−1Sc)) can be made arbitrary close to 0 by making a sufficiently small or suf-
ficiently large.
4.1 A Uniform Negative Bound for λmin(∇2J) Over Strict Saddles in M0
We now restrict attention to an interesting subset of X and show that there is a uniform negative
upper bound for the minimum eigenvalue of the Hessian at all critical points in this subset.
LetMC , {(W,S) : WTW − SST = C}, where C ∈ Rk×k is a symmetric matrix. MC is of
interest for several reasons. First, the factorization problem (3) permits imbalance betweenW and
S in the sense that A ∈ GLk can makeWA very large (resp. small) while makingA−1S very small
(resp. large) without changing the value of the objective. However, if (W,S) ∈MC , the difference
between the norms of W and S is bounded: ‖W‖2F − ‖S‖2F = trace(C). In particular, if C = 0,
‖W‖2F = ‖S‖2F . This is referred to as a balance condition [26, 27]. Second, the term CT0 V T0 in (11)
is redundant and we have no a priori bound on its value. We show that for critical points in M0,
C0 = 0. Third, it is known that theMC is invariant under gradient flow. An initial value for (W,S)
specifies C, and the gradient flow o.d.e. (Wt, St) = −∇J(Wt, St)) ensures (Wt, St) ∈ MC for
t ≥ 0 [26, Theorem 1]. Lemma C.1 gives a self-contained proof of this result.
Motivated by the above, we now focus on critical points inM0. Each critical point inM0 must be
in the orbit of some canonical point. We show below that the orbit of a canonical point intersects
M0 if and only if Λ is invertible and C0 = 0.
Theorem 4.2. For a canonical point (Wc, Sc) of the form (11),
(a) There exists A ∈ GLk such that LA(Wc, Sc) ∈M0 if and only if Λ is invertible and C0 = 0.
(b) If LA(Wc, Sc) ∈M0, then for each Q ∈ Ok, LAQ(Wc, Sc) ∈ M0.
Proof. Let (Wc, Sc) be a canonical point and A ∈ GLk. LA(Wc, Sc) ∈ M0 if and only if
ATWTc WcA = A
−1ScSTc A
−T . Since A ∈ GLk, this is equivalent to
AAT (WTc Wc)AA
T = ScS
T
c . (22)
(If) Assume Λ ∈ GLq and C0 = 0. For A =
[√
Λ 0
0 Ik−q
] ∈ GLk, AATWTc WcAAT =[
Λ 0
0 Ik−q
][
Iq 0
0 0
][
Λ 0
0 Ik−q
]
=
[
Λ2 0
0 0
]
= ScS
T
c . Hence LA(Wc, Sc) ∈M0.
(Only If) There existsA ∈ GLk,with LA(Wc, Sc) ∈M0. SoA satisfies (22). In general,WTc Wc =[
Iq 0
0 0
]
and ScS
T
c =
[
Λ2 0
0 CT0 C0
]
. Let R = AAT ≻ 0 and write R = [ R1 R3RT3 R2 ]. By (22), R satisfies
R
[
Iq 0
0 0
]
R =
[ R21 R1R3
RT3 R1 R
T
3 R3
]
=
[
Λ2 0
0 CT0 C0
]
. It follows that R21 = Λ
2, R1R3 = 0, and R
T
3 R3 =
9
CT0 C0. Since Λ
2 is diagonal and non-negative, the first requirement gives R1 = Λ. Since R ≻ 0,
we must have R1 ≻ 0, and hence Λ ∈ GLq . The second requirement then gives R3 = 0, and the
third implies CT0 C0 = 0. This gives ‖C0‖2F = 0 and hence C0 = 0.
(b) If A ∈ GLk satisfies (22) and Q ∈ Ok, then (AQ)(AQ)T = AAT . So AQ satisfies (22).
For the rest of this section we only consider canonical points with C0 = 0 and Λ ∈ GLq . The
second condition requires q ≤ min{k, r}. This allows for factorization with k ≤ r, and with k > r.
Under these assumptions we can apply LΛ1/2 to map the canonical point in (11) into M0. This
yields
(W0, S0) =
([
U¯Λ1/2 0m×(k−q)
]
,
[
Λ
1/2V¯ T
0(k−q)×n
])
. (23)
Corollary 4.1. The set of critical points inM0 is {O(W0, S0) : (W0, S0) has the form (23) }.
Proof. This follows from (23) and part (b) of Theorem (4.2).
By Corollary 4.1 and Theorem 3.1, to determine the landscape around a critical point on M0 we
need only examine the landscape around the point (W0, S0) in (23). Each such (W0, S0) lies in the
orbit of a companion canonical point (Wc, Sc) sharing the same U¯ and Λ.
Theorem 4.3. Consider the critical point (W0, S0) ∈M0 given by (23). If (W0, S0) is not maximal,
let p ∈ [1 :q] denote the least integer with λp < σp.
(a) If q = min{k, r} and (W0, S0) is maximal, then it is a global minimum.
(b) If q = min{k, r} and (W0, S0) is not maximal, then λmin(∇2J(W0, S0)) = −(σp − λk).
(c) If q < min{k, r}, then λmin(∇2J(W0, S0)) =
{−σq+1 if (W0, S0) is maximal;
−σp, if (W0, S0) not maximal.
Proof. Let (W0, S0) be in the orbit of the canonical point (Wc, Sc).
(a) Since (W0, S0) is maximal so is (Wc, Sc). Then by Theorem (3.3), (Wc, Sc) is a global minimum.
Hence (W0, S0) is a global minimum.
(b) q = min{k, r} and (W0, S0) not maximal implies q = k < r. By Lemma B.4, for each
i ∈ [1 :r] and j ∈ [1 :k], with uTi U¯ = 0 and λj < σi, ∇2J(Wc, Sc) has a negative eigenvalue. For
each such pair i, j we show that ∇2J(W0, S0) also has a negative eigenvalue. Let Gi,j = uieTj
and Hj,i = ejv
T
i . Since U¯
Tui = 0 and V¯
T vi = 0, we have Hj,iS0 = 0 and W
T
0 Gi,j = 0.
Using (6) and WT0 W0 = S0S
T
0 = Λ we have ∇2J(W0, S0)[(Gi,j , Hj,i)] = (uieTj Λ + (W0S0 −
X)vie
T
j ,Λejv
T
i + ejui(W0S0 − X)) = (λj − σi)(Gi,j , Hj,i). Thus −(σi − λj) is a negative
eigenvalue of ∇2J(W0, S0). By Theorem 2.1 part (b), these are the only negative eigenvalues of
∇2J(W0, S0). Hence λmin(∇2J(W0, S0)) = −(σp − λk).
(c) Let q < min{k, r} and (Wc, Sc) bemaximal. LemmaB.8 shows that for i ∈ [1 :r], j ∈ [q + 1:k]
with uTi U¯ = 0, (Gi,j , Hj,i) is an eigenvector of∇2J(Wc, Sc)with eigenvalue−σi.Moreover, these
are the only negative eigenvalues. The same proof for the same pairs i, j, shows that (Gi,j , Hj,i) is
also an eigenvector of ∇2J(W0, S0) with eigenvalue −σi. By Theorem 2.1 part (b) these are the
only negative eigenvalues of∇2J(W0, S0). Hence in this case, λmin(∇2J(W0, S0)) = −σq+1.
Now suppose (Wc, Sc) is not maximal. Then∇2J(Wc, Sc) has two groups of negative eigenvalues
and these are the only negative eigenvalues. Group 1: By Lemma B.4 and Lemma B.7, for each
i ∈ [1 :r] and j ∈ [1 :q], with uTi U¯ = 0 and σi < λj , ∇2J(Wc, Sc) has a negative eigenvalue.
Group 2: By Lemma B.8, for each i ∈ [1 :r] and j ∈ [q + 1:k], with uTi U¯ = 0, ∇2J(Wc, Sc)
has a negative eigenvalue. We show that for each pair of indices in each group, ∇2J(W0, S0) has
a negative eigenvalue. First, by adapting the result in part (b) to the current situation, we see that
−(σi − λj) is a negative eigenvalue of∇2J(W0, S0) for all pairs of indices i, j in group 1. Second,
the first result in part (c) shows that−σi is a negative eigenvalue of∇2J(W0, S0) for all pairs indices
i, j in group 2. By Theorem 2.1 part (b), these are all of negative eigenvalues of∇2J(W0, S0). The
least eigenvalue is attained in the second group by selecting i = p and j = q+1. Hence in this case,
λmin(∇2J(W0, S0)) = −σp.
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Theorem 4.3 provides an expression for λmin(∇2J(W0, S0)) at each strict saddle (W0, S0) ∈ M0.
If q = k < r and (W0, S0) is maximal, this value is a difference of two singular values. For
example, if the first k + 1 singular values are distinct, then the largest possible value is ∆k =
−min1≤j≤k σj − σj+1. If the singular values are not distinct, the corresponding value is based on
differences of the consecutive distinct values assumed by the σj . When q < r < k, part (b) of the
Theorem indicates that largest bound is −σr independent of k.
Corollary 4.2. There exists γ < 0 such that λmin(∇2J(W0, S0)) < γ for all strict saddles in
(W0, S0) ∈M0.
Proof. The minimum eigenvalues in Theorem 4.3 can only take a finite set of negative values.
For q < k ≤ r and a generic distribution of singular values, we expect ∆k to be the larger bound
when k is small and −σk to be the larger bound for larger k.
5 Conclusion
Our main contribution is to provide a more complete understanding of the landscape of simple ma-
trix factorization. Our approach considers the orbits of critical points under the general linear group,
and represents each orbit by a canonical point. Prior work tells us that a critical points of (3) are ei-
ther global minima or a strict saddles [8]. We go beyond that result to determine the eigenvalues and
eigenvectors of the Hessian at each canonical point. This determines the number of negative eigen-
values and leads to an expression for minimum eigenvalue of the Hessian at each canonical point.
The latter expression allows us to show that the minimal eigenvalue was not uniformly bounded be-
low zero over all strict saddles. There are two reasons for this. First, the matrix C0 that appears, for
example, in the family of critical points (0, CT0 V
T
0 ) can push the minimum eigenvalue of the Hes-
sian towards 0. Second, moving a strict saddle along its orbit underGLk can also push the minimum
eigenvalue of the Hessian towards 0. However, we show that constraining attention to a particular
manifold M0, ensures the least eigenvalue of the Hessian at strict saddles is uniformly bounded
below zero. We prove this by characterizing the critical points onM0 and using this to obtain an
explicit expression for λmin(∇2J(W,S) for each strict saddle (W,S) inM0.
The manifoldM0 is special in that points on the manifold satisfy the so-called balance condition
‖W‖2F = ‖S‖2F .Moreover, it is known thatM0 is invariant under gradient flow [26, 27]. However,
despite its special characteristics, continuity ensures that our results above degrade gracefully as one
deviates from this particular manifold.
Finally, our development has used the natural setting of the problem, made no assumptions of sym-
metry or artificially created symmetry, and has avoided vectorization of the relevant differentials.
We believe that this yields greater clarity and insight. For example, it permits us determine eigen-
vectors with a simple interpretable structure at every canonical critical point. We also posit that this
approach is more amenable to generalization to related problems.
A Auxiliary Lemmas and Proofs
Proof of Lemma 2.1. (a)∇J(LA(W,S)) = (ESTA−T , ATWTE) = LA−T∇J(W,S).
(b)DJ(LA(W,S))[(G,H)] = 〈LA−T (∇J(W,S)), (G,H)〉 = 〈(∇J(W,S)), LA−1(G,H)〉 .
(c)∇2J(LA(W,S))[(G,H)] = ((GA−1)SSTA−T +W (AH)STA−T +EHT , ATWTW (AH)+
ATWT (GA−1)S +GTE) = LA−T
(∇2J(W,S)[LA−1(G,H)]) .
(d) By definition, D2J(LA(W,S))[(G,H)] =
〈∇2(LA(W,S))[(G,H)], (G,H)〉 . Using part (c),
the RHS of the previous equation can be written as
〈
LA−T (∇2(W,S)[LA−1(G,H)]), (G,H)
〉
=〈∇2(W,S)[LA−1(G,H)], LA−1(G,H)〉 = D2J(W,S)[LA−1(G,H)].
Proof of Theorem 2.1. (a) (i) If ∇J(W,S) = 0, then by part (a) of Lemma 2.1 and the lin-
earity of LA−T , ∇J(LA(W,S)) = 0. (ii) Let ∇2J(W,S)[(G,H)] = λ(G,H) with λ < 0.
Then D2(W,S)[(G,H)] =
〈∇2(W,S)[(G,H)], (G,H)〉 < 0. By part (d) of Lemma 2.1,
D2J(LA(W,S))[LA(G,H)] = D
2(W,S)[(G,H)] < 0. Thus ∇2J(LA(W,S)) also has a nega-
tive eigenvalue.
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(b) Fix an orthonormal basis {(Gi, Hi)}k(m+n)i=1 for X .With respect to this basis, each (G,H) ∈ X
has a unique coordinate vector g = φ(G,H) ∈ Rk(m+n), and each linear map LA : X → X , with
A ∈ GLk, has a unique matrix representationM(LA) ∈ Rk(m+n). We then have gA = M(LA)g
where gA = φ(LA(G,H)). Inner products are preserved using coordinates: 〈(G,H), (G′, H ′)〉 =
〈g, g′〉 . It is also easy to verify that 〈LAT (G,H), (G′, H ′)〉 = 〈(G,H), LA(G′, H ′)〉 .We then have
〈LAT (G,H), (G′, H ′)〉 = 〈M(LAT )g, g′〉 = gTM(LAT )T g′, and
〈(G,H), LA(G′, H ′)〉 = 〈g,M(LA)g′〉 = gTM(LA)g′.
These expressions must be equal for all g, g′. Thus M(LAT )T = M(LA). Since ∇2J(W,S) is a
linear map on X , it has a matrix P in the given basis. Similarly, ∇2J(LA(W,S)) has a matrix Q.
Since P and Q represent Hessian maps, both are symmetric matrices. By part (c) of Lemma 2.1,
∇2J(LA(W,S))[(G,H)] = LA−T (∇2J(W,S)[LA−1(G,H)]). Letting g = φ(G,H), and writing
this equation using coordinates yields Qg = M(LA−1)
TPM(A−1)g. Since this must hold for all
g, we conclude that Q = M(LA−1)
TPM(LA−1). Thus the matrices P and Q are congruent. The
result then follows by Sylvester’s theorem of inertia [28, Theorem 4.5.8].
(c) Let (G,H) be an eigenvector of∇2J(W,S) with eigenvalue λ. By Lemma 2.1 part (c),
∇2J(LA(W,S))[LA(G,H)] = λLA−T ((G,H)) = λ(GA−T , ATH).
If A ∈ Ok then A−1 = AT . Hence ∇2J(W,S)[LA(G,H)] = λLA(G,H). Thus λ is also an
eigenvalue of∇2J(WA,A−1S). A symmetric argument proves the converse result.
(d) Let λ = λmin(∇2J(W,S)) have eigenvector (G,H). By Lemma 2.1 part (c),
D2J(LA(W,S))[LA(G,H)] = λ
〈
(GA−T , ATH), (GA,A−1H)
〉
= λ trace(GTG+HHT ).
Dividing the above equation by the squared norm of (GA,A−1H) yields
λmin(∇2J(LA(W,S))) ≤ λ trace(G
TG+HHT )
trace(ATGTGA+A−1HHTA−T )
≤ λ/|||LA|||2,
where |||LA||| denotes the induced norm of LA. The result then follows by Lemma A.1.
Lemma A.1. |||LA||| = max{λ1/2max(AAT ), λ−1/2min (AAT )}.
Proof. |||LA||| = max‖(G,H)‖F=1 ‖(GA,A−1H)‖F . Let u (resp. v) be a unit norm eigenvector of
AAT (resp. (AAT )−1) with eigenvalue λmax , λmax(AAT ) (resp. µmax , λ−1min(AA
T )). Let
(G,H) satisfy ‖(G,H)‖F = 1 and maximize
‖(G,H)‖2F = trace(GAATGT ) + trace(HT (AAT )−1H). (24)
If a nonzero row of G is replaced by a scaled version of uT with the same norm, the constraint
remains satisfied and the objective can increase. The same holds if a nonzero column of H is
replaced by a suitably scaled version of v. Hence there is an optimal (G,H) of the form G =∑
αieiu
T , H =
∑
βjve
T
j ,
∑
α2i +
∑
β2j = 1, with optimal value (
∑
α2i )λmax + (
∑
β2j )µmax.
This value is achieved by (G⋆, H⋆) = (αe1u
T , βveT1 ) with α
2+β2 = 1. Thus the optimal value of
(24) isminα2+β2=1 α
2λmax+ β
2µmax = max{λmax, µmax}. So |||LA||| = max{
√
λmax,
√
µmax}.
The following lemma concerns Sb ∈ R(k−q)×n introduced in the proof of Theorem 3.1.
Lemma A.2. Let the columns of U¯ be a set of q left singular vectors of X, the columns of V¯ be
a matching set of right singular vectors of X, Λ be the diagonal matrix with the singular values
corresponding to U¯ on the diagonal, and V0 , [vr+1 . . . vn]. Then
(a) ΣV TV0 = 0 and ΛV¯
TV0 = 0.
(b) (U¯ U¯T − I)XSTb = 0 ⇔ STb = V¯ C¯ + V0C0 for some C¯ ∈ Rq×(k−q), C0 ∈ R(n−r)×(k−q).
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Proof. (a) For i ∈ [m+ 1:n], ΣV T vi = 0 since vi is not a column in V. For i ∈ [r + 1:m], σi = 0.
If vi is not a column of V, ΣV¯
T vi = 0. If vi is a column in V, then σi = 0 and ΣV
T vi = Σei =
σiei = 0. The proof for V¯ is almost identical.
(b) (If) (U¯ U¯T − I)X = U¯ΛV¯ T − UΣV T . Hence (U¯ U¯T − I)XSTb = (U¯ΛV¯ T − UΣV T )V¯ C¯ +
(U¯ΛV¯ T − UΣV T )V0C0. Since the columns in V¯ are a subset of the columns in V, the first term is
zero. The second term is zero by part (a).
(Only If) (U¯ U¯T −I)XSTb = 0 implies for some B¯ ∈ Rq×(k−q),XSb = U¯ B¯. So UΣV TSTb = U¯B.
Let 1 ≤ i ≤ r with ui not a column of U¯ . Since 1 ≤ i ≤ r, σi > 0. Multiplying both sides of the
previous equation by uTi yields σiv
T
i S
T
b = u
T
i U¯B = 0. Hence for every vi with a nonzero singular
value that is not a column in V¯ , vTi S
T
b = 0. Thus the columns of S
T
b lie in the span of the vi that are
either columns of V¯ or of V0. Hence there exist C¯, C0 such that S
T
b = V¯ C¯ + V0C0.
B Hessian Eigenvalues and Eigenvectors
Let {zj}kj=1 denote an orthonormal basis in Rk, Gi,j = uizTj , i ∈ [1 :m], and Hj,i = zjvTi ,
i ∈ [1 :n]. Then let V = {(Gi,j ,0) : j ∈ [1 :k], i ∈ [1 :m]} ∪ {(0, Hj,i) : j ∈ [1 :k], i ∈ [1 :n]}.
Lemma B.1. V is a set of k(m+ n) orthonormal vectors in X .
Proof. It is clear that V contains k(m+ n) vectors and that every vector in the first subset is orthog-
onal to every vector in the second subset. Each of the two subsets forming V is orthonormal. For
example, 〈(Gi,j ,0), (Gi′,j′ ,0)〉 = trace(zTj′zjuTi ui′) = 1 if i = i′, j = j′, and is 0 otherwise. A
similar equation proves the same holds for the second subset.
Lemma B.2. Let α, α′ ∈ R with αα′ = −1. Then any pair of vectors (Gi,j ,0) and (0, Hs,t)
in V can be replaced by the pair of vectors (Gi,j , αHs,t) and (Gi,j , α′Hs,t) without changing the
orthogonality of the elements in the modified set V ′.
Proof. The new vectors are orthogonal: 〈(Gi,j , αHs,t), (Gi,j , α′Hs,t)〉 = trace(zjuTi uizj) +
αα′ trace(vtzTs zsv
T
t ) = 0. So span ((Gi,j , αHs,t), (Gi,j , α
′Hs,t)) = span ((Gi,j ,0), (0, Hs,t)) .
Hence (Gi,j , αHs,t), (Gi,j , α
′Hs,t) are orthogonal to all other elements of V .
B.1 A Full Rank Canonical Point
We now determine the eigenvalues and eigenvectors of the Hessian at a full rank canonical point
(Wc, Sc). Here Wc ∈ Rm×k has rank k. Hence k < m. It will be convenient to derive a slightly
more general result by considering the curve {(Wca, a−1Sc) : a ∈ R, a 6= 0} ⊂ Θ(Wc, Sc). Each
point (W,S) on this curve is a critical point. The following three lemmas obtain expressions for the
k(m + n) eigenvalues and corresponding orthogonal eigenvectors of ∇2J(W,S). To simplify the
exposition we will assume r ≤ m ≤ n. Symmetric arguments cover the case n < m. For j ∈ [1 :k],
we set Gi,j = uie
T
j , i ∈ [1 :m], andHj,i = ejvTi , i ∈ [1 :n].
Lemma B.3. For i ∈ [m+ 1:n] and j ∈ [1 :k], (0, Hj,i) is an eigenvector of ∇2J(aWc, a−1Sc)
with eigenvalue ρ0 = a
2.
Proof. ∇2J(aWc, a−1Sc)[(0, Hj,i)] = (WcHj,iSTc + (WcSc − X)(Hj,i)T , a2WTc WcHj,i) =
(Wcejv
T
i V¯ Λ + (WcSc −X)vieTj , a2ejvTi ) = a2(0, Hj,i).
Now consider vectors constructed fromGi,j andHj,i for i ∈ [1 :m] with ui not a column of U¯ . The
following lemma separates this into two parts; first i ∈ [1 :r], then i ∈ [r + 1:m].
Lemma B.4. For j ∈ [1 :k], and i ∈ [1 :m] with ui not a column in U¯ , the following hold: (a) If i ∈
[1 :r], there exist αi,j , α
′
i,j ∈ R with αi,jα′i,j = −1 such that (Gi,j , αi,jHj,i) and (Gi,j , α′i,jHj,i)
are eigenvectors of∇2J(Wca, a−1Sc) with corresponding eigenvalues
ρi,j =
1
2
(
λ2j+a
4
a2 −
√(
λ2j−a4
a2
)2
+ 4σ2i
) 

> 0, if λj > σi;
= 0, if λj = σi;
< 0, if λj < σi.
(25)
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ρ′i,j =
1
2
(
λ2j+a
4
a2 +
√(
λ2j−a4
a2
)2
+ 4σ2i
)
> 0. (26)
(b) Alternatively, if i ∈ [r + 1:m], the pair of vectors (Gi,j ,0) and (0, Hj,i), are eigenvectors of
∇2J(aWc, a−1Sc) with eigenvalues ρj = λ2j/a2 ≥ 0, and ρ0 = a2 > 0, respectively.
Proof. (a) Under the stated assumptions, σi > 0, u
T
i U¯ = 0 and v
T
i V¯ = 0. Let (G,H) =
(uie
T
j , αejv
T
i ) with α ∈ R. For (W,S) = (Wca, a−1Sc) we seek α, ρ ∈ R such that (G,H) is
an eigenvector of∇2J with eigenvalue ρ. Using (5), this is equivalent to
GSST +WHST + (WS −X)HT = ρG, WTWH +WTGS +GT (WS −X) = ρH. (27)
In the present context these equations become uie
T
j (a
−2Λ2) − αXvieTj = (a−2λ2j − ασi)uieTj =
ρuie
T
j , and αa
2ejv
T
i − ejuTi X = α(a2 − σi/α)ejvTi = ρejvTi . Solving for ρ we obtain
ρ = a−2λ2j − ασi and ρ = a2 − σi/α. (28)
Thus∇2J(Wca, a−1Sc)[(G,H)] = ρ (G,H) if and only if α is a real root of the equation
σiα
2 − λ
2
j − a4
a2
α− σi = 0. (29)
This equation has two real roots α+ and α− with α± = 12σi
(
λ2j−a4
a2 ±
√(
λ2j−a4
a2
)2
+ 4σ2i
)
.
Using the first equation for ρ above and this result we find
ρ(α+) = 12
(
λ2j+a
4
a2 −
√(
λ2j−a4
a2
)2
+ 4σ2i
)
, eigenvector: (uiej, α
+ejv
T
i ), (30)
ρ(α−) = 12
(
λ2j+a
4
a2 +
√(
λ2j−a4
a2
)2
+ 4σ2i
)
, eigenvector: (uiej, α
−ejvTi ). (31)
It is readily checked from (B.1) that α+α− = −1. Hence these eigenvectors have the form
(Gi,j , αi,jHi,j) and (Gi,j , α
′
i,jHi,j) with αi,j = α
+, α′i,j = α
− and αi,jα′i,j = −1. Let
c =
λ2j+a
4
a2 , and d =
√(
λ2j−a4
a2
)2
+ 4σ2i . (32)
Then c, d > 0, ρ(α+) = 1/2(c − d), and ρ(α−) = 1/2(c + d). Clearly ρ(α−) > 0. Simple algebra
verifies that c2 − d2 = −4(σ2i − λ2j ). This gives the sign classifications of ρi,j in (25).
(b) In this case, σi = 0. Hence u
T
i X = 0 and Xvi = 0. In addition, u
T
i U¯ = 0 and v
T
i V¯ =
0. Hence uTi WS = u
T
i U¯ΛV¯
T = 0. Thus ∇2J(aWc, a−1Sc)[(Gi,j ,0)] = (uieTj a−2Λ2,0) =
a−2λ2j (Gi,j ,0), and∇2J(aWc, a−1Sc)[(0, Hj,i)] = (0, a2ejvTi ) = a2(0, Hj,i).
Lemma B.3 and Lemma B.4 have identified (m + n)k − 2k2 eigenvectors. The remaining 2k2
eigenvectors are found by considering indices for which ui is a column of U¯ .
For each column u¯j of U¯ , j ∈ [1 :k], there exists i ∈ [1 :m] such that u¯j = ui, v¯j = vi, and λj = σi.
If i ∈ [1 :r], then λj = σi > 0; otherwise i ∈ [r + 1:m] and λj = σi = 0. We can partition the
index set [1 :k] accordingly into S, with s ∈ S if λs > 0, and T , with t ∈ T if λt = 0.We assume S
and T are nonempty. But the case when one of S or T is empty, is also covered by the result below.
Lemma B.5. (a) For each j ∈ [1 :k] and s ∈ S, there exist βj,s, β′j,s ∈ R with βj,sβ′j,s = −1,
such that (u¯je
T
s , βj,sej v¯
T
s ) and (u¯je
T
s , β
′
j,sej v¯
T
s ) are eigenvectors of ∇2J(Wca, a−1Sc) with cor-
responding eigenvalues ρj,s = 0 and ρ
′
j,s = λ
2
s/a
2 + a2 > 0, respectively.
(b) For each j ∈ [1 :k] and t ∈ T , (u¯jet,0), and (0, ej v¯Tt ), are eigenvectors of ∇2J(aWc, a−1Sc)
with eigenvalues 0 and ρ0 = a
2 > 0, respectively.
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Proof. Recall thatWc = U¯ , Sc = ΛV¯
T , WTc Wc = Ik, and ScS
T
c = Λ
2. In addition, u¯Tj X = λj v¯j ,
Xv¯j = λjuj, u¯
T
j (WcSc −X) = 0, and (WcSc −X)v¯j = 0, j ∈ [1 :k].
(a) Consider (G,H) = (u¯je
T
s , βej v¯
T
s ), for j ∈ [1 :k], s ∈ S, and β 6= 0. By (5), (G,H) is an
eigenvector of∇2J(Wca, a−1Sc) with eigenvalue ρ if and only if
u¯je
T
s (a
−2Λ2) + βU¯ej v¯Ts V¯ Λ + β(U¯ΛV¯
T −X)v¯seTj = (a−2λ2s + βλs)u¯jeTs = ρu¯jeTs ,
βa2ej v¯
T
s + U¯
T u¯je
T
s ΛV¯
T + esu¯
T
j (U¯ΛV¯ −X) = (βa2 + λs)ej v¯Ts = ρej v¯Ts .
Solving these equations for ρ gives ρ = a−2λ2s + βλs = a
2+λs/β. These are the equations in (28)
except that σi has been replaced by −λs and α by β. After these adjustments to (29) we find two
real roots β+ and β− with,
β± = − 12λs
(
λ2s−a4
a2 ±
√(
λ2s−a4
a2
)2
+ 4λ2s
)
. (33)
Note that s ∈ S and hence λs > 0. Let d′ denote the square root term in (33). Then d′ =
(λ4s−2a4λ2s+a8+4λ2sa4)
1/2
a2 =
λ2s+a
4
a2 . Hence β
+ = −λs/a2, and β− = a2/λs. Note that β+β− = −1.
The expressions for β± yield the following eigenvalues and corresponding eigenvectors
ρ(β+) = 0, eigenvector: (u¯je
T
s ,−λs/a2ej v¯Ts ); (34)
ρ(β−) = λ2s/a
2 + a2 > 0, eigenvector: (u¯je
T
s ,−a2/λsej v¯Ts ). (35)
(b) For (u¯jet,0), and (0, ej v¯
T
t ), j ∈ [1 :k], t ∈ T , we have ∇2J(Wca, a−1Sc)[(U¯jet,0)] =
(u¯je
T
t (a
−2Λ2), U¯T u¯jeTt ΛV¯
T ) = (u¯je
T
t (a
−2λ2t ), ejλtv¯
T
t ). Noting that λt = 0, this sim-
plifies to 0(u¯je
T
t ,0). Similarly, ∇2J(Wca, a−1Sc)[(0, ej v¯Tt )] = (U¯ej v¯Tt V¯ Λ, a2ej v¯Tt ) =
(u¯je
T
t λt, a
2ej v¯
T
t ) = a
2(0, ejv
T
t ). Thus {(u¯jet,0) : j ∈ [1 :k], t ∈ T } is a set of k|T | eigen-
vectors of∇2J(Wca, a−1Sc) with eigenvalue 0, and {(0, ej v¯Tt ) : j ∈ [1 :k], t ∈ T } is a set of k|T |
eigenvectors with eigenvalue a2 > 0.
The above three lemmas have displayed k(n+m) eigenvalues of∇2J(Wca, a−1Sc).As expected, as
a varies over the nonzero reals, the positive eigenvalues remain positive and the negative eigenvalues
remain negative. We are particularly interested in the negative eigenvalues.
Lemma B.6. λmin(∇2J(Wca, a−1Sc)) < 0 if and only if there exists p ∈ [1 :k] with λp < σp.
Proof. (Only If) Assume ∇2J(Wca, a−1Sc) has a negative eigenvalue. Then by Lemma B.4 there
exists i ∈ [1 :r] such that ui not a column in U¯ , and j ∈ [1 :k] such that λj < σi. For some
s ∈ [1 :m], u¯j = us and hence λj = σs < σi. Thus i < s. So ui has been omitted from U¯ and σi
from the diagonal of Λ. Yet σs < σi is included in the diagonal of Λ. It follows that the diagonal of
Λ does not contain a set of k largest singular values ofX . Hence there is a least p ∈ [1 :k] such that
λp < σp.
(If) Assume that for some j ∈ [1 :k], λj < σj . Then there exists a least p with λp < σp. Thus for
j ∈ [1 :p− 1], λj = σj and a corresponding left singular vector uj occupies column j of U¯ . But
u¯p is a left singular vector for a singular value λp < σp. Hence a corresponding left singular vector
up for σp has been omitted from U¯ . Thus there exists a left singular vector up, such that up is not a
column of U¯ = 0, and an integer j = p ∈ [1 :k], such that λj < σp.
By Lemma B.6, (Wc, Sc) is a strict saddle if and only if it is not maximal. We now determine the
least eigenvalue of∇2J(Wca, a−1Sc) when (Wc, Sc) is a strict saddle.
Theorem B.1. Assume (Wc, Sc) is not maximal and p is the least integer for which λp < σp. Then
λmin(∇2J(Wca, a−1Sc)) = 12
(
λ2k+a
4
a2 −
√(
λ2k−a4
a2
)2
+ 4σ2p
)
< 0 (36)
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Proof. Since there exists j ∈ [1 :k] with λj < σj , Lemma B.6 implies ∇2J(Wa, a−1S) has a
negative eigenvalue ρ, and Lemma B.4 implies
2|ρ| =
√(
λ2−a4
a2
)2
+ 4σ2 − λ2+a4a2 (37)
where λ ∈ {λj : j ∈ [1 :k]}, σ ∈ {σi : σi > λj , uTi U¯ = 0}. We have
2 d|ρ|dλ =
( 2λ
a2
)(λ
2+a4
a2
)√(
λ2−a4
a2
)2
+4σ2
− 2λa2 = 2λa2

 (λ2+a4a2 )√(
λ2−a4
a2
)2
+4σ2
− 1

 = 2λa2 ( cd − 1) .
The terms c and d, defined in (32), satisfy c < d. Hence d|ρ|dλ is negative and |ρ| is monotone
decreasing in λ. It is clear from (37) that |ρ| is monotonically increasing in σ. So we let p be the
least index such that σp > λp. Then σp > λp ≥ λk . So we select λ = λk. This gives (36).
Corollary B.1. Under the assumptions of Theorem B.1,
λmin(∇2J(Wca, a−1Sc)) = −(σ
2
p−λ2k)(
λ2
k
2a2
+ a
2
2
)
+
√
σ2p+
(
λ2
k
2a2
− a22
)2 (38)
Proof. By Theorem B.1, λmin(∇2J(Wca, a−1Sc)) is given by (36). Let c = λ
2
k+a
4
a2 and d =√(
λ2k−a4
a2
)2
+ 4σ2p. Then λmin(∇2J(Wa, a−1S)) = 12 (c − d). Use c2 − d2 = (c − d)(c + d)
to write λmin(∇2J(Wa, a−1S)) = 12 c
2−d2
c+d . Noting that c
2 − d2 = −4(σ2p − λ2k) and evaluating
1/2(c+ d) using the definitions of c and d yields (38).
B.2 A Canonical Point with q < k
We now determine the eigenvalues and eigenvectors of the Hessian at a canonical point (Wc, Sc)
withWc = [W 0k−q] , Sc =
[
ST V0C0
]T
, k− q > 0, and rank(W ) = q. Noting that (W,S) is
a full rank canonical point for dimension q, we first “lift” the q(m+n) eigenvalues and eigenvectors
of∇2J(W,S) to eigenvalues and eigenvectors of∇2J(Wc, Sc).
Lemma B.7. If (G,H) is an eigenvector of ∇2J(W,S) with eigenvalue ρ then ([G 0k−q] ,[
HT 0k−q
]T
) is an eigenvector of ∇2J(Wc, Sc) with eigenvalue ρ.
Proof. Simple algebra shows that (Wc, Sc), ([G 0k−q] ,
[
HT 0k−q
]T
) and ρ satisfy (27).
We obtain (k− q)(n−m) additional eigenvalues from Lemma B.3. Specifically, for i ∈ [m+ 1:n]
and j ∈ [q + 1:k], (0, Hj,i) is an eigenvector of∇2J(Wc, Sc) with eigenvalue ρ0 = 1.
There are 2(k−q)m−2(k−q)2 remaining eigenvalues. Since CT0 C0 ∈ R(k−q)×(k−q) is symmetric
positive semidefinite, CT0 C0 = ZΩZ
T where Z ∈ Ok−q , and Ω is diagonal with the eigenvalues ωj
of CT0 C0 listed in decreasing order on the diagonal. Let z˜j = [0, z
T
j ]
T . Then for i ∈ [1 :m] with ui
not in U¯ , and j ∈ [q + 1:k], set G˜i,j = uiz˜Tj and H˜j,i = z˜jvTi .
Lemma B.8. For i ∈ [1 :m] with ui not a column in U¯ , and j ∈ [q + 1:k], the following hold:
(a) If i ∈ [1 :r], there exist δi,j , δ′i,j ∈ R with δi,jδ′i,j = −1 such that (G˜i,j , δi,jH˜j,i) and
(G˜i,j , δ
′
i,jH˜j,i) are eigenvectors of ∇2J(Wc, Sc) with eigenvalues ρi,j and ρ′i,j given in (17).
(b) If i ∈ [r + 1:m], the pair of vectors (G˜i,j ,0) and (0, H˜j,i), are eigenvectors of ∇2J(Wc, Sc)
with eigenvalues ωj ≥ 0, and 0, respectively.
Proof. (a) Write W = U¯ and S = ΛV¯ T . Then WcSc = WS = U¯ΛV¯
T . In addition, WTc Wc =[
Iq 0
0 0
]
and using Lemma A.2 part (a), ScS
T
c =
[
Λ2 0
0 CT0 C0
]
. From (5), the first component of
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∇2J(Wc, Sc)[(G˜i,j , δH˜j,i)] is ui
[
0 zTj
] [
Λ2 0
0 ZΩZT
]
+δ
[
U¯ 0
] [
0
zj
]
vTi S
T
c +δ(U¯ΛV¯
T−X)viz˜Tj =
(ωj − δσi)uiz˜Tj , and the second component is δ
[
Iq 0
0 0
] [
0
zj
]
vTi +
[
U¯T
0
]
uiz˜
T
i Sc + z˜ju
T
i (U¯ΛV¯
T −
X) = −σiz¯jvTi .We obtain an eigenvector with eigenvalue ρ if and only if ρ = (ωj − δσi) = −σiδ .
This equation appears in the proof of Theorem 3.2 and the analysis there yields the result.
(b) The first component of ∇2J(Wc, Sc)[(G˜i,j ,0)] is ui
[
0 z˜Tj
] [
Λ2 0
0 ZΩZT
]
= ωjuiz˜
T
j ; the sec-
ond is
[
U¯T
0
]
uiz˜
T
i Sc + z˜ju
T
i (U¯ΛV¯
T − X) = −σiz¯jvTi = 0. Thus ∇2J(Wc, Sc)[(G˜i,j ,0)] =
ωj(G˜i,j ,0). The first component of ∇2J(Wc, Sc)[(0, H˜i,j)] is
[
U¯ 0
] [
0
zTj
]
vTi S
T
c + (U¯ΛV¯
T −
X)viz˜
T
j = 0; the second is
[
Iq 0
0 0
] [
0
zTj
]
vTi = 0. Thus∇2J(Wc, Sc)[(0, H˜i,j)] = 0(0, H˜i,j).
It remains to find 2(k − q)2 eigenvalues. To do so, consider indices i ∈ [1 :m] for which ui is a
column of U¯ . For each column u¯j of U¯ , j ∈ [1 :q], there exists i ∈ [1 :m] such that u¯j = ui,
v¯j = vi, and λj = σi. We partition the index set [1 :q] into S, with s ∈ S if λs > 0, and T , with
t ∈ T if λt = 0. One can verify that the remaining eigenvalues and eigenvectors of the Hessian have
the form given in Lemma B.5 for when k = q and a = 1. This determines all the eigenvalues.
To find the least eigenvalue of ∇2J(Wc, Sc) we consider two situations. First, using the notation
defined above, if (W,S) = (U¯ ,ΛV¯ T ) is maximal, the eigenvalues of ∇2J(W,S) are non-negative.
Hence the only negative eigenvalues of ∇2J(Wc, Sc) are given in Lemma B.8. The least among
these is clearly
λmin(∇2J(Wc, Sc)) = ωk−q2 −
√
σ2q+1 +
(ωk−q
2
)2
. (39)
Second, if (W,S) is not maximal, then there is a least p ∈ [1 :q] with σp > λp. In this case, negative
eigenvalues emerge from two sources. First, by “lifting” the eigenvectors of ∇2J(W,S) (Lemma
B.7 and Theorem B.1). Second, negative eigenvalues arise because of the existence of zero columns
inWc (LemmaB.8). The least eigenvalue of∇2J(W,S) is then the minimum eigenvalue from these
two sources. Using Lemma B.8 and Theorem B.1, this can be expressed as
λmin(∇2J(Wc, Sc)) = min
{
ωk−q
2 −
√
σ2p +
(ωk−q
2
)2
,
1
2
(
λ2q + 1−
√(
λ2q − 1
)2
+ 4σ2p
)}
.
(40)
The expression above simplifies when C0 = 0.
Theorem B.2. For a canonical point (Wc, Sc) with q < k and C0 = 0,
λmin(∇2J(Wc, Sc)) =
{−σq+1, if (Wc, Sc) is maximal;
−σp, if (Wc, Sc) is not maximal;
where in the second case, p ∈ [1 :q] is the least index with λp < σp.
Proof. When C0 = 0, ωj = 0 for j ∈ [1 :k − q]. When (Wc, Sc) is maximal, using (39), the least
eigenvalue is −σq+1. Otherwise, there are two possibilities. We show that −σp is the least eigen-
value. Let −σp < λ
2
q+1
2 −
√(
λ2q−1
2
)2
+ σ2p. This is equivalent to σp +
λ2q+1
2 >
√(
λ2q−1
2
)2
+ σ2p.
Squaring both sides, expanding, and eliminating common terms confirms the claimed ordering.
C The Manifold WTW − SST = C
Lemma C.1 ([26, Theorem 1] ). Along every solution of the gradient flow o.d.e.,WTt Wt − StSTt
is a constant symmetric k × k matrix and ‖Wt‖2F − ‖St‖2F is a constant.
Proof. Given an initial condition (W0, S0) ∈ X , the gradient flow o.d.e. ddt (Wt, St) =−∇J(Wt, St) defines a curve (Wt, St), t ≥ 0, in X . Taking the inner product of both sides of the
o.d.e with TW,S(H) in (9), and using 〈TW,S(H),∇J(W,S)〉 = 0, yieldsHTWTt W˙t−STt HT S˙t =
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〈
H,WTt W˙t − S˙tSTt
〉
= 0, ∀H ∈ Rk×k. Thus WTt W˙t − S˙tSTt = 0. Adding this to its
transpose gives ddt(W
T
t Wt − StSTt ) = 0. Thus WTt Wt − StSTt = WT0 W0 − S0ST0 . Now
note that ‖Wt‖2F − ‖St‖2F = trace(WTt Wt) − trace(STt St) = trace(WTt Wt − StSTt ), and
trace(WTt Wt − StSTt ) is a constant.
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