Abstract. This paper discusses the extent to which one can determine the spacetime metric from a knowledge of a certain subset of the (unparametrised) geodesics of its Levi-Civita connection, that is, from the experimental evidence of the equivalence principle. It is shown that, if the space-time concerned is known to be vacuum, then the Levi-Civita connection is uniquely determined and its associated metric is uniquely determined up to a choice of units of measurement, by the specification of these geodesics. It is further demonstrated that if two space-times share the same unparametrised geodesics and only one is assumed vacuum then their Levi-Civita connections are again equal (and so the other metric is also a vacuum metric) and the first result above is recovered.
Introduction
In Newtonian gravitational theory one can consider a particle as having, in principle, three types of mass; its active gravitational mass m AG , its passive gravitational mass m P G and its inertial mass m I . The mass m AG is a measure of the particle's ability to gravitationally attract another particle, whilst the mass m P G is a measure of its susceptibility to being gravitationally attracted by another particle. The mass m I is a measure of the particle's resistance to being accelerated in an inertial frame. Thus for two mutually attracting particles labelled m and M in an inertial frame and at distance r apart, Newton's third and second laws give, respectively, for this two body problem
where G is the Newtonian gravitational constant and a is the magnitude of the acceleration of m in this frame. From the first of these equations one gets M AG /M P G = m AG /m P G . It follows that one may choose units with which to measure the active and passive gravitational masses such that, for any particle, its active and passive gravitational masses are equal (and written as, say, m G ). The second equation in (1) then shows that, within the gravitational field of M, aG −1 m I /m G is the same for all particles at a fixed event. Newtonian theory then assumes the constancy of G and accepts the experimental result, contained within the principle of equivalence, that a is the same for all particles at a fixed event. It follows that m G /m I is particle independent and so, choosing appropriate units for the measurement of inertial mass, one may take for any particle m G = m I . The conclusion is that only one mass parameter is needed for each particle and that, from the linearity in Newtonian theory, a given gravitational field provides a well-defined gravitational acceleration at each event and which is inherited by each freely falling particle at that event, independently of its make-up. It follows that the path of a particle passing through that event depends only on its velocity at that event. This conclusion is one form of the principle of equivalence in Newtonian theory and appears as a consequence of Newton's laws together with the experimental results mentioned above. If one assumes from the outset the result that the inertial, active gravitational and passive gravitational masses are equal, then the constancy of the acceleration follows immediately from the constancy of G.
In Einstein's general relativity theory, the (weak) principle of equivalence now arises, based on the experimental evidence above, as an assumption regarding the paths of such freely falling particles at some space-time event, this assumption amounting to their dependence, as in the Newtonian case, only on the particle velocity at that event. This path is related to the geometry of space-time by being assumed to be (part of) a timelike geodesic of the Levi-Civita connection associated with the space-time metric.
[Regarding the extent to which this result can be proved from the other axioms of Einstein's theory, see [1] .] This paper examines the extent to which one can identify the space-time metric in general relativity from a knowledge of a certain set of space-time paths representing such freely falling particles and which are assumed to be timelike geodesics. It generalises work in an earlier paper [2] in which this problem was briefly considered and provides the details omitted in that paper. In this paper, to clarify notation, the term geodesic will be used in the most general sense with the curve parameter arbitrary. The term unparametrised geodesic is sometimes used in this sense. On the other hand, an affinely parametrised geodesic will be referred to as just that.
Let M be a smooth space-time manifold with all geometrical objects defined on M smooth. Consider the following general situation. Let g and g ′ be Lorentz metrics on M with signatures (−, +, +, +) and with associated Levi-Civita connections ∇ and ∇ ′ . Suppose that for each p ∈ M there is an open subset G p = ∅ of the tangent space T p M to M at p such that for each p ∈ M and for each u ∈ G p , u is timelike with respect to g and g ′ and that there exists a curve in M containing p whose tangent at p is u and which is an unparametrised geodesic with respect to both ∇ and ∇ ′ . How are ∇ and ∇ ′ related and how are g and g ′ related? In other words, given that the principle of equivalence determines local (unparametrised) geodesic paths for a certain family of particles at each p ∈ M, how much does it say about the Levi-Civita connection and metric on M? The assumptions made so far in this paragraph will be referred to as assumption A in what is to follow. It is remarked here that G p may be interpreted for some given observer at p as the collection of all particle tangent vectors at p for which the equivalence principle has been established. [In fact, in what is to follow, the condition that the members of G p are timelike is not used and so the initial parts of the argument in section 2 could be applied even if the connections in question were not metric.]
From the physical viewpoint, one could argue that the internal motions of certain freely falling particles could identify a propertime along such geodesic paths and hence a common affine parameter for both ∇ and ∇ ′ . With this additional assumption, the geodesic equations give Γ It follows that P a bc (p) = 0 at p. From this equality of the connections ∇ and ∇ ′ , the relationship between g ′ and g depends on the common holonomy group of ∇ and ∇ ′ and is easily found [3, 4] . In particular, it turns out that, generically [4, 5] , g ′ = cg, (0 < c ∈ R) and so, generically, the metric is known up to a (positive) constant conformal factor, that is, up to the units of measurement. If the further assumption is made, that experiments with light rays determine the null cone at each point, then g and g ′ are necessarily always conformally related and this, together with the above result ∇ = ∇ ′ , leads easily to the result that g ′ = cg, (0 < c ∈ R).
Generalisations
Suppose now that only assumption A is made. Then, using a semi-colon and a vertical stroke for the covariant derivatives with respect to ∇ and ∇ ′ , respectively, one finds for the associated unparametrised geodesic equations for these connections and for a common geodesic
and hence the relations (cf. [6, 7] ),
for each u ∈ p∈M G p and where, in (2), P is as before. One can now show that the bracketed part of (2), symmetrised over the indices c, d and e, is zero. To see this, one simply extends the argument of the previous paragraph. Thus, on performing this symmetrisation, one finds the necessary and sufficient condition that ∇ and ∇ ′ have the same (unparametrised) geodesics (i.e. that they are projectively related) to be (c.f. [6, 7] )
for some smooth global 1-form ψ on M. Also, since ∇ and ∇ ′ are metric connections, ψ is easily checked to be a closed 1-form and hence is locally a gradient [6] . From (3) the condition that ∇ ′ g ′ = 0 may be written in the equivalent form
In fact, (3) and (4) are equivalent conditions for projective relatedness. To see this write the difference between the ∇ and ∇ ′ covariant derivatives of g ′ in terms of P in an obvious way (and using (4)) and then permute the indices in the resulting (coordinate) equation in the way one normally does to obtain the expression for the Levi-Civita connection in terms of the metric. One thus obtains (3). Equation (3) reveals a simple relationship between the type (1, 3) curvature tensors R and R ′ arising from ∇ and ∇ ′ , respectively, and which can be written in an obvious notation as [6] 
where
It is remarked that (5) depends on the symmetry of ψ ab , that is, on the metric condition on ∇ and ∇ ′ and the consequent fact that ψ is closed. Otherwise, extra terms occur in (5) . From (5), or more precisely from the fact that ∇ and ∇ ′ are projectively related, it can be checked that the Weyl projective tensor W , with components
where R ab (= R c acb ) are the Ricci tensor components, is the same for ∇ and ∇ ′ and so the expression in (6) is unchanged if the curvature and Ricci tensors are exchanged for their primed counterparts [8] .
So far the discussion has been quite general and based on assumption A. The following particular case was described briefly in [2] . Suppose that g and g ′ are each vacuum metrics. Then the above remarks about the tensor W , together with (6), show that, on M,
Thus the type (1,3) curvature tensors of g and g ′ are equal on M. It then follows [9, 4] that the Petrov types of g and g ′ are the same at each p ∈ M.
[It is remarked here that this is not completely obvious since the Petrov classification is an algebraic statement depending on the Weyl (or, in the vacuum case, the curvature) tensor and the metric and one needs to know that (7) imposes a significant restriction on how g and g ′ are related.] Now the (common) Petrov type of g and g ′ may vary over M and is important for determining this relationship between g and g ′ . So consider the disjoint decomposition M = H ∪N ∪O where N is the set of all points of M at which the Petrov type is N, O is the set of all points of M at which the curvature tensor vanishes and H is defined by the disjointness of the decomposition. Here, the physically reasonable non-flat assumption will be made that intO is empty (where int denotes the interior operator in the manifold topology on M) so that the curvature tensor cannot vanish over any non-empty open subset of M. It is also noted, by a rank argument on the wellknown 6 × 6 symmetric matrix form of the (smooth and hence continuous) curvature tensor, that H is an open subset of M since the points of H are exactly the points of M where this matrix rank is at least four (see, for example, [4] ) the rank being the same whether the curvature tensor is taken in its (tensor) type (0, 4) or (2, 2) form. Then Now suppose H is not empty. Then, because of (7) and the above mentioned curvature rank condition on H, g and g ′ are conformally related with a constant conformal factor on any open connected subset U of H [9, 4] , and so g = ρg ′ , with ρ constant on U. Thus ∇ = ∇ ′ on U and hence on H. If intN is not empty, then for each p ∈ intN, there is a connected open neighbourhood V of p and a nowhere zero smooth (see [10] ) null vector field l on V spanning the repeated principal null direction of the curvature(s) at each point of V (that is, R a bcd l d = 0 on V ) such that, on V , [9, 4] 
for functions φ and α :V → R with φ positive and which are easily checked to be smooth since g, g ′ and l are. Further, (5) and (7) together with a contraction over the indices a and c reveal that ψ ab =0 and so ψ a;b = ψ a ψ b on V . Now suppose ψ(p) = 0 and hence, by reducing V if necessary, that ψ is nowhere zero on V . Now since ψ a;b = ψ a ψ b , the 1-form ψ is recurrent (with respect to ∇) and nowhere zero on V . This recurrence property, together with the Ricci identity for ψ, can be used to show that ψ a ≡ g ab ψ b is a principal null direction of the curvature tensor (i.e. R a bcd ψ d = 0) and hence, by the uniqueness property of such directions, ψ a = βl a for some smooth real valued nowhere zero function β on V . Thus l a is recurrent on V with respect to ∇ (that is, l a;b = l a q b for some smooth 1-form q on V ). The Ricci identity for l then shows that q [a;b] = 0 on V and so, again by reducing V if necessary, q a = σ, a for some smooth function σ : V → R, where a comma denotes a partial derivative. Then l ′ ≡ e −σ l is a covariantly constant null vector field on V . Now define a function α ′ ≡ e 2σ α on V and rewrite (8) as g
On substituting this last equation into (4) one finds that φ ,a = 5 2 φψ a . A back substitution and an elementary rank argument then reveals that ψ a = φ ,a = 0. This contradicts the fact that ψ is non-zero on V and so ψ must vanish identically on V and hence on intN. It follows from (3) that ∇ = ∇ ′ on intN and hence (from the previous argument) on the open dense subset H ∪ intN of M. Thus the Levi-Civita connections ∇ and ∇ ′ on M associated with the metrics g and g ′ on M are identical. It has thus been established that g and g ′ have the same Levi-Civita connection and hence the same holonomy group. Since each is a vacuum metric this holonomy group is severely restricted and it follows [11, 4] , in the notation of these references, that the holonomy algebra is either of type R 8 , R 14 or R 15 . Further, if H is not empty, it follows from the rank condition at points of H and the fact that the infinitesimal holonomy algebra is contained in the holonomy algebra, that this algebra cannot be of type R 8 and so must be of type R 14 or R 15 . Thus [3, 4] , if H is not empty, g and g ′ are conformally related on M with a constant conformal factor. If H is empty, M = N ∪ O with N open and dense in M. In this case, if the common holonomy type of ∇ and ∇ ′ is R 14 or R 15 , one again has g ′ = cg on M for some constant c ∈ R. If this holonomy type is R 8 then, if M is simply connected, M admits a global covariantly constant null vector field l (with respect to g and g ′ ) whose direction coincides with the (unique) repeated principal null direction of the curvature at points of N. Then g and g ′ are related by (8) on M with l as in the previous sentence and φ and α constants and M, with either metric g or g ′ , being a pp-wave space-time. If it is not simply connected, perhaps the best possible is to settle for a local representation of the relation between g and g ′ in some simply connected neighbourhood V of any point of intN of the form (8) with l covariantly constant on V and φ and α constants. Since M is connected, the smooth function χ ≡ g ab g ′ ab on M is constant and coincides with 4φ for each of these local representations. The constant α depends on the local representative vector field l chosen for the principle direction.
In conclusion, these results show that under the assumption A, together with the assumption that both g and g ′ are non-flat vacuum metrics, g ′ =cg (0 < c ∈ R) on M except in the special cases described above where the Petrov type is N or O everywhere. It is remarked that, always, ∇ = ∇ ′ on M and so if one of the geodesics considered is affinely parametrised with respect to ∇, it is automatically affinely parametrised with respect to ∇ ′ . It is noted that the null cones of g and g ′ agree on M, except in these special cases, where the repeated principal null direction is their only common null direction. In geometrical terms (and considering the (precisely defined; see [5] ) generic case where these special cases have been removed) it says that each equivalence class of projectively related connections on M contains at most one which is a Levi-Civita connection of a vacuum metric and this metric is then determined up to a constant conformal factor. Now suppose that, in addition to assumption A, the physical assumption regarding null geodesics is introduced (see the last sentence of section 1) so that the null cones of g and g ′ coincide. Then g ′ = χg on M, where χ : M → R is a positive function, and with no assumption whatsoever on the energy-momentum tensor, one can show, by a substitution into (4) and a simple rank argument similar to one given above, that χ ,a = 2χψ a . A back substitution then shows that ψ = 0 on M and hence that χ is constant on M. Thus ∇ = ∇ ′ on M and an affine parameter with respect to ∇ is also affine with respect to ∇ ′ , and viceversa. [The authors have since found out that this last result is known [7] ]. This result reflects the fact that a vector field on M which is simultaneously projective and conformal is homothetic [4] .
The General Case
In the next two sections, space-times with the same geodesics will again be considered but this time only one of the space times will be assumed to be a vacuum space-time. It will be shown that the other one must be vacuum and that the two metrics are then related as in the previous section. This result means that if a bunch of (unparametrised) geodesics of a space-time manifold are given (in the sense made precise in section 1) there is at most one Levi-Civita connection that is simultaneously compatible with a vacuum metric and consistent with these geodesics and, apart from the type N possibilities given earlier, the metric is uniquely determined up to a constant conformal factor (that is, up to units of measurement).
So suppose, as before, that M is a space-time manifold and that g and g ′ are Lorentz metrics on M with respective Levi-Civita connections ∇ and ∇ ′ . Let assumption A of section 1 hold and suppose, in addition, that g is a vacuum metric. How are g and g ′ related? It follows from the work in section 2 that ∇ and ∇ ′ are projectively related, that (3) and (4) hold and that the associated curvature tensors R and R ′ satisfy (5) with R a bcd the components of a vacuum curvature tensor (so that R ab = 0). The properties of the Weyl projective tensor W given in (6) then reveal that (7) is replaced by
where R ′ ab = R ′c acb . One now attempts to deduce the restrictions that regulate the relationship between g and g ′ from (4) and the consequent relation (9) on the curvature tensors.
To do this it is convenient to work with the vacuum curvature tensor R which, being equal to the Weyl conformal tensor (not to be confused with the Weyl projective tensor W ), satisfies the self dual condition * R = * R (⇔ the Hodge duality operator. This means that at each point of M, R may be written as one of the canonical (algebraic) Petrov types [12, 13, 14, 15] . It is also noted that M admits disjoint decompositions of the form [4] 
where I denotes the subset of M of all points where the Petrov type is I and similarly for the other Petrov types II, D, III, N and O (no confusion will arise from this ambiguity of notation), where E is a closed subset of M defined by the disjointness of the decomposition, where I is necessarily open and where, retaining the non-flat condition that intO is empty, intE is empty. Thus E is nowhere dense in M and M \ E is open and dense in M.
[The breakdown of M into the interiors of the subsets I, II, D, III and N is to allow calculus to be performed on them.] The procedure is then to use the individual Petrov types for R to get an algebraic relation between g and g ′ at each point of each Petrov type neighbourhood of M and then to finally impose the projective condition. Three lemmas are first required which are quite general (that is, independent of the Petrov type). Their relevance stems from the following result concerning the algebraic structure of the vacuum curvature tensor R. The Petrov type can be described entirely in terms of the complex self dual eigenbivectors of the complex self dual vacuum curvature tensor
+ F ab where the eigenvalue z = α + iβ ∈ C (α, β ∈ R), the factor 2 being introduced for later convenience. All indices are raised and lowered using the metric g unless specified otherwise. More conveniently, use of the self dual condition on the curvature tensor shows this last statement to be equivalent to the statement that R ab cd
and hence the convenience of the factor 2 mentioned above). Thus one can work equivalently, and more conveniently, with the real curvature tensor. F is simple and timelike (respectively spacelike) and its imaginary part (dual) is simple and spacelike (respectively timelike) (see e.g.
[4]). Thus for any complex self dual curvature eigenbivector + F , one may arrange, by a suitable (complex) scaling,
with F (and hence * F ) simple. Another relationship which is useful follows from the identity g
′e acd = 0 together with (9) and is g
To prepare for the lemmas mentioned above, l, n, x, y will denote a real null tetrad (so that the only non-vanishing inner products between its members are l a n a = x a x a = y a y a = 1) and u, x, y, z will denote an associated pseudo-orthonormal tetrad with u = 2 −1/2 (l − n) and z = 2 −1/2 (l + n) (so that the only non-vanishing inner products between its members are −u a u a = x a x a = y a y a = z a z a = 1). For each tetrad member, it is convenient to have a covector associated with it through g ′ in addition to the natural one obtained from g. Thus the covector u ′ is defined by u ′ a ≡ g ′ ab u b and similarly for the other tetrad members. Also, if F is a simple bivector, say F = r a s b − s a r b (written r ∧ s) with r and s independent members of the tangent space T p M, the 2-dimensional subspace (2-space) of T p M spanned by r and s (and which is uniquely determined by F ) is called the blade of F . It is finally remarked that the individual Petrov types can be characterised by their eigenbivector structure and this will be introduced when required. In particular, the algebraically special types can be characterised by the existence of a null complex self dual eigenbivector at the appropriate point p ∈ M. This can be seen either by inspecting the usual Petrov canonical forms or by the following argument. Suppose (12) holds at p for a null bivector F with principal null direction l (so that for some null tetrad l, n, x, y at p, F ab = l ∧ x and * F ab = −l ∧ y). Then define the symmetric tensor T at p by T bd = R abcd l a l c , from which it follows that
which is the (Bel [15] ) condition that the curvature tensor is algebraically special with (repeated) principal null direction l at p. Conversely, if this last (algebraically special Bel) condition holds on the curvature tensor at p, then, on extending l to a null tetrad l, n, x, y, at p, it is easily checked that the dual pair of bivectors G ab ≡ R abcd l c x d and *
It follows that they are null bivectors with common principal null direction l and hence are independent linear combinations of the bivectors F ≡ l ∧ x and * F ≡ −l ∧ y. Thus F and * F satisfy (12) at p and the existence of a complex self dual curvature eigenbivector at p is assured.
Thus for each of the following lemmas, l, x, y, z and u, x, y, z are the tetrads given (and related) above, and g and g ′ are Lorentz metrics on M with Levi-Civita connections ∇ and ∇ ′ and curvature tensors R and R ′ , respectively. The Levi-Civita connections are supposed controlled by assumption A as described in section 1 and hence are projectively related. In addition, g is a non-flat vacuum metric and + F is a non-zero complex self dual curvature eigenbivector of the vacuum curvature tensor R at p ∈ M with eigenvalues α + iβ. The notation for the covectors u ′ , etc, is as given earlier. It is added that statements like k is an eigenvector of, for example, g ′ with eigenvalue λ are understood to mean with respect to g, that is, g
Lemma 1 At p let + F be non-null with associated eigenvalue α + iβ so that (12) holds with F = u ∧ z = l ∧ n and * F = x ∧ y for a suitable tetrad (so that F is timelike and * F spacelike).
(i) If β = 0, then, at p with indices omitted, so that u means u a etc. and, to avoid confusion with the curvature tensor R ′ , terms like R ′ ab u b will be denoted byRu, etc.
where the coefficients a ij , b ij and c i are real numbers.
(
with a, b ∈ R and so the 2-dimensional subspaces of T p M spanned by u and z and also by x and y are eigenspaces of the tensors ag What lemmas 1(ii) and 2(ii) say is that if a curvature eigenbivector + F at p , either null or non-null, has an associated real eigenvalue α then F and * F (which may be chosen simple and are also curvature eigenbivectors with real eigenvalue α) are such that their blades are eigenspaces of R ab − δg ab at p for some δ ∈ R which is dependent on the blade. In the null case, the null vector l lies in the intersection of the blades and the corresponding numbers δ are equal. Lemma 3 takes care of a generalised version of this result.
Proof For lemma 1 one contracts (13) with
, replacing the terms which arise on the left hand side and which contain the curvature tensor R by the first expression in (12) . One obtains
Equation (17) can then be rewritten using the definitions u
This simplifies to
where p a ≡ αz a + 2/3ν a and q a ≡ αu a + 2/3µ a . Similarly, one can repeat this calculation using the second equation in (12) . Since no use was made of the (timelike or spacelike) nature of the members of the basis u, x, y, z, one merely swaps u, x, y, z for x, y, u, z, respectively, and replaces β by −β in the above calculation. The equation corresponding to (19) is
where r a ≡ αy a + 2/3R ′ ab y b and s a ≡ αx a + 2/3R
′ ab x b . In order to obtain the required information from the above equations certain expansions are required and which benefit from a temporary notational change in order to allow a summation notation to be used. First, denote the members of the basis u, z, x, y of T p M, noting the order change, by e 0 , e 1 , e 2 and e 3 , respectively. Then denote the corresponding covector basis at p obtained from them and the metric g at p (lowering indices) byẽ 0 ,ẽ 1 ,ẽ 2 andẽ 3 and the covector basis at p similarly obtained from the metric g ′ at p by e (1 ≤ α, β ≤ 3). These relations between the entries of the matrix components b ab will be useful in what is to follow.
[In fact, one may write a "completeness relation" for g ′ as g ′ = −ẽ 0 e 
where, as mentioned earlier,Ru denotes the covector at p with components R ′ ab u b and similarly forRz,Rx andRy. Recalling that in this notation,ẽ a are, respectively, the covectors with components u a , z a , x a and y a , one can substitute these expansions into (19) and (20) and equate coefficients of the e ′ a e ′ b in an obvious way. One finds that several of these vanish and certain others are forced to be equal. Reverting to the original notation (and where the symbols u, x, y, z will also be used to denote the covectorsẽ a at p), one finally has, at p,
This is the result claimed in lemma 1(i) in terms of the bases u, z, x, y and u
(l + n), the remainder of the result in lemma 1(i) (i.e. in terms of the bases l, n, x, y and l ′ , n ′ , x ′ , y ′ ) is obtained using straightforward linear combinations of the equations in (22) and (23). In the statement of lemma 1(i), 
and substituting into (19) one finds that γ = δ ′ = 0 and that γ ′ δ = 1. Thus δ = 0, z ′ = δp and q = δ −1 u. These are the first two claimed results of lemma 1(ii) with δ −1 = a. Again, noting that u = For lemma 2 one starts by writing F = l ∧ x and * F = −l ∧ y. Then (13) is contracted with F cd and terms involving the curvature replaced by those on the right hand side of (12) . Using the abbreviations l
wherer a ≡ αx a +βy a +2/3R
′ ab x b ands a = αl a +2/3R ′ ab l b . Next, following the procedure used in the previous lemma, one expandsr,s and l in terms of l ′ , n ′ , x ′ and y ′ , having first used a rotation in the x, y plane to eliminate the x ′ term in the expansion for l.
This simply changes the eigenbivector + F by multiplying it by e iθ , (θ ∈ R), and this (duality rotation) does not affect any other part of the calculation. On substituting these expressions into (24) one finds, at p, that if
and that there exists κ ′′ ∈ R such that l and x are eigenvectors of (κ ′′ g ab −2/3R ′ ab ) with eigenvalue α. By repeating this last case with F replaced by * F and using the second equation in (12) one sees that (cf. lemma 3) that l, x and y are eigenvectors of (κ ′′ g ab − 2/3R ′ ab ) with eigenvalue α at p.
For lemma 3 it is clear from lemmas 1(ii) and 2(ii) that if B and B ′ are any two members of the set of blades described in lemma 3, then each is an α-eigenspace of a tensor of the form (τ g ′ ab − 2/3R ′ ab ) for some τ ∈ R which depends on the eigenspace. If these blades have a common non-zero member v ∈ T p M then, with τ ′ ∈ R,
It follows that τ = τ ′ and lemma 3 follows.
In the next section, it will often be convenient to cast certain symmetric second order tensors into a canonical form based on their Segre type (Jordan canonical form) with respect to g (see just before lemma 1). This, of course, can be done without knowledge of the latter theory by writing out the tensor in terms of symmetrised products of basis members. If required, details of this Segre classification can be found in [4] .
The Main Theorem
The main theorem can now be stated.
Theorem 1 Let M be a space-time manifold on which two Lorentz metrics g and g ′ are defined with respective Levi-Civita connections ∇ and ∇ ′ and corresponding curvatures R and R ′ . The geodesics associated with ∇ and ∇ ′ are taken to satisfy assumption A of section 1 and so ∇ and ∇ ′ are projectively related. Let g be a non-flat vacuum metric. Then ∇ and ∇ ′ are necessarily equal on M and so g ′ is necessarily also a vacuum metric. If, in addition, the vacuum curvature tensor R is such that, in the decompositions (10) and (11), any of the sets I, II, D and III is non empty then g ′ = cg where 0 < c ∈ R.
Otherwise, the situation is as described in section 2 (since now g and g ′ are each vacuum metrics).
Proof Each Petrov region will be considered in turn. First consider the region III and let p ∈ III. Then one can choose a canonical null tetrad l, n, x, y at p such that the vacuum curvature tensor R takes the form [13, 14, 15, 4 ]
M = x ∧ y and 0 = a ∈ R and where l is the (unique) repeated principal null direction of R at p. The only self-dual complex eigenbivectors of R are non-zero complex multiples of the complex null bivector V + i * V and the associated eigenvalue is zero. Thus R abcd V cd = R abcd * V cd = 0 (recalling that all indices are manipulated with the metric g). Thus, from lemma 2(ii), there exists δ ∈ R such that l, x and y are eigenvectors of δg 
Now (26) when contracted with x c y d and use is made of (25) yields g
V e a = 0. It follows [16, 4] that the blade of * V is an eigenspace of g ′ and hence that
with a 1 , ..., a 4 ∈ R and a 1 = 0 (since g ′ is non-singular). A contraction of (26) with n a y b n c y d and use of (25) and (27) then gives 2aa 4 = −ba 1 . However, a similar contraction with n a n b l c n d gives 2aa 4 = ba 1 . Together these two results are consistent only if aa 4 = 0 and ba 1 = 0. Thus b = 0 and hence g ′ ae R e bcd + g ′ be R e acd = 0. From this and the fact that the rank of the curvature tensor in its 6 × 6 form is four at each p ∈ III it follows [16, 9, 4] that g ′ = a 1 g at p. Thus g and g ′ are conformally related at each p ∈ III. Now write g ′ = φg on intIII for some (necessarily smooth) function φ : intIII → R and substitute into (4). For any p ∈ intIII choose k ∈ T p M such that k a ψ a = 0 = g ab k a k b and contract (4) with k a k b to get φ ,a = 2φψ a . A back substitution and contraction with k b then reveals that ψ = 0 at p and hence on intIII. Thus ψ a = 0 on intIII and so φ is constant on each component of intIII. [This last result could also be found more generally from [9, 4] .] In conclusion, ∇ = ∇ ′ on intIII and g ′ = φg for constant φ on each component of intIII.
Now let p be a point in the region D. At p, one may choose a canonical null tetrad l, n, x, y at p so that R takes the form [13, 14, 15, 4] R abcd = Re{z(
M (with V and M as before) and
n ∧ x and * U = (29) into (30) and (31) gives 
where d ∈ R and this covers all possibilities when z ∈ R. If z / ∈ R, lemma 2(i) shows that l and n are eigenvectors of g ′ ab and of R ′ ab at p. Since they are g-null, the eigenvalues of l and n are equal in each case (see, e.g. [4] ). Using this information in lemma 1(i) (equation (14)), one sees that x and y are eigenvectors of g ′ with the same eigenvalue. It has thus been shown that the blades of l ∧ n and x ∧ y are each eigenspaces of g ′ and hence that (34) holds also in this case. Thus (34) holds at each point of the region D. It now follows that if p ∈ intD, there exists an open neighbourhood V ⊂ intD of p such that l and n are smooth vector fields on V because the Petrov type is constant there [10] and that (34) holds on V . To see that c and d are smooth functions on V one contracts (34) with the (smooth) tensors l b and g ab to see that c + d and 4c + 2d are each smooth on V and the result follows (and, in addition, it follows from the non-degeneracy of g ′ that c and c + d are nowhere zero on V ). Now substitute (34) into (4) and contract successively with l a l b , n a n b , x a x b and y a y b to get ψ a l a = ψ a n a = ψ a x a = ψ a y a = 0 and so the 1-form ψ is zero on V and hence on intD. Thus, from (3), the connections ∇ and ∇ ′ and hence their associated type (1, 3) curvature tensors are equal on intD. It follows [9, 4] that g ′ and g are related by a constant conformal factor on each component of intD. Now let p be a point in the region II. At p, one may choose a null tetrad l, n, x, y at p so that R takes the form (using a previously established notation; [13, 14, 15, 4] )
with 0 = z 1 ∈ R and 0 = z 2 ∈ C. Here l spans the unique repeated principal null direction of R at p. The complex self dual eigenbivectors of R are the null bivector + V with eigenvalue z 2 and the non-null bivector + M with eigenvalue −2z 2 . Again, the cases when z 2 ∈ R and when z 2 / ∈ R are considered separately. So consider first the case when z 2 ∈ R. Then lemma 2(ii) shows that there exists δ ∈ R such that l, x and y are eigenvectors of δg
R ′ ab with the same eigenvalue z 2 and so, at p δg
for σ ∈ R. Next, lemma 1(ii) confirms the existence of δ ′ , δ ′′ ∈ R such that the blades of l ∧ n and x ∧ y are eigenspaces of
ab , respectively, with eigenvalue −2z 2 and so (recalling the completeness relation g ab = l a n b +n a l b +x a x b +y a y b )
where a 1 , ..., a 6 ∈ R. If δ ′ = δ ′′ , (37) and (38) show that a 1 = ... = a 6 = 0 and then (36) and (37), on subtraction, reveal that g ′ ab is a linear combination of g ab and l a l b . Otherwise, if δ ′ = δ ′′ , then on substituting (36) into (37) and (38), one obtains expressions for (δ ′ − δ)g ′ and (δ ′′ − δ)g ′ from which it is clear that δ ′ − δ = 0 = δ ′′ − δ since z 2 = 0 and that the blade of x ∧ y is an eigenspace of g ′ and that l is also an eigenvector of g ′ . Thus at p
where c 1 ( = 0), c 2 , c 3 ∈ R. Thus (39) holds whether δ ′ = δ ′′ or not. Substituting (39) and (36) into (13) 
If z 2 / ∈ R, lemmas 2(i) and 1(i) can be applied, respectively, to the bivectors
The first of these applications reveals that l is an eigenvector of g ′ ab and of R ′ ab at p. In the second application (using (14) and (15)) one can then incorporate the conditions that l a is an eigenvector of g
The left hand set of equations can be inverted to give (with c 1 , ..., c 4 ∈ R)
Equation (41) provides algebraic information on g ′ (since βl ′ a = βg ′ ab l b etc) and one finds 
Substituting (42) and (43) into (13)
′ are conformally related on II. As in the previous cases, one can now use (4) or, more generally [9, 4] , to show that g and g ′ are conformally related with a constant conformal factor on each component of intII. It follows that ∇ = ∇ ′ on intII.
Now let p be a point in the region I. At p, the curvature tensor R admits three independent complex self dual eigenbivectors which, in terms of a pseudo-orthonormal (canonical Petrov) tetrad u, x, y, z, may be taken in the form u ∧ z + ix ∧ y, u ∧ y + iz ∧ x and u ∧ x + iy ∧ z. Their respective eigenvalues are the complex numbers z 1 , z 2 and z 3 and they are distinct. The trace-free condition on R means that z 1 + z 2 + z 3 = 0. The trace-free condition shows that three cases may be distinguished and these turn out to be convenient for the present purpose. Case 1 is when each eigenvalue is real, case 2 when no eigenvalue is real and case 3 when two eigenvalues are not real and one is real.
In case 1, z 1 , z 2 , z 3 ∈ R. Then lemma 1(ii) applied to the above eigenbivectors shows the existence of a i ∈ R (1 ≤ i ≤ 6) such that the tensors a i g ′ ab − 2 3 R ′ ab admit the blades of u ∧ z, x ∧ y, u ∧ y, z ∧ x, u ∧ x and y ∧ z, respectively, as eigenspaces with respective eigenvalues z 1 , z 1 , z 2 , z 2 , z 3 , z 3 (z 3 = −(z 1 + z 2 )). So writing out (16) for the complex eigenbivectors given in the previous paragraph, one finds in an obvious shorthand notation with indices suppressed
Subtracting the "u" equations in columns one and two shows that (
b . Thus, since z 1 = z 2 , a 1 = a 2 and one concludes that u is an eigenvector of g ′ with eigenvalue
. Similar subtractions of the "z", "x" and "y" equations from columns one and two show that z, x and y are also eigenvectors of g ′ . Thus, at p, g
Repeating the procedure for columns two and three and for columns one and three and equating the various expressions for the eigenvalues of u, z, x and y gives the four groups of equations
Now all the bracketed terms in the above equations are non-zero and so, eliminating the γ terms, one finds
The first equation in each of the collection (46) when subtracted from each other in an appropriate way yields (
and so a 2 = b 2 and a 3 = b 3 . Similarly, using the second equation of each of (46), one finds, in addition, a 1 = b 1 . Then (45), together with the knowledge that each of the bracketed quantities in (46) is non-zero, shows that γ 1 = γ 2 = γ 3 = γ 0 and so g ′ ∝ g at p. In case 2, when none of z 1 , z 2 and z 3 is real, one appeals to lemma 1(i) which for the bivector u ∧ z + ix ∧ y is written out in (14) and (15) with z 1 = α + iβ and β = 0. Now consider the corresponding results for the bivectors u ∧ y + iz ∧ x and u ∧ x + iy ∧ z. Equation (14) shows that u is a linear combination of u ′ , x ′ and y ′ . The corresponding equations for the other two bivectors reveal, on the other hand, that u is a linear combination of u ′ , x ′ and z ′ and of u ′ , y ′ and z ′ , respectively. It follows that, in (14) , b 02 = b 03 = 0, and with similar vanishing coefficients in the other two sets of equations. Thus u ′ ∝ u and so u is an eigenvector of g ′ . Applying similar arguments to x, y and z shows that they are also eigenvectors of g
′ . An inspection of any two of the three sets of equations of the form (14) then reveals that the eigenvalues of g ′ associated with u, x, y and z are equal and so g ′ ∝ g at p. In case 3, suppose that the eigenvalue z 1 = α 1 , corresponding to u ∧ z + ix ∧ y is real. The tracefree condition then shows that u ∧ y + iz ∧ x and u ∧ x + iy ∧ z have eigenvalues α 2 + iβ 2 and α 3 − iβ 2 (α 2 , α 3 , β 2 ∈ R, β 2 = 0). So lemma 1(ii) applies to the first of these and lemma 1(i) applies to the other two. In the latter case, an inspection of the two sets of equations corresponding to (14) similar to that in case 2 reveals that, at p, u and z are linear combinations of u ′ and z ′ only and that x and y are linear combinations of x ′ and y ′ only. After removing the zero coefficients and making the obvious identifications, one has
where c, d 1 , d 2 ∈ R. Together with the information (from lemma 1(ii)) for the eigenbivector with real eigenvalue, the remaining information from the eigenbivectors with non-real eigenvalues is, using a previous abridged notation, respectively,
where a, b, d 3 , ..., d 6 ∈ R. If one subtracts, respectively the "u", "z", "x" and "y" equations in the second and third sets of equations in (48), one finds
and then, similarly, from the first and second sets of equations (49), one finds
Now from the z ′ coefficient in the "u" equations in ( (4) or, more generally [9, 4] , then shows that, on I, φ ,a = 0, ψ = 0, ∇ ′ = ∇ and φ is constant, on each component of I.
Finally, consider the region N and let p ∈ N. Then a null tetrad l, n, x, y can be chosen at p so that l is the unique repeated null direction of R and so that, with V as before and 0 = c ∈ R,
The self dual eigenbivectors of R are [16, 9, 4 ] that, at p, g ′ ab = ag ab + bl a l b (a, b ∈ R, a = 0). Now if p ∈ intN one can regard the last equation as holding on some neighbourhood V ⊂ intN of p with a and b real valued functions on V . Because of the constancy of the Petrov type on intN one can choose V and then choose l at each point of V so that it is smooth on V [10] . Then, it is easily checked that, with this choice of l, the functions a and b are smooth. Now substitute this relation into (4) and contract
One finds, since a is nowhere zero on V , that a ,a = 2aψ a and a back substitution and a contraction with l a show that l
Thus l a ψ a = 0 and then l ′ a ψ b = 0 at p. It follows that ψ vanishes at p and hence on intN and so, from (3), ∇ = ∇ ′ on intN. Thus g and g ′ are each vacuum metrics and the analysis given in section 2 completes this case.
In conclusion, it has been shown that, in the decomposition (11), ψ = 0 (and hence
Since ψ is smooth on M, ψ ≡ 0 on M and so ∇ ′ = ∇ on M. It follows that g ′ is a vacuum metric on M. Further, in the decomposition (10) , if any of the sets I, II, D or III is non-empty, then, as mentioned in section 2, the curvature tensor R (or R ′ since now R ′ = R) has rank at least 4. Since ∇ ′ = ∇ on M, it follows from holonomy theory that the common infinitesimal holonomy and holonomy algebras are of dimension ≥ 4. Thus [3, 4] (see section 2) g and g ′ are related on M by a constant conformal factor which must be positive to preserve the Lorentz signature. If the regions I, II, D and III are each empty, the situation is as described in section 2. This completes the proof of the theorem.
Remarks and Examples
In this section some brief remarks are made regarding the main theorem. This theorem, based only on assumption A of section 1, can be restated in the following way. Given the collection of subsets G p ⊂ T p M for each p ∈ M, as in section 1, and a collection C of curves in M such that for any p ∈ M and v ∈ T p M there exists c ∈ C starting from p and whose tangent vector at p equals v, then there is at most one Levi-Civita connection for which each member of C is geodesic and whose Ricci tensor is zero. If one exists then, under the highly non-restrictive conditions stated in the main theorem, its compatible metric is uniquely determined up to a constant conformal factor (or, informally, "units of measurements"). Thus, in this case, the null cone and collection of affine parameters along the geodesics are determined. The first result given in section 2 of this paper (a weakened version of the main theorem), when both metrics g and g ′ were assumed to be vacuum metrics, is a reflection of the fact that a vacuum metric cannot admit a proper projective vector field [17] and this latter result is easily derived from this weakened version of the main theorem. To see this, briefly, let X be a vector field on a vacuum space-time (M, g) with local flows denoted by φ t (for more details, see e.g. [4] ). If a certain φ t has domain some open subset U ⊂ M, it is a diffeomorphism φ t : U → φ t (U). Then φ t is called projective if whenever a path c : I → U, where I is some open interval of R, is (part of) an unparameterised geodesic in U then φ t • c is (part of) an unparameterised geodesic in φ t (U). The map φ t is called affine if it is projective and, in addition, it preserves affine parameters (in an obvious sense). Then the vector field X is projective if each of its local flows is projective and affine if each of its local flows is affine. If X is projective but not affine, it is called proper projective. So if X is projective, it can be seen that g and the pullback φ * t g of g are metrics on U whose Levi-Civita connections are projectively related. But if g is a vacuum metric on M, g and φ * t g restrict to vacuum metrics on U and the theorem shows that their Levi-Civita connections are equal. Thus φ t is affine for each φ t and so X is affine and not proper projective.
The procedure of the previous paragraph, when applied to a space-time metric which admits a proper projective vector field, can be used to show that the totality of unparameterised geodesics does not determine the metric up to a constant factor since, for some local flow φ t of this vector field, φ t will preserve unparameterised geodesics but g and φ * t g will differ by more than a constant conformal factor. For general techniques and examples see [4, 17, 18] . It is perhaps constructive, theoretically, to give some examples of situations where a collection of paths on M could, simultaneously, be the collection of geodesics of the Levi-Civita connection of a space-time metric on M and of a non-metric connection on M (either symmetric or not).
Let ∇ be the Levi-Civita connection of some metric on M with Christoffel symbols Γ a bc . Then, provided M admits a global non-closed 1-form ψ, one can easily construct another symmetric connection ∇ ′ on M whose unparametrised geodesics are the same as those of ∇, but which is not metric, by building it from the Christoffel symbols Γ 
Then ∇ ′ is not metric because, otherwise, the 1-form ψ would be closed. [In fact one can also construct an example of such a symmetric non-metric connection ∇ ′ in a similar way to this but with ψ a closed 1-form. To see this, consider the following example (see and cf. [19, 20, 21] ). Let U be the open subset of R 4 given by x 0 > 0 and let ϕ : U → R be given by ϕ(x 0 , x 1 , x 2 , x 3 )=log x 0 . Then with ϕ a ≡ ϕ, a , one has ϕ a;b = −ϕ a ϕ b . Define a metric g on the (global) chart U by g = e −2ϕ η, where η is the Minkowski metric on U, and let Γ a bc be its associated Levi-Civita connection coefficients on U (which then define a symmetric, metric connection ∇ on U). Then, with a closed 1-form ψ defined on U by the components ψ a = (1 − e ϕ ) −1 ϕ a , define another connection ∇ ′ on U by (52). Then ∇ ′ is the desired connection on U because it is known that ∇ ′ is not a metric connection [19, 20] ]. Thus, knowledge of the total (unparametrised) geodesic structure of space-time does not determine whether the connection is metric or not. Now consider the metric g given on R 4 by
where q αβ is a 2-dimensional positive definite metric on the y, z plane which is not flat. This metric has holonomy group of the type R 4 (for details see [4, 11] ). It admits a global spacelike (simple) bivector F which is covariantly constant, and independent covariantly constant global (smooth) null vector fields l and n such that F ab l a = F ab n b = 0 (and l a n a = 1). Now let ∇ be the Levi-Civita connection arising from g with Christoffel symbols Γ From this, it follows [4, 9, 16 ] that h may be written in terms of g, l and n as h ab = µg ab + ̺ l a l b + σn a n b + 2ςl (a n b) for appropriate real valued functions µ, ̺, σ and ς on R 4 which are easily shown to be smooth and where the indices on the vector fields l and n are lowered with the original metric g. One then writes the difference between ∇h and ∇ ′ h in terms of P . Since ∇ ′ h = 0, this gives an expression for ∇h which can be equated to the ∇-covariant derivative of the above expression for h. On contracting this expression successively with l a l b , n a n b and l a n b one finds that ̺, σ and µ + ς are constant. A back substitution of this information into the previous expression and contractions with l a and n a show that σ = µ + ̺ = 0 and hence the contradiction that h is degenerate. Thus, although ∇ and ∇ ′ have the same affinelyparametrised geodesics (and ∇ is metric), ∇ ′ is not metric. [An alternative proof of the non-metric nature of ∇ ′ can be obtained by computing R ′a bcd|e , where a vertical stroke denotes a covariant derivative with respect to ∇ ′ and then showing that, with the above expression for h, the condition h ea R e bcd|f + h eb R e acd|f = 0, which is a necessary condition for ∇ ′ to be metric, with compatible metric h, requires that σ = µ + ς = 0. But this again leads to the contradiction that h is degenerate.]
Appendix
To facilitate calculations such as some of those above, the following result, which very slightly, but importantly for a result in the last section, generalises an earlier one of Rosen [22] , is given.
Let ∇ and ∇ ′ be (not necessarily symmetric or metric) connections on a manifold M such that, in some (any) coordinate domain U, their Christoffel symbols are Γ is defined as a tensor constructed in the usual manner from the curvature tensor, but with Christoffel symbols replaced by the tensor P and partial derivatives replaced by ∇ covariant derivatives, then one finds after some calculation that It is noted that, in (55), the covariant derivatives on the left hand side and the torsion Q on the right hand side are with respect to ∇. When ∇ is symmetric, Q ≡ 0, and (55) reduces to the formula given by Rosen. For the second example in the previous section, the tensor P is covariantly constant with respect to (the symmetric connection) ∇ and P a bc l b = 0. This establishes the equality of the Riemann tensors stated there.
