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Abstract
In this thesis, we focus our study on a part of cyclic phenomena, namely G-
cyclic operators on an infinite dimensional separable complex Hilbert space.
We study some properties of cyclic, supercyclic, and hyupersyclic operators,
then we give some examples that explain the relationship between them,
where we find that, supercyclicity stands in the midway between hyper-
cyclicity and cyclicity.
In the first step we give a necessary and sufficient conditions for an operator
to be G-cyclic, we show that every G-cyclic operator is supercyclic but the
converse need not be true in general. Then we discuss some of the proper-
ties of the spectrum of G-cyclic operators.
In the second step, as examples of G-cyclic operators we define disk-cyclic
and codisk-cyclic operators, and state and prove the Disk-Codisk cyclicity
criterion. Finally we give applications of this result.
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INTRODUCTION
Operator theory is an important branch in functional Analysis .It has many
applications in science and engineering . Cyclic phenomena is considered as
an important phenomena in operator theory, where it discus the answer of
the important question .
Does every operator have a non− trivial invariant subspace?.
Cyclic, Hypercyclic and Supercyclic operators have been studied by many
mathematician. The study of the phenomena of the cyclicity originates
in the papers by Birkhoff, 1929. The first example of a hypercyclic op-
erator on a Hilbert space was constructed by Rolewicz in 1969 . He was
the first to isolate the concept of hypercyclicity, he showed that if B is the
backward shift on the Hilbert space l2(N), defied by B(a0, a1, a2, .....) =
(a1, a2, a3, .....),then λB is hypercyclic for all λ ∈ C with | λ |> 1.
Later on, starting from the eighties the subject of cyclicity has been widely
explored. It was studied by C.Kitai, J.Shapiro, S. Fledman and others .
We focus our study on a part of cyclic phenomena, namely G-cyclic opera-
tors on an infinite dimensional separable complex Hilbert space, where it is
defined and introduced in[18] and[19] by A.Naoum and Z. Jamil [2006].
This thesis consists of four chapters.
In chapter 1. We introduce some basic concepts and definitions on a
Topological Metric Space, Normed Vector space, bounded linear operators,
and algebra that are necessary for understanding the thesis.
In chapter 2. We study cyclic, hypercyclic and supercyclic operators on an
infinite dimensional separable complex Hilbert space and give some proper-
ties of their spectrum. This chapter consists of tow sections.
In section 2.1. We stat some properties of cyclic, supercyclic and hypercyclic
operators and give some examples which explain the relationship between
them.
In section 2.2. We stat some properties of the spectrum of cyclic, hyper-
cyclic and supercyclic operators and their Hilbert-adjoint.
In chapter 3. We study G-cyclic operators and some of their properties
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and give necessary and sufficient conditions for an operator to be G-cyclic.
This chapter consists of two sections.
In section 3.1. We define the G-cyclic operator and introduce another equiv-
alent forms.
In section 3.2. We study some of the spectral theory of G-cyclic operators
and give a simpler condition to characterize the G-cyclic operators over a
bounded semigroup .
In chapter 4. As examples of G-cyclic operators we study Disk-cyclic
operators and Codisk cyclic operators and state and prove disk cyclic and
codisk cyclic criterion.
This chapter consists of two sections.
In section 4.1. We define the Disk-cyclic operator and give examples of
Diskcyclic operators which are not hypercyclic.
In section 4.2. We define the Codisk-cyclic operator and give examples of
Codisk-cyclic operator which is not Disk-cyclic.
Throughout our study, all vector spaces and algebras are assumed to be
over C, the complex field.
R, , N and Z denotes the set of; real numbers, natural numbers and integers,
respectively.
l2(N), l2(Z) denotes the Hilbert sequences spaces, where each element of
l2(N) is a sequence x = (xi)i∈N such that
∑
i∈N
| xi |2< ∞.
and each element of l2(Z) is a sequence x = (xi)i∈Z such that
∑
i∈Z
| xi |2< ∞.
Finally, H denotes an infinite dimensional separable complex Hilbert space,
and B(H) denotes the Banach algebra of all bounded linear operators on H.
It would be noted here that we deal (in our study) with infinite dimensional
separable complex Hilbert space or with Banach space.
The reason of the above is that:
1) In the case of nonseparable it is clear from the definition of cyclic,hypercyclic,supercyclic,
G-cyclic that there is no cyclic,hypercyclic,supercyclic,G-cyclic operators.
2) In the case of finite dimensional there is no hypercyclic operators, and
there exist operators having supercyclic vectors in H if and only if




In this chapter we introduce some basic concepts of a Topological Metric
Space, normed Vector space, bounded linear operators, and algebra that are
necessary for understanding the thesis.
1.1 Topological Spaces and Metric Spaces
In this section we give some facts about topological space and a metric
space.
Definition 1.1.1. [25] A topology on a set X is a collection τ of subset of
X called the open sets satisfying :
1) Any union of elements of τ belongs to τ .
2) Any finite intersection of elements of τ belongs to τ .
3) φ and X belongs to τ .
We say (X; τ ) is a topological Space.
Note: The closure of a set A is denoted by A
Definition 1.1.2. [25] If (X, τ) is a topological space, a base for τ is a




B : M ⊂ B}.
Definition 1.1.3. [25] Let A be any subset of a topological space, then x ∈ A
is called an isolated point of A if and only if there exists an open set U





Definition 1.1.4. [25] A subset of a topological space X whose closure is X
is said to be dense in X.
Lemma 1.1.5. [7] Let A subset of a topological space X, then the the fol-
lowing statements are equivalent:
1) A is dense in X.
2)For all open U in X, U
⋂
A 6= ∅
3) For every element x in X there is a sequence xn in A such that
xn −→ x.
Theorem 1.1.6. [7] (Baire’s Theorem)
Let X be a topological space and {An : n ∈ N} be a countable family of open
subsets of X each of which is dense in X, then
∞⋂
n=1
An is dense in X.
Definition 1.1.7. [25] A subset of a topological space X is called a Gδ -set
if and only if it is a countable intersection of open sets.
Definition 1.1.8. [25] Let X and Y be topological spaces and let f : X −→
Y . Then f is continuous at x ∈ X if and only if for each neighborhood V of
f(x) in Y, there is a neighborhood U of x in X such that f(U) ⊂ V. We say
f is continuous on X if and only if f is continuous at each x ∈ X.
Theorem 1.1.9. [25] If X and Y are topological spaces and f : X −→ Y ,
then the following are equivalent:
a) f is continuous.
b) for each open set V in Y, f−1(V ) is open in X.
c) for each E ⊂ X, f(E) ⊂ f(E).
Definition 1.1.10. [25] Suppose that X is a nonempty set. By a metric we
mean a real valued function d : X ×X −→ R which satisfies the following
conditions:
1) d(x; y) ≥ 0for all x; y ∈ X.
2) d(x; y) = 0 if and only if x = y.
3) d(x; y) = d(y; x) for all x; y ∈ X.
4) d(x; z) ≤ d(x; y)+d(y; z) for all x; y; z ∈ X. By a metric space (X,d),
we mean a non empty set X together with a metric d.
Note [25] A metric space is a topological space.
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Definition 1.1.11. [25] The metric space X is said to be separable if and
only if there is a countable subset of X that is dense in H.
Theorem 1.1.12. [25] For a metric space X, the following are equivalent:
a) X has a countable base.
b) X is separable.
Definition 1.1.13. [25] Let (X, d) be a metric space. Then X is called
connected if there are no open - closed subset of X other than φ and X.
Anon empty subset Y of X is said to be connected if and only if the subspace
Y is a connected subspace.
Definition 1.1.14. [25] Suppose that (X, d) is a metric space, and that
E ⊂ X. A set C is called a component of E if it is a maximal connected
subset of E. ie) for every connected set D satisfying C ⊆ D ⊆ E, we must
have D=C.
1.2 Normed Vector Spaces
In this section we give some facts about Normed Vector space.
Definition 1.2.1. [16] Let X be a vector space over the complex field C
or( a real filed R ). If for any x ∈ X there exists a real number ‖ x ‖
satisfying the following (1),(2), and (3), then ‖ x ‖ is said to be the norm
of x:
1- ‖ x ‖≥ 0 for all x in X and ‖ x ‖= 0 if and only if x=0.
2- ‖ x + y ‖≤‖ x ‖ + ‖ y ‖ for all x and y in X.
3- ‖ cx ‖=| c |‖ x ‖ for all x in X and all complex (real) number c.
A complex (real) vector space having the norm is said to be a normed space.
Note A normed space X is a metric space which is given by d(x : y) =‖
x− y ‖, for all x, y ∈ X.
Definition 1.2.2. [16] A sequence {xn} in a normed space X is said to
be a Cauchy sequence if
‖ xm − xn ‖−→ 0 as m −→∞ and n −→∞.
Definition 1.2.3. [16] A normed space X is said to be complete if every
Cauchy sequence has a limit in X.
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Definition 1.2.4. [16] A complete normed space is said to be Banach
space.
Definition 1.2.5. [16] A total set(or fundamental set) in a normed space
X is a subset M ⊂ X whose span is dense in X.
Definition 1.2.6. [7] A linear combination of vectors x1, x2, .......xm of a
vector space X is an expression of the form α1x1 + α2x2 + ...... + αmxm
where the coefficients α1, α2.......αm are any scalars. For any nonempty
subset M ⊂ X, the set of all linear combinations of vectors of M is called
the span of M.
Definition 1.2.7. [7] A vector space X is saide to be finite dimension if
there is a positive integer n such that X contains a linearly independent set
of n vector where any set of n+1 or mor vectors of X is linearly dependent,
n is called the dimension of X.
Definition 1.2.8. [7] A subset B of a vector space X is called a Hamal base
for X if and only if B is a linearly independent set and span B= X.
Definition 1.2.9. [7] A sequence (xi) in an infinite dimensional Banach
space X is called a Schauder basis for X if for each x ∈ X there exists a
unique sequence of scalars (ai) depending on x, such that
lim
n−→∞
‖ x− Σni=1aixi ‖= 0.
Definition 1.2.10. [7] A sequence (xi) in Banach space X is said to be a
basic sequence if (xi) is a basis for the closed linear subspace spanned by
(xi).
1.3 Hilbert Spaces
In this section we give some facts about Hilbert space, and define the direct
sum of Hilbert spaces.
Definition 1.3.1. [7] A vector space V over a field F,( F is a real field R
or a complex field C ) together with a function
〈, 〉 : V × V → F
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is called an inner product space if 〈, 〉 satisfying the following conditions:
for x, y, z ∈ V and c ∈ F
1- 〈x, x〉 ≥ 0, and 〈x, x〉 = 0 if and only if x=0.
2- 〈x, y〉 = 〈y, x〉. Where 〈y, x〉 is the complex conjugates of 〈y, x〉.
3- 〈x + y, z〉 = 〈x, z〉+ 〈y, z〉.
4- 〈cx, y〉 = c〈x, y〉.
Theorem 1.3.2. [7] An inner product space is a normed space.
Definition 1.3.3. [7] A complete inner product space is said to be a Hilbert
space.
Definition 1.3.4. [7] An orthonormal subset of a Hilbert space H is
a subset E having the properties
a) For each e ∈ E, ‖ e ‖= 1.
b) If ei, ej ∈ E and i 6= j then 〈ei, ej〉 = 0.
Theorem 1.3.5. [16] Let M be a subset of an inner product space X.
If M is total in X, then there dose not exist a nonzero x ∈ X
which is orthogonal to every element of M, that is
x ⊥ M −→ x = 0.
Theorem 1.3.6. [16] (Orthogonal decomposition). Let M be a closed
subspace of a Hilbert space H . Any vector x in H has the unique represen-
tation as follows : x = y ⊕ z. where y ∈ M and z ∈ M⊥ .
Briefly H can be expressed as H = M ⊕M⊥.
Theorem 1.3.7. [9] Let {Hi}i∈N be a family of Hilbert spaces, and let
H = {(hi) : hi ∈ Hi for all i ∈ N, and Σ∞i=1 ‖ hi ‖2< ∞.}
For h = (hi) and g = (gi) in H, define
〈h, g〉 = Σ∞i=1〈hi, gi〉.
Then, 〈, 〉 is an inner product on H, and the norm relative to this inner
product is
‖ h ‖2= Σ∞i=1 ‖ hi ‖2 .
With this inner product H is a Hilbert space.
Definition 1.3.8. [16] Let {Hi}i∈N be a family of Hilbert space .Then the
space H of Theorem (1.2.30) is called the direct sum of H1, H2, ...






1.4 Bounded Linear Operators
In this section we give some facts about linear operator, bounded linear
operator, and linear functional.
Definition 1.4.1. [16] Let X and Y be two vector spaces over a scalar filed
K. A mapping T from X to Y is said to be linear operator if T satisfies
the following :
i) T(x+y) = Tx+ Ty for all x, y ∈ X.
ii) T (αx) = αTx for all x ∈ X and α ∈ K.
Definition 1.4.2. [16] A linear operator T from a vector space X to
a vector space Y is said to be bounded if there exist c > 0 such that
‖ Tx ‖≤ c ‖ x ‖ for all x ∈ X.
‖ T ‖ is defined by ‖ T ‖= inf{c > 0 :‖ Tx ‖≤ c ‖ x ‖} for all x ∈ X,
and ‖ T ‖ is said to be the operator norm .
Definition 1.4.3. [16] A linear functional f is a linear operator with domain
in a vector space X and range in the scalar field K of X ; thus,
f : D(f) −→ K,
where K=R if X is real and K=C if X is complex.
Definition 1.4.4. [16] The set of all bounded linear operators from a vector
space X to a vector space Y is denoted by B(X,Y).
And the set of all bounded linear operators from a Hilbert space H to H is
denoted by B(H).
Definition 1.4.5. [16] The set of all bounded linear functional defined on a
vector space X can itself be made into a vector space. This space is denoted
by X∗ and is called the algebraic dual space of X.
Theorem 1.4.6. [16] Let T : D(T ) −→ Y be a linear operator, where
D(T ) ⊂ X and X,Y are normed spaces. Then T is continuous if and only
if T is bounded .
Definition 1.4.7. [16] An isomorphism of a normed space X onto a normed
space Y is a bijective linear operator T : X −→ Y which preserves the norm,
that is, for all x ∈ X, ‖ Tx ‖=‖ x ‖ . X is then called isomorphic with Y.
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Theorem 1.4.8. [9]( Hahn-Banach Theorem) If H is a normed space,
{x1, x2, ...xi} is a linearly independent subset of H, and a1, a2, .....ai are
arbitrary scalars, then there is an f in H∗ such that f(xk) = ak for all
1 ≤ k ≤ i.
Theorem 1.4.9. [16] (Riesz-Frechet) Suppose that H is a Hilbert space over
a filed (real or complex) F. Then for every continues linear functional
f : H −→ F , there exists a unique x0 ∈ H such that ‖ f ‖=‖ x0 ‖ and
f(x) = 〈x, x0〉 for every x ∈ H.
Note By Riesz-Frechet Theorem, for every Hilbert space H, H is isomorphic
with H∗.
Definition 1.4.10. [16] Let T : H1 −→ H2 be a bounded linear operator,
where H1 and H2 are Hilbert spaces. Then the Hilbert -adjoint operator T
∗
of T is the operator
T ∗ : H∗2 −→ H∗1
such that, for all x ∈ H1, and y ∈ H2, 〈Tx, y〉 = 〈x, T ∗y〉.
Note: Since H isomorphic to H∗ so we can say that T ∗ : H2 −→ H1
Definition 1.4.11. [16] A linear operator T ∈ B(H) is said to be invert-
ible if there exists a linear operator S ∈ B(H) such that, ST = I = TS
where I is the identity operator on H .
Theorem 1.4.12. [16] T ∈ B(H) is invertible if and only if T is one-to-one
and onto.
Proof. See
Definition 1.4.13. [11] Let T, F ∈ B(H), then T and F are said to be
similar operators if there is an invertible operator U such that ,
T = UFU−1. i.e TU=UF.
Definition 1.4.14. [16] Let M be a closed subspace of a Hilbert space H.
Let P : H −→ M be defined by Px = P (y ⊕ z) = y where y ∈ M and
z ∈ M⊥. Then P is said to be an orthogonal projection of H onto M,
denoted by PM .
Theorem 1.4.15. [16] Let T be an operator on a Hilbert space H ,and M
be a closed subspace of H. Then
(1)PT=PTP.
(2) (PT )n = PT n. where P is the projection onto M.
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Definition 1.4.16. [9] (Direct sum of operators )
Let {Hi}i∈N be a family of Hilbert space, and let H =
⊕∞
i=1 Hi. If Ti ∈
B(Hi) for all i ∈ N and supi∈N ‖ Ti ‖< ∞, then T =
⊕
Ti is defined by





In this case we define
‖ T ‖= supi∈N ‖ Ti ‖ .
Definition 1.4.17. [14] Let T be an operator on a Hilbert space H.
A closed subspace M of a Hilbert space H is said to be invariant under T
if TM ⊂ M , that is Tx ∈ M whenever x ∈ M .
1.5 An Algebra
In this section we define an algebra, a semigroup and prove the related
lemma.
Definition 1.5.1. [16] An algebra A over a field K is a vector space
A over K, such that for each ordered pair of elements x, y ∈ A a unique
product xy ∈ A is defined such that, for all x, y, z ∈ A and α ∈ K,
1) (xy)z=x(yz).
2a) x( y+z)=xy+xz. 2b) (x+y)z= xz+yz.
3) α(xy) = (αx)y = x(αy).
If K = R or C, then A is said to be a real or complex algebra, respectively.
Definition 1.5.2. A subset E of an algebra A is said to be a subalgebra
of A if it is an algebra.
Definition 1.5.3. [4] A semigroup is a set with a binary operation
(S, ∗) such that
i) a ∗ b ∈ S for all a,b∈ S.
ii) a ∗ (b ∗ c) = (a ∗ b) ∗ c for all a,b and c ∈ S.
If there is an element e such that e*a = a*e = a for all a in S then, (S, ∗)
is said to be Multiplication semigroup with identity.
( e is said to be the identity element in S. )
Theorem 1.5.4. [16] B(H) is a Banach algebra of all bounded linear op-
erators over a Hilbert space H.
Definition 1.5.5. [19] Let T ∈ B(H). A subalgebera generated by the
identity operator I and the operator T is denoted by A(T).
i.e
A(T ) = {α0 + α1T + α2T 2 + ..... + αnT n : αi ∈ C, n ≥ 0}.
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Lemma 1.5.6. [19] If T ∈ B(H), then G(T) is a multiplication semigroup
subset of A(T) consisting of the element of the form
G(T ) = {αT k : α ∈ C, k ≥ 0}, where A(T ) as in Definition (1.5.5)
Proof. Let αT k and βT j ∈ G(T ), where α, β ∈ C and j, k ∈ N .
Hence, αβ ∈ C and k + j ∈ N , then αT kβT j = αβT k+j ∈ G(T ).
Therefore, G(T) is a multiplication semigroup.
Lemma 1.5.7. [19] Let S be a multiplication semigroup of complex numbers
with identity 1. Then G(S,T) is a semigroup subset of A(T) over S
consisting of the element of the form.
G(S, T ) = {αT k : α ∈ S, k ≥ 0}.





This chapter consists of two sections, where we introduce some basic con-
cepts and theorems related to cyclic, hypercyclic and supercyclic Operators
and give some examples that explain the relationship between them. Also,
we study some properties of the spectrum of cyclic, hypercyclic and super-
cyclic operators and their Hilbert-adjoint.
2.1 Cyclic, Supercyclic And Hypercyclic Op-
erators
2.1.1 Cyclic Operators
Definition 2.1.1. [12] Let H be infinite dimensional separable complex
Hilbert space and let T ∈ B(H). Then the orbit of x ∈ H under T is defined
by
orbt(T,x) = {T nx : n ≥ 0} = {x, Tx, T 2x, ....}
Note: The closure of a set A is denoted by A.
Definition 2.1.2. [23] An operator T ∈ B(H) is said to be a cyclic oper-
ator if there is a vector x ∈ H such that span{T nx : n ≥ 0} is dense in H
or span orbt(T,x) is dense in H. In this case x is said to be a cyclic vector
for T.
Example 2.1.3. [15] Let{en}∞n=1 be the canonical basis for l2(N) ,
where ek = (0, 0, ...., 1, 0, 0, ....) where the 1 in the k-th position.
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Define T : l2(N) −→ l2(N) by
T (en) = en+1 , n ≥ 0.
Then T is a cyclic operator.
Proof. First note that
T ne1 = en+1 for all n ∈ N.
Now, since {en}∞n=1 is a basis for l2(N), then
l2(N) = span{en}∞n=1 = span{T ne1 : n ≥ 0}.
Therefore, T is cyclic.
Proposition 2.1.4. [11] If T ∈ B(H), let Λ be the algebra of all
polynomials in T, and let {Un} be a basis for the topology on H. Then the








Proof. Let x ∈ C(T ) then,
span{T nx, n ≥ 0} is dense in H.
But
Λ = {a0 + a1T + a2T 2 + ..... + anT n : ai ∈ C, n ≥ 0}.
Hence {Px : P ∈ Λ} is dense in H.
Since Un is open for all n ∈ N then, by Lemma(1.1.5), Px ∈ Un for some
P ∈ Λ, then for all n ∈ N there is P ∈ Λ such that x ∈ P−1Un.










Conversely, let x ∈ ⋂n≥0(
⋃
P∈Λ P




n ∈ N , and so x ∈ P−1(Un) for all n ∈ N and some P ∈ Λ, that is Px ∈ Un
for all n ∈ N and for some P ∈ Λ. Therefore, by Lemma (1.1.5)
{Px : P ∈ Λ} is dense in H.
Hence T is cyclic and x ∈ C(T ), that is ⋂n≥0(
⋃
P∈Λ P
−1(Un)) ⊆ C(T ).







Theorem 2.1.5. [11] Let T ∈ B(H), then the following statements are
equivalent:
1. C(T) is dense in H.
2. For each non-empty open sets U,V in H there is a polynomial P in T
such that, P (U)
⋂
V 6= ∅.
Proof. 1 =⇒ 2 : Let U,V be non-empty open sets of H, Λ be the algebra of
all polynomials in T, and {Un} be a basis for the topology on H.








Since C(T) is dense in H, then⋃
P∈Λ P
−1(Un) is dense in H for all n in N.





















2) =⇒ 1) : Let Λ be the algebra of all polynomial in T, and let {Un} be a






−1(Un)) is dense in H.




P−1(Un)) is dense in H for all n in N.
Let W be open set in H, then by (2)there is a polynomial P ∈ Λ such that
PW
⋂
Un 6= ∅ for all n in N.That is W
⋂




−1Un 6= ∅ for all n in N.




P−1(Un)) is dense in H.
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Theorem 2.1.6. [18] (The cyclicity Criterion )
Suppose that T ∈ B(H) . If there exist two dense subsets Y and Z in
H and a map S : Z −→ Z such that there are sequences of polynomials
(Pk) and (Qk) in T and S respectively, satisfying :
1- Pk(T )Qk(S) = Iy for all k, where Iy is the identity map on Y.
2-‖ Pk(T )y ‖−→ 0 for all y ∈ Y.
3- ‖ Qk(S)z ‖−→ 0 for all z ∈ Z.
Then T is a cyclic operator.
Proof. Suppose that U and V are two nonempty open sets in H.
Since Y,Z are dense in H, then by Lemma (1.1.5) we can assume
x ∈ Y ⋂ U and z ∈ Z ⋂ V .
Consider the vectors zk = x + Qnkz, then by (3)
zk −→ x as k −→∞
and from (1) and (2)we get
Pnkzk = Pnkx + PnkQnkz −→ 0 + z = z as k −→∞.
so for large values of k, zk ∈ U and Pnkzk ∈ V .
Thus, Pnkzk ∈ PnkU and Pnkzk ∈ V for large values of k.
Then, Pnk(U)
⋂
V 6= ∅ for large values of k,
Thus, by Theorem (2.1.5) C(T) is dense in H. Hence, there exist x in C(T).
Therefore T is a cyclic operator .
Notation : we denote L2[0, 1] to be the space of all Lebesgue measurable




f(t)g(t)dt and the norm
‖ f ‖= (
∫ 1
0
| f(t) |2 dt) 12 for all f, g ∈ L2[0, 1]




f(t)dt, is said to be Volterra operator, where f(x) ∈ L2[0, 1]
.
Notation : We denote C[0,1] to be the space of all continuous complex
valued functions on [0,1]. For every functions f ∈ C[0, 1] the norm of f(t) is
‖ f ‖= (
∫ 1
0
| f(t) |2 dt) 12 .
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Theorem 2.1.8. Weierstrass[20]
The set of all polynomials is dense in C[0,1].
Example 2.1.9. [22] Volterra operator is cyclic on L2[0, 1].
Proof. Let L2R[0, 1] = {f ∈ L2[0, 1] : f [0, 1] ⊂ R}.







by Weierstrass,s Theorem (2.1.8), the linear span of orb(V,1) is dense in
L2R[0, 1]. because C[0, 1] is dense in L
2
R[0, 1] see (15)
That is, V is cyclic on L2R[0, 1] ......................(1)
To show V is cyclic on L2[0, 1]. Let f ∈ L2[0, 1], ε > 0 then f=u+iv
with u, v ∈ L2R[0, 1] so from (1) we can find a polynomials pu(x), pv(x) ∈
span orb(V, 1)
where pu(x) = u0 + u1x + u2x
2..... + unx
n −→ u and
pv(x) = v0 + v1x + v2x
2 + ..... + vmx
m −→ v with
ui, vi ∈ R such that
‖ f − p(V )(1) ‖2=
‖ u + iv − pu(V )(1)− ipv(V )(1) ‖2=
‖ u− pu(V )(1) ‖2 + ‖ v − pv(V )(1) ‖2< ε.
Hence, f ∈ P (V )(1).
That is L2[0, 1] ⊆ P (V )(1), but P (V )(1) ⊆ L2[0, 1].
Thus P (V )(1) = L2[0, 1], that is
P (V )(1) is dense in L2[0, 1].
Therefore, 1 is a cyclic vector for V.
2.1.2 Supercyclic operators
Definition 2.1.10. [23] An operator T ∈ B(H) is said to be supercyclic
if there exists a vector x ∈ H, such that the
COrb(T, x) = {γT nx : γ ∈ C, n ≥ 0} is dense in H.
In this case x is said to be a supercyclic vector for T.
Proposition 2.1.11. [6] The range of a supercyclic operators T ∈ B(H)
is dense in the Hilbert space H.
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Proof. Let T be a supercyclic operator on H, then there exists x ∈ H such
that,
M = {αT nx : α ∈ C, n ≥ 0} is dense in H .
Denote the range of T by R(T ) = {z : Ty = z, y ∈ H}.
Now let z ∈ M − {αx : α ∈ C}, then, there exists γ ∈ C and k > 0 such
that,
z = γT kx = T (γT k−1x) which is in R(T)
Then, M − {αx : α ∈ C} ⊆ R(T )................... (1)
But M is dense in H, and αx ∈ H for all α ∈ C, then for any α ∈ C, there
exists a sequences nk ∈ N, αk ∈ C such that,
αkT
nkx −→ αx where, αkT nkx ∈ M .
However, αkT
nkx ∈ R(T ), therefore, αx ∈ R(T ).............(2).
From (1)(2) we get M ⊆ R(T ), but M = H.
Thus, M = R(T ) = H. Therefore, R(T) is dense in H.
Proposition 2.1.12. [13] If T ∈ B(H), then T is supercyclic if and only if




Proof. Let T ∈ B(H). Assume T is a supercyclic operator, then there exists
x ∈ H such that
M = {αT nx : n ≥ 0, α ∈ C} is dense in H.
Let U, V 6= ∅ be open sets in H = M . Then by Lemma (1.1.5),
U
⋂
M 6= φ and V
⋂
M 6= ∅.
Then there exist r,m ∈ N, r ≥ m, and α, γ ∈ C such that
αT rx ∈ M
⋂
U, γTmx ∈ M,
⋂
V.
Since αT rx = (αγ
γ
TmT r−mx) = α
γ
T r−m(γTmx) ∈ α
γ
T r−m(V )





Now, since r ≥ m, then there is n = r −m ≥ 0, and β = α
γ




Conversely, let T n(βV )
⋂
U 6= ∅, where U and V are open sets in H,
and β ∈ C/{0}...........(1)
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Since H is separable then by Theorem (1.1.12) there is a countable base of
H, say it {Ui}i∈N .
To show T is supercyclic operator we first need to show, the set
∪∞n=1T−n(1/β)Uk is dense in H.
Now since T ∈ B(H) then T is continues, and so T n is continues.
Hence (1/β)T−nUk = T−n(1/β)Uk is open in H for all k ∈ N and all β ∈
C/{0}, and so ∪∞n=1T−n(1/β)Uk is open in H.
Let Ui ∈ Uk∈N be fixed, then by (1)
TmUi ∩ ∪∞n=1T−n(1/β)Uk 6= φ, k ∈ N, β ∈ C/{0}
Then there exist j > 0 and x ∈ Ui ,such that,
Tmx ∈ T−j(1/β)Uk.
That is, x ∈ T−(m+j)(1/β)Uk, and so Ui∩T−(m+j)(1/β)Uk 6= φ for all k ∈ N .
Therefore,
Ui ∩ (∪∞n=1T−n(1/β)Uk) 6= ∅ for all k ∈ N.
But any open set U in H can be written as a union of elements from the
base {Ui}i∈N of H, then U ∩ (∪∞n=1T−n(1/β)Uk) 6= ∅ for all k ∈ N.
Therefore, by Lemma (1.1.5) ∪∞n=1T−n(1/β)Uk is dense in H, for all k ∈ N
Hence, by Baire Theorem (1.1.6)
∩∞k=1 (∪∞n=1T−n(1/β)Uk) is dense in H.
Hence, there exist x ∈ ∩∞k=1(∪∞n=1T−n(1/β)Uk), that is
x ∈ (∪∞n=1T−n(1/β)Uk) for all k ∈ N .
Hence there exists n ∈ N , such that x ∈ T−n(1/β)Uk for all k ∈ N
Hence, βT nx ∈ Uk for all k ∈ N , and this implies that
{βT nx : n ≥ 0, β ∈ C/{0}}⋂ Uk 6= ∅. Thus, {βT nx : n ≥ 0, β ∈ C/{0}} is
dense in H. Therefore, T is a supercyclic operator.
Theorem 2.1.13. [13] (The Supercyclicity Criterion )
Suppose that T ∈ B(H), and there exist a sequence nk −→ ∞ and two
dense sets Y and Z such that :
i- There exists a function B : Z −→ Z such that, TBz=z for all z ∈ Z and
ii- If y ∈ Y and z ∈ Z, then ‖ T nky ‖‖ Bnkz ‖−→ 0 as k −→∞.
Then T is a supercyclic operator.
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Proof. Let T ∈ B(H) and suppose that U and V are two nonempty open
sets in H. Since Y and Z are two dense sets in H, then by Lemma (1.1.5)
there exist y ∈ Y, z ∈ Z, u ∈ U, and v ∈ V , and 0 < ε < 1 such that
‖ y − u ‖< ε/2 and ‖ z − v ‖< ε/2.
From (ii) there exists k ∈ N such that
‖ T ny ‖‖ Bnz ‖< ε for all n ≥ k.














for all n ≥ k. Thus xn ∈ U for all n ≥ k.
That is, αT nxn ∈ αT nU for all α ∈ C, and all n ≥ k.............(2)
But xn = y +
1
α
Bnz then, T nxn = T
ny + 1
α
T nBnz and by (i),




‖ v − αT nxn ‖≤‖ v − z ‖ + ‖ z − αT nxn ‖< ε
2






Hence αT nxn ∈ V for all n ≥ k...............(3).
Then by (2) and (3) we get, αT nxn ∈ αT nU ∩ V for all n ≥ k;
that is,
αT nU ∩ V 6= ∅.
Therefore, by Proposition ( 2.1.12) T is a supercyclic operator.
Definition 2.1.14. [23] An operator T : l2(Z) −→ l2(Z) on the Hilbert
space l2(Z), is said to be a unilateral weighted backward shift with respect
to the canonical bases (en)n∈Z if there is a bounded positive weight sequence
{wn > 0 : n ∈ Z} such that
Ten = wnen+1.
Theorem 2.1.15. [13] Suppose that T : l2(Z) −→ l2(Z) is a backward
weighted shift with weight sequence {wn}n∈Z and either wn ≥ m > 0 for all
n < 0 or wn ≤ m for all n > 0. Then T is a supercyclic operator if and
only if there exists a sequence













Example 2.1.16. [18] Suppose T : l2(Z) −→ l2(Z) is a backward weighted




, n ≥ 0
1
a
, n < 0
where a > 1 .Then T is supercyclic.






















Hence, by Theorem ( 2.1.15) T is supercyclic operator.
Example 2.1.17. Volterra operator is not supercyclic on L2[0, 1].
The proof needs more study far from our attention in this thesis, see [22]
2.1.3 Hypercyclic Operators
Definition 2.1.18. [23] An operator T ∈ B(H) is said to be a hypercyclic
operator if there exists x ∈ H such that {T nx : n ≥ 0} is dense in H or
orbt(T,x) is dense in H.
In this case x is said to be a hypercyclic vector for T.
Remark 2.1.19. [18] Every hypercyclic operator is supercyclic,
hence it is cyclic.
The converse is false as we will see in Remark (2.1.27).
Proposition 2.1.20. [6] The range of a hypercyclic operators is dense in
a Hilbert space H.
Proof. Similarly as the proof of proposition (2.1.11)
Proposition 2.1.21. [12] If T ∈ B(H), then T is hypercyclic if and only




Proof. Let T ∈ B(H), be a hypercyclic operator. Then there exists x ∈ H
such that
M = {T nx : n ≥ 0} is dense in H.
Let U, V 6= Φ be open sets in H = M . Then by Lemma (1.1.5)
U
⋂




Then there exist r,m ∈ N, r ≥ m such that
T rx ∈ M
⋂
U, Tmx ∈ M
⋂
V.




Now,since r ≥ m , then there is n = r −m ≥ 0 such that,
T n(U)
⋂
V 6= φ .
Conversely, let Tm(U)
⋂
V 6= φ where U,V open set in H..........(1)
Since H is separable then by Theorem (1.1.10) there is a countable base of
H, say it is {Ui}i∈N .
To show T is hypercyclic, we first need to show the set
∪∞n=1T−nUk is dense in H for all k ∈ N .
Now let T ∈ B(H) then T is continues, and so T n is continues.
Hence T−nUk is open in H for all n, k ∈ N , and so ∪∞n=1T−nUk is open in H
for all k ∈ N.
Let Ui ∈ {Uk}k∈N be arbitrary fixed , then from (1) [ for U = Ui and V =⋃∞
n=1 T
−nUk],
TmUi ∩ ∪∞n=1T−nUk 6= φ for all k ∈ N.
Hence there exists x ∈ Ui such that
Tmx ∈ ∪∞n=1T−nUk for all k ∈ N.
Hence, for all k ∈ N there exists j ∈ N such that Tmx ∈ T−jUk that is
x ∈ T−(m+j)Uk for all k ∈ N .
Hence Ui ∩ T−(m+j)Uk 6= φ for all k ∈ N .
Therefore, for any fixed i ∈ N
Ui ∩ (∪∞n=1T−nUk) 6= φ for all k ∈ N.
But any open set U in H can be written as a union of elements from the
base {Ui}i∈N of H,then
U ∩ (∪∞n=1T−nUk) 6= ∅ for all k ∈ N,U is open in H.
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Therefore, by Lemma (1.1.5) ∪∞n=1T−nUk is dense in H, for all k ∈ N
Seconed by Baire’s Theorem (1.1.6) ,
∩∞k=1 (∪∞n=1T−nUk) is dense in H.
Hence there exist x ∈ ∩∞k=1(∪∞n=1T−nUk), then there exists n ∈ N , such that
x ∈ T−nUk for all k ∈ N. Hence T nx ∈ Uk for all k ∈ N .
Therefore, {T nx : n ≥ 0}⋂ Uk 6= ∅ for all k ∈ N and as above {T nx : n ≥
0}⋂ U 6= ∅ for all open set U in H.
Hence by Lemma( 1.1.5) {T nx : n ≥ 0} is dense in H .
Therefore, T is a hyercyclic operator.
Theorem 2.1.22. [12] (The Hypercyclicity Criterion )
Suppose that T ∈ B(H), and there exist two dense subsets Y and Z in H
and a sequence (nk) such that:
1- T nkx −→ 0 for every x ∈ Y , and
2-there exist functions B : Z −→ H such that for every x ∈ Z,
Bnkx −→ 0 and T nkBnkx −→ x. Then T is hypercyclic.
Proof. Suppose that U and V are two nonempty open sets in H.
Since Y,Z is dense in H, then by Lemma (1.2.7) we can assume x ∈
Y
⋂
U and z ∈ Z ⋂ V .
Consider the vectors zk = x + B
nkz, then
from (2) zk −→ x, and
T nkzk = T
nkx + T nkBnkz −→ 0 + z = z as k −→∞.
So for all large values of k
zk ∈ U and T nkzk ∈ V.
Thus T nkzk ∈ T nkU and T nkzk ∈ V.
Then T nkU
⋂
V 6= ∅ for all large k.
Thus by proposition (2.1.21) T is a hypercyclic operator.
Definition 2.1.23. [12] An operator B : l2(N) −→ l2(N) on the Hilbert
space l2(N), is said to be a unilateral weighted backward shift if there is a
bounded positive weight sequence {wn > 0 : n ≥ 1} such that
T (a0, a1, a2, ......) = (w1a1, w2a2, ......).
Example 2.1.24. [12] (Rolewicz) If T=tB, where B denotes the Back-
ward shift with weight wn = 1 for all n ∈ N on l2(N), and | t |> 1. Then
T is a hypercyclic operator.
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Proof. First consider that Bn(x) = Bn(x1, x2, .....xn, ....) = (xn+1, xn+2, .....)
for all (xi)i∈N ∈ l2(N).
Now we will use the hypercyclic criterion.
Let Y be the set of all vectors in l2(N) with only finitely many
non-zero coordinates, that is
Y = {(y1, y2, ....., yn, 0, 0...) ∈ l2(N) : n ≥ 0}.
We need to show Y is dense in l2(N)................ (3)
Let x ∈ l2(N) ,where x = (xi)i∈N .
Then , (x)n = (x0, x1, ..., xn, 0, 0....) ∈ Y , for all n, and
‖ x− (x)n ‖−→ 0 as n −→∞.
Hence, x ∈ Y .
Therefore, Y = l2(N); that is Y is dense in l2(N) and so (3) holds.
Define Dn : l2(N) −→ l2(N) by
Dn(x0, x1, .....) =
1
tn
(0, 0, ....., x0, x1, .....)
where there are n zeros in front of x0
Then (tB)nx = tn(Bnx) = (tn)(0) = 0 for every x ∈ Y.
Hence (1) in Theorem (2.1.22) holds. And
Dnz = 1
tn
(0, 0, ...., z0, z1, ...) −→ 0 as n −→∞, since| t |> 1.
Morever, ((tB)nDnz) = tnBn(Dn)z = tnBn( 1
tn
(0, 0, ...., z0, z1, ...)) =
Bn(0, 0, .....z0, z1, ....) = (z0, z1, .....) = z.
Hence (2) in Theorem (2.1.22) holds.
Therefore, by Theorem (2.1.22) T=(tB) is a hypercyclic operator.
Theorem 2.1.25. [13] Suppose that T : l2(Z) −→ l2(Z) is a backward
weighted shift with weight sequence {wn}n∈Z and either wn ≥ m > 0 for all n <
0 or wn ≤ m for all n > 0. Then T is a hypercyclic operator if and only














Example 2.1.26. [18] Suppose that T : l2(Z) −→ l2(Z) is a backward
weighted shift with weight sequence wn =
{
2 , n < 0
1
n+1
, n ≥ 0
Then T is hypercyclic, and hence it is supercyclic .
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Hence by Theorem (2.1.15 ), T is a supercyclic operator.
Remark 2.1.27. [18] Suppose that T : l2(Z) −→ l2(Z) as in Example
(2.1.16). Then T is supercyclic but it is not hypercyclic.











Then, by Theorem (2.1.25 ) T is not hypercyclic.
Proposition 2.1.28. [18] Let {Hi}i∈N be family of Hilbert spaces.
Let Ti ∈ B(Hi) for all i. If T =
⊕
Ti is a hypercyclic operator, then Ti is
hypercyclic for all i ∈ N .
Proof. First, note that, by Theorem (1.3.7), H =
⊕
Hi is a Hilbert space.
To prove that Ti is hypercyclic for all i ∈ N , we need to show that for any
fixed i ∈ N , there is xi ∈ Hi such that
{T ni xi : n ≥ 0}
is dense in Hi for all i.
Since T =
⊕
Ti is hypercyclic, then there is x = (xi)i∈N ∈ H =
⊕∞
i=1 Hi,








Let yi be an element in Hi for any i ∈ N , then y = (yi) ∈
⊕
Hi, and so,













(T nki xi − yi) ‖2< ε2 for all k > N0.
Then by Theorem (1.3.7) we have,
Σ∞i=1 ‖ T nki xi − yi ‖2< ε2 for all k > N0.
And so,
‖ T nki xi − yi ‖< ε for all k > N0.
This means that, for any fixed yi ∈ Hi, there is a sequence (T nki xi)k∈N in
Mi = {T nki xi : nk > 0}, such that
T nki xi −→ yi , as k −→∞
Then, yi ∈ Mi, hence, Hi ⊂ Mi.
But Mi ⊂ Hi. Then Mi = Hi.
Therefore, xi is a hypercyclic vector in Hi, so that, Ti is a hypercyclic
operator for all i ∈ N .
2.2 Spectral Properties of Cyclic, Supercyclic
and Hypercyclic Operators
Definition 2.2.1. [16] Let T ∈ B(H) with identity I, then the spectrum of
T, denoted by σ(T ), is defined by
σ(T ) = {λ ∈ C : (T − λI)−1 dose not exist in B(H)}.
The complement of σ(T ) in C is called the resolvent of T and it is denoted
by ρ(T ).
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Definition 2.2.2. [16] Let T ∈ B(H), then the scaler λ is called an eigen-
value of T if there exists a nonzero vector x ∈ H such that Tx = λx.
The set of all eigenvalues of T is denoted by σp(T ).
Lemma 2.2.3. If 〈x1, y〉 = 〈x2, y〉 for all y in the complex inner product X.
Then x1 = x2.
proof. See [16].
Proposition 2.2.4. [16] Let T ∈ B(H). Then T ∗n = T n∗
Proof. The proof is by induction on n.
Clearly the proposition is true for n=1.




, we show that it is true for
m+1. Now, let x, y ∈ H, then by the definition of T ∗ we have
〈x, (Tm+1)∗y〉 = 〈Tm+1x, y〉 = 〈T (Tm)x, y〉 = 〈Tmx, T ∗y〉 =
〈x, (Tm)∗T ∗y〉 = 〈x, (T ∗)mT ∗y〉 = 〈x, (T ∗)m+1y〉.
Hence, (Tm+1)∗y = (T ∗)m+1y. But y was arbitrary, hence, (Tm+1)∗ =
(T ∗)m+1. Therefore, the proof is complete.
Theorem 2.2.5. Let H1 and H2 be Hilbert spaces.
i) If S, T ∈ B(H1, H2), then (S + T )∗ = S∗ + T ∗.
ii) If I :H1 −→ H1 is the identity operator, then I∗ = I.
Proof. see[16].
Proposition 2.2.6. [18] Let T ∈ B(H). Then T is cyclic, if and only if
T + λI is cyclic for all λ ∈ C.
Proof. Let T be a cyclic operators on H. Let λ ∈ C, then
there exists x ∈ H such that
span {T nx : n ≥ 0} is dense in H.
Hence, λT kx ∈ span {T nx : n ≥ 0} for all k ≥ 0, λ ∈ C.
Thus, λT kx + λx ∈ span {T nx : n ≥ 0} for all k ≥ 0, λ ∈ C.
Therefore,
span {(T +λI)nx : n ≥ 0} ⊆ span{T nx : n ≥ 0}, for all λ ∈ C...............(1).
However, it is clear that
span{T nx : n ≥ 0} ⊆ span {(T + λI)nx : n ≥ 0}..............(2).
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from (1)and(2) we get
span{T nx : n ≥ 0} = span {(T + λI)nx : n ≥ 0}.
Therefore, T + λI is cyclic for all λ ∈ C.
Proposition 2.2.7. Let T be a cyclic operator, and let S ∈ B(H) such that
ST=TS. If the range of S, R(S) is dense in H, then S is a cyclic operator.
Proof. See [18].
Proposition 2.2.8. [18] If T is a cyclic operator, and σP (T
∗) 6= ∅, then
for any λ ∈ σP (T ∗), R(T − λ) is not dense in H.
( In Particular, if T is cyclic and 0 ∈ σP (T ∗), then R(T ) is not dense in
H.)
Proof. Let y ∈ H, and let λ ∈ σP (T ∗).
Then, there exists a non-zero vector z ∈ H such that T ∗z = λz,
hence, (T ∗ − λI)z = 0. But by Theorem (2.2.5)
(T ∗ − λI) = (T − λI)∗.
Thus (T − λI)∗z = 0, hence, (T − λI)n∗z = 0 for all n ∈ N .
Now, for all n ∈ N
〈(T − λI)ny, z〉 = 〈y, (T − λI)n∗z〉 = 0.
Thus (T − λI)ny = 0, for all n ∈ N .
That is (T −λI) is not a cyclic operator. However, T (T −λI) = (T −λI)T,
then by Proposition (2.2.7), R(T − λ) is not dense in H.
Notation [10] Let T ∈ B(H), then we use the following notation
1) The kernel of T, denoted by Ker T = {x ∈ H : Tx = 0}.
2) The dimension of ker (T) = nul (T).
3) The index of T, ind (T) = nul (T) - nul (T ∗).
4) D = {λ ∈ C :| λ |< 1}.
5) ∂D = {λ ∈ C :| λ | = 1}.
Definition 2.2.9. [10] An operator T ∈ B(H) is called a semi-Fredholm if
T has a closed range, and either dim ker T or dim ker T ∗ is finite.
Definition 2.2.10. [10] Let T ∈ B(H), then the set
Ps−F (T ) = {λ ∈ C : T − λI is a semi− Fredholm}.
is called the semi-Fredholm domain of T.
27
Theorem 2.2.11. Let T be a cyclic operator. Then
ind(T − λI) ≥ −1 for all λ ∈ Ps−F (T ).
proof See[18].
Lemma 2.2.12. [19] Let x be a supercyclic vector for T, then for all y ∈ H,
the set M = {〈αT nx, y〉 : n ≥ 0, α ∈ C} is dense in C.
Proof. Let B ∈ C, let y ∈ H and y 6= 0, then By‖y‖2 ∈ H.
But T is supercyclic, then there are sequences nk ∈ N, αk ∈ C, such that
αkT
nkx −→ By‖ y ‖2 .
Then use the continuity of the inner product to get
〈αkT nkx, y〉 −→ 〈 By‖ y ‖2 , y〉 =
B
‖ y ‖2 〈y, y〉 = B.
Hence, B ∈ M
Therefore, M = C, that is, M is dense in C.
Theorem 2.2.13. [15] Let T ∈ B(H), If T is a supercyclic operator, then
T ∗ has at most one eigenvalue.
Proof. Let γ1 and γ2 be two eigenvalues of T
∗, where γ1 6= γ2..........(1).
Then there exists z1, z2 ∈ H − {0}, such that
T ∗z1 = γ1z1 and T ∗z2 = γ2z2.
Now, let x be a supercyclic vector for T, then
M = {cT nx : n ≥ 0, c ∈ C} is dense in H.
claim 〈x, zi〉 6= 0 and γi 6= 0 for i = 1, 2.
proof of the claim Let 〈x, zi〉 = 0 or γi = 0 for some i = 1, 2, then by
proposition(2.2.4)
〈T nx, zi〉 = 〈x, T ∗nzi〉 = 〈x, γni zi〉 = γin〈x, zi〉 = 0.
This is a contradiction withe Lemma(2.2.12).Therefore, the proof of the
claim is complete.
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Also z1, z2 are linearly independent, otherwise if there is
α ∈ C; z1 = αz2, then T ∗z1 = αT ∗z2.
So γ1z1 = αγ2z2 = γ2z1 ,γ1 = γ2, a contradiction with (1).
Hence by [ Hahn-Banach Theorem ( 1.4.8) and Riesz-Frechet Theorem
( 1.4.9)] there is y ∈ H such that
f(z1) = 〈z1, y〉 = 1, and f(z2) = 〈z2, y〉 = 0.
Now, y ∈ H, thus there are sequences (ci) ∈ C, (ni) ∈ N
such that ciT
nix −→ y. Thus
〈z1, ciT nix〉 −→ 〈z1, y〉 = 1 and 〈z2, ciT nix〉 −→ 〈z2, y〉 = 0.
Hence,
〈z2, ciT nix〉
〈z1, ciT nix〉 −→ 0.
That is
〈T n∗i z2, x〉







|ni 〈z2, x〉〈z1, x〉 −→ 0.
Thus,
| γ2 |<| γ1 | ...... (2)
Analogously we can choose h ∈ H, such that ,
f(z1) = 〈z1, h〉 = 0, and f(z2) = 〈z2, h〉 = 1.
And by the same argument we showing that,
| γ1 |<| γ2 | ...... (3).
So by (2)and(3) we get a contradiction.
Therefore, T ∗ has at most one eigenvalue .
Lemma 2.2.14. [1] Let x be a hypercyclic vector for T, then for all y ∈ H,
the set
M = {〈T nx, y〉 : n ≥ 0} is dense in C.
proof Similar to the proof of Lemma (2.2.12)
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Theorem 2.2.15. [15] If T ∈ B(H) is a hypercyclic operator, then
σp(T
∗) = ∅.
Proof. Assume on the contrary that σp(T
∗) 6= ∅, then there is λ ∈ σp(T ∗).
Hence, there is a nonzero vector y ∈ H such that
T ∗y = λy.
Now let x be a hypercyclic vector for T.
so by Lemma(2.2.14) the set
M = {〈T nx, y〉 : n ≥ 0, } is dense in C.
Now, let r ∈ R+ ⋃{0}, then r ∈ C, there exists a sequence 〈T nkx, y〉 in M,
such that
〈T nkx, y〉 −→ r.
Hence,
| 〈T nkx, y〉 |−→| r |= r.
Therefore, the set
K = {| 〈T nx, y〉 |: n ≥ 0, } is dense in R+
⋃
{0}.
But for all n ≥ 0,
| 〈T nx, y〉 |=| 〈x, T ∗ny〉 |=| 〈x, λny〉 |=| λ |n| 〈x, y〉 | .
Then the set
K = {| λ |n| 〈x, y〉 |: n ≥ 0} is dense in R+
⋃
{0}.
Now, we shall get a contradiction by proving that K can not be dense in
R+
⋃{0}.
Case(1) :if λ ≥ 1.
Let r= 1
2
| 〈x, y〉 | which belongs to R+ ⋃{0}.
Take ε = 1
4
| 〈x, y〉 | to get an open ball B = B(r, ε) such that, B ⋂ K = ∅.
Hence, r /∈ K, that is, K is not dense in R+ ⋃{0}.
Case (2):if λ ≤ 1.
Let r= 2 | 〈x, y〉 | which belongs to R+ ⋃{0}.
Take ε = 1
2
| 〈x, y〉 | to get an open ball B∗ = B(r, ε) such that, B∗ ⋂ K = ∅.




Remark 2.2.16. [18] There is a non- hypercyclic operator B, and
σp(B
∗) = ∅.
Proof. Let B ∈ l2(N) be the backward shift in Example ( 2.1.24), then by




∗) 6= ∅.Then there is λ ∈ σp(B∗).
Hence there is x ∈ l2(N) such that, B∗x = λx.
Hence tB∗x = tλx. Therefore, tλ ∈ σp((tB)∗), a contradiction with (1).
Therefore, σp(B
∗) = ∅. Finally, B is not hypercyclic.
Definition 2.2.17. [10] T ∈ B(H) is said to be a Fredholm operator if its
range R(T) is closed and both nul(T) and nul(T ∗) are finite.
F0 will denote the set of all Fredholm operator with zero index.
Definition 2.2.18. [5] Let T ∈ B(H), then
1) the weyl spectrum σw(T ) of T is defined as
σw(T ) = {λ ∈ C : (T − λI) /∈ F0}.
2) The finite point spectrum σpf (T ) of T is defined as
σpf (T ) = {λ ∈ σp(T ) : nul(T − λI) < ∞}.
Theorem 2.2.19. [5] Let σ(T ) be the spectrum of an operator T.
Then σ(T ∗) = σ(T ), where σ(T ) is the conjugates of σ(T ).
Proof. Let λ /∈ σ(T ), then λ /∈ σ(T ) and (T − λI) is invertible,
that is (T − λI)(T − λI)−1 = I.
Hence, I∗ = I = ((T − λI)(T − λI)−1)∗ = (T − λI)−1∗(T − λI)∗.
That is, (T − λI)∗ is invertible.
But by Theorem (2.2.5) (T − λI)∗ = (T ∗ − λI) is invertible. Hence,
λ /∈ σ(T ∗).
Therefore, σ(T ∗) ⊆ σ(T ).......................(1).
Replace T by T ∗ in (1) and take a conjugates to get σ(T ) ⊆ σ(T ∗).........................(2).
Therefore, from (1) and (2) we get σ(T ∗) = σ(T ).
Theorem 2.2.20. Let T ∈ B(H). Then T ∈ F0, if and only if T ∗ ∈ F0
Proof . See [5].
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Proposition 2.2.21. [5] Let T ∈ B(H). Then
1) σ(T )− σw(T ) ⊆ σpf (T ).
2) σw(T
∗) = σw(T ).
Where σw(T ) is the conjugates of σw(T ).
Proof. (1) Let λ ∈ σ(T )− σw(T ), then λ /∈ σw(T )....................(1).
Hence by Definition (2.2.18)part (1), (T − λI) ∈ F0,and so by
Definition (2.2.17 ) ind(T − λI) = nul(T − λI)− nul(T − λI)∗ = 0, that is
nul(T − λI) < ∞.
Hence, by Definition (2.2.18) part (2), λ ∈ σpf (T ).
Therefore, σ(T )− σw(T ) ⊆ σpf (T ).
(2) Let λ /∈ σw(T ∗), then by Definition (2.2.18)part (1), (T ∗ − λI) ∈ F0.
Hence by Theorem (2.2.20) (T −λI) = (T ∗−λI)∗ ∈ F0. That is λ /∈ σw(T ),
hence λ /∈ σw(T ).
Therefore, σw(T ) ⊆ σw(T ∗) (3).
Replace T by T ∗ and take a conjugate in (3) to get σw(T ∗) ⊆ σw(T ) (4).
Therefore, from (3)(4) we have σw(T
∗) = σw(T ).
Proposition 2.2.22. [15] Let T be a hypercyclic operator, then
σ(T ) = σw(T ).
Proof. Let T be hypercyclic operator, then by Theorem (2.2.15)
σp(T
∗) = ∅.
Hence, by Proposition (2.2.21) part (1),
σ(T ∗)− σw(T ∗) ⊆ σpf (T ∗) ⊆ σp(T ∗) = ∅.
Hence, σ(T ∗) = σw(T ∗), that is σ(T ∗) = σw(T ∗).
Therefore, by Theorem (2.2.19) and Proposition (2.2.21) σ(T ) = σw(T ).
Proposition 2.2.23. [15] Let T be a superccyclic operator, then Weyl-
spectrum of T is the spectrum of T except possibly one element.
Proof. Let T be a supercyclic operator, then by Theorem(2.2.13)
σp(T
∗) = ∅.........(1)




If (1) holds then by the same argument of proving Proposition (2.2.22),
σ(T ) = σw(T ).
If (2) holds then,
σ(T ∗)− σw(T ∗) ⊆ σpf (T ∗) ⊆ σp(T ∗) = {λ}.
Therefore, σw(T
∗) = σ(T ∗)− {λ} .
Since the conjugate of difference from two sets is the difference of its con-
jugates , hence, σw(T ∗) = σ(T ∗)− {λ}
Therefore, by Theorem (2.2.19) and Proposition (2.2.21) σw(T ) = σ(T ) −
{λ}.
Then the Weyl-spectrum of T is the spectrum of T except possibly one
element.
Theorem 2.2.24. Let T ∈ B(H), then σ(T ) 6= ∅ and σ(T ) is closed.
proof see [16].
Theorem 2.2.25. ( The Riesz Decomposition Theorem )
Let T ∈ B(H), let σ(T ) = σ1
⋃
σ2 where σ1, σ2 are disjoint non empty
closed sets. Then T has a complementary pair {M1,M2}, of non -trivial
invariant subspaces such that, σ(T1) = σ1 and σ(T2) = σ2, where T1 =
T|M1 and T2 = T|M2 .
proof see [21].




Proposition 2.2.27. [18] If T is a hypercyclic operator, then every com-
ponent of σ(T ) has a non-empty intersection with ∂D.
Proof. (case 1.) If σ(T ) is connected, then σ(T ) is the only component of
σ(T ). Hence by Theorem(2.2.26) σ(T )
⋂
∂D 6= ∅.
(case2.) If σ(T ) is not connected, then there is σ1 ⊂ σ(T ) which is open
and closed. Let σ1 be component of σ(T ). Since σ(T ) is not connected,
then σ1 6= ∅.
But σ(T ) = σ1
⋃{σ(T )− σ1}, and by Theorem (2.2.24)
σ(T )− σ1 is closed with σ(T )− σ1 6= ∅,
then by Theorem ( 2.2.25),
T = T1 + T2 and σ(T1) = σ1.
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Hence, by Proposition (2.1.28), T1 is a hypercyclic operator on H.
Thus from Theorem (2.2.26) σ(T1)
⋂
∂D 6= ∅; that is σ1
⋂
∂D 6= ∅.




This chapter is the main one in this thesis, where we introduce the concept
of G-cyclic operator. This chapter consists of two section.
In section 3.1 we define the G-cyclic operator and introduce another equiv-
alent forms.
We also, give the necessary and sufficient conditions for G-cyclicity of op-
erators.
In section 3.2 we study some properties of the spectral theory of G-cyclic
operators and give a simpler condition for characterizing the G-cyclic oper-
ators over a bounded semigroup .
3.1 G- Cyclic operators and Their properties
In this section we give the necessary and sufficient conditions for a bounded
linear operator to be G-cyclic, and we give some properties of G-cyclic op-
erators. We show that a G-cyclicity stands in the midway between hyper-
cyclicity and supercyclicity. Finally we characterize the set of all G-cyclic
vectors.
Definition 3.1.1. [19] Let S be a multiplication semigroup of C with iden-
tity, and let H be a separable complex Hilbert space.
Then an operator T ∈ B(H) is said to be G-cyclic over S if there exists,
x ∈ H such that {αT nx : α ∈ S, n ≥ 0} is dense in H.
In this case x is said to be a G-cyclic vector for T over S.
Notation 2-1-2[19] Let S be A multiplication semigroup of C with
identity 1 and let T ∈ B(H). Then through of this thesis we use the
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following notations
1- GCs(T) = {x ∈ H: x is a G-cyclic vector for T over S}.
2- GCs(H) = {T ∈ B(H): T is a G-cyclic operator over S}.
3-The orbt of x for T over S is denoted by,
Sorbt(T,x)={αT nx : α ∈ S, n ≥ 0}.
4-| S |= {| s |: s ∈ S}.
5- S−1 = {s−1 : s ∈ S}.
Proposition 3.1.2. [19] (a) Every hypercyclic operator is G -cyclic.
(b) Every G-cyclic operator over a semigroup S, is supercyclic.
Proof. (a) Let T be a hypercyclic operator, and let S be any semigroup of
C with 1. Then there exists x ∈ H such that,
{T nx : n ≥ 0} is dense in H.
However, {T nx : n ≥ 0} ⊆ {αT nx : α ∈ S, n ≥ 0}, hence
{αT nx : α ∈ S, n ≥ 0} is dense in H. Therefore, T is G-cyclic over S .
(b) Let T be a G-cyclic operator over a semigroup S. Then, there exists
x ∈ H such that
{αT nx : α ∈ S, n ≥ 0} is dense in H .
But,
{αT nx : α ∈ S, n ≥ 0} ⊆ {βT nx : β ∈ C, n ≥ 0}
Hence,
{βT nx : β ∈ C, n ≥ 0} is dense in H.
Therefore, T is a supercyclic operator.
Proposition 3.1.3. [19] Let T ∈ B(H). Then x ∈ GCs(T ) if and only if
Sorbt(T, x)⊥ = {0}.
Proof. Let x ∈ GCs(T ), then
Sorbt(T, x) = {αT nx : α ∈ S, n ≥ 0} is dense in H.
So by Definition (1.2.5) Sorbt(T,x) is a total set.
Hence by Theorem (1.3.5) Sorbt (T, x)⊥ = {0}.
Conversely, Suppose that Sorbt(T, x)⊥ = {0}. Let M=Sorbt(T, x), then
M⊥ = Sorbt(T, x)
⊥ ⊆ Sorb(T, x)⊥ = {0} and so M⊥ = {0}.
Let y ∈ H, hence by Orthogonal decomposition Theorem,(1.3.6)
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y = m + m⊥, where m ∈ M,m⊥ ∈ M⊥ then m⊥ = 0.
That is y = m ∈ M . Hence, H ⊆ M , but M ⊆ H. Therefore, H = M
That is Sorbt(T,x) is dense in H. Therefore, T ∈ GCs(H).
Proposition 3.1.4. [19] If T ∈ GCs(H), then the range of T is
dense in H.
Proof. Let T ∈ GCs(H) , then there exists x ∈ H such that,
M = {αT nx : α ∈ S, n ≥ 0} is dense in H .
Let R(T ) = {z : Ty = z, y ∈ H}.
Now, let z ∈ M − {αx : α ∈ S}, then, there exists γ ∈ S and k > 0 such
that,
z = γT kx = T (γT k−1x) which is in R(T)
Then, M − {αx : α ∈ S} ⊆ R(T )................... (1)
But M is dense in H, and αx ∈ H for all α ∈ S, then for all α ∈ S,




nkx ∈ M .
However, αkT
nkx ∈ R(T ), therefore,
αx ∈ R(T ) (2).
From (1)(2) we get M ⊆ R(T ), but M = H.
Thus, M = R(T ) = H. Therefore, R(T) is dense in H.
Proposition 3.1.5. [19] If x ∈ GCs(T ), then
inf{γ ‖ T nx ‖: n ≥ 0, γ ∈| S |} = 0, and
sup{γ ‖ T nx ‖: n ≥ 0, γ ∈| S |} = ∞.
Proof. Let x ∈ GCs(T ).
First, we show that inf{γ ‖ T nx ‖: n ≥ 0, γ ∈| S |} = 0
Assume not, i.e, inf{γ ‖ T nx ‖: n ≥ 0, γ ∈| S |} = m > 0
Then γ ‖ T nx ‖ ≥ m for all n, and γ ∈| S |...............(1).
Since x ∈ GCs(T ), then Sorb (T,x) is dense in H.
Now 0 ∈ H, then there are sequences {αk} in S and {nk} in N such that
αkT
nkx → 0 as k −→∞.
Then, for ε = m there exists K0 ∈ N such that
‖ αkT nkx ‖< m for all k > K0,
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Then
| αk |‖ T nkx ‖< m, and | αk |∈| S |
This is a contradiction with (1).
Therefore,
inf{γ ‖ T nx ‖: n ≥ 0, γ ∈| S |} = 0.
To show that sup{γ ‖ T nx ‖: n ≥ 0, γ ∈| S |} = ∞, assume not
’i.e sup{γ ‖ T nx ‖: n ≥ 0, γ ∈| S |} = t < ∞
Let y ∈ H such that ‖ y ‖> t................(2)
Since x ∈ GCs(T ) then, the set
K = {γT nx : γ ∈ S, n ≥ 0 } is dense in H.
However, y ∈ H, then there exist sequences {αk} in S and {nk} in N such
that
αkT
nkx −→ y as k −→∞.
Hence,
| αk |‖ T nkx ‖→‖ y ‖ .
However, sup{γ ‖ T nx ‖: n ≥ 0, γ ∈| S |} = t, then
| αk |‖ T nkx ‖≤ t for all k ∈ N. Hence ‖ y ‖≤ t.........(3)
From (2)(3) we get a contradiction.
Therefore, sup{γ ‖ T nx ‖: n ≥ 0, γ ∈| S |} = ∞.
Corollary 3.1.6. [19] If S is a bounded semigroup, and x ∈ GCs(T ),
then
sup{‖ T nx ‖: n ≥ 0} = ∞.
Proof. Since S is bounded, then | S |≤ m for some m ∈ R+
Then by proposition (3.1.5)
∞ = sup{α ‖ T nx ‖: α ∈| S |, n ≥ 0} ≤
sup{m ‖ T nx ‖: n ≥ 0} = m sup{‖ T nx ‖: n ≥ 0}.
Hence sup{‖ T nx ‖: n ≥ 0} = ∞.
Corollary 3.1.7. [19] Let T ∈ B(H), and S be a bounded semigroup.
If ‖ T ‖≤ 1 then, T /∈ GCs(H)
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Proof. Assume not i.e T ∈ GCs(H).
Since S is bounded then by Corollary (3.1.6) there exists
x ∈ GCs(T ) such that
sup{‖ T nx ‖: n ≥ 0} = ∞.
That is for all m ∈ R+ there exists k ∈ N such that ‖ T kx ‖> m.
Since ‖ T ‖< 1 then,
m <‖ T kx ‖≤‖ T k ‖‖ x ‖≤‖ T ‖k‖ x ‖≤‖ x ‖ .
That is ‖ x ‖> m for all m ∈ R+. Thus ‖ x ‖= ∞.
A contradiction with x ∈ GCs(T ). Therefore, T /∈ GCs(H).
Example 3.1.8. [19] Let T : l2(N) −→ l2(N), where T (a1, a2, .......) =
(a2, a3, .....). Then T cannot be a G-cyclic operator over any bounded semi-
group.
Proof. By Corollary (3.1.7) it is enough to prove that, ‖ T ‖≤ 1.
Now let x = (a1, a2, .......) ∈ l2(N), then
‖ Tx ‖2= Σ∞k=2a2k ≤ Σ∞k=1a2k =‖ x ‖2
Hence ‖ Tx ‖≤‖ x ‖ thus
‖ T ‖= sup
x∈l2(N), x 6=0
‖ Tx ‖
‖ x ‖ ≤ 1.
Therefore, T /∈ GCs(H).
Proposition 3.1.9. [19] Let T, F ∈ B(H), such that FT=TF and the range
of F, R(F) is dense in H. If x ∈ GCs(T ), then Fx ∈ GCs(T ).
Proof. First we need to show if FT=TF then, FT n = T nF for all n ∈ N .
By induction. The statement is clear true for n=1.
Suppose that it is true for n=m, hence FTm = TmF .
Then, FTm+1 = FTmT = TmFT = TmTF = Tm+1F .
Therefore, FT n = T nF for all n ∈ N .
Now since F is bounded, then F is continuous, hence by Theorem(1.1.9)
F{αT nx, α ∈ S, n ≥ 0} ⊂ F{αT nx, α ∈ S, n ≥ 0}.
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But the range of F, R(F) is dense in H and x ∈ GCs(T ), then
R(F ) = F (H) = F{αT nx, α ∈ S, n ≥ 0} ⊂ F{αT nx, α ∈ S, n ≥ 0}.......(1)
Hence Sorbt(T, Fx) = {αT nFx : α ∈ S, n ≥ 0} ={αFT nx : α ∈ S, n ≥ 0}
=F{αT nx, α ∈ S, n ≥ 0}.............(2)
From (1)(2) R(F ) ⊂ Sorbt(T, Fx). Hence H = R(F ) ⊂ Sorbt(T, Fx).
But Sorbt(T, Fx) ⊂ H. Therefore, Sorbt(T, Fx) = H.
Therefore, F (x) ∈ GCs(T ).
Corollary 3.1.10. [19] Let T ∈ B(H) and x ∈ GCs(T ).
Then αT kx ∈ GCs(T ) for all α ∈ S, k ≥ 0.
Proof. We need to show by induction on k, that R(αT k) is dense in H for
all α ∈ S, α 6= 0, k ∈ N .
Now let α be any fixed element in S.
Hence, {αTy : y ∈ H} = {Tαy : y ∈ H} = Tα(H) = TH......(1).
Since x ∈ GCs(T ), then by Proposition (3.1.4) the range of T, R(T) is dense
in H. Now by (1) H = R(T ) = T (H) = {αTy : y ∈ H} = R(αT ).
That is, R(αT ) is dense in H.
Assume that R(αT k) is dense in H, we show that R(αT k+1) is dense in H.
Hence, by Theorem (1.1.9)
R(αT k+1) = {αT k+1y : y ∈ H} = T{αT ky : y ∈ H} ⊃ T{αT ky : y ∈ H} = T (H).
Since R(T) is dense,then H = T (H) ⊂ R(αT k+1)
That is, R(αT k+1), is dense in H for all α ∈ S, α 6= 0, k ∈ N .
Hence the induction is complete.
Now, let F = αT k, then FT = αT kT = TαT k = TF , and R(F)
is dense in H.
Since x ∈ GCs(T ). Then by Proposition (3.1.9), Fx ∈ GCs(T ).
Therefore, αT kx ∈ GCs(T ) for all α ∈ S, k ≥ 0.
Proposition 3.1.11. [19] Let H and K be Hilbert spaces, let T ∈ B(H)
and F ∈ B(K), and let X : H −→ K be abounded linear operator such that
R(X) is dense in K and FX = XT. If T ∈ GCs(H) then, F ∈ GCs(K).
In particular, if T, F ∈ B(H) are similar operators, then T ∈ GCs(H), if
and only if F ∈ GCs(H).
Proof. First we need to show by induction that , F nX = XT n for all n ∈ N
Since FX = XT then the statement is true for n=1.
Assume that FmX = XTm. Then
Fm+1X = F (FmX) = F (XTm) = FX(Tm) = XT (Tm) = XTm+1.
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Therefore, the induction is complete.
Now since T ∈ GCs(H), then there is y ∈ H such that Sorbt(T,y) is dense
in H. Hence, Sorbt(F,Xy) = {αF nXy : n ≥ 0, α ∈ S}
={XαT ny : n ≥ 0, α ∈ S}= X{αT ny : n ≥ 0, α ∈ S}........(1).
Since the range of X, R(X) is dense in K, then
R(X) = X(H) = X{αT ny, α ∈ S, n ≥ 0}.
But X is bounded, then X is continuous, hence by Theorem(1.1.9)
X{αT ny, α ∈ S, n ≥ 0} ⊂ X{αT ny, α ∈ S, n ≥ 0}.
That is R(X) ⊂ X{αT ny, α ∈ S, n ≥ 0}...........(2).
From (1)(2) R(X) ⊂ Sorbt(F, Xy). Hence K = R(X) ⊂ Sorbt(F,Xy).
But Sorbt(F,Xy) ⊂ K. Therefore, Sorbt(F, Xy) = K.
Therefore, F ∈ GCs(K).
So if T, F ∈ B(H) are similar operators, then there is an invertible U such
that TU=UF, and U is one to one and onto, hence U(H)=H.
Thus R(U) is dense in H.
Hence, If T ∈ GCs(H), then F ∈ GCs(H).
Proposition 3.1.12. [19] Let {Hi}i∈N be a family of Hilbert spaces.




Hi), then Ti ∈ GCs(Hi) for all
i ∈ N .
Proof. First, note that, by Theorem (1.3.7),
⊕
Hi is a Hilbert space. To
prove That Ti ∈ GCs(Hi) for all i ∈ N , we need to show that for all i ∈ N ,












nx : n ≥ 0, α ∈ S} is dense in
⊕
Hi.
For each i ∈ N ,let yi ∈ Hi. Then y = (yi) ∈
⊕


















T nki xi − yi ‖2< ε2 for all k > N0.
Then by Theorem (1.3.7) we have,
Σ∞i=1 ‖ αkT nki xi − yi ‖2< ε2 for all k > N0.
Hence,
‖ αkT nki xi − yi ‖< ε for all k > N0.
This means that, each yi ∈ Hi, there is a sequence (αkT nki xi)k∈N in
Mi = {αkT nki xi : nk > 0, αk ∈ S}, such that
αkT
nk
i xi −→ yi, as k −→∞.
Then, yi ∈ Mi, hence, Hi ⊂ Mi.But Mi ⊂ Hi, then Mi = Hi.
Therefore, xi ∈ GCs(Ti), that is, Ti ∈ GCs(Hi) for all i ∈ N .













where {Uk}∞k=1 is a countable base for the topology on H.
Proof. Since H is separable, then we can assume that there is
{Uk}∞k=1 be a countable base for the topology on H.
x ∈ GCs(T ), iff sorb(T, x) = {αT nx : n ≥ 0, α ∈ S} is dense in H.
Iff for all k ≥ 1, there is α ∈ S, n ∈ N such that,
αT nx ∈ Uk, [ by Lemma (1.1.5)]
Iff for all, k ≥ 1, there is α ∈ S, n ∈ N such that, T nx ∈ 1
α
Uk.
Iff for all k ≥ 1, there is α ∈ S, n ∈ N such that, x ∈ T−n( 1
α
Uk),





Uk)), for all k ≥ 1,


















Corollary 3.1.14. [19] Let T ∈ B(H). Then, if the set of G-cyclic vectors
over a semigroup S is not empty, then it is a Gδ -set in H.














Where {Uk}∞k=1 is a countable base for the topology on H.
And since T is continuous, hence T k is continuous, and
1
α










Hence, GCs(T ) is a countable intersection of open sets.
Therefore, by Definition (1.1.7) GCs(T ) is a Gδ -set
Theorem 3.1.15. [19] Let T ∈ B(H). then the following statements are
equivalent:
1- T ∈ GCs(H).




3- For each x, y ∈ H ,there are a sequences{xk}∞k=1 in H ,{nk}∞k=1 in N
,{αk}in S such that xk −→ x and T nkαkxk −→ y.
4- For each x, y ∈ H ,and each neighborhood W for zero in H ,there are
z ∈ H, n ∈ N,α ∈ S such that x− z ∈ W and T nαz − y ∈ W .
Proof. 1 =⇒ 2
Let T ∈ GCs(H) and let {Uk} be a countable base for the topology on H .






















Uk)), k ≥ 1.
Then GCs(T ) =
⋂
k Mk. Hence GCs(T ) ⊆ Mk for all k ≥ 1
But by corollary ( 3.1.10 ), αT nx ∈ GCs(T ) for all n ≥ 0, α ∈ S.
Hence, Sorbt(T, x) ⊆ GCs(T ) ⊆ Mk.
Then Mk is dense in H.












Uk)) 6= ∅ for all k ∈ N.
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Let V be any open set in H, since {Uk}∞k=1 is a base for the topology on H.
Hence V can be written as a union of elements from the base {Uk}∞k=1.That
is V =
⋃
i Ui, Ui ∈ {Uk}∞k=1.
Hence, there are n ∈ N, α ∈ S such that U ⋂ T−n{ 1
α




2 =⇒ 3: Let x, y ∈ H. For all k ≥ 1, let Bk = B(x, 1k ), B∗k = B(y, 1k ).
Since αkBk and B
∗
k are open sets in H for all k ≥ 1, then by (2), there
exists n = nk ∈ N such that
T nk(αkBk)
⋂
B∗k 6= ∅ for all k ≥ 1.
Let yk ∈ T n(αkBk)
⋂
B∗k for all k ≥ 1
Hence, we get a sequence {yk}∞k=1 such that yk = αkT nkxk for some
xk ∈ Bk. Thus {nk} in N, {αk} in S, xk ∈ Bk and T nk(αkxk) ∈ B∗k for all
k ≥ 1.
That is, ‖ xk − x ‖< 1k , and ‖ T nk(αkxk)− y ‖< 1k for all k ≥ 1.
So, xk −→ x and T nkαkxk −→ y, as k −→∞.
3 =⇒ 4 Let x, y ∈ H. Let W be a neighborhood for zero in H.
By (3) there are a sequences {xk}∞k=1 in H, {nk}∞k=1 in N, {αk}∞k=1 in S such
that, xk −→ x and T nkαkxk −→ y.
Hence there is k ∈ N such that, xk − x ∈ W and T nkαkxk − y ∈ W .
Take z = xk then x− z ∈ W and T nαz − y ∈ W .
4 =⇒ 3 Let x, y ∈ H.
For all k ≥ 1, let Bk = B(0, 1k ).
By (4) we get sequences zk in H, nk in N, αk in S, such that
zk − x ∈ Bk and T nkαkzk − y ∈ Bk for all k ≥ 1.
Therefore, ‖ zk − x ‖< 1k and ‖ T nkαkzk − y ‖< 1k for all k ≥ 1.
Let k −→∞ then,
zk −→ x and T nkαkzk −→ y.
3 =⇒ 1 Since H is separable, then there is a countable set, {xj}j∈N is
dense in H. Let F (j, k) = B(xj,
1
k
) for all j ∈ N, k ≥ 1.
Claim.
The collection F (j, k) is a base topology of H.
Proof the Claim:
Let W be nonempty open set in H.
Since {xj}j∈N is dense in H, then by Lemma (1.1.5) for all w ∈ W , there
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exists j,m ∈ N such that,
w ∈ B(xj, 1
m
) = F (j, m).





But W was arbitrary, therefore, by definition (1.1.2),
{F (j, k) : j, k ∈ N} is a base topology of H.














Then we need to show mjk is dense in H for all k ≥ 1, j ∈ N .
Let y ∈ H, then by (3) for any j ∈ N ,
there are sequences zk in H, {αk} ∈ S, {nk} ∈ N such that,
zk −→ y and T nkαkzk −→ xj.
Thus there is m0 ∈ N such that,
‖ T nkαkzk − xj ‖< 1k for all k > m0. Hence, for all k > m0,there is αk ∈
S, nk ∈ N such that
T nkαkzk ∈ B(xj, 1
k
)















)) = mjk for all k ∈ N.
But zk −→ y. Hence for all y ∈ H, there is a sequence {zk} in mjk such
that zk −→ y. That is H ⊆ mjk, but mjk ⊆ H.
Therefore, mjk = H. Hence mjk is dense in H.





















))] is dense in H.















))] 6= ∅. Therefore, T ∈ GCs(H).
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Proposition 3.1.16. [19] Let T ∈ B(H) be an invertible operator.
T ∈ GCs(H) if and only if T−1 ∈ GCs−1(H).
Proof. Let x, y ∈ H and T ∈ GCs(H). Then by Theorem (3.1.15) part (4),
for all neighborhood V of zero in H, there are z ∈ H, n ∈ N, a ∈ S such
that,
z − x ∈ V and αT nz − y ∈ V.
Let u = aT nz then u− y ∈ V and 1
α
T−nu− x ∈ V.
Since 1
α
∈ S−1 and T−n = (T−1)n, then for all x, y ∈ H and all neighborhood
V of zero in H, there are u ∈ H, n ∈ N, 1
α
∈ S−1 such that
u− y ∈ V and 1
α
(T−1)nu− x ∈ V.
Hence from Theorem (3.1.15) part (4), T−1 ∈ GCs−1(H).
Conversely sine (S−1)−1 = S and (T−1)−1 = T, then if T−1 ∈ GCs−1(H),
then T = (T−1)−1 ∈ GC(S−1)−1(H) = GCs(H).
Proposition 3.1.17. [19] The operator T ∈ GCs(H) if and only if the set
{(x, αT nx) : x ∈ H, n ≥ 0, α ∈ S} is dense in H ⊕H.
Proof. Let (y, z) ∈ H ⊕H, and let ε > 0.
Since T ∈ GCs(H), then by Theorem (3.1.15) part (4),for all V neighbor-
hood of zero in H, there are w ∈ H,n ≥ 0, α ∈ S such that,
‖ w − y ‖< ε
2
and ‖ αT nw − z ‖< ε
2
.
Hence ‖ (w, αT nw)− (y, z) ‖2=‖ w − y ‖2 + ‖ αT nw − z ‖2< ε2
2
.
That is for all (y, z) ∈ H ⊕ H there is w ∈ H such that
‖ (w, αT nw)− (y, z) ‖< ε√
2
.
Therefore, {(w,αT nw) : w ∈ H, n ≥ 0, α ∈ S} is dense in H ⊕ H.
Conversly, Let z, y ∈ H and let ε > 0 .
Since {(w, αT nw) : w ∈ H, n ≥ 0, α ∈ S} is dense in H ⊕ H for all w ∈ H.
Then, there is k0 ∈ N and sequences
{wk} in H, {αk} in S , and {nk} in N , such that,
‖ (wk, αkT nwk)− (y, z) ‖2< ε2 for all k > k0.
Then, ‖ y − wk ‖< ε and ‖ z − αkT nkwk ‖< ε for all k > k0.
Then, as k −→∞ we get wk −→ y and αkT nkwk −→ z.
Therefore, by Theorem (3.1.15) part (4), T ∈ GCs(H)
Proposition 3.1.18. [19] Let T ∈ B(H), let U and V be nonempty open
sets in H, and let W be a neighborhood for zero in H.
If there are n ≥ 0, α ∈ S such that, T nαU ∩ W 6= ∅ and T nαW ∩ V 6=
∅, then T ∈ GCs(H).
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Proof. Let x, y ∈ H.For all k ≥ 1, let Bk = B(x, 1k ), B∗k = B(y, 1k ).
Hence Bk and B
∗
k are open sets in H. Then there exists a sequences
{nk} ∈ N, {αk} ∈ S such that,
T nkαkBk ∩W 6= ∅ and T nkαkW ∩B∗ 6= ∅ for all k ≥ 1 .
That is, there are sequences {wk} in W, and {zk} in Bk .
So we get T nkαkzk ∈ W and T nkαkwk ∈ B∗k for all k ≥ 1.
Hence, zk −→ x and wk −→ 0. Also
T nkαkzk −→ 0 and T nkαkwk −→ y.
Let xk = zk + wk for all k ≥ 1, then we get xk −→ x. and
T nkαkxk = T
nkαkzk + T
nkαkwk −→ 0 + y = y as k −→∞.
Hence by Theorem (3.1.15) part (3), T ∈ GCs(H).
3.2 Spectral Properties of G-cyclic Opera-
tors
In this section we discuss the properties of the spectrum of G-cyclic opera-
tors. We give a sufficient condition for a spectral of operator to be G-cyclic
over a bounded semigroup. We show that quasinilpotent and compact op-
erators are not G-cyclic over any bounded semigroup.
Proposition 3.2.1. [19] Let T ∈ GCs(H) .Then T ∗ has at most one eigen-
value with modulus :
1) Greater than one ,if S is bounded above.
2) Less than one , if S is bounded below.
Proof. Let T ∈ GCs(H), then by Proposition (3.1.2)part(b) T is supercyclic
,thus by Theorem ( 2.1.13), T ∗ has at most one eigenvalue.
Hence σp(T
∗) = ∅ or σp(T ∗) = {β} for some one β ∈ C.
Hence, there is z ∈ H such that
T ∗z = βz.
Let S be bounded above, then we need to show | β |> 1.
Let x ∈ GCs(T ), then by Lemma(2.2.12 ),
M = {〈αT nx, z〉 : n ≥ 0, α ∈ S} is dense in C.
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Let r ∈ R+ ⋃{0}, then r ∈ C, hence there exists a sequences
〈αkT nkx, z〉 in M, such that 〈αkT nkx, z〉 −→ r.
But | 〈αkT nkx, z〉 |−→| r |= r.
Therefore, the set
K = {| 〈αkT nkx, z〉 |: n ≥ 0, α ∈ S} is dense in R+
⋃
{0}.
Now, for all n ≥ 0, | 〈αT nx, z〉 |=| α || 〈T nx, z〉 |.
Since S is bounded above, then | S |≤ d1 for some d1 ∈ R+
⋃{0}.
Let| β |≤ 1, then we shall get a contradiction by proving that K can not be
dense in R+
⋃{0}.
Hence for all k ∈ K, by Proposition (2.2.4)
k =| 〈αT nx, z〉 |=| α || 〈T nx, z〉 |≤
d1 | 〈T nx, z〉 |= d1 | 〈x, T n∗z〉 |=
d1β
n | 〈x, z〉 |≤ d1 | 〈x, z〉 |.
Hence k ≤ d1 | 〈x, z〉 | for all k ∈ K.
Let m = 2d1 | 〈x, z〉 |∈ R+
⋃{0}, and r = 1
2





Then by Lemma (1.1.5) K can not be dense in R+
⋃{0}, contradiction .
Therefor, | β |> 1.
Hence T ∗ has at most one eigenvalue with modulus greater than one.
2) Let S be bounded below, then we need to show | β |< 1.
Let | β |≥ 1, since S is bounded below then ,| S |≥ d2 for some d2 ∈
R+
⋃{0}.
So, we shall get a contradiction by proving that K can not be dense in
R+
⋃{0}, hence for all k ∈ K
k =| 〈αT nx, z〉 |≥
d2 | 〈T nx, z〉 |= d2 | 〈x, T n∗z〉 |=
d2β
n | 〈x, z〉 |≥ d2 | 〈x, z〉 |
thus,




d2 | 〈x, z〉 |∈ R+
⋃{0},and r = 1
4





Then by Lemma (1.1.5), K can not be dense in R+
⋃{0}, contradiction.
Therefore, | β |< 1.
Hence T ∗ has at most one eigenvalue of modulus less than one.
Corollary 3.2.2. [19] Let T ∈ GCs(T ). Then σw(T )is the spectrum of T
except possibly one element of modulus :
a) Greater than one ,if S is bounded above .
b) Less than one ,if S is bonded below .
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Proof. From Proposition( 2.2.21) part (1),
σ(T )− σw(T ) ⊆ σpf (T ) ⊆ σp(T ).
Replace T by T ∗ to get
σ(T ∗)− σw(T ∗) ⊆ σp(T ∗)..............(1).
(a) Let S be bounded above then by Proposition (3.2.1)
σp(T
∗) = ∅ or σp(T ∗) = {λ}, for some λ such that | λ |> 1.
Then from (1)
σw(T
∗) = σ(T ∗) or σw(T ∗) = σ(T ∗)− {λ}.
Case (1), if σw(T
∗) = σ(T ∗), then by Theorem (2.2.19) and Proposition (
2.2.21) part (2), σw(T ∗) = σw(T ) = σ(T ∗) = σ(T ).
Case (2)If σw(T
∗) = σ(T ∗)− {λ}, where | λ |> 1.
Since the conjugate of difference from two sets is the difference of its con-
jugates .Then by Theorem (2.2.19) and Proposition (2.2.21),
σw(T ∗) = σw(T ) = σ(T ∗)− {λ} = σ(T )− {λ}.
Hence, σw(T ) is the spectrum of T except possibly one element of modulus
greater than one.
(b) Let S bounded below then,by Proposition (3.2.1)
σp(T
∗) = ∅ or σp(T ∗) = {λ} for some λ such that | λ |< 1.
Then from (1)
σw(T
∗) = σ(T ∗) or σw(T ∗) = σ(T ∗)− {λ}.
Case (1), if σw(T
∗) = σ(T ∗), then by Theorem (2.2.19) and Proposition (
2.2.21) part (2), σw(T ∗) = σw(T ) = σ(T ∗) = σ(T ).
Case (2)If σw(T
∗) = σ(T ∗)− {λ}.
Since the conjugate of difference from two sets is the difference of its con-
jugates .Then by Theorem (2.2.19) and Proposition (2.2.21),
σw(T ∗) = σw(T ) = σ(T ∗)− {λ} = σ(T )− {λ}.
Hence, σw(T ) is the spectrum of T except possibly one element of modulus
less than one.
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Lemma 3.2.3. [21] Let T ∈ B(H), then:
1) If σ(T ) ⊂ {λ ∈ C :| λ |< 1}, then limn−→∞ ‖ T nx ‖= 0 for all x ∈ H.
2)If σ(T ) ⊂ {λ ∈ C :| λ |> 1}, then limn−→∞ ‖ T nx ‖= ∞ for all x ∈ H.
Theorem 3.2.4. Let T ∈ B(H) and σ(T ) be the spectrum of an invertible
operator T.Then
σ(T−1) = {σ(T )}−1 = {1
λ
: λ ∈ σ(T )}.
Proof. See[14].
Proposition 3.2.5. [19] Let T ∈ B(H), then T /∈ GCs(H) if one of the
following holds :
a) S is bounded, and σ(T ) has a component σ such that σ ⊂ B(0, 1).
b) S−1 is bounded and σ(T ) has a component σ such that σ ⊂ {λ :| λ |> 1}.
Proof. (a)Assume T ∈ GCs(H)................(1).
Case 1. If σ(T ) is connected, then by Definition (1.1.14) σ(T ) is the only
component of σ(T ) and if
σ(T ) ⊂ B(0, 1), then by Lemma (3.2.3),
limn−→∞ ‖ T nx ‖−→ 0 for all x ∈ H.
Thus
sup{‖ T nx ‖: n ≥ 0} 6= ∞.
But by Corollary (3.1.6),
sup{‖ T nx ‖: n ≥ 0} = ∞.
Therefore, we get a contradiction with (1).
Hence, T /∈ GCs(H).
Case 2. If σ(T ) is not connected, then there exists an open and closed
component σ1 ⊂ σ(T ). Let σ1 ⊂ B(0, 1).
Hence σ1 is closed and by Theorem(2.2.24) σ(T )− σ1 is closed.
Then by Risez decomposition Theorem (2.2.25), T = T1 + T2, such that
σ(T1) = σ1. But since T ∈ GCs(H), then by Proposition (3.1.12), T1 ∈
GCs(H).
And since σ1 ⊂ B(0, 1), then by Lemma (3.2.3), limn−→∞ ‖ T n1 x ‖−→ 0 for
all x ∈ H.
Thus sup{‖ T n1 x ‖: n ≥ 0} 6= ∞, a contradiction with Corollary (3.1.6)
Hence, we get a contradiction with (1).Therefore, T1 /∈ GCs(H).
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b)We need to show if S−1 is bounded and σ(T ) has a component σ such
that
σ ⊂ {λ :| λ |> 1}, then T /∈ GCs(T ).
Assume T ∈ GCs(T ), then by Proposition(3.1.16 ),
T−1 ∈ GCs−1(T )....................(2).
But by Theorem (3.2.4),
σ−1(T ) = σ(T−1) = {1
λ
: λ ∈ σ(T )}.
Since σ(T ) has a component σ1, such that σ1 ⊆ {λ :| λ |> 1}, then σ(T−1)
has a component {σ1}−1 = 1σ1 ⊂ B(0, 1). But S−1 is bounded, hence By
part(a) T−1 /∈ GC−1s H.
A contradiction with (2) . Therefore, T /∈ GCs(T ).
Corollary 3.2.6. [19] Let T ∈ GCs(H).
1)If S is bounded, then σ(T )
⋂
rD is connected for all r ≤ 1.
2) If S−1 is bounded, then σ(T )
⋂
(rB)c is connected for all r ≥ 1.
Proof. 1) Assume σ(T )
⋂
rD is not connected, for some r ≤ 1.
Then there is a closed and open subset σ of σ(T )
⋂
rD.
Hence σ ⊂ rD.
But r ≤ 1, then σ ⊂ B(0, 1).
Therefore, by Proposition (3.2.5)part (1), T /∈ GCs(H) .
A contradiction with T ∈ GCs(H).
2)Assume σ(T )
⋂
(rB)c is not connected, for some, r ≥ 1,
then there is a closed and open subset σ of σ(T )
⋂
(rB)c.
Hence σ ⊂ (rB)c.
But r ≥ 1, then σ ⊂ {λ :| λ |≥ 1}.
But since σ is closed and open, then ∂σ = ∅.
Hence σ ⊂ {λ :| λ |> 1}. And since S−1 is bounded, then, by Proposition
(3.2.5)Part (2), T /∈ GCs(H).
Definition 3.2.7. [3] A bounded linear operator T on a Hilbert space H is
said to be quasinilpotent if
lim
n−→∞
‖ T n ‖ 1n = 0.
Definition 3.2.8. [14] Let T ∈ B(H). The spectral radius of T, denoted by
rσ(T ), is defined by rσ(T ) = supλ∈σ(T ) | λ | .
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Theorem 3.2.9. Let T ∈ B(H), then
rσ(T ) = lim
n−→∞
‖ T n ‖ 1n .
Proof. See [16]
Theorem 3.2.10. [3] Let T ∈ B(H). Then T is quasinilpotent if and only
if σ(T ) = {0}.
Proof. T is a quasinilpotent iff limn−→∞ ‖ T n ‖ 1n = 0 = rσ(T )
iff σ(T ) = {0}.
Corollary 3.2.11. [19] Let S be a bounded semigroup, then a quasinilpotent
operator T ∈ B(H) can not be G-cyclic over S.
Proof. Since T is quasinilpotent, then by Theorem (3.2.10),
σ(T ) = {0} ⊂ B(0, 1). But S is bounded, then by Proposition (3.2.5)part
(1), T /∈ GCs(H).
Definition 3.2.12. [16] A metric space X is said to be compact if every
sequence in X has a convergent subsequence.
A subset M of X is said to be compact if every sequence in M has a convergent
subsequence whose limit is an element of M.
Definition 3.2.13. [16] Let X and Y be normed spaces. An operator T :
X −→ Y is called a compact linear operator if T is linear and if for every
bounded subset M of X, the image T(M) is compact, that is, the closure
T (M) is compact.
Theorem 3.2.14. [16] Let T : X −→ X be a compact linear operator on a
Banach space X. Then every spectral value λ 6= 0 of T is an eigenvalue of
T.
Corollary 3.2.15. [19] A compact operator can not be G-cyclic over any
bounded semigroup S.
Proof. Let T be a compact operator which is G-cyclic over some bounded
semigroup S. Then by Theorem (3.2.14)
σp(T ) = σ(T )− {0}.............(1)
Hence by Theorem (2.2.19),
σp(T ∗) = σ(T ∗)− {0}.
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But by Proposition (3.2.1),since S is bounded
σp(T
∗) = ∅ or σp(T ∗) = {λ} for some λ with | λ |> 1.
Hence by Theorem (2.2.19),
σp(T ) = σp(T ∗) = ∅ or σp(T ) = σp(T ∗) = {λ} and | λ |> 1.
Hence by (1)
σ(T ) = {0} or σ(T ) = {0, λ} and | λ |> 1.
If σ(T ) = {0} then σ(T ) is connected set. That is σ(T ) is component of
σ(T ) and σ(T ) ⊆ B(0, 1).
But S is bounded, then by Proposition (3.2.5) Part (1), T /∈ GCs(H).
If σ(T ) = {0, λ}, | λ |> 1.
Then, B(λ, 1)
⋂
σ(T ) = {λ}.
Therefore, by Definition (1.1.3), λ is a isolated point of σ(T ).
Hence, {0} is a component of σ(T ).





This chapter consists of two sections.
In section 4.1 we define the Disk-cyclic operator and give a characteriza-
tion of Disk-cyclic Criterion, and give an example of a Disk-cyclic operator
which is not hypercyclic.
In section 4.2 we define the Codisk-cyclic operator and give a character-
ization of Codisk-cyclic Criterion, and give an example of a Codisk-cyclic
operator which is not Disk-cyclic.
4.1 Disk-Cyclic operators and Their proper-
ties
Definition 4.1.1. [18] An operator T ∈ B(H) is said to be disk-cyclic if
there exists, x ∈ H such that
{αT nx : α ∈ C, | α |≤ 1, n ≥ 0} is dense in H.
In this case x is said to be a disk-cyclic vector for T.
Next we fix notation required for the discussion.
Notation [18] Let T ∈ B(H).
1-DC(T ) = {x ∈ H: x is a disk-cyclic vector for T }.
2-DC(H) = {T ∈ B(H): T is disk-cyclic operator }.
3-Dorbt(T, x) = {αT nx : α ∈ C, | α |≤ 1, n ≥ 0}.
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Theorem 4.1.2. [18] Let T ∈ B(H). then the following statements are
equivalent:
1- T ∈ DC(H).
2- For each non-empty open sets U,V, there are α ∈ D, n ∈ N such that
T n(αU)
⋂
V = φ .
3- For each x, y ∈ H ,there are a sequences{xk}∞k=1 in H ,{nk}∞k=1 in N
,{αk} ∈ D such that xk −→ x and T nkαkxk −→ y .
4- For each x, y ∈ H ,and each neighborhood W for zero in H ,there are
z ∈ H, n ∈ N,α ∈ C. | α |≤ 1 such that
x− z ∈ W and T nαz − y ∈ W .
Proof : Similarly as the proof of Theorem (3.1.15 ).
Remark 4.1.3. [18] Every hypercyclic operator is disk- cyclic.
And every disk-cyclic operator is supercyclic.
Proposition 4.1.4. [18] (Disk-cyclic Criterion).
Let T ∈ B(H) Such that :
1) There are dense sets X,Y in H and right inverse S to T
( not necessary bounded ) such that S(Y ) ⊂ Y and TS = IY .
2) There is a sequence nk in N such that
a) limk−→∞ ‖ Snky ‖= 0 for all y ∈ Y .
b) limk−→∞ ‖ T nkx ‖‖ Snky ‖= 0 for all x ∈ X, y ∈ Y .
Then T ∈ DC(H).
Proof. To prove that T ∈ DC(H) we show that condition (4) in Theorem
(4.1.2) is satisfied.
Let z, w ∈ H, let W be a neighborhood for zero in H, suppose W = B(0, ε).
By condition (1) there are x ∈ X, y ∈ Y such that z − x ∈ B(0, ε
2
) , and
w − y ∈ B(0, ε
2
).
By condition (2)there are t1 ≥ 0 and t2 ≥ 0 such that,
‖ Snky ‖≤ ε
3
for all k > t1,
and
‖ T nkx ‖‖ Snky ‖≤ ε
6
for all k ≥ t2.
Put t = max{t1, t2}, and fix k > t such that
‖ Snky ‖≤ ε
3
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‖ T nkx ‖‖ Snky ‖≤ ε
6
.
Choose u = x + 1
c
Snky where 0 < c ≤ ε < 1.
case(1). If ‖ Snky ‖6= 0, take c = 3 ‖ Snky ‖ hence c ‖ T nkx ‖≤ ε
2
.





And since cT nku = cT nkx + y, hence
‖ w − cT nku ‖≤‖ w − y ‖ + ‖ y − cT nku ‖< ε
2






Hence from (1) and (2)
z − u ∈ W , and w − cT nku ∈ W.
Then, Condition (4) in Theorem (3.1.2) is satisfied. Therefore, T ∈ DC(H).
case(2). If ‖ Snky ‖= 0,and since TSy=y for all y ∈ Y ,
then 0 =‖ T nkSnky ‖=‖ y ‖ . So y=0 and x=u ,hence w ∈ B(0, ε
2
).
Therefore, ‖ z − u ‖=‖ z − x ‖≤ ε
2
(3).
By choosing c small enough such that c ‖ T nkx ‖< ε
2
, we have,
‖ w−cT nku ‖≤‖ w−y ‖ + ‖ y−cT nku ‖≤ ε
2







z − u ∈ W , and w − cT nku ∈ W .
Then, Condition (4) in Theorem (4.1.2) is satisfied. Therefore, T ∈ DC(H).
Theorem 4.1.5. [18] Suppose T : l2(Z) −→ l2(Z) is a forward weighted
shift with weight sequence {wn}n∈Z and either wn ≥ m > 0 for all n <
0 or wn < m for all n > 0. Then T ∈ DC(H) if and only if there exists a
sequence




















Example 4.1.6. [18] Let T : l2(Z) −→ l2(Z) be the forward weighted shift




, n ≥ 0
1
a
, n < 0

























)n = 0 .











then by theorem (4.1.5), T is not disk- cyclic.
Example 4.1.7. [18] Let T : l2(Z) −→ l2(Z) be the forward weighted shift
with weight sequence wn =
{
a , n ≥ 0
a2 , n < 0
where a > 1. Then T is a disk-cyclic operator, but it is not a hypercyclic
operator.
Proof. Clearly wn = a












































then by theorem (2.1.25) T is not hypercyclic.
Proposition 4.1.8. [18] Let T ∈ B(H). If there exists a number ρ > 1
such that for every ε > 0, span {ker(T − λI) : ρ <| λ |< ρ + ε} is dense in
H, then T ∈ DC(H).
Proof. To prove that T ∈ DC(H), we will use the disk-cyclic Criterion
Proposition (4.1.4).
Let Y be the linear span of {ker(T − λI) :| λ |> ρ}.
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Since, span {ker(T − λI) : ρ <| λ |< ρ + ε} ⊆ Y , then Y is dense in H.
Define S : Y −→ Y as Sy = S(Σni=1αiyi) = Σni=1 αiλi yi,
where yi ∈ ker(T − λiI),and | λi |> ρ.
Then (T − λiI)yi = 0 , and so Tyi = λiyi.




yi = y ...........................(1).




= 0 for all fix 1 ≤ i ≤ n. Hence,
lim
k−→∞









| λi |k ) ‖ yi ‖) = 0 for all y ∈ Y ..........(2).
Now, Let m =min{| λi |:| λi |> ρ, 1 ≤ i ≤ n}, hence m > ρ.
Let Xy be the finite linear combination of the span of the set,
{ker(T − µI) : ρ <| µ |< m}.
Then, span {ker(T − λI) : ρ <| λ |< ρ + ε} ⊆ Xy, hence Xy is dense in
H. Let x ∈ Xy, y ∈ Y ,hence x = Σti=1γixi where xi ∈ {ker(T − µiI) : ρ <|
µi |< m}, and y = Σni=1αiyi where
yi ∈ {ker(T − λiI) : ρ <| λi |}. Hence
‖ T kx ‖=‖ Σti=1γiT kxi ‖=‖ Σti=1γiµki xi ‖≤ Σti=1 | γiµki |‖ xi ‖ .
and
‖ Sky ‖≤ Σni=1 |
αj
λkj
|‖ yj ‖ .
Therefore,
‖ T kx ‖‖ Sky ‖≤ Σti=1Σnj=1ckij ‖ xi ‖ ‖ yj ‖




| for all i,j; 1 ≤ i ≤ n, 1 ≤ j ≤ t.
But | µi |< m then | µi |<| λj | for all i; 1 ≤ i ≤ n, 1 ≤ j ≤ t.
So, limk−→∞
|µi|k
|λj |k = 0 .
Therefore, limk−→∞ ckij = 0 for all i,j. Then
lim
k−→∞
‖ T kx ‖‖ Sky ‖= 0 ..........(3)
Hence from (1)(2)and(3) and by Proposition (4.1.4) T ∈ DC(H).
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Lemma 4.1.9. [18] Let T ∈ B(H), M be T-invariant subspace of H, and
P : H −→ M⊥ orthogonal projection onto M⊥. If x ∈ DC(T ), then Px 6= 0.
Proof. By Theorem (1.3.6 )for all x ∈ H, x has the unique representation
as
x = m⊕m⊥. where m ∈ M and m⊥ ∈ M⊥.
Assume x ∈ DC(T ) and Px = m⊥ = 0, hence x ∈ M .
But M is T-invariant subspace of H, then
{αT nx : α ∈ C, n ≥ 0} ⊆ M...............(1).
Since x ∈ DC(T ), then
{αT nx : α ∈ C, | α |≤ 1, n ≥ 0} = H 6= M........(2).
From (1)(2) we get a contradiction. Therefore, Px 6= 0.
Proposition 4.1.10. [18] Let T ∈ DC(H), and let M be an invariant
subspace of H under T. Then the operator S : M⊥ −→ M⊥ defined as
Sx=P(Tx) is a disk-cyclic operator, where P is the projection onto M⊥.
Proof. Let x ∈ DC(T ), let M be an invariant subspace of H under T, and
let
P : H −→ M⊥ be the orthogonal projection.
Since x 6= 0 and H = M ⊕M⊥, then, by Lemma (4.1.9)
Px = P (y ⊕ z) = z 6= 0, where y ∈ M and z ∈ M⊥.
we claim that z is a disk-cyclic vector for S.
By Theorem (1.4.15) (PT )nx = (PT n)x for all n ≥ 0, x ∈ H.
Thus
Dorbt(S, z) = {α(PT )nx : n ≥ 0, α ∈ C, | α |≤ 1}
= {αPT nx : n ≥ 0, α ∈ C, | α |≤ 1}
= P{αT nx : n ≥ 0, α ∈ C, | α |≤ 1} = P (H) = M⊥,
because P is onto. Therefore, z ∈ DC(S).
Proposition 4.1.11. [18] If T ∈ B(H) and M is an invariant subspace of
H ,then the following statements are equivalent :
(1)The operator S : M⊥ −→ M⊥ such that Sx=PTx is a disk-cyclic opera-
tor, where P is the projection onto M⊥.
(2) The operator T : H/M −→ H/M such that T (a + M) = Ta + M is a
disk-cyclic operator.
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Proof. 1)=⇒2): Let x ∈ M⊥ be a disk-cyclic vector for S.
Thus, Dorbt(S, x) = M⊥ = {α(PT )nx : n ≥ 0, α ∈ C, | α |≤ 1}.
But M is invariant under T, and P is the projection onto M⊥,
then by Theorem (1.4.15),
(PT )nx = PT nx = T nx for all n ≥ 0.
Now, since T (x + M) = Tx + M , then we can show by induction,
T
n
(x + M) = T nx + M .
Hence,
{αT n(x + M) : n ≥ 0, α ∈ C, | α |≤ 1} = {αT nx + M : n ≥ 0, α ∈ C, | α |≤ 1} =
{αPT nx : n ≥ 0, α ∈ C, | α |≤ 1}+ M = M⊥/M. (1).
Let y ∈ H/M , hence y = z + M where z ∈ H, but z = a + b where,
a ∈ M, b ∈ M⊥ that is y = z + M = a + b + M = b + M ∈ M⊥/M .
Hence H/M = M⊥/M .
Thus from (1),
{αT n(x + M) : n ≥ 0, α ∈ C, | α |≤ 1} = H/M .
Therefore, T is a disk-cyclic operator of H/M.
2)=⇒1): Let x + M ∈ DC(T ) where x ∈ M⊥. Thus,
{αPT nx : n ≥ 0, α ∈ C, | α |≤ 1}+ M =
{α(T nx + M) : n ≥ 0, α ∈ C, | α |≤ 1} =
{αT n(x + M) : n ≥ 0, α ∈ C, | α |≤ 1} =
H/M = M⊥/M .
Therefore,
M⊥ = {αPT nx : n ≥ 0, α ∈ C, | α |≤ 1} = {αSnx : n ≥ 0, α ∈ C, | α |≤ 1}.
Hence, x ∈ DC(S).
4.2 Codisk- Cyclic operators and Their prop-
erties
Definition 4.2.1. [18] An operator T ∈ B(H) is said to be codisk-cyclic if
there exists, x ∈ H such that
{αT nx : α ∈ C, | α |≥ 1, n ≥ 0} is dense in H.
In this case x is said to be a codisk-cyclic vector for T.
Next we fix notation required for the discussion .
Notation 2-1-2 [18] Let T ∈ B(H).
1-DcC(T ) = {x ∈ H: x is a codisk-cyclic vector for T }.
2-DcC(H) = {T ∈ B(H): T is a codisk-cyclic operator }.
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3-Dcorbt(T, x) = {αT nx : α ∈ C, | α |≥ 1, n ≥ 0}.
Remark 4.2.2. [18] Every hypercyclic operator is codisk- cyclic, and every
codisk-cyclic operator is supercyclic.
Example 4.2.3. [18] Let T : l2(N) −→ l2(N) be backward shift. Then
T ∈ DcC(H)
Proof. From Example (2.1.24) λT is a hypercyclic operator for all λ ∈ C, |
λ |> 1. Hence there exists x ∈ l2(N) such that,
{(λT )nx, n ≥ 0, | λ |> 1}is dense in l2(N).
But
{(λT )nx, n ≥ 0, | λ |> 1} ⊂ {αT nx : n ≥ 0, | α |≥ 1}.
Therefore, T ∈ DcC(H).
Theorem 4.2.4. [16] Let T ∈ B(H). then the following statements are
equivalent:
1- T ∈ DcC(H).
2- For each non-empty open sets U,V, there are α ∈ C, | α |≥ 1,
n ∈ N such that T n(αU) ⋂ V = ∅.
3- For each x, y ∈ H, there are a sequences {xk}∞k=1 in H, {nk}∞k=1 in N,
{αk} ∈ C, | αk |≥ 1, such that xk −→ x and T nkαkxk −→ y.
4- For each x, y ∈ H ,and each neighborhood W for zero in H, there are
z ∈ H,n ∈ N, α ∈ C, | α |≥ 1 such that x − z ∈ W and
T nαz − y ∈ W
Proof. Similarly as the proof of Theorem (3.1.15 )
Proposition 4.2.5. [18] (codisk-cyclic Criterion).
Let T ∈ B(H) Such that :
1) There are dense sets X,Y in H and a right inverse to T
( not necessary bounded ) S such that S(Y ) ⊂ Y and TS = IY .
2) There is a sequence nk in N such that
a) limk−→∞ ‖ T nkx ‖= 0 for all x ∈ X.
b) limk−→∞ ‖ T nkx ‖‖ Snky ‖= 0 for all x ∈ X, y ∈ Y .
Then T ∈ DcC(H).
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Proof. To prove that T ∈ DcC(H) we show that condition (4) in Theorem
(4.2.4) is satisfied.
Let z, w ∈ H, let W be a neighborhood for zero in H, suppose W = B(0, ε).
By condition (1) there are x ∈ X, y ∈ Y such that, z − x ∈ B(0, ε
2
), and
w − y ∈ B(0, ε
2
).
Let u = x + cSnky for some k ∈ N and 0 < c ≤ ε ≤ 1.
By condition (2) there are t1 ≥ 0 and t2 ≥ 0 such that,
‖ T nkx ‖≤ ε
3
for all k > t1,
and
‖ T nkx ‖‖ Snky ‖≤ ε
6
for all k ≥ t2
Put t = max{t1, t2}, and fix k > t such that,
‖ T nkx ‖≤ ε
3
and ‖ T nkx ‖‖ Snky ‖≤ ε
6
.
case (1) If ‖ T nkx ‖6= 0, take c = 3 ‖ T nkx ‖.
Hence, c ‖ Snky ‖< ε
2
. However, ‖ u− x ‖= c ‖ Snky ‖, then







T nku = 1
c
T nkx + y, then,
‖ w−1
c
T nku ‖≤‖ w−y ‖ + ‖ y−1
c










Hence from (3)(4), z − u ∈ W, and w − cT nku ∈ W.
Therefore, by Theorem (4.2.4), T ∈ DcC(H).
case(2) If ‖ T nkx ‖= 0.
Hence choose c > 0, small enough such that, c ‖ Snky ‖< ε
2
, and let α = 1
c
Therefore, ‖ z − u ‖≤‖ z − x ‖ +c ‖ Snky ‖< ε (5).
And
‖ w−αT nku ‖≤‖ w−y ‖ + ‖ y−αT nku ‖≤ ε
2






then, from (5)(6) z − u ∈ W , and w − αT nku ∈ W .
Hence by Theorem (4.2.4) T ∈ DcC(H).
Theorem 4.2.6. [18] Suppose T : l2(Z) −→ l2(Z) is a forward weighted
shift with weight sequence {wn}n∈Z and either wn ≥ m > 0 for all
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n < 0 or wn < m for all n > 0. Then, T ∈ DcC(H) if and only if there























, n ≥ 0
1
2
, n < 0
Then, T ∈ DcC(l2(Z)). But T /∈ DC(l2(Z)).




















































Therefore, by Theorem (4.1.5), T /∈ DC(l2(Z)).




a2 , n ≤ 0
a , n > 0
where a > 1. Then T ∈ DC(l2(Z)). But T /∈ DcC(l2(Z)).
Proof. Clearly wn = a













































then, by theorem (4.2.6), T /∈ DcC(l2(Z)).
Proposition 4.2.9. [18] Let T ∈ DcC(H), and let M be an invariant sub-
space of H under T. then the operator S : M⊥ −→ M⊥, defined as
Sx=P(Tx) is a codisk-cyclic operator, where P is the projection onto M⊥.
Proof. Similarly as the proof of Proposition (4.1.10).
Proposition 4.2.10. [18] If T ∈ B(H) and M is an invariant subspace of
H, then the following statements are equivalent :
(1)The operator S : M⊥ −→ M⊥, such that Sx=PTx is codisk-cyclic opera-
tor, where P is the projection onto M⊥.
(2) The operator T : H/M −→ H/M such that,
T (a + M) = Ta + M is a codisk-cyclic operator.
Proof. Similarly as as the proof of Proposition (4.1.11).
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