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Abstract
We prove an analog of Perron-Frobenius theorem for multilinear forms with
nonnegative coefficients, and more generally, for polynomial maps with nonneg-
ative coefficients. We determine the geometric convergence rate of the power
algorithm to the unique normalized eigenvector.
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1 Introduction
Let f : Rm1 × · · · × Rmd → R be a multilinear form:
f(x1, . . . ,xd) :=
∑
i1∈[m1],...,id∈[md]
fi1,...,idxi1,1 . . . xid,d , (1.1)
xj = (x1,j , . . . , xmj ,j)
⊤ ∈ Rmj , j ∈ [d].
Here, and in the sequel, we write [d] for the set {1, . . . , d}. We assume the nontrivial
case d ≥ 2,mj ≥ 2, j ∈ [d]. The above form induces the tensor F := [fi1,...,id ] ∈
Rm1×···×md . We call f nonnegative if the corresponding tensor F is nonnegative,
denoted by F ≥ 0, meaning that all the entries of F are nonnegative. For u ∈ Rm
and p ∈ (0,∞] denote by ‖u‖p := (
∑m
i=1 |ui|
p)
1
p the p-norm of u. Let Sm−1p,+ :=
{0 ≤ u ∈ Rm, ‖u‖p = 1} be the m − 1 dimensional unit sphere in the ℓp norm
restricted to Rm+ . Let p1, . . . , pd ∈ (1,∞) and consider a critical point (ξ1, . . . , ξd) ∈
Sm1−1p1,+ × . . . × S
md−1
pd,+
of f |Sm1−1p1,+ × . . . × S
md−1
pd,+
. It is straightforward to show that
each critical point satisfies the following equality [6]:∑
i1∈[m1],...,ij−1∈[mj−1]
ij+1∈[mj+1],...,id∈[md]
fi1,...,idxi1,1 . . . xij−1,j−1xij+1,j+1 . . . xid,d = λx
pj−1
ij ,j
, (1.2)
ij ∈ [mj], xj ∈ S
pj−1
mj ,+, j ∈ [d].
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Note that for d = 2 and p1 = p2 = 2, ξ1, ξ2 are the left and right singular vectors of
the nonnegative matrix F ∈ Rm1×m2 .
In the case of nonnegative matrices, irreducibility can be defined in two equiva-
lent ways, either by requiring the directed graph associated with the matrix to be
strongly connected, or by requiring that there is no non-trivial part (relative interior
of a face) of the standard positive cone that is invariant by the action of the matrix,
i.e., that the matrix cannot be put in upper block triangular form by applying the
same permutation to its rows and columns. In the case of tensors, and more gen-
erally, of polynomial maps, both approaches can be extended, leading to distinct
notions.
In the present setting, the tensor F is associated with an undirected d-partite
graph G(F) = (V,E(F)), the vertex set of which is the disjoint union V = ∪dj=1Vj ,
with Vj = [mj ], j ∈ [d]. The edge (ik, il) ∈ Vk×Vl, k 6= l belongs to E(F) if and only
if fi1,i2,...,id > 0 for some d − 2 indices {i1, . . . , id}\{ik, il}. The tensor F is called
weakly irreducible if the graph G(F) is connected. We call F irreducible if for each
proper nonempty subset ∅ 6= I $ V , the following condition holds: Let J := V \I.
Then there exists k ∈ [d], ik ∈ I ∩ Vk and ij ∈ J ∩ Vj for each j ∈ [d]\{k} such that
fi1,...,id > 0. Our definition of irreducibility agrees with [1, 7]. We will show that if
F is weakly irreducible then F is irreducible.
The main result of this paper gives sufficient conditions on the uniqueness of
positive solution of the system (1.2), which was studied in [6], for weakly irreducible
and irreducible nonnegative tensors.
Theorem 1.1 Let f : Rm1 × . . .×Rmd → R be a nonnegative multilinear form.
Assume that F is weakly irreducible and pj ≥ d for j ∈ [d]. Then the system (1.2)
has a unique positive solution (x1, . . . ,xd) > 0. If F is irreducible then the system
(1.2) has a unique solution (x1, . . . ,xd), which is necessarily positive.
For d = 2 and p1 = p2 = 2 this theorem is a simplified version of the classical
Perron-Frobenius theorem for the symmetric matrix
A =
[
0 F
F⊤ 0
]
.
For d ≥ 3 and p1 = . . . = pd = d our theorem does not follow from the main
result in [1], in which the tensor is required to be irreducible (rather than weakly
irreducible). We also give examples where the statement of the theorem fails if the
conditions pj ≥ d for j ∈ [d] are not satisfied.
Theorem 1.1 deals with the eigenproblem (1.2), which is of a variational nature.
In other words, the polynomials at the left-hand side of (1.2) determine the gradient
of a single form. However, our next result, Theorem 4.1 below, shows that similar
conclusions holds for more general polynomial eigenvalue problems. We also address
computational aspects: in Corollary 5.1 and 5.2, we give a sufficient condition, of a
combinatorial nature (weak primitivity), which guarantees that the power algorithm
converges to a normalized eigenvector, and we derive a spectral gap type formula
for the asymptotic convergence rate. We note that a similar power algorithm for
nonnegative tensors was introduced in [7] (in a slightly more special context), where
extensive numerical tests were given. The sequence produced by the present power
algorithm can be seen to coincide with the one of [7], up to a normalization factor,
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and therefore, the present results imply that the algorithm of [7] does converge,
under the weak primitivity condition.
We now describe briefly the organization of this paper. In §2 we recall the results
of [3, 9] on existence and uniqueness of positive eigenvectors of homogeneous mono-
tone maps that act on the interior of the cone Rn+. In §3 we prove Theorem 1.1 by
constructing a homogeneous monotone map of degree one and invoking the results
of [3, 9]. The extension to eigenproblems involving polynomials maps with nonneg-
ative coefficients is presented in §4. We derive in particular from a result of [8] an
analogue of Collatz-Wielandt’s minimax characterization of the Perron eigenvalue.
The power algorithm is analysed in §5. Finally, in §6 we give numerical examples
showing that the conclusion of Theorem 1.1 no longer holds for p1 = . . . = pd < d.
2 Eigenvectors of homogeneous monotone maps on Rn+
Let R+ := [0,∞),R>0 := (0,∞), Rn+ = (R+)
n,Rn>0 = (R>0)
n be the cone of non-
negative vectors and its interior respectively. For x,y ∈ Rn we denote y ≥ x,y 
x,y > x if y − x ∈ Rn+,y − x ∈ R
n
+ \ {0},y − x ∈ R
n
>0 respectively. Recall
that the Hilbert metric on Rn>0 is the map dist : R
n
>0 × R
n
>0 → [0,∞] defined
as follows. Let x = (x1, . . . , xn)
⊤,y = (y1, . . . , yn)
⊤ > 0. Then dist(x,y) =
maxi∈[n] log
yi
xi
− mini∈[n] log
yi
xi
. Note that dist(x,y) = dist(y,x) ≥ 0 and equal-
ity holds if and only if x and y are colinear. Furthermore the triangle inequality
holds. The Hilbert metric has a simple interpretation. Let α, β > 0 and assume that
0 < αx ≤ y ≤ βx. Then dist(x,y) ≤ log βα . Equality is achieved when α = αmax
and β = βmin are the maximal and the minimal possible satisfying the above inequal-
ity. Fix ψ ∈ Rn+ \ {0} and consider the open polytope Σ(ψ) = {x > 0, ψ
⊤x = 1}.
Then the Hilbert metric is indeed a metric on Σ(ψ). Equivalently, the Hilbert metric
is a metric on the space of rays PRn>0 in R
n
>0. Note that both spaces are complete
for Hilbert’s metric.
In this section we assume that F = (F1, . . . , Fn)
⊤ : Rn>0 → R
n
>0 satisfies the
following properties. First, F is homogeneous, (or homogeneous of degree one), i.e.
F(tx) = tF(x) for each t > 0 and x > 0. Second, F is monotone, i.e. F(y) ≥ F(x)
if y ≥ x > 0. So F can be viewed as a map Fˆ : PRn>0 → PR
n
>0. x > 0 is called an
eigenvector of F in Rn>0 if F(x) = λx for some x > 0 and an eigenvalue λ > 0.
It is well known that F is nonexpansive with respect to Hilbert metric, i.e.
dist(F(x),F(y)) ≤ dist(x,y). Indeed
αmaxx ≤ y ≤ βminx⇒ αmaxF(x) = F(αmaxx) ≤ F(y) ≤ F(βminx) = βminF(x)⇒
dist(F(x),F(y)) ≤ log
βmin
αmax
= dist(x,y).
Assume that F is a contraction, i.e. dist(F(x),F(y)) ≤ Kdist(x,y) for some
K ∈ [0, 1). Then the Banach fixed point theorem implies that Fˆ has a unique fixed
point in PRn>0. Hence F has a unique eigenvector in R
n
>0.
Another general criteria for existence of eigenvectors x  0 can be obtained by
using the Brouwer fixed point theorem. Assume that F extends to a continuous
map F(x) : Rn+ → R
n
+ and suppose that F
−1(0) = 0. Let ψ > 0. Define G :
Closure Σ(ψ)→ Closure Σ(ψ):
G(x) =
1
ψ⊤F(x)
F(x), (2.1)
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for x  0. Then G has a fixed point y ∈ Closure Σ(ψ) which is an eigenvector of F
in Rn+. However y may be on the boundary of Σ(ψ).
Theorem 2 in [3] gives a sufficient condition for existence of an eigenvector of F
in Rn>0. For u ∈ (0,∞) and J ⊆ [n] denote by uJ = (u1, . . . , un)
⊤ > 0 the following
vector. ui = u if i ∈ J and ui = 1 if i 6∈ J . Then Fi(uJ ) is a nondecreasing function
in u. The associated di-graph G(F) ⊂ [n]× [n] is defined as follows. (i, j) ∈ G(F) if
and only if limu→∞ Fi(u{j}) =∞.
Theorem 2.1 ([3, Theorem 2]) Let F : Rn>0 → R
n
>0 be homogeneous and mono-
tone. If G(F) is strongly connected then F has an eigenvector in Rn>0.
Theorem 2.5 of [9] gives a simple sufficient condition on the uniqueness of an
eigenvector u > 0 of a homogeneous monotone F. Assume that F is C1 in an open
neighborhood O ⊂ Rn>0 of u. I.e. F is continuous and has continuous first partial
derivatives in O. Consider the matrix DF(u) = [∂Fi∂xj (u)]
n
i=j=1. Since F is monotone
it follows that DF(u) is a nonnegative square matrix.
Theorem 2.2 ([9, Theorem 2.5]) Let F : Rn>0 → R
n
>0 be homogeneous and
monotone. Assume that u > 0 is an eigenvector of F. Suppose that F is C1 in
some open neighborhood of u. Assume that A = DF(u) is either nilpotent or has a
positive spectral radius ρ which is a simple root of the characteristic polynomial of
A. Then u is a unique eigenvector of F in Rn>0.
Corollary 2.5 [9] deals with the case where A is primitive.
Theorem 2.3 ([9, Corollary 2.5]) Let F : Rn>0 → R
n
>0 be homogeneous and
monotone. Assume that u > 0 is an eigenvector of F. Suppose that F is C1 in
some open neighborhood of u. Assume that A = DF(u) is primitive. Let ψ  0
and assume that ψ⊤u = 1. Then u > 0 is the unique eigenvector of F in Rn>0
satisfying the condition ψ⊤u = 1. Define G : Rn>0 → R
n
>0 as in (2.1). Then
limm→∞G
◦m(x) = u for each x ∈ Rn>0.
3 Proof of the main theorem
Lemma 3.1 Let f be a d-multilinear nonnegative form for d ≥ 2. Assume that
F is irreducible. Then F is weakly irreducible. For d = 2, F is irreducible if and
only if F is weakly irreducible.
Proof. Assume to the contrary that F is not weakly irreducible. So the graph
G(F) is not connected. So there exists ∅ 6= I $ V such that there is no edge
from I to J = V \I. Let Ik := I ∩ Vk for k ∈ [d]. Let I
′
k be defined as follows.
I ′k = Ik if Ik 6= Vk and I
′
k = [mk − 1] if Ik = Vk. Note that I
′
l = Il for some l.
Let I ′ = ∪dk=1I
′
k, J
′ = V \I ′. Since F is irreducible there exists ik ∈ I
′ ∩ Vk and
ij ∈ J
′ ∩ Vj for j 6= k such that fi1,...,id > 0. Since I
′
l = Il it follows that il ∈ J . So
(ik, il) ∈ E(F), which contradicts our assumption.
Assume that d = 2. It is straightforward to show that if F weakly irreducible
then F is irreducible. ✷
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We identify Co := Rm1>0 × · · · × R
md
>0 , the interior of the cone C = R
m1+...+md
+ ,
with Rm1+···+md>0 . Let
p := max(p1, . . . , pd). (3.1)
For a nonnegative d-form (1.1) define the following homogeneous map F : C\{0} →
C \ {0} of degree one:
F ((x1, . . . ,xd))ij ,j =(
x
p−pj
ij ,j
‖xj‖
pj−d
pj
∑
i1∈[m1],...,ij−1∈[mj−1]
ij+1∈[mj+1],...,id∈[md]
fi1,...,idxi1,1 . . . xij−1,j−1xij+1,j+1 . . . xid,d
) 1
p−1
,
ij ∈ [mj] j ∈ [d].
To avoid trivial cases we assume that Fij ,j is not identically zero for each j and ij ,
i.e. ∑
i1∈[m1],...,ij−1∈[mj−1]
ij+1∈[mj+1],...,id∈[md]
fi1,...,id > 0, for all ij ∈ [mj ] j ∈ [d]. (3.2)
Note that if F is weakly irreducible, then this condition is satisfied. Let y =
(x1, . . . ,xd). In what follows we assume the condition
pj ≥ d, j ∈ [d]. (3.3)
Then F is monotone on Co. Recall the definition of the di-graph
G(F) = (V,E(F)), E(F) ⊂ (V1 × . . .× Vd)
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associated with F, as in §2. Let 1j = (1, . . . , 1)
⊤, ek,j = (δk1, . . . , δkmj )
⊤ ∈ Rmj for
j ∈ [d]. Then for ik ∈ Vk, il ∈ Vl:
(ik, il) ∈ E(F) ⇐⇒ lim
t→∞
Fik,k((11, . . . ,1d) + t(0, . . . ,0, eil,l,0, . . . ,0)) =∞.
Equivalently, there is a di-edge from ik ∈ Vk to il ∈ Vl if and only if the variable
xil,l effectively appears in the expression of Fik ,k. The following lemma is deduced
straightforwardly.
Lemma 3.2 Let f be a nonnegative multilinear form given by (1.1). Assume
that the conditions (3.2) and (3.3) hold. Then, (r, s) is a di-edge of the di-graph
G(F) = (V,E(F)) if and only if at least one of the following conditions holds:
1. r = ik ∈ Vk, s = il ∈ Vl, with k 6= l, and we can find d− 2 indices ij ∈ Vj, for
1 ≤ j ≤ d, j 6∈ {k, l}, such that fi1,i2,...,id > 0;
2. r, s belong to Vk and pk > d;
3. r = s belongs to Vk and p > pk.
In particular, if F is weakly irreducible then G(F) is strongly connected.
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Theorem 3.3 Let f be a nonnegative multilinear form given by (1.1). Assume
that the conditions (3.2) and (3.3) hold. Let p = max(p1, . . . , pd). Suppose further-
more that G(F) is strongly connected. Then F has a unique positive eigenvector up
to a positive multiple. I.e. there exist positive vectors 0 < ξj ∈ R
mj , j ∈ [d] and a
positive eigenvalue µ with the following properties.
1. F((ξ1, . . . , ξd)) = µ(ξ1, . . . , ξd). In particular,
f(ξ1, . . . , ξd) = µ
p−1‖ξj‖
d
pj for j ∈ [d]. (3.4)
2. Assume that F((x1, . . . ,xd)) = α(x1, . . . ,xd) for some (x1, . . . ,xd) > 0. Then
α = µ and (x1, . . . ,xd) = t(ξ1, . . . , ξd) for some t > 0.
Let p1 = . . . = pd = p ≥ d and assume furthermore that F is irreducible. Then
the conditions 1-2 hold. Suppose that F((x1, . . . ,xd)) = α(x1, . . . ,xd) for some
(x1, . . . ,xd)  0 and ‖xj‖p > 0 for j ∈ [d].Then α = µ and (x1, . . . ,xd) =
t(ξ1, . . . , ξd) for some t > 0.
Proof. The existence of a positive eigenvector (ξ1, . . . , ξd) of F follows from
Theorem 2.1. We next derive the uniqueness of (ξ1, . . . , ξd) from Theorem 2.2.
Clearly each coordinate of F is a smooth function on Co. Let F(y) = ty,y ∈
Co. Let A = DF(y) ∈ R(m1+···+md)×(m1+···+md)+ . The di-graph G(A), induced
by the nonnegative entries of A, is equal to G(F). The assumption that G(F) is
strongly connected yields that DF(y) is irreducible. Hence F has a unique positive
eigenvector y = (x1, . . . ,xd), up to a product by a positive scalar.
It is left to show the condition (3.4) for the eigenvector y. Raise the equality
Fij ,j(x1, . . . ,xd) = µxij ,j to the power p − 1 and divide by x
p−pj
ij ,j
to obtain the
equality
‖xj‖
pj−d
pj
∑
i1∈[m1],...,ij−1∈[mj−1]
ij+1∈[mj+1],...,id∈[md]
fi1,...,idxi1,1 . . . xij−1,j−1xij+1,j+1 . . . xid,d = µ
p−1x
pj−1
ij ,j
.
Multiply this equality by xij ,j and sum on ij = 1, . . . ,mj to obtain
‖xj‖
pj−d
pj f(x1, . . . ,xd) = µ
p−1‖xj‖
pj
pj , j ∈ [d],
which is equivalent to (3.4). Assume that p1 = . . . = pd = p and F is irreducible.
Lemma 3.1 yields that F is weakly irreducible. Lemma 3.2 implies that G(F) is
strongly connected. Hence the conditions 1-2 hold.
Assume that p1 = . . . = pd = p ≥ d, F is irreducible and F((z1, . . . , zd)) =
α(z1, . . . , zd) for some (z1, . . . , zd)  0, where ‖zj‖p > 0 for j ∈ [d]. Suppose fur-
thermore that (z1, . . . , zd) is not a positive vector. Let ∅ 6= I, J ⊂ ∪
d
j=1Vi be the
set of indices where (z1, . . . , zd) have zero and positive coordinates respectively. I.e.
ik ∈ I ∩ Vk if and only if zik ,k = 0. Since ‖zk‖ > 0 for each k ∈ [d] it follows that
I ∩ Vk 6= Vk, and for each ik ∈ I ∩ Vk we have the equality
(Fik (z1,...,zd))
p−1
‖zj‖
p−d
p
= 0.
Hence fi1,...,id = 0 for each ik ∈ I ∩ Vk and ij ∈ J ∩ Vj for each j ∈ [d]\{k}. This
contradicts the assumption that F is irreducible. ✷
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Proof of Theorem 1.1 Apply Theorem 3.3. Normalize the positive eigenvector
(ξ1, . . . , ξd) by the condition ‖ξ1‖p1 = 1. Then the first condition of (3.4) yields that
f(ξ1, . . . , ξd) = µ
p−1. The condition (3.4) for j > 1 yields that ‖ξj‖pj = 1. Hence
the equality F((ξ1, . . . , ξd)) = µ(ξ1, . . . , ξd) implies (1.2) with λ = µ
p−1.
Assume now that (1.2) holds. Then F((x1, . . . ,xp)) = λ
1
p−1 (x1, . . . ,xp). Hence,
if (x1, . . . ,xp) > 0 it follows that (x1, . . . ,xp) = (ξ1, . . . , ξd).
Assume now F is irreducible. We claim that (1.2) implies that λ > 0 and xj > 0
for j ∈ [d]. Assume to the contrary that (x1, . . . ,xd) is not a positive vector. Let
∅ 6= I, J ⊂ ∪dj=1Vi be the set of indices where (x1, . . . ,xd) have zero and positive
coordinates respectively. I.e. ik ∈ I ∩ Vk if and only if zik,k = 0. Since ‖xk‖pk > 0
for each k ∈ [d] it follows that I ∩ Vk 6= Vk, and for each ik ∈ I ∩ Vk we have the
equality ∑
i1∈[m1],...,ik−1∈[mk−1]
ik+1∈[mk+1],...,id∈[md]
fi1,...,idxi1,1 . . . xik−1,k−1xik+1,k+1 . . . xid,d = 0.
Hence fi1,...,id = 0 for each ik ∈ I ∩ Vk and ij ∈ J ∩ Vj for each j ∈ [d]\{k}. This
contradicts the assumption that F is irreducible. So (x1, . . . ,xd) must be a positive
vector, and so λ > 0. The previous arguments show that the system (1.2) has a
unique solution (x1, . . . ,xd), which is positive. ✷
4 Extension: Perron-Frobenius theorem for nonnega-
tive polynomial maps
Let P = (P1, . . . , Pn)
⊤ : Rn → Rn be a polynomial map. We assume that each
Pi is a polynomial of degree di ≥ 1, and that the coefficient of each monomial in
Pi is nonnegative. So P : Rn+ → R
n
+. We associate with P the following di-graph
G(P) = (V,E(P)), where V = [n] and (i, j) ∈ E(P) if the variable xj effectively
appears in the expression of Pi, or if this expression contains a monomial with degree
< di (note that the latter case may only occur when Pi is not homogeneous). We
call P weakly irreducible if G(P) is strongly connected. To each subset I ⊂ [n], is
associated a part QI , which consists of the vectors x = (x1, . . . , xn)
⊤ ∈ Rn+ such
that xi > 0 iff i ∈ I. We say that the polynomial map P is irreducible if there is
no part of Rn+ that is invariant by P, except the trivial parts Q∅ and Q[n]. Observe
that when P is the polynomial map appearing at the left-hand side of (1.2), this
definition of irreducibility coincides with the one made in Section 1. Observe also
that if P is irreducible, then, it is weakly irreducible (the proof is a simplified version
of the proof of Lemma 3.1). We have the following extension of Theorem 1.1.
Theorem 4.1 Let P = (P1, . . . , Pn)
⊤ : Rn → Rn be a polynomial map, where
each Pi is a polynomial of degree di ≥ 1 with nonnegative coefficients. Let δ1, . . . , δn ∈
(0,∞) be given and assume that δi ≥ di, i ∈ [n]. Consider the system
Pi(x) = λx
δi
i , i ∈ [n], x ≥ 0. (4.1)
Assume that P is weakly irreducible. Then for each a, p > 0 there exists a unique
positive vector x > 0, depending on a, p, satisfying (4.1) and the condition ‖x‖p = a.
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Suppose furthermore that P is irreducible. Then the system (4.1) has a unique
solution, depending on a, p satisfying ‖x‖p = a, and all the coordinates of this
solution are positive.
Proof. We can write every coordinate of P as a sum
Pi(x) =
∑
j∈Zn
+
aijx
j ,
where Z+ is the set of nonnegative integers, j = (j1, . . . , jn) is a multi-index, xj :=
x
j1
1 · · · x
jn
n , aij ≥ 0, and aij = 0 except for a finite number of values of j. We set
|j| := j1 + · · ·+ jn.
Let δ = max(δ1, . . . , δn), and consider the following homogeneous monotone map
F = (F1, . . . , Fn)
⊤ : Rn+ → R
n
+ given by
Fi(x) =
( ∑
j∈Zn
+
aijx
δ−δi
i
(‖x‖p
a
)δi−|j|
xj
) 1
δ
, i ∈ [n]. (4.2)
Observe that the di-graph of F, in the sense of Theorem 2.1, coincides with the
di-graph of P, except perhaps for loops (di-edges i→ i). Indeed, for every variable
xk effectively appearing in the expansion of Pi, there is a di-edge from i to k in the
di-graph of P. Moreover, if there is one monomial ajx
j in Pi of degree |j| < δi, the
presence of the term ‖x‖p in the construction of F yields a di-edge between i and
every k ∈ [n]. Finally, if δ > δi, there is a di-edge from i to i in the same di-graph.
Thus, if P is weakly irreducible, the di-graph of F is strongly connected, and
so, there exists a vector x > 0 and a scalar µ > 0 such that F (x) = µx. Since F
is positively homogeneous, we may normalize x so that ‖x‖p = a. Then, we readily
deduce from (4.2) that ∑
j∈Zn
+
aijx
δ−δi
i x
j = µδxδi .
Since we assumed that x > 0, after multiplying by xδi−δi both sides, we arrive at
Pi(x) = µ
δxδii , with λ := µ
δ, showing that x satisfies (4.1). Conversely, any solution
x of (4.1) such that ‖x‖p = a is also an eigenvector of F. Consider any such solution
x > 0, and let A := DF(x). The di-graph of the matrix A coincides with the di-
graph of F, which, as noted above, contains the di-graph of P. Then, it follows
from Theorem 2.2 that F has a unique positive eigenvector, up to a multiplicative
constant, and so there is a unique solution x > 0 of (4.1).
Assume now that x  0 is a solution of (4.1) such that ‖x‖p = a, and let
I := {i ∈ [n] | xi 6= 0}. Then, it follows from (4.1) that the part QI is invariant by
P. Hence, if P is irreducible, I = [n]. Then, the uniqueness of x follows from the
first part of the proof. ✷
We now turn our attention to the case where all the entries of P are homogeneous.
Then, we will derive from a general result of [8] a minimax characterization of the
eigenvalue of P in (4.1), similar to the classical Collatz-Wielandt formula in Perron-
Frobenius theory.
If F is homogeneous monotone map of Rn+ to itself, the cone spectral radius of
F, denoted by ρ(F), is the greatest scalar µ such that there exists a nonzero vector
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u ∈ Rn+ such that F(u) = µu. We shall refer to µ and u as a nonlinear eigenvalue
and eigenvector of F, respectively. We shall also use the following generalizations
of the Collatz-Wielandt functions arising classically in Perron-Frobenius theory:
cw(F) = inf{µ | ∃u ∈ intRn+, F(u) ≤ µu} ,
cw−(F) = sup{µ | ∃u ∈ Rn+ \ {0}, F(u) ≥ µu} .
Nussbaum proved in [8, Theorem 3.1] that
ρ(F) = cw(F) . (4.3)
¿From this, one can deduce that
cw−(F) = cw(F) , (4.4)
see [4, Lemma 2.8]. Then, we obtain the following Collatz-Wielandt type property
for nonnegative polynomial maps.
Corollary 4.2 Let P = (P1, . . . , Pn)
⊤ : Rn → Rn be a polynomial map, where
each Pi a homogeneous polynomial of degree d ≥ 1 with nonnegative coefficients.
Assume that P is weakly irreducible. Then, the unique scalar λ such that there is a
positive vector u with Pi(u) = λu
d
i for all i ∈ [n] satisfies:
λ = inf
x∈intRn+
max
i∈[n]
Pi(x)
xdi
= sup
x∈Rn
+
\{0}
min
i∈[n]
xi 6=0
Pi(x)
xdi
. (4.5)
Proof. Define the map F as in the proof of Theorem 4.1, so that
Fi(x) = (Pi(x))
1/d . (4.6)
By Theorem 4.1, F has an eigenvector in the interior of Rn+. Let µ be the associated
eigenvalue. By definition of ρ(F) and cw(F), we have ρ(F) ≥ µ ≥ cw(F). From (4.3),
we deduce that µ = cw(F). Observe that
cw(F) = inf
x∈intRn
+
max
i∈[n]
Fi(x)
xi
= inf
x∈intRn
+
max
i∈[n]
Pi(x)
1
d
xi
. (4.7)
It follows that λ = µd is given by the first expression in (4.5). A similar reasoning,
this time with the lower Collatz-Wielandt type number cw−(F), leads to the second
expression in (4.5). As an immediate consequence, we get the following analogue
of the characterization of the Perron root of an irreducible nonnegative matrix as
the spectral radius.
Corollary 4.3 Let P, d and λ be as in Corollary 4.2. If ν ∈ C and v =
(v1, . . . , vn)
⊤ ∈ Cn \ {0} are such that Pi(v) = νvdi , for all i ∈ [n], then |ν| ≤ λ.
Proof. Let ui := |vi| and u = (u1, . . . , un)
⊤. Then, Pi(u) ≥ |ν|u
d
i , and so
min
i∈[n]
ui 6=0
Pi(u)
udi
≥ |ν| .
It follows from (4.5) that λ ≥ |ν|. ✷
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5 Algorithmic aspects
The following simple power type algorithm will allow us to compute the vector
x in (4.1) in an important special case. Assume as in Corollary 4.2 that each
polynomial Pi is homogeneous of degree d, with nonnegative coefficients, and define
the map F by (4.6). Let ψ > 0 and consider a sequence x(k) = (x
(k)
1 , . . . , x
(k)
n )⊤
inductively defined by
x
(k+1)
i = (ψ
⊤F(x(k)))−1Fi(x
(k)), k = 0, 1, 2, . . .
where x(0) is an arbitrary vector in the interior of the cone. We shall say that P
is weakly primitive if the di-graph G(P) is strongly connected and if the gcd of the
lengths of its circuits is equal to one.
We note that weak primitivity does not imply in general that for each x(0) ∈
Rn \ {0} there exists k ∈ N such that x(k) has positive coordinates. Indeed choose
P(x) = (x1x2, x
2
2)
⊤ : R2+ → R
2
+.
The following is readily deduced from a general result of [9], see Theorem 2.3.
Corollary 5.1 Let P and d be as in Corollary 4.2, and assume in addition that
P is weakly primitive. Then, the sequence x(k) produced by the power algorithm
converges to the unique vector u ∈ intRn+ satisfying Pi(u) = λu
d
i , for i ∈ [n], and
ψ⊤u = 1.
Proof. The map F defined in (4.2) is differentiable, and its derivative at any
point of the interior of Rn+ is a nonnegative matrix the di-graph of which is precisely
G(P). Hence, this nonnegative matrix is primitive and the assumptions of Theorem
2.3 are satisfied. It follows that x(k) converges to the only eigenvector u of F in the
interior of Rn+ such that ψ
⊤u = 1. ✷
The result of [9] implies that the convergence of the power algorithm is geometric,
and it yields a bound on the geometric convergence rate which tends to 1 as the
distance between x(0) and u in Hilbert’s projective metric tends to infinity. We next
estimate the asymptotic speed of convergence. To do so, it is enough to linearize F
around u, see for example the arguments in [2]. We give a short proof for reader’s
convenience, leading to an explicit formula for the rate.
Corollary 5.2 Let P, d, u and λ be as in Corollary 5.1, F as in (4.2), let
M := F′(u), and let r denote the maximal modulus of the eigenvalues of M distinct
from λ. Then, the sequence x(k) produced by the power algorithm satisfies
lim sup
k→∞
‖x(k) − u‖1/k ≤ λ−1r .
Proof. For all α > 1, we have αλu = F(αu) = F(u)+ (α− 1)Mu+ o(α− 1) =
λu+(α−1)Mu+o(α−1), and so Mu = λu, which shows that λ is the Perron root
of M . Since, as observed above, M is primitive, the eigenvalues λ1, . . . , λn of M can
be ordered in such a way that λ = λ1 > r = |λ2| ≥ |λ3| ≥ · · · ≥ |λn|. Consider now
G(x) := (ψ⊤F(x))−1F(x). An elementary computation shows that
G′(u) = λ−1(M − uψ⊤M) .
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We claim that the spectral radius ρ(Q) of the matrix Q := M − uψ⊤M is equal to
|λ2|. Assume first that all the eigenvalues of M are distinct and that no eigenvalue
of M is 0. Since ψ⊤u = 1, we have Qu = Mu − uψ⊤Mu = λu − λu = 0, so
0 is an eigenvalue of Q. Moreover, denoting by ϕ⊤j a left eigenvector of M for
the eigenvalue λj, with 2 ≤ j ≤ n, we get λjϕ
⊤
j u = ϕ
⊤
j Mu = λϕ
⊤
j u, and since
λj 6= λ, ϕ
⊤
j u = 0. It follows that λjϕ
⊤
j = ϕ
⊤
j Q. Hence, the eigenvalues of the
matrix Q are precisely 0, λ2, . . . , λn. Thus, ρ(Q) = |λ2|. Assume now that M
does not satisfy the above assumptions. Let D = diag(d1, . . . , dn) be a diagonal
matrix such that d1 > d2 > . . . > dn > 0. Consider the matrix M(t) = M + tD.
For t ≫ 1 the matrix t−1M(t) has eigenvalues di + O(
1
t ) for i = 1, . . . , n. Hence
detM(t) vanishes at a finite number of t’s. The discriminant of the polynomial
det(xI −M(t)), as a polynomial in x, is a nontrivial polynomial of t. Hence M(t)
has simple eigenvalues for all but a finite number of t’s. Thus there exists ε > 0
so that for each t ∈ (0, ε) M(t) has simple pairwise distinct eigenvalues which are
nonzero. Assume that t ∈ (0, ε). Clearly M(t) is primitive, with the eigenvalues
λ1(t) > |λ2(t)| ≥ . . . ≥ |λn(t)|. Let M(t)u(t) = λ1u(t), where u(t) > 0 and
ψ⊤u(t) = 1. Hence the spectral radius of Q(t) :=M(t)−u(t)ψ⊤M(t) is |λ2(t)|. As
the spectral radius of Q(t) is continuous in its entries, by letting t ց 0 we deduce
that ρ(Q) = r. Thus the spectral radius of G′(u), denoted by ρ(G′(u)), is equal to
λ−1r. Since
x(k+1) − u = G(x(k))−G(u) = G′(u)(x(k) − u) + o(‖x(k) − u‖) .
A classical result (Lemma 5.6.10 in [5]) shows that for all β > ρ(G′(u)), there exists
a norm ‖ · ‖ on Rn for which G′(u) is a contraction of rate β. By the previous
corollary, x(k) tends to u as k → ∞. Hence, for all ǫ > 0, we can find an index k0
such that
‖x(k+1) − u‖ ≤ β‖x(k) − u‖+ ǫ‖x(k) − u‖ ,
holds for all k ≥ k0, and so
lim sup
k→∞
‖x(k) − u‖1/k ≤ β + ǫ .
Taking the infimum over β > ρ(G′(u)) and ǫ > 0, we deduce that
lim sup
k→∞
‖x(k) − u‖1/k ≤ ρ(G′(u)) .
✷
We note that the previous corollaries apply in particular to the polynomial map
appearing in our initial problem (1.2).
6 Examples and remarks
We first give numerical examples showing that the conclusion of Theorem 1.1 no
longer holds for p < d. Consider first the positive tensor F1 ∈ R2×2×2 with entries
f1,1,1 = f2,2,2 = a > 0, otherwise, fi,j,k = b > 0 (6.1)
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So the trilinear form is
f(x1,x2,x3) = b(x1,1+x2,1)(x1,2+x2,2)(x1,3+x2,3)+(a−b)(x1,1x1,2x1,3+x2,1x2,2x2,3).
Clearly, the system (1.2) for p1 = p2 = p3 = p > 1 has a positive solution x1 = x2 =
x3 = (0.5
1/p, 0.51/p)⊤. Let
f1,1,1 = f2,2,2 = a = 1.2; otherwise, fi,j,k = b = 0.2. (6.2)
For this tensor, the system (1.2) has a unique solution x1 = x2 = x3 = (0.5
1/p, 0.51/p)⊤
for p ≥ 3. However, for p = 2 (< d = 3) (1.2), in addition to the above positive
solution, has two other positive solutions
x1 = x2 = x3 ≈ (0.9342, 0.3568)
⊤
and
x1 = x2 = x3 ≈ (0.3568, 0.9342)
⊤ .
There are weakly irreducible tensors for which the conclusion of Theorem 1.1 can
fail for p very close to d. As an example, we consider the positive tensor F2 ∈ R2×2×2
with entries
f1,1,1 = f2,2,2 = a = 1.001; otherwise, fi,j,k = b = 0.001. (6.3)
For tensor F2, the system (1.2) has additional two positive solutions:
x1 = x2 = x3 ≈ (0.9667, 0.4570)
⊤
and
x1 = x2 = x3 ≈ (0.4570, 0.9667)
⊤
when p = 2.99.
We now show that the results in [1] do not apply in our case for d > 2, p = d. For
simplicity of the discussion we consider the case d = 3. The homogeneous eigenvalue
problem studied in [1] is for the nonnegative tensor C = [ci,j,k] ∈ R
n×n×n
+ . It is of
the form
n∑
j=k=1
ci,j,kyjyk = λy
2
i , i ∈ [n]. (6.4)
The Perron-Frobenius theorem in [1] is proved for irreducible tensors. We now
show that the induced tensor C by the tensor F is reducible, i.e. not irreducible. To
this end let n = m1 +m2 +m3 and define
y = (x1,1, . . . , xm1,1, x1,2, . . . , xm2,2, x1,3, . . . , xm3,3)
⊤ ∈ Rn.
Then the system (1.2) for d = 3, p = 3 can be written as the system (6.4). We claim
that C is always reducible. Indeed, choose y corresponding to x1 = x2 = 0,x3 = 1.
Clearly, the left-hand side of (1.2) is zero for all equations. Hence the left-hand side
of (6.4) is zero for all i ∈ [n]. Hence C is reducible.
We close this section with a variation on the classical Perron-Frobenius theorem
on bilinear form x⊤Ay, where A ∈ Rm×n+ is a nonnegative matrix. If the bipartite
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graph G(A) induces a connected bipartite graph then the largest singular value
of A, equal to ‖A‖, is simple, with the unique nonnegative left and right singular
vectors ξ,η of A, corresponding ‖A‖, of length one which are positive. This is the
classical Perron-Frobenius theorem. Theorem 1.1 claims that if the induced bipartite
graph G(A) is connected then the classical Perron-Frobenius theorem holds for any
p1 = p2 ≥ d = 2. However, in the case p1 = p2 < d = 2 the Perron-Frobenius
theorem may fail as in the case d = 3. Consider the following example.
A =

 1.0000 0.2000 0.2000 0.20000.2000 1.0000 0.2000 0.2000
0.2000 0.2000 1.0000 0.2000


When p1 = p2 = p = 1.5 < d = 2, the system (1.2) has three solutions:
x = (0.0893, 0.9641, 0.0893)⊤ , y = (0.0863, 0.9583, 0.0863, 0.0501)⊤ ,
x = (0.0893, 0.0893, 0.9641)⊤ , y = (0.0863, 0.0863, 0.9583, 0.0501)⊤ ,
x = (0.9641, 0.0893, 0.0893)⊤ , y = (0.9583, 0.0863, 0.0863, 0.0501)⊤ .
For the same matrix, if p1 = 1.2 and p2 = 2.5, the system (1.2) also has three
positive solutions.
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