Many data-driven social and Web applications involve collaboration and coordination. The vision of Declarative Data-Driven Coordination (D3C), proposed in Kot et al. [2010] , is to support coordination in the spirit of data management: to make it data-centric and to specify it using convenient declarative languages. This article introduces entangled queries, a language that extends SQL by constraints that allow for the coordinated choice of result tuples across queries originating from different users or applications.
INTRODUCTION

Declarative Data-Driven Coordination
Collaboration and coordination are increasingly important aspects of the ways people produce, process, and consume data. This is true not only for serious tasks such as scientific dataset management, but also at the grass-roots level, as Internet users organize and coordinate activities online. In Kot et al. [2010] , we presented the vision of Declarative Data-Driven Coordination (D3C) as a high-level design principle for collaborative data management systems. In this article, we address some of the challenges related to making D3C a reality by introducing a system that supports entangled queries, a declarative mechanism for data-driven coordination.
We previously introduced several motivating scenarios for D3C [Kot et al. 2010] . A typical case is joint travel planning: family or friends often wish to travel together but reserve seats separately. To cite only a few other examples, college students want to enroll in the same courses as their friends, busy professionals want to schedule joint meetings, and wedding guests want to purchase gifts in a way that avoids duplication. Coordination also occurs in Massively Multiplayer Online (MMO) games, where players are often interested in developing joint strategies with other players to achieve common objectives.
Yet another example of coordination is a real-world scenario that we recently witnessed at the SIGMOD 2011 database conference. Figure 1 shows the room sharing Web site deployed for the conference. This was created using Google Docs and consists of a simple form used to input data into a spreadsheet. A user who wishes to find a roommate for her stay at the conference hotel expresses her intention by inputting her name, dates of travel, and constraints that she is bound by. On entering this information, the user is redirected to the spreadsheet, where she inspects the data to see if there is an intention by another user who satisfies her constraints. On finding satisfactory partners, users communicate over email or phone to coordinate on the details and then proceed to make individual bookings.
As this scenario illustrates, when coordination happens today, it is typically not integrated into the underlying data-driven application and requires substantial out-ofband communication. In the case of travel planning, communication to fix an itinerary is typically followed with a designated user making a group booking, or all users trying to make bookings simultaneously and hoping that enough seats will remain available. Even after this, more communication may be necessary to sort out finances. The same is true for the other examples of coordination we have mentioned. In MMO games, for instance, joint strategies are currently formed using out-of-band communication, to the detriment of gameplay experience.
In all the preceding examples, the desired coordination is based on the attributes of the data itself, such as flight numbers and times, rather than on context information such as the time the booking is made. Thus, the coordination itself is data-driven. The idea behind D3C is to provide a way for users to perform data-driven coordination within the system and without having to worry about the details of the coordination mechanism.
Because the coordination we want to support is data-driven, our coordination abstraction is designed to sit at the same level as other abstractions that relate to the data. Declarativity-allowing users to express what is to be achieved, rather than how it is to be achieved-has long been an underlying design principle in databases. In a declarative specification of coordination, the users' only responsibility is to state their individual preferences and constraints, and the system takes care of the rest. D3C is thus in contrast with existing work on data-driven coordination in workflows [Alonso et al. 1996; Mohan Kamath 1998 ] and Web services [Dalal et al. 2003 ; IBM Corporation 2012; Roberts and Srinivasan 2001] , which does not clearly separate the coordination specification and mechanism.
To see what coordination looks like in a system that supports D3C, consider an example. Suppose Ron wants to travel to Paris on the same flight as Harry. In our system, he can express his request with the following entangled query.
SELECT 'Ron', fno INTO ANSWER Reservation WHERE fno IN (SELECT fno FROM Flights WHERE dest='Paris') AND ('Harry', fno) IN ANSWER Reservation CHOOSE 1
Harry also wants to travel with Ron, but he has an additional constraint: he wants to travel only on flights operated by United. His query is as follows:
SELECT 'Harry', fno INTO ANSWER Reservation WHERE fno IN (SELECT fno FROM Flights F, Airlines A WHERE F.dest='Paris' AND F.fno = A.fno AND A.airline = 'United') AND ('Ron', fno) IN ANSWER Reservation CHOOSE 1 Section 2 explains the syntax of these queries in detail. For now, it is enough to understand that Reservation is a name for a virtual relation that contains the answers to all the current queries in the system. The SELECT clause specifies Ron's own expected answer, or, in other words, his contribution to the answer relation Reservation. This contribution, however, is conditional on two requirements, which are given in the WHERE clause. First, the flight number in question must correspond to a flight to Paris. Second, the answer relation must also contain a tuple with the same flight number but Harry as the traveler name. Harry's query places a near-symmetric constraint on Reservation.
Neither user explicitly specifies which other queries he wishes to coordinate with, for example, by using an identifier for the coordination partner's query. Instead, the coordination partner is designated implicitly using the partner's query result. This is a deliberate choice that allows coordination with potentially unknown partners based purely on desired shared outcomes. In travel planning, of course, it typically is known who one's coordination partners will be. However, in other scenarios such as MMO games, coordination partners may be unknown and their identities irrelevant.
When the system receives Ron and Harry's queries, it answers both of them simultaneously in a way that ensures a coordinated flight number choice. In general, there may be many different suitable flights, but Ron and Harry only want to make a booking on one of them. The CHOOSE 1 clause present in both queries specifies that only one tuple is to be returned per query. The tuples returned must be such that all constraints are satisfied. If the database is as shown in Figure 2 (a), the system nondeterministically chooses either flight 122 or 123 and returns appropriate answer tuples. Figure 2 (b) shows the mutual constraint satisfaction that takes place in answering for 122. The intent is that Ron and Harry should now be able to make a booking on flight 122. The previous queries are of course simplified to illustrate the basic coordination mechanic; in a real travel reservation setting, they would include checks for seat availability and other factors.
Enabling D3C
1.2.1. Existing Related Abstractions. Other research communities have long recognized the need for communication among concurrently running processes and have designed solutions to support it. Systems researchers have developed solutions ranging from lowlevel mechanisms such as message passing, shared memory, locks, and semaphores to higher-level abstractions such as transactional memory [Larus and Rajwar 2007] . The programming languages community has given us Concurrent ML [Reppy 1999] , Erlang [Virding et al. 1996] , Stackless Python [Python Software Foundation 2012] , Concurrent Haskell [Jones et al. 1996] , and many other languages that come with concurrency support. These languages enable communication through channels or other mechanisms in a clean and precisely specified way. At a higher level, abstractions such the π -calculus [Milner 1999 ] allow formal modeling and reasoning about communication.
The data management research community has long avoided the coordination problem, probably as a consequence of accepting isolation among transactions as a dogma. However, as pointed out earlier, data-driven coordination has real uses. The processcentric abstractions mentioned before are not a good fit for data-driven applications [Kot et al. 2010] ; a large class of such applications would be much easier and faster to develop using a data-centric abstraction such as entangled queries. Moreover, a well-engineered high-level abstraction like entangled queries creates an opportunity for automatically optimizing coordination on a large scale that is not possible for the lower-level abstractions offered by operating systems.
It is important to emphasize that existing database mechanisms such as nested transactions [Lynch and Merritt 1988] , Sagas [Garcia-Molina and Salem 1987] , or ConTract [Reuter and Wächter 1991] that weaken isolation in a form or another do not solve the coordination problem, for two reasons. First, they only allow for unidirectional information flow between transactions on the same conceptual layer (of nesting), not the kind of bi-or multidirectional flow required to achieve coordination. Moreover, coordination requires automated matchmaking between queries, a challenge which the work cited before does not address. The recent vision paper on Transactional Intent [Finkelstein et al. 2011] does discuss automated matchmaking and we anticipate that the concrete formalisms and abstractions to be developed in that project will be interesting to compare with ours.
Other abstractions related to coordination and communication in the database literature include Cooperative Transaction Hierarchies [Nodine and Zdonik 1990] and Split Transactions [Pu et al. 1988] . However, both of these require explicit declaration of the coordination structure, reducing the programmer's flexibility.
It is also worth touching on the relationship of our work to triggers or other active database constructs [Widom and Ceri 1995] , since active databases also perform actions based on certain conditions becoming true in the database. However, trigger conditions are preconditions, while the coordination constraints of entangled queries are postconditions on the desired state of the database after the coordination. Again, triggers provide no straightforward way to achieve coordination matchmaking, which is the key problem addressed and solved in this article.
Making Coordination Possible.
Once the new entangled query abstraction has been formalized, a key technical challenge is to solve the coordination problem. That is, we need an algorithm that finds answers to the entangled queries in a way that satisfies the coordination constraints.
There is, however, a fundamental obstacle. The combination of a declarative query language such as SQL with coordination constraints of the kind illustrated previously naturally captures the general Constraint Satisfaction Problem (CSP) of AI [Dechter 2003 ], which is NP-complete. This source of complexity is included by design: the very idea of D3C calls for a coordination solution to be a choice (nondeterministic, if you will) from a query result, constrained by cross-query conditions. Declarativity naturally entails a (combinatorial) satisfiability problem.
There are in fact two sources of nondeterminism (disjunction) and thus complexity in the coordination problem. The first is the choice of queries to be grouped together; the second, the choice of data tuples from the query results that are chosen as coordinating solutions. We cannot reasonably hope to eliminate the second type of complexity; this is the same issue that causes select-project-join queries to be NP-complete if one considers the query to be part of the input. On the other hand, one usually considers this acceptable because queries are small. If this second source of NP-completeness had to be eliminated, one could not support declarative queries with coordination constraints in a similar formalism.
A key contribution of this article is a syntactic condition, safety, which ensures that coordination can be performed efficiently in the sense that the first source of complexity is eliminated. Coordination is only NP-hard in the size of the groups of queries or individuals who want to coordinate; in a travel scenario like our example where an arbitrary number of pairs of two people want to coordinate, this size is two. The hardness result is independent of the total number of entangled queries in the system, and also of the size of the data in the database. The latter fact is comfortingly obvious from the fact that the algorithm presented in this work merges queries to be coordinated statically into standard SQL queries that only produce coordinated solution tuples for the constituent entangled queries; the essential query matching/coordination problem is solved without access to the data. 
Contributions
The contributions of this article are as follows.
-We formalize entangled queries, a simple yet powerful abstraction for D3C. Entangled queries are expressed in an extension of SQL, allowing the coordination constraints and the data involved in the coordination to be specified at the same level of abstraction. They are inspired by a language example from Kot et al. [2010] ; however, in this article we give a full formal treatment of these queries, including a precise syntax and semantics. -We introduce a formal notion of safety for queries that are admitted into the system.
In keeping with our previous discussion, safe queries are designed to allow efficient evaluation in realistic settings rather than express generic CSP instances. -We present an algorithm for coordination. The algorithm begins by working at syntactic level to solve the query matching problem, that is, identifying the potential coordination partners for each query. Next, each set of matching queries is combined into a larger query that expresses the desired joint outcome. For example, Harry and Ron's queries would be combined into a single query asking for a United flight to Paris. Finally, the answers to the combined query are used to generate individual answers. -We introduce an end-to-end system that supports entangled queries. Apart from an optimized implementation of the algorithm, we present other components for query management and interaction with the application layer. Our system supports coordination in two modes: set-at-a-time mode (queries arrive in batches) and incremental mode (queries arrive as a stream). We leverage the properties of coordination structures to partition and evaluate query sets independently and in parallel. -We describe a proof-of-concept Web application that we built on top of our system to allow real-world coordination by Facebook friends with respect to travel plans. -We give experimental results that use our system and demonstrate the scalability of the coordination algorithm. We strive to use workloads that are as realistic as possible; in generating them, we make use of real social network data and extend them to a scale which is realistic for today's Internet. -We present additional experimental results from an ongoing study of user interaction in real social networks. The results show that the current real-world temporal dynamics of social interaction are of a nature conducive to quick and successful execution of entangled queries.
The remainder of this work is organized as follows. Section 2 introduces the syntax and semantics of entangled queries. Section 3 discusses the kinds of coordination structure that are likely to be present in the most common use-cases. Section 4 presents the evaluation algorithm for coordination. Section 5 and 6 describe our system implementation and contain experimental results, while Section 7 discusses future work.
ENTANGLED QUERIES
In this section, we introduce a SQL-like syntax for entangled queries, propose an intermediate representation for ease of exposition, and define the semantics of query answering.
Syntax
An entangled query is expressed in extended SQL using the following syntax. The WHERE clause is a normal condition clause that may refer to both database and ANSWER tables. The ANSWER tables are not ordinary database relations, whether permanent or temporary. Instead, ANSWER tables serve as names that are shared among queries and permit coordination. For example, the relation Reservation in the example from the Introduction is an ANSWER relation. There is no relation named Reservation in the database; after the queries are evaluated, Ron and Harry each receive a result set with the appropriate answer tuple. These answer tuples do not persist anywhere, nor are they accessible to any other queries. In particular, Ron's answer tuples are not even accessible to Harry's query and vice versa. The CHOOSE 1 at the end of the query explicitly specifies that the system should choose exactly one tuple among all the tuples which satisfy the coordination constraints, without specifying anything further about how the choice should be made.
SELECT
This article presents semantics and an evaluation algorithm for entangled queries that are restricted to use only select-project-join (conjunctive) queries on the ANSWER relations in the WHERE clause, and arbitrary queries otherwise. Such queries are powerful and expressive enough to handle many real-world coordination scenarios. We discuss potential extensions in Section 7.
Intermediate Representation
Although entangled queries are specified in an extension of SQL, their evaluation is easier to perform on an intermediate representation. The representation uses a Datalog-like syntax; however, it does not involve any recursion and it is completely equivalent to the SQL syntax presented earlier.
In this representation, an entangled query has the form
where C and H are conjunctions of relational atoms over answer relations and B a query over database (nonanswer) relations. B, H, and C are the body, head, and postcondition of the query, respectively. Each atom in the representation may contain constants and variables. All variables that appear in H or C must also appear in B (a range restriction requirement). For simplicity of discussion, we restrict B to conjunctions of relational atoms for the remainder of this article. This is, however, not enforced by the model in general. For an entangled query expressed in extended SQL, H corresponds to the SELECT INTO clause, while B and C correspond to information in the WHERE clause. C specifies all the conditions on ANSWER relations from the WHERE clause. B specifies the conditions on database relations from the WHERE clause, as well as serving to bind variables used in H and C.
Semantics
From the point of view of a single entangled query, evaluation is a process that returns an answer, that is, a single row from the appropriate answer relation. From the point of view of the system, evaluation always involves a set of entangled queries, and the goal is to populate the answer relation in a way that respects all queries' coordination constraints. In the running example, Ron and Harry wish to coordinate on flight numbers. The system evaluates their queries by finding a tuple for Ron's query and a tuple for Harry's query that share the same flight number, and returning each tuple as an answer to the appropriate query.
Consequently, coordination semantics must be defined from the perspective of the system, by specifying how a set of entangled queries must be answered together. The process which the system must perform is called coordinated query answering; it is described next. For correctness, it is necessary to ensure that the underlying database is not changed during the answering process.
Grounding the queries. Coordinated query answering makes use of two technical concepts: valuations and groundings. If q is an entangled query and the current database is D, a valuation is simply an assignment of a value from D to each variable in the intermediate representation of q. For example, on the database in Figure 2 (a), Ron's query has one variable x, which can be mapped onto either 122, 123, or 134. On substituting x by these values, we get 3 groundings of the query, that is, transformations of the query with no variables. We use the terms "grounding" and "grounded query" interchangeably. Figure 3(b) shows the set G obtained by grounding Ron and Harry's queries on the database in Figure 2 (a). The bodies of the groundings are no longer needed and can be discarded.
Let Q be the set of queries to be evaluated in a coordinated manner. In the description that follows, we make use of G, the set of groundings of the queries on the database. It is important to understand that evaluation does not require that G be materialized; indeed, our evaluation algorithm presented in Section 4 does not materialize it. However, for the purpose of explaining the semantics, G is a useful tool.
Finding the answers. At a high level, the evaluation of a set G of entangled queries is a search for a subset G ⊆ G such that G contains at most one grounding of each query and the groundings in G can all mutually satisfy each other's postconditions. That is, if all the heads of the groundings in G were combined into a set, this set would contain all the postconditions. Any set of groundings satisfying this property is called a coordinating set. Once such a G is found, the evaluation produces an answer relation which consists of the union of all the head atoms in G (the answer may consist of more than one relation-this will happen if the head atoms refer to more than one relation, i.e., the original queries mention more than one ANSWER relation). It is possible that the selected G might not contain any groundings for some queries. This event can be thought of as a statement that those queries could not be answered; it is up to the programmer to determine how to handle this case in the transaction code. We now formalize the coordinated query answering problem.
Definition 2.1 (CQA). Given a collection of entangled queries Q and a database D, let G be the set of all possible groundings for elements of Q on D. The coordinated query answering problem is that of determining, given inputs Q and D, whether there exists a nonempty coordinating set G ⊆ G which contains at most one grounding of each query in Q.
In our running example, the initial set of groundings G is shown in Figure 3 (b). Groundings 1 and 4, as well as groundings 2 and 5, are suitable coordinating subsets G ⊆ G. Either of them may be used to generate the answer relation and return answers to the respective queries.
Complexity of query answering. Ideally, an algorithm for coordinated query answering would take as input an arbitrary set of queries Q, and would be guaranteed to find a nonempty coordinating set G whenever possible. However, it is not always possible to do so efficiently: CQA is NP-complete.
This fact on its own should not be surprising, as each query in Q has a body that is a conjunctive query, and the combined complexity of evaluating conjunctive queries is NP-complete [Grohe and Segoufin 2001] .
However, there is a second source of complexity in coordinated query answering that is orthogonal to the potential blowup caused by the evaluation of the query bodies. To demonstrate this, we prove that CQA is NP-complete even if we restrict the problem so that each query in Q has a single postcondition atom, a single head atom, and a single body atom.
Definition 2.2 (CQA*). The CQA* problem is that of determining, given: (i) a collection of queries Q, each of which contains exactly one head atom, one body atom, and one postcondition atom, and (ii) a database D, whether there exists a nonempty coordinating subset of the groundings which contains at most one grounding of each query in Q.
PROOF. The proof that is presented follows a reduction from a custom NP-complete graph-theoretic problem which we call the CNRC (Cycle with no Repeated Colors) problem.
. . , c} is a coloring on vertices.
Definition 2.5 (CNRC). Given a vertex-colored digraph (V, E, C), the Cycle with No Repeated Colors Problem (CNRC) is that of determining whether
The proof for NP-completeness of CNRC is given in the Appendix. The basic idea behind the proof of Theorem 2.3 is to take an instance of CNRC and associate one entangled query with each possible color. Each edge in the graph will be represented by a possible grounding of an entangled query.
Formally, let (V, E, C) be a vertex-colored digraph. We define a relation Edges in the database, and populate it so that for every edge (v a , v b ) ∈ E there is a tuple (a, b, C(v a )) in Edges. For each possible color i = 1, 2, . . . , c we define a new entangled query
We claim that a nonempty coordinating set G containing at most one grounding of each query in Q exists if and only if the graph (V, E) contains a cycle with no repeated colors. First suppose that there exists a nonempty coordinating set G. Then the coordinating set must contain a grounding whose body is the atom Edges(x 1 , x 2 , C(v x 1 )) for some x 1 and x 2 . Since this grounding's postcondition is satisfied, G must also contain a grounding that has the body atom Edges(x 2 , x 3 , C(v x 2 )). This process can be continued ad infinitum to obtain a sequence of (nonunique) vertex indices
) ∈ E for all integers i ≥ 1. By the infinite pigeon-hole principle, there must be some vertex that appears at least twice. Hence, there must be indices s, t with s ≤ t such that x s , x s+1 , . . . , x t are all distinct and x t+1 = x s . We claim that the vertices x s , x s+1 , . . . , x t , x t+1 form a cycle with no repeating colors. By construction, (
. Furthermore, the indices x s , x s+1 , x s+2 , . . . , x t are all distinct, which means that they must have originated from the heads of different queries. Since each query is associated with its own unique color, it follows that x s , x s+1 , . . . , x t , x t+1 must be a cycle with no repeating colors, as promised. Now suppose that there exists a cycle with no repeating colors, say with vertex indices x 1 , x 2 , . . . , x n , x n+1 = x 1 . We claim that there must exist a nonempty coordinating set. Consider the set G which contains precisely those groundings whose bodies contain the atoms Edges(x i , x i+1 , C(v x i )) for i = 1, 2, . . . , n. By assumption, every such edge really is present in the table. Furthermore, each edge must originate from the body of a different user's entangled query because the colors C(x 1 ), C(x 2 ), . . . , C(x n ) are distinct. This completes the proof.
QUERY ANSWERING IN PRACTICE
In light of Theorem 2.3, it appears that a backtracking search [Dechter 2003; Siklóssy and Laurière 1982] is required to discover a coordination structure that describes the matching between the heads and postconditions of the entangled queries under consideration (and their respective groundings). To make matters worse, such a coordination structure need not be unique: there may be many equally valid solutions to the CQA problem. In general, coordinated query answering encompasses constraint satisfaction in all its complexity.
Fortunately, real-world users are very unlikely to generate sets of entangled queries that encode complex constraint satisfaction problems. In fact, the sets of queries that they do generate are likely to have a very specific structure. It turns out that we can put this knowledge to good use in developing an efficient evaluation algorithm. In this section, we formalize this additional structure and explain why it allows tractable evaluation with respect to the data complexity.
Safe and Unique Coordination
We argue that in most practical scenarios, the coordination structure that users express through entangled queries has two formal properties: it is safe and unique. We informally introduce each of these properties in turn before formalizing them and explaining how they jointly guarantee tractability of evaluation.
We begin with the notion of safe coordination. Consider Ron and Harry's example queries from our running example. Each query has a clear coordination partner. This means there is one clear desired global outcome: both Harry and Ron receive the details of a United flight to Paris. In our terminology, this set of queries is safe.
Suppose, however, that we extend the database in our flight booking scenario with a Friend relation, and that three users-Ron, Harry, and Hermione-are mutual friends. Consider the three queries in Figure 4 (a). The queries represent the fact that Ron wants to coordinate with Harry on a flight to Paris, Hermione wants to coordinate with Harry on a flight to Athens, and Harry is happy to coordinate with any friend on any flight.
This unsafe set of queries does not fully specify the structure of the desired coordination. Harry's query has two potential queries in the set that could be its coordination partners; however, his query requires a single tuple as an answer. There are two possible coordination outcomes that satisfy some users: either Harry flies with Ron or he flies with Hermione. However, there is no outcome that satisfies all users, and it is unclear how the system might choose between the two outcomes given. To understand what it means for a coordination structure to be unique, consider the three queries shown in Figure 4 (b). Here Harry and Ron wish to coordinate on a flight to Paris as before. In addition, Frank wishes to coordinate with Harry on a flight to Paris, but only if the airline is United. Depending on the flight database, there are several possibilities for coordination here. First, it may be possible to book all three users on a United flight. Of course, it is possible that no suitable United flights exist. In this case, Harry and Ron may still be able to coordinate and fly with another airline. The coordination structure here is safe-each query has a unique coordination partnerbut it is not unique. There are proper subsets of the entire set of queries that may be able to coordinate "locally" even if the entire set cannot.
We next formalize the two preceding notions.
3.1.1. Safety. Formally, a safe set of queries can be characterized in terms of logical unifiability between various head and postcondition atoms of the queries in the set. Consider two relational atoms containing constants and variables that involve the same relation. They are unifiable unless they contain different constants for the same attribute value; for example, R(x, y) and R(z, z) are unifiable whereas R(2, y) and R(3, z) are not. We call a set of queries Q unsafe if it contains a query q with a postcondition atom that is unifiable with two (or more) head atoms found in Q. These can be either head atoms of two different queries, or two head atoms of the same query. Evaluation of such queries is intractable and leads to degradation in the performance of the system. For example, in Figure 4 (a), Harry's query has a postcondition atom R(f,z) which unifies with the head of Ron's query as well as the head of Hermione's query. Therefore, the set of queries is unsafe.
If presented with a set of queries which is unsafe, the system has several options. Ideally, the problem would be pointed out to the users involved and they would receive feedback allowing them to reformulate their queries. Alternately, the system could remove queries from the set until the remaining set was safe. A simple way to do this is to iterate over the query set and search for queries having postconditions that unify with more than one head atom. All such queries are removed from the set when found. This procedure is not in general Church-Rosser; depending on the order in which the queries are chosen for removal, the final resulting safe set of queries could be different. However, the procedure is simple and can be performed efficiently. More sophisticated strategies for query removal may be appropriate in particular application settings. For example, queries may be chosen for removal based on having a low relative importance or ranking; this ranking might be derived from the application-specific "importance" of the users who issued the queries or from other factors such as how long the query has been in the system.
A developer using entangled queries in a setting where safety is required should be aware of this issue and construct queries carefully to avoid the generation of unsafe query sets. Concretely, this means that heads and postconditions of entangled queries should be made as specific as possible. For example, suppose Ron, Harry, and Hermione all know their desired travel dates, and Harry and Ron wish to travel on the 10th while Hermione wishes to travel on the 11th. If this information were included in the query heads and postconditions, Harry and Hermione's queries would no longer unify and the overall set of queries would be safe.
3.1.2. Uniqueness of the Coordination Structure. The formal definition of safety involves excluding queries whose postconditions unify with more than one head. Uniqueness of the coordination structure, on the other hand, has to do with heads that unify with more than one postcondition, as seen in the three queries in Figure 4 (b): the head atom of the second query, R(Harry, y) unifies with the postcondition atoms of both the first and third query. However, the restriction required for Uniqueness of Coordination Structure (UCS) is not as straightforward as excluding all queries with such heads; sometimes these types of configurations can be permitted. Intuitively, the problem is due to the fact that a subset of the queries can coordinate separately of the rest.
To define the UCS property for a set of queries, we use a simplified version of the unifiability graph that will be introduced in more detail in Section 4. Construct a graph with a node for every query in the system. Draw an edge from node q i to q j if a head atom of q i unifies with a postcondition atom of q j . Intuitively, if there is a path from query q k to q l , this means that groundings of query q l require groundings of q k for satisfaction, directly or transitively.
We can use this graph to define UCS. We say that a set of queries has the UCS property if every node in its simplified unifiability graph belongs to a strongly connected component of the same graph. This excludes the type of behavior shown in Figure 4 (b). The simplified unifiability graph for this set of queries has three nodes, one for each query. There are three edges: edges in both directions between Harry and Ron's queries, and an additional edge from Harry's query to Frank's query. Thus, Frank's query does not belong to a strongly connected component of the graph.
An interesting property is that a set of queries could satisfy the UCS property even though a query in the set is unsafe. For example, the third query shown in Figure 4 (a) is part of the strongly connected component of the graph although it is unsafe.
Tractable Evaluation
In settings where the coordination structure is both safe and unique, efficient evaluation is possible. THEOREM 3.1. If a set of entangled queries Q is safe and UCS, then all the queries can be evaluated in PTIME with respect to data complexity.
In Section 4, we prove Theorem 3.1 by outlining an algorithm to perform query evaluation in PTIME. The intuition for why efficient evaluation is possible is that the coordination structure can be discovered efficiently. If we construct a graph based on the unifiability of the head and postcondition atoms of the query, the strongly connected components of the unifiability graph correspond to sets of queries that are coordination partners and require each other's postconditions during evaluation.
Within each such group, the specific way in which the queries match is unique. It is therefore possible to collect the queries together into a big query that specifies a single joint outcome based on the way they match. This is explained in much greater detail in Section 4, but as an example, Harry and Ron's queries from the Introduction can be combined into this postcondition-free query.
This query specifies that the system should find a United flight to Paris and return the two answer tuples to Harry and Ron.
In the evaluation process as outlined earlier, safety guarantees tractability, by ensuring that there is a unique way to combine the queries in each strongly connected component into a bigger query. The UCS property guarantees correctness: we know that we will not miss any possible answers (i.e., coordinating sets of groundings) that involve proper subsets of a set of matching queries, as explained in our discussion of the queries in Figure 4(b) .
THE EVALUATION ALGORITHM
We now introduce our algorithm for coordinated query answering. Within our system, this algorithm is implemented in the coordination module as explained in Section 5.1. It is invoked by the coordination middleware, either automatically at regular intervals or through explicit requests. Upon invocation, the algorithm operates on a snapshot of the database and on a fixed set Q of queries. The set Q is assumed safe; if necessary, a simple check can be run on Q to ensure safety.
The algorithm has two main phases: query matching and evaluation proper. Query matching discovers the coordination structure implicit in the individual entangled queries and uses this structure to construct a set of combined queries. Once each combined query is available, it is sent to the database for evaluation; each answer to this query corresponds to a set of answers to the individual entangled queries. The first (or any other) combined query answer can be used to produce the individual answers.
Query Matching
Query matching discovers the coordination structure implicit in the set of entangled queries. In most cases, as discussed, users submit small groups of queries that match only each other. That is, the structure consists of a potentially large number of small, disconnected groups of queries that will coordinate only internally.
The query matching phase discovers this structure in two steps. First, it identifies the disconnected, independent groups of queries. In doing so, it partitions Q into a set of components which can subsequently be processed independently and in parallel. We call this phase the partitioning phase and describe it in Section 4.1.2. Next, the algorithm works on each group of queries to discover the actual coordination by determining how the query heads and postconditions match. We refer to this phase as matching (proper) and describe it in Section 4.1.3.
All stages of this process make use of a data structure called the unifiability graph that represents certain dependencies among the queries in Q with respect to matching. We begin by introducing this graph and explaining how it is constructed. We then discuss how the subsequent phases make use of it.
4.1.1. The Unifiability Graph. The unifiability graph of a set of queries Q is a multidigraph (directed multigraph) that contains a distinct node N(q i ) for each query q i in Q. There is an edge from query node N(q i ) to query node N(q j ) for each pair of atoms (h, p) such that h is a head atom of q i , p is a postcondition atom of q j , and h unifies with p. For the remainder of this section, we use q i to represent both a query in Q and the corresponding node in the unifiability graph.
For every query q i in Q, let INDEGREE(q i ) denote the indegree of the corresponding graph node, and let PCCOUNT(q i ) equal the number of postconditions of query q i . Safety guarantees that there will be at most one edge into a graph node q i for each postcondition of q i . This means that for every query q i in Q,
Equality holds if and only if every postcondition atom of q i unifies with a head atom of some query. For instance, suppose Q consists of the three following queries.
Then the unifiability graph is as shown in Figure 5(a) . We will use this set of three queries as our running example for this section.
4.1.2. Partitioning. The unifiability graph allows Q to be partitioned into subsets that can be processed separately and in parallel. These partitions are precisely the connected components of the unifiability graph; for convenience, we refer to the queries corresponding to a connected component of the unifiability graph as a component of Q. Suppose that queries q 1 and q 2 are in different components of Q. Then any coordinating set that contains groundings of both q 1 and q 2 can be broken into two smaller disjoint coordinating sets, one of which contains q 1 and the other of which contains q 2 . All subsequent stages of evaluation can therefore be performed separately on each component of Q. Partitioning the graph has other potential benefits in addition to the performance advantages associated with increased parallelization and smaller search spaces. For instance, it has security benefits. By analyzing the unifiability graph, an implementation of our system could provide guarantees about the interaction between different queries in the system. A system sensitive to privacy could partition the workload by grouping queries into sets of "trusted and sensitive," "trusted but not sensitive," or "untrusted" queries and ensure that no component of Q could contain both a "trusted and sensitive" and an "untrusted" query.
4.1.3. Unifier Propagation. At the core of our algorithm is an iterative process that identifies and removes unanswerable queries, that is, those that have no chance to participate in a coordinating set. Fundamental to the algorithm is the observation that a query with a postcondition that does not unify with any query's head cannot have a grounding that participates in a coordinating set. Any such query can therefore be safely disregarded. We can identify such queries using our unifiability graph: a query node N(q i ) can be safely removed from the graph if its indegree is strictly less than the number of postconditions of q i .
Unifier propagation requires that no variable name can appear in more than one query. If the initial Q does not satisfy this property, it is easy to enforce it by renaming variables as needed. For the remainder of this section, we assume that each variable is indeed unique to a single query. Let Val denote the set of all constants and variables occurring in Q.
Unifiers. The matching algorithm associates a unifier U (n) with each node n in the unifiability graph. A unifier is a constraint on the valuations of the variables in Val. Formally, it is a partition of a subset of Val which contains at most one constant per partition class. It can be represented as a set of subsets of Val. For example, {{x, 3}, {y, z}} is a unifier specifying that in any permitted valuation, the variable x must have value 3 and the variables y and z must have the same value.
Given unifiers u 1 and u 2 , the Most General Unifier of u 1 and u 2 , denoted mgu(u 1 , u 2 ), is the most general (least restrictive) unifier that enforces all the constraints imposed by each u i . In general, mgu(u 1 , u 2 ) may not exist, but if it does exist then it is unique. For instance, there is no most general unifier for the unifiers {{x, 3}} and {{x, 4}}; if one existed, it would need to restrict valuations so that x was equal to both 3 and 4.
Given two unifiers u 1 and u 2 , it is possible to compute mgu(u 1 , u 2 )-or determine that it does not exist-using standard methods. An optimized implementation of the MGU procedure based on disjoint-set forests provides strong performance guarantees. If unifiers u 1 and u 2 jointly contain k distinct variables then it possible to compute their most general unifier in expected O(k · α(k)) time, where α is the inverse of the Ackermann function.
Cascading effects of unifier propagation. If a query node q i is removed from the graph then we can also remove any node q j such that a postcondition atom of q j unifies with a head atom of q i . This is true because of our safety condition: we know that each postcondition atom unifies with at most one head atom. In practice, this means that if a node q i is removed from the unifiability graph then every successor q j of q i may be removed as well. Repeating this argument, we may remove every successor of a successor of q i , and so on until we have removed all descendants of q i from the graph. This can be accomplished using a standard graph traversal algorithm such as breadthfirst search. We assume that there is a function CLEANUP(n) that removes an input node and all its descendants from the dependency graph, as well as all edges into and out of those nodes. We also assume that CLEANUP removes all of these nodes from the updates queue, a data structure whose purpose will be described shortly.
Matching.
We are now ready to explain the query matching algorithm proper. We begin by constructing a unifiability graph for the set of queries Q. For each query q i in Q, we create a node, and we define a set U (q i ), called the unifier, for this node. Intuitively, U (q i ) represents the minimal (least restrictive) currently known constraints on valuations that must hold for any coordinating set that contains a grounding of q i . We initialize the unifier U (q i ) of each node q i to the empty set. For each head atom h of each query q i we check whether there is a postcondition atom p of a query q j that unifies with it. If such a p exists then we create an edge from q i to q j in the unifiability graph. We also update U (q j ) to be the MGU of U (q j ) and the most general unifier of p and h. If no such h exists or no MGU exists, then the query q i is unsatisfiable, and we may run CLEANUP to remove it and all its descendants from the graph.
The unifiability graph can be generated in a straightforward but inefficient manner by trying to unify each postcondition with each head in our entire input set of queries. This process can be made more efficient by building indices, but doing so is nontrivial. For example, consider the atoms Reserve (Ron, x) and Reserve (Harry, y). Clearly, a unifier does not exist for these atoms despite the fact that they point to the same relation. Interestingly, we can attempt to reduce the number of these matchings by simply replacing the variables in every atom by a unique constant . We then build an index on all heads in Q of the following form. 
Such an index structure does not provide us with any guarantee on complexity. Indeed, we expect it to perform poorly when queries have many variables. However, a query set with a very large number of variables is highly likely to be unsafe: postconditions and heads that contain mostly variables rather than constants will typically unify with each other densely. In practice, therefore, this type of index is immensely useful.
In building the graph, we iteratively remove any query containing a postcondition that did not unify with some head atom. This fact, together with our assumption that Q is safe, is sufficient to guarantee that that for each postcondition p of each query q i in the graph there is exactly one other query q j with a head h that unifies with p. This establishes a local satisfaction of constraints for each of the remaining nodes in the dependency graph. The algorithm next propagates these constraints using the structure of the unifiability graph. More specifically, if a postcondition of query q j requires the head of some query q i for satisfaction, the coordinating set cannot contain a grounding of q j unless both q j 's existing constraints and q i 's constraints hold.
Unifier propagation is an iterative procedure that runs on each component of the unifiability graph. As it runs, it performs two tasks. First, it discovers the coordination structure, that is, how the queries match with respect to satisfying each other's postconditions. As it does this, it updates the unifiers associated with the graph nodes to reflect the current known constraints on valuations that are required for this query to be answerable. Simultaneously, the algorithm discovers and removes unanswerable queries from the graph. The propagation procedure is shown in Algorithm 1. At a high level, it pushes unifier information forward along edges. If a unifier does not exist for some node q i then the CLEANUP function is invoked on q i , removing it and all its descendants from the unifiability graph and the updates queue. The intuition is that such a node corresponds to an unanswerable query, and any descendants of this node represent queries that relied on a postcondition of q i for satisfaction, so are also unanswerable. Whenever the unifier of a node is updated, that node is added to the updates queue so that the change can be propagated to the node's children. This propagation of unifier information continues until no new information is propagated by any of the nodes and the updates queue becomes empty.
The execution of the algorithm on our running example is shown in Figure 5 . In Figure 5 (b), unifiers are computed for all nodes in the graph, and all nodes in the graph are added to the updates queue. In Figure 5 (c), the first node, q 1 , is removed from the head of the queue and information about its constraints is propagated to its successors q 2 and q 3 . In 5(d), q 2 is removed from the queue and information about its constraints is propagated to its child q 1 . Since q 1 is not currently in the queue, it is added at this point. In 5(e), q 3 is removed from the queue and its constraints are propagated to its child q 1 . In 5(f), q 1 is processed again with its new unifier, and information about the update is propagated to q 2 and q 3 . In 5(g) and 5(h), the update is propagated to q 1 , but since U (q 1 ) is not changed by the operation, it is not added to the queue.
We now consider a variant of this example in which q 3 has the postcondition T(2) rather than T(z 1 ). In this case, no choice of head atoms for q 1 can simultaneously satisfy the postconditions of q 2 and q 3 , so we expect that the matching algorithm should fail. Indeed, immediately before Figure 5 (e), U (q 2 ) will contain the set {x 3 , 1} and U (q 3 ) will contain the set {x 3 , 2}. The unifier of q 1 will be updated first to mgu(U (q 1 ), U (q 2 )) and then to the unifier of that value with mgu(U (q 1 ), U (q 2 )). The last unification will require x 3 to be equal to 1 and 2 simultaneously, and that unification will therefore fail. As expected, the matching algorithm will consequently eliminate the node q 1 and its children q 2 and q 3 .
Complexity Analysis. Graph construction.
We first analyze the complexity of constructing the unifiability graph. Let H denote the total number of head atoms in all queries in Q, let P denote the total number of postcondition atoms, and let κ denote the greatest number of columns that appears in any single atom in Q. In the absence of any indices, for each head atom h and postcondition atom p in Q, we must check whether h unifies with p; each such check takes expected O(κ α(κ)) time. If h is fixed then we must perform this check with P different values of p. Since every query in Q contains at least one postcondition atom, the time required to find all postcondition atoms and perform this loop is expected O(P κ α(κ)). We must perform this inner loop for H different values of h. Since each query in Q has at least one head atom, finding all the head atoms in the input and iterating over all of them takes expected O(P H κ α(κ)) time.
Unifier propagation. We now analyze the complexity of Algorithm 1. The input is a connected component of the unifiability graph containing nodes Q ⊂ Q such that each variable appears in at most one query in Q , as well as a unifier for each node in the graph. Suppose that all queries in the input jointly contain k free variables, and let w be the maximum number of postconditions of any query in Q. Let P be the total number of postcondition atoms in every query in the graph, and n the number of queries in Q .
We add a node to the updates queue only at the very beginning of the algorithm or when its unifier is updated by a call to the MGU function on line 5 of the algorithm pseudocode. First suppose that k = 0, that is, there are no variables in the input. In this case, unification is trivial, unifiers are never changed, and the whole algorithm runs in time proportional to the number of edges in the graph; this is bounded above by O(P) time. Now suppose that k > 0. If a unifier is updated by a call to the MGU function then either the new unifier must contain a constant that the old unifier did not contain or else two sets in the old unifier must be merged together and the total number of sets in the unifier must decrease. This means that if all queries in the input jointly contain k free variables then for each node child in Q , the check on line 6 can succeed at most O(k) times. If every node q in the input has indegree at most w then each node can be added to the updates queue at most O(kw) times. It follows that lines 5-12 can be executed at most once O(kw 2 ) for each node in the graph. Each execution takes expected O(k · α(k)) time if we ignore the time spent in the CLEANUP function on line 8, so the running time of the loop is expected O(k 2 w 2 · α(k)). The total time spent in the CLEANUP function across all calls is at worst linear in the number of nodes in the input. It follows that the entire procedure runs in O(k 2 w 2 α(k) + n + P) time. Since every query in the input contains at least one postcondition, this can be simplified to expected O(k 2 w 2 α(k) + P) time.
4.1.6. Discussion. We note that at any given time, the unifier of a query node q represents the weakest constraints on variables that must hold in order for there to be a coordinating set of groundings for a subset Q ⊂ Q that contains exactly one grounding for each query in Q . A node is removed from the graph only when this is known to be impossible, either because some of its postconditions can't be satisfied at all or because some subset of its postconditions can't be mutually satisfied by any variable assignment. This is the best we can do without any knowledge of the records in the database: the unifier of any query that remains in the system after the matching algorithm halts can be satisfied for some valuation of the variables it contains. This means that for each remaining query q there exists a database D, a set of queries Q ⊂ Q , and a coordinating set of groundings G, such that q ∈ Q and G consists of exactly one grounding for each q ∈ Q.
Constructing and Evaluating the Combined Query
After the matching procedure finishes, we are left with a set of answerable queries Q = {q i } i∈I , each associated with a unifier U (q i ), such that Q is a subset of the current component Q of Q. We compute a global unifier U for the whole set of queries as mgu({U (q i )}). If such a U cannot be computed, evaluation fails for Q and all the queries in Q are rejected. If U does exist then it can be expressed as a conjunction of equality statements relating the variables and constants involved; call this conjunction ϕ U .
At this point, the evaluation algorithm creates a combined query using Q and ϕ U . Let B i denote the body of query q i , and let H i denote the conjunction of its head atoms. Then the combined query q * is
That is, the body of q * is the conjunction of all the bodies of the original queries, together with equality atoms that encode the constraints in u. The head of q * is the conjunction of the original query heads.
In our running example illustrated in Figure 5 , all query nodes end up with the same unifier after matching. This is
The required most general unifier U is consequently also
A suitable corresponding ϕ U is
The combined query generated by the system is as follows.
As this example makes clear, q * can be simplified making use of the information in ϕ U . Our example query is equivalent to the following query.
Once q * is constructed, it can be sent to the database for evaluation. Each answer to q * is a valuation of the variables in q * that corresponds to a set of fully grounded head atoms. Only one such valuation is necessary to answer the entangled queries, so q * may be equipped with a LIMIT 1 clause. Once an answer is available, the fully grounded head atoms can be used to generate answers for the individual queries from Q in a straightforward manner.
PROTOTYPE SYSTEM
In this section, we describe a system that we built to provide end-to-end support for entangled queries. We also describe a real-world travel booking application that we designed and implemented to establish the usability of entangled queries for coordination. 
D3C Engine
The coordination process begins with the generation of entangled queries. In principle, entangled queries can be input by hand; however, like ordinary (nonentangled) queries, we expect that they will usually be generated automatically on behalf of end-users by a front end. Once a query is generated, the client application submits the query to a coordination middleware layer for answering. From the perspective of the application, coordinated query answering is an asynchronous process. A given query might not be answerable until partner queries that can coordinate with it are submitted to the system, which can take hours or even days. Consequently, the coordination middleware makes use of callbacks to the application layer in order to answer entangled queries asynchronously.
It is unrealistic for an entangled query to wait indefinitely for coordination partners to arrive; beyond a certain point, it makes more sense to report that a query could not be answered than to continue to wait for its coordination partners. To formalize this intuition, we introduce a notion of query staleness into the middleware layer: when a query becomes stale, it is removed from the list of pending queries, and its evaluation is considered to have failed. The client application is informed of the failure via a callback invocation, and further error handling can be performed in the application code. The conditions under which a query becomes stale are closely tied to the application under consideration. For instance, a flight booking application might dictate that queries should become stale after a day or so, whereas a course enrollment application might force all queries is in the system to become stale after a university-wide enrollment deadline has passed.
Below the middleware layer, a dedicated coordination module implements the query entanglement procedure discussed in Section 4. It receives a stream of queries and constructs the unifiability graph using suitable indices over the queries. Subsequently, each component of the graph can be processed by an independent server thread, which performs the actual query matching and generates a combined query. This combined query is then sent to the database for evaluation. The database query optimizer can apply traditional query optimization techniques in evaluating this combined query. Once the coordination module computes answers to the individual entangled queries, these answers are returned back to the application code.
At present, we have a full implementation of the coordination module. The module accepts queries generated by the front end and invokes the evaluation algorithm periodically in a set-at-a time fashion (after specific time intervals or after a fixed number of queries). Alternately, it can be executed incrementally upon submission of every query. For incremental evaluation, each partition in the current unifiability graph must store the partial matching unifiers so that the system can continue the matching algorithm from this state when a new query arrives. A parameter in our implementation allows us to switch between set-at-a-time and incremental evaluation. Section 6.2.5 discusses the impact of using each of these approaches.
Real-World Application
We now describe a proof-of-concept Web application that we built on top of our coordination middleware to help users obtain travel bookings with their friends. The application follows a standard three-tier architecture. A graphical front end runs in a Web browser, and allows users to: (i) search through flights and hotels, (ii) coordinate with their Facebook friends to obtain flight bookings and hotel reservations, and (ii) look up information about pending and confirmed reservations. A middle tier (which is built on top of Youtopia's coordination middleware) is responsible for processing users' requests.
Coordinated travel is very simple using our application. For instance, suppose that Hermione wishes to coordinate with Harry on travel bookings. She can use the travel application as follows.
(1) Hermione logs into the system, and is led to a travel booking page which contains two large panels. On the left is a form where she can select her desired route and dates of travel. On the right is a list of friends who she can opt to coordinate with. She enters her travel preferences on the left, selects Harry's name from the list on the right, and clicks "Submit." (Figure 7(a) ). (2) Hermione is presented with a list of possible itineraries which satisfy her travel preferences. She can either select a flight of her choice or ask the system to select an arbitrary flight which satisfies her preferences. (Figure 7(b) ). (3) Hermione submits her request, and an entangled query is automatically generated on her behalf and submitted to Youtopia's coordination middleware (Figure 7(c) ). She is taken to a confirmation page, where she is issued a reference code that uniquely identifies her entangled query. (4) Harry follows a similar procedure, and selects Hermione as his coordination partner. If Hermione's and Harry's travel preferences are compatible then their queries entangle, and the system issues a combined SQL query which enforces the constraints of both users. (Figure 7(d) ). (5) Hermione is sent a confirmation email that contains information about the itineraries and seats selected for both her and Harry. Harry is sent a similar email.
This application illustrates how entangled queries allow users to coordinate on travel bookings in an intuitive and straightforward manner. Users can select their desired coordination partners from a list and enter their own coordination constraints directly into the front end; they need not be aware of the technical details of coordination. Furthermore, our application ensures that no user interaction is necessary between the time that a user submits a query to the system and the time that she receives an answer.
EXPERIMENTS
This section describes the setup and results from two different sets of experiments. In Sections 6.1 and 6.2, we evaluate the performance of our prototype entangled query evaluation engine. In Section 6.3, we describe some results from an ongoing experimental study of the real-world behavior of users of collaborative Web applications and explain what our findings mean for practical deployments of entangled queries.
Setup for Evaluating Our System
We evaluate the performance of our system for a simulated flight booking application in which users want to coordinate their travel plans with their friends. We use the Slashdot social network dataset published by Leskovec and Pavlisic [2012] to establish friendship relationships between users. The graph has 82168 users and 102 airport destinations. We assign a "hometown" airport to each of the users, ensuring as far as possible that that each user has at least half his or her friends living in the same city.
The schema for our system is as follows.
Reserve(UserName, Destination) Friends(UserName1, UserName2) User(UserName, HomeTown)
Examples of two queries that are issued to the system in our experiments are shown in Figure 8 , along with the combined query that is generated from them.
In the rest of this section, we use R, F, and U to denote the Reserve, Friends, and User tables, respectively. Within this flight booking scenario, we test our system under various different coordination scenarios and with different workloads.
We run all experiments on an Intel Quad-Core i7-2600K 3.4 GHz processor with 16GB of RAM and a Samsung 128GB SSD. The system is implemented in Java 1.6.0, and uses JDBC to connect to a MySQL database system (version 5.1.58). The reported values are averages over three runs; the standard deviation is less than 2% in each experiment.
Results from Our System's Evaluation
We present results from five sets of experiments. The first three are designed to test the scalability of coordination in an increasingly complex set of scenarios; the last two stress-test our query matching and safety check procedures. All experiments use an incremental version of the algorithm unless specified otherwise.
6.2.1. Two-Way Coordination. The first experiment tests the scalability of coordinated query answering in a basic scenario where pairs of friends want to coordinate on flights. The query sets used consist of pairs of queries of the following form.
The intuition is that the preceding pair of queries is generated by Harry and Ron, each of whom wants to fly to JFK with any of his friends. When generating such query pairs, we ensure that Harry and Ron are friends according to the social network structure, but we do not ensure that they live in the same city. Enforcing only one of these two conditions in query generation allows us to produce queries that have a realistic (not too small and not too large) chance to coordinate.
We vary the size of our query sets from five to one hundred thousand. In addition, to detect any side-effects of our incremental query evaluation approach, each run of the experiment is evaluated on a randomly permuted set of mutually coordinating pairs of queries. Figure 9 and Figure 10 show our results.
It is interesting to note that although the heads and postconditions of all queries point to the same ANSWER relation, the performance of system is linear in the number of queries. This happens because queries coordinate often, and the number of "pending" queries in the system does not grow with an increase in the number of queries.
We also test the effect of making the queries more specific. In particular, we eliminate the variables from the postcondition and the head of each query, so that the pairs of Earlier, a join was required in the body between F and U to ground the value of x. However, with the complete specification of friends, this join is now eliminated and the grounding step is faster. This leads to a marginal increase in performance, as shown in Figure 9. 6.2.2. Three-Way Coordination. The second experiments test scalability in a slightly more complex scenario. We now generate triples of queries, corresponding to triangles in the social network structure, of the following form. We vary the size of the query set within the same parameters as before. As shown in Figure 9 , we observe a quadratic behavior of evaluation time in the number of queries. On profiling the results and as shown in Figure 10 , we discover that the time to execute the MySQL queries grows only linearly and is small compared to the query matching time. We attribute the quadratic increase in time to complexity of unifier propagation in the matching phase. In our dataset, for three queries to match, the unifiers must propagate at least twice (as opposed to once when two queries are to match). Also, unifier propagation takes place for every pair of queries that have matched partially. For example, if the queries submitted by Harry and Ron match partially, they must wait for Hermione's query. Until Hermione's query arrives, Harry and Ron's queries may repeatedly propagate unifiers. However, despite the quadratic behavior of our system, the time to execute a query even in such a complex scenario is under 2ms. five. For each individual experimental run, all queries have the same number of postconditions. A sample set of three queries with two postconditions is given in Figure 11 . This represents a scenario where Hermione, Harry, and Ron all want to travel together from the same city of origin to the same destination. Note that this is different from the three-way coordination mentioned earlier; cliques in the social graph are required for coordination, rather than just cycles. Queries with a greater number of postconditions are generated in a similar fashion. Increasing the number of postconditions is associated with an increase in the number of queries that must be matched for successful coordination. Figure 11 shows two components of the result obtained by executing 50000 queries. The first component corresponds to the time taken by the algorithm to find matching sets of queries, and the second part corresponds to the time taken by the MySQL database for query evaluation. We observe that both the matching time and the query execution time increase linearly as the number of postconditions increases. Query execution time increases more rapidly because of the increase in join size for the MySQL queries.
6.2.4. Star Coordination Patterns. In our next set of experiments, we evaluated queries in which a subset of users tried to coordinate with the same user. In other words, we experimented with a scenario in which one user coordinated the entire trip, and therefore required everyone else to submit a query trying to coordinate with her. The set of queries were of the following form. We call such a set of queries a n-star set, where n is the number of queries participating in the coordination. Figure 12 and Figure 13 give the results. Clearly, all star configurations take on a quadratic increase in matching time as the number of queries increases. This follows from our earlier observation that partial matching of queries results in unifier propagation, and thus at every iteration of matching, there is a high probability of at least one unifier propagating per query. The time taken by SQL queries, however, is linear as each SQL query has the same format and the number of SQL queries increases only linearly.
6.2.5. Stress-Testing the Query Matching. Our next sets of experiments are designed to test the performance of query matching for workloads where little coordination can take place because most queries are unanswerable.
We first test this contingency using a query set generated to ensure that no query has a postcondition that can unify with the head of another query. In this case, the unifiability graph does not have any edges; however, with the arrival of each query, index lookups are performed to check for new edges. The unifier propagation phase of the algorithm is never initiated because postcondition and head atoms never unify. As expected the "no coordination, no unification" curve in Figure 14 is near-linear.
We also run experiments on a workload in which queries frequently have coordination partners but the system is never able to generate a single combined query in the evaluation phase. This process requires both graph construction and unifier propagation, and ideally the unifier propagation, even for queries without variables, should dominate the running time. If the matching algorithm was run after every query, one would initially expect the algorithm's running time to be at least quadratic. As the "usual partitions" line in Figure 14 shows, the query evaluation time is nearly linear even though there is an increase in the number of pending queries (as no matching takes place) and many queries unify. In other words, the current set of queries forms a long chain in the unifiability graph but does not form cycles. After more careful analysis, we observe that the clustering in the social network graph restricts the size of partitions of our unifiability graph to a small number. This explains the high throughput in the experiment on the query set with high unification but no matching. In order to stress-test our system, we identify a big cluster in the social network graph and run experiments on this single large cluster. This change results in significant increase in the overall running time of our experiment, often not running to completion. We therefore run a set-at-a-time evaluation of such massively unifying partitions instead. Figure 14 shows the performance of such a process. The time to execute the queries is a quadratic curve. We observe that with increasing number of queries, the number of people trying to coordinate increases. For all of these queries, a big chain of potential matches is formed. For example, consider the first query. The unifier associated with this query must propagate; however, in every iteration of the system, the unifier propagates to only one more query. After iterating over every query for this particular unifier, the system determines that the matching fails. This repeated iteration of the order of the number of queries leads to the quadratic behavior that we observe. However, we conjecture that the execution time is still within reasonable bounds, given that thousands of people are trying to coordinate together. We therefore establish that for extremely huge coordinating groups, evaluating the queries set-at-atime is definitely a better approach. By doing so, we wait till all coordination partners arrive before we actually run the algorithm.
6.2.6. Stress-Testing the Safety Check. In the final experiment, we test the performance of the safety check. We load the system with twenty thousand queries that are unable to coordinate. Then, we add large sets of queries to the system. Such sets contain queries that will fail the safety check with respect to the queries already present in the system. We vary the size of such sets of queries from five to one hundred thousand. The results are shown in Figure 15 . It clearly shows that the safety check does not add significant overhead to the system. 6.2.7. Discussion. In designing our experiments, our goal was not to design a full benchmark for entangled queries, but to understand whether this functionality is viable for use in a real-world system. As our results show, the algorithm is efficient in removing queries that are unable to be matched with others and queries that cause safety violations. The queries that are matched can be evaluated efficiently. The overall evaluation algorithm scales to workloads which are realistically sized with respect to today's social networks.
Real-World Social Interaction Patterns
In collaborative Web applications, both the load placed on servers and the overall experience of end-users depend heavily on the amount of time that entangled queries must wait before they can be answered. If the amount of time that elapses before an entangled query can be answered is generally small then the number of queries that the server must track at any given point in time is likely to be relatively small as well. Furthermore, overall user experience is likely to be improved, since users will generally receive answers to entangled queries relatively soon after they are submitted. Conversely, if the amount of time that elapses before an entangled query can be answered is frequently large then the query answering infrastructure may need to handle a greater workload, and the user interface must be designed to mollify impatient users.
With these concerns in mind, we launched a collaborative Facebook application called BetAnything [Gupta and Rastogi 2012] in order to collect real-world data on the temporal dynamics of social interactions. BetAnything permits users to place bets using a virtual currency. The salient features of the application are as follows.
-Users can create books, that is, scenarios on which other users can place bets. Once a book is created, there is a 15-hour window during which the players can place bets, after which no further bets are accepted. In order to encourage user participation, our system also employs bots whose sole purpose is to create new books at predetermined points in time. We collected data on our application's use for 50 days, at the end of which our application had about 412 active users, and accumulated a total of 10573 bets for 1196 books. We treated the first 20 days as an initiation period during which the application gained traction; consequently, our analyses focus on the last 30 days of data from the application's deployment. This period coincided with the 2011 Cricket World Cup, which provided a natural incentive for user betting.
Across all books, we observe periods of low activity punctuated by bursts of high user activity. Furthermore, user activity typically follows one of two patterns. Most frequently, user activity for a given book picks up within the first hour of the book's launch, hits a peak, and then declines rapidly. Subsequent bursts of activity never reach the level of the initial peak. Figure 16 shows an example of a book which exhibits such a damping effect over a 15-hour period. Occasionally, however, books instead exhibit a reverse-damping effect, such as the pattern of activity illustrated in Figure 17 ; in such cases, peaks in user activity increase in magnitude over time.
Our results suggest that the bursts of activity may be due to a viral effect: when a user places bets on a book, his or her friends rapidly become aware of this book and also place bets on it. This process leads to a cascade of user activity which continues until the supply of active users who are friends with the people who placed bets but have not yet placed bets themselves is almost exhausted. If our interpretation is correct then the implications are very promising for collaborative applications: the data suggests that users react very rapidly to the behavior of their friends in social network settings.
Our final plot (Figure 18) shows user activity as a function of time of day; user activity is averaged over all books during the last 30 days of the application's deployment. The plot's independent variable measures the time of day in minutes after midnight, while the dependent variable measures relative user activity. The plot indicates that high user activity is far more likely to occur at some times of day than at others. We conjecture that two factors are responsible for the bursts of activity: users' daily schedules (which cause them to log in at predictable times of day) and the timing of upcoming cricket matches (which motivated users to log in to place bets). Based on the results presented in this section, it appears likely that entangled queries would be paired with partner queries and answered comparatively quickly in many collaborative Web applications, offering potential benefits for both application load and user experience.
FUTURE WORK
Notwithstanding the tractability bounds imposed by Theorem 2.3, a more expressive language for entangled queries would have many practical advantages. In this section, we present several concrete language extensions that would greatly enhance the usefulness of entangled queries. The syntax for entangled queries could be extended with features such as disjunction, union, and aggregation in WHERE clauses. Consider a database that contains three tables: a table Parties with schema (pid, pdate), a table Friend with schema (name1, name2), and a relation Attendance with schema (pid, name). Suppose a user named Harry wants to attend a party on Friday subject to the constraint that more than five of his friends attend this same party. This could be expressed as follows using aggregation.
SELECT party_id, 'Harry' INTO ANSWER Attendance WHERE party_id IN (SELECT pid FROM Parties WHERE pdate='Friday') AND (SELECT COUNT(*) FROM ANSWER Attendance A, Friend F WHERE party_id = A.pid AND A.name = F.name2 AND F.name1 = 'Harry') > 5 CHOOSE 1 "Soft" preferences, another possible extension of entangled queries, would allow coordination constraints to be relaxed when full coordination is difficult. For example, if Harry and Ron have trouble obtaining matching travel itineraries, they could instead request that their respective travel dates be as close together as possible.
It is also desirable to allow users to specify a ranking function on preferred query groundings. In our travel example, users who are coordinating on travel dates may prefer some dates to others. Disregarding their preferences may be acceptable if satisfying them precludes coordination, but the evaluation algorithm should favor coordinating sets G that satisfy the users' preferences.
Finally, many applications could benefit from extended semantics that allow a query to return more than one answer tuple. Such semantics might allow users to request that all groundings of a query be included in the coordinating set, or that as many as possible be included up to some limit k. For instance, in a coordination-aware course enrollment system, students might request that they be enrolled in the same courses as their friends while the registrar ensures that no student enrolls in more than four courses.
Developing these and other extensions fully and designing suitable semantics and evaluation methods for them is ongoing work.
APPENDIX
NP-Completness of CNRC.
In this section we give a proof of Theorem 2.6, that is, we show that CNRC is NP-complete.
It is clear that the problem is in NP. For hardness, we argue via reduction from 3-SAT.
Assume we are given a formula with k clauses. Construct a graph of the shape indicated in Figure 19 . The graph contains two kinds of nodes: clause nodes and beads. Intuitively, each clause node corresponds to a clause in the formula, and each set of beads corresponds to a given occurrence of a literal in a clause. The graph contains k clause nodes, and each string of beads is 3k nodes long. This gives a total of 9k 2 + k nodes.
The graph is colored as follows. First, each clause node is colored with a fresh and distinct color, and none of these k colors is ever reused. Next, the bead strings are colored. We explain how to color a bead string B corresponding to the literal x i occurring in clause j; the description assumes x i is unnegated, but the process for negated literals is symmetric.
Some of the beads in the bead string corresponding to x i may already have assigned colors, so start with the first bead that does not already have a coloring. Identify all occurrences of ¬x i in clauses numbered l > j. For each such occurrence, identify the corresponding bead string B and choose a fresh color c. Color one bead on B and one bead on B with c. Discard c, that is, ensure it never gets used again. When all occurrences of ¬x i have been processed, color any remaining beads on B with fresh and distinct colors that are never reused.
In this graph, a cycle with no repeated colors corresponds to a satisfying assignment to the formula. If we have a cycle with no repeated colors, then we can retrieve a satisfying assignment as follows. Identify the bead strings that are involved in the cycle and the corresponding literals. It is not possible to have both x i and ¬x i occurring in this set of literals, as the corresponding bead strings for these literals must share at least one bead color by construction. Thus, the set of literals directly yields a satisfying truth assignment to the formula. Conversely, given a satisfying truth assignment, a cycle with no repeated colors can be obtained by including, for each clause, any bead string that is consistent with the assignment.
