Sharp convergence rates are provided for interpolation and approximation schemes in the Hardy space H 
Notation
Let T denote the unit circle and D the open unit disk. We write T = I J , the union of two disjoint arcs, say one of which is open for de niteness. Without loss of generality, we can take I = (e ?ia ; e ia ) and J = e ia ; e i(2 ?a) ], where 0 < a < .
For an interval E T or E R and 1 p 1, we denote by L p (E) the familiar Lebesgue space and by k:k L p (E) the corresponding norm; the symbol ( ; ) L 2 (E) indicates the scalar product in L 2 (E).
The Sobolev space W 1;p (E) consists of functions in L p (E) having a derivative in the distributional sense that belongs to L p (E); since E is 1-dimensional in our case, a function belongs to W 1;p (E) if, and only if, it coincides a.e. on E with some absolutely continuous function whose derivative lies in L p (E) (see, for example, 11, thm VIII.2]). When k is an integer strictly greater than 1, the space W k;p (E) is de ned inductively to consist of functions in L p (E) whose distributional derivative lies in W k?1;p (E). Whenever f is de ned on some open subset of T, we let f 0 be its ordinary derivative with respect to . More generally the superscript 0 denotes the derivative for functions of a real variable.
We designate by H 2 the Hardy space with exponent 2 of the unit disk, consisting of functions in L 2 (T) whose Fourier coe cients of strictly negative index do vanish. Such functions have a Poisson extension in D which is not just harmonic but in fact holomorphic, and one recovers the function from its extension by taking non-tangential limits a.e. on T(see e.g. 15, 22, 23] ). For that reason, with a slight abuse of notation, we regard H (ii) among H 2 -functions that satisfy (i), is largest-in-modulus pointwise on D .
Intuitively, outer functions should be regarded as those Hardy functions having a well-de ned logarithm on T.
For E T, we write H 2 jE to mean the space of traces on E of H 2 functions. More generally, the subscript j E indicates restriction to E.
We denote by H 2 0 the orthogonal complement of H 2 in L 2 (T), consisting of functions whose
Fourier coe cients of non-negative index vanish. Subsequently, we let P H 2 : L 2 (T) ! H 2 be the orthogonal projection, and : H 2 ! H 2 (2)
be the Toeplitz operator with symbol J , the characteristic function of J. Since it is clear that is a strictly positive self-adjoint operator; in fact, it has no point spectrum and its spectrum is 0; 1] (see 22] ). The Landau notations big O and little o will be given their standard meaning for comparison of functions, namely f = O(g) as x ! x 0 means that lim sup x!x0 jf(x)=g(x)j < 1 and f = o(g) as x ! x 0 means that lim x!x0 f(x)=g(x) = 0. The notation f ' g as x ! x 0 will be used to express the property that lim x!x0 f(x)=g(x) = 1.
Introduction
In 2, 6, 8, 17, 24] , a family of bounded extremal problems was studied that generalizes classical dual extremal problems in H p to the case where the approximation is sought on a proper subset of T. Existence and uniqueness results are available there, together with a characterization of solutions leading to convergent numerical algorithms. In this paper, we shall be concerned exclusively with p = 2, in which case the bounded extremal problem in question can be stated as follows:
(BEP) given f 2 L 2 (I), 2 L 2 (J), and M > 0, nd g = g 2 H 2 to minimize kf ? gk L 2 (I) under the constraint k ? gk L 2 (J) M.
This question was originally considered in 17] when f = 0, in 2] when = 0, and generally in 6] where the connection to Carleman's interpolation formulas 3, 21] was also stressed. An extension to more abstract function spaces has been carried out in 19] . We refer to 13] for a recent survey of this and related approximation problems.
Apart from their theoretical interest, such problems have several physical motivations. For example, they occur in signal deconvolution and linear systems identi cation from partial frequency-response measurements 2, 8, 16, 20] , as well as in the study of inverse 2-D Dirichlet{Neumann problems such as those occurring in fault detection 7] . More generally, the question of approximating a function on an arc by one which is analytic in a prescribed region of the plane arises in many inverse problems involving 1-D Fourier transforms or 2-D Laplacians. Typically, one could regard f as the measured or designed behaviour on I of some H 2 -function, as a reference behaviour for that function on J, and M as a tolerance on the unmodelled energy one is willing to allow o I in order to have a better t on I between the data f and the model g .
In plays a central role that motivates the present study.
Speci cally, letting for simplicity e = kf ? g k 2 L 2 (I) denote the approximation error, we shall obtain asymptotic formulas for M as a function of e when the latter goes to zero, that are essentially sharp with respect to some Sobolev-type assumptions for f on I (cf. Corollaries 4.5 and 4.6). We also treat the situation where f is a meromorphic function in the disk of the form h=q with h 2 H 2 and q a trigonometric polynomial. This is a case where f is ultra-smooth, not only on I but also in a 2-dimensional neighborhood of it, and a very important one in practice since it comprises rational functions, in particular trigonometric polynomials. In this connection, it is signi cant that the increase of M is much slower than before. As a byproduct of the analysis, we also get that g ( ) converges pointwise a.e. on I to f when f has absolutely continuous derivative. Upper estimates of this kind were obtained previously in 5], but they were rather pessimistic in view of Theorem 4.3. Interpolation: When f 2 H 2 jI , we refer to (BEP) as the interpolation problem. In this case, for simplicity, we allow ourselves a slight abuse of notation in that we will continue to denote by f the H 2 -function de ned on the whole of T. With this convention, kf ? g k L 2 (I) decreases strictly to zero as M increases to kf ? k L 2 (J) and vanishes identically for M kf ? k L 2 (J) ; this is again a straightforward consequence of the weak-compactness of balls in H 2 . From a constructive point of view, the interpolation problem is not so interesting since the slightest error in the numerical representation of f on I will destroy its analytic character and bring us back to an approximation problem whose answer will depend on and M in a crucial manner. This is but one way of regarding the classical ill-posedness of recovering analytic functions from incomplete boundary data 18]. However, the interpolation problem is interesting from a mathematical viewpoint because the set of solutions for M < kf ? k L 2 (J) coincides with an approximating family introduced in 21] which is itself an outgrowth of classical recovery schemes dating back to Carleman 3] . This connection, noted in 6], is perhaps unexpected since 21] is not concerned with optimality properties of the family in question. Our contribution here will be to show that kf ?g k L 2 (I) tends to zero exponentially fast as M increases to kf ? k L 2 (J) , and subsequently that g converges to f pointwise a.e. on Tif f has an absolutely continuous derivative there. Because g was merely known to converge in H 2 so far, this yields a new piece of information on a rather old interpolation scheme. 
The rst technical observation to be made is that e ( ) and M 2 ( ) are real analytic functions of . For instance, if we write
the real analytic character of M 2 ( ) follows at once from (5) and the spectral theorem as applied to ; a similar argument works for e ( ) if one takes into account the elementary identity P H 2 ( I g) = (1 ? ) g; g 2 H 2 : (6) Note also that neither M nor e can be the constant function except iff +~ 2 H 2 , for we saw that kf ? g k L 2 (I) strictly decreases as M increases while g = g ( ) for some 2 (0; +1) by (5) 
If we are considering the approximation problem, that is to say if f = 2 H 2 jI , then it also holds that
If we are considering the interpolation problem, in other words if f is the trace on I of an H 2 -function (still denoted by f), then lim
The general approach we take to the asymptotic analysis of the approximation problem is to estimate the rate of convergence in (7) and (8) and then eliminate to obtain an inequality between kf ? g k L 2 (I) and M . When dealing with the interpolation problem, we estimate the rate of convergence in (7) and (9) in a similar manner, but then take advantage of a singular integral representation of g of Carleman type, where is naturally connected to the exponent of the kernel, in order to establish the convergence properties that we seek.
Let us stress once again that the approximation problem may be regarded as a substitute for interpolation in practical situations, that allows one to discriminate rather e ciently between close-toanalytic data and far-from-analytic ones. This way (BEP) can be used as a tool in modelling practice, and we shall examplify this on real data from a hyperfrequency lter provided to the authors by the French National Space Agency (CNES-Toulouse) and processed using the software Hyperion developed at INRIASophia. In fact, the need for solving such problems in harmonic identi cation originally motivated the present investigations.
Also, the function in (BEP) provides some exibility in applications, but plays no signi cant role in the analysis to come. In fact, results will be proved rst when = 0, and then carried over over to 6 = 0 via the formula:
which is an immediate consequence of (5) . For that reason, we will often drop the subscript 0 and write
where g 0 ( ) = (1 + ) ?1 P H 2f (11) is the solution associated to = 0 through (5).
Our working tool will be the constructive diagonalization procedure for Toeplitz operators 22] as applied to the following formulas obtained in 2]:
e 0 ( ) = ?
Di erentiability is understood here in the strong sense: we saw that e( ) and M 2 ( ) are smooth (even real analytic) functions of 2 (0; +1).
The outline of the paper is as follows. In Section 3, we recall the diagonalization procedure from 22] which exhibits an explicit unitary transformation between H 2 and L 2 (0; 1) transforming a Toeplitz operator into a multiplication operator. In Section 4, we apply this constructive spectral theory to formula (12) for a Sobolev class of functions f in order to get the asymptotic estimates of Theorem 4.3 for e and M as approaches -1; their sharpness is discussed in Remark 4.4. Next, we consider in Section 5 the case where f is the trace on I of a meromorphic function, using the residue theorem to compute the e ect of the concrete diagonalization procedure onf.
Finally, we restrict our attention in Section 6 to the interpolation problem, for which stronger asymptotics hold as derived in Subsection 6.1; pointwise convergence results are derived in Subsection 6.2, and a numerical example is shown in Section 7. Concluding remarks are made in Section 8.
Concrete spectral theory
The cornerstone of the present work is that formula (12) can be re-expressed using the spectral measure of . More precisely, following the concrete spectral theory and the diagonalization procedure for self{adjoint Toeplitz operators of multiplicity 1 given in 22, ch.3], we see that is unitarily equivalent to multiplication 
which acts on Cauchy kernels k (z) = 1=(1 ? z) as 
where, for 0 < x < 1, we let x be the unique outer function (cf. (1) and where the principal branch of the square root, namely the one which is positive for positive arguments, is used in (15) . We now generalize formula (15) 
PROOF. First, let h be a trigonometric polynomial. Then h extends analytically across T, and by the Cauchy formula we get for r > 1:
z e ?i r ; jzj < r :
Thus, if we divide 0; 2 ) into n intervals k ; k+1 ) of equal length, (P H 2 h)(z) is equal for jzj 1 to the uniform limit as n ! 1 of the following Riemann sum: As the L 2 limit is certainly equal to the pointwise limit when the latter exists and since x is continuous on the circle jzj = 1=r, for each r > 1 and x 2 (0; 1), we get by taking the limit of the above Riemann sum that Letting r ! 1 proves the theorem for trigonometric polynomials by dominated convergence since j x j is uniformly bounded away from zero in D for xed x 2 (0; 1). When h is continuous, it is the uniform limit on
Tof a sequence of trigonometric polynomials; then the convergence holds both in L 2 and under the integral sign in the right hand-side of (17) for xed x 2 (0; 1), the use of dominated convergence being justi ed by the boundedness of 1=j x j in D and by hypothesis (16 (17) is preserved in the limit, which proves the result for bounded functions. Finally, under the hypotheses of the theorem, we approximate h by the sequence of bounded functions 0;n] (jhj) h and appeal to dominated convergence again.
Since functions h satisfying (16) are dense in L 2 (T), Theorem 3.1 gives a rather explicit description of how V operates on a dense subspace of H 2 comprising, say all continuous functions there, and this is all we shall need to proceed with the estimates we have in mind for (BEP). Nevertheless, it is natural to ask how one computes V (P H 2 h) for any h 2 L 2 (T). For this, he may approximate h in L 2 (T) by a sequence h n satisfying (16) , and the corresponding limit in the right-hand side of (17) 
Let us also x the following notation, that will be in use throughout the paper: Performing the change of variable = ! I ( ) and the analogous calculation on J leads to (23).
Approximation in a Sobolev class
We now return to the approximation problem (BEP) and we shall apply the results of the previous section to formula (12 
it holds that F 2 L 
Again we let = ! I ( ) and conclude that PROOF. If is such that converges to zero arbitrarily slowly as x ! 1 and in addition monotonically for x 0 < x < 1 and some x 0 > 0. We claim that this is possible. Indeed, we already observed when f and G are related by (31) and (34) that (27) and (28) tending to zero at in nity is majorized by a convex continuous function decreasing to zero (a piecewise linear one is easily constructed), we can assume that (y) goes to zero arbitrarily slowly at in nity which proves the claim. Thus (37) and (38) To show that the exponent e ?1 cannot be replaced by some o(1=e), suppose on the contrary that whenever f satis es (27) and (28), then to then to each K 1 > 0 there is K 2 = K 2 (f) > 0 such that M 2 K 2 e 2 expfK 1 (e)=eg (59) for some function : R + ! R + such that lim x!0 + (x) = 0. We may assume that (x) x 2 and also that is increasing upon replacing it by sup 0<y x (y). By the sharpness of (38) (45) and (48) we now see that (37) and (38) A numerical illustration of the estimates given by Theorem 4.3 is provided in Section 7.
Approximation of traces of meromorphic functions
Roughly speaking, we found in the previous section that the smoother f on I, the slower the increase of M as e goes to zero. It is natural to ask whether these estimates can be further improved if f extends smoothly in two dimensions, in particular when it is analytic in some annulus containing T. In this section, we shall consider the case where f is of the form h=q N , where h 2 H 2 and q N is a polynomial of degree N having all its roots in D . This is especially interesting from the point of view of applications, since many f in practice would be represented as trigonometric polynomials. We begin with an improvement of Proposition 4.1 when f is rational. 
where the O(1) holds uniformly with respect to the j 2 K.
PROOF. We get from (24) With the notation of Section 3, it holds that H x ( ) = x ( )= Observe that the argument of e ia ( j ? e ?ia )( j ? e ia ) ?1 lies within (0; ? ), uniformly with respect to j 2 K D . Using this, one checks that each residue is bounded up to some multiplicative constant by its multiplicity times p x=(1 ? x) (this is straightforward for simple poles, and multiple poles can be handled by an easy limiting argument). The result now follows. We now derive the analogue of Theorem 4.3. PROOF. The uniform estimate follows from (64) and (65). It is sharp because when f is a polynomial of degree N in 1=z, the proof of Proposition 5.1 yields a sharp estimate.
Interpolation
When f 2 H 2 jI and = 0, the set of all solutions to (BEP) as M ranges from kP H 2f k L 2 (J) to kfk L 2 (J) de nes via equation (11) a family of functions g 0 ( ) indexed by 2 (?1; 0). In 6], it was shown to coincide with the family of Carleman-type interpolants studied in 21] and described also in 3, 20] . It is remarkable, by the way, that the latter has the extremal property of solving for (BEP) whereas it was originally built for recovery purposes rather than those of approximation. In this section, the singular Cauchy integrals expressing Carleman interpolants will team up with our functional-analytic approach to (BEP) to produce new information on the convergence of this classical interpolation scheme.
We shall consistently assume that f 2 H 2 jI n f0g; thus it extends uniquely to some nonzero H 2 -function de ned on the whole of Tthat, with a slight abuse of notation, we shall still denote by f. Moreover, since we only consider the case where = 0 in (BEP), we shall set for simplicity g = g 0 ( ) and this will simplify the notation into g (z) or g (e it ) when evaluating this function at z 2 D or at e it 2 T. Now, using 
This expression for the solution to (BEP) when = 0 and f 2 H 2 jI , combined with the concrete spectral theory of Section 3, will be the key to the forthcoming analysis.
As decreases to ?1, the error e( ) = kf ? g k 2 L 2 (I) of the interpolation problem decreases to zero like in every instance of (BEP). However, the decay will turn out here to be considerably faster than it was for the approximation problem studied in Section 4. In addition, as pointed out in the introduction already, peculiar to the interpolation problem is the fact that kf ?g k L 2 (T ) itself goes to zero when ! ?1, and we will estimate the corresponding error rate when f lies in a Sobolev class before giving, as corollaries, pointwise convergence results.
Estimates of the L 2 decay rates
The following estimate shows that the convergence of e( ) to 0 when ! ?1 is much faster if f 2 H 2 jI than the error rate (38), although we know the latter is sharp with respect to the approximation problem in a Sobolev class by Remark 4.4. . In a vein similar to that of Theorem 4.3, we now derive estimates for this quantity when f belongs to a Sobolev class on I. This hypothesis will also improve the convergence rate we just gave for e( ). interpolants, it is of great interest to make use of Proposition 6.1 in order to get such results on the boundary T, at least almost everywhere. Indeed, to our knowledge, it was only known up to now that pointwise convergence for such sequences holds locally uniformly in D , from Goluzin and Krylov's Theorem, see 20, 21] .
The result about convergence on I is simple, and we begin with this. Recall that, by convention, I is an open arc. and by continuity this extends to all z in I. Uniform convergence to zero on compact subsets K of I follows immediately given that j'( )='(z)j = 1=% < 1 for all 2 J and z 2 K, and that j ?zj is uniformly bounded away from zero. Pointwise convergence to f of the sequence (ĝ n ), as de ned in (75) with = n, also holds almost everywhere on J, and thus on T, under some smoothness assumptions: THEOREM 6.6 If f is the restriction to I of an H 2 function whose derivative is absolutely continuous on T, then the sequence (ĝ n ) of Goluzin{Krylov approximants to f converges to f almost everywhere on J.
Thus, combining this with Theorem 6.5, we see that if f is the trace on some subarc I T of positive measure of an H 2 function whose derivative is absolutely continuous on Tthen, almost everywhere on T, f is the pointwise limit of its sequence of H 2 approximants (ĝ n ). The proof of this result requires the following improvement of Theorem 6.2. Thus P 1 n=1`( E n; ) < 1, and so, by the Borel{Cantelli lemma (see e.g. 14, Lemma VIII.3.1]), for each > 0 almost every e it 2 J belongs to at most nitely many sets E n; . The result now follows on taking a countable sequence ( k ) tending to zero.
Numerical results
Figures 1, 2, and 3 illustrate the results of Theorem 4.3. In this example, the function f to be approximated has been built by classical interpolation procedure (splines) from pointwise experimental data provided by the French National Space Agency (CNES, Toulouse). These data correspond (through some conformal map) to re ection responses of a hyperfrequency lter, which will be part of on board devices (input /output multiplexors) for telecommunication satellites. From those data, the engineers want to robustly recover an A nice consequence of such estimates is that they seem to provide stability / instability properties for classes of 2D inverse problems arising in nondestructive control. This is already under study, while the basis of the strong and constructive links between 2D Laplace inverse problems and approximation in Hardy spaces from band-limited data is provided in 7, 12], whereas stability properties are discussed in 1], for example. Let us nally mention another issue we have in mind that seems particularly relevant when using bounded extremal problems to express identi cation issues, either for transfer functions of linear dynamical systems or for solutions of inverse problems. It comes in cases where it is a priori known, for some physical reasons, that the function f to be approximated on I does \almost" belong to 
