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Abstract
A defect-deferred correction method, increasing both temporal and spatial accuracy, for
fluid-fluid interaction problem with nonlinear interface condition is considered by geometric
averaging of the previous two-time levels. In the defect step, an artificial viscosity is added
only on the fluctuations in the velocity gradient by removing this effect on a coarse mesh. The
dissipative influence of the artificial viscosity is further eliminated in the correction step while
gaining additional temporal accuracy at the same time. The stability and accuracy analyses of
the resulting algorithm are investigated both analytically and numerically.
Keywords: fluid-fluid interaction, subgrid artificial viscosity, defect-deferred correction
1 Introduction
In this paper, we consider a decoupled time stepping method for a fluid-fluid interaction problem.
The coupling of Navier-Stokes equations with nonlinear interface condition is typical for terrestrial
applications, such as atmosphere-ocean interaction or layers of stratified fluid, see [1, 2]. The model
is given by: find (for i = 1, 2) ui : Ωi× [0, T ]→ Rd and pi : Ωi× [0, T ]→ R satisfying (for 0 < t ≤ T )
∂tui − νi∆ui + ui · ∇ui +∇pi = fi in Ωi, (1.1)
−νinˆi · ∇ui · τ = κ|ui − uj |(ui − uj) · τ on I for i, j = 1, 2, i 6= j , (1.2)
ui · nˆi = 0 on I for i, j = 1, 2, (1.3)
∇ · ui = 0 in Ωi, (1.4)
ui(x, 0) = u
0
i (x) in Ωi, (1.5)
ui = 0 on Γi = ∂Ωi \ I. (1.6)
Here, the domain Ω ⊂ Rd, (d = 2, 3) is a polygonal or polyhedral domain that consists of two
subdomains Ω1 and Ω2, coupled across an interface I, for times t ∈ [0, T ]. The unknown velocity
fields and pressure are denoted by ui and pi. Also, | · | represents the Euclidean norm and the vectors
nˆi represent the unit normals on ∂Ωi, and τ is any vector such that τ · nˆi = 0. Further, the kinematic
viscosity is νi and the body forcing on velocity field is fi in each subdomain. Here, κ denote the
friction parameter for which frictional drag force is assumed to be proportional to the square of the
jump of the velocities across the interface.
The main characteristic of the proposed defect-deferred correction (DDC) algorithm is the use of
a projection-based variational multiscale method (VMS) as a predictor (defect) step for fluid-fluid
interaction problems. Here, the geometric averaging (GA) of the coupling terms is considered at
the interface. In VMS, since stabilization acts only on the fluctuations in the velocity gradient,
the proposed algorithm is called subgrid artificial viscosity (SAV) based defect-deferred correction
(SAV-DDC) method. New SAV based defect step indeed increases the efficiency of the DDC method.
The scheme replaces the artificial viscosity (AV) step of the defect-deferred correction (AV-DDC)
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method of [3] by the SAV step. For smooth solutions, Theorem 5.3 shows the error of the SAV-
DDC algorithm is second order in time. Section 6 includes numerical tests to confirm theory and
establishes the advantages of the proposed approach over AV-DDC.
1.1 Related Works
In recent years, the atmosphere-ocean interaction problem has been attracted by many scientists to
contribute to the simulation of these complex flows. For example, Refs. [4, 5, 6, 7] studied modeling
of atmosphere-ocean problems and their numerical analysis. Different treatments of coupling terms
at the interface are derived to improve the solution of these problems. The method in [8] uses
nonlinear interface conditions, whereas, in [9], interface conditions for two heat equations are linearly
coupled. In [10], a decoupling approach, known as GA of the coupling terms at the interface, is
introduced for nonlinear coupling of two Navier-Stokes equations. This idea leads to a decoupled and
unconditionally stable method. The conditional stability and error estimate of the implicit/explicit
(IMEX) method, also proposed in [10], for a fluid-fluid interaction problem are considered in [11].
Recently, Aggul et al. derived GA-VMS treatment of fluid-fluid interaction problems in [12].
For improving regularity aspects of numerical simulations, one way is to use the defect correction
algorithm. Often, the use of the defect correction method leads to over correcting near layers, [13].
There are various proposals to stabilize the defect correction method, see [15, 16, 17]. The synthesis
of the subgrid stabilization method and defect correction method was studied in [18] for steady-state
Navier-Stokes equations. This work notes that this combination yields an efficient algorithm and
keeps the best algorithmic features. On the other hand, to increase temporal accuracy, one idea
is to combine with a deferred correction method along with some stabilizations, see [19, 20]. We
refer to the reader [14, 20, 19] for comprehensive analytical insight. The predictor-corrector type
algorithms considered in [21, 22] employ AV for stabilization of all scales. In this approach, the
over-diffusive effect of the first step (AV based defect step) is subtracted via a correction step. This
discretization idea proved to be the key idea for unconditional stability and higher accuracy without
extra computational cost. The defect-deferred correction method with an artificial diffusion step for
(1.1)-(1.6) was studied in [3].
As noted in [21], since AV is introduced for all scales, it produces too diffusive approximation. The
one considered herein employs SAV stabilization, associated with the VMS method, as a predictor
step which introduces AV only for small scales. This novel SAV idea is proposed for convection-
dominated equations by Layton [23] for the original ideas given in [24, 25, 26]. Because of the
attractiveness of this approach, there is a substantial amount of works on the projection-based VMS
stabilization for fluid problems. We refer the reader to [27] for review. Also, the same replacement of
the predictor step is studied in [28] for the one-domain Navier Stokes Equation and shown to improve
numerical results. This paper is devoted to illustrating how SAV based DDC method contributes to
the development of the numerical simulation for fluid-fluid interaction without sacrificing stability
and convergence.
2 Continuous and Discrete Problem
To write weak formulation, we introduce some notation. As usual, the Sobolev space of functions
whose first derivatives are in L2(Ωi) for each subdomain is denoted by H
1(Ωi), (i = 1, 2). The space
H10 (Ωi) denotes the subspace of H
1(Ωi) of functions with zero trace on the boundary Γi, (i = 1, 2)
Let (·, ·)Ωi and ‖ · ‖Ωi denote the L2 inner product and L2 norm, respectively, and ‖ · ‖I denotes
the L3(I) norm at the interface. The Hilbert space (Hk(Ω))d is equipped with the norm ‖ · ‖k. The
norm of the dual space of H−1(Ωi) of H10 (Ωi) and the semi-norm of H
k, for 1 ≤ k <∞ are denoted
by ‖ · ‖−1,Ωi and | · |k, respectively. The other norms are labelled with subscripts.
To pose problem, the following functional spaces are introduced for i = 1, 2.
Xi := {v ∈ (L2(Ωi))d : ∇v ∈ L2(Ωi)d×d, v = 0 on ∂Ωi\I, v · nˆi = 0 on I},
Qi = L
2
0(Ωi) := {q ∈ L2(Ωi) :
∫
Ωi
q dx = 0}.
2
Here,
X = X1 ×X2 = {u = (u1, u2);ui ∈ Xi, i = 1, 2}, Q = Q1 ×Q2 = {q = (q1, q2); qi ∈ Qi, i = 1, 2}.
For defect-deferred finite element formulation, let ΠH be a triangulation of Ωi and Πh be a
refinement of ΠH or Πh = ΠH . Define finite element spaces by X
h
i ⊂ Xi, Qhi ⊂ Qi, Xh ⊂ X,Qh ⊂ Q.
Further, for coarse mesh space, define LHi ⊂ L2(Ωi)d×d. We assume that the spaces satisfy inf-sup
condition, see [29].
The weak formulation of (1.1)-(1.6) can be obtained by multiplying with (vi, qi) ∈ (Xi, Qi)
and integrating over the subdomains Ωi. Then the problem reads: Find ui : Ωi × [0, T ] → Xi,
pi : Ωi × [0, T ]→ Qi satisfying
(∂tui, vi)Ωi + νi(∇ui,∇vi)Ωi + κ
∫
I
(ui − uj)|ui − uj |vids
+(∇ · ui, qi)Ωi + ci(ui;ui, vi)− (pi,∇ · vi)Ωi = (fi, vi)Ωi , (2.1)
where ci(·; ·, ·) denotes the explicitly skew-symmetrized nonlinear form
ci(u; v, w) =
1
2
(u · ∇v, w)Ωi −
1
2
(u · ∇w, v)Ωi (2.2)
for functions u, v, w ∈ Xi, i = 1, 2, i 6= j on Ωi.
For SAV based defect deferred correction discretization of (1.1)-(1.6) by using the Euler method
in time, consider a partition 0 = t0 < t1 < · · · < tM+1 = T of the time interval [0, T ] and define
∆t = T/(M + 1), tn = n∆t.
Algorithm 2.1 (Two Step SAV-DDC method). Two step SAV-DDC formulation based on GA ap-
plied to the problem (2.1) reads as follows: Given uˆ0h,i, uˆ
1
h,i ∈ Xhi , pˆ1h,i ∈ Qhi , find (uˆn+1h,i , pˆn+1h,i ,GH,n+1i ) ∈
(Xhi , Q
h
i , L
H
i ), n = 1, ...,M , satisfying
Defect Step
(
uˆn+1h,i − uˆnh,i
∆t
, vh,i)Ωi + (νi + νT,i)(∇uˆn+1h,i ,∇vh,i)Ωi + ci(uˆn+1h,i ; uˆn+1h,i , vh,i)− (pˆn+1h,i ,∇ · vh,i)Ωi
+(∇ · uˆn+1h,i , qh,i)Ωi + κ
∫
I
|[uˆnh]|uˆn+1h,i vh,ids− κ
∫
I
uˆnh,j |[uˆnh]|1/2|[uˆn−1h ]|1/2vh,ids
= (fn+1i , vh,i)Ωi + νT,i(G
H,n
i ,∇vh,i)Ωi (2.3)
(GH,ni −∇uˆnh,i,LHi )Ωi = 0, (2.4)
for all (vh,i, qh,i,LHi ) ∈ (Xhi , Qhi , LHi ). Here, νT,i is user-selected positive, constant parameter and
typically O(h) It might be different in each subdomain Ωi.
Then, given uˆn+1h,i , pˆ
n+1
h,i , pˆ
n
h,i and u˜
n
h,i, find (u˜
n+1
h,i , p˜
n+1
h,i ) ∈ (Xhi , Qhi ) satisfying
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Correction Step(
u˜n+1h,i − u˜nh,i
∆t
, vh,i
)
Ωi
+ (νi + νT,i)
(
∇u˜n+1h,i ,∇vh,i
)
Ωi
+ ci
(
u˜n+1h,i ; u˜
n+1
h,i , vh,i
)
+ κ
∫
I
|[u˜nh]|u˜n+1h,i vh,ids− κ
∫
I
u˜nh,j |[u˜nh]|1/2|[u˜n−1h ]|1/2vh,ids
− (p˜n+1h,i ,∇ · vh,i)Ωi + (∇ · u˜n+1h,i , qh,i)Ωi =
(
fn+1i + f
n
i
2
, vh,i
)
Ωi
+
∆t(νi + νT,i)
2
(
∇( uˆ
n+1
h,i − uˆnh,i
∆t
),∇vh,i
)
Ωi
+ νT,i
(
∇( uˆ
n+1
h,i + uˆ
n
h,i
2
),∇vh,i
)
Ωi
− κ
2
∆t
∫
I
uˆn+1h,i (
|[uˆn+1h ]| − |[uˆnh]|
∆t
)vh,ids+
κ
2
∆t
∫
I
|[uˆnh]|(
uˆn+1h,i − uˆnh,i
∆t
)vh,ids
− κ
∫
I
uˆnh,j |[uˆnh]|1/2|[uˆn−1h ]|1/2vh,ids+
κ
2
∫
I
|[uˆn+1h ]|uˆn+1h,j vh,ids+
κ
2
∫
I
|[uˆnh]|uˆnh,jvids
+
1
2
ci(uˆ
n+1
h,i ; uˆ
n+1
h,i , vh,i)−
1
2
ci(uˆ
n
h,i; uˆ
n
h,i, vh,i)−
(
pˆn+1h,i − pˆnh,i
2
,∇ · vh,i
)
Ωi
, ∀vh,i ∈ Xi,h. (2.5)
In this method, the first step of the algorithm entails the calculation of the predictor step with
an added subgrid eddy viscosity term that is GA-VMS method of [12]. Since the term GH,ni in (2.4)
is defined on a relatively large scales, the stabilization is effective only on the small scales with an
added term in (2.3). In this way, while effective stabilization is less dissipative, the second step of
algorithm increases time accuracy from first order to second order without increasing computational
cost. In the literature for the choice of the eddy viscosity parameter νT,i in each subdomian, the
Smagorisnky model [30] or a van Driest damping [31] seems to be commonly used. Based on ideas
from [12, 32] and the error estimation, numerical studies were performed with νT,i = h.
3 Preliminaries
In this section, let us introduce some definitions and inequalities.
Definition 3.1. The L2 projection PHof a given function Li onto the finite element space LHi is
the solution of the following: find Lˆi = PHLi ∈ LHi such that
(Li − PHLi, SH) = 0, (3.1)
for all SH ∈ LHi .
Hence, we get
‖Li − PHLi‖ ≤ CHk‖Li‖k+1, (3.2)
for all Li ∈ (L(Ωi))d×d ∩ (Hk+1(Ωi))d×d.
One can find in the literature that an efficient implementation of (2.4) depends on the choice
of space spaces LHi , see e.g.,[32]. Based on our experiences with a projection based variational
multiscale method, piecewise constant P0 or piecewise linear P1 are usually the best choices for LHi
spaces. For brevity, numerical studies obtained with LHi = Pk will be presented here with Taylor-
Hood finite elements Pk + 1 − Pk. We also note that in our numerical studies, we will use single
mesh, which is H = h. Although, it is expensive to store the velocity gradient (particularly in 3d),
this choice will be the same as storing 4 additional pressures (3 when symmetric gradient is used in
the diffusion term), which has relatively very low degrees of freedom comparing to the degrees of
freedom of the velocity space. As we will show later this choice also provides good accuracy.
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Denoting the corresponding Galerkin approximations of (ui, pi) in (X
h
i , Q
h
i ) by (vh,i, qh,i), one
can assume that the following approximation assumptions (see [29]):
inf
vh,i∈Xhi
(
‖ui − vh,i‖+ ‖∇(ui − vh,i)‖
)
≤ Chk+1‖ui‖k+1, (3.3)
inf
qh,i∈Qhi
‖pi − qh,i‖ ≤ Chk‖pi‖k. (3.4)
The following lemmas are required for the analysis and their proof can be found in [10].
Lemma 3.1. Let α, β, θ ∈ H1(Ωi) for i = 1, 2, then there exists constants C(Ωi) > 0 such that
ci(α;β, θ)Ωi ≤ C(Ωi)‖α‖1/2Ωi ‖∇α‖
1/2
Ωi
‖∇β‖Ωi‖∇θ‖Ωi ,∫
I
α|[β]|θ ≤ C(Ωi)‖α‖I ||[β]||I‖θ‖I ,
‖α‖I ≤ C(Ωi)
(
‖α‖1/4Ωi ‖∇α‖
3/4
Ωi
+‖α‖1/6Ωi ‖∇α‖
5/6
Ωi
)
. (3.5)
Proof. The first two bounds are standard - see, e.g., Lemma 2.1 on p. 1301 of [10]. The third bound
can be found in [33], see Theorem II.4.1, p. 63.
Lemma 3.2. Let αi ∈ Xi, θj ∈ Xj, β ∈ H1(Ωi) and i, j , εi, εj (i, j = 1, 2) be positive constants,
then one
κ
∫
I
|αi||[β]||θj | ≤ Cκ
2
4
‖αi‖2I ||[β]||2I +
j
ν5j
‖θj‖2Ωj +
νj
2j
‖∇θj‖2Ωj , (3.6)
κ
∫
I
|αi||[β]||θj | ≤ Cκ6
( 5i
ν5i
||[β]||6I‖αi‖2Ωi +
ε5j
ν5j
||[β]||6I‖θj‖2Ωj
)
+
νi
4i
‖∇αi‖2 + νj
4εj
‖∇θj‖2, (3.7)
κ
∫
I
|αi||[β]||θj | ≤ Cκ6‖αi‖6I
( 51
ν51
‖β1‖2Ω1 +
52
ν52
‖β2‖2Ω2 +
2ε5j
ν5j
‖θj‖2Ωj
)
+
ν1
41
‖∇β1‖2Ω1 +
ν2
42
‖∇β2‖2Ω2 +
νj
2βj
‖∇θj‖2Ωj . (3.8)
Proof. Use Lemma 3.1 and Young’s inequality (see Lemma 2.2 on p. 1302 of [10]).
Along the paper, we use the following inequality whose proof can be found in [34].
Lemma 3.3. [Discrete Gronwall Lemma] Let γi, θi, βi, αi (for i ≥ 0), and ∆t, C be a non-negative
numbers such that
γM + ∆t
M∑
i=0
θi ≤ ∆t
M∑
i=0
αiγi + ∆t
M∑
i=0
βi + C, ∀M ≥ 0.
Assume αi∆t < 1 for all i, then,
γM + ∆t
M∑
i=0
θi ≤ exp
(
∆t
M∑
i=0
θi
αi
1− αi∆t
)(
∆t
M∑
i=0
βi + C
)
, ∀M ≥ 0.
4 Stability and Convergence Analysis of the SAV Based De-
fect Step
The stability and convergence analysis of SAV step of Algorithm 2.1. are presented in the current
section. Due to the same consideration in [12], we only state the corresponding results. The proofs
are standard. For stability, letting vh,i = uˆ
n+1
h,i in (2.3) and LHi = G
H,n
i in (2.4) yields the following
theorem.
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Theorem 4.1 (Stability of the first step approximation). Let fi ∈ L2(0, T ;H−1(Ωi)) for i = 1, 2.
The scheme (2.3)-(2.4) is unconditionally stable and provides the following bound at time step t =
M + 1
‖uˆM+1h,1 ‖2Ω1 + ‖uˆM+1h,2 ‖2Ω2 + ∆t(νT,1‖∇uˆM+1h,1 ‖2Ω1 + νT,2‖∇uˆM+1h,2 ‖2Ω2)
+∆t
M∑
n=1
(
ν1‖∇uˆn+1h,1 ‖2Ω1 + νT,1‖∇uˆn+1h,1 −GH,n1 ‖2Ω1 + νT,1‖∇uˆnh,1 −GH,n1 ‖2Ω1
)
+∆t
M∑
n=1
(
ν2‖∇uˆn+1h,2 ‖2Ω2 + νT,2‖∇uˆn+1h,2 −GH,n2 ‖2Ω2 + νT,2‖∇uˆnh,2 −GH,n2 ‖2Ω2
)
+κ∆t
M∑
n=1
∫
I
∣∣∣|[uˆnh]|1/2uˆn+1h,1 − |[uˆn−1h ]|1/2uˆnh,2∣∣∣2ds+ κ∆t M∑
n=1
∫
I
∣∣∣|[uˆnh]|1/2uˆn+1h,2 − |[uˆn−1h ]|1/2uˆnh,1∣∣∣2ds
+κ∆t
∫
I
|[uˆMh ]|(|uˆM+1h,1 |2 + |uˆM+1h,2 |2)ds
≤ ‖u1h,1‖2Ω1 + ‖u1h,2‖2Ω2 + κ∆t
∫
I
|[u0h]|(|u1h,1|2 + |u1h,2|2)ds+ ∆t(νT,1‖∇u1h,1‖2Ω1 + νT,2‖∇u1h,2‖2Ω2)
+∆t
M∑
n=1
(ν−11 ‖fn+11 ‖2−1,Ω1 + ν−12 ‖fn+12 ‖2−1,Ω2) (4.1)
Proof. See Lemma 4.2 in [12] for the proof.
In order to establish the accuracy of the first step, we assume that all functions are sufficiently
regular, i.e. the solution of (1.1)-(1.6) satisfies
u ∈ L∞(0, T ;Hk+1(Ω) ∩H3(Ω)), ∂tu ∈ L∞(0, T ;Hk+1(Ω)d), ∂ttu ∈ L∞(0, T ;H1(Ω)d). (4.2)
The following discrete norms are used in the convergence analysis.
|||u|||∞,p = max
0≤j≤N
||u(tj)||p, |||u|||s,p =
(
∆t
M∑
j=1
||u(tj)||sp
) 1
s
. (4.3)
For finite element error analysis, first the weak formulation (2.1) is written for vh,i ∈ Xih and
evaluated at tn+1. Then, the resulting equation is subtracted from (2.3)-(2.4). By using error
decomposition, standard a priori error analysis along with tools Lemma 3.1, Lemma 3.2 and Lemma
3.3, one has the following error estimation.
With the notation of [12], let
Dn+1 = ν˜5
(
1 + κ6En+1 + |||∇u|||4∞,Ω + (ν2T,1 + ν2T,2)h−2
)
where ν˜ = max{(ν1 + νT,1)−1, (ν2 + νT,2)−1} and En+1 = maxj{max{‖u(tj)‖6I , ‖ujh‖6I}} for j =
0, 1, ..., n+ 1.
Theorem 4.2. Let the time step be chosen so that ∆t ≤ 1/Dn+1. Then the following bound on the
error holds under the regularity assumptions (4.2):
‖u(tM+1)− uM+1‖2 + 3
4
(ν1 + νT,1)∆t
M∑
n=1
‖∇(u1(tn+1)− un+1h,1 )‖2
+2κ∆t
M∑
n=1
∫
I
|[un]||u(tn+1)− un+1|2ds+ 3
4
(ν2 + νT,2)∆t
M∑
n=1
‖∇(u2(tn+1)− un+1h,2 )‖2
≤ ‖u(t1)− u1h‖2 +
(ν1+νT,1)∆t
8
(2‖∇(u1(t1)− u1h,1)‖2Ω1 + ‖∇(u1(t0)− u0h,1)‖2Ω1)
+
(ν2+νT,2)∆t
8
(2‖∇(u2(t1)− u1h,2)‖2Ω2 + ‖∇(u2(t0)− u0h,2)‖2Ω2)
+C(∆t2 + h2k + (ν2T,2(ν2 + νT,2)
−1 + ν2T,1(ν1 + νT,1)
−1)H2k), (4.4)
6
where C is a generic constant depending only on fi, νi + νT,i,Ωi.
Remark 4.1. By using approximation inequalities (3.3)-(3.4), along with the choices of H = h,
νT,i = h and L
H
i = P1, the error estimate for SAV based defect step is as follows: for Taylor-Hood
finite elements (P2− P1)
‖error‖ ≤ C∗(∆t+ h2)
5 Stability and Convergence Analysis of the Correction Step
It is also necessary to establish the stability of the second step. Both the stability and accuracy
of the correction step depend on the accuracy of time derivative of the error in the first step. The
following constant and assumptions depending on true solution u will be used also in the proofs
below. Let
Cu := ‖∇u(x, t)‖L∞(0,T ;L∞(Ω)), C∇ui,t := ‖∇ui,t(x, t)‖L∞(0,T ;L∞(Ω)).
Assumption 1. There exists α > 0 such that α ≤ ‖u(x, t)‖,∀x ∈ I, ∀t ∈ (0, T ].
Assumption 2. For i = 0, 1, 0 < t ≤ ∆t, ∀x ∈ I, true solution u satisfies∣∣∣ ∂
∂t
(ui(t))
∣∣∣ ≤ C(∆t)1/4.
Most parts of the proof of the following theorem follow the lines of Theorem 8 of [3], except subgrid
stabilization terms in (2.3)-(2.4). Thus, we give an outline of the proof.
Theorem 5.1 (Accuracy of Time Derivative of the Error in Defect Step). Let ui(∆t) ∈ H2(Ωi),
∆u ∈ L2(0, T ;L2(Ω)) and utt,ut,u ∈ L2(0, T ;L2(Ω)). Let min(h,∆t) < C(νi+hiκ ). Let also
max(h,∆t, νT,1, νT,2) ≤ α4√C∗ , where α is the constant introduced in Assumption 1, and C∗ is
the constant from Remark 4.1.
Then ∃C > 0 independent of h, νT,i, ∆t such that for any n ∈ {0, 1, 2, · · · ,M − 1 = T∆t − 1} ,
the discrete time derivative of the error satisfies
‖e
n+1 − en
∆t
‖2 + (ν1 + νT,1)∆t
n∑
j=1
‖∇
(
ej+11 − ej1
∆t
)
‖2 + (ν2 + νT,2)∆t
n∑
j=1
‖∇
(
ej+12 − ej2
∆t
)
‖2
≤ C (h2k + (∆t)2 + ν2T,1 + ν2T,2) . (5.1)
where eni = u
n
i − uˆnh,i , i = 1, 2.
Proof. In Ω1, at time level n+ 1, the true solution of (1.1)-(1.6) satisfies
(
u1(t
n+1)− u1(tn)
∆t
, vh,1)Ω1 + (ν1 + νT,1)(∇u1(tn+1),∇vh,1)Ω1 − (p1(tn+1),∇ · vh,1)Ω1
+κ
∫
I
(u1(t
n+1)− u2(tn+1))|[u(tn+1)]|vh,1ds+ c1(u1(tn+1);u1(tn+1), vh,1)
= (
u1(t
n+1)− u1(tn)
∆t
− ∂tu1(tn+1), vh,1)Ω1 + νT,1(∇u1(tn+1),∇vh,1)Ω1
+(fn+11 , vh,1)Ω1 (5.2)
for all vh,1 ∈ Xh1 . By writing down the equation (2.3) for i = 1 and subtracting it from (5.2) gives
the error equation. Then, for arbitrary u˜n+11 ∈ Xh1 , the error is decomposed into
en+11 = u1(t
n+1)− uˆn+1h,1 = (u˜1n+1 − uˆn+1h,1 )− (u˜1n+1 − un+11 ) := φn+11 − ηn+11
Letting vh,1 =
φn+11 −φn1
∆t ∈ X1,h in the resulting equation yields
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(
en+11 − en1
∆t
,
φn+11 − φn1
∆t
)
Ω1
+ (ν1 + νT,1)(∇en+11 ,∇
φn+11 − φn1
∆t
)Ω1
+c1(u
n+1
1 ;u
n+1
1 ,
φn+11 − φn1
∆t
)− c1(uˆn+1h,1 ; uˆn+1h,1 ,
φn+11 − φn1
∆t
)
−(pn+11 − pˆn+1h,1 ,∇ ·
(φn+11 − φn1
∆t
)
)Ω1 + κ
∫
I
(un+11 − un+12 )|[un+1]|
φn+11 − φn1
∆t
ds
−κ
∫
I
|[uˆnh]|uˆn+1h,1
φn+11 − φn1
∆t
ds+ κ
∫
I
uˆnh,2|[uˆnh]|1/2|[uˆn−1h ]|1/2
φn+11 − φn1
∆t
ds
= νT,1(∇un+11 −GH,n1 ,∇
(φn+11 − φn1
∆t
)
)Ω1 + (
un+11 − un1
∆t
− ∂tun+11 ,
φn+11 − φn1
∆t
)Ω1
(5.3)
where u(tn+1) = un+1. Then, write down similar error equation at the previous time level, subtract
from (5.3) and let ρ :=
un+11 −un1
∆t − ∂tun+11 . Along with same choice vh,1 =
φn+11 −φn1
∆t := s
h,n+1
1 ∈ Xh1 ,
we obtain
‖sn+11 ‖2 − (sn+11 , sn1 ) + (ν1 + νT,1)∆t‖∇sn+11 ‖2 + c1(un+11 ;un+11 , sn+11 )− c1(uˆn+1h,1 ; uˆn+1h,1 , sn+11 )
+c1(u
n
1 ;u
n
1 , s
n+1
1 )− c1(uˆnh,1; uˆnh,1, sn+11 ) + ∆t
(
pˆn+1h,1 − pˆnh,1
∆t
− p
n+1
1 − pn1
∆t
,∇ · sn+11
)
+κ
∫
I
un+11 |[un+1]|sn+11 ds− κ
∫
I
un1 |[un]|sn+11 ds− κ
∫
I
uˆn+1h,1 |[uˆnh]|sn+11 ds
+κ
∫
I
uˆnh,1|[uˆn−1h ]|sn+11 ds− κ
∫
I
un+12 |[un+1]|sn+11 ds+ κ
∫
I
un2 |[un]|sn+11 ds
+κ
∫
I
uˆnh,2|[uˆn]|1/2|[uˆn−1]|1/2sn+11 ds− κ
∫
I
uˆn−1h,2 |[uˆn−1h,2 ]|1/2|[uˆn−2h,2 ]|1/2sn+11 ds
= νT,1∆t
(
∇(u
n+1
1 − un1
∆t
)− G
H,n
1 −GH,n−11
∆t
,∇sn+11
)
+ ∆t
(
ρn+11 − ρn1
∆t
, sn+11
)
+∆t
(
ηn+11 − 2ηn1 + ηn−11
(∆t)2
, sn+11
)
+ (ν1 + νT,1)∆t
(
∇(η
n+1
1 − ηn1
∆t
),∇sn+11
)
.
(5.4)
Stabilization term in the right hand side of (5.4) is treated in the following way. Applying Cauchy-
Schwarz and Young’s inequalities results in
νT,1∆t(∇u(tn+1)− u(tn)
∆t
− G
H,n
1 −GH,n−11
∆t
,∇sh,n+1)
≤ Cν
2
T,1∆t
ν + νT,1
‖∇u(tn+1)− u(tn)
∆t
‖2 + Cν
2
T,1∆t
ν + νT,1
‖G
H,n
1 −GH,n−11
∆t
‖2 + ∆t(ν + νT,1)‖∇sh,n+1‖2.
By the properties of the projection, error decomposition and the inverse inequality, the following
result can be found
‖G
H,n
1 −GH,n−11
∆t
‖2 = ‖PH∇u
h,n
1 − uh,n−11
∆t
‖2
≤ ‖∇u
h,n
1 − uh,n−11
∆t
‖2 ≤ ‖∇u(tn)− u(tn−1)
∆t
‖2 + ‖∇(η
n
1 − ηn−11
∆t
)‖2 + ν−2T,1‖sh,n‖2.
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Then, for the rest of the terms, following exactly same lines of the proof of Theorem 8 in [3] yields
the proof of the theorem.
We now present the stability and accuracy of the correction step. The processes of the proofs are
similar to the proof of the stability and accuracy results of the correction step in [3]. By replacing
Hi by νT,i in the proof of Theorem 9 and Theorem 10 of [3] one can obtain corresponding results.
Theorem 5.2 (Stability of the correction step approximation). Let u˜n+1 ∈ Xh satisfy (2.5) for
each n ∈ {0, 1, 2, · · · , T∆t − 1} and eji = uji − uˆji , i = 1, 2. Then ∃C > 0 independent of h, ∆t such
that u˜n+1 satisfies:
∥∥u˜1n+1∥∥2 + ∥∥u˜2n+1∥∥2 + (ν1 + νT,1)∆t n+1∑
k=1
∥∥∇u˜1k∥∥2 + (ν1 + νT,2)∆t n+1∑
k=1
∥∥∇u˜2k∥∥2
+ κ∆t
∫
I
∣∣∣u˜n+11 |[u˜n]|1/2 − u˜n2 |[u˜n−1]|1/2∣∣∣2 ds+ κ∆t∫
I
∣∣∣u˜n+12 |[u˜n]|1/2 − u˜n1 |[u˜n−1]|1/2∣∣∣2 ds
≤ C∆t
ν1 + νT,1
n∑
j=1
[
‖∇ej+11 ‖2 + ‖ej2‖‖∇ej2‖‖∇eji‖2
+ ‖∇ej+1i ‖2 + ‖ej+11 ‖‖∇ej+11 ‖‖∇eji‖2 + ‖ej1‖‖∇ej1‖‖∇eji‖2 + ‖∇ej2‖2
]
+
∆t
14(ν1 + νT,1)
n∑
j=1
(‖∇ej2‖2 + ‖ej2‖‖∇ej2‖‖∇eji‖2)
+
8∆t(ν1 + νT,1
19
n∑
j=1
{
∆t2‖∇(e
j+1
1 − ej1
∆t
)‖2 + ∆t2C2∇uˆt)
}
+
8∆t(ν1 + νT,1)
19
n∑
j=1
[
(∆t)2‖∇uˆj+11 ‖2‖∇(
ej+11 − ej1
∆t
)‖2
+ (∆t)2‖∇uˆj+11 ‖2C2∇uˆ1,t + (∆t)2‖∇uˆj1‖2‖∇(
ej+11 − ej1
∆t
)‖2 + (∆t)2‖∇uˆj1‖2C2∇uˆ1,t
]
+
19∆t
(ν1 + νT,1)
n∑
j=1
[
ν2T,1‖∇uˆj+11 ‖2 + ‖
f j+11 + f
j
1
2
‖2−1
]
+
∆tC∇un+1
ν1 + νT,1
n∑
j=1
[
1 + κ‖∇ej+1i ‖2
]
+ C∆t
n∑
j=1
(‖ej+11 ‖1/2‖∇ej+11 ‖1/2 + ‖ej+12 ‖1/2‖∇ej+12 ‖1/2)‖∇ej+1i ‖2 (5.5)
Theorem 5.3 (Accuracy of Correction Step). Let the assumptions of Theorems 4.2 and 5.1 be
satisfied. Then ∃C > 0 independent of h, ∆t such that for any n ∈ {0, 1, 2, · · · ,M − 1 = T∆t − 1},
the solution u˜n+1i of (2.5) satisfies
‖un+1 − u˜n+1‖2 + (ν + νT,1)∆t
n+1∑
j=1
‖∇(uj1 − u˜j1)‖2 + (ν +H2)∆t
n+1∑
j=1
‖∇(uj2 − u˜j2)‖2
≤ C (h4 + h2∆t2 + ν4T,1 + ν2T,1∆t2 + ν4T,1 + ν2T,2∆t2 + (∆t)4) (5.6)
6 Computational Test
For a verification of the proposed convergence results and a complete accuracy comparison of SAV-
DDC and AV-DDC, a manufactured true solution in Ω = Ω1 ∪ Ω2 with Ω1 = [0, 1] × [0, 1] and
Ω2 = [0, 1]× [0,−1] will be employed:
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u1,1 = aν1e
−2tx2(1− x)2(1 + y) + ae−tx(1− x)ν1/
√
κa
u1,2 = aν1e
−2txy(2 + y)(1− x)(2x− 1) + ae−ty(2x− 1)ν1/
√
κa
u2,1 = aν1e
−2tx2(1− x)2(1 + ν1
ν2
y)
u2,2 = aν1e
−2txy(1− x)(2x− 1)(2 + ν1
ν2
y).
Pressures in both domains are taken to be zero everywhere. Also, forcing functions and initial and
boundary values are computed so that they comply with the given manufactured true solutions.
The interface drag coefficient κ = 1, and the final time T = 1 are fixed through computations, as we
change a, ν1, and ν2 from one computation to the other; this way computations can be performed for
varying Reynolds numbers. Instead of creating a new coarse mesh for the projections of gradients,
one can choose a less degree polynomials, see [32]. Therefore, Taylor-Hood finite elements (P2/P1)
for the velocity and pressure pairs are chosen while projections are taken onto P1 finite element
space. Also discretization parameters, h, ∆t and the eddy viscosity parameter νT have been initially
set to the same quantity 1/8 and halved all together. As a result, a first order of accuracy is
expected with the first step approximation while a second order of accuracy should be obtained with
the correction step.
For the first (i = 1) and the correction (i = 2) step approximations, uhi and the true solution, u
define global errors (total error in two sub-domains as a whole) by:
||ei||L2 = ||u− uhi ||L2(0,T ;L2(Ω)),
||ei||H1 = ||u− uhi ||L2(0,T ;H1(Ω)).
First Step Correction Step
1/h ||e1||L2 CR ||e1||H1 CR ||e2||L2 CR ||e2||H1 CR
8 3.72374e-03 - 3.05238e-02 - 1.60148e-03 - 1.53617e-02 -
16 2.38974e-03 0.64 2.24897e-02 0.44 7.01101e-04 1.19 6.26516e-03 1.29
32 1.40266e-03 0.77 1.13031e-02 0.99 2.52251e-04 1.47 2.22988e-03 1.49
64 7.70160e-04 0.86 6.23816e-03 0.86 7.79316e-05 1.69 6.91693e-04 1.69
Table 1: Errors and Convergence Rates (CR) with AV-DDC, ν1 = 0.5, ν2 = 0.1, a = 1.
First Step Correction Step
1/h ||e1||L2 CR ||e1||H1 CR ||e2||L2 CR ||e2||H1 CR
8 1.13217e-03 - 1.20279e-02 - 5.43879e-04 - 8.87426e-03 -
16 4.01572e-04 1.50 3.87974e-03 1.63 1.27978e-04 2.09 2.25343e-03 1.98
32 1.52022e-04 1.40 1.38604e-03 1.48 2.88961e-05 2.15 5.62279e-04 2.00
64 6.13662e-05 1.31 5.65840e-04 1.29 6.66311e-06 2.12 1.40459e-04 2.00
Table 2: Errors and Convergence Rates (CR) with SAV-DDC, ν1 = 0.5, ν2 = 0.1, a = 1.
First Step Correction Step
1/h ||e1||L2 CR ||e1||H1 CR ||e2||L2 CR ||e2||H1 CR
8 2.35046e-02 - 1.82484e-01 - 1.99361e-02 - 1.58978e-01 -
16 2.06881e-02 0.18 1.62522e-01 0.17 1.46014e-02 0.45 1.23171e-01 0.37
32 1.57385e-02 0.39 1.29466e-01 0.33 8.10514e-03 0.85 7.98903e-02 0.62
64 1.04041e-02 0.60 9.24185e-02 0.49 3.67593e-03 1.14 4.67579e-02 0.77
Table 3: Errors and Convergence Rates (CR) with AV-DDC, ν1 = 0.005, ν2 = 0.001, a = 1/ν1.
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First Step Correction Step
1/h ||e1||L2 CR ||e1||H1 CR ||e2||L2 CR ||e2||H1 CR
8 9.40918e-03 - 8.09756e-02 - 7.62025e-03 - 6.96130e-02 -
16 3.77792e-03 1.32 3.68978e-02 1.13 2.57658e-03 1.56 2.94766e-02 1.24
32 1.25924e-03 1.59 1.43057e-02 1.37 6.59626e-04 1.97 1.08124e-02 1.45
64 4.15235e-04 1.60 5.05508e-03 1.50 1.49754e-04 2.14 3.52645e-03 1.62
Table 4: Errors and Convergence Rates (CR) with SAV-DDC, ν1 = 0.005, ν2 = 0.001, a = 1/ν1.
Tables 2-4 clearly illustrate that SAV-DDC achieves the proposed order of accuracies. Even
though AV-DDC should likewise provide the same order of accuracy, errors due to this method are
significantly high compared to that of SAV-DDC. This can be associated with introducing the AV
on all scales, which reduces spatial accuracy. On the other hand, using SAV instead of the first step
seems to accelerate convergence and produce better accuracy results.
Next, we present computational results for a qualitative comparison of AV-DDC and SAV-DDC.
The problem has been constructed so that a parabolic inflow in the top domain passes a circular
(cylindrical) obstacle, see the domains in the Figure 1. The lower domain of the problem is a 4× 1
rectangle. Also, the top domain is a 6× 1 rectangular channel with a circle of radius 0.05 centered
at (1, 0.5). The horizontal boundary of the top domain extends 1 unit from each side beyond the
interface intending to improve the corner compatibility.
Figure 1: Flow domains
Parabolic flow with an average speed 1 are strongly enforced on all boundaries of the top domain
except on the interface (i.e., velocity on the horizontal boundaries except on the interface is zero).
Also, the same parabolic inflow is taken to be the initial velocity profile in the whole top domain.
No-slip boundary conditions on all the walls of the lower domain have been implemented (except on
the interface). The fluid in the lower domain is at rest initially, i.e., there is no flow. Additionally,
the problem parameters have been chosen as in Table 5.
ν1 ν2 κ T ∆t dofs νT,1 = νT,2
1e-03 1 1 20 0.01 19748(in Ω1) - 6511(in Ω2) 0.01
Table 5: Problem parameters
Proceeding without a benchmark problem result, we do not have firm expectations from the
flow. On the other hand, we can roughly predict possible outcomes based on our expertise with one
domain flows. The setup on the top domain has been extensively used for a qualitative assessment
of fluid flows, see, e.g., [21, 35, 36]. By choosing Re = 100, two vortices start to develop behind
the cylinder, they then separate into the flow, and then, a vortex street forms. Additionally, the
construction on the lower domain is similar to the known lid-driven cavity problem that has a varying
velocity pattern on the lid due to the possible eddies above. Consequently, we expect to observe a
vortex street formation on the top domain and its influence on the lower domain.
Counter plots of the velocity magnitude with AV-DDC and SAV-DDC are posted in the Figure 2.
These plots illustrate that AV-DDC produces too dissipate results to capture vortex street formation
on the top domain; it reaches a steady-state after t = 4. Consequently, we cannot expect completely
accurate results in the lower domain. On the other hand, AV-DDC and SAV-DDC seem to produce
slightly similar results in the deep lower domain after t = 8. This can be attributed to the mean flow
character of the top domain; upon neglecting eddies, fluid flows horizontally from left to right at a
certain speed. However, SAV-DDC seems to respond to the turbulent flow above the lower domain,
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which is not apparent with AV-DDC. In other words, flow speeds below and above the interface
alter mutually, especially after t = 6.
(a) AV-DDC at t=2 (b) SAV-DDC at t=2
(c) AV-DDC at t=4 (d) SAV-DDC at t=4
(e) AV-DDC at t=6 (f) SAV-DDC at t=6
(g) AV-DDC at t=8 (h) SAV-DDC at t=8
(i) AV-DDC at t=10 (j) SAV-DDC at t=10
Figure 2: Expected velocity magnitude contours with AV-DDC and SAV-DDC
7 Conclusion
In this paper, we develop a defect-deferred correction method based on subgrid artificial viscosity
type stabilization in the predictor step for fluid-fluid interaction problems. While defect-deferred
correction algorithms with this type of stabilization yields an unconditional stability and second-
order convergence rate, with SAV-DDC, efficient and physically more credible approximations are
obtained. The numerical examples illustrate the promise of the method when compared with the
12
traditional AV based DDC method.
References
[1] M. Roberts and H. Hewitt and P. Hyder and D. Ferreira and S. Josey and M. Mizielinski and A.
Shelly, Impact of ocean resolution on coupled air-sea fluxes and large-scale climate, Geophysical
Research Letters, vol. 43, pp.430-438, 2016.
[2] L. Renault and J. Molemaker and J. McWilliams and A. Shchepetkin and F. Lemarie´ and D.
Chelton and S. Illig and A. Hal, Modulation of wind-work by oceanic current interaction with
the atmosphere, J. Phys. Oceanography, vol. 46, pp.1685-1704, 2016.
[3] M. Aggul, J. Connors, D. Erkmen, and A. Labovsky, A Defect-Deferred Correction Method for
Fluid-Fluid Interaction, SIAM J. Numer. Anal., vol. 56, pp. 2484-2512, 2018.
[4] A. Beljaars and E. Dutra and G. Balsamo, On the numerical stability of surface-atmosphere
coupling in weather and climate models, Geoscientific Model Development, vol. 10, pp. 977-989,
2017.
[5] F. Lemarie´ and F. E. Blayo and L. Debreu, Analysis of ocean-atmosphere coupling algorithms:
consistency and stability, Procedia Computer Science, vol. 51, pp. 2066-2075, 2015.
[6] J.-L. Lions, R. Temam and S. Wang, Models of the coupled atmosphere and ocean (CAO I),
Computational Mechanics Advances, Vol. 1 (1993), pp. 5-54.
[7] J.-L. Lions, R. Temam and S. Wang, Numerical analysis of the coupled atmosphere ocean models
(CAO II), Computational Mechanics Advances, Vol. 1 (1993), pp. 55-119.
[8] D. Bresch and J. Koko, Operator-splitting and Lagrange multiplier domain decomposition meth-
ods for numerical simulation of two coupled Navier-Stokes fluids, Int. J. Appl. Math. Comput.
Sci., Vol. 16(4), 2006, pp. 419–429.
[9] J. Connors, J. Howell and W. Layton, Partitioned timestepping for a parabolic two domain
problem, SIAM Jour. Num. Anal., Vol. 47, No. 5, 2009.
[10] J. Connors, J. Howell and W. Layton, Decoupled time stepping methods for fluid-fluid interac-
tion, SIAM Jour. Num. Analysis, Vol. 50, No. 3, 2012, pp. 1297-1319.
[11] Y. Zhang, Y. Hou and L. Shan, Stability and convergence analysis of a decoupled algorithm for
a fluid-fluid interaction problem, SIAM Journal on Numerical Analysis, Vol. 54, No. 5 (2016),
pp. 2833-2867.
[12] M. Aggul and F. G. Eroglu and S. Kaya and A. E.Labovsky, A projection based variational
multiscale method for a fluid-fluid interaction problem, Comput. Methods Appl. Mech. Engrg.,
vol. 365, 2020.
[13] P. W. Hemker, Mixed defect correction iteration for the accurate solution of the convection
diffusion equations in: Multigrid Methods, Springer LNM vol. 960 (eds.: W. Hackbusch and V.
Trottenberg), Springer, Berlin, 1982.
[14] K. Bo¨hmer, P. W. Hemker, H. J. Stetter,The defect correction approach, in Defect Correction
Methods. Theory and Applications, Springer Verlag, 1984, pp. 1–32.
[15] V. Ervin and W. Layton, A study of defect correction, finite difference methods for Convection
Diffusion Equations, SIAM Journal on Numerical Analysis, Vol. 26, pp. 169-179, 1989.
[16] P. W. Hemker and B. Koren,Multigrid defect correction and upwind schemes for the steady
Navier-Stokes equations, in: Num. Meth. for Fluid Dynamics III, Clarendon Press, pp. 153-
170, 1988.
13
[17] P. W. Hemker and B. Koren,Defect correction and nonlinear multigrid for the steady Euler
equations, in: Advances in C. F. D. , Cambrigde Univ. Press, 1992.
[18] S. Kaya and W. Layton and B. Riviere, Subgrid Stabilized Defect Correction Methods for the
Navier-Stokes Equations, SIAM Journal on Numerical Analysis, Vol. 44, pp. 1639-1654, 2006.
[19] H. J. Stetter, The defect correction principle and discretization methods, Numerische Math-
ematik, vol. 29(4), pp. 425-443, 1978.
[20] A. Dutt, L. Greengard, V. Rokhlin, Spectral Deferred Correction Methods for Ordinary Differ-
ential Equations, BIT 40 (2), pp. 241-266, 2000.
[21] M. Aggul, A. Labovsky, A High Accuracy Minimally Invasive Regularization Technique for
Navier-Stokes Equations at High Reynolds Number, Numerical Methods for Partial Differential
Equations, vol. 33(3), pp. 814-839, 2017.
[22] D. Erkmen, A. Labovsky, Defect-Deferred Correction Method for the Two-Domain Convection-
Dominated Convection-Diffusion Problem, Journal of Mathematical Analysis and Applications,
vol. 450(1), pp. 180-196, 2017.
[23] D. Erkmen, A. Labovsky, A connection between subgrid scale eddy viscosity and mixed methods,
Appl. Math. and Comput., vol. 133, pp. 147-157, 2002.
[24] J. L. Guermond, Stabilization of Galerkin approximations of transport equations by subgrid
modelling, M2AN, vol. 33, pp. 1293-1316, 1999.
[25] T. J. R. Hughes and L. Mazzei and K. E. Jansen, Large eddy simulation and the variational
multiscale method, Comput. Visual Sci., vol. 3, pp. 47-59, 2000.
[26] Y. Maday and E. Tadmor, Analysis of spectral vanishing viscosity method for periodic conser-
vation laws, SIAM Journal on Numerical Analysis, Vol. 26, pp. 854-870, 1989.
[27] N. Ahmed, T.C. Rebollo, V. John and S. Rubino, A Review of Variational Multiscale Methods
for the Simulation of Turbulent Incompressible Flows, Arch. Comput. Methods Engrg., Vol. 24,
pp. 115-164, 2017.
[28] M. Aggul, Defect-Deferred Correction Method Based on a Subgrid Artificial Viscosity Modeling,
arxiv, 2020.
[29] V. Girault and P. A. Raviart, Finite element approximation of the Navier-Stokes equations,
Lecture Notes in Mathematics 749, Springer-Verlag, 1979.
[30] J. Smagorinsky, General circulation experiments with the primitive equations,Mon. Wea. Rev.,
vol. 91, pp. 99-164, 1963.
[31] Stephen B. Pope, Turbulent flows, Cambridge University Pres, 2000.
[32] V. John and S. Kaya, A finite element variational multiscale method for the Navier-Stokes
equations, SIAM J. Sci. Comput., vol. 26, pp. 1485-1503, 2005.
[33] G. P. Galdi, An Introduction to the Mathematical Theory of the Navier-Stokes Equations,
Springer Tracts in Natural Philosophy, Volume I, Springer-Verlag, New York, 1994.
[34] J. Heywood and R. Rannacher, Finite element approximation of the nonstationary Navier-
Stokes equations, Part II: Stability of solutions and error estimates uniform in time,SIAM J.
Numer. Anal., vol. 23, pp. 750-777, 1986.
[35] A. L. Bowers and T. Kim and M. Neda and L. G. Rebholz and E. Fried, The Leray-
αβ-deconvolution model: Energy analysis and numerical algorithms, Appl. Math. Mod., vol.
37, pp. 1225-1241, 2013.
[36] V. John, Int. J. Numer. Methods Fluids, Reference values for drag and lift of a two-dimensional
time-dependent flow around a cylinder, vol. 44, pp. 777-788, 2004.
14
