limited by their assumption of plane-parallel, and frequently static, structures.
The variety of deconvolutions involved in the construction and intercomparison of empirical and theoretical models is another source of difficulty in model testing. A new procedure for studying flare energy input is suggested whereby the required input is derived from the empirical model chromosphere;
this procedure is applied to the electron-heated case, and it is found that the integral equation defining the flare energy the empirical or (which is not entirely equivalent -see §ill) be used to predict a spectrum for direct comparison with observations. Recent work (Machado and Emslie 1979; Lites and Cook 1979; Machado et al. 1980--hereafter MAVN) on empirical models has established marked discrepancies between these and theoretical models, particularly those inwhich the hypothetical energy input is particle beam collisions (e.g. Brown 1973, Brown, Canfield and Robertson L978--hereafter BCR; LaBonte 1978; Machado, Emslie, and Brown 1978) . Not only is there a quantitative discrepancy in the parameters required to describe the theoretical energy input (e.g. electron flux) and the observations (e.g.
Ha brightness) of part of a particular flare (see BCR) but also qualitative differences between the general form of empirical and theoretical structures for any input parameters. In this paper we discuss possible sources of these discrepancies with a view to clarifying the most important areas for future work on this problem. Our discussion is concerned mainly with models of the chromosphere, and specifically electron-heated models.
-4-
The problem of the optically thin corona and transition region has been discussed recently by Machado and Emslie (1979) and that of the temperature minimum region by Machado, Emslie, and Brown (1978) . However, many of our remarks on the sources of discrepancy in the chromosphere are equally applicable to these regions and to models heated by other forms of energy input, such as soft X-ray irradiation (Somov 1975; Machado 1978 ). * Fisure 1
In Figure I (from MAVN )
we compare the empirical models derived from Skylab ATM data with the electron heated (BCR) theoretical models.
The main discrepancies are:
(i) The BCR models have higher temperatures in the mid-chromosphere (T % 10 4 K, h 1100 km) and much more material with 104 < T < 2 x 10 4 K
(ii) The transition region in the BCR models occurs considerably higher in the atmosphere than in the empirical models. Indeed for small electron fluxes the BCR transition region occurs higher in the flaring atmosphere than in the quiet sun (Machado and Emslie 1979 ).
In the region h = 800-1100 km (T = 8 x 103 -10 4 K) the BCR and empirical models have similar temperatures; to that extent the BCR models are locally plausible, reproducing observed Ha profiles when a moderate amount of horizontal inhomogeneity (see §IIc), consistent with the filling factor of the Ha spectrograph slit, is included. (Note however that the electron flux needed to obtain this agreement is S 1/10 of that required for thick target interpretation of hard X-rays from the same flare -BCR.) Nevertheless such a spatially localized regime as that of Ha formation clearly cannot be expected to provide an adequate empirical test of a model energy input.
Furthermore (see §IIb) a localized treatment is not satisfactory theoretically either. It is therefore essential to take a global view in modeling of the chromosphere, and indeed of the whole atmosphere.
In 5II we consider the possible sources of the discrepancies outlined above and discuss the global radiative transfer problem more fully. In §III we discuss the nature of the intercomparison process itself and how it renders estimation of uncertainties difficult. We then suggest a new intercomparison technique which allows estimation of these uncertainties; this technique involves computing the required energy input for a given empirical atmosphere structure, rather than constructing a theoretical model atmosphere based on a prescribed hypothetical flare energy input. In §IV we apply this technique to MAVN empirical flare data and discuss the results obtained. The BCR models included no thermal conduction on the grounds that conductive heating (or cooling) is negligible at the low temperatures and temperature gradients where Ha forms (see Brown 1974 Brown , 1977 . We have checked this assumption directly for both the theoretical and empirical models and find (see §III) that for T < 12000 K the conductive term
is totally negligible compared to the radiative losses there so that an external input is needed. This is contrary to claims by Svestka (1970) , Shmeleva and Syrovatskii (1973) , and Davis, Kepple, and Strickland (1977) that local conductive deposition can balance chromospheric radiative losses during the post-flash phase of the flare. At first sight this also appears contrary to the statement by Machado and Emslie (1979) that "thermal conduction alone is sufficient to produce the observed flare enhancements at all atmospheric levels, in particular in the chromosphere".
However, it turns out that in the proper, global, approach to the theoretical modeling, it is essential to include conduction in the hotter layers 
III. CONVOLUTIONS AND STABILITY IN MODEL BUILDING
An unsatisfactory aspect of current empirical models is that they give no error bars on T(h) so that any comment on their compatibility with theore- '. Courant and Hilbert 1953, pp. 158-159) .
In terms of the original variables, is precisely the region of greatest interest to our present study, we do not consider it appropriate to use the Basri et al. (1979) model to obtain I (N) . We therefore have no alternative but to neglect I (N) and rest trict ouir attention to regions of the atmosphere in which I a may be 
E2
1x/] dx(5 a 2 7T j2 0f f A (see Brown 1971). In the evaluation of this integral there is a truncation error at the upper limit, since we only have data up to x (30N /E 2 -l)2/' max max o *where N mxis the largest column density for which data is available. This truncation error will only seriously affect the determination of F 0(E 0) near
E0
(30 ma )-2 , which is well outside the range of E 0values for which a spectrum is to be determined (see below); thus it does not affect the results to follow. Note the hardening in the electron spectrum above around 300 keV, corresponding to N= 10 22cm-2_ cf. the lower integral limit in equation (4). This is attributable in part to our neglect of I a9 as noted above, but is certainly also in part representative of the strong heating observed near the temperature minimum which cannot be explained by non-thermal electron bombardment (Machado, Emslie, and Brown 1978 From these results and their uncertainties we conclude that heating by an electron beam with a power law injection spectrum fits the observations extremely well over tile atmospheric domain concerned; however, the scatter in the few data points used prevents us from deriving the required electron flux F, with an accuracy better than about half an order of magnitude. We also note that the value of in eq. (8) is much larger than the -=4 used by BCR. This explains the higher temperatures (compared to the MAVN models) found by BCR in the Ha formation region (i); see comments in iII on the effect of different S on the variation of the energy deposition rate with depth. With this in mind, we note, however, that the electron injection parameters (8) are entirely consistent with those required for hard X-ray bursts in large events (Hoyng, Brown, and -2l-van Beek 1976) 
