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ABSTRACT 
The application of hyperbolic plane rotations to the least squares downdating 
problem arising in windowed recursive least squares signal processing is studied. A 
forward error analysis is given to show that this algorithm can be expected to perform 
well in the presence of rounding errors, provided that the problem is not too ill 
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conditioned. The hyperbolic rotation algorithm is shown to be forward (weakly) stable 
and, in fact, comparable to an orthogonal downdating method shown to be backward 
stable by Stewart. It is shown in detail how the method’s accuracy depends upon the 
conditioning. Numerical comparisons are made with the usual method based upon 
orthogonal rotations as implemented in LINPACK. Both methods have the important 
advantage over the classical normal equations approach that they can be effectively 
implemented on special purpose signal processing devices requiring shorter word- 
lengths. However, the hyperbolic rotation requires n2 fewer multiplications and 
additions for each downdating step than the orthogonal rotation method, where n is 
the number of least squares filter coefficients. In addition, it is more amenable to 
implementation on a variety of vector and parallel machines. In many signal processing 
applications n is not large, and if n processors are available, then the downdating 
process can be accomplished in 2n time steps by the hyperbolic rotation method. 
1. INTRODUCTION 
As the techniques of least squares prediction and estimation find greater 
applicability in terms of fast recursive filters, it becomes increasingly im- 
portant to understand the mathematical properties of these fast algorithms. In 
this paper a method for windowed recursive least squares filtering by use of 
certain hyperbolic rotations (to be defined later) is analyzed in detail. Two 
specific applications in speech processing are discussed (fast echo cancella- 
tion and fast waveform encoding). However, the potential applications here 
are very broad and encompass adaptive antennas and beamforming [23, 27, 
301, data communications and modem design [ll], and systems identification 
[21], to name just a few. 
Much of our motivation for beginning this study comes from a recent 
paper by Rader and Steinhardt [27] in which the use of a class of hyperbolic 
transformations, analogous to Householder transformations, was studied and 
applied to recursive filtering techniques in an adaptive antenna application. 
However, unlike the approach taken in [27], we separate the addition and 
deletion of data into two distinct processes in the recursive computations, and 
then relate the two processes. Conditioning considerations are also discussed, 
and a detailed error analysis is provided herein. 
We also point out the recent work of Delosme and Ipsen [14], who used 
hyperbolic rotations to factorize a symmetric positive definite matrix. In 
addition, they showed that such methods can be adapted to execution on 
systolic-type parallel processing architectures. Among the other benefits of 
hyperbolic factorization methods is that, as in the case with orthogonal 
factorizations, they require shorter digital wordlengths [3, 271 for implemen- 
tation than do direct methods based upon solution of the classical least 
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squares normal equations. The current section continues with a review of the 
general least squares problem, including updating and downdating methods 
for recursive computations. 
Many of the most common problems in signal processing can be for- 
mulated as least squares solutions to the real valued matrix equation 
xw=s, (1.1) 
where s is a p X 1 vector, X is a p X n matrix with full column rank n, and w 
is an n X 1 vector. Specifically, consider the problem of finding the w such 
that 
IIS - WI2 04 
is minimized. [In (1.2) and throughout this paper, ]I. 11 denotes the Euclidean 
vector norm defined by ]/xl] = (~rx)i/~.] The least squares solution w to (1.2) 
then minimizes the Euclidean length of the residual vector 
r=s-Xw. 
It is straightforward to show that r must be orthogonal to the columns of X; 
i.e., XTr = 0, so that w is the solution to the normal equations 
cw = s’, (1.3a) 
where 
c=xTx, s’= xTs. (1.3b) 
The matrix C in (1.3) is then symmetric positive definite and can be factored 
into 
C= RTR, 0.4) 
where R is n X n and upper triangular. One popular method of performing 
this factorization is the Cholesky decomposition [20]. The matrix R is unique 
up to the signs of the rows. The solution w to (1.3) is then obtained by 
solving the triangular systems 
RTV = s’ > Rw=v, (1.5) 
where v is an intermediate vector. 
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It is also known that R in (1.4) can be computed by a product of 
orthogonal transformations applied to the columns of X; that is, 
R=QX, Q'Q = 1, 0.6) 
where Q is a p x p matrix. Then, since orthogonal transformations leave the 
Euclidean norm invariant, w is obtained by solving the triangular system 
Rw = Qs. (1.7) 
In our applications to signal processing, the vector w is called the 
(transversal) filter. Very often it is required to recalculate the filter w where 
observations (i.e., the equations) are successively added and deleted from the 
linear system (1.1). The addition of a row vector yT to X is called updating 
X, whereas the deletion of a row zT from X is called downdating. In these 
situations we seek to solve the modified least squares problem 
minimize r2 = 11s - XW112 (1.8) 
for the modified least squares vector W, where x denotes the results of 
adding and/or deleting a row of X, and S denotes the corresponding 
modification to s. Clearly, we should be able to compute W by modifying the 
factor R to E in (1.4) and (1.6) without performing a complete recalculation. 
In particular, we will consider only algorithms involving O(n’) rather than 
0( n3) or 0( pn2) operations. 
There are three critical issues of concern to us in computing the modified 
factors R: 
(1) The modification should be computed using as short a computer 
wordlength as possible, subject to certain accuracy constraints. Thus, comput- 
ing R from the normal equations matrix c= XTX is excluded. 
(2) The numerical solution used should be accurate up to the limitations 
of the conditioning of the problem. 
(3) Subject to the constraints of (1) and (2), the modification should be 
performed in as few operations as possible. 
For our purposes we can consider the updating and downdating problems as 
separate processes, both of which occur at each recursive time step. The 
updating problem is known to have a straightforward resolution [20]. Without 
loss of generality we may assume that the additional data vector y and scalar 
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CI are appended to the end of X and s, forming 
x=[;*], +[;I. 
7 
(1.9) 
It follows that 
and thus the Cholesky factor R of X can be calculated by applying 
orthogonal rotations to 
R 
[ 1 YT in order to reduce the row vector yT to zero. Of 
course, the same orthogonal rotations must also be applied to the right hand 
side vector S in (1.9). More precisely, if 
qT] = [fT], @=S’, (1.10) 
where QTQ = 1, then 
Consequently, the updated least squares vector W is the solution to the 
triangular system 
Notice that the orthogonal rotations can be applied in (1.10) so that the 
upper triangular form of R is preserved, since they operate only on distinct 
rows of R. It is then easy to see that no more than 4n2 + O(n) multiplica- 
tions and additions and n square roots are needed to update R to R. Here we 
count multiplications and additions separately. In addition, this orthogonal 
updating scheme is known to be stable (i.e., rounding errors are not mag- 
nified [22, 34]), and it is implemented in LINPACK as subroutine SCHUD (see 
Dongarra, Bunch, Moler, and Steward [15]). Since accuracy can be expected 
for these updating computations using orthogonal transformations, attention 
is directed to the downdating problem for the remainder of this paper. 
The downdating problem for least squares is that of removing the effects 
of an observation, that is, or removing a row zT from X and a corresponding 
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scalar y from s. Without loss of generality, let zT be the last row of X, so that - 
if 2 is the downdated matrix. then X can be written as 
- 
x= x 
[ I ZT (1.11) 
For the orthogonal factorization of X given by (1.6), it follows that 
c= jqTE= x’x - zzT= Rqj - ZZT. (1.12) 
The downdating problem is now to use the Cholesky factor R of XTX to 
compute the downdated Cholesky factor R of XTX in O(n’) operations. But 
now the orthogonal rotation scheme given by (1.10) does not directly apply, 
due to the negative sign of zzT. 
An algorithm involving real orthogonal rotations for this downdating 
problem was proposed by Gill, Golub, Murray, and Saunders [18] and was 
analyzed in detail by Steward [32]. This algorithm has been implemented in 
LINPACK as subroutine SCHDD. The purpose of our paper is to study an 
alternative to this algorithm, based upon hyperbolic rather than orthogonal 
rotations. This type of approach to downdating was first discussed by Golub 
[ 191 and was further studied by Chambers [9], whose modified version of the 
algorithm is quoted in Lawson and Hansen [22, pp. 224-2321. It will be seen 
that this hyperbolic rotation algorithm requires n2 fewer additions and 
multiplications for each downdating step than the orthogonal rotation scheme 
and that it is stable up to the limitations imposed by the conditioning of 3. 
We will be concerned first with downdating R to R. We will deal later with 
the complete downdating calculations for recalculating the least squares 
parameters. 
For discussing hyperbolic plane rotations, we define a matrix H to be 
pseudoorthogonal if for some signature matrix S = diag( + 1) we have 
HSHT= S. 
Pseudoorthogonal matrices have been studied in the context of eigenvalue 
computations by Brebner and Grad [6], Bunse-Gerstner [8], and Elsner [16]; 
in the context of the Cholesky factorization of a symmetric positive definite 
matrix by Delosme and Ispen [14]; and, much earlier, in the context of 
relativity, by Pauli [26]. In particular, hyperbolic matrix transformations have 
been applied directly in signal processing by Ahmed, Ang, and Morf [l], by 
Ahmed, Delosme, and Morf [2], and more recently by Rader and Steinhardt 
[271. 
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A special symmetric 2 X 2 pseudoorthogonal matrix H, can be written as 
for any 0, since 
H,= 
[- 
cash f3 - sinh 8 
sinh 8 1 coshd ’ (1.13) 
Transformations of the form (1.13) will be called hyperbolic rotations. It is 
well known that hyperbolic rotations can be used to zero selected compo- 
nents of a vector, and that if HA denotes the result of applying a sequence of 
hyperbolic rotations to the matrix A, then H is psuedoorthogonal. 
A key observation for the downdating problem is that on setting 
S=diag(l,l,..., -l), (1.14) 
it follows from (1.12) that 
- 
c=jfTX=xT~-~~~= 
[ 1”1’]“[>]’ 
In particular, if R is the Cholesky factor of XrX, then 
(1.15) 
(1.16) 
Consequently, if a pseudoorthogonal matrix H is found so that HSHT = S 
and 
(1.17) 
where R is upper triangular, then it follows from (1.5), (l.lS), and (1.17) that 
CT= [rTITs[g] = [fT]T~~H~[rT] = [f]‘s[f], 
so that 
-- 
c= RTR. (1.18) 
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Thus, E is the Cholesky factor of c, and consequently the hyperbolic 
rotation approach to downdating the Cholesky factor is in a sense analogous 
to the updating process discussed earlier. 
Applications of this study are developed in the next section for our area of 
interest, speech processing, where fast echo cancellation and fast waveform 
encoding are discussed. The use of orthogonal plane rotations to solve the 
downdating problem by the orthogonal rotation algorithm implemented in 
LINPACK is reviewed in Section 3. The hyperbolic rotation algorithm is 
constructed in Section 4, and the important considerations of conditioning of 
the problem and accuracy are discussed in Section 5, where it is shown that 
the algorithm is forward stable and thus can be expected to perform well in 
the presence of rounding errors, provided that the downdating problem is not 
too poorly conditioned. Numerical examples reported on in Section 5 sub- 
stantiate our error bounds. Finally, Section 6 contains a summary of the 
paper, comparisons between the two algorithms contained herein, and some 
comments on future directions for research. 
2. SPEECH PROCESSING FILTERS 
With the advent of systolic arrays and other VLSI architectures, the 
techniques of linear algebra and matrix computations have become feasible 
for real time applications in signal processing. This section illustrates how the 
previously described least squares updating and downdating methods can be 
applied to problems in speech processing. Other important applications exist, 
for example, in the sidelobe canceler for array signal processing [27]. In the 
current paper, two examples in speech processing will be investigated which 
will display our approach. 
2.1. Speech Echo Cancellation 
Least squares techniques have been shown to be very important for 
canceling echoes on telecommunications networks [ll, 291. A basic block 
diagram is shown in Figure 1. To formulate the echo cancellation problem in 
the form required by (1.3), consider the problem of predicting s(i), the ith 
sample of the returned echo, using a linear combination of the n most recent 
input speech samples x(i) through x( i - n + 1). The least squares transversal 
filter w,(m) for echo cancellation is that filter which minimizes the error 
measure 
c(m) = e’(rn)e(m), (2.1) 
t 
TRANSVERSAL 
FILTER 
wk (d 
j(m) _ 
e(m) A s(m) 
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FIG. 1. Identification of unknown system, h,, using transversal filter w~( m). 
where e(m) is the p-component vector 
e(m) = [e(m-p+l)m),e(m-p+2~m),...,e(i~m),...,e(m~m)]T 
(2.2) 
Since this is a time-recursive problem the m argument denotes the time 
variable m. Concerning notation, the error e( ilm) in (2.2) is the error in 
predicting s(i), the echo sample at time i using w,(m), the LS filter 
computed at time m: 
e(ilm)=s(i)- i w,(m)x(i-kfl), 
k=l 
(2.3) 
where the wk(m) are the components of w,(m). Thus, from (2.2) it is seen 
that only the data in the p-sample “window” affect the computation of the 
least squares filter at time m; that is, the effects of earlier data are completely 
deleted. By expanding (2.3) it is straightfonvard to show that the entire error 
vector can thus be written as 
e(m) = s(m) - x(m)w,(m), (2.4) 
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where s(m) is the p-component windowed vector of echo samples 
s(m)= [s(m-p+l),s(m-p+2),...,s(m)]’ (2.5) 
and X(m) is the p x n observation matrix 
x(m-p) ... x(m-p--n+2) 
X(m) = 
x(m-2) ... x(m - n) 
1 
. (2.6) 
x(m-1) ... x(m-n+l) 
Equation (2.4) is in exactly the form required by (1.2) where r = e(m), 
s = s(m), X = X(m), and w = w,,(m). Therefore, the least squares filter 
wn( m ) is the solution to the equation 
XT(m)X(n)w,(m) =X?‘(m)s(m), (2.7) 
which is exactly (1.3a) with X=X(m), w = w,,(m), and s=s(m). For 
notation purposes, let 
C=XT(m)X(m). (24 
This problem must be solved in real time and then solved again and again, 
with newly observed speech samples, since the data, of course, will not be 
stationary. 
Now suppose it is desired to update the least squares filter to the correct 
solution w,,( m + 1) at time m + 1 using a sliding data window. In the least 
squares formulation this requires minimizing the “length” of the new p-com- 
ponent error vector 
e(m+l) = [e(m-p+2(m+l),...,e(i~m+l),...,e(m+llm+1)]T. 
(2.9) 
Note that every sample in e( m + 1) is different from each sample in e(m) in 
(2.2). 
Similarly to (2.4), this new error vector can be written as 
e(m+l)=s(m+l)-X(m+l)w,(m+l), (2.10) 
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where s( m + 1) is the vector of echo samples in the window at time m + 1, 
s(m+1)= [S(m-p+2),...,s(m),s(m+1)]T, (2.11) 
and X( m + 1) is the updated observation matrix 
x(m-p+2) x(m-p+1) ... 
1 
x(m-p-72+3) 
X(m+l)= : 
4m> x(m-1) ... 
x(m+l) r(m) . . . x(m - n +2) 1 
x(m--n+l) ’ 
(2.12) 
From (2.10), the least squares filter w,( m + 1) is given immediately as the 
solution to 
Cw,(m+l) =Xr(m+l)s(m+l), (2.13) 
where 
c=Xr(m+l)X(m+l). (2.14) 
To relate this problem to updating and downdating least squares compu- 
tations, define the matrix A as 
X(4 
A= yT(m+l) , I I zr(mt1) (2.15) 
where 
yr(m+l)= [x(m+l),x(m),...,x(m-n+2)] (2.16a) 
is the row of data which has been added to the “new” observation matrix, 
and 
z’(m+l)= [x(m-p+l),x(m-p),...,x(m-p-n+2)] (2.16b) 
is the row of data which has been deleted. It is now straightforward to show 
14 S. T. ALEXANDER ET AL. 
that c in (2.14) is given by 
c= ATSA, (2.17) 
where A is defined in (2.15) and the elements of the signature matrix S are 
given by S = diag(1, 1,. . . , 1, - 1). Using the previously computed Cholesky 
factor R(m) of X(m), the row y’(m + 1) can be zeroed by the stable 
updating procedure using orthogonal rotations discussed in Section 1. Let 
R(m) denote the previous Cholesky factor. Therefore, it immediately follows 
from Section 1 that for some pseudoorthogonal matrix H that 
(2.18) 
where R( m + 1) is the Cholesky factor for the updated c matrix. The 
updated solution w,(m + 1) then follows from solving (2.13) using the 
decomposition induced by applying the orthogonal and hyperbolic rotations 
to the matrix A given in (2.15). Consequently, the often ill-conditioned 
matrix c in (2.14) need never be formed explicitly. 
2.2. Speech Coding 
Another possible application area for hyperbolic transformations is the 
linear prediction of speech for coding and transmission [3, 171. The 32 Kbps 
ADPCM CCITT standard [13] is currently implemented using a simple adaptive 
predictor which is not a least squares predictor. Orthogonal and hyperbolic 
rotations offer the potential for enhancing speech quality at lower bit rates by 
solving for the least squares predictor in real time. 
The development of the linear prediction problem is similar to the echo 
cancellation application. Least squares linear prediction predicts the ith 
sample x(i) of a speech signal using a linear combination of the past n 
samples, producing the error 
e(i]m) =x(i) - i f,(m)r(i-k), 
k=l 
(2.19) 
where the fk(m) are the coefficients of the linear prediction filter valid at 
time m. Collecting the e(i(m) in the psample window into a vector gives 
the matrix representation 
e(m) =x(m) - X(m - l)f,(m), (2.20) 
LEAST SQUARES HYPERBOLIC ROTATION ALGORITHM 15 
where X(m - 1) is the matrix X(m) from (2.6) with m replaced by m - 1. 
That is, X( m - 1) is the previous observation matrix. The least squares filter 
solution f.(m) to (2.20) is immediately given by the solution to 
Cf,(m) = XT(m - 1)x(m), (2.21) 
where 
C=Xr(m-I)X(m-1). (2.22) 
At time m + 1 the scalar sample x(m) is included in the prediction. The 
effect on the new observation matrix at time m + 1 is that the row vector 
yr(m) = [x(m),x(m-l),...,x(m-n+l)]z (2.23a) 
is added to the new observation matrix, and the row vector 
zT(m)= [x(m-p),x(m-p+l),...,x(m-p-n+l)]T (2.2%) 
is deleted from the observation matrix. These vectors are similar to (2.16). 
Here, the matrix A from (2.15) becomes 
X(m-1) 
A= yT(m) . ! 1 (2.24) zT(m) 
3. DOWNDATING BY ORTHOGONAL ROTATIONS 
In this section we review, for the sake of comparison, an orthogonal 
rotation method for solving the downdating problem. The method was 
analyzed in detail by Stewart [32], who attributes the original algorithm to 
Saunders [28]. Further discussion of the method in the general context of 
modifying matrix factorizations was given by Gill, Golub, Murray, and 
Saunders [lS]. The method is implemented in LINPACK as subroutine SCHDD. 
We will be concerned here with the application of orthogonal transforma- 
tion matrices for zeroing selected components of a vector. In the 2 x 2 case, 
orthogonal plane rotations have one of two forms: 
[ 
C --s 
S c 1 (3.1) 
16 
or 
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with c = cos 8, s = sin 0 for some 17. Plane rotations of the form (3.1) are 
called Givens rotations, while plane reflections of the form (3.2) are called 
2 x 2 Householder reflections [20]. We will limit our discussions to Givens 
rotations. In general, these are rank 2 modifications to the identity matrix: 
I 
. . . 
G(i, j) = 
. . . 
1 : 
s . . . C 
(3.3) 
where the c and s entries are in the (i, i)th, (i, j)th, (j, i)th, and (j, j)th 
elements and 
c2 + s2 = 1. (3.4) 
It is a simple matter to zero a selected entry of a p-dimensional vector x. For 
example, if xi is not zero, then set 
h=@+x,2, ‘i xi c=- 
h’ 
s=--. 
h 
(3.5) 
It follows that the top component of G(i, j)x is zero, i.e., the ith component 
is eliminated. 
The construction of an orthogonal plane rotation by (3.5) requires 4 
multiplications and 1 square root. The application of orthogonal plane 
rotations to modify a matrix is known to be a very stable process, as shown by 
Wilkinson [34, pp. 131-1391. First, it can be shown that if (3.5) is applied to 
the computation of an orthogonal plane rotation, then the computed c and s, 
c” and I, satisfy 
iT= c(l+ CC), ICC] < 3.003/J 
and 
$=s(l+e,), ]es( < 3.003/-l 
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where p is the machine unit roundoff. In particular, if A = A, is p X n and 
matrices A,,..., A, = B are generated by the recursion 
Ai=fl(QiAi_i), i=l k ,..., , 
where Qi denotes a computed plane rotation matrix of the form (3.3) and 
fl( .) denotes the floating point representation on a machine with unit 
roundoff p, then there exist exactly orthogonal matrices Qj such that 
R=Q,...Q,(A+E) 
with 
where Ej and A j are the corresponding columns of E and A. Thus, B is an 
exact orthogonal modification of a matrix A + E which is “close” to A. In 
the present case, Wilkinson’s analysis strongly depends on the fact that 
llQll2 = K-‘II2 = 1 f or any orthogonal matrix Q, a property not shared by 
pseudoorthogonal matrices. This considerably complicates the error analysis 
of the hyperbolic rotation method for the downdating problem, as will be 
seen in Section 5. 
The orthogonal rotation method for the least squares downdating problem 
is described next. Recall that the downdating problem is to perform the 
following computations: Let X be p X n with rank n, and let R be the n X n 
upper triangular Cholesky factor Of XTX. Suppose a row, zr of X is removed, 
forming the (p - 1) X n matrix X. The purpose is to use R to compute the 
downdated Cholesky factor R for XT_?. As indicated earlier, (1. II denotes the 
Euclidean norm throughout this paper. 
1. 
2. 
3. 
4. 
ALGORITHM 1 (Orthogonal downdating). 
Solve the system arR = zr. 
Stop if l/all > 1. The downdated matrix X is rank deficient; that is, 
rankX<n. 
Compute p = \il - lla[l’. 
Fori=n,n-l,..., 1 determine orthogonal plane rotation matrices Qi of 
order n + 1 so that 
Qr Qn-lQn[;] = [:‘I. (3.6a) 
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If follows then that 
(3.6b) 
where R is the desired Cholesky factor of xr’x. 
The algorithm can be described more fully in terms of the vector 
a = RpTz. First, it is readily verified that 
XTX = XT/~ - xx?‘ = R*R - & 
is positive definite if and only if I- aaT is positive definite, that is, if and only 
if [la]\ < 1. Further, the orthogonal plane rotation matrices Qk, 1~ k < n, can 
be presented in terms of a. Let 
I 
1 . . . 
Qk=G(k,n+l)= ‘.’ ck .;’ . . . 
. . . Sk ... 
Then from (3.5) and (3.6a) it follows that 
h,=Jl- (a?+ ... +&,) @,=I) 
and 
(3.7) 
ak 
Sk=-. 
hk 
(3.8) 
As an aside, we observe here that numerical difficulties with the algorithm 
might be expected whenever h, becomes small and that this may occur when 
]lall is close to 1. This important observation is discussed fully in Section 5. 
Stewart [32] has shown that this algorithm is essentially backward stable 
by using Wilkinson’s error analysis [34] for applying orthogonal plane rota- 
tions. Thus it can be expected to produce accurate results for the Cholesky 
factor downdating problem, provided the problem itself is not too ill condi- 
tioned. As will be seen in Section 5, the downdating problem tends to 
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become ill conditioned when ]]?11-1]]2 is much larger than ]]R-‘11s. This can 
occur when the removal of the row zr from X produces an _% whose smallest 
singular value is much smaller than the smallest singular value of X, or, 
equivalently, when ]]a]] is close to 1, as shown in [32]. 
Since plane rotations are used in the orthogonal reduction (step 4 in 
Algorithm l), the upper triangular form of R is preserved throughout the 
process. It follows that this algorithm requires at most 5n2 + O(n) multiplica- 
tions and additions and n + 1 square roots. In the next section we point out 
how hyperbolic plane rotations can be used to solve this problem with n2 
fewer operations and 1 fewer square root at each downdating step. In a sense, 
this transforms the downdating computations into an algorithm that corre- 
sponds to the algorithm for the updating problem given by (1.10). This 
approach was evidently first discussed by Golub [19]. Chambers [9] gave a 
modified version of Golub’s algorithm which is reviewed in Lawson and 
Hanson [22, pp. 229-2321. 
4. DOWNDATING BY HYPERBOLIC ROTATIONS 
In this section we describe the scheme for applying hyperbolic rotations 
to the downdating problem. Recall from Section 1 that a matrix H is 
pseudoorthogonal with respect to a signature matrix S if 
HSHT= S, S = diag( f 1) 
For a fixed signature matrix 
s=:, _!j [ 1 (4.1) 
we will consider 2 x 2 hyperbolic plane rotations H defined by 
H[ -2 -,sI, c=coshB, s=sinh6’ (4.2) 
for some B, where we have used c and s differently than in Section 3. 
Clearly, matrices H given by (4.2) are pseudoorthogonal with respect to S 
given by (4.1). In the general case these are rank 2 modifications to the 
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identity matrices. We let 
c 
-S 
. . . 
1 
. . . 
(4.3a) 
where, again, the c and s entries are in the (i, i)th, (i, j)th, (j, i)th, and 
( j, j)th positions and 
c2 - 82 = 1 (4.3b) 
Here H( i, j ) is pseudoorthogonal with respect to the signature matrix S 
obtained from I by negating the jth diagonal element. 
In contrast to the case for orthogonal plane rotations, matrices of the form 
(4.3) cannot always be used to zero a selected nonzero component of a vector 
x. However, if (xi 1 > Ix jl, then letting 
h=,,/m, 
'i 
c=-- “j 
h’ 
s=- 
h’ (4.4) 
if follows that H(i, j) is pseudoorthogonal and that the jth component of 
H( i, j)x is zero. 
Hyperbolic plane rotations can thus be constructed according to the 
following scheme, whenever (xi] > (xi]: Set 
x; 1 
t=“, 
‘i 
c=m, s=ct. (4.5) 
Notice that an (n + 1) x (n + 1) hyperbolic rotation is completely determined 
by the pair of real numbers xi, x j and the plane in which the rotation takes 
place. While in (4.3a) the notation H(i, j) is used to indicate the plane of 
rotation, the notation H( x i, x j) will also be used to denote this rotation. The 
construction in (4.5) requires 4 multiplications and 1 square root, the same as 
for the construction (3.5) for orthogonal plane rotations. Following the 
approach given in Wilkinson [34] for analyzing the computation of orthogo- 
nal plane rotations, bounds on the errors in computed hyperbolic plane 
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rotations can be derived. In particular, if (4.5) is applied to computation of a 
hyperbolic plane rotation matrix H, then the computed c and s, c” and s”, 
satisfy 
and 
s”= s(1+ Es), Ies( d 3.003/J, 
where p is the machine unit roundoff. An important observation here is that 
in contrast to the orthogonal rotation case, hyperbolic rotations do not 
generally preserve Euclidean distance. In particular, the spectral norm of 
hyperbolic rotation matrices can be expressed as 
1+ ItI 
IIHll‘2= l_ltl \r 
in the notation of (4.5). We defer the specific question of the stability of 
applying hyperbolic plane rotations to modify a matrix until Section 5, where 
a general study of the conditioning of the downdating problem and its effects 
on the stability questions are given. 
We now describe an alternative to the orthogonal rotation algorithm, 
based upon the application of hyperbolic plane rotations to selectively zero 
components of a vector. Again, X is a p X n observation matrix with rank n 
and R is the n x n Cholesky factor of XrX. The last row, zr, of X is deleted 
to form a downdated matrix x. The algorithm proceeds by reducing the 
(n+l)Xn matrix [rr] to [:I, and by successively applying hyperbolic 
plane rotations of the form H(j, n + l), j = 1,. . . , n. Let 
A,= R [ 1 zT . 
Then a sequence of matrices 
A 1,“” A,_l,A,= f 
[ 1 
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is generated where, before the kth step, A,_, has the form 
A k-l= 
r11 rp_ . . . rl,k-l rlk 
0 i& ’ . ’ fee k-1 f2k 
6 0 ’ .” ik_l,k_l ik_1 k ’ * ’ r,pl,, 
0 0 ... 0 Tkk 
. . . 
‘kn 
. . 
. . 
b 6 . . . b 6 . :. ;,,,, 
0 0 ... 0 zik-” . . . Z(kpl) n 
R k-l =I 1 (2 > (k-1) T ’ (4.6) 
Here z f k- ‘) denotes the i th component of z, which has been modified by the 
H(j, n ‘-t 1) for j = 1 ,...,k-1, exactly k-l times. Here rst is the (s,t) 
component of R, for 1 Q s < k - 1 and 1~ t < n. Using the notation of (4.6), 
the algorithm can now be described as follows: 
ALGORITHM 2 (Hyperbolic downdating). Set 
A,= R 
[ 1 ZT ’
and let A, _ I be defined as in (4.6). For k = 1,. . . , n do: 
1. Compute 
z$- 1) 
t,=-. 
rkk 
(4.7a) 
2. Stop if It,1 >, 1. The downdated matrix x is rank deficient; that is, 
rank x < n. 
3. Compute the hyperbolic plane rotation N( k, n + l), where 
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4. Compute the modified matrix 
Ak=H(k,n+l)A,_,. 
Observe first that if algorithm can be carried to completion, then 
where ?i is the desired Cholesky factor of the downdated matrix x. To see 
this, first set 
H=H(n,n+l)-. H(2, n + l)H(l, n + 1). 
Then since each H(k, n + l), k = 1,. . . , n is pseudoorthogonal with respect to 
S=diag(l,..., 1, - l), it turns out that H is pseudoorthogonal with respect 
to S. Thus, it follows directly from (1.18) that xrf = R%. Moreover, since 
each H(k, n + 1) is a plane rotation, R is upper triangular and it is thus the 
desired downdated Cholesky factor for XrF. 
We now establish that if the downdated matrix x retains full column rank 
n, then Algorithm 2 may always be completed. In addition, useful expressions 
for the quotients t, = ,zikml) /rkk given in (4.7) and other parameters are 
derived. They relate the computations of Algorithms 1 and 2 and provide an 
essential tool for the error analysis of Algorithm 2 provided in Section 5. As in 
the statement of Algorithm 1, let a denote the solution to the triangular 
system 
aTR = zT. (4.8) 
First consider R and ~(~-i) as defined in (4.6), and define the vector 
a(kpr) by 
Then 
is positive definite if and only if Jla(k-l)(J < 1. In particular, rkk # 0 and the 
first k - 1 components of ack-l) must be zero, since R,_ i is triangular and 
the first k - 1 components of z(~-‘) are zero. Thus, for the hyperbolic 
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rotation matrices H(k, n + l), the parameter t, in (4.5) satisfies 
(4.9) 
since zi”-” = rkkaj,, - k I). From (4.9) it follows that each H( k, n + 1) in 
Algorithm 2 is well defined. Consequently, the algorithms may be carried to 
completion to compute the downdated Cholesky factor matrix ?i of XrX. 
Formal proofs of the algebraic identities to follow can be found in Pan 
and Sigmon [25]. As was the case with the orthogonal rotation downdating 
algorithm, the parameters for the hyperbolic rotation algorithm can be 
described completely in terms of the vector a given in (4.8). To conform with 
the notation in (3.7) and (3.8) for the orthogonal rotation algorithm, define 
hk=V/rtk- [zik-l)12. 
Then, using (4.7) (4.8), and (4..9) it can be shown that for all 1~ k < n 
h,=,/l- (a:+ ... +a;), (4.10) 
and 
l-(a?+ ... +a;_,) 1 
Ck = 
hk i i 
cl=-- ) 
h 
Sk = p. (4.11) 
k 
[Compare (4.10) and (4.11) with (3.7) and (3.8) for the orthogonal rotations.] 
In addition, the important parameter tk in (4.7) can be expressed as 
t, = 
ak 
Jl-(a?+ ..* +a;_,) 
(h= 4. (4.12) 
The actual implementation of Algorithm 2 is important in reducing the 
possible magnification of rounding errors resulting from multiplication involv- 
ing the factor l/h,, which is large if tk is close to 1. Following Chambers [9] 
and Golub [19], we give the following version of Algorithm 2 which should be 
used in implementing the hyperbolic rotation downdating method (see the 
numerical tests reported in Table 2). 
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ALGORITHM 2' (Hyperbolic downdating). Set 
A,= R [ 1 zT ’ 
and let A,_, be defined as in (4.6). For k = l,... , n determine A, from 
A k_ I as follows: 
1. Compute 
r = li’( Tkk - zp’)( Tkk + Zp) . 
2. For k + 1~ j < n compute 
2a. 
1 
2b. =i”‘= -(~kkZjk-i) _ z;k-i)Tkj). 
rkk 
Notice that Tkj from 2a above is used in calculating zj”’ in 2b, thus 
avoiding the direct use of l/Tkk = l/h, in 2b. The rounding errors can then 
be expected to be concentrated in the kth row of ?i, rather than in zck’ 
where they could be propagated into later stages of the computation. At this 
point we observe that whenever llall < 1 each tk satisfies 
It,1 = 
bkt 
1-(a?+ .*. +a;_,) 
-s llall < 1, (4.13) 
which is consistent with (4.9). Again, as we commented after Algorithm 1, 
numerical difficulties can be expected whenever h, in (4.10) becomes small. 
Here, this is manifested in the closeness of It,1 to 1, which may occur only 
where /[all is close to 1. Clearly, Algorithm 2 (or 2’) now requires the same 
number of operations (multiplications and additions) as the updating al- 
gorithm by orthogonal rotations discussed in section 1, namely 4n2, and n 
square roots. Thus, Algorithm 2 (or 2’) requires rr2 fewer operations and 1 
fewer square root than the orthogonal rotation algorithm method at each 
downdating step, a significant reduction in work if a long sequence of 
updates and downdates is desired. 
In our application, it is necessary to compute the downdated least squares 
filter vector W from w. Here there is a simple way to compute w from 
Algorithm 2 (or 2’). Let s be the observation vector (right hand side) given in 
26 S. T. ALEXANDER ET AL. 
(l.l), and suppose y is the component being deleted, i.e., the last component 
of s. Let 
u = 6s 
in (1.7), and set 
P2 = llrl12 = llsl12 - llUl12> 
where r = s - Xw. It follows that 
is the Cholesky factor of 
Then the Cholesky factor of 
is given by 
i-? u I I 0 P 
for some ii and ,i_i. Once we have ii, then W = E ~ ‘ii. 
Now let H be a pseudoorthogonal matrix such that 
and set 
Then 
H’= H 0 
[ 1 0 1’ 
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and one more hyperbolic rotation results in 
where 6 = ( p2 - Y’~)‘/~. Then 
[: :I’[! ;]-[j[;]‘=[x :]‘[a us]. 
so by the uniqueness of the Cholesky factor we conclude that 
In actual practice then, we perform the same sequence of hyperbolic 
rotations on 
u 
[ 1 ,, as defined in Algorithm 2 (or 2’) to downdate R, resulting in 
H[; ;] = [f yu.]- 
In particular, 
and W is recovered by solving the triangular system 
RiC=ii. 
It is interesting to note that this type of scheme for computing ii and the 
resulting W was recommended by Stewart [32, p. 2071 in conjunction with 
Algorithm 1. However, the computation of U is now a natural by-product of 
the computation of R in Algorithm 2. 
In the next section we use Equation (4.13) to provide a detailed floating 
point forward error analysis of the application of hyperbolic plane rotations to 
the solution of the Cholesky factor downdating problem. Under certain 
simplifying assumptions Algorithm 2 is shown to be accurate as long as the 
problem itself is not poorly conditioned. Also, results of numerical tests on 
some randomly generated data are given which substantiate our error bounds. 
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5. CONDITIONING AND STABILITY 
As discussed in detail by Stewart [32], the general Cholesky downdating 
problem for least squares computations has at least the potential for being 
quite ill conditioned, i.e., small changes in the data can produce relatively 
large changes in the solution to the problem. Obviously, the deletion of a row 
from an observation matrix X has the potential for reducing the rank of X by 
1. Therefore, deleting an observation from a least squares problem has the 
potential for producing a rank deficient problem. The chance of such an 
extreme situation occurring in practical recursive least squares computations 
is remote. In the current application of windowing methods to signal 
processing, a downdate is always preceded by an update. 
The singular values of a p X n (p < n) matrix A play a fundamental role 
in discussing the condition of a computational problem associated with A. If 
we write 
A = UZVT, UW= I, VW= I, 
where 
Z=diag(a,,a,,...,o,) 
and a,>~,> ... >, u,, > 0, then the ui are called the singular values of A. 
If A has full column rank n then the ratio ui/u, is called the (spectral) 
condition number of A and will be denoted by K,(A). In particular, if an is 
small, then computations associated with A can be very ill conditioned [20, 
341. 
Recall that in the downdating problem we have a p x n matrix X with 
rank n and the n X n Cholesky factor R of XTX. Then since XTX = RTR, 
the matrices X and R have the same singular values. Suppose the last row, 
zT, of X is removed, forming x. The purpose is to use R to compute the 
downdated Cholesky factor ?i for x. Stewart [32] has shown that ill-condi- 
tioning in the downdating problem is associated with small singular values Zi 
of R. In particular, the vector a = RTz plays an important role in identifying 
possible ill-conditioning in the downdating problem. Recall that if llall > 1, 
then R is singular; i.e., 0, = 0. Moreover, Stewart has shown that if llall is 
near 1, then the problem must be ill conditioned. In fact, Stewart shows that 
(5.1) 
where ur is the largest singular value of R, and 5” is the smallest singular 
LEAST SQUARES HYPERBOLIC ROTATION ALGORITHM 29 
value of R. It follows that if 1 - /Iall = O(p), where p is the machine unit 
roundoff, then g can be expected to lose about half its accuracy. Conversely, 
if any singular value of R is reduced in the downdating by a significant 
factor, then ][a]] must be near 1. 
Recall that for a vector x, ]]x]] denotes (xrx)“‘. For a p X n matrix A we 
let 11. IIF denote the Frobenius norm defined by 
l]A]]f. = xafj = Trace( ArA). 
i,j 
The spectral norm II.11 is defined by 
IIAII; = 6 
where u: is the largest eigenvalue of the cross product matrix ATA, i.e., ui is 
the largest singular value of A. We now use these norms to investigate the 
stability of Algorithm 2 in the presence of rounding errors. As usual, fl(A) 
will denote the floating point representation of a matrix A. 
It follows from the discussion given earlier that if the downdating 
problem is ill conditioned, then neither Algorithm 1 or Algorithm 2 can be 
expected to produce an accurate downdated matrix R. Stewart [32] has 
shown that the orthogonal plane rotation method of Algorithm 1 is essentially 
backward stable in the presence of roundoff errors. In order to compare 
Algorithm 2 with Algorithm 1, some pertinent results in Stewart [32] are 
reviewed with minor changes. 
Stewart essentially shows that for Algorithm 1 there exists an exact 
orthogonal matrix 6 such that 
where 
and 
15n +7 
llsll < ___ z 2 PIIRIIP 
with i the computed result and zT the original row vector being removed. 
This is essentially a backward error analysis of Algorithm 1, since the error 
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represented in G is much less important than the error represented in s. This 
backward error analysis shows that for given R and z, Algorithm 1 yields a 
computed downdated Cholesky factor R of RTR - zzT which is very near the 
exact Cholesky factor of a slightly perturbed downdating problem RTR - 
(z + s)~(z + s). As Stewart [32] indicates, if the problem is ill conditioned, even 
a small perturbation in s can cause severe inaccuracy in fi. 
In order to actually see how ill conditioning affects the ac:uracy, we use 
some results in Stewart [32] to bound I/R - ?illz, where R is the exact 
Cholesky factor of the slightly perturbed downdating problem: 
- 
and R is the true downdated Cholesky factor, i.e., 
Stewart shows 
]]I? - R]]s, can 
RT?i=RTR-zzT. 
that the spectral norm of the difference between fi and R, 
be as large as 
w1 Il4-t llsl12 
where Li,, is the smallest singular value of R, and that 
llal,2 > b,/~“)” - 1 
/ 
GJA>” ’ 
where the u, is the smallest singular value of R. It follows that 
By ignoring the higher order terms in p for the bound for ((s]], it follows that 
IIR - fill2 can be as large as 
Wl IW’ll2 
llsll G (I5n +77)WlI~ 
llzll IIwl2 
&ii? b-G? 
4415n +7)PllzllK,(R) 
&2 . (5.2) 
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Thus, [Ifi - R(( a can be large if either R is ill conditioned or ]]a ]I is close 
to 1, i.e., the downdating problem itself is ill conditioned. Recalling that the 
computed approximation fi by Algorithm 1 is very near to fi, it follows also 
that ]]I? - R]lz can be approximately as large as the bound given in (5.2). 
In what follows we derive a forward error bound for Algorithm 2, under 
some simplifications, which is comparable to the bound (5.2) for Algorithm I. 
But since Algorithm 1 is backward stable, it will follow then, using the 
terminology of Cybenko [12] (and of B unch [7]) that Algorithm 2 is forward 
(weakly) stable. In addition, we report on test results confirming that the 
errors in using the two algorithms have similar magnitudes. We now proceed 
to consider a corresponding question for the numerically more efficient 
hyperbolic plane rotation method of Algorithm 2. As before, p denotes the 
floating point unit roundoff error, and fi or 6 denotes a computed matrix or 
vector. We proceed with some lemmas leading to the main result. 
LEMMA 1. Given a pair offloating point numbers xi, xi with lxil > [xii, 
then there exists a hyperbolic rotation matrix 
H(xi>xj)= [ -_i -i] 
with 
+X’ 
xi ’ c=&F~ s = ct, 
such that for any Z-vector y in floating point form, 
fvy) = Hy+f, 
where I? is the computed H and 
and thus 
Ilfl(fiy) 11 Q (1+6dll~ll . (5.3) 
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Proof. First observe that the spectral norm of H is given by 
The proof of (5.3) now proceeds directly along the lines of the proof given in 
Wilkinson [34, p. 1331 for the application of the orthogonal plane rotations 
(for more details see Pan [24]). n 
We now consider the effects of the application of a sequence of hyper- 
bolic plane rotations to a vector of dimension n + 1. A forward error analysis 
is provided in the following lemma. 
LEMMA 2. Consider an n + 1 dimensional vector Y(O) whose components 
are in floating point form and a set of n pairs of floating point numbers 
xi,,> xi,, with [xi,1 ’ Ixj,l, p = 1, * *. > n. Then for each pair there is an exact 
hyperbolic rotation matrix H, = H(ri_, xj,) in the (p, n + 1) plane such that 
by defining 
P 
Y 
(P) = Hpy(P-l), 
the computed Y(“‘, y(“), satisfies 
p=l ,.. 
Y n” 
-(n) = H 
4~'"' + f, 
where 
n, (5.4) 
(5.5) 
n 1-t ItpI 
Ilfll~6n~FL(1+6~))"~'lly("~II n - 
p=l l- ItpI 
with t, = xi/xi . P 
Proof. It follows from Lemma 1 that if 
fl( l&y(‘)) = H,y”’ + fi 
(5.6) 
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Letting 
y(1) = fl( &y(O’), 
then 
j?(2) = fl( fi?,ji”‘) = H,y”’ + fi, 
and it follows again from Lemma I that 
llfill 6 64 +)“211FI~JlI G 64 3’20+6’!( +32wo)l, 
i 
cl+ Ihl>(l + It20 i’2 
= 6p(1+6p) (1 - /tll)(l - It& 
) 
IIY(“‘Il. 
Continuing, it follows that 
((f-W) - H 
n 
. . . HIY’O’(( 
=s IIqJ2 * . . II~2ll2llhll+ ll~pll2 . * . ll~all2llfill+ . . . + IILII 
<ii - 
1-t ItpI 1’2 
i I p=l I- ItPI n.6~(1+61*)n-111y(0)ll. 
A complete floating point forward error analysis of the hyperbolic rotation 
downdating algorithm can now be given. 
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THEOREM 1. Let X denote a p X n least squares observation matrix of 
rank n, let R be the upper triangular Cholesky factor of XTX, and suppose 
the last TOW, zT, of X is deleted to form a downdated matrix x. Suppose 
XT% = XTX - zzT is positive definite, and let R denote its Cholesky factor. 
Then the hyperbolic rotation method of Algorithm 2 may be used to reduce 
A,,= R 
[ 1 ZT 
to 
A,,= ; , 
[ 1 
(5.7) 
where A,,, the computed value of A,, satisfies 
II/i, - H, . s . H,A,II,~ ~~~(1+6~)“-~llRIl, ii (5.8) 
Here H, = H( r,,, Zp-‘)) and t”p = tF;‘)/r,,, where I$- ‘) denotes the 
(n + 1, p) element of the computed A,, A,, defined by 
A,=fl(fi,ii,_,), p=l,..., n, & = A,. 
Proof. If we rewrite 
~,=fl(~,A,_,)=H,AI,_,+F,, p=2,...,n, 
A, = fl( i&A,,) = H,A, + F,, 
then the proof follows by applying Lemma 2 to the columns of 
A,= R 
i 1 ZT 
and by using the relation between the Frobenius norm of a matrix and the 
e-norm of its column vectors. m 
This completes the forward error analysis of Algorithm 2. Since the 
computed values t”, are in the bound, it may be referred to as the a posteriori 
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bound, following Wilkinson [34, p. 1701. In modem error analysis the actual 
value of the bound itself is not so important as the ability of the bound to 
expose potential numerical instabilities. With this in mind, the following may 
be used to simplify the bound (5.8) and provide a useful interpretation of this 
bound: 
(1) We use the term “approximately less than or equal to,” represented 
by 5, instead of I. This eliminates the terms of 0(p2) in (5.8). 
(2) We use the theoretical t,, defined by 
z(P-l) 
t,=--, 
r 
PP 
substituted for the computed values rp. This allows the following relation 
from Pan and Sigmon [25] to be used: 
These steps lead to the following simplification of (5.8): 
where the important factor M is given by 
M= (l+/w)n. 
(5.9) 
(5.10) 
(5.11) 
Several tight approximations to M for various n and (]a]1 are given in Pan and 
Sigmon [25], and compared with the upper bound 2”. A representative set of 
values is provided in Table 1. 
Since M = 2” when ]]a]/ = 1, the rightmost column of Table 1 gives 
approximations to 2”. Clearly, M does not grow rapidly as a function of n 
and is considerably less than 2” unless ]]a]] is close to 1, i.e., unless the 
downdating problem is poorly conditioned. 
In comparing the error bound (5.2) from Stewart with ours given by 
(5.10), observe that ]]AollF I l]RllF + ]lzl] and that HA, is very close to the 
computed R. It follows that we have provided a forward error analysis which 
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TABLE 1 
APPROXIMATEVAL~ESOF M FORVARIOUS LAND j/all 
M 
n l/all = 1 - 10-l 1- 10-2 l- 10-4 l-loms 1 
10 27 91 280 649 1024 
20 144 1138 1x104 9x104 1x10” 
30 524 8103 2 x 1o.j 5x10” 1 x 10” 
shows that the norm of the difference between the computed downdated 
Cholesky factor R by Algorithm 2 and the exact downdated Cholesky factor 
R, 11 R - R\l F, can be as large as the bound given by the right hand side of 
(5.10) with A4 given by (5.11). Since this bound is comparable in size with 
the bound given in (5.2) for Algorithm 1 when llall is close to 1, and since 
Stewart [32] has shown that Algorithm 1 is backward stable, it follows that 
Algorithm 2 is forward (weakly) stable, in the sense of Cybenko [12] (and 
Bunch [7]). Our approach taken here is consistent with that of Cybenko [12], 
who found that the forward error bound for the Levinson-Durbin Toeplitz 
matrix factorization algorithm is comparable in size with the error bound for 
the backward stable Cholesky algorithm for such problems. 
The results of numerical tests on a variety of Cholesky downdating 
problems are described next. In particular, we provide evidence in support of 
our premise that Algorithm 2 (hyperbolic downdating) and its variation, 
Algorithm 2’, provide accuracy comparable to that provided by the LINPACK 
orthogonal downdating scheme based upon Algorithm 1. 
Our test problems were constructed in order to test the accuracy of the 
algorithms as the downdating problems become increasingly ill conditioned. 
For the purpose of controlling the conditioning, we begin each problem with 
a given randomly generated Cholesky factor matrix R and a vector a with a 
controlled norm (Iall, where the entries in the upper triangular matrix R and 
those in a have comparable magnitudes. The vector z to be downdated is 
then given by zr = arR. To determine the “true” Cholesky factor matrix R of 
RTR - zzT, we used part of the LINPACK subroutine SCHDD with the exact a 
and ]]a]], and our tests showedthat the accuracy of fl(RTR - zzT) = fl(?iTR) 
is independent of ]]a]], Here R was calculated in double precision and then 
rounded to single precision. Table 2 compares the relative accuracies be- 
tween R and the approximations R to ?I computed by Algorithm 1 and the 
two versions of Algorithm 2. In particular, we report the number 
llfi - RIIF 
IIRIIF 
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TABLE 2 
RELATIVEACCURACYOFTHECOMPUTEDAPPROXIMATIONS ~TO 8 
WITH n=loCOLUMNS 
llall 
Orthogonal Ilk -%/II% 
Algorithm 1 Hyperbolic 
(LINPACKSCHDD) Algorithm 2 Algorithm 2’ 
0.5 0.29x lo-” 0.38~10~” 0.20x lo-” 
1-10-l 0.17x lo-” 0.53x10-” 0.36x10-” 
1-10m2 0.46~10~” 0.22x lo-” 0.15x10-” 
1 - 1o-A 0.54XlO~” 0.21 x lo-” 0.18x lo-” 
l-lo-” 0.60 x 10 :j 0.15x10~” 0.77x lo-” 
1- lo~-# 0.82x10-” 0.12x lo-” 0.12x 10-2 
for each problem. AU computations were made in IBM single precision, 
p = lo-“. 
The algorithms were also compared for larger values of n, and a similar 
trend of results was obtained (see Pan [24]). Observe that the values reported 
in Table 2 support our contention that hyperbolic rotations can be expected 
to perform well in the presence of rounding errors provided the problem is 
not too ill conditioned, i.e., provided llall is not too close to 1. This substanti- 
ates our forward error bounds derived for Algorithm 2. Moreover, as predic- 
ted, Algorithm 1 performs slightly better than Algorithms 2 and 2’, while 
Algorithm 2’ performs slightly better than Algorithm 2, due to the modified 
order of the computations. 
6. SUMMARY 
Using certain simplifying assumptions, we have shown that the hyperbolic 
plane rotation method given in Algorithm 2 is forward (weakly) stable and 
can provide an accurate method for solving the least squares downdating 
problem. Both the analysis of Stewart [34] for Algorithm 1 and our analysis 
given here for Algorithm 2 show how the accuracy of the computations 
depends directly on the conditioning of the downdating problem. Moreover, 
this conditioning depends on the nearness of llall to 1, with a = KTz, where 
R is the Cholesky factor of the original observation matrix X and zT is the 
row being deleted from X. Our numerical tests comparing Algorithms 1 and 
2 support our analysis. This ill-conditioning is detected easily in the applica- 
tion of Algorithm 1, since the computation of a and llall must take place at 
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every downdating step. For Algorithm 2 ill-conditioning can be detected 
readily from the computation of the hyperbolic plane rotations. For, from 
Lemma 1, the t, given by (4.7) satisfy 
Consequently, the nearness of the It,] to unity will reliably indicate that the 
downdating problem is becoming ill conditioned. 
In the applications with which we are concerned-i.e., in the use of 
recursive least squares methods in signal processing-a downdating step is 
always preceded by an updating step. Furthermore, updating by use of (1.10) 
and (1.11) is stable and can not worsen the conditioning. In particular, if an 
additional row vector y T is appended to a full column rank observation 
matrix X, then the singular values ui and c?~ of X and 
X 
[ 1 Y r , respectively, 
satisfy gi 2 ui (see Golub and Van Loan [20]). Thus, the ill-conditioning effect 
on downdating is lessened in the recursive least squares filtering techniques 
using the sliding window method if we always update before downdating the 
observations. 
The hyperbolic plane rotation method for downdating least squares 
computations has two main advantages over the method based upon orthogo- 
nal plane rotations. First, each downdating step with n least squares parame- 
ters (i.e., n filter coefficients) requires n2 fewer multiplications and additions 
in Algorithm 2 than are required in Algorithm 1. One fewer square root is 
also required at each downdating step. The advantage of Algorithm 2 over 
Algorithm 1 in this regard can not be overemphasized, since in recursive least 
squares filtering techniques the updatingdowndating process can often take 
place a large number of times. 
A second major advantage of Algorithm 2 is that it completely avoids the 
highly serial backsubstitution step of Algorithm 1 for computing the vector a. 
Thus the hyperbolic plane rotation method for downdating the observation 
matrix X by deleting an observation is rendered much more amenable to 
implementation on a variety of parallel and vector machines. In particular, 
the algorithm is especially amenable to implementation on systolic array type 
architectures [30, 311. 
The question of which of orthogonal or hyperbolic rotation methods is 
generally preferable for least squares downdating problems might be likened 
to the question of which of orthogonal or Gaussian elimination methods is 
preferable for solving linear systems An: = b. As noted in a “philosophical” 
paper by Trefethen [33], the stability of Gaussian elimination with partial 
pivoting is not well understood; yet it is the preferred method for solving 
Ax = b, since it generally produces acceptable accuracy (except for patho- 
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logical cases) and at less cost than the more stable orthogonal methods. 
The authors wish to thank G. W. Stewart, who commented on an earlier 
version of our paper and suggested that we attempt to establish forward 
(weak) stability rather than backward stability for the hyperbolic rotation 
algorithm. 
REFERENCES 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
H. M. Ahmed, P. H. Ang, and M. Morf, VLSI speech analysis chip set utilizing 
coordinate rotation arithmetic, in Proceedings of the IEEE International Sym- 
posium on Circuits and Systems, Chicago, May 1981. 
H. M. Ahmed, J.-M. Delosme, and M. Morf, Highly concurrent structures for 
matrix arithmetic and signal processing, IEEE Comput. Mag. Jan 1982, pp. 
65-82. 
S. T. Alexander, Adaptioe Signal Processing, Springer, New York, 1986. 
S. T. Alexander, C. T. Pan, and R. J. Plemmons, Numerical properties of a 
hyperbolic rotation method for windowed RLS filtering, in Proceedings of the 
1987 IEEE International Conference on Acoustics, Speech, and Signal Processing, 
Dallas, Apr. 1987. 
A. W. Bojanczyk, R. P. Brent, P. Van Dooren, and F. R. de Hoog, A Note on 
Downdating the Cholesky Factorization, SIAM J. Sci. Statist. Comput., 8:210-221 
(1987). 
M. A. Brebner and J. Grad, Eigenvalues of Ax = XBr for real symmetric matrices 
A and B computed by reduction to a pseudosymmetric form and the HR 
process, Linear Algebra Appl. 43:99-118 (1982). 
J. Bunch, The weak and strong stability of algorithms in numerical linear algebra, 
Linear Algebra Appl., 88/89:49-66 (1987). 
A. Bunse-Gerstner, An analysis of the HR algorithm for computing the eigen- 
values of a matrix, Linear Algebra Appl., 35155-173 (1981). 
J. M. Chambers, Regression updating, J. Amer. Statist. Assoc. 66:744-748 
(1971). 
J. M. Cioffi and T. Kailath, Fast transversal recursive least squares filters for 
adaptive filtering, IEEE Trans. Acoust. Speech Signal Process., 1984, pp. 
3044338. 
J. M. Cioffi and T. Kailath, An efficient data-driven echo cancellation algorithm 
for fast initialization of full duplex data transmission, IEEE Trans. Acoust. 
Speech Signal Process., 1985, pp. 665-675. 
G. Cybenko, The numerical stability of the Levinson-Durbin algorithm for 
Toeplitz systems of equations, SZAM 1. Sci. Statist. Comput., 1:303-319 (1980). 
W. R. Daumer et al., Overview of the ADPCM coding algorithm, in Proceedings, 
IEEE GLOBECOM, 1984, pp. 774-777. 
J.-M. Delosme and I. C. F. Ipsen, Parallel solution of symmetric positive definite 
systems with hyperbolic rotations, Linear. Algebra Appl., 77:75-112 (1986). 
40 S. T. ALEXANDER ET AL. 
15 J. Dongarra, J. R. Bunch, C. B. Moler, and G. W. Stewart, LINPACK Users Guide, 
SIAM Publications, Philadelphia, 1978. 
16 L. Elsner, On some algebraic problems in connection with general eigenvalue 
algorithms, Linear Algebra A$., 26:123138 (1979). 
17 J. D. Gibson, Adaptive prediction in differential encoding systems, Proc. IEEE, 
1980, pp. 488-525. 
18 P. E. Gill, G. H. Golub, W. Murray, and M. A. Saunders, Methods for modeling 
matrix factorizations, Math. Cornp. 28:505-535 (1974). 
19 G. H. Golub, Matrix Decompositions and Statistical Calculations, in Statistical 
Culculutions (R. C. Milton and J. A. Nelder, Eds.), Academic, New York, 1969, 
pp. 365-397. 
20 G. H. Golub and C. Van Loan, Matrix Computations, Johns Hopkins Press, 
Baltimore, 1983. 
21 T. S. Hsia, Systems Identification, Lexington Press, Lexington, Mass., 1977. 
22 C. L. Lawson and R. J. Hanson, Soloing Least Squares Problems, Prentice-Hall, 
Englewood Cliffs, N.J., 1974. 
23 R. A. Monzingo and T. W. Miller, Introduction to Adapt& Arrays, Wiley, New 
York, 1980. 
24 C.-T. Pan, Fast Hyperbolic Factorization Methods with Applications to Signal 
Processing, Ph.D. Dissertation, Dept. of Mathematics, North Carolina State Univ. 
1987. 
25 C.-T. Pan and S. Sigmon, A sharp bound for products of hyperbolic plane 
rotations, to appear. 
26 W. Pauli, Theory of Relatioity, MacMillan, New York, 1958. 
27 C. Rader and A. 0. Steinhardt, Hyperbolic Householder transformations, IEEE 
Trans. Acoust. Speech Signal Process., 1986, pp. 1589-1602. 
28 M. A. Saunders, Large Scale Linear Programming Using the Cholesky Factoriza- 
tion, Stanford Univ. Report. CS-72-252, Stanford, Cahf., 1972. 
29 F. Soong and A. M. Peterson, Fast least squares echo cancellation applications, in 
Proceedings, IEEE InternutionuZ Conference on Acoustics, Speech, and Signal 
Processing, Paris, May 1982. 
30 J. M. Speiser and C. Van Loan, Beamforming algorithms using the generalized 
singular value decomposition, in Real-Time Signal Processing VII, SPIE Proceed- 
ings, 1984. 
31 J. M. Speiser and H. J. Whitehouse, A review of signal processing with systolic 
arrays, in Real-Time Signal Processing VI, SPIE Proceedings, 1983. 
32 G. W. Stewart, The effects of rounding error on an algorithm for downdating a 
Cholesky factorization, J. Inst. Math. AppZ. 23:203-213 (1979). 
33 L. N. Trefethen, Three mysteries of Gaussian elimination, SIGNUM Newsletter 
20:2-5 (1985). 
34 J. H. Wilkinson, The Algebraic Eigenvulue Problem, Clarendon, Oxford, 1965. 
Rereicetf 20 jmuary 1987; find manuscript accepted 7 June 1987 
