Recent advances in the sequencing technologies have provided a handful of RNA-seq datasets for transcriptome analysis. However, reconstruction of full-length isoforms and estimation of the expression level of transcripts with a low cost are challenging tasks. We propose a novel de novo method named SSP that incorporates interval integer linear programming to resolve alternatively spliced isoforms and reconstruct the whole transcriptome from short reads. Experimental results show that SSP is fast and precise in determining different alternatively spliced isoforms along with the estimation of reconstructed transcript abundances. The SSP software package is available at
Introduction
Comprehensive transcriptome annotation is an essential task in the study of a broad range of biological processes. The traditional methods for sequencing and identifying the expression level of the cell transcripts are based on the process of expression sequence tags (EST) or microarrays [1] [2] [3] [4] [5] . Despite the high cost of these techniques, they do not cover the transcriptome precisely [6] . Next generation sequencing (NGS) of expressed sequence mRNA (RNA-seq) has transformed this field while the cost has been sharply decreased [7] [8] [9] [10] . These techniques can be used to identify the full set of transcripts including, novel transcripts from unannotated genes, several alternatively spliced isoforms and also trans splicing events [11, 12] .
Despite the advances in NGS techniques, sequence reads obtained from these methods are often very short. Hence, transcriptome reconstruction from this huge amount of short sequence reads is a hard computational task. It requires powerful tools to assemble the massive short reads with acceptable sensitivity and accuracy [13] [14] [15] [16] .
Transcriptome assembly is based on two computational methods. Ab initio or reference-based assembly is applied for the case where a reference genome for the target transcription is available. In this strategy, short reads are aligned to a reference genome and then the cluster of overlapping reads is used to build a graph representing all the possible isoforms [17] [18] [19] [20] [21] [22] . Although this strategy has many advantages such as the feasibility of applying parallel computing, high sensitivity and assemble of low abundance transcripts, however, it is extremely dependent on the existence of a high quality reference genome. So this strategy cannot be applied for all the organisms.
De novo or reference-independent strategy is used to directly assemble transcripts by finding overlaps between the reads [23] [24] [25] [26] [27] . This strategy is applied when a reference genome is not available or is poorly annotated. Moreover, it can be exploited as a preliminary step to provide longer assembled contigs (contiguous sequence of a transcript assembled from shorter sequence reads) before alignment to a reference genome. Several de novo assembly programs use De Bruijn graph [28] to process short reads into larger contiguous sequences [29] [30] [31] [32] [33] . Huge amount of short reads related to higher eukaryotic transcriptome increases the size of these graphs. Therefore, it enhances the difficulty to determine related reads to join them into contigs. The main problem involved is identifying alternatively spliced isoforms. The variant coverage depth of transcript isoforms in the graphs, that changes the density of the short reads, can be employed to overcome this difficulty. In addition to the assembly of various isoforms, the expression level of them should be computed using the coverage of exons in each cluster.
In this work, we present a new de novo transcriptome assembly algorithm, named SSP. The essence of this algorithm is to use interval integer linear programming to efficiently distinguish the possible alternative splicing isoforms. We use the primary contigs produced by velvet [30] and the cluster contigs are sorted based on their similarity obtained by common short reads between them. Eventually, an interval integer linear programming system reports all the possible transcripts in each cluster. The performance of SSP using a simulated dataset derived from Rat alternative transcripts is evaluated. The effect of the coverage depth, the number and the size of the alternatively spliced isoforms are also examined. The assembly results are compared to those from other widely used de novo assemblers, including Trinity [23] and Oases [24] . The SSP results in more accurate transcriptome including alternative-spliced isoforms. The SSP pipeline also significantly reduces false identification of transcripts.
Methods

Overview
De novo transcriptome assembly can be significantly improved by the application of SSP. It is a pipeline consisting of different software modules and it aims to produce transcriptome assembly of an RNAseq experiment. The ultimate goal is to reconstruct the maximum number of true transcripts wherein the number of incorrectly reported transcripts becomes as small as possible. A schematic demonstration of the steps applied to achieve this goal is presented in Fig. 1 .
Similar to the other de novo transcriptome assemblers the primary RNA-seq reads are assembled using a De Bruijn graph in our approach. This transcriptome sequencing graph is a collection of small connected components that are representatives for loci (specific location of genes or positions on the chromosomes). The SSP assembles the contigs that belong to each locus, using interval integer linear programming (IILP) and reconstructs all the possible alternative spliced isoforms. It exploits the fact that different isoforms are variant combinations of the contigs that are representatives for exons, retained introns or combinations of these parts. The required parameters to solve this interval integer linear programming system are produced using the number of aligned short reads with contigs and welds (potential junction site between contigs). The required software modules for this pipeline are illustrated in Fig. 1 . The SSP assembly process is explained in detail in the following sections.
Data pre-processing
Data pre-processing is for eliminating sequencing errors in NGS reads. This step is optional which means that the pipeline can be executable ignoring pre-processing of RNA-seq datasets prior to the assembly. But it improves the accuracy and computational efficiency of the final assembly [13] . This step can be executed using several tools including fastx [34], Seqtrim [35] , Quake [36] and Tagdust [37] . We took advantage of fastx, which is accurate and also easy to use. This preprocessing step was mainly applied to remove sequencing errors from the raw RNA-seq data and has a significant impact on the transcriptome assembly. The most common way to remove or correct sequencing errors in reads, is by analyzing the quality scores. Most of the NGS technologies report quality scores to measure the probability that a base is called incorrectly. Low quality scores indicate possible sequencing errors. It should be noted that the fastx also refines sequences using these quality scores.
Assemble reads into contigs
Reconstruction of contigs using velvet
The first step of de novo transcriptome assembly is assembling reads into unique contiguous sequences. In this step velvet [30] is applied. It is a fast, reliable and easy to use de novo genome assembler. The strategy employed by velvet, like the other de novo genome assemblers, is to use the redundancy of short-read sequencing to find overlaps between the reads. In this way a De Bruijn graph, a directed graph with sequences of length k, is used. So that if there are k-1 overlaps between two nodes, they will be connected to each other. The main problem of using these kinds of assemblers for transcriptome assembly is their procedures for error removing and repeat resolving. So that, alternatively spliced transcripts may be recognized as repeat and low-coverage transcripts mistaken by error. The most important parameter of these tools is the k-mer size.
Construction of reverse complement
It is possible that the reported contigs by velvet are the reverse complement of the true contigs. Here we report both forward and reverse strands of each contig and the right one will be determined after clustering step. Oases [24] , which is another transcriptome assembler that uses velvet as its contig assembler, determines the correct order of velvet contigs using the comparison of the number of stop codons between reverse and forward strands. The algorithm applied in this work is more accurate compared to the one obtained by Oases.
Clustering of contigs 2.4.1. Building of distance matrix
To distinguish the overlapping contigs that likely belong to alternative spliced isoforms of one locus, it is needed to reconstruct the sequencing graph between contigs. Velvet has a read-tracking option that can be used to report the read tracking information. It reports the reads that constructed each contig along with the location of reads in contigs. We used this information to produce a distance matrix D in which element D ij is the number of paired reads in which one end is in the ith contig and the other end is in the jth contig. Matrix D is used to cluster contigs in the next step. Moreover, we computed the number of reads in each contig and the number of reads spanning the junction sites of contigs in this step. These values will be used by SortContigs to determine the order of contigs in each cluster and finding the solution of the IILP system will be discussed in Section 2.5.
Clustering of contigs using SSP-Cluster
Since alternative splicing occurs just between contigs that belong to a specific locus, we need a tool to cluster related contigs that correspond to a specific portion of alternatively spliced transcripts. We developed SSP-Cluster, which categorizes contigs into distinct set of clusters named loci. These contigs are likely to be derived from alternatively spliced isoforms. The clustering approach works in a top-down manner. In this way, a graph of all contigs is constructed using a distance matrix of the previous step. The vertices of this graph are contigs and the edges are the distances between the contigs. The low weighted edges are eliminated based on a threshold with a default value of 10. Then connected components of the remained sub-graph will be specified. To obtain the connected components of the graph, the following steps are taken to the point that there is no more unvisited vertex in the graph.
1. Choose an unvisited vertex in the graph, then marked it as visited and consider it as a new connected component. 2. Obtain all the accessible vertices through this vertex using a depth first traverse approach and insert them to the created connected components.
The primary graph and the specified connected components that are representative for the loci of a sample RNA-seq experiment are shown in Fig. 2a . Moreover, the schematic representation of a locus of this experiment is displayed in Fig. 2b . These graphs are drawn using Gephi [38] which is an open source software for graph and network analysis. Fig. 1 . Schematic representation of the SSP method. This pipeline is appropriate for determining alternative splice isoforms in RNA-seq experiments. The original short reads are assembled using velvet into unique contigs. Then, the distance matrix needed to cluster contigs is computed. Moreover, the read coverage of each contig and the number of short reads which span the junction (weld) of contigs are computed in this stage. These values called hit values are needed to order the contigs in each cluster and reconstruct the alternative transcripts. In the next stage, the SSP-Cluster clusters the related contigs to non-overlapping loci. If a contig is the only one in a locus it will be reported as a new transcript. Otherwise, if the number of contigs is less than a predefined threshold (considered 20 in our work), the interval integer linear programming is applied to find different isoforms in that locus. This IILP system is built from various linear inequalities relating to all the possible mixture of contigs of the locus. To constitute the IILP system it is needed to have the correct order of contigs in the locus. SortContigs uses an innovative algorithm to predict the order of contigs using the abovementioned hit values. Moreover, the normalized hit values and welds are used to solve the IILP system. Then, the IILP solver, LP-Solve, tries to find a feasible solution for this problem and reports the expression values for all the transcripts. If there is not a feasible solution for the IILP system or in the case of existence more than the threshold number of contigs in a locus, a super contig will be created by locating ordered contigs besides each other via SuperContigBuilder.
Resolving alternatively spliced transcripts using interval integer linear programming
In order to improve not only the accuracy but also the sensitivity of alternatively spliced isoforms, we designed a method which performs a comprehensive process in each locus to report all the expressed isoforms. We used interval integer linear programming (IILP), a mathematical method for determining a way to achieve the best outcome in a list of requirements represented by linear inequalities [39] . In the context of transcriptome assembly we try to define alternatively spliced isoforms of locus L as linear inequalities. Then, all the isoforms represented as linear inequalities constitute a complete interval integer linear programming system. The principal idea of this work is based on the fact that alternatively spliced isoforms are different combinations of exons and retained introns. By solving this system, we can obtain the best supporting expression values for all the isoforms of L . In fact, x i1 indicates the expression level of the ith isoform of L.
To solve Eq. (1), we use LP-Solve (version 5.5.2.0) which is an opensource mixed integer linear programming solver [40] . If there is no feasible solution for linear inequalities, SuperContig constructs some super contigs by assembling the ordered contigs with the number of welds more than 0.04 times the average k-1-mer coverage of each contig. This limitation corresponds to twice the sequence error rate in a read, the upper bound which we set 2% based on the value reported in the literature [23] . Moreover, in the case of the existence of more than a limited number of contigs in a locus, the required time for solving Eq. (1) grows exponentially. Hence, we use an upper bound, which is estimated to be 20 contigs in each locus. When the number of contigs is more than the upper bound, the super contigs are created using SuperContig. 3 . The columns demonstrate all the possible isoforms that can be constructed with three contigs. The first three rows show the contigs a, b, c and the other three ones represent all the possible welds or junctions of these contigs. Now assume we want to set the value of first column of the matrix. Since abc is a combination of a, b, c, ab and bc, so the values of related rows are set to 1 and the value of fifth cell which is related to ac junction is set to 0.
Results and discussion
In order to evaluate the performance of SSP, we used simulated and real RNA-seq reads. Then the SSP results are compared with the results obtained from three other recent de novo assembly programs, named: Trinity, Oases and Mira. The length and quantification of reconstructed transcripts have also been investigated by these tools.
Simulated data
The transcriptome dataset of Rat including all alternative isoforms was retrieved from the alternative splicing database (http://www.ebi. ac.uk/asd/index.html). After specification of the number of isoforms for each gene, the genes were classified based on their number of alternatively spliced isoforms. In these classes, we replaced the genes with a group of all their transcripts. Moreover, due to the native of transcriptome, which involves variant expression values for each transcript, random abundance is assigned to each transcript. We observed that Rat genes have isoforms of size between 3 and 25 transcripts. Genes with more than 12 isoforms are rare. Hence, different datasets were made that each included 100 genes with equal number of transcript isoforms from 3 to 12. Moreover, we constructed some mixture datasets from random number of genes with different numbers of isoforms. We also assigned random expression level to transcripts in each dataset for a performance comparison. RNA-seq data was generated from transcripts to obtain simulated short reads with length of 45, using dwgsim package [41] . This popular simulator has various parameters to produce short reads like as real experiments. "The distance between two paired-end reads (insert size) has been set to 150 bp with a standard deviation of 10."
Performance of transcriptome assembly
The main purpose of our algorithm is to improve de novo assembly of all the isoforms of each gene. Therefore, we devised the assessment process to specify whether it is successful in reaching this goal. We performed the SSP, Oases and Trinity for all the simulated datasets of the previous section. The reconstructed transcripts were aligned to the known ones using BLAT [42] . The transcripts that are reconstructed with 80% length and have 100% identity were identified and reported as a true positive (TP). Sensitivity and precision were calculated using Eqs. (2a) and (2b), respectively. We measured the accuracy using the combination of sensitivity and precision as in Eq. (2c).
Investigation of the impact of the isoform number
We classified Rat genes based on their isoforms and replaced genes with the group of isoforms that belong to them. Then, we selected at most 100 genes of each class with 3 to 12 isoforms. In the first experiment, we considered the expression level of all the identical transcripts and assigned a constant value as the abundance of all the transcripts. Fig. 4a shows the accuracy of SSP, Oases and Trinity on each dataset. As shown in Fig. 4a , the accuracy is decreased as the number of isoforms increased. The small growths in the end part of the diagram are due to the shortage of genes with 11 and 12 isoforms. Moreover, the performance of SSP and Trinity is almost similar and greater than that of Oases in all the cases.
Impact of the variant expression level and transcript length
To evaluate the effect of transcript abundance, we assigned a random expression level to transcripts in each dataset from 10 to 100 that approximately follows a log normal distribution [43] . The approach of the second experiment was to express longer transcripts more. Hence, we consider a relationship between the length of transcripts and their expression level. Fig. 4b shows the performance of SSP, Oases and Trinity for each dataset in this experiment. In contrast, in the third experiment, the expression level assigned to the shorter isoforms is higher than the longer ones. Fig. 4c shows the performance of SSP, Oases and Trinity. As shown in Figs. 4b and c, the accuracy of the programs is not effected by the diverse coverage of the isoforms and it is also independent of the isoform length.
Finally, we constructed 50 different datasets by random mixture of transcripts of several genes with different numbers of alternative isoforms. For each of them we applied the three abovementioned scenarios of assigning expression level to transcripts. Table 1 shows the average results of the implementation of all the programs for these simulated transcriptomes with regard to the applied expression level scenario. As represented in Table 1 , accuracy of de novo assembly of transcriptome tools is independent of the coverage of transcripts. Furthermore, SSP and Trinity have the same average accuracy for all the cases.
Analysis of the results of all the above experiments also shows that, Trinity generally assembles longer isoforms in comparison to SSP and Oases. In other words, the length of the most of the true positive isoforms assembled by SSP and Oases is shorter than the average length of the isoforms in each dataset.
Expression level estimation
The expression level of transcripts was calculated using Eq. (3) as illustrated by Mortazavi et al. [20] .
length of transcript Â total number of mapped reads :
The Pearson's correlation coefficient [44] between the expression level of the true positive reconstructed transcripts and the abundance of primary ones can be calculated via Eq. (4).
In the case of having datasets of transcripts with identical expression levels, calculation of the Pearson's correlation coefficient of expression level of transcripts is meaningless. This is because the covariance values of the primary transcripts would be zero. Hence, the correlation coefficient amounts of transcript abundance are computed for all the above stated experiments with variant number of expression levels in the simulated transcriptome. Fig. 5 shows the results for different datasets in histograms. The first ten bars show the results for classes of genes with 3 to 12 isoforms, respectively and the last bar shows the average of the correlation coefficient values for different datasets made by random mixtures of Rat transcripts. As shown in Fig. 5 , SSP outperforms the other methods on average, even if Oases or Trinity performances are better in some cases.
Real data
We evaluated SSP on data from two well-annotated species, human and baker's yeast. A real RNA-seq dataset (SRP000698) of poly(A) selected RNA from primary CD+ T cells of human individual [45] and another dataset (SRP002790) mRNA from WT cells of Saccharomyces cerevisiae [46] were downloaded via www.ebi.ac.uk/ena. Ensembl database version 73 was used to obtain the annotated genes of Homo sapiens and S. cerevisiae. SSR, Oases, Trinity and an overlap-based method, Mira [47] , were run on Paired-end reads from three samples for human (SRR027872, SRR027876, SRR027878) and three samples for yeast (SRR059167, SRR059168, SRR059169). The reconstructed transcripts of each method were aligned to the sequences of Ensembl annotated genes using BLAT [42] . Table 2 presents the mean and standard deviation of sensitivity and specificity for reconstructed transcripts longer than 100 bp which entire length of them matched uniquely to the reference genes. In fact one-to-one mappings between Table 1 The average accuracy of applying the methods for 50 datasets constructed of random mixture of Rat transcripts. First the expression of the entire transcripts considered identical and then variant expression level assigned to them. reconstructed transcripts and reference transcripts were considered. The specificity is calculated using Eq. (5).
Moreover, the mean numbers of reconstructed transcripts which cover 80% length of Ensembl transcripts with at least 90% sequence identity are shown in Table 2 . Although the sensitivity of SSP is better than the other methods, but Mira reconstructs more specific assemblies. Moreover, the average length of reconstructed transcripts by SSP is longer than that by Mira and shorter than that by Oases and Trinity.
Runtime
All the mentioned methods were run on a high-performance Linuxbased system, which consists of two Intel Xeon X5650 processors, 24GB of RAM, and 32 GB of swap memory. The execution time of various methods to assemble the short reads of Human and Yeast datasets is presented in Table 3 . As seen in Table 3 , Mira took the longest runtime whereas, Oases is the fastest one. This has also been mentioned in another comparison of different transcriptome assembly methods [48] .
Conclusion
De novo assembly of RNA-seq short reads has many informatics difficulties. Indentifying all the alternative isoforms separately is one of the biggest challenges of this task to deal with. In this article, we present SSP with an innovative interval integer linear programming system to resolve alternatively spliced isoforms and perform a comprehensive transcriptome assembly. Moreover, SSP estimates the expression level of reconstructed transcripts almost precisely.
Evaluation of the accuracy of SSP in comparison to the other de novo transcript assemblers in literature reveals that it is a powerful tool specially for determining different isoforms. Although, both the SSP and the Oases exploit the contigs produced by the velvet to detect all the possible transcripts, SSP results are more accurate than Oases for almost all the simulated datasets. Furthermore, Trinity has a better performance in most of the cases, on cost of a longer runtime. We observed that there is a significant correlation between the abundance of reconstructed isoforms by SSP and the primary expression level of transcripts. Further analysis suggests that the results obtained by SSP are independent of the coverage of transcripts. 
