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ABSTRACT 
Necessary and sufficient conditions for Dstability of acyclic matrices are given. 
Special cases of this characterization are recent results on tridiagonal matrices. 
1. INTRODUCTION 
The matrices studied in this paper are real and square. A matrix A is 
(positive) stable if its spectrum lies in the right half plane. A is Dstabb if DA 
is stable for every positive diagonal matrix D. Dstability appears in various 
econometric models, for example, in the study of stability of multiple markets 
161. 
Let P [I’,] denote the class of matrices all of whose principal minors are 
positive [nonnegative]. Let Pi denote those matrices in PO which have at least 
one positive principal minor of every order, and finally, let &denote the class 
of diagonally stable matrices, i.e., matrices A for which there exists a positive 
diagonal matrix D such that AD + OAT is positive definite (e.g. [l]). 
It is well known that a &table matrix must be in&+ (e.g. [4]). The best 
general sufficient known condition for Dstability is diagonal stability. For 
normal matrices and for Zmatrices, i.e., matrices with nonpositive off-diago 
nal entries [2], Dstability and diagonal stability are equivalent. Necessary and 
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sufficient conditions are known for matrices of orders 3 [4] and 4 [5], and for 
tridiagonal matrices [3]. However, the problem of finding necessary and 
sufficient conditions for Dstability, in general, is still open and seems to be 
difficult. In this paper we solve this problem for acyclic matrices (see the 
definition in Section 2). A characterization of acyclic diagonally stable matrices 
was recently given in [ 11. 
Our work is motivated by and follows [3]. The characterization in [3] is a 
special case of our results, and perhaps becomes clearer as such. Our 
characterization is very easy to check and is computationally efficient. 
In the proof of the main theorem we use the following result from [3], 
which we state here for matrices B which are symmetric in modulus, i.e., 
satisfy (bij] = ]bj,]. 
PROPOSITION 1. Let B E Pz be symmetric in modulus, and let 
H=$(B+ BT), S=$(B- BT). 
Then B is stable if and only if 
Hx=O, sx=xx, A#0 - x=0. 
The main result is stated and proved in Section 4. It is derived from 
several propositions on acyclic matrices, which may be of interest on their 
own and are given in Section 3. In Section 2 we discuss graphs in general and 
graphs of matrices, and introduce two graph-theoretic concepts, shells and 
Q-sets. Section 5 concludes the paper with some examples. 
The following notation is used in the paper for sets a, p, a matrix A, and a 
vector x: 
]a] = the cardinality of a, 
a \ p =the set of elements of a which are not in p, 
A [ a] = the principal submatrix of A based on indices in a, 
A( a) = the principal submatrix of A obtained by omitting the rows and the 
columns indexed by a, 
r(a) = the subvector of x obtained by omitting the components of x 
indexed by a, 
w(x) = the sequence of positions of zero components of x. 
To prevent confusion between the complex number i and indices used 
through the paper, we denote the complex number i by m. 
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2. GRAPHS AND GRAPHS OF MATRICES 
Let V(G) and E(G) denote the vertex set and the edge set of a 
nondirected graph G. Let N(i) denote the neighborhood of a vertex i, and let 
G \ LY denote the graph obtained from G by deleting the vertices in (Y and the 
incident edges. 
The nondirected graph, G(A), of an n X n matrix A is defined by 
V@(A))= {L...,n}, 
E(G(A))= {(i,j),i#j:aij#Ooraji#O}. 
The set E( G( A)) will be partitioned into two sets: 
H(A)= {(i,j)EE(G(A)):aiiuji>O}, 
S(A)= {(i,j)EE(G(A)):aiiaji<O}. 
Vertices k and I are H-connected [S-connected] if there is a path of edges in 
H(A) [S(A)] leading from k to 2. Denote by (i)* [(i)s] the set of vertices 
which includes i and all vertices which are H-connected [S-connected] to i. 
Also, let G,(A) [G,(A)] be the graph obtained from G(A) by deleting the 
edges in S(A) [H(A)]. 
A forest is a graph without cycles. A tree is a connected forest. A matrix is 
acyclic if its nondirected graph is a forest. Clearly, tridiagonal matrices are 
acyclic, since their graphs are paths or sequences of paths. 
A leaf of a graph is a vertex with at most one neighbor. Let G be a graph 
with at least three vertices, and let L be the set of the leaves of G. If i CC L 
and IN(i)\ LI 6 1, then the set L(i)= N(i)n L is called a shell. Notice that 
by removing this shell i becomes a leaf of the tree G \ L(i). We call such a 
removal a shaving of G. 
The following property of trees is immediate. 
PROPOSITION 2. Every tree with at lmst three vertices has a shell. 
Proof. A tree which has at least three vertices has at least one vertex 
which is not a leaf. By removing the leaves from the tree one obtains a new 
tree. n 
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We remark, in passing, that the process of shaving G, shell by shell, 
terminates at one vertex. 
Let G be a graph. An &?-set w of G, is a set of vertices with the properties 
(i) N(i)C w * i E w, 
(ii) if i E w, then it cannot have exactly one neighbor which is not in w. 
We denote by Q(G) the class of all Q-sets of G. Observe that 
G(G)= {wcV(G):V ZV(G), ~{i}UN(i)\w~#l}. 
EXAMPLES. 
(a) The Q-sets of a disconnected graph are all the possible unions of the 
Q-sets of the components. 
@) If N(i) = 0 for some vertex i of G, then i is contained in every Q-set 
of G. 
(c) Let G be a pathfiom 1 to n, i.e., 
V(G)= {l,...,n}, 
E(G)= {(1,2),(2,3),...,(n-Ln)). 
Then w = { i,, i,, . . . ,i, }, 1 < i, < i, < . . . <i,<n,isanQ-setofGifandonIy 
if w = 0 or o = V(G) or it satisfies the conditions (24) in [3], namely, 
3 < i,, 3gi,-i,,..., 3 6 i, - i,-,, 26n-i,. 
(d) Let G be a star, i.e. 
Then 
V(G)= {l,...,n} 
E(G)= {(1,2),(1,3),...,(1,n)}. 
Q(G)= { 0,V(G)}. 
(e) Let G be a double star, i.e. 
V(G)= {i,,i,,...,i,,j,,j,,...,jl) 
E(G)= {(i,,j,),(i,,il),...,(i~,i~),(j,, j,),...,(j,, jl)}. 
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Here again P(G)= { 0,V(G)}. 
(f) A chain of stars is an extension of example (c). The details are left for 
the reader. 
(g) Let G be the tree 
10 06 
I I 
20 07 
I I 
30-08 
I I 
40 09 
I I 
SO 010 
Then 
Q(G)= {0,{3},{8},{3,8},{1,2,3},{3,4,5}~ 
{6,7,8}, {8,9,lO}, { 1,2,3,45,8) 3 
{3,6,7,8,9,10},{1,2,3,~,5,6,7,8,~,10)). 
Although we deal with acyclic matrices we consider also an example of a 
graph with cycles. 
(II) Let G be the triangle 
1 
/.\ 
30 - 02 
Then 
Q(G)= {0,{1},{2},(3},{1,2,3}}. 
We now define Q-sets of a matrix A: 
Q(A) = {w E Q(Gs(A)) :i~w,(i,j)~H(A) = jGw}# 
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Observe that if i belongs to an St-set of A, then (i)H is contained in that set. 
Since the intersection of Q-sets of A is obviously an Q-set of A, we can 
introduce the concept of closure, which will be used in the main theorem. 
Let a be a set of vertices of G(A). Then cl a, the closure of a, is defined as 
the smallest Q-set of A which contains a. 
3. ACYCLIC MATRICES 
This section contains six propositions on acyclic matrices. 
Since Proposition 1 is stated for matrices which are symmetric in modulus, 
we start this section by proving that every irreducible acyclic matrix is 
positive diagonally similar to one which is symmetric in modulus. 
PROPOSITION 3. Let A be an irreducible acyclic matrix. Then there exists 
a positive diagonal matrix F such that FAF-’ is symmetric in modulus. 
Proof. By the algorithm in the proof of Theorem 2 in [l] there exists a 
positive diagonal matrix D such that DA is symmetric in modulus. Let F be 
the positive diagonal matrix satisfying F2 = D. Then FAF-’ = F-‘DAF-’ is 
symmetric in modulus. n 
A matrix A is symmetric in signs if 
aijaji > 0 vi, j, 
and skew if 
aijaji < 0 Vi, j. 
Notice that in view of Proposition 3 every skew acyclic matrix is diago 
nally similar to a skew symmetric matrix and as such is in P,. 
For acyclic matrices which are symmetric in signs we have the following 
two propositions. 
PREPOSITION 4. Let H E P,, be an n X n irreducible, acyclic, symmetric- 
in-signs matrix. Then all its principal minors of order less than n are positive. 
In particular, if H E Pi then H E P. 
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Proof. Since 23 is symmetric in signs, irreducible, and in PO, its diagonal 
entries must be positive. The proof of the proposition is by induction on n. 
The claim is trivial for n = 1 and n = 2. Suppose it holds for matrices of order 
less than n. Let H be of order n, and choose i, 16 i < n. If i is not a leaf in 
G(H), then det H({ i}) is a product of principal minors of H of orders less 
than n - 1, and thus positive by the induction hypothesis. If i is a leaf 
connected to j, then 
Since H is symmetric in signs and irreducible, 
hijhji > 0. 
By the induction assumption det H({ i, j }) > 0, so det H({ i }) is positive. 
The last statement of the proposition is obvious. n 
We remark that a similar result holds for irreducible M-matrices (e.g. [2]). 
However, in general, the acyclicity is essential, as demonstrated by the matrix 
l 11 1 1 . i 
Recall that a completely reducible matrix is one which is cogredient to a 
direct sum of irreducible matrices or is irreducible. 
A corollary of Proposition 4 is 
PROPOSITION 5. Let H E PO be a singular, completely reducible, acyclic, 
symmetric-irwigns matrix. Then there exists a vector x such that w(x) = ,0 
and Hx=O. 
Proof. It is enough to prove the statement for irreducible matrices. Since 
H is singular, there exists a nonzero vector x such that Hx = 0. Suppose that 
for some i, xi = 0. Then the null space of H({ i }) contains a nonzero vector, 
and thus det H( { i }) = 0, contradicting Proposition 4. n 
An example of a non-acyclic irreducible, singular, symmetric-in-signs 
matrix with nonnegative minors and a vector x in the null space with 
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i 2 11 1 1 . I 
The rest of the section deals with skew matrices. 
PROPOSITION 6. Let A and B be completely reducible acyclic skew 
matrices such that G(A) = G(B). Then there exist a positive diagonal matrix 
E and a nonsingular diagonal matrix F such that 
B = FEAF-‘. 
Proof. We start by showing that there exist nonsingular diagonal matrices 
X and Y such that XY is positive and B = XAY. This is proved by induction 
on the order of A. For matrices of order 1 the claim is trivial. Suppose it holds 
for matrices of order less than n, and let A and B be of order n. Since G(A) is 
a forest, it has a leaf, say 1, connected to a vertex, say 2 [unless A = B = (0)]. 
Let X’=diag{x, ,..., x”}, Y’=diag{y, ,..., y,> be such that xiyi>O and 
B({l})= X’A({l})Y’. 
Let 
b 12 
x1=- 
Ul2Y2 
b 
y,=“, 
a21x2 
Then x = diag{ x1,, . , ,x, } and Y = diag{ yr, . . . , y,, } are the required matrices. 
To conclude the proof set 
E=YX and F=Y-‘. m 
We remark that the proposition holds also if we replace the skewness 
condition by 
and 
signbijbji = signaijaji Vi, j 
bii = a,, = 0, i=l ,.**,n. 
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A matrix is combinutorially symmetric if 
aij#O = aji ZO vi, j. 
PROPOSITION 7. Let S be a combinutorially symmetric matrix such that 
sii = 0 for evey,i, and let x be an eigenvector of S, corresponding to a nonzero 
eigenvalue A. Then W(X)E Q(G(S)). 
Proof. Suppose that 
{i}UN(i)\o(x)= {j} forsomei,j. 
Then 
(sgi = kE;&i$, = sijxj = hXi. 
If i # j, then i E w(x), so xi = 0. But sijxj # 0, since j P w(x) and S is 
combinatorially symmetric. 
If i = j, then xi # 0, since i CC w(x) but sii = 0. n 
Observe that a completely reducible acyclic skew matrix satisfies the 
conditions of Proposition 7. 
We conclude the section with a converse to Proposition 7. 
PROPOSITION 8. Let G be a forest and let w E Q(G). Then there exists a 
skew symmetric matrix S and a vector x such that G(S) = G, w(x) = w, and 
sx = J--TX. 
Proof. The proposition is proved by induction on IV( G)I. For lV( G)l = 1 
and lV( G)l = 2, the claim is immediate. Suppose it holds for lV( G)l < n, and 
let IV(G)1 = n, where n 2 3. 
If o # 0, let i E o. Clearly w \ { i } E L?(G \ { i }). By the induction 
assumption there exist a vector x’ and a skew symmetric matrix S’ of order 
n - 1 such that 
G(S’)=G\{i}, S’x’=mx’, and w(x’)=o\{i}. 
Since i E w c Q(G), IN(i)\ WI # 1. Thus we can find for every j E N(i) a 
nonzero value for sij such that 
c sijyj =o. 
j EN(i) 
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Now letting sji = - sij, sik = ski = 0 Vk G N(i), 
x({i})=x’, xi = 0, and S({i})=S’, 
we obtain the required matrix S and vector x. 
Consider now the case where w = 0. We can assume that G is a tree. By 
Proposition 2 there exists a shell L(i) G V(G). If L(i) = iV( i), set xi = 1 and 
for every j E L(i) set 
sij = IL(ipz, sji= -sij, xi =\r--rsij* 
Otherwise let N(i)\ L(i) = { j }. By the induction assumption there exist a 
vector x’ without zero components and a skew symmetric matrix S’ of order 
n-IL(i)1 such that G(S’)=G\L(i) and S’x’=mx’. Let (i,j)~&G). 
Define 
xi = 2x;, 
1 I sij =gij, sji= -sij, 
Sjk = s;k) skj = - sjk Vkzi, 
Sik= xk =-s&Xi Vk E L(i), 
sik = ski = 0 Vk e N(i), 
s(N(i)u{i})=s’({i,j}) 
and 
x(L(i)U{i})=x’({i}). 
It is easy to check that 
Sx=mx and w(x)=0, 
4. ACYCLIC D-STABLE MATRICES 
A basic tool in the characterization of acyclic &table matrices is the 
following set, associated with a matrix A: 
P(A)= {i:detA[(i),] >O}. 
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Suppose A is reducible, i.e. is cogredient to a matrix of the form 
where A,, and A, are square. Clearly A is D-stable if and only if A,, and A, 
are &table. Thus it is sufficient to consider irreducible matrices. 
THEOREM. Let A E P,f be an n x n irreducible acyclic matrix. Then A is 
IX&able ifand only ifcl P(A)= {l,...,n}. 
Proof. Let clP(A)= {l,..., n } and let D be any positive diagonal 
matrix. By Proposition 3, there exists a positive diagonal matrix F such that 
B = FDAF-1 is symmetric in modulus. 
Notice that G(B)=G(A), H(B)=H(A), S(B)=S(A), so Q(B)=Q(A). 
Furthermore, P( II) = P(A). 
To show that DA is stable we apply Proposition 1 to the matrix B. Let 
H=@?+lF), s=#M?*). 
Observe that G(H) = G,(A) and G(S) = G,(A). Suppose 
sx = Ax, A # 0, (1) 
and 
Hx=O. (2) 
BY (2), 
P(A) c w(x). (3) 
By Proposition 7, it follows from (1) that W(X)E P(Gs(A)). Let i E w(x) 
and let (i, j) E H(A). 
The submatrix H[(i)H] is a principal submatrix of B and as such belongs 
to PO. By Proposition 4, det H[(i)H \ {i}] > 0, and since i E w(x), it follows 
from (2) that (i)H c w(x). Thus o(x)ESJ(A) and since cl P(A)= {l,...,n}, 
it follows from (3) that w(x) = { 1,. . . , n }, so x = 0 and by Proposition 1, B 
and thus DA are stable. 
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Conversely, suppose that C = { 1,. . . , n}\clP(A)#0. We shall construct 
a positive diagonal matrix D such that DA is not stable. Let A = K + T, where 
kii = 
aij if i= j or i# jand(i, j)EH(A), 
0 otherwise. 
By Propositions 6 and 8, there exist a positive diagonal matrix D, a nonsingu- 
lar diagonal matrix F, and a vector x such that 
S = FDTF- 1 
is skew symmetric, 
Sx=JII-rx, and ~(x)=clP(A) (so Xi#O vi+. 
The matrix FDKF- ’ is not necessarily symmetric, as needed in Proposi- 
tion 1. To overcome this we construct a nonsingular diagonal matrix L such 
that 
and 
H = LDKL-’ is symmetric 
S = LDTL-‘. 
To do it we introduce the following algorithm which assigns positive 
numbers to the vertices of G(A). 
ALGORITHM A. 
Initial step: Set 
e,= 1 if iE(l)s, 
I 1 0 otherwise. 
Step m + 1: If e, became positive in step m, (i, j) E H, and ej = 0, set 
e _ fi‘fdiikij 
k- 
i fi;djjkji ei 
forevery kE(j),. (4 
Final step: If ei > 0 Vi, set L = diag{ eifi’}. Stop. 
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The algorithm reaches the final step, since G(A) is connected. Also the 
number ej is well defined, as there is a unique path from 1 to j, since G(A) is 
a tree. 
Now S = LDTL-‘, since the e’s assigned to all vertices in (i), are the 
same. The matrix H = LDKL-’ is symmetric by (4). We now construct a 
nonzero vector x such that 
SZ =J-lz, Hx=O, c+)=clP(A). (5) 
This will yield, by Proposition 1, that B = H + S is not stable. Since B = 
LDAL-‘, A is not &table. 
For any i, either (i)H c C or (i)H c cl P(A). In the first case det H[(i)H] 
= 0. By Proposition 5, the null space of H[(i)H] contains a vector without 
zero components. Thus there exists a vector y such that Hy = 0 and w(y) = 
cl P(A). We construct the required vector z from the vectors x and y 
according to the following algorithm. 
ALGORITHM B. 
Initial step: Set gi = 0 for every i. 
Step 1: If g, # 0 for all i EC, let zi = gixi. Stop. 
Step 2: Choose i E C such that gi = 0. For every j E ( i)H and every 
k E(j), f-I C, Set g, = y&Xi. 
Step m + 1 (m > 1): If gi became nonzero in step m and if j E (i)H such 
that gj = 0, then let gk =(z,Yi/Y,zi)g, for every j E (i)H, k E(j), n C; 
otherwise go to step 1. 
The loop structure of Algorithm B is needed because the set C may be 
disconnected. The gi’s are well defined, since A is acyclic. The vector z 
satisfies (5). Thus A is not &table. H 
5. APPLICATIONS 
In this final section we demonstrate the application of the main theorem 
to special acyclic matrices. We also show that the theorem is not valid for 
matrices whose graph contains cycles. 
EXAMPLE 1. Let A be an irreducible tridiagonal matrix of order n. Then 
G(A) is a path from 1 to n. It consists of interlacing paths G,, . . . , Gk of 
H-edgesandSedges.ThusitiseasytoverifythatclP(A)={l,...,n}ifand 
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only if 
(i) G, consists of H-edges, or 
(ii) G, consists of H-edges, or 
(iii) G, consists of H-edges and ]V(G,)] > 2, 1~ Z-C k, or 
(iv) G, = (i, i + 1) is an H-edge and {i, i + l} c P(A), or 
(v) G, consists of Sedges and satisfies 
P(A)nG& GJ VW E St(G,). 
Thus by the main theorem, A is D-stable if and only if it is in P,+ and 
satisfies at least one of conditions (i)-(v). Observe that condition (v) is exactly 
the condition (29) in [3], and condition (iv) is the condition (30) in [3]. We 
remark that the condition (31) in [3] is slightly incorrect and should be 
replaced by “S = 0 for some i,” which is equivalent to conditions (i), (ii), (iii) 
in the discussion above. 
EXAMPLE 2. Let A be irreducible, acyclic, and symmetric in signs. Then 
A is D-stable if and only if it is in Pl. In fact, in this case A E P and A E &‘. 
EJCAMPLE 3. Let A be the sum of an irreducible acyclic skew matrix and 
a nonnegative diagonal matrix. Such a matrix must be in PO. Notice that P(A) 
consists of the positions of the positive diagonal entries of A. Thus A is 
L&table if and only if A E PO+ and the only Q-set of the graph of A which 
contains P(A) is V(G(A)). 
Examples 2 and 3 extend Lemmas 5 and 6 in [3]. 
EXAMPLE 4. Let A be irreducible and let G(A) be a star. Then A is 
D-stable if and only if it is in Pi. To see it we consider two cases. If 
H(A) =0, then the claim follows from the previous example, since a Pi 
matrix has a positive diagonal entry. If H(A) # 0, then cl P(A) contains a leaf 
and thus all the vertices of G(A). 
EXAMPLE 5. Let A be irreducible, and let G(A) be a double star as in 
Section 2. Then if {(i,, j, )} # H(A), then A is D-stable if and only if A E PC 
as in the previous example. If {(i,, j,)} = H(A), then A is &table if and 
onlyifdetA[{i,,j,}]>O or there exists k # i,, j, such that okk > 0. 
To conclude we consider a nonacyclic matrix. 
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EXAMPLE 6. Let 
Then A is I’:. G(A) is the triangle 
1 
/.\ 
l - 0 
2 3 
H(A)= {(1,3),(2,3)}, S(A)= {(1,2)}. P(A)= {1,2,3}, but A is not Dstable, 
by the criterion given in [4]. This shows that a different theorem is needed for 
general matrices. 
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