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Quantum metrology is a promising practical use case for quantum technologies, where physical
quantities can be measured with unprecedented precision. In lieu of quantum error correction
procedures, near term quantum devices are expected to be noisy, and we have to make do with
noisy probe states. With carefully chosen symmetric probe states inspired by the quantum error
correction capabilities of certain symmetric codes, we prove that quantum metrology can exhibit an
advantage over classical metrology, even after the probe states are corrupted by a constant number
of erasure and dephasing errors. These probe states prove useful for robust metrology not only in
the NISQ regime, but also in the asymptotic setting where they achieve Heisenberg scaling. This
brings us closer towards making robust quantum metrology a technological reality.
I. INTRODUCTION
To harness the full powers of quantum technologies, quan-
tum error correction is necessary to mitigate the inevitable
decoherence of quantum information. However, in lieu of
the era of quantum error correction, it would nonetheless be
great to be able to unlock some of the potential of quan-
tum technologies in near term quantum devices. We are
approaching the Noisy Intermediate-Scale Quantum (NISQ)
era [1], where quantum devices, albeit noisy, will have be-
tween 50 to 100 qubits in the near future. An important
question is what quantum advantage such NISQ devices
might offer us in the near-term. Given that quantum metrol-
ogy appears to be less demanding of the level of precision that
is required to manipulate quantum data as compared to a
fully fledged quantum computing device, one might wonder
if quantum metrology could provide a quantum advantage
using these NISQ devices.
The main idea behind quantum metrology is to allow
high-resolution and highly sensitive measurements of physi-
cal parameters by consuming a quantum resource state, often
called the probe state. We expect that the probe state uti-
lized will be highly entangled, which might still have some
entanglement even when noisy and thereby still have some
use. If quantum metrology does provide a quantum advan-
tage in practice, it would allow the development of new sen-
sor chips that utilize quantum entanglement to achieve un-
precedented precision and sensitivity in their measurements.
This has implications across all fields where sensors are im-
portant, such as in detecting gravitational waves [2], enhanc-
ing radar technologies [3], and increased sensitivity in medi-
cal measurements [4], optical interferometry [5], field sensing
[6], Hamiltonian tomography [7, 8] and deformation sensing
[9, 10].
While quantum noise degrades the quality of entanglement
within a probe state consumed in quantum metrology, it is
nonetheless possible to yield a quantum advantage in sens-
ing if (1) the highly entangled probe state is carefully chosen,
and (2) if the noise is not too severe. The scenario of interest
is that of robust quantum metrology, which we define to be
the following. A chosen probe state is passively exposed to
noise, with no application of quantum error correction. This
is in contrast to other schemes for noisy quantum metrology
∗ y.ouyang@sheffield.ac.uk
where active quantum error correction is employed [6, 11–
17]. Our choice here is motivated by the fact that error cor-
rection requires feed-forward and corrections which greatly
increase the difficulty and practicality, and risks taking us
out of the NISQ regime. The corrupted probe state is then
directly used for the purpose of quantum metrology. If the
quantum Fisher information (QFI) of the resultant optimal
measurement exceeds that of optimal classical Fisher infor-
mation (CFI), we say that the chosen probe state allows for
robust quantum metrology.
To illustrate our findings, we consider the canonical prob-
lem in quantum metrology where the observable to be mea-
sured is the spin of a single qubit. For the interested reader,
we suggest a recent review on the field of quantum metrol-
ogy [9], which has been extensively studied by a broad com-
munity. By using multiple measurements, classically, the
signal quantified by the CFI can be enhanced by a factor
of N , where N denotes the number of measurements. It
is well-known that if one prepares an N -qubit GHZ state
and measures each qubit identically, the corresponding QFI
can reach N2, and thereby greatly surpass the best possi-
ble classical strategy. Indeed, in the noiseless case, the GHZ
state is the optimal probe state. This quantum advantage
becomes especially prominent when N is very large. This
N2 scaling, known as the Heisenberg scaling, however van-
ishes when there is a single erasure or phase error, as the
GHZ state becomes a classical mixture of the all 0s and all
1s state.
It has been shown that for i.i.d. noise, the Heisenberg
scaling of quantum metrology is lost, and shot noise behav-
ior reflecting classical scaling is recovered [18]. We thereby
lose the asymptotic quantum advantage of quantum metrol-
ogy in this setting. However, there might still be hope for
robust metrology in an intermediate noise regime, where the
ratio of the number of errors to the number of qubits vanishes
asymptotically. Recently, Oszmaniec et al. looked into the
use of random states of distinguishable particles for quantum
metrology when a constant number of particles are erased
[19]. This corresponds to a scenario where a known subset
of qubits are damaged. Quantum metrology can then be
performed on the remaining undamaged qubits. They found
that even if these states are pure and hence typically highly
entangled, they are almost surely useless for metrology. Re-
markably, random symmetric states are almost surely useful
under finite particle loss. This suggests that it would be
fruitful to consider using explicit symmetric states for ro-
bust quantum metrology. However this problem is also non-
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trivial because, as mentioned, the most obvious symmetric
state, the GHZ state, is known to be bad for robust quantum
metrology, because a single Z error can totally dephase it.
Quantum states that comprise quantum error correcting
codes are known to be highly entangled, and intuitively, one
expects that it is their underlying entanglement that imparts
some of their error correction capabilities. In this paper, we
are driven by the intuition that quantum states that are good
for quantum error correction ought to be also good for ro-
bust quantum metrology. We emphasize that in general, this
intuition is false, because while random quantum codes are
almost surely good quantum error correction codes [20–24],
random quantum states are almost surely useless for robust
quantum metrology [19]. We nonetheless find that there are
families of quantum states that lie within the codespace of
certain permutation-invariant codes that are useful for ro-
bust metrology. Permutation-invariant quantum codes are
quantum codes that lie entirely within the symmetric space
[25–30], and are invariant under any permutation of their un-
derlying particles. In this paper, we study the performance
of quantum states that arise from some of these symmetric
quantum codes in Ref. [27] for use in quantum metrology.
Our first result for robust metrology, addresses the sce-
nario of erasure errors. Here, we provide analytical lower
bounds of the QFI for explicitly chosen symmetric probe
states. Our result is reminiscent of the possibility to
make quantum metrology robust using symmetric states [19].
Here, we demonstrate how explicit probe states can be ad-
vantageous to use for robust metrology. We also provide
asymptotic lower bounds for the QFI when only 1 and 2 era-
sures occur. Bounds for larger number of erasures can be
calculated using the techniques we exposit. By choosing the
parameters of the symmetric probe state carefully, the QFI
approaches the Heisenberg scaling up to a constant factor.
Our second result is an analytical lower bound on the
QFI for our probe state when dephasing errors occur on our
qubits. We consider the scenario where the noisy channel
comprises of convex combinations of unitary processes where
either zero or one phase error occurs uniformly on any of the
underlying qubits. Since a single dephasing error can deco-
here a GHZ state to a maximally mixed state, it is clear that
GHZ states are useless for robust metrology in such a noise
model. We show that in an appropriate asymptotic limit, the
QFI of our probe states approaches the Heisenberg scaling
up to a constant factor. We also discuss how our analysis
applies to the scenario of i.i.d. dephasing noise on all qubits,
in the limit where the probability of dephasing per qubit
approaches zero faster than the reciprocal of the number of
qubits. Again, our proof technique is not restricted to single
dephasing errors, and can be extended to a larger constant
number of dephasing errors, albeit with much more compli-
cated analysis.
We believe that our results pave the way forward towards
realizing robust metrology in the NISQ era. This is because
as one can see from Figure 1 and Figure 2, a quantum advan-
tage can in principle already be attained using our proposed
noisy probe states for either a single erasure error or a single
dephasing error.
II. EXPLICIT SYMMETRIC PROBE STATES
Suppose that we wish to amplify the observable from mea-
suring a single qubit. Up to a rotation, this can be taking
to be a Pauli Z operator. We consider a canonical scenario
where we measure identical Z observables on N qubits. Such
an observable can be written as
H =
N∑
j=1
Zj , (II.1)
where Zj denotes the Pauli operator that applies a Z on
qubit j and applies the identity operator on all other qubits.
Because of the structure of this multi-qubit observable, each
Z-observable can be measured independently and individ-
ually. A quantum advantage in sensing is then potentially
obtained by N independent measurements on a suitably cho-
sen probe state.
The QFI can be used to quantify the performance of a
quantum state ρ for quantum metrology with respect to the
observable H. It is well known that a lower bound for the
QFI can be obtained with the trace norm of commutator of
ρ and H 1. Namely, the QFI is at least
‖[ρ,H]‖21 ≥ ‖[ρ,H]‖22, (II.2)
where [ρ,H] = ρH−Hρ and ‖A‖p denotes the p-norm of the
vector of singular values of A. Using Eq. (A.1) we find that
‖[ρ,H]‖22 = 2 Tr(ρ2H2)− 2 Tr(ρHρH), (II.3)
and it is the expression on the right hand side of (II.3) that
we evaluate to obtain a lower bound on the QFI 2.
For reasons explained earlier, we wish to explore metrol-
ogy on symmetric states. While certain symmetric states
are known to exhibit a large amount of entanglement [31],
there is no guarantee that they are useful for robust quan-
tum metrology. The state that we propose to use for robust
metrology is some well chosen state within the codespace
of a permutation-invariant code that corrects t errors. The
intuition is that since the quantum code is symmetric and
can correct errors, its codewords ought to be useful for ro-
bust metrology. The intuition needs to be quantified, and we
achieve this here.
While many families of permutation-invariant codes have
been studied [25–30], we focus our attention on a code fam-
ily supplied in [27] which is completely described by three
parameters, given by g, n and u. Intuitively, g and n are pa-
rameters that control the number of correctible bit-flip and
phase-flip errors respectively, and u is a scaling parameter
that is at least 1 and (u−1) is the proportion of extra qubits
used. Different choices of u do not decrease the number of
errors the symmetric code can correct [27]. The total num-
ber of qubits comprising of these codes is N = gnu, and
such codes are known as gnu codes. For technical reasons,
we choose u = 1 to provide robustness against erasure errors,
and we choose u = 2 to provide robustness against dephasing
1 One can refer to [19] for example
2 See the appendix for details.
2
errors. The corresponding logical codewords are
|0L〉 =
√
2−(n−1)
∑
0≤j≤n
j even
|Dgnugj 〉,
|1L〉 =
√
2−(n−1)
∑
0≤j≤n
j odd
|Dgnugj 〉. (II.4)
Here |Dgnugj 〉 are Dicke states on N = gnu qubits with gj 1’s.
To be precise, for every w = 0, . . . , N , we have
|DNw 〉 =
1√(
N
w
) ∑
x1,...,xN∈{0,1}
x1+···+xN=w
|x1〉 ⊗ · · · ⊗ |xN 〉. (II.5)
Moreover, the quantum code corrects t arbitrary errors when-
ever g, n ≥ 2t + 1. For example, to correct 1 error, we have
t = 1, we can have g = n = 3, u = 1 and N = 9. It has also
been noted that this code shares many mathematical similar-
ities with the binomial codes recently studied in the context
of quantum error correction on a single bosonic mode [32].
For our application to metrology, we do not require the
full power of quantum error correction. We restrict our at-
tention to a single symmetric probe state that lies within the
codespace, which is given by
|ϕu〉 = |0L〉+ |1L〉√
2
=
√
2−n
n∑
j=0
√(
n
j
)
|Dgnugj 〉. (II.6)
This symmetric probe state can be interpreted as the logi-
cal plus operator a permutation-invariant quantum code with
parameters g, n and u. To summarize, we believe that study-
ing this family of probe states is advantageous because (1)
they are symmetric, (2) they lie in a codespace of a quan-
tum error correction codes, and (3) they have a very simple
structure in the Dicke basis.
Our first result is that explicitly constructed states can
serve as good probe states for robust quantum metrology in
the case of erasure errors. When the number of erasures is
not too many, we show that the QFI on the unerased qubits
approaches the Heisenberg scaling, and exhibits a quantum
advantage in the NISQ regime. More precisely, to protect
against t erasure errors, we choose u = 1 and set n = 2, 3, 4, 5
and 6, and increase the values of g. In this scenario, the QFI
is asymptotically lower bounded by a quadratic function in
N , which reproduces the Heisenberg scaling up to a con-
stant. We present this result formally in Theorem 2, and
illustrate our lower bound on the QFI for a number of qubits
compatible with the NISQ regime in Figure 1.
In our second result, we use a symmetric probe state with
u = 2 andN = 2gn qubits. We consider first the problem of a
noisy process that introduces either no phase error or a single
phase error randomly on the underlying qubits. We calculate
an analytical lower bound for the QFI using our probe state
in this scenario, and this is given explicitly in Theorem 2.
We also take the asymptotic limit of large g and constant n,
with n ≥ 2. In this scenario, we can see from Theorem 7
that we do recover the Heisenberg scaling. To consider the
effect of our probe state against i.i.d type dephasing errors
where the probability of dephasing per qubit is t/(2gn). By
only considering the leading order phase errors from this i.i.d
dephasing model, we obtain lower bounds for the QFI of our
corrupted probe state in this scenario. We present this result
formally in Theorem 8, and illustrate our lower bound on the
QFI for a number of qubits compatible with the NISQ regime
in Figure 2.
III. ERASURE ERRORS
In this section, we prove that quantum metrology per-
formed on an explicitly chosen symmetric probe state can
recover Heisenberg scaling when very few erasure errors have
occured. For example, when t qubits are known to have been
erased, we can perform metrology on the N − t qubits where
no erasures have occurred. Here, because of the symmetry
of the probe state |ϕ1〉, we may assume without loss of any
generality that the erasures always occur on the first t qubits.
To understand what exactly happens when t qubits have
been erased from our symmetric probe state |ϕ1〉, we leverage
the fact that we can explicitly calculate what its correspond-
ing density matrix is when t qubits have been erased. This
allows us to later unravel an analytical lower bound on the
QFI when t qubits are lost.
We denote the density matrix for these N−t qubits as ρ =
Trt(|ϕ1〉〈ϕ1|), where Trt(·) denote the partial tracing of the
first t qubits. We start with a representation of Trt(|ϕ1〉〈ϕ1|)
in terms of the vectors |θ0〉, . . . , |θt〉, where
|θu〉 =
n−1∑
j=1
√(
n
j
)
√
2n
|HN−tgj−u〉/
√(
N
gj
)
(III.1)
and |HNw 〉 =
√(
N
w
)|DNw 〉 denotes a rescaling of the Dicke
states such that each of its computational basis vector has
unit amplitude. For example, the vectors |θ0〉, . . . , |θt〉 are
pairwise orthogonal, but not orthonormal as seen from the
following orthogonality relationship for u, v = 0, . . . , t.
〈θu|θv〉 = δu,v
n−1∑
j=1
aj,u, (III.2)
where
aj,u =
(
n
j
)
2n
(
N−t
gj−u
)(
N
gj
) . (III.3)
Then we have the following lemma.
Lemma 1 (Representation of the partial trace of our sym-
metric probe state). Let g and n be positive integers and let
N = gn. With these parameters, let |ϕ1〉 denote our N -qubit
symmetric probe state as defined in (II.6). Let t denote the
number of erased qubits in |ϕ1〉〈ϕ1|, and Trt(|ϕ1〉〈ϕ1|) de-
note the corresponding density matrix obtained. Then for all
t < g, we have
Trt(|ϕ1〉〈ϕ1|)
=
1
2n/2
(|HN−t0 〉〈θ0|+ |θ0〉〈HN−t0 |+ |HN−tgn−t〉〈θt|+ |θt〉〈HN−tgn−t|)
+
t∑
u=0
(
t
u
)
|θu〉〈θu|+ 1
2n
(|HN−t0 〉〈HN−t0 |+ |HN−tgn−t〉〈HN−tgn−t|) .
3
Proof. First note that
|ϕ1〉〈ϕ1| =
n∑
j,k=0
√(
n
j
)(
n
k
)
2n
|DNgj〉〈DNgk|
=
n∑
j,k=0
√(
n
j
)(
n
k
)
2n
√(
N
gj
)(
N
gk
) |HNgj〉〈HNgk|.
When 1 ≤ j, k ≤ n− 1,
|HNgj〉〈HNgk| =
t∑
u,v=0
(|Htu〉 ⊗ |HN−tgj−u〉) (〈Htv| ⊗ 〈HN−tgk−v|) .
By performing the partial trace in the Dicke basis and using
the orthogonality condition 〈Dtu|Htv〉 = δu,v
√(
t
u
)
, and with
that fact that t < g, we can eliminate and get for 1 ≤ j, k ≤
n− 1 that
Trt
(|HNgj〉〈HNgk|) = t∑
u=0
(
t
u
)
|HN−tgj−u〉〈HN−tgk−u|. (III.4)
Also note that for j = 1, . . . , n− 1, we have
Trt
(|HN0 〉〈HNgn|) = Trt (|HNgn〉〈HN0 |) = 0
Trt
(|HN0 〉〈HNgj |) = |HN−t0 〉〈HN−tgj |
Trt
(|HNgj〉〈HN0 |) = |HN−tgj 〉〈HN−t0 |
Trt
(|HNgn〉〈HNgj |) = |HN−tgn−t〉〈HN−tgj−t|
Trt
(|HNgj〉〈HNgn|) = |HN−tgj−t〉〈HN−tgn−t|
Trt
(|HN0 〉〈HN0 |) = |HN−t0 〉〈HN−t0 |
Trt
(|HNgn〉〈HNgn|) = |HN−tgn−t〉〈HN−tgn−t|.
Hence
Trt(|ϕ1〉〈ϕ1|)
=
1
2n
n−1∑
j=1
√√√√ (nj)(
N
gj
) (|HN−t0 〉〈HN−tgj |+ |HN−tgj 〉〈HN−t0 |
+ |HN−tgn−t〉〈HN−tgj−t|+ |HN−tgj−t〉〈HN−tgn−t|
)
+
1
2n
n−1∑
j,k=1
√(
n
j
)(
n
k
)√(
N
gj
)(
N
gk
) t∑
u=0
(
t
u
)
|HN−tgj−u〉〈HN−tgk−u|
+
1
2n
(|HN−t0 〉〈HN−t0 |+ |HN−tgn−t〉〈HN−tgn−t|) ,
from which the result follows.
Now we are in a position to calculate an analytical lower
bound on the QFI given by ‖[ρ,H]‖22. The uncorrupted
probe state is the pure state |ϕ1〉〈ϕ1|, and when t qubits
are erased, the resultant probe state is the density matrix
ρ = Trt(|ϕ1〉〈ϕ1|). The observable is measured only on the
unerased qubits, and is given by H =
∑N−t
i=1 Zi.
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FIG. 1. Twice the expression in Theorem 2 gives lower bounds
for the QFI using the state |ϕ1〉 after 1,2 and 3 erasure errors
for different values of n. A quantum advantage exists whenever
the lines are above the shaded region. The number of qubits is
N = gn, and g is chosen to be strictly larger than the number
of erasures. We show results for up to 200 qubits, which is the
regime of interest in the NISQ era. When roughly 100 qubits are
available, and the rate of erasure is less than 2 percent, there is
a discernible quantum advantage in using our symmetric probe
state.
Now let
Au =
n−1∑
j=1
aj,u
Bu =
n−1∑
j=1
aj,ubj,u
Cu =
n−1∑
j=1
aj,ucj,u, (III.5)
and aj,u is as given in (III.3), and
bj,u =
4(gj − u)(N − t− gj + u)
(N − t)(N − t− 1) ,
cj,u =
2(gj − u)
N − t . (III.6)
The quantity (II.3) is a lower bound on the QFI for erasure
errors, which is twice the quantity given in the following
theorem.
Theorem 2. Let g, n be positive integers, and let t be a
positive integer such that t < g. Let N = gn. Denote our N -
qubit symmetric probe state |ϕ1〉 as defined in (II.6) based on
the positive integers g and n. Let ρ = Trt(|ϕ1〉〈ϕ1|). Then
Tr(ρ2H2)− Tr(ρHρH)
=
(N − t)2
2n
(4At −B0 −Bt + 2C0 − 2Ct)
+
(N − t)
2n
(B0 +Bt) + (N − t)2
t∑
u=0
(
t
u
)2
Ku, (III.7)
4
where
Ku =
(
2AuCu −
(
1− 1
N − t
)
AuBu − C2u
)
. (III.8)
The proof of this while straightforward, is a very tedious
calculation. We supply the full details in Appendix B. We
can see that twice the quantity in Theorem 2 gives a lower
bound on the quantum Fisher information when some era-
sures have occurred on our symmetric probe state. The ad-
vantage of the expression given is that it can be easily com-
puted.
Armed with an expression which yields a lower bound for
the quantum Fisher information under erasures in Theorem
2, we can find an asymptotical lower bound for the quantum
Fisher information, in the limit when the number of qubits
N = gn that make up our permutation-invariant probe state
becomes arbitrarily large.
For our asymptotic analysis to work, the number of era-
sures t and the number of levels n is constant, while g is
taken to be arbitrarily large.
We begin by calculating the asymptotics of the parameters
aj,u, bj,u and cj,u in the limit of large g.
Lemma 3. Let t be a positive integer. Then for all u =
0, . . . , t and j = 1, . . . , n− 1 we have
a¯j,u = lim
g→∞ aj,u =
(
n
j
)
2−n
(
1− j
n
)t−u(
j
n
)u
(III.9)
b¯j = lim
g→∞ bj,u =
4j
n
(
1− j
n
)
(III.10)
c¯j = lim
g→∞ cj,u =
2j
n
. (III.11)
Proof. Now recall that aj,u =
(
n
j
)
2−n
(
N−t
gj−u
)
/
(
N
gj
)
. Since 0 ≤
u ≤ t and u ≤ g, we have(
N − t
gj − u
)
/
(
N
gj
)
=
(N − gj)t−u
(N)t
(gj)u,
where (N)t = N(N − 1) . . . (N − t + 1) denotes the falling
factorial. It follows that
lim
n→∞
(
N − t
gj − u
)
/
(
N
gj
)
=
(N − gj)t−u
N t
(gj)u
=
(
1− j
n
)t−u(
j
n
)u
,
from which (III.9) follows.
Recall that cj,u =
2(gj−u)
N−t . In the limit of large g, we get
limg→∞ cj,u =
2(gj)
N =
2j
n . We similarly get the result for
b¯j .
From the above lemma, we obtain the asymptotic lower
bounds on the quantum Fisher information when the num-
ber of erasures is small. We present results for a single era-
sure and two erasures explicitly in Theorem 4, and it can
be readily seen that for any constant number of erasures, we
can similarly obtain lower bounds for the QFI.
Theorem 4 (Asymptotics for one and two erasures). Let
t denote the number of erasures. Let g be arbitrarily large,
and n be constant. Define our metrological probe state to be
based on the parameters g and n as defined in (II.6). Then
the lower bound on the QFI with t = 1, 2 erasures is at least
‖[ρ,H]‖22 ≥
{
n−1
n2 (N
2 + (n− 2)N − (n− 1)) , t = 1
(N−2)(n−1)(N(3n2−n+6)+3n3−4n2+3n−18)
8n4 , t = 2
,
whenever n > t.
Proof. Evaluating the limits of Aj , Bj , Cj for j = 0, 1, 2, we
get using Lemma 3 that
lim
g→∞A0 =
n−1∑
j=1
(
n
j
)
2−n(1− j/n) = 1
2
− 2−n
lim
g→∞A1 =
n−1∑
j=1
(
n
j
)
2−nj/n =
1
2
+
1
2n
lim
g→∞B0 =
n−1∑
j=1
(
n
j
)
2−n(1− j/n)(4j/n)(1− j/n) = 1
2
− 1
2n
lim
g→∞B1 =
n−1∑
j=1
(
n
j
)
2−n(j/n)(4j/n)(1− j/n) = 1
2
− 1
2n
lim
g→∞C0 =
n−1∑
j=1
(
n
j
)
2−n(1− j/n)(2j/n) = 1
2
− 1
2n
lim
g→∞C1 =
n−1∑
j=1
(
n
j
)
2−nj/n(2j/n) =
1
2
+
1
2n
− 1
2n−1
.
and
lim
g→∞A2 =
n−1∑
j=1
(
n
j
)
2−nj2/n2 =
1
4
+
1
4n
− 2−n
lim
g→∞B2 =
n−1∑
j=1
(
n
j
)
2−n(j/n)2(4j/n)(1− j/n)
lim
g→∞C2 =
n−1∑
j=1
(
n
j
)
2−nj2/n2(2j/n) =
1
4
+
3
4n
− 2−(n−1).
Hence it follows using Theorem 2 that for t = 1, we have
lim
g→∞
(
Tr(ρ2H2)− Tr(ρHρH)) ≥ (N − 1)(n− 1)(N + n− 1)
2n2
.
Twice of the above gives us a lower bound for the QFI ac-
cording to (II.3). This gives us the result for t = 1. When
t = 2, we can use Lemma 3 to get
From this, for t = 2, we get
lim
g→∞
(
Tr(ρ2H2)− Tr(ρHρH))
≥ (N − 2)(n− 1)
(
N
(
3n2 − n+ 6)+ 3n3 − 4n2 + 3n− 18)
16n4
Again, twice of the above gives us a lower bound for the QFI
according to (II.3).
While we can certainly bound the QFI for larger values of
t, the calculations get considerably more tedious, and only
obfuscate our proof technique.
5
To interpret the results of Theorem 4 more explicitly, no-
tice that when t = 1, in the limit of large g, the QFI is at
least
‖[ρ,H]‖22 ≥

1
4 (N
2 − 1) ∼ 0.125N2, n = 2
2
9 (N
2 +N − 2) ∼ 0.111N2, n = 3
3
16 (N
2 + 2N − 3) ∼ 0.09375N2, n = 4
4
25 (N
2 + 3N − 4) ∼ 0.08N2, n = 5
.
(III.12)
The results of Theorem 4 suggests that when n is constant
and when g is large, provided that the number of erasures is
strictly less than n, the QFI is lower bounded by a constant
multiplied by N2 which achieves a Heisenberg scaling. In-
deed, one can show this by performing appropriate leading
order analysis on the first term in (III.7) on Theorem 2.
We evaluate this numerically with t = 1, 2, 3, for constant
n and increasing g in Figure 1. The maximum number of
qubits we show in the plots is 200. From the numerical plot,
we can see that when the number of qubits is greater than 25,
there is a quantum advantage for metrology robust against
2 erasure errors for example.
IV. DICKE INNER PRODUCTS, KRAWTCHOUK
POLYNOMIALS, AND BINOMIAL SUMMATIONS
To analyze analytical lower bounds on the QFI of our
probe state that is subject to dephasing errors, it turns out
to be necessary to understand the structure of various Dicke
inner products.
The main technical tool offered here is the fact that Dicke
inner products of Dicke weights w can be written as poly-
nomials in w, using [27, Lemma 2]. The corresponding in-
ner products for the probe states can then be written as
binomial summations weighted by polynomials in the sum-
ming index, of which we can sum analytically. The resultant
sums are then functions in n in the large g limit. Intuitively,
the corresponding QFI recovers the Heisenberg scaling, be-
cause Pauli errors do not map the probe state to orthogonal
states. In this sense, it is the non-additive structure of the
permutation-invariant quantum codes that lends their utility
to robust quantum metrology.
Denote a binary Krawtchouk polynomial by
KNk (z) =
z∑
j=0
(
z
j
)(
N − z
k − j
)
(−1)j . (IV.1)
In the language of generating functions,
KNk (z) = [x
k](1− x)N−z(1 + x)z, (IV.2)
where [xk]f(x) denotes the coefficient of xk of a polynomial
f(x). Recall that a Dicke state is a normalized superposition
on m qubits of all permutations of computation basis vectors
with w 1s and m−w 0s, by |DNw 〉, which we have defined in
(II.5). Then we have the following matrix identity.
Lemma 5. Let N be a positive integer, and w, a be non-
negative integers such that w + a ≤ N . Let x, y, z be non-
negative integers such that x + y + z ≤ N . Let P = Px,y,z
be any Pauli operator with x X’s, y Y ’s and z Z’s. Then if
x + y − a is odd, 〈DNw+a|P |DNw 〉 = 0. If x + y − a is even,
then
〈DNw+a|P |DNw 〉 =
iy√(
N
w
)(
N
w+a
)Kx+yx+y−a
2
(y)KN−x−y
w− x+y−a2
(z).
(IV.3)
Proof. Let |θt〉 be a computation basis vector on N qubits
with w |1〉s and N−w |0〉s. Let nx, ny, nz denote the number
of |1〉s |θt〉 has on the support of the X, Y and Z part of P
respectively. Clearly 0 ≤ nx ≤ x, 0 ≤ ny ≤ y, 0 ≤ nz ≤ z.
Moreover we are interested in nx + ny + nz ≤ w. Clearly
P |θt〉 is up to a phase also a computation basis vector |φ〉,
and this phase is equal to iy(−1)ny+nz .
We now proceed to count the number of |1〉s in the com-
putation basis vector |φ〉. Let this number be n. Then we
have
n = (x− nx) + (y − ny) + nz + (w − nx − ny − nz)
= w + x+ y − 2(nx + ny). (IV.4)
If n = w + a, then we must have
w + a = w + x+ y − 2(nx + ny)
2(nx + ny) = x+ y − a, (IV.5)
and this implies that x + y − a must be even. This implies
that if x+ y − a is odd, 〈DNw+a|P |DNw 〉 must be zero.
Now we can evaluate 〈DNw+a|P |DNw 〉 when x+y−a is even.
Then we need only take into account all the ways of picking
|θt〉 for P to act on, and for each of these instances, sum the
appropriate phase. Now notice that nx =
x+y−a
2 −ny. Thus,
〈DNw+a|P |DNw 〉 =
1√(
m
w
)(
m
w+a
) ∑
nx,ny,nz≥0
nx+ny+nz≤w
nx≤x
ny≤y
nz≤z
iy(−1)ny+nz .
(IV.6)
Expressing this in terms of binomial coefficients, and adopt-
ing the convention that
(
n
k
)
= 0 for negative k, we have
〈DNw+a|P |DNw 〉
=
iy√(
N
w
)(
N
w+a
) z∑
nz=0
(
z
nz
)(
N − x− y − z
w − nx − ny − nz
)
× (−1)nz
y∑
ny=0
(
y
ny
)(
x
x+y−a
2 − ny
)
(−1)ny
=
iy√(
N
w
)(
N
w+a
)KN−x−yw−nx−ny (z)Kx+yx+y−a
2
(y). (IV.7)
Substituting nx + ny =
x+y−a
2 then yields the result.
The number of bit flips in the Dicke inner product is at
most 2. The values of Krawtchouk polynomials K2w(z) and
K1w(z) can be given in terms of their Krawtchouk matrices,
where Krw(z) denotes the zth row and wth column of the
matrix K(r). Then we have
K(1) =
(
1 1
1 −1
)
, K(2) =
1 2 11 0 −1
1 −2 1
 . (IV.8)
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It is easy to see that for all integers z = 0, . . . ,m,(
m
0
)−1
KN0 (z) = 1. When z ≥ w in the expression KNw (z)
and w ≤ m − z, we use (IV.1) to express (mw)−1KNw (z) as
polynomials in w. Using Lemma 5, we get
〈DNw |Z1|DNw 〉 =
KNw (1)(
N
w
) = 1− 2w
N
. (IV.9)
〈DNw |Z1Z2|DNw 〉 =
KNw (2)(
N
w
) = 1 + 4w
N − 1 −
4w2
N(N − 1) .
(IV.10)
Moreover we have
〈DNw |Z1Z2Z3|DNw 〉 =
KNw (3)(
N
w
)
=1 + w
−6N2 + 6N − 4
N (N2 − 3N + 2) +
12w2
N2 − 3N + 2
− 8w
3
N (N2 − 3N + 2) (IV.11)
〈DNw |Z1Z2Z3Z4|DNw 〉 =
KNw (4)(
N
w
)
=1− 8w
(
N2 − 3N + 4)
(N − 1)3 +
8w2
(
3N2 − 3N + 4)
(N)4
− 32w
3
(N − 1)3 +
16w4
(N)4
. (IV.12)
Let v1 = 〈ϕ2|Z1|ϕ2〉, v2 = 〈ϕ2|Z1Z2|ϕ2〉, v3 =
〈ϕ2|Z1Z2Z3|ϕ2〉, and v4 = 〈ϕ2|Z1Z2Z3Z4|ϕ2〉. Moreover,
when |ϕ2〉 is the probe state as given in (II.6) with u = 2,
by using the binomial identities for
∑n
j=0
(
n
j
)
jx for x =
0, 1, 2, 3, 4, we have
v1 =
1
2
,
v2 =
gn+ g − 2
4gn− 2 ,
v3 =
g2n(n+ 3)− 6gn+ 2
4(gn− 1)(2gn− 1) ,
v4 =
g3
(
n3 + 6n2 + 3n− 2)− 12g2n(n+ 1) + k4
4(gn− 1)(2gn− 3)(2gn− 1) ,
v5 =
g4n
(
n3 + 10n2 + 15n− 10)− 20g3n2(n+ 3) + k5
8(gn− 2)(gn− 1)(2gn− 3)(2gn− 1) ,
(IV.13)
k4 = 4g(5n+2)−12 and where k5 = 20g2n(4n+3)−100gn+
24. Furthermore, in the limit of large g, we have
lim
g→∞ v1 =
1
2
, (IV.14)
lim
g→∞ v2 =
1
4
+
1
4n
, (IV.15)
lim
g→∞ v3 =
1
8
+
3
8n
, (IV.16)
lim
g→∞ v4 =
1
16
+
6n2 + 3n− 2
16n3
, (IV.17)
lim
g→∞ v5 =
1
32
+
10n2 + 15n− 10
32n3
. (IV.18)
V. DEPHASING ERRORS
Consider first dephasing noise which occurs i.i.d. on each
qubit with probability p. For robust metrology to be possi-
ble, we require p to vanish with the number of qubits N [18].
To combat dephasing errors, we propose to use the probe
state |ϕ2〉 given in (II.6) where u = 2 so that N = 2gn.
Let Pp denote the dephasing channel with probability p on
a qubit. Then we can write
σ = P⊗Np (|ϕ2〉〈ϕ2|)
= (1− p)N |ϕ2〉〈ϕ2|
+
N∑
j=1
pj(1− p)N−j
∑
x=(x1,...,xN )∈{0,1}N
x1+···+xN=j
Zx|ϕ2〉〈ϕ2|Zx,
(V.1)
where Zx denotes the Pauli operator that applies Z on every
qubit j for which xj = 1. We are interested in the scenario
where there is vanishing probability p = t/N of dephasing
errors where the constant t is the expected number of de-
phasing errors. When t is vanishingly small, the dominant
number of dephasing errors that we need to consider in the
sum given by (V.1) is when j = 0, 1. Let
σk = (1− p)N |ϕ2〉〈ϕ2|
+
k∑
j=1
pj(1− p)N−j
∑
x=(x1,...,xN )∈{0,1}N
x1+···+xN=1
Zx|ϕ2〉〈ϕ2|Zx.
(V.2)
Now define the probability tail
τk =
∞∑
j=k
(
N
j
)
pj(1− p)N−j . (V.3)
and let k = σ−σk. Then by the linearity of the commutator
and the triangle inequality of norms, we have
‖[σ,H]‖1 = ‖[σk, H] + [k, H]‖1 ≥ ‖[σk, H]‖1 − ‖[k, H]‖1.
(V.4)
Now ‖H‖∞ = N , ‖k‖1 ≤ τk and ‖σk‖1 ≤ 1− τk ≤ 1. From
the Ho¨lder inequality, we have ‖σkH‖1 ≤ ‖σk‖1‖H‖∞ ≤ N
and ‖kH‖1 ≤ ‖k‖1‖H‖∞ ≤ N . Hence we have
‖[σ,H]‖21 ≥ ‖[σk, H]‖21 − 2N2τk. (V.5)
Hence, to get a lower bound for the QFI, it suffices to obtain
an upper bound on the probability tail τk and a lower bound
on ‖[σk, H]‖1. We obtain the latter bound, by evaluating
‖[σk, H]‖22 exactly when k = 1. We remark that our subse-
quent analysis easily generalizes to larger constant values of
k, and our restriction to the value of k = 1 is primarily to
illustrate how our bound on the QFI can be derived.
To bound τk, we use the the remainder terms of a Taylor
series expansion of the generating function (1 + p)N . We
bound the kth derivative of the generating function trivially
as d
k
dpk
(1 + p)N ≤ Nk(1 + p)N−k. Therefore,
τk ≤
∞∑
j=k
(
N
j
)
pj ≤ p
k
k!
Nk(1 + p)N−k =
tk
k!
(1 + t/N)N−k.
(V.6)
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For positive t, (1 + t/N)N ≤∑Nj=0 tjj! ≤ et. Hence
τk ≤ t
k
k!
et. (V.7)
For small t, the exponential factor et in the above expression
will not be too large.
We now turn our attention to a different dephasing model,
where up to one phase error occurs. Such a dephasing chan-
nel D introduces no phase errors with probability q0 and in-
troduces a single phase error uniformly on every qubit with
probability q1 = 1− q0, and we also denote such a dephased
probe state as σ1
3. The channel D can render the GHZ state
entirely useless for quantum metrology when q0 = q1 =
1
2 .
We numerically minimize the lower bound on the QFI with
respect to the parameter q0. This type of analysis is also
consistent with our choice of k = 1. In this scenario, the
dephased probe state is given precisely by
σ1 = q0|ϕ2〉〈ϕ2|+ q1
N
N∑
j=1
Zj |ϕ2〉〈ϕ2|Zj , (V.8)
and
σ21 = q
2
0 |ϕ2〉〈ϕ2|+
q0q1
N
N∑
j=1
|ϕ2〉〈ϕ2|Zj |ϕ2〉〈ϕ2|Zj
+
q0q1
N
N∑
j=1
Zj |ϕ2〉〈ϕ2|Zj |ϕ2〉〈ϕ2|
+
q21
N2
N∑
j,k=1
Zj |ϕ2〉〈ϕ2|ZjZk|ϕ2〉〈ϕ2|Zk. (V.9)
Next, note that
Trσ21H
2 = Tr
(
N∑
u,v=1
σ21ZuZv
)
. (V.10)
Lemma 6. For the probe state |ϕ2〉 on N = 2gn qubits, we
3 The matrix σ1 either denotes the leading order corrupted probe state
under the i.i.d. dephasing channel or the special dephasing channel
D.
have the following.∑
u,v
〈ϕ2|ZuZv|ϕ2〉 = N +N(N − 1)v2, (V.11)∑
u,v
〈ϕ2|Zv|ϕ2〉〈ϕ2|Zu|ϕ2〉 = N2v21 , (V.12)∑
k,u,v
〈ϕ2|ZvZk|ϕ2〉〈ϕ2|ZuZk|ϕ2〉
=N + 2N(N − 1)v2 +N(N − 1)2v22 , (V.13)∑
j,u,v
〈ϕ2|Zj |ϕ2〉〈ϕ2|ZuZvZj |ϕ2〉
=v1 (Nv1 + 3N(N − 1)v1 +N(N − 1)(N − 2)v3) , (V.14)∑
j,k,u,v
〈ϕ2|ZjZkZu|ϕ2〉〈ϕ2|ZjZkZv|ϕ2〉
=N(N − 1)(N − 2)2v23 + 4N(N − 1)v21
+ 4N(N − 1)(N − 2)v1v3 +N3v21 , (V.15)∑
j,k,u,v
〈ϕ2|ZjZk|ϕ2〉〈ϕ2|ZjZkZuZv|ϕ2〉
=N(N − 1)v2 ((N − 2)(N − 3)v4 + (5N − 8)v2 + 2)
+N2 +N2(N − 1)v2. (V.16)
Proof. The permutation-invariance of the states allows us to
reorder the Pauli Z operators to only act non-trivially on
the first few qubits. We then count the number of instances
in which the resultant Pauli operator acts non-trivially on
zero, one, two, three and four qubits. We use the fact that
Dicke states of different weights when multiplied by diagonal
matrices remain orthogonal, which allows us to write the
sums as linear combinations of Z-type Dicke inner products
that can be calculated using Lemma 5. In particular, we
have calculated the required Z-type inner products exactly,
as given in (IV.13). The result then follows.
Using the fact that
Tr(σ21H
2)
=q20
∑
u,v
〈ϕ2|ZuZv|ϕ2〉+ 2q0q1
N
∑
j,u,v
〈ϕ2|Zj |ϕ2〉〈ϕ2|ZjZuZv|ϕ2〉
+
q21
N2
∑
j,k,u,v
〈ϕ2|ZjZk|ϕ2〉〈ϕ2|ZkZuZvZj |ϕ2〉, (V.17)
and
Tr(σ1Hσ1H)
=q20
∑
u,v
〈ϕ2|Zu|ϕ2〉〈ϕ2|Zv|ϕ2〉
+
2q0q1
N
∑
j,u,v
〈ϕ2|ZjZu|ϕ2〉〈ϕ2|ZjZv|ϕ2〉
+
q21
N2
∑
j,k,u,v
〈ϕ2|ZjZkZu|ϕ2〉〈ϕ2|ZjZkZv|ϕ2〉. (V.18)
we can use Lemma 6 to simplify these inner products. This
thereby gives us lower bounds for the QFI for a dephasing
channel which produces either 0 or 1 dephasing errors with
probabilities q0 and q1 respectively. We illustrate this with
a plot in Figure 2.
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It is instructive to compare the performance of our probe
state with the GHZ state. We know that when a GHZ state
is dephased by an even number of Z errors, nothing happens,
and when it is dephased by an odd number of Z errors, it
becomes a classical mixture of the all ones and all zeros state.
The worst thing that could happen to a GHZ state is when
q0 = q1 =
1
2 , which reduces the GHZ state to a classical
mixture of the all ones and all zeros state. Such a state
is completely classically described, and is hence useless for
quantum metrology.
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N, number of qubits
0.8
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FIG. 2. Lower bounds for the QFI using the symmetric probe
state |ϕ2〉 with N = 2gn qubits for the dephasing channel D with
q0 = q1 =
1
2
that dephases up to 1 qubit. When the data points lie
above the shaded region, there is a quantum advantage in using
|ϕ2〉.
However, for our symmetric probe state, we do have a
quantum advantage. With the dephased probe state |ϕ2〉,
for small t and large g, we can recover a Heisenberg scaling
for the QFI with respect to such a channel. Namely, given
the exact results that we have for dephasing errors on a sin-
gle qubit, we can prove that with respect to the single qubit
dephasing channel, our probe state exhibits a quantum ad-
vantage that exhibits a Heisenberg scaling with respect to
the QFI.
Theorem 7. Let n be a positive integer and g → ∞. Then
the QFI for the dephasing channel D that introduces a single
phase error uniformly with probability λ on an N = 2gn qubit
probe state |ϕ2〉 is to leading order in N given by
(1− λ)2N
2
2n
+ λ(1− λ)N
2(n− 1)
4n2
+ λ2
N2(n2 + n− 2)
32n4
.
(V.19)
When λ = 12 , this becomes
N2
(
3
16n
− 7
128n2
+
1
128n3
− 1
64n4
)
. (V.20)
Hence we have shown that our probe state reproduces the
Heisenberg scaling for small number of dephasing errors. To
prove this result, we simply take g to infinity from the values
of Dicke inner products in Lemma 5 with (IV.18) to obtain
a lower bound in the QFI in terms of only N and n and λ.
If one wants to know what the QFI is under an i.i.d. de-
phasing channel, we can also have the following lower bound,
which comes directly from using a Taylor series approxima-
tion on a dephased probe state for very small probabilities.
Theorem 8. Let t be a positive number and N be a positive
integer where t ≤ N/2. Then QFI using the probe state |ϕ2〉
when exposed to dephasing noise with p = t/N is at least
2 Tr(σ21H
2)− 2 Tr(σ1Hσ1H)− 2N2tet, (V.21)
where Tr(σ21H
2) and Tr(σ1Hσ1H) are given by (V.17) and
(V.18) respectively.
Clearly, if 2 Tr(σ21H
2) − 2 Tr(σ1Hσ1H) = cN2 with c >
2tet, which can always occur for small enough t, we can also
recover the Heisenberg scaling in this scenario.
VI. DISCUSSIONS
In this paper, we study the potential of using explicit
symmetric probe states for the purpose of robust metrol-
ogy. In using the terminology robust metrology, we consider
a metrological protocol where carefully chosen probe states
are allowed to naturally decohere and are subsequently mea-
sured. Our considered noise processes include erasure errors
and dephasing errors. We show that if the probe states lie
within the codespace of certain permutation-invariant quan-
tum codes [27] which allow for the detection of at least 1
error, such probe states are useful for robust metrology in
the NISQ regime (see Figures 1 and 2). We also demonstrate
that in the asymptotic regime, our probe states can recover
Heisenberg scaling for quantum metrology when the number
of erasure errors is very few, and also when the dephasing
error becomes increasingly negligible.
To arrive at our lower bounds on the QFI, we rely on ex-
plicit structural properties of (1) Dicke states under action
of the partial trace, and (2) the connection between Dicke
inner products and Krawtchouk polynomials. The first and
second structural properties correspond to erasure and de-
phasing errors respectively. In both cases, we reduce the
problem to that of performing binomial-type summations
of the form
∑n
j=0
(
n
j
)
jx, when g becomes and x and n are
both small. Leveraging on this, we obtain compact analytical
lower bounds for the QFI in the case of robust metrology.
From Figures 1 and 2, when there are at least 50 qubits,
there is a discernable quantum advantage in using our pro-
posed probe state for robust metrology. For example, if only
1 out of 50 qubits is erased, the corrupted probe state |ϕ1〉
can nonetheless attain a QFI of at least N1.4 which is about
5 times larger than the baseline CFI of N .
We believe that our results are complementary to the
literature on robust quantum metrology [19] and quantum
metrology with error correction [6, 11–14, 16, 17]. Because
our probe states inherit the quantum error correction (QEC)
capability of the permutation-invariant quantum codes illus-
trated in Ref. [27], we know that active quantum error correc-
tion can always be employed on our probe states to further
amplify the QFI. The extent in which the QFI can be further
enhanced in a setting with actual QEC techniques remains
to be explored in future work.
One limitation of this paper is that while we have lower
bounds on the QFI for our corrupted probe states, we lack a
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fully fleshed out practical proposal based on our scheme for
robust metrology. We expect that techniques in preparation
of Dicke states and quantum cellular automata to be useful
with regards to this issue. While our probe states can be
prepared in certain physical scenarios [33], the other issues
of state preparation in other architectures and also decoding
and state readout remain to be fully addressed. All these
issues however lie beyond the scope of the current paper,
where our focus lies primarily only on the QFI of our con-
sidered corrupted symmetric probe states.
In summary, we prove that explicit symmetric probe states
can give rise to a quantum advantage in the NISQ regime in
spite of being mildly corrupted. Moreover, in the asymptotic
limit, we show that it is possible for our proposed symmet-
ric probe states to attain a Heisenberg scaling even if they
suffer a non-trivial amount of noise. This paves the way
towards exploring the effectiveness of our symmetric probe
states against different types of noise processes, such as am-
plitude damping noise and depolarizing noise. It is also inter-
esting to consider the extent in which our symmetric probe
states can remain effective when multiple parameters are to
be simultaneously estimated. More fundamentally, it is in-
teresting to unravel the necessary and sufficient conditions
for robust metrology, at least in the case of symmetric qubit
states. We believe that the strength of our symmetric probe
states in robust metrology is that the noise processes con-
sidered do not take the probes state to orthogonal states.
Our probe states, arising from permutation-invariant quan-
tum codes, exhibit a highly non-additive behavior, and it
might be possible that this lends to their utility in quantum
metrology. Indeed, we are tempted to conjecture that any
permutation-invariant code that can detect at least one er-
ror is good for quantum metrology with respect to erasure
errors.
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Appendix A: Commutation identities
For Hermitian matrices A and B, we have that
Tr([A,B]†[A,B]) = Tr((AB −BA)†(AB −BA))
= Tr((BA−AB)(AB −BA))
= Tr((BAAB −BABA−ABAB +ABBA))
= 2 Tr(A2B2)− 2 Tr((AB)2). (A.1)
Also note that for Hermitian matrices A,B,C, we have
Tr([A,B]†[C,B]) = Tr((AB −BA)†(CB −BC))
= Tr((BA−AB)(CB −BC))
= Tr((BACB −BABC −ABCB +ABBC))
= Tr((AC + CA)B2)− 2 Tr(ABCB).
(A.2)
Appendix B: Technical proofs
Proof of Theorem 2. We proceed to evaluate both Tr(ρ2H2)
and Tr(ρHρH). Using the linearity of the trace, the
fact that Z2i is the identity operator, we get Tr(ρ
2H2) =
∑N−t
i,j=1 Tr(ρ
2ZiZj) =
∑N−t
i=1 Tr(ρ
2Z2i ) +
∑
i 6=j Tr(ρ
2ZiZj).
The permutation-invariance of the partial trace of the probe
state then gives
Tr(ρ2H2) = (N − t) Tr(ρ2) + 2
(
N − t
2
)
Tr(ρ2Z1Z2). (B.1)
From the representation of the partial trace of our symmetric
probe state ρ given in Lemma 1, we readily obtain from the
orthogonality relationship (III.2) and orthogonality of Dicke
states that
ρ2 =
t∑
u=0
(
t
u
)2
|θu〉〈θu|
n−1∑
j=1
aj,u +W1 +W2 +W3. (B.2)
where
2nW1 = |HN−t0 〉〈HN−t0 |〈θ0|θ0〉+ |HN−tN−t 〉〈HN−tN−t |〈θt|θt〉
+ |θ0〉〈θ0|+ |θt〉〈θt|
23n/2W2 = |θ0〉〈HN−t0 |+ |θt〉〈HN−tgn−t|
+ |HN−t0 〉〈|θ0|+ |HN−tgn−t〉〈θt|
W3 =
1
22n
(
(|0〉〈0|)⊗N−t + (|1〉〈1|)⊗N−t) . (B.3)
It readily follows that
Tr(ρ2) =
t∑
u=0
(
t
u
)2 n−1∑
j,k=1
aj,uak,u +
∑
j∈{0,t}
2〈θj |θj〉
2n
+
2
22n
,
(B.4)
and
Tr(ρ2Z1Z2) =
t∑
u=0
(
t
u
)2 n−1∑
j=1
aj,u〈θu|Z1Z2|θu〉
+
∑
j∈{0,t}
〈θj |θj〉+ 〈θj |Z1Z2|θj〉
2n
+
2
22n
. (B.5)
Next, we use (IV.10) to get
〈θu|Z1Z2|θu〉
=
n−1∑
j,k=1
√(
n
j
)(
n
k
)√(
N
gj
)(
N
gk
)
2n
〈HN−tgj−u|Z1Z2|HN−tgk−u〉
=
n−1∑
j=1
(
n
j
)(
N
gj
)
2n
〈HN−tgj−u|Z1Z2|HN−tgj−u〉
=
n−1∑
j=1
aj,u (1− bj,u) . (B.6)
Note that in the second equality of (B.6), we used t < g to
eliminate the cross terms in the summation. Combined with
the identity Tr(ρ2H2) =
∑N−t
j=1 Tr(ρ
2) +
∑
i 6=j Tr(ρ
2ZiZj),
we use (B.1), (B.4) and (B.6) to get
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Tr(ρ2H2) =
(N − t)2
22n−1
+
(N − t)2
2n
n−1∑
j=1
(aj,0(2− bj,0) + aj,t(2− bj,t)) + N − t
2n
n−1∑
j=1
(aj,0bj,0 + aj,tbj,t)
+ (N − t)2
t∑
u=0
(
t
u
)2 n−1∑
j=1
n−1∑
k=1
aj,uak,u
(
1− bk,u + bk,u
N − t
)
. (B.7)
Now we proceed to evaluate Tr(ρHρH). Orthogonality and permutation-invariance of the states |θu〉 implies that
ρHρ
N − t
=
t∑
u=0
(
t
u
)2
|θu〉〈θu|〈θu|Z1|θu〉
+
1
2n
(|HN−t0 〉〈HN−t0 |〈θ0|Z1|θ0〉+ |HN−tN−t 〉〈HN−tN−t |〈θt|Z1|θt〉+ |θ0〉〈θ0| − |θt〉〈θt|)
+
1
23n/2
(|θ0〉〈HN−t0 | − |θt〉〈HN−tgn−t|+ |HN−t0 〉〈|θ0| − |HN−tgn−t〉〈θt|)+ 122n ((|0〉〈0|)⊗N−t − (|1〉〈1|)⊗N−t)
+
1
2n/2
(〈θ0|Z1|θ0〉(|HN−t0 〉〈θ0|+ |θ0〉〈HN−t0 |) + 〈θt|Z1|θt〉(|HN−tgn−t〉〈θt|+ |θt〉〈HN−tgn−t|) . (B.8)
Then we get
Tr(ρHρH)
(N − t)2 =
t∑
u=0
(
t
u
)2
〈θu|Z1|θu〉2 + 2
2n
(〈θ0|Z1|θ0〉 − 〈θt|Z1|θt〉) + 2
22n
. (B.9)
We now find using (IV.9) that
〈θu|Z1|θu〉 =
n−1∑
j=1
(
n
j
)(
N
gj
)
2n
〈HN−tgj−u|Z1|HN−tgj−u〉
=
n−1∑
j=1
(
n
j
)(
N
gj
)
2n
(
N − t
gj − u
)(
1− 2(gj − u)
N − t
)
=
n−1∑
j=1
aj,u (1− cj,u) . (B.10)
Hence we have
Tr(ρHρH)
(N − t)2 =
t∑
u=0
(
t
u
)2 n−1∑
j=1
n−1∑
k=1
aj,uak,u(1− cj,u)(1− ck,u)
+
2
2n
n−1∑
j=1
(aj,0(1− cj,0)− aj,t(1− cj,t)) + 2
22n
. (B.11)
From (B.7) and (B.11) we get
Tr(ρ2H2)− Tr(ρHρH)
(N − t)2
=
1
2n
n−1∑
j=1
(aj,0(−bj,0 + 2cj,0) + aj,t(4− bj,t − 2cj,t)) + 1
2n(N − t)
n−1∑
j=1
(aj,0bj,0 + aj,tbj,t)
+
t∑
u=0
(
t
u
)2 n−1∑
j=1
n−1∑
k=1
aj,uak,u
(
cj,u + ck,u − bk,u + bk,u
N − t − cj,uck,u
)
. (B.12)
Rearranging the terms gives the result.
12
