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1. Introduction
This paper is concerned with the resolution of the nonlinear system
ϕt − ξ2ϕ + u.∇ϕ = ϕ(ϕ − 1)(1− 2ϕ)+ θ in Q , (1.1)
θt − kθ + u.∇θ = D(u) : D(u) in Q , (1.2)
ut − div
(
ν(ϕ)∇u)+ (u.∇)u + ∇p = f , divu = 0 in Q , (1.3)
ϕ = 0, θ = 0, u = 0 on S, (1.4)
ϕ(x,0) = ϕ0(x), θ(x,0) = θ0(x), u(x,0) = u0(x) in Ω, (1.5)
where Ω ⊂ RN is an open and bounded domain with a C2 boundary; let T be a ﬁnite positive number; Q = Ω × (0, T )
denotes the space–time cylinder with lateral surface S = ∂Ω × (0, T ). This problem has a similar structure to the non-
isothermal solidiﬁcation problem with melt convection [1,2,7]; in that particular context, Eq. (1.1) is so-called phase-ﬁeld
equation and is basically the one derived in [7] with an advection term. The other equations are derived by the usual
physical balance laws; in our case, balance of energy, mass and momentum; the parameter ξ is a positive constant related
to the width of the transitions layers; p is the hydrostatic pressure, ν(·) > 0 is a given function related to the viscosity;
f (·) is a given external ﬁeld; D(u) = (∇u + ∇uT )/2 is the deformation tensor and the ϕ0, θ0 and u0 are suitably given
functions.
A great deal of attention has been paid to the phase-ﬁeld methods in solidiﬁcation processes during the last two decades
by several authors ([1,2,7,8,15], etc.). In these works, many situations and different hypotheses have been considered, in spe-
cial the possibility of motion of molten material during solidiﬁcation processes. In our case, the molten material is assumed
to behave as an incompressible ﬂuid with variable viscosity and we will treat the case whose latent heat incorporated in the
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ones of the other cited papers.
Note that Eq. (1.2) needs a special treatment due to the nonlinear right-hand side belonging to L1(Q ) as u belongs to
some Banach space of the form L2(0, T ; H10(Ω)). For this reason, we consider the notion of renormalized solutions adapted
to our setting. The concept of renormalized solution was ﬁst introduced by DiPerna and Lions [9,10] in the framework of
the Fokker–Plank–Boltzmann equations; later on, it was applied to more general situations. We mention particularly the
contributions of L. Boccardo and co-workers (see [5] and the bibliography herein).
In order to solve problem (1.1)–(1.5) under the assumptions stated below, we use regularization technique, truncation
and approximate solutions. This work is organized as follows.
In Section 2 we set up the notation used in the paper; this leads to the introduction of some functional spaces. We
also recall certain interpolation results and embedding results, enumerate the hypotheses and introduce the concept of
renormalized solution adapted to our context and we state the main results of the paper. In Section 2.1 we investigate the
solvability of some auxiliary problems arising from the treatment of our problem.
Section 3 develops the proof of the existence result for two-dimensional case; it is split into three steps, namely: setting
of regularized problems, derivation of estimates, and passing to the limit.
Throughout this paper, we will denote by M > 0 the constants depending only on known quantities.
2. Notation and functional spaces
For q  1, we denote by Lq(Ω) the standard Lebesgue space with usual norm denoted by ‖ · ‖q,Ω . For nonnega-
tive integers m, Wm,q(Ω) is the standard Sobolev space with usual norm denoted by ‖ · ‖m,q,Ω . The space Wm,q0 (Ω) is
the closure with respect to the norm ‖ · ‖m,q,Ω of the set of all inﬁnitely differentiable functions with compact support
in Ω .
The Banach space W 2,1q (Q ) consists of functions v(x, t) in L
q(Q ) whose generalized derivatives ∂xv , ∂2x v , vt are L
q-
integrable; here ∂ sx denotes all the partial derivatives with respect to x1, . . . , xn of order s. Its norm is given by ‖v‖(2)q,Q =
‖v‖q,Q + ‖∂xv‖q,Q + ‖∂2x v‖q,Q + ‖vt‖q,Q .
The Hölder space Hσ ,σ/2(Q ), 0  σ < 1, consists of functions v(x, t) that are continuous in Q , with the following
ﬁnite norm |v|(σ )Q = maxQ |v| + 〈v〉(σ )x + 〈v〉(σ/2)t , where 〈v〉(σ )x = supA1 |v(x,t)−v(x
′,t)|
|x−x′ |σ , 〈v〉(σ )t = supA2 |v(x,t)−v(x,t
′)|
|t−t′ |σ/2 , A1 =
{(x, t), (x′, t) ∈ Q , x 
= x′} and A2 = {(x, t), (x, t′) ∈ Q , t 
= t′}.
We refer to [11,12], for instance, for more details of the previous spaces.
For the treatment of the equations related to the Navier–Stokes equations, we will need other functional spaces. Let
V = {v ∈ C∞0 (Ω)N : div v = 0}, we denote the closure of V in L2(Ω)N and the closure of V in H10(Ω)N by H and V ,
respectively. General properties for these spaces can be found for instance in Temam [18].
We recall the following result of [17] concerning embedding result:
∫
Q
|v|τ dxdt  M‖v‖pq/NL∞(0,T ;Lp(Ω))
∫
Q
|∇v|q dxdt, (2.1)
which holds for every function v in Lq(0, T ;W 1,q0 (Ω)) ∩ L∞(0, T ; Lp(Ω)) with p,q 1 and τ = q(N + p)/N .
Next, we recall other embedding result that will be useful later on. The following lemma is immediate consequence of
Lemma 3.3 in [12, p. 80] as (l, r, s) = (1,0,0).
Lemma 2.1. LetΩ ⊂RN be an open and bounded domain with ∂Ω in C2 , and let p  q be such that 1/p  1/q−2/(N +2) with the
inequality holding strictly when p = +∞ and σ = 2 − (N + 2)/q with q > 2. Then, there are constants Mi > 0, i = 1,2, depending
respectively only on T , Ω , q, and p, such that for all function v ∈ W 2,1q (Q ) there hold:
‖v‖p,Q  M1‖v‖(2)q,Q , |v|(σ )Q  M2‖v‖(2)q,Q . (2.2)
We will use the following truncation operator: for any positive real number R we deﬁne the truncation function as
TR(s) = s if |s| R and TR(s) = s sign(s) if |s| > R, (2.3)
where sign(s) = 0 if s = 0 and sign(s) = s/|s| if s 
= 0.
Since TR is a Lipschitz function, TR(v) ∈ W 1,q0 (Ω), q > 1, for any function v ∈ W 1,q0 (Ω) and the chain rule for the deriva-
tion of TR(v) holds true. Moreover, we will use the following: L = {v ∈ L∞(0, T ; L1(Ω)); TR(v) ∈ L2(0, T ; H10(Ω)), ∀R > 0,
limn→+∞ 1n
∫
An
|∇v|2 dxdt = 0}, where An = {(x, t) ∈ Q , n |v(x, t)| 2n}.
We will also make use of the following lemma, due to Boccardo and Gallouët (see [3,16]):
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∫
Q |∇TR(v)|2 dxdt  MR,
1
n
∫
An
|∇v|2  M, where An = {(x, t) ∈ Q ; n  |v(x, t)|  2n}. Then v ∈ Lq(0, T ;W 1,q0 (Ω)) for all 1 < q < N/(N − 1) such that‖v‖
Lq(0,T ;W 1,q0 (Ω))  M.
Throughout this work we will be using the following technical hypothesis:
(H) ν ∈ C0(R) such that 0< ν1  ν(·) ν2 < +∞.
We introduce now the deﬁnition of renormalized solutions to problem (1.1)–(1.5):
Deﬁnition 2.1. We say that the function (ϕ, θ,u, p) is a solution of the problem (1.1)–(1.5) if the following conditions are
fulﬁlled:
(i) f ∈ L2(Q ), (ϕ0, θ0,u0) ∈ (L2(Ω))2 ×H , u ∈ L∞(0, T ; H)∩ L2(0, T ; V ), p ∈ L2(Q ), ϕ ∈ L∞(0, T ; L2(Ω))∩ L2(0, T ; H10(Ω)),
and θ ∈ L ∩ Lq(0, T ;W 1,q0 (Ω)) with 1< q < 2;
(ii) For all φ ∈ W 2,12 (Q ) such that φ(x, T ) = 0, we have
−
∫
Q
ϕφt dxdt + ξ2
∫
Q
∇ϕ∇φ dxdt +
∫
Q
u.∇ϕφ dxdt
=
∫
Q
ϕ(ϕ − 1)(1− 2ϕ)φ dxdt +
∫
Q
θφ dxdt
∫
Ω
ϕ0(x)φ(x,0)dx. (2.4)
(iii) For all ψ ∈ C1([0, T ]; H) such that divψ(·, t) = 0 for all t ∈ [0, T ], and ψ(·, T ) = 0, we have
−
∫
Qml
uψt dxdt +
∫
Qml
ν(ϕ)∇u∇ψ dxdt +
∫
Qml
(u.∇)uψ dxdt
=
∫
Qml
fψ dxdt +
∫
Ωml(0)
u0(x)ψ(x,0)dx. (2.5)
(iv) For all β ∈ C∞(R) with suppβ ′ compact and for all η ∈ C1(Q ) such that η(·, T ) = 0, we have
−
∫
Q
β(θ)ηt dxdt + k
∫
Q
∇β(θ)∇ηdxdt + k
∫
Q
β ′′(θ)|∇θ |2ηdxdt +
∫
Q
u.β(θ)∇ηdxdt
=
∫
Q
β ′(θ)D(u) : D(u)ηdxdt +
∫
Ω
β(θ0)η(x,0)dx. (2.6)
We can now state the main result of this work.
Theorem 2.1. Assume that hypothesis (H) holds. Suppose that N = 2, f ∈ L2(Q ), ϕ0 ∈ W 2−2/τ ,τ0 (Ω), where 2  τ < 3, (θ0,u0) ∈
L2(Ω) × H. Then there exists a solution of the problem (1.1)–(1.5) in sense of Deﬁnition 2.1.
2.1. Auxiliary problems
We initially consider the following auxiliary problem:
ut − div
(
ν(ϕ)∇u)+ (u.∇)u + ∇p = f , divu = 0 in Q , (2.7)
u = 0 on S, u(x,0) = u0(x) in Ω. (2.8)
The existence of solution of problem (2.7), (2.8) can be proved through a Galerkin method as it is detailed in [18] for
classical Navier–Stokes equations.
Proposition 2.1. Let assumption (H) be fulﬁlled. Assume that u0 ∈ H and ϕ ∈ L2(Q ). Then there exists a solution (u, p) ∈
L∞(0, T ; H) ∩ L2(0, T ; V ) × L2(Q ) of problem (2.7), (2.8).
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ϕt − ξ2ϕ + u.∇ϕ = ϕ(ϕ − 1)(1− 2ϕ)+ h in Q , (2.9)
ϕ = 0 on S, ϕ(x,0) = ϕ0(x) in Ω. (2.10)
Proposition 2.2. For any h ∈ L2(Q ), ϕ0 ∈ H10(Ω) and u ∈ L∞(0, T ; H)∩ L2(0, T ; V ), there exists a solution ϕ ∈ L2(0, T ; H10(Ω))∩
W 2,14/3(Q ) of problem (2.9), (2.10) such that
‖ϕ‖(2)4/3,Q  M
(‖ϕ0‖1,2,Ω + ‖h‖2,Q + ‖h‖22,Q + ‖h‖32,Q + ‖u‖τ ,Q ‖h‖2,Q ),
where τ = 2(N + 2)/N.
When the dimension of the domain is N = 2, ϕ is unique, belongs to W 2,12 (Q ) and satisﬁes
‖ϕ‖(2)2,Q  M
(‖ϕ0‖1,2,Ω + ‖h‖2,Q )(1+ exp(‖u‖24,Q )(1+ ‖u‖24,Q )).
The existence of solution of problem (2.9), (2.10) can be proved through a regularization technique as it is detailed in [6].
3. Proof of Theorem 2.1
We begin by introducing a regularization of problem (1.1)–(1.5): for ε > 0, we deﬁne
(i) gε = Tε(D(uε) : D(uε)) a.e. in Q , where Tε is deﬁned in (2.3).
(ii) γε is an approximation of u ∈ L∞(0, T ; H) ∩ L2(0, T ; V ) given by uε ∗ωε/2, where ωε is a regularizing kernel and uε is
the truncation in Ωε of u (extended by 0 to Ω) as deﬁned in [14, Appendix A]. Then γε , which vanishes near ∂Ω , is
smooth in x and satisﬁes divγε = 0 in RN .
We consider the following regularized problem:
ϕε,t − ξ2ϕε + γε.∇ϕε = ϕε(ϕε − 1)(1− 2ϕε) + θε in Q , (3.1)
ϕε = 0 on S, ϕε(x,0) = ϕ0(x) in Ω, (3.2)
θε,t − kθε + γε.∇θε = gε in Q , (3.3)
θε = 0 on S, θε(x,0) = θ0(x) in Ω, (3.4)
uε,t − div
(
νε(ϕε)∇uε
)+ (uε.∇)uε + ∇pε = f , divuε = 0 in Q , (3.5)
uε = 0 on S, uε(x,0) = u0(x) in Ω. (3.6)
We will show the following result of the existence of the associated regularized problem:
Lemma 3.1. Let assumption (H) be fulﬁlled. Fix ε ∈ (0,1] and assume that ϕ0 ∈ W 2−2/τ ,τ0 (Ω), where 2  τ < 3, (θ0,u0) ∈
H10(Ω) × H. There exists a solution (ϕε, θε,uε, pε) of the problem (3.1)–(3.6) satisfying ϕε ∈ L2(0, T ; H10(Ω)) ∩ W 2,14/3(Q ), θε ∈
W 2,12 (Q ), (uε, pε) ∈ L∞(0, T ; H) ∩ L2(0, T ; V )× ∈ L2(Q ).
Proof. Since γε is smooth and gε ∈ L∞(Q ) (for example), the problem (3.3), (3.4) is a standard linear parabolic problem
and we know there exists θε ∈ W 1,22 (Q ) (see [12]). Moreover, using Proposition 2.2 with h = θε , we deduce that exists
ϕε ∈ L2(0, T ; H10(Ω)) ∩ W 2,14/3(Q ) solution of the problem (3.1), (3.2). Finally, since νε is smooth such that 0< ν1  νε  ν2
and ϕε ∈ L2(Q ) from Proposition 2.1, we deduce that exists (uε, pε) ∈ L∞(0, T ; H) ∩ L2(0, T ; V )× ∈ L2(Q ) solution of the
problem (3.5), (3.6). 
A priori estimates. Now we will be interested in obtaining a priori estimates, which are uniform with respect to ε. For
this, we start by multiplying (3.5) by uε . After integrating of the result over Ω , we use Green’s formula, divγε = 0 together
with (H), Hölder’s and Young’s inequalities to obtain
d
dt
∥∥uε(t)∥∥22,Ω + 2ν1
∥∥∇uε(t)∥∥22,Ω 
∥∥ f (t)∥∥22 +
∥∥uε(t)∥∥22,Ω . (3.7)
Applying Gronwall’s inequality, we get
∥∥uε(t)∥∥2  M(‖u0‖2 + ‖ f ‖2 ). (3.8)2,Ω H 2,Q
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‖uε‖L∞(0,T ;H) + ‖uε‖L2(0,T ;V )  M
(‖u0‖H + ‖ f ‖2,Q ). (3.9)
Notice that (3.9) implies that gε = Tε(D(uε) : D(uε)) is uniformly bounded in L1(Q ). This implies that we may deduce
some well-known estimates for the sequence θε (see [4] and [14, Appendix E]), namely
θε is uniformly bounded in L
∞(0, T ; L1(Ω)). (3.10)
For all R > 0, there exists a constant M > 0, not depending upon R and ε, such that∫
Q
∣∣∇TR(θε)∣∣2 dxdt  MR,
∫
Bn
|∇θε|2 dxdt  M, (3.11)
where Bn = {(x, t) ∈ Q , n |θε| 2n}. Owing to (3.11) and Lemma 2.2, we have
θε is uniformly bounded in L
q(0, T ;W 1,q0 (Ω)
)
, where 1< q <
N
N − 1 , (3.12)
and consequently, β(θε) is uniformly bounded in Lq(0, T ;W 1,q0 (Ω)).
Combining (3.10), (3.12) and the embedding result (2.1), we deduce
θε is uniformly bounded in L
τ (Q ), where
N + 1
N
< τ <
N + 1
N − 1 . (3.13)
In order to use Proposition 2.2 with h = θε , we need θε ∈ L2(Q ). Thus, by taking N = 2 in (3.13), we have
‖ϕε‖(2)2,Q  M
(‖ϕ0‖1,2,Ω + ‖θε‖2,Q )(1+ exp(‖uε‖24,Q )(1+ ‖uε‖24,Q )). (3.14)
Combining (3.9) and the embedding result (2.1) (with N = 2, p = q = 2), we have
‖uε‖4,Q  M
(‖u0‖H + ‖ f ‖2,Q ). (3.15)
Combining (3.13) (with N = 2), (3.14) and (3.15), we obtain
‖ϕε‖(2)2,Q  M∗
(
1+ ‖ϕ0‖1,2,Ω
)
, (3.16)
where M∗ depends on Ω , ‖u0‖H and ‖ f ‖2,Q .
Now, from the ﬁrst embedding result in (2.2) with N = 2 and q = 2, we have W 2,12 (Q ) ⊂ Lp(Q ), 2 p < ∞ and when
p  6, we obtain 3ϕ2ε − 2ϕ3ε − ϕε ∈ Ls(Q ) with s  2. Applying Lp-theory of parabolic linear equations of problem (3.1),
(3.2) with N = 2, γε ∈ L4(Q ) and 3ϕ2ε − 2ϕ3ε − ϕε + θε ∈ Lτ (Q ), we deduce when ϕ0 ∈ W 2−2/τ ,τ0 (Ω) that ϕε is uniformly
bounded in W 2,1τ (Q ), 3/2< τ < 3, such that
‖ϕε‖(2)τ ,Q  M
(‖uε‖4,Ω)(‖ϕ0‖m,τ ,Ω + ‖ϕε‖2τ ,Q + ‖ϕε‖3τ ,Q + ‖ϕε‖τ ,Q + ‖θε‖τ ,Q ), (3.17)
where m = 2− 2/τ .
Consequently, from the second embedding result in (2.2), we obtain ϕε ∈ Hσ ,σ/2(Q ) for 0< σ < 2/3 such that
|ϕε|(σ )Q  M‖ϕε‖(2)τ ,Q  M
(
1+ ‖ϕ0‖m,τ ,Ω
)
, (3.18)
where M depends on Ω , ‖u0‖H and ‖ f ‖2,Q .
Let us now give an estimate of the time derivative of uε . From Eq. (3.5) and assumption (H), we infer that
‖uε,t‖L1(0,T ;V ′)  ν2‖uε‖L2(0,T ;V ) + ‖uε‖2L2(0,T ;L4(Ω)) + ‖uε‖2L2(0,T ;V ) + ‖ f ‖2,Q .
From (3.9) and (3.15), we obtain
‖uε,t‖L1(0,T ;V ′)  M
(‖u0‖H + ‖ f ‖2,Q ). (3.19)
Passing to the limit. Next we pass to limits as ε → 0+ . For this, from (3.9), (3.13) (with N = 2), (3.16) and (3.19), we deduce
that θε , ϕε and uε are bounded (uniformly with respect to ε) in L2(Q ), W
2,1
2 (Q )∩W and L2(0, T ; V )∩B , respectively where
W = {v ∈ L2(0, T ; H2(Ω)); vt ∈ L2(Q )} and B = {v ∈ L2(0, T ; V ); vt ∈ L1(0, T ; V ′)}.
Since the embedding of H10(Ω) into L
2(Ω) (also H2(Ω) into H10(Ω)) is compact, we have by Aubin–Lions lemma that B
is compactly embedded into L2(Q ) and W is compactly embedded into L2(0, T ; H10(Ω)). Moreover, W 2,12 (Q ) is compactly
embedding into L9(Q ) (see [13]).
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in the same way) such that, as ε → 0+,
uε → u strongly in L2(Q ), (3.20)
(ϕε, θε,uε)⇀ (ϕ, θ,u) weakly in W
2,1
2 (Q )× L2(Q )× L2(0, T ; V ), (3.21)
(ϕε,∇ϕε) → (ϕ,∇ϕ) strongly in L9(Q ) × L2(Q ). (3.22)
From (3.18), we deduce that sup{|ϕε(x, t)|: (x, t) ∈ Q }  M , and 〈ϕε〉(σ/2)t  M . Thus, {ϕε} is uniformly bounded and
equicontinuous family in Q . By Arzela–Ascoli’s theorem it follows that there exists a subsequence, that we denote, for
simplicity, again by {ϕε} such that
ϕε → ϕ uniformly in Q . (3.23)
Notice that (3.21) and deﬁnition of γε imply that γε ⇀ u in L2(0, T ; V ); this fact, together with (3.22), implies that
γε.∇ϕε → u.∇ϕ in the distribution sense.
From (3.21) and (3.22), we get θεϕε → θϕ in the distribution sense.
On the other hand, for all φ ∈ L2(Q ), we have∫
Q
((
3ϕ2ε − 2ϕ3ε − ϕε
)− (3ϕ2 − 2ϕ3 − ϕ))φ dxdt =
∫
Q
dε(ϕε − ϕ)φ dxdt,
where dε = 3(ϕε + ϕ)− 2(ϕ2ε + ϕεϕ + ϕ2) − 1 ∈ L∞(Q ) such that ‖dε‖∞,Q  M .
Consequently,∫
Q
dε(ϕε − ϕ)φ dxdt  ‖dε‖∞,Q ‖ϕε − ϕ‖∞,Q ‖φ‖2,Q ,
and from (3.23), we get ϕε(ϕε − 1)(1− 2ϕε)⇀ ϕ(ϕ − 1)(1− 2ϕ) weakly in L2(Q ).
Here we show that ϕ satisﬁes (1.1) in the distribution sense. For this, we multiply (3.1) by a test function φ ∈ W 2,12 (Q )
such that φ(x, T ) = 0. After some usual integrations by parts using (3.2) and observing the properties of φ, we obtain
−
∫
Q
ϕεφt dxdt + ξ2
∫
Q
∇ϕε∇φ dxdt +
∫
Q
uε.∇ϕεφ dxdt
=
∫
Q
ϕε(ϕε − 1)(1− 2ϕε)φ dxdt +
∫
Q
θεφ dxdt
∫
Ω
ϕ0(x)φ(x,0)dx. (3.24)
We now take the limit in (3.24) and ﬁnd that ϕ satisﬁes (1.1) in the distribution sense.
Here we show that u satisﬁes Eq. (1.3) in the distribution sense. For this we multiply (3.5) by a test function ψ ∈
C([0, T ]; V ) such that divψ(., t) = 0 for all t ∈ [0, T ], and ψ(., T ) = 0 and integrate over Q . After some usual integrations
by parts using (3.6) and observing the properties of ψ , we obtain
−
∫
Q
uεψt dxdt +
∫
Q
ν(ϕε)∇uε∇ψ dxdt +
∫
Q
(uε.∇)uεψ dxdt
=
∫
Q
fψ dxdt +
∫
Ω
u0(x)ψ(x,0)dx. (3.25)
The convergences (3.20) and (3.21) are enough to conclude the convergence of the ﬁrst and third terms of the left-hand
side of Eq. (3.25). For the convergence of the second term of the left-hand side, we use (3.23) and the assumption (H)
to obtain ν(ϕε) → ν(ϕ) a.s. in Q . Owing to Lebesgue’s theorem, we deduce ν(ϕε) → ν(ϕ) strongly in Lp(Q ), for any
2 p < ∞; this fact, together with (3.21) guarantees the convergence of the second term in the left-hand side of Eq. (3.25).
Therefore, u satisﬁes Eq. (1.3) in the distribution sense.
Here we show that θ satisﬁes Eq. (1.2) in the renormalized sense. One of the most delicate parts in the passing to the
limit consists in showing the convergence ∇uε → ∇u strongly in L2(Q )2. To do this, we multiply the regularized velocity
equation of (3.5) by uε , integrating over Ω × (0, T ), using Green’s formula and divuε = 0, using Hölder’s and Young’s
inequalities, we deduce that
∥∥uε(T )∥∥22,Ω +
∫
ν(ϕε)|∇uε|2 dxdt =
∫
f uε dxdt + ‖u0‖22,Ω . (3.26)
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lim
ε→0
∫
Q
ν(ϕε)|∇uε|2 dxdt =
∫
Q
f u dxdt + ‖u0‖22,Ω − ‖u(T )‖22,Ω . (3.27)
On the other hand, the limit u is solution of Eq. (1.3), that is,∫
Q
ν(ϕ)|∇u|2 dxdt =
∫
Q
f u dxdt + ‖u0‖22,Ω −
∥∥u(T )∥∥22,Ω ;
this fact, together with (3.27), implies that
lim
ε→0
∫
Q
ν(ϕε)|∇uε|2 dxdt =
∫
Q
ν(ϕ)|∇u|2 dxdt. (3.28)
Thus,∫
Q
ν(ϕ)|∇uε|2 dxdt =
∫
Q
ν(ϕε)|∇uε|2 dxdt +
∫
Q
(
ν(ϕ) − ν(ϕε)
)|∇uε|2 dxdt

∫
Q
ν(ϕε)|∇uε|2 dxdt +
∥∥ν(ϕε) − ν(ϕ)∥∥∞,Q ‖∇uε‖22,Q . (3.29)
By virtue of (3.21), (3.23), and (3.28), making ε → 0 in (3.29) yields
lim
ε→0
∫
Q
ν(ϕ)|∇uε|2 dxdt =
∫
Q
ν(ϕ)|∇u|2 dxdt.
This also implies that limε→0
∫
Q |∇uε|2 dxdt =
∫
Q |∇uε|2 dxdt .
The last convergence implies that
gε = Tε
(
D(uε) : D(uε)
) → D(u) : D(u) in L1loc(Q ). (3.30)
Therefore, we may show that θε is a Cauchy sequence in C([0, T ]; L1(Ω)) and that TR(θε) converges strongly to TR(θ) in
L2(0, T ; H10(Ω)), for every R > 0. In fact, these are a consequence of (3.11) and (3.30), but they are not immediate results;
for details of the proof of these properties we refer to [14, Appendix E].
Summing up, for β ∈ C∞(R) such that β ′ ∈ C∞0 (R) and suppβ ′ ⊂ [−R, R], we have shown the existence of subsequence,
still denoted in the same way, θε , and function θ ∈ L∞(0, T ; L1(Ω)) ∩ Lq(0, T ;W 1,q0 (Ω)) ∩ Lτ (Q ), where 1 < q < 2 and
3/2< τ < 3, such that, as ε → 0+,
(
θεβ(θε)
)
⇀
(
θ,β(θ)
)
weakly in
(
Lq
(
0, T ;W 1,q0 (Ω) ∩ Lτ (Q )
))2
, (3.31)
θε → θ a.e. in Q , (3.32)
TR(θε) → TR(θ) strongly in L2
(
0, T ; H10(Ω)
)
. (3.33)
Furthermore, by multiplying (3.3) by β ′(θε), we obtain
β(θε)t − kβ(θε)+ div
(
γεβ(θε)
)+ kβ ′′(θε)|∇θε|2 = β ′(θε)gε in Q . (3.34)
Now we multiply (3.34) by a test function η ∈ C1(Q ) such that η(., T ) = 0 and integrate over Q . After some usual
integrations by parts using (3.4) and observing the properties of η, we get
−
∫
Q
β(θε)ηt dxdt + k
∫
Q
∇β(θε)∇ηdxdt + k
∫
Q
β ′′(θε)|∇θε|2ηdxdt +
∫
Q
γε.β(θε)∇ηdxdt
=
∫
Q
β ′(θε)gεηdxdt +
∫
Ω
β(θ0)η(x,0)dx. (3.35)
Thanks to the convergences (3.20), (3.30) and (3.31), (3.32), (3.33), we can make ε → 0 in (3.35), and obtain the varia-
tional formulation (2.6).
This completes the proof of Theorem 2.1.
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