Abstract. This paper demonstrates the unsupervised discovery of localised components in real image data, using images of much larger size than the small fragments from which components have previously been extracted. The handwriting images used are also much more homogeneous than the random natural scenes used in earlier demonstrations, containing components of a specific size-scale and structure. Because of this homogeneity, the components found are not wavelets covering a range of size scales: instead, they correspond to line-and curve-segments made by the pen. The objective function that is optimised here encodes and reconstructs the data via a Markov process, and is also related to density modelling techniques. Several earlier theoretical and experimental results can also be attributed to the form of neuron used here, including the extraction of words from continuous speech and the discovery of unknown transformation invariances via the controlled breaking of dynamical symmetry.
Introduction
There has been increasing interest in the possibility that unsupervised neural networks might generate multiple-cause (Saund 1995) , factorial (Barlow 1989) , or sparse (Hinton and Zemel 1994) codes. For our purposes, these terms will be treated as synonymous with each other and with another commonly used term, componential coding. The idea is that the unsupervised network discovers relatively immutable component substructures, which arise again and again in the different data patterns of an ensemble. The most versatile component-extraction methods will rely as little as possible on constraints that impose prior assumptions about the properties of the components. Instead, they will be able to deduce those properties from the statistical dependences ('higher-order correlations') between the pattern vectors' coordinates. For example, it should be unnecessary to assume that the components will have a characteristic size scale, or even that they are localised at all. Foldiak (1990) and Zemel (1993) have proposed unsupervised statistical methods for extracting components that occur with particular probability. They have shown that under some circumstances componential codes can be obtained for simple data sets, such as 8×8-pixel binary images synthesised from a selection of eight horizontal and eight vertical stripes. Mixture models allowing clusters to have multiple causes (Saund 1995) have provided other demonstrations, extracting segments of spline curves from 20 × 20-pixel synthetic binary images. However, it has proved difficult to extend statistical approaches to reasonably complex problems, for example encoding images of the decimal digits in terms of their 10 components (Dayan and Hinton 1996) . Hebbian threshold neurons have extracted individual faces from 256 ×256-pixel synthetic grey-level photo-montages (Webber 1994) . Hebbian adaptation is more akin to projection pursuit algorithms (Friedman and Tukey 1974) than to the statistical algorithms mentioned above.
Componential behaviour has recently been demonstrated using real data. By optimising an appropriately chosen balance of information-preserving and sparseness-penalty terms, Olshausen and Field (1996) have shown that oriented band-pass filters can be extracted from 16×16-pixel fragments excised from natural scenes. In their algorithm, 'neural outputs' are not explicit functions of the data or receptive fields, but are represented by free parameters, which are optimised during a relaxation phase as each new pattern is presented, subject to an explicit sparseness constraint. The filters generated have a range of modal spatial frequencies: the highest spatial frequency filters extend across half the 16 ×16-pixel input window, while the lowest-frequency filters are spatially uniform. These results indicate that a sparse code for natural images can be achieved through localisation of at least some of the receptive fields. Using a 12 × 12-pixel input window, Bell and Sejnowski (1997) obtained broadly similar results by maximising the joint entropy between the sigmoidally transformed outputs of scalar-product neurons, with the objective of deriving statistically independent components. Componential behaviour has also been demonstrated using speech data (Webber 1997 ): when exposed to continuous speech, a network of threshold neurons of the kind explored in Webber (1994) can generate discriminating, generalising detectors for words and phones, without needing to make prior assumptions about the existence of words or about the timescales of any correlations within the data.
In the present paper, self-organised componential coding of a handwriting-image database (CEDAR 1992 ) is demonstrated, using the particular form of threshold neuron explored in Webber (1994) and in the speech experiments of Webber (1997) . The image data used here differ from those used by Olshausen and Field (1996) and Bell and Sejnowski (1997) in two ways. Firstly, the network is presented with complete images of 256 ×128 pixels † rather than fragments bounded by a small input window. The very small input windows used by Olshausen and Field (1996) and Bell and Sejnowski (1997) left open the possibility that the derivation of localised components might have been influenced as much by boundary effects as by the length scales of the statistical dependences within the data: such doubts are eliminated in the present paper by the use of a window size much larger than the length scales of the statistical dependences. Secondly, handwriting data are much more homogeneous than random natural scenes: the images are composed from a very specific kind of substructure, namely line and curve segments made by the pen. In this case one would expect the derived components to have a specific size scale, rather than being wavelets spanning the whole range of spatial frequencies. These components convey more information than just location and spatial frequency, and are more closely related to what we believe to be the elements of handwriting. Furthermore, the present paper demonstrates that the componential code retains sufficient information to reconstruct the input images legibly.
Theoretical motivation for the response and objective functions

Kurtotic distribution models
To convey information, perceptual data must be non-randomly distributed in their patternvector spaces. Suggestions as to what form this non-random statistical structure might take have been made only recently, however. Field (1994) has suggested that there are many directions †ĉ i in image-vector space along which the projections a i ≡ x ·ĉ i of natural images x have kurtotic distributions Pr(a i ): along these directions, most natural images cast small projections but a few images cast large projections. The encoding formed by a set of projections x ·ĉ i (i = 1, . . . , n) would therefore be a sparse code for natural images. Webber (1994) proposed a similar geometrical model for an ensemble of perceptual data patterns x drawn from some distribution Pr(x). In this model also, the ensemble is characterised by a set of directionsĉ i (i = 1, . . . , n), which are not in general orthogonal. Again, the projection a i ≡ x ·ĉ i along each of these directions has a kurtotic distribution Pr(a i ), though any individual pattern from the ensemble has a large projection along only a few of the n kurtotic directions. The n kurtotic directions are identified with the n components of the ensemble, and the ith component is said to be 'present' in a particular pattern if that pattern casts a large projection along the corresponding kurtotic directionĉ i . Only a few of the components of the ensemble will be present in any individual pattern, but different combinations of components will be present in different patterns of the ensemble. Webber (1994) analysed the Hebbian adaptation of a neuron having a particular form of threshold nonlinearity, and showed that these neurons self-organise into discriminating detectors for components associated with kurtotic directions. This conclusion was supported by demonstrations using synthetic image data, and by analytical proof of the stability of the weight-vector dynamics when the weight vector becomes aligned with any of the kurtotic directions. In its random initial state, the unadapted weight vectorŵ will in general bear no relation to any of the kurtotic directions, and so the distribution Pr(x·ŵ) of projections along the weight vector will not initially appear kurtotic. Patterns containing the ith component will initially not be distinguishable from the remainder of the population on the basis of their projections alongŵ. However, whenŵ converges on one of the kurtotic directionsĉ i , the distribution Pr(x·ŵ) will acquire the same kurtotic form as Pr(x·ĉ i ), and those patterns having large values of x ·ĉ i will become concentrated at the high end of the distribution Pr(x ·ŵ). These are the patterns in which component i is present, so the neuron need only make a cut at some appropriate threshold
Self-organisation of discrimination, generalisation, and transformation invariance
in order to discriminate the patterns that contain the ith component from the rest of the ensemble. For this to be possible, this sub-population of patterns must be separable from the remainder of the population by a pattern-space plane x ·ĉ i = ϑ. Webber (1994) pointed out that this condition can be satisfied if the patterns containing the ith component are concentrated near a plane x ·ĉ i ≈ a o i , where a o i is greater than the values of x ·ĉ i for the remainder of the population. Under these circumstances, self-organisation can give rise to invariant neural response. When the weight vector has converged on the plane normalĉ i , the coplanar patterns will all cast similar projections x ·ŵ ≈ a o i along the weight vector. The output response of the neuron will therefore be similar for all patterns containing the ith component, and so the neuron generalises. Because the learning dynamics analysed in Webber (1994) could be shown to give rise to invariant response in this way, they were given the name invariance self-organisation (ISO). These learning dynamics were exposed to a continuous speech database in Webber (1997) , with the result that discrimination and generalisation emerged spontaneously. Webber (1998) proposed that the goal of sparse componential coding might be to facilitate the self-organisation of transformation invariances. The justification is that the controlled breaking of dynamical symmetry provides a natural mechanism for self-organising networks to develop invariant response under permutations of their inputs: this mechanism allows weight-vectors to acquire symmetries corresponding to any permutation invariances that exist in the probability distribution of the input vectors. In principle, sparse codes could map a wide range of data transformations onto permutations among the components of the code (Webber 1991) . Sparse coding could therefore serve as a pre-processing step, enabling transformation invariance to self-organise, as a consequence of the controlled breaking of dynamical symmetries. Webber (1998) proved that the ISO Hebbian learning dynamics could generate transformation invariances via this mechanism, and demonstrated an example of self-organised invariance under local translations and shape deformations.
The ISO neuron
The ISO neuron explored in Webber (1994 Webber ( , 1997 Webber ( , 1998 computes the standard scalar product between input pattern x and weight vectorŵ, applying a particular form of threshold nonlinearity to the result to give a positive-definite output response:
The weight vector is constrained throughout its adaptation to maintain unit length:
The parameter ϑ controls the height of the response threshold, and remains fixed at a pre-set value asŵ adapts. The form (2) of neural response is clearly suited to the discrimination function implicit in (1). The nonlinearity allows each such neuron to respond only to those patterns which cast a long enough projection x ·ŵ > ϑ , and only those neurons whose receptive fields match features in the pattern sufficiently well that x ·ŵ > ϑ will respond. Consequently, such neurons form sparse codes (Webber 1994) . The nonlinearity segregates the pattern-space into two regions separated by the threshold plane x ·ŵ = ϑ: the boundary between these regions is softened to an extent determined by the size of σ . The two regions correspond to a linear above-threshold regime (x ·ŵ − ϑ ≫ σ ) and an exponential subthreshold regime (x·ŵ −ϑ ≪ σ ). The value of σ determines how far r (x ·ŵ) departs from its σ → 0 hardthreshold limit. For small enough σ , the response r (x ·ŵ) will be dominated by patterns lying well inside the above-threshold region (x ·ŵ − ϑ ≫ σ ), just as in the hard-threshold case.
In Webber (1994) no provision was made for these neurons to influence each other's adaptation by means of lateral connections: neurons adapted independently of one another. The basic adaptation mechanism was an unsupervised Hebbian rule (Hebb 1949) 
where · · · {x} denotes an average over the data set {x}. In the σ → 0 limit, dr/dα = 1 when r(α) > 0 and dr/dα = 0 when r(α) = 0, so the Hebbian rule maximises the mean square neural response
Note that if the threshold nonlinearity were made linear (by setting r(x ·ŵ) = x ·ŵ), Hebbian adaptation (3) would simply find the principal eigenvector of the input vectors' covariance matrix † (Oja 1982) . By ignoring patterns below threshold, the nonlinearity gives rise to behaviour very different from principal component analysis. Principal component methods are inadequate to derive the kind of localised component of interest here, because data having a translationally invariant distribution have a covariance matrix of Toeplitz form: statistical dependences more general than second-order statistics are needed to define localised components, because Toeplitz matrices have periodic, not localised, eigenvectors.
Near-optimal Bayesian reconstruction of the data using ISO neurons
The basic Hebbian rule was modified in Webber (1997) to allow neurons to influence each other's adaptation by means of feedback signals. These allow a neuron to influence the adaptation of other neurons from which it receives its inputs. In this way, neurons in a multi-layered network can cooperate to optimise a unified objective function. However, the introduction of feedback signals is insufficient to encourage neurons in the same layer to encode distinct components. The present paper modifies the adaptation of ISO neurons by introducing lateral interaction between neurons in the same layer, to discourage such redundancy.
It is desirable that this modification is made in a principled rather than an ad hoc way. A theoretical framework exists which prescribes how neurons having positive-definite response functions such as (2) can interact laterally in an autoencoding network, with the goal of reconstructing the data optimally. This approach recognises that, in living systems, the neural response function actually represents the rate of discrete firing events generated by the neuron, and asks how one can infer the most about the data on the basis of a sequence of such firing events generated by a collection of neurons. Optimising this measure of inference gives rise to a learning rule with lateral interactions, which encourage neurons to develop coding functions that complement one another.
This theoretical framework is the Bayesian folded Markov chain (Luttrell 1995) . The response r(x, w) of each neuron is interpreted as a time-averaged rate of discrete, stochastic, independent firing events, so that at any time the posterior probability that neuron i (of M neurons) fires next is Pr(i|x) = r(x, w i ) M j =1 r(x, w j ). The folded Markov chain produces an encoding of the data as a sequence of neural firing events via a 'recognition model' in the language of Hinton et al (1995) , and on the basis of these produces a reconstruction X of the data via a 'generative model'. Once the decisions are made to interpret the neural outputs as stochastic firing events and to preserve the maximum information about the data in the light of Bayes' theorem, very little freedom remains to introduce ad hoc design into the objective function. Luttrell (1997) has shown that the folded Markov chain can be related to density modelling techniques such as the Helmholtz machine (Dayan and Hinton 1996) .
One objective function which could be minimised for the folded Markov chain is its Euclidean reconstruction error averaged over all possible firing-event sequences i 1 , . . . , i n (labelled by neuron i) of a certain length n (Luttrell 1995)
However, it may not be physically realistic for the network to count a specific number of neural firing events, or to wait for a very large number if the firing rates are low. A more realistic way of observing the firing events might be to consider event sequences that arrive within a certain accumulation time t, and average the reconstruction error over such event sequences of any length that could contribute. Denoting the number of times neuron i has fired during this time as n i , the analogous objective function for this second way of observing the firing events is (Luttrell 1998 )
The recognition model Pr(n 1 , . . . , n M |x) and the generative model Pr(X|n 1 , . . . , n M ) enter symmetrically into D. They determine each other via Bayes' theorem, which may be used to emphasise the more easily computable recognition model (following an analogous derivation to that for (5) given in Luttrell (1995) ):
The new independent parameter vectors ξ(n 1 , . . . , n M ) take values that minimise D when
The generative model determines the optimal choices for the new parameters. To make optimisation of D t computationally tractable, the combinatorial number of ξ-vectors has to be reduced, most simply by making the replacement
which associates a new parameter vector ξ i with each neuron i instead of with each distinct sequence of firing events. It can be shown that this approximation provides an upper bound on D t , which in the limit of long accumulation time becomes
Further assuming that the number of statistically independent neural firings obeys a Poisson distribution,
Since the right-hand side of (11) is an upper bound on the true folded Markov chain reconstruction error (6), minimising that right-hand side provides a tractable algorithm for indirectly minimising (6), and hence for minimising any other statistical criterion for which the true folded Markov chain objective function (6) is itself an upper bound. The ξ(n 1 , . . . , n M ) have been constrained via (9) to differ from their optimal values defined by (8), giving an objective function (11) that is an upper bound on the true folded Markov chain reconstruction error (6). Optimising an objective function that is an upper bound on D t rather than D t itself means that the reconstruction is in general less than optimal than the reconstruction that could be obtained if it were computationally feasible to use Bayes theorem to infer the generative model from the recognition model exactly. Any extra constraint on the ξ(n 1 , . . . , n M ) will result in a higher upper bound. To avoid the need to optimise a separate set of vectors, it is assumed in the following demonstrations that the ξ i of each neuron is constrained to be the same as its weight vector:
The normalised receptive fieldsŵ i form a vector basis from which an estimate X(x) of the input pattern is reconstructed, using the detectors' output code r(x ·ŵ j ) to determine the coefficient of each basis vector in the reconstruction:
The unsupervised objective function to be minimised is
The parameters {a j } do not vary from pattern to pattern: they just determine the length-scale of the contribution of each basis vector to the reconstruction. Note that if one were to make the neural response linear by setting r(x ·ŵ i ) = x ·ŵ i , V would be minimised when the M weight vectors spanned the subspace of the M principal eigenvectors of the covariance matrix of the data, and when a i = 1. Then V would be equal to the component of the variance of the data that is orthogonal to that subspace. To obtain behaviour very different from mere principal component analysis, one therefore needs nonlinear neural response. Note also that if one were to replace r(x ·ŵ i )a i in (13) with an unconstrained free scalar parameter that can be independently optimised from pattern to pattern, one would obtain one of the two terms of the objective function used by Olshausen and Field (1996) , which is called an affine encoder (Lee and Seung 1997) and which performs principal component analysis. As we have discussed in section 2.3, PCA does not yield localised receptive fields: one can see that Olshausen and Field (1996) needed a second term in their objective function to force the localisation of receptive fields. This second term explicitly penalised non-sparse codes, and can be interpreted as a prior assumption about the likely distribution of free coefficient parameters to be used in the reconstruction (Olshausen and Field 1997) . In the present paper however, no explicit sparseness prior is needed to force the formation of sparse codes: sparse componential coding self-organises as a true emergent phenomenon, and all that is required is a suitable form of nonlinear neural response. If one were to replace r(x ·ŵ i )a i in (13) with a free, independently optimisable parameter that is also constrained to be positive-definite, or alternatively constrain the coefficients of the affine encoder of Olshausen and Field (1996) to be positive-definite, one would obtain a so-called conic encoder. Lee and Seung (1997) apply a conic encoder to the problem of handwritten digit recognition, but their detection problem is made much simpler than the one faced here: they locate and isolate the digits in the images prior to learning, and then normalise the size and shape of each digit to fit exactly into the 16×16-pixel input window using individually chosen shear transformations. In the present paper, complete digit sequences are presented each image, and the location, size and shape of the digits are unprocessed and unknown prior to learning: the statistics of the data are fully translation invariant.
Algorithm details
Gradient descent
The objective function is minimised with respect to the (normalised) receptive field vectorsŵ j by a gradient descent algorithm
where the values of the Lagrange multipliers m j (t) are continually chosen to maintain the normalisation constraints |ŵ j | = 1 (section 3.4). The λ j (t) are learning rates, which need not be equal or time constant to guarantee descent in the objective function: (dŵ j /dt) · (∂V /∂ŵ j ) 0 is guaranteed if the λ j (t) are positive (and small enough, see section 3.4). The length-scale parameters {a j } could similarly be minimised by gradient descent, though a more efficient method is available (section 3.5).
Neural implementation as a generalisation of Hebbian ISO
In terms of its neural implementation, optimisation of the folded Markov chain reconstruction error (11) turns out to be a generalisation of the simple Hebbian rule (3) for independent ISO neurons. Rearrangement of (15) gives 1 a j λ j (t)
In the hard-threshold limit σ → 0, the two terms on the first line become equal, and both correspond directly to the original Hebbian rule (3). In addition, there are new terms on the second line, which mediate the new interaction between the neurons. These terms involve the computation (13) of the reconstruction vector X(x), which can be implemented by a set of linear scalar product neurons which each take their input from the M responses r j . The terms on the second line of (16), which allow otherwise ISO-like neurons to interact, mediate a repulsive force between the weight vectors of neurons in which the current pattern x induces above-threshold response. They counteract the otherwise Hebbian attraction of each weight vector towards the current pattern, to an extent that depends on how accurately the pattern has been reconstructed by X(x). (If the current pattern has been reconstructed perfectly, the interaction terms neutralise the Hebbian terms exactly.) This interaction tends to discourage different weight vectors from detecting the same feature and so duplicating one another's functions: once one weight vectorŵ j has converged on one feature, enabling the component of x parallel toŵ j to be reconstructed, the interaction will reduce the component of (dŵ i /dt) along that direction, for other neurons i. (If the component of x parallel toŵ j were reconstructed perfectly, the interaction would eliminate the component of (dŵ i /dt) along that direction.) The interaction tends to reduce redundancy † in as far as it reduces the incentive for different weight vectors to duplicate one another's functions, in order to achieve the ultimate objective of reconstructing the data optimally.
Computational efficiency by assuming translational invariance
Serial-computer simulation of the algorithm (15) in the general case would require independent scalar product computations and memory storage for the parameters of each neuron. Huge improvements ‡ in both simulation speed and memory requirement can be obtained by assuming that all neurons segregate into translational equivalence classes: within each class the neurons share the same a j parameter and have weight vectors related by the group of all 2D translations around the plane of the input images x (which has periodic boundaries). The number of neurons in each class is therefore equal to the dimension N of x (the number of pixels in each input image). This translational equivalence constraint is a particular form of weight sharing. An equivalence class of scalar products x · w is then the correlation of x with w, which is computed efficiently by fast Fourier transform (cor(x, w) = F −1 (F (x) × F (w) * ), where × denotes componentwise multiplication and where F is normalised correctly).
From this correlation can be computed the vector of responses of all the neurons in equivalence class C: this vector r c (x) has components r(α) evaluated at the values (α 1 , . . . , α N ) = cor(x,ŵ c ). r c (x) is a vector of the outputs of a class of translationally related feature detectors, or equivalently a map of the response of just one detector from the class as the image x is translated across its receptive field. The input-vector reconstruction (13) becomes With the constraint of translational equivalence within neuron classes, the selforganisation algorithm becomes invariant with respect to translations of any input image, so the location of an image relative to the input window of the network is not significant. Each individual input pattern has the same adaptive effect as if it were translated to any other image location: the learning algorithm sees translationally invariant image statistics.
Constraining the weight vectors' lengths
The Lagrange multipliers m c (t) are continually chosen to ensure
and so maintain the normalisation constraints |ŵ c | = 1. This requires
where ∆ c is defined to be the right-hand side of (18) excluding the m c (t)ŵ c term (i.e. the sum of the terms containing λ c (t)).
In practice the normalisation constraints can be implemented simply by re-scaling each weight vector to unit length after each updatê
because Taylor expansion gives dŵ c dt =ŵ c (t
from which (18) is recovered. The expansion is valid provided |∆ c | ≪ 1, which can always be ensured by choosing small enough values for the λ c (t) at every time step: in the simulations presented here, each ∆ c (t) is scaled to a constant length |∆ c | = λ o , significantly smaller than 1. This validity criterion is the smooth-update limit, in which each weight vector is updated by only a fraction of its own length at each pass through the training set.
Optimisation of the scale parameters
V ({ŵ c }, {a c }) depends quadratically on the relatively small number of a c (one for each equivalence class), and is minimised by a unique set of a c for any given configuration of weight vectors, given by
requiring inversion of the small matrix
Thus there is no need to optimise the a c by gradient descent, although that could be implemented using a straightforward local learning rule.
Steps of the algorithm
The self-organisation algorithm is an iterative procedure: (a) Initialise the weight vectors randomly and scale them to unit length. 
Training data and conditions of the demonstrations
The ensemble of 9000 training images used in these demonstrations was provided by the widely available USPS Office of Advanced Technology database of handwritten ZIP codes (CEDAR 1992) . The images were pre-processed using a spectral whitening filter similar to that used by Olshausen and Field (1996) and Bell and Sejnowski (1997) , which removes contrast and enhances the higher spatial frequencies. In those two papers, the objective of the whitening filter was to modify the typical E(f ) ∝ |f | −2 form of the contrast-power spectrum for natural scenes, so as to make the spectrum independent of spatial frequency. This modification requires convolution with a sharp retina-like on-centre off-surround filter having a real Fourier transform proportional to |f |, which removes the DC component of the images. Because the handwriting database is composed of pen-strokes of a particular sizescale, its contrast spectrum does not have the 'natural' |f | −2 form to start with: nevertheless, a |f | whitening filter is applied here also, in order to make the results directly comparable. More precisely, the filter modifies the spectral component at frequency f ≡ (f x , f y ) by a factor equal to (f x /υ x ) 2 + (f y /υ y ) 2 , where υ x and υ y are the Nyquist frequencies of the image in the horizontal and vertical directions, respectively. This takes into account that images of different sizes are actually sampled at equal one-pixel intervals, despite their discrete Fourier transforms' having different total numbers of samples. It means that the same feature in two different images will be modified in the same way even if the two images are of different sizes, and that the convolution kernel will be radially symmetric even if the aspect ratio of an image is not unity. The constant of proportionality is chosen such that the Nyquist-frequency components are left unchanged: this choice means that the total power in an image (its vector length) is reduced by a large factor, which depends on the spectrum of the individual image.
In order to make computation times and memory requirements manageable, the images of the handwriting database are presented at half their native resolution: native resolution for the database is typically a little less than 512 pixels (horizontal) by 256 (vertical). Complete images, shrunk by a factor of two, are presented to the 256 ×128-pixel input window of the network, without rotation. To avoid edge artefacts, a toroidal 'wrap-around' boundary condition is assumed. Because of the boundary condition and the translational invariance constraint (section 3.3), an image can be presented at any position relative to the input window: the position does not matter. The images of the database vary somewhat in size and are all a little smaller than the input window of the network: they therefore have to be extrapolated in some way so as to fill the input window. The extrapolated regions are just filled with zeros for continuity: this introduces no noticeable discontinuities between image and extrapolated region, because the whitening filter generates near-zero pixel values at the featureless borders of the images.
The neurons of the network all reside in the same layer, and all see the complete 256 × 128-pixel input window via 256 × 128-D weight vectors: there is complete feedforward connectivity. The translational invariance constraint divides the neurons of the network into weight-sharing equivalence classes: there are 32 such equivalence classes, each of which contains 256×128 neurons. The weight sharing means that only 256×128 weights need be stored and updated for each of the 32 classes. All neurons in the same class share a single reconstruction-scale parameter a, so that there are just 32 distinct values of a for the entire network.
The neurons' fixed parameters ϑ and σ in (2) both have the dimension of lengths in the space of the input vectors: their numerical values were set at 50 and 1 respectively, for all neurons in the network. The units of length are chosen so that pixel values range from 0 (black) to 255 (white), before spectral whitening. The small value of σ/ϑ means that, in the convergent phase when every neuron responds above threshold for at least one of the patterns of the ensemble, the dynamics and the convergent states are indistinguishable from the hard-threshold limit σ → 0 (Webber 1997) . The only effect of non-zero σ is that the network is initially able to 'boot-strap' so as to bring its neurons above threshold. The form of the convergent state does however depend on the remaining free parameter ϑ: if ϑ in (2) is set too high, no pattern will ever induce above-threshold response (x ·ŵ > ϑ), The background grey-level represents zero-valued weights: the weights have become negligible outside the regions depicted. The receptive fields have become highly localised, to size-scales an order of magnitude smaller than the input window of the network. Each receptive field has become matched to a line-or curve-segment experienced frequently in the handwriting database. One receptive field has become tuned to detect the horizontal underline that many people use to emphasise the zip-code when addressing envelopes. Sufficiently many neurons have developed different coding functions (different receptive fields) for the code to be able to reconstruct the data well despite some residual redundancy.
whereas if ϑ is set so low that the neurons are always operating in their linear regime, the network will merely function as a principal component analyser (section 2.4).
The initial state of the network was completely random, with weights selected randomly and independently of one another (prior to scaling the weight vectors to unit length). The images were presented in batches of 100 at each iteration of section 3.6, with each batch selected randomly and independently from the 9000 images in the database. The iterative Figure 2 . A pair of input images selected from the database (top), compared with the corresponding reconstructions (bottom) obtained using the neural code whose receptive fields were depicted in figure 1. The componential neural code preserves enough information to reconstruct the input legibly. Notice that the code throws away features of the input that are not characteristic components of the handwriting data, such as the diagonal scratch in the input image shown on the left.
update procedure was performed after each batch presentation, with a rate parameter λ o = 0.1. Figure 1 shows the weight vectors for the 32 equivalence classes, having converged after 1000 iterations. Figure 2 compares some test images x drawn from the database with the reconstruction vector X(x) of the network computed for those images.
Conclusion
Minimisation of the objective function has given rise to truly localised receptive fields: they have become localised to sizes an order of magnitude smaller than the input window size. The receptive fields correspond to identifiable components of the data, with shapes and sizes recognisable as the straight and curved pen-strokes of handwriting. This componential code is quite different from those derived for random natural scenes by Olshausen and Field (1996) and Bell and Sejnowski (1997) , in which the components derived were straight band-pass wavelets spanning the full range of size-scales and spatial frequencies present in the images. It is natural to attribute this distinction to the homogeneity of the images used and their restricted range of feature sizes.
Each ISO threshold neuron responds only to a relatively small subset of the patterns of the ensemble, which match its receptive field sufficiently well to trigger above-threshold response. In this respect, the form of the neural nonlinearity is predisposed to generate sparse codes. This is demonstrated in figure 3 , which histograms all the neural responses over the entire representation and over a representative sample of the training ensemble. When the network reconstructs its estimate of each input pattern, the reconstruction is dominated by the few neurons that are triggered above threshold by that pattern. The remainder, whose responses fall in the exponentially small subthreshold regime of the response function, make comparably negligible contributions to the reconstruction. Despite the sparseness of the neural code, it preserves enough of the important information about the input to be able to reconstruct it legibly. A sparse code cannot afford to be highly redundant if it is to remain sufficiently flexible to reconstruct a wide range of patterns well: neurons must adopt a sufficient variety of distinct receptive fields and coding tasks in order to reconstruct a wide range of patterns. Consequently, minimisation of the mean reconstruction error has the effect of reducing redundancy to the point where there is sufficient variety to reconstruct a wide range of patterns well (section 3.2). However, if the network is so over-resourced that some neurons are superfluous to this requirement, there will be little incentive to reduce redundancy beyond this point.
The objective function optimised here encodes and then reconstructs the data via a Markov process. This approach recognises that a set of real neurons necessarily encodes its data in terms of a sequence of discrete, stochastic firing events. Although the folded Markov chain objective function does not explicitly model a probability density, it has been shown that this can be related to density modelling techniques. The encoding uses the ISO form of neural nonlinearity, to which several significant results have been attributed. Two analytical results had been obtained for unsupervised neurons having this form (in the context of a simpler, Hebbian adaptation rule). The first of these showed that component-finding behaviour could be attributed to the form of the nonlinearity. The second showed that neurons of this form are able to develop transformation-invariant response via a symmetrybreaking mechanism, which allows weight-vectors to acquire permutation symmetries corresponding to any permutation invariances that exist in the probability distribution of the input vectors. The same unsupervised neurons have been used to discover words and phones in continuous speech, without making any prior assumptions about the existence of words or the time-scales of any correlations within the speech. The present paper adds to the body of new results obtained with this neuron.
