ABSTRACT. This paper presents an adaptive logic enhancement of conditional logics of normality
Introduction

Some Background
Since the early eighties, default reasoning, i.e., reasoning on the basis of what is normally or typically the case, has drawn much attention from philosophical logicians as well as scholars working in Artificial Intelligence. This is not surprising concerning the prominent role which reasoning on the basis of notions such as normality and typicality has. It clearly occupies a central place from everyday common sense reasoning to expert reasoning in many domains. Thus, logicians are urged to develop formal models which accurately explicate these reasoning forms.
In recent years the traditional formalisms of default reasoning such as presented in the landmark articles on default logic (Reiter, 1980) , on circumscription (McCarthy, 1980) , and on autoepistemic logic (Moore, 1984) have been criticized and alternative conditional approaches have been developed.
In pioneering works on logics of conditionals the main interest was to model conditionals in everyday language which have the form "if . . . then". Most of the research in this domain has been in the vein of the following influential conditional logics: Stalnaker (Stalnaker, 1968) and Lewis (Lewis, 2000) who offer an ontic interpretation of the conditional, Adams (Adams, 1975) who introduces probabilities in the discussion, and Gärdenfors' belief revision principles which are more concerned with acceptability than probability and truth (Gärdenfors, 1978) .
There has been, especially since the late eighties, an increasing interest in making use of techniques and properties of conditional logics within the field of nonmonotonic reasoning, such as employed in default reasoning or reasoning with respect to prima facie obligations. The focus of this paper is on conditional logics of normality that have been inspired by pioneering works such as (Boutilier, 1994a; Lamarre, 1991; Kraus et al., 1990) . There, a statement of the form A B is read as "From A normally/typically follows B" or "If A is the case then normally/typically also B is the case". We will call "A B" a conditional, and a sequence of conditionals, written A 1 A 2 . . . A n as an abbreviation for (A 1 A 2 ) ∧ (A 2 A 3 ) ∧ · · · ∧ (A n−1 A n ), an argument.
Conditional logics are attractive candidates for dealing with default reasoning for various reasons: First, the conditional does not have unwanted properties such as Strengthening the Antecedent, from A B infer (A ∧ C) B, Transitivity, from A B and B C infer A C, and Contraposition, from A B infer ¬B ¬A. That the validity of any of these properties leads to undesired results in the context of reasoning on the basis of normality is well-known. Take, for instance, Strengthening the Antecedent: although birds usually fly, b f , penguins do not, (b∧ p)
¬f . Thus (b ∧ p) f should not be derived. To find similar counterexamples for the other properties is left to the reader (see e.g., (Boutilier, 1994a) p. 92.) . Another advantage is the naturalness and simplicity of the representation of default knowledge by conditionals A B compared to the cumbersome representation by the classical approaches mentioned above. The latter use rules such as A ∧ π(B) ⊃ B where π(B) expresses for instance that we do not believe ¬B in the case of autoepistemic logic, or that B can consistently be assumed in the case of default reasoning. Furthermore, certain disadvantages of the classical approach can be avoided in the framework of conditional logics. Boutilier for instance argues that certain paradoxes of material implication are inherited by the classical approaches due to the way default knowledge is represented in them (see (Boutilier, 1994a) pp. 89-90).
Starting from the pioneering works such as (Boutilier, 1994a; Delgrande, 1988; Kraus et al., 1990; Lamarre, 1991) there has been vigorous research activity on conditional logics of normality. To mention a few: they have been applied to belief revision in (Boutilier, 1994b; Wobcke, 1995) , strengthenings have been proposed for instance to give a more sophisticated account of Strengthening the Antecedent (see (Lehmann et al., 1992; Pearl, 1990) ), a labeled natural deduction system has been introduced in (Broda et al., 2002) , and various authors have investigated tableaux methods and sequent calculi for conditional logics (see e.g. (Schröder et al., 2010; Giordano et al., 2006; Schröder et al., 2010) ). Furthermore, the influential work in (Kraus et al., 1990 ) is greatly generalized in (Arieli et al., 2000) by their plausible nonmonotonic consequence relations, and in (Friedman et al., 1996) by their plausibility measures.
There is a remarkable agreement concerning fundamental properties for default reasoning in the various formal models. These properties have been dubbed conservative core by Pearl and Geffner (Geffner et al., 1992) and are also commonly known as the KLM-properties (see (Kraus et al., 1990) ). Some of the most interesting and important problems in this field are, on the one hand, related to a proper treatment of irrelevant information (see (Delgrande, 1988) ) and, on the other hand, to a proper treatment of specificity.
Contribution and Structure of this Paper
This paper tackles another important problem related to conditional logics of normality: while they are able to derive from conditional knowledge bases, i.e., sets of conditionals, other conditionals, their treatment of factual knowledge is mostly rather rudimentary. This concerns most importantly their treatment of Modus Ponens (MP), i.e., to derive B from A and A B. We will also speak about detaching B from A B in case A is valid. Usually we do not only have a conditional knowledge base at hand but also factual information F. In order to make use of the knowledge base, it is in our primary interest to derive, given F, what normally should be the case. It goes without saying that for the practical usage of a conditional knowledge base this kind of application to factual information is essential and that the proper treatment of MP for conditionals is a central key to its modeling.
It is clear that full MP should not be applied unrestrictedly to conditional assertions: although birds usually fly, b f , we should not deduce that a given bird flies if we also know that it is a penguin, since penguins usually do not fly, p ¬f . How-ever, if we do not know anything about it than the fact that it is a bird, MP should be applied to b f and b. Furthermore, it would be useful if this application is of a defeasible kind, since later we might learn that the bird in question is after all a penguin or a kiwi.
In this paper a simple generic method is presented to enrich a given conditional logic of normality L by a defeasible MP. We consider L to consist at least of the core properties (see Section 2). We will refer to L as the base logic. As hinted above, there are several circumstances when we do not want to apply MP: cases of specificity such as the example with the penguin, or cases in which conditionals conflict, such as the well-known Nixon-Diamond. The central idea presented in this paper is to apply MP conditionally, namely on the condition that it is safe to apply it. This idea will informally be motivated and outlined in Section 3. Formally, the conditional applications of MP are realized by adaptive logics, namely DLp m and DLp r (see Definition 5, page 14). The idea of adaptive logics is to interpret a premise set "as normally as possible" with respect to a certain standard of normality. They allow for some rules to be applied conditionally. I introduce adaptive logics formally in Section 4. In our case, as demonstrated in Section 5, MP is going to be applied as much as possible, i.e., as long as no cases of overriding via specificity or similar conflicts take place concerning the conditionals to which MP is going to be applied. That is to say, we are going to apply MP to A B and A on the condition that the other factual information at hand does not describe exceptional circumstances with respect to A. As a consequence, detachment from b f and b is for instance blocked if p is the case.
It will be demonstrated that choosing different adaptive strategies serves different intuitions: one corresponding to a more skeptical and the other one corresponding to a more credulous type of reasoning. This difference manifests itself in the handling of so-called floating conclusions. 1 I will spend some time in demonstrating the modus operandi of the proposed logics and thereby their strengths by having a look at various benchmark examples. In Section 6 I highlight some advantages of the adaptive logic approach, compare it to other approaches, and discuss some other related issues. The semantics are investigated in the Appendix.
Conditional Logics, Their Core Properties and Related Work
Conditional logics are often presented in terms of extending classical propositional logic with a conditional operator .
2 Our language is defined by the (∧, ∨, ⊃, ¬, ≡)-1. A floating conclusion is a proposition that can be reached by two conflicting and equally strong arguments.
2. In some conditional logics of normality is not primitive. For instance in (Boutilier, 1994a) it is defined by making use of modal logic. There the core properties are shown to be equivalent to an extension of the modal logic S4. See (Friedman et al., 1996) for a comparative closure of the set of propositional variables and conditionals of the form A B, where A and B are classical propositional formulas. Hence, to keep things simple we do not consider here nested occurrences of and focus on flat conditional logics. We refer to A as the antecedent and to B as the conclusion of the conditional. We write W for the set of all classical propositional formulas (i.e., formulas without occurrences of ). We abbreviate (A B) ∧ (B A) by A ∼ B and ¬(A B) by A B. Furthermore, we require that a conditional logic L satisfies the following core properties, where CL is classical propositional logic (see (Kraus et al., 1990) 
The logic defined by these rules and axioms is P. Note that for instance the following properties are valid in P:
We consider these properties to be valid for all the conditional logics of normality in the remainder. Adding the following Rational Monotonicity principle to the core properties yields logic R (see (Lehmann et al., 1992) ):
The core properties are not without criticism. On the one hand, it has been pointed out that certain principles of P resp. R are not always perfectly intuitive. For instance, Neufeld (Neufeld, 1989) has argued against [CA], Poole (Poole, 1991) against [CC] , and Stalnaker (Stalnaker, 1994) and Giordano et al. (Giordano et al., 2010b; Giordano et al., 2010a) 
On the other hand, the core properties have been criticized for being too weak. Many nonmonotonic strengthenings have been developed in order to overcome certain weaknesses.
Rational closure (see e.g. (Lehmann et al., 1992; Goldszmidt et al., 1990; Freund, 1997) ) for instance strengthens R by means of a Shoham-like preferential semantics (Shoham, 1987; Shoham, 1988) . The idea is to assign natural numbers, i.e. ranks, to formulas. The rank indicates how exceptional a formula is. If for instance (A ∨ ¬A)
A then A has the lowest rank, 0. In our penguin example p is of a higher rank than b since after all (p ∨ b)
¬b. Each formula is ranked as low as possible. A default A B is in the rational closure of a set of defaults D iff the rank of A is strictly less than the rank of A ∧ ¬B. In this way a significant problem of P and R is tackled, namely its suboptimal treatment of irrelevant information. For instance, the proposition "Tweety is a green bird.", g, will get the same rank as "Tweety is a bird.", b. Hence, the Rational Closure of {b f, g b} contains the default (b ∧ g) f , that green birds fly. The latter is neither entailed by P nor by R. Rational Closure has been shown to be equivalent to Pearl's system Z (see (Pearl, 1990; Goldszmidt et al., 1990) ) which employs a probabilistic interpretation of defaults. These and similar approaches have been criticized for inheriting some of the weaknesses of the core properties (see e.g. (Geffner et al., 1992) ) resp. of rational monotonicity (see (Giordano et al., 2010a) ) and for introducing new problems (see Example 8).
Giordano et al. introduce another preferential semantics based on P and a tableaux calculus for it. Their system P min selects models that minimize non-typical worlds with respect to a given set of formulas. Adding to our example the conditional p a, that penguins live in the arctic, P min concludes nonmonotonically that there are no penguins that do not live in the arctic: (p ∧ ¬a) ⊥. This is not a consequence of Z resp. Rational Closure. However, P min 's treatment of irrelevant information is suboptimal: unlike Z and Rational Closure P min does not lead to the consequence
Lehmann's Lexicographic Closure (see (Lehmann, 1995; Benferhat et al., 1993) ) improves on some of the shortcomings of Rational Closure by strengthening it further. 7 On the one hand, it introduces a more rigorous approach to strengthening the 6. Some weakening or variants of Rational Monotonicity have been proposed: e.g.
in the context of Description Logic by Giordano et al. (Giordano et al., 2009) antecedent and hence avoids the so-called Drowning Problem (we discuss this in more detail in Section 6). On the other hand, it makes sure that in cases of contradictory defaults quantitatively as many defaults as possible are satisfied. The policy is to strictly prefer more specific defaults over less specific ones. The quantitative aspect makes the Lexicographic Closure dependent on the way defaults are presented.
The maximum entropy approach of (Goldzsmidt et al., 1993) is in the probabilistic tradition of the 1-entailment of system Z. It follows a similar intuition as Lexicographic Closure concerning conflicting defaults. One difference is, however, that in some cases the violation of a more specific default may lead to a higher overall entropy than the violation of some less specific defaults and may be thus preferred.
In his critical discussion of the core properties Delgrande (Delgrande, 2006) points out that there are two interpretations of conditionals A B. Many approaches, such as the ones listed above, treat defaults as weak material implications that have a defeasible character, e.g. in specificity cases. He identifies several counter-intuitive instances where the core properties obtain contrapositives of defaults. This, so he argues, is a result of treating default conditionals in terms of material implications rather than in terms of inference rules. In the spirit of the latter perspective he develops a system based on a weakened core logic (in comparison to P). He demonstrates that his rule-based system has a lot of nice properties in terms of treating irrelevant information and conflicting defaults. Another rule-based approach is e.g. presented by Dung and Son in (Dung et al., 2001 ).
The take on defaults in terms of weak material implications is very obvious in approaches that make abnormality assumptions explicit (see McCarthy's Circumscription (McCarthy, 1980) , Geffner and Pearl's Conditional Entailment (Geffner et al., 1992) , as well as the one presented in this paper). Here a default A B is presented by A ∧ α ⊃ B (or by both in the case of Conditional Entailment) where α expresses normality conditions that have to hold for this default. The interesting aspect of conditional entailment is that it extracts a priority order on the normality assumptions automatically from the knowledge base. The idea is to interpret a given knowledge base such that the normality assumptions of the defaults are validated "as much as possible". The priority order takes care that in case of conflicts more specific defaults are preferred where possible.
We conclude this section by noting that conditional logics have been successfully applied to various fields. For instance their relevance for belief revision has been investigated in (Wobcke, 1995; Boutilier, 1994b; Booth, 2001) . The description logic ALC has been enhanced with a "typicality" operator in (Giordano et al., 2009) . Similar to the logics that are going to be presented in the present paper this system allows for inferences on the basis of factual information. However, in its current form the logic faces the problem of irrelevance pointed out above: given the information that typical birds fly the logic does not allow to infer that typical green birds fly. In order to deal with such problems the authors propose to integrate "a standard mechanism to reason about defaults" (p. 14) which is left for future research. Furthermore, recently conditional logics have been applied to access control and security in (Genovese et al., 2011) . There the authors extend Garg and Abadi's access control logic ICL from (Garg et al., 2008) with intuitionistic conditional logic.
Modus Ponens in Conditional Logics of Normality
In this section I will informally motivate and outline the main idea behind the modeling of a defeasible MP in this paper.
A naïve way to apply MP would be to use the unrestricted version
However, this would lead to logical explosion whenever we are confronted with conflicting defaults, for instance in cases of specificity. Informally speaking, specificity occurs if a more specific argument overrides a more general one. One way to formalize this is as follows: if A is the case and A B C, as well as A ¬C, then B C is overridden by A ¬C, or in terms of arguments, A B C is overridden by A ¬C. The reader finds an illustration in Figure 1a . The illustrations in Figures 1 and 2 have to be read in a similar way as inheritance networks (see (Horty, 1994) The information represented by p is less specific or normal than the information represented by b. Thus, obviously the more specific p ¬f overrides b f . This has an important consequence: Given p ∧ b or p we do not want to apply MP to b and b f . However, if we only have b as factual knowledge it would be justified on the basis of default reasoning to apply MP to b and b f .
Since, as argued above, full MP is highly problematic in the context of default inferencing, we will in the remainder make use of a restricted MP. The idea is to restrict MP to "safe" antecedents. In order to express this, we introduce a unary operator • into our language which is applicable to propositional formulas.
•A expresses that the given factual information is atypical or exceptional for A. Hence, in case •A, MP should not be applied to conditionals with antecedent A. The following restricted MP realizes this idea.
Due to the restriction, MP is only applied in case we are able to derive that the factual information is not exceptional with respect to A, i.e., ¬ • A. The following is an immediate consequence of [rMP] and the core properties:
The antecedent of [Spe1] expresses that the default B ¬A is factually overridden since A is the case. If the factual information describes atypical circumstances for A and A B, then we also have atypical circumstances for B, since after all A is at least as specific as B. This motivates the following axiom:
and the core properties entail
The antecedent of [Spe2] describes a case of specificity: the default B C is overridden by the more specific default A ¬C and the fact A. Let us take a look at a proof fragment for our example:
Due to the fact that •b is derived at line 6, our restriction prevents MP of being applicable to b and b f in order to derive f . Indeed, due to p we are in atypical circumstances with respect to b. This is for instance witnessed by the fact that by the core properties b ¬p is derivable from our premise set, and p is a premise.
Note that something is still missing in order to model default inferencing properly. Due to the restricted MP we are able to block MP from being applied to excepted antecedents. However, we lack the ability to apply MP to p ¬f and p since we miss ¬ • p. This can be tackled by applying MP conditionally. More specifically, MP is applied to A B and A on the condition that the antecedent A can be assumed to be not excepted, i.e., on the condition that •A can be assumed not to be the case. This is technically realized by means of adaptive logics.
I will introduce adaptive logics formally in Section 4 but let me sketch the main idea already now. In order to rewrite the proof above in the style of adaptive logics, we need to add a fourth column containing sets of so-called abnormalities. In our case abnormalities are of the form •A.
8. The name [Inh] indicates that the property of being exceptional is inherited alongpaths.
At lines 6 and 8 MP is applied conditionally (indicated by RC for "rule conditional"). For instance at line 8 the condition is {•p}. In other words, MP is applied to p and p ¬f on the condition that p can be assumed to be not excepted. Note that if ¬ • p would be derivable, we would be able to apply [rMP] to p, p ¬f and ¬ • p in order to detach ¬f . However, ¬ • p is not derivable. Nevertheless, adaptive logics offer the option to apply MP conditionally. Similarly, at line 6 MP is applied to b f and b on the condition that b is not excepted. However, at line 7, •b is derived. Note that at this point line 6 is marked by 7. The idea is that lines with "unsafe" conditions are marked and the formulas in the second column of marked lines are not considered as being derived. Of course, since f is derived on the condition that b is not excepted, this very condition cannot be considered safe anymore as soon as we derive that b is excepted at line 7. There are two adaptive strategies that specify what it exactly means that a condition of a line is "unsafe". For instance in case of the so-called reliability strategy a line is marked at a given stage of the proof in case a member of its condition has been derived as part of a minimal disjunction of abnormalities (in our case a disjunction of formulas preceded by a •) on the condition ∅.
9 Minimality means that no sub-formula of the disjunction has been derived. Since •p is not derivable as part of a disjunction of abnormalities, line 8 is not going to be marked. There is obviously no reason to treat its condition as unsafe.
In the following sections I will realize the idea that was informally presented in this section. First, in Section 4, I introduce adaptive logics. Then, in Section 5, the adaptive logics for conditionally applying MP will be defined. 
Adaptive logics
An adaptive logic AL in standard format is a triple consisting of (i) a lower limit logic (henceforth LLL), which is a reflexive, transitive, monotonic, and compact logic that has a characteristic semantics and contains CL (classical logic), (ii) a set of abnormalities Ω, characterized by a (possibly restricted) logical form, and (iii) an adaptive strategy. Formulating an adaptive logic in the standard format provides the logic with all of the important meta-theoretic features, such as soundness and completeness (as is shown in (Batens, 2007) ).
In the following we use ϕ and ψ as meta-variables for well-formed formulas of a given language. The proof dynamics is governed by a marking definition for proof lines. The fact that the proofs are of a dynamic nature makes adaptive logics very useful for the modeling of defeasible reasoning, since a formula derivable at one stage of the proof may turn out not to be derivable at a later stage. A line of a proof consists of a line number, a formula, a justification, and a condition. Conditions are sets of abnormalities. We abbreviate ϕ∈∆ ϕ by Dab(∆) for some finite set ∆ of abnormalities signifying the "disjunction of abnormalities in ∆". Adaptive proofs are characterized by the following generic rules:
RU says that if a formula ψ is derived on a line l by means of the LLL from ϕ 1 , . . . , ϕ n that are derived on conditions ∆ 1 , . . . , ∆ n , then these conditions are carried forward to line l. Note, that by RU all LLL-rules are valid in AL and thus all LLL-consequences are AL-consequences.
The essential strength of adaptive logics comes with the rule RC. It enables us to derive formulas conditionally. Also for applications of RC conditions are carried forward, as it was the case for RU. RC is used to derive ψ on the condition Θ if, by LLL, ψ ∨Dab(Θ) is derivable. The idea is to assume that the abnormal members of Θ are false, in which case ψ has to be true. Of course, there are circumstances in which this assumption cannot be maintained. In such cases lines with "unsafe" conditions are marked. Before I come to the marking definition, some more notions have to be introduced.
Stages of proofs are lists of lines obtained by applications of the generic rules above (with the usual understanding that the justification of a line should only refer to lines preceding it in the list). The empty list will be considered as stage 0 of every proof. Where s is a stage, s ′ is an extension of s iff all lines that occur in s occur in the same order in s ′ . A (dynamic) proof is a sequence of stages.
Given a premise set Γ, Dab(∆) is a minimal Dab-formula at stage s of the proof from Γ, iff it is the formula of a line with condition ∅ and no Dab(∆ ′ ), where ∆ ′ ⊂ ∆, is the formula of a line with condition ∅. Where Dab(∆ 1 ), Dab(∆ 2 ), . . . are the minimal Dab-formulas at stage s, we define the set of unreliable formulas at stage s, U s (Γ) = ∆ 1 ∪ ∆ 2 ∪ . . . . We call the minimal Dab-formulas derivable with LLL, the minimal Dab-consequences. Where Dab(∆ 1 ), Dab(∆ 2 ), . . . are the minimal Dabconsequences, we define the set of unreliable formulas,
It is the job of the marking definition to determine if lines are "in" or "out" of the proof at a certain stage, i.e., to govern the dynamics of the proof procedure. For the reliability strategy lines are marked which have unreliable formulas in their condition.
Definition 1 (Marking for Reliability). Line i is marked at stage s iff, where ∆ is its condition, ∆ ∩ U s (Γ) = ∅.
For the minimal abnormality strategy a few more notions need to be introduced. A choice set of Σ = {∆ 1 , ∆ 2 , . . .} is a set that contains an element out of each member of Σ. A minimal choice set of Σ is a choice set of Σ of which no proper subset is a choice set of Σ. Where, for a premise set Γ, Dab(∆ 1 ), Dab(∆ 2 ), . . . are the minimal Dab-formulas at stage s, Φ s (Γ) is the set of the minimal choice sets of {∆ 1 , ∆ 2 , . . .}.
Definition 2 (Marking for minimal abnormality). Line i is marked at stage s iff, where
ϕ is derived on the condition ∆ at line i,
, there is no line at which ϕ is derived on a condition Θ for which
Note that a line may be marked at a stage s of the proof, but be unmarked at a later stage s ′ . Indeed, even if Dab(∆) is a minimal Dab-formula at stage s, we may be able to derive Dab(∆ ′ ) where ∆ ′ ⊂ ∆ at a later stage s ′ . This may lead to an alteration of the unreliable formulas or/and the minimal choice sets and thus to changes in the marking of lines. In order to define the consequence set of an adaptive logic, a stable criterion for derivability is offered by the following definition.
Definition 3. ϕ is finally derived from Γ on line i of a proof at a finite stage s iff (i) ϕ is the second element of line i, (ii) line i is not marked at stage s and (iii) every extension of the proof in which line i is marked may be further extended in such a way that line i is unmarked. Γ ⊢ AL ϕ (ϕ is finally AL-derivable from Γ) iff ϕ is finally derived on a line of a proof from Γ.
Let us have a look at the semantics. The idea behind the minimal abnormality strategy is that only the models (of a given premise set) which validate a minimal set of abnormalities are taken into account. For the reliability strategy only models are considered whose abnormal part is a subset of the set of unreliable formulas.
Γ AL ϕ (ϕ is an AL-semantic consequence of Γ) iff ϕ is verified by, depending on the strategy, all reliable models resp. all minimal abnormal LLL-models of Γ.
The following completeness and soundness result is valid for all adaptive logics AL in standard format (as shown in (Batens, 2007) ): Γ ⊢ AL ϕ iff Γ AL ϕ.
Applying Modus Ponens Conditionally
As discussed in Section 3, we use a unary operator '•' in order to label propositional formulas for which MP should be blocked. These are propositions that are excepted by the information given in the premises. That is to say, the factual information at hand describes unusual circumstances concerning them.
We have seen that b, "Tweety is a bird.", is excepted if also p, "Tweety is a penguin.", is given. The second proposition describes an exceptional context for the first one due to the conditionals b f , p b and p ¬f where f = "Tweety flies". Thus, f should not be detached from b f and b if p is the case: b f is overridden by the more specific p ¬f .
The following fact shows that in various cases of specificity the least specific arguments are excepted.
Fact 2. The core properties, [rMP] and [Inh] imply [Spe1], [Spe2] and the following:
[SpeG] is a generalization of [Spe2] (see Figure 2b) . The preemption rule [PreE] is a further generalization (see Figure 2c) . 10 [Conf] shows that if there are multiple conflicting arguments A . . . B i D i then at least one of the B i 's is excepted.
Let in the remainder Lp be the base logic L enriched by [rMP] and [Inh] . In this paper we will focus on base logics L ∈ {P, R} (see Section 2).
Definition 5. We define DLp
x where x ∈ {r, m} as an adaptive logic in standard format by the following triple:
-the lower limit logic is Lp, -the set of abnormalities is Ω = {•A | A ∈ W}, -the strategy is either reliability (for DLp r ) or minimal abnormality (for DLp m ).
To adaptively interpret premise sets "as normally as possible" means in our case to interpret the propositional formulas as not being excepted whenever possible, i.e., whenever this is consistent with the given premises. In turn, this allows us to apply MP as much as possible since the additional antecedents of [rMP], ¬ •A, are validated as much as possible. Note that due to [rMP] we have
Hence, by RC, B is derivable from A and A B on the condition {•A}.
The (object-level) proofs presented in the following examples are for both adaptive logics, DLp r , and DLp m , if not specified differently. I presume that L ∈ {P, R}. Let us take a look at a simple case of specificity.
Example 2. We equip the conditional knowledge base in Example 1 (see Figure 1b) with the factual knowledge {p}.
1,2,3,4; RU ∅ At line 5, MP is applied to p b and p on the condition {•p}. 11 Similar conditional applications take place at lines 6 and 7. The desired ¬f and b are (finally) derivable since the condition, •p, is not part of any minimal Dab-consequence. Moreover, MP is blocked from b f and b since at line 8, •b is derived and hence line 6 is marked.
Example 3. Let us have a look at conflicting conditionals by means of the Nixon Diamond (see Figure 1c) with the factual knowledge {n} and the usual reading of q as 'being a Quaker', r 'being a Republican' and p as 'being a pacifist'.
10. Preemption plays an important role in the research on inheritance networks (see (Horty, 1994) ).
11. This is accomplished by means of the generic rule RC as defined on page 11.
2,5; RC •n 10 8 p 3,6; RC •n, •q 10 9 ¬p 4,7; RC •n, •r 10 •q ∨ •r 1,2,3,4,5; RU ∅ The logic proceeds as expected: r and q are derivable while the derivations of p and ¬p get marked for both strategies. Note that the condition of line 6 and 7, namely {•n}, is not part of any minimal Dab-consequence. In order to make the example more interesting let us introduce two more conditionals: q e and r e where e represents for instance 'being politically motivated'.
11 q e PREM ∅ 12 r e PREM ∅ 13 e 6,11; RC •n, •q 14 e 7,12; RC •n, •r
By the reliability strategy lines 13 and 14 are marked (due to the fact that •q ∨ •r at line 10 is a minimal Dab-consequence). They are not marked by the minimal abnormality strategy, since the minimal choice sets at line 14 are {•q} and {•r}. It is easy to see that there is no way to extend the proof in a way such that lines 13 and 14 are marked according to the minimal abnormality strategy. This shows that the reliability strategy models a more skeptical reasoning in comparison to the bolder reasoning type modeled by the minimal abnormality strategy.
We have a similar scenario for the example depicted in Figure 2e . By the minimal abnormality strategy p is derivable given the factual knowledge x. It is not derivable by the reliability strategy.
Propositions such as p in Figure 2e are commonly dubbed "floating conclusions". There is a vivid debate about whether such propositions should be accepted.
12 Instead of trying to have the final word on the discussion I want to point out that, as the example shows, the minimal abnormality strategy detaches floating conclusions, while the more skeptical reliability strategy rejects them. Different applications may ask for different strategies. The credulous character of the minimal abnormality strategy makes it interesting for applications in which "the value of drawing conclusions is high relative to the costs involved if some of those conclusions turn out not to be correct." ((Horty, 1994) , p. 14). The reliability strategy on the other hand is, due to its more skeptical character, better "when the cost of error rises" (ibid.).
Example 4. Let our knowledge base be Γ 4 = {a i a i+1 | 1 ≤ i < n} (see Figure  2a ) with factual knowledge {a 1 }. Note that Γ 4 P a 1 a j and Γ 4 R a 1 a j where 2 < j ≤ n. However, our adaptive logics are able to detach all the a i 's:
Figure 2: Illustrations and Examples
2n−1 a n 2n−2; RC {•a 1 , . . . , •a n−1 } Obviously none of the lines n+1, . . . , 2n−1 can be marked by extending the proof. The fact that Γ 4 ∪ {a 1 } ⊢ DLp x a i , where i ≤ n, x ∈ {r, m} and L ∈ {P, R}, while Γ 4 L a 1 a i demonstrates that our handling of MP overcomes certain weaknesses of the core logic in terms of the handling of transitive relations among conditionals.
Example 5. Let our factual knowledge be a. b 1 , . . . , b n−1 and ¬b n are derivable from the knowledge base depicted in Figure 2b by means of DPp x (where x ∈ {r, m}). We obtain e.g. the Dab-formula •b n−1 (by [SpeG] ) and •b n (by means of the former and [Inh]). Note that no •b i where i < n − 1 is derivable as a part of a minimal Dab-consequence. Hence we can iteratively apply Modus Ponens conditionally to a b 1 and b i b i+1 where i < n − 1 in such a way that the corresponding lines are unmarked. Note that a b n−1 is neither a P-consequence nor a R-consequence of the given premises, nor is it derivable by means of Rational Closure. However, it is entailed by P min .
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The situation is slightly different in DRp x : besides •b n−1 and •b n also •b n−2 ∨ •¬b n−2 is Rp-derivable from the premises.
14 It is easy to see that due to this b n−1 is not DRp x -derivable since the only means of deriving b n−1 from the given premises 13. Note that in case we do not add a ⊥ to our premises, Pmin is rather rigorous and also entails a ⊥. 14. The reason is as follows. Suppose first that bn−1 ¬bn−2. In this case by means of is by detaching it from the conditional b n−2 b n−1 on the condition {•b n−2 }. Yet, due to the minimal Dab-consequence •b n−2 ∨ •¬b n−2 any such attempt gets marked in the proof. However, if we add the premise b n−2 b n we get the consequences b i for all i < n and ¬b n just as for DPp x . It is easy to see that in this case •b n−2 is not anymore part of any minimal Dab-consequence. Similarly, b 1 , . . . , b n , c 1 , . . . , c m and ¬d are DPp x -derivable from the knowledge base depicted in Figure 2c . Analogous to the previous paragraph we need to add another premise, e.g. c m−1 a, in order to get the same consequences for DRp x . The proofs are simple and left to the reader.
Example 6. Let us take a look at a variant of the Nixon Diamond (Figure 1d ) by means of the logic DPp x (where x ∈ {r, m}):
Note that neither is a d derivable by the core properties nor is it in the Rational Closure, nor is it entailed by Conditional Entailment. 15 Thus, in the given example our logic handles the transitive relations between defaults better than these systems, since (with both strategies) d is derivable following argument a c d. Furthermore, as desired, neither e nor ¬e is derivable since there are conflicting arguments concerning e and ¬e.
The situation is different in DRp
x since by means of Rp also the minimal Dabconsequence •c ∨ •¬c is derivable. 16 Hence, there d at line 10 is not finally derivable. However, by adding c ¬a to the premises also d is a DRp x -consequence of this premise set.
Example 7. We take a look at Figure 1e with factual knowledge {a ∧ c}. This example illustrates a more complex case of specificity. Figure 1e ).
Both, minimal abnormality and reliability strategy, validate ¬(b ∧ d). Again, if we apply reliability we take a more skeptical route concerning A 1 and A 2 , since both arguments are considered as being unreliable and thus neither argument is validated: we neither derive b, nor d, nor b ∨ d. Minimal abnormality however validates one of the two arguments. Indeed, taken isolated from each other, neither A 1 nor A 2 is overridden by a ∧ c ¬(b ∧ d). Thus, the credulous reasoning provided by the minimal abnormality strategy validates b ∨ d and ¬(b ∧ d). Example 8. Given the factual knowledge p ∧ s ∧ r and the defaults depicted in Figure  2d we have the minimal Dab-consequence •(p ∧ s) ∨ •r. That shows that neither q nor ¬q is derivable. This is intuitive as pointed out by Geffner and Pearl in (Geffner et al., 1992) since there are no reasons to prefer argument (p ∧ s) q over r ¬q or vice versa. Note however that the counter-intuitive (p ∧ s ∧ r) q is in the Rational and Lexicographic Closure, and it is entailed by the maximum entropy approach. 
Discussion
In this discussion section I will point out some advantages of the presented logics, also in comparison with other systems from the literature. Moreover I will comment on some other related and interesting points which were not mentioned so far.
17. It is not entailed by Pmin in case we add (p ∧ s ∧ r) ⊥.
Some advantages of the adaptive approach
Adaptive logics offer a very generic framework enabling defeasible MP for conditional logics of normality since they can be applied to any conditional lower limit logic as long as it is reflexive, transitive, monotonic and compact. Depending on the application the reader is free to use any conditional logic of normality as LLL as long as it fulfills the mentioned requirements. Since adaptive logics have shown great unifying power in representing nonmonotonic, defeasible logics 18 , even conditional logics that do not fulfill the requirements may be represented by adaptive logics.
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By applying techniques of combining adaptive systems the framework developed in this paper may be applicable also in such cases. Furthermore, similar techniques as presented here for defeasible MP in the context of default reasoning can be applied to conditional deontic logics (see (Straßer, 2010) ).
The meta-theory of adaptive logics in standard format is well-researched (see (Batens, 2007; Putte et al., 201X) ). Many useful properties have been established generically. For instance, completeness and soundness of an adaptive logic are guaranteed by the completeness and soundness of its LLL, the consequence relation of an adaptive logic defines a fixed point and is cautious monotonic, etc.
Pollock distinguished in (Pollock, 1987) between two types of dynamics that characterize defeasible reasoning: one based on synchronic defeasibility and another one based on diachronic defeasibility. As I will discuss in the following, adaptive logics are able to model both of them.
The internal dynamics of defeasible reasoning is caused by diachronic defeasibility. Often achieving a better understanding of the information at hand forces us to withdraw certain inferences even in cases in which no new information is available. This is modeled by the dynamic proof theory of adaptive logics. For instance, if we (conditionally) apply MP to b f and b but at a later moment also derive p, p ¬f and p b from the same premises, we revise the former derivation. In the adaptive proof the line at which MP has been applied to b f and b is going to be marked and is hence considered not to be valid. Thus, while our insight in the given knowledge base -i.e., the premises-grows, we may consider revising some conclusions drawn before, especially if the knowledge base is of a complex nature. Hence, our treatment of common sense reasoning with factual information on the basis of conditional knowledge bases does not just reach intuitive results but the explication of the reasoning process itself is an integral part of the proof theory. This is an advantage compared to other systems which are able to model default inferencing such as Delgrande's (Delgrande, 1988 ), Lamarre's (Lamarre, 1993) , or Geffner and Pearl's (Geffner et al., 1992) .
Lamarre in (Lamarre, 1993 ) presents a powerful approach based on semantic selection procedures on the models of a given conditional base logic, where the facts valid 18. For the most recent survey see (Batens et al., 2009). 19 . As has been shown, for instance, for Rational Closure in (Straßer, 2009). in all the selected models characterize the consequence set of his system. 20 What is missing, however, is a syntactical approach corresponding to it that mirrors our common sense reasoning by its proof theory. Delgrande's system (Delgrande, 1988 ) is syntactical in nature. The idea here is to iteratively enrich the given factual knowledge by further contingent information in order to form so-called maximal contingent extensions. 21 Special attention in building these extensions is given to cases of specificity: similar as in the presented approach, the world at hand is interpreted as non-exceptional as possible. Furthermore, in the construction of the extensions only relevant information is considered with respect to the knowledge base at hand. What is derivable by classical logic from these maximal contingent extensions corresponds to the factual consequences we draw via default reasoning. While Delgrande's assumptions concerning the normality of the actual world and his restriction to relevant information accord with a natural intuition concerning default reasoning, the way we arrive at the inferences by Delgrande's approach seems rather unnatural, i.e., the technical necessity to first built up all the maximal consistent factual extensions and then to infer from them by classical reasoning. This procedure does not model our actual default inferencing in an accurate way. Geffner and Pearl's Conditional Entailment has been already mentioned on Section 2. Although the authors provide a syntactic check-criterion for conditionally entailed propositions, they do not offer a derivational procedure that mirrors our actual reasoning processes such as the dynamic proofs of adaptive logics.
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As mentioned, another advantage of adaptive logics is their ability to deal with the synchronic defeasibility that causes the external dynamics of reasoning processes. Often with the introduction of new information we are forced to withdraw certain inferences. Again, the markings of the dynamic proofs are able to model cases of specificity and conflicting arguments which might be caused by new information. In contrast, in Lamarre's approach the arrival of new information forces us to re-initiate the semantic selection procedure, and, similarly, for Delgrande's account we have to re-construct the maximal contingent extensions. In the adaptive approach, despite the fact that new information might force us to withdraw certain conclusions, the proof dynamics model in an accurate way the fact that we continue reasoning facing new information instead of beginning the reasoning process again from scratch.
20. As discussed in Section 4, adaptive logics also employ semantic selections on the models of the LLL.
21. Delgrande introduces in fact two equivalent proposals in this paper. The other one, which I do not discuss above, is based on forming maximal consistent extensions of the conditional knowledge base at hand (in contrast to the maximal consistent extensions of the factual knowledge which I discuss here). Note, however, that a similar criticism applies to both approaches.
22. Computing Conditional Entailment is a pretty complex and challenging task. Hence, the authors only offer a computational approximation in terms of an assumption-based truth maintenance-like system (see (de Kleer, 1987) ).
The Drowning Problem
In Examples 4 and 6 it was demonstrated that the presented treatment of MP sometimes outgrows the abilities of the core system in terms of transitively closing . However, there are limitations to it. To show this I extend Example 2 by a further conditional:
Example 9. We add to the conditionals of Example 2, b w, where w stands for "having wings". The proof of Example 2 is extended in the following way:
Note that the conditional derivation of w is not successful in the sense that it gets marked. This is due to the fact that b is excepted since we have p and b ¬p. Indeed there is no way to derive w from the given premises. This is also due to the fact that in P and R neither p w nor (p ∧ b) w is derivable (neither are they in the Rational Closure). Note that if one of the latter would be derivable, w would be detachable from p w and p, or resp. (p ∧ b) w and p ∧ b. Thus, the limitation of the adaptive treatment of MP concerning excepted propositions mirrors a limitation of the base logic concerning conditional consequences.
This problem is commonly known as the Drowning Problem: suppose a default with antecedent A is excepted, then all other defaults with antecedent A are blocked from MP as well.
The first question to ask at this point is whether a "solution" to the drowning problem is at all desirable. Some scholars voice worries (see e.g. (Jeffry et al., 1994; Wobcke, 1995; Bonevac, 2003; Koons, 2009) ). For instance, Koons asserts that there are good reasons why we should not apply MP to defaults with excepted antecedents. "Consider the following variant on the problem: birds fly, Tweety is a bird that doesn't fly, and birds have strong forelimb muscles. Here it seems we should refrain from concluding that Tweety has strong forelimb muscles, since there is reason to doubt that the strength of wing muscles is causally (and hence, probabilistically) independent of capacity for flight. Once we know that Tweety is an exceptional bird, we should refrain from applying other conditionals with Tweety is a bird as their antecedents, unless we know that these conditionals are independent of flight, that is, unless we know that the conditional with the stronger antecedent, Tweety is a nonflying bird, is also true." (see (Koons, 2009 ), Section 5.7) Moreover, Lehmann in (Lehmann, 1995) (see the discussion in Section 4) points out that there are two perspectives on default reasoning. On the one hand there is the prototypical reading where b f is understood as "Birds typically fly." On the other hand, according to the presumptive reading it is read as "Birds are presumed to fly unless there is evidence to the contrary." The former was proposed in (Reiter et al., 1981) and Lehmann states that it is the intended reading for Rational Closure, whereas the presumptive reading is intended for the Lexicographic Closure. According to the prototypical reading the Drowning problem should not be solved. This is due to the fact that if there is an exception to some conditional with antecedent A then the situation is not typical with respect to A. However, defaults with antecedent A only account for typical situations (with respect to A). Hence, MP should not be applied to any conditional A B according to this view.
Taking into account negative knowledge
So far we focused on knowledge bases consisting on the one hand of conditionals and on the other hand of facts, i.e., facts expressed by propositions. It is interesting to enable the logic to also deal with knowledge bases including negative conditionals, i.e., formulas of the form A B. Note that the framework proposed in this paper is not able to deal with such knowledge bases in the case that our base system only consists of the core properties. Take for instance the simple penguin Example 2 and replace the premise p ¬f by p f . Note that for the logics DPp x (where x ∈ {r, m}) the unwanted f is derivable for this premise set.
Note that there is no way to mark line 6 (in either of the strategies). However, as the following fact shows, the situation is different in case R is chosen as base system, i.e., for lower limit logic Rp. 
In DRp x f is not derivable since line 6 is marked by the following extension of the proof:
1,2,3,4; Spe' ∅
Conclusion
In this paper an adaptive logic approach to Modus Ponens for conditional logics of normality was presented. By adaptively enhancing a given base logic we enrich it by the ability to model actual default inferencing. By means of benchmark examples it was demonstrated that the adaptive systems deal with specificity and conflicting 23. The proofs can be found in the Appendix.
arguments in an intuitive way. The two adaptive standard strategies have been shown to correspond to two different intuitions: a more skeptical and a more credulous one.
