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Вступ 
 
Теорія функцій комплексної змінної (ТФКЗ) має численні застосування в теорії 
пружності, термодинаміці, електротехніці і радіотехніці тощо. Апарат ТФКЗ  придатний для 
дослідження та обчислення дійсних інтегралів, рядів, рівнянь, а також для розв’язування 
багатьох інженерних задач. Ефективним при  розв’язуванні диференціальних рівнянь, в тому 
числі з частинними похідними, є застосування операційного числення - одного з методів 
теорії функцій комплексної змінної. Саме тому заключним розділом у циклі математичних 
дисциплін для майбутніх інженерів є ТФКЗ.  
Пропонований конспект лекцій допоможе студентам технічного університету опанувати 
курс теорії функцій комплексної змінної та елементів операційного числення в обсязі, 
достатньому для застосування як до теоретичних досліджень, так і до важливих практичних 
задач. Виклад матеріалу ілюструється численними прикладами, зразками їх розв’язування.  
Конспект лекцій розрахований на студентів інженерно-технічних спеціальностей вищих 
технічних навчальних закладів. 
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ЛЕКЦІЯ 1  
 КОМПЛЕКСНІ ЧИСЛА 
1.1 Комплексні числа та дії над ними 
Комплексним числом z називається впорядкована пара дійсних чисел х та у: ( )yxz ,= . 
Якщо 0=y , то відповідну пару коротко позначатимемо  через х, поклавши ( ) xx =0, . Таким 
чином, множина R  всіх дійсних чисел є підмножиною множини всіх комплексних чисел, яку 
позначатимемо через C .  
Ввівши поняття комплексного числа як пари дійсних чисел, визначимо основні операції 
над цими числами. Оскільки CR ⊂ , то при встановленні основних арифметичних операцій 
над комплексними числами слід вимагати, щоб ці операції, будучи застосованими до дійсних 
чисел, давали ті ж результати, які отримуємо в арифметиці дійсних чисел. З іншого боку, 
якщо ми хочемо, щоб комплексні числа мали універсальне застосування в питаннях аналізу, 
потрібно вимагати, щоб основні операції над ними задовольняли усім аксіомам арифметики 
дійсних чисел. 
Суму двох комплексних чисел ( )111 , yxz =  та ( )222 , yxz =  визначимо за допомогою 
рівності 
( )212121 , yyxxzz ++=+ .                            (1.1) 
Застосувавши це означення до двох дійсних чисел 1x  та 2x , матимемо 
( ) ( ) ( ) 212121 0,0,0, xxxxxx +=+=+ , 
тобто перша вимога, яка накладається нами на операції, що вводяться, виконується по 
відношенню до додавання. 
Добуток двох комплексних чисел 1z  та 2z  визначимо з допомогою рівності 
( )2121212121 , xyyxyyxxzz ⋅+⋅⋅−⋅=⋅ .               (1.2) 
Це означення, будучи застосованим до двох дійсних чисел 1x  та 2x , дає 
( ) ( ) ( ) 212121 0,0,0, xxxxxx ⋅=⋅=⋅ , 
тобто дія множення не приводить до протиріччя з арифметикою дійсних чисел. 
Користуючись формулами (1.1) та (1.2), легко переконатись, що операції додавання та 
множення комплексних чисел підпорядковуються відомим п′яти законам арифметики: 
1) 1221 zzzz +=+ , 
2) 1221 zzzz ⋅=⋅ , 
3) ( ) ( ) 321321 zzzzzz ++=++ , 
4) ( ) ( ) 321321 zzzzzz ⋅⋅=⋅⋅ , 
5) ( ) 3121321 zzzzzzz ⋅+⋅=+⋅ . 
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Серед усіх комплексних чисел особливу роль виконує число, яке зображається парою 
( )1,0  і позначається буквою i . Підносячи це число до квадрата, що зводиться до множення 
його на самого себе, згідно з (1.2) отримуємо 
( ) ( ) ( ) 10,11,01,02 −=−=⋅=i , 
звідки випливає позначення 1−=i . Це число домовились називати уявною одиницею. З 
врахуванням даного позначення довільне комплексне число можна записати так: 
( ) ( ) ( ) ( ) ( )( ) yixyxyxyxz ⋅+=+=+== 0,1,00,,00,, . 
Запис 
yixz ⋅+=                                      (1.3) 
називається алгебраїчною формою комплексного числа. При цьому дійсні числа zx Re=  та 
zy Im=  називаються відповідно дійсною та уявною частинами числа  z. Очевидно, якщо 
0Im =z , то комплексне число z перетворюється в дійсне число, а якщо 0Im =z  – в чисто 
уявне. Два комплексні числа рівні між собою тоді і тільки тоді, коли рівні між собою як 
дійсні, так і уявні частини. Число  yixz ⋅−=  називається комплексно спряженим до числа 
yixz ⋅+= . 
Легко переконатись, що в області всіх комплексних чисел число 0 – єдине число, від 
додавання якого результат не змінюється, а число 1 – єдине число, від множення на яке 
результат не змінюється 
Різницею двох комплексних чисел ( )111 , yxz =  та ( )222 , yxz =  ми назвемо число z, яке 
задовольняє  рівність 
12 zzz =+ .                                     (1.4) 
Додавши до обидвох частин рівності (1.4) число 22 1 zz ⋅−=− , переконуємось в єдиності 
існування такого числа z, яке дорівнює 
( )iyyxxzzz 212121 −+−=−= .                          
Ділення є операцією, оберненою множенню. Під символом ( )01 ≠z
z
 ми, згідно з 
означенням, розумітимемо число w, яке задовольняє  рівність 
1=⋅wz .                                   
Домножуючи обидві частини цієї рівності на число 
22 yx
z
+
, знаходимо 
22 yx
z
w
+
= . 
Частку двох комплексних чисел 1z та 2z  визначимо так: 
2
1
2
1 1
z
z
z
z
⋅= . 
Отже, ділення, за винятком ділення на нуль, завжди однозначно виконується в області 
комплексних чисел. 
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Рисунок  1.1 
ϕ
Рівності 
( ) ( ) ( ) ( )iyyxxyixyix 21212211 +−+=−+− , 
( ) ( ) ( ) ( )212121212211 xyyxiyyxxyixyix ⋅+⋅−⋅−⋅=−⋅− , 
будучи зіставленими з рівностями (1.1) та (1.2), показують, що, якщо в сумі  чи добутку двох 
комплексних чисел замінимо доданки чи множники спряженими до них числами, то в 
результаті отримаємо числа спряжені. Такий самий висновок справедливий для віднімання і 
ділення, оскільки ці дії є оберненими по відношенню до додавання та множення. Звідси, 
зокрема, випливає, що будь-яка рівність між комплексними числами, обидві частини якої 
містять дії додавання, віднімання, множення та ділення, не порушиться, якщо кожне з 
комплексних чисел замінити спряженим до нього числом. 
Приклад 1.1.  Записати в алгебраїчній формі комплексне число
2
23
136
27
53






−
+
i
ii
 
Р о з в′ я з а н н я  
Перш за все відзначимо, що для довільного Z∈m  маємо ( ) ( ) 11 2224 =−== mmm ii , отже, 
( ) 111246 −=−⋅=⋅= iii , iiiii =⋅=⋅= 11213 ,  ( ) iiiii −=−⋅=⋅= 132023 .  Тому задане число 
дорівнюватиме 
( )
( )
( )( )
( )( )
.
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=
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1.2 Геометричне зображення комплексних чисел 
Довільне комплексне число ( )yxz ,=  ми можемо зображати точкою на площині з 
координатами х та у, яку надалі позначатимемо через z. Площина, точки якої зображають 
комплексні числа, називається комплексною площиною. 
Початок координат, якому відповідає число 0, називають нульовою 
точкою. При такому зображенні комплексних чисел дійсні 
числа зображаються точками осі абсцис, точки осі ординат 
являють собою чисто уявні числа,  тому вісь абсцис називають 
дійсною віссю, вісь ординат – уявною віссю (рис. 1.1). Комплексне 
число yixz ⋅+=  можна також зображати вектором, початок 
якого знаходиться в нульовій точці, а кінець – в точці z. Тоді дійсна 
та уявна частини числа є проекціями цього вектора на дійсну та 
уявну осі. 
Очевидно, що сума 21 zz +  зобразиться вектором, який 
буде сумою векторів, що зображають числа 1z та 2z . 
Відстань r точки z від нульової точки, тобто довжина вектора z, дорівнюватиме  
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zzyxr ⋅=+= 22 . 
Це невід′ємне число r називається модулем комплексного числа z  і позначається через z . 
Легко бачити, що, коли z – дійсне число, то модуль дорівнює його абсолютній величині. Усі 
числа, які мають один і той же модуль r, зобразяться точками кола радіуса r з центром в 
нульовій точці. Єдиним числом, модуль якого дорівнює нулю, є число 0. 
Положення вектора z визначається з допомогою кута ϕ  між додатним напрямом дійсної 
осі та напрямом цього вектора. Отже, ϕ  - це кут, на який потрібно повернути додатний 
напрямок дійсної осі, щоб він збігся з напрямом вектора z, вважаючи цей кут додатним, якщо 
обертання здійснюється проти годинникової стрілки, і від′ємним – в протилежному випадку. 
Цей кут називається аргументом комплексного числа z (рис.1.1). Аргумент визначається не 
однозначно, а з точністю до доданка, кратного π2 . Множину всіх таких значень 
позначатимемо через zArg . Аргумент числа 0=z  взагалі не визначений. Єдине значення 
zArg∈ϕ , 0≠z , яке належить фіксованому проміжку [ )π2, +aa , позначатимемо через 
zaarg . Число  zπ−arg  називається головним значенням аргумента і позначається просто 
zarg  (рис.1.1). Рівність 2211 zArgkzArgk = , Z∈1k , Z∈2k  вважається правильною, якщо 
 nzkzk π2argarg 2211 =− , Z∈n . 
Оскільки  r  та ϕ  є полярними координатами точки ( )yxz ,= , то ϕcosrx = , ϕsinry = , 
тому 
( )ϕϕ sincos irz += .                                  (1.5) 
Ця форма запису комплексного числа називається тригонометричною. 
Очевидно, модуль та аргумент числа 0≠z  можна визначити через його дійсну та уявну 
частини за допомогою формул 22 yxr += , 
x
y
tg =ϕ . При розв′язуванні останнього 
рівняння слід обов′язково враховувати знаки чисел х та у, наприклад  
 

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
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
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>
=
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2
,0,0,
2
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,0,0,
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arg
yxÿêùî
yxÿêùî
yxÿêùî
x
y
arktg
yxÿêùî
x
y
arktg
xÿêùî
x
y
arktg
z
π
π
π
π
 
Надалі без додаткових пояснень вживатимемо позначення yixz ⋅+= , viuw ⋅+= , 
biac ⋅+= , R∈bavuyx ,,,,, , ( )ϕϕ sincos irz += , ( )θθρ sincos iw += ,  R∈θρϕ ,,,r ; 
аналогічні позначення літер з індексами (наприклад, ( )1111 sincos θθρ iw += ). 
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Оскільки комплексне число ми розуміємо як вектор, то легко дістати нерівності 
трикутника у вигляді 
2121 zzzz +≤+ ,      2121 zzzz −≥− . 
З першої з них випливає, що yxyixz +≤⋅+= . Очевидно також, що 
zyxxx =+≤= 222  і  zy ≤ . Отже, ми прийшли до таких важливих нерівностей: 
zzz
z
z
ImRe
Im
Re
+≤≤




 .                            (1.6)  
Розглянемо добуток двох комплексних чисел 
( )1111 sincos ϕϕ irz += ,  ( )2222 sincos ϕϕ irz += . 
Матимемо: 
( )( )
( ) ((
) ( ) ( )( ).sinicosrrsincos
cossinisinsincoscosrr
sinicossinicosrrzz
21212121
21212121
22112121
ϕϕϕϕϕϕ
ϕϕϕϕϕϕ
ϕϕϕϕ
+++⋅=+
++−⋅=
=++⋅=⋅
 
Отже, ми отримали, що 
( ) ,, 21212121 zArgzArgzzArgzzzz +=⋅⋅=⋅           (1.7) 
тобто модуль добутку двох комплексних чисел дорівнює добутку їхніх модулів, а аргумент – 
сумі аргументів співмножників. 
Рівності (1.7) легко поширюються на довільну кількість комплексних співмножників, 
зокрема, якщо всі співмножники рівні між собою, то 
( ) ., zArgnzArgzz nnn ⋅==                        (1.8) 
Враховуючи (1.5), згідно з рівностями (1.8) отримуємо відому формулу Муавра: 
( )( ) ( )ϕϕϕϕ ninrir nn sincossincos +=+ .               (1.9) 
Беручи ( )ϕϕ sincos irz += , визначимо n z як комплексне число, яке, будучи піднесеним до 
п-го степеня, дорівнює z. Модуль цього числа, очевидно, дорівнюватиме n r+ , а аргумент 
дорівнюватиме 
n
kπϕ 2+
, де k – довільне ціле число. Надаючи k значення 0, 1, . . . , п – 1, 
отримаємо п різних значень виразу n z . Отже, n z  має  п  різних значень: 
110
22
−=




 ++
+
=+ n,,,k,
n
k
sini
n
k
cosrz nn K
πϕπϕ
.      (1.10) 
На комплексній площині ці п значень виразу n z  зобразяться вершинами деякого 
правильного п-кутника, вписаного в коло з центром в нульовій точці і радіусом n r+ . 
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Зауваживши, що при 02 ≠z , згідно з означенням частки, 2
2
1
1 zz
z
z ⋅= , відповідно до (1.7) 
маємо: 
2
2
1
1 zz
z
z ⋅=  ,      2
2
1
1 zArgz
z
ArgzArg += , 
звідки 
2
1
2
1
z
z
z
z
=  ,     21
2
1 zArgzArg
z
z
Arg −= ,                (1.11) 
тобто модуль частки двох комплексних чисел дорівнює частці їхніх модулів, а аргумент – 
різниці аргументів діленого і дільника. 
1.3 Послідовності та числові ряди комплексних чисел 
У комплексному аналізі поняття границі, числового ряду, функції тощо вводяться так 
само, як у дійсному аналізі, а теореми, які відомі з дійсного аналізу, як правило залишаються 
справедливими і в комплексному аналізі, причому їхні доведення або цілком аналогічні, або 
їх можна отримати як наслідки з відомих теорем дійсного аналізу використовуючи 
нерівності (1.6). 
Аналогічно до означення послідовності дійсних чисел послідовністю комплексних чисел 
називається функція CN → . Позначатимемо через nz  образ N∈n , а саму послідовність – 
символом ( )nz . 
Число C∈c  називається границею послідовності ( )nz , якщо 0lim =−
∞→
czn
n
. 
Записуватимемо це так: 
czn
n
=
∞→
lim     або    ( )∞→→ nczn . 
Послідовність, яка має границю, називається збіжною. 
Комплексній послідовності ( )nz  можна поставити у відповідність дві дійсні 
послідовності ( )nx  та ( )ny , де nnnn zyzx Im,Re == . 
Теорема 1.1.  Для збіжності послідовності ( )nz  необхідною і достатньою є збіжність 
послідовностей ( )nx  та ( )ny . 
Д о в е д е н н я. Нехай ibac += . Поклавши в нерівностях (1.6)  czn −  замість z, 
отримаємо 
byaxcz
by
ax
nnn
n
n
−+−≤−≤




−
−
 .                 (1.12)  
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Якщо czn
n
=
∞→
lim , то, згідно означення, ( )∞→→− nczn 0 . Тому, відповідно до лівої частини 
(1.12), дістаємо axn −  та ( )∞→→− nbyn 0 , що означає збіжність послідовностей ( )nx  та 
( )ny . Аналогічно, використовуючи праву частину (1.12), доводимо достатність. 
Числовим рядом називатимемо суму 
KK ++++=∑
∞
=
k
k
k zzzz 21
1
.                                (1.13) 
Означення 1.1  Числовий ряд (1.13) називається збіжним, якщо послідовність його 
часткових сум ∑
=
=
n
k
kn zS
1
 є збіжною. 
Згідно з цим означенням, відповідно до теореми 1.1, отримуємо таку теорему. 
Теорема 1.2.  Для збіжності числового ряду ∑
∞
=1k
kz  необхідною і достатньою є збіжність 
числових рядів ∑
∞
=1k
kx та ∑
∞
=1k
ky . 
Безпосередньо з означення 1.1 випливає необхідна умова збіжності числового ряду 
(1.13): 0lim =
∞→
k
k
z . 
Для числового ряду (1.13) розглянемо числовий ряд 
KK ++++=∑
∞
=
k
k
k zzzz 21
1
.                         (1.14) 
Неважко переконатись, що із збіжності ряду (1.14) випливає збіжність ряду (1.13). 
Обернене твердження, взагалі кажучи, хибне. Відповідно до цього дамо означення. 
Означення 1.2.  Числовий ряд (1.13) називається абсолютно збіжним, якщо збігається 
числовий ряд (1.14). 
Означення 1.3.  Числовий ряд (1.13) називається умовно збіжним, якщо він збігається, а 
числовий ряд (1.14) - розбігається. 
Для дослідження збіжності числового ряду (1.14) можна застосовувати відомі з курсу 
математичного аналізу ознаки. Зокрема, розглянемо ознаку Коші. 
Теорема 1.3.  Нехай k k
k
zlimq
∞→
= . Тоді: 1) якщо 1<q , то ряд (1.13) абсолютно збіжний; 
2) якщо 1>q , то він розбіжний. 
Д о в е д е н н я. 1) якщо 1<q , то, за означенням верхньої границі, 
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( )( )( )( ){ } ,qzkkkq; k k 110 00 <+<>∀∈∃−∈∀ εε N  отже, ряд ∑
∞
+= 10kk
kz  мажорується 
числовим рядом ( )∑
∞
+=
+
10kk
kq ε   і тому є збіжним. Значить, збігатиметься і ряд (1.14), що 
означає абсолютну збіжність ряду (1.13). 
2) якщо 1>q , то існує підпослідовність натуральних чисел ( ) ∞→jj kk , , така що 
( )∞→>→ jqzj
j
k
k 1 , тобто для нескінченної множини jk  маємо 1>jkz , тому не 
виконується необхідна умова збіжності для ряду (1.13), отже, він розбігається. 
1.4 Нескінченно віддалена точка. Сфера Рімана 
Природним є назвати послідовність точок 
KK ,,,, 21 kzzz                                  (1.15)   
необмеженою, якщо відповідна послідовність 
KK ,,,, 21 kzzz  
необмежена, тобто для довільного круга центром в нульовій точці як завгодно великого 
радіуса є точки послідовності, які лежать поза кругом. Якщо +∞=
∞→
k
k
zlim , то казатимемо, що 
послідовність чисел (1.15) прямує до нескінченності і символічно записуватимемо це так: 
+∞=
∞→
k
k
zlim .                                 
Щоб надати останній рівності простого 
геометричного тлумачення, зображатимемо 
комплексні числа точками на сфері. Для цього 
візьмемо сферу, яка дотикається до площини в 
нульовій точці (рис. 1.2). Діаметр сфери OP , який 
проходить через точку 0, буде перпендикулярним до 
площини; другу точку перетину його зі сферою, точку 
Р, назвемо полюсом. Довільне комплексне число z , 
точкою на площині, з′єднаємо з яке зображається 
полюсом прямою лінією Pz . Очевидно, вона 
перетне сферу в єдиній, відмінній від Р, точці, яку приймемо за зображення комплексного 
числа z . Тим самим ми установили взаємно однозначну і взаємно неперервну відповідність 
між точками площини і точками сфери (за винятком точки Р). Подивимось, у якому 
відношенні є точка Р з іншими точками сфери. Якщо +∞=
∞→
k
k
zlim , то  точки, які зображають 
числа kz  на сфері, неухильно наближаються до точки Р. Тому природним буде взяти точку Р 
для зображення нескінченності, а відповідну їй єдину точку площини назвати нескінченно 
віддаленою точкою. 
Отже, з допомогою вказаного перетворення, яке називається стереографічною 
проекцією, ми встановили взаємно однозначну відповідність між точками сфери і точками 
площини, включаючи її нескінченно віддалену точку. Ця сфера, точки якої зображають 
сукупність усіх комплексних чисел і нескінченності, називається комплексною числовою 
Рисунок 1.2 
x 
у z 
P
~
  
0 
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сферою або сферою Рімана. Перевага зображення комплексних чисел на сфері замість 
площини полягає в тому, що тут наочно зображається нескінченно віддалена точка площини. 
Відзначимо ще одну важливу властивість стереографічної проекції: при стереографічній 
проекції довільне коло площини чи довільна пряма площини переходить в коло на сфері. 
Єдиною відмінністю образу кола від образу прямої є те, що образ прямої проходить через 
полюс, а образ кола – ні. Відповідно до вказаної властивості під узагальненим колом на 
площині розуміють звичайне коло або пряму. Узагальненим кругом на площині вважатимемо 
зовнішність чи внутрішність звичайного кола або півплощину. 
1.5 Множини точок на площині, область, лінія 
Нагадаємо деякі відомі з курсу математичного аналізу означення множин точок на 
площині. 
Околом точки називається круг (без кола, яке його обмежує) з центром в цій точці; 
зокрема, круг радіусаε  з центром в точці 0z  називатимемо ε -околом точки 0z  і 
позначатимемо ( ) { }εε <−= 00 : zzzzU . 
Розглядаючи сферу Рімана, логічно буде ε -околом нескінченно віддаленої точки назвати 
множину { }





 >∩∞
ε
1
: zz . 
Множина C⊂E  називається обмеженою, якщо всі її точки розміщені всередині деякого 
кола з центром в початку координат. 
Точка 0z  називається граничною для деякої множини Е, якщо в будь-якому околі цієї 
точки є безліч точок множини Е. 
Відзначимо, що сама гранична точка множини Е може цій множині і не належати. 
Наприклад, для множини 





= KK ,
1
,,
3
1
,
2
1
,1
n
E  точка Ez ∉= 00  є граничною. 
Множина Е називається замкненою, якщо їй належать усі її  граничні точки. 
Точка 0z  називається внутрішньою для множини Е, якщо вона належить цій множині 
разом з якимось своїм околом. 
Точка 0z  називається зовнішньою для множини Е, якщо існує такий окіл точки 0z , жодна 
точка якого не належить Е. 
Множина Е називається відкритою, якщо усі її точки є внутрішніми. 
Наприклад, множина точок, які знаходяться між двома концентричними колами, є 
відкритою. Приєднавши до цієї множини точки, які лежать на одному з цих кіл (або на 
обидвох), отримаємо уже не відкриту множину. 
Множина Е називається зв′язною, якщо будь-які її дві точки можна з′єднати ламаною, 
яка повністю належить цій множині. 
Областю називатимемо відкриту зв′язну множину. 
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Прикладом області може бути щойно наведена множина. В другому ж випадку ми уже 
не маємо області. 
Надалі область позначатимемо D або G. 
Межею області називається множина усіх її граничних точок, які їй не належать. Точки 
межі області називаються межовими. 
Єдиним прикладом області без межі є уся розширена комплексна площина C . Усяка 
інша область має межу, зокрема, межею всієї скінченної комплексної площини C  буде 
нескінченно віддалена точка. Слід відзначити, що не кожна область D має зовнішні точки; 
наприклад, сукупність усіх точок площини, які не лежать на відрізку дійсної осі [ ]1;1− , є 
областю, яка не має зовнішніх точок. 
Множина, яка складається з області D  та її межі, називається замкненою областю і 
позначається через D . 
Перейдемо тепер до поняття неперервної лінії в розумінні Жордано. Нехай ( )tx  та ( )ty  - 
дійсні неперервні функції змінної t  , яка змінюється на відрізку βα ≤≤ t . Два рівняння 
( ) ( ) ( )βα ≤≤== ttyytxx ,                         (1.16) 
дають параметричне зображення неперервної лінії. Якщо вимагатимемо, щоб двом різним 
значенням параметра t  (за винятком, можливо, значень α=t  і  β=t , які відповідають 
початку і кінцю лінії) завжди відповідали дві різні точки лінії, то наша лінія не матиме 
кратних точок, тобто точок самоперетину. Таку лінію називатимемо жордановою. Якщо 
покласти yixz ⋅+= , так що ( ) ( ) ( )tyitxtz ⋅+= , то аналітичне зображення лінії можна 
записати з допомогою одного рівняння: 
( ) ( )βα ≤≤= ttzz  .                              (1.16′) 
Коли параметр t  змінюється, зростаючи на відрізку [ ]βα , , точка z  описує жорданову 
лінію, початком та кінцем якої є відповідно точки ( )αz  та ( )βz ; тим самим на лінії 
установлюється додатний напрямок. 
Очевидно, геометрично жорданова лінія являє собою множину точок, які є взаємно 
однозначним і неперервним відображенням прямолінійного відрізка. Якщо початок і кінець 
жорданової лінії збігаються, тобто ( ) ( )βα zz = , то вона називається замкненою. Така лінія 
розділяє площину на дві різні області: одну, яка не містить нескінченно віддаленої точки і 
називається внутрішністю по відношенню до даної лінії; другу, яка містить нескінченно 
віддалену точку і називається зовнішністю по відношенню до даної лінії. 
Внутрішність замкненої жорданової лінії має таку важливу властивість: яку б замкнену 
жорданову лінію ми не провели в цій області, її внутрішність також належатиме даній 
області. Взагалі, довільна область, яка має цю властивість, називається однозв′язною. 
Область, яка не має такої властивості, називається многозв′язною. Наприклад, множина 
точок { }Rzzrz <−< 0:  буде многозв′язною областю. 
Для областей, які розміщені в розширеній площині, поняття однозв′зної області 
узагальнюється. А саме, така область називається однозв′язною, якщо для довільної 
замкненої жорданової кривої з цієї області або її внутрішність, або її зовнішність 
(включаючи і нескінченно віддалену точку) належить цій області. 
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Розглядаючи області, межі яких складаються із декількох замкнутих жорданових ліній, 
ми отримуватимемо приклади многозв′язних областей. Нехай nγγγ ,,,, 21 KΓ  – замкнені 
жорданові лінії, такі, що кожна з ліній  nγγγ ,,, 21 K  лежить зовні інших і всі вони розміщені 
усередині Γ  (рис. 1.3). Множина точок площини, 
які лежать одночасно усередині лінії Γ  і зовні 
ліній nγγγ ,,, 21 K , являє собою область, межею 
якої є сукупність точок ліній nγγγ ,,,, 21 KΓ . Отже, 
при 1≥n  в області існують такі неперервні 
замкнені лінії, внутрішності  яких не повністю 
належать області. Таким чином, область, межа 
якої складається із декількох ( )1+n  замкнених 
ліній буде многозв′язною, а конкретніше – ( )1+n -
зв′язною. Наприклад, множина точок, які лежать 
усередині кругового кільця { }Rzzrz <−< 0:  – 
двозв′язна область. На рисунку 1.3 зображено 
чотиризв′язну область. 
Рисунок  1.3 
Γ
2γ  
1γ  3γ  
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ЛЕКЦІЯ 2 
  КОМПЛЕКСНА ЗМІННА. АНАЛІТИЧНІ ФУНКЦІЇ 
2.1 Поняття функції комплексної змінної 
Розглянемо множину C⊂E  і умовимося, що комплексне число yixz ⋅+= може бути 
ототожнене з кожним числом цієї множини Е. В такому випадку ми назвемо z комплексною 
змінною, а Е –областю її зміни. Геометрично область Е зміни комплексної змінної z 
зобразиться як деяка множина точок в комплексній числовій площині. 
Якщо кожному Ez ∈  поставлене у відповідність  число C∈+= ivuw , то кажуть, що 
на множині C⊂E  задана функція комплексної змінної. Символічно це записується так: 
( )zfw = . 
Зауваження 2.1.  Може статись, що кожному значенню комплексної змінної z відповідає 
декілька значень змінної w. В такому випадку w називається многозначною функцією 
комплесної змінної z, тоді як в першому випадку вона називається однозначною функцією. 
Надалі, якщо не буде додатково зауважене інше, ми матимемо справу тільки з однозначними 
функціями. 
Оскільки yixz ⋅+= , то u та v є дійсними функціями двох дійсних змінних х та у. Таким 
чином, задання w як функції комплексної змінної z зводиться до задання двох дійсних 
функцій u та v від двох дійсних змінних х та у: 
( ) ( ) ( )yxviyxuzfw ,, ⋅+== .                     
Кожній точці множини Е, яка є областю зміни змінної z, відповідає певне комплексне 
число w. Зображаючи його як точку в числовій площині, отримуємо множину точок E ′ . 
Отже, задання w як функції комплексної змінної z геометрично зводиться до установлення 
відповідності між множинами точок Е та E ′ , згідно з якою кожній точці множини Е  
відповідає певна точка множини E ′ . В цьому випадку кажуть, що множина точок Е 
відображається на множину точок E ′ . При цьому деякі точки множини E ′  можуть бути 
кратними, тобто такими, що різним значенням z відповідає одне і те саме значення w. 
Розглядаючи відповідність між точками множин Е та E ′  як відображення множини E ′  на 
множину Е , ми отримуємо для кожного значення комплексної змінної w, що змінюється на 
множині точок E ′ , одне або декілька (може бути навіть безліч) значень z. Отже, навпаки, z 
можна розглядати як функцію комплексної змінної w. Така функція називається оберненою 
стосовно до функції ( )zfw = . Якщо різним значенням комплексної змінної z відповідають 
різні значення функції w, то відображення множини Е на E ′  буде взаємно однозначним, 
тобто таким, що кожній точці множини Е відповідає єдина точка множини E ′  і, навпаки, 
кожній точці множини E ′  - єдина точка множини Е. У цьому випадку z, яка розглядається як 
обернена функція w, також буде однозначною функцією. В загальному ж випадку  функція, 
обернена однозначній функції, може бути многозначною і навіть нескінченнозначною. 
Більше того, функція, обернена однозначній, може мати при кожному значенні незалежної 
змінної нескінченну множину значень, які утворюють неперервну лінію. Наприклад, zw =  є 
однозначною функцією комплексної змінної z. Розглядаючи ж z як функцію w, ми бачимо, 
що заданому значенню ρ=w  відповідає нескінченна множина значень z, для яких ρ=z , 
тобто усе коло з центром в нульовій точці і радіусом ρ . Проте, такі явища не є властивими 
диференційовним функціям, які ми будемо далі вивчати. 
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Перейдемо тепер до поняття границі функції. Нехай однозначна функція ( )zfw =  задана 
на множині Е, точка 0z  - гранична для множини Е.  
Означення 2.1.  Якщо існує число C∈C , таке що для довільного ε -околу ( )CUε  точки 
С існує відповідний йому δ -окіл ( )0zUδ  точки 0z , такий, що для довільної точки 
( ) EzUz ∩∈ 0δ , 0zz ≠  значення ( )zf  попадає в ( )CUε , то С називається границею функції 
( )zfw =  в точці 0z . 
Записується це так: 
( ) Czf
zz
=
→ 0
lim .                                     (2.1) 
Теорема 2.1. Нехай ( ) ( ) ( )yxviyxuzf ,, ⋅+= , iBAC += . Тоді комплексне співвідношення 
(2.1) еквівалентне двом дійсним: 
B)y,x(vlim,A)y,x(ulim
óó
õõ
óó
õõ
==
→
→
→
→
0
0
0
0
,  де  000 yxz += . 
Доведення цієї теореми таке саме як і доведення теореми 1.1. 
Нехай Eyxz ∈+= 000  і є граничною точкою для множини Е. 
Означення 2.2.  Функція ( )zfw =  називається неперервною в точці 0z , якщо 
( ) ( )0
0
lim zfzf
zz
=
→
. 
З теореми 2.1 випливає, що функція ( )zf  неперервна в точці 0z  тоді і тільки тоді, коли 
функції ( )yxu ,  та ( )yxv ,  неперервні в точці ( )00 , yx . 
Означення 2.3. Функція ( )zfw =  називається неперервною на деякій множині, якщо 
вона неперервна в кожній точці цієї множини. 
Означення 2.4.  Функція ( )zfw =  називається обмеженою на множині Е, якщо 
( )( ) ( ){ }MzfEzM ≤∈∀>∃ 0 . 
Теорема 2.2.  (Вейєрштрасса) Якщо функція ( )zf  неперервна на обмеженій замкненій 
множині, то вона обмежена, а її модуль досягає своїх найменшого та найбільшого значень. 
Д о в е д е н н я. З неперервності функції ( )zf  випливає неперервність функції 
( ) ( )( ) ( )( )22 ,, yxvyxuzf += , тому досить застосувати відомі з курсу математичного аналізу 
теореми. 
Приклад 2.1.  Дослідити функцію ( )
iz
zf
+
=
2
1
  на неперервність. 
Р о з в′ я з а н н я  
Поклавши yixz ⋅+= , виділимо ( )yxu ,  та ( )yxv , : 
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( )
( ) ( ) ( )
( ) ( )
( ) ( )
( )
( ) ( ) ( ) ( )
,
12
12
12
12
12
12
11
22222222
22
2222
22
222
i
xyyx
xy
xyyx
yx
xyyx
ixyyx
ixyyxiiyx
zf
++−
+
−
++−
−
=
=
++−
+−−
=
=
++−
=
++
=
 
звідки бачимо, що ( ) ( )
( ) ( )
,
12
,
2222
22
++−
−
=
xyyx
yx
yxu  
( )
( ) ( )2222 12
12
,
++−
+
=
xyyx
xy
yxv . 
Кожна з цих функцій є елементарною, отже, неперервною в усіх точках своєї області 
визначення, тобто в усіх точках ( ) 2, R∈yx , крім тих, для яких 
 ( ) ( ) 012 2222 =++− xyyx . 
Знайдемо ці точки, тобто знайдемо розв′язки системи 



=+
=−
.012
,022
xy
yx
 
Виразивши з першого рівняння у через х та підставивши в друге, знаходимо дві точки 








−
2
2
;
2
2
 та 







−
2
2
;
2
2
, в яких функції ( )yxu ,  та ( )yxv ,  не визначені, отже, не можуть 
бути неперервними. 
Отже, задана функція ( )
iz
zf
+
=
2
1
 неперервна в усій комплексній площині за винятком 
точок 
2
2
2
2
1 iz −=  та 2
2
2
2
2 iz +−= . 
2.2 Диференціювання функції комплексної змінної 
Нехай в області D  задана функція ( )zfw =  і Dz ∈0 . Якщо існує скінченна границя 
( ) ( )
0
0
0
lim
zz
zfzf
zz −
−
→
, то вона називається похідною функції ( )zfw =  в точці 0z  і позначається 
( )0zf ′ . Отже, 
  ( ) ( ) ( )
0
0
0
0
lim
zz
zfzf
zf
zz −
−
=′
→
.                           (2.2) 
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Позначимо zzz ∆=− 0  (приріст аргумента в точці 0z ) і 
( ) ( ) ( ) ( ) wzfzzfzfzf ∆=−∆+=− 000  (приріст функції в точці 0z ). Очевидно, рівність (2.2) 
можна переписати в такій еквівалентній формі: 
  ( )
z
w
zf
z ∆
∆
=′
→∆ 0
0 lim .                               (2.3) 
Функція називається диференційовною в точці 0z , якщо її приріст у цій точці можна 
подати у вигляді 
( ) zzzCw ∆⋅∆+∆⋅=∆ γ ,                            (2.4) 
де C – число, яке не залежить від z∆ , ( ) 0→∆zγ  при 0→∆z . 
Теорема 2.3.  Для того, щоб функція ( )zf  була диференційовною в точці 0z , необхідно і 
достатньо, щоб вона мала похідну в цій точці, причому ( ) Czf =′ 0 . 
Д о в е д е н н я.  
Необхідність. Згідно з означенням приріст диференційовної в точці 0z  функції можна 
записати у вигляді (2.4). Розділивши обидві частини цієї рівності на z∆ , отримуємо 
( )zC
z
w
∆+=
∆
∆
γ . 
Оскільки ( ) 0→∆zγ  при 0→∆z , то існує границя C
z
w
z
=
∆
∆
→∆ 0
lim , отже, згідно з (2.3), існує 
( ) Czf =′ 0 . 
Достатність. Нехай існує ( )
z
w
zf
z ∆
∆
=′
→∆ 0
0 lim . Позначивши 
 ( ) ( )z
z
w
zf ∆=
∆
∆
−′ γ0  ,                              (2.5)  
маємо  ( ) 0→∆zγ  при 0→∆z . Рівність (2.5) перепишемо у вигляді ( ) ( )z
z
w
zf ∆+
∆
∆
=′ γ0 . 
Після домноження обидвох частин цієї рівності на z∆  отримуємо (2.4) з ( )0zfC ′= . Отже, 
функція ( )zf  диференційовна в точці 0z . 
Теорему доведено. 
Функція ( )zfw = , яка має скінченну похідну в точці 0z , називається моногенною в цій 
точці. Якщо функція моногенна в усіх точках деякої області D , то вона називається 
моногенною в області D . 
Якщо функція ( )zfw =  має неперервну похідну в деякому околі точки 0z , то вона 
називається аналітичною в точці 0z . Якщо функція аналітична в кожній точці  області D , то 
вона називається аналітичною в області D . Функція називається аналітичною в замкненій 
області D , якщо вона аналітична в деякій області G , яка містить D . 
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Функція ( )zfw =  називається аналітичною в ∞ , якщо функція ( ) 




=
z
fzg
1
 аналітична в 
точці 0=z . 
Зауваження 2.1.  Очевидно, що з аналітичності функції випливає її моногенність. Із 
моногенності функції в деякій точці ще не випливатиме її моногенність у цій точці. Проте, як 
ми пізніше побачимо, з моногенності функції в області випливає її аналітичність в цій 
області. Отже, аналітичність функції в області рівносильна її моногенності в цій області. 
2.3 Умови Коші - Рімана 
Як ми побачили вище, формально означення похідної функції комплексної змінної нічим 
не відрізняється від відомого нам означення похідної функції дійсної змінної. В зв′язку з цим 
основні правила, відомі з диференціального числення функцій однієї змінної, поширюються і 
на похідні функцій комплексної змінної. 
Разом з тим, в п. 2.1 відзначено, що задання функції комплексної змінної зводиться до 
задання двох дійсних функцій від двох дійсних змінних. Тому логічним є запитання: як 
пов′язана диференційовність функції ( ) ( ) ( )yxviyxuzfw ,, ⋅+==  в точці 000 iyxz +=  з 
поведінкою функцій ( )yxu ,  та ( )yxv ,  в точці ( )00 , yx ? 
Відповідь на це запитання дає важлива 
Теорема 2.4.  Для того, щоб функція ( ) ( ) ( )yxviyxuzfw ,, ⋅+==  була диференційовною 
в точці 000 iyxz += , необхідно і достатньо, щоб функції ( )yxu ,  та ( )yxv ,  були 
диференційовними в точці ( )00 , yx  і при цьому виконувались умови: 
x
v
y
u
y
v
x
u
∂
∂
−=
∂
∂
∂
∂
=
∂
∂
, .                                  (2.6) 
Перш ніж приступити до доведення, відзначимо, що умови (2.6) називаються умовами 
Коші – Рімана. 
Д о в е д е н н я.  
Необхідність. Нехай функція ( )zfw =  має похідну ( ) BiACzf ⋅+==′ 0 . Тоді, відповідно 
до теореми 2.2, її приріст в точці 0z  можна подати у вигляді (2.4). Відділимо в (2.4) дійсну та 
уявну частини, поклавши viuw ∆⋅+∆=∆ , BiAC ⋅+= , yixz ∆⋅+∆=∆ , 
( ) ( ) ( )yxiyxz ∆∆⋅+∆∆=∆ ,, βαγ : 
( ) ( ) yyxxyxyBxAu ∆⋅∆∆−∆⋅∆∆+∆⋅−∆⋅=∆ ,, βα ,           (2.7) 
( ) ( ) yyxxyxyAxBv ∆⋅∆∆+∆⋅∆∆+∆⋅+∆⋅=∆ ,, αβ .            (2.8) 
Зрозуміло, що ( ) 0, →∆∆ yxα  та ( ) 0, →∆∆ yxβ  при 0,0 →∆→∆ yx . Отже, відповідно до 
означення диференційовності функції двох змінних, а також зв′язку диференційованості з 
існуванням частинних похідних, з рівності (2.7) випливає, що функція ( )yxu ,  
диференційовна в точці ( )00 , yx  і в цій точці існують  
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B
y
u
A
x
u
−=
∂
∂
=
∂
∂
, .                                 (2.9) 
Аналогічно з рівності (2.8) випливає диференційовність функції ( )yxv ,  в точці ( )00 , yx  і 
існування в цій точці 
A
y
v
B
x
v
=
∂
∂
=
∂
∂
, .                                (2.10) 
З рівностей (2.9) та (2.10) легко випливають рівності (2.6). 
Отже, необхідність доведена. 
Достатність. При наданні аргументу z приросту yixz ∆⋅+∆=∆   в точці 000 iyxz += , 
функція ( )zfw =  отримає приріст  
viuw ∆⋅+∆=∆ .                                 (2.11) 
Оскільки функції ( )yxu ,  та ( )yxv ,   диференційовні в точці ( )00 , yx , то 
ry
y
u
x
x
u
u ∆⋅+∆⋅
∂
∂
+∆⋅
∂
∂
=∆ α ,                       (2.12) 
ry
y
v
x
x
v
v ∆⋅+∆⋅
∂
∂
+∆⋅
∂
∂
=∆ β ,                        (2.13) 
де ( ) 0, →∆∆= yxαα  та ( ) 0, →∆∆= yxββ  при =∆r  ( ) ( ) 022 →∆+∆=∆= yxz .  
Підставивши (2.12) та (2.13) в (2.11), з врахуванням умов Коші Рімана (2.6), дістанемо: 
.




 ∆⋅+∆⋅
∂
∂
+∆⋅
∂
∂
⋅+∆⋅+∆⋅
∂
∂
−∆⋅
∂
∂
=
=





∆⋅+∆⋅
∂
∂
+∆⋅
∂
∂
⋅+∆⋅+∆⋅
∂
∂
+∆⋅
∂
∂
=∆
ry
x
u
x
x
v
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x
v
x
x
u
ry
y
v
x
x
v
iry
y
u
x
x
u
w
βα
βα
Замінивши 
x
v
i
x
v
∂
∂
⋅=
∂
∂
− 2 , 
матимемо: 
( ) ( ) ( )
( ) ( )
( ) .z
z
r
iz
x
v
i
x
u
riyix
x
v
i
x
u
riyix
x
v
iyix
x
u
w
∆⋅
∆
∆
⋅++∆⋅





∂
∂
⋅+
∂
∂
=
=∆⋅⋅++∆⋅+∆⋅





∂
∂
⋅+
∂
∂
=
=∆⋅⋅++∆⋅+∆⋅
∂
∂
⋅+∆⋅+∆⋅
∂
∂
=∆
βα
βα
βα
 
Отже, ми отримали w∆  у формі (2.4) з 
x
v
i
x
u
C
∂
∂
⋅+
∂
∂
=  та  ( ) 0→
∆
∆
⋅+=
z
r
i βαγ  при 
0→∆z . Тим самим доведена диференційовність функції ( )zf  в точці 0z . 
Теорему доведено 
Зауваження 2.2  Виходячи з теореми 2.2, а також умов Коші Рімана (2.6), матимемо: 
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( )
x
v
i
y
v
y
u
i
y
v
y
u
i
x
u
x
v
i
x
u
zf
∂
∂
⋅+
∂
∂
=
∂
∂
⋅−
∂
∂
=
∂
∂
⋅−
∂
∂
=
∂
∂
⋅+
∂
∂
=′ .     (2.14) 
2.4  Геометричний зміст модуля та аргументу похідної. Конформні відображення 
Нехай функція ( )zfw =  визначена та неперервна в області D і диференційовна в точці 
Dz ∈0 , причому ( ) 00 ≠′ zf . Тоді ми можемо подати 
 ( ) ( ) 0,sincos0 >⋅+=′ AiAzf αα .                     (2.15) 
Звідси, згідно з означенням похідної, маємо 
  
( ) ( )
0lim
0
0
0
>=
−
−
→
A
zz
zfzf
zz
.                           (2.16) 
Відображення, яке має властивість (2.16), називається відображенням сталого лінійного 
розтягу, а число A  - коефіцієнтом розтягу. 
Зауваження 2.3.  Не кожне відображення має сталий коефіцієнт розтягу. Наприклад, 
якщо yixw ⋅+= 2 , то образ вертикального відрізка має ту саму довжину, що й відрізок, а 
образ горизонтального відрізка має довжину вдвічі більшу за довжину прообразу. Це 
пояснюється тим, що дана функція не має похідної в жодній точці. 
Тепер з′ясуємо геометричний зміст аргументу похідної. Проведемо в області D  через 
точку 0z  яку-небудь лінію ( ) ( )( )00,: ztzttzz =≤≤= βαγ , для якої існує похідна 
( ) 00 ≠′ tz . Образом цієї кривої за допомогою відображення ( )zfw =  буде деяка лінія Γ  в 
площині w: ( )( ) ( )( )( )00, wtzfttzfw =≤≤= βα . Згідно з правилом диференціювання 
складених функцій функція ( )( )tzf  диференційовна в точці 0tt =  і ( ) ( ) ( ) 0000 ≠′⋅′=′ tzzftw , 
отже, враховуючи (2.15), отримуємо 
( ) ( )00 tzArgtwArg ′+=′ α .                          (2.17) 
Для з′ясування геометричного змісту аргумента ( )0zf ′  розглянемо спочатку 
геометричний зміст аргумента ( )0tz′ . Оскільки існує 
( ) ( ) ( ) 0lim
0
0
0
0
≠
−
−
=′
→ tt
tztz
tz
tt
, 
то 
( ) ( ) ( ) ( )00
0
0 argarg tttz
tt
tztz
→′→
−
−
.             (2.18) 
Проведемо січну через точки ( )tzz =  і ( )00 tzz =  лінії γ . Ці точки є різними для всіх t , 
досить близьких до 0t  і відмінних від 0t  (в противному випадку знайдеться послідовність 
( )nt  така, що 0ttn →  і ( ) ( ) 00 =− tztz n , звідки ( )
( ) ( )
0lim
0
0
0
0
=
−
−
=′
→ tt
tztz
tz n
ttn
, що протирічить 
умові). 
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Зауваживши, що напрямок січної співнапрямлений з напрямком вектора 
( ) ( )
0
0
tt
tztz
−
−
, ми 
бачимо, що січна має граничне положення при 0tt →  тоді і тільки тоді, коли кут між 
останнім вектором і дійсною віссю, що дорівнює 
( ) ( )
0
0arg
tt
tztz
−
−
, має границю при 0tt → . 
Отже, згідно з (2.18), ( )0tzArg ′  означає кут нахилу дотичної до лінії γ  в точці 0z . 
Аналогічно ( )0twArg ′  кут нахилу дотичної до лінії Γ  в точці 0w . 
З рівності (2.17) ми бачимо, що при переході від лінії γ  до її образу Γ  кут нахилу 
дотичної в початковій точці лінії змінюється на величину 
( ) ( ) ( )000 zfArgtzArgtwArg ′==′−′ α , 
яка не залежить від цієї кривої. 
Отже, ( )0zfArg ′  дорівнює куту повороту дотичної до лінії γ  в точці 0z  при переході до 
її образу Γ  в точці ( )00 zfw = . В цьому і полягає геометричний зміст ( )0zfArg ′ . 
Якщо з точки 0z  виходять які-небудь дві лінії 1γ  та 2γ , які мають дотичні 1τ  та 2τ  в 
точці 0z , то дотичні 1Τ  та 2Τ  до їхніх образів 1Γ  та 2Γ  в точці ( )00 zfw =  одержимо з 1τ  та 
2τ  за допомогою повороту на один і той же кут ( )0zfArg ′ ; отже, кут між лініями 1γ  та 2γ  
дорівнює (за величиною і за напрямком відліку) куту між 1Γ  та 2Γ . Таким чином, при 
відображенні з допомогою неперервної в околі точки 0z  функції ( )zfw = , яка має відмінну 
від нуля  похідну ( )0zf ′ , усі лінії площини z, які проходять через точку 0z  і мають дотичні в 
цій точці, перетворюються в лінії площини w, які проходять через точку ( )00 zfw =  і також 
мають дотичні в цій точці,причому кути між кривими за допомогою розглядуваного 
відображення зберігаються. Ця властивість називається консерватизмом кутів. 
Означення 2.5.  Відображення з допомогою неперервної в області D  функції ( )zfw =  
називається конформним в точці Dz ∈0 , якщо воно в цій точці характеризується наявністю 
сталого лінійного розтягу та консерватизму кутів. 
Якщо при цьому зберігаються не тільки величини кутів, але й напрями їх відліку (як це 
було в розглянутому вище відображенні), то кажуть про конформне відображення першого 
роду; якщо ж напрями відліку кутів змінюються на протилежні (наприклад, у випадку 
дзеркального відображення zw = ), то кажуть про конформне відображення другого роду. 
Отже, відображення за допомогою аналітичної в деякій області D  функції комплексної 
змінної є конформним відображенням першого роду в усіх точках області D , в яких похідна 
відмінна від нуля. Якщо відображення є конформним у всіх без винятку точках області D , то 
його називають конформне відображенням області D . 
Загальний приклад конформного відображення другого роду дають відображення, які 
здійснюються з допомогою функцій, спряжених з аналітичними: ( )zfw =  (в усіх точках де 
( ) 0≠′ zf ). 
Має місце така теорема. 
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Теорема 2.5.  Відображення ( )zfw =  буде конформним першого роду в області D  тоді і 
тільки тоді, коли функція ( )zfw =  аналітична і ( ) 0≠′ zf  в D . 
Нам надалі потрібне буде таке 
Означення 2.6.  Функція ( )zfw = , визначена в області D , називається однолистою в 
області DG ⊂ , якщо 
( )( ) ( ) ( ){ }212121 zfzfzzGzGz ≠⇒≠∈∀∈∀  
Зауваження 2.4.  Для конформності відображеня ( )zfw =  в області D  достатньо 
вимагати виконання однієї із умов: 1) щоб неперервна функція ( )zfw =  володіла в кожній 
точці Dz∈  тільки властивістю консерватизму кутів; 2) щоб неперервна функція ( )zfw =  
володіла в кожній точці Dz∈  тільки властивістю сталого лінійного розтягу і була 
однолистою в D . 
В теорії конформних відображень та її застосуваннях принциповим є питання про 
можливість однолистно та конформно відобразити одну задану область на іншу. Відповідь 
на це питання дає теорема Рімана, доведення якої є досить складне і тут не подається. Його 
можна знайти, наприклад, в [1]. 
Теорема 2.6 (Рімана). Нехай D  та G  - дві однозв′язні області із C , відмінні відC . Для 
довільних Dz ∈0 , Gw ∈0 , [ )ππα ;−∈  існує єдина функція ( )zfw = , яка здійснює 
конформне відображення GD → , причому ( ) 00 wzf =  і ( ) α=′ 0arg zf . 
На завершення цієї лекції дамо поняття відображення околу точки 0z  на окіл точки 0w , 
якщо принаймі одна з них є ∞ : 
а) якщо ∞=0z  і ( ) ∞≠= 00 zfw , то відображення здійснюване функцією f , називається 
конформним в 0z , якщо в 0=z  є конформним відображення, здійснюване функцією 





=
z
fw
1
; 
б) якщо ∞≠0z  і ( ) ∞== 00 zfw , то відображення здійснюване функцією f , називається 
конформним в 0z , якщо в 0z  є конформним відображення, здійснюване функцією ( )zf
w
1
= ; 
в) якщо ∞=0z  і ( ) ∞== 00 zfw , то відображення здійснюване функцією f , 
називається конформним в 0z , якщо в 0=z  є конформним відображення, здійснюване 
функцією 
1
1
−











=
z
fw .  
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ЛЕКЦІЯ 3  
 ЕЛЕМЕНТАРНІ АНАЛІТИЧНІ ФУНКЦІЇ 
3.1 Ціла лінійна функція 
Якщо функція аналітична в усій комплексній площині C , то вона називається цілою. 
Цілою лінійною функцією називається функція виду bazw += , де a  та b - комплексні 
числа, причому 0≠a . Легко бачити, що обернена до цієї функції є теж лінійною. Оскільки 
0≠=′ aw , то ціла лінійна функція конформно і однолистно відображає C  в C . Покажемо, 
що ця функція здійснює конформне відображення CC → , тобто переконаємось в 
конформності відображення і в точці ∞=z . Згідно з означенням в кінці попередньої лекції 
слід розглянути функцію 
abz
z
bz
a
w
+
=
+
=
1
 і точку 0=z . Оскільки для такої функції 
( )2abz
a
w
+
=′ , то ( ) 010 ≠=′
a
w , що означає конформність в ∞ .  
Дві множини називатимемо подібними, якщо їх можна сумістити, використовуючи 
тільки перетворення гомотетії (розтягу), повороту і паралельного перенесення (зсуву). 
Теорема 3.1. Ціла лінійна функція відображає кожну множину в подібну до себе, і, 
навпаки, дві подібні множини можна однолистно відобразити одну в іншу за допомогою 
цілої лінійної функції. 
Д о в е д е н н я.  
Нехай ( )αα sincos ⋅+= iaa . Функцію bazw +=  можна розуміти як суперпозицію 
функцій zaw ⋅=1 , ( )αα sincos12 ⋅+= iww  та bww += 2 . Для функції zaw ⋅=1  маємо 
zaw ⋅=1  і =+= zArgaArgwArg 1  zArg= . Тому, якщо точка z знаходиться на якомусь 
промені, що виходить з початку координат, то точка 1w  теж буде на цьому промені. 
Зміниться тільки відстань до початку координат в a  разів, тобто матимемо розтяг. Далі 
якщо ( )αα sincos12 ⋅+= iww , то 12 ww =  і += 12 wArgwArg  
( ) ααα +=⋅++ 1sincos ArgwiArg , тобто, залишаючись на однаковій відстані до початку 
координат, радіус-вектори усіх точок повертаються на один і той самий кут α . Нарешті, 
функція bww += 2  здійснює паралельне перенесення на вектор b . 
Навпаки, довільні перетворення розтягу, повороту та зсуву здійснюються цілими 
лінійними функціями. Тому дві задані подібні множини можна відобразити суперпозицією 
цілих лінійних функцій, тобто цілою лінійною функцією. Теорему доведено. 
3.2 Степенева функція з натуральним показником 
Степеневою функцією з натуральним показником називається функція виду 
zzzzw n ⋅⋅⋅== K  (п множників), 2≥n . Використовуючи означення похідної, неважко 
переконатись, що в усіх точках C∈z  існує 1−⋅=′ nznw , отже nzw =  - ціла функція і 
здійснює відображення, конформне в кожній точці області { }+∞<< zz 0: . 
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Подивимось, якими можуть бути області однолистності степеневої функції. Згідно з 
означенням нам потрібно знайти такі області G , для яких 
 ( )( ){ }nn zzzzGzGz 212121 ≠⇒≠∈∀∈∀ . 
Припустимо, що 21 zz ≠ . Знайдемо умову, при якій 
nn zz 21 = . Оскільки  




∈+=
=
⇔



+=
=
⇔
⇔



⋅=⋅
=
⇔




=
=
⇔=
,k,
n
k
zargzarg
,zz
,kzargnzargn
,zz
,zArgnzArgn
,zz
,zArgzArg
,zz
zz
nn
nn
nn
Z
ππ 22 21
21
21
21
21
21
21
21
21
то область G  буде буде областю 
однолистності для заданої функції, якщо вона не міститиме жодної пари точок з рівними між 
собою модулями і різницею аргументів, кратною nπ2 . Виходячи з цього, функція nzw =  є 
однолистою , наприклад, в будь-якому куті 





 +<<
n
zarg:z
π
αα α
2
 (рис. 3.1, а), зокрема, 
функція 2zw =  однолиста в кожній півплощині, межа якої проходить через початок 
координат (рис. 3.1, б). 
 
 
 
 
 
 
 
 
 
 
 
Скориставшись формулою Муавра, отримуємо 
( ) ( )ϕϕθθρ nsinincosrsinicos n +=+ , 
звідки 
ϕθρ n,r n == . 
За допомогою цих формул легко показати, що образом області однолистності, 
зображеної на рис. 3.1, а), буде уся w –площина з розрізом по променю { }αnwArg:w =  (рис. 
а) 
Рисунок  3.1 
0 
z 
α
nπα 2+
б) 
z 
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3.2, а), а образом верхньої півплощини при відображенні 2zw =  буде уся w –площина з 
розрізом по додатній дійсній півосі (рис. 3.2, б). 
 
 
 
 
 
 
 
 
 
 
3.3 Функція Жуковського 
Розглянемо функцію 
( ) 




 +=
z
zzJ
1
2
1
.                                  (3.1) 
Свою назву функція одержала через застосування її в аеродинаміці, розглянуті М.Є. 
Жуковським. 
Очевидно, що ( ) 




 −=′
2
1
1
2
1
z
zJ , тому функція ( )zJ  є аналітичною в області 
{ }+∞<< zz 0: , а відображення, здійснюване цією функцією, є конформним всюди в C  за 
винятком точок 1=z  та 1−=z , бо ( ) ( ) 011 =−′=′ JJ . 
З′ясуємо, якими можуть бути області однолистності функції Жуковського. Припустимо, 
що точки 21 zz ≠  відображаються функцією ( )zJ  в одну точку. Тоді  
( ) ( ) ( ) 1011 21
21
2121 =⇔=





−⋅−⇔= zz
zz
zzzJzJ . 
Отже, область G  буде областю однолистності для функції ( )zJ  тоді і тільки тоді, коли в 
ній немає двох точок 21 zz ≠ , таких що 121 =zz . Враховуючи це, неважко бачити, що 
областями однолистності для функції ( )zJ  є, наприклад, такі області: а) { }1<z:z ;  б) 
{ }1>z:z ;  в) { }0>zIm:z ; г){ }0<zIm:z  (рис. 3.3). Дійсно, якщо 1z  та 2z  - дві точки з 
внутрішності одиничного кола, тобто 11 <z  і 12 <z , то і 121 >zz . Аналогічно для 
зовнішності одиничного кола маємо 121 >zz . Якщо ж 1z  та 2z  - дві точки з верхньої 
а) 
Рисунок  3.2 
б) 
w
0 
w
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а) 
Рисунок  3.3 
б) 
z z 
1 
в) 
z 
г) 
z 
1 
півплощини, то π<< 10 z  і π<< 20 z , тому ( ) kzzArg π221 ≠ , отже, знову 121 ≠zz . Для 
нижньої півплощини міркування аналогічні. 
Знайдемо відображення цих областей однолистності. Для функції Жуковського 
( )
( )
,sin
r
ricos
r
r
sinicosr
sinicosrivu














−+





+=
=





+
++=+
ϕϕ
ϕϕ
ϕϕ
11
2
1
1
2
1
 
отже, маємо такі формули переходу: 
ϕ





−=ϕ





+= sin
r
rv,cos
r
ru
1
2
11
2
1
.                  (3.2) 
Для знаходження внутрішності одиничного кола (рис. 3.3,а) зафіксуємо число 10 <r  і 
розглянемо коло { }0rz:z = . Позначимо 





−=





+= 0
00
0
1
2
11
2
1
r
r
b,
r
ra , тоді з (3.2) маємо, 
що πϕϕϕ 20 ≤≤−== ,sinbv,cosau , тобто в площині w дістали параметричні рівняння 
еліпса, які рівносильні такому канонічному рівнянню: 
1
2
2
2
2
=+
b
v
a
u
.                                        (3.3) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
30 
 
Легко бачити, що 1222 =−= bac , тому з (3.3) маємо, що образами концентричних кіл з 
центром в початку координат і радіусами 10 <r  є еліпси з фокусами в точках 1± , причому 
верхнє півколо переходить у нижній півеліпс, а нижнє – у верхній. Зрозуміло, що коли 0r  
наближатиметься до одиниці, то еліпс наближатиметься до відрізка [ ]11;− . Отже, функція 
Жуковського відображає внутрішність одиничного кола на всю площину з розрізом по 
відрізку [ ]11;−  (рис. 3.4, а). Межа цієї області – коло { }1=z:z  переходить у відрізок [ ]11;− , 
який обходиться двічі, причому верхнє півколо переходить у нижній, а нижнє – у верхній 
берег розрізу. Область { }01 >< zIm,z:z  переходить у нижню півплощину, а область 
{ }01 << zIm,z:z  - у верхню. 
 
 
 
 
 
 
 
Міркуючи як і вище, можна показати, що функція ( )zJ  здійснює конформне і 
однолистне відображення зовнішності одиничного кола (рис. 3.3, б) також на всю площину з 
розрізом по відрізку [ ]11;− , причому коло { }1=z:z  переходить у цей відрізок, область 
{ }01 >> zIm,z:z  переходить у верхню півплощину, а область { }01 <> zIm,z:z  -  у 
нижню. 
Для знаходження образу верхньої півплощини  (рис.3.3, в) запишемо 
{ } { }∪<>=> 100 z,zIm:zzIm:z  
{ } { }1010 =>∪>>∪ z,zIm:zz,zIm:z  
і відображатимемо кожну з множин правої частини. Оскільки, як вказано вище, область 
{ }10 <> z,zIm:z  переходить у нижню півплощину, область { }10 >> z,zIm:z  - у верхню, 
а півколо { }10 => z,zIm:z  у відрізок [ ]11;− , то образом верхньої півплощини буде вся 
площина з розрізами по променях ( ]1−∞− ;  та [ )∞+;1 , які лежать на дійсній осі (рис. 3.4, б).  
Аналогічно показуємо, що нижня півплощина  (рис.3.3, г) також відображається на 
область, зображену на рисунку 3.4, б. 
Для кращого розуміння знайдемо ще образи променів, які виходять з початку координат. 
Розглянемо спочатку промінь { } Z∈≠= k,k,zarg:z
200
π
ϕϕ . Виключаючи з  (3.2) параметр  
r  при 0ϕϕ = , маємо 
а) 
Рисунок  3.4 
б) 
ww
1 1 -1 -1 
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1
0
2
2
0
2
2
=−
ϕϕ sin
v
cos
u
, 
тобто наш промінь переходить у вітку гіперболи (ліву з фокусом у точці 1−=z  при 
00 <ϕcos  або праву з фокусом у точці 1=z  при 00 >ϕcos ). Промені { }0=zarg:z  та 
{ }π−=zarg:z  відображаються відповідно в промені { }01 => warg,w:w  та 
{ }π−=> warg,w:w 1 , кожний з яких проходиться двічі, а кожний з променів 





 >= 1
2
z,zarg:z
π
 і 





 >−= 1
2
z,zarg:z
π
 переходить в уявну вісь { }0=wRe:w . 
3.4  Показникова функція 
Показниковою називається функція виду 
( )ysiniycosee xz += .                              (3.4) 
Очевидно, що при 0=y  маємо xz ee = , тобто дістаємо показникову функцію, яку вивчали в 
курсі математичного аналізу. З (3.4) випливає, що 0>= xz ee , звідки 0≠ze  в усіх точках 
C∈z . Легко бачити, що kyeArg z π2+= , Z∈k .  Поклавши в (3.4) 0=õ , отримуємо 
формулу Ейлера: 
ysiniycose yi += .                          
Отже, yixz eee ⋅= . Оскільки 1222 =+= πππ sinicose i , то ziz ee =+ π2 , тобто функція ze  є 
періодичною з періодом iπ2 . 
З (3.4) бачимо, що для функції zew =  маємо ycoseu x=  та ysinev x= . Знайшовши 
частинні похідні, легко переконуємось, що вони задовольняють умови Коші – Рімана для 
всіх C∈z . Отже, ze  - ціла функція. За формулою (2.14) маємо 
0≠=+=
∂
∂
⋅+
∂
∂
= zxxz eysineiycose
x
v
i
x
u
e , 
тобто функція zew =  здійснює відображення, конформне в C . 
Знайдемо області однолистності показникової функції. Ми повинні знайти такі області 
G , для яких 
 ( )( ){ }212121 zz eezzGzGz ≠⇒≠∈∀∈∀ . 
Оскільки 



∈+=
=
⇔=⇔=
,k,kyy
,ee
eeeeee
xx
iyxiyxzz
Zπ221
21
221121  
 то область G  буде областю однолистності для zew =  тоді і тільки тоді, коли в ній немає 
двох різних точок з однаковими дійсними частинами і уявними, які відрізняються на число, 
кратне π2 . Зокрема, довільна горизонтальна смуга шириною π2 , тобто множина 
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{ }παα 2+<< zIm:z , буде областю однолистності функції ze . З (3.4) легко бачити, що 
формули переходу для розглядуваної функції мають вигляд 
,y,e x == θρ  
отже, образом смуги { }παα 2+<< zIm:z  буде область { }παα 2+<< wArg:w , тобто 
площина з розрізом по променю { }α=wArg:w  (рис. 3.5). 
 
 
 
 
 
 
 
 
Зауваження 3.1.  З формули Ейлера випливає, що комплексне число, записане у 
тригонометричній формі (1.5), можна записати коротко у так званій показниковій формі 
ϕierz ⋅= . 
3.5 Тригонометричні та гіперболічні функції 
Функції 
( ) ( )iziziziz eezcos,ee
i
zsin −− +=−=
2
1
2
1
 
називаються тригонометричними відповідно синусом та косинусом або просто синусом та 
косинусом, а функції 
( ) ( )zzzz eezch,eezsh −− +=−=
2
1
2
1
   - 
гіперболічними відповідно синусом та косинусом. 
Якщо xz = , то, згідно з означенням та формулою Ейлера, маємо 
( ) ( )( )
,xsin
xsinixcosxsinixcos
i
ee
i
zsin ixix
=
=−−+=−= −
2
1
2
1
 
аналогічно xcoszcos = , тобто дістаємо функції, які відомі нам з середньої школи. 
Як суми суперпозицій лінійної та показникової функцій означені вище функції 
zch,zsh,zcos,zsin  є цілими функціями. 
( )πα 2+i
Рисунок  3.5   
0 0 
w
zew =
αi  
z 
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Оскільки функція ze  періодична з періодом iπ2 , то функції  zsin і zcos  будуть 
періодичними з періодом π2 , а функції zsh і zch  будуть періодичними з періодом iπ2 . 
Легко переконатись в зв′язку між тригонометричними та гіперболічними функціями: 
zshiizsin = ,  zchizcos = . 
Усі відомі зі шкільного курсу тригонометрії формули залишаються слушними і в 
комплексній площині. Наприклад, 
( ) ( )
( ) ( ) ( ) ( )( )
( ).zzcos
eeee
i
ee
i
eeeezsinzsinzcoszcos
zzizziiziziziz
iziziziz
21
2121
21212211
2211
2
1
2
1
2
1
2
1
2
1
+=
=+=−⋅−−
−+⋅+=−
+−+−−
−−
 
Якщо тригонометричні функції дійсної змінної xsin та xcos  є обмеженими, то функції 
zsin і zcos  є необмеженими в комплексній площині. Справді, ∞→= ychiycos  і 
∞→= yshiysin  при ∞→y . 
Для знаходження областей однолистності розглядуваних тригонометричних і 
гіперболічних функцій можемо провести ті ж міркування. Для знаходження образів областей 
однолистності можна вивести формули переходу. Наприклад, для функції zcosw =  
матимемо ychxcosu ⋅= , yshxsinv ⋅−= . Проте, оскільки нам уже відомі властивості функції 
Жуковського, показникової та лінійної функцій, можемо поступати значно простіше. 
Оскільки 
( )iz
iz
iz eJ
e
ezcos =




 +=
1
2
1
,  
то функцію zcosw =  можемо розглядати як суперпозицію функцій 
( )221 1 wJw,ew,izw w === . Здійснивши ці відображення, ми побачимо, що образом 
вертикальної смуги { }π<< zRe:z 0  є область, зображена на рис. 3.4, б, а образом верхньої 
півсмуги { }00 ><< zIm,zRe:z π  є верхня півплощина. 
Оскільки 




 −=
2
π
zcoszsin , то функцію zsin можна розглядати як суперпозицію функції 
zcos  та лінійної функції і цей факт використовувати при знаходженні образів відповідних 
множин. 
Відзначимо, що, як випливає з наведених міркувань, функція zcosw =  є однолистою в 
смузі { }π<< zRe:z 0 , а функція zsinw =  однолиста в смузі 





 <<−
22
ππ
zRe:z . 
Аналогічно до випадку функцій дійсної змінної тригонометричні функції zctg,ztg і 
гіперболічні функції zcth,zth  означаються так: 
shz
chz
zcth,
chz
shz
zth,
zsin
zcos
zctg,
zcos
zsin
ztg ==== . 
Очевидно, жодна з цих функцій не є цілою. 
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3.6 Дробово-лінійна функція 
Функція виду 
dcz
baz
w
+
+
= ,                                         (3.5) 
де 0≠− bcad , називається дробово-лінійною. Неважко переконатись, що обернена до 
дробово-лінійної функції є дробово-лінійною, і суперпозиція дробово-лінійних функцій 
також дробово-лінійна функція. Якщо в (3.5) покласти 0=c , то дістанемо лінійну функцію, 
яку ми вивчили в п.3.1. Тому надалі вважатимемо 0≠c .  
Розглянемо важливі властивості дробово-лінійних функцій. 
Теорема 3.2.  Дробово-лінійна функція конформно та однолистно відображає CC → . 
Д о в е д е н н я.  
Однолистність випливає з однозначності оберненої функції. Доведемо конформність. 
Якщо 
c
d
z −≠  і ∞≠z , то 
( )
0
2
≠
+
−
=′
dcz
bcad
w , отже, відображення конформне в усіх вказаних 
z . Залишилось тепер розглянути точки 
c
d
z −=  і ∞=z . Для доведення конформності в точці 
c
d
z −=  ми повинні розглянути функцію 
baz
dcz
w
+
+
= , для якої 
( )
0
2
≠
+
−
=′
baz
adbc
w , у тому числі 
і в точці 
c
d
z −= , що вказує на конформність в точці 
c
d
z −= . Якщо ж ∞=z , то перевіряємо 
на конформність в точці 0=z  функцію 
dzc
bza
d
z
c
b
z
a
w
+
+
=
+
+
= ,  для якої  
( )
0
2
≠
+
−
==′
dzc
adbc
w , зокрема і в точці 0=z , отже, розглядувана 
дробово-лінійна функція конформна і в точці ∞=z . Теорему доведено. 
Теорема 3.3 (про кругову властивість). Дробово-лінійна функція відображає узагальнене 
коло в узагальнене коло, узагальнений круг в узагальнений круг. 
Д о в е д е н н я.  
Оскільки  
dcz
c
ad
b
c
a
dcz
baz
+
−
−=
+
+
, то дробово-лінійна функція є суперпозицією цілих 
лінійних функцій і функції 
z
w
1
= . Лінійна функція відображає коло в коло, пряму в пряму, 
круг в круг, півплощину в півплощину, бо вказані пари множин подібні, тому залишилось 
довести кругову властивість для функції 
z
w
1
= . Отже, нехай в розширеній  z-площині задано 
замкнений круг  
( ) 022 ≤++++ DCyBxyxA .                          (3.6) 
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Очевидно, рівність 
z
w
1
=  рівносильна рівності 
w
z
1
=  , тому 
22
1
vu
ivu
ivu
iyx
+
−
=
+
=+ , звідки 
22 vu
u
x
+
= , 
22 vu
v
y
+
−= . Підставивши це в нерівність (3.6), дістанемо 
( ) ( )
0
2222222
2
222
2
≤+
+
−
+
+








+
+
+
D
vu
Cv
vu
Bu
vu
v
vu
u
A , 
звідки ( ) 022 ≤+−++ ACvBuvuD , тобто отримали замкнений круг в розширеній  w-
площині. Теорему доведено. 
Теорема 3.4 (про три точки). Нехай в розширеній  z-площині задано три точки 321 z,z,z , 
а в розширеній  w-площині - три точки 321 w,w,w . Тоді існує єдина дробово-лінійна функція 
L , така що ( ) 321 ,,k,wzL kk == . 
Д о в е д е н н я.  
У випадку, коли точки скінченні, можемо записати рівність 
13
23
2
1
13
23
2
1
zz
zz
zz
zz
ww
ww
ww
ww
−
−
⋅
−
−
=
−
−
⋅
−
−
,                      (3.7) 
яка, як легко переконатись, неявно задає шукану дробово-лінійну функцію. Єдиність 
доводиться від супротивного. Припустивши, що крім (3.7) існує функція 
dcz
baz
w
+
+
= , яка має 
властивість, вказану в формулюванні теореми, можемо записати 
dcz
baz
w
k
k
k +
+
= , 321 ,,k = . 
Неважко перевірити, що якщо ці значення w, 321 w,w,w  підставити в (3.7), то отримаємо 
тотожність. 
Якщо ж одне з чисел 321 z,z,z  чи з чисел 321 w,w,w  дорівнює ∞ , то в (3.7) чисельник і 
знаменник, до яких входить це число, опускаємо. Наприклад, якщо 
3221 w,wz,z →∞→∞→ , то (3.7) набуває вигляду 
2
1
2
23
zz
zz
ww
ww
−
−
=
−
−
. Далі доведення таке 
саме як і вище. Теорему доведено. 
Перед формулюванням наступної властивості дамо 
Означення 3.1.  Точки 1z  та 2z  називаються симетричними відносно кола 
{ }Rzz:z =−= 0γ , якщо вони лежать на одному промені, що виходить з 0z , і 
2
0201 Rzzzz =−⋅− . Точки 0z  і ∞  вважаються симетричними. 
Симетричність відносно прямої є звичайною симетрією. 
Теорема 3.5 (про симетричні точки). Нехай 1z  та 2z  - симетричні відносно 
узагальненого кола γ  точки, а ∗γ  - образ кола γ  при відображенні дробово-лінійною 
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функцією L . Тоді образи 1w  і 2w  точок 1z  і 2z  при цьому відображенні будуть 
симетричними відносно узагальненого кола ∗γ . 
Доведення цієї теореми опускаємо. Його можна знайти, наприклад, в [3]. 
Якщо точки 1z  і 2z  симетричні відносно кола γ , то γ  називається колом Аполлонія для 
цих точок. 
Теорема 3.6. Через кожну точку 3z , відмінну від двох заданих точок 1z  і 2z , проходить 
єдине коло Аполлонія для точок 1z  і 2z . 
Д о в е д е н н я.  
Нехай одна з точок 1z  і 2z  дорівнює ∞ , наприклад, ∞=2z ; тоді ∞≠3z . Колом 
Аполлонія у цьому випадку буде коло радіуса 13 zzR −=  з центром в точці 1z , яке, 
очевидно, єдине. Якщо ж точки 1z  і 2z  - скінченні, то, зробивши дробово-лінійне 
перетворення 
2
1
zz
w
−
= , точки 321 z,z,z  перейдуть відповідно у точки 
21
1
1
zz
w
−
= , 
23
32
1
zz
w,w
−
=∞= .  Для точок 1w  і 2w  будуємо єдине коло Аполлонія, яке проходить 
через точку 3w . Прообразом цього кола буде коло Аполлонія для 1z  і 2z , яке проходить 
через 3z . Єдиність випливає з теореми 3.4. 
Перейдемо тепер до основних задач дробово-лінійних відображень. Першою з них є 
задача про відображення круга K  з розширеної  z-площини на круг ∗K  з розширеної  w-
площини так, щоб три задані точки з K∂ - межі області K - перейшли в три задані точки з 
∗∂K . 
Теорема 3.7. Якщо точки 321 z,z,z  з K∂  і точки 321 w,w,w  з 
∗∂K  розміщені так, що, 
послідовно обходячи їх, залишаємо відповідні круги по один бік, то перша основна задача 
має єдиний розв′язок. У протилежному разі вона не має розв′язку. 
Д о в е д е н н я.  
Згідно з теоремою 3.4 існує єдина дробово-лінійна функція L , така що 
( ) 321 ,,k,wzL kk == . Ця функція, згідно теореми 3.3, відображає K∂  на  ∗∂K . Оскільки L  - 
однолиста в C , то вона відображає K  або на ∗K  або на ∗K\C . Нехай точки 321 z,z,z  та 
321 w,w,w  розміщені так як показано на рис. 3.6. У точці 2z  проведемо в сторону 3z  і 
внутрішню нормаль. Оскільки при дробово-лінійному відображенні кути і напрямки їх 
відліку зберігаються, то внутрішня нормаль до K∂  переходить у внутрішню нормаль до  
∗∂K . Отже, ( ) ∗= KKL . 
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Якщо ж точки 321 z,z,z  та 321 w,w,w  розміщені так, що при обході їх відповідні круги 
залишаються по різні боки, то, міркуючи аналогічно до попереднього, дістанемо, що 
( ) ∗= K\KL C , тобто перша основна задача розв′язку немає. 
Теорема доведена. 
Зауваження 3.2.  На практиці часто зустрічаються неповні задачі, наприклад, коли 
відомо, що дві точки з K∂  переходять у дві точки з ∗∂K . Третю точку тоді вибираємо на свій 
розсуд. Зрозуміло, що така задача має безліч розв′язків. 
Друга основна задача дробово-лінійних відображень полягає у відображенні круга K  з 
розширеної  z-площини на круг ∗K  з розширеної  w-площини так, щоб дві задані точки 
Kz ∈1 , Kz ∂∈2  перейшли в дві задані точки 
∗∈ Kw1 , 
∗∂∈ Kw2 . 
Теорема 3.8. Друга основна задача має єдиний розв′язок. 
Д о в е д е н н я.  
Нехай 3z  є точкою, симетричною ю єдині. Згідно теореми 3.4 (рівність (3.7)) будуємо 
єдиним чином дробово-лінійну функцію L , яка переводить 321 z,z,z  відповідно у 
321 w,w,w . Коло K∂  є колом Аполлонія для 1z  та 3z . Його образом є деяке колом 
Аполлонія для 1w  та 3w , а оскільки 
∗∂K  є теж колом Аполлонія для 1w  та 3w , і обидва ці 
кола проходять через 2w , то за теоремточці 1z  відносно K∂ , а 3w  -точка, симетрична з 1w  
відносно ∗∂K . Точки з такою властивістою 3.6 вони збігаються. Отже, ( ) ∗∂=∂ KKL . Але 
точка Kz ∈1  переходить у точку Kz ∂∈2 . Тому ( ) ∗= KKL . 
Теорему доведено. 
Зауваження 3.2.  Як і в випадку першої основної задачі, на практиці часто зустрічаються 
неповні задачі, наприклад, коли треба відобразити круг на круг так, щоб дана точка круга 
перейшла у задану точку  круга. Вибираючи на краях цих кругів довільно по одній точці, 
зводимо таку задачу до другої основної. Очевидно, розв′язків буде безліч. 
∗K  
Рисунок  3.6 
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ЛЕКЦІЯ 4   
МНОГОЗНАЧНІ ФУНКЦІЇ 
4.1 Поняття многозначної функції. Вибір однозначної вітки 
Нехай Е – деяка множина з C .  
Означення 3.1. Якщо кожному Ez ∈  поставлено у відповідність деяку множину ( )zF  
комплексних чисел, то казатимемо, що на Е задана многозначна функція F. 
Очевидно, що якщо для кожного Ez ∈  множина ( )zF  складається з одного елемента, то 
з наведеного означення одержимо відоме з лекції 2 означення функції C→E:f . Таку 
функцію в зв′язку з цим часто називають однозначною функцією. 
Зауважимо, що многозначна функція не є числовою, бо числу ставиться у відповідність 
множина. Прикладом многозначної функції може бути zArg , 0≠z . Оскільки  =zArg  
{ }Z∈+= k:kzarga π2 , то zArg  є нескінченнозначною функцією. 
Нехай в області G задана многозначна функція F, а  в області GD ⊂  - неперервна 
функція f, така що ( ) ( )zFzf ∈  для всіх Dz∈ . Тоді  f  називається однозначною віткою 
функції  F. 
Приклад 4.1.  Розглянемо многозначну функцію zArg  в області { }+∞<<= z:zG 0 . За 
область GD ⊂  візьмемо усю z-площину з розрізом по від′ємній дійсній півосі (рис. 4.1) і 
розглянемо в D функцію zarg , яка при кожному значенні Dz∈  є головним значенням 
аргумента. Покажемо, що ця функція є однозначною віткою многозначної функції zArg . 
Оскільки zArgzarg ∈ , то ще залишиться показати неперервність функції zarg  в D . 
Зафіксуємо довільну точку Dz ∈0  і виберемо такий круг { }rzz:zK r <−= 0 , який лежить в 
D і тому не перетинається з від′ємною дійсною піввіссю. Тоді для всіх rKz∈  маємо 
20
π
θ <=− zargzarg  і, використовуючи теорему косинусів 
θcoszzzzzz ⋅⋅−+=− 0
2
0
22
0 2 , дістаємо =θcos  12 0
2
0
2
0
2
→
⋅
−−+
=
zz
zzzz
 при 
0zz → , тобто 0→θ  при 0zz → , отже, zarg  - неперервна функція в будь-якій точці області 
D . Тим самим показано, що zarg  є однозначною віткою многозначної функції zArg . 
rK
 
0 
z 
θ  
0z  
z 
Рисунок  4.1 
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Приклад 4.2.  Многозначна функція { }z;0 , задана в усій  z-площині, має однозначні вітки 
0=w  та zw = . Відзначимо, що функція 



≤
>
=
0
00
zRe,z
,zRe,
w   не буде однозначною віткою цієї 
многозначної функції, бо в точках уявної осі порушується неперервність. 
Нехай в області G задана многозначна функція F. Припустимо, що існує така система 
областей { }αD , GD ⊂α , що в кожній області αD  існує неперервна функція αf , яка є 
однозначною віткою многозначної функції. Казатимемо, що многозначна функція F 
розпадається на однозначні вітки області G, якщо для довільних Gz∈  та ( )zFw∈  
знайдуться αD  та αf , такі що αDz∈  і ( ) wzf =α . 
Приклад 4.3.  Система функцій { } ∪+ ∈Zkkzarg π2 { }0arg 2 nz nπ ∈+ Z  є системою 
однозначних віток многозначної функції zArg  в області { }0\C . Неперервність функції 
zarg0  в області  { }00 ≥== xz:zD \C  доводиться так само, як неперервність zarg  в 
{ }0≤== xz:zD \C . 
Многозначна функція F називається неперервною в області G, якщо вона розпадається в 
цій області на однозначні вітки. Зауважимо, що означення неперервності ( ) ( )0zFzF →  при 
0zz →  не має змісту, бо ( )zF  - множина, а не число.  
Приклад 4.4  Многозначна функція ( ) { }
{ }


=
≠
=
010
0
z,;
,z,z
zF  не буде неперервною в C , бо не 
можна вибрати її однозначної вітки, яка була б неперервною і при 0=z  приймала значення 
одиницю. Многозначна функція ( )
{ }
{ }



≥
<
=
11
1
z,;z
,z,z
zF  є неперервною, бо розпадається на 
однозначні вітки zw = , +∞<z  і 1=w , 1<z . 
Многозначна функція F називається аналітичною, якщо вона розпадається на однозначні 
вітки, які є аналітичними функціями. 
Відзначимо, що многозначна функція zArg  не аналітична, бо кожна її вітка набуває 
лише дійсних значень, отже, не може бути аналітичною, бо у випадку аналітичності згідно з 
умовами Коші-Рімана (2.6) вона мала б бути сталою, а це не так. 
Розглянемо тепер многозначні функції на кривій. Поняття однозначної вітки тут дещо 
інше. Нехай на ( ){ }bta:tzz ≤≤==γ задана многозначна функція F. Довільна неперервна на 
[ ]b;a  функція ϕ  називається однозначною віткою многозначної функції  F на кривій  
( ){ }bta:tzz ≤≤==γ , якщо для довільного [ ]b;at∈  значення ( ) ( )( )tzFt ∈ϕ . 
Нехай ( ) βτατ ≤≤= ,zz 1 - інше параметричне зображення кривої тієї ж кривої, тобто 
існує неперервно зростаюча функція ( ) [ ] [ ]b;a;:tt →= βατ , така що ( ) ( )( )ττ tzz =1 . 
Очевидно, функція ( ) ( )( )τϕτϕ t=1  також буде однозначною віткою многозначної функції F 
на кривій  ( ){ }βτατγ ≤≤== :zz 1 . Вважатимемо, що дві  однозначні вітки [ ] R→βαϕ ;:1  
та  [ ] R→b;a:2ϕ  многозначної функції F на кривій γ   знаходяться у відношенні ω , якщо 
( ) ( )( )τϕτϕ t21 =  для усіх [ ]βατ ;∈ , де ( )τtt =  - функція, описана вище. Неважко 
переконатись, що ω  є відношенням еквівалентності. Кожний клас розбиття відносно ω  є 
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однозначною віткою многозначної функції  F на кривій γ . Визначена так однозначна вітка не 
залежить від параметричного зображення кривої. Зазвичай однозначну вітку многозначної 
функції на кривій позначають просто через f чи ( )zf . При цьому слід пам′ятати, що 
однозначну функцію дістанемо, якщо розглядатимемо ( )( )tzf , де ( )tzz =  - параметричне 
задання кривої. 
Вияснимо, коли на кривій можна вибрати однозначну вітку аргумента. 
Теорема 4.1.  Нехай ( ){ }bta:tzz ≤≤==γ - довільна крива, яка не проходить через 
початок координат, і ( )azArg∈α  - довільне число. Тоді на γ  можна вибрати однозначну 
вітку ( )tzarg  многозначної функції zArg , таку що ( ) α=azarg . 
Д о в е д е н н я.  
Нехай ( )az  не лежить на від′ємній дійсній півосі (з доведення буде видно, що робити у 
випадку, коли ( ) 0<az ). З системи { } Z∈+ kkzarg π2  виберемо ту вітку, яка в ( )az  набуває 
значення α . На тій ділянці кривої γ , яка починається в ( )az  і йде до перетину з від′ємною 
дійсною піввіссю (точку перетину з цією піввіссю не включаємо), вибрану вітку позначимо 
через ( )tzarg . У точці вказаної ділянки кривої γ , близькій до від′ємної дійсної півосі, із 
системи { } Z∈+ nnzarg π20  виберемо вітку, яка б у цій точці набувала того самого значення, 
що й побудована функція ( )tzarg . Вибираємо цю нову вітку за ( )tzarg  на новій ділянці 
кривої, яка простягається до перетину з додатною дійсною піввіссю. Цей процес, якщо 
потрібно, продовжуємо далі, вибираючи вітку з системи { } Z∈+ kkzarg π2 , а потім із системи 
{ } Z∈+ nnzarg π20  і так далі. Оскільки функція ( )tzz =  неперервна на [ ]b;a , то γ  не може 
перетинати послідовно від′ємну і додатну півосі нескінченну кількість разів. Дійсно, в 
протилежному разі довжина кривої γ  була б нескінченною, бо відстань від точки 0=z  до γ  
є додатним числом. А це не так. Отже, процес скінченний. 
Теорему доведено. 
 
4.2 Приріст многозначної функції .  
      Приріст аргумента 
Нехай ( ){ }bta:tzz ≤≤==γ - крива, і на γ  задана многозначна функція F (ϕ  - її 
однозначна вітка на γ ). Тоді величина ( ) ( )ab ϕϕϕ∆γ −=  називається приростом вітки ϕ  на 
кривій γ . Взагалі, для різних віток прирости можуть бути різними. Проте, якщо для всіх 
однозначних віток многозначної функції F на кривій γ  прирости однакові, то їх спільне 
значення називається приростом многозначної функції  F на кривій γ  і позначається 
( )zFF γγ ∆∆ = . 
Теорема 4.2.  Нехай ( ){ }bta:tzz ≤≤==γ - крива, яка не проходить через початок 
координат, а  ( )( )1tzarg  і ( )( )2tzarg  - дві однозначні вітки многозначної функції zArg  на γ . 
Тоді ( )( ) ( )( )21 tzargtzarg γγ ∆∆ = , тобто приріст не залежить від вибору вітки. 
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Це спільне значення приростів називається приростом аргумента на кривій γ  і 
позначається zArgγ∆ . 
Д о в е д е н н я.  
Оскільки ( )( ) ( ) 21,j,tzArgtzarg j =∈ , то ( )( ) −1tzarg  ( )( ) ( )tktzarg π22 =− , де ( )tk  - 
цілочисельна функція. Функції ( )( )1tzarg  і ( )( )2tzarg  - неперервні, тому функція ( )tk  - також 
неперервна, отже, ( ) constktk == . Тому ( )( ) −1tzarg  ( )( ) kazarg π22 =−  і 
( )( ) ( )( ) kbzargbzarg π221 =− . Віднімаючи від другої рівності першу, дістаємо 
( )( ) ( )( ) 021 =− tzargtzarg γγ ∆∆ , чим і доводимо теорему. 
Приклад 4.5.  Для кривої, зображеної на рис. 4.2, виконується 
рівність π∆γ =zArg . 
З′ясуємо, для яких областей можна вибрати однозначну вітку 
аргумента.  
Теорема 4.3.  Нехай D - область і D∉0 . Для того, щоб в D  
можна було вибрати однозначну вітку многозначної функції  zArg , 
необхідно і досить, щоб 0=zArgγ∆  для кожної замкненої кривої 
D⊂γ . 
Д о в е д е н н я.  
Необхідність. Нехай в області D  можна вибрати однозначну вітку ( )zϕ  многозначної 
функції zArg  і ( ){ }bta:tzz ≤≤==γ  - довільна замкнена крива, D⊂γ , тобто ( ) ( )bzaz = . 
Тоді на γ  можна вибрати однозначну вітку аргумента ( ) ( )( )tztzarg ϕ= . Отже, =zArgγ∆  
( ) ( ) ( ) ( )( ) ( )( ) 0=−=−== azbzazargbzargtzarg ϕϕ∆γ . 
Достатність. Умова 0=zArgγ∆  для кожної замкненої кривої означає, що приріст 
аргумента не залежить від кривої в D , що з′єднує довільні фіксовані точки 1z  і 2z  з цієї 
області, а залежить тільки від цих точок. Для вибору однозначної вітки аргумента візьмемо 
фіксовану точку Dz ∈0  і  0zArg∈α . Визначимо 
( ) zArgzarg
zz
∩+=
0
∆α ,                               (4.1) 
де  lzz =
∩
0  - будь-яка крива, що з′єднує 0z  та z . 
Покажемо, що значення функції (4.1) при кожному Dz∈  належить до zArg . Дійсно, 
( ) ( )0
0
zzzArg
zz
ϕϕ∆ −=∩ , де ϕ  - деяка вітка аргумента на кривій l, така що ( ) αϕ =0z . Звідси 
випливає, що ( ) ( ) ( ) ( ) zArgzzzzarg ∈=−+= ϕϕϕα 0 . Залишилось довести неперервність 
функції (4.1) в кожній точці Da∈ . Для цього розглянемо круг з центром в a , який міститься 
в D  (рис. 4.3). Сполучивши z  та a  прямолінійним відрізком [ ]z,a , а точку 0z  з точкою a  
довільною кривою 
∩
az0 , у крузі можемо вибрати однозначну вітку аргумента, яка є 
неперервною функцією. Тоді для функції (4.1) маємо 
γ
 
z 
Рисунок 4.2 
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 ( ) [ ] az,zArgzArgzArgzarg
az
z,a
az
→+→++= ∩∩
00
∆α∆∆α . 
Теорему доведено. 
Сформулюємо без доведення ще одну важливу теорему. 
Теорема 4.4.  Для того, щоб в області D  можна було вибрати однозначну вітку 
аргумента, необхідно і досить, щоб існувала така однозв′язна область G , що GD ⊂  і G∉0 . 
На рис. 4.4, а) та б) зображені області, в яких можна вибрати однозначну вітку 
аргумента, а на рис. 4.4, в) - область, в якій не можна це зробити. 
 
 
 
 
 
 
 
Розглянемо приклади многозначних функцій. 
 
4.3 Корінь п-го степеня  
Нехай п – натуральне число, більше за одиницю. За означенням n z , C∈z  - многозначна 
функція, яка кожному C∈z  ставить у відповідність множину точок C∈w , таких що 
.zwn = Оскільки при 0≠z  за формулою Муавра 





 +=
+ n
zArg
sini
n
zArg
coszz nn , 
то вибрати однозначну вітку n z  можна там, де є можливість вибрати однозначну вітку 
аргумента, тобто в кожній однозв′язній області, яка не містить початку координат. Нехай D  
- така область і в ній вибрано однозначну вітку ( )zarg  аргумента. Усі інші вітки аргумента 
z 
Рисунок 4.3 
D 
z0 
z  
а 
Рисунок 4.4 
а) в) б) 
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можемо записати у вигляді ( ) { }02 \k,kzarg Z∈+ π . Отже, однозначними вітками 
многозначної функції n z  є функції  
( ) ( ) ( ) ,
n
kzarg
sini
n
kzarg
coszz nk
n 




 ++
+
=
+
ππ 22
        (4.2) 
де 110 −= n,,,k K . Розглянемо одну з них ( )kn zw = .  Ця функція однозначна, обернена до неї 
аналітичною в усій w-площині функцією nwz = . Тому при 0≠z  можемо знайти похідну 
( ) ( )knnnkn zznwn
w
wndw
dz
dz
dw
z
dz
d
⋅
=
⋅
=
⋅
===
−
11
1
1
, 
тобто ( )kn zw =  - аналітична в D  функція, яка здійснює конформне і однолисте 
відображення. 
Зауваження 4.1.  Не можна брати похідну формально у такий спосіб: 
( ) 1
11
1 −
⋅=
′








=
′
nnn z
n
zz . 
Із (4.2) бачимо, що формули переходу для функції ( )kn zw =  мають вигляд 
n
k
,rn
πϕ
θρ
2+
==+ .                              (4.3) 
За допомогою цих формул неважко показати, що площина з розрізом по додатній дійсній 
півосі при відображенні ( )0zw =  переходить у верхню півплощину. 
Відзначимо, що з (4.2) випливає рівність ( ) ( )01 zz −= . 
Часто вітку кореня задають, фіксуючи певне його значення в заданій точці z . Тоді перед 
використанням формул (4.3) визначають число k . Наприклад, нехай треба знайти образ 
області ( ){ }π20 << zarg:z  при відображенні такою віткою z , що i=−1 . Якщо 
πϕ 20 << , то πϕ =  для 1−=z  відповідає 
2
π
θ −=  для iw −= . Підставивши ці значення в 
(4.3), дістанемо 1−=k  і формули (4.3) набувають вигляду ,
2
r
φ
ρ θ π+= = − . З цих 
формул бачимо, що шуканим образом є нижня півплощина. 
Точки 0=z  та ∞=z  називаються для n z  точками розгалуження. Якщо взяти замкнену 
жорданову криву, внутрішності якої належить точка 0, і обійти її один раз, то приріст кореня 
п-го степеня буде відмінним від нуля, а якщо обійти п разів, то він дорівнюватиме нулеві. Те 
саме буде і для точки ∞=z . 
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4.4  Логарифм  
Логарифмом zLn  називається многозначна функція, яка кожному { }0\z C∈  ставить у 
відповідність множину точок C∈w , таких що .zew =  Оскільки 0≠we , то 0Ln  не існує. 
Записавши ϕirez = , ivuw += , дістанемо  



∈+=
=
⇔




=
=
⇔=+
,k,kv
,rlnu
ee
,re
ree
iiv
u
iivu
Zπϕϕ
ϕ
2
 
тобто 
zArgizlnzLn ⋅+= .                                  (4.4) 
Отже, однозначну вітку логарифма можна вибрати там, де можна вибрати однозначну 
вітку аргумента, тобто в кожній однозв′язній області, яка не містить початку координат. 
Функція zargizlnzln ⋅+=  називається головним значенням логарифма. Усі інші вітки в 
області { }0≤== xz:zD \C  мають вигляд ( ) +⋅+= zargizlnzln k  kiπ2+ . В області 
{ }00 ≥== xz:zD \C  можна вибрати однозначні вітки ( ) kizargizlnzln k π20 +⋅+= . 
Очевидно, що zLn  розпадається на щойно вказані однозначні вітки, задані в D  та в 0D . 
Покажемо, що усі вітки логарифма є аналітичними функціями. Нехай ( )kzlnw = . 
Оберненою до цієї функції є ціла функція wez = , тому ( )
zedw
dz
dz
dw
zln
dz
d
wk
11
1 ==== . 
Як бачимо, значення похідної не залежить від вибору вітки. Це зрозуміло, бо в області, де 
можна вибрати однозначну вітку логарифма, решта віток відрізняється від вибраної сталими 
доданками. Цей факт записують у вигляді 
z
zLn
dz
d 1
= . Таким чином, логарифм є 
многозначною аналітичною функцією, похідна якої z1  для всіх 0≠z . Кожна однозначна 
вітка логарифма здійснює конформне і однолисте відображення. З (4.4) випливає, що 
формули переходу мають вигляд kv,rlnu πϕ 2+== . Приклади деяких відображень 
верхнього одиничного півкруга наведені на рис. 4.5. Зауважимо, що часто вітку логарифма, 
як і інших многозначних функцій, задають, фіксуючи в заданій точці певне його значення. 
Тому перед використанням формул переходу визначають число Z∈k  таким самим методом, 
як і для квадратного кореня. 
 
 
 
 
  
 
 
0 0 
w
z 
Рисунок 4.5 
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Точки 0=z  та ∞=z  називаються для n z  точками розгалуження для zLn . 
Якщо взяти замкнену жорданову криву, внутрішності якої належить точка 0, то скільки б 
разів ми її не обходили, приріст логарифма завжди буде відмінним від нуля. Те саме буде і 
для точки ∞=z . 
4.5  Інші елементарні многозначні функції  
Розглянемо ще деякі многозначні функції. 
Позначимо через 1−J  многозначну функцію, яка кожному C∈z  ставить у відповідність 
множину точок C∈w  таких, що ( ) zwJ = , де  J  - відома нам функція Жуковського. 
Оскільки ( ) 




 +=
w
wwJ
1
2
1
, то, розв′язуючи квадратне рівняння, дістаємо 
( ) 121 −+=− zzzJ , тобто 1−J  - двозначна функція. Для знаходження образів областей при 
відображенні однією з віток многозначної функції 1−J  (наприклад, верхньої півплощини, 
рис. 4.6) можна скористатись результатами п. 3.3. 
 
 
 
 
 
 
Арксинусом zsinArc  називається многозначна функція, яка кожному C∈z  ставить у 
відповідність множину точок C∈w , таких що zwsin = . Розв′язуючи останнє рівняння, 
тобто рівняння =− iwiw ee  iz2= , дістаємо ( )21 zzLnizsinArc −+= . Головним значенням 
zarcsin  називається та вітка арксинуса, яка вибирається в області 
{ }10 ≥== zRe,zIm:zD \C   так, щоб 11 2 =− z  при 0=z  і 01 =Ln . Ця вітка однолистно 
відображає область D  на смугу { }2π<wRe:w  (див п. 3.5). Легко бачити, що функція 
zarcsinw =  відображає однолистно верхню півплощину на півсмугу 
{ }20 π<> wRe,wIm:w . 
Степеневою функцією з показником C∈α  називається многозначна функція zLnez αα =  
Теорема 4.5.  Для того, щоб αz  була однозначною функцією, необхідно і достатньо, щоб 
Z∈α . 
Д о в е д е н н я.  
w
z 
Рисунок 4.6 
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( )zJw 1−=
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Якщо αz  однозначна функція, то == αα ze zln  ( )izlne πα 2+= , звідки випливає, що 
12 =απ ie , тобто  Z∈α . Навпаки, якщо Z∈α , то ( ) zlnikzln eez απαα == +2 , тобто αz  - 
однозначна функція. 
Нехай Z∉α . Вітку многозначної функції αz  можна вибрати там, де можна вибрати 
однозначну вітку логарифма, тобто там, де можна вибрати однозначну вітку аргумента. 
Показниковою функцією з основою { }10;a \C∈  називається функція alnzz ea = , де aln  - 
головне значення логарифма. Очевидно, ця функція, як суперпозиція показникової і цілої 
лінійної функцій, є цілою. 
Зауваження 4.2.  Якщо вираз ii  розуміти як zi  при iz = , то він дорівнює 2π−= ee ilni , а 
якщо розуміти як iz  при iz = , то ( ) kkiiiiLni eeei ππππ 2222 −−+⋅ === , Z∈k . 
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ЛЕКЦІЯ 5   
ІНТЕГРУВАННЯ 
 
5.1 Визначений інтеграл 
Нехай ( ){ }βαΓ ≤≤== t:tzz  - деяка крива. Зробимо довільне розбиття проміжка 
[ ] βαβα =<<<= nttt:, K10  і позначимо ( )jj tzz = , ( ){ }jjj ttt:tzz ≤≤== −1γ . Очевидно, 
що U
n
j
j
1=
= γγ . Таке розбиття позначимо через T . Число { }nj:max jT ≤≤= 1γλ , де jγ  - 
довжина елементарної дуги jγ , називається діаметром розбиття T . Позначимо 
1−−= jjj zzz∆ . Зрозуміло, що jjz γ∆ ≤ . 
Нехай на γ  задана функція С. Виберемо довільним чином jj γς ∈  і утворимо суму 
( )∑
=
=
n
j
jjT zf
1
∆ςσ . 
Означення 5.1. Якщо існує скінченна границя Ilim T
T
=
→
σ
λ 0
, яка не залежить від способу 
розбиття T  і способу вибору точок jj γς ∈ , то ця границя називається інтегралом від 
функції  f  по кривій Γ  і позначається символом 
( )∫=
Γ
dzzfI .                                      (5.1) 
Функція  (4.3)   називається при цьому інтегровною по кривій Γ . 
Обчислення визначеного інтеграла (5.1) зводиться до обчислення криволінійних інтегралів 
другого роду, відомих з курсу математичного аналізу. Дійсно, нехай ivuf += , jjj iηξς += . 
Так як jjj yxz ∆∆∆ += , то  
( ) ( ) ( )( ) ( )=+⋅+= ∑∑
==
n
j
jjjjjj
n
j
jj yix,iv,uzf
11
∆∆ηξηξ∆ς  
( ) ( )( )+−= ∑
=
n
j
jjjjjj y,vx,u
1
∆ηξ∆ηξ ( ) ( )( )∑
=
++
n
j
jjjjjj x,vy,ui
1
∆ηξ∆ηξ .                    (5.2) 
У правій частині останньої рівності стоять інтегральні суми для криволінійних інтегралів 
другого роду 
( ) ( ) ( ) ( )∫∫ +−
ΓΓ
dyy,xudxy,xv,dyy,xvdxy,xu ,             (5.3) 
тому існування обидвох інтегралів (5.3) рівносильне існуванню інтеграла (5.1). Переходячи в 
рівності (5.2) до границі, дістаємо 
( ) ( ) ( ) ( ) ( )∫∫∫ ++−=
ΓΓΓ
dyy,xudxy,xvidyy,xvdxy,xudzzf .      (5.4) 
 
 
5.2 Властивості визначеного інтеграла 
 
З означення 5.1, а також формули (5.4), дістаємо такі властивості визначеного інтеграла. 
01  Для довільної сталої С разом з функцією  f  інтегро-ваною на Γ  буде функція Cf  , 
причому 
 ( ) ( )∫∫ =
ΓΓ
dzzfCdzzCf . 
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02  Разом з функціями 1f  та 2f  інтегровною на Γ  буде їхня сума і при цьому виконується 
рівність 
( ) ( )( ) ( ) ( )∫∫∫ +=+
ΓΓΓ
dzzfdzzfdzzfzf 2121 . 
03  Якщо 21 ΓΓΓ ∪=  , де ∅=∩ 21 ΓΓ , то 
 ( ) ( ) ( )∫∫∫ +=
21 ΓΓΓ
dzzfdzzfdzzf . 
04  При зміні орієнтації кривої Γ  інтеграл змінює знак на протилежний: 
( ) ( )∫∫
−
−=
ΓΓ
dzzfdzzf . 
05  Кожна неперервна на Γ   функція є інтегровною на Γ . 
06  ( ) ( )∫∫ ≤
ΓΓ
dszfdzzf ,                                                 (5.5) 
де ds  - диференціал дуги кривої Γ , а інтеграл справа – криволінійний інтеграл першого 
роду. Дійсно,  
( ) ( ) ( ) ( ) .dszfflimzflimdzzf
n
j
jj
n
j
jj
TT
∫∑∑∫ =≤=
=→=→ ΓλλΓ
γς∆ς
1010
  
У теорії аналітичних функцій диференціал дуги часто записують як dz . Тому нерівність 
(5.5) можна переписати так: ( ) ( )∫∫ ≤
ΓΓ
dzzfdzzf . 
Якщо ( ) Mzf ≤  для всіх Γ∈z , то з нерівності (5.5) випливає, що 
( ) Γ
ΓΓ
⋅=⋅≤ ∫∫ MdsMdzzf .                          (5.6) 
07  Якщо ( ){ }βαΓ ≤≤== t:tzz  - гладка крива, то 
 ( ) ( )( ) ( )∫∫ ′⋅=
β
αΓ
dttztzfdzzf .                             (5.7) 
Дійсно, використовуючи (5.4), маємо: 
 
( ) ( ) ( )( ) ( ) ( ) ( )( ) ( )( )
( ) ( )( ) ( ) ( ) ( )( ) ( )( )
( ) ( )( ) ( ) ( )( )( )
( ) ( )( ) ( )( ) ( ) .dttztzfdttzivtzu
dttyvitxivtyiutxu
dttyty,txutxty,txvi
dttyty,txvtxty,txudzzf
∫∫
∫
∫
∫∫
′⋅=′⋅+′⋅=
=′⋅+′⋅+′⋅+′⋅=
=′+′+
+′−′=
β
α
β
α
β
α
β
α
β
αΓ
2
. 
Очевидно, що аналогічною до (5.7) формулою можна користуватись і у випадку кусково-
гладкої кривої. 
Отже, обчислення інтеграла (5.1) зводиться до обчислення інтеграла виду ( )∫
β
α
χ dtt , де χ  - 
комплекснозначна функція [ ] C→βα ; . Припустимо, що ця функція неперервна і 
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( ) ( ) ( )titt ψϕχ += . Функція Χ  називається первісною для цієї функції χ , якщо ( ) ( )tt χΧ =′  
для всіх [ ]βα ;t ∈ . Зрозуміло, що коли ( ) ( ) ( )titt ΨΦΧ += , то ( ) ( )tt ϕΦ =′ , ( ) ( )tt ψΨ =′ . Тоді 
( ) ( ) ( ) ( ) ( ) ( ) β
α
β
α
β
α
β
α
β
α
β
α
ΧΨΦψϕχ ttitdttidttdtt =+=+= ∫∫∫  , 
тобто для комплекснозначних функцій дійсної змінної справедлива формула Ньютона-
Лейбніца.  
Приклад 5.1.  Для довільних Z∈k  та 0>r обчислимо інтеграл ( )∫
=−
−
rzz
k dzzz
0
0 . 
Рівняння кола { }rzz:z =− 0  можна записати у вигляді π200 ≤≤+= t,rezz it . Тому, якщо 
1−≠k , то, скориставшись формулою Ньютона-Лейбніца, дістанемо 
( ) ( )
( ) .e
k
r
dteirdtireerdzzz
tki
k
tkikitiktk
rzz
k
0
1
2
0
1
1
2
0
11
2
0
0
0
=
+
=
===−
+
+
++
=−
∫∫∫
π
ππ
 
Якщо ж 1−=k , то     ( ) idtidzzz
rzz
k π
π
2
2
0
0
0
==− ∫∫
=−
. 
Об′єднуючи ці два випадки, можемо остаточно записати 
( )



−≠
−=
=−∫
=− .k,
,k,i
dzzz
rzz
k
10
12
0
0
π
                        (5.8) 
 
5.3 Інтегральні теореми Коші 
Теорема 5.1.  Якщо функція f  аналітична в однозв′язній області D , то для кожної замкненої 
кривої D⊂Γ  (не обов′язково без самоперетинів) виконується рівність  
( ) 0=∫
Γ
dzzf .                                    (5.9) 
Д о в е д е н н я.  
Нехай ivuf += .точці 0z . Оскільки функція f  аналітична, то частинні похідні функцій u  та 
v  неперервні і задовольняють умовам Коші-Рімана (2.6). Скористаємось наступною відомою 
з курсу математичного аналізу теоремою: якщо функції ( )y,xP  та ( )y,xQ  неперервні разом з 
частинними похідними 
y
P
∂
∂
 і 
x
Q
∂
∂
 в однозв′язній області D , то для того, щоб 
( ) ( )∫ =+
γ
0dyy,xudxy,xv  для кожної замкненої кривої D⊂Γ , необхідно і достатньо, щоб 
y
P
x
Q
∂
∂
=
∂
∂
 в усіх точках області D . Завдяки (2.6)  такі умови виконуються для обидвох 
інтегралів (5.3), отже, кожний з них дорівнює нулю, тому, з огляду на (5.4), дістаємо (5.9), 
чим і доводимо теорему 5.1. 
Теорема 5.2.  Нехай область D  обмежена скінченним числом замкнених жорданових 
кривих, а функція f  аналітична в замиканні D . Тоді  
( ) 0=∫
∂D
dzzf .                                    (5.10) 
Д о в е д е н н я.  
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За умовою функція f  аналітична в деякій області DG ⊃ , тобто всюди в D  виконуються 
умови Коші-Рімана. Застосовуючи до інтегралів в правій частині (5.4) формулу Гріна і 
використовуючи ці умови, маємо 
( ) ( ) ( ) ( ) ( )
.dxdy
y
v
x
u
idxdy
y
u
x
v
dyy,xudxy,xvidyy,xvdxy,xudzzf
DD
DDD
0=





∂
∂
−
∂
∂
+





∂
∂
−
∂
∂
−=
=++−=
∫∫∫∫
∫∫∫
∂∂∂
 
Теорема доведена. 
Наслідок.  Якщо функція f  аналітична в кільці { }21 RzR:z << , то інтеграл ( )∫
=rz
dzzf  не 
залежить від ( )21 R;Rr ∈ . 
Дійсно, нехай 2211 RrrrR <<<< . Застосувавши щойно доведену теорему до кільця 
{ }21 rzr:z << , дістанемо ( ) ( ) 0
12
=− ∫∫
== rzrz
dzzfdzzf . 
Наступна теорема узагальнює теорему 5.2. 
Теорема 5.3.  Нехай область D  обмежена скінченним числом замкнених жорданових 
кривих, а функція f  аналітична в D  і неперервна в D . Тоді виконується рівність (5.10). 
Доведення цієї теореми проведемо лише для так званих зіркових областей. Область D  
називається зірковою,якщо існує така точка Dz ∈0 , що кожний промінь з початком в 0z  
перетинає межу D∂  тільки один раз. Очевидно, що кожна опукла область є зірковою. 
Зрозуміло також, що якщо теорема буде доведена для зіркових областей, то тим самим вона 
буде доведена і для областей, які розбиваються на зіркові. 
Отже, нехай D  – зіркова область. Тоді її межа є замкненою жордановою кривою 
( ){ }βαΓ ≤≤== t:tzz . Позначимо через qz  точку з D , яка лежить на відрізку, що 
сполучає точку 0z  з точкою Γ∈z  таку, що 00 zzqzzq −=− , 10 << q . Тоді, внаслідок 
зірковості області D , крива ( ) ( )( ){ }βαΓ ≤≤−+=== t:ztzqztzz qq 00  разом зі своєю 
внутрішністю міститься в D , тому за теоремою 5.2 
 ( ) 0=∫
q
qq dzzf
Γ
.                                     (5.11) 
Легко бачити, що dzqdzq =  і ( ) ( )( )01 ztzqzz q −−=− . 
Оскільки ( ) [ ]( ) ( ){ }Kztz;tK ≤−∈∀>∃ 00 βα , то  
( )Kqzz q −≤− 1 .                                      (5.12) 
Так як f  неперервна в D , то вона там обмежена деяким числом M  і рівномірно 
неперервна, тобто 
( )( )( )( ){
( ) ( ) }.zfzf
zzDzDz
ε
δδε
<′′−′⇒
⇒<′′−′∈′′∀∈′∀>∃>∀ 00
 
Число q  виберемо таким, щоб ε<− q1  і ( ) ε<− Kq1 .    Тоді з (5.12) випливає, що 
δ<− qzz , тому ( ) ( ) ε<− qzfzf . Таким чином, враховуючи (5.11), дістаємо 
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( ) ( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( ) ( ) ( ) ,MMdzzqfqzfzf
dzzqfqzfzfdzqzfzf
qdzzfdzzfdzzfdzzfdzzf
q
qq
qqq
q
ΓεΓεε
Γ
ΓΓ
ΓΓΓΓΓ
+=+≤−+−≤
≤−+−=−=
=−=−=
∫
∫∫
∫∫∫∫∫
11
1 звідки, внаслідок довільності ε  
випливає рівність (5.10). 
Теорема доведена. 
5.4  Інтеграли типу Коші 
Нехай Γ  – крива або об′єднання скінченної кількості кривих, ϕ  – неперервна функція на 
Γ . Інтеграли 
( ) ( )
( )∫
∈
−
=
Γ
ς
ς
ςϕ
Φ Nn,d
z
z
nn
, 
називаються інтегралами типу Коші. 
Теорема 5.4.  Інтеграли типу Коші ( )znΦ  є аналітичними функціями на множині Γ\C  і 
( ) ( )znz nn 1+=′ ΦΦ  
Д о в е д е н н я. Множина Γ  є замкненою і обмеженою, тому за теоремою 2.2 
( )( ) ( ){ }MzzM ≤∈∀>∃ ϕΓ0 . Візьмемо замкнений круг Γ\K C⊂  з центром у точці Γ∉z . 
Внаслідок рівномірної неперервності функції ( ) 1−−− nzς  , як функції двох змінних, на 
множині ( ){ }Kz,:z,K ∈∈=× ΓςςΓ , для кожного 0>ε  можна знайти таке 0>δ , менше, 
ніж радіус круга K , що для усіх δΓς <∈ h,  та  [ ]10;t ∈  виконується  
( ) ( ) εςς <−−−− −−−− 11 nn zthz .                        (5.13) 
Використовуючи формулу Ньютона-Лейбніца (п.5.1), дістаємо 
( )
( ) ( )( )nn
n
zhz
hthz
dt
n −−
+
−−−−=
−−
∫ ςς
ς
11
0
1
. 
Тому, враховуючи (5.13), маємо: 
( ) ( ) ( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
=
−
−
−−
=
=
−
−







−
−
−−
=
=−
−+
∫∫∫∫
∫∫ ∫
++
+
+
1
0
1
1
0
1
1
1
1
nn
nnn
n
nn
z
dt
dn
thz
dt
dn
d
z
d
z
d
hzh
zn
h
zhz
ς
ςςϕ
ς
ςςϕ
ς
ς
ςϕ
ς
ς
ςϕ
ς
ς
ςϕ
Φ
ΦΦ
ΓΓ
ΓΓ Γ
 
( ) ( ) ( )( ) εΓςςςςϕ
Γ
nMdtzthzdn nn ≤−−−−= ∫∫
−−−−
1
0
11 , 
тобто, згідно з означенням похідної, існує 
( ) ( ) ( ) ( )zn
h
zhz
limz n
nn
h
n 1
0
+
→
=
−+
= Φ
ΦΦ
Φ . 
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Оскільки при всіх Γ∉z  існує похідна для кожного N∈n , то всі nΦ  неперервні в Γ\C , а 
отже, і їхні похідні теж неперервні. Теорему доведено. 
Наслідок.  Інтеграли типу Коші мають в Γ\C  похідні будь-якого порядку, які є 
аналітичними функціями, причому  
( )( ) ( )z!kz nk 11 += ΦΦ . 
 
5.5  Інтегральна формула Коші 
Теорема 5.5.  Нехай функція f  аналітична в замкненій області D , обмеженій скінченним 
числом жорданових кривих. Тоді для всіх Dz ∈0  виконується рівність  
( ) ( )∫
∂ −
=
D
d
z
f
i
zf ς
ς
ς
π2
1
                                (5.14) 
і функція f  має в D  похідні будь-якого порядку, які є аналітичними в D  функціями та 
обчислюються за формулами 
( )( ) ( )
( )∫∂ +−
=
D
k
k d
z
f
i
!k
zf ς
ς
ς
π 12
.                           (5.15) 
Д о в е д е н н я.  
Нехай z  – довільна точка з D , rK  – замкнений круг з центром в z , родіусом r  та краєм rγ , 
який повністю лежить в D . Позначимо rr K\DD = . Зрозуміло, що функція ( )
( )
z
f
−
=
ς
ς
ςψ   
аналітична в rD . Тому, враховуючи, що 
−∪∂=∂ rr DD γ , за теоремою 5.2 і властивістю 
04  
визначених інтегралів маємо 
( ) ( ) ( )
0
2
1
2
1
2
1
=
−
=
−
−
− ∫∫∫ ∂∂∂ rr DD
d
z
f
i
d
z
f
i
d
z
f
i
ς
ς
ς
π
ς
ς
ς
π
ς
ς
ς
π γ
, 
звідки 
( ) ( )
∫∫
∂∂ −
=
−
r
d
z
f
i
d
z
f
i D γ
ς
ς
ς
π
ς
ς
ς
π 2
1
2
1
.                         (5.16) 
Оскільки 
( ) ( ) ( )zf
z
zff
′→
−
−
ς
ς
 при z→ς , то величина 
( ) ( )
z
zff
−
−
ς
ς
 обмежена в деякому околі 
точки z=ς . Отже, існують такі 00 >r  та 0>M , що при всіх ( )00 r;r ∈  і rγς ∈  виконується 
( ) ( )
M
z
zff
≤
−
−
ς
ς
. Тоді, використовуючи (5.8) та властивість 06  визначених інтегралів, 
дістаємо: 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )
.r,MrrMd
z
fzf
d
z
fzf
d
z
f
d
z
zf
d
z
f
iz
d
i
zfd
z
f
i
zf
r
rrr
rrr
002
2
1
2
1
2
1
2
1
2
1
2
1
2
1
→→=⋅⋅≤⋅
−
−
≤
≤
−
−
=
−
−
−
=
=
−
−
−
⋅=
−
−
∫
∫∫∫
∫∫∫
π
π
ς
ς
ς
π
ς
ς
ς
π
ς
ς
ς
ς
ςπ
ς
ς
ς
πς
ς
π
ς
ς
ς
π
γ
γγγ
γγγ
 
Звідси та із (5.16) випливає формула (5.14). 
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Інтеграл в (5.14), який називається інтегралом Коші, є частковим випадком інтеграла типу 
Коші. Тому, застосовуючи наслідок з теореми 5.4, отримуємо (5.15) і тим самим завершуємо 
доведення теореми 5.5. 
Формула (5.14) називається інтегральною формулою Коші. Відзначимо, що формули (5.15) 
також часто називають інтегральними формулами Коші. З врахуванням (5.14) та теореми 5.2 
можемо записати: 
( ) ( )



∈
∈
=
−∫∂ .D\z,
,Dz,zf
d
z
f
i D C02
1
ς
ς
ς
π
 
Наслідок 1.  Якщо функції 1f  та 2f  аналітичні в замкненій області D , обмеженій 
скінченним числом жорданових кривих, то 
( ) ( ) ( ){ } ( ) ( ) ( ){ }zfzfDzzfzfDz 2121 =∈∀⇒=∂∈∀ . 
Для доведення цього наслідка досить застосувати теорему 5.5 до функції 21 fff −= . 
Зауваження 5.1.  Якщо при доведенні теореми 5.5 посилатися не на теорему 5.2, а на 
теорему 5.3, то в теоремі 5.5 і в наслідку 1 можна було б вимагати від функції f  лише 
аналітичності в D  і неперервності в D . 
Наслідок 2.  Якщо функція f  аналітична в області D , то вона в D  має похідні будь-якого 
порядку, які є аналітичними в D  функціями. 
Справедливість цього твердження досить довести в кожній точці Dz∈ , для чого візьмемо 
замкнений круг DK ⊂  з центром в точці z  і до нього застосуємо теорему 5.5. 
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ЛЕКЦІЯ 6   
ПЕРВІСНА. ГАРМОНІЧНІ ФУНКЦІЇ 
 
6.1 Первісна 
 
Нехай функція f  неперервна в області D . Функція F  називається первісною для f  в D , 
якщо ( ) ( )zfzF =′  для всіх Dz∈ .  
Многозначна функція F  називається многозначною первісною для f  в D , якщо F  в D  
розпадається на однозначні вітки ( )αα F,D  такі, що при всіх α  виконується ( ) ( )zfzF =′α  для 
кожного αDz∈  і на кожній кривій ( ){ } Dbta:tzz ⊂≤≤==Γ  можна вибрати однозначну 
вітку ( )( )tzF~  таку, що: 
1) ( )( )azF~  є одним з наперед заданих значень ( )( )azF ; 
[ ]( )( )( ) [ ]( )
( ) ( )( ) ( )( ){ }.tzFtzF~Dtztt
b;atb;at
ααδ
αδ
=∧∈⇒<−
∈∀∃>∃∈∀
0
0 0)2
 
Наприклад, в області { }0\D C=  многозначна функція zLn  є многозначною первісною для 
функції z1 . 
Якщо функція F  – первісна для f , то F  є аналітичною функцією, бо функція f  – 
неперервна. Аналогічно многозначна первісна є многозначною аналітичною функцією. Тоді, 
згідно з наслідком 2 з теореми 5.5, функція f  є аналітичною. Отже, необхідною умовою 
існування первісної (однозначної чи многозначної) для неперервної функції f  є 
аналітичність f . 
Теорема 6.1.  Нехай Γ  довільна крива з області D  з початком Az =  і кінцем Bz = . Якщо 
F  – первісна для f  в D , то  
( ) ( ) ( )AFBFdzzf −=∫
Γ
.                              (6.1) 
Д о в е д е н н я.  
Нехай ( ){ } ( ) ( ) Bbz,Aaz,bta:tzz ==≤≤==Γ . Тоді (див. (5.7)) 
  ( ) ( )( ) ( ) ( ) ( )∫∫ −=′⋅=
b
a
ABdttztzfdzzf ΦΦ
Γ
,            (6.2) 
де ( )tΦ  - довільна первісна для комплекснозначної функції ( )( ) ( )tztzf ′⋅ . Покажемо, що 
( ) ( )( )tzFt =Φ  є первісною для ( )( ) ( )tztzf ′⋅ . Дійсно, ( ) ( )( ) ( ) ( )( ) ( )tztzftztzFt z ′⋅=′⋅′=′Φ . 
Підставивши тепер ( )( )tzF  в (6.2) замість ( )tΦ , дістанемо (6.1). 
Теорема доведена. 
Зауваження 6.1.  Формула (6.1) називається формулою Ньютона-Лейбніца. В умовах 
теореми 6.1 результат інтегрування не залежить від виду кривої Γ , а тільки від її початкової 
та кінцевої точок. В таких випадках замість ( )∫
Γ
dzzf  вживається запис ( )∫
B
A
dzzf . 
Теорема 6.2.  Нехай функція f  неперервна в області D , F  - її многозначна первісна. Тоді 
для кожної кривої D⊂Γ  виконується рівність  
( ) Fdzzf Γ
Γ
∆=∫ .                                    (6.3) 
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Д о в е д е н н я.  
Виберемо на Γ  однозначну вітку F~  многозначної функції F . Тоді для кожної точки 
[ ]b;at ∈0  в якомусь її околі, використовуючи умову 2 означення многозначної первісної, 
маємо: 
( )( )( ) ( )( )( ) ( )( ) ( ) ( )( ) ( )tztzftztzFtzF
dt
d
tzF
~
dt
d ′⋅=′⋅′== αα . 
Отже, ( )( )tzF~  - первісна для ( )( ) ( )tztzf ′⋅  на [ ]b;a . Тому, скориставшись попередньою 
теоремою, дістанемо: 
( ) ( )( ) ( ) ( )( ) ( )( ) F~azF~bzF~dttztzfdzzf
b
a
Γ
Γ
∆=−=′⋅= ∫∫ , 
тобто F
~
Γ∆  не залежить від вибору вітки. Значить, FF
~
ΓΓ ∆∆ = . 
Теорема доведена. 
Надалі обмежимось розглядом тільки однозначної первісної. 
Теорема 6.3.  Нехай функція f  неперервна в області D , а F  - її первісна. Для того, щоб Φ  
була первісною для f  в D , необхідно і достатньо, щоб ( ) ( ) constzFz +≡Φ . 
Д о в е д е н н я.  
Якщо Φ  - якась довільна первісна для f  в D , то, поклавши F−=ΦΨ , матимемо  
( ) ( ) ( ) 0≡′−′≡′ zFzz ΦΨ . Тоді для двох довільних точок 1z  та 2z  із D  дістанемо  
( ) ( ) ( ) 0
2
1
12 =′=− ∫
z
z
dzzzz ΨΨΨ , 
звідки випливає, що ( ) constz ≡Ψ , тобто ( ) ( ) constzFz +≡Φ . 
Навпаки, якщо ( ) ( ) constzFz +≡Φ , то ( ) ( ) ( )zfzz ′≡′≡′ ΦΨ . 
Теорема доведена. 
Теорема 6.4.  Нехай функція f  неперервна в області D . Для того, щоб f  мала в D  
первісну,  необхідно і достатньо, щоб для кожної замкненої кривої D⊂Γ  виконувалась 
рівність 
( ) 0=∫
Γ
dzzf .                                    (6.4) 
 
Д о в е д е н н я.  
Якщо f  має в D  первісну F , то, за теоремою 6.2,  
( ) 0==∫ Fdzzf Γ
Γ
∆ . 
Навпаки, нехай виконується (6.4). Зафіксуємо довільну точку Dz ∈0 . З (6.4) випливає, що 
інтеграл від f  по довільній кривій, що лежить в D  і з′єднує 0z  з точкою Dz∈ , не залежить 
від вибору кривої, а лише від точок 0z  та z . Тому 
( ) ( )∫=
z
z
dfzF
0
ςς                                       (6.5) 
є однозначною функцією. Покажемо, що вона є первісною для f , тобто що  
( ) ( ) ( )zf
h
zFhzF
lim
h
=
−+
→0
.                              (6.6) 
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Візьмемо круг DK ⊂  з центром в точці z  і виберемо число C∈h  таким, щоб Khz ∈+ . 
З′єднаємо z  і hz +  відрізком [ ]hz;z + , а 0z  та z  довільною кривою D⊂Γ . Тоді 
( ) ( ) ( )
[ ]
( ) ( )
[ ]
∫∫∫
++∪
=−=−+
hz;zhz;z
dfdfdfzFhzF ςςςςςς
ΓΓ 11
, 
тому 
( ) ( ) ( )
[ ]
( )
[ ]
( ) ( )( )
[ ] [ ]
( ) ( )
[ ]
( ) ( ) (6.7)
11
11
.zffmax
zffmaxh
h
dzff
h
dzf
h
df
hh
zFhzF
hz;z
hz;z
hz;z
hz;zhz;z
−≤
≤−⋅≤−=
=−=
−+
+∈
+∈+
++
∫
∫∫
ς
ςςς
ςςς
ς
ς
    (6.7) 
Оскільки f  неперервна, то 
[ ]
( ) ( ) 0→−
+∈
zffmax
hz;z
ς
ς
 при 0→h , тому з (6.7) випливає (6.6). 
Теорему доведено. 
Для випадку, коли область D  - круг, теорему 6.4 можна підсилити. 
Теорема 6.5.  Нехай функція f  неперервна в крузі K . Для того, щоб f  мала в K  первісну,  
необхідно і достатньо, щоб інтеграл від f  по контуру кожного трикутника з K  дорівнював 
нулеві. 
Д о в е д е н н я.  
Необхідність, очевидно, міститься в необхідності попередньої теореми. Отже, доведемо 
достатність. Нехай 0z  - центр круга K . Покладемо ( ) ( )
[ ]
∫=
z;z
dfzF
0
ςς . Ясно, що F  є 
однозначною функцією. Щоб довести, що F  - первісна для f , досить довести (6.6). 
Оскільки інтеграл по трикутнику з вершинами 0z , z , hz +  дорівнює нулеві, то 
( ) ( )
[ ]
( )
[ ]
( )
[ ]
∫∫∫
++
+==+
hz;zz;zhz;z
dfdfdfhzF ςςςςςς
00
, 
звідки 
( ) ( ) ( )
[ ]
∫
+
=
−+
hz;z
df
hh
zFhzF
ςς
1
. Подальше доведення теореми 6.5 таке саме, як і 
доведення теореми 6.4. 
Наслідок.  Якщо функція f  неперервна в крузі K , Γ  - замкнена крива з K , ∆  - трикутник з 
K , то 
( ) ( ) ( ) ( )






=⊂∀⇔






=⊂∀ ∫∫ 00
∆Γ
∆Γ dzzfKdzzfK . 
Теорема 6.6.  Нехай функція f  неперервна в однозв′язній області D . Для того, щоб f  мала 
в D  первісну, необхідно і достатньо, щоб вона була в цій області аналітичною. 
Д о в е д е н н я.  
Необхідність доведена на початку цього пункту. Доведемо достатність. Якщо функція f  
аналітична в однозв′язній області D , то за теоремою 5.1 виконується (5.9), тому за теоремою 
6.4 функція f  має первісну. 
Для загального випадку має місце така теорема, доведення якої опускаємо. 
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Теорема 6.7.  Нехай функція f  неперервна в області D . Для того, щоб f  мала в D  первісну 
чи многозначну первісну, необхідно і достатньо, щоб вона була в цій області аналітичною. 
Висновок 6.1.  Клас аналітичних в області D  функцій збігається з класом неперервних в D  
функцій, які мають первісну чи многозначну первісну. 
 
6.2 Теореми Морери і Гурса 
Теорема 6.8 (Морери). Якщо функція f  неперервна в області D  і ( ) 0=∫
Γ
dzzf  для кожної 
замкненої кривої D⊂Γ , то f  аналітична в D . 
Д о в е д е н н я. За теоремою 6.4 функція f  має первісну в D , тому за теоремою 6.7 вона 
аналітична в D . 
Теорема 6.9 (посилена теорема Морери). Якщо функція f  неперервна в області D  і 
( ) 0=∫
∆
dzzf  для кожного трикутника D⊂∆ , то f  аналітична в D . 
Д о в е д е н н я. Досить показати, що f  аналітична в кожному крузі DK ⊂ . Застосувавши 
до такого круга теореми 6.5 та 6.6, дістаємо аналітичність f  в K , а, отже, і в області D . 
Теорема 6.10 (про усунення відрізка). Якщо функція f  неперервна в області D  і аналітична 
в області I\D , де I  - відрізок, то f  аналітична в D . 
Д о в е д е н н я. Зрозуміло, що нам досить довести аналітичність f  в кожній точці 
DIz ∩∈ . Візьмемо круг DK ⊂  з центром в z  і будь-який трикутник K⊂∆ . Якщо 
∅=∩∆I , то застосуємо теорему 5.1, а якщо ∅≠∩∆I , то застосуємо теорему 5.3, 
розбиваючи, якщо треба, трикутник на дві частини. В обидвох випадках інтеграл по 
трикутнику від f  дорівнює нулеві, тому за посиленою теоремою Морери функція f  
аналітична в K , а, отже, і в D . 
Теорема 6.11 (Гурса). Якщо функція f  моногенна в області D , то f  аналітична в D . 
Д о в е д е н н я. Нехай  f  моногенна в D . Візьмемо довільний круг DK ⊂ . Враховуючи 
посилену теорему Морери, нам достатньо довести, що інтеграл по кожному трикутнику 
K⊂∆  від f  дорівнює нулеві. Зафіксуємо K⊂∆  і через l  його периметр. Покладемо 
( )∫=
∆
dzzfM . Нам досить довести, що 0=M . Припустимо, що це не так, тобто 0>M . 
Розіб′ємо трикутник ∆  середніми лініями на трикутники 
( ) ( ) ( ) ( )1
4
1
3
1
2
1
1 ∆∆∆∆ ,,,   (рис. 6.1). Тоді  
( )
( )
( )
( )
( )
( )
( )
( )
≤+++= ∫∫∫∫
1
4
1
3
1
2
1
1 ∆∆∆∆
dzzfdzzfdzzfdzzfM  
( )
( )
( )
( )
( )
( )
( )
( )
,dzzfdzzf
dzzfdzzf
∫∫
∫∫
++
++≤
1
4
1
3
1
2
1
1
∆∆
∆∆
 
( )2∆
( )1∆
Рисунок 6.1 
∆
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звідки випливає, що принаймні для одного з трикутників ( ) ( ) ( ) ( )14
1
3
1
2
1
1 ∆∆∆∆ ,,,  (позначимо його 
через ( )1∆ ) виконується нерівність ( )
( ) 41
M
dzzf ≥∫
∆
. Далі розбиваємо трикутник ( )1∆  середніми 
лініями на чотири трикутники, серед яких є принаймні один ( )2∆ , для якого ( )
( )
242
M
dzzf ≥∫
∆
 і 
т.д., тобто для кожного N∈n  буде принаймні один ( )n∆ , для якого 
 ( )
( )
n
M
dzzf
n 4
≥∫
∆
,                                      (6.8) 
 причому периметр ( )n∆  дорівнює 0
2
→
n
l
 при ∞→n . Очевидно також, що при всіх N∈n  
виконується ( ) ( )1+⊃ nn intint ∆∆ . Отже, послідовність вкладених замкнених областей, 
обмежених трикутниками ( )n∆ , має єдину спільну точку яку позначимо 0z , а 
( )n∆  стягуються 
до 0z . 
Оскільки f  моногенна в 0z , то ( )( )00 >∃>∀ δε  
( )Dz∈∀ ( ) ( ) ( )








<′−
−
−
⇒<−< εδ 0
0
0
00 zf
zz
zfzf
zz , 
тобто при δ<− 0zz  виконується  
( ) ( ) ( )( ) 0000 zzzzzfzfzf −<−′−− ε .               
З іншого боку, для кожного 0>δ  знайдеться N∈N  таке, що ( ) ( )0zUN δ∆ ⊂ . Оскільки при 
( )Nz ∆∈  виконується 
N
l
zz
2
0 <− , то з останньої нерівності дістаємо 
( ) ( ) ( )( ) Nlzzzfzfzf 2000
ε<−′−− .                    (6.9) 
За теоремою 5.1 
( ) ( )( )( )
( )
0000 =−′+∫
N
dzzzzfzf
∆
, 
бо підінтегральна функція є цілою лінійною, тому, з врахуванням (6.8) та (6.9), матимемо: 
( )
( )
( )
( )
( ) ( )( )( )
( )
( ) ( ) ( )( )( )
( )
( ) ( ) ( )( )
( ) ( )
,
ll
dz
l
dzzzzfzfzf
dzzzzfzfzf
dzzzzfzfdzzfdzzf
M
NNN
N
NN
N
NNN
222
4
000
000
000
⋅=≤−′−−≤
≤−′−−=
=−′+−=≤
∫∫
∫
∫∫∫
εε
∆∆
∆
∆∆∆
 
тобто 2lM ε≤ , звідки випливає, що .M 0=  Отримане протиріччя нашому припущенню 
доводить теорему Гурса. 
Висновок 6.2.  Клас моногенних в області D  функцій збігається з класом аналітичних в цій 
області функцій. 
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6.3 Гармонічні функції 
Означення 6.1.  Дійснозначна функція ( )y,xuu =  називається гармонічною в області 
2R⊂D , якщо вона в цій області двічі диференційована і 
0
2
2
2
2
=
∂
∂
+
∂
∂
y
u
x
u
.                                       (6.10) 
Ототожнюючи 2R  з C , знайдемо зв′язок між гармонічними та аналітичними функціями. 
Теорема 6.10.  Якщо функція viuf +=   аналітична в області D , то функції u  та v  
гармонічні в D . 
Д о в е д е н н я. За наслідком 2 з теореми 5.5 і теоремою 2.3 функції u  та v  мають частинні 
похідні будь-якого порядку і задовольняють умови Коші-Рімана. Продиференціювавши одну 
з цих умов по x , а іншу – по y , дістанемо рівності 
yx
v
y
u
,
yx
v
x
u
∂∂
∂
−=
∂
∂
∂∂
∂
=
∂
∂ 2
2
22
2
2
, 
звідки додаванням їх приходимо до (6.9), чим і доводимо гармонічність u . Для доведення 
гармонічності v  достатньо продиференціювати першу умову Коші-Рімана по y , а другу – по 
x , після чого від отриманої першої рівності відняти другу. 
Теорема 6.11.  Якщо функція u  гармонічна в області D , то існує аналітична в D  функція f  
така, що при всіх Dz∈  виконується fReu = . 
Д о в е д е н н я. Зафіксуємо Dyixz ∈+= 000  і довільну точку Dyixz ∈+=  з′єднаємо з 
точкою 0z  кривою D⊂Γ  та розглянемо криволінійний інтеграл 
∫ ∂
∂
+
∂
∂
−
Γ
dy
x
u
dx
y
u
.                                     (6.11) 
Оскільки з (6.10) випливає, що 





∂
∂
−
∂
∂
=





∂
∂
∂
∂
y
u
yx
u
x
 то інтеграл (6.11) не залежить від шляху 
інтегрування, тому можемо розглянути функцію 
( )
( )
( )
∫ ∂
∂
+
∂
∂
−=
y,x
y,x
dy
x
u
dx
y
u
y,xv
00
. 
Знайдемо її частинні похідні. Коли братимемо  похідну по x  (по y ), то вибиратимемо криву 
Γ  такою, щоб перетин її з деяким околом точки ( )y,x  складався з горизонтального 
(вертикального) піввідрізка. Тоді 
( ) ( ) ( ) ( )∫∫ ∂
∂
+=
∂
∂
−+=
y
y
x
x
dt
x
t,xu
consty,xv,dt
y
y,tu
consty,xv
11
, 
звідки дістаємо  
x
u
y
v
,
y
u
x
v
∂
∂
=
∂
∂
∂
∂
−=
∂
∂
.                               (6.12) 
Покладемо ( ) ( ) ( )y,xviy,xuzf += . Очевидно, для цієї функції рівності (6.12) є не чим іншим, 
як умовами Коші-Рімана, отже, функція f  аналітична в D , а ufRe = .Теорему доведено. 
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ЛЕКЦІЯ 7   
ФУНКЦІОНАЛЬНІ РЯДИ 
 
7.1 Означення. Теорема Вейєрштрасса 
Нехай ( )nf  - послідовність функцій, заданих на Ñ⊂E . Функціональним рядом називається 
вираз виду 
( ) ( ) ( ) ( ) Ez,zfzfzfzf n
n
n ∈++++=∑
∞
=
KK21
1
.           (7.1) 
Поклавши 0zz =  в (7.1), дістанемо числовий ряд ( )∑
∞
=1
0
n
n zf . Якщо він збіжний, то кажуть, що 
функціональний ряд (7.1) збігається у точці 0z ; якщо ж розбіжний, то  (7.1) - розбігається у 
точці 0z . Ряд (7.1) називається збіжним на множині E , якщо він збіжний у кожній точці 
Ez∈ . У цьому випадку через ( )zf  позначимо суму ряду (7.1) в точці z . Отже, те, що ряд 
(7.1) збігається на E  до функції f , означає, що 
( )( )( )( ) ( ) ( )






<−>∀∈∃>∀∈∀ ∑
=
εε zfzfnnnEz
n
k
k
1
000 N . 
Ряд (7.1) називається рівномірно збіжним на множині E  до функції f , якщо 
( )( )( )( ) ( ) ( )






<−∈∀>∀∈∃>∀ ∑
=
εε zfzfEznnn
n
k
k
1
000 N . 
Як бачимо, наведені означення нічим не відрізняються від аналогічних з курсу 
математичного аналізу. Використовуючи нерівності (1.12), легко довести (як ми це робили в 
лекції 1), наступну теорему. 
Теорема 7.1. Для того, щоб ряд (7.1) був збіжним (рівномірно збіжним) на множині E  до 
функції f , необхідно і достатньо, щоб були збіжними (рівномірно збіжними) на E  до 
функцій u  та v  відповідно ряди ∑
∞
=1n
nu  та ∑
∞
=1n
nv , де fImv,fImv,fReu,fReu nnnn ==== . 
Ця теорема дає можливість перенести відомі з курсу математичного аналізу теореми на 
випадок комплексної змінної. Наприклад, має місце критерій Коші. 
Теорема 7.2. Для того, щоб ряд (7.1) був рівномірно збіжним на множині E , необхідно і 
достатньо, щоб  
( )( )( )( )( ) ( )






<∈∀∈∀>∀∈∃>∀ ∑
+
+=
εε
mn
nk
k zfEzmnnn
1
000 NN  
Використовуючи цей критерій, неважко, як і в курсі математичного аналізу, довести таку ж 
ознаку Вейєрштрасса. 
Теорема 7.3. Функціональний ряд (7.1) на множині E  збіжний рівномірно і абсолютно, якщо 
існує збіжний числовий ряд ∑
∞
=1n
nα  з додатними членами такий, що 
( )( ) ( ){ }nn zfEzn α≤∈∀∈∀ N . 
Доведемо ще два аналоги відомих з курсу математичного аналізу теорем. 
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Теорема 7.4. Якщо усі функції nf  неперервні на множині E   і ряд (7.1) рівномірно збіжний 
на E  до функції f , то f  - неперервна на E  функція. 
Д о в е д е н н я. З рівномірної збіжності ряду (7.1) випливає рівномірна збіжність рідів  ∑
∞
=1n
nu  
та ∑
∞
=1n
nv  відповідно до функцій u  та v  . Оскільки функції nu  та nv  є неперервними на E , то 
за відповідною теоремою  з математичного аналізу такими самими є функції u  та v , а отже, і  
f . 
Теорема 7.5.  Нехай Γ  - крива, функції nf  неперервні на Γ   і ряд (7.1) рівномірно збіжний 
на Γ  до функції f . Тоді  
( ) ( )∑ ∫∫
∞
=
=
1n
n dzzfdzzf
ΓΓ
. 
Д о в е д е н н я. За теоремою 7.4 функція f  неперервна на Γ , отже, усі інтеграли існують. З 
рівномірної збіжності ряду випливає, що 
( )( )( )( ) ( ) ( )






<−∈∀>∀∈∃>∀ ∑
=
εΓε
n
k
k zfzfznnn
1
000 N . 
Тому при 0nn >  маємо    ( ) ( ) =−∑ ∫∫
=
n
k
k dzzfdzzf
1 ΓΓ
 
( ) ( ) ( ) ( ) ,Ldzzfzfdzzfzf
n
k
k
n
k
k ε
ΓΓ
≤⋅−≤





−= ∫ ∑∫ ∑
== 11
 
а це означає, що ( ) ( ) ( )∑ ∫∑ ∫∫
∞
==∞→
==
11 k
k
n
k
k
n
dzzfdzzflimdzzf
ΓΓΓ
. 
Теорему доведено. 
Далі розглянемо теорему Вейєрштрасса про ряди аналітичних функцій, яка не має аналогу 
для рядів з дійсними неперервно диференційовними функціями. При її доведенні 
використовується така лема. 
Лема 7.1.  Якщо ряд (7.1) рівномірно збіжний на множині E , а функція ϕ  обмежена на E , 
то ряд ( ) ( )∑
∞
=1n
n zfzϕ  рівномірно збіжний на E . 
Справедливість цієї леми випливає з критерія Коші і нерівності, яка виконується при всіх 
Ez∈ : 
( ) ( ) ( )∑∑
+
+=
+
+=
≤
mn
nk
k
mn
nk
k zfMzfz
11
ϕ ,   де  ( ){ }Ez:zsupM ∈= ϕ . 
Теорема 7.6.  Нехай в області D  задана послідовність ( )kf  аналітичних функцій і ряд (7.1) 
рівномірно збіжний у кожному замкненому крузі DK ⊂ . Тоді: 
1) функція f  аналітична в D ; 
2) ряд (7.1) можна почленно диференціювати будь-яку скінченну кількість разів в усіх точках 
області D , тобто 
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( )( ) ( )( ) Z∈= ∑
∞
=
n,zfzf
k
n
k
n
1
;                           (7.2) 
3) ряди в (7.2) рівномірно збіжні у кожному замкненому крузі DK ⊂ . 
Д о в е д е н н я. Зупинимось лише на доведеннях тверджень 1 та 2. Почнемо з 2. Зрозуміло, 
що досить довести аналітичність f  в довільній точці Dz∈ . Виберемо замкнений круг 
DK ⊂  з центром у точці z . За теоремою 7.4 функція f   неперервна на K , а за теоремою 
5.5 ряд (7.1) можна почленно інтегрувати по будь-якій замкненій кривій, що лежить в K . 
Нехай Γ  - така крива. Оскільки за теоремою 5.1 ( ) 0=∫
Γ
dzzfk  при всіх Z∈k , то 
( ) ( ) 0
1
== ∑ ∫∫
∞
=k
k dzzfdzzf
ΓΓ
, 
звідки, за теоремою 6.8, випливає аналітичність f  в K  і, тим більше, у точці z . 
Доведемо твердження 2. Нехай K  - такий самий круг, як і при доведенні твердження1. 
Помножимо обидві частини рівності ( ) ( )∑
∞
=
=
1k
kff ςς  при K∂∈ς  на функцію 
( ) ( ) 1
2
−−−= nz
i
!n
ς
π
ςϕ , яка є обмеженою на K∂ . Дістанемо рівномірно збіжний за лемою 7.1 
ряд, який за теоремою 7.5 можна почленно інтегрувати. Тому матимемо: 
( )
( )
( )
( )
∑ ∫∫
∞
= ∂
+
∂
+ −
=
− 1 11 22 k K
n
k
K
n
d
z
f
i
!n
d
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f
i
!n
ς
ς
ς
π
ς
ς
ς
π
, 
з якої за теремою 5.5 (див. рівність (5.15))  дістанемо рівність (7.2). 
 
7.2 Степеневі ряди 
Степеневим рядом (з центром у точці 0z )  називається функціональний ряд виду 
( )∑
∞
=
−⋅
0
0
n
n
n zzc ,                                  (7.3) 
де nc  - відомі коефіцієнти. Позначимо n n
n
clim
∞→
=α  і до ряду (7.3) застосуємо теорему 1.3. 
Оскільки при 0zz ≠  справедлива рівність 00 zzzzclimq
n n
n
n
−⋅=−⋅=
∞→
α , то при 0=α  
ряд (7.3) є абсолютно збіжним при всіх C∈z . Якщо ∞=α , то ряд (7.3) розбіжний всюди, 
крім точки 0zz = . Нарешті, якщо +∞<<α0 , то ряд (7.3) є абсолютно збіжним в 





 <−
α
1
0zz:z  і розбіжним в 





 >−
α
1
0zz:z  
Число +∞<< R,R 0  називається радіусом збіжності  ряду (7.3), якщо цей ряд збіжний в 
{ }Rzz:z <− 0  і розбіжний в { }Rzz:z >− 0 . Якщо ряд (7.3) збіжний всюди, то вважаємо 
+∞=R , а якщо ніде, крім точки 0z , не збіжний, то вважаємо 0=R . З наведених вище 
міркувань випливає існування для кожного ряду єдиного радіуса збіжності, який 
обчислюється за формулою Коші-Адамара: 
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n
n
n
climR
∞→
= 1 .                                       (7.4) 
Круг { }Rzz:z <− 0  називається кругом збіжності, а при +∞<< R0  коло { }Rzz:z =− 0  - 
колом збіжності. На колі збіжності ряд (7.3) може бути збіжним, розбіжним, збіжним тільки 
на деякій підмножині цього кола. 
Теорема 7.7 (Абеля). Якщо ряд (7.3) збіжний в точці 0zz ≠∗ , то він абсолютно збіжний у 
крузі { }00 zzzz:z −∗<− . 
Д о в е д е н н я. Оскільки ряд (7.3) збіжний в точці ∗z , то, згідно з означенням радіуса 
збіжності, Rzz ≤−∗ 0 , а оскільки  ряд (7.3) абсолютно збіжний в { }Rzz:z <− 0 , то він є 
абсолютно збіжним і в крузі { }00 zzzz:z −∗<− , що й потрібно було довести. 
Теорема 7.8 (про рівномірну збіжність). Якщо ряд (7.3) має радіус збіжності 0>R , то у 
кожному замкненому крузі { } Rr,rzz:z <<≤− 00 , він збіжний рівномірно. 
Д о в е д е н н я. Нехай 1z  - точка на колі { }rzz:z =− 0 . В 1z   ряд (7.3) збіжний абсолютно, 
тобто +∞<∑
∞
=0n
n
n rc . Останній ряд є мажорантним для ряду (7.3) у крузі { }rzz:z ≤− 0 . 
Застосувавши далі ознаку Вейєрштрасса (теорема 7.3), закінчуємо доведення нашої теореми. 
Наслідок 1.  Сума ряду (7.3) є аналітичною функцією, і цей ряд можна почленно 
диференціювати довільну кількість разів. 
Дійсно, оскільки ( )nn zzc 0−⋅  - цілі функції і ряд (7.3) рівномірно збіжний у кожному 
замкненому крузі в області { }Rzz:z <− 0 , то за теоремою Вейєрштрасса його сума є 
аналітичною в цій області функцією. 
Наслідок 2.  Ряд (7.3) можна почленно інтегрувати по будь-якій кривій, яка лежить у крузі 
збіжності. 
Дійсно, для кожної кривої Γ , яка лежить у крузі збіжності, можна знайти таке ( )R;r 0∈ , що 
{ }rzz:z ≤−⊂ 0Γ , тобто ряд (7.3) рівномірно збіжний на Γ , тому за теоремою 7.5 його 
можна почленно інтегрувати. 
 
7.3 Узагальнені степеневі ряди 
Нехай C∈0z . Ряд 
( )
( )
( ) ( ) (7.5)0010
0
1
0
0
KK
KK
+−⋅++−⋅++
+
−
++
−
+=−⋅ −−
+∞
−∞=
∑
n
n
m
m
n
n
n
zzczzcc
zz
c
zz
c
zzc
    (7.5) 
називатимемо узагальненим степеневим рядом. Ряди ( )∑
−
−∞=
−⋅
1
0
n
n
n zzc  та ( )∑
∞
=
−⋅
0
0
n
n
n zzc  
називаються відповідно головною та правильною частинами ряду (7.5).  
Узагальнений степеневий ряд ) називається збіжним (рівномірно збіжним) на множині E , 
якщо на E  збіжні (рівномірно збіжні) його головна і правильна частини. Правильна частина 
є звичайним степеневим рядом. Позначимо через 2R  його радіус збіжності і припустимо, що 
02 >R . За теоремою 7.8  при ( )20 R;r ∈  правильна частина рівномірно збігається в 
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замкненому крузі { }rzz:z ≤− 0 . В головній же частині зробимо заміну wzz
1
0 =− . Дістанемо 
(перепозначивши kn −= ) степеневий ряд ∑
∞
=
− ⋅
1k
k
k wc . Нехай R′  - його радіус збіжності. 
Якщо 0>′R , то він збіжний у крузі { }Rw:w ′< , причому рівномірно на кожному 
замкненому крузі цього круга. Тоді, повертаючись до головної частини ряду (7.5), бачимо, 
що вона збіжна в області 





 =
′
>− 10
1
R
R
zz:z  і рівномірно збіжна у кожній замкненій 
області { } 10 Rr,rzz:z >≥− . Враховуючи  (7.4), бачимо, що числа 1R  та 2R  обчислюються 
за допомогою формул Коші-Адамара: 
n
n
n
climR −
∞→
=1 ,         n n
n
climR
∞→
=12 . 
Якщо 21 RR > , то ряд (7.5) ніде не збіжний, якщо ж  21 RR = , то він може бути збіжним хіба 
що на колі { }10 Rzz:z =−  або на якійсь його частині, а якщо 21 RR < , то ряд (7.5) 
збігатиметься в кільці { }201 RzzR:z <−< , причому на краю цього кільця можуть бути 
точки збіжності. Надалі розглядатимемо лише третій випадок і зауважимо, що в кожному 
замкненому кільці { }201 rzzr:z ≤−≤ , 2211 RrrR <<< , ряд (7.5) рівномірно збіжний, отже, 
в кільці { }201 RzzR:z <−<  задає аналітичну функцію і його можна почленно 
диференціювати довільну кількість разів. 
7.4 Ряди Лорана 
Теорема 7.9 (Лорана). Аналітичну в кільці { }201 RzzR:z <−<  функцію f  можна єдиним 
чином розвинути в узагальнений степеневий ряд (7.5), причому 
( )
( )∫ +−
=
R
d
z
f
i
c
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π 1
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1
,                                (7.6) 
де RΓ  - довільне коло { } 210 RRR,Rzz:z <<=− . 
Д о в е д е н н я. Не зменшуючи загальності, можемо вважати, що 00 =z  (загальний випадок 
зводиться до цього заміною 0zz −  на z ). Нехай z  - довільна точка з кільця { }21 RzR:z << . 
Виберемо кола { }Rz:zR ′==′Γ   та  { } 21 RRRR,Rz:zR <′′<′<′′==′′Γ  так, щоб точка z  
лежала в кільці { }RzR:z ′′<<′ . Тоді, за формулою (5.14), матимемо 
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     (7.7) 
Якщо R′∈Γς , то 1<′= z
R
z
ς  і тоді 
 ∑
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Останній ряд є рівномірно збіжним відносно R′∈Γς , бо мажорується рядом ∑
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

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

 ′
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n
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(теорема 7.3). Функція f  обмежена на R′Γ . Тому за лемою 7.1 можемо обидві частини 
рівності (7.8) помножити на ( )ςf  і почленно проінтегрувати. Матимемо: 
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На колі R ′′Γ  виконується нерівність 1<′′= R
zz
ς , отже, ∑
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Тому, міркуючи аналогічно, маємо: 
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Використовуючи тепер наслідок з теореми 5.2, одержуємо, що при 21 RRR <<  виконуються 
рівності 
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. 
Тому, підставляючи (7.9) та (7.10) в (7.7), з врахуванням останніх рівностей, дістаємо: 
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Отже, можливість розвинення і формула (7.6) доведені. 
Єдиність розвинення доведемо від супротивного. 
Припустимо, що для аналітичної в кільці { }201 RzzR:z <−<  функції f  виконується 
( ) ∑∑
+∞
−∞=
+∞
−∞=
==
n
n
n
n
n
n zc
~zczf . 
Помножимо обидва ряди на ( )1+− mz  і проінтегруємо почленно по колу 
{ } 21 RRR,Rz:z <<= : 
∑ ∫∑ ∫
+∞
−∞= =
−−
+∞
−∞= =
−− =
n Rz
mn
n
n Rz
mn
n dzzc
~dzzc 11 . 
Скориставшись тут рівністю (5.8), дістаємо ππ 22 ⋅=⋅ mm c
~c , звідки mm c
~c =  при всіх Z∈m . 
Теорема 7.9 повністю доведена. 
Коефіцієнти (7.6) називаються коефіцієнтами Лорана, а ряд (7.5) – рядом Лорана. 
Зауваження 7.1.  Нехай { }δ<−< 00 zz:z  - проколений окіл точки ∞≠0z . Якщо функція 
f  аналітична в ньому, то її можна розвинути в ряд Лорана, бо цей окіл є частковим 
66 
 
випадком кільця в теоремі 7.9 з 01 =R  та δ=2R . Дістанемо таким чином розвинення 
функції f  в ряд Лорана в околі точки 0z . Означення головної і правильної частини 
зберігаються. 
Зауваження 7.2.  Нехай тепер ∞=0z  і функція f  аналітична в області 





 +∞<< z:z
δ
1
. 
Рядом Лорана для функції f  в околі точки ∞=0z  називається ряд  
( ) ∑
+∞
−∞=
=
k
k
k zczf .                                 (7.11) 
При цьому ряд, складений з членів з додатними показниками, називається головною 
частиною ряду (7.11), а ряд, що залишиться після усунення головної частини, - правильною 
частиною. 
Висновок 7.1. Отже, можна сказати, що до головної частини розвинення функції f  в ряд 
Лорана в околі точки C∈0z  належать ті члени, які прямують до ∞  при 0zz → . 
Зауваження 7.3. Якщо функція f  аналітична в області { }+∞<< z:z 0 , яку можна розуміти 
одночасно як проколений окіл точки 0=z , так і точки ∞=z , то в цій області  функцію f  
можна розвинути  в ряд (7.11), який є рядом Лорана для f  і в околі точки 0=z , і в околі 
точки ∞=z , але з різними головними та правильними частинами. При цьому член 0c  як для 
точки 0=z , так і для точки ∞=z , завжди належить до правильної частини. Наприклад, ряд 
Лорана z
z
++1
1
 в околі точки 0=z  має головну частину 
z
1
, а в околі точки ∞=z  головною 
частиною є z . 
 
7.5 Ряди Тейлора 
Теорема 7.10 (Тейлора). Аналітичну в крузі { }Rzz:z <− 0  функцію f  можна єдиним 
чином розвинути в степеневий ряд (7.3) з коефіцієнтами ( Rr <<0 ) 
( )
( )
( )( )
!n
zf
d
z
f
i
c
n
rz
nn
0
1
00
2
1
=
−
= ∫
=−
+
ς
ς
ς
ς
π
,                   (7.12) 
Д о в е д е н н я. Твердження теореми в точці 0z  перевіряється безпосередньо. В кільці 
{ }Rzz:z <−< 00  за теоремою Лорана функція f  розвивається в ряд Лорана з 
коефіцієнтами (7.6). Оскільки при Z∈< n,n 0  виконується нерівність 01≥−− n , і тому 
функція ( ) ( ) ( ) 10 −−−⋅= nzfg ςςς  аналітична в { }rzz:z <− 0 , то за теоремою 5.1 маємо 
( ) ( ) 0
2
1
0
1
0 =−⋅= ∫
=−
−−
rz
n
n dzfi
c
ς
ςςς
π
. 
Отже, ряд (7.5) складається тільки з правильної частини. Формула (7.12) випливає з (7.6) та 
формул (5.15).  
Теорема доведена. 
Наслідок 1.  Якщо функція f  аналітична в області D  і Dz ∈0 , то її можна розвинути в ряд 
Тейлора 
 
( )( ) ( )∑
∞
=
−⋅
0
0
0
n
n
n
zz
!n
zf
                                (7.13) 
в будь-якому крузі DK ⊂  з центром в точці 0z . 
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Наслідок 2.  Функція f  є цілою тоді і тільки тоді, коли для будь-якої точки C∈0z  її можна 
розвинути в ряд Тейлора за степенями ( )0zz −  з нескінченним радіусом збіжності. 
Означення 7.1. Функція f  називається голоморфною в області D , якщо для кожної точки 
Dz ∈0  існує круг { } DRzz:z ⊂<− 0 , в якому f  можна розвинути в ряд Тейлора (7.13). 
З теореми 7.6 та наслідку 1 з теореми 7.10 випливає ще одна теорема. 
Теорема 7.11. Функція f  голоморфна в області D  тоді і тільки тоді, коли вона в D  
аналітична. 
На закінчення лекції зробимо огляд рівносильних означень аналітичної функції. Для 
простоти обмежимося випадком однозв′язної області, хоча в більшості означень вимога 
однозв′язності є зайвою. Отже, аналітичною в однозв′язній області функцією називається 
така, яка задовольняє одній з наступних умов: 
1) має в цій області неперервну похідну; 
2) має в цій області похідну; 
3) має в цій області неперервно диференційовні дійсну та уявну частини, які задовольняють 
умови Коші-Рімана; 
4) неперервна і має в області первісну; 
5) неперервна і інтеграл від неї по будь-якій замкненій кривій, що лежить в області, дорівнює 
нулеві; 
6) може бути розвинута в степеневий ряд в околі кожної точки з області. 
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ЛЕКЦІЯ 8   
НУЛІ ТА ІЗОЛЬОВАНІ ОСОБЛИВІ ТОЧКИ 
 
8.1 Нулі аналітичних функцій 
 
Нехай функція f  аналітична в області D . Точка Dz ∈0  називається нулем функції f , якщо 
( ) 00 =zf . Якщо ( ) ( ) ( )( ) 000 0100 ==′= − zf.,,zf,zf nK  і ( )( ) 00 ≠zf n , то 0z  називається нулем 
п-го порядку. Якщо ( ) 00 =zf  і всі її похідні в 0z  дорівнюють нулеві, то 0z  називається нулем 
нескінченного порядку. 
Теорема 8.1  (про нуль нескінченного порядку). Якщо функція f  аналітична в області D  і 
Dz ∈0  є її нулем нескінченного порядку, то ( ) 0≡zf  в D . 
Д о в е д е н н я. Нехай c  - довільна точка з D . Нам потрібно показати, що ( ) 0=ñf . 
Сполучимо точку c  з точкою 0z  кривою Γ , яка лежить в D  (рис. 8.1). Оскільки криві Γ  і 
D∂  - замкнені множини, які не перетинаються, то відстань між ними буде ( ) 0>=∂ dD,Γρ . 
Візьмемо круг ( ) { }dzz:zzK d <−= 00 , який, очевидно, лежить в 
D , і розвинемо в ньому функцію f  в ряд Тейлора 
 ( )
( )( ) ( )∑
∞
=
−⋅=
0
0
0
k
k
k
zz
!k
zf
zf .  
Оскільки всі ( )( ) 00 =zf k , то звідси випливає, що ( ) 0≡zf  в ( )0zKd . 
Візьмемо тепер у крузі ( )0zKd  на Γ  точку 1z  так, щоб вона була на 
відстані 2d  по кривій Γ  від точки 0z . В цій точці 1z  функція f  
має нуль нескінченного порядку, бо ( ) 0≡zf  в деякому околі точки 
1z . До точки 1z  застосуємо такі самі міркування, як і до точки 0z . 
Рухаючись таким чином по Γ , дійдемо до точки, відстань від якої до точки c  по кривій Γ  
менша, ніж d , бо Γ  має скінченну довжину. Теорему доведено. 
Теорема 8.2  (про канонічне зображення). Для того, щоб аналітична в області D  функція f  
мала в точці Dz ∈0  нуль п-го порядку, необхідно і достатньо, щоб у деякому околі точки 0z  
функцію f  можна було зобразити у вигляді 
( ) ( ) ( )zzzzf nϕ0−= ,                                 (8.1) 
де ϕ  - функція, аналітична в цьому околі, і ( ) 00 ≠zϕ  
Д о в е д е н н я. Якщо f  - аналітична в D  і Dz ∈0  є її нулем п-го порядку, то існує окіл 
точки 0z , де функція f  ровивається в ряд Тейлора, який у даному випадку має вигляд 
( )
( )( ) ( )
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Покладаючи ( )
( )( ) ( )( ) ( ) K+−+= 000 zz!n
zf
!n
zf
z
nn
ϕ , маємо (8.1) і ( )
( )( )
000 ≠= !n
zf
z
n
ϕ . 
Рисунок 8.1 
Γ  
c
0z  1z
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Навпаки, якщо має місце (8.1), де ϕ  - аналітична в околі точки 0z  функція і ( ) 00 ≠zϕ , то в 
цьому околі 
( ) ( ) ( ) ( ) 0000010 ≠=+−++−+= ϕϕ b,zzbzzbbz kk KK , 
тому 
( ) ( ) ( ) ( ) KK +−++−+−= ++ knknn zzbzzbzzbz 010100ϕ , 
і, отже, f  має в 0z  нуль п-го порядку. Теорему доведено. 
Зауваження 8.1.  Будемо говорити, що аналітична в околі точки ∞=z  функція f  має в ∞  
нуль п-го порядку, якщо функція ( ) ( )zfzg 1=  має нуль п-го порядку в точці 0=z . Це буде 
тоді і тільки тоді, коли ( ) ( ) nzzzf ϕ= , де ϕ  - аналітична в деякому околі ∞  функція і 
( ) 0≠∞ϕ . 
 
8.2 Ізольованість нулів 
 
Теорема 8.3.  Нехай f  - аналітична в області D  функція, ( ) 0≡/zf  і Dz ∈0 . Якщо 0z  є 
нулем функції f , то існує окіл функції f , в якому f  не має інших нулів. 
Д о в е д е н н я. За теоремою 8.2 має місце (8.1), де ϕ  - аналітична, а, отже, неперервна в 
деякому околі точки 0z  функція і ( ) 00 ≠zϕ . Тому в якомусь околі точки 0z  виконується 
( ) 0≠zϕ , а, отже, й ( ) 0≠zf  при 0zz ≠ , що й доводить нашу теорему. 
З доведеної теореми випливає ряд наслідків. 
Наслідок 1.  Якщо функція f  аналітична в області D , то множина її нулів не має точки 
скупчення (граничної точки) в D . 
Дійсно, в протилежному випадку за неперервністю функції f  точка скупчення теж була б 
нулем функції f , що неможливо за щойно доведеною теоремою. 
Зауважимо, що на краю області D  точка скупчення нулів може бути, на що вказує приклад 
аналітичної функції ( )
z
sinzf
−
=
1
1
 в області { }1<z:z  з нулями ∞→→−= k,kzk 111 π . 
Наслідок 2.  Якщо функція 0≡/f  аналітична в області D , то вона має в D  скінченну або 
зліченну множину нулів. 
Доведення випливає з попереднього наслідку. 
Наслідок 3  (теорема єдиності). Якщо функції f  та g  аналітичні в області D , а множина в 
області DE ⊂  має принаймні одну точку скупчення, яка належить до D , і gf ≡  в E , то 
gf ≡  в D . 
Для доведення досить застосувати наслідок 2 до функції gf −=ϕ . 
З останнього сформульованого наслідку випливають ще такі два твердження. 
Наслідок 4.  Якщо функції f  та g  аналітичні в області D  і gf ≡  на якійсь кривій D⊂Γ , 
то gf ≡  в D . 
Наслідок 5.  Якщо функції f  та g  аналітичні в області D  і gf ≡  в якійсь області DG ⊂ , 
то gf ≡  в D . 
Наслідок 6.  Якщо функція constf ≡/  аналітична в області D , то вона здійснює 
відображення, яке є конформним в кожній точці цієї області, крім, можливо, множини, що 
складається з ізольованих точок. 
Доведення базується на застосуванні теореми 8.3 до похідної f ′  функції f . 
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В п. 3.5 відзначалось, що всі формули для тригонометричних функцій, відомі зі шкільного 
курсу математики, справедливі і в комплексній області. Вони перевіряються за допомогою 
алгебраїчних операцій над показниковими функціями. Але їх можна довести одним 
стандартним способом. Пояснимо це на двох прикладах. 
Приклад 8.1.  Функції ( ) zsinzcoszf 22 +=  та ( ) 1≡zg  є цілими. Оскільки 122 =+ xsinxcos  
при всіх R∈= xz , тобто gf ≡  на дійсній осі, то, за наслідком 4, gf ≡  в усій комплексній 
площині, тобто 122 =+ zsinzcos  при всіх C∈z . 
Приклад 8.2.  Оскільки  при всіх RR, ∈∈ 21 xx  виконується 
( ) 212121 xsinxcosxcosxsinxxsin +=+ , то, за наслідком 4, маємо 
( ) 212121 xsinzcosxcoszsinxzsin +=+  для всіх C∈1z  при кожному фіксованому R∈2x . 
Тепер, фіксуючи C∈1z , дістаємо рівність 
( ) 212121 zsinzcoszcoszsinzzsin +=+ . 
 
8.3 Ізольвані особливі точки однозначного характеру 
 
Нехай функція f  аналітична в проколеному околі точки 0z . Будемо вважати, що ∞≠0z , 
тому що вивчення поводження функції в околі точки ∞  заміною z  на z1  зводиться до 
вивчення поводження функції ( )zf 1  в околі точки 0=z . 
Якщо функція f  аналітична в проколеному околі { }δ<−< 00 zz:z  точки 0z , а в 0z  не 
визначена або не аналітична, то 0z  називається ізольованою особливою точкою однозначного 
характеру функції f .   
Якщо при цьому існує ( ) ∞≠=
→
Azflim
zz 0
, то 0z  називається усувною особливою точкою. 
Наприклад, функція ( )
z
zsin
zf =  має в точці 0=z  усувну особливість. 
Якщо ( ) ∞=
→
zflim
zz 0
, то 0z  називається полюсом (наприклад, точка 0=z  є полюсом функції 
( ) zzf 1= ). 
Нарешті, якщо ( )zflim
zz 0→
 не існує, то 0z  називається істотно особливою точкою (наприклад, 
точка 0=z  є істотно особливою точкою функції ( ) ( )zexpzf 1= ). 
Розглянемо детальніше кожний тип особливості. 
 
8.4 Усувна особлива точка 
 
Теорема 8.4 . Три твердження є еквівалентними: 
1) 0z  є усувною особливою точкою функції f ; 
2) функція f  обмежена в деякому околі точки 0z ; 
3) в розвиненні функції f  в ряд Лорана в околі точки 0z  немає головної частини. 
Д о в е д е н н я. Якщо 0z  - усувна особлива точка функції f , то, згідно з означенням, існує 
( ) ∞≠=
→
Azflim
zz 0
, тому  f  обмежена в деякому околі точки 0z . Отже, ми довели, що 2))1 ⇒ . 
Доведемо, що 3)2)⇒ . Відповідно до умови 2) 
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( )( )( ) ( ){ }MzfzzzM ≤⇒<−<∈∀>∃>∃ δδ 0000 C . 
Розкладемо функцію в ряд Лорана (7.5) з коефіцієнтами (7.6). Тоді 
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де δ<< r0 . Якщо тепер 0<n , то, спрямовуючи 0→r , маємо 0=nc , тобто головної 
частини немає. 
Нарешті, якщо в ряді (7.5) немає головної частини, то він є степеневим рядом, який збіжний 
у крузі без центра, а, отже, і в усьому крузі, задаючи там аналітичну (отже, неперервну) 
функцію. Звідси випливає, що існує ( ) 0
0
azflim
zz
=
→
, тобто 1))3 ⇒ . 
Теорему доведено. 
 
Теорема 8.5 (Ліувілля). Якщо ціла функція f  обмежена в околі точки ∞=z , то ( ) constzf ≡  
Д о в е д е н н я. Оскільки f  - ціла функція, то її можна розвинути в ряд Тейлора з центром в 
точці 0=z  і радіусом збіжності +∞=R . Цей же ряд можна розуміти як ряд Лорана функції 
f  в околі точки ∞=z . А оскільки за попередньою теоремою в цьому ряді немає головної 
частини, тобто немає членів з додатними степенями z , то ( ) constzf ≡ . 
Наслідок (основна теорема алгебри). Кожний многочлен степеня N∈n  має принаймні один 
корінь. 
Дійсно, якби це було не так, то функція ( ) ( )zPzf n1= , де nP  - многочлен, була б цілою. 
Оскільки ( ) ( )( ) ∞→+=+++= 1101 ozcczczczP nnnnn K  при ∞→z , то ( ) 0→zf  при ∞→z . 
Тому за теоремами 8.4 та 8.5 дістаємо ( ) constzf ≡ , тобто ( ) constzPn ≡ , що неможливо. 
 
8.5 Полюс 
 
Нехай 0z  - полюс функції f . Тоді ( ) ∞→zf  при 0zz → , тобто існує окіл точки 0z , де 
( ) 0≠zf . Звідси випливає, що функція ( ) ( )zfzg 1=  є аналітичною в деякому проколеному 
околі точки 0z  і ( ) 0
0
=
→
zglim
zz
. Отже, 0z  є усувною особливою точкою функції g  і g  має в 0z  
нуль. Таким чином, полюс функції f  є нулем функції g . Логічно буде сформулювати таке 
означення. 
Означення 8.1.  Порядком полюса функції f  в точці 0z  називається порядок нуля функції 
( ) ( )zfzg 1=  в 0z . 
Наприклад, функція zsinw 1=  в точках Z∈= n,nzn π  має полюси першого порядку. 
Зауважимо, що точка ∞=z  не є ізольованою особливою точкою функції zsinw 1= , а є 
граничною точкою полюсів. 
Теорема 8.6  (про канонічне зображення). Для того, щоб аналітична в проколеному околі 
точки 0z   функція f  мала в 0z  полюс п-го порядку, необхідно і достатньо, щоб  
( ) ( )
( )nzz
z
zf
0−
=
ψ
,                                      (8.2) 
де  - функція ψ  аналітична в деякому околі точки 0z  і ( ) 00 ≠zψ . 
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Д о в е д е н н я. Якщо f  має в 0z  полюс п-го порядку, то функція ( ) ( )zfzg 1=  має в 0z  
нуль п-го порядку і за теоремою 8.2 ( ) ( ) ( )zzzzg nϕ0−= , де ϕ  - аналітична в деякому околі 
функція і ( ) 00 ≠zϕ . Звідси випливає зображення (8.2) з ( ) ( )zz ϕψ 1= . 
Навпаки, якщо має місце зображення (8.2), то для функції ( ) ( )zfzg 1=  має місце 
зображення (8.1) з ( ) ( )zz ψϕ 1= , тобто g  має в 0z  нуль п-го порядку, отже, f  має в 0z  
полюс п-го порядку. 
Теорему доведено. 
Теорема 8.7.  Точка 0z  є  полюсом п-го порядку аналітичної функції f тоді і тільки тоді, 
коли ряд Лорана для f  в околі 0z  має вигляд 
( )
( )
( ) KKK +−⋅++++
−
= − kkn
n zzcc
zz
c
zf 00
0
 ,            (8.3) 
0≠nc , якщо ∞≠0z  ; 
( ) KKK +⋅++++⋅= −− kknn zcczczf 0  , 
0≠nc ,  якщо ∞=0z . 
Д о в е д е н н я. Нехай ∞≠0z  є  полюсом п-го порядку аналітичної функції f . Тоді, за 
теоремою 8.6, має місце рівність (8.2), де ψ  аналітична в деякому околі точки 0z  функція і 
( ) 00 ≠zψ . Тому можемо розвинути функцію ψ  в ряд Тейлора 
( ) ( ) 00010 ≠+−⋅+= c~,zzc~c~z Kψ , 
звідки 
( )
( ) ( )
001
0
1
0
0 ≠+
−
+
−
=
−
c~,
zz
c~
zz
c~
zf
nn
K , 
тобто дістаємо (8.3), позначивши knk cc
~
+−= . 
Навпаки, нехай у деякому околі точки ∞≠0z  має місце (8.3). Тоді 
( )
( )
( )( ) ( )
( )
0
1
0
01
0
≠
−
=+−+
−
= −+−− nnnnn c,zz
z
zzcc
zz
zf
ϕ
K , де ( ) ( ) K+−+= +−− 01 zzccz nnϕ , 
тобто ψ  - аналітична в цьому околі функція і ( ) 00 ≠zψ . 
Якщо ∞=0z , то цей випадок зводиться до попереднього заміною z  на  z1 . 
Теорему доведено. 
Приклад 8.3.  Розглянемо раціональну функцію ( ) ( ) ( )zQzPzR = , де P  та Q  - два нескоротні 
многочлени. Ясно, що нулі чисельника P  є нулями функції R , а нулі знаменника Q  є 
полюсами функції R . Дослідимо поведінку функції R  в ∞ . Запишемо  
( ) ( )zz
zdd
zcc
z
dzd
czc
zR mn
m
m
n
nmn
m
m
n
n ϕ⋅=
++
++
=
++
++
= −
−
−
−
0
0
0
0
K
K
K
K
, де, очевидно, функція ϕ  
аналітична в околі точки ∞=z  і ( ) 0≠∞ϕ . Використовуючи теореми 8.2 та 8.6 про канонічні 
зображення, бачимо, що якщо mn ≤ , то в ∞  функція R  має усувну особливу точку, 
причому, якщо mn < , то вона має нуль порядку nm − . Якщо ж mn > , то в ∞  функція R  
має полюс порядку mn − . 
 
8.6 Істотно особлива точка 
Безпосередньо з означення істотно особливої точки та теорем 8.4 і 8.7 випливає таке 
твердження. 
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Теорема 8.8.  Точка 0z  є  істотно особливою точкою аналітичної функції f тоді і тільки тоді, 
коли головна частина ряду Лорана для f  в околі 0z  містить нескінченно багато членів. 
Теорема 8.9 (Сохоцького-Казораті). Якщо 0z  -  істотно особлива точка аналітичної функції 
f , то, яке б не було число C∈C , існує послідовність ( )∞→→ nzzn 0  така, що ( ) Czf n →   
Д о в е д е н н я. Нехай спочатку ∞=C . Тоді у кожному проколеному околі точки 0z  
функція f  не може бути обмеженою, бо в протилежному випадку 0z  була б усувною 
особливою точкою. Оскільки 0z  - ізольована особлива точка, то для всіх досить великих 
N∈n  функція f  є аналітичною в проколеному околі { }nzz:z 10 0 <−< . У кожному 
такому околі існує nz , таке що ( ) nzf n > , бо f  - необмежена. Отже, існує послідовність 
( )nz , така що 0zzn →  і ( ) ∞→nzf . 
Якщо ∞≠Ñ , то можливі два варіанти: або в кожному проколеному околі точки 0z  рівняння 
( ) Czf =  має корені, або існує проколений окіл точки 0z , в якому ( ) Czf ≠ . У першому 
випадку через nz  позначимо один з коренів рівняння ( ) Czf =  в { }nzz:z 10 0 <−<  і цим 
самим вкажемо потрібну нам послідовність. У другому випадку нехай { }δ<−< 00 zz:z  - 
проколений окіл, де ( ) Czf ≠ . Розглянемо в ньому функцію ( )
( ) Czf
zF
−
=
1
. Вона є 
аналітичною в цьому проколеному околі, і, оскільки не існує ( )zflim
zz 0→
, то й не існує 
( )zflim
zz 0→
, тобто 0z  -  істотно особлива точка функції F . Тому за розглянутим випадком 
існує послідовність ( )nz , така що 0zzn →  і ( ) ∞→nzF . Оскільки ( ) ( )zFCzf 1+= , то 
( ) Czf n →  при 0zzn → . Теорему доведено повністю. 
Зауваження 8.2.  З теорем 8.4 і 8.5 випливає, що якщо ціла функція не є тотожно сталою, то 
вона має в ∞  або полюс, або істотно особливу точку. У першому випадку вона – многочлен 
того самого степеня, який порядок полюса (див. теорему 8.7); у другому випадку вона 
називається трансцендентною цілою функцією. Прикладами таких цілих функцій є 
zch,zsh,zcos,zsin,e z . 
 
8.7 Принцип максимуму модуля 
 
Нехай f - аналітична в замкненому крузі { }rzz:z ≤− 0  функція. За теоремою Тейлора 
розвинемо її в степеневий ряд (7.3), який є рівномірно збіжний в цьому замкненому крузі. 
Покладемо ϕirezz += 0 . Тоді 
 ( ) ∑
∞
=
=+
0
0
n
inn
n
i ercrezf ϕϕ  
і    
( ) ( ) ( )=+⋅+=+ ϕϕϕ iii rezfrezfrezf 00
2
0  
( )∑∑∑
∞
=
−+
∞
=
−
∞
=
=⋅=
000 n,k
knikn
kn
k
ikk
k
n
inn
n erccercerc
ϕϕϕ ,             (8.4) 
причому останній ряд рівномірно збіжний відносно [ ]πϕ 20;∈ , бо мажорується рядом  
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∞<





⋅=⋅⋅ ∑∑
∞
=
∞
=
+
2
00 n
n
n
n,k
kn
kn rcrcc . 
Проінтегруємо ряд (8.4) почленно: 
( ) ( )∑ ∫∫
∞
=
−+=+
0
2
0
2
0
2
0 2
1
2
1
n,k
knikn
kn
i derccdrezf
π
ϕ
π
ϕ ϕ
π
ϕ
π
. 
Оскільки (див. приклад 5.1) 
( )



=
≠
=∫ − ,kn,
,kn,
de kni
1
0
2
1 2
0
π
ϕ ϕ
π
 
то маємо рівність Парсеваля: 
( ) ∑∫
∞
=
=+
0
22
2
0
2
02
1
n
n
n
i rcdrezf
π
ϕ ϕ
π
. 
Теорема 8.10 (принцип максимуму модуля). Якщо функція ( ) constzf ≡/  аналітична в області 
D , то її модуль не набуває в D  найбільшого значення. 
Д о в е д е н н я. Припустимо від супротивного, що ( ) ( ) ( ) ( ){ }00 zfzfDzDz ≤∈∀∈∃ . 
Візьмемо замкнений круг { } Drzz:zK ⊂≤−= 0  і розвинемо в ньому функцію f  в ряд 
Тейлора. Тоді за рівністю Парсеваля маємо 
( ) ( ) ( )
,rcrcc
drezfdzfzfc
n
n
i
KK ++++=
=+≥== ∫∫
2222
1
2
0
2
0
2
0
2
0
2
0
2
0
2
0 2
1
2
1 π ϕ
π
ϕ
π
ϕ
π  
тобто ,rcrc nn KK +++≥
2222
10  звідки випливає, що 021 KK === nccc  і, отже, 
( ) 0czf ≡  в K , що неможливо, бо тоді за наслідком 5 з теореми 8.3 дістаємо ( ) 0czf ≡  в D . 
Наслідок 1.  Якщо функція f  аналітична в обмеженій області D  і неперервна в D , то її 
модуль досягає свого найбільшого значення на D∂ , причому, якщо ( ) constzf ≡/ , то лише на 
D∂ . 
Наслідок 2.  Нехай функції f  та g  аналітичні в обмеженій області D  і неперервні на D . 
Тоді, якщо ( ) ( )zgzf ≡  на D∂ , то ( ) ( )zgzf ≡  в D . 
Дійсно, покладемо gf −=ψ . Тоді функція ψ  аналітична в області D , неперервна на D  і 
( ){ } 0=∂∈ Dz:zmax ψ . Тому за попереднім наслідком ( ) 0≡zψ  в D , тобто ( ) ( )zgzf ≡  в D . 
 
8.8 Підіймальна сила крила 
Викладеного матеріалу досить для виведення формули підіймальної сили крила літака в 
плоско-паралельному потоці. Тут не будемо вводити інтеграли за допомогою інтегральних 
сум і подальшого переходу до границі, а відразу оперуватимемо диференціалами, як це 
звичайно роблять у механіці. Надання міркуванням математичної строгості не викликає 
жодних труднощів. 
Нехай задано замкнену криву Γ  - „край крила”, яка є однією із зв′язних компонент межі 
області D , що входить у зовнішність кривої Γ . Нехай в D  задане векторне поле 
швидкостей v . При невеликій швидкості газу (менш як  100м/с) можна вважати це поле 
соленоїдальним і безвихровим. Також припустимо, що v  неперервна в Γ∪D . Позначимо 
через ( )zp  вектор тиску на крило в точці Γ∈z  (тиск означений тут як відношення сили до 
елемента довжини dz ). Тоді на крило діє сила ( )∫=
Γ
dzzpF . 
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З урахуванням того, що сила, яка діє на крило в точці Γ∈z , спрямована по зовнішній 
нормалі відносно D , маємо ( ) ( ) idzzpdzzp = . Використаємо також рівняння Бернуллі для 
стаціонарної течії: ( ) ( ) constzvizp =+ 2
2
ρ
, де ρ - густина газу. Тоді 
( ) ( ) ( )∫∫∫∫ −=−⋅==
ΓΓΓΓ
ρρ
dzzvidzzvidzconstiidzzpF
22
22
. 
Нехай ϕiedzdz = . Зрозуміло, що тоді ( ) ( ) ϕiezvzv ±= , ( ) ( )( ) ϕiezvzv 222 −=  і 
( ) ( )( ) ( )( ) dzzvdzezvdzzv i ⋅== − 2222 ϕ . Тому ( )( )∫ ⋅−=
Γ
dzzvF 2 . 
Якщо тепер покладемо ( ) ( )zvzf = , то функція f  буде аналітичною в D , а попередню 
формулу можна записати так: ( )( )∫ ⋅−=
Γ
ρ
dzzfiF
2
2
. Перейшовши в цій формулі до 
спряжених величин, дістанемо відомуу формулу Чаплигіна (1910 р.): 
( )( )∫−=
Γ
ρ
dzzfiF 2
2
.                                 (8.5) 
Розглянемо випадок, коли D  збігається з зовнішністю кривої Γ . Очевидно, що швидкість 
( )zv  - величина обмежена, а з нею і функція f . Тому f  має в точці ∞  усувну особливу 
точку і розвинення в околі цієї точки 
( ) K+++= −−
2
21
0
z
c
z
c
czf .                                (8.6) 
Звідси випливає, що  
( ) K++= −
z
cc
czf 1022 2
0
.                               (8.7) 
Нехай розвинення (8.6), а з ним і (8.7), справедливі в { }+∞<< zR:z . Позначимо 
{ }10 +== Rz:zΓ . Тоді за теоремами 5.3 та 7.5, з врахуванням рівності (5.8), дістаємо 
( ) ( ) 1022 4
0
−== ∫∫ cicdzzfdzzf π
ΓΓ
                          (8.8) 
і 
( ) ( ) 12
0
−== ∫∫ icdzzfdzzf π
ΓΓ
 .                           (8.9) 
Але  
( ) ΓΓ
Γ
iÏÖdzzf +=∫  ,                             (8.10) 
де ΓÖ  - циркуляція векторного поля v  вздож Γ , ΓÏ  - потік цього поля через Γ . 
Очевидно, що потік, який обтікає Γ , є вектор, напрямлений по дотичній до Γ , тому 
0=ΓÏ . Тому з (8.9) та (8.10) дістанемо, що ( ) 11 2 −− = iÖc πΓ . З (8.6) знаходимо, що 
( ) ( )∞=∞= vfc0 . Підставляючи ці значення в (8.8) і використовуючи (8.5), маємо 
( ) Γρ ÖviF ∞= . З огляду на те, що ρ  і ΓÖ  - дійсні числа випливає знаменита формула 
Жуковського (1906 р.) підіймальної сили літака 
( ) Γρ ÖviF ∞−= . 
Зауважимо, що припущення збігу області D  з зовнішністю Γ  приводить до істотних 
помилок при невеликій висоті польоту, злеті та посадці літака. 
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ЛЕКЦІЯ 9   
 
ТЕОРІЯ ЛИШКІВ 
 
9.1 Означення та формули для обчислення лишків 
Нехай ∞≠0z  - ізольована особлива точка однозначного характеру аналітичної функції f . 
Отже, функція f аналітична в деякому проколеному околі { }δ<−< 00 zz:z .  Лишком 
функції f  у точці 0z  називається величина 
( ) ( ) δ
π
<<= ∫
=−=
r,dzzf
i
zfres
rzz
zz
0
2
1
0
0
. 
За наслідком з теореми 5.2 лишок від r не залежить. 
Нехай тепер ∞=0z  - ізольована особлива точка однозначного характеру для функції f , 
тобто f аналітична в деякому проколеному околі { }+∞<−< 0zzR:z .  Лишком функції f  у 
точці ∞  називається величина 
( ) ( ) +∞<<= ∫
=−∞=
rR,dzzf
i
zfres
rzz
z
0
2
1
π
. 
Якщо розвинемо аналітичну в проколеному околі { }+∞<−< 0zzR:z  функцію f  в ряд 
Лорана (7.5) з коефіцієнтами nc , визначеними формулами (7.6), і в (7.6) візьмемо 1−=n , то 
легко дістанемо, що  
( ) 1
0
−
=
= czfres
zz
.                                       (9.1) 
У випадку, коли ∞=0z , аналогічно маємо 
( ) 1−
∞=
−= czfres
z
.                                      (9.2) 
Зауваження 9.1.  Формули (9.1) та (9.2) можна було б вважати означеннями лишків. З них 
випливає, що лишок в усувній точці ∞≠0z  дорівнює нулеві. Якщо ж ∞=0z  є усувною 
точкою, то лишок не обов′язково дорівнює нулеві, бо член zc 1−  входить у правильну (а не в 
головну) частину ряду Лорана. Проте, якщо f  має в ∞  нуль принаймні другого порядку, то 
01 =−c , і, отже,  ( ) 0=
∞=
zfres
z
. Якщо ж f  має в ∞  нуль першого порядку, то 
( ) 01 ≠−= −
∞=
czfres
z
. 
Якщо 0z  - істотно особлива точко, то для обчислення лишка слід використовувари формули 
(9.1) та (9.2). 
У випадку, коли ∞≠0z  - полюс, виведемо спеціальні формули для обчислення лишка. Отже, 
нехай 0z  - полюс n -го порядку для функції f . Тоді, за теоремою 8.6, ( )
( )
( )nzz
z
zf
0−
=
ψ
, де 
функція ( ) ( ) K+−⋅+= 010 zzc~c~zψ , 00 ≠c~  аналітична в деякому околі точки 0z . Оскільки 
( )( )
!k
z
c~
k
k
0ψ=  і 11 −− = nc
~c , то ( )
( )( )
( )
=
−
=
−
= !n
z
zfres
n
zz 1
0
1
0
ψ
 
( )
( ) ( )( )
0
01
1
1
1
zz
n
n
n
zfzz
dz
d
!n
=
−
−
−
−
= , тобто 
( )
( )
( ) ( )( )zfzz
dz
d
lim
!n
zfres n
n
n
zzzz
01
1
00 1
1
−
−
=
−
−
→=
.                 (9.3) 
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Відзначимо, що виведена формула корисна і в більш загальній ситуації. Наприкад, для 
функції ( ) zsinzzf 3−=  точка 0=z  є полюсом другого порядку. Проте зручніше 
використовувати не канонічне зображення, а взяти 3=n , ( ) zsinz =ψ . Тоді 
( ) ( ) 0
2
1
00
=″=
== zz
zsin
!
zfres . 
Якщо ∞≠0z - полюс першого порядку, то з (9.3) маємо  
( ) ( ) ( )( )zfzzlimzfres
zzzz
0
00
−=
→=
.                           (9.4) 
Якщо аналітичну в проколеному околі точки 0z  функцію можна подати у вигляді 
( ) ( )
( )z
z
zf
ϕ
ψ
= , де ψ  та ϕ - аналітичні в околі 0z  функції, причому 0z  є для ϕ  нулем першого 
порядку, а ( ) 00 ≠zψ , то ( )
( ) ( )
( )
( ) ( )
( ) ( )0
00
000 zz
zzz
lim
z
zzz
limzfres
zzzzzz ϕϕ
ψ
ϕ
ψ
−
−
=
−
=
→→=
,   тобто 
( ) ( )
( )0
0
0 z
z
zfres
zz ϕ
ψ
′
=
=
.                                      (9.5) 
Зауваження 9.2.  Виведеними формулами (9.3) - (9.5) не можна користуватися, коли точка 
∞=0z  є полюсом для функції f . Але, якщо перейдемо до функції ( )zf 1  і проробимо 
аналогічну до розглянутого випадку процедуру, то дістанемо формулу для обчислення 
лишку, коли ∞=0z  є полюсом n -го порядку: 
( )
( ) 












+
−=
+
+
→∞= z
fz
dz
d
lim
!n
zfres n
n
n
zz
1
1
1
1
1
0
. 
Зауваження 9.3.  З означення лишка випливає, що 
( ) ( )∑∑
= ===
=
m
j
j
zz
m
j
j
zz
zfreszfres
11 00
, 
і, якщо функція f  парна, то її лишки в 0 та ∞  дорівнюють нулеві. Дійсно, якщо запишемо 
( ) ( ) ( )( ) 2zfzfzf −+= , то побачимо, що в ряді Лорана функції f  в околі 0=z  або ∞=z  
відсутні непарні степені, отже, 01 =−c . Наприклад, для розглянутої функції ( ) zsinzzf 3−= , 
яка є парною, без жодних обчислень можна стверджувати, що ( ) ( ) 0
0
==
∞==
zfreszfres
zz
. 
9.2 Основна теорема про лишки 
 
Теорема 9.1.  Нехай функція f  аналітична в замкненій області D , обмеженій скінченним 
числом замкнених жордонових кривих, за винятком скінченної кількості ізольованих 
особливих точок Dz,,z,z q ∈K21 . Тоді 
( ) ( )∑∫
= =∂
=
q
j zzD
zfresidzzf
j1
2π .                            (9.6) 
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Д о в е д е н н я. Побудуємо круги jK  з центрами jz  так, щоб DK j ⊂  для всіх q,,,j K21=  
і ∅=∩ lj KK  при lj ≠ . Нехай U
q
j
jK\DG
1=
= . Тоді за теоремою 5.2 ( ) 0=∫
∂G
dzzf , звідки, так 
як U
q
j
j
KDG
1=
−∂∂=∂  , легко одержуємо, що 
( ) ( ) ( ) ( )∑∫∑ ∫∫
= =∂= ∂∂
−=−=
q
j zzD
q
j KD
zfresidzzfdzzfdzzf
j
j
11
20 π ,  
тобто маємо потрібну рівність, що й доводить теорему. 
Використовуючи теорему 9.1 (основну теорему про лишки), легко довести таке твердження. 
Теорема 9.2.  Нехай функція f  аналітична в C , за винятком скінченної кількості 
ізольованих особливих точок 121 −qz,,z,z K  і нехай ∞=qz . Тоді 
( ) 0
1
=∑
= =
q
j zz
zfres
j
.                               
Д о в е д е н н я. Візьмемо круг K  з центром в 0=z  так, щоб він містив усі точки 
121 −qz,,z,z K . За основною теоремою про лишки ( ) ( )∫∑
∂
−
= =
=
K
q
j zz
dzzf
i
zfres
j π2
11
1
. З іншого боку, 
( ) ( )∫
∂=
−=
K
zz
dzzf
i
zfres
q π2
1
. З цих двох рівностей випливає потрібна формула. 
Ґрунтуючись на теоремі 9.2, подамо ще одне доведення основної теореми алгебри (див. 
наслідок з теореми 8.5). Припустимо, від супротивного, що многочлен P  степеня 1≥n  не 
має нулів. Тоді PPf ′=  - ціла функція. Степінь многочлена P′  дорівнює 1−n , тому 
раціональна функція f  має в ∞  нуль першого порядку (див. п. 8.5), отже, ( ) 0≠
∞=
zfres
z
. Це 
суперечить теоремі 9.2, бо, за припущенням, в скінченній площині функція f  особливих 
точок не має. 
Розглянемо застосування основної теореми про лишки до обчислення деяких інтегралів. 
 
9.3 Обчислення інтегралів від тригонометричних функцій 
Розглянемо визначений інтеграл 
( )∫=
π
ϕϕϕ
2
0
dnsin,mcosRI ,                           (9.6') 
де R  - раціональна функція двох змінних, NN ∈∈ n,m , причому підінтегральна функція при 
усіх R∈ϕ  не дорівнює ∞ . Зробимо заміну zei =ϕ . Тоді ,diedz i ϕϕ= ,
iz
dz
d =ϕ   
22
mmimim zzee
mcos
−− +
=
+
=
ϕϕ
ϕ  , 
i
zz
nsin
nn
2
−−
=ϕ . Очевидно, що якщо ϕ  неперервно 
змінюватиметься від 0 до π2 , то z опише один раз коло { }1=z:z проти годинникової 
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стрілки. Тому інтеграл (9.6) дорівнюватиме ( )∫
=
=
1z
dzzQI ,  де  
( )
izi
zz
,
zz
RzQ
nnmm 1
22
⋅




 −+
=
−−
. 
Ясно, що Q  - раціональна функція, особливими точками якої є полюси, які позначимо через 
jb . На колі { }1=z:z  особливих точок немає. Тому за теоремою 9.1 
( )∑
< =
=
1
2
j
jb bz
zQresiI π .                                   (9.7) 
Приклад 9.1.  Обчислити інтеграл ∫ −−
π
ϕϕ
ϕ2
0 32 sincos
d
. 
Р о з в′ я з а н н я . Очевидно, підінтегральна функція неперервна при всіх R∈ϕ . Зробивши 
заміну zei =ϕ , матимемо 
2
1−+
=
zz
cosϕ , 
i
zz
sin
2
1−−
=ϕ , ,
iz
dz
d =ϕ  отже,  
( )∫∫ == −− ++−−
=






−
−
−
+
=
1
2
1
11 262
2
3
2
2
2
zz iizzi
dz
iz
i
zzzz
dz
I . 
Як бачимо, підінтегральна функція є раціональною ( )
( ) iizzi
zR
++−−
=
262
2
2
, знаменником 
якої є квадратний тричлен ( ) iizzi ++−− 262 2 . Знаходимо його корені iz
5
2
5
1
1 −=  та 
iz 212 −= , які є простими і, очевидно, не є коренями чисельника. Отже, (приклад 8.2), вони є 
полюсами першого порядку для ( )zR . Інших особливих точок функція ( )zR  не має. Оскільки 
1551 <=z , а 152 >=z , то, за рівністю (9.7), з використанням формули (9.5), маємо 
( )
( )( ) ( )
.
i
i
izi
i
iizzi
i
iizzi
resi
sincos
d
iz
iz
zz
ππ
ππ
π
ϕϕ
ϕπ
−=
−
=
=
−−
=′
++−−
=
=


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

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=
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=
∫
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2
2
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2
2
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2
2
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2
2
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5
2
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1
5
2
5
1
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2
2
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9.4 Обчислення невласних інтегралів 
 
Лема 9.1. Нехай функція f  аналітична в замкненій півплощині { }0≥zIm:z , за винятком 
скінченної кількості точок, і існують додатні числа M , 0R  та δ , такі що  
( ) ( ){ }δ−−≤≥>∀ 10 0 zMzfzIm,Rz:z  . 
Тоді 
( ) 0=∫
+∞→
R
dzzflim
R Γ
,  де  { }πϕΓ ϕ ≤≤== 0:Rez iR . 
Д о в е д е н н я. При 0RR > , використовуючи властивість 
06  визначеного інтеграла, маємо 
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( ) ( ) 011 →=≤≤ −−−−∫∫∫ RMRdzzMdzzfdzzf
RRR
πδ
Γ
δ
ΓΓ
 
при +∞→R , що й треба було довести. 
Зауваження 9.4.  Умови леми 7.1 виконуються, якщо f  аналітична в { }0≥zIm:z  за 
винятком скінченної кількості точок, а в ∞  має нуль принаймні другого порядку, тобто 
( ) ( ) 2≥= − m,zzzf mϕ , де функція ϕ  аналітична в околі точки ∞  і ( ) 0≠∞ϕ . 
Теорема 9.3.  Якщо функція f  задовольняє умовам леми 9.1 і на дійсній осі не має 
особливих точок, то 
( ) ( )∑∫
> =
+∞
∞−
=
0
2
j jzIm
zz
zfresidxxf π .                          (9.8) 
Д о в е д е н н я. Оскільки ( ) δ−−≤ 1xMxf  при 0Rx > , то інтеграл у лівій частині (9.8) 
абсолютно збіжний. Візьмемо 0RR >  настільки великим, щоб усі точки множини { }jz  
містилися в області { }Rz,zIm:z <> 0 . Тоді, за теоремою 9.1, маємо  
( ) ( ) ( )∑∫∫
> =−
=+
0
2
j jR
zIm zz
R
R
zfresidzzfdxxf π
Γ
.                   (9.9) 
Але  ( ) ( )∫∫
+∞
∞−−
→ dxxfdxxf
R
R
   і за лемою 9.1   ( ) 0→∫
R
dzzf
Γ
   при +∞→R . Тому з (9.9) 
дістаємо (9.8) і тим самим доводимо теорему. 
Приклад 9.2.  Обчислити  інтеграл 
( )∫
+∞
+0
32 1
2
x
dx
. 
Р о з в′ я з а н н я . Очевидно, підінтегральна функція є раціональною ( )
( )32 1
2
+
=
x
xR , 
знаменник якої не має коренів на дійсній осі. Скориставшись прикладом 8.2, бачимо, що ∞  є 
нулем 6-го порядку для ( )
( )32 1
2
+
=
z
zR , отже, інтеграл збіжний. Точки iz =1  та iz −=2  - нулі 
третього порядку для ( )32 1+z , отже, вони є полюсами третього порядку для ( )zR . В усіх 
інших точках ( )zR  аналітична. Таким чином, ( )zR  задовольняє усім умовам теореми 9.3. 
Тому, враховуючи парність ( )xR , за формулами (9.8) та (9.3) маємо: 
( ) ( ) ( )
( )
( )( )( ) ( )
( ) ( )
.
i
i
iz
lim
i
iz
lim
i
iziz
iz
dz
d
lim
!
i
z
resi
x
dx
x
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iziz
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2
24
2
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2
2
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2
1
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2
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πππ
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+
→
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+∞
∞− =
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∫∫
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9.5 Лема Жордана та її застосування 
 
Лема 9.2 (Жордана). Нехай функція f  аналітична в замкненій півплощині { }0≥zIm:z , за 
винятком скінченної кількості точок, і ( ){ } 0→=∈ RRz:zfmax αΓ  при +∞→R , де 
{ }πϕΓ ϕ ≤≤== 0:Rez iR . Тоді, якщо 0>a , то 
( ) 0=∫
+∞→
R
dzezflim iaz
R Γ
. 
Д о в е д е н н я. Зробимо заміну ϕiRez = , де πϕ ≤≤0 . Тоді ϕiRez = , ϕϕdRiedz i= ,  
ϕϕdRiedz i= ,  ϕRddz =  і, використовуючи нерівність 
π
ϕ
ϕ
2
≥sin  при 
2
0
π
ϕ ≤≤ , дістанемо 
( ) ( )
=≤=
=≤≤
∫∫
∫∫∫
−−
−
2
0
2
2
0
0
22
π
πϕ
π
ϕ
π
ϕ
ΓΓ
ϕαϕα
ϕα
deRdeR
deRdzezfdzezf
aR
R
sinaR
R
sinaR
R
iaziaz
RR
 
( ) ,Re
a
aR
R +∞→→−=
−    ïðè  01α
π
 
що й треба було довести. 
Нехай функція f  аналітична в замкненій півплощині { }0≥zIm:z , за винятком скінченної 
кількості точок  nz,,z,z K21  з півплощини { }0>zIm:z  і полюсів першого порядку 
mx,,x,x K21 , які лежать на дійсній осі. Розглянемо при 0>a  
( )∫=
ε
ε
,RI
iax
,R dxeõfJ , 
де  [ ] ( )U
m
k
kkkk,R x,x\R;RI
1=
+−−= εεε ,   0>kε ,   εε =∑
=
m
k
k
1
. 
Теорема 9.4.  Якщо при цьому ( ){ }=∈ Rz:zfmax Γ  0→= Rα  при +∞→R , де 
{ }πϕΓ ϕ ≤≤== 0:Rez iR , то існує так званий інтеграл в розумінні головного значення 
( ) ε
ε
,R
R
iax Jlimdxeõf.p.VJ
0→
+∞→
+∞
∞−
== ∫                           (9.10) 
і дорівнює 
( )( ) ( )( )∑∑
= == =
+=
m
k
iaz
xz
n
k
iaz
zz
ezfresiezfresiJ
kk 11
2 ππ .            (9.11) 
Д о в е д е н н я. Позначимо через kγ  ( m,,,k K21= ) верхнє півколо з центром у точці kx  і 
радіусом kε . Числа kε  беремо настільки малими, щоб утворені таким чином верхні півкруги 
не перетинались. Візьмемо R  настільки великим, щоб усі Rx,Rz kkk <+< ε , і 
розглянемо область D , обмежену півколом RΓ , півколами kγ  і відрізками дійсної осі  
(рис. 9.1). За основною теоремою про лишки  
( )( )∑
= =
=
n
k
iaz
zz
ezfresi
k1
2π ( ) ( ) += ∫∫
∂ R
dzezfdzezf iaz
D
iaz
Γ
                          
( )∑ ∫
= −
++
m
k
iaz
,R
k
dzezfJ
1 γ
ε          (9.12) 
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За лемою Жордана ( ) 0→∫
R
dzezf iaz
Γ
 при +∞→R . Функцію ( ) iazezf  в околі точки kxz =  
можна записати у вигляді (див. (8.3)) 
( )
( )
( )zh
xz
c
ezf k
k
k
iaz +
−
= −1 , 
де kh  - аналітична в цьому околі функція. Тому, якщо kε  досить мале, маємо  
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( )
( )
( ) ( ) ( ) ( )( )iaz
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k
k
k
k
k
k
k
iaziaz
ezfresiicdzzh
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dz
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xz
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kk
kkk
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

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


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∫∫∫
−
ππ
γγ
γγγ
11
1
 
при 0→kε , бо, використовуючи заміну 
ϕε ikk exz =− , 
i
e
die
xz
dz
i
i
kk
π
ϕπ
ϕ
ϕ
γ
==
− ∫∫ 0
, 
і, оскільки функція kh  обмежена деяким числом M  у відповідному околі, то 
( ) 0→≤∫ kk Mdzzh
k
πε
γ
   при 0→kε . 
Зрозуміло, що при 0→ε  усі 0→kε . Отже, спрямовуючи 0→ε  і +∞→R , з (9.12) та (9.10) 
дістаємо (9.11). 
Теорема доведена. 
Зауваження 9.5.  Зрозуміло, що якщо інтеграл ( )∫
+∞
∞−
dxxg   збіжний,  то  
( ) ( )∫∫
+∞
∞−
+∞
∞−
= dxxgdxxg.p.V . 
Наслідок 1.  Якщо функція f  задовольняє умовам леми Жордана і на дійсній осі не має 
особливих точок, то при 0>a  
( ) ( )( )∑∫
= =
+∞
∞−
=
n
k
iaz
zz
iax ezfresidxeõf.p.V
k1
2π .                  (9.13) 
Наслідок 2. Нехай f  задовольняє умовам леми Жордана і ( ) 0=õfIm  при R∈x . Тоді з 
(9.10) та (9.11), з огляду на рівність axsiniaxcoseiax += , при 0>a  маємо 
0 
z 
Рисунок 9.1 
-R R 
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mγ1γ  
nz  
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 Приклад 9.3.  Легко бачити, що функція ( )
z
zf
1
=  задовольняє умовам останнього 
сформульованого наслідку. Оскільки ( )zf  - аналітична в усіх точках 0≠z  і 11
0
=





= z
res
z
, то 
для збіжного інтеграла ∫
+∞
0
dx
x
axsin
, з огляду на зауваження 9.5, за рівністю (9.15), дістаємо 
( )
22
11
2
1
2
1
00
π
ππ ==










==
=
+∞
∞−
+∞
∫∫ iImz
resiImdx
x
axsin
dx
x
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z
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9.6 Обчислення інтегралів за допомогою вибору   однозначної вітки 
В усіх попередніх випадках розглядались однозначні аналітичні функції. Проте, якщо контур 
інтегрування можна вибрати так, щоб у його внутрішності можна було вибрати однозначну 
вітку підінтегральної многозначної функції, то теорію лишків зможемо застосувати до цієї 
вітки і обчислити потрібний інтеграл. Для прикладу розглянемо інтеграл 
( ) 10
0
1 <<∫
+∞
− αα ,dxxfx
. 
Нехай функція f  аналітична в C , за винятком скінченної кількості ізольованих особливих 
точок qz,,z,z K21 , які не лежать на додатній дійсній півосі, 121 −qz,,z,z K  і нехай точка 
∞=z  є нулем функції f . За таких умов в 
області { }π20 <<= zarg:zD  виберемо однозначну вітку 
многозначної функції 1−αz  так, щоб ( )120 1 −>> − απαzarg . 
Нехай ( ) ( )zfzz 1−= αϕ . Виберемо контур, зображений 
на рис. 9.2. За основною теоремою про лишки маємо 
( ) ( ) ++ ∫∫ −−
R
dzzfzdzzfz
Γ
α
γ
α 11
1
 
( ) ( ) ( )∑∫∫
= =
−− =++
−
q
j zz
zresidzzfzdzzfz
j1
11 2
2
ϕπ
ρΓ
α
γ
α  .         (9.16) 
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Розглянемо кожний доданок у лівій частині (9.16). Оскільки за умовою в околі точки ∞=z  
для функції f  має місце оцінка ( ) 1−≤ zMzf , де 0>= constM , то для другого доданка 
матимемо 
( ) 022
1
11 →=⋅≤
−
−−∫ α
α
Γ
α ππ
R
M
RR
R
M
dzzfz
R
   при +∞→R . 
За умовою для функції f  в околі точки 0=z  виконується ( ) 1Mzf ≤ , де 01 >= constM , а 
0>α , тому для четвертого доданка матимемо 
( ) 022 1111 →=⋅≤ −−∫
−
αα
Γ
α ρππρρ
ρ
MMdzzfz   при 0→ρ . 
Перший доданок дорівнює ( )∫ −
R
dxxfx
ρ
α 1 . Третій доданок – це інтеграл по нижньому березі 
розрізу, де π2=zarg , отже, ixez π2=  і ( ) απααπαα ii exexz 211211 −−−− == ,  0>x . Тому третій 
доданок дорівнює ( ) ( )∫ −−
R
i dxxfxe
ρ
ααπ 12 . Об′єднуючи усі ці співвідношення, при 0→ρ  і 
+∞→R  дістаємо  
( ) ( )( )
( )( ) .,zfzrese
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9.7 Логарифмічний лишок. Принцип аргумента 
 
Нехай функція f  аналітична в області D , за винятком скінченної кількості особливих точок, 
які є полюсами. Функція ff ′=χ  називається логарифмічною похідною функції f . Якщо 
Dz ∈0  - нуль п-го порядку функції f , то, за теоремою 8.2, ( ) ( ) ( )zzzzf nϕ0−= , де функція 
ϕ  аналітична в деякому околі точки 0z  і ( ) 00 ≠zϕ . Тоді  
 ( ) ( ) ( ) ( ) ( )zzznzzzzf nn ϕϕ 100 −−+′−=′ ,  
тобто 
( )
( )
( )
( ) 0zz
n
z
z
zf
zf
−
+
′
=
′
ϕ
ϕ
. Отже, в точці 0z  функція χ  має полюс першого порядку і  
( ) ( )
( )
n
zf
zf
reszres
zzzz
=
′
=
== 00
χ .                              (9.17) 
Якщо Dz ∈0  - полюс порядку р функції f , то за теоремою 8.6 ( ) ( ) ( )zzzzf pψ−−= 0 , де 
функція ψ  аналітична в деякому околі точки 0z  і ( ) 00 ≠zψ . Тому  ( )
( )
( )
−
′
=
z
z
z
ψ
ψ
χ  
0zz
p
−
− , 
тобто χ  у точці 0z  має також полюс першого порядку, але 
( ) ( )
( )
p
zf
zf
reszres
zzzz
−=
′
=
== 00
χ .                             (9.18) 
Теорема 9.5 (принцип аргумента). Нехай область D  обмежена скінченним числом 
замкнених жорданових кривих, а функція f  аналітична в D , за винятком скінченної 
кількості полюсів, причому на D∂  функція f  не має нулів і полюсів. Тоді 
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( )zfArgPN D∂=− ∆π2
1
,                            (9.19) 
де N  - кількість нулів, а P  - кількість полюсів функції f  в області D  з урахуванням їх 
порядків. 
Д о в е д е н н я. Застосуємо теорему 9.1 до функції ff ′ . Тоді, враховуючи (9.17) та (9.18), 
маємо  
( )
( )
( )
( )
( )PNi
zf
zf
residz
zf
zf
Dz zzD j j
−=
′
=
′
∑∫
∈ =∂
ππ 22 .           (9.20) 
З іншого боку, многозначною первісною для ff ′  є fLn . Тому 
( )
( )
( ) ( )zfArgizfLndz
zf
zf
DD
D
∂∂
∂
==
′
∫ ∆∆ .                (9.21)  
З (9.20) і (9.21) дістаємо потрібну рівність і тим самим доводимо теорему. 
Теорема 9.6 (Руше). Нехай область D  обмежена скінченним числом жорданових кривих, а 
функція f  та g аналітичні в замкненій області D і ( ) ( )zfzg <  при всіх Dz ∂∈ . Тоді 
функції gf +  та f  мають в D  однакову кількість нулів (з урахуванням порядків). 
Д о в е д е н н я. Позначимо через ( )fN  та ( )gfN +  кількість нулів відповідно функцій f  та 
gf +  в D  з урахуванням їх порядків. Оскільки  f  та gf +  аналітичні в D  і не мають на 
D∂  нулів, то за теоремою 9.5  
( ) fArgfN D∂= ∆π2
1
,    ( ) ( )gfArggfN D +=+ ∂∆π2
1
, 
звідки 
( ) ( ) ( )( ) =−+=−+ ∂ fArggfArgfNgfN D∆π2
1






+= ∂ f
g
ArgD 12
1
∆
π
.                    (9.22) 
Розглянемо функцію 
( )
( )zg
zf
w +=1 . При обході точкою z  однієї замкненої кривої на краю D∂  
відповідна точка w  опише деяку замкнену криву Γ , яка, з огляду на те, що ( ) ( )zfzg <  
при всіх Dz ∂∈ , лежатиме в крузі { }11 <−w:w . Але в ньому можна вибрати однозначну 
вітку wArg . Отже, 01 ==





+ wArg
f
g
Arg ΓΓ ∆∆ , тому 01 =





+∂ f
g
ArgD∆  і, враховуючи 
(9.22), теорема 9.6 доведена. 
На завершення подамо ще одне доведення основної теореми алгебри як насліду з теореми 
Руше. 
Наслідок.  Многочлен п-го степеня має в C  рівно п нулів (з урахуванням їх порядків). 
Дійсно, запишемо многочлен п-го степеня ( ) 0111 czczczczP nnnnn ++++= −− K , 0≠nc  , у 
вигляді gfPn += , де ( ) nn zczf =  і ( ) 0111 czczczg nn +++= −− K . Оскільки 
( )
( )
0
111 0
1
11 →+++=
−
−
n
n
n
nn
n
zc
c
zc
c
zc
c
zf
zg
K  при ∞→z , то 
( )( )( ) ( ) ( ){ }zfzgRzzRRR <⇒=∈∀>∀>∃ C00 0 . 
Тоді за теоремою Руше кількості нулів nP  і f   рівні в { }Rz:z < . Оскільки f  має в 0=z  
нуль п-го порядку, то цим наслідок доведений.  
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