Abstract-In stable biological and ecological networks, the steady-state influence matrix gathers the signs of steady-state responses to step-like perturbations affecting the variables. Such signs are difficult to predict a priori, because they result from a combination of direct effects (deducible from the Jacobian of the network dynamics) and indirect effects. For stable monotone or cooperative networks, the sign pattern of the influence matrix can be qualitatively determined based exclusively on the sign pattern of the system Jacobian. For other classes of networks, we show that a semi-qualitative approach yields sufficient conditions for Jacobians with a given sign pattern to admit a fully positive influence matrix, and we also provide quantitative conditions for Jacobians that are translated eventually nonnegative matrices. We present a computational test to check whether the influence matrix has a constant sign pattern in spite of parameter variations, and we apply this algorithm to quasi-Metzler Jacobian matrices, to assess whether positivity of the influence matrix is preserved in spite of deviations from cooperativity. When the influence matrix is fully positive, we give a simple vertex algorithm to test robust stability. The devised criteria are applied to analyse the steadystate behaviour of ecological and biomolecular networks.
I. INTRODUCTION
A vast class of biological and ecological systems can be modelled as networks, where the nodes correspond to species concentrations and the edges to their direct interactions (transcription factor and binding site interactions for gene networks, protein-protein bindings for protein networks, predator-prey, mutualistic or competitive interactions for ecological networks, etc.). Assuming that the network is at equilibrium, and the equilibrium is stable, a common way to gain insight into its steady-state behaviour is to perform perturbation experiments in which the concentration of a species is permanently altered (due to stability, perturbations that are only transient may leave the equilibrium point unchanged). In a gene regulatory network, this corresponds for instance to a knock-down or silencing experiment on a gene [27] . In the ecological network literature, these experiments are widely used in field studies and known under the name of press perturbations (see e.g. [3] ). When the density of a species is permanently changed, the network settles to a new equilibrium, where some (or all) of the species concentrations are changed. Such changes in response to step-like perturbations are normally difficult to predict, even when the network topology is available. Indeed, even if the Jacobian of the network dynamics at the original equilibrium point (or the adjacency matrix of the network graph) is available, the effect on the state vector of a step perturbation at one of the nodes is due to the interplay of direct and indirect feedback interactions, where only the former can be deduced from the network "wiring". As these direct and indirect feedback effects are highly entangled, even assessing the sign of the steady-state change of the ith species induced by a step perturbation in the jth species is a challenging task and the outcome often changes with the numerical entries of the Jacobian. The problem is well-known in the context of ecological networks, where it has been formulated and investigated for more than 40 years [18] , [19] , [20] .
The steady-state influence matrix (SSIM), i.e., the sensitivity matrix describing the changes in the equilibrium state vector induced by step-like perturbations of the state variables [15] , is related to the inverse of the Jacobian matrix at the equilibrium [9] , [10] , [17] . Since the dynamics of biological/ecological networks are poorly known, it is useful to approach the problem from a qualitative (parameter-free) perspective and determine the sign pattern of the SSIM, regardless of the numerical values of the Jacobian entries; early attempts to provide qualitative methods in the ecological networks literature rely on the so-called loop analysis, which expands the terms of the Jacobian determinant into products of disjoint elementary circuits [18] , [19] .
Here, building on the results in [14] , we discuss novel criteria to assess the sign of interactions in biological and ecological networks. Section III deals with criteria to determine when a given stable Jacobian J can admit a SSIM M = sgn(−J −1 ) that is fully nonnegative, or is the gauge transformation [11] of a nonnegative matrix (i.e., is similar to a nonnegative matrix through a diagonal signature matrix). This happens when the system is respectively cooperative, or monotone: in these cases, the SSIM can be computed in a purely qualitative way. When the system is not monotone, we provide semi-qualitative conditions to identify sign patterns of the Jacobian that admit a fully positive SSIM for some numerical values (Section III-A). In Section III-B, we show that Jacobians that are translated eventually nonnegative matrices (matrices with some negative entries that however "disappear" when taking powers) admit a positive SSIM: we provide a quantitative condition, which requires the knowledge of the numerical values of the Jacobian entries.
For Jacobian matrices affected by parametric uncertainty, Section IV proposes an algorithm, which generalises that in [15] and relies on the so-called BDC-decomposition [6] , [7] , [15] , to check whether the entire polytope of Jacobian matrices preserves the nominal sign pattern of the SSIM.
As shown in Section V, this algorithm can be applied to quasi-Metzler Jacobian matrices (Metzler matrices perturbed by a few negative off-diagonal entries) so as to assess whether the SSIM remains fully positive even when cooperativity is lost, provided that the deviation from cooperativity is bounded. Whenever the SSIM is fully positive, we propose a simple vertex algorithm (Section V-A) to robustly test the initial assumption of stability of the considered equilibrium, and guarantee stability of the whole polytope of matrices.
Section VI illustrates how the proposed criteria can be effectively employed to gain a deeper insight into the steadystate behaviour of a biomolecular network. 
II. BACKGROUND CONCEPTS AND DEFINITIONS

A. Linear algebraic notations
Matrix A is fully indecomposable if there are no permutation matrices P 1 , P 2 such that P 1 AP 2 is block triangular; equivalently, for some permutation matrix P , P A is irreducible and has nonzero diagonal entries [4, p. 56] .
We denote by σ(A) the spectrum of matrix A, by λ * its dominant eigenvalue λ * = arg max λ∈σ(A) (λ), having the largest real part, and by index λ (A) the multiplicity of its eigenvalue λ as a root of the minimal polynomial (i.e., the dimension of the largest Jordan block associated with λ).
Matrix A is eventually nonnegative (eventually positive) Matrix A is eventually exponentially positive if ∃ t 0 ∈ R such that, ∀ t ≥ t 0 , e At > 0 elementwise; equivalently, its spectral abscissa η(A) = max λi∈σ(A) (λ i ) is a real eigenvalue of A and the corresponding left and right eigenvectors are elementwise positive.
B. Monotone and cooperative systems
Consider the nonlinear dynamical systeṁ
and denote by x(t) ∈ R n its solution at time t with initial condition x(0). Given a partial order for the axes of R n represented by vector σ = (σ 1 , . . . , σ n ), with σ i ∈ {±1}, and the associated gauge matrix Σ = diag(σ) (as defined in [11] ), system (1) is monotone w. r. t. σ if, for all x 1 (0), [25] , [26] . The ordering is strict if, in addition, strict inequality holds for at least one of the coordinates of
for all i, the system is cooperative: system (1) is cooperative if and only if its Jacobian J(x) = ∂f (x)/∂x is Metzler (i.e., it has nonnegative off-diagonal entries); in 
The two conditions above admit a graph-theoretical reformulation: system (1) is cooperative iff all the edges of G(S) (excluding self-loops) are positive, and is monotone with respect to some order iff all directed cycles of length > 1 in G(S) are positive. Monotonicity, combined with irreducibility of J(x) at all x, implies strong monotonicity of system (1).
C. Step perturbations and steady-state influence matrix
Let system (1) represent the evolution of a biochemical (or ecological) system with n-species, where the ith component of vector x(t) = [x 1 (t) . . . x n (t)] represents the concentration (resp. population density) of species i and the ith component of the continuously differentiable vector function f (x(t)) = [f 1 (x(t)) . . . f n (x(t))] is the corresponding overall reaction rate (resp. growth rate).
Assumption 1: System (1) admits an asymptotically stable equilibrium pointx: f (x) = 0. The entry [J] ij of the system Jacobian matrix
expresses the direct effect of species j on the growth rate of species i. Depending on the sign pattern S = sgn(J), each species has a positive/negative direct influence, or no direct influence, on each of the other species. This is visually represented in the associated graph G(S) by a positive/negative edge, or no edge, between the two corresponding nodes.
Assumption 2:
The diagonal entries of J are negative. This is typically true in biological and ecological systems.
While J includes direct effects only, the net steady-state influence, combining all direct and indirect feedback effects, is given by the steady-state influence matrix (SSIM) M , whose entry M ij predicts the signed steady-state response of species i to a positive step perturbation on species j: at the new equilibrium,x i will be higher if M ij > 0, lower if M ij < 0 and unchanged if M ij = 0. To compute M , following the approach in [15] , we consider the systeṁ
where u is a scalar persistent input, E j is a column vector with a single non-zero entry, equal to 1, in the jth position and H i is a row vector with a single non-zero entry, equal to 1, in the ith position (hence y is one of the state variables). We assume that there exists an asymptotically stable equilibrium pointx, corresponding toū, such that f (x)+Eū = 0, and that the perturbing input is small enough to ensure that the stability ofx(u) is preserved. Then, based on the implicit function theorem and on the system linearisation in a neighbourhood of the equilibriumx, as discussed in [15] , the influence M ij can be computed as the sign of
where n ij (0) and d(0) are the numerator and the denominator of the transfer function
hence the influence is determined by the sign of n ij (0):
Equivalently, as discussed in the ecological literature (see e.g. [9] , [10] , [17] , [20] ), the SSIM is
Since det(−J) > 0, J is invertible and we can equivalently consider the sign pattern of −J −1 :
The steady-state influence M ij is qualitatively signed if it always has the same sign (positive, negative, or zero), for any choice of parameter values in the system [15] ; otherwise, it is indeterminate (it can have a different sign depending on the chosen parameter values).
D. BDC-decomposition
System (1) admits a BDC-decomposition [6] , [7] , [15] if, for any x in the domain, J(x) = ∂f (x)/∂x can be written as the positive linear combination of rank-one matrices:
where B h and C h are column and row vectors, respectively (columns of matrix B and rows of matrix C), so that R h = [B h C h ] are constant rank-one matrices, while the diagonal entries D h (x), h = 1, . . . , q, of the diagonal matrix D(x) are positive scalar functions of x.
For all systems admitting a BDC-decomposition (which include systems with a sign-definite Jacobian), M ij can be evaluated based on a qualitative vertex algorithm [15] that yields "+1" if the influence is always positive regardless of the parameters (i.e., for any choice of D h > 0), "−1" if it is always negative, "0" if its always zero, and "?" if the behaviour is parameter-dependent.
III. POSITIVE STEADY-STATE INFLUENCE MATRICES
Can a system admit a SSIM that is positive, or that is the gauge transformation of a positive matrix?
A. Qualitative and semi-qualitative criteria
The SSIM is elementwise nonnegative for all cooperative systems, whose stable Jacobian is Metzler, and is elementwise positive if, in addition, the Metzler Jacobian is irreducible [12] , [15] , [14] . The converse is not true: some systems yield a fully positive SSIM, but their Jacobian matrix is not Metzler [15] . The results are qualitative, in that they do not require information about parameter values.
Since the Jacobian J of any monotone system becomes Metzler after a gauge transformation Σ, the result for cooperative systems can be generalised to monotone systems [24] , [25] , [26] , provided that J is stable: in this case, M = ΣM Σ, whereM ij is elementwise nonnegative, and elementwise positive if J is irreducible.
If the system is not monotone, purely qualitative conditions cannot be provided. The converse is not true [14, Suppl., Example 1]. Theorem 1 can be extended to systems that have a strongly monotone backbone, i.e., such that G (ΣSΣ)
+ is strongly connected, where Σ is a gauge transformation matrix.
Theorem 2: For any irreducible matrix S with
B. Quantitative criteria
Other matrices J that yield a positive SSIM M , but are not associated with cooperative systems, can be found based on a quantitative approach: this is the case of eventually nonnegative matrices [21] , [22] with a proper diagonal shift.
Given an irreducible and eventually nonnegative matrix F , there exists an interval (ρ(F ), β) of the real line, where ρ(F ) is the spectral radius of F , such that for all α ∈ (ρ(F ), β), the matrix J = F − αI is stable and such that Other, similar, cases are described in [23] . For instance, if we consider the closely related class of eventually positive matrices, then we can obtain qualitative conditions on the sign pattern that forbid a certain qualitative class of matrices to have a representative that is eventually positive. A first necessary condition for a qualitative class Q[S] to contain an eventually positive matrix is that S is irreducible [5] ; another is given by the following theorem. 
IV. ROBUST INFLUENCE MATRIX COMPUTATION
Following the approach in [15] , we consider systeṁ
where x ∈ R n , f (·) is continuously differentiable, u ∈ R is an input, y ∈ R is an output, and we assume that there exists an asymptotically stable equilibrium pointx. Then, both the state asymptotic valuex(u) and the output asymptotic valueȳ(u) = Hx are functions of u. The steady-state input-output influence [15] is the ensuing variation of the steady state of the system output y, upon a variation in the input u (a relevant variable or parameter). We assume that the considered input perturbation is small enough to ensure that the stability ofx(u) is preserved. Different variables of interest for the system may respond with a steady-state variation that has the same sign as the input variation, the opposite sign, or is zero. The steady-state input-output influence is qualitatively signed if it always has the same sign (positive, negative, or zero), regardless of the choice of parameter values. As shown in [15] , denoting by J the Jacobian matrix, the steady-state input-output influence can be expressed based on the implicit function theorem as
where det(−J) > 0, in view of stability. Entry M ij of the SSIM can be computed by evaluating the sign of n(J, E, H) in (9) 
the matrices corresponding to all possible choices of the diagonal matrix D with
Necessity is immediate in view of continuity. Sufficiency relies on the multiaffinity of n(J, E, H) with respect to the entries of J. A multiaffine function defined on a hypercube reaches its minimum and maximum on a vertex of the hypercube [2, Lemma 14.5.5]. We provide a sufficiency proof for claim (ii) (the other cases are similar). Being the function multiaffine, it must be n(BDC, E, H) ≥ 0 in the whole hypercube. Assume by contradiction that there is an internal point of the hypercube with n(BDC, E, H) = 0. Then, for variations along the direction D
, the restricted function is linear and nonnegative: if it is zero at one point, it must be zero at both the extrema,
(1) ), in both cases we can repeat the same argument along the direction of all the other diagonal entries of D, to conclude that it must be n(BDC, E, H) = 0 for all the vertices. However, this contradicts the assumption that n(BD (v) C, E, H) > 0 for some v. Hence, it must be n(BDC, E, H) > 0 for all internal points of the hypercube.
Theorem 6 of course particularises to the case of interval Jacobian matrices, whose entries are bounded within given intervals
If the test provides a qualitative answer for an entry of M , then the steady-state response has the same sign for all possible Jacobians J in the uncertainty polytope.
V. INFLUENCE MATRIX OF QUASI-METZLER JACOBIANS
AND ROBUST STABILITY RESULTS As previously highlighted, there can be non-Metzler Jacobians that yield a fully positive SSIM. We consider quasiMetzler Jacobian matrices, namely, Metzler matrices perturbed by few negative off-diagonal entries. For the sake of generality, we describe a quasi-Metzler matrix using the BDC-decomposition as
where J 0 is Metzler and BDC accounts for q possibly negative off-diagonal entries of J (identified by the corresponding column of B ∈ R n×q and row of C ∈ R q×n ), bounded in magnitude because the diagonal entries of D ∈ R q×q lie within given intervals. Denote byJ ij the entries of J that can be negative for some choice of D and assume |J ij | ≤ ε.
Example 1:
, is a quasi-Metzler matrix, with
The parameter ε quantifies the maximum deviation from cooperativity: if ε = 0, the Jacobian J yields a SSIM that is fully nonnegative (positive if J is irreducible). How much shall we perturb J 0 in order to alter the sign of its SSIM?
We can look for the maximum value ε * of ε such that, when ε ≤ ε * , all entries of (−J) −1 are positive for any choice of the entries |J ij | ≤ ε, and observe which entries of (−J) −1 are the first to become negative when ε > ε * . To this aim, we can apply the algorithm for the robust computation of the SSIM presented in Section IV, and check if the sign pattern of the SSIM obtained for the Metzler Jacobian J 0 is preserved for all perturbed quasi-Metzler
A. A vertex algorithm for checking robust stability
Throughout the paper, we have assumed stability of the equilibrium, to assess the system steady-state behaviour. For any polytope P of Jacobians such that all J ∈ P yield a fully positive SSIM M = adj(−J), we can provide a simple vertex algorithm that actually checks if the stability assumption is robustly verified for all the Jacobians in P. would be an eigenvalue of J with nonnegative real part, and this would contradict the Hurwitz stability assumption. Proposition 2: Given the matrix polytope
assume that matrix J 0 = BD 0 C ∈ P is Hurwitz stable and that all the matrices in P have a real dominant eigenvalue. Then, robust Hurwitz stability of P (namely, stability of all J ∈ P) is equivalent to robust non-singularity of P (namely, nonsingularity of all J ∈ P). Proof: If some J ∈ P is singular, then P is not robustly Hurwitz stable. Since the eigenvalues of a matrix are continuous functions of the matrix entries, if we continuously alter the entries of the stable matrix J 0 in order to obtain any other matrix J ∈ P, the only possible transition to instability is due to the real dominant eigenvalue of J 0 crossing the imaginary axis and changing sign from negative to positive. Hence, if J 0 is Hurwitz stable and all matrices J ∈ P are nonsingular, any J ∈ P is Hurwitz stable as well.
In view of Propositions 1 and 2, and of continuity arguments analogous to those adopted in the proof of Proposition 2, we can state the following robust stability result.
Theorem 7: Given the matrix polytope P as in (11), assume that adj(−J) > 0 for all J = BDC ∈ P and that J 0 = BD 0 C ∈ P is Hurwitz stable. Then, robust Hurwitz stability of P is equivalent to robust non-singularity of P.
Remark 3: For a polytope of matrices admitting a BDCdecomposition J = BDC, where D 0 is a diagonal matrix and
ii , robust non-singularity is equivalent to robust non-singularity of all the vertices obtained by picking
ii }, hence it can be checked by means of a simple vertex algorithm.
The above results hold for all Jacobian matrices that admit a BDC-decomposition (thus, including signed Jacobians with entries bounded within given intervals,
We have therefore shown that, for all matrices that admit a BDC-decomposition and yield a positive influence matrix, a simple vertex algorithm can be employed to robustly check the stability assumption in the presence of uncertainties.
VI. EXAMPLES
Examples that demonstrate how the proposed results can give more insight into real models of ecological networks can be found in [14, Suppl., Section 7] . We propose here an example concerning a biomolecular network.
Example 2: (The presence of titration confers robustness to the steady-state response.) An inhibited module and an activated module are suitably interconnected in the synthetic biomolecular circuits proposed in [8] , so as to induce by design oscillatory and bistable behaviours in minimal network models with monomeric regulators.
After a sign change to the third variable, the Jacobian J (I) of the system describing the inhibited module has the form
where (consistently with the reasonable parameter values for the system that are given in [8] is fully positive. The Jacobian is not a signed matrix, but it admits a BDC-decomposition. Hence, based on the results in Section V, we can apply the vertex algorithm described in Section IV and discover that positivity of the SSIM is preserved no matter how all the parameter values vary within the intervals p ∈ [p ± 1.2 · 10 −3 ], where p stands for any of the parameters andp for the corresponding nominal value.
Our analysis highlights the robustness effect (in terms of preserving the steady-state behaviour after step-like perturbations) conferred by the presence of titration. Indeed, if k = h = 0 (no titration), tightest intervals [p ± 1 · 10 −3 ] (for which the Jacobian is actually Metzler) are necessary to make sure that the SSIM is positive within the whole matrix polytope. Conversely, the presence of titration allows the SSIM to remain positive even when J (I) is not Metzler. The system describing the activated module, after a sign change in the second variable, has a Jacobian J (A) of the same form (12) , where now reasonable nominal values [8] is fully positive when a ≥ c. If, in view of the results in Section V, we apply the vertex algorithm described in Section IV, we discover that positivity of the SSIM is preserved no matter how all the parameter values vary within the intervals [p ± 2 · 10 −3 ]. The robustness effect due to the presence of titration is even more evident for the activated module. Indeed, if k = h = 0 (no titration), a very tight interval [p±0.5·10
−3 ] (tight enough to guarantee that any Jacobian in the polytope is Metzler) is necessary to make sure that the SSIM is positive within the whole matrix polytope. The presence of titration reactions, instead, allows the SSIM to remain positive even when J (A) is not Metzler.
