INTRODUCTION
IGMARP (Iterative Gaussian Mixture Approximation of the Reduced-Dimension Posterior) is a data fusion algorithm for handling non-linear measurements, particularly ambiguous measurements (i.e. measurements for which the likelihood function may be multimodal), in conjunction with a linear or linearisable system model. It is particularly well suited to system models of high dimensionality, and applications where it is desired to interoperate with existing approaches using a Kalman Filter or multi-hypothesis Kalman Filter.
The algorithm has been developed over the period since 2001 as a means of integrating data from terrain-referenced navigation systems into a multiway integrated navigation solution also comprising an inertial navigation system (INS) and GPS. An example of a terrain-referenced navigation system is terrain-contour navigation (TCN), in which an air vehicle uses a radio altimeter or similar sensor to take measurements of the height above sea level of the terrain being overflown.
The paper describes the mathematical foundations of the algorithm, and illustrates its application to an integrated TCN/INS system. Sec 2 reviews the measurement update equations for the multihypothesis Kalman filter (MHKF), which represents an application of Bayes' Theorem to the case in which the prior distribution is a Gaussian mixture, and the likelihood function also has the form of a (slightly generalised) Gaussian mixture. Sec. 3 then gives the flavour of the likelihood functions arising in TCN, which are by no means of a Gaussian mixture form; this motivates Sec. 4, which discusses how the MHKF approach can be adapted to handle more general likelihood functions, and introduces the key theorems on which the IG-MARP method depends. Then Sec. 5 describes the algorithm itself. Sec. 6 illustrates the results of applying the algorithm to TCN/INS flight data, and Sec. 7 concludes the paper.
THE MHKF MEASUREMENT UPDATE
Let g(x; ua, P) represent the multivariate Gaussian density for a ddimensional r.v. x, with mean vector ,i and positive definite covariance matrix P. In general, if P adorned perhaps with subscripts and other diacritical marks represents a covariance matrix, we shall use I similarly adorned to represent the corresponding information matrix I = P-1.
Suppose that a linear dynamical system has a d-dimensional state vector x, and that our information about x can be represented 
where , defines the location of the jth component, Aj is its weight, and Aj is a d' x d' symmetric matrix describing its shape. For the time being we shall assume that Aj is non-negative definite, but we shall relax this condition at the end of this section. When the prior density has the Gaussian mixture form of (1), the corresponding posterior density can be expressed in the form:
where Xi (x z) = g (x; uai, Pi) L (x z) and the constant of proportionality in (3) is such that the left-hand side integrates to unity. We shall refer to the positive measures defined by the density functions i(x z) as the unnormalised posterior components (UPCs).
In the case where the likelihood function is itself of the Gaussian mixture form (2) , it can be shown that the UPCs are given by: (4) with the terrain profile given by the DEM. This is assessed using a statistical model characterising the errors arising from the radio altimeter and from inaccuracies in the DEM itself, which yields the likelihood of the position offset hypothesis.
An example of the resulting likelihood function (reduced for presentational clarity to the two horizontal dimensions) is shown in Fig. 1(c) , which is based on terrain data spanning about 4 seconds of flight. The reader will observe that there are three areas of relatively high likelihood towards the north of the area shown, and further such regions to the south and to the west of the centre of the region. There is generally rather poor agreement elsewhere, for example towards the south-west corner. (In fact, the true position of the aircraft lies within one of the peaks to the west of the region's centre.) We now observe that for (3) to represent a well-defined Gaussian mixture of positive-definite components, it is not strictly necessary for the matrices Aj to be non-negative definite: all that is required is that Silj given by (4b) is positive definite for each i and j.
THE TCN LIKELIHOOD FUNCTION
To motivate the discussion in the following sections, we now take a look at the characteristics of the likelihood function that arise from processing a small batch of TCN data. (To get timely benefit from the incoming terrain measurements, it is desirable that they are processed in small batches, spanning at most a few seconds of flight, and possibly comprising just a single radio altimeter sample.) The data are processed by subtracting the height above ground measured by the radio altimeter from the aircraft height measured by the INS (as corrected by the integrated navigation system) to yield a sensed terrain profile. This sensed terrain profile will be offset from the true terrain profile the section of terrain profile that was actually being overflown while the transect data were gathered because of residual position errors in the INS. In the initial stages of the operation of TCN, this absolute offset may be of the order of many hundreds of metres horizontally, and many tens of metres vertically. However, the relative positions of the points along the sensed terrain profile will normally be in much better agreement with the relative positions of the points along the true terrain profile, although they will still be affected by residual velocity errors in the INS, radio altimeter errors, and errors in the digital elevation map (DEM).
The next stage is therefore to search for horizontal and vertical position offsets that will bring the sensed profile into good agreement
HANDLING MORE GENERAL LIKELIHOODS
We now consider how the results of Sec. 2 might be adapted to handle measurements z which give rise to likelihood functions that do not conform to the Gaussian mixture pattern of (2), for example the likelihood function seen in Fig. 1 . We shall however assume that the likelihood function is bounded above, i.e. that there exists f such that L(xIz) <1forallx.
One approach would be directly to approximate the likelihood function as a mixture of Gaussians. This is not the approach we shall take. This is partly because, in the application for which IGMARP was developed, the likelihood value is not well localised, and may have substantial peaks well away from the region of the state space where the prior distribution is concentrated. This is true, for example, of the case illustrated in Fig. 1 , where the peaks are by no means confined to the horizontal area included in the figure.
Indeed, the likelihood function may well be bounded below by a positive value: this would for example rule out the use of the RednerWalker algorithm [1] for Gaussian mixture approximation, since the required integrals would not converge.
When faced with poorly localised likelihood functions such as these, we should perhaps think not about approximating the likelihood function as a whole, but only within the region where the prior density is non-negligible. Indeed, we may think about approximating the likelihood function weighted by the prior density. But of course, the likelihood weighted by the prior is (but for a normalisation constant) exactly the same thing as the posterior density.
This points to the approach we shall take, which is to approximate the posterior distribution as a Gaussian mixture. As an intermediate step, we shall approximate the UPCs Oi(x z) as Gaussian mixtures. However, these UPCs (like the full posterior itself) span Rd, where d is the full dimension of the state space. Fortunately, as we shall now show, the numerically intensive part of the approximation can be carried out in merely d' dimensions.
Let i((xlz) be the (unnormalised) density function over Rd induced by yi(x z) under the mapping H. Here we have introduced the convention of using a breve (superposed ' ) to denote a quantity defined over the d'-dimensional space spanned by the columns of H;
x (= Hx) is a variable ranging over this space. We shall refer to the density functions (x z) as the projected UPCs.
In the case where a UPC has the form given in (4), the corresponding projected UPC is clearly given by: 
,}=1
/ij= Hi<t pi'S = HPiJHT
Here we have derived the parameters of the projected UPC from the parameters of the unprojected UPC. However, it is possible to convert in the opposite direction, provided that we know the parameters of the corresponding component of the prior distribution. This is shown by the following theorem: Theorem 1 Suppose that for a particular i and j (which we shall leave implicit in whatfollows, by omitting the subscripts), F', I', Au', ,i' and F' are given by (4a), (4b), (4c), (5a) and (5b) respectively. Then:
F' = (I -CH)P(I -CH)T + CPFCT (6) (7) where C = PH 1 and ,u and P are the parameters of the projected prior component, as follows:
The proof of Theorem 1 does not assume that A is non-negative definite: only that is symmetric. How can we be sure that the matrix F' given by (7) is positive definite? Here we are assisted by the following theorem:
Theorem 2 Suppose that P and F' are positive definite. Then the matrix F' given by (7) is also positive definite.
So F' will be positive definite provided F' is. This leads to some possibilities not embraced by the standard Kalman filter formulation:
in particular, we can have 'negative updates' in which some of the diagonal elements of F' are larger than the corresponding elements of P.
THE ALGORITHM
A schematic diagram of the IGMARP method is given in Fig. 2 
Assemble together all the Gaussian components resulting from
Step c and normalise the result, to obtain our first-round Gaussian mixture approximation to the posterior: where wig = kwiwij with the constant k being chosen so that the wig sum to unity. 3. Unfortunately, the mixture in (9) contains nm components, rather than the n components we started with. Obviously, if this procedure is to be used recursively, we cannot permit the number of components to increase on each iteration, so it is necessary to bring the number of components back down to n (or at least, to within some upper bound).
Various methods have been discussed in the literature for performing Gaussian mixture reduction, i.e. approximating a Gaussian mixture with another mixture with fewer components: see for example [2, 3, 4] . However the method favoured for IG-MARP is that described in [5] , which is specially adapted to merging mixtures of high dimensionality. The method works by repeatedly choosing a pair of components and fusing them, i.e. replacing them by a single component whose weight is the sum of the weights of the two fused components, and whose first and second moments are equal to the (ioint) first and second moments of the components being fused. This pairwise fusing continues until the number of components is reduced back down to n. [5] The horizontal position errors during the first 45 seconds are shown in Fig. 3 . In the figure the central lines represent the components of position error, based on comparing the overall mean of the 4-component Gaussian mixture with the 'true' position given by the INS/GPS blended data. The shaded band represents a 2T tolerance band based on the overall standard deviation of the Gaussian mixture.
It will be noted that already after the first data batch has been analysed, there has been a substantial reduction the horizontal position uncertainty from its initial value of ±2000 m, particularly in the east-west axis. After 22.5 seconds the position uncertainty is of the order of ±220 m in each horizontal axis, and after 45 seconds these uncertainties are further reduced to ±48 m. is a minimum, where Pab is the covariance matrix of the fused pair. This criterion has a strong tendency to select low-weighted components as candidates for fusing, either with other lowweighted components, or with more heavily weighted nearby components. This means that the 'dynamic range' of the weights in the eventual n-component mixture is likely to be considerably smaller than that in the original nm-component mixture, which is probably desirable. 
IGMARP IN ACTION
In this section, we briefly illustrate results, first reported in [7] , of applying IGMARP to flight data recorded during a sortie of a QinetiQ Tornado GRI aircraft over southern Britain. The equipment for the trial included a Honeywell H764G Embedded GPS/INS (EGI) and a BAE Systems AD 1990 radio altimeter, both mounted in a pod fitted under the fuselage of the aircraft. The H764G incorporates a GPS receiver and a ring-laser gyro INS, and provides both a blended GPS/INS navigation output and a pure inertial output (with barometric damping of the vertical channel). The IGMARP algorithm was applied to combine data from the AD 1990 with the pure inertial output from the H764G, using DTED Level 1 [8] as the digital elevation map. The blended INS/GPS output from the H764G was used as the 'truth' measure with which the IGMARP output is compared. Although the INS in this trial was of aircraft grade, the model of the INS incorporated in the Kalman filter system model was very pessimistic, particularly as regards the initial conditions: the initial position was assumed to be accurate only to within ±2 km (2u7) in each horizontal axis, and to within ±200 m (2o-) in height. The initial velocity was assumed to be accurate only to within ±20 m/s (2o-) in each horizontal axis, and ±2 m/s (2u7) vertically.
The data from this sortie, of duration just over 1 1 hours, were 2 analysed using the IGMARP algorithm, with the incoming data divided into batches spanning 4 seconds, and with system state estimated as a mixture of n = 4 Gaussian components. (In fact, Fig. 1 is based on data from this sortie.)
CONCLUSION
In this paper we have described the design objectives that led to the development of the IGMARP algorithm: in a nutshell, this was to have a data fusion algorithm that could cope with the ambiguities inherent in terrain-referenced navigation data, but at the same time make efficient use of the available data, in a manner compatible with the use of a Kalman filter (or MHKF) architecture for multiway integrated navigation. The paper has described the foundations of the IGMARP algorithm, and illustrated its TCN/INS performance using recorded flight data, indicating in particular the algorithm's ability rapidly to acquire accurate navigation from high initial position and velocity uncertainties.
