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Summary: This report summarises the development of an Unmanned Aerial System and an integrated Wireless 
Sensor Network (WSN), suitable for the real world application in remote sensing tasks. Several aspects are discussed 
and analysed to provide improvements in flight duration, performance and mobility of the UAV, while ensuring the 
accuracy and range of data from the wireless sensor system.  
1. Introduction 
UAV design and operation is increasing worldwide [1, 2, 3]. Since 2007 QUT and ARCAA have been developing 
UAV design, path planning for UAS in remote sensing task [4, 5, 6, 7, 8, 9]. One of the projects is the development of 
an autonomous solar powered unmanned aerial vehicle and a wireless gas sensing Network technology for 
environmental monitoring [9]. UAVs and WSN was explored by several researchers [10, 11, 12, 13]. Previous designs 
of the Green Falcon (GF) solar powered UAV have seen the development of different types of photovoltaic cells 
integrated into the wings, maintaining a sleek aerodynamic profile to maximise flight time and reduce aerodynamic 
drag effects. The different designs of the solar powered wings have altered the amount of cells in parallel and series 
configuration to achieve a certain amount of output voltage and current. Furthermore, the amount of available surface 
area on the wings was increased to allow more photovoltaic cells to be implemented. The solar wing was composed of 
3 modules; Panel 1 – SSC ribbons 19 units, Panel 2 – SSC ribbons 32 units and Panel 3 – SSC ribbons 19 units. A 
wireless sensor network (WSN) was also implemented an electronic network board Fleck board from CSIRO. The 
Fleck board controlled the management of the gas system, controlling when the samples were taken and the 
transmission of the data. In this work we improve the existing Green Falcon to a new version Green Falcon IV (GF 
IV). 
2. System Architecture 
The system architecture shown in figure 1 represents the entire system, both the avionics in the UAV and the WSN 
and interfaces. The system architecture is colour coded for the ease of interpretation. The ground nodes for the WSN 
can be located on the right hand side of the system architecture; only two ground nodes were included in the figure but 
several more ground nodes can easily be used with the system.  
3. Propulsion System and Analysis  
The GF3 was equipped with a HP 220 motor with an integrated gear box. After completing an operational test with the 
motor it was found that the bearings had been damaged by foreign matter and created greater amounts of friction upon 
rotation. For this reason, a new motor was sourced, an O.S brushless motor the OMA-3825-750. Table 1 shows a 
comparison in specifications between the two motors.  
Table 1: Comparison of Motors 
 OMA-3825-750 Motor HP 220/20/A3 Motor 
Brushless Yes Yes 
Propeller Size 17x10’’ 17x10’’ 
Gear Box No Yes 
Weight 214g 235g 
Max. RPM 11,000 5850 
Thrust (Kg) @ Max. RPM* 2.0 3.6 
Amps 30 36.8 
Voltage 16.8 16.8 
* Thrust is in relation to a 17x10” propeller.  
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Figure 1: Green Falcon IV UAV System Architecture 
 
As seen from the above table, the new motor, the OMA-3825-750, does not output as much thrust as the previous 
motor. However, the original HP motor was over sized for the aircraft. The following calculations depict the amount 
of DC power that is saved using the OMA-3825-750 motor. 
𝐷𝑖𝑟𝑒𝑐𝑡 𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝑃𝑜𝑤𝑒𝑟 = 𝑉𝑜𝑙𝑡𝑎𝑔𝑒 × 𝐶𝑢𝑟𝑟𝑒𝑛𝑡 
OMA Motor DC power consumption; 
𝑃𝐷𝐶 = 16.8 × 30 
𝑂𝑀𝐴  𝑃𝐷𝐶 = 504 𝑊 
HP Motor DC power consumption; 
𝑃𝐷𝐶 = 16.8 × 36.8 
𝐻𝑃  𝑃𝐷𝐶 = 618.24 𝑊 
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𝑃𝑜𝑤𝑒𝑟 𝑆𝑎𝑣𝑖𝑛𝑔 = 𝐻𝑃  𝑃𝐷𝐶 − 𝑂𝑀𝐴  𝑃𝐷𝐶   
𝑃𝑜𝑤𝑒𝑟 𝑆𝑎𝑣𝑖𝑛𝑔 = 114.24 𝑊 
Therefore, by switching motors there is a saving of 114.24 watts. Assuming there are no losses from the system and 
only incorporating the motor and battery, the following calculations show the percentage of flight time gained from 
changing the motor. Note, these calculations assume the motors are running at maximum RPM, which doesn’t 
accurately represent the actual flight time of the aircraft since normal operation is approximately 40-50%. 
𝐵𝑎𝑡𝑡𝑒𝑟𝑦 𝑅𝑎𝑡𝑖𝑛𝑔: 3.3𝐴ℎ 
𝑂𝑀𝐴 𝑀𝑜𝑡𝑜𝑟 𝐶𝑢𝑟𝑟𝑒𝑛𝑡 @ 𝑀𝑎𝑥. 𝑅𝑃𝑀 = 30 𝐴 
𝐻𝑃 𝑀𝑜𝑡𝑜𝑟 𝐶𝑢𝑟𝑟𝑒𝑛𝑡 @ 𝑀𝑎𝑥. 𝑅𝑃𝑀 = 36.8 𝐴 
𝑂𝑀𝐴 𝑀𝑜𝑡𝑜𝑟;  𝑇ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 𝐹𝑙𝑖𝑔ℎ𝑡 𝑇𝑖𝑚𝑒 =  
𝐵𝑎𝑡𝑡𝑒𝑟𝑦 𝐴𝑚𝑝 𝐻𝑜𝑢𝑟𝑠
𝑀𝑜𝑡𝑜𝑟 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 𝑖𝑛 𝐴𝑚𝑝𝑠
 
=
3.3 𝐴ℎ
30 𝐴
= 0.11 ℎ𝑜𝑢𝑟𝑠 = 6.6 𝑚𝑖𝑛𝑢𝑒𝑡𝑠 
𝐻𝑃 𝑀𝑜𝑡𝑜𝑟;  𝑇ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 𝐹𝑙𝑖𝑔ℎ𝑡 𝑇𝑖𝑚𝑒 =  
𝐵𝑎𝑡𝑡𝑒𝑟𝑦 𝐴𝑚𝑝 𝐻𝑜𝑢𝑟𝑠
𝑀𝑜𝑡𝑜𝑟 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 𝑖𝑛 𝐴𝑚𝑝𝑠
 
=
3.3 𝐴ℎ
36.8 𝐴
= 0.0896 ℎ𝑜𝑢𝑟𝑠 = 5.38 𝑚𝑖𝑛𝑢𝑒𝑡𝑠 
The following calculation depicts the amount of percentage of increase in flight time the new motor will provide, 
again assuming the motors are running at 100%. 
(
6.6 𝑚𝑖𝑛
5.38 𝑚𝑖𝑛
− 1) × 100% = 22.67% 
Therefore, by changing the motor the theoretical flight time was increased by 22.67%, which for a glider airframe is a 
positive result, as the solar panels will be able to provide additional flight time.  
The GF3 also had a tail heavy moment about the centre of gravity. This meant to counter act this moment, the aircraft 
needed ‘dead’ weights in the nose of the aircraft to maintain a neutral position. By mounting the motor on the outside 
of the fuselage it increased the moment in the other direction and the dead weights could be removed to keep a neutral 
position. The following calculations depict the amount of change in the moment to be able to remove the dead weights. 
Table 2: Moment Comparison of Motors 
 OMA-3825-750 Motor HP 220/20/A3 Motor 
Weight (kg) 0.214 0.235 
Distance from centre  
of gravity (m) 
0.266 0.145 
 
𝑀𝑜𝑚𝑒𝑛𝑡 𝐹𝑜𝑟𝑐𝑒 𝑓𝑜𝑟 𝐻𝑃 𝑀𝑜𝑡𝑜𝑟 = 0.235 × 0.145 = 0.0342 𝑁𝑚 
𝑀𝑜𝑚𝑒𝑛𝑡 𝐹𝑜𝑟𝑐𝑒 𝑓𝑜𝑟 𝑂𝑀𝐴 𝑀𝑜𝑡𝑜𝑟 = 0.214 × 0.266 = 0.0569 𝑁𝑚 
Therefore, it can be seen from the above calculations that the new motor, the OMA motor, is lighter and creates 
enough moment force to be able to remove the weights from the nose of the aircraft. This important design choice 
resulted in removing 150g of dead weight from the nose of the aircraft which will result in increased payload capacity.  
4. Electrical Analysis and PCB Analysis and Design 
 
The GF3 fuselage is a slender, thin design and because of that nature, there is very limited room for avionics inside. 
Therefore, reducing the size of any components or wires is desirable. The GF3 was analysed to determine if additional 
weight could be eliminated. The ultimate goal was not only to reduce weight but to reduce clutter, increase efficiency 
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and reduce electrical noise. This saw a vast change of wires, connections and connectors. Wire management was 
necessary for three reasons; reduction of electrical noise, reduce clutter in the fuselage and reduce the weight of the 
system. Almost every wire in the GF was excessively long and to fit the wires into the fuselage they would have to be 
coiled up or forced in. By reducing these wires a significant amount of weight can be reduced, the electrical 
interference will decrease as high current carrying wires will not be crossing over the sensitive signal instruments and 
the weight will be reduced as a lot of these wires are 14 AWG, which are relatively heavy. 
The following table contains the weight reductions from the optimisation and analysis phase.  
Table 3: Weight Reduction of the UAV 
 Weight Reduction (grams) 
Motor: 21 
Wires: 50 
Connectors: 10 
Dead Weight: 150 
Total: 231 
 
The other issue was severe electrical interference, which was affecting the performance of the aircraft in both RC 
operated flight and autonomous flight. The electrical interference was drastically reduced by the cascading effects of 
several improvements. One of the improvements was separating the relatively high powered telemetry modules from 
the sensitive avionics. The RFD900 long range telemetry module was moved further towards the rear of the aircraft 
and the normal 18AWG wire was replaced with 6 core coaxial wire. The coaxial cable was not grounded to a negative 
power source in the system. Therefore, the coaxial wire will only prevent incoming electrical interference, not out 
going interference. This improved the health of the telemetry module by approximately 10%. Ideally, high carrying 
current components should be as far as possible from sensitive avionics, the high current components were rewired 
and moved into a position that was as far as practically possible. However, the results from this procedure were 
limited due to the small amount of space inside the fuselage of the Green Falcon. Finally, to aid in the reduction of 
small signal wires with thin insulation that could be susceptible to the electrical interference, a PCB was designed and 
fabricated.  
It was also found that the servo wires (signal, positive, ground) that connect the RC receiver to the autopilot and the 
failsafe multiplexer take up a lot of unnecessary room. Firstly, the amount of wires being used is excessive due to the 
fact that all three components (the RC receiver, failsafe multiplexer and APM 2.5 autopilot), all have local; positive 5 
volt and ground busses, meaning all three components could share a single bus provided by the APM 2.5 autopilots 
regulated power (5 volts). Secondly, the wire harness being used to provide this interface is an inadequate type and has 
three bulky connectors on it that are redundant, i.e. the one wire has 3 female to male to female connectors 
It was decided that creating a printed circuit board (PCB) to remove these wires was a logical solution. The first 
design of the PCB is depicted below. As is the case with the design of many first PCB’s a problem arose in the design. 
During the design the ground and signal busses for the failsafe multiplexer board were mixed up, which resulted in 
two jumper wires having to be solder to the PCB and failsafe multiplexer, as seen in the figure 2 and 3 .  
With the addition of these two jumper wires the board was tested and functioned correctly. Therefore, all of the 
unnecessary wires mentioned above were successfully removed. The PCB design was sent to a PCB manufacturing 
company in China. Figures 2 and 3 illustrate the final PCB product from the manufacturing company in China. The 
inputs and outputs of the board are also highlighted and numbered in red, further explanation of the inputs and outputs 
are derived in tables 4 to 7.  
 
  
4 
 
 
 
 
 
Figure 2: PCB Bottom (Inputs & Outputs) Figure 3: PCB Top (Inputs & Outputs) 
 
The following tables use the standard convention for labelling components, left to right, top to bottom. 
Table 4: Description of Block 1 of the PCB 
Block 1 – Connects to the Outputs of the APM 2.5 Autopilot 
Input No. 1 Ground Buss 
Input No. 2 5 Volt Buss 
Input No. 3 Aileron Signal Output (PWM) for autopilot 
Input No. 4 Elevator Signal Output (PWM) for autopilot 
Input No. 5 Throttle Signal Output (PWM) for autopilot 
Input No. 6 Rudder Signal Output (PWM) for autopilot 
Input No. 7 Ground Buss 
Input No. 8 5 Volt Buss 
Input No. 9 N/A (intended for pollen sensor) 
 
Table 5: Description of Block 2 of the PCB 
Block 2 – Connects to the Inputs of the APM 2.5 Autopilot 
Input No. 1 Aileron Signal Input (PWM) for autopilot 
Input No. 2 Elevator Signal Output (PWM) for autopilot 
Input No. 3 Throttle Signal Output (PWM) for autopilot 
Input No. 4 Rudder Signal Output (PWM) for autopilot 
Input No. 5 Flight Mode Selection for autopilot 
Input No. 6 5 Volt Buss 
Input No. 7 Ground Buss 
 
Table 6: Description of Block 3 of the PCB 
Block 3 – Connects the RC Receiver to the PCB 
Input No. 1 Ground Buss 
Input No. 2 5 Volt Buss 
Input No. 3 Auxiliary Channel of Receiver – Flight Mode Selection 
Input No. 4 Ground Buss 
Input No. 5 5 Volt Buss 
Input No. 6 Gear Channel of Receiver – Failsafe switch 
Input No. 7 Rudder Channel of the Receiver – receives rudder control from operator 
Input No. 8 Elevator Channel of the Receiver – receives elevator control from operator 
Input No. 9 Ailerons Channel of the Receiver – receives aileron control from operator 
Input No. 10 Throttle Channel of the Receiver – receives throttle control from operator 
Input No. 11 Ground Buss 
Input No. 12 5 Volt Buss 
Input No. 13 N/A (intended for pollen sensor) 
1 2 3 
4 
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Input No. 14 Ground Buss 
Input No. 15 5 Volt Buss 
Input No. 16 N/A (intended for pollen sensor) 
 
Table 7: Descriptions of Block 4 of the PCB 
Block 4 – Connects to the Inputs of the Failsafe Multiplexer 
Output No. 1 Ground Buss 
Output No. 2 5 Volt Buss 
Output No. 3 RC or AMP 2.5 Switch – Switch between using the APM 2.5 or full RC 
Output No. 4 Aileron Signal Output (PWM) for RC Control 
Output No. 5 Elevator Signal Output (PWM) for RC Control 
Output No. 6 Throttle Signal Output (PWM) for RC Control 
Output No. 7 Rudder Signal Output (PWM) for RC Control 
Output No. 8 Aileron Signal Output (PWM) for Autopilot 
Output No. 9 Elevator Signal Output (PWM) for Autopilot 
Output No. 10 Throttle Signal Output (PWM) for Autopilot 
Output No. 11 Rudder Signal Output (PWM) for Autopilot 
 
For the schematic and printed circuit board layout, please refer to Appendix [A]. Figure 4 illustrates the PCB 
connected to the APM 2.5 autopilot and the Failsafe multiplexer board. 
 
Figure 4: PCB Connecting Failsafe and AMP 2.5 Autopilot 
 
5. Control and Navigation 
The heart of the avionics in the GF3 and IV UAV is an APM 2.5 autopilot. This out of the box the autopilot comes 
with default values for the PID control settings. These parameters are deliberately set with really small gains, as to not 
damage an aircraft’s controls out of the box. PID tuning with the AMP 2.5 is an inherently dangerous job for the 
aircraft. The operator must induce rapid and aggressive control inputs into the system to find the systems response. 
Once the response is observed, control theory is applied to correctly adjust the parameters of the PID controller. The 
following table depicts the parameters of the autopilot. 
 
Table 8: Initial PID Parameters 
Parameter Value Description 
Pitch_P 1.0 The proportional parameter for the pitch PID 
controller 
Pitch_I 0 The integral parameter for the pitch PID controller 
Pitch_D 0 The derivative parameter for the pitch PID 
controller 
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Roll_P 0.8 The proportional parameter for the roll PID 
controller 
Roll_I 0 The integral parameter for the roll PID controller 
Roll_D 0 The derivative parameter for the roll PID 
controller 
AIL_RUD_Mix 0.5 The amount of rudder mix due to aileron 
movement 
Throttle_C 60% The cruise percentage of power used 
Throttle_Max 75% The maximum percentage of power used 
Throttle_Min 0 The minimum percentage of power used 
 
After the first flight test some of the PID parameters were changed to achieve a higher level of accurate autonomous 
flight. The PID parameters were tuned as much as possible with the amount of available flight time. Ultimately, the 
more available flight time for tuning creates better autonomous flight. Unfortunately, due to time budgets and the 
newly released regulations from CASA, flight time for the GF IV UAV was very limited. The PID parameters were 
tuned during a test flight and the values were changed again after the test flight but it was not tested due to grounding. 
The D parameter of the PID’s was only slightly increased in order to avoid damaging of the servos. It is recommended 
that the D component is only slightly incremented to avoid this damage. The following table depicts the final 
parameters of the PID tuning. 
Table 9: Final PID Parameters 
Parameter Value Description 
Pitch_P 0.6 The proportional parameter for the pitch PID controller 
Pitch_I 0 The integral parameter for the pitch PID controller 
Pitch_D 0.02 The derivative parameter for the pitch PID controller 
Roll_P 0.8 The proportional parameter for the roll PID controller 
Roll_I 0 The integral parameter for the roll PID controller 
Roll_D 0.02 The derivative parameter for the roll PID controller 
AIL_RUD_Mix 0.5 The amount of rudder mix due to aileron movement 
Throttle_C 45% The cruise percentage of power used 
Throttle_Max 75% The maximum percentage of power used 
Throttle_Min 0 The minimum percentage of power used 
 
To achieve a high level of accurate autonomous flight, the navigation system also needs to be considered. One aspect 
of navigation that can improve the quality of following flight paths is cross track correction. Cross track correction 
adds a ‘fake’ way point in between the aircrafts current position and the desired way point to make the flight path 
more accurate from the last waypoint [14]. Figure 5 below represents cross tracking. 
 
Figure 5: Cross Track Navigation 
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Logically, the PID tuning should be completed first so minimal overshoot or undershoot will occur while completing 
the square track. This will identify if the cross track parameters are creating the issue. Table 10 depicts the final 
parameters for the navigation system. 
Table 10: Navigation Parameters 
Parameter Value Description 
Period 25 The period of the turning control (L1) 
Damping 0.750 The damping of the turning control (L1) 
Bank Max. 45 The maximum bank angle for navigation 
Pitch Max. 15.0 The maximum pitch angle for navigation 
Pitch Min. -25.0 The minimum pitch angle for navigation 
 
6. Wireless Sensor Network (WSN) Design and Calibration  
6.1 WSN Hardware  
The primary objective for the WSN design is to be able to have an active telemetry range over 1km. For the final 
product it was decided to implement a mesh network topology for the system. It was these considerations that would 
primarily influence the selection of system hardware and software. A major concern for the sensor modules would be 
that at least one should be small enough to be mounted onto the GF IV UAV platform. The hardware for the WSN is 
based upon Arduino microcontroller boards to provide the computing power for the network. There were a number of 
reasons that Arduino was chosen. The Arduino programming language is a derivative of C with a multitude of built in 
libraries to take advantage of the hardware found on the Arduino boards. These libraries and the functions within them 
are also well documented with multiple examples of each online. Its syntax is also extremely simple to learn, allowing 
work on the system design to begin sooner as well as simplifying the debugging process during the design phase of the 
project. The final reason was the range of communication options on the Arduino boards to integrate with additional 
hardware, specifically wireless telemetry and sensor modules. The Arduino Uno would be the microcontroller of 
choice for the system.  
The XBee PRO series 1 module with a PCB antenna was also selected (figure 6). The XBee PRO series 1 module 
offers a number of features that would be an advantage to achieving the final product. These included an outdoor 
transmitting range that extended up to 1600m and the option to update the modules firmware to Digimesh that allows 
the creation of mesh network between the XBee modules or standard XBee’s 802.15.4 peer to peer network. The 
primary advantage is the ability to ‘hop’ sensor data along the network to the network control station through other 
sensor nodes which allows the network to cover a large area. 
With very few limitations to the requirements of the CO2 sensor modules a large range of sensors would be able to be 
evaluated. However, after multiple searches of local and international electronic suppliers it was found that there were 
very few choices in the range of CO2 sensors [15, 16]. The most common of the available sensors was the MG-811 
CO2 sensor available from local and international electronic suppliers and had a large amount of supporting 
documentation. One supplier in particular offered a sensor module with the MG-811 CO2 sensor mounted onto a PCB 
that included power management and signal amplification circuits along with connectors for integration in an Arduino. 
However, at the time this product was reviewed it cost upwards of $500 USD (which was later discovered to be typo 
on the company website) and was not purchased. MG-811 sensors (Figure 7) were instead purchased from a local 
supplier and it was intended to design a custom PCB that included all the features of the previously researched sensor 
module. 
6.2 WSN Software  
Using the selected hardware and software a prototype system was designed and constructed in order to become 
familiar with how the hardware and software would integrate with each other. The prototype would consist of a single 
sensor node and a coordinator node to control the sensor nodes. The prototype system was built under the system 
architecture shown in figure 8. 
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Figure 6: XBee Pro Series 1 Connected to Arduino Uno 
Microcontroller 
Figure 7: The Sandbox MG-811 CO2 Gas Sensor 
Module 
 
 
 
Figure 8: WSN Prototype 
 
The standard 802.15.4 protocol was used to send data wirelessly from a sensor node to a coordinator control node that 
would send the data over a serial connection to be displayed in the Arduino serial monitor. We use a 802.15.4 protocol 
to implement a server-client based network.  
 
Figure 9: Client-Server Network Topology Implemented in Final Design 
 
Two software scripts were implemented for the coordinator node and the sensor nodes. Software flow charts in Figure 
10 and 11 explain the how the software for each node would operate. In addition to the core functionality of the 
coordinator node software, the ability to stop and start the program and reset the program timer was also implemented. 
This allowed the program to be reset in the event of any technical issues on the immediate start-up of the program. 
Other additional software changes to the system included the implementation the serial port terminal application 
CoolTerm. Using CoolTerm as a serial port terminal as opposed to the standard Arduino serial monitor allowed data 
from the system to be recorded into a text file for later analysis through Matlab. 
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Figure 10: Software Flow Diagram for Ground Station Coordinator Node 
 
 
Figure 11: Software Flow Diagram for Sensor Node 
 
 
6.3 WSN Sensor Calibration  
Calibration of the sensors occurred in two stages, an initial calibration used to produce approximate values for 
programming the sensor node, Arduino Unos, followed by more precise calibration [17]. The challenge with 
calibrating the sensors was that two known CO2 concentration values need to be matched to the outputs from the 
sensors. Knowing that the average concentration of CO2 in air is 400ppm the output of the sensors in air could be 
matched to their first concentration. The second concentration that the sensors would be calibrated to would be 
1000ppm. With the knowledge that the sensors would output voltage in terms of a logarithmic scale between 400ppm 
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and 10,000ppm the voltages of the known concentrations can used to detect other concentrations by using the 
following equation. 
𝑉𝑠 =  𝑉0 +
∆𝑉𝑠(log10 𝐶𝐶𝑂2 − log10 400)
(log10 400 − log10 1000)
 
Where CCO2 is the calculated CO2 concentration, V0 the sensor voltage at 400ppm, ΔVs is the sensor voltage drop from 
400ppm to 1000ppm and Vs is the output voltage at the current CO2 concentration. This function would be 
programmed into the sensor node, allowing the concentration of CO2 in ppm to be calculated in real time. 
Figure 12 shows the calibration setup. The method of calibration for both tests was primarily focused on determining 
the output from the sensor at a CO2 concentration of 1000ppm. The setup for the testing involved using two gas 
sources with known concentrations of CO2. The first source was 100% nitrogen while the second involved a mixture 
of gases with a concentration of CO2 at 5.07%. By adjusting the flows of these two sources correctly, a gas mixture 
with a CO2 concentration of 1000ppm could be achieved and used to fill a large measuring cylinder which the MG-
811 sensor could be place in. In order to achieve the correct concentration the nitrogen tank would need to have a flow 
rate 50.7 times greater than that of the CO2 tank. From here the sensor would be allowed to equalise for 10 minutes 
before a reading was taken. 
 
 
Figure 12: MG-811 Calibration Testing Setup Figure 13: Ground Station Coordinator Node 
 
 
The difference between initial calibration and precise calibration was based on the time that sensor under test had been 
run at full operating conditions before calibration. A sensor that had been run for less than 48 hours had the risk of not 
producing a constant and steady output voltage thus causing errors in the calibration at 400ppm and 1000ppm. By 
allowing the sensors to be run for at least 48 hours allowed them to reach a steady state where a stable voltage could 
be obtained. However, the sensors would still be required to be run for two to three hours before proper use or 
calibration. The output values for each calibration test are shown in tables 11 and 12, respectively. 
Table 11: Initial Calibration Results 
Initial Calibration 
Sensor 400ppm 1000ppm 
1 3.45V 3.31V 
2 4.75V 4.59V 
3 4.98V 4.89V 
4 3.37V 3.22V 
 
Table 12: Final Precise Calibration Results 
Precise Calibration 
Sensor 400ppm 1000ppm 
1 3.98V 3.859V 
2 4.86V 4.786V 
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3 4.97V 4.89V 
4 4.17V 4.01V 
 
Further changes to the hardware in the WSN included purchasing additional XBee PRO series 1 wireless modules 
with a wire monopole antenna instead of a PCB antenna. The reasoning behind this is that it was believed a monopole 
antenna would be able to produce a better radiation pattern than that of a PCB antenna, giving a greater range and 
making it a more suitable choice for use on the GF IV UAV. The final hardware change to the system involved 
modifying the XBee shield on the coordinator node (Figure 13) so that the XBee PRO could communicate using a 
software serial port. This was required to allow the single hardware serial port on the node to be used for wire serial 
communication with the computer. 
6.4 WSN Sensor Enclosures   
Ingress protection is an industry wide standard that rates how well an electrical component is protected from the 
elements. The enclosure designed for the ground nodes has an IP-00 rating. Firstly, there would be a decrease in 
performance of the ground nodes if they had a higher IP rating as the enclosure would restrict the amount of air flow 
into the CO2 sensor. The created design provides a convent solution for the ground nodes. The enclosures were created 
using rapid prototyping, 3D printing technology (Figures 14 and 15).  
 
 
Figure 14: Enclosure for Ground Node (rear) Figure 15: Enclosure for Ground Node (front) 
 
 
7. System Testing 
The GF IV and the WSN was tested on the ground and in flights through a series of test. 
7.1 System Test 1 - Range test 
In order to determine whether a PCB chip or monopole wire antenna should be mounted onto the GF IV UAV the 
ranges of each antenna need to be established. The antenna with the greatest range would be used on the GF IV UAV 
as its mounted sensor node would be greatest distance from the coordinator ground node. 
Three range tests were conducted in order to observe the effects that each combination of antennas would have on the 
range between the coordinator node and the ground node. These testing combinations included chip to chip, wire to 
wire, and wire to chip. During each test the ground node would be taken progressively further from the coordinator 
node while transmitting a signal every five seconds. The packets sent by the sensor node to the coordinator would be 
monitored through a serial monitor. Once the coordinator failed to receive five sensor packets the test would be 
stopped and the maximum range would be determined from this point using GPS. 
The results from the range test indicate that the inclusion of a wire monopole antenna can greatly improve the range in 
which telemetry can be reliably received. With two wire monopole antennas this range is increased further. From these 
results it can be determined that the best antenna combination for the GF IV UAV mounted sensor is to have wire 
monopole antennas mounted on both the sensor node and the ground station coordinator node. This would also 
provide an advantage to the ground based sensor nodes that would be fitted with PCB chip antennas, allowing a 
greater testing area for the system. 
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Table 13 Wire and Chip Antenna Combination Range Test 
Antenna Combination Maximum Range (m) 
Chip – Chip 250 
Wire – Wire 475 
Wire - Chip 450 
 
 
7.2 System Test 2 - Roof Top Test  
System testing for the WSN was carried out on the roof of QUT S block Gardens Point campus Brisbane, QLD, 
Australia. This testing was designed to determine the ability for a system with two sensor nodes to operate under 
simulated operational conditions with the introduction of a CO2 source for both sensors. The first test conducted was 
used as a control test that featured one of the two sensor nodes mounted to the GF IV UAV. The other sensor node 
was located away from the propeller wash area of the UAV and any other obvious sources of CO2. The second phase 
of testing involved the same setup as the control test only that a generator was placed at a distance of 30cm from the 
ground control node and turned on 30 seconds after the test had begun. The testing involved three separate tests to 
determine the ability for the mounted sensor to detect CO2 under different situations. The first of these tests has the 
UAV motor running while the generator was positioned 30cm in front of the nose, making the distance to the sensor 
approximately 60cm. The next test has the same setup as the first, only that the UAV motor would not be turned on. 
The third and final test has the generator positioned 30cm from the mounted sensor without the UAV motor running. 
During the control test it was noted that the values for the sensors did not vary drastically, however the difference in 
the resting CO2 concentration can be attributed to the calibration errors between the two sensors. 
The data obtained while exposing the ground node sensor to the generators produced CO2 source showed that the 
highest concentration of CO2 reached was 637ppm. However, by accounting for the offset seen in the control test this 
figure should be closer to 881 ppm. It is also worth mentioning the time that the sensor takes to react to the CO2 
source. With such a slow reaction time from the sensor it is unlikely that this data could be used as real time 
information even if the sensor was correctly calibrated. Figures 16 and 17 show some example results. 
 
 
Figure 16: Roof Top Test Ground Node exposed 
to CO2 with Unaffected Air Node 
 
Figure 17: Roof Top Test Air Node Exposed to 
CO2 60cm Away with Motor On 
 
 
Testing of the UAV mounted sensor while being exposed to the CO2 source with the engine running produced some 
interesting results. It has been assumed that those changes observed in the UAV mounted node are anomalies. These 
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results raised the important question as to whether the wash from the properly affects the readings from the sensor. 
The results from the subsequent tests are used to test this theory.  
It can be seen from figures 16 and 17 that when the generator is placed 60cm away from the sensors it does not detect 
the generator exhaust gas. However, as the generator is moved closer to the sensor a small change is detected. This 
confirms that the previous testing conducted with the propeller on was not affected by propeller wash. 
 
  
Figure 18: Roof Top Test Air Node Exposed to CO2 
with Motor Off 
Figure 19: Roof Top Test Air Node Exposed to CO2 
30cm Away with Motor Off 
 
 
At a range of 30cm figures 18 and 19 show the UAV mounted sensor reacts much like the ground sensor node, except 
that its response time is far greater. Unlike the ground node sensor the UAV mounted sensor could be used for 
accurate real time data on the concentration of CO2. However, without proper field testing it cannot be conclusively 
confirmed or denied that the propeller wash can affect the results of the sensor node.  
7.3 System Test 3 - WS Network  
In order to ensure that the telemetry handling software on the coordinator node works as intended all four sensor nodes 
must be run at the same time. The Arduino Uno for each sensor node was setup so that the 5V pin of the Uno board 
was linked directly to the ADC pin that the Uno would normally read the sensor readings from. This was to ensure a 
constant value was being transmitted from each node that could not cause the coordinator node software to potentially 
read a value not recognised as a standard value, therefore causing an error. 
The results for the tests indicated a positive result for the software written for the coordinator node. This data shows 
that if the coordinator receives sensor data from all four sensor nodes that are within the correct range of all four 
sensors it is highly unlikely that the data packet will be lost. 
Table 14 Coordinator Node Telemetry Software Evaluation 
Sensor Number Packets Received 
Sensor 1 100% (26/26) 
Sensor 2 100% (26/26) 
Sensor 3 100% (26/26) 
Sensor 4 100% (26/26) 
 
 
 
7.4 System Test 3 - Flight test 
0 20 40 60 80 100 120 140
200
250
300
350
400
450
500
550
600
Time
C
o
n
c
e
n
tr
a
ti
o
n
 P
P
M
Roof Top Test 4 - Motor Off CO2 on Air Node 60cm
 
 
Air Node
Ground Node
0 20 40 60 80 100 120 140
200
400
600
800
1000
1200
1400
1600
1800
2000
2200
Time
C
o
n
c
e
n
tr
a
ti
o
n
 P
P
M
Roof Top Test 5 - Motor Off CO2 on Air Node 30cm
 
 
Air Node
Ground Node
  
14 
 
The initial flight test was conducted at Christmas Creek, Beaudesert, QLD, Australia. The test involved assessing the 
platform of the GF IV UAV in terms of flight performance and general functionality of the avionics sub systems; 
power, propulsion, control, navigation and communications. The GF IV performed as expected, it completed the entire 
mission not missing any way points in average at best conditions. However, due to unforeseen circumstances the flight 
data logs for the first autonomous flight was corrupted and the way points are not retrievable. The waypoints GPS 
coordinates were retrieved from the mission planner window and both the way points and flight path were plotted in 
Google Earth, as depicted in Figure 20 below. 
 
Figure 20: System Test Result - UAV Autonomously 
Tracking Waypoints 
 
 
Figure 21 depicts the change in altitude over the duration of the flight. The altitude for the way points had been set at 
120 metres above ground level. From the graph below it can be read that the greatest fluctuation in altitude during 
autonomous flight is approximately +10m and -35m, this includes the known GPS error of ±10m. 
 
Figure 21: Altitude Tracking for UAV 
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7.5 System Test 4 - WSN Flight test 
In order to determine the effects that the on-board electronic system has on the telemetry of the WSN flight testing 
was conducted with a two sensor node system, with one mounted onto the aircraft and the other as a control ground 
node. Additionally, this test continued to assess and tune the PID parameters of the UAV’s APM 2.5 autopilot. The 
two sensor nodes used would be positioned so that the sensor node with a chip antenna acted as a control by being 
placed directly next to the coordinator to ensure that the signal strength was not overly affected trough attenuation in 
air or by any other object. The second sensor node with a wire antenna was mounted onto the UAV (Figure 22). Once 
the aircraft was airborne it was switched to autonomous flight and the data collection with the WSN would begin. The 
data collected compares the number of received packets from each sensor node to the total number of packets that 
should have been received. The procedure for tuning the PIDs was identical to System Test 3. 
 
 
Figure 22: Mounted Sensor Node on the Wing of the GF UAV 
 
The aircraft successfully completed an autonomous flight without the WSN. Figure 23 portrays the mission and the 
flight path of the aircraft. 
 
Figure 23: System Test 4 - UAV Tracking Flight Path 
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As seen from Figure 23, the PID’s require more tuning to provide a high level of accurate autonomous flight. However, 
this is a good starting block. One of the main influencing factors of the inaccurate flight is the excessive speed of the 
glider.  
  
Figure 24: Flight Data for the UAV 
 
Figure 25: Flight Data for Altitude Tracking 
 
It can be seen from Figure 24 that the aircraft had a maximum ground speed of approximately 40 m/s, which is equal 
to roughly; 144km/h. This speed is considered to be extremely high for a glider. The accuracy of the mission would 
have been drastically affected by this speed, as the aircraft simply does not have sufficient time to respond. Figure 25 
depicts the ability of tracking the altitude for the test flight. 
Figure 25 shows the UAV tracking the desired altitude. The altitude selected for this mission was 110 m. The UAV 
can be seen consistently tracking an error of approximately 12 meters. Figure 26 represents the results for the UAV 
tracking desired waypoints for another flight test during system test 4. 
.  
Figure 26: System Test 4 - UAV Tracking Flight Path 
 
During this flight the UAV’s motor was over worked due to the excessive speeds being reached. This had a direct 
effect of the current consumption on the motor. The highest current consumption of the motor should be around 30 
amps. However, as seen from figure 27 below, the current peaked at approximately 90 amps. 
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Figure 27: Current Consumption during 
Autonomous Flight 
 
Figure 28: Tracking of Ground Speed 
 
 
It’s believed one of the contributing factors was that the propellers used for the motor were oversized and led the 
extremely high speeds. From figure 28 it can be seen that the aircraft again reached speeds of approximately 40m/s, or 
144km/h. Finally, before the flight mission ended due to the motor failure, it can be seen that there was an 
improvement of altitude control, as represented by figure 29. 
 
Figure 29: Flight Data for Altitude Tracking 
 
The results obtained for the telemetry test of the two node WSN are not what was initially expected. Table 15 shows 
the results the packets lost from the control sensor node next to the coordinator cannot be explained; however, at a 
received packet percentage of 83% this would still be an acceptable percentage of packets to be received in order to 
collect and produce usable data. Furthermore, at a 100% received packet rate the results for the mounted sensor node 
are extremely positive. Flight records indicate that the aircraft motor was drawing close to 60Amps constantly during 
autonomous flight, which shows the incredible ability for the XBee PRO modules to filter noise from the on-board 
electronic systems. Therefore, it is highly unlikely that a sensor node mounted onto the GF UAV will experience 
packet loss due to ambient noise from the electrical systems. 
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Table 1: Two Sensor Node System Efficiency during Operational Flight Test 
 Control Airborne 
Packets Received 83% (15/18) 100% (18/18) 
 
8 Discussion, Recommendations and Lessons Learnt 
The GF IV UAV project successfully designed and implemented a fully functional autonomous UAV with an 
integrated WSN, where up to 4 nodes had been proven to be fully operational. One of these nodes was attached to the 
UAV and recorded real time data. However, the major constraint on the evaluation of the project was impeded by all 
research based UAV’s being grounded under the new civil aviation safety authority (CASA), until the correct licenses 
had been obtained, which exceeded the time limitations for the project. The WSN and the GF IV UAV successfully 
recorded data from 3 ground node sensors and 1 air borne sensor. This was proved under normal operating conditions, 
due to the grounding of flight tests. The range for the WSN could easily be achieved by purchasing additional 
hardware that has capabilities to transmit data at the required range, the functionality has been proven.  
Two of the largest sections in the system that required the most time dedicated to the design, construction and testing 
phases was sensor calibration and PCB design. With no prior experience in the calibration of gas sensors, solutions to 
the problems encountered during calibration were solved using a trial and error process and further research into 
similarly encountered problems online. As the method of operation for the CO2 sensors is similar to that of other 
available gas sensors, the method of calibration could be easily transferred over to accommodate for different sensors. 
With this knowledge, the time in which it takes sensors to be calibrated could be significantly reduced allowing more 
time for more precise calibration. Additional points noted during the calibration stage of the sensors was the difference 
between specifications laid out in the sensor datasheets with those observed through testing. The lesson that can be 
taken from this is to always conduct individual testing into unfamiliar hardware to ensure that what is written on the 
datasheets match the results from testing. 
Much like sensor calibration, the design of a PCB to replace the wiring inside the aircraft was a section in which there 
was no prior experience. Creation of the PCB required the use of the PCB design program EAGLE. The 
familiarisation with the program during the design of the PCB means that future tasks involving PCB design can be 
completed much quicker. 
Additional lessons learnt during the project included familiarisation with the Arduino IDE and Mission Planner 
software. An understanding of the Arduino IDE and language allows for easy future use of Arduino products. The 
same can be said about familiarisation with the Mission Planner software as it is able to be adapted for a number of 
uses including ground vehicles, rotary wing aircraft, and other fixed wing aircraft. 
From the results obtained and the experiences encountered throughout the project a number of recommendations can 
be made for future research and development into the use of UAVs for environmental gas monitoring. 
Recommendations concerning the UAV system stem directly from the difficulties encountered using ‘second hand’ 
equipment. A large amount of the project was spent removing, shortening and reorganising the wiring within the GF 3 
airframe that could have been better spent tuning the PIDs to achieve safe autonomous flight. Additionally, during the 
process removing a lot of the wiring a number of components would break and have to be replaced. For future 
development of the GF IV system these issues could be solved by purchasing a new airframe with more internal space 
and purchasing new wires, leads and connectors for the hardware present inside the aircraft. 
The area of concern for the WSN was the MG-811 CO2 sensors used throughout the network. A number of the issues 
encountered with these sensors were that the performance of the sensors did not match that of the datasheet. The 
supporting electrical hardware needed to make the sensor work correctly would often break, the calibration of the 
sensors is difficult to achieve accurately and the time needed to prepare sensors for use was at least 2 hours. With such 
a large array of problems, that even at the end of the project, the problems had not been completely solved, it can be 
concluded that the MG-811 CO2 sensor should not be used and that another method of detection of the concentration 
of CO2 should be sort out. 
The Arduino Uno and XBee PRO components used in the wireless telemetry section of the system were proven to 
work extremely well. By designing a custom PCB that included the ATmega328 microcontroller chip, the XBee PRO 
series 1 wireless module and connectors for additional sensors a significant amount of room could be saved. This 
could also save money by eliminating the need to purchase the Arduino Uno board or the Arduino XBee shield. 
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8. Conclusion 
The GF IV UAV successfully recorded accurate flight with an integrated WSN, where 1 air borne node relayed, real 
time CO2 sensor readings which worked in conjunction with 3 other ground nodes also recording and transmitting data 
to a centralised ground station. The PID parameters that influence the control surfaces that track a desired flight path 
using GPS way points were successfully tuned.  
The WSN performed well with the data transmission over the network. This server topology was able to handle all 
four sensor nodes with only a small amount of limited errors from the system. However, the actually CO2 module did 
not perform as expected and could be attributed to the delay of the development of a more advanced mesh network 
topology. The PCB designed and manufactured reduced the electrical interference in the avionics and provide a simple 
to use interface between the APM 2.5 autopilot, Spektrum AR6210 RC receiver and the Failsafe multiplexer. The GF 
IV has created a solid foundation for the advancement of a solar powered UAV with integrated WSN’s and might help 
in the development or continuation of the proceeding project.  
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10. Appendix 
8.1 [A] PCB schematic and Board layout 
 
Figure A1: Schematic for PCB 
 
Figure A2: Board Layout for PCB 
8.2 [B] Ground Node IP Enclosure 
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Figure A3: IP for Ground Node 
8.3 [C] Software Code for Coordinator Node 
// includes the functions for the softwareserial library 
#include <SoftwareSerial.h> 
// Setting up a new softwareserial port for the xbee 
#define rxPin 10 
#define txPin 11 
SoftwareSerial xbee = SoftwareSerial(rxPin, txPin); 
char Sensor0 = 'A'; 
char Sensor1 = 'B'; 
char Sensor2 = 'C'; 
char Sensor3 = 'D'; 
boolean mode  = false; 
unsigned long timeOffset; 
int bytes = 0; 
int bytes1 = 0; 
void setup(){ 
  Serial.begin(9600); 
  xbee.begin(9600); 
  Serial.println("To begin press and enter 1. To stop the program press and enter 0."); 
} 
void loop(){ 
  // By pressing 1 in the serial monitor it will begin the program and pressing 0 will stop the program 
  if(Serial.available() > 0){ 
    char temp = Serial.read(); 
    if(temp == '1'){ 
      mode = true; 
      timeOffset = millis(); 
    } 
    if(temp == '0'){ 
      mode = false; 
    } 
  
24 
 
  } 
    if(mode == true){ 
    // ##### Sensor A ##### 
    // Coordinator will send the sensor code to the node 
    xbee.print(Sensor0); 
    delay(100); 
    bytes = xbee.available(); 
    switch (bytes) { 
      case 1: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      case 2: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      case 3: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      case 4: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      case 5: 
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        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      default: 
        Serial.print("packet loss"); 
       // Serial.print(bytes1); 
        Serial.print(", "); 
        break; 
    } 
    // this line of code is used to flush the serial buffer of any unwanted packets 
    while(xbee.available() > 0){ 
      xbee.read(); 
    } 
    // ##### Sensor B ##### 
    xbee.print(Sensor1); 
    delay(100); 
    bytes1 = xbee.available(); 
    switch (bytes1) { 
      case 1: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      case 2: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
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      case 3: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      case 4: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      case 5: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      default: 
        Serial.print("packet loss"); 
       // Serial.print(bytes1); 
        Serial.print(", "); 
        break; 
    } 
    while(xbee.available() > 0){ 
      xbee.read(); 
    } 
    // ##### Sensor C ##### 
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    xbee.print(Sensor2); 
    delay(100); 
    bytes1 = xbee.available(); 
    switch (bytes1) { 
      case 1: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      case 2: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      case 3: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      case 4: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      case 5: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
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        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      default: 
        Serial.print("packet loss"); 
       // Serial.print(bytes1); 
        Serial.print(", "); 
        break; 
    } 
    while(xbee.available() > 0){ 
      xbee.read(); 
    } 
    // ##### Sensor D ##### 
    xbee.print(Sensor3); 
    delay(100); 
    bytes1 = xbee.available(); 
    switch (bytes1) { 
      case 1: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      case 2: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      case 3: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
  
29 
 
        break; 
      case 4: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      case 5: 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(xbee.read() - '0'); 
        Serial.print(", "); 
        break; 
      default: 
        Serial.print("packet loss"); 
       // Serial.print(bytes1); 
        Serial.print(", "); 
        break; 
    } 
    while(xbee.available() > 0){ 
      xbee.read(); 
    } 
    unsigned long currentTime = millis() - timeOffset; 
    Serial.println(currentTime/1000); 
    // Will delay the program for 4.6 seconds before it sends more 
    // codes to the sensor nodes 
    delay(4600); 
    } 
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8.4 [E] Software Code for Sensor Nodes 
/************************Hardware Related 
Macros************************************/ 
#define MG_PIN A0 // analog pin 0 as the sensor input 
#define DC_GAIN (8.5) // the gain for the amplifier in the sensor board 
/**********************Application Related Macros**********************************/ 
//These two values are for the MG811 Sensor labeled S6 
#define ZERO_POINT_VOLTAGE (0.58235) //define the output of the sensor in volts when the 
concentration of CO2 is 400PPM 
#define REACTION_VOLTGAE (0.028235) //define the voltage drop of the sensor when moved 
from 400ppm to 1000ppm 
/*****************************Globals**********************************************
*/ 
float           CO2Curve[3]  =  {2.602,ZERO_POINT_VOLTAGE,(REACTION_VOLTGAE/(2.602-
3))}; 
char nodeID = 'A'; // initialising the sensor ID 
int sensorVal = 0; 
char incomingSig; 
void setup(){ 
  Serial.begin(9600);  
} 
void loop(){ 
  int percentage; 
  float volts; 
  incomingSig = Serial.read(); 
  //Serial.println(incomingSig);    
  // Checks if the incoming message matches the node ID 
    if(nodeID == incomingSig){ 
      volts = MGRead(MG_PIN); 
      percentage = MGGetPercentage(volts,CO2Curve); 
      Serial.print(percentage); // sends data to coordinator 
      incomingSig = -1; // resets incomingSig to another value 
    } 
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} 
/*****************************  MGRead 
********************************************* 
Input:   mg_pin - analog channel 
Output:  output of SEN-000007 
Remarks: This function reads the output of SEN-000007 
**********************************************************************************
**/  
float MGRead(int mg_pin) 
{ 
    float v = 0; 
    v = analogRead(mg_pin); 
    v = v *5/1024; 
    return v;   
} 
/*****************************  MQGetPercentage ********************************** 
Input:   volts   - SEN-000007 output measured in volts 
         pcurve  - pointer to the curve of the target gas 
Output:  ppm of the target gas 
Remarks: By using the slope and a point of the line. The x(logarithmic value of ppm)  
         of the line could be derived if y(MG-811 output) is provided. As it is a  
         logarithmic coordinate, power of 10 is used to convert the result to non-logarithmic  
         value. 
**********************************************************************************
**/  
int  MGGetPercentage(float volts, float *pcurve) 
{ 
   //if ((volts/DC_GAIN )>=ZERO_POINT_VOLTAGE) { 
    //  return -1; 
   //} else {  
      return pow(10, ((volts/DC_GAIN)-pcurve[1])/pcurve[2]+pcurve[0]); 
   //} 
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