Abstract-A wavelet inpainting problem refers to the problem of filling in missing wavelet coefficients in an image. A variational approach was used by Chan et al. The resulting functional was minimized by the gradient descent method. In this paper, we use an optimization transfer technique which involves replacing their univariate functional by a bivariate functional by adding an auxiliary variable. Our bivariate functional can be minimized easily by alternating minimization: for the auxiliary variable, the minimum has a closed form solution, and for the original variable, the minimization problem can be formulated as a classical total variation (TV) denoising problem and, hence, can be solved efficiently using a dual formulation. We show that our bivariate functional is equivalent to the original univariate functional. We also show that our alternating minimization is convergent. Numerical results show that the proposed algorithm is very efficient and outperforms that of Chan et al.
image is , but all discussions can be equally applied to images of size . Bertalmio et al. [4] used partial differential equations (PDE) to smoothly propagate information from the surrounding areas along the isophotes into the inpainting domain. Ballester et al. developed a variational inpainting model based on a joint cost functional on the gradient vector field and gray values [2] . Chan and Shen considered the total variational (TV) inpainting model [12] and curvature driven diffusion (CDD) model [13] . The TV inpainting model stems from the well-known Rudin-Osher-Fatemi's image model [33] and it fills in the missing regions such that the TV is minimized. Chan et al. introduced an inpainting technique using an Euler's elastica energy-based variational model [11] . All these researches focused on inpainting in the pixel domain.
Inpainting in wavelet domains is a completely different problem since there are no well-defined inpainting regions in the pixel domain. After the release of the new image compression standard JPEG2000, many images are formatted and stored in terms of wavelet coefficients. During storing or transmitting, some wavelet coefficients may be lost or corrupted. This prompts the need of restoring the missing information in the wavelet domain. Inspired by the practical need, Chan et al. studied image inpainting problems in wavelet domains [15] . Let us denote the standard orthogonal wavelet expansion of and by and where denotes the wavelet basis [21] , and are the wavelet coefficients of and given by and
for . For convenience, we denote by when there is no ambiguity. Assume that the wavelet coefficients in the index region are known, that is, the available wavelet coefficients are given by
The aim of wavelet domain inpainting is to reconstruct the wavelet coefficients of using the given coefficients . It is well-known that the inpainting problem is ill-posed, i.e., it admits more than one solution. There are many different ways to fill in the missing coefficients, and, therefore, we have different reconstructions in the pixel domain. A regularization method can be used to fill in the missing wavelet coefficients. Since TV minimization can preserve sharp edges while reducing noises and other oscillations in the reconstruction, Rudin et al. [33] proposed to use TV regularization to solve the denoising problem in the pixel domain (2) Here, is the discrete TV norm. Let us define the discrete gradient operator by with and for . We use the reflective boundary condition such that and for . Here refers to the th entry of the vector (it is the th pixel location of the image). The discrete TV of is defined by where is the Euclidean norm in . TV norm has become very popular for regularization approaches. In [15] , Chan et al. selected TV norm to facilitate the wavelet inpainting problem so that the missing or damaged coefficients can be filled in faithfully to preserve sharp edges in the pixel domain. Precisely, they considered the following minimization problem: (3) with if and if , and is the regularization parameter. The first term in is the data-fitting term and the second is the TV regularization term.
There are many methods available in the literature to find the minimizer of total variation denoising problems in the pixel domain. These methods include PDE-based methods such as explicit [33] , semi-implicit [27] , operator splitting [28] , and lagged diffusivity fixed point iterations [34] . However, solving TV regularization problems using these methods poses a numerical difficulty due to the nondifferentiability of the TV norm. This difficulty can be overcome by introducing a small positive parameter in the TV norm, which prevents the denominator from vanishing in numerical implementations, i.e.,
The specification of involves trade-offs between the quality of edges restored and the speed in converging to the fixed point. Precisely, the smaller is, the higher quality of the restoration on the edges will be. However, the convergence of fixed point iteration becomes slower as the modified TV norm is closer to the original nondifferentiable TV norm in (2) . An alternative way to get around the nondifferentiability of TV norm is to reformulate the TV denoising problem as a minimum graph cut problem [20] . In this approach, the original TV norm is replaced by an anisotropic TV norm.
To use the original TV norm in the formulation and avoid the numerical difficulty, Carter [8] and Chambolle [9] studied a dual formulation of (2). Chambolle showed that the solution of (2) is given by the orthogonal projection of the observed image onto a convex set derived in the dual formulation of (2) . Therefore, computing the solution of (2) hinges on computing a nonlinear projection. Chambolle further developed a semi-implicit gradient descent algorithm to solve the constrained minimization problem arising from the nonlinear projection. Based on the theories in semismooth operators, Ng et al. [29] studied semismooth Newton's methods for computing the nonlinear projection. Multilevel optimization methods are considered in [10] , [16] . The convergence and numerical results have shown that these duality-based algorithms are quite effective. However, since the first term in (3) is rank deficient, it is difficult to directly extend the dual approach to find the minimizer of the wavelet inpainting problem in (3) .
In this paper, we propose a new efficient optimization transfer algorithm to solve (3) . An auxiliary variable is introduced and the new objective function is where denotes a diagonal matrix with diagonal entries and is a positive regularization parameter. The function is a quadratic majorizing function [25] of . We will show in the following section that for any positive regularization parameter , we have Thus, the minimization of w.r.t. and is equivalent to the minimization of w.r.t. . Moreover, the equivalency holds for any . It has been a popular approach to introduce an auxiliary variable into the original optimization problem. For example, half-quadratic algorithms [22] , [23] , [30] , majorization-minimization algorithms [6] , [25] were proposed to linearize the nonlinear terms and separate the parameters in the optimization problem. In these algorithms, the subproblem for each variable is linear and, therefore, simple to solve. However, these methods cannot be readily extended to inpainting problems.
In our model, the subproblem for the variable is linear, but that for the original variable is still nonlinear. One key observation is that, by using the unitary invariance property of the norm, computing a minimizer of the subproblem is equivalent to solving a TV denoising problem in (2) . Therefore, we can use a dual approach to find the minimizer. Since we use an alternating minimization approach to compute a minimizer of the objective function , we do not need to solve each subproblem exactly. Instead, we simply need to reduce the associated objective function, which can be achieved by running a few steps of the nonlinear projection.
Recently, several authors proposed the use of bivariate functionals and alternating minimization for solving various TV minimization problems [7] , [24] . However, convergence theories there do not hold in the case of TV inpainting. Moreover, their bivariate functionals are not exactly equivalent to the original functional.
This paper is arranged as follows. In Section II, we review the numerical algorithm on total variation wavelet inpainting presented by Chan et al. [15] . In Section III, we derive a quadratic majorizing function for the data-fitting term in and propose a bivariate functional together with an alternating minimization algorithm to find its minimizer. In Section IV, numerical results are given to demonstrate the efficiency of our algorithm. In Section V, we give a conclusion. In the Appendix, we prove the convergence of our alternating minimization algorithm.
II. EXPLICIT GRADIENT DESCENT ALGORITHM
In this section, we review the numerical algorithm on total variation wavelet inpainting presented in [15] . In their paper, Chan et al. derived the Euler Lagrange equation for the wavelet inpainting problem. An explicit gradient descent scheme has been used to solve (3) in a primal setting. The cost function in (3) achieves the global minimum when its gradient equals zero, i.e., (4) The gradient of the objective function in the continuous setting can be calculated as follows:
for . Denote the regularized mean curvature of the image by (5) If we assume that the mother wavelet is compactly supported and at least Lipschitz continuous, then using integration by parts yields Note that the term is the curvature projected on the wavelet basis. The problem in (4) can be solved by the following gradient flow: (6) The system of differential equations (6) can be easily solved by the following explicit scheme: (7) for , where is a time-step parameter to guarantee both the stability of the numerical solutions and an appropriate convergence speed.
Notice that the curvature is defined in the pixel domain. In practice, we compute it directly by transforming the coefficients to the pixel domain, and then transforming it back to the wavelet domain. More precisely, we first calculate (8) Next, we obtain the curvature of by using the standard finite difference method Finally, we compute the projection of the curvature projection onto the wavelet basis by (9) We may rewrite the iterative formula (7) in matrix form where is a matrix depending on and , and is a fixed vector depending on . The time step
should be chosen such that the spectral radius of is as small as possible to ensure fast convergence. Thus, we must first estimate the spectrum for each and optimize it w.r.t. . This is difficult as the matrix is very large and is highly nonlinear w.r.t. . In practice, the parameter is usually chosen to be very small in order to guarantee the decrease of the cost function. Another approach is to incorporate backtracking line search [31] into the gradient descent. This method is to find a parameter such that where and is a fixed positive parameter.
III. EFFICIENT TV MINIMIZATION ALGORITHM

A. Quadratic Majorizing Function for the Data-Fitting Term
Now we derive a new quadratic majorizing function for datafitting term in the objective function (3) . Notice that the datafitting term is already quadratic. Our hope is to reformulate the wavelet inpainting problem as a denoising problem, which can then be solved by classical numerical schemes efficiently.
We begin with the quadratic function which is strictly convex. By differentiating w.r.t. , we find the minimizer of (10) Hence, the minimum value of the function for a fixed is given by
Denote by the sum of the function over . Therefore, we have
The equality holds if and only if satisfies (10) for all . Hence, we obtain the following identity:
Now we introduce a new objective function (11) By the convexity of and , the minimization problem for is equivalent to , i.e.,
The main difference between the two minimization problems in (12) is that a new variable is introduced in , so that the minimization w.r.t. each variable is simple. In the index region is a weighted average of the noisy wavelet coefficient and the restored wavelet coefficient , while in the index region is the restored wavelet coefficient . Hence, can be regarded as an average of and .
We remark that a new regularization parameter is introduced in the new minimization problem, but (12) holds for any . In Section IV, we will show that the quality of the restored image and CPU running time is insensitive to the parameter .
B. Alternating Minimization Method
We propose an alternating minimization algorithm to find a minimizer of . Starting from an initial guess , we use an alternating minimization algorithm to generate the sequence (13) From (10), we obtain The diagonal matrix is nonsingular for any . Next, we find the minimizer of (14) Here, we focus on wavelet inpainting problems whose wavelet transform matrix is orthogonal. Defining and noticing that , the minimization problem (14) becomes Exploiting the unitary invariance property of the norm, we can discard the multiplication by in the first term in the argmin and get This is exactly the standard TV denoising problem, which can be solved by many TV minimization methods mentioned in Section I. In this paper, we employ the Chambolle's projection algorithm in the denoising step because of its simplicity and efficiency. In this scheme, we solve the following dual constrained minimization problem: (15) subject to Here is the dual variable of the th pixel, is the concatenation of all , and the discrete divergence of is defined as with for . The vector is the concatenation of all . When the minimizer of the constrained optimization problem in (15) is determined, the denoised image can be obtained as follows:
where . In [9] , the iterative scheme for computing the optimal solution is given by (17) where is the th iteration for the minimizer, and is the step size introduced in the projection gradient method, see [9] for details.
There is a natural weakness in using a dual formulation, because (16) only holds when the sequence converges. Moreover, (17) does not correspond to a gradient descent process of the original primal objective function. Thus, an early termination of (17) may increase the value of the primal objective function. Thus, after some iterations on (17), we apply a relaxed step of the form where is the step size. We can apply a backtracking line search to find a proper choice for the value of .
We remark that the preceding discussion is based on an orthogonal wavelet transform. This method can be generalized to nonorthogonal wavelet transforms, for example, bi-orthogonal wavelet transforms [17] , redundant transforms [26] and tight frames [32] . In these cases, is not orthogonal, but still has full rank, and, hence, is invertible. Therefore, the iteration can be modified to In order to guarantee the convergence, the step size should satisfy . The convergence of the alternating minimization method is given in the Appendix.
IV. NUMERICAL RESULTS
We illustrate the performance of the proposed algorithm for image inpainting problems and compare it with the gradient descent method proposed by Chan et al. [15] . Our codes are written in MATLAB R2008a. Signal-to-noise ratio (SNR) is used to measure the quality of the restored images. It is defined as follows:
where and are the original image and the restored image respectively. We compare the proposed method with the gradient descent method in [15] .
In all the tests, all images were corrupted by white Gaussian noise with standard deviation . We set the initial guess of to the available wavelet coefficients . We used Daubechies 7-9 bi-orthogonal wavelets with symmetric extensions at the boundaries [1] , [17] . To reduce the time in searching for a good regularization parameter , we fix to . The gradient descent method is employed using the modified TV with . For the regularization parameter, we tried , and pick the one such that the SNR of the restored image is optimized.
In the first example, we consider the "Cameraman" image which is corrupted by an additive noise. The corrupted image with 50% wavelet coefficients randomly missing is shown in Fig. 1(b) . Since some low-frequency wavelet coefficients is missing, there are large corrupted regions in the pixel domain. It is difficult to define an inpainting region in the pixel domain. Fig. 1 shows the original image, the damaged image, and the images restored by using gradient descent with time step with line search, and our method. Since all methods correspond to the same optimization problem, the restored images have little visible differences when the number of iteration goes to infinity.
In Fig. 2 , we plot the SNRs of the restored images and the value of the objective function computed within the iterations. We observe that the proposed method produces the best SNRs, and the gradient descent method with a larger time step produces better SNRs. We also observe that the value of the objective function may stagnate at a high value when a large time step is chosen.
In the second and third examples, we use the "Lena" image and the "Barbara" image respectively. These images have a nice mixture of details, flat regions, shading area and textures. The original image, the damaged image and restored images are shown in Figs. 3 and 4 . The plots of SNR and objective value versus CPU time are shown in Figs. 5 and 6.
In these experiments, we also test how the parameter in affects the CPU time. We use and plot the CPU running time versus the parameter for the "Cameraman," "Lena," and "Barbara" images in Fig. 7 , respectively. We find that for a broad range of values of the parameter , it has no significant influence on the CPU time. Thus, any small values can be used to obtain a good performance.
V. CONCLUSION
In this paper, we present an efficient algorithm to fill in missing or damaged wavelet coefficients due to lossy image transmission or communication. This algorithm is derived from the state-of-the-art optimization transfer approach, in which an auxiliary variable is introduced to the objective function. We have employed an alternating minimization method to solve the proposed bivariate problem. The subproblem of the auxiliary variable has a closed form solution, which is a weighted average of the noisy wavelet coefficient and the restored wavelet coefficient. By using the unitary invariance property of the norm, the subproblem of the original variable becomes a classical TV denoising problem which can be solved efficiently using nonlinear projection. The proposed method avoids differentiating the TV term as in the gradient descent method [15] . It allows us to use the original TV without modifying it to . Our experimental results show that the proposed algorithm is very efficient and outperforms the gradient descent method.
APPENDIX A CONVERGENCE ANALYSIS
In this section, we study the convergence of the alternating minimization algorithm. We remark that convergence of alternating minimization is nontrivial in the case of nondifferentiable objective functions even if they are strictly convex. Although our bivariate objective function is nondifferentiable, it is constructed such that the algorithm still converges to a minimum. Starting from an arbitrary , we consider the sequence generated by (13) . We first show that it is convergent.
Theorem 1: The sequence generated by converges to a for any . Proof: Recall that Then (18) Since is convex w.r.t. , we deduce that where is an arbitrary element of the subgradient . Next, by Taylor's expansion on the quadratic function , we obtain Using (18) and (19) 
