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Abstract
For Cox processes we construct a Markov process with increasing
paths to couple the condensations of the Cox process in a monotone
way. A similar procedure procedure yields an analogue Markov process
for the Po´lya sum process. Moreover, we identify the exit spaces of
these Markov processes and identify them firstly as mixtures of certain
extremal processes, i.e. as a process in a random environment, and
secondly as Gibbs processes.
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1 Introduction
A classical charcterization of Cox processes due to Mecke is one via conden-
sations of point processes [8]. Such condensations are inverse operations of
thinnings, and while a thinning always exists, condensation may not. Cox
processes are according to Mecke’s characterization exactly those point pro-
cesses for which all condensations exist.
The first aim is to construct a Markov process on the state space of
locally finite point measures with the following properties: Firstly, the sample
paths are increasing; and secondly, the one-dimensional distributions of that
Markov process are the condensations of the given Cox process. That way we
obtain a coupling of Cox process and its condensations such that to realized
point configurations points are only added.
∗email rafler@ma.tum.de
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The second basic aim is to construct the exit space of this Markov process
yielding a representation of this ‘Cox Markov process’ as a mixture of certain
‘Poisson Markov processes’. The directing measure turns out to be the one of
the Cox process. These ‘Poisson Markov processes’ are the Markov processes
conditioned on the asymptotic σ-field. Along this way we get that the ‘Cox
Markov processes’ are Gibbs processes for some local specification in the
sense of Preston [12], and that the extremal states are exacly the ‘Poisson
Markov processes’.
A particular Cox process is the Po´lya sum process, which is the Papan-
gelou process for the Po´lya sum kernel. We present a similar construction of
the Markov process corresponding to the Po´lya sum process with a different
parametrization, since due to strong connections to the chinese restaurant
process, this Markov process is of further interest. However, the presenta-
tion here restricts to the construction of the Martin-Dynkin boundary, the
relations to the chinese restaurant process will be explored in [13].
Basically this presentation consists of two main parts, the discussion of
Cox processes in section 3 and the discussion of the Po´lya sum process in
section 4. In each part we firstly discuss thinnings and splittings, then con-
struct the corresponding Markov process and finally identify their exit spaces
and identify these Markov processes as Gibbs processes.
2 Random measures and point processes
Throughout the paper let X be a Polish space with Borel σ-field B and a ring
of bounded Borel sets B0. By F we denote the set of continuous functions
from X to R, by F+ ⊂ F , Fb ⊂ F the sets of non-negative, continuous func-
tions and the set of continuous functions with bounded support, respectively.
F+,b = F+ ∩ Fb.
When equipped with the vague topology, the space of locally finite mea-
sures M(X) is Polish as well as its closed subset of locally finite point mea-
sures M··(X). Its Borel σ-field G is generated by the evaluation mappings
ζB : M(X) → R+, ζBµ = µ(B). Let GB = σ(ζB′ : B ∈ B, B ⊂ B). The
elements M(X) are partially ordered via ν ≤ µ iff this inequality holds for
all non-negative test functions on X . For point processes this means that
the point masses of ν are dominated by the ones of µ or, equivalently, that
µ− ν is still a point measure.
A random measure is a probability measure onM(X), a point process is
a random measure which is concentrated onM··(X). For a random measure
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R the Campbell measure is defined as
CR(h) =
∫∫
h(x, ν)ν(dx)R(dν),
where h : X ×M(X) → R is measurable and non-negative or integrable.
Point processes P satisfying some absolute continuity condition admit a par-
ticular disintegration of their Campbell measure,
CP(h) =
∫∫
h(x, µ+ δx)pi(µ, dx)P(dν),
see e.g. [7, 11, 5, 6]. In this case, pi is called Papangelou kernel and P
Papangelou process. Well known is the Poisson process Pρ given by the
kernel pi(µ, · ) = ρ, ρ ∈ M(X). Of further special interest will be the Po´lya
sum process Sz,ρ and the Po´lya difference process Dz,ρ which are characterized
by the sum kernel pi(µ, · ) = z(ρ+µ), z ∈ (0, 1), ρ ∈M(X), and the difference
kernel pi(µ, · ) = z(ρ − µ), z > 0, ρ ∈ M··(X), µ ≤ ρ. The latter processes
were introduced and constructed in [14, 10].
Cox processes are Poisson processes with a random intensity measure.
They obey a condenstion property due to Mecke [8]: A point process P is a
Cox process if and only if for all q ∈ (0, 1] there exists a point process Pq such
that P is the q-thinning Γq(Pq) of Pq, that is points of a realized configuration
are deleted independently with probability 1−q and survive with probability
q. Moreover, Pq is unique and the directing measure of P is the weak limit of
Pq(q · ) as q → 0, i.e. it is obtained by increasing the number of points but
decreasing their weights.
3 Cox Markov processes and their exit spaces
3.1 The Markov process
We aim at constructing an increasing Markov process Y = (Yt)t∈[0,1) with
values in M··(X) in the following way: Define Ω = {ω : [0, 1) → M··(X) :
ω cadlag, ωs ≤ ωt, s ≤ t} and equip Ω with the Skorohod topology. Define
Yt(ω) = ωt. Moreover define two filtrations by
Ft = σ
(
Ys : s ≤ t
)
, F t = σ
(
Ys : s ≥ t
)
.
In the following we fix a Cox process P and thus obtain according to
Mecke’s Theorem a family of point processes (Pq)0<q≤1 such that P = Γq(Pq).
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Note that without the Cox property the following construction remains valid
if there exists some q0 > 0 such that Pq exists for q > q0 and everything is
restricted to that smaller domain. Observe that in general a thinned process
is a doubly stochastic Po´lya difference process, see also [10].
Lemma 3.1 (Thinning). Let 0 < q < q′ < 1, then Pq′ = Γp(Pq) for p =
q
q′
.
Proof. Since
Γq′
(
Γp(Pq)
)
=
∫∫
D q′
1−q′
,µ
D p
1−p
,ν(dµ)Pq(dν)
and ∫
D q′
1−q′
,µ
D p
1−p
,ν(dµ) = Γq′(D p
1−p
,ν) = D pq′
1−p+p(1−q′)
,ν
by [9, Ex 6.3.1], the parameter of the thinning is obtained as p = q
q′
.
Following [9], we define the splitting operation as
Sp
(
P
)
(h) =
∫∫
h(ν, µ− ν)Γp
(
µ
)
(dν)P (dµ).
By Lemma 3.1 we get the marginal distribution
Sp
(
Pq
)
(g ⊗ 1) = Γp
(
Pq
)
(g),
and thus Sp
(
Pq
)
( · ×A)≪ Γp
(
Pq
)
, which allows the disintegration of Sp(Pq),
Sp
(
Pq
)
(h) =
∫∫
h(ν, η)Υνp
(
Pq
)
(dη)Γp
(
Pq
)
(dν),
i.e. ensures the existence of the so-called splitting kernel Υ ·p (Pq). In partic-
ular for h(ν, η) = g(ν + η),
Pq(g) = Sp
(
Pq
)
(h) =
∫∫
g(ν + η)Υνp
(
Pq
)
(dη)Γp
(
Pq
)
(dν).
By using ∗ to denote the operation on the rhs, we obtain
Lemma 3.2 (Splitting). Let 0 < q < q′ < 1, then Pq = Υ
·
p (Pq) ∗ Pq′ for
p = q
q′
.
The splitting kernel should be understood as the distribution of the in-
crement to get from Pq′ to Pq. Thinning and splitting are in some sense
dual operations, which will be explored after the construction of the Markov
process Y = (Yt)0≤t<1.
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Let
Y0 ∼ P (1)
P(Yt − Ys ∈ · |Ys) = Υ
Ys
1−t
1−s
(P1−t), 0 ≤ s < t < 1. (2)
Since the state spaceM··(X) is complete and separable, the finite-dimensional
distributions of Y are uniquely determined, and by choosing cadlag paths, the
process is uniquely determined. Because of Lemma 3.2, Yt is P1−t-distributed
for each t. Furthermore, the transition probabilities of Y are of the form
ps,t(ν, · ) = Υ
ν
1−t
1−s
(P1−t) ∗∆ν ,
where ∆ν is the point process which realizes the point configuration ν a.s.
Remark 3.3. The random initial condition might be unpleasent and one may
prefer an initial condition like Yt0 = 0. This may be obtained immediatly by
constructing Yt for t ∈ [−1, 0) as a thinning of P such that the law of Yt is
Γt+1(P) and Y−1 = 0, which can be done in an increasing way, too. However,
this is rather irrelevant for the construction of its exit space and we omit
that procedure. A parametrization of the Po´lya sum process in terms of one
of its parameters yields the non-random initial condition in a natural way.
The backward dynamics follows from Lemma 3.1 and is given by
p∗s,t(ν, φ) = Γ 1−t
1−s
(
ν
)
(φ) = D 1−t
t−s
,ν(φ).
Corollary 3.4 (Duality). Let 0 ≤ s < t < 1 and φ, ψ non-negative, mea-
surable functions. Then∫
p∗s,t( · , ψ)φ dP1−t =
∫
ψps,t( · , φ) dP1−s.
Proof.∫
p∗s,t(µ, ψ)φ(µ)P1−t(dµ) =
∫∫
φ(ν)φ(µ)Γ 1−t
1−s
(
µ
)
(dν)P1−t(dµ)
=
∫∫
φ(ν)φ(ν + η)Υν1−t
1−s
(
P1−t
)
(dη)Γ 1−t
1−s
(
P1−t
)
(dν)
=
∫
ψ(ν)ps,t(ν, φ)Γ 1−t
1−s
(
P1−t
)
(dν)
due to the disintegration
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The family (ps,t)0≤s<t<1 defines a family of contraction operators T =
(Ts,t)0≤s≤t<1 via
Ts,tφ = ps,t( · , φ) (3)
for integrable functions φ : M··(X) → R. When restricted to continuous
functions which are measurable wrt. GB for some bounded B, then some
properties hold.
Lemma 3.5. Let 0 ≤ s ≤ t < 1 and assume that ν 7→ Υν1−t
1−s
(P1−t) is vaguely
contiunuous. Then if φ is continuous, also t 7→ Ts,tφ is fore all s.
This follows from a standard argument.
Lemma 3.6. If φ is continuous and measurble wrt. some GB, then for all s,
lim
tցs
Ts,tφ = φ.
Proof. Let φ be a bounded and FB-measurable function. Then
ps,t(ν, φ)− φ(ν) =
∫
φ(ν + µ)Υν1−t
1−s
(
P1−t
)
(dµ)− φ(ν)
=
[
Υν1−t
1−s
(
P1−t
)
(ζB = 0)− 1
]
φ(ν)
+
∫
{ζB>0}
φ(ν + µ)Υν1−t
1−s
(
P1−t
)
(dµ).
Since P1−t converges weakly to P1−s as t ց s, certainly the splitting kernel
converges weakly for a.e. ν to ∆0
For finite Cox processes we may even compute the generator of the
Markov process Y . Helpful is in this case the representation of the split-
ting kernel in terms of reduced Palm kernels [9, Thm. 6.3.5].
Lemma 3.7. Let φ be a bounded and continuous function and assume that for
each finite configuration ν the reduced Palm kernels P !1−t,ν → P
!
1−s,ν weakly
as tց s. Then the generator of Y is given by
Asφ(ν) =
1
(1− s)P !1−s,ν(ζX = 0)
∫
{ζX=1}
φ(ν + µ)− φ(ν)P !1−s,ν(dµ).
In particular this means that at each time only one point is allowed to
arrive.
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Proof. Let φ be a bounded and measurable function. Then
ps,t(ν, φ)− φ(ν) =
∫
φ(ν + µ)Υν1−t
1−s
(
P1−t
)
(dµ)− φ(ν)
=
[
Υν1−t
1−s
(
P1−t
)
(ζX = 0)− 1
]
φ(ν)
+
∫
{ζX=1}
φ(ν + µ)Υν1−t
1−s
(
P1−t
)
(dµ).
+
∫
{ζX>1}
φ(ν + µ)Υν1−t
1−s
(
P1−t
)
(dµ).
Divide by t − s and denote these summands by I0 · φ(ν), I1 and I2. In the
finite case
Υν1−t
1−s
(
P1−t
)
=
(
t−s
1−s
)ζX
P !1−t,ν
((
t−s
1−s
)ζX)P !1−t,ν .
By Zs,t denote the normalization constant. Observe that as tց s,
Zs,t =
∫ (
t− s
1− t
)µ(X)
P !1−t,ν(dµ)→ P
!
1−s,ν(ζX = 0) =: Zs.
Thus for the second summand we get
I1 =
1
1− t
·
1
Zs,t
∫
ζx=1
φ(ν + µ)P !1−t,ν(dµ)
→
1
1− s
·
1
Zs
∫
ζx=1
φ(ν + µ)P !1−s,ν(dµ).
Analogously the third summand I2 vanishes. Finally,
I0 =
1
Zs,t
∫
1
t− s
(
1{ζX=0}(µ)−
(
t− s
1− t
)µ(X))
P !1−t,ν(dµ)
=
1
Zs,t
∫
{ζX>0}
−
(t− s)µ(X)−1
(1− t)µ(X)
P !1−t,ν(dµ)
→
1
1− s
·
1
Zs
· P !1−s,ν(ζX = 1).
Final rearrangements yield the result.
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3.2 The Exit space
By F1 denote the asymptotic σ-field
F1 =
⋂
t<1
F t.
Then we get for any t < 1 and Ft-measurable function Φ
P(Φ|F1) = lim
t→1
P(Φ|F t).
For σ(Yt)-measurable random variables Φ the conditional expectation on the
rhs. is for 1 > T > t,
P
(
φ(Yt)|F
T
)
=
∫
φ(µ)D 1−T
T−t
,YT
(dµ), (4)
which admits the calculation of the limit T → 1.
Lemma 3.8. Let ω ∈ Ω such that (1 − t)ωt converges vagely to some ν ∈
M(X). Then for each continuous f : X → R+ with bounded support
lim
T→1
P
(
e−Yt(f) |FT
)
(ω) = exp
(
−
1
1− t
∫
1− e−f dν
)
Proof. By equation (4) we get for f ∈ F+
P
(
e−Yt(f) |FT
)
= exp
(∫
log
1 + 1−T
T−t
e−f
1 + 1−T
T−t
dYT
)
= exp
(∫
log
T − t+ (1− T ) e−f
1− t
dYT
)
= exp
(∫
log
(
1 + (1− T )
e−f −1
1− t
) 1
1−T
d(1− T )YT
)
.
As T → 1, the argument of the logarithm converges to exp
[
− 1
1−t
(
1 − e−f
)]
and hence
P
(
e−Yt(f) |FT
)
→ exp
(
− 1
1−t
∫
1− e−f dQ
)
on the set {ω : (1− t)ωt converges vagely} and Qω denotes this limit.
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Remark 3.9. Note that if the one-dimensional distributions are replaced by n-
dimensional ones at times t1 < . . . < tn, then since the thinning is Markovian,
the previous lemma carries over to that case:
lim
T→1
P
(
e−Yt1(f1) · · · e−Ytn(fn) |FT
)
=
∫
e−Yt1(f1) · · · e−Ytn(fn)D 1−t2
t2−t1
,µ2
(dµ1)×
· · · × D 1−tn
tn−tn−1
,µn
(dµn−1)P 1
1−tn
ν(dµn).
We denote this probability by Pν , by Qν = lim(1− t)ωt, and moreover by R
the distribution of Q.
Theorem 3.10. Let Φ be non-negative, Ft-measurable for some t ∈ [0, 1),
then there exists a probability measure R on M(X) such that
P(Φ) =
∫
Pν(Φ)R(dν).
Moreover, R is the directing measure of the original Cox process P.
Proof. Since the law of YT is P1−T , (1−T )YT converges vaguely P-a.s, hence
the convergence in Lemma 3.8 holds almost surely. Moreover, the law R of
this limit is the directing measure of P as well as P.
Remark 3.11. From a statistical mechanical point of view, the family of
stochastic kernels
piT (ω, · ) = P
(
· |FT
)
(ω), T ∈ [0, 1),
is a local specification in the sense of Preston [12], see also [4]. By Theo-
rem 3.10 and Lemma 3.1, each Markov process constructed from some Cox
process via (1) and (2) is consistent with (piT )T in the sense that PpiT = P,
i.e. they are Gibbsian. Moreover, thanks to Meckes characterization of Cox
processes, there are no further compatible Markov processes.
Theorem 3.12. The family of stochastic kernels (piT )0≤T<1 is a local speci-
fication and the set of extremal points consists of Pν, ν ∈M(X).
We conclude this part with an example taken from [9]. Details on ex-
istence can be found therein. This example also includes the one to be
discussed in the next section.
Example 3.13. For given z ∈ (0, 1) and a projective family kernels (Bxm)m≥1,
where for each x ∈ X and m ∈ N, Bxm is a kernel from X to X
m, such that
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for each m the measure Bx1m−1(dx2, . . . , dxm)λ(dx1) is cyclic invariant, let Iz
be the infinitely divisible point process with Levy mesure
Lz(φ) =
∑
m≥1
zm
m
∫
Xm
φ(δx1 + . . .+ δxm)B
x1
m−1(dx2, . . . , dxm)λ(dx1).
Then Iz is Cox and Yt ∼ I z
z+(1−z)(1−t)
.
4 The Po´lya sum process
We next develop these ideas for a particular Cox process, the Po´lya sum
process along the same lines. Note that instead of parametrizing wrt. the
condensation parameter, we use its parameter z.
The following two lemmas can be found in [9], but we give proofs via
partial integration at the end.
Lemma 4.1 (Sampling from the Po´lya sum processes). Let P = Γq(Sz,ρ) =∫
D q
1−q
,µSz,ρ(dµ). Then P = Sγ,ρ, where γ = γ(z, q) =
zq
1−z(1−q)
.
Lemma 4.2 (Condensation of the Po´lya sum processes). Let 0 ≤ γ ≤ z < 1
and
P(φ) =
∫∫
φ(µ+ ν)S z−γ
1−γ
,ρ+ν(dµ)Sγ,ρ(dν).
Then P = Sz,ρ.
In this particular case the Markov process is
Y0 = 0
P(Yt − Ys ∈ · |Ys) = S t−s
1−s
,ρ+Ys, 0 ≤ s < t < 1.
Because of Lemma 4.2, Yt is St,ρ-distributed for each t. Furthermore, the
transition probabilities of Y are of the form
ps,t(ν, · ) = S t−s
1−s
,ρ+ν ∗∆ν .
To construct the exit space we need the backward dynamics p∗, but we
already know that this is just done by independent thinning,
p∗s,t(ν, · ) = Γ s(1−t)
t(1−s)
(ν)
for s < t (one starts at time t with configuration ν and goes back to times
s). By the sampling lemma this means that
p∗s,t(ν, φ) = D s(1−t)
t−s
,ν
(φ).
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Lemma 4.3. Let ω ∈ Ω such that (1 − t)ωt converges vagely to some ν ∈
M(X). Then for each continuous f : X → R+ with bounded support
lim
T→1
P
(
e−Yt(f) |FT
)
(ω) = exp
(
−
t
1− t
∫
1− e−f dν
)
Proof. By the sampling lemma, P(φ(Yt)|F
T ) =
∫
φ(µ)D t(1−T )
T−t
,YT
(dµ) for mea-
surable φ and we get
P
(
e−Yt(f) |FT
)
= exp
(∫
log
1 + t(1−T )
T−t
e−f
1 + t(1−T )
T−t
dYT
)
= exp
(∫
log
T − t+ t(1− T ) e−f
T (1− t)
dYT
)
= exp
(∫
log
(
1 + (1− T )
t(e−f −1)
T (1− t)
) 1
1−T
d(1− T )YT
)
As T → 1, the argument of the logarithm converges to exp
[
− t
1−t
(
1 − e−f
)]
and hence
P
(
e−Yt(f) |FT
)
→ exp
(
− t
1−t
∫
1− e−f dQ
)
on the set {ω : (1− t)ωt converges vagely} and Q denotes this limit.
Remark 4.4. The results for Φ(ω) =
∏n
j=1 e
−ωtj (fj) for t1 < t2 < · · · < tn,
n ∈ N followdirectly from that lemma since for the limit only tn matters.
Thus define Qω = limt→1(1− t)ωt as the vague limit in case of existence
and 0 otherwise. Then Q is F1-measurable and
P
(
e−Yt(f) |F1
)
(ω) = PQω(e
−ζf )
if the mentioned limit Qω exists, where Pν denotes the Poisson process with
intensity measure ν. But this limit exists a.s. and its distribution is the
Poisson-Gamma process, hence
Theorem 4.5. For non-negative, Ft-measurable Φ for some t ∈ [0, 1),
P(Φ) =
∫
Pν(Φ)R(dν)
where R is the Poisson-Gamma process the random measure R being the so-
lution of the integration parts formula
CR(h) =
∫∫
h(x, µ+ rδx) e
−r drρ(dx)R(dµ).
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Remark 4.6. For fixed B ∈ B0, the process of the marginals
(
Yt(B)
)
t
is a
Markov process with values in N0 such that for each t, Yt(B) ∼ NB
(
ρ(B), t
)
.
The transition from Ys(B) to Yt(B) means to add a NB
(
ρ(B) + Ys(B),
t−s
1−s
)
distributed random variable, and backwards to take Ys(B) conditioned on
Yt(B)to be B
(
Yt(B),
s(1−t)
t(1−s)
)
distributed.
Remark 4.7. In a similar way further point processes may be analyzed
1. The example 3.13 can be treated in the same way as the Po´lya sum
process with the initial configuration being the empty configuration.
However, an explicit representation of the splitting kernel is currently
not available.
2. For a similar Poisson Markov process, we have ps,t(ν, φ) =
∫
φ(ν +
µ)P(t−s)ρ(dµ), whereas the backwards dynamics is again given by the
independent thinning p∗t,ν(s, φ) = D st−s ,ν(φ), in both cases 0 ≤ s ≤ t <
∞. Then applying the limit procedure to
P
(
e−Yt(f) |FT
)
= exp
(∫
log
1 + t
T−t
e−f
1 + t
T−t
dYT
)
= exp
(∫
log
(
1 +
t
T
(e−f −1)
)T
d
YT
T
)
yields that the law of Yt is a Poisson process with intensity measure
tQ, where Q = limT→∞
YT
T
. Since we started with a Poisson process,
Q = ρ a.s.
3. The Po´lya sum process may be replaced by the Po´lya difference pro-
cess: Then firstly the q-thinning is Γq(Dz,ρ) = D zq
1+z(1−q)
,ρ and there-
fore p∗s,t(ν, · ) = Γ s(1+t)
t(1+s)
(ν) = D s(1+t)
t−s
,ν
, secondly the splitting property
turns into D z−γ
1+γ
,ρ−· ∗ Dγ,ρ = Dz,ρ and ps,t(ν, · ) = D t−s1+s ,ρ− ·
∗∆ν , where
now 0 ≤ s < t < ∞. Carrying out the limit procedure, one obtains
that P(φ(Yt)|F
∞) = limT→∞D t(1+T )
T−t
,YT
(φ) = limT→∞ Γ t(1+T )
T (1+t)
(
YT
)
(φ) =
Γ t
1+t
(
Q
)
(φ), where Q = limT→∞ YT in case of existence. But with
underlying Dz,ρ this limit is ρ a.s.
5 Scholion: Proofs of Sampling and conden-
sation lemmas
Proofs of these two lemmas can be found in Nehring’s thesis [9]. Here we
give proofs in terms of partial integration.
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Proof of Lemma 3.1. Denote Dµ = D q
1−q
,µ and u =
q
1−q
for short
C !
P
(h) =
∫
C !
Dµ
(h)Sz,ρ(dµ) = u
∫∫∫
h(x, ν)
(
µ− ν
)
(dx)Dµ(dν)Sz,ρ(dµ)
= uz
∫∫∫
h(x, ν)Dµ+δx(dν)
(
ρ+ µ
)
(dx)Sz,ρ(dµ)
− u
∫∫∫
h(x, ν)ν(dx)Dµ(dν)Sz,ρ(dµ).
Note that Dµ+δx = Dµ ∗ Dδx and Dδx(φ) = (1− q)φ(0) + q(φ(δx). Thus
C !
P
(h) = zq
∫∫∫
h(x, ν)Dµ(dν)
(
ρ+ µ
)
(dx)Sz,ρ(dµ)
+ uzq
∫∫∫
h(x, ν + δx)Dµ(dν)
(
ρ+ µ
)
(dx)Sz,ρ(dµ)
− u
∫∫∫
h(x, ν)ν(dx)Dµ(dν)Sz,ρ(dµ).
By introducing an alimentary null and applying the partial integration the
first summand turns into
zq
∫∫∫
h(x, ν)
(
ρ+ ν
)
(dx)Dµ(dν)Sz,ρ(dµ) + z(1− q)C
!
P
(h).
By the same procedure, the second summand turns into
uzq
∫∫∫
h(x, ν + δx)
(
ρ+ ν
)
(dx)Dµ(dν)Sz,ρ(dµ) + zqCP(h).
Therefore,
(
1− z(1 − q)
)
C !
P
(h) = zq
∫∫
h(x, ν)
(
ρ+ ν
)
(dx)P(dν)
+ uzq
∫∫
h(x, ν + δx)
(
ρ+ ν
)
(dx)P(dν)
− u
(
1− z(1− q)
)
CP(h).
Thus
C !
P
(g) = γ
∫∫
g(x, ν)
(
ρ+ ν
)
(dx)P(dν)
for g(x, µ) = h(x, µ) + uh(x, µ+ δx).
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Proof of Lemma 3.2. Write u = z−γ
1−γ
and v = γ(1−z)
1−γ
, then u = z − γv and
1− u = v. Let h be integrable, then by partial integration
CP(h) =
∫∫∫
h(x, µ+ ν)
(
µ+ ν
)
(dx)Su,ρ+ν(dµ)Sγ,ρ(dν)
= u
∫∫∫
h(x, µ+ ν + δx)
(
ρ+ ν + µ
)
(dx)Su,ρ+ν(dµ)Sγ,ρ(dν)
+ γ
∫∫∫
h(x, µ+ ν + δx)Su,ρ+ν+δx(dµ)
(
ρ+ ν
)
(dx)Sγ,ρ(dν).
To transform the second summand, note that Su,ρ+ν+δx = Su,ρ+ν ∗ Su,δx , and
moreover
Su,δx(φ) = (1− u)
∑
n≥0
unφ(nδx).
Thus
CP(h) = z
∫∫∫
h(x, µ+ ν + δx)
(
ρ+ ν + µ
)
(dx)Su,ρ+ν(dµ)Sγ,ρ(dν)
− γv
∫∫∫
h(x, µ+ ν + δx)
(
ρ+ ν + µ
)
(dx)Su,ρ+ν(dµ)Sγ,ρ(dν)
+ γv
∑
n≥0
un
∫∫∫
h(x, µ+ ν + δx)
(
ρ+ ν
)
(dx)Su,ρ+ν(dµ)Sγ,ρ(dν).
Finally observe that the last line kills the second.
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