Abstract-This paper focuses on the linear minimum mean square estimator for a networked discrete time-varying linear system subject to data quantification and communication constraints. The communication limitation is that only one transmission node can get access to the shared communication channel at each time step, and that different transmission nodes in the networked systems are scheduled to transmit information according to a Markov protocol. Then the remote estimator completes the estimation with only partially available observations, which are quantified. Suppose that the Markov chain is unknown to the remote estimator. By using orthogonal projection principle and innovation analysis method, a Kalman type filter is designed in a recurrence form. It is shown that estimation performance depends on the transition probability matrix of the Markov chain, quantization error, and the shared channel weighting parameter. Finally, an illustrative example is given to show the effectiveness of the proposed method.
I. INTRODUCTION
R ECENTLY, in many industrial and civilian applications, a lot of interesting research has been motivated by making use of communication networks to connect different spatially distributed sensors and signal estimators to build networked control systems (NCSs) [1] - [12] . Networked systems have technical advantages such as high flexibility, reduced wiring, and resources sharing. However, some new issues are brought to be addressed, e.g., packet loss, time delay and consensus, data quantization, and communication constraint. For example, consensus problems for edges of networked systems were studied in [13] and [14] . One of the usual constraints is known as medium access constraint, under which network nodes are not permitted to access the network simultaneously [15] , [16] . It has been handled by the so-called time-multiplexing technique which has been worked out in various kinds of Fieldbus and controller area network-based networks [17] , [18] . In time-multiplexing mechanism, time is divided into different slots, and during one slot only one transmission node is permitted to access the network according to a special communication protocol which may be deterministic or stochastic [15] . Moreover, in an ordinary way, multioutputs of a networked system are supposed to be measured via multisensors, stacked into multipackets and then transmitted via multinodes. There are two main reasons for using such a multipacket transmission strategy. First, what we consider is bandwidth limitation and packet size constraint. Second, and more significant, sensors in NCSs are always distributed over a large-scale physical region, and it is impossible to pack all measurements into one packet [19] . On the other hand, the estimation problem has been an important issue from industrial applications to research areas including optimal control, signal processing, and navigation [20] - [28] . It is well-known that a traditional Kalman filter (KF) acts as an optimal filter for linear systems with exact system model in the least mean square sense. The applications of communication networks, in particular wireless sensor networks and wireless networks, make it possible to use a KF to estimate information of distributed largescale systems. In addition, estimation performance could be improved by data communication among various nodes connected to networks. Due to the medium access constraint and multipackets transmission, generally, remote estimators do the estimation job with only partial available observations during each sampling interval. To the best of our knowledge, many existing results with respect to communication constraints were concerned from the control design side [29] - [34] , while they seldom took the problem of signal estimation into account. However, in [7] , [35] , and [36] , the Kalman filtering problem for NCSs with communication constraints was considered. The channel accessing protocols of sensors were modeled by mutual independent Bernoulli random processes. In [37] and [38] , linear minimum variance unbiased estimation was studied for discrete-time systems with uncertain parameters in state space models and multiple sensor failures. In [39] and [40] , the filtering problem was studied for some discrete-time networked systems with communication constraints. The above-mentioned results have made a lot of achievements in networked estimation systems with communication constraints. However, there are still many critical issues to be solved. For instance, when sensor measurements are inevitably influenced by information from the last sampling time, and the communication constraint of transmission networks are subject to a Markov protocol, the problem of deriving the optimal estimation to the system state under data quantization is not yet solved in the literature. In this paper, an optimal estimation system for such a new type of system model is designed. Filtering problems for Markov jump systems were also studied in some existing literature such as [41] and [42] . Some adaptive filtering algorithms were considered in [43] - [50] . To overcome modeling uncertainty and numerical error, finite-impulse response (FIR) filtering algorithms were studied in [51] - [53] .
In this paper, the linear minimum mean square estimation problem for networked discrete time-varying linear system subject to data quantification and communication constraints is investigated, and a solution to the problem is provided. The communication constraint is that only one transmission node can get access to the shared communication channel at each time step, and that different transmission nodes of the networked system are scheduled to transmit information according to a Markov protocol. The remote estimator completes the estimation with only partially available quantized observations. Quantization of the signals in communication networks is also taken into consideration due to limited bandwidth. Suppose that the Markov chain is unknown to the remote estimator. By applying an augmentation transformation, the overall estimation system is remodeled as a discrete-time stochastic system with Markov jump parameters. Many results have been available in linear estimation for discrete time systems with stochastic parameters in the existing literature, such as [54] - [59] . However, the approaches above are not available to the concerned problem. By using orthogonal projection principle and innovation analysis method, we design a Kalman type filter in a recurrence form. The simulation results show that the estimation performance (specified by the trace of the estimation error covariance matrix) depends on the transition probability matrix of Markov chain, quantization error, and the shared channel weighting parameter.
Notation: R n denotes the n-dimensional real Euclidean space. E{·} is the mathematical expectation. Define x, y E{xy T } = y, x T , x 2 x, x , where x and y are vectorvalued random variables. ( 
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider the following discrete-time stochastic system:
where x(k) ∈ R n is the system state, y(k) ∈ R m denotes the system output. {w(k)} ∈ R r and {v(k)} ∈ R m are vector-valued Gaussian white noises. The second term
on right hand side of the second equation in (1) indicates that measurement output is inevitably influenced by state of the last time step. {w(k), v(k)} are uncorrelated white noises with zero means and variance matrices Q(k) ≥ 0 and
the initial state vector and assume that it is uncorrelated with all {w(k), v(k)}, and satisfies
Suppose that there are m sensors spatially distributed in a large-scale physical area which is shown in Fig. 1 . They cannot be integrated into one transmission node. Consequently, the m measurements y i (k), i = 1, . . . , m, are collected bym transmission nodes, then transmitted to a remote estimator through a shared communication channel, wherem ≤ m. Denote the set of sensors which transmit their measurements through transmission node j by N j , j ∈ {1, . . . ,m}. For example, N 2 = {3, 4} means that sensors 3 and 4 transit their measurements through transmission node 2.
Because of the communication constraints, only one transmission node is permitted to gain access to the shared channel and communicate with the remote estimator at each sampling time step k. Suppose that communication protocol of them nodes is subject to a Markov protocol. In other words, the remote estimator can choose to get access to just only one transmission node at each epoch k according to a discrete time Markov chain {θ(k)}, which takes values in a discrete space {1, . . . ,m} and has transition probability matrix Pm
where p ij ≥ 0 denotes the probability of θ(k
Remark 1: It is supposed that the actual Markov chain {θ(k)} is not known to the remote estimator. The only information the estimator can obtain is that the initial probability distribution {π i (0)} and transition probability matrix Pm(k) of the Markov chain.
Before transmission, due to the limitation of channel bandwidth, the information needs to be quantified. In this paper, an uniform quantizer installed on the shared channel is taken into account. It is assumed that the overall quantizer range is
where b is the number of bits allowed for channel transmission. The uniform quantizer output is then given by
where s(k) is the quantized signal, q(k) ∈ R m is the quantization error process and is assumed to be an additive uniform distributed white noise of which each element is uniformly distributed in [−0.5U, 0.5U]. Apparently, the variance of this quantization error process is
The above description is based on the assumption that the signals before quantization do not exceed the overall quantizer
We first define
and then represent the input of the remote estimator by
It can be observed that η(k) = y(k) and only some of elements in η(k) can be updated during each sampling period as a result of the communication constraints. During each time step k, only one transmission node j with its measurements {y i (k), i ∈ N j } is chosen to occupy the communication channel on the basis of the Markov chain {θ(k)}. Then, a quantization process acts on those measurement outputs before transmission. Therefore, for i = 1, . . . , m, one has
where {γ (k)} is a scalar sequence depending on the Markov chain {θ(k)}, namely, γ (k) = γ θ(k) and satisfies 0 ≤ γ θ(k) ≤ 1.
The second equation of (3) implies that the estimator input keeps a weighted value of the previous measurement when the current measured value is not available. Each transmission node j has its matching γ j , where γ j is the weighting parameter.
where δ ∈ {0, 1} is the Kronecker delta function
Then it follows from (1)-(5) that the remote estimator input η(k) can be expressed as:
The estimation system with communication constraints and quantification can be reformulated as the following system model with Markov jump parameters:
whereÃ
III. LMMSE FILTER DESIGN
First, some variables and matrices are defined in order to facilitate the subsequent derivation
Therefore, one has that
By independence hypothesis, we have that
A. Uncorrelatedness Properties
The reformulated model (7) implies that {ρ(i)} is uncorrelated with all past states and {β(i)} is uncorrelated with all past and present states, i.e.,
which we can write as
The reason is that, according to (7) and independence hypothesis, ξ(j) depends linearly only upon the random variables
, and by (10), ρ(i) is uncorrelated with or orthogonal to these random variables, and so is β(i). However, for the present state, from (10)-(12), we have
and
For the same reason, we can see that {ρ(i), β(i)} are orthogonal to past outputs, i.e.,
Next, let us define (k) ξ(k) 2 , the state covariance matrix with initial value (0) = 0 .
Then
. . ,m, is introduced to deal with the derivation on Markov chain, and
From independence hypothesis, we define
and set
To derive recursive equation for matrices G i (k), recalling (7), we start with
where
Similarly, from (11) and (14), we have that
Define
and set the operator
. . , Tm(k, )). Therefore, from (18)-(23), the Lyapunov-like recursive equation for matrices G i (k) is given by
To guarantee the existence of the inverse of some matrices which will be needed in the proof of Theorem 1, some necessary assumptions are made as follows.
Assumption 1: We assume that
Assumption 2:
We assume that for k = 1, 2, . . .
In addition, some matrices are given as follows before presenting our theorem:
Let us define the linear operators M(k, ·) :
Theorem 1: Consider the system represented by (7) . Then for k = 0, 1, . . ., the linear minimum mean square estimator (LMMSE)ξ(k|k) is given bŷ
whereĝ(k|k) satisfies the recursive equation
The matrices R e (k) > 0 and K(k) are given by
The matrices P(k) = g(k|k − 1) 2 ≥ 0 satisfy the Riccati-like recurrent equation
Proof: Setting ζ(k) = E{g(k)}, it follows that:
From (7), we have
First, since one-step predicted quantities are often encountered, we shall use the following briefer notations (except when necessary for emphasis, or for some other special reason):
Second, the innovation e(k) and relevant R e (k) are defined as
Finally, in what follows it will be convenient to introduce the following notation. For any sequence of second order random vectors {χ(k)}, we define the "centered" random vector
It is well known (see [60] ) that
and, in particularχ c (k|t) =χ(k|t). 
is the projection of g c (k) onto the linear subspace L{(η c ) t } and satisfies the following properties (see [60] ):
From (35) and (37), (40) can be rewritten aŝ
Denote by P t the orthogonal projection onto L{(η c ) t }. From (39), for any null mean random vector χ
It follows from (42) and (15) that:
Since E{β(k)} = 0. From (34) and (43) it is immediate to see thatη
Thus, recalling (37), it follows from (34) and (44) that:
From (12) and (45) and setting (30) is obtained as
from Assumptions 1 and 2. Then
= 0, and it follows from (45) and (46) that:
From (30), (41), (44) , and (47), it can be seen as the following form:
From (36) 
Let us now derive (28) . It follows from (34) that:
It can be seen from (39) that
where the last step of the equation holds because
This shows that P k ( 1 (k)) = 0. It can be shown that from (41)
From the independence hypothesis and (39), it can be obtained that
where the last step of the equation holds because E{ρ(k)} = 0.
From (45), we have that
since ρ(k) ⊥ĝ(k), and
Therefore
From (27) , (49) and above results, (31) is given bŷ
where (31) . From (59), (36) , and (33), (28) is obtained. Finally, it follows from (28) and (36) that:
Set
Hence, it follows from (60) that:
From the independent hypothesis mentioned above, namely, β(k) ⊥ ξ(k) and β(k) ⊥g(k), it can be seen that 3 (k), κ (k) = 0, κ = 0, 1. Moreover, from (52) one has 1 (k), 0 (k) = 0. Therefore, it can be seen that
It can be seen that
Applying the similar derivation procedures used before, we have that
Similarly, the rest of covariance matrices are simplified as follows:
Putting all these results together, we get that
and (32) is obtained after some algebraic manipulations. Remark 2: From (31), it can be seen that the computational complexity of filtering algorithm in Theorem 1 mainly depends on dimensions of system matrix A(k), B(k), C(k) and the number of transmitting nodesm. The calculation time will increase as these parameters become larger, especially in the calculation of R −1 e (k).
IV. NUMERICAL EXAMPLES
In this section, a simulation example is presented to demonstrate the effectiveness of designed LMMSE filter for discretetime stochastic systems with communication constraint and data quantization.
The plant which is modeled by (1) is considered with the following parameters: Before transmitted through the shared channel, data are quantified by an uniformed quantizer with M = 10, b = 8, leading to the quantizer level length U is relatively small. After that, we choose γ 1 = γ 2 = 0. In order to confirm the effectiveness of our algorithm, by applying Theorem 1, Fig. 2 shows that the estimated values tracked the states well, and the trace of the estimation error covariance matrix is convergent. Now, we consider different scenarios with different parameters. First, we discuss the impact on state estimation effect with different weighting parameters γ 1 and γ 2 keeping other parameters unchanged. From Table I , it can be seen that as γ 1 or γ 2 becomes larger, the estimation error also becomes larger. In what follows, we shall study the influence on estimation performance under different choices of transition probability matrix Pm maintaining other parameters unvaried. From data in Table II , it can be inferred that the transition probability matrix Pm also effects the estimation performance. Therefore, one can improve estimation performance by changing Pm. Finally, the impact of quantizer to estimation performance is shown in Fig. 3 . It can be seen that as long as the quantization density is not very small, the estimation performance is satisfactory in some degree.
In summary, in addition to the noises {w(k), v(k)}, the different choice of weighting parameters {γ 1 , γ 2 }, transition probability matrix Pm and the quantization density of quantizer can also affect the state tracking performance. Remark 3: Notice the fact that
. . .
Therefore, we can find that only part of P(k) reflects the estimated error of state x(k). In this section, we use the trace of − 1) ) WITH DIFFERENT Pm the matrix P(k) to measure the size of the error covariance matrix. Consequently, part of such trace is used to measure the size of the estimated error of x(k). Therefore, any "trace of P(k|k − 1)" appearing in this section stands for part of trace related to system state x(k) only.
V. CONCLUSION
The linear minimum mean square filter design problem has been studied in this paper for a networked discrete time-varying linear system subject to data quantization and communication constraints. It has been shown that estimation performance depends on the transition probability matrix of the Markov chain, quantization error, and the shared channel weighting parameter. A Kalman-like filter is presented in Theorem 1, based on the Lyapunov and Riccati-like equations. A numerical example has demonstrated that the effectiveness and applicability of the proposed LMMSE filters. Modeling uncertainty and numerical error will be considered in our future work. To overcome this problem, an FIR filter might be used to solve the corresponding robust estimation problems.
