A combination of electron-and ion-beam lithographies has been applied to fabricate patterns of plasmonic nanoparticles having tailored optical functions: they create hot-spots at predefined locations on the nanoparticle at specific wavelengths and polarizations of the incident light field. Direct inscribing of complex chiral patterns into uniform nano-disks of sub-wavelength dimensions, over extensive 20-by-20 µm 2 areas, is achieved with high fidelity and efficiency; typical groove widths are in 10-30 nm range. Such patterns can perform optical manipulation functions like nano-tweezing and chiral sorting. Fabrication procedures can be optimized to pattern thin 0.1-2.5 µm-thick membranes with chiral nanoparticles having sub-15 nm grooves. Peculiarities of optical force and torque calculations using finite-difference time-domain method are presented.
INTRODUCTION
A puzzling and interesting fact that bio-active molecules are left-handed needs to be better understood. In the fields of sensing, medical, and pharmaceutical applications, searching for the fast and reliable sorting of molecules by chirality is very important practical target. The self-induced back-action (SIBA) 1, 2 trapping principles are very promising in this regard. Plasmonic light field enhancement 3 at the edges and grooves are used in SIBA when the proximity of the object to be trapped an the hot-spot trap are creating favorable light field distribution for a positive feedback of trapping. The light enhancement is strongest when the width of the groove or gap is in 1-10 nm size span. [4] [5] [6] [7] The gaps of tens-of-nanometers are required to boost THz emission to practical levels and has a promise to deliver practical electrically controlled THz sources. 8 Patterns of such high precision are challenging to fabricate especially on the larger area patterns required for efficient trapping, sorting, and even THz applications. Also, precise control and positioning of nanoparticles in random patterns for light harvesting and sensing [9] [10] [11] [12] needs high precision of fabrication. Light-driven nano-motors is another new opening in plasmonic applications exploring an inherently chiral light-matter interaction. 13 On the nanoscale, mechanical manipulation of light and nano-objects of 1-100 nm in cross section is now a frontier research. [13] [14] [15] [16] [17] [18] [19] Opto-manipulation of nano-objects and single molecules opens new functionalities in surface enhanced Raman scattering (SERS), 17, 19 a new predicted phenomenon of the pulling optical force
Here, we show first demonstration how combination of ion and electron beam lithographies (IBL and EBL) 22, 23 can be used for high precision and resolution (sub-15 nm) fabrication of arbitrary patterns over larger arrays of nanoparticles with high fidelity. Chiral patterns were inscribed and tens-of-nanometers grooves can be made and positioned without errors on a single write field. Modeling of optomechanical effects, the torque and force generation by nanoparticles using FDTD, is described and limitations of the method are analyzed.
EXPERIMENTAL

Fabrication of nanoparticles
A unique combination of ion-beam lithography (with Raith IonLiNE) and electron-beam lithography (with Raith 150-TWO) has been utilized to create chiral plasmonic structures with 15-25 nm wide grooves inscribed onto particles down to a controlled depth.
We used PMMA resist (MicroChem Corp) of 200 nm thickness in the first EBL step. After that magnetron sputtering (AXXIS, Kurt J. Lesker) was used for deposition 40 nm thick gold film on a 3 nm Ti adhesion layer on a glass substrate. Following step was standard lift-off in acetone, which produced arrays of cylindrical gold nanoparticles. Typical diameter of nano-cylinders was 750 nm and cylinder arrays without any additional steps were used for a first step of IBL. Patterns of nanoparticles was then processed by IBL and 20-30 nm grooves were inscribed; sub-15 nm resolution can be reached at low milling current and can be further improved if nanoparticles are thinner. Nanoparticles were structurally analyzed using scanning electron microscopy (SEM).
Modeling by finite difference time domain method
The optical performance of the fabricated patterns has been modelled numerically by the three dimensional (3D) finite difference time domain (FDTD) method (Lumerical software package), with a total-field scatteredfield (TFSF) approach that permits to calculate the wideband cross-section and field enhancement response with a single simulation. Patterned plasmonic nano-particle arrays allow tailoring of light field enhancement in both spectral and spatial domains. Optically exerted force and torque calculations for the nano-tweezers and chiral sorting are discussed through the Lorentz force modeling and Maxwell stress tensor approaches and their peculiarities in FDTD method. In particular, implementation of the divergence and rotor (or curl) in FDTD is shown to be critically important for reliable numerical results.
Definitions and conventions for the light field
The conventions used reflect the ones commonly employed for a paraxial light beam propagating along the zaxis.
24 If no orbital angular momentum (OAM) is present, the electric field distribution of this beam can be represented in complex vectors for z-positive propagation as
where ω is the angular frequency and k is the wavenumber, and where the slowly varying vector complex amplitude E(x, y) is decomposed into the complex amplitudes E ±1 of its spin components, characterized by the two possible states of the photon spin number, or helicity, s = ±1. The two states are paired in the equation by the respective unit vectorsû
whereû x andû y are the unit vectors parallel to the transverse coordinates. Thus, each photon carries a SAM of s , directed along the beam axis (parallel if positive, antiparallel if negative). This relates with the beam polarization handedness in that, as the observation is made against the beam propagation direction, s = +1 is associated to LHC polarization and s = −1 to RHC for z-positive propagation, while the opposite is true for z-negative propagation.
RESULTS
First, we show method for fabrication of 10-30 nm chiral grooves on nanoparticles array with perfect centering of the pattern. Then, issues of FDTD calculations for opto-mechanical force and torque generation are discussed.
(b)
Gold Titanium Glass (a) Figure 1 . (a) Schematics of the sample: the 40-nm-tall gold cylinders on a 3 nm titanium adhesion layer on a glass substrate. (b) A color-coded manufacturing procedure: first, a write field is manually aligned to the mark tips in the field corners, next, an automatic alignment to the marks is made, then 750 nm diameter gold cylinders are trimmed to the 500 nm diameter, and finally an inscription of arbitrary shaped grooves is performed.
Fabrication of 20-nm-grooves of arbitrary shape
Standard EBL, metal sputtering and lift-off was applied to fabricate patterns over areas 20×20 µm 2 as required for desk-top laser experiments and SERS under microscope illumination. The nanoparticles were made slightly larger since in the next step concentric trimming by IBL was used to re-define nanoparticles with smaller circumference. This procedure enforce new coordinates and allows for perfect centering of an arbitrary pattern to be inscribed on the nanoparticle. This very same logic can be applied to any shape of nanoparticles with arbitrary shapes of the trimming pattern. If this overlayed trimming is not applied, the positioning error of pattern to be inscribed onto already fabricated particles is ±30 nm in our case and it is too large for high-precision fabrication. This procedure is schematically shown in Fig. 1 .
After the concentric trimming was made, chiral patterns were inscribed at low ion current for high precision and resolution patterning. Sub-15 nm wide grooves can be made. This procedure is not time consuming and can be used for practical applications. The resulting array of identical nanoparticles with chiral inscription was obtained (Fig. 2) . We assign a handedness to the inscribed chiral shape according to the grooves direction, in particular the particle in Fig. 2 is right-handed, as a supposed right-handed free flow of electrons would couple with the shape to cause "crowding" in the center, possibly originating an enhancement "hot-spot" there. Its mirror image is similarly called left-handed.
FDTD modeling
The FDTD modeling is carried out on a domain of 1 µm 3 , and in first instance the particle is illuminated by a plane wave source shining from the substrate side towards the positive z-direction. Perfectly matched layers are used on the z-axis boundaries, while periodic boundaries conditions are placed on the x-and y-axes. This is necessary to avoid diffraction of the plane wave source at the domain edge, but postulates a periodicity of the structure. This is addressed by enlarging the domain to a wide enough size to distance the periodicized particles and avoid coupling. This in particular was done for the MST calculations, but it greatly increases the time and memory requirements for the model, combined with the requirement to reduce the effect of staircase approximation, which is addressed by reducing the square mesh size around the particle to values smaller than 1 nm (or about wavelength/1000), forcing the use of a dedicated machine on a 3D mesh totaling around 2 million grid points. Because of memory limitations, the simulation bandwidth was divided in 500-nm spans, and the simulation time was about 13 hours per span on an 8-core calculation node, with a memory occupancy of about 24 GB.
For the cross-sections calculation, the disk is illuminated by a total-field scattered-field (TFSF) source, which decomposes the total fields in incident fields (known) and scattered fields (unknown), where FDTD remains valid because of Maxwells equations linearity. The region inside the TFSF is solved for the total fields, while the one outside for the scattered fields. The regions are separated by a virtual surface generating the incident wave. If all the structures remain inside the TFSF, there is no incident wave outside, and scattering can be separately assessed. From the known incident power, the absorbed power is calculated. The domain boundary is made of PMLs to avoid scattered field reflection. The results of the simulation on the optical scattering properties of the nano-disk are shown in Fig. 4 . The plot depicts the absorption σ abs and scattering σ scat cross-sections (normalized to the geometrical area of the particle). The curves for the achiral disk depicted in Fig. 3 show the narrow-band gold plasmonic resonance at 600 nm wavelength, together with the broad-band particle resonance on glass at 1600 nm (Fig. 4(a) ). These properties are independent of the SAM s of the beam. When we consider the chiral particles instead (left-handed in Fig. 4(b) and right-handed in Fig. 4(c) ), in particular around the resonant wavelength of 775 nm, we see that illumination with a beam whose spin has the same handedness of the grooves causes the scattering cross-section to increase, and a correspondent decrease in the absorption cross-section, proving the possibility of controlling the optical properties of the particle through the beam momentum.
FDTD calculation of force and torque
We now introduce a general model for calculating forces and torques which takes into account the peculiarities of the 3D finite difference time domain (FDTD) method, 25 in particular using the Lumerical software package. The chiral light-matter interaction is revealed by the FDTD simulations 25 carried out using Lumerical software package. In order to accommodate the finest possible mesh an optimization can be made by using periodic boundary conditions. Fine meshing should be implemented to reveal small spatial fluctuations of the calculated fields. The materials are modeled according to the multi-coefficient polynomial approximation of the refractive index values tabulated in the Lumerical database.
Initially, attempts were made to employ conformal meshing to reduce time and memory occupancy without sacrificing accuracy, however it was found that the index monitors used to determine the value of ε for the different frequencies returned the same values as those obtained by staircase meshing. These do not correspond strictly to the permittivities which the fields at the boundaries of different media are calculated for, introducing significant errors in subsequent calculations.
We developed two different mathematical formulations to calculate force and torque: firstly by calculating the Lorentz force contribution due to induced charges and currents in the metal particles 26 and integrating it on the metallic volume sampled by a 3D monitor, and secondly by calculating the Maxwell stress tensor (MST) and integrating it on a closed box composed by six 2D monitors, surrounding the particle.
In the Lorentz force formulation, the simulation is carried out on a domain slightly larger than the particle. The illumination was initially carried out by a plane wave, then we found that this formulation gives better results when illumination is carried out by a total-field scattered-field (TFSF) source shining in the positive z-direction. Perfectly matched layers (PMLs) are laid out on all boundaries to suppress the light scattered by the particle, and the 3D monitor gathers the total field impinging on the particle.
Lorentz force formalism
From the complex E-and H-fields gathered by the 3D monitor, we derive the time-averaged optical force and torque acting on the particle by integrating the Lorentz force per unit volume on the finite cubes belonging to the metal only (Fig. 5) . Mass density and the optical constants of the media are assumed to remain constant under internal and external pressures, and material flow and deformation are ignored. Gold is modeled according to the tabulated values in the Lumerical database, whose imaginary part is considered due to the conductivity contribution. We separate the contribution to the radiation pressure of the electrical charge density from that of the current density; in a dielectric they are only due to the "bound" electrons, while in a metal there is a contribution from the "free" electrons as well, and they are accounted for by the conductivity contribution to the imaginary part of the metal permittivity. In the present FDTD formulation, only the free electrons contribute to the divergence of D (in the following, the complex representative vectors of electromagnetic quantities will be indicated in bold).
Time-harmonic fields are written according to the convention E(x, y, z, t) = E(x, y, z) exp(−iωt), where ω = 2πf is the angular frequency. Therefore, the time-averaged product C of two fields A and B is written C = 1 2 Re(AB * ).
Once the monitor returns the E and H fields, we calculate B = µ 0 H, and (supposing linear media) D = ε 0 ε r E = ε 0 E+P, where P is the material polarization due to the bound charges and ε r is complex if the medium is not transparent. At the interface between metal and dielectric, the component of E parallel to the interface is continuous. The component of D perpendicular to the interface must also be continuous, which means the Figure 6 . Supposing the interface to run along the xy-plane passing through the origin (x0, y0, z0), the backward differences method is used to calculate ρ = ε0∇ · E. The red curves indicate finite differences of components discontinuous at the interface, while the green curves indicate differences of interface-continuous ones.
perpendicular component of E must be discontinuous and originate a charge density ρ = ρ b + ρ f on the surface of the object, where ρ b is the bound charge and ρ f is the free charge. Since by definition ρ b = −∇ · P and
The calculation of charge density ρ through the divergence of the electric field must take into account an unavoidable feature of the FDTD method in that each field component (E x , E y , E z , H x , H y , H z ) is calculated in a different point of the Yee cell, as shown in Fig. 5 . This is compounded with the fact that, while the component of the electric field parallel to the metal interface is continuous, the perpendicular component is discontinuous and, while for flat interfaces this is straightforward, on curved surfaces the staircase effect given by the FDTD mesh makes the operation ambiguous. Figure 8 . In the same configuration as before, the backward differences method is used to calculate ∇ × H = (curlx, curly, curlz). Using the same color code as Fig. 6 , the three components of the curl are calculated in the positions associated with the E-field components they will be summed up with to calculate the magnetic force.
Proc. of SPIE Vol. 8613 861304-7 This is usually addressed by interpolating all field components back to a common set of (x 0 , y 0 , z 0 ) cell origin points, however in the case of components discontinuous at the interface (such as, in this case, E z , H x , and H y ), the interpolation error can be not negligible even with a detailed mesh. In fact, interpolating near a discontinuity typically makes the electric field just inside the metal much larger than it really is, especially when the electric field component normal to the metal surface is large. 25 With this in mind, due to the positioning of the electric field components inside the cell, the natural differentiation method for calculating the discrete divergence without interpolations, shown in Fig. 6 , gives the value of ρ in (x 0 , y 0 , z 0 ) from the values E x , E y , and E z in the current cell, and the values in the cells one mesh step behind the current one. This is known as the backward differences method:
supposing cubic elements of size h in all directions. Under the influence of the local field, the induced charges give rise to an electric Lorentz force per unit volume
In order to compute the three force components, an interpolation choice must be taken, which is to interpolate E x , E y , and E z in (x 0 , y 0 , z 0 ), as shown in Fig. 7 . As E z is discontinuous in (x 0 , y 0 , z 0 ), the interpolation procedure will result in its average value across the boundary, which will affect the z-component of the electric force. However, according to Mansuripur, 26 this is physically correct as it eliminates the local perpendicular E-field produced by the interfacial charges from the total field, as the charge cannot exert a force on itself.
The second force term is originated by the interaction of the field with the surface current density j = j b + j f , where j b is due to the bound charge and j f is due to the free charge.
From the Maxwell's equations we have j f = ∇×H−ε 0 ε r ∂E ∂t or, in time-harmonic terms, j f = ∇×H+iωε 0 ε r E, which gives
Similarly as before, the curl operation has been implemented by using the backward differences method, choosing the difference scheme detailed in Fig. 8 , which simultaneously avoids interpolations and gives the curl components in the positions where the E-field components are known, making the calculation of j f straightforward. For example, the component curl z is calculated from H x and H y in the current cell, H xy in the cell one step behind in the y-direction, and H yx in the cell one step behind in the x-direction. The other components are similarly calculated; the method can thus be represented as:
The H-field then exerts a force on the current density according to the Lorentz law, that is
The cross product calculation requires once again a choice of the interpolation procedure, in this case to interpolate the B vector component in the positions where the components of j are defined, as shown in Fig. 9 . In this case, both B x and B y are discontinuous at the interface, however with this scheme the interpolation error only affects f hz = 1 2 Re(j x B * y − j y B * x ); due to this, its effect can be estimated, as will be shown at the end of this discussion. The three components of the magnetic force are then interpolated again to (x 0 , y 0 , z 0 ) in order to be summed up with the electric force ones. The total force per unit volume f = f e + f h is then integrated on the metal volume V, as depicted in Fig. 3 , obtaining
The total torque Γ = V r × f dv, where r = (x, y, z), is similarly calculated.
Regarding the interpolation error on f hz , one can immediately see that it does not impact the calculation of Γ z ; moreover, given the asymmetrical positioning of the magnetic field components inside the Yee cell as shown in Fig. 9 , it will affect differently elements positioned on opposite metal edges, even in a symmetrical structure. If relevant, this will directly impact the calculation of Γ x and Γ y , giving non-zero values for symmetrical structures, which can then be directly assumed as the error bounds of the simulation.
Maxwell stress tensor formalism
Once the electromagnetic field has been calculated, the time-averaged optical force and torque exerted on the gold nano-particle are derived from the MST T , where denotes time-averaging over an optical cycle. Its elements in the Cartesian coordinate system (x, y, z) with unit vectors (û x ,û y ,û z ) are
where δ ij is the Kronecker symbol and E, D, B and H are the complex representative vectors for electric, displacement, magnetic induction and magnetic fields, respectively. Re and * refer to real part and complex conjugate, respectively. The optical force volume density (in N·m −3 units) is given by the divergence of the MST
The force F and torque Γ exerted by light on a nano-particle is therefore calculated by using the divergence theorem. In practice we use
where, numerically, S num is the closed-box surrounding surface located at a distance of 10 nm from the nanoparticle interface S, as depicted in Fig. 3 , andn ext is the outward unit vector normal to that surface. This value is chosen to avoid the effect of the sharp electric field discontinuity at the metal-dielectric interface, considering that, as the FDTD method calculates each field component in a different position within the elementary cube, all components are interpolated back to the center of each cube. As metal-dielectric interfaces have a strong discontinuity in the normal E-field component, the interpolation error tends to overestimate the field amplitude close to the interface. At a distance of 10 mesh layers or more, the effect becomes negligible. The interpolation points are kept constant by fixing the mesh position in the neighborhood of the nano-particle.
DISCUSSION
Laser trapping and manipulation of birefringent and chiral objects is expected to benefit from use of chiral nanoparticles. 16, [27] [28] [29] [30] [31] [32] [33] [34] Femtosecond laser fabrication of micro-optical structures which can transform angular momentum of light are expected to add new functionalities in micro-fluidics and sorting. [35] [36] [37] [38] [39] [40] Plasmonic sensing [41] [42] [43] [44] will benefit from the demonstrated capability to control chirality of nanoparticles on nanoscale.
Uniform patterning with 15-25 nm (at FWHM) grooves is demonstrated here on 20×20 µm 2 areas by utilizing the IBL direct-write technique can be used as the final step after membranes are formed. The shown processing steps for reliable fabrication of nanoparticles can be, in principle, complimented by further fabrication steps from the back-side of a sample to make membranes. For example plasma or chemical etching with proper sealing of the front side with nanoparticles is feasible. For optical trapping transparent membranes with nanoparticles is a promising platform. 45, 46 The flexibility, thermal conductivity and optical transmission of the membrane allows to explore integration of such samples into opto-fluidic and optical-MEMS structures. Usual lift-off fabrication of plasmonic nanoparticles on membranes is not possible due to membrane fragility, which is not compatible with ultrasonic bath development during lift-off.
An alternative calculation method for the Lorentz force makes use of the vector manipulation routines of MATLAB, where the vector components of the fields are transferred from Lumerical by using text files. In this regards, special care has to be taken when scanning the 3D matrix indices, as MATLAB stores matrices in the column-major format typical of FORTRAN and related languages (unlike the row-major format employed by the C-family languages). The actual order of index scanning thus depends on the internal representation and axis directions of the FDTD solver; for consistency in the case of Lumerical, we scan the y-axis first, then the x-axis, and the z-axis last. In this case, care must be taken for the calculation of the divergence and curl of the vectors, as MATLAB employs the central differences scheme, where the difference is taken between the values one mesh step ahead and one mesh step behind the current element. While this usually provides a smoother averaging of quantities on the discrete mesh, for the calculation of ∇ · E this means that the charge value would be nonzero both inside and outside the metal-dielectric interface. Since this is nonphysical outside the metal, the integration domain for charge must be carefully considered.
The FDTD implementation of the MST formulation suffers several issues, which in the end make the Lorentz force formulation preferable. In particular, there are problems with the monitors which form the integration surface, which in FDTD is necessarily cubic and might be non-conformal to the object studied, and when intersecting other materials would invalidate the results. Also, when the monitor crosses an interface between different materials, the fact that the various components are known in different points around the cell creates interpolation problems difficult to solve, as the interface itself becomes a location of significant contribution to force and torque and also the one suffering from the largest interpolation errors. Moreover, there is a third order of problems related specifically to time-domain methods, in that the simulation should wait for the electromagnetic field in the domain to decay completely, and the distance between the monitors and the objects introduces an additional delay that must be waited for. In case the structure under examination has dispersive properties (i.e. the scattered field components at different wavelengths propagate at different speeds), a particularly nasty issue is introduced, in that the simulation stopping point calculated on the average residual field power inside the domain might be correct for some wavelengths, but too early for others, invalidating parts of the spectra whose extension is unpredictable.
CONCLUSIONS
We demonstrate possibility to use ion beam post-fabrication of arrays of nanoparticles with sub-15 nm resolution at high fidelity, i.e., all the nanoparticles have same nano-inscribed features of complex chiral shape; the centering of the nano-inscriptions on a nanoparticles has no error of positioning. This is achieved over entire chosen field of write which can be as large as sub-1 mm in cross section.
We calculated the optical cross-sections of non-chiral and chiral particles, and we showed how the optical response of a chiral particle can be controlled by the momentum of the illuminating beam. We introduced a general model applied to FDTD method for calculating forces and torques with two different approaches, Lorentz force and Maxwell stress tensor, along with implementation methodologies to control possible inherent inaccuracies.
