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Abstract 
 
The phenomenon of cavitation is of great importance when ship propellers and rudders are considered, 
as it can often be the cause of vibrations, noise, reduced efficiency and even erosion in some instances. 
The underlying fracture mechanisms of erosion, however, have not been fully understood yet. 
As such, this study aims to expand our knowledge regarding the fracture mechanisms of common 
shipbuilding alloys and explore whether cavitation erosion can be monitored, by using the relevant 
quantitative and qualitative data. As such, an experimental test rig was built, based on the induction of 
cavitation by ultrasonic means, in order for a series of tests, including mass loss and acoustic emission 
measurements as well as microscopic observations to be conducted. Due to the interest of BAE 
Systems, a number of protective coatings were also examined under an analogous context. 
Specimens were initially exposed to ultrasonically induced cavitation under identical experimental 
conditions. Mass loss was periodically measured thus materials were categorized in that respect while 
the positive effect of cathodic protection on the resulting erosion was confirmed. Examination through 
optical and scanning electron microscopes was also conducted thus the fracture mechanisms and 
macroscopic characteristics of cavitation erosion were identified, for each of the examined materials. 
Results showed that, erosion initiates through plastic deformation (orange peeling) before proceeding 
into ductile and brittle, due to work hardening, fracture, whereas the extent and crack propagation 
characteristics of each phase, depend on the material’s mechanical properties and crystalline structure.  
Acoustic emissions were also examined, with the aim of, characterizing the materials and potentially 
be utilized for erosion monitoring. Upon the successful establishment of acoustic thresholds for 
cavitation erosion, in the case of small specimens, a small model rudder was also examined under an 
analogous context, although in that instance, cavitation localization was also considered, through a 
triangulation source location technique. In that instance, cavitation induced erosion, was effectively 
monitored and characterized both in terms of intensity and location. A model rudder twice as large as 
the small one was also examined in order for any possible scale effects to be identified. Cavitation 
induced erosion, was again effectively monitored, both in terms of intensity and location, although 
results indicated that the method should be optimized, with respect to the parameter of size. 
As such, the future researcher could further promote the evolvement of the aforementioned ship rudder 
monitoring system, by means of optimizing the analytical procedures in order to overcome any possible 
scale effects, further adapting the characteristics of the system to match the size of the objects to be 
monitored and eventually lead to the full – scale application of the system. The conduction of sea trials 
would also be of great benefit and importance towards the direction of forming a solid cavitation 
erosion monitoring system. 
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Nomenclature 
 
Abbreviations 
3D  Three - dimensional        
AE   Acoustic emission 
BCC  Body – centred cubic 
CP  Cathodic protection 
DAQ   Data acquisition  
DBTT  Ductile – brittle transition temperature 
FBG  Fibre Bragg grating 
FCC  Face – centred cubic 
FFT   Fast Fourier transform 
LPD  Logarithmic peak detector 
MFL  Magnetic flux leakage 
MMM  Metal magnetic memory 
NDT  Non – destructive testing 
PHV  Propeller – hull vortex cavitation 
PVDF  Polyvinylidene fluoride 
RMF  Residual magnetic field 
SEM  Scanning electron microscope 
Roman Symbols 
A Constant of the logarithmic peak detector   - 
B Constant of the logarithmic peak detector   - 
C Characteristic conversion constant of the logarithmic unit - 
Ca       Cavitation number                                                                  - 
c Speed of sound      m/s 
cg Group velocity      m/s 
cl Speed of longitudinal sound waves    m/s 
cp Phase speed       m 
Cp Specific heat at constant pressure    J/(Kg*K) 
cR Rayleigh wave speed      m/s 
ct Speed of transverse (shear) sound waves   m/s 
Cv Specific heat at constant volume    J/(Kg*K) 
d Plate thickness      m 
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Dt Diameter of transducer     m 
E Young’s modulus      Pa 
e Vapour pressure of the fluid     Pa  
f Frequency       Hz 
G Shear modulus      Pa 
Gc Critical strain energy release rate    J/m2 
H Residual magnetic field     A/m 
KB Bulk modulus       Pa 
Ki Magnetic field gradient     T 
KI Stress intensity factor      Pa*m0.5 
Ks Applied stress / generated electric charge coefficient - 
M Magnification factor      - 
M Plane wave modulus      Pa 
mcurrent Current mass of specimen after cavitation exposure  g 
minitial Initial mass of specimen before cavitation exposure  g 
Mm Molar mass       Kg/mol 
MS Momentum       N*s 
N Near field length      m 
n Quantity       mol 
N100 Number of grains per square inch at a x100 magnification  - 
N500 Number of grains per square inch at a x500 magnification -  
nASTM ASTM grain size      - 
neff Effective refractive index of fibre Bragg grating  - 
p Pressure       Pa 
P∞ Pressure infinitely far from the bubble   Pa 
Pg Pressure of non – condensable gas in the bubble  Pa 
pl Pressure of surrounding liquid    Pa 
pr             Reference pressure      Pa 
pv Gas or vapour pressure inside a bubble    Pa 
R Bubble radius       m 
r Distance from crack tip     m 
Rcl Shear to bulk modulus ratio     - 
Rmax Maximum bubble radius     m 
s Distance between bubble centre and surface   m 
S Surface tension      N/m 
SS Surface energy      J/m2 
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T Temperature       K 
t Time        s  
U Total strain energy      J 
Ur Radial component of velocity     ω 
Ux Axial component of velocity     m/s 
u Velocity of fluid      m/s 
v Poisson’s ratio      - 
V Voltage       V 
Vr Input voltage of the preamplifier    V 
Vv Volume       m3 
x Coordinates – x axis      - 
X Logarithmically converted amplitude    V 
Y Amplitude of sound wave     dB 
y Coordinates – y axis      - 
z Coordinates – z axis      - 
 
Greek Symbols 
α Width of crack      m 
αFBG Linear thermal coefficient of the fibre   - 
β Fluid – material transmission factor    J/mm3 
γ A material’s surface energy density    J/m2 
γb Free energy of the grain boundary    KJ/mol 
γh Ratio of specific heats     - 
γr Bubble centre to surface distance / Bubble’s max radius - 
γs Free energy of surface exposed by transgranular fracture  KJ/mol 
δi Time difference – Triangulation technique   s 
η  Bubble’s max radius / Distance from free surface  - 
η* Transmission efficiency     - 
Λ Grating period       nm 
λ Wavelength       m 
λB Bragg wavelength      nm 
λk Distance between two inspection points – MMM  m 
λL Lame constant       - 
λw Wavelength of sound wave     m 
µ Lame constant       - 
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µL Dynamic viscosity of liquid     Pa*s 
ξ Thermos – optic coefficient     - 
ρ Density of medium      Kg/m3 
ρe Effective photo - elastic  
σc Critical stress       Pa 
τ Rayleigh collapse time     s 
ω Circular frequency      Hz 
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Chapter 1 
Introduction 
 
1.1 Motivation  
Ships play a dominant role in the global trade and transport, as the Earth’s surface is mostly 
covered by water, and they carry about 95% of goods at some point in their lifecycle. 
Nevertheless, some of their main mechanical devices and components, such as propellers and 
rudders, can be subject to significant deterioration due to the often-harsh operating conditions. 
Corrosion and erosion are mainly accountable, the former being caused by the electrochemical 
interaction between the mechanical components and the seawater in way that an 
electrochemical cell is formed and the latter from phenomena such as cavitation. 
Cavitation is a general fluid dynamics phenomenon and can be defined as the rapid formation, 
growth and subsequent collapse of very small bubbles or cavities that contain vapour gas or 
air, within a liquid, in extremely small intervals of time, due to large pressure or velocity 
variations. Such conditions are commonly apparent in the operation of mechanical devices 
oriented towards the induction of momentum into liquids such as propellers, turbines and 
pumps as well as in components such as ship rudders and stabilizers. As a result, the operation 
of those mechanical devices and components is commonly affected by cavitation and its non-
desirable effects. 
Most importantly cavitation is commonly related to the deterioration of the exposed 
components and devices, as the continuous exposure of a solid material in shock waves of 
severe amplitude, due to cavitation induced bubble collapsing, can result into significant 
erosion (Preece, 1970; Arndt, 1981). This form of damage is widely known as cavitation 
erosion. In addition to erosion, the presence of significant noise as well as vibrations 
originating from the exposed components and devices is often reported by ship owners and 
operators. 
The physical phenomenon of cavitation was first mentioned by Euler (1756) who observed a 
loss of performance in water wheels, whereas the first attempt to describe and analyse the 
underlying dynamics governing cavitation was made by Besant (1859) in the middle of the 
19th century. A little more than a decade later, Reynolds (1873) published a paper where the 
over-speeding effect of cavitation on propellers was discussed thus he raised awareness 
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regarding the relation of the phenomenon to the marine industry. What he particularly 
observed was that, the rotational speed of the propeller shaft would rise significantly in the 
presence of cavitation of considerable intensity. The same over-speeding effect was noted by 
Sir Charles Parsons in 1894, in his experimental steam turbine propelled vessel called Turbinia 
(Carlton, 2012) which can be seen in Figure 1.1. Following Besant’s work, a significant effort 
oriented towards the suggestion of a basic cavitation mechanism was undertaken by Rayleigh 
(1917) in his analysis of an isolated spherical void collapse in an incompressible liquid, 
followed by Parsons and Cook (1919). 
 
Figure 1.1: Turbinia vessel at speed in 1894 (Source: Tyne & Wear Museums) 
Sir Parson’s preliminary observations lead him to build an enclosed circulating channel in 
order for small propellers of a diameter of 2inches to be examined with regards to cavitation. 
This tunnel and a subsequent one built at Wallsend were the precursors of the larger tunnels 
that were built in Europe and America during the 1920s while even larger and modernized 
cavitation testing facilities were constructed around the world, in the years after. Observation 
techniques have also evolved through the years, with the introduction of borescope methods 
and the induction of faster and more light-sensitive cameras, that replaced traditional methods 
such as the observation of full-scale cavitation by means of windows cut into the ship’s hull. 
In addition to the theoretical and experimental study of cavitation from a hydrodynamic point 
of view, research is also conducted in the field of materials science by means of extensive 
laboratory testing, using accelerated erosion tests for instance, in order for the resistance of a 
new material against cavitation induced erosion to be examined. 
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An example of a modern 49m long cavitation tunnel, owned by Mitsubishi Heavy Industries 
can be seen in Figure 1.2. 
 
Figure 1.2: Cavitation tunnel owned by Mitsubishi Heavy Industries (Source: 
Mitsubishi Heavy Industries Mechatronics Systems, LTD.) 
In general, cavitation is a non-desirable phenomenon, yet it has been used productively in a 
number of applications. In wastewater treatment for instance cavitation can be used for the 
destruction or removal of complex organic chemicals, particles and pollutants (Gogate, 2002). 
In this case cavitation, can be induced either acoustically by means of ultrasonic irradiation 
(Pandit and Moholkar, 1996) or hydrodynamically (Gogate and Pandit, 2001). 
 More recently, the induction of cavitation by means of laser beams or streams of protons has 
been suggested, although it has not yet been applied in large scale applications mainly due to 
complexity and cost related issues (Ozonek, 2012). 
 In addition to wastewater applications, the use of cavitation as means of water ballast 
treatment for the removal of invasive non-indigenous organisms that would had otherwise 
been transferred from an aquatic environment to another is also considered (Cvetkovic et al., 
2015). 
In the medical area, shock wave lithotripsy is gaining significant acceptance as a treatment 
choice for kidney stones (Williams et al., 1988) while evidence suggests that cavitation bubble 
collapse might be the dominant mechanism (Sass et al., 1992; Zhong et al., 1997; Zhu et al., 
2002).  
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Acoustic cavitation has also been used in sonoporation, which is the process by which, a cell’s 
plasma membrane permeability is modified to allow the uptake of genes or macromolecular 
drugs into the cell nuclei (Wu, 2006; Lentacker et al., 2014).  
Hydrodynamic as well as acoustic cavitation has even been tested as means of biodiesel 
production with promising results (Kelkar et al., 2008; Pal et al., 2009; Pai et al., 2010; Ghayal 
et al., 2013).  
1.2 Present study 
Despite the numerous efforts, the way cavitation induced erosion acts, has not been adequately 
clarified yet, especially in relation to the properties of the affected materials. Furthermore, a 
methodology by means of which, the cavitation induced erosion of the affected components, 
could be directly monitored, has not been effectively implemented till this point. In contrast, 
the results of cavitation induced erosion, are mostly to be noticed indirectly, either through a 
loss or performance and efficiency or during an inspection. 
As such, the main aim of this study is to approach and study the phenomenon of cavitation 
induced erosion in relation to some common shipbuilding materials such as grade DH36 steel, 
stainless steel and cupronickel, both from a quantitative and qualitative point of view. Towards 
that direction, specimens made from those materials are to be exposed to ultrasonically 
induced cavitation for a prolonged period of time, under experimental conditions that have 
been found, from previous studies, to maximize the resulting erosion rate. At the same time, a 
series of macroscopic and microscopic observations as well as a number of measurements 
relating to the effects of cavitation on the examined materials, will take place. An identical 
procedure will also be followed for a number of protective coatings supplied by BAE Systems. 
Materials will initially be examined macroscopically. In particular, a series of mass loss 
measurements will be conducted in order for the effects of cavitation to be documented in a 
quantitative way as well as for the various erosion phases of each one of the examined 
materials to be identified. Additionally, the emerging erosion patterns on the eroded surfaces 
will be observed and studied macroscopically whereas the potential effects of cathodic 
protection on the resulting erosion rate are also to be examined. At the end of this phase, a 
preliminary hypothesis and comparison regarding the resistance of various shipbuilding 
materials against ultrasonically induced cavitation will be conducted. 
The next phase of this study is oriented towards the microscopic exploration of the 
fractography of the eroded materials. Towards that direction, a series of observations will be 
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conducted through the lens of a digital optical microscope, in order for an initial estimation 
regarding the governing fracture mechanisms and patterns for each of the examined materials 
to be made. Those estimations will then be evaluated at a later stage by means of a scanning 
electron microscope (SEM). The potential correlation between the different phases of 
cavitation erosion, in terms of the already measured mass loss, and the observed fracture 
mechanisms of each of the materials will finally be explored and a relevant hypothesis will be 
composed. 
Following the initial mass loss measurements and the subsequent microscopic observations, 
the acoustic emissions of each of the examined materials due to cavitation activity and erosion 
will then be measured and studied. Due to the high frequency nature of acoustic emissions 
however, specialized hardware will be designed and manufactured, such as custom 
piezoelectric transducers and fibre Bragg grating sensors which are essentially optical strain 
sensors. At the end of this phase the possible connection between cavitation erosion in terms 
of the already measured mass loss, the governing fracture mechanisms and the measured 
acoustic emissions will be investigated. 
Finally, an investigation regarding the creation and development of a cavitation erosion 
monitoring system, based on the resulting acoustic emissions, will be conducted. Towards that 
direction, acoustic emission measurements will be conducted for a variety of experimental 
conditions, resulting into “non-erosive” and “erosive” cavitation, always in terms of the 
measured mass loss with the purpose of establishing acoustic ‘erosion’ thresholds for each one 
of the examined materials. Investigations will initiate by means of conducting tests on small 
specimens before the monitoring system eventually gets tested on rudder models of various 
sizes. In addition to the assessment of cavitation erosion intensity, damage localization 
techniques such as acoustic triangulation by means of an array of multiple acoustic sensors 
will also be examined. 
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Chapter 2 
Literature Review 
 
2.1 Introduction 
The following literature review provides an overview of research, oriented towards the study 
of cavitation, both in relation to the underlying physics and its immediate effects, such as the 
erosion of the affected components. In this context, the induction of cavitation through the 
operation of ship propellers and rudders is initially discussed while some common 
experimental techniques that are utilized for investigative purposes are mentioned. 
Afterwards, the review focuses on cavitation itself and as such the first attempts to describe 
the phenomenon, both from a theoretical and practical point of view, are discussed, followed 
by some main findings and observations relating to the underlying physics. The cavitation 
induced erosion of materials is then discussed and as such studies oriented towards the 
investigation of the underlying mechanisms of erosion are presented along with the most 
important theoretical and experimental findings. Research relating to the acoustic emissions 
of materials due to erosion or fracture in general is eventually presented and discussed, along 
with studies oriented towards the application of non-destructive testing techniques (NDT), 
both in an experimental and practical context. 
2.2 Cavitation experienced by ship propellers 
A propeller produces thrust in order to move the ship across water, by means of developing 
suction over the backs and pressure over the face of its blades. Cavitation in the form of 
bubbles or cavities may occur, when the absolute pressure on the suction side falls below the 
vapour pressure of the water medium. Cavitation bubbles are usually unstable and tend to 
collapse violently while the radiated pressure waves can result into a series of undesired 
phenomena such as a significant amount of vibrations and noise as well as erosion.  
Propellers may experience various forms of cavitation, depending on the operating conditions, 
the position of the ship and the design of the propeller itself. These are graphically illustrated 
in Figure 2.1 while the most common forms that can be observed in model as well as full scale 
propellers are further discussed (Newton, 1961; Carlton, 2012).  
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Figure 2.1: Different forms of cavitation, as they are experienced by a ship propeller 
(Source: Wijngaarden, 2012) 
Tip vortex cavitation occurs at the tip of the propeller blade and can be initially observed at 
some distance behind the blade tips, thus it is said to be ‘unattached’. The vortex eventually 
becomes stronger and gets attached to the tip of the blade either when the blade loading 
increases or the cavitation number decreases. Cavitation number is a dimensional number, that 
is used in flow calculations and can be defined as follows: 
𝐶𝑎 = 	𝑝& − 𝑒12𝜌𝑢- 																																																																																																																																						(2.1) 
where p0 is the reference pressure, e is the vapor pressure of the fluid, ρ is the density of the 
fluid and u its velocity. 
Conversely, the hub vortex is created by a combination of vortices originating from the root 
of each blade and it is very likely to cavitate in the presence of a converging propeller cone. 
Hub vortex cavitation has the appearance of a rope of which the strands correspond to the 
number of blades of the propellers. A combination of tip and hub vortex cavitation can be seen 
in Figure 2.2: 
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Figure 2.2: Tip and hub vortex cavitation (Source: SVA Potsdam GmbH, n.d) 
Cavitation can also be observed in the form of sheet, bubble and cloud cavitation. Sheet 
cavitation occurs at the leading edges of the propeller blades, either at the face or back surfaces, 
depending on the incidence angles.  
In particular, sheet cavitation will develop at the back or suction side of the blade for positive 
incidence angles whereas it may initially appear at the face or pressure side of the blade for 
negative incidence angles. It is primarily caused by the large suction pressures that are 
apparent near the leading edge of the propeller blade, and may extend all over its surface, if 
the cavitation number decreases or the angle of incidence increases. Although sheet cavitation 
is generally stable, an occasional instability that can be observed in some instances, may cause 
propeller erosion.  
The occurrence of sheet cavitation can be seen in Figure 2.3. Evidence of blade root cavitation 
is also apparent. 
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Figure 2.3: Evidence of sheet (blue arrow) and blade root (red arrow) cavitation 
(Source: Carlton, n.d.) 
Conversely, bubble cavitation may be observed at the mid-chord region of the propeller blade 
if the section’s camber line is too high, and it is mainly induced by the high suction pressures 
that are apparent in that area whereas it is generally characterized by the presence of large 
bubbles. Finally, cloud cavitation, which is considered to be particularly dangerous when it 
comes to propeller erosion, essentially consists of numerous very small bubbles and is usually 
found behind strongly developed and stable sheet cavities.  
The presence of cloud cavitation is evident in Figure 2.4 along with other forms of cavitation 
such as sheet and tip vortex. 
 
Figure 2.4: Cloud (blue arrow), sheet (red arrow) and tip vortex (green arrow) 
cavitation (Source: Carlton, n.d.) 
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Experiments have shown that the initiation of cloud cavitation is essentially triggered by the 
penetration of an attached sheet cavity by a re-entrant jet. This results into the formation of 
the bubbly cloud, which is then convected downstream (Kawanami et al., 1997). 
The full – scale cavitating sheet and vortex cavitation, of an LNG ship propeller, can be seen 
in Figure 2.5: 
 
Figure 2.5: Full – scale cavitating sheet and vortex cavitation of an LNG ship propeller 
(Source: Carlton, 2012). 
Evidence of cavitation induced erosion on a small propeller can be seen in Figure 2.6: 
 
Figure 2.6: Evidence of cavitation induced erosion, on the propeller of a small personal 
watercraft (Source: Wikimedia Commons, 2006) 
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Finally, the propeller- hull vortex cavitation (PHV) may be observed in the form of cavitating 
vortices, extending from the propeller to the hull. The occurrence of the propeller – hull vortex 
cavitation phenomenon, can be seen in Figure 2.7: 
 
Figure 2.7: Propeller – Hull vortex cavitation emanating from a podded propulsion 
unit (Source: Carlton, 2012) 
Common indicators of the presence of PHV cavitation in ships are vibrations and noise that 
can easily be heard from within the ship’s hull. It was first reported by Huse (1971), who 
showed that PHV cavitation is stronger for small tip clearances and low advance coefficients. 
Certain hypotheses regarding the inception of PHV have been proposed, yet the one based on 
the “pirouette” effect is the most likely to be correct according to Huse, as it manages to 
explain many features of PHV. In particular, it is believed that, in high loading conditions, the 
propeller becomes starved of water, as the axial velocity that is induced by the propeller 
becomes equal to the inflow velocity. As a result, a stagnation point is created just above the 
propeller, at the hull plate, which then has to draw water from astern, leading to the creation 
of a streamline connecting the hull with the propeller. It is noteworthy that in the case of ducted 
propellers, Gent and Kooji (1976) and Kooji and Berg (1977) concluded that PHV is induced 
by the clearance between the hull and the duct as well as the relative position of the propeller 
blades.  
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2.3 Cavitation experienced by rudders and the propeller – rudder interaction 
Rudders can be categorized into balanced and unbalanced variants with the former being fixed 
to the rudder shaft at the top of their plate and the latter having the shaft fixed along the length 
of their plate. Another category of rudders, called semi – balanced are commonly used in 
modern ships and are characterized by being partly balanced and partly unbalanced with 
regards to the position of the shaft.  
An example of a semi – balanced ship rudder can be seen in Figure 2.8: 
 
Figure 2.8: Semi – balanced rudder (Source: Marine Insight, 2017) 
Rudders are the means of manoeuvring and control for ships whilst they also provide 
directional stability through the forces that are generated on their sides. They are usually 
positioned behind the flow field of the propeller, in an effort of enhancing their effectiveness 
thus they also suffer from the effects of cavitation mostly due to their hydrodynamic 
interaction with the propeller.  
The interaction of a rudder with the tip vortex that is generated by the preceding propeller can 
be seen in Figure 2.9: 
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Figure 2.9: Rudder – propeller interaction (Source: SVA Potsdam GmbH, n.d) 
Cavitation in rudders is mostly evident in two regions, namely the leading edge of the rudder 
as well the gap between its movable and fixed portion (Oh et al., 2012).  
It is noteworthy that, in sea trials conducted by the U.S. Navy with a ship equipped with twin 
screws and rudders, it was found that rudders would experience extreme cavitation-induced 
erosion on their outboard surface, when speeds exceeded 23 knots, even in mild sea conditions 
and when course keeping manoeuvres where only performed. The inner surface of the rudders 
in contrast would experience no erosion at all whereas these observations were confirmed 
through dry dock inspection. This was due to the fact that the propellers were rotating in 
outboard directions and as such the rudders experienced the slipstream on their outboard 
surface (Shen et al. 1997a). 
The presence of cavitation induced erosion on a full – scale ship rudder can be seen in Figure 
2.10: 
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Figure 2.10: Cavitation induced erosion on the rudder of the Finnkraft vessel (Source: 
Carlton, n.d) 
The theoretical aspects of the propeller – rudder interaction have been thoroughly investigated 
through the years. Tsakonas et al. (1975) stated that the rudder – propeller interaction is mainly 
governed by loading effects. Moriyama and Yamazaki (1981) managed to calculate the forces 
acting on a rudder by means of an analytical method while some years later Zhu and Dong 
(1986) developed a theoretical method by means of which the hydrodynamic interaction of 
propellers and rudders could be predicted. The approach from Tamashima et al. (1993) treated 
the propeller as an actuator disc and made use of a panel method to calculate the resulting 
forces on the rudder while at the same time Li (1994) developed a linear method, that allowed 
for calculations regarding the propeller rudder interaction to be made in relation to 
experimental results.  
Han et al. (1999) made use of a boundary element method (BEM), in order to develop a 
numerical technique oriented towards the analysis of the propeller-rudder hydrodynamic 
interaction while results obtained through this method were successfully compared to 
experimental findings. In the following years, he and his colleagues developed a vortex lattice 
and surface panel method oriented towards the investigation of the flow around propellers and 
horn-type rudders, respectively (Han et al., 2001) whereas they compared their results to 
experimental measurements conducted at the Samsung Ship Model Basin (SSMB). 
The propeller – rudder interaction has also been explored from a practical point of view by 
means of experiments conducted in wind tunnels (Molland, 1981; Molland and Turnock, 
1991) where it was found that by increasing the propeller thrust loading the rudder side force 
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also increases. It was also found that for constant rpm, the presence of the rudder may affect 
the propeller’s developed thrust and torque. Stierman (1989) showed, by means of experiments 
conducted in a towing basin with three propellers of varying pitch rations and two rudders 
located at varying positions, that rudders can experience positive thrust at low advance ratios. 
Later on, Kracht (1992) characterized the propeller – rudder interaction by means of 
conducting lift, drag and cavitation measurements in towing basins for a variety of rudder 
configurations. In addition, Shen et al. (1997b) demonstrated that the presence of a hull can 
considerable affect the propeller – rudder interaction, though a series of theoretical and 
experimental measurements. 
More recently, Kinnas et al. (2007) predicted the occurrence of sheet cavitation on rudders 
with respect to propeller effects, tunnel walls and time, by means of a vortex lattice method 
coupled with a finite volume method and a boundary element method. Rhee and Kim (2008) 
evaluated a new rudder system, that makes use of cam devices which effectively close the gap 
between the horn and the movable wing parts and it is oriented towards lift augmentation and 
cavitation suppression, by means of a three-dimensional flow analysis. It is noteworthy that, 
due to promising results the authors suggested that the utilization of the new rudder system 
should be investigated and considered further. At the same time, Paeik et al. (2008) managed 
to successfully visualize the flow characteristics around the gap of semi – balanced rudder by 
making use of particle image velocimetry (PIV) visualization and pressure measurements, in 
tests that were performed in a cavitation tunnel.  
2.4 Cavitation physics 
The process leading to cavitation has many similarities with the well-known phenomenon of 
a liquid that boils at a lower temperature as the altitude increases. With regards to cavitation, 
however, the dissolved air or nuclei tend to form cavities or bubbles containing gas or vapour, 
at the areas of the liquid where pressure drops below the vaporisation point at a constant 
temperature. When pressure rises again, these cavities collapse and as a result a series of 
undesired effects may occur. In the case of ship propellers for instance, such operational 
conditions are common, especially at the suction sides of the blades where cavitation mostly 
occurs, thus a number of undesired effects such as erosion as well as vibrations and noise are 
frequently observed. 
Bubble collapsing due to cavitation is accompanied by a number of phenomena, such as fast 
emitting shock waves, high speed water jets and even light. With regards to the latter, light 
can sometimes be seen emitting from a cavitating liquid, in a phenomenon called 
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sonoluminescence, which can be ascribed to the extremely high temperatures resulting from 
the adiabatic compression of the trapped gas within the collapsing bubbles (Carlton, 2012). In 
particular, temperatures of the order of 100.000K have been suggested with regard to the 
surrounding fluid. Wheeler (1960) suggested that, conditions favourable to the  initiation of 
chemical reactions between water and metal are induced by cavitation and thus estimated that 
the surface of an affected solid material may experience temperatures of the order of 500-800 
°C, through the interpretation of monochrome and colour photomicrographs, showing the form 
and texture of the resulting indentations.  
Definition of cavitation as a boiling phenomenon caused by low pressure, although accurate, 
misses a crucial factor, namely the ability of a liquid to withstand large tensions, a parameter 
closely related to the liquid’s capacity of withstanding pressures beyond its vapour point 
without boiling. This factor mainly depends on the purity of the liquid, in the sense that an 
increased amount of dissolved air, microscopic gas bubbles or nuclei for instance, can 
significantly affect the ability of a liquid to withstand tensions. In this case cavitation, could 
even occur for pressures lower than the normal vapour point of liquid. It should be noted that 
the term nuclei refers to clusters of gas of sufficient size to allow subsequent growth when 
pressure drops. Conversely, in ideal conditions, where water could be considered as 
completely pure, it would withstand very large tensions without undergoing cavitation. In such 
a case for instance, values of the order of ≈140MPa at 25 °C were obtained experimentally by 
isochoric cooling of ultra-pure water (Zheng, 1991). Nevertheless, in typical conditions, the 
tensile strength of water is very low and the highest value ever obtained is 27.7 MPa as it was 
measured by Briggs (1950).  
Cavitation inception can occur either by entrained or stationary nuclei that are harboured in 
small wall crevices and although the former is supposed to be the case for ship propellers, the 
parameter of stationary nuclei is also important. It should be noted that, the nuclei must be 
able to withstand large pressure variations without collapsing otherwise they would dissolve 
into the liquid and, therefore, the required ‘weak spots’ for cavitation inception would not 
exist. As such, the surface tension must balance the pressure forces as follows: 
p2 − p3 = 2SR 																																																																																																																																						(2.2) 
where pv stands for the gas or vapour pressure inside the bubble, pl for the pressure of the 
surrounding liquid, S for the surface tension and R for the bubble radius.  
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According to equation (2.2), nuclei gas would diffuse into the liquid, when either very small 
bubbles or large pressure variations would be the case. Nevertheless, they continue to exist in 
equilibrium with the surrounding liquid in such conditions thus several stabilisation models 
have been proposed by several researchers in an attempt of describing the observed behaviour. 
Harvey et al. (1947), for instance, suggested that gas pockets positioned in hydrophobic 
crevices of solid surfaces act as cavitation nuclei. He proved that these gas pockets could exist 
in equilibrium with the surrounding fluid, under the right conditions, however, these pockets 
would grow in size to form bubbles and eventually get entrained by the fluid, as a response to 
a rapid pressure reduction. The basis of this mechanism can be seen in the Figure 2.11: 
 
Figure 2.11: Harvey’s nucleation model (Source: Carlton, 2012) 
The Harvey model of stationary nuclei can successfully explain some observed phenomena, 
such as the rise of the tensile strength at pressurisation, yet it fails to offer an explanation for 
some others. For instance, it fails to explain why although water exhibits its maximum strength 
at 10°C, that strength drops when the temperature approaches 0°C, as it was found by Briggs 
(1950) in his experiments with ultra-pure water and Keller (1982) with ordinary tap water, at 
stress levels two orders of magnitude lower for the latter in relation to the former.  
Another model of nucleation by Fox & Herzfeld (1954) suggested that free gas bubbles in a 
liquid could be stabilised by a skin of organic molecules such as fatty acids. In this case, the 
size of the bubble normally increases when it passes through the low-pressure areas of the 
liquid whereas the skin is supposed to prevent the gas from diffusing into the liquid, below a 
minimum bubble size, and due to the pressure difference between the liquid and the interior 
of the bubble. It is noteworthy that, although the proposed organic skin would dissolve in 
liquids containing alcohol and tetrachloride, cavitation may still be observed in such cases. 
This model was later revised by Yount (1972 and 1982) in his Varying-Permeability model, 
where he assumed that the bubble gas pressure is in balance with the gas pressure in the liquid 
due to a skin formed by surface-active molecules, and as such no collapsing occurs. In his 
unwetted mote model Plesset (1963) suggested that bubble nucleation is possible without the 
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presence of gases or vapour other than the ones dissolved in the liquid whereas motes would 
provide the necessary ‘weak spots’ in the liquid, where tensile failure would easily occur at 
low pressures. Moreover, Johnson & Cooke (1981) proved that, gas bubbles in seawater can 
be protected and stabilised by a skin of substances, at atmospheric pressure, therefore, their 
presence in such conditions is possible. In this case, Yount’s model provides a logical 
explanation regarding their stabilisation.  
The earliest attempt to describe and analyse the dynamics governing the growth and collapse 
of a bubble in a continuous liquid was made by Besant (1859), even though cavitation damage 
on machinery was misunderstood till the early-1900s. Lord Rayleigh (1917) undertook a 
significant effort in the field of cavitation and bubble dynamics research, with his analysis of 
an isolated spherical void collapse in an incompressible liquid. He suggested a basic 
mechanism that would explain the relationship between a collapsing bubble and the observed 
damage of the affected solid surfaces, although he noted that cavitation damage may not be 
the sole attribute to this cause.  
From an analytical point of view, the dynamics of gas, vapour or gas-vapour bubbles in a 
liquid can be effectively described by means of the Rayleigh - Plesset equation (Franc & 
Michel, 2004):  
R67897:8 ; + =- 6797:;- = >?@ 6pA 	+ p2 − pB − CD@	9 797: − -E9 ;																																																										(2.3)																	
where R is the bubble radius, t is time, ρL, µL and S are the density, the dynamic viscosity and 
the surface tension of the liquid respectively, pg is the pressure of the non-condensable gas in 
the bubble, pv is the vapour pressure, and p∞ is the pressure infinitely far from the bubble. It 
should be noted that the Rayleigh-Plesset equation is based on the simple Rayleigh equation 
with the addition of the  −CGH	I JIJK   parameter, in the instance of a viscous liquid.   
At equilibrium, the Rayleigh – Plesset equation is simplified as follows:  
pA 	+ p2 = pB + 2SR 																																																																																																																									(2.4) 
Supposing that a bubble exists in equilibrium with the surrounding liquid under a pressure pv, 
and at t=0 a higher-pressure p∞ is applied, then the bubble would collapse in a characteristic 
time τ, namely the Rayleigh collapse time, whereas the effects of viscosity, surface tension 
48 
 
and non-condensable gas are not considered. Based on those assumptions, the Rayleigh-
Plesset equation is integrated as follows: 
MdRdt P- = 23 (pB − p2)ρ 	RM	RSR 	P= − 1	T																																																																																										(2.5) 
Integration of equation (2.4) within a range from 0 to Ro would give: 
 τ = 0.915R&Y ?Z[\Z]																																																																																																																								(2.6) 
The values of τ that are obtained by means of equation (2.6) are in good agreement with 
experimental findings regarding various initial bubble diameters, ranging from approximately 
one micrometer to one meter. For instance, a bubble with an initial radius of 1cm would 
collapse in approximately 1ms, under an external pressure of 1bar, in water.  
The Rayleigh-Plesset model manages to illustrate the behaviour of the first bubble collapse 
effectively. It also shows that almost infinite pressures and velocities occur towards the end of 
the collapse, a consideration that could partly explain the erosion of the affected materials. 
Nevertheless, it does not provide any information about the subsequent rebounds and collapses 
that occur in various situations, whereas it is based on some ideal conditions. The bubble’s 
shape for instance is assumed to be symmetrically spherical whereas the parameters of non-
condensable gas, surface tension, gravity, heat exchange, compressibility, inertia forces and 
flow turbulence are ignored.  
In real conditions, however, the dynamics of bubble collapsing can be influenced by gravity, 
compressibility, pressure gradients, as well as any flow turbulence. In addition, the presence 
of a surface, either free or solid, near the bubble can significantly affect its symmetry and 
behaviour during the collapse. Several researchers have taken these parameters into 
consideration in order to achieve a more realistic description of the phenomenon. 
Plesset and Chapman (1971), for instance, studied the behaviour of a collapsing bubble near a 
wall for a variety of distances. They found that, when a bubble collapses near a solid wall, its 
shape tends to flatten close to the wall and a hollow is created on the opposite side whereas a 
re-entrant jet, directed towards the wall, is also created. The high-velocity jet then pierces the 
bubble and strikes the surface. Mitchell and Hammit (1973) held a similar research yet they 
also considered the parameters of pressure gradient and relative velocity in addition to wall 
proximity. Nevertheless, their approach was based on the use of spherical coordinates whereas 
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Plesset and Chapman’s research was based on the use of cylindrical ones, which allowed them 
to study the micro-jet formation in a much deeper level.  
The results of Plesset and Chapman’s computations regarding an initially spherical bubble 
collapsing near a wall can be seen in Figure 2.12. It should be noted that two cases are 
presented, either with the bubble in contact with the solid wall or at a distance of half the 
bubble’s radius. In the case of the former, the creation of a microjet directed towards the solid 
wall can be seen. 
 
Figure 2.12: Computed bubble collapse. Left – In contact with wall, Right – At a 
distance (Source: Plesset and Chapman, 1971) 
A contrasting behavior can be observed in the presence of a free surface. In that instance, the 
re-entrant jet is rather directed towards the bubble center instead of the free surface whereas 
the development of a counter jet, directed towards the free surface, can be observed afterwards. 
Chahine (1982) found that, this behavior mainly depends on the value of η, namely the ratio 
of the bubble’s maximum radius to the initial distance of its center from the free surface. When 
η < 0.3 for instance, the free surface is not significantly disturbed whereas for larger values a 
strong disturbance from a counter jet is to be expected. In the case where a bubble moves 
between two walls, it would subsequently split into two symmetrical bubbles whereas a re-
entrant jet, directed towards each one of the walls, would then be emitted from the 
corresponding bubbles.  This behavior was confirmed by Plesset and Chapman (1971) as well 
as from Blake and Gibson (1981 and 1987). 
Blake and Gibson (1987), conducted an analysis of the re-entrant jet by means of calculating 
the momentum of the bubble. What they found was that, a positive momentum relates to the 
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induction of a re-entrant jet directed towards the wall whereas a negative one has the opposite 
effect. They also found that, the momentum in the case of a solid wall and a free surface, is 
positive and negative, respectively. According to their analysis then, the jet is directed towards 
the surface, in the presence of a solid wall, whereas in the case of a free surface it is directed 
towards the bubble. Their findings are in good agreement with the aforementioned 
observations that were made from other researchers. 
Some theoretical calculations from Blake and Gibson (1987), in the case of a bubble collapse 
near a solid wall, can be seen in Figure 2.13, in the form of successive bubble shapes. 
 
Figure 2.13: Successive bubble shapes during collapse, near a solid wall – rigid 
boundary (Source: Blake and Gibson, 1987). 
It should be noted that their approach considers the presence of a bubble near a plane boundary 
with a unit vector x, where the flow is considered to be axisymmetric. The momentum can 
then be calculated by means of the following equation: 
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Ms = 	a FZc:& 	dt																																																																																																																																		(2.7) 
where 𝐹fg = 𝜋𝜌 ∫ 𝑟(𝑢𝑟Bkl& - − 𝑢𝑥-)	𝑑𝑟  
and ux and ur are the axial and radial components of the velocity, respectively.  
Finally, the parameter of compressibility, in general, appears to be related, to the velocity of 
the collapse. The quasi-acoustic solution from Herring (1941) and Trilling (1952) as well as 
the approach from Gilmore (1952), are two significant numerical solutions that also take into 
account the parameter of the compressibility of the liquid, nevertheless, they both lead to a 
different variant of the Rayleigh-Plesset equation. It is noteworthy that, both solutions do not 
give any information about the very last stages of the collapse that often lead to rebounds and 
new collapses. Those stages were studied by Plesset and Hickling (1964) who offered the first 
numerical solution that could describe both the collapse and the upcoming rebound, while 
including the compressibility parameter. It should also be noted that their solution was 
essentially based on the Gilmore approach and their results clearly demonstrated the emission 
of a pressure wave propagating outwards at the instant of the rebound. 
2.5 Cavitation erosion 
Cavities tend to collapse violently and rapidly when the pressure conditions allow them to do 
so, and as a result the released energy, can induce significant erosion to the affected solid 
materials. The magnitude of the released energy ranges from an a few hundred to a 1000 MPa, 
a value considerably high when compared to the ultimate strength of most of the affected 
materials (Preece and Vyas, 1976; Hammit and De, 1982; Brunton 1970). Nevertheless, the 
way the released energy acts, as an erosive factor, as well as its connection with the mechanical 
properties of the material is not well understood yet although bubble, cloud and vortex 
cavitation structures are believed to be more prone to cause erosion rather than the more stable 
sheet cavitation. 
A series of phenomena are believed to be the main cause of erosion. These include (Franc and 
Michel, 2004): 
a) Bubble collapse and rebound where high instantaneous pressures and temperatures are 
generated from the collapse. 
b) Micro-jet formation where due to the presence of a flat solid surface near the bubble 
collapse, a high-speed liquid jet is developed towards that direction. 
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c) Clouds of micro bubbles collapsing and generating cascade of implosions. In this case the 
amplitudes of the resulting pressure waves also increase. 
d) Cavitating vortices that also generate cascade of implosions. These are characterised by a 
long duration of loading time. 
The high-pressure shock waves that are emitted from a rebounding bubble are considered to 
be one of the primary causes of erosion, especially when they occur in a short distance from 
the solid surface. Rayleigh (1917) first mentioned the emission of high-pressure waves in his 
theoretical work regarding a spherical cavity in an infinite liquid followed by Parsons and 
Cook (1919). The presence of shock waves was later confirmed experimentally by Harrison 
(1952) and Sutton (1957) by means of measuring the impact stresses at the exposed solid 
surfaces. At the same time Guth (1954) managed to visualize the resulting shock wave using 
a schlieren technique. Hickling and Plesset (1964) and Ivany (1965) evaluated these 
observations through their numerical analyses in the following years whereas Fujikawa and 
Akamatsu (1980) measured pressures of the order of 100 MPa with a duration of 1 µs.  
Recent studies with high-speed photography from Philipp and Lauterborn (1998) and Lindau 
and Lauterborn (2003) have also shown that high-pressure waves are emitted from a collapsing 
spherical bubble. In particular minimum bubble radiuses of less than 36µm were found leading 
to the hypothesis that even higher pressures may exist inside a bubble. Nevertheless, the 
presence of a solid boundary appears to be affecting the symmetry of the bubble and as a result 
the shock waves are expected to attenuate as it was found by Benjamin and Ellis (1966). 
Consequently, some researchers proposed that the shock wave hypothesis cannot fully explain 
the severity of cavitation related erosion (Knapp et al., 1970). 
Photographic evidence of the generation of a high – pressure shock wave is presented in Figure 
2.14: 
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Figure 2.14: Shock wave generation during bubble collapse filmed at 100 million 
frames per second. Time is noted on the upper left corner of each shot (Source: Lindau 
and Lauterborn, 2003) 
The presence of a solid boundary near the bubble can affect its symmetry and lead to an 
asymmetrical collapse and the inception of another interesting phenomenon. In particular, a 
liquid jet directed towards the solid surface, would be induced under those conditions. 
Kornfeld and Suvorov (1944) first suggested the presence of a liquid jet motivated by the 
observation of asymmetries on the bubble surface during the collapse phase. The liquid jet 
formation was later experimentally confirmed by Naude and Ellis (1961) and Benjamin and 
Ellis (1966).  
High-speed photography studies by Shutler and Mesler (1965), Ivany et al. (1966), Plesset and 
Chapman (1969), Mitchell and Hammitt (1970) and Lauterborn and Bolle (1975) also 
demonstrated that a high-speed liquid jet passes through the interior of the cavity before 
complete closure. It should be noted that the liquid jet can cause high water hammer pressures 
of short duration on the surface mainly due to its high velocity. In particular, a velocity of the 
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order of 100 m/s may be expected as it was reported by Vogel et al. (1989) leading to 
maximum water hammer pressures of the order of 450 MPa.  
Photographic evidence relating to the formation of a liquid jet during bubble collapse is 
presented in Figure 2.15. In particular, the liquid jet is evident in the form of thin black line, 
connecting the bubble and the flat surface. 
 
Figure 2.15: Liquid jet formation during bubble collapse filmed at 75000 frames per 
second (Source: Lauterborn and Bolle, 1975) 
Although shock waves and liquid jets are considered to play a major role in the resulting 
erosion their contribution strongly depends on the distance of the collapse from the solid 
surface as well as the radius of the bubble. In particular, it was suggested by Tulin (1969) that 
the jet impact on the exposed surface might be enhanced by shock waves from nearby 
collapsing cavities. Kling and Hammitt (1972) found evidence of both shock wave and liquid 
jet impacts on the surface of an aluminium alloy exposed to spark-induced cavitation, by 
examining the resulting erosion pits. Ellis and Starrett (1979) demonstrated with the aid of 
high frame rate photography that, for laser induced cavitation liquid jets contribute more than 
shock waves, in the resulting erosion of the exposed surface. The simultaneous presence of 
shock waves and liquid jets was later confirmed by Shima et. al (1981), while they also 
investigated how the bubble radius as well as the parameter of the distance from the exposed 
solid surface can affect the collapse and implosion mechanism. In particular, they found that 
both mechanisms co-exist within a specific range of distances, whereas each of them is 
dominant within others. 
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Philipp and Lauterborn (1998) managed to examine the erosion mechanism more effectively, 
by means of a combination of high-speed photography and interferometric analysis of 
damaged patterns. Based on the dimensionless distance γr = s/Rmax, where s is the distance 
between the bubble centre and the surface and Rmax is the maximum bubble radius, they 
managed to classify the erosion patterns in relation to the parameter of distance from the 
collapse. Damage was observed only in the cases where that distance was less than twice the 
bubble maximum radius (γr <2) whereas the resulting damage pattern was essentially a 
combination of shock wave, liquid jet and toroidal vortex structure impacts. They also found 
that the toroidal structure, in particular, gets formed when the jet hits the surface.  
More specifically the contribution of the liquid jet was very small for distances γr >0.7 
whereas for γr =3.0 the jet velocity was found to be of the order of 138 m/s (the maximum 
value that was obtained), although the impact velocity was significantly lower. It was also 
found that for γr >1 the impact velocity was lower than 25 m/s corresponding to a water 
hammer pressure of the order of 34 MPa. According to the authors this behaviour can be 
attributed to the water layer that lies between the collapse point and the surface, acting as a 
barrier that may significantly reduce the jet velocity and attenuate the water hammer pressure 
originating from the jet. Nevertheless, when γr <1 the jet hits the surface directly with an 
impact velocity of 83m/s corresponding to a 110 MPa water hammer pressure, and therefore 
damage can be observed in that instance. It is also noteworthy that, according to the 
researchers, the erosion patterns were only dependent on the distance γr whereas an increase 
in terms of bubble population number only amplified the intensity of the patterns, with their 
shape essentially remaining unaffected. Moreover, a change with regards to the radius of the 
bubble resulted into a change in the erosion pattern radius too. It should be noted that the 
researchers also managed to visualise trough photographs the procedure by means of which a 
bubble is subjected to several collapses, each one closer to the affected surface. As such they 
managed to explain the fact that, even from great distances the affected surface is subject to 
high pressures and temperatures whereas in the case where γr <1 the first collapse dominates 
the erosion process.  
The erosion pattern, of one of the aluminium specimens that were utilized in this study, is 
presented in Figure 2.16, at a distance γr =0.69, for which high water hammer pressures are 
expected. 
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Figure 2.16: Erosion pattern of an aluminium specimen for a distance γ = 0.69 (Source: 
Philipp and Lauterborn, 1998) 
In most industrial and marine applications, however, cavitation bubbles grow and collapse in 
clusters and as such the duration of the pressure pulses as well as the resulting pressure levels 
are even higher (Morch, 1977). The first attempt to analyse the behaviour of collective 
collapses in clouds of bubbles was made by van Wijngaarden (1964) followed by Hansson 
and Morch (1979 and 1980) for a unidimensional array of spherically identical bubbles. It was 
found that the collapse of the cluster initiates at the cluster boundary due to the hydrostatic 
pressure and spreads towards the centre of the cluster. Vyas and Preece (1974) suggested that 
the collapse of the cluster is triggered by the pressure waves of the first collapses and as a 
result a single high-intensity shock wave is formed and directed towards the solid surface. 
Brunton (1979), however, found that erosion is mostly due to the collapse of multiple 
individual bubbles rather than a single high-intensity shock wave. The cumulative effect of 
the bubble cloud in relation to the collapse of individual bubbles was later studied by Chahine 
(1982) and Chahine and Maryland (1982) who found that this phenomenon results into greater 
erosion damage. Tomita and Shima (1986) later showed that cascades of implosions 
characterize bubble clouds. In particular, collective collapses are following the initial collapse 
of a single bubble close to a solid wall. Due to the presence of the solid wall, however, the 
collapse is asymmetric and a micro-jet is created which pierces the bubble. This behaviour 
leads to the formation of a vapour torus that often splits into several small bubbles which then 
collapse collectively. Cascades of implosions characterize collective collapses, for which it is 
believed that the pressure wave emitted by the collapse and rebound of a single bubble can 
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amplify the collapse velocities of the surrounding bubbles and as a result the amplitude of the 
pressure waves related to those collapses increases too. Reisman et al. (1998) showed that the 
shock wave, which propagates inward, may strengthen considerably near the cloud centre due 
to geometric focusing, therefore, the erosive potential of the total collapse could also increase. 
Photographic evidence of cloud cavitation collapsing, from this study is presented in Figure 
2.17: 
 
Figure 2.17: Consecutive frames showing the collapse of cloud cavitation in the vicinity 
of a hydrofoil (Source: Reisman et al., 1998) 
Cavitating vortices appear in shear flows such as in the wakes of bluff bodies and in the break 
up region of shed sheet cavitation and they are considered to be highly erosive mainly due to 
two main factors. Firstly, the formation of foamy clouds at the end of the collapse in which 
cascade mechanisms may be observed and then the rather long loading time, often reaching 
values of the order of 10µs, whereas the pressure waves derived from bubble or cloud collapses 
can last for about 1µs. The amplitude of those pressure waves is sometimes higher than 
100MPa and in conjunction with the long loading times, this can lead into the induction of 
significant erosion in machinery (Oba, 1994). 
Recent studies by Bark et al. (2004) and Fortes-Patella et al. (2004) contributed significantly 
towards the understanding of the underlying physics of cavitation erosion. Bark et al. (2004), 
in particular, published the EROCAV observation handbook in which they gave a list of 
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(macroscopic) hydrodynamic mechanisms that could lead to erosion. Their main hypothesis 
is that a very high proportion of the collapse energy of a large cavity can be focused into a 
small region of the solid surface and cause significant erosion, under specific geometries. 
Fortes-Patella et al. (2004) suggested that the potential power of macro cavities could be 
converted into collapsing clouds of micro bubbles and shock waves than can cause significant 
erosion on the solid surface. Their model essentially provides the mechanisms by means of 
which the energy cascade of cavitation can be converted into an erosion damage rate and is 
based on a series of energy transformations. This is graphically illustrated in Figure 2.18: 
 
Figure 2.18: The basis of the Fortes – Patella model (Source: Fortes – Patella et al., 
2004) 
In that instance, the Ppot, Ppotmat and Pwavesmat parameters stand for the potential power of the 
vapour structure, the flow aggressiveness potential and the pressure wave power, respectively. 
In addition, the η** and η* parameters represent transmission efficiencies whereas the β 
parameter stands for the fluid – material transmission factor. 
In contrast to the research trend for cavitation erosion throughout the years, a number of 
researchers (Krenn, 1949; Petracchi, 1949; Taylor, 1979) proposed that the nature of erosion 
is mainly electrochemical. Previous observations of eroded dielectric materials, however, such 
as glass and quartz had already shown that erosion damage could not be solely attributed to 
electrochemical phenomena (Fottinger, 1926; Schroter, 1932). Similar results were obtained 
for materials such as stainless steel, tungsten and carbides in the case where erosion was 
induced chemically inert liquids (Wheeler, 1960). Plesset (1960), Leith and Thompson (1960) 
and Eisenberg et al. (1965) confirmed by means of experiments, that cavitation erosion is due 
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to a combination of mechanical and chemical factors, which was similar to what Glikman 
(1962) proposed. The synergistic action of electrochemical and mechanical factors in 
cavitation erosion was further investigated in the following years by numerous researchers 
(Hoar and Scully, 1964; Gina and Messino, 1969; Preece and Vyas, 1974; Goebel et al., 1974). 
What those researchers found was that, hydrogen embrittlement and chemical dissolution in 
corrosive media as well as the removal of the protective oxide film due to mechanical factors 
are the dominant mechanisms with regard to the synergistic electrochemical and mechanical 
processes. The quantitative contribution of electrochemical parameters in the resulting 
cavitation erosion was investigated and calculated by a number of researchers using 
specialized experimental techniques (Jesnitzer et al., 1979; Ashworth et al., 1979; Chincholle, 
1980; Chincholle and Sinomeau, 1982).  
In any case, the dominant opinion nowadays, is that erosion and corrosion act in a synergistic 
way (Zhao et al., 2016).  Due to the suspected and experimentally confirmed synergistic action 
of electrochemical and mechanical factors, the effect of an applied anodic or cathodic current 
for reduction of cavitation damage was also investigated by a number of researchers 
(Derendovski, 1968; Von Altof et al., 1973; Simoneau et al., 1981) through the years. 
According to their research, cathodic protection is the preferable method due to the presence 
of cushioning hydrogen bubbles above the surface of the exposed material. The amount of the 
required applied current, however, depends on the polarization curve of the metal to be 
protected (Fontana, 1967). 
Some materials may fail rapidly under the presence of continuous cavitation implosions. In 
contrast, materials such as nickel aluminium bronze (Ni-Al-Bronze) can often retain their form 
for a long period of time under cavitation attack. Nevertheless, their surface will at some point 
begin getting deformed and modified microscopically without any loss of material whilst it 
will also experience a degree of work hardening due to cavitation bubble collapse. This will 
make the material more brittle and prone to produce cracks a fact that may eventually lead to 
mass loss. In any case, parameters such as the energy transfer ratio as well as the type and 
severity of cavitation severity should be considered if one was to characterize a material’s 
response against cavitation. 
Erosion rate versus time curves obtained from laboratory tests indicate four distinct erosion 
phases (Karimi and Martin, 1986):  
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a) The Initial phase or incubation period where permanent deformation and local displacement 
of micro particles may occur along with the development of cracks for brittle materials. No 
mass loss is observed during this period whereas the hydrodynamic impacts may produce 
several pits on the material’s surface. 
b) The Accumulation or acceleration phase where an increased loss of mass is experienced by 
the material due to progressive work hardening and crack development all over the surface of 
the material. 
c) Steady state phase where a local equilibrium between the surface and the erosive effect of 
the collapsing bubbles is finally established. This is the phase where the mass loss rate of the 
affected material, tends to adopt a linear behaviour and become steady.  
d) The deceleration phase where the newly formed rough surface, essentially reduces the 
collapsing pressure of the bubbles, by means of cushioning effects and as a result the erosion 
rate also decreases. 
Thiruvendagam and Preiser (1964) stated that the incubation and accumulation period are 
related to the surface characteristics of the specimen. Other researchers correlated the length 
of the incubation period with parameters such as hardness (Hobbs and Brunton, 1965) and 
endurance limit (Mathieson and Hobbs, 1960). Plesset and Devine (1966) and Hobbs (1967) 
demonstrated by means of photographs that during the during the steady state and deceleration 
phases, the accumulation between the fluid and the eroded surface, may result into a reduction 
of the bubble cloud collapsing intensity.  
In general, the progress of cavitation erosion as well as its intensity can be evaluated by means 
of different ways. The weight measurement of the material before and after cavitation 
exposure, for instance, is a common practice. Another method lies on the study of the 
fractography of the eroded surface of a variety of materials and has been utilized by a number 
of researchers though the years (Preece, 1980; Hackworth, 1979; Okada and Hammitt, 1981; 
Hoss et al., 1980), although they all considered especially advanced states of erosion. As a 
result, the eroded surfaces of different materials revealed common fracture characteristics, 
thus a clear distinction between them could not be made. As such, several definitions are 
available for the intensity of the cavitation related erosion: 
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• Pitting rate: pit density per unit time and unit surface area. 
• The total mass loss rate dm/dt. 
• The total volume loss rate dV/dt. 
• MDPR, the mean depth of penetration rate: The volume loss rate per unit surface area 
as suggested by Kato.   
The aggressiveness of the flow, in terms of the intensity of the resulting cavitation erosion, 
can also be evaluated either by means of conducting pitting tests or direct measurements of 
the resulting impact forces (Franc and Michel, 2004) Pitting tests can be conducted during the 
incubation period where pits do not overlap. In this case, valuable information regarding the 
cavitation aggressiveness can be obtained by the density as well as the total number of pits. 
Microscopic and laser techniques can also be utilized for surface measuring purposes. In 
general, erosion pits are mostly found to be circular and with diameter of the order of some 
micrometres to one millimetre. Nevertheless, pitting tests can only give an estimation of the 
impact forces in relation to the yield strength of the examined material. In contrast, suitable 
transducers, in the sense that their size and shape will not affect the cavitation flow, can be 
placed on the exposed solid surface and directly measure the impact forces.  The transducers 
must be of a high natural frequency of the order of MHz and well calibrated whereas they must 
also be durable in order to be capable of withstanding the forces they are meant to count.  
Acoustic and electro-chemical methods may also be utilized for the evaluation of the 
aggressiveness of the cavitation flow. Despite the ease of use for the former and the fact that 
it is a non-invasive method, it is often difficult to distinguish the erosive from the non-erosive 
forms of cavitation. The latter is based upon the measurement of the current, generated by the 
re-passivation of the eroded surface, by an electrode positioned where erosion is expected to 
occur. The resulting signal is proportional to the mass loss rate. 
Some materials will only experience the first stages of erosion known as orange peeling where 
the surface essentially experiences plastic deformation and as such it closely resembles the 
appearance of the surface of an orange, and may only erode a little further in the duration of a 
propeller’s life for instance, whereas others will stop eroding when a critical depth is reached. 
In other cases, the first stages will progress to light erosion and finally to the complete 
penetration of the propeller blade. These processes will in some cases only take a few hours 
to fully develop, whereas in others they could take months and even years. The appearance of 
the orange peeling erosion pattern can be seen in Figure 2.19: 
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Figure 2.19: Orange peeling erosion pattern (Source Legi – Grenoble, n.d.) 
The cavitation erosion resistance of a material can be completely different from another one 
as it mainly depends on its mechanical properties (hardness, brittle, ductile etc.) as well as the 
physical properties of the medium (temperature, flow velocity, pressure etc.). Common 
industrial alloys such as stainless steels (Heathcock et al., 1982; Hansson et al., 1978; Wade 
and Preece, 1978), cast irons (Iwai et al., 1983; Okada et al., 1983), aluminium alloys (Vaidya 
and Preece, 1978; He and Hammitt, 1982; Hansson and Morch, 1978) and copper alloys 
(Dakshinamoorthy, 1975; Wright and Mikkola, 1976) have been thoroughly investigated with 
regard to their resistance against cavitation erosion. Straight correlation between a material’s 
properties and the rate of cavitation related erosion has not been achieved yet, however, despite 
the numerous efforts.  It is noteworthy that Thomas and Brunton (1970) attempted and 
managed to correlate fatigue with the erosion rate in the case of ductile materials such as 
copper brass and mild steel.  
With regards to the physical properties there is a general tendency for the erosion rate to 
increase when the parameters of temperature, velocity and pressure rise, up to a point above 
which the erosion rate decreases again. It is also noteworthy that, in grade DH36 steel that was 
subjected to cavitation erosion, oxide induced colour-tinting marks were observed (Carlton, 
2012). These can be seen in Figure 2.20: 
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Figure 2.20: Oxide induced colour – tinting marks on grade DH36 steel (Source: 
Carlton, 2012) 
Considering that the temperature of the surrounding water is of the order of 20 ºC, it follows 
that these points must had been subjected to extremely high local temperatures of the order of 
more than 300 ºC. This observation tends to support the opinion that high amounts of energy 
are released, in areas where cavitation activity is present. 
Cavitation erosion can be restricted either through the improvement of the hydrodynamic field 
in order to eliminate the phenomenon as much as possible or by means of using more resistant 
materials. Elimination is almost impossible as cavitation inception is a very complex 
phenomenon which is not fully understood yet depending not only on the hydrodynamic 
design of a propeller, for instance, but also in the wake field, the interaction between the 
propeller and the hull, the position of the ship, the loading, the physical properties of the 
surrounding water etc.  
Therefore, most of the efforts have mostly focused towards the improvement of the resistance 
of the materials against cavitation induced erosion by means of the following methods: 
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a) Surface hardening techniques: Wade and Preece (1978) found that a martensitic 
structure exhibits a significantly improved erosion resistance in comparison to the 
ferrite phase. This can be achieved by means of heat treatment as it was the case for 
the AISI 1080 steel that was examined.  Heathcock et al. (1982) demonstrated that the 
erosion resistance of ferritic stainless steels can also be improved by means of heat 
treatment for temperatures higher than 700 ºC, where a duplex microstructure is 
obtained containing both ferrite and low carbon martensite phases. Ion implantation 
(Hu et al., 1980; Preece and Kaufmann, 1982), and mechanical hardening (Fanty, n.d.) 
techniques have also been studied extensively, both leading into improved erosion 
resistance through the induction of compressive stress on the surface of metals, 
although by different means. The induction of compressive stress by means of cold 
work has also been reported (Gould, 1970). Erosion resistance has also been improved 
by means of laser surface alloying in the case of FeCoCrAlCu high – entropy alloy 
(Zhang et al., 2015a) and the application of a Co-Pd film by means of electroplating in 
316L stainless steel (Li, S.R. et al., 2015) while the Hastelloy C-2176, which is 
essentially a NiMoCr with the addition of tungsten on its surface exhibited an erosion 
incubation period three times longer than the one of 316L stainless steel (Li, Z. et al., 
2015). High-velocity oxygen -fuel (HVOF) spraying (Hong et al., 2016) and plasma 
transferred arc (PTA) welding (Wang et al., 2016) techniques have also been examined 
on steels with protective coatings on their surface and were found to be beneficial with 
regard to cavitation erosion.  
 
b) Application of protective coatings: Both soft and hard coatings may be applied on 
metals (Bowden and Field, 1964; Matthewson, 1979). Elastomers and polymers for the 
former and hard metallic layers for the latter are commonly utilized. In recent years, in 
situ production of ceramic particle reinforced coatings, such as TiB2/Fe, has been 
reported (Du et al., 2008a) which were found to offer excellent wear resistance (Du et 
al., 2008b; Qu et al., 2015). Moreover, tungsten carbide (WC) ceramic particles are 
commonly used in Ni and Co based composite coatings as they were found to offer 
excellent wear resistance due to their high hardness (Sharma, 2012; Paul et al., 2013). 
 
 
c) Cathodic or anodic protection: As it was previously mentioned in this chapter. 
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In most cases, these methods can be effectively utilized for the improvement of the erosion 
resistance of many materials by extending the so-called incubation period. Nevertheless, 
further research would be required, if one would wish to improve the cavitation erosion 
resistance of all available materials. In this case, an analytical calculation of the cavitation 
related erosion of a material, would be based on an equation consisting of parameters such as: 
• The type of cavitation experienced. 
• The way the released energy erodes the material.  
• The material’s strength as well as its mechanical properties. 
• The existence as well as the extend of the basic phases of cavitation induced erosion. 
• The amount of energy released by the collapsing of the cavities. 
• The distance of the collapsing point from the material’s surface. 
• The exposure time of the material’s surface to the collapsing bubbles. 
• The bubble collapse rate. 
2.6 Acoustic emissions and non – destructive testing techniques (NDT) for damage 
evaluation 
Metals absorb and release strain energy due to stress. Acoustic emissions can be defined as 
the rapid release of that energy in the form of strain waves. The amplitude of those waves is 
directly related to the severity of the underlying fracture event, therefore they have attracted a 
lot of interest throughout the years, for structural monitoring purposes. Cavitation erosion can 
be regarded as one of those cases where the exposed metal is subjected to stress and as a result 
it emits acoustic emissions, corresponding to erosion induced fracture events within its 
structure. As such, the study of cavitation erosion induced acoustic emissions is closely related 
to the field of fracture mechanics which is concerned with the propagation of cracks in 
materials.  
Griffith (1921), who is often regarded as the father of fracture mechanics, was the first to 
suggest a thermodynamic approach to analyze crack propagation based on an earlier study 
from Inglis (1913), although his work was not initially considered to be relevant to engineering 
matters. Numerous incidents during World War II, such as the fracture of steel bridges in 
Belgium (Shank, 1954) as well as the structural issues the Liberty ships suffered from (Biggs, 
1960), however, resulted into the formation of committees that commenced metallurgical 
investigations relating to the observed issues. It was during that period when Griffith’s theory 
attracted attention with Irwin (1957) further advancing his model by replacing the 
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thermodynamic surface energy parameter with the strain energy release rate Gc, while Wells 
(1956) first introduced the first fracture test that was capable of fully simulating a welded plate 
structure, with various version of the test being adopted all over the globe. Those approaches 
are analyzed in more detail in Chapter 6. 
The first report of acoustic emissions, in relation to the induction of stress onto a metal, was 
made by Portevin and Le Chatelier (1923). In particular, they reported small sharp noises, 
originating from aluminium alloys undergoing extended deformation. Those noises were 
accompanied by the appearance of striations on the surface of the samples, thus they were 
directly associated to the induced stress. The phenomenon of acoustic emissions was further 
investigated by Kaiser (1953) who reported faint noises at low stress levels for a variety of 
metals such as zinc, steel, aluminium and copper.  An even more detailed description of 
emissions originating from a metal due to stress was given a few years later by Schofield 
(1958), who amplified the acoustic signals, drove them through a loudspeaker and described 
them as of giving the impression of particles of metal colliding. He also observed that the 
frequency of those sounds-signals varied with regards to the condition of the material. 
Acoustic emissions of high frequency were acquired just before the material fractures, for 
instance, whereas low frequency signals were acquired just after the initial fracture events. 
The use of acoustic emissions as means of structural health monitoring, for internal flaws and 
cracks, attracted much interest in the following years (Dunegan, 1968; Pollock, 1968; Votava 
and Jax, 1979). The non-destructive nature of the method as well as the ability to monitor 
structures remotely and accurately contributed to the continuous interest from the industry. 
With regard to cavitation erosion, several researchers have managed to establish a relationship 
between the resulting erosion rate and the acoustic power of the cavitation related noise 
(Hammitt, 1978; Hammitt and De, 1979). In particular, they proposed a relation of the form: 
Erosion rate = K (acoustic power)1/n 
with K being a constant of proportionality, relating to test facility parameters. 
Acoustic emissions have also been utilized for acoustic source localization purposes. The 
procedure is essentially based on an array of at least three sensors, mounted on the structure 
to be examined, while the time delay with regard to the arrival of the acoustic waves at each 
one of the sensors is recorded. In the case of isotropic and homogeneous plates, a triangulation 
technique can then be applied in order for the position of the source of the acoustic event to 
be derived analytically, as it was initially proposed by Tobias (1976). An analogous effort to 
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derive an analytical source location method, although for anisotropic plates, was later made 
by Sachse and Sancar (1986). More recently, several source location optimization techniques 
have been developed both for the cases of isotropic (Liang et al., 2013; McLaskey et al., 2010; 
He et al., 2012) and anisotropic plates (Nakatani et al., 2012; Kundu et al., 2007; 
Hajzargerbashi et al., 2011; Koabaz et al., 2012). With regards to complex structures, methods 
such as source localization by time reversal (Ing et al., 2005; Ribay et al., 2007) and source 
localization by means of an array of densely distributed sensors (Trace and Chang, 1996; Lin, 
1998) have been proposed and developed. 
Acoustic emissions are measured by means of ultrasonic transducers which are usually made 
by piezoelectric materials. The piezoelectric effect is the ability of some materials to produce 
an electrical charge in response to an applied mechanical stress (Gautschi, 2002). 
Piezoelectricity was first observed experimentally back in the 19th century by the brothers 
Curie (1880), who managed to measure the produced electrical charge while at the same time 
they demonstrated that this charge was proportional to the applied mechanical pressure. It was 
Lippman (1881), who predicted, based on the thermodynamic theory, that a converse 
piezoelectric effect should also occur, thus a piezoelectric element would exhibit mechanical 
strain under the influence of an electrical field. This prediction was experimentally confirmed, 
later that year, by the Curie brothers. The basic theory regarding piezoelectricity was 
formulated towards the end of the 19th century by Voigt (1890) and was widely utilized until 
1951 when a more modern theory regarding piezoelectric materials was considered initially 
by Laval (1951) and later on by Joel and Wooster (1961). In practical terms and for acoustic 
monitoring purposes, ultrasonic transducers made from piezoelectric materials can be used 
either actively, where the sensors would generate ultrasonic signals (Giurgiutiu, 2003), or 
passively, where the sensors would measure ultrasonic signals generated by the structure itself, 
due to internal fracture events (Mal et al., 2003). 
In the last two decades, another type of transducers, namely the fiber Bragg gratings (FGBs), 
have made their appearance. FBGs are essentially optical fibers that reflect a specific 
wavelength of light and transmit all others, thus any induced mechanical strain would cause a 
reflected-wavelength shift than can be measured (Othonos and Kalli, 1999; Kashyap, 2010). 
FBGs have shown a great potential for applications relating to harsh environments, either in 
the field of biomechanics or engineering. This is due to their immunity to electromagnetic 
interference (EMI), small size and cost as well as chemical inertness (Grattan and Sun, 2000; 
Mihailov, 2012). 
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Another means of condition monitoring relies on the residual magnetic field (RMF) of 
ferromagnetic materials. The residual magnetic field (RMF) of a ferromagnetic material can 
be influenced by stress, magnetic field and temperature (Craik and Wood, 1970). In particular, 
the effect of stress is called the magneto-mechanical effect or inverse magneto-strictive effect 
(Cullity and Graham, 2009). Traditional monitoring methods based on the RMF, such as the 
magnetic flux leakage method (MFL) require the presence of a strong artificial field on the 
examined objects and as a result are incapable of detecting early mechanical degradation. This 
is because the strong artificial magnetic field tends to re-orient the magnetic field of the 
examined material, thus any information, related to micro-defects and internal stresses, that 
would normally influence the residual magnetic field, is eliminated. Nevertheless, the 
magnetic flux leakage method (MFL) has been extensively used for monitoring and inspection 
purposes on pipelines, rail tracks and other steel structures (Shannon et al., 1988; Khalid, 1999; 
Hwang et al., 2000; Pohl et al., 2004).  
A more recent method, namely the metal magnetic memory method (MMM), was introduced 
in 1998 (Doubov, 1998). In contrast to MFL methods the metal magnetic memory (MMM) 
method takes advantage of Earth’s own magnetic field (about 40 A/m), instead of an artificial 
one, thus any changes of the residual magnetic field of the material due to mechanical 
degradation can be directly identified. It should also be noted that, any changes with regards 
to the residual magnetic field of a material due to external loads and subsequently internal 
micro-damage are permanent, thus the exposed structures can be inspected even when the load 
is removed.  
The metal magnetic memory method (MMM) received extensive interest in the following 
years (Doubov and Vlasov, 2004; Ren et al., 2001; Roskosz and Gawrilenko, 2008; Wang et 
al., 2011), due to its unique characteristics. Nevertheless, the MMM method is fairly new, thus 
the underlying mechanisms have not been fully understood yet, especially with regards to 
plastic deformation and the corresponding change of the residual magnetic field.  
2.7 Summary of literature review 
A wide range of studies, relevant to the topics with which this thesis is concerned, have been 
reviewed in Chapter 2. Those topics include the immediate effects of cavitation such as the 
resulting erosion of the affected material for instance, as well as the non-destructive techniques 
(NDT) that can be utilized for erosion monitoring purposes and as such a great part of this 
literature review is mainly concerned with studies relevant to those areas. In addition, a 
considerable amount of literature, related to the study of cavitation as a physical phenomenon, 
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is also presented in order to offer a more comprehensive perspective of the examined subject, 
to the reader. 
Cavitation, as a physical phenomenon, had not been studied until the middle of the 19th century 
when a considerable effort, oriented towards the understanding of the governing dynamics, 
was undertaken. Further study was commenced in the beginning of the 20th century, and 
resulted into a more comprehensive understanding of the underlying physical mechanisms 
leading to cavitation. These essentially consist of large pressure and velocity variations leading 
to the inception and subsequent collapse of cavities containing air or vapour within a liquid. 
Recent technological advancements such as high-speed photography have allowed for the 
phenomenon to be directly and accurately visualized, an element of great importance to any 
researcher concerned with cavitation, especially in conjunction with a variety of numerical 
simulation techniques.  
The large pressure and velocity variations that are required for cavitation inception are 
commonly apparent in ship components such as propellers and rudders. With regards to the 
operating conditions it has been found that cavitation can either develop on the back (suction) 
or face side of the blades as well as in the tip and hub regions of the propeller. Moreover, an 
additional type of cavitation called propeller – hull vortex cavitation (PHV), extending from 
the propeller to the hull of the ship, is also likely to be experienced in the form of noise as well 
as vibrations, although it does not generally result into the induction of erosion. The operation 
of the ship propeller is also very likely to influence the rudder of the ship which is usually 
positioned in the way of the propeller flow. As such the so-called propeller - rudder interaction 
could induce cavitation related issues not only to the source (propeller) but to the rudder as 
well. 
It is apparent that the phenomenon of cavitation has been of great importance to the industry 
not only due to the unpleasant noise and vibrations it causes but also due to the resulting 
erosion and loss of efficiency that has been reported in some cases. As such a large amount of 
studies have been concerned with cavitation related erosion, in an effort of understanding the 
underlying mechanisms. Although the ultimate nature of the cavitation erosion mechanism is 
still debatable several phenomena such as bubble collapse and rebound, micro jet formation, 
clouds of collapsing micro bubbles and cavitation vortices are considered to be the dominant 
candidates. What most researchers agree about, however, is that, the generated pressures, when 
a bubble collapses, are considerably high in terms of amplitude and as such the erosion of an 
affected materials is well justified. A considerable amount of research has also been conducted 
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in the field of materials science, in relation to cavitation induced erosion. As such a large 
variety of materials, including metals and alloys as well as composites, have been studied in 
this context, however, direct correlation between cavitation related erosion and the properties 
of the exposed materials has not yet been achieved apart from a few isolated cases.  
Finally, with regard to non-destructive monitoring techniques, researchers have been mostly 
concerned with the use of acoustic emissions, which have been utilized both in the laboratory 
and the field for more than 50 years, with good results. Acoustic emission based NDT 
techniques however have mostly been used in static structures, for structural health 
monitoring, and have not been utilized as much for cavitation erosion monitoring purposes. 
This would require additional research due to the complexity of the acoustic emission 
spectrum related to cavitation erosion. Nevertheless, advanced hardware such as, highly 
sensitive acoustic sensors, optical sensors, modern signal capturing devices as well as the 
relevant software and some promising NDT techniques such as the metal magnetic memory 
method (MMM) could be of great assistance towards that direction as it has been demonstrated 
through the relevant studies and applications.  
It appears that although considerable efforts have been undertaken in a variety of fields, there 
are still matters that can be further explored, such as the erosion resistance of materials, that 
are commonly used, in cavitation prone applications, as well as the utilization of non-
destructive techniques for cavitation erosion monitoring and localization purposes, in 
consideration of components such as rudders. This is the context through which this study will 
proceed. 
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Chapter 3 
Experimental Procedure and Conditions 
 
3.1 Introduction 
The components which consist the basis of the ultrasonic cavitation test rig are presented and 
discussed in Chapter 3 along with the corresponding experimental procedures and conditions. 
It should be noted that, any instrumentation and underlying theory matters relating to the 
specialized components which were used in experimental procedures such as the microscopic 
observations and the study of acoustic emissions will be presented and discussed in Chapter 
5 and 6, respectively. 
The main aim of this study commanded that, the examined specimens, would be exposed to a 
cavitating liquid medium (water), thus an appropriate test rig was built, essentially consisting 
of a water tank, a base plate (bridge) on which specimens were mounted and an ultrasonic 
cavitation excitation source in the form of an ultrasonic transducer.  
In addition to those basic components, specialized equipment such as an accurate mass balance 
for mass loss measurements, an impressed current unit (potensiostat/galvanostat) for cathodic 
protection measurements as well as a water recirculation system to keep the water temperature 
steady, were also utilized. 
3.2 Experimental test rig 
A rectangular and open on the top water tank (390mm x 255mm x 275mm, L x W x H), made 
from Perspex, was utilized in these series of experiments whilst two types of square specimens 
with a side length of 25 and 50 mm, respectively and a thickness of 5mm were examined.  
Each specimen was firmly positioned at the bottom of the water tank onto an appropriate base 
plate (bridge), also made from Perspex, in order for any potential galvanic corrosion issues to 
be avoided. 
The water tank and the probe of the ultrasonic transducer (sonotrode) which is positioned just 
above the submerged specimen, can be seen in Figure 3.1: 
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Figure 3.1: Test rig – Perspex water tank 
The bridge, on which the 50mm - side specimens were mounted, has a side length of 80mm 
and a height of 25mm. In addition, the bridge has a square recess on the top with a 50.5 mm 
side length, leaving a 25µm gap on each side, and a depth of 0.5mm, such as each specimen 
can be mounted on it, properly. Moreover, each specimen as well as the bridge have got 
markings to ensure correct fitment, in addition to two small brackets with screws that hold the 
specimen in position while some space for optical or acoustic sensors is available at the bottom 
of the bridge in the form of a tunnel (80mm x 60mm x15 mm, L x W x H). It should be noted 
that the bridge is firmly placed onto a rectangular piece of thin plastic, which is glued at the 
bottom of the tank.  
An almost identical, but half-size, with regards to its side length, model of the bridge was also 
built to accommodate the 25mm specimens. The half-size bridge (40mm x 25mm, L x H) has 
also got a recess on the top of it, with a side length of 25.5mm, leaving a 25µm gap on each 
side and a depth of 0.5mm. The large plastic base (bridge) on which a steel specimen is firmly 
mounted can be seen in Figure 3.2: 
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Figure 3.2: Test rig – Plastic base (bridge) 
The plastic tank was normally filled with fresh tap water, for which a chemical analysis report 
is provided at the end of this chapter, while cavitation was induced by means of a vibrating 
device, namely the Hielsher UIP1000hd ultrasonic transducer, which was mounted on an 
adjustable yet firm base. As such the probe tip (sonotrode) of the ultrasonic transducer was 
positioned just above the surface of the specimen at a predetermined distance. The ultrasonic 
transducer and the probe tip (sonotrode) can be seen in Figure 3.3: 
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Figure 3.3: Hielscher UIP1000hd ultrasonic transducer and sonotrode (Source: 
Hielscher - Ultrasound Technology, n.d.) 
The operating principle of the ultrasonic transducer is based on the reversed piezoelectric 
effect thus longitudinal mechanical oscillations are generated by electric stimulation. The 
frequency of those mechanical oscillations is set at 20 ± 1 kHz while the power output of the 
ultrasonic transducer can be adjusted all over the range between 5 and 100% of its maximum 
power output which is 1000W. The titanium made sonotrode or probe tip is mounted on the 
horn of the ultrasonic transducer where it functions as a λ/2 (2nd axial mode) oscillator (with λ 
standing for wavelength) while the maximum amplitude of the generated longitudinal 
mechanical oscillations is 150µm. Mechanical oscillations of that extent transmit pressure 
fluctuations into the water, of sufficient amplitude to induce cavitation, via the front face of 
the sonotrode (tip). As such significant erosion, can be induced on the surface of a specimen 
placed relatively close to the sonotrode tip as well as to the sonotrode itself which, under 
normal operating conditions would require refurbishment or replacement, frequently. Even so 
only a slight amount of refurbishment is attainable without heavily influencing the operational 
characteristics of the sonotrode, thus utilization of a new piece is often required. 
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The intensity of the ultrasonically induced cavitation, is essentially dependent upon the 
diameter of the sonotrode, the gap between the sonotrode tip and the specimen as well as the 
power output of the device.  
For the demands of this research, it was decided that a titanium made cylindrical sonotrode 
with a tip diameter of 22mm should be utilized as the source of ultrasonically induced 
cavitation, since an identical arrangement produced satisfactory results in an earlier relevant 
study from a technical organization, which cannot be named in this thesis due to confidentiality 
issues. From this point onward this earlier study will be referred as ‘T. O. Erosion study’ with 
T.O. standing for ‘Technical Organization’. 
Similarly, the gap between the sonotrode tip and the specimen was also chosen based on the 
findings of the ‘T. O. Erosion study’ and was set at 1mm. The gap between the sonotrode tip 
and the specimen was measured every single time the specimen was placed into the tank again 
by means of a feeler gauge in order to ensure that it is positioned in the same relative location. 
Figure 3.4 shows the sonotrode tip of the ultrasonic transducer mounted just above an exposed 
specimen. Cavitation is slightly visible, in the form of foamy water, in the area between the 
sonotrode tip and the specimen. 
 
Figure 3.4: Test rig – Plastic base (bridge) inside the water tank with sonotrode on the 
top 
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A noteworthy side effect triggered by the utilization of ultrasonically induced cavitation is 
that, a significant amount of energy is transmitted by the vibrating sonotrode into the water 
and as a result the temperature gradually rises. As a preventive measure, a simple water 
recirculation system was built, with the purpose of maintaining the temperature steady at 25 ± 
2 °C.  
More specifically, water is circulated by means of a small submersible pump (flow rate 20ml/s) 
placed into an additional reservoir near the main tank through two small hoses (10mm 
diameter). The first hose supplies and the other one discharges water, in and out of the main 
tank, respectively, thus the temperature is kept relatively steady and any excessive heat 
generated from the operation of the sonotrode gets removed, whilst the desired water level 
(7cm above the specimen’s surface) is maintained. The main tank and the water recirculation 
system is presented in Figure 3.5: 
 
Figure 3.5: Test rig and water recirculation system 
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The discharge hose is connected to the main tank, though a hole located just above the desired 
water level, thus it also acts as a level controller in addition to its main purpose which is to 
transfer water from the main tank into the additional reservoir with the aid of gravity. In 
contrast, the supply hose is connected to the main tank through an additional hole located on 
the opposite side of the tank and at a lower height whilst it operates with the aid of the 
submersible pump. This arrangement was mainly chosen with the purpose of eliminating any 
potential flow disturbances in the vicinity of the specimen and towards that direction a small 
barrier was also placed nearby the supple hose. In order to ensure that the water temperature 
is kept within the desired range, a submersible thermometer is conveniently located into the 
tank, thus temperature readings can also be taken while the test rig is operating.  Minor 
corrections regarding the flow of water, could then be made if it is so required. 
Cathodic protection was also applied on most specimens as it was found to be beneficial, with 
regards to cavitation induced mass loss, in the ‘T. O. Erosion study’. The VersaSTAT 3 
potensiostat/galvanostat is used in this study, consisting of three electrodes (working, counter, 
reference) and a main unit. The main unit adjusts the output of the counter electrode as required 
in order for the desired potential to be established on the working electrode (specimen). The 
working potential is then measured with regards to the saturated calomel reference electrode. 
Cathodic (protective) reactions occur on the working specimen under the appropriate potential, 
thus it gets electrochemically protected, whereas the anode (counter electrode) corrodes. A 
schematic showing the operation of a three-electrodes potensiostat can be seen in Figure 3.6: 
 
Figure 3.6: VersaSTAT 3 potensiostat/galvanostat. RE = Reference Electrode, WE = 
Working electrode, CE = Counter electrode 
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3.3 Experimental procedure and conditions 
Results from the ‘T. O. Erosion study’ dictated that, when the gap between the sonotrode tip 
and the specimen is adjusted at 1mm, cavitation of sufficient intensity to cause significant 
erosion is induced whereas at the same time the sonotrode tip does not become eroded 
excessively. The same applies for a sonotrode power output of 75% (750W) and as such these 
were the experimental conditions that were selected to be applied in all cases. 
It should be noted that, later in this research, a variety of power outputs and gaps are also 
considered and examined, in addition to the optimal ones, with the purpose of identifying the 
conditions for which cavitation ceases to be ‘erosive’ and establish acoustic erosion thresholds. 
More details regarding this procedure, however, will be given in Chapter 6. 
Cathodic protection was also applied on most specimens as it was found to be beneficial, with 
regards to the cavitation induced erosion - mass loss, in the ‘T. O. Erosion study’. In an 
analogous context, a working potential of -790 mV was applied, as it was found to minimize 
mass loss, due to the optimal amount of cathodic (protective) reactions occurring on the 
surface of the specimens. Various electric potentials, however, were also examined for 
investigative reasons. The relevant results are presented in Chapter 4. 
The cavitation induced erosion – mass loss of each one of the examined specimens was 
periodically measured every half an hour, by means of a Mettler AE160 mass balance. The 
particular mass balance has a resolution of 0.1 mg and a weight range of 0-162g. The weight 
accuracy of the mass balance was evaluated, by means of measuring the mass of a virgin 
specimen twenty times and then calculating the mean value of those measurements as well as 
the relevant standard deviation. The relevant calculations are presented in Appendix G. 
In addition, a chemical analysis report of the tap water that was used for these series of 
measurements is provided in Table 3.1: 
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Parameter Mean Value 
Conductivity (20 ºC) 604.67 µS/cm 
Hardness (Total) as CaCO3 259.5 mg/l 
Turbidity 0.072 FTU 
Total Organic Carbon as C 2.071 mg/l 
Hydrogen Ion 7.75 pH 
Aluminium as Al 4.825 mg/l 
Chloride as Cl 48.748 mg/l 
Iron as Fe 2.969 mg/l 
Lead as Pb 0.225 mg/l 
Mercury as Hg <0.09 mg/l 
Nickel as Ni 1.338 mg/l 
Table 3.1: Tap water chemical analysis 
It should be noted that prior to normal testing, experimental conditions from the ‘T. O. Erosion 
study’ were evaluated and correlated to the present test rig, as a sort of investigation on 
whether they would have the desired effects on the examined specimens or not, always in 
terms of the resulting cavitation related erosion – mass loss.  
Following the preliminary investigation, each specimen was then exposed to cavitation 
generated by the sonotrode, which was operating at a 75% (750W) power output setting and 
was placed at a distance of 1mm from the surface of the specimen, for a period of five hours 
and under the application of cathodic protection (-790 mV) while mass loss measurements 
were taken every thirty minutes. As it was previously noted, a variety of experimental 
conditions, relating to the power output of the sonotrode and the cathodic protection potential, 
were also examined mainly for investigative and comparison reasons and will be presented 
accordingly.  
A variety of alloys and protective coatings were examined with regards to their response 
against ultrasonically induced cavitation. These include: 
• Grade DH36 steel 
• Stainless steel 254 
• Cupronickel 70-30 
• Protective coatings on grade DH36 steel 
More details regarding the alloys and the protective coatings that were examined will be given 
in the next chapter – Chapter 4 along with the relevant experimental results. 
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Chapter 4 
Mass Loss Results 
 
4.1 Introduction 
Mass loss results relating to specimens exposed to ultrasonically induced cavitation are 
presented in this chapter. Initially, the efficiency of the test rig was evaluated on small steel 
specimens in the sense that a correlation with the ‘T. O. Erosion study’ was conducted under 
identical experimental conditions. Afterwards, the effect of cathodic protection was examined 
and eventually measurements were conducted on multiple specimens made from a variety of 
different materials and coatings.  
The majority of specimens were exposed to ultrasonically induced cavitation for a period of 
five hours whilst mass loss measurements were conducted every thirty minutes. Comparison 
graphs were plotted, showing the progression of mass loss over time as well as its first 
derivative, the rate of mass loss for each of the examined materials and coatings.  Mass loss 
can be defined as follows: ∆m = mqrq:qs3 − 	mtuvvwr:																																																																																																																(4.1) 
where minitial is the initial mass of the specimen before cavitation exposure and mcurrent is the 
current mass of the specimen, after a specific period of cavitation exposure. Similarly, the rate 
of mass loss, when intervals of thirty minutes are considered, can be defined as follows: ∆m∆t = 	m: −	m:\>30 																																																																																																																												(4.2) 
where mt is the current mass loss at time t and mt-1 is the mass loss that was measured thirty 
minutes before, at an earlier time t-1. 
It should be noted that, in the majority of cases, five specimens from each one of the examined 
materials were tested, in order for any possible issues with regards to the composition or 
properties of an individual specimen as well as the operation of the experimental test rig to be 
excluded and as such to produce more accurate results. In addition the measurement 
uncertainty was calculated, through the procedure that is presented in Appendix G, and was 
found to be ± 0.00002g (95% confidence level), applicable to all mass loss measurements. 
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4.2 Test rig evaluation 
The experimental test rig, was initially evaluated, by means of testing eighteen specimens, 
made by grade DH36 steel, which was supplied from two different sources. In addition to the 
parameter of the supplier, two sonotrode power outputs and specimen sizes were also 
examined. The gap between the sonotrode tip and each specimen was set at 1 mm in all cases. 
More specifically, the following were tested: 
• Two 25 mm side length grade DH36 steel specimens at a 50% (500W) power setting. Four 
hours of cavitation exposure. 
• Six 25 mm side length grade DH36 steel specimens at a 75% (750W) power setting. Five 
hours of cavitation exposure. 
• Five 50 mm side length grade DH36 steel specimens at a 75% (750W) power setting. Five 
hours of cavitation exposure. 
• Five 50 mm side length grade DH36 steel specimens supplied by BAE systems at a 75% 
(750W) power setting. Five hours of cavitation exposure. 
Figures 4.1 and 4.2 show the mass loss and rate of mass loss of the 25 mm side length, grade 
DH36 steel specimens for a 50% (500W) sonotrode power output: 
 
Figure 4.1: Mass loss of grade DH36 steel (25 mm) for a 50% (500W) power output. 
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Figure 4.2: Rate of mass loss of grade DH36 steel (25 mm) at a 50% (500W) power 
output. 
Preliminary experiments conducted with the 25 mm side length Grade DH36 steel specimens, 
showed that the test rig is capable of inflicting a measurable amount of cavitation related 
erosion, even when an average power output (50% - 500W) is considered. More specifically, 
an average total mass loss of 0.058g was experienced by the specimens after four hours of 
cavitation exposure.  
It is noteworthy that, the rate of mass loss reaches its peak value during the first thirty minutes 
of cavitation exposure, before it decreases considerably after one hour, although it was 
expected that, no mass loss would occur during this initial or incubation period apart from 
some plastic deformation (orange peeling). This behaviour can be attributed to a stress 
amplifying parameter such as the presence of notches on the virgin surface, a hypothesis which 
will be further explored by means of surface roughness measurements, whereas the subsequent 
decrease of mass loss is due to the progressive work hardening of the attacked surface. Past 
that point, the surface of each specimen becomes fails uniformly at a low yet slightly 
increasing rate while specimens appear to remain at this ‘steady – state’ stage for the remaining 
three hours of exposure. 
Mass loss and rate of mass loss results for both the 25mm and 50mm side length grade DH36 
steel specimens, at a 75% (750W) power setting, are presented in Figures 4.3, 4.4, 4.5 and 4.6: 
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Figure 4.3: Mass loss of grade DH36 steel (25 mm) for a 75% (750W) power output. 
 
Figure 4.4: Rate of mass loss of grade DH36 steel (25 mm) for a 75% (750W) power 
output. 
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Similarly, for the 50 mm side length grade DH36 steel specimens: 
 
Figure 4.5: Mass loss of grade DH36 steel (50 mm) for a 75% (750W) power output. 
 
Figure 4.6: Rate of mass loss of grade DH36 steel (50 mm) for a 75% (750W) power 
output. 
 
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0 30 60 90 120 150 180 210 240 270 300
M
as
s l
os
s (
g)
Time (min)
Grade DH36 steel (50mm), 1mm gap, fresh 
water, 75% power
Average
Specimen 1
Specimen 2
Specimen 3
Specimen 4
Specimen 5
0
0.0002
0.0004
0.0006
0.0008
0.001
0.0012
0 30 60 90 120 150 180 210 240 270 300
R
at
e 
of
 m
as
s l
os
s (
g/
m
in
)
Time (min)
Grade DH36 steel (50mm), 1mm gap, fresh 
water, 75% power
Average
Specimen 1
Specimen 2
Specimen 3
Specimen 4
Specimen 5
86 
 
It appears from the results that, when the power output of the sonotrode is amplified, the 
average total mass loss increases. This is because the energy transfers between the sonotrode 
and the material, and hence damage, increase with the amplification of the power output of 
the instrument. More specifically, the total average mass loss ranged from 0.14 g for the 25 
mm side length specimens to 0.13 g for the 50 mm side length specimens. 
The measured difference between the two specimen sizes, although small, can be attributed to 
dissimilar cavitation flow characteristics relating to their different side length and relevant 
exposed surface area. In particular, the side length of the smallest specimens (25 mm) is 
comparable to the diameter of the sonotrode tip (22 mm) whereas with regards to the large 
ones, their side length (50 mm) is more than two times the diameter of the sonotrode tip. It can 
be seen in Figure 4.7, where a CFD simulation of the sonotrode operation is presented, that a 
flow turbulence occurs at its edge, thus the smaller specimens are prone to experience edge 
effects. As such, an increased amount of erosion would be expected in that instance, which is 
indeed the case. 
 
Figure 4.7: CFD simulation of sonotrode operation (Source: Carlton, n.d.) 
With regards to their rate of mass loss, however, both types of specimens share a similarly 
high initial rate of mass loss, of the order of 0.0004 g/min, which is comparable to the rate of 
mass loss that was measured when a 50% (500W) power output was applied, thus 0.00038 
g/min. Past the initial peak, the rate of mass loss decreases significantly, before it rises up 
again until three and a half to four hours. Interestingly the rate of mass loss then decreases 
significantly and afterwards rises again before it stabilizes and decreases. Some small 
discrepancies that may be observed can again be attributed to the parameter of specimen size. 
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Again, this behaviour is in contrast with what was essentially expected, in the sense that, in 
many cases cavitation initiates in the form of plastic deformation (orange peeling) with no 
apparent mass loss, a phase called the incubation period. The parameter of stress amplifying 
notches is again believed to be the cause, a hypothesis which will be examined towards the 
end of this sub-chapter. Past that point and due to the expansion of work hardening effects, the 
rate of mass loss then reduces significantly, only for a short period though, after which the rate 
of mass loss increases again and the specimens appear to be going through an accumulation 
phase before eventually entering a steady state phase and a deceleration phase one hour before 
the end of the exposure. It appears from the results that, the increased erosive potential of the 
75% (750W) setting, leads into the deterioration of the work hardened upper layers of the 
surface in a short period of time ranging from half to one hour, whereas the newly exposed 
deeper layers of the surface have to go through the aforementioned phases again. 
It should be noted that all grade DH36 steel specimens that have been presented so far were 
provided by the same supplier. From this point, onwards, however, all materials that are going 
to be presented, including grade DH36 steel, were supplied by BAE Systems. 
Figures 4.8 and 4.9 show the mass loss and rate of mass loss of 50mm side length grade DH36 
steel specimens, supplied by BAE Systems for a 75% (750W) power output: 
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Figure 4.8: Mass loss of grade DH36 steel (50 mm) from BAE Systems for a 75% 
(750W) power output. 
 
Figure 4.9: Rate of mass loss of grade DH36 steel (50 mm) from BAE Systems for a 
75% (750W) power output. 
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For specimens provided by BAE Systems, the average total mass loss was higher in 
comparison to the ones provided by the other supplier, at 0.18g. As for the rate of mass loss, 
the peak value that was measured was almost twice the initial rate of specimens provided by 
the other supplier, at 0.00008 g/min after thirty minutes. Afterwards the rate of mass loss 
sharply decreases before it stabilizes and slightly decreases towards the end of the exposure. 
Again, the high initial rate of mass loss can be attributed to a stress amplifying parameter, such 
as the presence of notches due to a rough virgin surface. From that point onwards and due to 
the extension of work hardening effects the rate of mass loss decreases thus the specimens are 
going through the steady state phase, during which they fail uniformly, before eventually 
entering the deceleration period thirty minutes before the end of the exposure. 
Although the ‘steadier’ behaviour that was observed, with regard to the rate of mass loss, can 
be attributed to the internal condition of the alloys (flaws and cracks) or a slightly dissimilar 
chemical composition, within the material standard, a hypothesis relating to the initial surface 
roughness was formed with regard to the initial peak of mass loss and the observed differences 
between suppliers. As such, an exploration was conducted, for specimens provided by both 
the first supplier and BAE Systems (as received and polished). An average initial surface 
roughness value for the specimens of the ‘T. O. Erosion study’ is also provided. Results, as 
measured by use of a Mitutoyo SJ-310 roughness tester are presented in Figure 4.10: 
 
Figure 4.10: Initial surface roughness. 
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A connection between the initial surface roughness and the rate of mass loss may be observed. 
This is due to the presence of notches on the rougher surfaces, that act as stress concentrators 
and result into an increased amount of damage – mass loss. This hypothesis may also explain 
why the average rate of mass loss of specimens with dissimilar initial surface roughness 
becomes almost identical further into the procedure, despite the initial differences, whereas an 
analogous degree of erosion can be observed for all specimens towards the end of the 
exposure. The progression of the macroscopic appearance of erosion in the case of grade DH36 
steel is presented in Figure 4.11: 
	
Virgin sample             30 min                 60 min (1h)              90 min 
	
120 min (2h)               150 min               180 min (3h)             210 min 
	
240 min (4h)               270 min                300 min (5h) 
Figure 4.11: Progression of erosion for Grade DH36 steel. 
It can be seen that the exposed surface gets eroded progressively, with only a few deep pits 
appearing after two hours of cavitation exposure, whereas their number increases for the rest 
of the exposure before they eventually dominate the erosion pattern. As such, a significantly 
eroded and rough surface can be observed at the end of the exposure, the shape of which is 
identical to the sonotrode tip, thus it is circular with a diameter of 22 mm. 
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4.3 Correlation with the ‘T. O. Erosion study’ 
The proposed experimental procedure and conditions were essentially based on the findings 
of the ‘T. O. Erosion study’ that was also concerned with ultrasonically induced cavitation 
erosion. As such, an attempt to correlate the preliminary results of the current research with 
the ‘T. O. Erosion study’, under identical experimental conditions, was made.  
The common ground between the two studies, in this comparison, was the use of grade DH36 
steel specimens, which were examined in two different sizes (25 mm and 50 mm side length) 
and were exposed to cavitation under two different sonotrode power outputs (50% - 500W and 
75% - 750W). In both cases, specimens were exposed to ultrasonically induced cavitation for 
a period of four and five hours, with respect to their size, whilst mass loss measurements were 
taken every thirty minutes. Results were plotted onto mass loss and rate of mass loss 
comparison graphs whereas it should be noted that only the average mass loss values were 
plotted in this case, to make reading of the results easier. 
A graphic comparison between grade DH36 steel specimens with a side length of 25 mm, from 
the ‘T. O. Erosion study’ and the present study, in terms of cavitation induced mass loss, is 
presented in Figures 4.12 and 4.13: 
 
Figure 4.12: Mass loss comparison between the ‘T. O. Erosion study’ and the present 
study. 
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Figure 4.13: Rate of mass loss comparison between the ‘T. O. Erosion study’ and the 
present study. 
Mass loss curves from the ‘T. O. Erosion study’ and the present study are similar, although in 
the case of the latter, specimens appear to be losing more mass during the first thirty minutes 
of the exposure, leading to a final mass loss difference of 0.01g between the two studies.  
It can be seen that, the mass loss rate of the specimens of the present study is significantly 
higher compared to the earlier one, for the first thirty minutes of the exposure, whereas beyond 
that point, curves are similar. Considering that, all specimens were made from grade DH36 
steel, that difference could be attributed to the higher initial surface roughness of the specimens 
of the present study or a slightly different chemical composition, within the material standard, 
and internal condition (flaws and cracks). The fact that, specimens from both studies behave 
in an identical way past the one hour mark, however, indicates that the parameter of the initial 
surface roughness is possibly the major difference between the two batches of specimens. This 
hypothesis is in good agreement with the data of Figure 4.9 where it can be seen that, the lower 
the initial surface roughness, the higher the initial resistance of steel against erosion. In this 
context, specimens from the ‘T. O. Erosion study’ were relatively smoother compared to the 
present one whereas their initial rate of mass loss was also lower. 
Results from specimens, with a side length of 50 mm, from two different suppliers were also 
compared to the ‘T. O. Erosion study’ and are presented in Figures 4.14 and 4.15: 
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Figure 4.14: Mass loss comparison between the ‘T. O. Erosion study’ and the present 
study - Two suppliers are considered for the present study. 
 
Figure 4.15: Rate of mass loss comparison between the ‘T. O. Erosion study’ and the 
present study - Two suppliers are considered for the present study. 
In the case of the 50 mm specimens from the first supplier, the average total mass loss was 
identical to the ‘T. O. Erosion study’, at 0.13g, whereas the appearance of the mass loss curves 
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was analogous. Nevertheless, the initial mass loss rate of specimens from the present study 
was again higher in comparison to the earlier one, a behaviour that can again be attributed to 
the higher initial surface roughness of the specimens of the present study, in favour of the 
parameters of a possibly slightly different chemical composition or condition. This hypothesis 
is again in good agreement with the data of Figure 4.9, where it can be seen that the smoother 
the initial surface, the higher the resistance of steel against erosion. 
A similar behaviour can be observed in the case of specimens provided by BAE Systems. In 
that instance the initial rate of mass loss is even higher compared to the other two cases 
whereas past the point it tends to stabilize. This behaviour can again be attributed to the initial 
surface roughness of specimens provided by BAE Systems, which was the highest amongst 
the examined specimens, although the parameter of a slightly different chemical composition, 
within the material standard, and condition could also explain some discrepancies with regards 
to the progression of erosion past the initial stages.  
Nevertheless, correlation with the ‘T. O. Erosion study’ is considered to be successful, in the 
sense that the progression of mass loss, in terms of the measured rate, as well as the resulting 
total mass loss are similar and comparable in all cases, apart from the initial rate of mass loss 
which is believed to be influenced by the parameter of surface roughness. In fact, those two 
factors were successfully correlated for four different cases, in the previous sub-chapter, 
including specimens from both the ‘T. O. Erosion study’ and the present study. 
4.4 The effect of cathodic protection 
The effect of cathodic protection was also examined by means of an immersed current unit 
with three electrodes. A working potential of -790 mV was chosen, as it was found to be 
beneficial in the ‘T. O. Erosion study’, with regards to the resulting erosion - mass loss. In all 
cases, mass loss and mass loss rate curves for specimens without any cathodic protection were 
also plotted for comparison reasons. In addition, a comparison with results from the ‘T. O. 
Erosion study’ was also conducted for correlation purposes. Working potentials around the 
optimal value of -790 mV were also tested whereas their effect in terms of mass loss is 
presented and discussed at the end of this sub-chapter. 
In this context, cathodic protection was applied on thirteen 50 mm side length grade DH36 
steel specimens. More specifically: 
• Five 50 mm side length grade DH36 steel specimens supplied by BAE Systems at a 75% 
(750W) power setting, with CP (-790 mV). Five hours of cavitation exposure. 
95 
 
• Two 50 mm side length grade DH36 steel specimens supplied by BAE Systems at a 75% 
(750W) power setting, with CP (-250 mV). Five hours of cavitation exposure. 
• Two 50 mm side length grade DH36 steel specimens supplied by BAE Systems at a 75% 
(750W) power setting, with CP (-500 mV). Five hours of cavitation exposure. 
• Two 50 mm side length grade DH36 steel specimens supplied by BAE Systems at a 75% 
(750W) power setting, with CP (-1000 mV). Five hours of cavitation exposure. 
• Two 50 mm side length grade DH36 steel specimens supplied by BAE Systems at a 75% 
(750W) power setting, with CP (-1250 mV). Five hours of cavitation exposure. 
The average mass loss and rate of mass loss, for a working potential of -790 mv, is presented 
in Figures 4.16 and 4.17. An average mass loss curve for specimens without cathodic 
protection (CP) is also provided for comparison reasons. 
 
Figure 4.16: Mass loss of grade DH36 steel (50 mm) at a 75% (750W) power setting and 
under a -790 mV CP. 
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Figure 4.17: Rate of mass loss of grade DH36 steel (50 mm) at a 75% (750W) power 
setting and under a -790 mV CP. 
It can be clearly seen that, a working potential of -790 mV CP, significantly improved the 
behaviour of the specimens against ultrasonically induced cavitation, in terms of the resulting 
erosion - mass loss. In particular, there was a reduction of the cavitation related mass loss of 
the order of 0.06g, thus the total mass loss was 0.12g instead of 0.18g.  
The effect of cathodic protection can be seen more clearly in the rate of mass loss curves. 
Apart from a slight advantage in favour of the specimens without cathodic protection (CP) in 
the initial rate of mass loss, which is due to a small delay of the system on establishing the 
appropriate working potential thus resulting into slightly non – favourable conditions, the rate 
is considerably lower for the protected specimens for the rest of the exposure period. As a 
result, the total mass loss of the protected specimens is significantly lower. This is because 
erosion is essentially a function of mechanical and electrochemical parameters, thus when 
cathodic (protective) reactions occur at the protected specimen the electrochemical aspect of 
the damage attenuates and as a result mass loss decreases. 
A similar behaviour was observed in the ‘T. O. Erosion study’, of which the experimental 
conditions were utilized. Mass loss and mass loss rate results from both studies, with and 
without cathodic protection are presented in Figures 4.18 and 4.19: 
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Figure 4.18: Mass loss of grade DH36 steel (50 mm) at a 75% (750W) power setting and 
under a -790 mV CP. Present vs ‘T.O. Erosion study’. 
 
Figure 4.19: Rate of mass loss of grade DH36 steel (50 mm) at a 75% (750W) power 
setting and under a -790 mV CP. Present vs ‘T.O. Erosion study’. 
Similarly, results from the ‘T. O. Erosion study’ indicate that, there was an improvement in 
terms of cavitation related mass loss, when cathodic protection was applied, as the 
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electrochemical aspect of erosion was limited. That difference, however, was of the order of 
0.02g instead of 0.06g. This is also reflected in the rate of mass loss curves (CP and w/o CP) 
which are less dispersed, with respect to each other, in the ‘T. O. Erosion study’ and imply a 
smaller mass loss difference. This behaviour can again be attributed to the dissimilar initial 
surface roughness of the two batches of specimens as well as a slightly different composition, 
within the material standard, of the otherwise identical materials or even different conditions, 
similarly to the hypothesis that was formed for the initial correlation measurements of the 
previous sub-chapter. It is also noteworthy that the rate of mass loss curves (CP and w/o CP) 
from the ‘T. O. Erosion study’ almost match for the first two hours of cavitation, thus the 
effect of cathodic protection is more pronounced past the initial phases. This was also 
confirmed by the present study, for which the rate of mass loss curves (CP and w/o CP) are 
more dispersed with respect to each other past those phases. This is because the newly exposed 
material is more susceptible to electrochemical damage in comparison to the work-hardened, 
by the earlier phases, surface. 
Mass loss and rate of mass loss results for different potentials are presented in Figures 4.20, 
4.21 and 4.22: 
 
Figure 4.20: Mass loss of grade DH36 steel (50 mm) at a 75% (750W) power setting and 
under different CP potentials. 
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Figure 4.21: Rate of mass loss of grade DH36 steel (50 mm) at a 75% (750W) power 
setting and under different CP potentials. 
 
Figure 4.22: Total mass loss versus different working potentials for grade DH36 steel. 
The beneficial effect of the -790 mV potential can be seen in the presented mass loss graphs. 
In particular, the more positive -500 mV working potential, failed to improve the resistance of 
the specimens against cavitation, in terms of the resulting mass loss, whereas the even more 
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positive-250 mV working potential further impaired the resistance of the specimens against 
cavitation and as a result mass loss was even higher than the non-protected specimens.  This 
was also the case for the more negative -1000 mV and -1250 mV working potentials. 
This behaviour can be ascribed to the electric potential of grade DH36 steel in fresh water 
which is -350 mV, when exposed to cavitation. Anything more positive than this value (-250 
mV) leads to a positive current on the working sample and anodic reactions, thus the alloy 
loses electrons and corrodes whereas more negative values (-500 mV, -790 mV), lead to an 
influx of electrons. These electrons then react with the surrounding water and dissolved 
oxygen, to form hydroxyl ions, thus the working sample is electrochemically protected. 
Extremely negative values (-1000 mV, -1250 mV), however, lead to the embrittlement of the 
sample due to excessive hydrogen production from the cathodic reaction, thus mass loss 
increases, whereas in the presence of an insufficient negative potential (-500 mV), the 
occurring cathodic reactions are not sufficient to prevent partial oxidation and corrosion of the 
protected material. 
4.5 Mass loss measurements on various alloys and coatings 
Mass loss measurements were also conducted on specimens made from other alloys. The 
experimental conditions were kept identical to the tests which were conducted on grade DH36 
steel, mainly for comparison reasons and as such, the gap between the sonotrode tip and each 
specimen was set at 1mm while the power output of the ultrasonic transducer was adjusted at 
75% (750W). In this context, all specimens were exposed to ultrasonically induced cavitation 
for a period of five hours while their mass loss was measured every thirty minutes.  
The additional alloys that were tested are the following: 
• Stainless steel 254 
• Cupronickel 70-30 
While the study of protective coatings was not the main thrust of this study, the opportunity 
was taken to add these to the measurement file due to interest of BAE Systems in this matter. 
As such, a number of protective coatings that were applied on base specimens, made from 
grade DH36 steel, were also tested, under identical experimental conditions. Their commercial 
names will not be presented, by request of BAE Systems, thus they will be characterized by 
means of a single capital letter. The same applies for the composition of those coatings, thus 
only brief details will be given. The protective coatings that were tested are the following: 
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• I coating 
• P coating 
• A coating 
• Double coating 
• R coating 
• B coating  
• C coating 
Similarly to their commercial names, detailed information regarding the composition of those 
coatings cannot be given, however, it can be noted that they essentially consist of a polyester 
base which is reinforced, in some cases, by additional components. 
In addition to the aforementioned experimental conditions, cathodic protection was also 
utilized in all cases. In particular, a working potential of -790 mV was applied on all 
specimens, as it was found to improve the resistance of grade DH36 steel, which was the 
reference metal in this study, against ultrasonically induced cavitation, in terms of the resulting 
erosion – mass loss.  
It should be noted that, although the optimal working potential for stainless steel 254 and 
cupronickel 70-30 is possibly different, it was decided that the conditions of this study should 
be adjusted with respect to the reference metal, namely the grade DH36 steel. In addition, 
grade DH36 steel is more likely to corrode in comparison to the other two alloys, as it is 
implied by the relevant anodic index, thus it was thought that its protection is of major 
importance in the case where a common application of those alloys is considered. This is the 
context under which, the -790 mV working potential was applied on the other alloys as well. 
With regards to the protective coatings, these were applied on base specimens, made from 
grade DH36 steel, thus it was decided that a -790 mV working potential should be applied in 
that instance too, although it would not necessarily improve the resistance of their coatings 
themselves. 
Mass loss and rate of mass loss results for each one of the additional alloys and protective 
coatings are presented below. Moreover, the progression of erosion in thirty min intervals, is 
also presented, in the form of macroscopic pictures. 
Mass loss and rate of mass loss results for stainless steel 254 are presented in Figures 4.23 and 
4.24. It should be noted that the average surface roughness of the stainless steel 254 specimens 
was 5.12 µm. 
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Figure 4.23: Mass loss of stainless steel 254 at a 75% (750W) power setting and under a 
-790 mV CP. 
 
Figure 4.24: Rate of mass loss of stainless steel 254 (50 mm) at a 75% (750W) power 
setting and under a -790 mV CP. 
The total mass loss of stainless steel 254, after five hours of cavitation exposure, was of the 
order of 0.02g. In comparison to grade DH36 steel, there is a 0.1g difference, 0.02g against 
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0.12g. Similarly to grade DH36 steel, the rate of mass loss of stainless steel 254 peaks just 
after thirty minutes of cavitation exposure, whereas the subsequent progressive work 
hardening results into its rate to decrease significantly and remain steady at approximately 
0.00005 g/min for the rest of the procedure.  
The progression of the macroscopic appearance of erosion for stainless steel 254 is presented 
in Figure 4.25: 
 
               Virgin sample             30 min                 60 min (1h)              90 min 
 
                  120 min (2h)            150 min              180 min (3h)             210 min 
 
240 min (4h)               270 min                300 min (5h) 
Figure 4.25: Progression of erosion for stainless steel 254. 
Mass loss and rate of mass loss results for cupronickel 70-30 are presented in Figures 4.26 and 
4.27. In that instance the average surface roughness was of the order of 10.22 µm. 
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Figure 4.26: Mass loss of cupronickel 70-30 at a 75% (750W) power setting and under 
a -790 mV CP. 
 
Figure 4.27: Rate of mass loss of cupronickel 70-30 at a 75% (750W) power setting and 
under a -790 mV CP. 
The total mass loss of cupronickel 70-30, after five hours of cavitation exposure, was of the 
order of 0.2g, approximately 0.08g higher than the mass loss of grade DH36 steel and ten 
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times the mass loss of stainless steel 254. The rate of mass loss of cupronickel 70-30 peaks 
after thirty minutes of exposure, similarly to the other alloys, however, it remains at that peak 
value for more than an additional thirty minutes, before it decreases progressively towards the 
end of the exposure. The progression of work hardening effects appears to be slower in that 
instance possibly due to the more ductile nature of this alloy in comparison to the other two. 
The progression of the macroscopic appearance of erosion for cupronickel 70-30 is presented 
in Figure 4.28: 
 
               Virgin sample             30 min                 60 min (1h)              90 min 
 
120 min (2h)               150 min               180 min (3h)             210 min 
 
240 min (4h)               270 min                300 min (5h) 
Figure 4.28: Progression of erosion for cupronickel 70-30. 
Mass loss and rate of mass loss results for the I coating are presented in Figures 4.29 and 4.30: 
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Figure 4.29: Mass loss of I coating at a 75% (750W) power setting and under a -790 
mV CP. 
 
Figure 4.30: Rate of mass loss of I coating at a 75% (750W) power setting and under a -
790 mV CP. 
The total mass loss of the I coating was of the order of 1g after five hours of cavitation 
exposure. It should be noted, however, that the coating itself got destroyed just after two hours 
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of cavitation exposure thus the very high mass loss that was measured mostly relates to the 
erosion of the coating and not the protected grade DH36 steel, which only got exposed to 
cavitation after that point. This behaviour is represented in the measured rate of mass loss, 
which is very high for the first two hours, due to the erosion of the coating, before it decreases 
significantly and becomes steady for the rest of the procedure. Moreover, from this point to 
end of the exposure, the rate of mass loss is comparable to the non-protected grade DH36 steel.  
The progression of the macroscopic appearance of erosion for the I coating is presented in 
Figure 4.31: 
 
               Virgin sample             30 min                 60 min (1h)              90 min 
 
120 min (2h)               150 min               180 min (3h)             210 min 
 
240 min (4h)               270 min                300 min (5h) 
Figure 4.31: Progression of erosion for I coating. 
Mass loss and rate of mass loss results for P coating are presented in Figures 4.32 and 4.33: 
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Figure 4.32: Mass loss of P coating at a 75% (750W) power setting and under a -790 
mV CP. 
 
Figure 4.33: Rate of mass loss of P coating at a 75% (750W) power setting and under a 
-790 mV CP. 
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The total mass loss of the P coating, was of the order of 0.03g after five hours of cavitation 
exposure. The mass loss rate peaks after one hour into the procedure before it gradually 
decreases and stabilizes, after approximately three hours of cavitation exposure.  
It is also noteworthy that a high deviation between different specimens was observed, in terms 
of mass loss and mass loss rate. This behaviour can be attributed to the dissimilar 
characteristics of the surface of each specimen, in the sense that unevenly distributed bumps 
and cavities could be observed on each one of them. As such dissimilar flow characteristics, 
would be applicable for each of the specimens, resulting into cavitation of varying erosive 
potential. 
The progression of the macroscopic appearance of erosion for P coating is presented in Figure 
4.34: 
 
               Virgin sample             30 min                 60 min (1h)              90 min 
 
120 min (2h)               150 min               180 min (3h)             210 min 
          
 240 min (4h)               270 min                300 min (5h) 
Figure 4.34: Progression of erosion for P coating. 
Mass loss and rate of mass loss results for A coating are presented in Figures 4.35 and 4.36: 
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Figure 4.35: Mass loss of A coating at a 75% (750W) power setting and under a -790 
mV CP. 
 
Figure 4.36: Rate of mass loss of A coating at a 75% (750W) power setting and under a 
-790 mV CP. 
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The total mass loss of the A coating was of the order of 0.015 g after five hours of cavitation 
exposure. The corresponding rate of mass loss peaks after thirty minutes into the procedure 
before it decreases and stabilizes towards the end of the exposure.  
Similarly to the P coating, the unevenly coated surfaces of the specimens, resulted into highly 
dispersed results. Again, this behaviour can be attributed to the manifestation of cavitation 
erosion of varying intensity, due to dissimilar flow characteristics, for each one of the 
specimens. 
The progression of the macroscopic appearance of erosion of the A coating is presented in 
Figure 4.37: 
 
               Virgin sample             30 min                 60 min (1h)              90 min 
 
120 min (2h)               150 min               180 min (3h)             210 min 
 
 240 min (4h)               270 min                300 min (5h) 
Figure 4.37: Progression of erosion for A coating. 
Mass loss and rate of mass loss results for Double coating are presented in Figures 4.38 and 
4.39: 
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Figure 4.38: Mass loss of Double coating at a 75% (750W) power setting and under a -
790 mV CP. 
 
Figure 4.39: Rate of mass loss of Double coating at a 75% (750W) power setting and 
under a -790 mV CP. 
The total mass loss of the Double coating was of the order of 0.5g, after five hours of cavitation 
exposure.  Double coating exhibited a similar to the I coating behaviour, in the sense that the 
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severe mass loss which was observed was mostly due to the coating itself and not the protected 
grade DH36 steel. The coating was not completely destroyed, however, in this case thus the 
protected material was not completely exposed to cavitation, a condition that was the case for 
the I coating. The rate of mass loss peaked after thirty minutes of cavitation exposure before 
it decreases and stabilizes for the rest of the exposure. 
The progression of the macroscopic appearance of erosion for Double coating is presented in 
Figure 4.40: 
 
               Virgin sample             30 min                 60 min (1h)              90 min 
 
120 min (2h)               150 min               180 min (3h)             210 min 
 
240 min (4h)               270 min                300 min (5h) 
Figure 4.40: Progression of erosion for Double coating. 
Mass loss and rate of mass loss results for R coating are presented in Figures 4.41 and 4.42: 
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Figure 4.41: Mass loss of R coating at a 75% (750W) power setting and under a -790 
mV CP. 
 
Figure 4.42: Rate of mass loss of R coating at a 75% (750W) power setting and under a 
-790 mV CP. 
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The total mass loss of the R coating was of the order of 0.004g, after five hours of cavitation 
exposure. The corresponding rate of mass loss peaks after one hour into the procedure before 
it decreases significantly and almost reaches zero towards the end of the exposure.  
This behaviour implies a considerable amount of initial work hardening whereas it is also 
noteworthy, that the presence of the R coating resulted into a much more silent operation of 
the ultrasonic transducer. The manifestation of a cushioning effect could possibly be the cause 
of the observed behaviour, whereas this could also explain the excellent behaviour of the R 
coating in terms of cavitation related mass loss, especially when compared to the other metals 
and protective coatings. 
The macroscopic appearance of the surface of R coating, remained unaffected during the 
procedure and as such no pictures will be presented at this point. The microscopic appearance 
of the R coating, however, will be examined in Chapter 5 
Mass loss and rate of mass loss results for the B coating are presented in Figures 4.43 and 
4.44: 
 
Figure 4.43: Mass loss of B coating at a 75% (750W) power setting and under a -790 
mV CP. 
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Figure 4.44: Rate of mass loss of B coating at a 75% (750W) power setting and under a 
-790 mV CP. 
The total mass loss of the B coating was of the order of 0.022g after five hours of cavitation 
exposure. The rate of mass loss peaks two times into the procedure, after thirty minutes and 
two hours, respectively, and then fluctuates before decreasing considerably towards the end 
of the exposure.  
The macroscopic appearance of the B coating, remained unaffected throughout the procedure, 
apart from a distinctive bump that appeared after thirty minutes of cavitation exposure, 
possibly due to local temperature effects, and is probably related to the first mass loss rate 
peak. The appearance of that bump remained unchanged for the rest of the cavitation exposure 
apart from a rip on the side that cannot be seen in the macroscopic pictures and is possibly 
related to the second mass loss rate peak, in the sense that both appeared after two hours into 
the procedure. As such, a single macroscopic picture showing the erosion bump will only be 
presented here whereas the microscopic appearance of the B coating will be further examined 
in Chapter 5. 
Figure 4.45 shows the macroscopic appearance of the erosion bump of the B coating after five 
(5) hours of cavitation exposure: 
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Figure 4.45: Erosion bump of B coating. 
Mass loss and rate of mass loss results for C coating are presented in Figures 4.46 and 4.47: 
 
Figure 4.46: Mass loss of C coating at a 75% (750W) power setting and under a -790 
mV CP. 
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Figure 4.47: Rate of mass loss of C coating at a 75% (750W) power setting and under a 
-790 mV CP 
The total mass of for the C coating was of the order of 0.0036g, after five hours of cavitation 
exposure. This was the lowest mass loss that was measured among the examined alloys and 
coatings and it is only comparable to the R coating which performed slightly worse in that 
respect. The rate of mass loss peaks multiple times throughout the procedure and tends to 
become zero towards the end of it, implying a progressive work hardening of the exposed 
material.  
Moreover, and similarly to the R coating, the presence of the C coating resulted into a more 
silent operation of the ultrasonic transducer, again suggesting a cushioning effect from its 
surface.  
As for the macroscopic appearance of the eroded surface, it remained unaffected throughout 
the procedure and as such no pictures will be presented in this chapter. The microscopic 
appearance of the C coating, however, will be examined in Chapter 5. 
4.6 Summary and discussion 
All mass loss tests are summarized and discussed in this sub-chapter. Results are presented in 
the form of collective comparison graphs. 
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Mass loss and mass loss rate results for the three alloys that were tested are presented in 
Figures 4.48 and 4.49: 
 
Figure 4.48: Mass loss comparison - Virgin alloys. 
 
Figure 4.49: Rate of mass loss comparison – Virgin alloys. 
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Mass loss and mass loss rate results for the protective coatings that were tested are presented 
in Figures 4.50 and 4.51: 
 
Figure 4.50: Mass loss comparison – Protective coatings. 
 
Figure 4.51: Rate of mass loss comparison – Protective coatings. 
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Results for the protective coatings are also presented on a different scale, oriented towards the 
lower end of the mass loss spectrum, in Figures 4.52 and 4.53: 
 
Figure 4.52: Mass loss comparison – Protective coatings (except I, Double). 
 
Figure 4.53: Rate of mass loss comparison – Protective coatings (except I, Double). 
Mass loss and mass loss rate results for all specimens are presented in Figures 4.54 and 4.55: 
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Figure 4.54: Mass loss comparison – All specimens. 
 
Figure 4.55: Rate of mass loss comparison – All specimens. 
Results for all specimens are also presented on a different scale, oriented towards the lower 
end of the mass loss spectrum, in Figures 4.56 and 4.57: 
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Figure 4.56: Mass loss comparison – All specimens (except I, Double). 
 
Figure 4.57: Rate of mass loss comparison – All specimens (except I, Double). 
Firstly, it should be noted that all results were several orders of magnitude above the estimated 
measurement uncertainty (95% confidence level) of ± 0.00002g , thus they are considered to 
be accurate and representative of the true condition of the exposed materials. 
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With regard to the virgin alloys, the best behaviour in terms of resistance against cavitation 
induced erosion – mass loss was exhibited by stainless steel 254 with an average total of 0.02g, 
followed by grade DH36 steel with 0.12g and finally by cupronickel 70-30 with 0.20g. 
Interestingly, grade DH36 steel and cupronickel 70-30 exhibited an identical initial rate of 
mass loss (0.001 g/min) for the first thirty minutes of cavitation exposure. Nonetheless, the 
rate of mass loss for grade DH36 steel decreased significantly and stabilized at a lower level 
compared to cupronickel 70-30 for the rest of the procedure, thus resulting into a reduced 
amount of total mass loss for the former in comparison to the latter. Stainless steel 254 
exhibited a similar to the grade DH36 steel behaviour, with its rate of mass loss reaching its 
peak (0.0001 g/min) thirty minutes into the procedure, before decreasing and stabilizing, 
although on a much smaller extent compared to the other two virgin alloys. Consequently, this 
had a profound effect on its total mass loss, which was significantly lower compared to grade 
DH36 steel and cupronickel 70-30.  
It appears that in the case of cupronickel 70 – 30 work hardening progressed slowly and was 
accompanied by a considerable amount of mass loss before leading to a relatively steady state 
phase towards the end of the exposure, whereas in the case of the other alloys the effects of 
work hardening became immediately apparent and resulted into them becoming more resistant 
against cavitation thus they reached a relatively steady state phase sooner. Those differences 
can be attributed to the dissimilar mechanical properties of the examined alloys as there 
appears to be a connection with regard to the progression as well as the extent of mass loss. In 
particular cupronickel 70-30, which was the alloy that exhibited the highest mass loss 
throughout the exposure, has a yield strength of 130 MPa and an ultimate strength of 350 MPa, 
whereas the relevant values for DH36 steel, which was slightly more resistant than cupronickel 
in that respect, and stainless steel 254, which exhibited the lowest mass loss, are 350 (yield)- 
490 (ultimate) MPa, and 310 (yield) – 690 (ultimate) MPa, respectively. As such the beneficial 
effects of work hardening became immediately apparent in the case of the more resistant 
materials, according to their properties, whereas the opposite was the case for the more ductile 
in nature and less resistant cupronickel. That matter, however, will be further explored by 
means of microscopic and fractographic investigation in Chapter 5 as for instance, the large 
differences between grade DH36 steel and stainless steel 254, with regard to the measured 
mass loss, imply that, apart from the mechanical properties of the examined alloys, some 
microscopic characteristics such as, their crystalline structure and grain size, may also be of 
significance when cavitation erosion resistance is considered. 
125 
 
Protective coatings, can be ranked into three groups characterized by similar compositions and 
resistance against ultrasonically induced cavitation erosion – mass loss. The first group would 
consist of C and R coatings, which exhibited the best behaviour in terms of cavitation erosion 
resistance, with a total mass loss of 0.0036g and 0.0041g respectively. The second group 
would consist of the A, B and P coatings, which are of similar composition and exhibited a 
cavitation related mass loss of the order of 0.015g, 0.023g and 0.032g respectively. The last 
group would consist of the I and Double coatings, with a total mass loss of 0.92g and 0.52g 
respectively. It should be noted that with regards to the last group both coatings got heavily 
eroded up to the point where the protected metal surface was finally exposed. This behaviour 
was more pronounced in the case of the I coating, which totally collapsed after three hours of 
cavitation exposure and as a result the protected alloy was eventually exposed to cavitation. It 
should also be noted that in some cases (A, P and Double coating), results between specimens 
varied significantly, a behaviour that can be attributed to the uneven application of the coatings 
on the base plate. 
Again, differences can be attributed to the dissimilar structure and mechanical properties of 
the examined coatings. In general, mass loss results indicate that the use of protective coatings 
against ultrasonically induced cavitation erosion – mass loss, could be of benefit for the 
protected alloys. In some cases, however, the coating collapsed and as a result the protected 
alloy was eventually exposed to cavitation. 
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Chapter 5 
Microscopic Examination 
 
5.1 Introduction 
In addition to mass loss measurements and macroscopic observations, specimens were also 
examined under the lens of a digital optical microscope. As such, microscopic images of the 
eroded surfaces as well as 3D representations of cavitation induced erosion pits are initially 
presented. Erosion pits are then characterized with regards to their depth, volume and unique 
shape for each one of the examined alloys whereas protective coatings are also considered. 
Finally, the three alloys (Grade DH36 steel, stainless steel 254, cupronickel 70-30) are 
examined by means of a scanning electron microscope (SEM) and are characterized in terms 
of the governing fracture mechanisms, relating to cavitation induced erosion. 
5.2 The digital optical microscope - Procedure 
A Keyence VHX-700F digital optical microscope was utilized in this study. In conjunction 
with the Z500R lens, this unit is capable of capturing microscopic images for a variety of 
magnifications ranging from 500 to 5000. In addition, the unit is capable of composing 
accurate 3D representations of the examined surfaces, by gradually adjusting its focus inwards 
or outwards while taking multiple snapshots of the surface. Moreover, a real-time depth and 
volume analysis can be performed by the microscope by means of the same focus adjusting 
technique in conjunction with the relevant software package. 
For the purpose of this study, all specimens were examined under the microscope lens at the 
minimum magnification of x500 which was sufficient in order for, cavitation induced erosion 
patterns and pits, to be adequately identified and characterized. 
All three alloys as well as the seven protective coatings, which were previously exposed to 
ultrasonically induced cavitation, were examined. These are the following: 
• Grade DH36 steel 
• Stainless steel 254 
• Cupronickel 70-30 
• I coating 
• P coating 
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• A coating 
• Double coating 
• R coating 
• B coating 
• C coating 
The main unit of the digital optical microscope, the lens as well as the adjustable base can be 
seen in Figure 5.1: 
 
Figure 5.1: Keyence VHX-700F digital optical microscope and Z500R lens (x500-5000). 
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5.3 Optical microscopic observations 
A general microscopic image, showing the cavitation induced erosion pattern, along with two 
types of 3D illustrations, either with a colour contour or not, of a characteristic erosion pit are 
presented for each one of the examined alloys. Additional 3D illustrations of cavitation erosion 
pits are provided in Appendix F. 
The erosion pits of each material are then characterized with regards to their average measured 
depth, volume and shape, whereas a short discussion on the findings is conducted at the end 
of this sub - chapter. 
Grade DH36 steel 
The microscopic appearance of the eroded surface of grade DH36 steel is presented in Figure 
5.2.  
.  
Figure 5.2: Microscopic appearance of cavitation - induced erosion for Grade DH36 
steel (x500). 
3D illustrations of a, characteristic cavitation - induced, erosion pit for grade DH36 steel are 
presented in Figures 5.3 and 5.4: 
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Figure 5.3: 3D illustration of erosion pit (1). Grade DH36 steel. 
 
Figure 5.4: 3D illustration of erosion pit (1). Grade DH36 steel – Colour contour. 
 
131 
 
The shiny appearance of the eroded surface is indicative of mainly brittle fracture and the 
presence of distinctive facets and edges further enhances this assumption. A large amount of 
irregularly shaped, cavitation induced, erosion pits can be also be found on the surface of grade 
DH36 steel, with an average depth of several hundreds µm.  Those pits are densely distributed 
all over the eroded surface while some of them appear to be joined together. They are all 
characterized by steep slopes of varying length, in proportion to their depth. It is also 
noteworthy that the erosion pattern on the surface of grade DH36 steel is circular with a 
diameter of approximately 22 mm, similarly to the cavitation inducing sonotrode tip. 
The measured depths of three characteristic erosion pits are 235.4, 354.7 and 317.3 µm, 
respectively, thus the average depth in that instance would be 302.4 µm.  An erosion pit with 
a depth analogous to the average value would have a volume of approximately 8 mm3, as it 
was measured through the digital microscope. 
Stainless steel 254 
The microscopic appearance of the eroded surface of stainless steel is presented in Figure 5.5: 
 
Figure 5.5: Microscopic appearance of cavitation - induced erosion for stainless steel 
254 (x500). 
3D illustrations of a characteristic, cavitation - induced, erosion pit for stainless steel 254 are 
presented in Figures 5.6 and 5.7: 
132 
 
 
Figure 5.6: 3D illustration of erosion pit (1). Stainless steel 254. 
 
Figure 5.7: 3D illustration of erosion pit (1). Stainless steel 254 – Colour contour. 
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The shiny appearance of the surface of stainless steel, along with the presence of distinctive 
facets, indicates the presence of brittle fracture, similar to grade DH36. steel. A large amount 
of densely distributed circular pits can also be found on the surface of stainless steel 254, with 
an average depth of the order of several tens µm. It is noteworthy that, only a few of them 
appear to be joined together, whereas in all examined cases they are evenly distributed, circular 
in shape and relatively shallow. It should also be noted that multiple pits can be seen on each 
representation due to their small diameter. The erosion pattern of stainless steel 254 is again 
circular with a diameter of 22 mm, similarly to the cavitation inducing sonotrode tip.  
The depths of the three circular erosion pits that were examined are 32.64, 35.32 and 40.17 
µm, respectively, thus the average depth in that instance would be 36 µm. For an erosion pit 
with a depth analogous to the average value the corresponding measured volume is 2 mm3. 
Cupronickel 70-30 
The microscopic appearance of the eroded surface of cupronickel 70-30 is presented in Figure 
5.8: 
 
Figure 5.8: Microscopic appearance of cavitation - induced erosion for cupronickel 70-
30 (x500). 
3D illustrations of a characteristic, cavitation - induced, erosion pit for cupronickel 70-30 are 
presented in Figures 5.9 and 5.10: 
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Figure 5.9: 3D illustration of erosion pit (1). Cupronickel 70-30. 
 
Figure 5.10: 3D illustration of erosion pit (1). Cupronickel 70-30 – Colour contour. 
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In that instance, the shiny appearance of the surface, in addition to a large amount of facets, 
also indicates the presence of mainly brittle fracture. Nevertheless, elements that closely 
resemble ductile dimples, may be observed in some areas, thus indicating the presence of 
ductile fracture too. The shape of the, cavitation induced, erosion pits that can be found on the 
surface of cupronickel 70-30 is asymmetrical and sharp towards the bottom whereas the 
average depth is of the order of several hundreds µm. It is also noteworthy that the majority of 
those pits appear to be joined together, possibly due to the severity of the cavitation induced 
erosion. It should be noted that all examined pits are characterized by steep slopes of varying 
length, in proportion to their depth, similarly to grade DH36 steel. Again, the eroded area is 
circular with a diameter of 22 mm, similarly to the cavitation inducing sonotrode tip. 
The examined erosion pits are irregularly shaped with a depth of 404.1, 346.4 and 344.8 µm, 
respectively, thus the average depth in that instance would be 365.1 µm. For an erosion pit 
with a depth analogous to the average value the corresponding measured volume is 12 mm3. 
Results regarding the three base alloys are summarized in Table 5.1: 
  
Grade DH36 steel 
 
Stainless steel 254 
 
Cupronickel 70 - 30 
 
Mass loss 
 
0.12 g 
 
0.02 g 
 
0.20 g 
 
Pit depth 
(Average) 
 
302.4 µm 
 
36 µm 
 
365.1 µm 
 
Pit 
volume 
(Average) 
 
 
8 mm3 
 
 
2 mm3 
 
 
12 mm3 
 
Shape 
 
Irregular and 
characterized by steep 
slopes 
 
Circular 
 
Irregular and 
characterized by steep 
slopes 
Table 5.1: Characteristics of the three base alloys - Microscopy 
136 
 
Further to the three base alloys, namely the grade DH36 steel, stainless steel 254 and 
cupronickel 70 – 30, all seven protective coatings were also examined, as it was the case in 
Chapter 4. This is due to the interest of BAE Systems, however, they do not form part of the 
main scope of this thesis.  
Nevertheless, they are presented in a similar, to the base alloys, layout, thus a general 
microscopic image of the erosion pattern along with the representation of three erosion pits 
are given for each proactive coating. The depths of the erosion pits were also measured and 
are given below. 
I coating 
The microscopic appearance of the eroded surface of I coating is presented in Figure 5.11: 
 
Figure 5.11: Microscopic appearance of cavitation related erosion for I coating (x500). 
3D illustrations of a characteristic cavitation - induced, erosion pit for the I coating are 
presented in Figures 5.12 and 5.13: 
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Figure 5.12: 3D illustration of erosion pit (1). I coating. 
 
Figure 5.13: 3D illustration of erosion pit (1). I coating – Colour contour. 
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The I coating exhibited the highest mass loss due to cavitation, in comparison to the other 
alloys and protective coatings. This behaviour was also reflected in the appearance of the 
resulting erosion pattern, which was mainly circular with a diameter of 22 mm, corresponding 
to the cavitation inducing sonotrode tip.  
It is noteworthy that, apart from a 2mm wide region located at the outer edges of the circular 
erosion pattern the coating was totally eroded, thus the protected metal was eventually 
exposed. In addition, any pits located within the boundaries of the 2mm wide region appear to 
be joined together whilst their shape could be described as rough and uneven. Moreover, their 
depths are of the order of several hundreds µm.  
In particular, the depths of the three examined pits, located within the 2mm wide region of the 
circular pattern, are 603.7, 510 and 358.1 µm, respectively.  
P coating 
The microscopic appearance of the eroded surface of P coating is presented in Figure 5.14: 
 
Figure 5.14: Microscopic appearance of cavitation - induced erosion for P coating 
(x500). 
3D illustrations of a characteristic, cavitation – induced, erosion pit for the P coating are 
presented in Figures 5.15 and 5.16: 
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Figure 5.15: 3D illustration of erosion pit (1). P coating. 
 
Figure 5.16: 3D illustration of erosion pit (1). P coating – Colour contour. 
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Cavitation - induced erosion pits, are densely distributed all over the surface of P coating with 
some of them even appearing to be joined together. Their shape is mainly irregular, although 
many of them appear to be exhibiting an analogous erosion pattern, in the form of well- defined 
hollows. They also seem to be more densely distributed towards the centre of the erosion 
pattern. 
It should be noted that the erosion pattern is mainly circular with a diameter of 22 mm, 
similarly to the tip of the cavitation inducing sonotrode and the erosion pattern of the other 
examined materials. 
The depths of the three examined erosion pits are 398.3, 336.4 and 331.6 µm, respectively. 
A coating 
The microscopic appearance of the eroded surface of A coating is presented in Figure 5.17: 
 
Figure 5.17: Microscopic appearance of cavitation - induced erosion for the A coating 
(x500). 
3D illustrations of a characteristic, cavitation – induced, erosion pit for the A coating are 
presented in Figures 5.18 and 5.19: 
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Figure 5.18: 3D illustration of erosion pit (1). A coating. 
 
Figure 5.19: 3D illustration of erosion pit (1). A coating – Colour contour. 
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The appearance of the eroded surface of A coating is in many terms similar to the P coating. 
As such, erosion pits are densely distributed, especially towards the centre of the erosion 
pattern, whilst their shape is mostly irregular, with some of them closely resembling well -
defined hollows. It is also noteworthy that, some of the pits appear to be joined together, 
similarly to the P coating.  
The shape of the erosion pattern is again circular, whilst its diameter corresponds to the 22 
mm diameter of the cavitation inducing sonotrode tip, similarly to the other examined 
materials.  
The depths of the three examined erosion pits are 373.2, 349 and 376 µm, respectively. 
Double coating 
The microscopic appearance of the eroded surface of Double coating is presented in Figure 
5.20: 
 
Figure 5.20: Microscopic appearance of cavitation - induced erosion for Double coating 
(x500). 
3D illustrations of a characteristic, cavitation – induced, erosion pit for the Double coating are 
presented in Figures 5.21 and 5.22: 
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Figure 5.21: 3D illustration of erosion pit (1). Double coating. 
 
Figure 5.22: 3D illustration of erosion pit (1). Double coating – Colour contour. 
The shape of the eroded area of the Double coating was circular with dimensions similar to 
the cavitation inducing sonotrode tip, therefore its diameter was 22mm. The coating was 
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almost completely eroded towards the centre of the erosion pattern thus the protected metal 
was eventually exposed to cavitation in that region. In contrast, many joined pits were 
identified at the edges of the circular pattern. This behaviour could possibly explain the very 
high mass loss that was measured, which was the highest besides the I coating.  
It should be noted that the examined pits were sharp and irregularly shaped, with an average 
depth of the order of several hundreds of µm.  
In particular, the depths of the three examined erosion pits, located at the edges of the circular 
erosion pattern, are 417.5, 426.2 and 538.9 µm, respectively. 
R coating 
The microscopic appearance of the eroded surface of R coating is presented in Figure 5.23: 
 
Figure 5.23: Microscopic appearance of cavitation related erosion for R coating (x500). 
3D illustrations of a characteristic, cavitation – induced, erosion pit for the R coating are 
presented in Figures 5.24 and 5.25: 
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Figure 5.24: 3D illustration of erosion pit (1). R coating. 
 
Figure 5.25: 3D illustration of erosion pit (1). R coating – Colour contour. 
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R coating exhibited the second lowest loss of mass due to cavitation erosion, besides the C 
coating. As such, no erosion pattern could be identified on its surface, besides a few scattered 
erosion pits, detectable only under the microscope lens. The shape of those pits was mainly 
circular with a depth of the order of several hundreds of microns. 
In should also be noted that, although a circular slight discoloration of a diameter similar to 
the sonotrode tip, thus 22 mm, was observed macroscopically, no microscopic characteristics 
relating to this discolouration could be identified. 
The depths of the three examined erosions pits are 182.8, 141.7 and 148.5 µm, respectively. 
B coating 
The microscopic appearance of the eroded surface of B coating is presented in Figure 5.26: 
 
Figure 5.26: Microscopic appearance of, cavitation – induced, erosion for B coating 
(x500). 
3D illustrations of a characteristic, cavitation – induced, erosion pit for the B coating are 
presented in Figures 5.27 and 5.28: 
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Figure 5.27: 3D illustration of erosion pit (1). B coating. 
 
Figure 5.28: 3D illustration of erosion pit (1). B coating – Colour contour. 
The B coating exhibited a unique behaviour in the sense that, a large circular bump of a 
diameter of 11mm emerged at the centre of its surface. The coating on the bump, however, 
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appeared to be rather deformed instead of eroded, possibly due to local temperature effects 
relating to cavitation activity. 
More specifically, the coating at the deformed region became soft and was bent inwards. As 
such, cracks emerged and propagated at the edges of the bump resulting into the formation of 
joined cracks-pits.  
The depths of three examined pit-cracks are of 94.21, 36.55 and 105 µm, respectively. 
C coating 
The microscopic appearance of the eroded surface of C coating is presented in Figure 5.29: 
 
Figure 5.29: Microscopic appearance of, cavitation – induced, erosion for C coating 
(x500). 
3D illustrations of a characteristic, cavitation – induced, erosion pit for the C coating are 
presented in Figures 5.30 and 5.31: 
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Figure 5.30: 3D illustration of erosion pit (1). C coating. 
 
Figure 5.31: 3D illustration of erosion pit (1). C coating – Colour contour. 
C coating exhibited the lowest mass loss due to cavitation erosion and this was reflected in the 
microscopic appearance of its eroded surface. As such, only a few scattered erosion pits could 
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be identified under the microscope lens. It should also be noted that no definite erosion pattern 
could be identified either macroscopically or microscopically, in contrast to the other 
examined materials, apart from the R coating which exhibited an analogous behaviour with 
regards to mass loss. 
The shape of those erosion pits ranged from circular to mainly circular with irregular edges 
whereas their average depth was of the order of several tens of µm.  
The depths of the three examined erosion pits are 55.45, 44.33 and 63.78 µm, respectively. 
Discussion on the findings 
Preliminary observations indicate that, the appearance of the eroded surfaces of all alloys and 
coatings is in good agreement with the cavitation induced mass loss. 
For instance, the eroded surface of cupronickel 70-30, which was the alloy that exhibited the 
highest amount of mass loss, was rough. In addition, its densely distributed erosion pits were 
sharp and deep whilst some of them were even joined together towards the centre of the eroded 
region. Analogous remarks apply for grade DH36 steel, although to a much lesser extent, as 
one would expect from the corresponding cavitation induced mass loss, which was lower than 
cupronickel 70-30. Erosion features on the surface of stainless steel 254 were even smoother 
in the sense that, only some densely distributed yet shallow cavities could be identified. These 
remarks are in good agreement with its behaviour in terms of, cavitation induced erosion - 
mass loss, which was significantly lower than the other two alloys. 
Only a few scattered erosion pits could be identified on the surfaces of R and C coatings, 
which exhibited the best behaviour in terms of resistance against cavitation induced erosion – 
mass loss between all coatings. In contrast, the Double and I coatings, which exhibited the 
highest mass loss between all coatings, totally collapsed by cavitation, especially towards the 
centre of the relevant eroded regions whereas some deep and sharp erosion pits could be 
observed at the boundaries of these areas. As for the A and P coatings, which in terms of mass 
loss lie between the aforementioned groups of coatings, they both exhibited a large amount of 
irregularly shaped, mildly deep erosion pits mostly located towards the centre of their erosion 
pattern. Finally, the B coating displayed a unique behaviour, in the sense that a distinctive 
bump appeared at the centre of its surface, possibly due to local temperature effects. 
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5.4 Fractography 
Fracture can be defined as the separation of a body due to an applied stress. Stress essentially 
induces or amplifies cracks which then propagate inside the material and can eventually lead 
to failure. Of the many types of fracture, two are of major interest here (Knott, 1973): 
• Ductile: The application of stress induces cracks that propagate slowly and are accompanied 
by the plastic deformation of the material. In many cases of ductile fracture cracks resist 
further propagation unless the applied stress increases. 
 
• Brittle: Cracks propagate rapidly and are accompanied by minimal or zero deformation of 
the material. In brittle fracture, rapid crack propagation may continue even when the applied 
stress remains constant. 
In addition to the aforementioned major types of fracture, the phenomenon of creep might also 
be of concern in some cases. Creep can be defined as the time – dependent deformation of a 
material due to an applied stress, usually occurring at high temperatures, resulting into an 
increase in length that can affect the performance of the affected component and cause failure. 
Considering, however, that creep normally does not become important until 40% of the 
melting temperate is reached, which is of the order of 1400 ºC for all the examined alloys, it 
is likely to be a secondary influence compared to cavitation induced brittle and ductile fracture. 
Nevertheless, those temperatures may be reached instantaneously when bubbles collapse, as 
the colour tinting marks that have been observed suggest (see Figure 2.20, Chapter 2). 
The difference between ductile and brittle fracture can be seen in Figure 5.32: 
 
Figure 5.32: Left – Ductile failure, Right – Brittle failure. (Source: University of 
Southampton). 
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Typically, bcc (body-centred cubic) metals such as iron and steel alloys, exhibit brittle fracture 
below a critical temperature, called the ductile – brittle transition temperature (DBTT), 
whereas above this temperature a ductile behaviour is to be expected (Argon, 2001). 
Considering that ships may experience polar water temperatures, the parameter of DBTT 
should be taken into account, especially when cavitation induced loading that could result in 
rudder erosion is considered. This phenomenon is illustrated in Figure 5.33: 
 
Figure 5.33: Ductile – brittle transition 
In contrast, fcc (face-centred cubic) metals and alloys, such as copper, aluminium, nickel and 
austenitic steels exhibit ductile behaviour mainly due to the high number of slip systems in 
their crystals. In alloys, however, the presence of different atoms significantly affects the 
critical stress that is required for slip and cleavage and as a result a considerable loss of 
ductility may occur whereas the was cracks propagate would also be affected. 
On a macroscopic level, ductile fracture surfaces appear to be rough (orange peeling) and 
exhibit large necking regions, whereas brittle fracture surfaces are relatively flat and are 
characterized by a crystallized appearance. On a microscopic level, ductile fracture surfaces 
also appear to be rough and are characterized by the presence of numerous microvoids and 
dimples. Those microvoids are the basis of the mechanism behind ductile fracture, called 
microvoid coalescence, and nucleate when stress is applied before they expand into larger 
cavities – cracks and cause fracture (Benzerga and Leblond, 2010). 
The microscopic appearance of microvoids and dimples, when examined by means of a 
scanning electron microscope, can be seen in Figure 5.34: 
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Figure 5.34: Scanning electron microscope (SEM) fractograph of ductile fracture 
dimples in low carbon steel. (Source: ASM International, 1992). 
Brittle fracture, is characterized by two main types of crack propagation (Pineau et al., 2016): 
• Cleavage or transgranular fracture: In this case, cracks propagate through the grains of 
the material along low-index crystallographic planes. Considering that alloys are essentially 
polycrystalline and contain grain boundaries, dislocations and other imperfections, however, 
cracks change direction from grain to grain due to the different orientation of atoms on each 
one of them. This results into a bumpy and edgy granular pattern whilst patterns of ridges 
caused by the alternating direction of cracks can also be observed by means of a scanning 
electron microscope.  
 
• Intergranular fracture: In this case cracks propagate through the grain boundaries of the 
material and as a result, the appearance of the surface is characterized by edges and facets 
often resembling the actual shape of the grains. Intergranular fracture occurs when the phases 
in the grain boundaries are weakened or embrittled.  
 
The difference between transgranular and intergranular fracture is illustrated in Figures 5.35 
and 5.36: 
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Figure 5.35: Intergranular and Transgranular fracture. (Source, GO-TECH, n.d.). 
 
Figure 5.36: Scanning electron microscope (SEM) image of carbon steel. Left – 
Transgranular fracture, Right – Intergranular fracture. (Source: ASM International, 
1992). 
Commonly, examination of alloys that have failed from brittle fracture, reveals fractions of 
transgranular fracture as well as evidence of ductile fracture. The basis of this behaviour lies 
on the orientation of the grains in the sense that those oriented favourably to the axis of loading 
exhibit ductile behaviour, whereas those oriented unfavourably respond in a transgranular 
way. This process is called quasi-cleavage fracture.  
In this case, the appearance of the affected surface would exhibit transgranular characteristics 
(ridges, bumpy edges) as well as signs of ductile fracture (dimples). A combination of 
transgranular fracture and ductile dimples can be seen in Figure 5.37: 
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Figure 5.37: Combination of ductile dimples and transgranular fracture in carbon 
steel. (Source: CITIMETAL GROUP CORP., n.d.). 
Brittle intergranular fracture is common in polycrystalline alloys and can be mainly attributed 
to weakened grain boundaries. Factors that weaken grain boundaries include the presence of 
impurities (Seah, 1980), the embrittlement of the material due to high concentrations of 
phosphorus and carbon as well as the absorption of hydrogen from the atmosphere (Krauss, 
2000). The presence of large grains also favours intergranular fracture and further enhances 
the effects of those factors along with the continuous application of stress at elevated 
temperatures (creep). Moreover, intergranular fracture may be caused by ductile micro-voids. 
In this case the ductility of the boundaries is lower than the grains and as a result micro-voids 
develop and expand inside the grain boundaries, thus leading to intergranular fracture. In 
contrast, transgranular fracture usually occurs over low index crystallographic planes. As such, 
transgranular fracture is mostly to be found in BCC metals, such as iron and steel alloys 
whereas intergranular fracture mostly occurs in FCC metals such as copper, aluminium, nickel 
and austenitic steels (Liu, 2005).  
It was suggested that transgranular fracture would evolve into intergranular fracture for values 
of the ratio RCI lower than 1, with that ratio being defined as follows (Francois et al., 2013): 
Rxy = 1.20 −	 γ{2γE 																																																																																																																													(5.1) 
where γb is the free energy of the grain boundary per unit area and γS the free energy of a 
surface exposed by transgranular fracture. It has been found that in the case of pure metals, γb 
and γS correlate with the shear modulus G and bulk modulus KB, respectively, thus the relevant 
RCI ratios could be effectively calculated (Cottrell, 1989). 
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In practice, both brittle and ductile types of fracture appear either as a combination or as the 
evolution of one mode to another. In this case a microscopic examination of the fractured 
surface would be required and traces of both types of fracture as well as the relevant 
propagation modes would be identified. This is due to the nature of alloys, as they contain 
many types of grains, each one of which has its own properties and orientation, favouring 
specific modes of crack propagation. It may also be the result of cold work hardening, where 
initial plastic deformation, essentially strengthens the material by inducing more dislocations 
of atoms, which then interact and become pinned. As such, the material strengthens and 
behaves in a brittle way. In a typical stress – strain curve (left side of Figure 5.38) for a bcc 
alloy (steel) the region between the yield point (Y), or the point where the material ceases to 
behave elastically and plastically deforms, and the point where the material fractures, is where 
work hardening takes place. It should be noted, however, that even before the material 
plastically deforms, an amount of work hardening is still taking place, although to a much 
lesser extent. It should be noted that analogous remarks apply for fcc alloys (cupronickel 70-
30, stainless steel 254), although in this case the yield point is not as profound. 
 
Figure 5.38: Stress – Strain Curve. Left (fcc), Right (bcc – stainless steel 254, 
cupronickel 70-30) 
Nevertheless, to effectively define the fracture modes involved in failure, a material must be 
examined both macroscopically and microscopically. As such, an initial estimation regarding 
the dominant fracture type can be made by means of macroscopic observation. The 
propagation of cracks can then be traced through the microscope. Conventional optical 
microscopes cannot focus on the entire surface at high magnification settings, nevertheless an 
initial estimation can be made. Further investigation, however, would require the use of a 
scanning electron microscope which can effectively focus on the entire examined area at very 
high magnification settings. 
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5.5 Fractography - Procedure 
A preliminary estimation regarding the governing fracture type was made, for each one of the 
examined alloys, based on the macroscopic appearance of the relevant erosion patterns. 
Microscopic examination then revealed specific crack propagation paths as well as distinctive 
characteristics. 
Towards that direction, some unique features of each alloy, such as grain size and shape were 
also examined microscopically. Grain size has a significant effect on the mechanical properties 
of a metal and in general, the smaller the grain size the higher the strength of the metal. 
Moreover, as the grain size of the metal decreases its ductility decreases too. 
As such, all alloys were prepared following a common procedure for metallographic 
examination, including fine grinding, polishing and chemical etching stages. Although an 
identical grinding and polishing procedure was followed for all alloys, different etching agents 
were utilized for each one of them. Grade DH36 steel was etched by means of Nital, which is 
a solution of alcohol and nitric acid, whereas stainless steel 254 was etched with HCl, namely 
hydrochloric acid, and cupronickel 70.30 with FeCl3, namely ferric chloride, respectively. 
Following the metallographic preparation of each alloy, microscopic images were taken and 
grains were counted manually. It should be noted that those pictures are presented in the 
following sub-chapter. A quantity that characterizes grain size, namely the ASTM grain size 
number, was then calculated by means of the following equation, for each alloy: N>&& = 2r}~\>																																																																																																																																(5.2) 
where N100 is the number of grains per square inch at a x100 magnification and nASTM is the 
ASTM grain size number. It should be noted that the smallest possible magnification for this 
optical microscope was x500 thus the grains per square inch number N500 was converted to the 
N100 number by means of the following equation which includes the magnification factor (M): 
N>&& = M M100P- x	N&&																																																																																																																						(5.3) 
Microscopic images of both eroded and non-eroded specimens, were then compared for each 
one of the examined alloys. In particular, any distinctive features of the eroded surfaces were 
compared to the non-eroded grain structure, which was revealed through metallographic 
preparation, under a magnification of x500. An estimation regarding the governing fracture 
mechanism was then made, based on the macroscopic and microscopic findings. 
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The three alloys, were finally examined by means of a scanning electron microscope (SEM) 
in order for the initial estimations regarding the governing fracture types to be either confirmed 
or reconsidered accordingly. In addition to specimens exposed to cavitation for five hours, 
specimens exposed for half an hour as well as two and a half hours were also examined in 
order for the progression of erosion to be studied in terms of the governing fracture 
mechanisms of each stage.  
5.6 Fractography - Results 
Results are categorized and discussed for each one of the examined alloys, on a basis of 
macroscopic, microscopic and SEM findings.  
DH36 steel 
The macroscopic erosion pattern of grade DH36 steel after five hours of cavitation exposure 
is presented in Figure 5.39: 
 
Figure 5.39: Eroded surface of grade DH36 steel. 
The homogenous and crystallized macroscopic appearance of the eroded surface of grade 
DH36 steel is characteristic of brittle fracture. 
The microscopic appearance of both the non-eroded surface, as it was revealed through 
metallographic preparation, and eroded surface of grade DH36 steel after five hours of 
cavitation exposure is presented in Figure 5.40 at a magnification of x500. A scaled mesh 
(100µm) was used in both images for comparison reasons. 
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The calculated ASTM grain size number of Grade DH36 steel is 12 corresponding to a very 
fine structure and a mean grain diameter ranging from 5.6-8 µm. 
 
Figure 5.40: Microscopic images of non-eroded (Top) and eroded (Bottom) grade DH36 
steel. Arrows: Green – Intergranular, Blue – Transgranular, Red – Ductile. 
Further examination under the microscope, revealed a significant number of well-defined 
facets and nearly straight edges, which are usually signs of brittle intergranular fracture, as 
well as regions with a bumpy and granular appearance, a characteristic of transgranular 
fracture. In comparison with the individual grains, those well-defined facets and nearly straight 
edges appear to be following the grain boundaries, although favourably orientated grains 
would present a similar pattern in the case of transgranular fracture. This is due to the fact that 
cracks in transgranular fracture propagate through the atoms of the grains. In this case and due 
to the length of those nearly straight edges and the relatively small size of the grains, 
transgranular fracture appears to be the dominant crack propagation type at these regions. In 
contrast, intergranular fracture is apparent at the smaller and sharper features of the fracture 
160 
 
pattern, which with regards to size are comparable to the grains. Finally, a considerable 
number of ductile dimples can be observed, implying an amount of initial plastic deformation 
and ductile fracture. 
Grade DH36 steel specimens were also examined by means of a scanning electron microscope 
(SEM) in order for the estimations regarding the dominant fracture mechanisms to be 
validated. The SEM image of an eroded (5h) grade DH36 steel specimen is presented in Figure 
5.41: 
 
Figure 5.41: SEM image of an eroded (5h) grade DH36 steel specimen. Arrows: Green 
– Intergranular, Blue – Transgranular, Red – Ductile. 
Similarly to the optical microscopy pictures, the eroded surface is characterized by a 
combination of mainly transgranular and to a lesser extent intergranular brittle fracture as well 
as by a considerable amount of ductile dimples. More specifically, it appears that some 
features that were initially attributed to intergranular fracture, such as straight edges and well-
defined large facets, were indeed caused by transgranular fracture. These regions, when 
observed through the SEM, are characterized by ridges and smooth bumps, which are common 
signs of transgranular fracture. In contrast, some small and well-defined facets, of size 
comparable to the actual grains of the metal, imply the presence of intergranular fracture in 
those regions. Finally, a considerable amount of small ductile dimples is apparent at some 
regions, marking the occurrence of ductile fracture. Erosion progression (0.5h, 2.5h and 5h) 
for grade DH36 steel is presented in Figure 5.42: 
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Figure 5.42: Erosion progression for grade DH36 steel. SEM images. Top-0.5h, Middle 
2.5h, Bottom-5h. Arrows: Green – Intergranular, Blue – Transgranular, Red – Ductile. 
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In the case of grade DH36 steel, erosion initially appears (0.5h) in the form of ductile and to a 
lesser extent transgranular brittle fracture. These are characterized by large ductile dimples for 
the former, which are apparent all over the surface, and small ridges for the latter, respectively. 
The next stage (2.5h) is mostly characterized by well-defined facets of size comparable to the 
grains of the metal as well as by a considerable amount of small ductile dimples. These imply 
that at this stage (2.5h) erosion is essentially a combination of intergranular brittle and ductile 
fracture. Signs of transgranular fracture are still apparent in the form of ridges and smooth 
bumps, although to a much lesser extent compared to the earlier stage (0.5h). This behaviour 
could possibly explain why the appearance of the surface at the final stage (5h) is essentially 
a combination of the three fracture modes, namely transgranular and intergranular brittle 
fracture as well as ductile fracture, although it appears that the transgranular mode of brittle 
fracture is more dominant. 
The erosion progression of grade DH36 steel can also be explained by its rate of mass loss due 
to ultrasonically induced cavitation erosion, which is presented in Figure 5.43: 
 
Figure 5.43: Rate of mass loss of Grade DH36 steel. 
The behaviour of grade DH36 steel is characterized by an initial period of increased mass loss 
for the first 0.5h which is related to ductile fracture and gradual work hardening. In fact, 
examination through the SEM, revealed signs of ductile fracture for the first 0.5h as well as 
some signs of transgranular fracture, which can be attributed to work hardening. The next 
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stage (2.5h) is characterized by a more stable and reduced rate of mass loss, relating to brittle 
fracture. This behaviour can also be observed through the SEM, where signs of significant 
intergranular fracture are mostly apparent along with a small amount of ductile fracture. The 
latter relates to the slightly increasing rate of mass loss, which implies that a small amount of 
ductile fracture and work hardening is still taking place. Finally, the rate of mass loss steadies 
and decreases with time resulting into a surface (5h) that is mostly characterized by two modes 
of brittle fracture (intergranular and transgranular) as it can be seen in the SEM images.  
Stainless steel 254 
The macroscopic erosion pattern of stainless steel 254 after five hours of cavitation exposure 
is presented in Figure 5.44: 
 
Figure 5.44: Eroded surface of stainless steel 254. 
The macroscopic appearance of stainless steel 254 is represented by a smooth and homogenous 
erosion pattern, characteristic of brittle fracture. The microscopic appearance of both the non-
eroded surface, revealed through metallographic preparation, and eroded surface of stainless 
steel 254 after five hours of cavitation exposure is presented in Figure 5.45 at a magnification 
of x500. A scaled mesh (100µm) was used in both images for comparison reasons. 
The calculated ASTM grain size number of stainless steel 254 was of the order of 6 
corresponding to a medium structure and a mean grain diameter ranging from 32-45 µm. 
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Figure 5.45: Microscopic images of non-eroded (Top) and eroded (Bottom) stainless 
steel 254. Arrows: Green – Intergranular, Blue – Transgranular, Red – Ductile. 
Further investigation under the microscope lens revealed a granular and slightly bumpy 
surface, as well as a significant amount of distinctive reflective facets. These characteristics 
imply brittle fracture and more specifically a combination of transgranular and intergranular 
fracture. In particular, the size of those distinctive facets is comparable to the size of the 
individual grains of the metal, as it can be seen in Figure 5.45. This implies that cracks 
propagated through the grain boundaries at these regions in an intergranular way and as a result 
the more erosion-resistant grains remained on the surface. This is due to the different nature 
of grains as stainless steel 254 is essentially an alloy. In contrast, the edgy and significantly 
smaller bumps, which are spread all over the surface, imply crack propagation through the 
grains (transgranular). There are also regions where some ductile dimples can be observed, 
implying a small amount of initial plastic deformation and ductile fracture. The SEM image 
of the eroded (5h) stainless steel 254 specimen is presented in Figure 5.46: 
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Figure 5.46: SEM image of an eroded (5h) stainless steel 254 specimen. Arrows: Green 
– Intergranular, Blue – Transgranular, Red – Ductile. 
The appearance of the eroded surface is characteristic of mainly transgranular brittle fracture. 
A considerable amount of intergranular brittle fracture can also be observed in the form of 
facets, due to cracks propagating through the grain boundaries at some regions. Finally, the 
presence of ductile fracture, although not easily identifiable in the previous optical microscopy 
picture, is evident through the small ductile dimples that can be observed in some regions of 
the examined surface. Observations made by means of the SEM are in good agreement with 
the initial estimations made through the digital optical microscope images.  
The progression of erosion over the period of 5h was also investigated. SEM pictures of 
stainless steel 254 specimens, for an exposure period of 0.5h, 2,5h and 5h are presented in 
Figure 5.47: 
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Figure 5.47: Erosion progression for stainless steel 254. SEM images. Top-0.5h, Middle 
2.5h, Bottom-5h. Arrows: Green – Intergranular, Blue – Transgranular, Red – Ductile. 
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It appears that in the case of stainless steel 254 erosion initiates in the form of intergranular 
brittle fracture, as it can be seen in Figure 5.47. More specifically, well defined facets of size 
comparable to the actual grains of the metal are apparent all over the surface. Additionally, 
areas containing small ductile dimples may be observed, marking the occurrence of ductile 
fracture during the initial stages of erosion. The next image (2.5h) shows that just after the 
initial stage, erosion proceeds in a transgranular way and in the form of small bumps, whereas 
evidence of a considerable amount of intergranular fracture is still apparent. A small amount 
of ductile dimples can still be observed although they only represent small regions of the 
fracture pattern and could be remains from the initial erosion stages. This leads to the final 
fracture pattern (5h) which is essentially a combination of mostly transgranular brittle fracture 
from the latter stages of erosion and intergranular brittle fracture from the earlier stages. 
Evidence of the initial ductile fracture can still be seen in the form of small ductile dimples. 
Erosion progression by means of different fracture mechanisms is in good agreement with 
the measured rate of mass loss, which is presented in Figure 5.48: 
 
Figure 5.48: Rate of mass loss of stainless steel 254. 
The peak of the rate of mass loss after 30 minutes of cavitation exposure implies a small yet 
measurable amount of ductile fracture and work hardening. This is in good agreement with 
the SEM observations where a small amount of ductile dimples was observed along with 
mostly intergranular brittle fracture. The rate of mass loss after the first 30 minutes, however, 
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can be almost represented with a straight line, implying that erosion progressed almost 
steadily, which is a characteristic of brittle fracture. Mass loss results are again in good 
agreement with the SEM images, in the sense that after the first 30 minutes, erosion progressed 
in a brittle and transgranular way. 
Cupronickel 70-30 
The macroscopic erosion pattern of cupronickel 70-30 after five hours of cavitation exposure 
is presented in Figure 5.49: 
 
Figure 5.49: Eroded surface of cupronickel 70-30. 
The bumpy and granular appearance of the surface implies the presence of brittle fracture 
along with a significant amount of initial ductile fracture. The microscopic appearance of both 
the non-eroded surface, revealed through metallographic preparation, and eroded surface of 
cupronickel 70-30 after five hours of cavitation exposure is presented in Figure 5.50 at a 
magnification of x500. A scaled mesh (100µm) was used in both images for comparison 
reasons. 
The calculated ASTM grain size number of cupronickel 70-30 was 7 corresponding to a fine 
structure and a grain diameter ranging from 22-32 µm. 
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Figure 5.50: Microscopic images of non-eroded (Top) and eroded (Bottom) cupronickel 
70-30. Arrows: Green – Intergranular, Blue – Transgranular, Red – Ductile. 
Microscopic examination revealed a shiny and reflective surface, representative of significant 
intergranular brittle fracture. The jagged appearance of the surface further enhances this 
hypothesis. Additionally, the size of those reflective facets is comparable to the actual grains 
of the alloy, which implies that cracks propagated through the grain boundaries at these regions 
and as a result the more erosion-resistant grains remained on the surface. Nevertheless, those 
facets are not as well defined as in stainless steel 254 for instance, thus it appears that a 
significant amount of transgranular fracture has also taken place at the same regions. Multiple 
ductile dimples are also apparent, implying a considerable amount of initial plastic 
deformation and ductile fracture. 
The validity of the assumptions relating to the governing fracture mechanisms was examined 
be means of a scanning electron microscope (SEM). The SEM image of the eroded (5h) 
cupronickel 70-30 specimen is presented in Figure 5.51: 
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Figure 5.51: SEM image of an eroded (5h) cupronickel 70-30 specimen. Arrows: Green 
– Intergranular, Blue – Transgranular, Red – Ductile. 
Examination of the eroded surface revealed a significant amount of ductile dimples and 
therefore ductile fracture. Signs of considerable transgranular fracture are also apparent at 
specific regions of the erosion pattern in the form of ridges. These observations are in good 
agreement with the initial estimations made through the optical microscopic pictures. It is 
noteworthy however, that signs of intergranular fracture are not as apparent in the SEM image 
in comparison to the optical microscopic image. It should also be noted that in the case of the 
optical image facets are not as well defined as in stainless steel 254 for instance. The 
appearance of those facets could had been affected by the already confirmed presence of 
significant transgranular fracture. Examination of the erosion progress (0.5h, 2.5h, 5h) can 
possibly reveal the presence of such mechanisms. 
Erosion progression for cupronickel 70-30 for three different exposure periods (0.5h, 2.5h, 5h) 
is presented in Figure 5.52: 
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Figure 5.52: Erosion progression for cupronickel 70-30. SEM images. Top-0.5h, Middle 
2.5h, Bottom-5h. Arrows: Green – Intergranular, Blue – Transgranular, Red – Ductile. 
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The initial stages of erosion (0.5h) for cupronickel 70-30 are characterized by a combination 
of well-defined facets, of size comparable to the grains of the alloy, caused by intergranular 
fracture, as well as a significant amount of dimples relating to ductile fracture. A small amount 
of transgranular fracture can also be observed at some regions in the form of small ridges. The 
next stages of erosion (2.5h) are characterized by a combination of brittle transgranular and 
ductile fracture (ridges and dimples) with only a few signs of intergranular fracture. A similar 
behaviour can be observed at the latter stages of erosion (5h) hence a combination of 
transgranular fracture and ductile fracture (ridges and dimples). This behaviour could possibly 
explain why signs of intergranular fracture are only apparent on the optical microscopy image 
and not as much on the more detailed SEM image (5h). Erosion initiates by means of ductile 
fracture before progressing in the form of intergranular brittle fracture, whereas at the next 
stages fracture appears to be progressing in a brittle and transgranular way, thus the initially 
formed well-defined grains and facets are affected. 
The behaviour of cupronickel 70-30 in terms of the governing fracture mechanisms and 
erosion progression can also be explained by its rate of mass loss through the five hours period, 
which is presented in Figure 5.53: 
 
Figure 5.53: Rate of mass loss of cupronickel 70-30. 
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It appears from the results that, the high initial rate of mass loss (0.5h) relates to a significant 
amount of ductile fracture and work hardening. In fact, the appearance of the surface at the 
initial stages of erosion is characterized by ductile fracture (dimples) as well as signs of 
intergranular fracture, related to work hardening. The next stages (2.5h and 5h) are also 
characterized by high rates of mass loss and gradual work hardening, although to a much lesser 
extent. This behaviour is also apparent in the SEM pictures (2.5h and 5h), where the erosion 
pattern is basically a combination of ductile and transgranular brittle fracture in both cases. 
Results are again in good agreement with the SEM observations. 
5.7 Summary and discussion 
The preliminary macroscopic and microscopic examination that was conducted on all alloys 
indicated that the appearance of the surface, in terms of pit density and depth is analogous to 
the resulting mass loss. Further examination of the three alloys (grade DH36 steel, stainless 
steel 254, cupronickel 70-30) by both optical and scanning electron microscopic means 
illuminated some unique fractographic characteristics relating to cavitation induced erosion.  
For instance, erosion appears to initiate in the form of plastic deformation and ductile fracture, 
before gradually progressing into brittle fracture due to work hardening, for all alloys. The 
extent of the initial plastic deformation and ductile fracture, however, is more profound in the 
case of cupronickel 70-30, a behaviour that was actually expected, as face-centred cubic (fcc) 
metals and alloys such as copper and nickel are essentially ductile in nature. This is also in 
good agreement with its mechanical properties in the sense that, it has the lowest yield 
strength, namely 130 MPa in contrast to 350 MPa and 310 MPa, for grade DH36 steel and 
stainless steel 254, respectively. Moreover, in the case of cupronickel signs of ductile fracture 
where even apparent in advanced stages of erosion also, despite the ongoing severe brittle 
fracture. This is because, being the weaker alloy compared to the other two, with an ultimate 
strength of 350 MPa in contrast to 490 MPa and 690 MPa for grade DH36 steel and stainless 
steel 254, respectively, cupronickel 70 – 30 suffered from the deterioration of its work 
hardened upper surface by means of brittle fracture. As such, the newly exposed layers of its 
surface had to go through the same work hardening procedure again, thus an extent of ductile 
fracture was apparent throughout the procedure. This behaviour can be also seen through its 
measured rate of mass loss where despite the initial work hardening the rate remains at high 
levels and only slightly decreases towards the end of the exposure. 
In contrast, the work hardening process in the case of stainless steel 254 which is an austenitic 
steel and is also considered to be ductile in nature, resulted into a significantly lower mass loss 
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throughout the procedure from mainly brittle fracture. This is because the work hardened and 
embrittled stainless steel 254, being considerably stronger than cupronickel 70 – 30, retained 
the upper layers of its surface whereas only a small amount of mass was lost by means of 
brittle fracture.  Grade DH36 steel, although body-centred cubic (bcc) in nature, exhibited a 
ductile behaviour in the beginning too, before progressing into brittle fracture. In that instance, 
however, it appears that some parts of the surface deteriorated, thus the newly exposed layers 
at those points, had to go through the same work hardening procedure. Nevertheless, this 
phenomenon was not as extended as in the case of cupronickel 70 - 30, a behaviour which is 
in good agreement with the mechanical properties of grade DH36 steel, in the sense it is 
stronger than cupronickel 70 – 30, whereas its rate of mass loss is also lower.  
Intergranular brittle fracture appears to be the dominant initial mode of crack propagation for 
stainless steel 254 and cupronickel 70-30, which is in good agreement with what was expected, 
as both of them are face-centred cubic (fcc) alloys and are essentially supposed to behave as 
such. In addition, they both consist of relatively large grains in comparison to grade DH36 
steel thus they are more prone to intergranular brittle fracture. In contrast grade DH36 steel 
initially exhibited transgranular brittle fracture, a behaviour which is in good agreement again 
with what was expected, considering that this alloy is essentially body-centred cubic (bcc) and 
is supposed to exhibit transgranular fracture. In addition, the size of its grains is considerably 
smaller in comparison to the other alloys, thus it is more prone to exhibit transgranular fracture. 
What is noteworthy, however, is that in the case of fcc alloys (stainless steel 254, cupronickel 
70-30), the initial intergranular fracture evolves into transgranular whereas the opposite is the 
case for the bcc alloy (grade DH36 steel). It appears that in the case of the former, the gradual 
work hardening of the alloys in conjunction with the depletion of possible crack propagation 
paths between the grains, result into crack propagation through the grains themselves. In the 
case of grade DH36 steel, however, the appearance of intergranular fracture further into the 
exposure, is possibly related to micro-voids contained within the boundaries which act as 
nuclei as erosion progresses. 
The most significant attributes with regard to effects of erosion, in terms of fracture mechanics, 
on the examined alloys are summarized in Table 5.2: 
 
 
175 
 
  
Grade DH36 steel 
 
Stainless steel 254 
 
Cupronickel 70 - 30 
 
Structure 
 
bcc 
 
fcc 
 
fcc 
 
Yield - 
Ultimate 
strength 
 
 
350 - 490  
 
 
310 - 690 
 
 
130 - 350 
 
Mass loss 
 
0.12 g 
 
0.02 g 
 
0.20 g 
 
Erosion 
(0.5h) 
 
Ductile > 
Transgranular brittle  
 
Intergranular brittle > 
Ductile 
 
Ductile > Intergranular 
brittle > Transgranular 
brittle 
 
Erosion 
(2.5h) 
 
Transgranular brittle 
> Ductile  
 
Transgranular brittle > 
Intergranular brittle > 
Ductile 
 
Transgranular brittle > 
Ductile > Intergranular 
brittle 
 
Erosion 
(5h) 
 
Transgranular brittle 
> Intergranular brittle 
> Ductile 
 
Transgranular brittle > 
Intergranular brittle > 
Ductile 
 
Transgranular brittle > 
Ductile 
Table 5.2: Fracture mechanics attributes of the examined alloys 
Reading through Table 5.2, one may see, that all alloys behaved in accordance with their 
properties whilst the same applies for the measured mass loss, which in terms of rate can be 
correlated to the different fracture mechanisms that were observed at each erosion stage. For 
instance, high initial mass loss rates were accompanied by mostly ductile fracture (orange 
peeling) whereas reduced rates were related to the gradual work hardening and the resulting 
brittle fracture. It is noteworthy that the extent of the initial ductile fracture is analogous to the 
initial mass loss rate, in the sense, that cupronickel 70-30 exhibited the highest amount of 
initial mass loss rate and ductile fracture, followed by grade DH36 steel and stainless steel 
254. Interestingly, an analogous connection applies when one wishes to examine the 
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aforementioned alloys with regards to their yield and ultimate strength. In particular, the 
highest the yield and ultimate strength, the lowest the resulting mass loss and the extent of 
ductile fracture.  
As such, it appears that, although the way cavitation induced erosion acts is still debatable, the 
systematic study of the relevant qualitative and quantitative data, can reveal some major 
underlying fracture mechanisms, relating to this phenomenon. Apart from the  characterization 
of the affected materials, in regards to cavitation induced erosion, which is of great importance 
from a practical way of view, such a technique could also be utilized in conjunction with other 
methods to further enhance our understanding regarding this phenomenon. These could be. 
the study of cavitation induced erosion from a hydrodynamic point of view, as well as the 
utilization of computational techniques.  
Nevertheless the future researcher could make use of this systematic approach for the 
evaluation of additional alloys that are used in shipbuilding, as well as protective coatings. It 
should also be noted that with regards to the latter, the relevant industry, has been increasingly 
keen on using them, wherever possible, during the last decade, thus the emergence of new 
materials, demands that their behaviour against cavitation induced erosion should also be 
evaluated. 
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Chapter 6 
Acoustic Emissions due to Cavitation Erosion 
 
6.1 Introduction 
The use of acoustic emissions (AE) as means of cavitation erosion monitoring, initially with 
regards to small specimens made from grade DH36 steel, stainless steel 254 and cupronickel 
70-30, is investigated and presented in Chapter 6, with the aim of being eventually utilized for 
ship rudders (Chapter 7). As such, the underlying theory behind acoustic emissions as well as 
some important details regarding the propagation of sound waves are initially presented, 
followed by a brief description of the specialized acoustic emissions equipment that was 
utilized for these series of tests. Preliminary measurements regarding the acoustic emissions 
of grade DH36 steel in relation to ultrasonically induced cavitation erosion are then presented 
for a variety of test rig configurations, sampling rates, signal capturing methods and 
piezoelectric sensors. In addition, the conversion of cavitation erosion related acoustic 
emissions into stress loading units for grade DH36 steel as well as for stainless steel 254 and 
cupronickel 70-30, is also investigated, by means of two different signal capturing methods 
and a variety of piezoelectric sensors. 
The use of fibre Bragg grating (FBG) sensors, which are essentially tiny optical sensors, as 
means of acoustic emission monitoring, is also explored and presented in this chapter. 
Preliminary measurements conducted on a large steel plate, in order to explore whether 
cavitation activity can be identified or not by means of those sensors, are initially presented, 
followed by acoustic measurements conducted on small grade DH36 steel specimens. A short 
comparison between FBG and piezoelectric sensors is also conducted with respect to 
cavitation detection. 
6.2 Acoustic emission and sound propagation theory 
Acoustic emissions are essentially elastic stress waves, that are produced when metals absorb 
and release strain energy and stress. The mechanisms by means of which a metal undergoes 
such internal transformation, the result of which is the release of elastic stress waves - acoustic 
emissions, are the basis of fracture mechanics.  
In particular, plastic deformation and crack growth are considered to be the primary sources 
of acoustic emissions (AE) in metals (Rogers, 2001). The plastic deformation of metals is a 
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non-linear permanent phenomenon whilst it has been demonstrated through studies that the 
dominant underlying mechanism is the dislocation of a row of atoms along a crystal slip plane 
(Fitzgerald, 1966; Scruby, 1984). On a micro-scale level, however, imperfections or cracks, 
of size comparable to the grains of the metal, are the basis of the underlying fracture 
mechanism.  
Cracks in metals arise either at the time of manufacturing or during operation due to work 
induced stress. In general, the amplitude of the local stress must be higher than the yield 
strength of the metal in order for cracks to initiate and propagate as well as for plastic 
deformation to be induced. Nevertheless, cracks can propagate catastrophically when they 
reach a critical length, even when the applied stress is lower than the theoretical strength of 
the metal. Fracture mechanics provide the necessary tools, in the form of quantitative relations 
between the initial crack size, the material properties and the induced stress for crack 
propagation related calculations and subsequently fracture prediction. 
The English aeronautical engineer Alan Griffith, often regarded as the founder of fracture 
mechanics, first suggested and then utilized a thermodynamic approach to analyse crack 
propagation (Griffith, 1921). His work was based on an earlier study by Inglis (1913), who 
calculated the stress concentrations around elliptical holes on glass, although his mathematical 
solution leads to infinite stresses at the tip of a perfectly sharp crack. Griffith concentrated into 
an energy-balance approach, instead. He used the mathematical result of Inglis and suggested 
that the change of the total energy of the plate due to the introduction of a crack is:  
U + S = −πa-σ-2Ε + 2aγ																																																																																																																	(6.1) 
where, U is the total strain energy, Ss is the surface energy, α is the width of the crack, E is the 
Young’s modulus of the material and γ is the material’s surface energy density (J/m2).  
This relationship essentially implies that the energy supplied to drive the crack is equal to the 
energy required to separate the surfaces. 
As the width of the crack α grows larger up to a critical point, the total energy of the system 
decreases. Beyond that critical point, crack propagation is rapid. For a given stress, the critical 
width of the crack αc can be found by minimizing the energy in relation to the crack width: ∂(U + S)∂a = 2γ − at-πσΕ = 0																																																																																																										(6.2) 
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Additionally, the critical stress σc for which a crack with width α will propagate can be found 
by rewriting equation (6.2) as follows: 
σt = 2Εγπα 																																																																																																																																									(6.3) 
Griffith’s equation, predicts that small cracks are less damaging than large ones, a result which 
is in good agreement with experimental observations. Nevertheless, it is only applicable to 
very brittle materials such as glass whereas it fails to provide an accurate prediction with 
regards to fracture for more ductile materials.  
Irwin (1957) suggested that the released strain energy from the propagation of cracks 
dissipates due to plastic flow near the crack tip. He thus introduced the parameter Gc, which is 
the critical strain energy release rate and replaced the thermodynamic surface energy in 
Griffith’s equation by using the semi-inverse method (Westergaard, 1939): 
σt = ΕGtπα 																																																																																																																																										(6.4) 
Gc is calculated experimentally during a fracture test. Consequently, for a given material with 
a crack of width a and an associated Gc value, the critical stress σc can be calculated. In 
addition, the critical width of a crack ac can also be calculated for a known applied stress σ. It 
applies that when G is higher than Gc the crack will propagate. Conversely for values of G 
lower than Gc the crack will remain stable. When G is equal to Gc the system will settle on a 
metastable equilibrium. 
The ways cracks propagate can be classified in three distinct modes: 
 
Figure 6.1: Crack propagation modes (Source: NPTEL) 
In mode I (opening mode), tensile forces pull apart the crack in the y direction. In mode II 
(sliding or in-plane shear), the crack surfaces, slide over each other toward the x direction due 
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to shear forces parallel to the crack surface. Finally, in mode III (tearing or out of plane shear), 
shear forces parallel to the crack front pull apart the crack surfaces toward the z direction.  
Mode I or opening mode is the most commonly encountered configuration in crack 
propagation. Due to the variety of loadings that may occur in engineering applications, 
however, a combination of the three propagation modes would possibly be observed. The 
contribution of the individual stress components for a mixed-mode crack propagation is given 
by equation (6.5): σqlσqy + σqyy + σqyyy																																																																																																																													(6.5) 
where i,j=x,y and I, II, III stand for the individual crack propagation modes.  
The semi-inverse method developed by Westergaard 1939 shows the stresses for mode I 
(opening mode). Similar relations apply for modes II and III. 
σc = Ky2πrt cosθ2 M1 − sin θ2 sin 3θ2 P																																																																																																					 
σ = Ky2πrt cosθ2 M1 + sin θ2 sin 3θ2 P																																																																																											(6.6) 
τc = Ky2πrt cosθ2 cos3θ2 sin θ2																																																																																																																 
where KI is the stress intensity factor and rc the distance from the crack tip. The second part 
of the equations, contain the angle θ, thus they indicate the angular dependence. The set of 
equations (6.6) can be rewritten in a simplified form: 
σ ≅ Κ2πrt 																																																																																																																																										(6.7) 
It applies that the parameter K is linearly related to the stress σ as well as to the square root of 
a characteristic length associated with the crack width. In the case of mode I: Ky = σ√a	f(g)																																																																																																																																					(6.8) 
where f (g) relates to the crack and loading geometries. Ki for mode I can then be defined as a 
measure of material toughness. Its critical value represents the maximum stress that a material 
can withstand at a crack tip, namely its fracture toughness, whereas for higher values the crack 
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would propagate rapidly. The critical stress σc for a crack of length a and an already defined 
critical stress intensity factor KIC would be: 
σt ≅ Kyx√πa																																																																																																																																												(6.9) 
Finally, it applies from equations (6.4) and (6.9) that: Kyx- = EGt																																																																																																																																									(6.10) 
It should also be noted that, for a pure mode II loading of the crack it applies that: 
Kyyx = 34	Kyx																																																																																																																																(6.11)	 
An investigation regarding the correlation of fracture toughness to the measured erosion - mass 
loss as well as other parameters is provided in sub-chapter 6.14. 
In addition to crack inception theory, the study of cracks with regards to their relevant 
propagation characteristics is also of major importance, especially when one wishes to explore 
the phenomenon of acoustic emissions in more detail. The propagation of cracks in metals 
occurs in the form of elastic – stress waves, which are essentially sound waves, as sound is 
essentially a disturbance travelling through a medium. The simplest sound wave is the sine 
wave, although relatively rare to be found alone, as most sounds are combinations of multiple 
sine waves. A simple sound wave (sine) can be fully characterized by four fundamental 
features: 
• Speed (c): The speed by which the sound wave propagates through the medium.  
• Amplitude (Y): The maximum displacement of a vibrating molecule of the medium from its normal 
position, relating to the strength of the sound wave which is interpreted by the human ear as loudness. 
Because of its sinusoidal form the amplitude of a sound wave varies periodically from –A to A, 
with½A½ being the maximum amplitude of the oscillation. 
• Wavelength (λw): The distance between two amplitude peaks (A) or crests (-A). 
• Frequency (f): The number of waves that pass from a fixed point every second (Hz). Frequency can 
be also calculated by means of equation (6.12): f = 1T																																																																																																																																																		 (6.12) 
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where period T is the time required for a complete oscillation (sinusoidal) cycle. More 
specifically, T is the time required for a wavelength to pass a fixed point.   
Speed, wavelength and frequency are related as follows: c = fλ 																																																																																																																																														(6.13) 
In the case of air as well as in the bulk of liquids, sound is only transmitted in the form of 
longitudinal waves, also known as compression waves. In longitudinal waves the motion of 
the medium’s particles is parallel and anti-parallel to the direction of the propagation of the 
wave.  The propagation of a longitudinal wave in air is presented in Figure 6.2: 
 
Figure 6.2: The propagation of a longitudinal wave in air (Source: Antonine-Education, 
n.d.) 
In addition to equation (6.13), the speed of sound in liquids and gases can also be calculated 
by means of equation (6.14) (Timoshenko and Goodier, 1970): 
c = K¡ρ 																																																																																																																																											 (6.14) 
where c is the speed of sound, KB is the bulk modulus of the medium (stiffness coefficient) 
and ρ is the density of the medium. For ideal gases the speed equation is transformed as 
follows: K¡ = γ¢	p																																																																																																																																									(6.15) 
where γh is the ratio of specific heats and p is pressure: 
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γ¢ = CpCv 																																																																																																																																													(6.16) 
p = nRATV2 				and		 = nM¦V2 																																																																																																																								 
Here n stands for moles, Rg = 8.3 J mol-1 K-1 is the gas constant, T stands for temperature in 
Kelvin, Mm stands for the molar mass in Kg mol-1 and Vv stands for volume. 
The combination of equations (6.14), (6.15) and (6.16), leads to equation (6.17): 
c = γ¢RATM¦ 																																																																																																																																																				(6.17) 
Equation (16) is valid for ideal gases, however, minor corrections are required for real gases. 
In contrast to gases and liquids, multiple modes of sound propagation are possible in the case 
of solids. The four primary ones are (Han, 2007): 
• Longitudinal waves: Similarly to liquids and gases the sound waves of this category oscillate in the 
direction (parallel and anti-parallel) of propagation. In seismology, these waves are called P 
(Primary) waves. 
• Transverse(Shear) waves: In this case waves oscillate toward a direction perpendicular to the 
direction of propagation. They propagate slower than longitudinal waves whereas they can only be 
found in solids. In seismology, these waves are called S (Shear) waves. 
• Surface (Rayleigh) waves: These waves are essentially a combination of a longitudinal and transverse 
motion, resulting into an elliptic orbit motion. They propagate near the surface of thick solids whilst 
they are slightly slower than shear waves. They penetrate the solid to a depth of one wavelength and 
due to their sensitivity are often used for the detection of surface defects. 
• Plate (Lamb) waves: Plate waves, also known as guided Lamb waves, result from the conversion 
between Longitudinal and Shear waves. Guided Lamb waves are complex vibrational waves that 
propagate through the entire thickness of a thin solid (plate).  
 
The speed of longitudinal sound waves is proportional to the Young’s modulus (E) of the 
medium in which they propagate and can be calculated by means of equation (6.18) (Andrews, 
2007): 
c3 = 	Eρ																																																																																																																																												(6.18) 
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The speed of transverse (Shear) sound waves is proportional to the Shear Modulus (G) of the 
medium in which they propagate and can be calculated by means of equation (6.19): 
c: = 	Gρ 																																																																																																																																											 (6.19) 
In the case of perfectly elastic isotropic materials, E (Young’s modulus) and G (Shear 
modulus), remain constant towards all directions thus equations (6.17) and (6.18) can be 
rewritten in a different form, by making use of the Lame constants λL and µ. Moreover, for 
thin plates, E can be referred as M, namely the plane wave modulus (Timoshenko and Goodier, 
1970). In addition, G can be replaced with the Lame constant µ (Saada, 1993).  
In this context the Lame constants are related to E and G as well as to the Poisson’s ratio v as 
follows (Timoshenko and Goodier, 1970): Ε = Μ = λ¨ + 2µ																																																																																																																												(6.20) 
G = µ = E2(1 + v)																																																																																																																																							 
λ = E	v(1 + v)(1 − 2v)																																																																																																																																		 
Equations (6.18) and (6.19) can then be rewritten as follows: 
c3 = λ¨ + 2µρ 																																																																																																																																	(6.21) 
c: = µρ																																																																																																																																													(6.22) 
It can be seen that either way, the speed of longitudinal and transverse waves, depends solely 
upon the properties of the medium in which they propagate. Moreover, it follows that the ratio 
of the speeds of the longitudinal and transverse sound waves will be unique and constant for 
each solid as it can be seen through equation (6.23): 
c3c: = λ¨ + 2µ	µ 																																																																																																																															(6.23) 
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The main difference between longitudinal and transverse waves, in terms of the direction of 
oscillation, is illustrated in Figure 6.3. In particular, black arrows stand for the direction of 
oscillation whereas the red arrows stand for the direction of propagation. 
 
Figure 6.3: Transverse and longitudinal waves (Source: Saada, 1993) 
With regards to Rayleigh or surface waves, which contain both longitudinal and transverse 
oscillations and propagate near the surface of thick solids, their speed can be approximated by 
means of equation (6.24) (Bergmann, 1948): c9c: = 0.87 + 1.12	ν1 + ν 																																																																																																																								(6.24) 
where cR stands for the Rayleigh wave speed, ct stands for the transverse wave speed and ν 
stands for Poisson’s ratio. It should be noted that this approximation is only accurate for linear 
elastic materials with positive Poisson’s ratios. 
In the case of thin plates with parallel free boundaries, longitudinal and transverse waves are 
combined into guided Lamb waves. Lamb waves are highly dispersive as their speed depends 
not only upon the properties of the medium in which they propagate but on frequency as well. 
In addition, Lamb waves propagate in two distinct forms known as symmetric and anti-
symmetric. The two modes of propagation are presented in Figure 6.4: 
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Figure 6.4: Asymmetric and symmetric Lamb waves (Source: NDT Resource centre, 
n.d.) 
Lamb waves are described by means of dispersion equations (6.25) and (6.26) (Rose, 1999): 
Symmetric modes: tan	(𝑞	𝑑)tan	(𝑝	𝑑) = − 4𝑘-𝑞	𝑝(𝑘- − 𝑞-)- 																																																																																																												(6.25) 
Anti-symmetric modes: tan(q	d)tan(p	d) = −(k- − q-)-4k-q	p 																																																																																																													(6.26) 
where: 
	q- = ω-c:- − k-																																																																																																																																		(6.27) 
p- = ω-c3- − k-																																																																																																																															
k = ωcZ																																																																																																																																																												 
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Here, d, k, cl, ct, cp and ω stand for the plate thickness, wavenumber, longitudinal wave speed, 
transverse wave speed, phase speed and circular frequency, respectively.  
The speed of a propagating guided Lamb wave (phase) cp can be calculated by means of 
equations (6.25) and (6.26) as a function of frequency. In the case of multiple guided Lamb 
waves interacting and propagating as a group their velocity cg, which is different than the 
phase velocity cp of each phase, can be calculated by means of equation (6.28) (Rose, 1999):  
cA = cZ- 	RcZ −	(f	d)	 d	cZd(f	d)T\> 																																																																																																				 (6.28) 
where d stands for the plate thickness and f stands for frequency.  
The solution of the dispersion equations leads to a set of wave dispersion curves that can then 
be plotted on a graph. The dispersion curves (cp – f) that were obtained through the LAMSS 
Waveform Revealer 3.0 software, for two steel plates of different thickness, are presented in 
Figures 6.5 and 6.6: 
 
Figure 6.5: Lamb waves - Dispersion curves for a 5mm thick steel plate. 
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Figure 6.6: Lamb waves - Dispersion curves for a 1mm thick steel plate. 
It can be seen that for a given frequency, the amount of possible propagation modes increases 
with thickness. Furthermore, and for frequencies below 500 kHz, only two propagation modes 
are present, namely the S0 (symmetric) and A0 (antisymmetric). S0 mode is considerably 
faster than A0, thus it would be the first to be captured by an acoustic sensor, in the case of 
acoustic emission monitoring.  
This can be seen in Figure 6.7, where the response of a piezoelectric sensor due to an acoustic 
event on a plate is represented. It should be noted that the X axis represents the time of arrival, 
whereas the Y axis shows the amplitude of the acoustic emission signal. Here the S0 mode is 
the first to arrive at the sensor, followed by A0, 60 µs later: 
 
Figure 6.7: The arrival of the S0 and A0 modes at a distant acoustic sensor. 
Lamb waves tend to attenuate when the plate is surrounded by liquid and as a result the 
dispersion curves can differ significantly. S0 and A0 modes however are not very dispersive 
in low frequencies and tend to be non-dispersive as frequency increases, thus they are ideal 
for the acoustic testing of plates under most conditions.  
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6.3 Acoustic emission sensing equipment 
A suitable sensing system had to be utilized, for acoustic emissions to be properly captured 
and processed. In its most basic form, such a system would consist of an acoustic sensor, a 
signal amplifier and a processing unit, either in the form of a computer or an oscilloscope. The 
operation of the acoustic sensor would be based on the piezoelectric effect, thus any induced 
mechanical stress would result into a measurable amount of electric charge.  The generated 
electric charge would then be amplified, captured and eventually get processed by either a 
computer or oscilloscope. 
These are the principles upon which, the acoustic emission sensing system that was utilized 
for the purposes of this study, was built. The sensing system is illustrated in Figures 6.8 and 
6.9: 
 
Figure 6.8: Acoustic emission sensing system – Illustration. 
 
Figure 6.9: Acoustic emission sensing system 
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In particular, the acoustic emission sensing system that was built consists of the following: 
• Acoustic – Piezoelectric Sensors 
• 40dB Signal Attenuator 
• 40dB Preamplifier with an 850 kHz High – Pass filter 
• Logarithmic Peak Detector (LPD) 
• NI DAQ (Data Acquisition System) 
• Computer  
 
Three acoustic – piezoelectric sensors, with different nominal frequencies were utilized in this 
study. Nominal frequency can be defined as the desired centre frequency of the piezoelectric 
crystal. In particular, the acoustic – piezoelectric sensors that were utilized along with the 
relevant nominal frequencies are the following: 
• Piezoelectric element in aluminium case – 600 kHz 
• Piezoelectric element in brass case – 150 kHz 
• PVDF film in brass case – 2 MHz 
 
Each of the acoustic sensors was mounted on the opposite to the exposed side of the test plates 
– specimens, on a designated area. This arrangement can be seen in Figure 6.10:  
 
Figure 6.10: Acoustic sensor mounted on the test plate – specimen. 
The acoustic sensors that were utilized can be seen in more detail in Figure 6.11. The 
piezoelectric crystal of the aluminium sensor can also be seen. 
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Figure 6.11: Top– PVDF and brass sensor, Bottom – Brass and aluminum Sensor along 
with its piezoelectric crystal sitting in its case 
All acoustic sensors were driven by the 40dB preamplifier, which was powered by a 28V 
power supply, whilst their signal was attenuated by means of the 40dB attenuator. The 
resulting acoustic signals were then passed through the logarithmic peak detector (LPD). The 
logarithmic peak detector essentially tracks the peaks (maximum amplitude) of the acoustic 
signal – waveform and holds them for an adjustable time frame ranging from 40µs to 1ms. As 
such, only signals related to major energy releasing events, instead of the whole waveform, 
are identified and captured whereas through the logarithmic conversion these events are 
instantly transformed into acoustic power units. The optimized signal from the logarithmic 
peak detector is driven though the NI DAQ at a sampling rate of 100 kHz to a computer, where 
it can be further processed.  
For comparison reasons, pre – LPD raw acoustic signals were also monitored at a high 
sampling rate through a Tektronix oscilloscope without the presence of either the LPD or the 
NI DAQ.  
In all cases the measurement uncertainty is also presented, which was calculated through the 
procedure that was described in Appendix G, for a 95% confidence level. 
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6.4 Tests prior to the acoustic measurements  
A series of tests were conducted prior to the acoustic measurements. These were similar to the 
mass loss measurements, in the sense that specimens were exposed to ultrasonically induced 
cavitation for a predetermined period of time. In this case, however, various test rig 
configurations were examined in order to find the transition point between non-erosive and 
erosive cavitation, always in terms of the resulting mass loss. Moreover, all test rig 
configurations leading to erosive cavitation were characterized in terms of intensity.  
As such, tests were conducted on grade DH36 steel specimens, exposed to ultrasonically 
induced cavitation for a period of two hours, whereas mass loss measurements were conducted 
every thirty minutes in order for cavitation to be characterized in terms of erosion-mass loss. 
Results are presented in Figure 6.12:  
 
Figure 6.12: Mass loss of grade DH36 steel for various test rig configurations 
It can be seen that cavitation ceases to be erosive for a power setting of 5% (50W) and a gap, 
between the specimen and the sonotrode tip, of the order of 4mm. By gradually reducing the 
gap and then increasing the power output of the sonotrode, cavitation becomes increasingly 
erosive as it can be seen in Figure 6.12. As a result, a cavitation erosion threshold was 
established (4mm-5%) for this particular test rig and material (grade DH36 steel). 
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
0.05
M
as
s l
os
s (
g)
Mass loss after 2 hours of cavitation exposure 
(Grade DH36 steel)
5% - 4mm
5% - 3mm
5% - 2mm
5% - 1mm
10% - 1mm
20% - 1mm
30% - 1mm
40% - 1mm
193 
 
6.5 Various test rig configurations, acoustic sensors and signal capturing method -
Details 
Cavitation related acoustic emissions originating from grade DH36 steel are initially 
examined. Specimens are exposed to ultrasonically induced cavitation under various test rig 
configurations, as per the procedure described in subchapter 6.4.  
In particular, the various test rig configurations that were examined, in terms of the power 
output of the sonotrode and the gap between the sonotrode tip and the specimen, are: 
• 75% (750W) sonotrode power output and 1 mm gap 
• 50% (500W) sonotrode power output and 1 mm gap 
• 40% (400W) sonotrode power output and 1 mm gap 
• 30% (300W) sonotrode power output and 1 mm gap 
• 20% (200W) sonotrode power output and 1 mm gap 
• 10% (100W) sonotrode power output and 1 mm gap 
• 5% (50W) sonotrode power output and 1 mm gap 
• 5% (50W) sonotrode power output and 2 mm gap 
• 5% (50W) sonotrode power output and 3 mm gap 
• 5% (50W) sonotrode power output and 4 mm gap (non – erosive configuration) 
 
The acoustic emissions of the exposed grade DH36 steel specimens, in relation to each one of 
the aforementioned test rig configurations, were captured by means of three different acoustic 
sensors (aluminium, brass, PVDF) and will be presented in sub-chapter 6.6. Moreover, various 
sampling rates as well as two different sensing systems are examined. 
 More specifically the different sensing configurations that are utilized are the following: 
1.Logarithmic peak detector and NI DAQ sensing system (LPD) 
Aluminium sensor: 
• 100 kHz sampling rate and 40 µs hold time frame. 2.5s – 250000 Data points duration 
• 25 kHz sampling rate and 40 µs hold time frame. 10s – 250000 Data points duration 
• 1.25 kHz sampling rate and 1 ms hold time frame. 200s – 250000 Data points duration 
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Brass sensor: 
• 100 kHz sampling rate and 40 µs hold time frame. 2.5s – 250000 Data points duration 
• 25 kHz sampling rate and 40 µs hold time frame. 10s – 250000 Data points duration 
• 1.25 kHz sampling rate and 1 ms hold time frame. 200s – 250000 Data points duration 
 
PVDF sensor: 
• 100 kHz sampling rate and 40 µs hold time frame. 2.5s – 250000 Data points duration 
• 25 kHz sampling rate and 40 µs hold time frame. 10s – 250000 Data points duration 
• 1.25 kHz sampling rate and 1 ms hold time frame. 200s – 250000 Data points duration 
 
2. Tektronix oscilloscope based sensing system (TO) 
All sensors (Aluminum, Brass, PVDF). 0.04s – 1250000 Data points duration 
31.3 MHz sampling rate - Raw acoustic waveform obtained 
Acoustic emissions obtained through the two different sensing systems, in the form of electric 
signals, were further processed by means of an Excel-based software. Processed acoustic data 
was then plotted onto distribution graphs, categorized accordingly with regards to the signal 
capturing method and the sensor type as well as the different test rig configurations. 
In particular, the sonotrode was operated for five minutes, prior to each acoustic measurement, 
in order for a local equilibrium to be established. Acoustic emissions captured in the form of 
electric signals were then converted into acoustic power units (dB) by means of the linear 
equation (6.29), provided by the manufacturer of the logarithmic peak detector and NI DAQ 
sensing system: Y = 44.035X − 9.7032																																																																																																																	(6.29) 
where Y represents the acoustic emission signal in terms of acoustic power units (dB) and X 
represents the acoustic signal in terms of voltage (V).  
In the case of the Tektronix oscilloscope, however, the logarithmic equation (6.30) was 
utilized for the conversion of raw electric signals into acoustic power units: 
Y = 20	 log>& V2V1																																																																																																																													(6.30) 
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where Y represents the acoustic emission signal in terms of acoustic power units (dB), V2 
stands for the acoustic emission signal in terms of Voltage (V) and V1 stands for the reference 
input voltage of the preamplifier.  
In the case of the Tektronix oscilloscope-based system, a fast Fourier transform (FFT) analysis 
was also performed with regards to the raw acoustic signals in order for any identifiable 
resonances to be documented. Results are presented in the following subchapter. 
6.6 Cavitation related acoustic emissions (grade DH36 steel) - Results 
1.Logarithmic Peak Detector and NI DAQ sensing system (LPD) 
Aluminium sensor (± 0.007 dB) – 100 kHz – 40 µs. Figures 6.13, 6.14 and 6.15. 
 
Figure 6.13: AE Distribution (4mm–5%, 3mm–5%, 2mm–5% and 1mm–5%) 
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Figure 6.14: AE Distribution (1mm–5%, 1mm–10%, 1mm–20% and 1mm–30%) 
 
 
Figure 6.15: AE Distribution (1mm–30%, 1mm–40%, 1mm–50% and 1mm–75%) 
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Aluminium sensor (± 0.007 dB) – 25 kHz – 40 µs. Figures 6.16, 6.17 and 6.18. 
 
Figure 6.16: AE Distribution (4mm–5%, 3mm–5%, 2mm–5% and 1mm–5%) 
 
 
Figure 6.17: AE Distribution (1mm–5%, 1mm–10%, 1mm–20% and 1mm–30%) 
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Figure 6.18: AE Distribution (1mm–30%, 1mm–40%, 1mm–50% and 1mm–75%) 
 
Aluminium sensor (± 0.007 dB) – 1.25kHz – 1 ms. Figures 6.19, 6.20 and 6.21. 
 
Figure 6.19: AE Distribution (4mm–5%, 3mm–5%, 2mm–5% and 1mm–5%) 
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Figure 6.20: AE Distribution (1mm–5%, 1mm–10%, 1mm–20% and 1mm–30%) 
 
 
Figure 6.21: AE Distribution (1mm–30%, 1mm–40%, 1mm–50% and 1mm–75%) 
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Brass sensor (± 0.001 dB) – 100 kHz – 40 µs. Figures 6.22, 6.23 and 6.24. 
 
Figure 6.22: AE Distribution (4mm–5%, 3mm–5%, 2mm–5% and 1mm–5%) 
 
 
Figure 6.23: AE Distribution (1mm–5%, 1mm–10%, 1mm–20% and 1mm–30%) 
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Figure 6.24: AE Distribution (1mm–30%, 1mm–40%, 1mm–50% and 1mm–75%) 
 
Brass sensor (± 0.001 dB) – 25 kHz – 40 µs. Figures 6.25, 6.26 and 6.27. 
 
Figure 6.25: AE Distribution (4mm–5%, 3mm–5%, 2mm–5% and 1mm–5%) 
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Figure 6.26: AE Distribution (1mm–5%, 1mm–10%, 1mm–20% and 1mm–30%) 
 
 
Figure 6.27: AE Distribution (1mm–30%, 1mm–40%, 1mm–50% and 1mm–75%) 
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Brass sensor (± 0.001 dB) – 1.25 kHz – 1 ms. Figures 6.28, 6.29 and 6.30. 
 
Figure 6.28: AE Distribution (4mm–5%, 3mm–5%, 2mm–5% and 1mm–5%) 
 
 
Figure 6.29: AE Distribution (1mm–5%, 1mm–10%, 1mm–20% and 1mm–30%) 
10
100
1000
10000
100000
50 55 60 65 70 75 80 85 90 95 100
D
at
a 
Po
in
ts
Amplitude (dB)
AE Distribution - Grade DH36 Steel - Brass 
Sensor - 1.25 kHz - 1 ms (1)
4mm-5% 3mm-5%
2mm-5% 1mm-5%
Moving Average (4mm-5%) Moving Average (3mm-5%)
Moving Average (2mm-5%) Moving Average (1mm-5%)
10
100
1000
10000
100000
50 55 60 65 70 75 80 85 90 95 100
D
at
a 
Po
in
ts
Amplitude (dB)
AE Distribution - Grade DH36 Steel - Brass 
Sensor - 1.25 kHz - 1 ms (2)
1mm-5% 1mm-10%
1mm-20% 1mm-30%
Moving Average (1mm-5%) Moving Average (1mm-10%)
Moving Average (1mm-20%) Moving Average (1mm-30%)
204 
 
 
Figure 6.30: AE Distribution (1mm–30%, 1mm–40%, 1mm–50% and 1mm–75%) 
 
PVDF sensor  (± 0.016 dB) – 100 kHz – 40 µs. Figures 6.31,6.32 and 6.33. 
 
Figure 6.31: AE Distribution (4mm–5%, 3mm–5%, 2mm–5% and 1mm–5%) 
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Figure 6.32: AE Distribution (1mm–5%, 1mm–10%, 1mm–20% and 1mm–30%) 
 
 
Figure 6.33: AE Distribution (1mm–30%, 1mm–40%, 1mm–50% and 1mm–75%) 
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PVDF sensor (± 0.016 dB) – 25 kHz – 40 µs. Figures 6.34, 6.35 and 6.36. 
 
Figure 6.34: AE Distribution (4mm–5%, 3mm–5%, 2mm–5% and 1mm–5%) 
 
 
Figure 6.35: AE Distribution (1mm–5%, 1mm–10%, 1mm–20% and 1mm–30%) 
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Figure 6.36: AE Distribution (1mm–30%, 1mm–40%, 1mm–50% and 1mm–75%) 
 
PVDF sensor (± 0.016 dB) – 1.25 kHz – 1 ms. Figures 6.37, 6.38 and 6.39. 
 
Figure 6.37: AE Distribution (4mm–5%, 3mm–5%, 2mm–5% and 1mm–5%) 
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Figure 6.38: AE Distribution (1mm–5%, 1mm–10%, 1mm–20% and 1mm–30%) 
 
 
Figure 6.39: AE Distribution (1mm–30%, 1mm–40%, 1mm–50% and 1mm–75%) 
Acoustic emissions captured by means of the logarithmic peak detector and the NI DAQ 
appear to exhibit analogous patterns with regards to the different test rig configurations and 
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the corresponding cavitation. In particular, the amplitudes of the measured acoustic emissions 
for power settings higher than 30% (300W) were of similar order, always with regards to a 
particular sensor and sampling rate. In contrast, the largest variations with regards to amplitude 
were measured for power settings ranging between 5% (50W) and 30% (300W) and a gap of 
1mm, for all sensors and sampling rates. Finally, with regards to acoustic emissions related to 
the transition point between ‘non-erosive’ and ‘erosive’ cavitation, this is mostly evident when 
a sampling rate of 100 kHz is utilized, allowing for collapsing events that are directly related 
to the operating frequency (20 kHz) of the sonotrode to be captured whereas for lower rates 
some higher energy yet slower events become more evident and as a result curves come closer 
together. One of course should also consider the parameter of the sensor itself, as it appears 
that the characteristics of the aluminium sensor in conjunction with the appropriate sampling 
rate offer clearer resolution of the resulting signals in comparison to other sensors. 
The key points regarding the behaviour of the acoustic sensors in conjunction with the 
logarithmic peak detector and the NI DAQ are the following: 
Aluminium sensor with logarithmic peak detector and NI DAQ: 
- AE amplitudes ranging between 55 and 98 dB. 
- AE distribution curves are more dispersed for power settings ranging between 5% (50W) 
and 30% (300W). Dispersion is more pronounced for low sampling rates. 
- The transition point between ‘non-erosive’ and ‘erosive’ cavitation is only detectable, in 
terms of AE, for a sampling rate of 100 kHz (85 dB). Lower sampling rates lead to almost 
identical distribution curves and amplitudes. 
Brass sensor with logarithmic peak detector and NI DAQ: 
- AE amplitudes ranging between 62 and 100 dB. 
- AE distribution curves for power settings higher than 30% (300W) are almost identical to 
each other whereas they are not as dispersed as in the aluminium sensor case for instance, 
for power settings ranging between 5% (50W) and 30% (300W). 
- The transition point between ‘non-erosive’ and ‘erosive’ cavitation is detectable for all 
sampling rates (93 to 96 dB), although in comparison to the aluminium sensor, distribution 
curves are not as dispersed and as such the transition point is not as apparent. 
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PVDF sensor with logarithmic peak detector and NI DAQ: 
- AE amplitudes ranging between 32 and 70 dB. 
- AE distribution curves for power settings higher than 30% (300W) are almost identical to 
each other, whereas they are more dispersed for power settings ranging between 5% (50W) 
and 30% (300W), similarly to the other sensors. 
- The transition point between ‘non-erosive and ‘erosive’ cavitation is only detectable for 
sampling rates of 100 kHz and 1.25 kHz and is of the order of 57 and 60 dB, respectively. 
In the case of the former frequency, however, distributions curves are not as dispersed thus 
it is not clear whether the transition point corresponds to ‘light erosion’ or not. 
 
2. Tektronix Oscilloscope based sensing system (TO) 
Aluminum sensor (± 0.007 dB) – 31.3 MHz. Figures 6.40, 6.41, 6.42 and 6.43. 
 
Figure 6.40: AE Distribution (4mm–5%, 3mm–5%, 2mm–5% and 1mm–5%) 
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Figure 6.41: AE Distribution (1mm–5%, 1mm–10%, 1mm–20% and 1mm–30%) 
 
Figure 6.42: AE Distribution (1mm–30%, 1mm–40%, 1mm–50% and 1mm–75%) 
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Figure 6.43: FFT – Aluminium Sensor – DH36 steel (4mm-5%, 3mm-5%, 1mm-5%, 
1mm-50%). 
Brass sensor (± 0.001 dB) – 31.3 MHz. Figures 6.44, 6.45, 6.46 and 6.47. 
 
Figure 6.44: AE Distribution (4mm–5%, 3mm–5%, 2mm–5% and 1mm–5%) 
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Figure 6.45: AE Distribution (1mm–5%, 1mm–10%, 1mm–20% and 1mm–30%) 
 
 
Figure 6.46: AE Distribution (1mm–30%, 1mm–40%, 1mm–50% and 1mm–75%) 
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Figure 6.47: FFT – Brass Sensor – DH36 steel (4mm-5%, 3mm-5%, 1mm-5%, 1mm-
50%). 
PVDF sensor (± 0.016 dB) – 31.3 MHz. Figures 6.48, 6.49, 6.50 and 6.51. 
 
Figure 6.48: AE Distribution (4mm–5%, 3mm–5%, 2mm–5% and 1mm–5%) 
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Figure 6.49: AE Distribution (1mm–5%, 1mm–10%, 1mm–20% and 1mm–30%) 
 
 
Figure 6.50: AE Distribution (1mm–30%, 1mm–40%, 1mm–50% and 1mm–75%) 
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Figure 6.51: FFT – PVDF Sensor – DH36 steel (4mm-5%, 3mm-5%, 1mm-5%, 1mm-
50%). 
 
A different range of results was obtained, when acoustic emissions were captured by means 
of the Tektronix oscilloscope-based system at a sampling rate of 31.3 MHz. In this case, 
acoustic emission distribution curves are more dispersed for different gaps whereas they tend 
to come closer and become identical for a steady gap of 1mm and different power settings. 
This is due to the high sampling rate not allowing high energy collapsing events than normally 
appear at lower rates to be captured. It is also noteworthy that the transition point between 
‘non-erosive’ and ‘erosive’ cavitation is evident for all sensors, although not as clearly as with 
the previous method. In addition, the appearance of the AE distributions is entirely different 
in comparison to the previous method (logarithmic peak detector and NI DAQ), mainly 
because they consist of raw acoustic signals instead of the waveform peaks solely. In terms of 
amplitudes, however, all sensors exhibited a similar to the previous method behaviour in the 
sense that the stronger acoustic signals were obtained when measurements were conducted 
with the brass sensor, followed by the aluminium sensor and finally the PVDF sensor.  
The key points regarding the behaviour of the acoustic sensors in conjunction with the 
Tektronix oscilloscope, for a variety of test rig configurations, are the following: 
Aluminium sensor with Tektronix oscilloscope: 
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- AE amplitudes ranging between 40 dB (preamplifier gain) and 88 dB. 
- AE distribution curves are identical for different power settings and a steady gap (1mm). In contrast, 
AE distribution curves are more dispersed around the transition point between ‘non-erosive’ and 
‘erosive’ cavitation. 
- The transition point between ‘non-erosive’ and ‘erosive’ cavitation is of the order of 85 dB, similar 
to the value that was obtained with the previous method.  
Brass sensor with Tektronix oscilloscope: 
- AE amplitudes ranging between 40 dB (preamplifier gain) and 88 dB. 
- AE distribution curves are similar to the aluminium sensor, thus they appear to be identical for 
different power settings and dispersed for different gaps. 
- The transition point between ‘non-erosive’ and ‘erosive’ cavitation is 88 dB in contrast to the range 
of 93 - 96 dB that was obtained though the previous method. 
- Interestingly, amplitudes would not change, above the transition point. 
PVDF sensor with Tektronix oscilloscope: 
- AE amplitudes ranging between 40 dB (Preamplifier gain) and 71 dB. 
- Similarly to the other sensors, AE distribution curves are identical for different power settings and 
dispersed for different gaps. 
- The transition point between ‘non-erosive’ and ‘erosive’ cavitation is 69 dB in contrast to the range 
of 57 to 60 dB that was obtained though the previous method. 
Finally, a fast Fourier transform (FFT) analysis was performed on raw acoustic signals, that 
were obtained by means of all acoustic sensors in conjunction with the Tektronix oscilloscope. 
Results indicate that a 19.5 kHz resonance, along with its harmonics, is apparent in all cases 
and is possibly related to the ultrasonic transducer as it matches its operating frequency. 
Interestingly, the amplitude of that resonance varies with cavitation intensity. 
Another interesting region of the FFT spectra lies between 600 kHz and 1.8 MHZ. Resonances 
within that region are related to the sensors themselves and essentially consist of natural 
frequencies that are excited by cavitation activity. In addition, resonances within that region 
are further amplified by the preamplifier, of which the high-pass filter has a cut-off frequency 
of 850 kHz. Furthermore, and similarly to the 19.5 kHz resonance, the amplitude of those 
resonances appears to be directly influenced by the test rig configuration, hence the resulting 
cavitation intensity, although in this case amplitude differences are even higher. 
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Finally, it can be seen that the amplitudes of the recorded resonances on the FFT graphs vary 
with regards to the acoustic sensor type that was utilized. In this context, the strongest 
amplitudes were obtained for the brass sensor followed by the aluminium sensor and the PVDF 
sensor, similarly to the previously reported acoustic emissions measurements.  
6.7 Cavitation related acoustic emissions (all alloys) - Comparison 
Acoustic emission (AE) measurements were also conducted with regards to stainless steel 254 
and cupronickel 70-30. Similarly to the tests that were conducted on grade DH36 steel, some 
preliminary mass loss measurements were conducted, in order for the transition point between 
‘non-erosive’ and ‘erosive’ cavitation to be found for each of the examined alloys. Mass loss 
results for cupronickel 70-30 and stainless steel 254 can be seen in Figure 6.52 and 6.53: 
 
Figure 6.52: Mass loss of cupronickel 70 -30 for various test rig configurations 
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Figure 6.53: Mass loss of stainless steel 254 for various test rig configurations 
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acoustic emissions were captured by means of the brass and PVDF sensor, was either not 
evident or rather difficult to be identified due to the indeterminate with respect to power 
settings appearance of the distribution curves. It should be noted that a sampling rate of 100 
kHz would have to be utilized in the case of aluminium sensor, in order for the transition point 
to be identified whereas for all other sampling rates curves are identical, similarly to the other 
sensors. It appears that a sampling rate of 100 kHz allows for collapsing events directly related 
to the operating frequency of the sonotrode (20 kHz) to be identified and is a good match to 
the unique characteristics of the particular sensor in the sense that a clear resolution of the 
measured acoustic emissions is offered under those conditions.  
Finally, with regards to the signal capturing system, acoustic emissions were captured by 
means of the logarithmic peak detector and NI DAQ the reason being that, only the peaks of 
the resulting waveform are captured and amplified this way, instead of the whole raw signal. 
The benefits of this method can be seen in the resolution of the resulting acoustic emission 
distribution curves which is much clearer in comparison to the Tektronix oscilloscope method. 
Comparative results for all alloys can be seen in Figures 6.54, 6.55 and 6.56 (± 0.007 dB at a 
95 % confidence level): 
 
Figure 6.54: AE Distribution - Grade DH36 steel 
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Figure 6.55: AE Distribution – Cupronickel 70-30 
 
Figure 6.56: AE Distribution – Stainless steel 254 
It appears that, the transition point between ‘non-erosive’ and ‘erosive’ cavitation can be 
clearly identified for all alloys. In particular, the transition point for grade DH36 steel is 85 
dB, whereas the corresponding values for cupronickel 70-30 and stainless steel 254 are 89 and 
1
10
100
1000
10000
100000
50 55 60 65 70 75 80 85 90 95 100
D
at
a 
Po
in
ts
Amplitude (dB)
AE Distribution - Cupronickel 70-30 -
Aluminium Sensor (± 0.007 dB) - 100 kHz-40 µs
4mm-5% (No erosion) 3mm-5% (Light erosion)
1mm-5% (Medium erosion) 1mm-50% (High erosion)
1
10
100
1000
10000
100000
50 55 60 65 70 75 80 85 90 95 100
D
at
a 
Po
in
ts
Amplitude (dB)
AE Distribution - Stainless Steel 254-
Aluminium Sensor (± 0.007 dB) - 100 kHz-40 µs
2mm-5% (No erosion) 1mm-5% (Light erosion)
1mm-30% (Medium erosion) 1mm-75% (High erosion)
222 
 
91 dB, respectively. Moreover, the acoustic emission amplitude for the ‘non-erosive’ 
configuration, is of the order of 84 dB for grade DH36 steel, 86 dB for cupronickel 70-30 and 
90 dB for stainless steel 254. Finally, it appears that, test rig configurations leading to 
cavitation of high intensity, are clearly represented by means of the relevant acoustic emission 
distribution curves, for all alloys. 
The observed variations between different alloys, in terms of acoustic emission power, can be 
attributed to their dissimilar microscopic structure and mechanical properties. As such it 
appears that, for an acoustic sensing system to be properly calibrated and for acoustic emission 
measurements to be conducted accurately one has to consider not only the properties of the 
system, such as the acoustic sensor type and the sampling rate, but the properties of the 
material to be measured as well. Nevertheless, once an initial calibration, taking into 
consideration all parameters, has been made, the measured acoustic emissions can give 
valuable information with regards to cavitation intensity and even the resulting erosion, in the 
cases where the relevant data is available. 
6.8 Conversion of acoustic emissions into stress- Principles 
Acoustic emissions are defined as the elastic stress waves that, originate from rapid energy 
releasing events inside a material due to applied stress. Considering that the generated electric 
charge from a piezoelectric acoustic sensor, that is attached on the material, is proportional to 
the amplitude of those elastic waves and assuming that an initial calibration has been 
performed, be means of using a known load on the surface of the examined material, one can 
translate acoustic emission signals (voltage) into applied stress values. For materials of which 
the mechanical properties are known, the conversion of acoustic emissions into the 
corresponding applied stress values, can stand as a valuable tool for erosion estimation. 
Acoustic sensors essentially consist of piezoelectric elements, thus any applied force or 
incoming stress wave results into the generation of electric charge. The amount of electric 
charge that is generated is strictly proportional to the applied force whereas the behaviour of 
the piezoelectric crystal is linear, thus when the input force is doubled the resulting electrical 
signal will also double. The ratio (output voltage) / (input force) can be defined as the 
sensitivity of the sensor which is constant for most piezoelectric elements with regards to a 
broad range of applied forces. 
In order for the linear behaviour of the piezoelectric sensor to be utilized properly, however, 
an accurate initial calibration is required, for the sensitivity of the sensor in the specific 
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application to specified. This essentially consists of the relationship between the induced load 
– applied stress on the examined material, which is then released from it in the form of elastic 
stress waves, and the output voltage of the attached sensor, therefore a known load must be 
induced on the surface of the examined material. 
One of the most common calibration methods is based on the fracture of a 0.5mm diameter 
2H graphite lead on the surface of the examined material at an angle of 45º with the acoustic 
sensor attached on the opposite side. The pencil lead break is known as a Hsu – Nielsen source 
and is regarded as a fast, accurate and reproducible means of conducting initial calibration that 
is very representative of real AE sources.  In particular, the pencil lead fracture induces rapid 
energy releasing events inside the material, due to the applied stress, which then excite the 
sensor and produce electric charge. The force required for the fracture of a 2mm long and 0.5 
mm wide 2H graphite lead is 1 N and is regarded as a single H-N unit. Considering that the 
contact area at the tip of the pencil is approximately 2x10-8 m2, a single H-N unit equals to an 
induced mechanical stress of the order of approximately 0.05 GPa.  
As such, during the initial calibration of each sensor using a Hsu – Nielsen source, the 
maximum amplitude of the resulting acoustic emission signal (voltage), related to the main 
energy releasing event, is noted and assigned to the already calculated applied stress (0.05 
GPa). It should be noted that the resulting signal is composed of many different energy 
releasing events, as a result of the pencil induced stress, of which the amplitude is significantly 
lower than the main event’s and as such they are neglected.   
Cavitation is characterized by numerous imploding cavities that induce stress on the surface 
of the exposed material thus the generated acoustic emissions, in the form of electrical signals 
from the attached sensor, essentially represent energy releasing events from that material. 
These events are either the result of individually or collectively imploding cavities. 
Considering the numerous implosions that characterize cavitation, however, one can assume 
that each acquired voltage – energy releasing event is essentially induced by means of 
collectively collapsing cavities. Based on the linear behaviour of the piezoelectric element and 
considering that, the relationship between an applied stress on the surface that results into an 
event which then excites the sensor, and the acquired voltage, is known from the initial 
calibration, one can assign each captured voltage into a cavitation induced applied stress value.  
Acoustic emission signals caused by cavitation, however, are much richer and denser 
compared to the ones from the initial calibration, due to the numerous imploding cavities on 
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the surface of the material inducing several energy releasing events inside the material. One 
could therefore describe cavitation impact as a series of numerous and in many cases 
simultaneous pencil lead fractures of different amplitudes, in the sense that the variety of the 
collapsing cavities in terms of impact force and contact area results into energy releasing 
events of varying amplitudes inside the material. Nevertheless, those acoustic emission signals 
will be translated into induced applied stresses but instead of examining each stress value 
individually, which was the case for the initial calibration, the distribution of them will be 
calculated and studied. 
6.9 Conversion of acoustic emissions to stress- Procedure and results- Grade DH36 
steel 
Acoustic emission signals were captured by means of three different acoustic sensors, 
similarly to the former acoustic emission measurements. In particular, the following were 
utilized: 
• Aluminium sensor 
• Brass sensor 
• PVDF sensor 
Acoustic emission signals were captured by means of two sensing systems, namely: 
• A logarithmic peak detector and a NI DAQ at a sampling rate of 100 kHz and a 40 µs time hold 
frame, for which the transition point between ‘non-erosive’ and ‘erosive’ cavitation was identifiable 
for all acoustic sensors. 
• A Tektronix oscilloscope at a sampling rate of 31.3 MHz. 
All data was further processed and converted into the corresponding stress distributions by 
means of an Excel – based software. Results are presented below, categorized with regards to 
the sensing system and the sensor type. 
1.Logarithmic Peak Detector and NI DAQ sensing system (LPD) 
Four test rig configurations were examined as follows: 
• 4mm gap and a 5% (50W) sonotrode power output – “No erosion” after 2 hours. 
• 3mm gap and a 5% (50W) sonotrode power output – Light erosion after 2 hours. 
• 1mm gap and a 5% (50W) sonotrode power output – Medium erosion after 2 hours. 
• 1mm gap and a 50% (500W) sonotrode power output – High erosion after 2 hours. 
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The logarithmic peak detector essentially tracks the peaks (maximum amplitude) of the 
acoustic waveform and holds them for an adjustable time frame of 40µs to 1ms. As such, only 
the maximum amplitudes (peaks) related to energy releasing events, instead of the whole raw 
waveform, are identified and captured.  
Due to the nature of the logarithmic peak detector, however, those amplitude peaks (voltages) 
are logarithmically converted inside the unit. This happens, so that signals can be converted 
into the relevant acoustic power (dB) units by means of the linear equation (6.29) that was 
mentioned in sub-chapter 6.6, as follows: Y = 44.035X − 9.7032																																																																																																																(6.29)	 
Which is an equation of the form: 			Y = A		X + B							  
where Y is the acoustic power (dB), X is the logarithmically converted amplitude (V) and A (= 
44.035), B (= 9.7032) are constants provided by the initial calibration of the unit. 
Conversion of voltages into stresses however, is based on the linear behavior of the 
piezoelectric elements. As such, only a linear range of amplitudes can be used for this 
conversion instead of the logarithmic output of the logarithmic peak detector. Therefore, the 
logarithmically converted range of peak amplitudes was converted to the equivalent linear one 
by means of equation (6.31) on which the unit’s logarithmic conversion is based: 
X = C		ln M VVrP																																																																																																																																	(6.31) 
Or, 
V = exp	 6¶x + lnVr;																													                                                                             
where X is the logarithmically converted amplitude, V is the raw linear amplitude, C the 
characteristic conversion constant of the unit that was calculated by measuring the signal 
before - after the logarithmic peak detector and Vr the input voltage of the preamplifier (0.0001 
V). 
By applying a load on the surface of one of the sensors, by means of a Hsu – Nielsen source, 
and by measuring the maximum amplitude of the resulting acoustic emission signal, before - 
after the logarithmic peak detector, the constant C was identified and was of the order of 0.25. 
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Afterwards, once peak acoustic emission signals from the logarithmic peak detector were 
converted into the corresponding linear values, they were further converted into stresses by 
means of the linear equation (6.32): σ = K	V																																																																																																																																												(6.32) 
where Ks is the applied stress on the material’s surface – generated electric charge coefficient 
of each sensor found from the initial calibration, V is the acquired linear peak voltage and σ is 
the corresponding applied stress. Initial calibration using the Hsu-Nielsen source (0.05 GPa 
stress pulse) provided the Κs constant for each one of the sensors. 
A 100 KHz sampling rate and a 40 µs time frame were chosen for this study, as these were the 
only DAQ settings for which the transition point between ‘non-erosive’ and erosive cavitation 
was identifiable for all sensors. Stress data were plotted onto amplitude distribution graphs, 
and are presented in Figures 6.57, 6.58 and 6.59. The measurement uncertainty, at a 95% 
confidence level, is also plotted onto the graphs. 
 
Figure 6.57: Stress distribution for grade DH36 steel. Aluminium sensor (LPD) 
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Figure 6.58: Stress distribution for grade DH36 steel. Brass sensor (LPD) 
 
Figure 6.59: Stress distribution for grade DH36 steel. PVDF sensor (LPD) 
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2. Tektronix Oscilloscope based sensing system (TO) 
Four different test rig configurations were also examined in the case of the Tektronix 
oscilloscope-based system as follows: 
• 4mm gap and a 5% (50W) sonotrode power output – “No erosion” after 2 hours. 
• 3mm gap and a 5% (50W) sonotrode power output – Light erosion after 2 hours. 
• 1mm gap and a 5% (50W) sonotrode power output – Medium erosion after 2 hours. 
• 1mm gap and a 50% (500W) sonotrode power output – High erosion after 2 hours. 
In this case, however, only raw acoustic emission signals were captured. As such, considering 
the linear nature of the piezoelectric elements, no conversion similar to the one conducted for 
the logarithmic peak detector – based system was required. Linear raw acoustic signals were 
directly converted into stress by means of the linear equation (6.32): σ= K	V																																																																																																																																													(6.32) 
where Ks is the applied stress on the material’s surface – generated electric charge coefficient 
of each sensor, V is the linear voltage and σ is the induced stress. Initial calibration using the 
Hsu-Nielsen source (0.05 GPa stress pulse) provided the Κs constant for each sensor. 
Similarly to the previous method, applied stress values were plotted onto amplitude 
distribution graphs and are presented in Figures 6.60, 6.61 and 6.62, along with the 
measurement uncertainty at a 95% confidence level. 
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Figure 6.60: Induced stress distribution for grade DH36 steel. Aluminium sensor (TO) 
 
Figure 6.61: Induced stress distribution for grade DH36 steel. Brass sensor (TO) 
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Figure 6.62: Induced stress distribution for grade DH36 steel. PVDF sensor (TO) 
The importance of Figures 6.57 through to 6.62 is that they show that it is possible to 
distinguish between a cavitation scenario which is ‘non – erosive’ or erosive, similarly to the 
former acoustic power measurements. However, it appears from the results that the use of two 
different acoustic emission sensing systems – methods lead to a dissimilar range of stress 
distributions. Moreover, stress distribution data from the Tektronix oscilloscope method, was 
inconsistent between different sensors. Interestingly, distribution curves for the Tektronix 
oscilloscope – based system, appear to be following a sinusoidal pattern, whereas in the case 
of the logarithmic peak detector, curves are considerably smoother. 
More specifically, stress values for the logarithmic peak detector – based system ranged from, 
180-340 MPa for the aluminium sensor, 260-370 MPa for the Brass sensor and 240-420 MPa 
for the PVDF sensor. In this case, stress values are fairly close whilst all sensors appear to 
have essentially exhibited an almost linear behaviour with regards to the applied stresses. 
In contrast, stress values obtained by means of the Tektronix oscilloscope – based system 
ranged from, 350-800 MPa for the aluminium sensor, 600-880 MPa for the brass sensor and 
420-750 MPa for the PVFD sensor. Differences of that order, imply that the piezoelectric 
elements did not exhibit a linear behaviour with regards to the applied stresses, as it was 
expected. Considering that piezoelectric elements behave linearly for a broad range of 
frequencies and that each sensor was calibrated carefully by means of an identical source, it 
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was considered that such differences in the Tektronix oscilloscope – based system were due 
to the different characteristics of each piezoelectric element and the very high sampling rate. 
More specifically, it is a fact that the high natural frequencies of each sensor are excited by 
cavitation, thus the corresponding signals are essentially a combination of cavitation induced 
stress and resonances from each piezoelectric material. The use of a very high sampling 
frequency (31.3 MHz) in the oscilloscope method, therefore allowed for both types of signals 
to be captured.  
According to the manufacturer of the sensors, strong high-frequency resonances were to be 
expected from the piezoelectric elements in the region between 600 kHz and 3 MHz. In 
addition, the High Pass filter of the preamplifier allowed for frequencies above 850 KHz to be 
further amplified. In fact, strong resonances in the region between 600 kHz and 1.2 MHz are 
apparent on all FFT graphs, of which the amplitude and specific frequencies depend on the 
sensor type. It should also be noted that those frequencies were apparent even when the 
sonotrode was not operating whilst their amplitude gradually increased with cavitation 
intensity. The latter also applies for the 19.5 kHz component and its related components. 
It appears that signals obtained through the Tektronix oscilloscope – based system at a 
sampling rate of 31.3 MHz were essentially a combination of cavitation induced stresses and 
strong resonances from the sensors, as it can be seen in the FFT graphs in sub-chapter 6.6. 
This can explain why, although all sensors were calibrated with a known load, the resulting 
stress values varied significantly, thus their behaviour was not linear. It should also be noted 
that a 100 kHz sampling rate was also considered and tested with the Tektronix oscilloscope - 
based system, however the resulting signal was rather noisy and amplitude peaks could not be 
identified as accurately. As such it was decided that results obtained through the oscilloscope 
at very high sampling rates should be better utilized for fast Fourier transform (FFT) purposes. 
Sensors exhibited a linear behaviour and stress values were almost identical, however, when 
acoustic emission signals were captured through the logarithmic peak detector at a sampling 
rate of 100 kHz. It can be seen in the FFT graphs of sub-chapter 6.6 that for frequencies up to 
100 kHz only the operating frequency of the sonotrode (19.5 kHz) along with its harmonics is 
apparent. As a result, stress distributions, in this case, are much more representative of 
cavitation induced loading, free of sensor related resonances. In addition, the behaviour of 
grade DH36 steel against cavitation, in terms of erosion, was in good agreement with the stress 
values obtained through the logarithmic peak detector in relation to its mechanical properties.  
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In particular, the yield strength of grade DH36 steel is 350 MPa whereas its ultimate strength 
ranges from 490-620 MPa, the former being the stress level at which the material starts to 
behave plastically and the latter the stress level at which the material will fail or fracture under 
quasi – steady conditions. Another important parameter is the endurance limit of the material, 
which is the cyclic stress that can be applied to the material without causing fatigue failure 
which in the case of grade DH36 steel is half its ultimate strength thus 245-310 MPa.  
Results from the logarithmic peak detector – based system, indicate that stress values were 
just below the yield strength of DH36 steel (350 MPa), apart from the 1mm-50% configuration 
for which the obtained stresses were comparable (aluminium) or slightly exceeded this value 
(brass, PVDF). Moreover, results for all other test rig configurations including the ‘non 
erosive’ one, were comparable to the minimum endurance limit of steel (245 MPa). In 
particular stress values ranged from 180 to 260 MPa for the ‘non-erosive’ setting, whereas for 
the next ‘lightly erosive’ setting stress values ranged from 210 to 320 MPa, depending on the 
sensor type. Stress values generally increased with cavitation intensity whereas the maximum 
obtained stresses were of the order of 350 to 420 MPa. It should be noted that small variations 
between sensors indicate different sensitivity characteristics. Nevertheless, results are in good 
agreement with erosion - mass loss data, as well as the mechanical properties of the material 
whereas they also indicate the possible presence of fatigue failure in addition to plastic 
deformation and brittle fracture.  In this context, the aluminium sensor appears to offer a 
clearer resolution of stress distribution curves in comparison to the brass and PVDF sensor. 
6.10 Conversion of acoustic emissions to stress – Results – Cupronickel 70-30 and 
stainless steel 254 
The acoustic emissions of cupronickel 70-30 and stainless steel 254 were also converted into 
stresses, by means of an identical to the grade DH36 steel, procedure. Acoustic emission 
signals were only captured through the logarithmic peak detector – based system, however, as 
it was previously shown by measurements conducted on grade DH36 steel, that a clear 
resolution of the resulting stress distribution curves is offered whereas the obtained stress 
values are consistent and in good agreement with the actual erosion of the material and its 
mechanical properties, especially in comparison to the Tektronix oscilloscope – based system. 
It should also be noted that in this case, only the aluminium sensor was utilized as it was found 
to offer a clearer resolution of the resulting distribution curves in comparison to the other two 
sensors. 
Four test rig configurations were examined for cupronickel 70-30, as follows: 
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• 4mm gap and a 5% (50W) sonotrode power output – “No erosion” after 2 hours. 
• 3mm gap and a 5% (50W) sonotrode power output – Light erosion after 2 hours. 
• 1mm gap and a 5% (50W) sonotrode power output – Medium erosion after 2 hours. 
• 1mm gap and a 50% (500W) sonotrode power output – High erosion after 2 hours. 
In addition, four test rig configurations were examined for stainless steel 254, as follows: 
• 2mm gap and a 5% (50W) sonotrode power output – “No erosion” after 2 hours. 
• 1mm gap and a 5% (50W) sonotrode power output – Light erosion after 2 hours. 
• 1mm gap and a 30% (50W) sonotrode power output – Medium erosion after 2 hours. 
• 1mm gap and a 75% (500W) sonotrode power output – High erosion after 2 hours. 
Acoustic emission signals were converted into stresses by means of the procedure described 
in sub-chapter 6.9. Results are again plotted onto comparative amplitude distribution graphs.  
Stress distribution data for cupronickel 70-30 with regards to various test rig configurations is 
presented in Figure 6.63: 
 
Figure 6.63: Induced stress distribution for cupronickel 70-30. Aluminium sensor 
(LPD) 
The yield strength of cupronickel 70-30 is 130 MPa and its ultimate strength is 350 MPa. The 
endurance limit of copper alloys is approximately 0.4 times their ultimate strength, thus the 
relevant value in that case would be 140 MPa. It should be noted that this approximation is 
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optimal thus in general, real values could be even lower, mainly due to manufacturing flaws 
and cracks inside the material.  
In this case, stress values for the non-erosive setting (4mm - 5%) are well above the theoretical 
yield strength of the material (130 MPa) and endurance limit (140 MPa). This implies that a 
considerable amount of plastic deformation took place, although it didn’t result into 
measurable erosion – mass loss. In addition, fatigue fracture would possible occur if exposure 
was further prolonged, as the measured stresses are well above the endurance limit of the 
material. Stress values for the next ‘light erosion’ setting (3mm - 5%) are of the order of the 
ultimate strength (350 MPa) of the material. In this case, there was a small amount of 
measurable erosion – mass loss, thus a combination of plastic deformation and brittle fracture 
would be expected. The same applies for the next setting (1mm5%), for which the frequency 
of those stresses was even higher and as a result there was a considerable amount of 
measurable erosion. Finally, stresses were even higher for the last, most erosive, setting 
(1mm50%), implying the presence of significant brittle fracture in addition to plastic 
deformation. 
It should be noted that in the case of cupronickel 70-30, the measured stresses were at least 
100 MPa higher in comparison to grade DH36 steel, for all test rig configurations. Considering 
that, the induced cavitation forces were similar and that signals were captured by means of the 
same acoustic monitoring system, this difference could be attributed to the different structure 
of the materials. More specifically, it appears that the internal structure of cupronickel 70-30 
‘amplifies’ the resulting stress waves, possibly due to internal flaws and specific structural 
characteristics. In particular, the ASTM grain size number of cupronickel 70-30 and grade 
DH36 steel is 7 and 12 respectively, suggesting a considerable difference with regards to the 
size of their grains and their boundaries. Subsequently the crack propagation paths and speeds 
would differ significantly, as well as the possible stress amplifying points. One should also 
consider the possible internal flaws and cracks inside the materials that act as stress 
concentrators and amplifiers. In general, however, results for cupronickel 70-30 are in good 
agreement with mass loss measurements and optical observations. 
The stress distribution data of stainless steel 254 in relation to various test rig configurations 
is presented in Figure 6.64: 
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Figure 6.64: Induced stress distribution for stainless steel 254. Aluminium sensor 
(LPD) 
The mechanical properties of stainless steel 254 suggest that it can withstand high loads before 
failing, especially when compared to the other two examined alloys and this was also 
confirmed by mass loss measurements and optical observations. In particular, the yield 
strength of stainless steel 254 is 310 MPa whereas its ultimate strength is 690 MPa. The 
endurance limit of stainless steel is approximately half its ultimate strength thus the relevant 
value would be 345 MPa. It should be noted again that these values are essentially theoretical 
whereas the real values could be even lower, mainly due to imperfections and internal flaws.  
In the case of stainless steel 254, stress values for the non-erosive setting (2mm - 5%) were 
slightly above the yield strength of the material (345 MPa) and its endurance limit. This 
implies that although no erosion was apparent after two hours of exposure, both in visual and 
mass loss terms, the material would possibly fracture if exposed for a longer period. This could 
possibly be the case for the next light erosion setting (1mm - 5%) for which the amplitude of 
the resulting stresses was similar to the ‘no erosion’ setting, although at a higher frequency, 
thus light fatigue fracture could possibly be the cause of erosion. Stress values for the high 
intensity settings (1mm30% and 1mm75%) were well above the endurance limit of the 
material and its theoretical yield strength (415 MPa). This implies that a small amount of 
plastic deformation was possibly apparent in conjunction with fatigue and brittle, due to work 
– hardening, fracture. 
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It is noteworthy that again, the measured stresses were significantly higher than the ones 
measured for grade DH36 steel. Additionally, the amplitudes of those stresses were similar to 
cupronickel 70-30, although their behaviour in terms of erosion was dissimilar. This could 
again be attributed to the microscopic structure of the material as well as to presence of internal 
flaws and defects. In particular, the ASTM grain size number of stainless steel 254 is 6 thus 
comparable to cupronickel 70-30 (7), implying a similar structure in terms of grain size. On 
the other hand, the ASTM grain size number for grade DH36 steel is 12, representing a much 
smaller mean grain size.  
It appears that there is a connection between the mean grain size and the resulting stresses. 
This could be due to different crack propagation paths, as significant differences in both the 
length and structure of the grain boundaries could result into the stress inside the materials to 
be either amplified or attenuated. The length and structure of the grain boundaries could also 
be related to manufacturing-induced internal flaws and cracks acting as stress amplifiers. 
Nevertheless, the actual behaviour of the materials under loading is in good agreement with 
their mechanical properties in the sense that although the internal structure of the materials in 
terms of grain size is possibly related to the amplitude of the resulting stresses, their behaviour 
under loading, in terms of erosion – mass loss, is dependent upon their mechanical properties 
(yield strength, endurance limit) and consequently their composition. 
6.11 Fibre Bragg grating sensors (FBG) – Basic theory and applications 
Fibre Bragg gratings (FBG) are essentially optical sensors that reflect a specific wavelength 
of light, called the Bragg wavelength, and transmit all others. This is achieved by means of 
creating periodic variations to the refractive index of the fibre core (Meltz et al., 1989). In 
particular, the reflected Bragg wavelength is defined as follows: λ¡ = 2nw··Λ																																																																																																																																						(6.33) 
where λB stands for the Bragg wavelength, neff is the effective refractive index of the FBG and 
Λ is the grating period.  
The operation of a fibre Bragg grating optical sensor (FBG) can be seen in Figure 6.65: 
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Figure 6.65: The operation of a fibre Bragg grating sensor. (Source: National 
Instruments – NI, n.d.) 
The Bragg wavelength shift is the result of a strain and temperature change, as it can be seen 
in equation (6.34): Δλ¡λ¡ = (aº¡» + ξ)ΔΤ + (1 − ρw)Δε																																																																																												(6.34) 
where: 
• Δε is the change in strain. 
• ΔΤ is the change in temperature. 
• αFBG is the linear thermal coefficient of the fibre. 
• ξ is the thermos-optic coefficient. 
• ρe is the effective photo-elastic coefficient. 
 
The effective photo-elastic coefficient can be defined as follows: 
ρw = nw··-2 [p>- − ν(p>> + p>-)]																																																																																																				(6.35) 
where ν is the Poisson’s ratio and pij is the silica photo-elastic tensor component. 
As a reference, a fibre Bragg grating (FBG) with a Bragg wavelength of 1550 nm, exhibits a 
typical strain and temperature sensitivity of approximately 1.2 pm / microstrain and 13 pm / 
ºC, respectively (Rao, 1998). 
Fibre Bragg grating sensors have been used in a variety of applications relating to strain and 
temperature measurements (Udd, 1995; Morey et al., 1996; Lee, 2003; Kerrouche et al., 2009). 
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In particular fibre Bragg gratings have been extensively utilized as means of monitoring for 
civil structures, such as bridges (Tennyson et al., 2001; Lin et al., 2006) and reinforced 
concrete beams (Davis, 1997; Kalamkarov, 1999). FBG sensors have even been used in 
geodynamic studies (Ferraro and Natale, 2002) and marine applications (Liang et al., 2006; 
Majumber et al., 2008), although not as extensively. More recently FBG sensors were utilized 
for the analysis of the vibrational modes of propeller blades (Javdani et al., 2014). 
The utilization of fibre Bragg grating sensors for acoustic emission measurements has already 
been explored with promising results. (Hill, 2005; Nair and Cai, 2010). The main aim of this 
investigation however, is to explore whether fibre Bragg gratings can be utilized as means of 
cavitation induced erosion monitoring, by following a similar to the piezoelectric acoustic 
sensors procedure and towards that direction an FBG-based acoustic sensor, for cavitation 
related acoustic emission measurements, was developed in City, University of London. More 
details will be given in the following sub-chapters. 
6.12 Fibre Bragg grating sensors(FBG) – Preliminary tests 
A series of preliminary tests were performed in order for the capabilities of fibre Bragg 
gratings in relation to cavitation erosion detection to be explored. 
Fifteen fibre Bragg grating sensors were attached on a steel plate with a side length of 245 
mm, a width of 145 mm and a thickness of 5mm. The length of each of the attached FBG 
sensors ranged from 5 to 10 mm whereas the fibre diameter was of the order of 0.25 mm.  
The steel plate was placed inside a water tank, whilst cavitation was induced by means of the 
UIP 1000hd ultrasonic transducer by Hielscher, similarly to the other measurements. It should 
be noted that cavitation was induced on the opposite to the side where the fibre Bragg gratings 
were mounted. 
The test rig as well as the instrumentation layout can be seen in Figure 6.66: 
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Figure 6.66: Left – Attached FBG sensors layout, Right – Test rig. 
Signals from the fibre Bragg grating sensors were captured by means of the SM130 Optical 
Sensor Interrogator unit by Micron Optics, which is illustrated in Figure 6.67: 
 
Figure 6.67: SM130 Optical Sensor Interrogator unit. (Source: Micron Optics, n.d.). 
Signals from the fibre Bragg grating sensors were measured with regards to three different 
sonotrode placements (left, centre, right), with the sonotrode operating just above the steel 
plate surface, in the form of Bragg wavelength shifts caused by cavitation-induced stress and 
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strain. Those wavelength shifts were then visualized by means of the NI LabVIEW software 
and were plotted onto a coloured contour.  
Results are presented in Figure 6.68: 
 
 
Figure 6.68: Visualised wavelength shift of the sensors for different sonotrode positions. 
Top (Left – Right), Bottom – Centre. 
It can be seen through those figures, that cavitation activity can be successfully identified, by 
means of an array of multiple fibre Bragg grating acoustic sensors. In particular, the red 
circular areas of the contour represent the cavitation inducing sonotrode, where strain is 
induced and gets measured by the array of fibre Bragg grating sensors, in the form of Bragg 
wavelength shifts.  
Results are promising and indicate that cavitation activity can at least be successfully identified 
and localized using fibre Bragg grating (FBG) sensors. 
The use of fibre Bragg gratings as means of cavitation erosion monitoring, in a similar to the 
piezoelectric sensors way, is further explored in sub-chapter 6.13. 
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6.13 Fibre Bragg grating sensors (FBG) – Acoustic emission tests 
In addition to cavitation localization testing based on cavitation-induced strain, the use of fibre 
Bragg gratings as means of acoustic emission monitoring was also explored. Towards that 
direction, a single fibre Bragg grating sensor was attached on the opposite to the exposed side 
of each specimen (grade DH36 steel), similarly to the previously tested piezoelectric sensors. 
Signal interrogation was based on the optical demodulation method, where a narrow band light 
is reflected from the fibre Bragg grating to an optical filter. The intensity of the light, that is 
transmitted through the optical filter, is correlated to acoustic emission pressure on the fibre 
Bragg grating sensor (Perez, 2001).  
The fibre Bragg grating – based acoustic emission sensing system is presented in Figure 6.69: 
 
Figure 6.69: Fibre Bragg grating (FBG) – based acoustic emission sensing system. 
Light is emitted from a C-Band ASE Light source, with a maximum output of 20.9 dBm, and 
goes through port 1 of the circulator. It is then reflected back from the fibre Bragg grating 
sensor subsequently through port 2 and then port 3 of the circulator to the optical filter, with a 
central wavelength of 1550 nm. The optical signal then enters the photo detector (PDA10CS-
EC from Thorlabs), with a bandwidth of 17 MHz, and eventually gets captured by means of a 
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Tektronix oscilloscope. For comparison reasons, the sampling rate was identical to the 
measurements that were conducted on piezoelectric sensors in conjunction with the Tektronix 
oscilloscope, hence 31.3 MHz. 
Acoustic emissions, captured through the fibre Bragg grating sensing system, were measured 
with regards to a variety of various test rig configurations, similarly to the previous 
measurements that were conducted with piezoelectric sensors. Those test rig configurations 
are the following: 
• 4mm gap and a 5% (50W) sonotrode power output – “No erosion” after 2 hours. 
• 3mm gap and a 5% (50W) sonotrode power output – Light erosion after 2 hours. 
• 1mm gap and a 5% (50W) sonotrode power output – Medium erosion after 2 hours. 
• 1mm gap and a 50% (500W) sonotrode power output – High erosion after 2 hours. 
The average duration of each acoustic emission signal that was captured through the fibre 
Bragg grating - based sensing system and the Tektronix oscilloscope was 0.04s whereas the 
length each signal, in terms of data points, was 1250000. A fast - Fourier transform (FFT) was 
performed on all signals, in order for the dominant frequencies to be identified. Results for the 
fibre Bragg grating - based sensing system are presented in Figure 6.70: 
 
Figure 6.70: FFT – FBG sensor – DH36 steel (4mm-5%, 3mm-5%, 1mm-5%, 1mm-
50%) 
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Interestingly, the 19.5 kHz frequency component, which perfectly matches the operating 
frequency of the ultrasonic transducer and is directly related to cavitation activity, is clearly 
apparent along with its harmonics. The amplitude of that component, however, does not appear 
to be changing with regards to cavitation intensity, as it was the case for the piezoelectric 
sensors. In particular, the difference between the ‘no erosion’ and ‘light erosion’ test rig 
configuration is of the order of 50 µV (RMS) whereas with regards to the observed harmonics, 
these are only identifiable for the ‘high erosion’ test rig configuration. Finally, the 7 kHz 
frequency component was found to be related to the fibre Bragg grating sensor itself and it is 
only apparent when cavitation of ‘medium erosion’ intensity is induced. 
It should also be noted that, at this stage, signals from fibre Bragg grating sensors could not 
be translated into acoustic power units (dB) and stress (MPa). This is due to the fact that the 
behaviour of the sensors with regards to the applied stress and the resulting signal is not linear, 
and in addition each one of them exhibits slightly different characteristics. 
The FFT graphs of the three piezoelectric sensors are also presented in Figure 6.71, scaled 
accordingly in order for any common frequencies to be identified and compared: 
 
5  
Figure 6.71: FFT comparison of different piezoelectric sensors. 
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It can be seen that the 19.5 kHz resonance is clearly apparent for all piezoelectric elements, 
similarly to the fibre Bragg grating sensor. In this case, however, the amplitude of that 
resonance is directly influenced by cavitation intensity, a behaviour that is more pronounced 
for the aluminium sensor, for which it should be noted that the resolution of different erosion 
levels, in terms of the resulting acoustic emission distributions, is clearer in comparison to the 
other piezoelectric elements and the fibre Bragg grating acoustic sensor. It should also be noted 
that, in the case of piezoelectric sensors, only the 19.5 kHz frequency component was apparent 
at this side of the spectrum, in contrast to the fibre Bragg grating sensing element. 
Nevertheless, results are promising and indicate that, in addition to being able to detect 
cavitation in terms of the resulting strain, fibre Bragg grating acoustic sensors are also capable 
of detecting cavitation erosion related high frequency acoustic emissions. In this case, 
however, further research would be required before these signals can be accurately translated 
into acoustic power (dB) or stress (MPa) units. 
6.14 Correlation of fracture toughness with erosion 
Further to the conduction of acoustic emission measurements the parameter of fracture 
toughness, that was outlined in sub – chapter 6.2, was also explored and compared to the 
resulting cavitation induced erosion. Fracture toughness (KIC) values for the three alloys that 
were examined are provided in Table 6.1 (Cambridge University Engineering Department, 
2003): 
 Grade DH36 steel Stainless steel 254 Cupronickel 70-30 
KIC (MPa * m1/2) 41 – 82 62 -280 30 - 90 
Mean KIC 61.5 171 60 
Table 6.1: Fracture toughness values of the three examined alloys 
The minimum, maximum and mean fracture toughness values for the aforementioned 
materials are compared to total mass loss as well as the average erosion pit depth and volume 
parameters.  
Results are presented in Figures 6.72, 6.73 and 6.74: 
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Figure 6.72: Fracture toughness vs Mass loss 
 
 
 
Figure 6.73: Fracture toughness vs Average pit depth 
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Figure 6.74: Fracture toughness vs Average pit volume 
It appears from the results that the parameter of fracture toughness (KIC) correlates well to the 
resulting mass loss. Moreover, good correlation with the average depth and volume of the 
resulting erosion pits was also achieved. As such, there appears to be a connection between 
the resulting erosion and the fracture toughness of each material, similarly to the parameters 
of yield and ultimate strength that also correlate well with the resulting erosion - mass loss, as 
it was shown in Chapter 4 and 5.  
6.15 Summary and discussion 
Tests demonstrated that cavitation erosion can be detected and cavitation activity can be 
distinguished between ‘non – erosive’ and erosive. It was also shown that cavitation can induce 
significant loading – stress onto the affected materials which will then emit elastic stress waves 
- acoustic emissions that can be captured, processed and interpreted, productively, by means 
of an appropriate procedure. The amplitude of those elastic stress waves – acoustic emissions 
proved to be proportional to the intensity of erosion in the sense that, when cavitation becomes 
increasingly ‘erosive’ they are further amplified due to the increased cavitation activity and 
resulting stress loading, but also due to the inception and propagation of erosion induced 
cracks inside the material. As such, acoustic emissions can be utilized as means of erosion 
monitoring in the sense that, acoustic thresholds for ‘erosive’ cavitation can be established, 
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supposing that the relevant amplitudes for the ‘non erosive’ conditions have also been 
measured. 
In this context, acoustic thresholds for ultrasonically induced cavitation erosion were 
established for grade DH36 steel, stainless steel 254 and cupronickel 70-30. In particular, a 
wide range of test rig configurations were examined, leading to cavitation of varying intensity, 
in terms of erosion – mass loss whereas the resulting acoustic emissions, from each 
configuration, were then captured, converted into the appropriate units, and correlated to the 
corresponding erosion levels. Moreover, acoustic emission signals were further translated into 
stresses by means of an analytical procedure, which was based on the linear nature of the 
piezoelectric elements and a standardized initial calibration. Results in terms of stresses were 
found to be in good agreement with the mechanical properties of the material as well as the 
observed erosion – mass loss. 
With regards to instrumentation, it appears that piezoelectric elements are more suited for 
those measurements, at least at this stage. Firstly, they are more studied than fibre Bragg 
gratings in that respect and secondly their linear behaviour is well demonstrated and of great 
significance with regards to the conversion of the acoustic emission signals and their 
subsequent correlation with the relevant erosion levels. Nevertheless, fibre Bragg gratings 
clearly demonstrated that they are capable of capturing acoustic emission signals related to 
cavitation erosion, however, more research would be required before those signals could be 
translated into something more useful, in a way that the sensors would be utilized for erosion 
monitoring purposes. 
Due to promising results, it is proposed that an analogous methodology should be applied on 
ship rudder models in order to investigate how the method - system will perform on an object, 
that would resemble a ship component commonly suffering from cavitation induced erosion. 
In addition to acoustic emission measurements oriented towards the characterization of 
erosion in terms of intensity, however, tests in this case will also be conducted with regards to 
cavitation erosion localization whereas both piezoelectric and fibre Bragg grating sensors will 
be utilized in this context.   
Finally, it was shown, that further to the parameters of yield and ultimate strength, the 
parameter of fracture toughness also correlates well to the resulting cavitation induced erosion 
of the examined alloys, in terms of measured mass loss as well as average erosion pit depth 
and volume.  
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Chapter 7 
Acoustic Emission Measurements on Model Ship Rudders 
 
7.1 Introduction 
Further to the acoustic emission measurements that were conducted on small rectangular 
specimens, it was decided to deploy an analogous set of measurements and see if the method 
(s) could be used for detection of cavitation in ship rudders. Due to laboratory limitations, 
however, relating to size and weight it was decided that, measurements should be initially 
conducted on a smaller scale and as such a small half-rudder model was designed and 
manufactured, closely resembling a full size ship rudder in all aspects but size.  
In addition to the evaluation of cavitation erosion severity by means of acoustic emissions 
similarly to previous tests conducted on small rectangular specimens, the parameter of 
cavitation erosion localization was also considered in that case. In particular, it was 
investigated whether cavitation erosion can be identified or not, in terms of location, by means 
of the resulting acoustic emissions and a relevant triangulation technique. Similarly to previous 
testing, cavitation was induced by ultrasonic means, thus an ultrasonic transducer was 
mounted just above the rudder’s surface while with regards to instrumentation both 
piezoelectric and fibre Bragg grating sensors were utilized for source location purposes. 
7.2 Experimental test rig 
The small half-rudder model was made from grade DH36 steel, similarly to the small 
rectangular steel specimens that were previously tested. Moreover, it was decided that a half-
rudder arrangement should be utilized for those tests as this would make the instalment of 
acoustic sensors inside the rudder easier without influencing the resulting acoustic emissions, 
considering the symmetric nature of the object. 
In this context the half-rudder model is 400 mm long and 200 mm wide whereas its interior is 
hollow and essentially consists of a thin longitudinally positioned piece of steel acting as a 
reinforcing beam as well as four transversely positioned stingers. Both the reinforcing beam 
and the stingers are firmly joined onto the main structure of the rudder in order for, continuity 
with regards to the propagation of the resulting acoustic waves, to be ensured. 
 The exterior as well as the interior of the half-rudder model can be seen in Figure 7.1: 
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Figure 7.1: Half-rudder model. Top-exterior, bottom-interior. 
The half-rudder model was placed into a large water tank whereas cavitation was induced by 
means of the Hielscher UIP1000hd 1000W ultrasonic transducer, similarly to previous tests 
conducted on small rectangular specimens.  
With regards to source location testing, however, the portable handheld UP200Ht 200W 
ultrasonic transducer by Hielscher was also utilized, mainly due to its small size and 
portability. For instance, the vibrating tip (sonotrode) of the UP200Ht ultrasonic transducer 
could be conveniently positioned along the surface of the rudder by the operator, with any 
need for special mounting and positioning arrangements. Additionally, the diameter of the 
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titanium made sonotrode of the UP200Ht transducer, is only 4mm in contrast to the 22mm 
diameter of the larger UIP1000hd unit, thus closely positioned marked locations on the surface 
of the rudder could be easily tested. With regards to technical specifications, the maximum 
power output of the handheld unit is 200W, the operating frequency is 26 KHz and the 
maximum amplitude of the oscillation at the sonotrode tip is 70µm.   
The UP200Ht ultrasonic transducer can be seen in Figure 7.2: 
 
Figure 7.2: Hielscher UP200Ht ultrasonic transducer and sonotrode (Source: Hielscher 
- Ultrasound Technology, n.d.) 
Nevertheless, with regards to the cavitation erosion severity measurements the standard 
UIP1000hd ultrasonic transducer along with its 22 mm titanium made sonotrode were utilized. 
In this case the UIP1000hd ultrasonic transducer was firmly mounted just above the rudder 
onto a flexible yet robust base that could be adjusted towards all directions (x, y, z). 
The water tank that was used as well as the mounted UIP1000hd ultrasonic transducer unit 
can be seen in Figure 7.3: 
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Figure 7.3: UIP1000hd ultrasonic transducer mounted onto the adjustable base inside 
the water tank. 
In contrast the half-rudder model was not mounted but ‘hanged’ instead, by means of two 
elastic bands in order for the acoustic insulation of the structure to be ensured. The elastic 
bands, however, were supported by an aluminium bar conveniently positioned at the top of the 
water tank. 
The ‘hanged’ half-rudder model, appropriately positioned inside the water tank, as well as the 
UIP1000hd ultrasonic transducer can be seen in Figure 7.4: 
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Figure 7.4: Half-rudder model positioned inside the water tank. 
Finally, with regards to the acoustic emission sensing equipment that was utilized it consisted 
of both piezoelectric and fibre Bragg grating sensing elements. The operating principles, in 
terms of the underlying theory as well as the analytical techniques required for acoustic 
emission measurements. especially in relation to various cavitation erosion levels and different 
experimental setups, have already been discussed thoroughly in Chapter 6 and will not be 
presented again.  
Therefore, only outline details about procedures relating to those series of tests, such as the 
different test rig configurations that were examined, as well as the sensing equipment that was 
utilized will be given in this chapter. The same applies for the underlying principles of the 
source location triangulation technique. 
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7.3. Experimental procedure: Acoustic emission measurements and the triangulation 
source location technique 
Acoustic emission measurements with regards to the half-rudder model can be categorized 
into two distinct procedures leading to different sets of experimental data. Initially, 
measurements were conducted with the purpose of exploring whether acoustic emissions can 
be correlated to various cavitation-induced erosion levels, similarly to the work that was 
conducted on the small rectangular specimens. Afterwards, the use of multiple sensors, either 
piezoelectric or fibre Bragg grating, in an arrangement dictated by a common triangulation 
technique, was utilized for source location purposes. 
With regards to the initial acoustic emission ‘correlation’ measurements, an analogous, to the 
one described in Chapter 6, experimental procedure was followed, although in this case, only 
the most effective acoustic emission sensing system was utilized, based on data from the 
earlier tests that were conducted on small rectangular specimens. Effectiveness was essentially 
evaluated with regards to the appearance of the distinctive acoustic emission and stress 
distribution curves in relation to the various levels of cavitation erosion and the mechanical 
properties of the examined materials. 
Under those remarks, which are more thoroughly explained in Chapter 6, the acoustic 
emission sensing system that was utilized for the initial measurements consists of the 
following: 
• Piezoelectric sensor in aluminium case – 600 kHz nominal frequency. 
• 40 dB signal attenuator 
• 40 dB preamplifier with an 850 kHz high-pass filter 
• Logarithmic peak detector (LPD) 
• NI DAQ (data acquisition system) 
• Computer 
In this case, the acoustic sensor was positioned centrally on the opposite of the exposed side 
of the half rudder, right inside the hollow region. This position was chosen under the 
assumption that by placing the sensor as far as possible from the boundaries of the structure, 
the possible rebounds of acoustic waves could be avoided, thus the structure would be 
monitored more effectively. Nevertheless, due to the presence of a centrally positioned beam, 
the sensor was essentially positioned as centrally as possible in relation the free side of the 
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rudder as the other side was mostly occupied by the attached shaft. This arrangement be seen 
in Figure 7.5: 
 
 
Figure 7.5: Top – Rudder with acoustic sensor (Drawing) – Rudder with acoustic 
sensor position marked by red square (Image). 
Three distinct locations marked as P1, P2 and P3 can be seen in Figure 7.6. These essentially 
indicate three different sonotrode placements as it was decided that acoustic data should be 
captured for a variety of placements in order for the ability of the sensor to successfully 
monitor the whole structure, in terms of cavitation severity, to be evaluated. Those locations 
are represented in Figure 7.6: 
 
Figure 7.6: Rudder with acoustic sensor (Drawing). Different sonotrode locations 
(P1,P2,P3). 
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The main purpose of the initial ‘correlation’ measurements was to correlate acoustic emissions 
to the corresponding levels of cavitation-induced erosion and as such various test rig 
configurations were examined. Considering, however, that the half-rudder model was made 
from grade DH36 steel, it was decided that the test rig configurations should be analogous to 
the ones utilized in the case of the small rectangular grade DH36 steel specimens, earlier in 
this study. Under those remarks the different test rig configurations that were examined are 
the following: 
• 4mm gap and a 5% (50W) sonotrode power output – “No erosion” after 2 hours. 
• 3mm gap and a 5% (50W) sonotrode power output – Light erosion after 2 hours. 
• 1mm gap and a 5% (50W) sonotrode power output – Medium erosion after 2 hours. 
• 1mm gap and a 50% (500W) sonotrode power output – High erosion after 2 hours. 
Acoustic emission data for all different test rig configurations – erosion levels and sonotrode 
positions (P1, P2, P3) were captured and translated into acoustic power and stress distributions 
following the procedure that is thoroughly described in Chapter 6. 
Source location measurements on the contrary were based on the principle of triangulation 
essentially requiring the use of at least three and ideally four acoustic sensors. A common 
triangulation technique (Tobias 1976) was utilized in these series of measurements, the 
analytical aspects of which are thoroughly described in Appendix C, where details regarding 
the operating sound field are also given. 
With regards to instrumentation a total of four acoustic sensors were installed on the half-
rudder model, in order for the triangulation technique to be effectively applied as well as to 
eliminate any possible ambiguities through the utilization of a fourth acoustic sensor. Both 
piezoelectric and fibre Bragg grating sensors were utilized, similarly to previous experiments.  
The piezoelectric sensor - based source location system, consisted of: 
• Four PVDF acoustic sensors. 
• Four 40dB gain preamplifiers with an 850 kHz high-pass filter 
• Four 28V DC power supply units - one for each preamplifier. 
• Tektronix Oscilloscope for signal capturing. 
• Computer for data processing. 
PVDF sensors were chosen due to their increased sensitivity as well as their ability to operate 
without any signal attenuators. It should be noted, however, that the other piezoelectric sensors 
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(aluminium, brass) could also be effectively utilized for source location purposes whereas the 
selection of PVDF sensors was primarily made for practical reasons. The location of the four 
acoustic sensors can be seen in Figure 7.7: 
 
 
Figure 7.7: Top – Location of the four acoustic sensors (drawing). Middle – Location of 
the four acoustic sensors (image). Bottom – Mounted acoustic sensors (image). 
An appropriated grid, that essentially formed a baseline upon which different sonotrode 
placements could be easily identified and the equivalent distances could be accurately 
measured, was designed and can be seen in the images of Figure 7.7.  
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With regards to the fibre Bragg grating - based source location system, signal capturing was 
based on the demodulation technique, which has been thoroughly described in Chapter 6. The 
system essentially consisted of: 
• Four fibre Bragg grating sensors 
• ASE Light Source. 
• Four (4) circulators. 
• Four (4) optical filters. 
• Tektronix Oscilloscope. 
• Computer for data processing. 
The locations of the four fibre Bragg grating (FBG) sensors were identical to the piezoelectric 
sensors that were presented in Figure 7.7. 
It should be noted that in both cases (piezoelectric and FBG) acoustic emission signals were 
captured through a digital oscilloscope and processed be means of a computer.  
The triangulation technique is essentially based on the time differences between acoustic 
sensors with regards to the arrival of acoustic waves and makes use of an analytical method in 
order for source location coordinates to be derived. The required time differences between 
sensors were measured manually with regards to the peaks of the waveforms corresponding to 
the pressure pulses of the sonotrode, essentially occurring every 38µs as it was dictated by its 
operating frequency of 26 kHz. It should be noted that the small portable UP200Ht sonotrode 
was utilized for those measurements, operating at its maximum power setting (200W) and 
positioned at a distance of approximately 1mm from the surface of the rudder in all cases. It 
should be also noted that the sonotrode was allowed to operate for 2-3 minutes in order for an 
equilibrium to be established before any measurements were made.  
Due to the complexity of the triangulation technique the rest of the required analytical 
calculations were made through an Excel-based software in order for the coordinates of the 
acoustic emission source to be derived. The calculated coordinates were then compared to the 
actual coordinates of the specific sonotrode placement. Considering that calculations were 
made in terms of coordinates, an accurate mapping of the half-rudder model was conducted, 
with regards to the positions of the acoustic sensors as well as the different sonotrode 
placements starting from sensor S0 (0, 0). Those coordinates be seen in Figure 7.8: 
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Figure 7.8: Coordinates of different sensors and sonotrode placements on the half 
rudder model. 
More details regarding the application of the triangulation technique for source location 
measurements are given in Appendix C whereas any additional techniques that were utilized 
such as signal filtering will be given in the following results - oriented sub - chapters. 
7.4 Acoustic emission– Cavitation erosion correlation measurements 
Acoustic emission measurements were initially conducted by means of a centrally located 
piezoelectric sensor with the purpose of exploring whether there is any correlation between 
cavitation erosion and the resulting acoustic emissions. The piezoelectric sensor – based 
acoustic sensing system that was utilized as well as the different test rig configurations that 
were examined have already been presented in sub - chapter 7.3.  
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Results are presented in the form of acoustic power and stress distribution curves for various 
test rig configurations resulting into different levels of cavitation erosion, similarly to the 
results that were presented in Chapter 6. The process by means of which acoustic emission 
signals are translated into acoustic power and stress units is also identical to the one described 
in Chapter 6, the basis of which is the use of the logarithmic peak detector. In this case, 
however, the additional parameter of sonotrode positioning - placement is also to be 
considered, thus distribution curves for three different placements will be presented.  
The different sonotrode placements can be seen again in Figure 7.9: 
 
Figure 7.9: Different sonotrode placements (P1, P2, P3) and the centrally located 
piezoelectric sensor. 
Four test rig configurations leading to different levels of erosion were examined as follows: 
• 4mm gap and a 5% (50W) sonotrode power output – “No erosion” after 2 hours. 
• 3mm gap and a 5% (50W) sonotrode power output – Light erosion after 2 hours. 
• 1mm gap and a 5% (50W) sonotrode power output – Medium erosion after 2 hours. 
• 1mm gap and a 50% (500W) sonotrode power output – High erosion after 2 hours. 
Acoustic power and stress distribution curves for the rectangular grade DH36 steel specimen 
are also presented alongside the main rudder findings, for comparison reasons.  
Acoustic power distributions can be seen in Figure 7.10: 
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Figure 7.10: Acoustic Power (dB) distribution curves for different sonotrode 
placements and various test rig configurations with regards to the rudder as well as the 
small rectangular specimen (Grade DH36 steel). 
It can be seen that acoustic emissions, in terms of acoustic power, vary significantly with 
regards to the sonotrode placement. This variation was essentially expected and can be 
attributed to the distance between the acoustic sensor and the source of cavitation (sonotrode), 
as acoustic waves attenuate with distance and ‘leak’ to the surrounding medium (water). In 
fact, the strongest signals in terms of acoustic power were obtained for P2, where the sonotrode 
was placed just above the acoustic sensor, followed by P3 and finally P1. It is noteworthy that 
the presence of a fixed shaft in P1 resulted into acoustic emissions of decreased amplitude, 
thereby it possibly interacted and absorbed a considerable amount of acoustic emission related 
energy. In contrast, acoustic emission results for P3, which was free of any thick and fixed 
components such as the shaft, were of higher amplitude, a fact that further enhances the 
aforementioned assumption. It should also be noted that, in the case of the half-rudder model 
the amplitudes of the resulting acoustic emissions were considerably lower in comparison to 
the small rectangular specimen even in the case when the sonotrode was placed above the 
acoustic sensor (P2). This could be explained by the nature of the dominant Lamb or Plate 
waves, which in the case of the small rectangular specimen were confined within its restricted 
boundaries, thus they preserved their energy, whereas in the case of the half-rudder model they 
propagated all over the structure and as a result they attenuated significantly.  
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Nevertheless, the transition point between ‘non-erosive’ and ‘erosive’ cavitation was 
identifiable in all cases with an average difference of the order of 2 dB, similarly to the small 
rectangular specimen, while the amplitudes of the resulting acoustic emissions varied with 
regards to the sonotrode placement, due to the previously mentioned reasons. 
Acoustic emissions were also converted into stress units, by means of the procedure described 
in Chapter 6, and plotted onto stress distribution comparison curves. Results for different 
sonotrode placements (rudder) and the rectangular specimen are presented in Figure 7.11: 
 
Figure 7.11: Stress (MPa) distribution curves for different sonotrode placements and 
test rig configurations as well as the small rectangular specimen (Grade DH36 steel). 
The main difference in comparison to the acoustic power distributions is that the process of 
converting acoustic emissions into stress is based on an initial calibration conducted by means 
of a Hsu - Nielsen source. Calibration essentially allows for acoustic emission signals to be 
translated into stress and as such results can then be directly compared in terms of absolute 
values. In the case of the half-rudder model an initial calibration was conducted for each of 
the three sonotrode placements using the Hsu – Nielsen source and as such the resulting 
acoustic emission signals were converted accordingly. The immediate effect of this procedure 
can be seen in the resulting distribution graphs. 
In particular, stress values for the ‘non-erosive’ test rig configuration were of the order of 170 
MPa for all sonotrode placements along the surface of the half-rudder model as well as the 
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small rectangular specimen. Stress values for the ‘lightly erosive’ test rig configuration, 
namely the transition point between ‘non-erosive’ and ‘erosive’ cavitation, were of the order 
of 200-250 MPa in all cases. Those values are comparable to the endurance limit of the 
material (245-310 MPa). In particular, stress values of the order of 200 MPa were obtained for 
sonotrode placements P1 and P3 on the half-rudder model and the small rectangular specimen 
and 250 MPa for sonotrode placement P2 on the half – rudder model. The higher stress that 
was observed in the case of the P2 sonotrode placement can be attributed to some unique 
microscopic and macroscopic characteristics of the material in that region, acting as stress 
amplifiers, nevertheless it is still sensible with regards to the mechanical properties of the 
material and the resulting erosion in terms of mass loss. 
Finally, with regards to the ‘medium-erosion’ and ‘high-erosion’ test rig configurations stress 
values ranging from 250 to 350 MPa were obtained for the P2 sonotrode placement on the half 
– rudder and the small rectangular specimen. Those values are higher than the endurance limit 
of the material and comparable to its yield strength (355 MPa) thus the increased observed 
erosion characterizing those configurations is justified in that respect. In contrast, the obtained 
stress values for the P1 and P2 sonotrode placements where significantly lower, ranging from 
200 to 250 MPa, thus it appears that high-energy acoustic emissions related to increased 
erosion levels attenuated with distance. In the case of the P2 sonotrode placement and the 
small rectangular specimen the source of cavitation was located just above the centrally 
positioned acoustic sensor, whereas in all other cases it was located further apart, thus the 
aforementioned assumption is further enhanced.  
Nevertheless, the transition point between ‘non-erosive’ and ‘erosive’ cavitation in terms of 
stress was in all cases identifiable and sensible with regards to the mechanical properties of 
the examined material whereas the high-energy acoustic emissions related to increased levels 
of observed erosion appeared to attenuate with distance. 
7.5 Acoustic emission – Cavitation erosion source location measurements - Piezoelectric 
and fibre Bragg grating sensor based systems 
Acoustic emission data was obtained in the form of raw waveforms from each one of the 
sensors before being processed into source location coordinates. As such, the surface of the 
half-rudder model was accurately mapped, in terms of coordinates, with regards to the location 
of the sensors and the different sonotrode placements as it was shown in sub - chapter 7.3.  
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All measurements were made with regards to the peaks of the incoming acoustic waves. Time 
- difference results as well as the relevant calculated coordinates indicate that the acoustic 
emission – cavitation source can be successfully identified by means of the triangulation 
method although not with maximum accuracy. Detailed graphs are presented in Appendix D 
while results are summarized and given in Table 1. Two sets of results, relating to the use of 
a fourth sensor are provided for each system. 
Source location measurements – Half rudder model 
Actual 
Location (x, y) 
in cm 
Piezoelectric (1) 
(x, y) in cm 
Piezoelectric (2) 
(x, y) in cm 
FBG (1) (x, y) 
in cm 
FBG (2) (x, y) 
in cm 
(0, 10) (0.5, 10) (2.2, 10) (1.7, 10.6) (2.3, 10.6) 
(0, 13) (0.8, 13) (1.2, 13) (1, 12.4) (0.6, 12.4) 
(0, 16) (0.7, 16) (1.6, 16) (0.3, 15.7) (1, 15.7) 
(0, 19) (0.1, 18.6) (1, 18.5) (0.9, 19) (0.8, 19) 
(0, 22) (0.5, 22) (0, 22) (2.3, 23.2) (0.2, 23.2) 
(6.5, 16) (6.5, 16) (5, 16.5) (6.5, 16) (0, 16) 
(13, 16) (12.3, 16) (11.5, 16) (11.2, 16) (11, 16) 
(3.2, 8) (3.5, 8.3) (3.1, 8.4) (2.3, 8.8) (3, 8.8) 
(3.2, 24) (2.9, 24.4) (4.2, 23.8) (2.5, 24.1) (4.2, 23.9) 
(9.8, 8) (9.1, 8.8) (8.8, 8.8) (9, 8.4) (12, 8) 
(9.8, 24) (9.6, 23) (10.5, 22.7) (10, 24.6) (10.5, 24.8) 
Table 7.1: Source location measurements – Half rudder model. 
That lack of maximum accuracy can be attributed to the properties of the resulting acoustic 
waves in conjunction with the unique geometrical characteristics of the monitored object. The 
produced acoustic waves are essentially Lamb waves, which propagate through the confined 
boundaries of a plate whereas analytical calculations regarding the various Lamb wave phases 
and types (symmetric and anti-symmetric) as well as their velocities are made in relation to 
simple semi-infinite in length plates. 
In this case the main part of the half—rudder model could closely resemble a plate, however, 
the numerous stitches as well as the central beam and the shaft are possibly influential with 
regards to the propagation of the Lamb waves mainly in terms of the resulting velocity. This 
can explain the fact that results are more dispersed in the direction which is perpendicular to 
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the orientation of the attached shaft and beam. That inaccuracy is even more pronounced 
towards the side where the shaft is attached. 
 In addition, one should also consider that for the particular operating frequency of the 
sonotrode (26 kHz) the wavelength of the fast-symmetric mode (S0) would be of the order of 
220 mm, thus larger than the vertical side of the half - rudder model and comparable to its 
longitudinal side (400 mm). As such size, is a contributing factor towards the appearance of 
strong harmonics throughout the signal. Those issues were partly resolved by means of 
filtering through a bandpass filter, thereby by isolating the operating frequency (26 kHz) of 
the sonotrode that represents the main cavitation activity. Filtering, however, can even slightly 
distort the signal and thus influence the accuracy of the time difference measurements. This 
can explain the slight differences in terms of the calculated coordinates, in comparison to the 
actual coordinates, although results in general indicate that the speculated inaccuracy in this 
case would be minimal.  
Nevertheless, issues related to the size of the half-rudder model as well as the required signal 
filtering will be clarified by means of testing even larger rudders. 
With regard to the sensing system, results indicate that the location of the cavitation source 
can be successfully derived both by means of fibre Bragg gratings and piezoelectric sensors, 
although not as accurately in the case of the former when compared to the latter. Such a 
behaviour was essentially expected, as the use of fibre Bragg gratings as means of acoustic 
sensors is currently under development thus the resulting signals will be optimized in the 
future. Nevertheless, this can explain why in some locations, signals were distorted to the point 
where the resulting coordinates could be described as inaccurate. This, however, only applies 
for a small number of sonotrode placements, whereas in most cases the calculated locations 
were accurate and directly comparable to the piezoelectric sensor – based system. 
7.6 Double size model rudder– Exploration of possible scale effects 
Following the initial investigation that was conducted on a small half-rudder model it was 
decided to explore whether any possible scale effects would be apparent or not, when one was 
to apply the method on an even larger rudder. Towards that direction an additional model 
rudder was manufactured which was identical in all aspects but size to the one that has already 
been tested. The exterior as well as the interior of the double size half-rudder model can be 
seen in Figure 7.12: 
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Figure 7.12: Double size half-rudder model. Top-exterior, bottom-interior. 
As such the length of the double size model rudder was 800mm and its width was 400mm 
whereas the relevant dimensions for the small half-rudder model were 400mm and 200mm, 
respectively. The dimensions of the internal compartments, as these were defined by the 
reinforcing beam as well as the four attached stingers, were also increased accordingly. The 
same applies for the integrated shaft of which the dimensions also doubled. 
The double size half-rudder model was accommodated in an appropriately sized water tank, 
similarly to the small model. As such the double size rudder was essentially ‘hanged’ into the 
water tank by means of two elastic belts, supported by an array of aluminium bars positioned 
at the top of tank. That arrangement can be seen in Figure 7.13: 
267 
 
 
Figure 7.13: Double size half-rudder model ‘hanged’ into the plastic water tank. The 
mounted probe of the UIP1000hd ultrasonic transducer can also be seen. 
In this case cavitation was again induced by ultrasonic means, similarly to the former tests, 
thus the portable UP200Ht as well as the standard UIP1000hd were utilized. The latter can be 
seen in Figure 7.57 along with its adjustable mounting base.  
The experimental procedure that was followed was identical to the earlier one, thus it consisted 
of both cavitation erosion correlation (severity) and source location measurements. The same 
applies for the relevant experimental settings and conditions that were applied as well as the 
equipment that was used.  
With regards to the former, various test rig configurations were again examined, leading to 
cavitation of varying intensity, ranging from ‘non - erosive’ to ‘highly -erosive’, always in 
terms of the observed erosion – mass loss.  
As for the latter, the same piezoelectric and fibre Bragg grating sensing systems were again 
utilized along with the relevant supportive elements, both in terms of hardware and software. 
These are thoroughly presented in sub - chapters 7.2 and 7.3.  
As a reference, the effects of the various test rig configurations that were examined, in terms 
of the observed erosion – mass loss, are: 
• 4mm gap and a 5% (50W) sonotrode power output – “No erosion” after 2 hours. 
• 3mm gap and a 5% (50W) sonotrode power output – Light erosion after 2 hours. 
• 1mm gap and a 5% (50W) sonotrode power output – Medium erosion after 2 hours. 
• 1mm gap and a 50% (500W) sonotrode power output – High erosion after 2 hours. 
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In addition, the different sonotrode placements that were examined can be seen in Figure 7.14: 
 
Figure 7.14: Double size rudder with acoustic sensor (Drawing). Different sonotrode 
locations (P1,P2,P3). 
Similarly to the small rudder, the piezoelectric element was installed as centrally as possible, 
in order to avoid any possible interferences from the boundaries of the object while cavitation 
was induced in three different areas, essentially covering the whole surface of the double size 
rudder. 
Cavitation erosion correlation (severity) results for the double size rudder, in terms of acoustic 
power, are presented in Figure 7.15: 
 
 
Figure 7.15: Double size rudder. Acoustic power (dB) distribution results for various 
sonotrode placements (P1, P2, P3) and test rig configurations. 
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Acoustic power distribution graphs indicate that the transition point between ‘non-erosive’ 
cavitation, represented by the blue lines, and ‘erosive’ cavitation, represented by the orange 
line, is still identifiable in all cases. In particular, the difference between the two conditions, 
ranges from 1 to 3 dB, which is comparable to the small rudder for which an average difference 
of 2 dB was observed.  
It is noteworthy, that in the case of sonotrode placement P1 acoustic signals appear to attenuate 
more in comparison to the other placements which is similar to what was observed in the case 
of the small rudder. This behaviour can again be attributed to the presence of a fixed thick 
shaft in this area that actively interacts with the resulting acoustic waves and ‘absorbs’ a 
considerable amount of acoustic emission related energy. In contrast, acoustic signals were 
again stronger when the sonotrode was placed just above the area where the piezoelectric 
element was installed (P2). Finally, with regards to sonotrode placement P3, which was free 
of any fixed thick components, such as a shaft, signals were stronger in comparison to 
sonotrode placement P1 yet weaker in comparison to P2, which is sensible and identical to 
what was observed in the case of the small rudder.  
It should be noted that, in general, the amplitudes of the resulting acoustic signals were lower 
in comparison to the small rudder by 4 to 5 dB. Similarly, the amplitudes of the resulting 
acoustic signals in the case of the small rudder were considerably lower in comparison to the 
small rectangular specimen, by 6 to 20 dB, depending on sonotrode placement. That implies 
that the parameter of size can directly influence the amplitudes of the resulting signals, in the 
sense that the larger the object, the more acoustic signals attenuate with distance. 
What is promising at this stage is that, besides the anticipated attenuation of the resulting 
signals due to the increased size, the transition point between ‘non-erosive’ and ‘erosive’ 
cavitation can still be identified for all sonotrode placements. As such, acoustic thresholds for 
ultrasonically induced cavitation erosion, can be established for the double size half – rudder 
too, although it should be noted that these would only be valid for the particular experimental 
test rig and conditions. This is also the case for the other objects that were examined. 
Similarly to the small rudder, acoustic signals were also converted into stress by means of the 
procedure described in Chapter 6. Results are presented in Figure 7.16: 
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Figure 7.16: Double size rudder. Stress distribution for sonotrode placements P1, P2, 
P3. 
The transition point between ‘non-erosive’ and ‘erosive’ cavitation is again identifiable, in 
terms of stress, similarly to the small rudder. In particular, stress values of the order of 170 
MPa were obtained for the ‘non-erosive’ test rig configuration, whereas for the next ‘erosive’ 
configuration, the relevant stress values ranged from approximately 210 to 250 MPa. It should 
be noted that the latter are comparable to the endurance limit of the material (245-310 MPa).  
The converted stress values are also comparable, in terms of amplitude, to the ones that were 
obtained for the small rudder. This is due to the initial calibration of the sensor that was 
conducted for each of the three examined positions in a way that a known force was attributed 
to a given response of the sensor thus acoustic signals were converted accordingly. In addition, 
it appears that, although the dimensions of the rudder doubled, the resulting acoustic emissions 
were still of sufficient amplitude to be captured by the centrally located sensor, and get 
converted into stress, although the raw signals were weaker in comparison to the ones obtained 
in the case of the small rudder. Moreover, the appearance of high energy signals is slightly 
less frequent in comparison to the small rudder case as it can be seen by the graphs. Attenuation 
in terms of frequency and amplitude in that case can be attributed to the parameter of size. 
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With regards to source location measurements an array of, either piezoelectric or fibre Bragg 
grating sensors, and the same triangulation technique that was followed in the case of the small 
ruder were again utilized. In that instance, however, only five sonotrode placements instead 
of eleven where examined, due to the operational characteristics of the ultrasonic transducer 
in conjunction with the size of the object and the demands of the triangulation technique. 
In particular, the operating frequency of the ultrasonic transducer that was utilized for the 
source location measurements, namely the UIP200Ht unit, is 26 kHz corresponding to the 
occurrence of a pulse every 38 µs. Results from the small rudder indicate that the maximum 
time difference that was measured was 32 µs corresponding to a sonotrode placement that was 
8cm off the equilibrium point between the sensors, namely the point where the time difference 
between the sensors would be zero. In the case of the double size rudder, however, if one was 
to follow a similar layout, most of the sonotrode placements would be more than 10cm off the 
equilibrium point, almost up to 17 cm. Distances of that sort of order would correspond to 
time differences comparable between the sensors, equal or larger than the 38 µs duration of 
the sonotrode pulse. As such, in some cases it would be difficult to identify whether the pulses 
that were measured from each sensor correspond to small time differences and distances or 
time differences that overlap the 38 µs operating period of the sonotrode, corresponding to 
equally large distances. This ambiguity could be partly resolved by means of utilizing the 
larger ultrasonic transducer, for which the operating period would be approximately 50 µs, 
thus by incorporating more sonotrode placements that could be measured, however, in that 
instance results would not be as accurate due to the increased diameter of the sonotrode tip.  
As such it was decided to only incorporate the sonotrode placements that can be measured 
without acoustic signals overlapping each other, thus the small sonotrode was utilized in this 
case too. In addition, an identical to the small rudder layout was followed in this case with 
regards to the sonotrode placements that were considered, in all aspects but distance which 
was doubled, for comparison reasons. These sonotrode placements can be seen in Figure 7.17: 
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Figure 7.17: Coordinates of sensors and sonotrode placements on the double size 
rudder. 
In this context, source location results from both piezoelectric and fibre Bragg grating arrays 
of sensors are summarized in Table 7.2: 
Source location measurements – Double size half rudder model 
Actual 
Location (x, y) 
in cm 
Piezoelectric (1) 
(x, y) in cm 
Piezoelectric (2) 
(x, y) in cm 
FBG (1) (x, y) 
in cm 
FBG (2) (x, y) 
in cm 
(0, 30) (0.5, 30.6) (-8, 30.6) (1.7, 30.4) (-6.5, 31) 
(0, 36) (2, 35) (6.5, 35) (3.5, 34.8) (8, 35.1) 
(0, 42) (-1.1, 41.4) (2.3, 41.4) (0.8, 41) (2.5, 41.1) 
(17, 36) (13.3, 34.4) (10.2, 34.4) (12, 35.2) (13.1, 35) 
(34, 36) (29.5, 35.1) (29.8, 35) (28.4, 35) (27, 35) 
Table 7.2: Source location measurements – Double size half rudder model. 
It is noteworthy that results are more dispersed towards the direction that is perpendicular to 
the beam and attached shaft of the rudder, namely the X axis. In addition, results are even 
more dispersed, when the fourth sensor, which is placed on the attached shaft side, is utilized. 
As such it appears that the presence of fixed thick components can influence the propagation 
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of the generated acoustic waves and influence the accuracy of the measurements, similarly to 
what was observed in the case of the small rudder, although to a much lesser extent. 
Considering that in both cases measurements were conducted in the far field region of the 
sound field, it appears that the increased dispersion that was observed in the case of the double 
size rudder is due to scale effects, in the sense that the influence of the fixed components is 
further amplified. 
7.7 Summary and discussion 
The utilization of acoustic emissions as means of cavitation erosion monitoring for ship 
rudders was explored in this chapter. As such, the method was initially applied on a small half 
– rudder model followed by its double size counterpart. 
With regards to cavitation erosion intensity, acoustic thresholds were successfully established 
in both cases in the sense that, the distinction between ‘non – erosive’ and ‘erosive’ cavitation, 
in terms of the measured acoustic emissions, was clearly identifiable all over the surface of 
the rudders. The same applies for the converted stress values which were sensible with regards 
to observed erosion and the mechanical properties of the material, although an accurate initial 
calibration using a known force was required in that instance.  
It should be noted, however, that acoustic emissions in the case of the double size rudder were 
weaker in comparison to its smaller counterpart, due to size related signal attenuation. This 
parameter should be taken into consideration if one is to apply the method in even larger 
objects and it could possibly be resolved either by means of amplifying the resulting signals 
or using acoustic sensors of increased sensitivity. 
As for the source location measurements, for which the principle of triangulation was utilized 
in conjunction with an array of four acoustic sensors, it was proven that ultrasonically induced 
cavitation can be successfully located, although some parameters must be considered. Firstly, 
due to the nature of the rudders that closely resemble a semi-infinite plate, the generated 
acoustic waves essentially consist of plate or Lamb waves, of which the propagation is guided 
by the boundaries of the object. As such the resulting rebounds at the boundaries of the object 
result into a noisier signal, which is resolved by means of filtering in order for the desired 
frequency to be isolated. Filtering, however, even slightly distorts the signal thus time 
differences are also slightly distorted. As such an amount of inaccuracy with regards to the 
calculated coordinates is to be expected, which was the case for both rudders.  
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Another parameter that should be considered is the presence of fixed components in the 
interior of the rudders such as the central beam and the shaft. It is noteworthy that in both cases 
results were more inaccurate towards the direction that is perpendicular to those components, 
namely the X axis, whereas the same applies for the results that were obtained from the sensor 
that was mounted on the shaft side. As such it appears that the propagation of the generated 
acoustic emissions is affected by those components in a way that they absorb a significant 
amount of acoustic emission energy. Considering the increased inaccuracy that was observed 
in the case of the double size rudder towards the direction of the shaft, in comparison to its 
smaller counterpart, it appears that this effect is further amplified by size.  
Finally, it should be noted that due to the operating frequency of the ultrasonic transducer that 
was utilized for cavitation induction only a limited amount of sonotrode placements could be 
examined in the case of the double size rudder, due to the reasons that have already been 
discussed in sub - chapter 7.7. This condition could possibly be overcome by means of 
utilizing a transducer of lower operating frequency, although a minimum of 20 kHz appears 
to be the industry standard in that instance. 
Nevertheless, results indicate than cavitation can be effectively monitored, both in terms of 
intensity and location, by means of the resulting acoustic emissions and the triangulation 
technique, whereas a distinction between erosive and non – erosive conditions can be clearly 
made. However, further optimization of the method, in relation to the operating frequency of 
the sensors to match the increased size, as well as to the induction of the appropriate 
adjustments to the analytical calculations and the signal filtering procedure, would be required 
if full scale application and even sea trials were to be considered. This prospect is within the 
interest of BAE Systems for the near future, in the premises of which there is a full scale rudder 
that is currently not in use, and could potentially be used for those tests (Figure 7.18). 
 
Figure 7.18: Full scale ship rudder – Property of BAE Systems 
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Chapter 8 
Conclusions & Recommendations for Future Work 
 
8.1 Introduction 
The main scope of this study related to the evaluation of the quantitative and qualitative 
characteristics of the cavitation induced erosion of some common shipbuilding alloys, namely 
grade DH36 steel, stainless steel 254 and cupronickel 70-30, with the aim of: 
• Further expanding the knowledge regarding the underlying fracture mechanisms 
• Exploring how this data could be utilized for erosion monitoring purposes, especially in 
relation to ship rudders 
As such, specimens made from the aforementioned alloys were exposed to ultrasonically 
induced cavitation under identical experimental conditions and at the same time a series of 
quantitative and qualitative measurements were deployed. Initially, mass loss measurements 
were made in order for the effect of erosion, in terms of mass loss, to be documented and an 
initial evaluation regarding the resistance of the alloys to be made, always with respect to their 
mechanical properties. Moreover, a comparison - correlation with the ‘T. O. Erosion study’ 
was conducted, whereas the effect of cathodic protection was also examined. Afterwards, 
microscopic observations were conducted, by means of optical and scanning electron 
microscopes, in order for the underlying fracture mechanisms to be identified and evaluated 
with respect to the quantitative aspects of erosion. It should also be noted, that due to the 
interest of BAE Systems a number of protective coatings were also examined under an 
analogous context, although such an investigation was not within the main scope of this study. 
As such, these were included to the measurement file too. 
Finally, acoustic emission measurements were conducted, in order for erosion to be evaluated 
in that respect, as well as to establish acoustic thresholds for erosive cavitation. Upon the 
establishment of acoustic thresholds for erosive cavitation, it was decided to deploy the 
aforementioned methodology for the cavitation erosion monitoring of ship rudders. As such, 
the potential monitoring of ship rudders, both in terms of intensity and location, was examined 
through experimentation on two model rudders of different size, using both piezoelectric and 
fibre Bragg grating sensing elements as well as a triangulation technique. 
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The main conclusions drawn from the aforementioned tests and measurements are presented 
below, whereas some recommendations for future work will be given towards the end of this 
chapter. 
8.2 Conclusions 
The main conclusions that were drawn from this study are presented below. 
In relation to mass loss measurements it was shown that: 
• An experimental test rig, based on the induction of cavitation by ultrasonic means, can inflict 
a significant amount of measurable erosion on the exposed specimens – materials. In 
addition, experimental conditions can be easily adjusted, thus a variety of conditions may be 
examined. As such a comparative investigation between different materials may be 
conducted through this method, although direct correlation to cavitation as it is experienced 
by rudders and propellers would require a more extended comparative examination between 
those conditions, both quantitatively and qualitatively. 
• Correlation with a similar earlier was successful in the sense that analogous results were 
obtained in the case of grade DH36 steel. Some discrepancies with regard to the initial rate 
of mass loss, however, lead to the formation of a hypothesis regarding the initial surface 
roughness of a material and its effect on cavitation induced erosion. In particular, it was 
hypothesized that the higher the initial surface roughness the lower the initial resistance of a 
material against cavitation, a hypothesis that was confirmed through experimental 
measurements. This is due to the presence of notches on rough surfaces that act as stress 
concentrators. 
• The beneficial effect of cathodic protection against cavitation induced erosion was again 
confirmed on grade DH36 steel, suggesting that there is an electrochemical aspect in the 
resulting damage. Results also showed, however, that one has to find the optimal working 
potential for a particular material, otherwise anodic reactions or hydrogen embrittlement 
would occur and as a result erosion – mass loss would increase. 
• With regard to ultrasonically induced cavitation erosion, stainless steel 254 exhibited the 
lowest mass loss (0.02g) after five hours of exposure, followed by grade DH36 steel and 
cupronickel 70 - 30. Mass loss results are in good agreement with their mechanical properties 
in the sense that, stainless steel 254 has a yield and ultimate strength, of the order of 310 and 
690 MPa, whereas the relevant values for cupronickel 70 – 30, which exhibited the highest 
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mass loss, are 130 and 350 MPa, respectively. Grade DH36 steel, lies between the other two 
alloys, with a yield and ultimate strength of, 350 and 490 MPa, respectively.  
• With regard to the protective coatings, a wide range of mass loss results was obtained, 
ranging from a complete deterioration of the coating itself to almost negligible mass loss. It 
is also noteworthy, that, the uneven application of some of the coatings on the base plates, 
resulted into an equally uneven set of results. In any case it should be noted, the application 
of protective coatings, in the case of rudders and propellers, should also be examined, from 
a hydrodynamic as well as financial point of view. 
In relation to the microscopic observations: 
• Observation through the optical microscope, showed that, the depth and volume of the 
resulting erosion pits is analogous to the measured mass loss. For instance, the average 
volume of an erosion pit, in the case of cupronickel 70 – 30, which exhibited the highest 
mass loss, was 12 mm3, whereas the relevant values for grade DH36 steel and stainless steel 
254, which followed, were 10 mm3 and 2 mm3, respectively. The same applies for the 
measured depths, with average values of the order of 365.1 µm, 302.4 µm and 36 µm, 
respectively. The shape and characteristics of the resulting erosion pits were unique for each 
material, with the pits of cupronickel 70 – 30 being characterized by asymmetrical and steep 
slopes, whereas analogous observations applied for grade DH36 steel, although to a lesser 
extent. In contrast, the erosion pits of stainless steel 254, were relatively shallow and circular 
in shape. 
• Analogous remarks apply for the protective coatings, in the sense that the higher the mass 
loss, the deeper and bulkier the resulting erosion pits were found to be. In some cases, no 
erosion pits could be identified, although a negligible yet measurable amount of mass loss, 
was noted. 
• Macroscopic and microscopic, through optical microscopy, observation of the eroded 
surfaces of the examined alloys, revealed signs of mostly brittle fracture. Further 
examination of the progression of erosion, however, through a scanning electron 
microscope, showed that erosion initiates in the form of plastic deformation (orange peeling) 
before progressing into ductile and eventually brittle, due to work hardening, fracture, for all 
alloys. The initial plastic deformation and resulting ductile fracture was more profound in 
the case of cupronickel 70 – 30, a behaviour that was actually expected as copper alloys are 
face-centred cubic (fcc) and essentially ductile in nature. This behaviour is also in good 
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agreement with its mechanical properties, in the sense that it has the lowest yield and ultimate 
strength. In addition, signs of considerable ductile fracture were even apparent, in advanced 
stages of erosion, despite the ongoing severe brittle, due to work hardening, fracture. This is 
because, being the weaker alloy, in comparison to the other two, with an ultimate strength 
of 350 MPa in contrast to 490 MPa and 690 MPa for grade DH36 steel and stainless steel 
254, respectively, it suffered from the partial deterioration of the upper layers of its work 
hardened surface. As such the newly exposed layers of its surface had to go through the same 
ductile to brittle fracture procedure, thus signs of ductile fracture were apparent throughout 
the procedure. This behaviour can also be seen through its rate of mass loss, where despite 
the initial work hardening it remains at relatively high levels and does not decrease until the 
very end of the exposure. Analogous remarks apply for grade DH36 steel, although it is a 
body-centred cubic (bcc) alloy, thus it exhibited a ductile behaviour in the beginning of the 
exposure before progressing into brittle fracture, due to work hardening. Similarly, to 
cupronickel 70 – 30, some parts of its work – hardened surface deteriorated and had to go 
through the same ductile to brittle procedure, although to a much lesser extent, as it is also 
suggested by its properties. In particular, both its yield and ultimate strength are higher than 
cupronickel 70 – 30, thus suggesting a more resistant material. This is also evident in its rate 
of mass loss, which is relatively steady and low compared to cupronickel 70 – 30, especially 
past the initial work hardening stages. In contrast, stainless steel 254, which is also ductile 
in nature, retained the upper layers of its surface, thus it mostly suffered from brittle, due to 
work hardening, fracture, besides a small amount of plastic deformation and ductile fracture. 
This is in good agreement with its properties, which suggest that, stainless steel 254 is 
considerable more resistant that the other two alloys, a behaviour which was further 
confirmed by its measured mass loss. 
• The face-centred cubic (fcc) alloys, namely stainless steel 254 and cupronickel 70 – 30, 
mostly exhibited intergranular fracture, which is in good agreement with theory. Moreover, 
they both consist of relatively larger than grade DH36 steel grains, thus they are more prone 
to intergranular brittle fracture, which was indeed the case. In contrast, grade DH36 steel, 
which is body-centred cubic, in nature, exhibited mostly transgranular brittle fracture, a 
behaviour which is in good agreement again what was expected from theory. It is noteworthy 
that in the case of fcc alloys (stainless steel 254, cupronickel 70 – 30), the dominant 
intergranular fracture becomes transgranular, whereas the opposite appears to be the case for 
grade DH36 steel. This is due to the depletion of possible propagation paths for the former, 
and the presence of micro – voids in the grain boundaries for the latter. 
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In relation to the acoustic emission measurements: 
• Acoustic emission measurements demonstrated that cavitation activity can be detected and 
distinguished between ‘non – erosive’ and ‘erosive’. This is because, as it appears from the 
results, the amplitude of the resulting acoustic emissions is analogous to the intensity of 
cavitation. In particular, acoustic thresholds for ultrasonically induced cavitation were 
established for all alloys, while acoustic emissions were further translated into stress values, 
by means of an analytical procedure, based on the linear behaviour of the piezoelectric 
elements and a standardized initial calibration. Results, in terms of stress values, were in 
good agreement with the mechanical properties of the alloys, as well as the resulting erosion 
– mass loss. 
• In terms of instrumentation, piezoelectric elements are more suited for those measurements, 
according to the results, at least at this stage. This is mostly to their demonstrated linear 
behaviour, which is of great significance, if one wishes to establish acoustic thresholds for 
erosion. Nevertheless, fibre Bragg gratings demonstrated that they are capable of detecting 
acoustic emission signals due to cavitation erosion, however, more research would be 
required before those signals could be related to various erosion levels, for monitoring 
purposes. This is because their behaviour is not linear and in addition, each custom made 
grating, exhibits its own unique characteristics, thus extensive calibration would be required, 
at this stage. 
• Moreover, it was shown that the KIC value, namely the fracture toughness of a material, 
correlates well with the parameters of mass loss, average pit depth and volume for all alloys, 
with regard to cavitation induced erosion, similarly to the parameters of yield and ultimate 
strength. 
Finally, with regard to the model rudder tests: 
• It was shown that the utilization of acoustic emissions, for erosion monitoring purposes, in 
the case of rudders is viable. In particular, a distinction between ‘non – erosive’ and ‘erosive’ 
cavitation can be made in the case of both rudders, namely the small and double size one. In 
addition, it was shown that cavitation can also be located, in terms of location, through the 
utilization of an array of sensors in conjunction with a triangulation technique. This applies 
for both the piezoelectric and fibre Bragg grating sensors. Results also demonstrated that the 
by taking into consideration the internal structure as well as the size of the rudder the 
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accuracy of the monitoring system, in terms of the measured time differences and 
consequently the calculated source coordinates, could be further improved. 
8.3 Recommendations for future work 
Further to the useful information that was provided through this study it is proposed that the 
future researcher may: 
• Examine the response of protective coatings against ultrasonically induced cavitation in 
more detail, considering that such an investigation was not within the main thrust of this 
study, and as such protective coatings were only briefly examined due to the interest of BAE 
Systems to the matter. Nevertheless, the increased interest of the marine industry in testing 
new protective coatings, demands that their behaviour against cavitation should be 
investigated, thus the proposed ultrasonic method, is a satisfying option. 
• Examine in more detail the effect of cathodic protection, as it appears from the results that 
erosion is essentially a combination of mechanical and electrochemical damage. In 
particular, the future researcher may explore how the electrochemical parameters contributes 
towards the increase of total erosion and to what extent, always in respect to some commonly 
used shipbuilding materials, such as the ones that were examined in this study. 
• Work on the development of fibre Bragg grating sensors, especially with regard to cavitation 
erosion monitoring through the resulting acoustic emissions. As it was previously noted their 
behaviour cannot be characterized as linear where each sensor exhibits slightly different 
characteristics. Nevertheless, they proved to be capable of detecting cavitation erosion 
related acoustic emissions thus in consideration of their low cost, immunity to 
electromagnetic interference, small size as well as chemical inertness, they may form a 
viable option through further development work. It is also noteworthy, that fibre Bragg 
gratings have shown great potential when used in an array of strain gauges for cavitation 
erosion monitoring purposes, thus some research could also be conducted towards that 
direction. 
• Examine the potential use of other non – destructive techniques, such as the newly formed 
metal magnetic memory (MMM) method that was considered in the Appendix. Although the 
conclusion that was formed was not positive towards that use of that method for the 
evaluation of cavitation erosion, it is a fairly new method that was introduced in 1997, thus 
it could benefit from further research, in respect to that matter.  
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• Finally, the future researcher could work on the deployment of the rudder monitoring system 
on full – scale rudders and even conduct sea trials if possible. These prospects are indeed 
within the interest of BAE Systems for the near future, in the premises of which there is a 
full – scale rudder that is currently not in use, and could be deployed for those tests. Towards 
that direction, further optimization of the triangulation technique and the sensing equipment 
to overcome any possible issues related to size limitations could be a matter of an extended 
researcher work, both in hardware and software terms. This process would consist of 
identifying the optimal operating frequency and sampling rate conditions for the acoustic 
elements, and could also take into consideration of multiple arrays to cover the whole surface 
that is to be examined. Such a process though, would require extensive analytical 
calculations thus the development of the relevant software would also be part of the task. In 
this context, the further development of fibre Bragg gratings that was earlier proposed could 
also be a matter of interest towards that direction. 
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Appendix A 
 
A.1 Case study: Acoustic emission (AE) hull structural monitoring  
The application of acoustic emissions as means of non-destructive hull structural monitoring 
on a high endurance cutter is presented in Appendix A. It should be noted that only brief details 
regarding the procedure and findings will be given due to the confidential nature of the work 
and the fact that the ship serves as a maritime law enforcement unit. 
The procedure can be divided into two parts as follows: 
• The volumetric measurements requiring the use of multiple acoustic sensors and a 
triangulation technique for the detection of cracks throughout the structure. 
• Strains measurements for fatigue estimation purposes requiring the use of gauge length 
strain extensometers. 
A.2 Procedure and equipment 
A total of sixteen acoustic sensors with nominal frequencies ranging from 75 to 150 kHz were 
installed at crucial points of the ship structure with the purpose of detecting the presence as 
well as the inception of cracks. An equal number of band pass preamplifiers with frequencies 
ranging from 50 to 200 kHz were also installed in conjunction with the acoustic sensors. 
Signals from all sensors were captured by a BALRUE Data Acquisition Unit and Dongle and 
further processed by means of the relevant software package installed in a laptop computer, 
both conveniently installed and located in a protected yet easily accessible area. 
With regards to the analytical procedure regarding the volumetric measurements, the method 
was based on a simple triangulation technique and as such the acoustic sensors were divided 
into four groups each one containing the required four sensors. Time delays between the 
sensors of each group, when processed by means of the triangulation analytical technique 
could indicate the presence as well as the inception of cracks in terms of spatial coordinates. 
The theory behind this method as well as the governing equations are thoroughly described in 
Appendix C.  
Results regarding the ship structure as well as the presence of cracks will not be given due to 
the confidential nature of the work. The instalment of a number of acoustic sensors and their 
corresponding preamplifiers however, at crucial points of the structure, as well as the 
BALRUE Data Acquisition Unit and the Laptop computer, can be seen in Figure A1. 
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Figure A1: Top -Two acoustic sensors along with their preamplifiers installed at 
crucial points of the ship structure. Bottom – BALRUE Data Acquisition Unit and 
Laptop. 
 
In addition to the volumetric measurements a series of strain measurements also took place 
for fatigue estimation purposes. A total of six gauge length strain extensometers were installed 
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at crucial points of the ship structure. Signals were captured by means of a strain conditioning 
unit and further processed through the relevant software installed on an additional laptop 
computer. The strain conditioning unit as well as the laptop can also be seen in Figure A1 
alongside the BALRUE Data Acquisition Unit and its dedicated laptop computer. The 
instalment of two gauge length strain extensometers can be seen in Figure A2. 
 
Figure A2: Gauge length strain extensometers installed at crucial points of the ship 
structure. 
With regards to the underlying analytical procedure, the obtained signals, in terms of voltage, 
were initially converted into strain values and were then translated into stresses following a 
similar to the one described in Chapter 6 procedure. Stress data was then plotted onto 
comparative graphs. 
A.3 Indicative results 
Although accurate results regarding strain measurements will again not be given due to the 
confidential nature of the work, the response of four gauge length strain extensometers during 
a sea trial is shown in Figure A3. It should be noted that stress data was further processed by 
means of statistical tools in order for incidents related to the operation of the ship to be 
highlighted, as a consequence of the high frequency with which they occurred. 
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Figure A3: Strain – Stress response of four gauge length strain extensometers during 
sea trials. 
The measured variations, with regards to the response of the gauge length strain extensometers 
in terms of strain – stress at the monitored areas, that can be seen in Figure A3 can be attributed 
to the operating conditions of the examined vessel (speed, direction, weather). 
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Appendix B 
 
B.1 The metal magnetic memory (MMM) method 
The residual magnetic field (RMF) of a ferromagnetic material can be influenced by various 
physical processes such as: 
• The magneto-mechanical effect or inverse magneto-strictive effect, which is the 
change of the magnetic field of a material when subjected to mechanical stress. 
• The magnetic field leakage effect caused by discontinuities and structural defects of 
the material. 
• The interaction of external magnetic fields with discontinuities inside the material. 
Traditional magnetic flux leakage (MFL) methods rely on strong artificial magnetic fields and 
have been used extensively for the detection of macro-defects in pipelines and other steel 
structures. The main disadvantage of these methods is that the strong artificial magnetic field 
tends to re-orient the magnetic field of the examined material, thus all information related to 
micro-defects and internal stresses which would normally influence the residual magnetic field 
is eliminated. 
The metal magnetic memory method (MMM) is based on the magneto-mechanical effect in 
ferromagnetic materials. It was first introduced in 1997 as a new passive non-destructive 
testing method (NDT). In contrast to MFL methods the metal magnetic memory (MMM) 
method takes advantage of Earth’s own magnetic field instead of an artificial one, thus changes 
of the residual magnetic field of the material due to mechanical degradation can be directly 
identified. Additionally, changes of the residual magnetic field of a material due to external 
loads and subsequently internal micro-damage is permanent, thus the exposed structures can 
be inspected even when the load is removed. 
The metal magnetic memory (MMM) is a fairly new non-destructive testing (NDT) and as a 
result the underlying physical mechanisms are not yet fully understood. The method is at the 
moment orientated in the elastic deformation stage, where the residual magnetic field (RMF) 
exhibits a linear behaviour thus it is mostly effective as an early damage inspection tool. Plastic 
deformation however, affects the residual magnetic field of the examined material in a non-
linear and complex way and requires further study. Similarly, the relation between the RMF 
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signals and specific defects (micro-cracks, macro-cracks etc.) should be investigated more 
thoroughly. Many related studies are moving towards that direction at the moment. 
B.2 Experimental procedure and testing 
The metal magnetic memory method is a non-destructive testing (NDT) method based on the 
recording of the residual magnetic field of the examined material. Earth’s own magnetic field 
is used as the stimulus source (about 40 A/m). During the MMM testing the distribution of the 
residual magnetic field (H) is identified along the surface of the examined material and its 
gradient is calculated. In fact, external loading of sufficient magnitude, can create internal 
dislocations that can significantly influence the material’s residual magnetic field in those 
areas. In particular, when slip bands are formed, the vector of the magnetic field in those areas 
follows the direction of the slip planes and not the direction of the external magnetic field. 
An important parameter of the method is the line of polarity change of the magnetic field that 
is created when the material is subjected to external loading. The value of the normal 
component Hn in the line of polarity change is Hn=0 whereas the tangential component Ht 
shows its maximum value. The underlying physical mechanisms behind the creation of the 
line are not yet fully understood, however it is thought that is related to the direction of the 
slip bands inside the material. The quantitative evaluation of the stress concentration areas lies 
on the calculation of the gradient K: Kq = 	 |ΔHi|/2λÄ																																																																																																																																		(B1) 
In this equation: 
ΔΗi is the difference between two values of either the normal component Hn or the tangential 
component Ht at two inspection points positioned at a distance of λκ from both sides of the line 
of polarity change (Hn=0). The value of Ki is proportional to the intensity of magnetic field 
changes and subsequently of the internal stresses at the inspection areas at least for damage 
related to elastic deformation.  
Perpendicular and longitudinal scanning of the examined surface is conducted by means of 
the MMM instrument and the values of the gradient Ki of the components of the magnetic field 
(normal and tangential) across the surface are identified. Results are then plotted on Position-
Gradient (Ki) graphs on which stress concentration areas are identified. The highest K values 
are related to areas of maximum stress concentration. It is necessary that the material has been 
scanned before any loading is applied in order for possible defects and unique characteristics 
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to be identified and not be confused with actual loading damage. This can also be performed 
on a load-free area of the material. 
B.3 Cavitation erosion evaluation by means of the metal magnetic memory (MMM) 
method 
The metal magnetic memory method has exhibited promising results especially in cases of 
elastic deformation whereas the relation between stresses and the change of the magnetic field 
is linear. The relation between plastic deformation and the change of the magnetic field though 
has not been fully understood yet. On this note, the very early stages of cavitation related 
erosion could be possibly detected, just before plastic deformation and eventually brittle 
fracture takes place. Fatigue in exposed components could also be identified due to the 
presence of related stresses in the material. 
On the other hand, application of the metal magnetic memory method is possible only in 
materials with ferromagnetic behaviour. Metals with ferromagnetic properties include iron, 
cobalt and nickel as well as most of their alloys. Mechanical components exposed to cavitation 
however, such as ship propellers and rudders are sometimes manufactured by non-
ferromagnetic materials such as copper and its alloys and should be examined by means of an 
alternative NDT method. Results from different NDT methods though, are not always 
comparable thus a common inspection method would be preferable in complex structures that 
are exposed to cavitation and are made of different types of metals such as ship propulsion 
systems. 
Moreover, the dependence of the MMM method to the Earth’s magnetic field and the absence 
of any other magnetic interference makes it inapplicable for complex structures such as ships 
and their propulsion systems.  Interference from the extensive machinery and electrical 
networks, will possibly interfere with the MMM sensor and the detected magnetic field of the 
examined component.  Components would have to be removed in order to be examined, which 
is not always possible, especially in operating ships, thus a different type of NDT testing would 
be preferred such as an acoustic emissions or strain monitoring system. 
It appears that cavitation related erosion in exposed components cannot be effectively 
monitored and inspected by the MMM method for the moment. Nevertheless, one has to take 
into account that the MMM is a fairly new method that was first presented in 1997, thus the 
underlying physics are not well understood yet, especially in cases of plastic deformation. 
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Related studies are working towards that direction, as well as with the development and 
application of the method in more complex structures. 
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Appendix C 
 
C.1 The triangulation technique by Tobias – The operating sound field 
The basis of the described triangulation technique lies on an array of three acoustic sensors, 
located at points S0 (0, 0), S1 (x1, y1) and S2 (x2, y2) as well as an acoustic emission source 
located at P (x, y) at a distance r from S0. An acoustic emission event would then lead to a set 
of time differences δ1 and δ2: δ> = PS> − 	PS& = t>xc																																																																																																																				(C1) δ- = PS- − 	PS& = t-xc																																																																																																																													 
where c is the velocity with which sound propagates in the material and t1 and t2 the measured 
time difference with regards to the arrival of the sound waves for the pairs of sensors S1 – S0 
and S2 – S0, respectively.  
The acoustic emission source P (x, y) would be located at the intersection of three circles with 
a radius of r, r + δ1 and r + δ2 whereas the centre of those circles would be located at the points 
S0 (0, 0), S1 (x1, y1) and S2 (x2, y2), respectively. This technique, applied on the half – rudder 
model is graphically illustrated in Figure C1: 
 
Figure C1: Acoustic emission source location at the intersection of three circles. 
Rudder. 
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The three circles would be described in analytical terms as follows: x- +	y- = r-																																																																																																																																							(C2) (x − x>)- +	(y − y>)- = 	 (r + δ>)-																																																																																																							 (x − x-)- +	(y − y-)- = 	 (r + δ-)-																																																																																																							 
Combining the equations describing the three circles and switching to polar coordinates would 
lead to: 
r = A>2(x>cosθ +	y>sinθ + δ>) = A-2(x-cosθ +	y-sinθ + δ-)																																																	(C3) 
where  A> = x>- + y>- − δ>-																																																																																																																													(C4) A- = x-- + y-- − δ--																																																																																																																																						 
Equation (C3) can be rewritten as follows: (A>x- − A-x>)cosθ + (A>y- − A-y>)sinθ = A-δ> − A>δ-																																																					(C5) 
Further expansion of equation (C5) by means of dividing with the term: 
 [(A>x- − A-x>)- + (A>y- − A-y>)-]È8 
leads to: (A>x- − A-x>)cosθ[(A>x- − A-x>)- + (A>y- − A-y>)-]>- 																																																																																										(C6) 			+ (A>y- − A-y>)sinθ[(A>x- − A-x>)- + (A>y- − A-y>)-]>- = A-δ> − A>δ-[(A>x- − A-x>)- + (A>y- − A-y>)-]>- 
Considering that the coefficients of cosθ and sinθ are less than unity, equation (C6) can be 
rewritten in the form cos(θ − φ) = K																																																																																																																																		(C7) 
where: 
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K = (A-δ> − A>δ-)[(A>x- − A-x>)- + (A>y- − A-y>)-]>- 																																																																																	(C8) 
and: 
tanφ = (A>y- − A-y>)(A>x- − A-x>)																																																																																																																				(C9) 
Therefore, the angle φ can be derived by equation (C9) in the range of -π to +π as follows: φ = a + 2mπ																																																																																																																																				(C10) 
for m=0, ±1, ±2. 
As for the term K and considering that its denominator is positive by definition whereas its 
numerator can be derived from the known locations of sensors S1 (x1, y1) and S2 (x2, y2) this 
would lead to a solution of the form: β = cos\>|K|																																																																																																																																					(C11) 
As such equation (C7) could be transformed and rewritten as follows: (θ − φ) = β + 2nπ																																																																																																																									(C12) 
Or (θ − φ) = −β + 2nπ																																																																																																																																	 
for n=0, ±1, ±2.  
It should be noted that that there are two solutions for the equation cos(θ-φ) = K in the range 
-π to +π as it can be seen in equation (C12). 
Combination of equations (C7), (C10), (C11) and (C12) would lead to: θ = (a + β) + 2nπ																																																																																																																										(C13) θ = (a − β) + 2nπ																																																																																																																																					 
It can be seen that similarly to the term (θ-φ) there are two solutions for the angle θ in the 
range -π to +π.  
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Eventually once the two solutions for angle θ are calculated, the radius r can be calculated by 
means of equation (C3) and as such the acoustic emission source location P (x, y) can be 
derived through the set of equations (C2). 
It should be noted, however, that a solution of θ must lead to a positive value of r in order to 
be valid. This is the case for the majority of measurements where only one value of θ is valid 
for a given pair of time differences δ1 and δ2. Nevertheless, the rare ambiguity of having two 
valid solutions of θ is resolved by using a fourth acoustic sensor S3 (x3, y3) and through 
comparison between the measured time difference for sensors S3 – S0 and the resulting time 
difference when the calculated position of the acoustic emission source is taken into account. 
Finally, with regards to the operating sound field it should be noted that there are significant 
fluctuations near an ultrasonic transducer due to the constructive or destructive interference of 
multiple acoustic waves. As such, the conduction of accurate measurements within that region 
is considered to be extremely difficult, thus the far field region where acoustic waves form a 
uniform front is much preferred. The length of that near field region, where these phenomena 
occur, can be calculated by means of equation (C14): 
N = D:-f4c 																																																																																																																																												(C14) 
where N is the near field length, f is the frequency of the transducer, Dt is the diameter of the 
transducer and c the speed of sound in the material. 
In this context the near field length, in the case of the half-rudder models, ranges from 0.05 
mm to 0.41 mm, depending on the ultrasonic transducer that was utilized. As such, and by 
considering the dimensions and thickness of the rudders, all acoustic measurements, both in 
terms of intensity and location, were conducted in the far field region.   
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Appendix D 
 
D.1 The triangulation technique – Source location measurements – Piezoelectric sensors 
Results are presented in the form of graphs containing the relevant time differences, with 
regards to the arrival of the acoustic waves to each one of the piezoelectric sensors, and the 
calculated source location positions, respectively. It should be noted that all acoustic 
waveforms were processed through an appropriate band pass filter in order for the 26 kHz 
operating frequency of the sonotrode to be isolated. In addition, graphs are arranged in an 
order corresponding to the positions of the sensors, as these are presented in the mapping 
graphs, while the time scale of the X axis is adjusted accordingly in order for time differences 
to be distinguishable. Finally, it should be noted that the starting - reference point for all 
measurements, was the sensor that was closer to the source of cavitation. 
Sonotrode Placement (0, 10) 
 
Figure D1: Sonotrode placement (0, 10) – Piezoelectric sensor based system 
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Figure D2: Filtered waveforms from all piezoelectric sensors (0, 10) 
t1 (S0 – S1)  
 
21 µs 
t2 (S0 – S2)  
 
10 µs 
t3 (S0 – S3)  
 
23 µs 
Calculated location from S0, S1, S2 (x, y) = (0.5, 10) 
 
Calculated location from S0, S1, S3 
 
(x, y) = (2.2, 10) 
Actual Location 
 
(x, y) = (0, 10) 
Table D1: Results chart (0, 10) – Piezoelectric sensor based system 
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Sonotrode Placement (0, 13) 
 
Figure D3: Sonotrode placement (0, 13) – Piezoelectric sensor based system 
 
 
Figure D4: Filtered waveforms from all piezoelectric sensors (0, 13) 
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t1 (S0 – S1)  
 
10 µs 
t2 (S0 – S2)  
 
8 µs 
t3 (S0 – S3)  
 
18 µs 
Calculated location from S0, S1, S2 (x, y) = (0.8, 13) 
 
Calculated location from S0, S1, S3 
 
(x, y) = (1.2, 13) 
Actual Location 
 
(x, y) = (0, 13) 
Table D2: Results chart (0, 13) – Piezoelectric sensor based system 
Sonotrode Placement (0, 16) 
 
Figure D5: Sonotrode placement (0, 16) – Piezoelectric sensor based system 
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Figure D6: Filtered waveforms from all piezoelectric sensors (0, 16). 
δ1 (S0 – S1)  
 
0 µs 
δ2 (S0 – S2)  
 
7 µs 
δ3 (S0 – S3)  
 
6 µs 
Calculated location from S0, S1, S2 (x, y) = (0.7, 16) 
 
Calculated location from S0, S1, S3 
 
(x, y) = (1.6, 16) 
Actual Location 
 
(x, y) = (0, 16) 
Table D3: Results chart (0, 16) – Piezoelectric sensor based system 
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Sonotrode Placement (0, 19) 
 
Figure D7: Sonotrode placement (0, 19) – Piezoelectric sensor based system 
 
 
Figure D8: Filtered waveforms from all piezoelectric sensors (0, 19). 
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δ1 (S1 – S0)  
 
8 µs 
δ2 (S1 – S3)  
 
9 µs 
δ3 (S1 – S2)  
 
16 µs 
Calculated location from S0, S1, S3 (x, y) = (0.1, 18.6) 
 
Calculated location from S0, S1, S2 
 
(x, y) = (1, 18.5) 
Actual Location 
 
(x, y) = (0, 19) 
Table D4: Results chart (0, 19) – Piezoelectric sensor based system 
Sonotrode Placement (0, 22) 
 
Figure D9: Sonotrode placement (0, 22) – Piezoelectric sensor based system 
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Figure D10: Filtered waveforms from all piezoelectric sensors (0, 22) 
δ1 (S1 – S0)  
 
20 µs 
δ2 (S1 – S3)  
 
10 µs 
δ3 (S1 – S2)  
 
28 µs 
Calculated location from S0, S1, S3 (x, y) = (0.5, 22) 
 
Calculated location from S0, S1, S2 
 
(x, y) = (0, 22) 
Actual Location 
 
(x, y) = (0, 22) 
Table D5: Results chart (0, 22) – Piezoelectric sensor based system 
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Sonotrode Placement (6.5, 16) 
 
Figure D11: Sonotrode placement (6.5, 16) – Piezoelectric sensor based system 
 
 
Figure D12: Filtered waveforms from all piezoelectric sensors (6.5, 16) 
326 
 
 
δ1 (S1 – S0)  
 
0 µs 
δ2 (S1 – S3)  
 
0 µs 
δ3 (S1 – S2)  
 
2 µs 
Calculated location from S0, S1, S3 (x, y) = (6.5, 16) 
 
Calculated location from S0, S1, S2 
 
(x, y) = (5, 16.5) 
Actual Location 
 
(x, y) = (6.5, 16) 
Table D6: Results chart (6.5, 16) – Piezoelectric sensor based system 
Sonotrode Placement (13, 16) 
 
Figure D13: Sonotrode placement (13, 16) – Piezoelectric sensor based system 
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Figure D14: Filtered waveforms from all piezoelectric sensors (13, 16) 
δ1 (S2 – S3)  
 
0 µs 
δ2 (S2 – S1)  
 
7 µs 
δ3 (S2 – S0)  
 
14 µs 
Calculated location from S1, S2, S3 (x, y) = (12.3, 16) 
 
Calculated location from S0, S2, S3 
 
(x, y) = (11.5, 16) 
Actual Location 
 
(x, y) = (13, 16) 
Table D7: Results chart (13, 16) – Piezoelectric sensor based system 
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Sonotrode Placement (3.2, 8) 
 
Figure D15: Sonotrode placement (3.2, 8) – Piezoelectric sensor based system 
 
 
Figure D16: Filtered waveforms from all piezoelectric sensors (3.2, 8) 
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t1 (S0 – S1)  
 
25 µs 
t2 (S0 – S2)  
 
8 µs 
t3 (S0 – S3)  
 
28 µs 
Calculated location from S0, S1, S2 (x, y) = (3.5, 8.3) 
 
Calculated location from S0, S1, S3 
 
(x, y) = (3.1, 8.4) 
Actual Location 
 
(x, y) = (3.2, 8) 
Table D8: Results chart (3.2, 8) – Piezoelectric sensor based system 
Sonotrode Placement (3.2, 24) 
 
Figure D17: Sonotrode placement (3.2, 24) – Piezoelectric sensor based system 
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Figure D18: Filtered waveforms from all piezoelectric sensors (3.2, 24) 
δ1 (S1 – S0)  
 
24 µs 
δ2 (S1 – S3)  
 
7 µs 
δ3 (S1 – S2)  
 
26 µs 
Calculated location from S0, S1, S3 (x, y) = (2.9, 24.4) 
 
Calculated location from S0, S1, S2 
 
(x, y) = (4.2, 23.8) 
Actual Location 
 
(x, y) = (3.2, 24) 
Table D9: Results chart (3.2, 24) – Piezoelectric sensor based system 
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Sonotrode Placement (9.8, 8) 
 
Figure D19: Sonotrode placement (9.8, 8) – Piezoelectric sensor based system 
 
 
Figure D20: Filtered waveforms from all piezoelectric sensors (9.8, 8) 
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δ1 (S2 – S0)  
 
8 µs 
δ2 (S2 – S3)  
 
24 µs 
δ3 (S2 – S1)  
 
28 µs 
Calculated location from S0, S2, S3 (x, y) = (9.1, 8.8) 
 
Calculated location from S1, S2, S3 
 
(x, y) = (8.8, 8.8) 
Actual Location 
 
(x, y) = (9.8, 8) 
Table D10: Results chart (9.8, 8) – Piezoelectric sensor based system 
Sonotrode Placement (9.8, 24) 
 
Figure D21: Sonotrode placement (9.8, 24) – Piezoelectric sensor based system 
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Figure D22: Filtered waveforms from all piezoelectric sensors (9.8, 24) 
δ1 (S3 – S2)  
 
30 µs 
δ2 (S3 – S1)  
 
6 µs 
δ3 (S3 – S0)  
 
32 µs 
Calculated location from S1, S2, S3 (x, y) = (9.6, 23) 
 
Calculated location from S0, S2, S3 
 
(x, y) = (10.5, 22.7) 
Actual Location 
 
(x, y) = (9.8, 24) 
Table D11: Results chart (9.8, 24) – Piezoelectric sensor based system 
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D.2 The triangulation technique– Source location measurements– Fibre Bragg grating 
sensors 
Source location measurements were also conducted by means of a fibre Bragg grating sensor 
– based system, through a similar to the one described in sub-chapter 7.5, experimental and 
data processing procedure. As such, raw acoustic data from all sensors and different sonotrode 
placements were processed through a band pass filter in order for the 26 kHz operating 
frequency of the sonotrode to be isolated. Time differences between sensors were then 
measured, with regards to the peaks of the acoustic waves – pulses, and location coordinates 
were eventually derived by means of the analytic triangulation technique.  
Acoustic data is presented in the form of graphs arranged in an order similar to the actual 
positions of the sensors, for comparison reasons. In addition, all graphs are appropriately 
scaled with regards to the X axis (time) in order for the time differences between different 
sensors to be distinguishable. 
Sonotrode Placement (0, 10) 
 
Figure D23: Sonotrode placement (0, 10) – FBG sensor based system 
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Figure D24: Filtered waveforms from all FBG sensors (0, 10) 
t1 (S0 – S1)  
 
18 µs 
t2 (S0 – S2)  
 
8 µs 
t3 (S0 – S3)  
 
22 µs 
Calculated location from S0, S1, S2 (x, y) = (1.7, 10.6) 
 
Calculated location from S0, S1, S3 
 
(x, y) = (2.3, 10.6) 
Actual Location 
 
(x, y) = (0, 10) 
Table D12: Results chart (0, 10) – FBG sensor based system 
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Sonotrode Placement (0, 13) 
 
Figure D25: Sonotrode placement (0, 13) – FBG sensor based system. 
 
 
Figure D26: Filtered waveforms from all FBG sensors (0, 13) 
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t1 (S0 – S1)  
 
12 µs 
t2 (S0 – S2)  
 
8 µs 
t3 (S0 – S3)  
 
18 µs 
Calculated location from S0, S1, S2 (x, y) = (1, 12.4) 
 
Calculated location from S0, S1, S3 
 
(x, y) = (0.6, 12.4) 
Actual Location 
 
(x, y) = (0, 13) 
Table D13: Results chart (0, 13) – FBG sensor based system. 
Sonotrode Placement (0, 16) 
 
Figure D27: Sonotrode placement (0, 16) – FBG sensor based system 
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Figure D28: Filtered waveforms from all FBG sensors (0, 16) 
t1 (S0 – S1)  
 
1 µs 
t2 (S0 – S2)  
 
9 µs 
t3 (S0 – S3)  
 
8 µs 
Calculated location from S0, S1, S2 (x, y) = (0.3, 15.7) 
 
Calculated location from S0, S1, S3 
 
(x, y) = (1, 15.7) 
Actual Location 
 
(x, y) = (0, 16) 
Table D14: Results chart (0, 16) – FBG sensor based system 
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Sonotrode Placement (0, 19) 
 
Figure D29: Sonotrode placement (0, 19) – FBG sensor based system 
 
 
Figure D30: Filtered waveforms from all FBG sensors (0, 19) 
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δ1 (S1 – S0)  
 
10 µs 
δ2 (S1 – S3)  
 
8 µs 
δ3 (S1 – S2)  
 
16 µs 
Calculated location from S0, S1, S3 (x, y) = (0.9, 19) 
 
Calculated location from S0, S1, S2 
 
(x, y) = (0.8, 19) 
Actual Location 
 
(x, y) = (0, 19) 
Table D15: Results chart (0, 19) – FBG sensor based system 
Sonotrode Placement (0, 22) 
 
Figure D31: Sonotrode placement (0, 22) – FBG sensor based system 
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Figure D32: Filtered waveforms from all FBG sensors (0, 22) 
δ1 (S1 – S0)  
 
24 µs 
δ2 (S1 – S3)  
 
8 µs 
δ3 (S1 – S2)  
 
29 µs 
Calculated location from S0, S1, S3 (x, y) = (2.3, 23.2) 
 
Calculated location from S0, S1, S2 
 
(x, y) = (0.2, 23.2) 
Actual Location 
 
(x, y) = (0, 22) 
Table D16: Results chart (0, 22) – FBG sensor based system 
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Sonotrode Placement (6.5, 16) 
 
Figure D33: Sonotrode placement (6.5, 16) – FBG sensor based system 
 
 
Figure D34: Filtered waveforms from all FBG sensors (6.5, 16) 
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δ1 (S1 – S0)  
 
0 µs 
δ2 (S1 – S3)  
 
0 µs 
δ3 (S1 – S2)  
 
10 µs 
Calculated location from S0, S1, S3 (x, y) = (6.5, 16) 
 
Calculated location from S0, S1, S2 
 
(x, y) = (0, 16) 
Actual Location 
 
(x, y) = (6.5, 16) 
Table D17: Results chart (6.5, 16) – FBG sensor based system 
Sonotrode Placement (13, 16) 
 
Figure D35: Sonotrode placement (13, 16) – FBG sensor based system 
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Figure D36: Filtered waveforms from all FBG sensors (13, 16) 
δ1 (S2 – S3)  
 
0 µs 
δ2 (S2 – S1)  
 
8 µs 
δ3 (S2 – S0)  
 
12 µs 
Calculated location from S1, S2, S3 (x, y) = (11.2, 16) 
 
Calculated location from S0, S2, S3 
 
(x, y) = (11, 16) 
Actual Location 
 
(x, y) = (13, 16) 
Table D18: Results chart (13, 16) – FBG sensor based system 
 
 
345 
 
 
Sonotrode Placement (3.2, 8) 
 
Figure D37: Sonotrode placement (3.2, 8) – FBG sensor based system 
 
 
Figure D38: Filtered waveforms from all FBG sensors (3.2, 8) 
346 
 
 
t1 (S0 – S1)  
 
23 µs 
t2 (S0 – S2)  
 
8 µs 
t3 (S0 – S3)  
 
30 µs 
Calculated location from S0, S1, S2 (x, y) = (2.3, 8.8) 
 
Calculated location from S0, S1, S3 
 
(x, y) = (3, 8.8) 
Actual Location 
 
(x, y) = (3.2, 8) 
Table D19: Results chart (3.2, 8) – FBG sensor based system 
Sonotrode Placement (3.2, 24) 
 
Figure D39: Sonotrode placement (3.2, 24) – FBG sensor based system 
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Figure D40: Filtered waveforms from all FBG sensors (3.2, 24) 
δ1 (S1 – S0)  
 
26 µs 
δ2 (S1 – S3)  
 
10 µs 
δ3 (S1 – S2)  
 
28 µs 
Calculated location from S0, S1, S3 (x, y) = (2.5, 24.1) 
 
Calculated location from S0, S1, S2 
 
(x, y) = (4.2, 23.9) 
Actual Location 
 
(x, y) = (3.2, 24) 
Table D20: Results chart (3.2, 24) – FBG sensor based system. 
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Sonotrode Placement (9.8, 8) 
 
Figure D41: Sonotrode placement (9.8, 8) – FBG sensor based system 
 
 
Figure D42: Filtered waveforms from all FBG sensors (9.8, 8) 
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δ1 (S2 – S0)  
 
8 µs 
δ2 (S2 – S3)  
 
25 µs 
δ3 (S2 – S1)  
 
26 µs 
Calculated location from S0, S2, S3 (x, y) = (9, 8.4) 
 
Calculated location from S1, S2, S3 
 
(x, y) = (12, 8) 
Actual Location 
 
(x, y) = (9.8, 8) 
Table D21: Results chart (9.8, 8) – FBG sensor based system 
Sonotrode Placement (9.8, 24) 
 
Figure D43: Sonotrode placement (9.8, 24) – FBG sensor based system 
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Figure D44: Filtered waveforms from all FBG sensors (9.8, 24) 
 
δ1 (S3 – S2)  
 
24 µs 
δ2 (S3 – S1)  
 
6 µs 
δ3 (S3 – S0)  
 
28 µs 
Calculated location from S1, S2, S3 (x, y) = (10, 24.6) 
 
Calculated location from S0, S2, S3 
 
(x, y) = (10.5, 24.8) 
Actual Location 
 
(x, y) = (9.8, 24) 
Table D22: Results chart (9.8, 24) – FBG sensor based system 
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Appendix E 	
E.1 Case study: Cavitation erosion and impact testing on the Metaline 785 protective 
coating 
The erosion resistance of an elastomeric semi-soft protective coating (MetaLine 785), against 
ultrasonically induced cavitation, was examined. Samples were exposed to cavitation, initially 
for a period of 5h and eventually to 25h and their mass loss was periodically measured every 
30 min. Erosion images of the examined surfaces were taken in order for any signs of erosion 
to be identified. Towards that direction, samples were also examined by means of optical and 
scanning electron microscopy. 
 In addition, an impact test was also conducted by means of a steel ball of known weight. It 
should be noted that, in both cases (erosion and impact testing) a comparison with the best 
performing coatings that were tested through this PhD study was conducted. 
E.2 Experimental procedure and conditions - Erosion 
The MetaLine 785 coating was applied on the top surface of a mild steel plate (50x50x5mm) 
similarly to coatings from another supplier. The thickness of the coating was 3.5 mm. The 
steel plate was placed at the bottom of a small tank filled with tap water and cavitation was 
induced just above the coated surface. 
Cavitation was generated by means of a Hielscher UIP 1000hd ultrasonic transducer. The 
titanium made transducer (22mm diameter at the tip), oscillates at a frequency of 19.5 KHz 
and up to an amplitude of 114 µm. The power output of the transducer is adjustable and directly 
affects cavitation intensity. Similarly, the gap between the ultrasonic transducer and the 
exposed sample can also effect cavitation intensity and the erosion rate. 
The experimental setup can be seen in Figure E1: 
352 
 
 
Figure E1: Test rig and water recirculation system 
The ultrasonic transducer was positioned just above the coating surface at a distance of 1mm 
and its power output was set at 750W, similarly to the tests on other coatings. These settings 
had been previously found to induce cavitation of sufficient intensity without excessively 
eroding the tip of the transducer. 
Samples were exposed for a period of 5h which was eventually extended to 25h due to 
promising results. Mass loss measurements were taken every 30 min as well as images of the 
exposed surface. 
E.3 Results and discussion - Erosion 
A total of 5 MetaLine 785 steel samples were examined. Mass loss through the 5h exposure 
period was negligible (non-measurable) for all MetaLine 785 samples, in contrast to the other 
coatings that have been tested so far. This can be seen in Figure E2 and E3: 
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Figure E2: Mass loss comparison between the MetaLine 785 and coatings from another 
supplier – Best coatings 
 
Figure E3: Mass loss comparison between the MetaLine 785 and coatings from another 
supplier – All coatings 
 
The appearance of the exposed surface through the 5h period can be seen in Figure E4: 
354 
 
 
Figure E4: Erosion progress. From left to right: 0h-2h-5h 
No erosion pits could be identified macroscopically apart from the appearance of a very 
distinctive bump, possibly due to local temperature effects. This was the case for all the 
MetaLine 785 samples that were tested. Microscopic examination of the distinctive bump 
revealed a single erosion pit, in one of the examined samples. The contribution of that erosion 
pit to the total mass loss was negligible (non-measurable). The erosion pit can be seen in Figure 
E5: 
 
Figure E5: Distinctive bump at 100x (Left)-3D representation of the identified erosion 
pit on the bump at x500(Right)-Optical Microscopy 
For comparison reasons the microscopic apperance of the other coatings that have been tested 
is presented in Figure E6: 
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Figure E6: Erosion pattern after 5h of cavitation at 100x. From left to right: Metaline-
A-B. Optical microscopy 
Several erosion pits could be identified on the surfaces of the A and B coatings, leading to a 
measurable amount of mass loss. 
Examination by means of scanning electron microscopy (SEM) of the MetaLine 785 sample 
revealed another interesting, cross shaped, feature positioned at the top of the distinctive bump. 
This could be due to excessive stress concentration at the top of the bump. Again, its 
contribution to the total mass loss was negligible (non-measurable). The cross-like feature can 
be seen in Figure E7: 
 
Figure E7: Cross-like feature at the top of the distinctive bump 
Finally, due to promising results, it was decided to extend the exposure period up to a 
maximum of 25 hours, for one of the already eroded samples. Again, mass loss measurements 
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were taken every 30 min as well as macroscopic images of the exposed surface. Figure E8 
shows the appearance of the eroded surface through this extended period: 
   
Figure E8: Erosion progress during the extended exposure. From left to right: 7h-15h-
25h 
Any mass loss was again negligible (non-measurable). The second bump appeared after 
approximately 2h of cavitation exposure (total exposure-7h), similarly to the appearance of 
the first one during the first 5h, possible due to local temperature effects. It is also noteworthy 
that apart from a slight initial inflation, the shape and volume of the first bump didn’t change 
significantly during the extended exposure period (5h-25). 
E.4 Conclusion - Erosion 
The MetaLine 785  protective coating exhibited a very resitant nature against ultrasonically 
induced cavitation, especially when compared to the other coatings that have been tested so 
far. Mass loss through the initial (5h) and the extended (25h) exposure period was negligible 
(non-measurable). This was also represented by the lack of any distinctive erosion pits even 
after 25h of continuous exposure. More specifically, only a single pit could be identified on 
the ‘erosion bump’ of one of the samples however its contribution to the total mass loss was 
negligible.  
On the other hand, the cross-like feature on the top of the bump implies that the coating will 
eventually rupture at some point. The apperance of those bumps however is possibly related 
to temperature effects that can affect and weaken the coating locally. This could be due to the 
operation of the ultrasonic trasnducer as it has been observed in a similar coating from a 
different supplier. 
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E.5 Impact testing 
A ball drop test was conducted on the R and C coatings supplied by BAE Systems as well as 
on the Metaline 785 protective coating. The aim of this test was to simulate and explore how 
the coatings would react when hit by a moving object.  
In this case the moving object was simulated by a carbon steel ball of a diameter of 6.35 cm 
(2.5 inches) and a mass of approximately 1 kg. When dropped from a height of 4 m above the 
examined coating the ball at the time of impact would have a speed of 8.85 m/s equal to about 
17 Knots. At this speed the 1 kg steel ball would have a kinetic energy of 39.2 J. 
The steel ball as well as the three examined coatings can be seen in Figure E9: 
 
Figure E9: 1Kg steel ball and the three coatings – From left to right- Metaline, R and C 
 
E.6 Impact testing - Results 
The appearance of the surface of each of the three coatings just before impact can be seen in 
Figure E10: 
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Figure E10: From left to right – Metaline, R and C coatings before impact. 
The appearance of their surface just after the steel ball impact is presented in Figure E11: 
 
Figure E11: From left to right – Metaline, R and C coatings after impact. 
A very characteristic dent can be identified on the right side of the C coating which is the area 
of impact. Similar dents were observed on both the Metaline and R coating although they don’t 
appear to be as severe as the one on the C coating. Microscopic images of the damaged areas 
are presented in Figure E12: 
 
Figure E12: From left to right – Metaline, R and C coatings after impact (20x) 
Optical microscopic images confirm that the C coating has suffered the greater damage as its 
deep dent implies followed by the Metaline and R coating with much thinner dents. Further 
details about those dents can be provided by the 3D images presented in Figure E13: 
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Figure E13: From top to bottom – Metaline, R and C coatings after impact (3D) 
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The 3D images confirmed that the C coating has suffered the greater damage, as it is implied 
by the depth of its dent (1.3101 mm) followed by Metaline and R coatings with similar dents 
depths (568.3 µm and 587.8 µm, respectively). Interestingly, there was a measurable amount 
of mass loss due to the ball impact as it can be seen in Figure E14: 
 
Figure E14: Mass loss due to steel ball impact 
The greater mass loss was experienced by C coating followed by R and Metaline). Results 
match macroscopic and optical microscopic observations with regards to the damage 
experienced by the coatings. Finally, a comparison between the mass loss caused by the steel 
ball impact and ultrasonically induced cavitation is presented in Figure E15: 
 
Figure E15: Mass loss comparison. Steel ball impact – Cavitation 
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Appendix F 
 
F.1 Three dimensional microscopic images of cavitation erosion pits 
Grade DH36 Steel 
 
Figure F1: 3D illustration of erosion pit (2). Grade DH36 steel. 
 
Figure F2: 3D illustration of erosion pit (2). Grade DH36 steel – Colour contour. 
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Figure F3: 3D illustration of erosion pit (3). Grade DH36 steel. 
 
Figure F4: 3D illustration of erosion pit (3). Grade DH36 steel – Colour contour. 
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Stainless steel 254 
 
Figure F5: 3D illustration of erosion pit (2). Stainless steel 254. 
 
Figure F6: 3D illustration of erosion pit (2). Stainless steel 254 – Colour contour. 
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Figure F7: 3D illustration of erosion pit (3). Stainless steel 254. 
 
Figure F8: 3D illustration of erosion pit (3). Stainless steel 254 – Colour contour. 
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Cupronickel 70-30 
 
Figure F9: 3D illustration of erosion pit (2). Cupronickel 70-30. 
 
Figure F10: 3D illustration of erosion pit (2). Cupronickel 70-30 – Colour contour. 
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Figure F11: 3D illustration of erosion pit (3). Cupronickel 70-30. 
 
Figure F12: 3D illustration of erosion pit (3). Cupronickel 70-30 – Colour contour. 
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I Coating 
 
Figure F13: 3D illustration of erosion pit (2). I coating. 
 
Figure F14: 3D illustration of erosion pit (2). I coating – Colour contour. 
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Figure F15: 3D illustration of erosion pit (3). I coating. 
 
Figure F16: 3D illustration of erosion pit (3). I coating – Colour contour. 
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P Coatimg 
 
Figure F17: 3D illustration of erosion pit (2). P coating. 
 
Figure F18: 3D illustration of erosion pit (2). P coating – Colour contour. 
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Figure F19: 3D illustration of erosion pit (3). P coating. 
 
Figure F20: 3D illustration of erosion pit (3). P coating – Colour contour. 
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A coating 
 
Figure F21: 3D illustration of erosion pit (2). A coating. 
 
Figure F22: 3D illustration of erosion pit (2). A coating – Colour contour. 
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Figure F23: 3D illustration of erosion pit (3). A coating. 
 
Figure F24: 3D illustration of erosion pit (3). A coating – Colour contour. 
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Double coating 
 
Figure F25: 3D illustration of erosion pit (2). Double coating. 
 
Figure F26: 3D illustration of erosion pit (2). Double coating – Colour contour. 
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Figure F27: 3D illustration of erosion pit (3). Double coating. 
 
Figure F28: 3D illustration of erosion pit (3). Double coating – Colour contour. 
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R coating 
 
Figure F29: 3D illustration of erosion pit (2). R coating. 
 
Figure F30: 3D illustration of erosion pit (2). R coating – Colour contour. 
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Figure F31: 3D illustration of erosion pit (3). R coating. 
 
Figure F32: 3D illustration of erosion pit (3). R coating – Colour contour. 
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B coating 
 
Figure F33: 3D illustration of erosion pit (2). B coating. 
 
Figure F34: 3D illustration of erosion pit (2). B coating – Colour contour. 
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Figure F35: 3D illustration of erosion pit (3). B coating. 
 
Figure F36: 3D illustration of erosion pit (3). B coating – Colour contour. 
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C coating 
 
Figure F37: 3D illustration of erosion pit (2). C coating. 
 
Figure F38: 3D illustration of erosion pit (2). C coating – Colour contour. 
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Figure F39: 3D illustration of erosion pit (3). C coating. 
 
Figure F40: 3D illustration of erosion pit (3). C coating – Colour contour. 
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Appendix G 
 
G.1 Measurement uncertainty analysis 
 
This study essentially consisted of both quantitative and qualitative elements. The former 
consisted of mass loss and acoustic emission measurements, for which a measurement 
uncertainty analysis was undertaken, in order to ensure, that the different results that were 
obtained for various conditions, are actually accurate, and not the result of measurement 
uncertainty. 
Due to the fact that large sets of data were recorded for both series of measurements, a Type 
A estimate of uncertainty was selected, which consists of initially calculating the mean value 
and the standard deviation of a set of data, before eventually calculating the estimated standard 
uncertainty. This process can be expressed mathematically through the following set of 
equations (G1). 
s = ÌÍ(xq − xÎ)-(n − 1)rql> 																																																																																																																											 (G1) 
u = 	 s√n																																																																																																																																																										 
where xi stands for the result of the i measurement, ?̅? for the arithmetic mean of all 
measurements, n for the number of the results and s for the calculated standard deviation. In 
addition, u stands for the estimated standard uncertainty of a set of data. 
In the case of mass loss tests a series of twenty measurements, using a known weight were 
initially taken, using the weight balance that was to be used for this study, giving a mean value ?̅? of 19.4993g and a standard deviation s of 0.00005g. As such the estimated standard 
uncertainty u would be 0.00001 g. For k=2 (95% confidence level) the measurement 
uncertainty would be ± 0.00002g. Considering that the mass loss differences that were 
recorded for the three alloys, were of the order of the 2nd decimal and in many cases of the 1st, 
it was assumed that measurement uncertainty was not going to influence the recorded results.  
Mass loss measurements for the protective coatings, had differences of the order of the 4th to 
the 2nd decimal, thus measurement uncertainty, was not likely to influence them either, 
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although not to the same extent as of the alloys. Nevertheless these measurements were 
recorded due to the interest of BAE Systems to the matter, and were not within the main scope 
of this study, which was oriented towards the three basic alloys. 
It should also be noted that the weight balance was properly calibrated throughout this study, 
whereas an average of three measurements was taken before a mass loss value was recorded, 
in order for any mistakes relating to the operator of the measurements to be taken into account. 
In addition the cavitation inducing ultrasonic transducer, was operating through a fully 
automated software, which could offer accurate reproducibility of testing conditions, as well 
as indications on when a consumable part had to be changed. However, all consumable parts 
were replaced prior to the software indicating the need for replacement, as a preventive 
measure. It should also be noted that an average of five specimens were tested for each 
material, whereas the average of those sets was calculated and evaluated, in order for the 
effects of a slightly different composition, within the material standard, to be eliminated. 
With regard to acoustic emission measurements an analogous procedure was utilized by means 
of a standardized procedure known as the Hsu – Nielsen calibration. This consists of breaking 
a 2H graphite pencil lead, with a 0.5 mm tip diameter, on the surface of the examined material 
or sensor, at a 45° angle. This event will produce a standard 1N force which will then induce 
strain on the crystal of the piezoelectric sensor, and consequently a specific electric signal. 
This procedure is often being used for the calibration of acoustic sensors, either directly or 
indirectly through the material they are installed on to. It should be noted that this is the 
procedure that was utilized in this study, with regard to the conversion of electric signals into 
acoustic power (dB) and stress (MPa) units, as it is referred in Chapter 6. 
As such a series of twenty measurements was taken for each of the examined sensors, in order 
for the mean values, standard deviation, estimated standard uncertainty and measurement 
uncertainty for a 95% confidence level, to be calculated. Results are presented below: 
- Aluminium sensor: ?̅? = 0.1225 V, s = 0.0022 V, u = 0.0005 V, measurement uncertainty = 
± 0.001 V (95% confidence level) 
- Brass sensor: ?̅? = 0.1225 V, s = 0.0022 V, u = 0.0009 V, measurement uncertainty = ± 0.0018 
V 
- PVDF sensor: ?̅? = 0.00612 V, s = 0.00011 V, u = 0.0001 V, measurement uncertainty = ± 
0.0002 V 
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As such, for the aluminium sensor, in terms of acoustic power (dB), and for the values that 
were recorded, a measurement uncertainty of the order of ± 0.007 dB (95% confidence level) 
would be expected. This is minor compared to the measured differences of 2-3 dB. Similarly 
for the brass and PVDF sensor the measurement uncertainty would be of the order of, ± 0.001 
dB and ± 0.016 dB, respectively. 
In terms of stress, and for the order of values that were recorded, an uncertainty of ± 0.4, ± 
0.06 and ± 1.6 MPa, would be expected, for the aluminium, brass and PVDF sensor, 
respectively. This uncertainty is again considered to be minor, considering that differences of 
the order of hundreds of MPa were measured, for different test rig configurations. 
 
 
 
 
 
 
 
 
 
 
 
 
