We present two types of polynomials related to the Mittag-Leffler function namely the fractional Hermite polynomial and the Mittag-Leffler polynomial. The first modifies the Hermite polynomial and the second one is a refashioned Laguerre polynomial. The fractional Hermite and the Mittag-Leffler polynomials are used to solve the Cauchy problems for the fractional Fokker-Planck equation where the fractional derivative is taken in the Caputo sense with respect to time and/or space. The generating functions of these two kinds of polynomials are also calculated and they indicate that these polynomials belong to the Sheffer type.
I. INTRODUCTION
There are several ways to define the Sheffer polynomials 1-5 among which the method by a generating function is the most common. The exponential generating function (EGF) of the Sheffer sequences s n (x), n = 0, 1, 2, . . ., can be expressed in terms of ∞ n=0 λ n n! s n (x) = A(λ) e xB(λ) ,
where A(0) = 1 and B(0) = 0. If B(λ) = λ we have the subclass of the Sheffer polynomials called the Appell polynomials 2, 3, 6 . To the family of the Sheffer polynomials belong, e.g., the
Hermite and the Laguerre polynomials which are present in the solutions of the classical and quantum mechanical problems. For instance, it is well-known that the Hermite polynomials solve the heat equation 7 and anomalous diffusion 8 . They also appeared in the wave functions of the Schrödinger equations with the harmonic oscillator potential 9 which in the three-dimensional case can be additionally written in terms of the associated Laguerre polynomials 9 connected with the hydrogen atom potential 9 . One of the important property of the Sheffer polynomials is that under the action of certain operators they behave like the monomial and by the monomiality principle create the ladder structure 4, 5, 10 . From this point of view they are essential in theoretical physics.
In this paper we will extend the class of the Sheffer polynomials by introducing two types of polynomials related to the Mittag-Leffler function (MLF) which are solutions of the fractional differential equation with fractional derivative over time and/or over space. First of these polynomials are called the fractional Hermite polynomials (fHP) and they are related to the (one-parameter, standard) MLF denoted by E α (x), α > 0, x ∈ R. The next one, named the Mittag-Leffler polynomials (MLP) and denoted by E −n α, β (x), n = 1, 2, . . ., α, β > 0, and x ∈ R, are the three-parameter MLF with the negative integer upper parameter. Both of these polynomials are related to the MLFs whose series definitions read
x r Γ(β + αr)
and from which it can be easily seen that E γ α, β (x) goes to E α (x) for γ = β = 1. In addition we observe that E 1 α, β (x) = E α, β (x) = ∞ r=0 x r /Γ(α + βr), the Wiman function. It should be also added that the one-parameter MLF generalize the exponential function.
The one-parameter MLFs play a central role in the theory of fractional calculus which involves the integro-differential operator in the Caputo's form:
for n = 1, 2, . . . and g (n) (y) being the nth derivative of g(y) over y. The role of one-parameter MLF is similar to the one played by the exponential function in the conventional calculus with the derivative of integer order. Namely, the standard MLF is the eigenfunction of the fractional derivative in the Caputo sense:
. To prove that we use Theorem 10.3 of Ref. 34 
is the Riemann-Liouville fractional derivative. Relation between the Caputo and the Riemann-Liouville fractional derivatives say that
The MLFs can be also studied as the non-Debye relaxation functions of the complex systems 11, 12 .
For the Cole-Cole relaxation function we have that ψ α, 
which for β = 1 goes to the relaxation function ψ α,1 (t), i.e. the one-parameter MLF 11, 12 .
The paper is organized as follows. In Sec. II we introduce the two-variable fHPs which have the similar algebraical properties as two-variable Hermite polynomials. In Sec. II we also derive the exponential generating function and the forward shift operator appropriate for the fHPs. We have also shown that these polynomials solve the one-dimensional fractional Fokker-Planck equation only with diffusion term proportional to the second derivative over space. The MLP are discussed in Sec. III. There, we propose their operational form and we find their ordinary and exponential generating functions. We will show that these polynomials are used to solve the one-dimensional fractional Fokker-Planck equation in which the diffusion term (i.e. the second derivative over space) is replaced by the fractional Laguerre derivative C D β
x x∂ x . These two types of polynomials belong to the Sheffer class so in Sec. IV we will investigate the monomiality principle for them.
The paper is concluded in Sec. V.
This work is an extension of considerations reported in Ref. 13 .
II. THE FRACTIONAL HERMITE POLYNOMIALS α H n (x, y)
The fHP introduced in 19 (Eq. (8)) and 13 
and its first four terms, i.e. for n = 0, 1, 2, and 3, are equal to 1, x, x 2 + 2y/Γ(1 + α), and
respectively. According to the definition (4) the fHP differs from the Hermite polynomials in two variables H n (x, y) = n! ⌊n/2⌋ r=0 x n−2r y r /[(n − 2r)!r!] only by the gamma function in the denominator. Then it can be expected that the algebraic properties of α H n (x, y) and H n (x, y) should be similar. For example, as H n (x, y) can be presented in the form of standard Hermite polynomials H n (u) in the form H n (x, y) = (iy 1/2 ) n H n [x/(2 iy 1/2 )] then α H n (x, y) can be written using Eq. (4) as:
The operational form of H n (x, y) reads exp(y ∂ 2 x )x n 17 and it can be shown that
Eq. (5) can be immediately derived by applying the series form of the one-parameter MLF given through Eq. (2).
Taking into account the analogy in the defining sums between α H n (x, y) and H n (x, y) we can suppose that α H n (x, y) can be formally expressed via H n (x, y). It is done with the help of the umbral calculus which leads to the umbral image of the fHP:
is the σ-th Stieltjes moment of the one-sided Lévy stable distribution Φ α (u), 0 < α < 1 [14] [15] [16] . The symbol d ρ is called the umbral shift operator as it shifts
In the example studied here the shifted function f (ρ) is equal to M α (−αρ). Roughly speaking, Eq. (6) can be derived from Eq. (5) in which we use the umbral form of the one-parameter MLF involving the Stieltjes moments of Φ α (u). According to Ref. 24, 25 the one-parameter MLF can be rephrased as
Thus, inserting Eq. (7) into Eq. (5) gives α H n (x, y) = exp(y d ρ ∂ 2 x ) x n M α (−αρ)| ρ=0 and treating it as the operational form of H n (x, y) we obtain Eq. (6) .
Proofs of Eq. (8) . The immediate proof of Eq. (8) is obtained by applying the umbral representation of the fHP given by Eq. (6) . From that it turns out that
where we employed the EGF of H n (x, y) (see Ref. 17 ). Using now Eq. (7) the umbral proof is concluded.
Eq. (8) can be also proved by inserting the series form of the fHP into RHS of Eq. (8) . That gives
employing the summation over the triangle 0 ≤ r ≤ ⌊n/2⌋ in a different order.
We can also derive the forward shift operators of the fHP on the first and the second arguments:
Umbral proof of Eqs. (9) . The first equality in Eqs. (9) can be immediately shown by using Eq. (6) and the analogue relation of two variable Hermite polynomials due to which ∂ x H n (x, y) = nH n−1 (x, y). The second equality of Eq. (9) can be proved by using Eq. (4), the facts that the MLF is the eigenfunction of fractional derivative in Caputo sense, and observing that ∂ 2 x commute with E α (y∂ 2
x ). The calculations go as follows:
Employing once again Eq. (4) we obtain the RHS of the second equality of Eqs. (9) .
The fHPs at x = 0 are equal to α H n (0, y) = n! y n/2
which is zero for odd n and differs from zero for even n.
Umbral proof of Eq. (11). Eq. (6) enables one to present α H n (0, y) as the appropriate H n (0, yd ρ ) acting on M α (−αρ) at ρ = 0. Moreover, from zeros of the Hermite polynomials H n (0) 18 we can
From these two facts one obtains the form of α H n (0, y) given by Eq. (11) .
A. The solutions of fractional heat equations
As is shown in Ref. 19 the fHP are the formal solutions of the time-fractional Fokker-Planck equation:
with α ∈ (0, 1), f (x) = x n , k α > 0, and the fractional derivative in the Caputo sense taken over time. In Ref. 19 is also shown that if the initial condition f (x) is the power series, that is f (x) = ∞ r=0 c r x n , then the solution of Eq. (12) represents the series of the fHPs, namely
Here, we present two choices of f (x) which enable us to sum up the series in F α (x, t) such that the final results contain the fHP. For this purpose we solve Eq.
(12) for the two initial conditions: (i) f (i) (a; x) = H n (x, a) and (ii) f (ii) (a; x) = α H n (x, a). In both these cases the parameter a is real. Moreover, we will use the notation j F k;α (x, t) in which the superscript j = (i), (ii), is related to the below itemized points (i) and (ii), whereas the subscript k = 1, 2 informs us about solution calculated in two different ways.
(i) For f (i) (a; x) = H n (x, a) in which we apply the sum form of H n (x, a) we get (i)
On the other hand the action of E α (t α k α ∂ 2 x ) on the initial condition H n (x, a) can be also calculated in an alternative way, namely by applying the operational form of H n (x, a) given above in Eq. (5) .
That leads to (i) F 2;α (x, t) = E α (t α k α ∂ 2
x ) exp(a∂ 2 x )x n . Then from the umbral image of the MLF we
x ]x n M α (−αρ)| ρ=0 . The action of exp(−b∂ 2 x ) with b = a + t α k α d ρ on the smooth function x n can be computed with the help of the Gauss-Weierstrass transform (see Ref. 22 ). This leads to:
where Eq. (2.3.15.9) of Ref. 23 
Eqs. (13) and (14) are calculated in two different ways. Nevertheless they are solutions of the same fractional Fokker-Planck equation with the same initial condition. That suggests that they are equal to each other:
Proof of Eq. (15). To prove Eq. (15) we use the finite sum form of two-variable Hermite polynomials in which we present the second argument (a + t α k α d ρ ) r as the Newton binomial sum, namely
where the action of umbral operator
The double sums over r = 0, 1, . . . , ⌊n/2⌋, and over k = 0, 1, . . . , r, reflect the commutativity property over the triangle. They can be changed into other finite double sum where one is over k = 0, 1, . . . , ⌊n/2⌋, and other is over r = k, k + 1, . . . , ⌊n/2⌋. Then, Eq. (16) reads
Setting r − k = j, where j = 0, 1, . . . , ⌊(n − 2k)/2⌋ we get
.
In Eq. (16), recognizing α H n (x, t α k α ) which is multiplied by (n − 2k)! in the sum over j concludes the proof.
(ii) The formal solution of Eq. (12) for f (ii) (a; x) = α H n (x, a) is given through ( a) . Making the similar calculation like in previous point (i) but now employing the series form of α H n (x, a) we have (ii)
A different way to compute (ii) F 2;α (x, t) is to apply the operational representation of the initial
As shown in Refs. [24] [25] [26] the product of two MLF, i.e.
Using Eq. (18) it can be shown that (ax ⊕ α ay) n = a n (x ⊕ α y) n . Thus, (ii) F 2;α (x, t) becomes (ii)
The solutions (ii) F 1;α (x, t) and (ii) F 2;α (x, t) are calculated by applying two various procedures so they should be equal to each other. It means that we can write
Proof of Eq. (20) . Taking the finite sum representation of the fHP given by Eq. (4) and employing the definition of (x ⊕ α y) r given by Eq. (18) we get
Now, proceeding analogously like in the proof of Eq. (15), namely using the commutativity property of finite double sums over the triangle and, thereafter, changing the summation index we will conclude the proof.
III. THE MITTAG-LEFFLER POLYNOMIALS
The MLPs in two variables 13 are defined as follows This formula obtains immediately from Eq. (21) .
The operational version of the MLP for β = 1 is given as
where (−1/α) C D α x x∂ x is called the fractional Laguerre derivative and C D α x denotes the fractional derivative in the Caputo sense defined by Eq. (3) . The fractional Laguerre derivative for α → 1 tends to the ordinary Laguerre derivative −∂ x x∂ x used in Refs. 30, 31 .
Proof of Eq. (22) . The RHS of Eq. (22) means that
x γ−rα (24) for fixed values of r. This equality can be proved by using the mathematical induction method. 
where W α, µ (x) = ∞ r=0 x r /[r!Γ(µ+αr)] is known as the Wright function 32 . Those equations confirm the result in Eqs. (2.1) and (2.2) of 30 written down here in Eqs. (27) in Remark.
Proof of Eqs. (25) and (26) . Substituting the operational form of MLP into the OGF of E −n α,1 (x α , y) we straightforwardly get Eq. (25) . The proof of Eq. (26) goes analogically like the presented proof of Eq. (25) so it is omitted here.
Remark. The generating functions (25) and (26) are equal to Eqs. (2.1) and (2.2) of Ref. 30 . That is
where their derivations can be found.
Proof of Eqs. (27) . The proof of Eqs. (27) involving the umbral representation of the of the MLF presented by Ref. 30 
Here, we prove these equations in the conventional way, that is by inserting the series form of the MLPs in the RHS of Eqs. (27) . Proceeding in this way the RHS of OGF reads 
Now, setting k = n − r for k = 0, 1, 2, . . . we get that Eq.
The sum over k is the definition of the hypergeometric function 1 F 0 (1 + r; λy) multiplied by r! and it can be simplified as r!(1 − λy) −1−r . Cancelling r! and using the series form of E α (·) we derive the first equation in Eqs. (27) .
The EGF can be achieved in the similar way in which the calculation goes as follows: To compute the integral in Eq. (35), i.e. the Stieltjes moment problem of n β (s, t), we need to involve the explicit form of n β (s, t) given by Eq. (31) . Moreover, setting ts −1/β = u we represent these Stieltjes moments as the well-known Stieltjes moments of the one-sided Lévy stable distribution Φ β (u) 15 
which, according to Eq. (6), is equal to
Inserting it into Eq. (35) we constructed the RHS of Eq. (33).
(iv) Taking the Wright function as the initial condition, this is γ (iv) (y; x) = W α,1 (−yx α ), we have
Proof of Eq. (38) . The formal solution given through Eq.
In Eq. (39) we used the OGF given by Eq. (26) . That implies that the Wright function W α,1 (−yx α ) is independent from the integration variable s. Then applying the series form of the exponential function exp(sby) we obtain the second equality in Eq. (39) which contains the moment problem of n β (s, t) calculated in Eq. (37) . That concludes the proof.
In conclusion we should quote alternative studies of other evolution-type fractional equations, 
For Eq. (40) (v) From Eq. (8) we see that in the case of the fHP we have A(λ; y) = E α (yλ 2 ). At the beginning we calculate derivative of A(λ; y) with respect to λ:
where we use 34 
Note that in (v) x is a variable and y is a parameter, whereas in (vi) their roles are reversed: y is a variable and x is a parameter .
Monomiality principle [40] [41] [42] . As mentioned in Sec. I the monomiality principle mimics the ladder structure and thus it plays the crucial role especially in Quantum Mechanics. In Ref. 2 18) ). The lowering P and raising M operators are uniquely determined by the function g(λ) as follows 40 :
where X and D are the analogues of position and momentum operators in Quantum Mechanics, see 3, 4 . For our polynomial sets these quantities can be exactly calculated.
For the fHP g(λ; y) is given though 1/A(λ; y) and, here, it is equal to g(λ; y) = 1/E α (yλ 2 ). Its the known rules 10 we found for them the monomiality principle and, then, the appropriate ladder operators.
