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Seznam uporabljenih simbolov 
ASR -  sistem proti zdrsu (angl. Anti Slip Regulation) 
ADAS - napredni sistemi za pomoč voznikom (angl. Advanced Driver Assistance 
Systems) 
ADS - integrirani sistem avtonomne vožnje (angl. Automated Driving System) 
V2V - komunikacija med vozili (angl. Vehicle-to-vehicle) 
V2I - komunikacija med vozili in infrastrukturo – V2I (angl. Vehicle-to-
Infrastructure) 
LRF (angl. Laser Range Finder) 
IMU (angl. Inertial Measurement Unit) 
LIDAR (angl. Light Detection And Ranging) 
UDP (angl. User Datagram Protocol) 
GPS - globalni sistem pozicioniranja (angl. Global Positioning System) 
USRR - radar zelo kratkega dosega (angl. Ultra Short Range Radar) 
SRR - radar kratkega dosega (angl. Short Range Radar) 
MRR - radar srednjega dosega (angl. Medium Range Radar) 







Cilj magistrskega dela je razvoj sistema za testiranje avtonomne vožnje v 
simulacijskem okolju. Za ta namen smo izbrali programsko orodje SCANeR DT, ki 
omogoča izdelavo različnih scenarijev in kritičnih situacij, vsebuje pa tudi 
implementacije senzorjev, ki predstavljajo pomemben del avtonomne vožnje. Te 
senzorje smo podrobneje predstavili  in jih primerjali z realnimi. Poleg tega smo 
razvili dodatne module, ki so potrebni za delovanje avtonomnega vozila ter 
algoritma, ki omogočata prepoznavo objektov iz slike kamere. Naše avtonomno 
vozilo smo testirali tako, da smo ga pustili voziti po vnaprej določeni trasi, na kateri 
se zgodijo kritične situacije. Rezultate smo primerjali z rezultati, ki smo jih pridobili 
iz podatkov o vožnjah voznikov. Le-ti so pokazali, da je avtonomno vozilo doseglo 
boljše rezultate, kar pomeni, da se je bolje odzvalo na kritične situacije kot vozniki. 
 
Ključne besede: simulacija, avtonomna vozila, avtonomna vožnja, okolje za 







The purpose of this dissertation is the development of a system for autonomous 
driving testing in a simulation environment. We selected  the software tool SCANeR 
DT, which enables the generation of different scenarios and critical situations and 
also includes the implementation of sensors, which are an essential part of 
autonomous driving. We described these sensors in detail and also compared them to 
the simulated ones inside the simulation environment. Additionally  we developed 
customized modules, which are necessary for the autonomous vehicle to function and 
also two algorithms for the testing image processing of images from the camera. We 
tested our autonomous vehicle on a predefined route which consisted of multiple 
critical situations. We compared the results from our autonomous vehicle with results 
from human drivers, which drove on the same route. The results show us that our 
autonomous vehicle got better scores, which means that it performed better in critical 
situation than human drivers. 
 
Key words: simulation, autonomous vehicles, autonomous driving, testing 








Avtomobilska industrija že od svojega začetka daje poudarek na varnosti, ki jo 
je zaradi višjih hitrosti ter povečanega števila vozil v prometu težje izboljšati. Poleg 
tega pa ljudje delamo napake, kar lahko hitro vodi do slabše varnosti v prometu, 
posledično pa lahko tudi do ogrožanja življenj.  
Varnost v prometu lahko izboljšamo tako, da vozilu dodamo pasivne ali 
aktivne varnostne komponente. Pasivne varnostne komponente vozila so vsi 
elementi, ki povečajo varnost voznika v primeru nesreče. To so varnostni pasovi, 
zračne blazine, varnosti prilagojena fizična struktura vozila, itd. V nasprotju so 
aktivne varnostne komponente vozila sistemi, ki brez posredovanja voznika 
preprečujejo oziroma zmanjšujejo možnost nesreče. Primeri takšnih sistemov so 
sistem pomoči pri zaviranju, sistem proti zdrsu (ASR), sistem opozarjanja pred 
zapustitvijo voznega pasu (angl. lane departure warning system), sistem opozarjanja 
pred čelnim trčenjem (angl. forward collision warning system), itd. [1]. S 
kombinacijo uporabe aktivnih in pasivnih varnostnih komponent se verjetnost nesreč 
zmanjša, v primeru nesreče pa se poškodbe voznika in sopotnikov ublažijo. Aktivne 
varnostne komponente so sestavljene iz sistemov, ki omogočajo različne stopnje 
avtonomnosti [2].  
Nacionalna uprava ZDA za varnost v cestnem prometu - NHTSA (angl. 
National Highway Traffic Safety Administration) klasificira aktivne varnostne 
komponente v pet stopenj avtonomnosti [3].  
Njihova klasifikacija, skupaj z obdobjem razvoja, funkcijo voznika ter primeri 
sistemov, ki so se razvili v tistem obdobju, je predstavljena v tabeli 1.1. V stopnji 0 




dogodke v prometu. Stopnja 0 torej ne predstavlja avtonomnosti. Na stopnji 1 so 
dodani napredni sistemi za pomoč voznikom – sistemi ADAS (angl. Advanced 
Driver Assistance Systems), ki v določenih trenutkih pomagajo vozniku z zavijanjem 
ali pa s pospeševanjem oziroma zaviranjem, vendar ne istočasno. Delna avtonomnost 
se pojavi na stopnji 2. Sistemi ADAS lahko v določenih primerih nadzorujejo 
zavijanje in pospeševanje oziroma zaviranje istočasno. Kljub temu pa mora biti 
voznik prisoten in mora opazovati promet kot na prejšnjih stopnjah. Stopnja 3 ima v 
vozilo integriran sistem avtonomne vožnje – sistem ADS (angl. Automated Driving 
System), ki omogoča avtonomno vožnjo. Voznik mora biti kljub temu prisoten, 
vendar mu ni treba spremljati prometa; mora pa biti pripravljen prevzeti nadzor nad 
vozilom med vožnjo s predhodnim obvestilom sistema ADS. Stopnja 4 predstavlja 
avtonomno vožnjo, pri kateri sistem ADS nadzira in upravlja vse potrebne naloge 
vožnje, ko je delovanje celotnega sistema v skladu s pričakovanji. Takrat vozniku ni 
treba prevzeti nadzora nad vozilom ali slediti prometu. Kljub temu pa ostane voznik 
za volanom in mu sistem omogoča prevzem nadzora nad vozilom, še posebno v 
situacijah, na katere se sistem sam ne zna odzvati. Stopnja 5, ki se imenuje tudi 
popolna avtonomnost, prestavi funkcijo voznika v funkcijo potnika. Sistem ADS 
prevzame popolni nadzor nad vozilom in odločitvami v prometu. Na tej stopnji ne 







Obdobja razvoja Funkcija voznika Primer sistemov 
0 – brez 
avtonomnosti 
- 1950 
Voznik opravlja vse potrebne 
naloge med vožnjo. 
 
1 – pomoč 
vozniku 
1950 - 2000 
Voznik opravlja potrebne naloge 
med vožnjo, sistemi ADAS včasih 
pomagajo vozniku pri zavijanju ali 
zaviranju/pospeševanju, vendar ne 
istočasno. 
Dodatki za varnost ali 
udobje, tempomat, 
varnostni pasovi, 
elektronski zavorni sistem. 
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2 – delna 
avtonomnost 
2000 - 2010 
Sistemi ADAS lahko v določenih 
primerih nadzorujejo zavijanje in 
pospeševanjeoziroma/zaviranje 
istočasno. Voznik mora biti 
prisoten in opazovati promet. 
Napredni varnostni 
dodatki, elektronski 
nadzor stabilnosti, sistem 
zaznavanja mrtvega kota, 
sistem opozarjanja pred 
čelnim trčenjem, sistem 
opozarjanja pred 
zapustitvijo voznega pasu. 
3 – pogojna 
avtonomnost 
2010 - 2016 
Integriran sistem avtonomne 
vožnje - sistem ADS v vozilu. 
Voznik mora biti pripravljen 
prevzeti nadzor nad vozilom med 
vožnjo s predhodnim obvestilom 
sistema ADS. 
Napredni krmilni sistemi 
za pomoč vozniku, sistemi 
za vzvratni pogled, 
avtomatsko zasilno 
zaviranje zaradi prometa 
spredaj ali zadaj in zaradi 
pešcev, sistem opozarjanja 
na vzvratni prečni promet, 
sistem za pomoč pri 
zadrževanju vozila na 
sredini voznega pasu. 
4 – visoka 
avtonomnost 
2016 - 2025 
Sistem ADS nadzira in upravlja 
vse potrebne naloge vožnje, ko je 
delovanje celotnega sistema v 
skladu s pričakovanji. Sistem 
omogoča prevzem nadzora nad 
vozilom, ko se sam ne zna odzvati. 
Delno avtomatizirani 
varnostni sistemi, sistem 
za ohranjanje voznega 
pasu, prilagodljivi 
tempomat, sistem pomoči 
pri prometnih zastojih, 
sistem za samostojno 
parkiranje. 
5 – popolna 
avtonomnost 
2025+ 
Funkcija voznika se prestavi v 
funkcijo potnika. Sistem ADS 
prevzame popolni nadzor nad 
vozilom in odločitvami v prometu.  
Popolnoma avtomatizirani 
varnostni sistemi,  
avtocestni avtopilot. 
Tabela 1.1: Stopnje avtonomnosti vožnje 
Kot je razvidno iz tabele 1.1, smo trenutno na začetku razvoja stopnje 4 
avtonomne vožnje. Mnogi proizvajalci, kot so General Motors, Ford, Honda, Toyota, 




naslednjih par letih razvoj avtonomnih vozil stopnje 4, za naslednje desetletje pa 
razvoj avtonomnih vozil stopnje 5 [6, 42]. Za razvoj avtonomnih vozil je in bo 
vloženih veliko sredstev, predvsem je to vidno na področju patentov, saj je večina le-
teh v lasti podjetja Google. Vendar pa pri razvoju avtonomnih vozil ovir ne 
predstavljajo samo tehnološki izzivi, ampak je treba vzbuditi zaupanje v uporabo 
avtonomnih vozil, saj se v primeru nezaupanja razvoj lahko celo ustavi. Zaradi tega 
je ena pomembnejših točk v razvoju zanesljivost vozil in vzbujanje občutka varnosti 
pri potnikih [7]. 
Za dosego varnosti in zanesljivosti vozil je treba celoten sistem avtonomne 
vožnje testirati in izpopolnjevati. Vozila lahko testiramo na cesti, kjer je prvotno 
testiranje na vnaprej določenem poligonu, ali pa v simulaciji. Slednja namreč 
predstavlja hitrejša in cenejša testiranja, ki so lahko primerljiva s tistimi, ki se 
dogajajo na cesti. Simulacija namreč posnema vožnjo z dogodki in situacijami, ki se 
lahko zgodijo v realnosti. To so lahko kritične situacije, ki vodijo do nesreče, gneča 
na cesti, vožnja v različnih vremenskih pogojih itd. Vse to nam omogoča programska 
oprema SCANeR DT [8], s katero lahko pripomoremo k trenutnemu razvoju 
avtonomne vožnje. Poleg tega SCANeR DT omogoča namestitev simuliranih 
senzorjev v simulaciji za zajem podatkov na enak oziroma zelo podoben način kot 
pri realnih senzorjih, kar je še posebej pomembno pri zajemu podatkov v različnih 
vremenskih pogojih.  
V tem magistrskem delu bomo prikazali vse potrebne sisteme v simulacijskem 
okolju, ki so potrebni za realistično preizkušanje sistema avtonomne vožnje. V 
drugem poglavju bomo najprej predstavili prednosti in slabosti testiranja avtonomnih 
sistemov vožnje v simulaciji na primerih že obstoječih simulacijskih orodij. V 
tretjem poglavju bomo opisali programsko orodje Scaner DT in module, ki jih 
potrebujemo za naš primer implementacije. Nato bomo opisali vse potrebne 
senzorske naprave za uspešno delovanje avtonomne vožnje in jih primerjali s 
simuliranimi senzorji v našem okolju. V petem poglavju opišemo razvoj sistema za 
upravljanje vozila in testiranje sistemov ADS. V zadnjem poglavju bomo opisali 
primer testiranja sistema ADAS in rezultate le-tega. 
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Področje avtonomne vožnje se razvija zelo hitro, vzporedno s tem pa tudi 
različni načini za preverjanje sistemov. Tako ti nastanejo pred prototipi, ki vozijo na 
testnih odsekih cest in poligonih.  
Testiranje novih funkcionalnosti avtonomnih sistemov v realnem svetu in 
predvsem realnem prometu je lahko zelo nevarno, saj vsaka napaka v sistemu lahko 
povzroči veliko škode na vozilu in okolici. V prvi fazi se zato prototipi na zaprtem 
terenu oz. poligonu, ki so posebej prirejeni za avtonomno vožnjo. V tem primeru ni 
možnosti poškodb drugih vozil in ostalih udeležencev v prometu. Glavna slabosti 
tega pristopa je, da dobimo na ta način zelo omejeno število različnih dogodkov, ki 
se lahko v tem okolju zgodijo in omejeno raznovrstnost podatkov. Posledično je 
učenje avtonomnih vozil iz takšnih podatkov prav tako omejeno. Testirati je mogoče 
le zelo omejen nabor različnih kritičnih situacij, v katerih je možno preizkusiti 
vozilo. Prav tako pa je pomanjkljivost testov na poligonih težavna ponovljivost 
napak. V realni vožnji je namreč težko doseči, da se ista napaka ponovi večkrat, kar 
lahko pomaga pri lažjem odkrivanju vzroka napake. 
Testiranje avtonomnih vozil v simulacijskem okolju ima zato v primerjavi z 
vožnjo na poligonu oziroma cesti  številne prednosti, zato njihova uporaba zelo 
narašča. Primer načina testiranja avtonomnih sistemov v simulaciji so avtorji 
predstavili v članku [9], kjer se osredotočajo na avtomatsko ustvarjanje 
simulacijskega okolja iz specifičnih testnih kriterijev, ki bi jih sistemi avtonomne 
vožnje morali izpolnjevati. Poleg tega izpostavijo omejitve senzorjev in testnega 
okolja v simulaciji v primerjavi z realnim svetom. 
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Senzorji morajo v simulaciji delovati čimbolj podobno realnim senzorjem in 
upoštevati različne omejitve, ki se lahko pojavijo v realnem svetu, kot npr. posledica 
različnih vremenskih pogojev. Le tako so le-ti primerni za testiranje avtonomnih 
vozil v simulaciji.  
V nadaljevanju opisujemo tri sklope programske opreme, ki je namenjena 
virtualnem prototipiranju, in sicer orodja Prescan [10], CarSim [11] in VANE  [12]. 
Programska oprema Prescan je namenjena simuliranju sistemov ADAS in 
aktivne varnosti. Omogoča simulacijo različnih senzorjev, ki so bili preverjeni z 
realnimi senzorji, kot tudi načrtovanje in preverjanje sistemov za komunikacijo med 
vozili – V2V (vehicle-to-vehicle) ter med vozili in infrastrukturo – V2I (vehicle-to-
infrastructure). Prav tako omogoča spreminjanje prometa in modeliranje sveta. 
Senzorji, kot so kamera, radar, LIDAR, radio in podatki o mapi, so lahko povezani 
preko V2I in V2V okolja, ki omogočajo komunikacijo med vozili in okoljem. 
Podatki, pridobljeni iz simulacije v zanki, simulacije v okolju in iz realnih voženj, se 
lahko združijo za skupno testiranje ter ovrednotenje rezultatov. Prednosti okolja so 
torej narejeni in pripravljeni modeli za simulacijo povezane vožnje (angl. Connected 
driving), ki povezujejo oba sistema za komunikacijo med vozili ter infrastrukturo. 
Poleg tega so sistemi za komunikacijo med vozili ali vozilom in infrastrukturo že 
modelirani, določena samostojna testiranja se lahko že izvajajo z radijsko 
komunikacijo za določene modele anten (SAE J2735, ETSI) ) [13, 14]. 
CarSim je simulacijsko okolje za simulacijo učinkovitosti potniških vozil in 
lahkih tovornih vozil. Okolje lahko simulira različen odziv vozila glede na obnašanje 
voznika v simulaciji, aerodinamiko in obliko vozišča. Poleg tega omogoča 
raznovrstne kompleksne oblike cest, različne profile voznika in testne pogoje. 
Dodatno omogoča pridobitev izhodnih podatkov kompleksnih mehanskih struktur, 
opisanih s preprostimi sistemi. Povezljivost programske opreme CarSim je mogoča z 
Matlab/Simulink, Labview in drugimi orodji [15, 16]. 
Za uporabo v testiranju brezpilotnih in vojaških avtonomnih vozil je bilo 
razvito simulacijsko okolje VANE (angl. Virtual Autonomous Navigation 
Environment), ki je namenjeno napovedovanju učinkovitosti in zmogljivosti teh 
vozil. Poudarek je predvsem na čim bolj realističnem in zanesljivem okolju z 
uporabo navideznih senzorjev, ki ponujajo realističen prikaz okolja, ter z dinamičnim 
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okoljem vozil, terena in vremena. Okolje uporablja kot glavne senzorje GPS, 
pospeškometre, LIDAR in kamero. To okolje je bilo razvito predvsem zaradi 
pomanjkanja senzorskih zmožnosti podobnih simulacijskih okolij, ki so bile razvita 
za testiranje in modeliranje vozil z voznikom, pri katerih pa senzorji niso bili v 
ospredju [12]. 
V opisanih primerih simulacijskih okolij je v ospredju ustvarjanje navideznega 
terena. V nadaljevanju bomo opisali primere, kjer se za razliko od že omenjenih ne 
zanašamo na resničnost ustvarjenih terenov, ampak se z uporabo kamere naredi slika 
realnega terena, ki se ga nato pretvori v računalniški zapis za nadaljnje testiranje. 
S pomočjo programske opreme »RoadView« [17] je mogoče ustvariti 
simulacijsko okolje iz posnetkov kamere, ki je nameščena na vozilo. S tem načinom 
dobimo posnetek realne vožnje, ki se nato obdela in pripravi za uporabo v 
avtonomnem vozilu, ta pa se na teh podatkih testira. Ti podatki se nato združijo z 
GPS podatki. Iz tega se izračunajo vse potrebne informacije o vidnem polju in 
položaju elementov v sistemu kamere. Namen tega okolja je predvsem testiranje 
avtonomnega sistema za izogibanje oviram. Prednost tega pristopa pri testiranju 
avtonomnih sistemov je resnična in ne virtualno generirana slika kot v že opisanih 
primerih. Žal pa tak način predstavlja naslednje omejitve: 
- število generiranih dogodkov in okolij je lahko zelo omejeno, saj iz enega 
posnetka kamere dobimo le en testni primer, 
- GPS senzor za določanje lokacije ni najbolj natančen in ni vedno 
razpoložljiv. 
Lokacija voznika se je v zadnjih desetletjih večinoma določala s sistemi GPS, 
LRF (angl. Laser Rangefinder) ali pa IMU (angl. Inertial Measurement Unit). 
Problem uporabe sistema GPS je ta, da je njegova natančnost omejena, signal pa tudi 
ni povsod razpoložljiv. Pri sistemu IMU se pojavljajo napake pri vožnji čez most in v 
tunelu, seštevek teh napak pa se precej pozna pri meritvah na večji razdalji. Poleg 
tega so cene tako sistema IMU kot LRF precej visoke, kar omejuje integracijo le-teh 
v avtonomna vozila. Avtorji članka [18] so te težave rešili s pomočjo kamere. 
Najprej so iz posnetkov kamere naredili vizualno karto, na kateri je bilo mogoče 
prepoznavanje oblik. Ideja je, da s primerjanjem oblike s trenutno sliko kamere 
najdeš lokacijo vozila na vizualni karti. To so naredili tako, da so najprej uporabili 
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metodo ORB (angl. Oriented FAST and Rotated BRIEF) na trenutni sliki iz kamere. 
Nato so deskriptorje iz ORB podatkov predstavili z vizualnimi besedami z metodo 
BOW (angl. Bag-of-Words). Sledila je še uporaba metode H-KNN (angl. Hybrid K-
nearest neighbor), s katero so združili podatke iz omenjenih metod ter tako določili 
lokacijo vozila.  
Ta postopek so preverili na 3.2 kilometrov dolgi cesti v mestu Wuhan, ki je 
sestavljena iz mostov, ravnih cest, ovinkov, tunelov ipd. Rezultati so pokazali, da 
njihova predlagana metoda doseže 77.2 % stopnjo odkrivanja z H-KNN in 65.2 % 
stopnjo brez. Lokacijo so določili z natančnostjo manjšo od 5 metrov. Za eno 
obdelavo slike pa njihova metoda potrebuje 19 ms. S tem so pokazali, da je mogoča 
lokacija vozila s pomočjo kamere, katere prednosti so nizka cena ter neodvisnost od 
sistema GPS. 
V tem poglavju smo predstavili le nekaj izmed mogočih simulatorskih okolij, 
ki so za naše zahteve primerni. Med temi imajo okolja Prescan, CarSim in VANE 
večjo izbiro senzorjev in so osredotočeni na vozila in njihovo dinamiko. Okolje 
RoadView pa se zanaša na ustvarjanje simulacijskega okolja iz posnetkov kamere.  
Kljub temu pa nam opisana okolja ne omogočajo širokega nabora senzorjev, 
možnosti dodajanja lastnih modulov, enostavno uporabo lastnega terena, prometno 
logiko z vozili ter dinamična vozila za upravljanje s sistemi ADS. Vse to nam 
omogoča okolje SCANeR DT, ki ga bomo opisali v naslednjem poglavju. 
  
3   Simulacijsko okolje SCANeR DT 
Programsko okolje SCANeR DT, ki je namenjeno simuliranju okolja in 
testiranju avtonomnih vozil, je zgrajeno modularno. To pomeni, da lahko 
uporabljamo le tiste module, ki jih potrebujemo. Moduli, ki jih ponuja SCANeR DT 
in so potrebni za delovanje okolja in testiranje avtonomnih vozil, so: 
- Vizualni modul (angl. Visual module), 
- Scenarij (angl. Scenario module), 
- Upravljalnik modela (angl. Modelhandler module), 
- Promet (angl. Traffic module), 
- Promet pešcev (angl. Walkertraffic module), 
- Senzorji (angl. Sensors module). 
Preden podrobno opišemo vsakega od omenjenih modulov, je treba vedeti, da 
za normalno delovanje modula potrebujemo teren. Ta nam predstavlja simulirano 3D 
okolje, v katerem predstavimo ceste z označbami in njihove logične povezave, 
križišča, prometne znake in semaforje s signalizacijo ter okolico (stavbe, drevesa, 
travniki, pločniki ...). Na takšnem terenu lahko simulirana vozila vozijo ter 
upoštevajo prometno signalizacijo. Primer terena je predstavljen na sliki 3.1. 
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Slika 3.1: Primer terena 
3.1 Vizualni modul 
Vizualni modul je namenjen prikazu podatkov iz različnih kamer. Primarno je 
uporabljen na vozilu, ki ga krmili uporabnik, in mu prikazuje okolje na podoben 
način kot v realnem avtomobilu. Primer zaslonske slike prikaza vizualnega modula je 
na sliki 3.2. 
 
Slika 3.2: Primer zaslonske slike vizualnega modula 
V primeru uporabe avtonomnega vozila prikaz izhodnih podatkov kamere ni 
nujen, je pa v fazi testiranja dobrodošel, saj omogoča lažje preverjanje. Avtonomni 
sistem namreč pridobiva vse podatke tudi brez vizualizacije. 
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3.2   Scenarij 
Modul Scenarij nam omogoča izvajanje vnaprej določenih skript tekom 
simulacije, s katerimi lahko spreminjamo dogajanje v simulaciji, in jo na ta način 
približamo realnosti. Vnaprej lahko pripravimo obnašanje vozil, pešcev, vremena in 
ostalega okolja glede na položaj, čas oziroma druge parametre našega (ali 
kateregakoli drugega) vozila.  
Modul podpira veliko funkcij in ukazov, ki jih lahko uporabljamo v skriptah, s 
katerimi je upravljanje in nadzor dogajanja v simulaciji enostavnejše. Skripta je 
sestavljena iz nalog (angl. task), podnalog (angl. subtask) in pravil (angl. rule). 
Situacijo lahko opišemo z nalogo, ki jo lahko razdelimo na več podnalog. Vsaka 
podnaloga ima lahko več pravil, s katerimi definiramo, kaj se naj v simulaciji izvede. 
Naloge se izvajajo zaporedno, torej lahko sami določamo vrstni red izvajanja. Imamo 
pa tudi možnost določiti naslednjo nalogo z uporabo metode »GoToTask.  
Primer kritične situacije, pri kateri želimo, da otroka skočita na cesto, je 
prikazan na sliki 3.3. Takšno situacijo dosežemo na naslednji način. Najprej 
ustvarimo nalogo. Podnalog ne potrebujemo, saj je situacija preprosta. Nato 
naredimo pravilo, ki se zažene, ko pride vozilo na določeno območje na cesti. Takrat 
preprosto ukažemo otrokoma, naj stečeta proti sredini ceste. Če je voznik opazil 
otroka in varno zaustavil, lahko ukažemo otrokoma, naj se vrneta nazaj na pločnik. V 
nasprotnem primeru pa lahko ustavimo simulacijo in prikažemo vozniku obvestilo o 
podrobnosti nesreče. 
 
Slika 3.3: Situacija, pri kateri otroka stečeta pred avto 
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Z uporabo skript dosežemo ponovljivost dogodkov v simulaciji, kar nam 
pomaga pri lažjem ovrednotenju uspešnosti vožnje (avtonomnega) vozila. 
3.3   Upravljalnik modela 
Upravljalnik modela upravlja interakcije med dinamičnim modelom vozila in 
površino ceste, saj povezuje reakcije vozila na cesti s simulacijskim okoljem. Na 
voljo imamo različne dinamične modele, ki se na okolje odzivajo na različen načine; 
poleg tega pa imamo možnost, da naredimo svoj dinamični model. Za naše 
avtonomno vozilo je pomemba izbira naprednejšega modela, ki deluje na več 
parametrih, in je posledično bolj občutljiv na cestno infrastrukturo. Zaradi tega nam 
omogoča bolj realen odziv vozila na cesti, pri tem pa pridobimo več izhodnih 
podatkov o položaju in trenutnem stanju vozila. Ostala vozila v okolju imajo lahko 
bolj preprost model, saj ne potrebujemo podrobnih podatkov o njih. Preko 
manipulacije vhodnih podatkov tega modula lahko upravljamo dinamično vozilo z 
zunanjim modulom  [19]. 
3.4   Promet 
Modul Promet upravlja vsa avtonomna vozila, ki so vključena v prometno 
logiko. Glavna naloga tega modula je izračun premikov in nadzor obnašanja vseh 
avtonomnih vozil [19]. 
Modul nam omogoča različne nastavitve obnašanja vozil v prometu v 
določenih dogodkih. Poleg tega imamo možnost nastavljanja poti vozila (angl. 
itinerary), s katero dosežemo, da se bo vozilo peljalo po vnaprej določeni trasi, na 
kateri lahko z modulom Scenarij definiramo različne dogodke in situacije, ki so za 
nas zanimive. 
3.5   Promet pešcev 
Modul Promet pešcev deluje na podoben način kot modul Promet, vendar so 
pešci ločeni od preostalih vozil zaradi lažje kontrole. Modul izračunava premike 
pešcev na isti način kot modul Promet, le da ima še dodaten nadzor nad stanjem 
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pešca in njegovimi animacijami. Vsak pešec ima lahko definirane različne animacije, 
kot so hoja, tek, pogovor, nad katerimi ima modul nadzor. Animacije lahko 
spreminja glede na stanje pešca ali pa ob ukazu za spremembo animacije. 
3.6   Senzorji 
Modul Senzorji ponuja nadzor nad definiranimi senzorji in komunikacijo med 
njimi, vozilom ter ostalimi moduli. S tem modulom lahko ustvarimo nove senzorje in 
jih podrobneje definiramo glede na željeno funkcionalnost. Na voljo imamo senzor 
LIDAR, kamero, GPS, radar in ultrazvočne senzorje. 
Dodatno so na voljo moduli, ki omogočajo vizualizacijo podatkov iz senzorjev,  
kot sta modula Lasermeter ter Camerasensor. Modul Lasermeter ponuja vizualizacijo 
LIDAR senzorja, modul Camerasensor pa vizualizacijo kamere. 
Nekateri senzorji, kot je radar, imajo možnost razhroščevalnika, s katerim 
prikazujejo dodatne informacije. To je uporabno pri iskanju napak in preverjanju 
rezultatov. Senzor radar v tem načinu lahko prikazuje dodaten vizualni zaslon, v 
katerem je prikazano vidno polje nastavljenega radarja in vsa zaznana vozila z 
njihovimi mejnimi pravokotniki (angl. bounding box). Primer senzorja radar v 
razhroščevalnem načinu je prikazan na sliki 3.4. 
32 Simulacijsko okolje SCANeR DT 
 
 
Slika 3.4: Vizualizacija vidnega polja radarja 
V tem poglavju smo opisali module, ki so pomembni za delovanje našega 
sistema. Vizualni modul omogoča lažje preverjanje nastavitev, čeprav ni nujen za 
delovanje avtonomnega vozila. Modul Scenarij omogoča ustvarjanje situacij in 
dogodkov, do katerih brez našega vpliva ne bi prišlo. Upravljalnik modela nam 
spremeni 3D objekt v vozilo, ki se po odzivu in delovanju približa pravemu vozilu. 
Modula Promet in Promet pešcev omogočata dodajanje novih vozil in pešcev, ki 
popestrijo sam scenarij, in prispevajo k resničnosti situacij. Na koncu smo predstavili 
senzorje, brez katerih naše avtonomno vozilo ni bilo zmožno varno peljati po 
simuliranih cestah. V naslednjem poglavju bomo bolj podrobno predstavili senzorje 
in jih primerjali z realnimi implementacijami, ki jih ponuja orodje SCANeR DT 
 
  
4  Senzorji 
Nedvomno je za vožnjo človeški vid najpomembnejši čut, saj z njim 
spremljamo in odreagiramo na dogajanje v prometu. Poleg vida uporabljamo tudi 
ostale čute, vendar v manjši meri. Za uspešen avtonomni avtomobil je torej 
pomembno, da pridobi vsaj takšne podatke kot voznik, idealno pa še več. To je 
mogoče z raznimi senzorji, ki merijo razdalje do objektov ter njihove karakteristike. 
Če takšne podatke združimo s podatki iz kamere, dobimo 3D okolje, v katerem se 
vozilo trenutno nahaja [20]. 
V naslednjih podpoglavjih bomo opisali najpomembnejše senzorje, ki 
avtonomnemu vozilu omogočajo zaznavanje okolice in stanja v prometu. Poleg tega 
bomo predstavili še module v simulaciji, ki simulirajo predstavljene senzorje. 
4.1   LIDAR 
LIDAR (angl. Light Detection And Ranging) je naprava, ki z uporabo 
laserskega žarka osvetli objekt v okolici in glede na izmerjen odbiti žarek izračuna 
razdaljo do tega objekta. Iz razlike valovnih dolžin in časa nam lahko ustvari 
upodobitev 3D objekta. Beseda LIDAR je nastala kot tvorjenka besed svetloba (angl. 
light) in radar (angl. radar) zaradi delovanja, podobnega radarju, s to razliko, da 
uporabi kot vir svetlobo.  
Na začetku so senzor LIDAR uporabili za izdelavo visoko ločljivih map v 
geodeziji, arheologiji, geografiji, seizmologiji in podobnih panogah [21, 22]. Kasneje 
so senzor LIDAR integrirali v avtonomna vozila, kjer poskrbijo za detekcijo in 
izmikanje oviram s ciljem varne navigacije. Senzorji LIDAR v avtonomnih vozilih 
uporabljajo laserske žarke, ki se vrtijo okoli svoje osi, tako da lahko v eni rotaciji 
zajamejo celotno okolico [23]. V nadaljevanju bomo predstavili senzor LIDAR 
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podjetja Velodyne LiDAR [24], natančneje model ULTRA PUCK™ VLP-32C [25]. 
Ta model senzorja LIDAR je primeren za uporabo v avtonomnih vozilih, saj nam 
ponuja do 200 metrov dosega, 360 stopinj zajema v vodoravni smeri in od 15 do -25 
stopinj navpičnega zajema.  
Izhodni podatki sistema so sestavljeni iz paketov UDP (angl. User Datagram 
Protocol). V vsakem paketu so izmerjeni podatki laserja, izračunana odsevnost 
zadetega objekta, azimut in časovni žig. Podatki imajo obliko točkovnega nabora. 
Ena točka je sestavljena iz izmerjene razdalje in odsevnosti merjenega objekta. 
Podatki so zapisani v krogelnem koordinatnem sistemu (r, ω, α), torej je potrebna 
transformacija za prikaz v kartezičnem koordinatnem sistemu.  
V programski opremi SCANeR DT je že vključena implementacija senzorja 
LIDAR. Omogoča različne nastavitve, kot so položaj in nagibi senzorja, število 
žarkov po širini in višini ter razdaljo dosega. S spreminjanjem teh nastavitev lahko 
simulirani senzor približamo realnemu. Primer nastavitev v programski opremi 
SCANeR DT je prikazan na sliki 4.1.  
 
 
Slika 4.1: Primer nastavitev senzorja LIDAR v programski opermi SCANeR DT z 
nastavitvami realnega sistema 
Za lažje preverjanje nastavitev in prikaz rezultatov je v simulacijskem okolju 
že pripravljen modul vizualizacije za senzorje LIDAR. Primer vizualizacije je 
prikazan na sliki 4.2. Ta nam prikazuje vsak žarek senzorja kot daljico z izhodiščem 
v senzorju in koncem na končni razdalji dometa žarka oziroma na sečišču žarka z 




Slika 4.2: Posnetek grafičnega prikaza rezultatov senzorja LIDAR v simulaciji 
programske opreme SCANeR DT 
Simulacija nam vrne podatke za vsak laserski žarek posebej. Primer izhodnih 




Parameter Opis parametra Vrednost 
15 Hit Zadetek žarka v objekt 0, če ni zadetka, 1 če je 
zadetek 
15 Hangle Vodoravni naklon Naklon v radianih 
15 Vangle Navpični naklon Naklon v radianih 
15 Absposx Absolutni položaj, 
koordinata x 
Razdalja v metrih 
15 Absposy Absolutni položaj, 
koordinata y 
Razdalja v metrih 
15 Absposz Absolutni položaj, 
koordinata z 
Razdalja v metrih 
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15 Relposx Relativni položaj, 
koordinata x 
Razdalja v metrih 
15 Relposy Relativni položaj, 
koordinata y 
Razdalja v metrih 
15 Relposz Relativni položaj, 
koordinata z 
Razdalja v metrih 
15 Distance Razdalja do zadetka Razdalja v metrih 
Tabela 4.1: Izhodni podatki sistema LIDAR v simulaciji 
V primeru, da ima realni senzor, ki ga želimo simulirati, drugačno določene 
izhodne podatke, lahko podatke iz simulacije pretvorimo v poljubno obliko. 
4.2   GPS 
GPS oziroma globalni sistem pozicioniranja (angl. Global Positioning System) 
se uporablja za določitev točne lege in časa kjerkoli na Zemlji. Določitev položaja pri 
skoraj vseh GPS sprejemnikih dobimo v formatu  NMEA (angl. National Marine 
Electronics Association) [26].  
Na sliki 4.3 je prikazan primer podatkov iz senzorja GPS. Podatki so 
sestavljeni iz: 
 časa: 235317.000 je 23:53 in 17.000 sekund v Greenwiškem srednjem času, 
 zemljepisne dolžine: 4003.9040,N predstavlja zemljepisno dolžino v stopinjah in  
decimalnih minutah severno, 
 zemljepisne širine: 10512.5792,W N predstavlja zemljepisno širino v stopinjah ter  
decimalnih minutah zahodno, 
 števila vidnih satelitov: 08, 
 nadmorske višine: 1577 metrov. 
 
Slika 4.3: Primer podatkov GPS senzorja [27] 
Natančnost senzorja GPS je pogojena s številom satelitov v dosegu. Čeprav so 
orbite satelitov načrtovane tako, da je iz katerekoli točke na svetu vidnih vsaj šest 
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satelitov, položaj ni vedno dovolj natančno določen. To se zgodi zaradi motečih 
signalov, ki omejujejo število vidnih satelitov; še posebej nastanejo težave v mestih 
zaradi visokih stavb, ki omejujejo vidno polje do satelita.  
Osnovna uporaba senzorja GPS v avtomobilu je navigacija, ki nam glede na 
naš trenutni položaj izračuna pot do željenega cilja  [28]. Poleg navigacije se senzor 
GPS v avtonomnih vozilih uporablja kot dodaten senzor za določanje položaja na 
cesti, če je njegova natančnost sprejemljiva [29]. Možna pa je tudi uporaba senzorja 
GPS pri opozarjanju voznika o spremembi voznega pasu (angl. lane departure 
warning system) ali pa pri njegovi nadgrajeni različici – sistemu za vzdrževanje 
trenutnega voznega pasu (angl. lane keeping assist system), ki je poleg opozarjanja 
voznika zmožen v določeni meri tudi samostojno popraviti smer vozila, da le-ta 
ostane na voznem pasu  [30]. 
Programska oprema SCANeR DT vsebuje modul GPSSensor, ki simulira 
senzor GPS. Izhodni podatki tega modula so podani v formatu WGS (angl. World 
Geodetic System ) [31], ki ga je mogoče spremeniti v format NMEA. Format WGS 
namreč poda položaj v obliki zemljepisne dolžine, širine in nadmorske višine glede 
na simuliran teren [19]. 
4.3   Ultrazvočni senzor 
Ultrazvočni senzorji uporabljajo ultrazvočno valovanje za ugotavljanje 
lastnosti predmetov v območju dosega. Uporabljajo se lahko za merjenje hitrosti in 
smeri vetra, ravni goriva ali drugih tekočin v posodah. Na področju medicine se 
uporabljajo za določanje različnih oblik in velikosti, v industriji pa za določanje 
gibanja in razdalje do predmetov v območju delovanja. V avtomobilski industriji se 
trenutno uporabljajo predvsem pri sistemih pomoči za lažje parkiranje. Pri tem nam 
grafično ali zvočno sporočijo razdalje do najbližjih ovir. Poleg tega pa se razvija tudi 
možnost prepoznave ljudi in za pomoč pri navigaciji avtonomnih vozil brez voznika. 
Zaradi uporabe ultrazvočnega valovanja so v določenih primerih bolj zanesljivi kot 
senzorji, ki temeljijo na svetlobi. Le-ti imajo namreč težave pri zaznavanju prozornih 
objektov, kot so različni predmeti, nalepke ter določanju ravni tekočin. Barva in 
odsevnost predmeta torej ne vplivata na rezultate ultrazvočnih senzorjev [32].  
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Primer sistema z ultrazvočnim senzorjem za uporabo v avtonomnih vozilih je 
PGA450-Q1 [33]. Ta sistem je namenjen pomoči pri parkiranju, zaznavanju mrtvega 
kota in pri samostojnem parkiranju. PGA450-Q1 je sistem, ki deluje na čipu kot 
senzorski vmesnik, in ponuja sprejem in obdelavo sprejetih signalov za računanje 
razdalje med senzorjem in objekti. Deluje na frekvencah od 40 do 70 kHz. Sistem 
deluje v temperaturnem območju od – 40°C do 125 °C, zaradi česar je primeren za 
različne vozne razmere. Zmožen je merjenja razdalja do 7 metrov po zraku [34]. 
Programska oprema SCANeR DT omogoča dodajanje več ultrazvočnih 
senzorjev. Vsakemu od teh lahko definiramo položaj senzorja na avtomobilu, kotno 
resolucijo (angl. angular resolution), natančnost dometa (angl. range precision), 
globinsko kartografijo (angl. depth cartography) in dodamo poljubno število žarkov, 
ki jim lahko nastavimo vidno polje (angl. field of view) s parametri navpičnega in 
vodoravnega vidnega polja, domet žarka ter vodoravni in navpični odmik. Na sliki 
4.4 imamo prikazan primer nastavitev simuliranega ultrazvočnega senzorja glede na 
realne lastnosti sistema PGA450-Q1. 
 
Slika 4.4: Primer nastavitev ultrazvočnega senzorja  
Simuliran ultrazvočni senzor deluje na način zaznavanja presečišč med 
senzorjem in ostalimi 3D elementi v njegovem območju zaznavanja. Za boljše in 
hitrejše delovanje so določeni 3D elementi iz izračuna odstranjeni. To so ceste, 
cestne oznake in robovi cest. Kot izhodne podatke nam poda razdalje do zadetih 
elementov oziroma razdaljo zaznave, ko ne zadane ničesar. Izhodni podatki senzorja 
so podrobneje predstavljeni v tabeli 4.2. 
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Parameter Opis parametra Vrednost 
posInWorldX 
Položaj objekta v koordinatnem 
sistemu sveta - x, y, z 
koordinate 
Razdalja v metrih 
posInWorldY Razdalja v metrih 
posInWorldZ Razdalja v metrih 
posInWorldHeading 
Smer (angl. heading) objekta v 
koordinatnem sistemu sveta 
Naklon v radianih 
posInSensorX 
Položaj objekta v koordinatnem 
sistemu senzorja - x, y, z 
koordinate 
Razdalja v metrih 
posInSensorY Razdalja v metrih 
posInSensorZ Razdalja v metrih 
posInSensorHeading 
Smer objekta v koordinatnem 
sistemu senzorja 
Naklon v radianih 
posInEquippedVehicleX 
Položaj objekta v koordinatnem 
sistemu vozila z nameščenim 
senzorjem - x, y, z koordinate 
Razdalja v metrih 
posInEquippedVehicleY Razdalja v metrih 
posInEquippedVehicleZ Razdalja v metrih 
posInEquippedVehicleHeading 
Smer objekta v koordinatnem 
sistemu vozila z nameščenim 
senzorjem 
Naklon v radianih 
distanceToCollision Razdalja do trka z vozilom Razdalja v metrih 
azimuthInSenzor Azimut objekta glede na senzor Naklon v radianih 
elevationInSenzor Višina objekta glede na senzor Višina v metrih 
azimuthInVehicle Azimut objekta glede na vozilo Naklon v radianih 
elevationInVehicle Višina objekta glede na vozilo Višina v metrih 




4.4  Radar 
Radar oziroma radijska detekcija in rangiranje (angl. radio detection and 
ranging) je sistem za merjenje oddaljenosti do objektov  z uporabo elektromagnetnih 
valov. S pomočjo antene, ki oddaja radijske valove, sistem sprejema odbite valove  
od trdnih snovi, ki jih nato analizira in določi njihovo obliko, velikost, smer, 
koordinate glede na izhodišče in hitrost. Primarno je bil radar razvit za vojaške 
namene v letalstvu, zdaj pa se je njegova uporaba razširila na več področij. V 
avtonomnem vozilu lahko služi za preprečevanje trčenja, sledenje objektom, ponovni 
orientaciji v postopku navigiranja, kot aktivni tempomat (angl. adaptive cruise 
control) in za zaustavljanje v sili (angl. emergency braking). 
Radarska tehnologija se je v avtomobilski industriji razširila predvsem na 
frekvencah 24 GHz in 77 GHz zaradi visoke ločljivosti in zanesljivosti pri različnih 
pogojih med vožnjo, kot so megla, dež in sneg. Ločimo jih torej po frekvenci 
delovanja in tudi po razdalji merjenja. Glede na opisano jih razdelimo v naslednje 
kategorije: 
 radar zelo kratkega dosega (angl. Ultra Short Range Radar (USRR)), 
 radar kratkega dosega (angl. Short Range Radar (SRR)), 
 radar srednjega dosega (angl.Medium Range Radar (MRR)), 
 radar dolgega dosega (angl. Long Range Radar (LRR)). 
V nadaljevanju bomo podrobneje predstavili primer SRR radarja AWR1642 
mmWave podjetja Texas Instruments [35, 36]. Omenjen SRR radar je primer radarja 
na čipu (angl. radar-on-chip), ki deluje na frekvenčnem območju od 76 do 81 GHz. 
Na napravi je nameščena celotna radiofrekvenčna veriga, namenjena dvema 
oddajnikoma in štirim sprejemnikom. Ima tudi dve programirljivi procesorski jedri. 
Čeprav je radar narejen za kratke dosege, se lahko uporabi tudi za zelo kratke 









 Radar kratkega dosega Radar zelo kratkega dosega 
Doseg [m] 80 20 
Ločljivost dometa (angl. Range 
resolution) [cm] 
35 8.7 




relative velocity) [km/h] 
±30 (možna višja hitrost z 
uporabo različnih ločljivosti) 
±30 
Tabela 4.3: Lastnosti AWR1642 radarja 
Nastavitve radar senzorja v simulacijskem okolju SCANeR DT so enake kot 
pri ultrazvočnem senzorju. Nastavljamo torej lahko položaj senzorja na avtomobilu, 
kotno resolucijo, natančnost dometa in za vsak dodan žarek vidno polje s parametri 
navpičnega in vodoravnega vidnega polja, domet žarka, globinsko kartografijo ter 
vodoravni in navpični odmik. Na sliki 4.5 so prikazane vse zgoraj omenjene 
nastavitve, s katerimi simulirani senzor deluje podobno kot realni. 
 
Slika 4.5: Nastavitve radarskega senzorja v okolju SCANeR DT 
Poleg teh nastavitev lahko določimo objekte, ki jih bo radar zaznaval. To so 
lahko vozila, pešci, infrastruktura (semaforji, prometni znaki ipd.) ali pa generični 
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objekti (klopi, drevesa ipd.). Senzor nam vrne vse zaznane objekte s tipom, imenom, 
pozicijo, hitrostjo objekta znotraj vidnega polja. Objekt je zaznan, če se njegov mejni 
pravokotnik (angl. bounding box) seka z vsaj enim od žarkov senzorja in ni skrit za 
nobenim objektom (kot so hiše, drevesa ipd.). Ko je objekt zaznan, se izračuna točka 
trka (angl. collision point). To je najbližja točka točki senzorskega žarka izmed vseh 
točk mejnega pravokotnika, kot je prikazano na sliki 4.6.  
 
Slika 4.6: Mejni pravokotnik vozila 
Izhodni podatki radarja so urejeni kot zbirke podatkov za posamezni senzor in 
posamezni žarek znotraj senzorja. Podatki nam podajo tudi referenco zadetega 
objekta v simulacijskem okolju v identifikacijsko številko objekta in imena. Za vsak 
zaznani objekt v območju senzorja nam simulacijsko okolje vrne podatke prikazane v 
tabeli 4.4.  
Parameter Opis parametra Vrednost 
posInWorldPitch Dodatni parametri rotacije 
objekta v koordinatnem sistemu 
sveta – naklon (angl. pitch), 
nagib (angl. roll) 
Naklon v radianih 
posInWorldRoll 
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posInSensorPitch Dodatni parametri rotacije 
objekta v koordinatnem sistemu 
senzorja – naklon, nagib 
Naklon v radianih 
posInSensorRoll Naklon v radianih 
posInEquippedVehiclePitch Dodatni parametri rotacije 
objekta v koordinatnem sistemu 
vozila z nameščenim senzorjem 
– naklon, nagib 
Naklon v radianih 
posInEquippedVehicleRoll Naklon v radianih 
absoluteSpeedX 
Absolutna hitrost objekta  
– x, y, z komponente hitrosti 
Hitrost v m/s 
absoluteSpeedY Hitrost v m/s 
absoluteSpeedZ Hitrost v m/s 
relativeSpeedX 
Relativna  hitrost objekta  
– x, y, z komponente hitrosti 
Hitrost v m/s 
relativeSpeedY Hitrost v m/s 
relativeSpeedZ Hitrost v m/s 
visibility 
Vidnost objekta – izračunano 
glede na število vidnih točk 
mejnega pravokotnika  
Logična vrednost 
Tabela 4.4: Izhodni podatki radarja za vsak zaznan objekt 
4.5   Video kamera 
Kot smo že na začetku poglavja omenili, je vid najpomembnejše čutilo za 
spremljanje dogajanja v prometu. Lahko bi rekli, da je pri avtonomni vožnji video 
kamera ekvivalentna vidu, saj je tudi pri več sistemih ADS glavni vir za analizo 
okolja in določanju ustreznih akcij. Na tržišču obstaja veliko različnih kamer, ki 
imajo svoje prednosti in slabosti. 
Večina kamer ima skupen naslednji postopek. Najprej se zajeta slika kamere 
obdela, tako da iz nje izlušči različne parametre okolja. S segmentacijo slike lahko 
določimo, kje na cesti se nahajajo vozila, pešci, razne ovire, cestna signalizacija in 
ostala cestna infrastruktura. Iz teh podatkov si lahko sistem ADS naredi svoj model 
3D okolja, v katerem se vozilo nahaja, in si s tem pomaga pri nadaljnjih odločitvah 
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pri vožnji. Z uporabo kamere se lahko ugotovi tudi lokacija in orientacija vozila na 
predefinirani mapi. V nadaljevanju bomo najprej predstavili primer kamere, nato pa 
podali še opis kamere v simulacijskem okolju. 
Na sliki 4.7 je prikazana kamera MFC500 (Multi Function Mono Camera) 
[37], ki je primer kamere za uporabo pri naprednih krmilnih sistemih za pomoč 
vozniku in avtonomni vožnji. Ponuja nočni vid, visoko ločljivost slike do 8 mega 
pikslov in vidno polje do 125 stopinj vodoravno in 60 stopinj navpično. Deluje v 
temperaturnem območju od -40°C do 95°C. 
 
Slika 4.7: Kamera MFC500 [3] 
Simulacijsko okolje nam omogoča nastavljanje slikovnega razmerja (aspect 
ratio), ki je lahko fiksirano ali pa poljubno. Slednje lahko dosežemo z dodatnim 
nastavljanjem širine in višine izhodne slike iz kamere. Hitrost kamere je podana v 
številu slik na sekundo (frames per second) in načeloma ni omejena, vendar pa se z 
velikostjo slike in večanjem števila kamer le-ta posledično znižuje. Nastavljamo 
lahko še vidno polje (angl. field of view) s parametri vodoravne in navpične širine ter 
osnovne lastnosti senzorja, kot so tip, širina in dolžina senzorja ter goriščno razdaljo. 
Dodatno ponuja še možnost vključitve distorzijske mape (angl. distortion 
cartography) [18].  
Na sliki 4.8 je prikazana nastavitev kamere v simulacijskem okolju, ki ima 
nastavljene parametre glede na prej opisan primer kamere MFC500.  
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Slika 4.8: Primer nastavtive kamere 
V tem poglavju smo predstavili večino senzorjev, ki se uporabljajo v 
avtonomnih sistemih. Za vsakega od njih smo tudi predstavili primer realnega 
senzorja in implementacijo senzorja v programski opremi SCANeR DT. Senzorji 
sami po sebi ne omogočajo vožnje, saj je potrebna programska oprema, ki podatke iz 
senzorjev zajame, jih analizira in iz tega določi naslednji korak, ki ga mora 
avtonomno vozilo narediti. V nadaljevanju bomo opisali nekaj modulov, ki smo jih 
razvili za programsko opremo SCANeR DT, in s katerimi je možna avtonomna 







5  Razvoj modulov za nadzor in testiranje sistemov ADS 
Kljub širokemu naboru senzorskih modulov in modulov za upravljanje vozil, ki 
jih programska oprema SCANeR DT že ponuja, smo bili primorani razviti svoje 
module. SCANeR DT namreč ne ponuja komunikacije med avtonomnim vozilom in 
simuliranim okoljem, zato smo razvili svoj modul za upravljanje ter prenos ukazov 
med avtonomnim in simuliranim okoljem. Poleg tega smo razvili modul - preprost 
sistem ADS, ki uporablja obstoječe module in logiko programskega okolja. Nazadnje 
smo razvili še dva modula za obdelavo slik iz kamere, s katerima je omogočeno lažje 
preverjanje pravilnosti algoritmov sistema ADS, ki temeljijo na podatkih iz kamere. 
V nadaljevanju bomo vsakega od njih bolj podrobno opisali.  
5.1   Nadzorna plošča za avtonomno vozilo 
Nadzorna plošča za avtonomno vozilo je implementirana z modulom, ki ponuja 
osnovni del komunikacije med modelom avtomobila v simulaciji in avtonomnim 
sistemom. Vhodni podatki modula so: podatki o željeni rotaciji volana, položaju 
stopalke za plin in zavoro v naslednjem koraku. Če ima izbrano vozilo ročni 
menjalnik, modul dodatno sprejema še stanje sklopke in menjalnika, v nasprotnem 
primeru pa sprejme želeno prestavo. Modul omogoča še dodatne vhodne parametre, 
kot so različna stanja brisalcev vetrobranskega stekla, smerokazov, luči (dolge, 
kratke ali izklopljene), in ostale indikatorje na armaturni plošči. 
Izhodni podatki, ki jih sistem avtonomnega vozila lahko potrebuje za odločanje 
o naslednjih korakih so trenutna hitrost, pospešek, zasuk volana, stanje vseh stopalk, 
trenutna prestava vozila, navor motorja in položaj vozila na cesti. Modul omogoča še 
dodatne izhodne parametre, ki so odvisni od izbranih senzorjev in modulov. Iz 
senzorjev lahko pošilja podatke o okolici, ki jih lahko vračajo LIDAR, ultrazvočni 
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senzor, radar in GPS. Dodatno je omogočeno tudi pridobivanje slike iz kamere, ki pa 
je lahko modificirana z različnimi tehnikami obdelave slik, kot so segmentacija slike 
glede na različne zaznane objekte ali pa zaznava prostorskega obsega objektov 
znotraj slike. Le-ti so podrobneje opisani v poglavjih 5.3 in 5.4. 
Komunikacija med nadzorno ploščo in sistemom avtonomne vožnje je možna 
na dva načina. Prvi način, ki je zaželen, je ta, da se nadzorna plošča vpne v 
simulacijsko okolje kot dodaten modul, in tako komunicira preko vgrajenega sistema 
komunikacije med moduli. To deluje preko množice komunikacijskih kanalov, kjer 
se modula povežeta v vnaprej določen kanal, in preko njega izmenjujeta podatke. 
Drugi način pa se uporabi, ko sistema avtonomne vožnje ni možno vpeti v 
simulacijsko okolje. Takrat ta deluje kot samostojni program v operacijskem sistemu. 
Komunikacija se takrat vzpostavi preko mrežnih vtičnic s protokolom UDP. Podatki 
se lahko pošiljajo preko ene povezave kot niz podatkov, ločenih z ločilom. Lahko se 
vnaprej določi več povezav, ki so specifično namenjene določenim podatkom. Te 
povezave se nastavijo in upravljajo preko konfiguracijske datoteke, v kateri lahko 
določimo način komunikacije, število povezav ter vrata (angl. port), na katerih bo 
določena povezava potekala. 
Delovanje nadzorne plošče smo preverili na naslednji način. Nadzorna plošča 
dobi od modula prometa za naše vozilo ukaze, ki jih mora izvršiti v naslednjem 
koraku. Ko ukaze dobi, jih pošlje avtonomnemu vozilu. Nadzorna plošča torej ukaze 
samo prestreže in posreduje, s čimer smo preverili njeno delovanje.  
5.2  Avtonomno vozilo, vodeno s senzorji 
Po testiranju nadzorne plošče smo razvili dodatni modul, s katerim smo želeli 
testirati celotni sistem avtonomne vožnje. V ta namen smo z modulom nadgradili 
delovanje nadzorne plošče, tako da smo mu dodali senzorje in osnovno logiko za 
odločanje glede na izhodne podatke senzorjev. Modul smo razdelili v štiri 
komponente: 
 radarski tempomat (angl. adaptive cruise control),  
 sistem zaustavljanja v sili (angl. emergency braking sistem), 
 sistem za ohranjanje voznega pasu (angl. lane keeping sistem), 
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 mapiranje okolice. 
Radarski tempomat uravnava hitrost vozila glede na podatke iz radarja, ki je 
usmerjen v smeri vožnje vozila. Iz teh podatkov izračuna razdaljo do najbližjega 
vozila pred nami, ki jo uporabi za ohranjanje varnostne razdalje tako, da uravnava 
pritisk stopalke za plin. Doseg radarja je različen glede na lokacijo vozila; ločimo 
vožnjo po avtocesti, mestu ali podeželju. Poleg tega opisana komponenta sprejema 
podatke iz simulacije o trenutni omejitvi hitrosti, ki jo upošteva kot maksimalno 
dovoljeno hitrost. 
Sistem za zaustavljanje v sili uporabi podatke iz istega radarja kot pametni 
tempomat, da izračuna razdaljo do naslednjega vozila. Ko le-ta postane manjša od 
varnostne razdalje, začne s sunkovitim zaustavljanjem. 
Za poravnavo vozila na vozišču smo razvili sistem za ohranjanje voznega pasu. 
S podatki iz kamere dobimo položaj vozila na cesti v smeri vožnje glede na cestne 
označbe. Nato izračunamo potrebno rotacijo volana, s katero ohranjamo trenutni 
vozni pas. 
Za zaznavanje okolice smo uporabili komponento mapiranja okolice, ki 
uporablja senzor LIDAR. Senzor je nastavljen tako, da zazna 360 stopinj okoli nas in 
ima 120 metrov dosega. Takšna konfiguracija nam zadostuje za predvidevanje 
nesreč.  
Ostale odločitve vozila smo prepustili modulu prometa, ki se odloča o tem, 
kako prevoziti križišča in prehitevati druga vozila. Poleg tega modul prometa 
usmerja avtomobil po vnaprej določeni poti. 
Opisane komponente z modulom prometa tvorijo logiko za naše avtonomno 
vozilo. Čeprav vozilo še zmeraj krmili modul prometa, imajo naši moduli prednost 
pri ukazih. Tako lahko prevzamejo nadzor nad vozilom, ko je to potrebno. 
5.3   Anotacija objektov v simulacijskem okolju 
Anotacijo objektov se običajno dela tako, da se analizira sliko iz kamere, iz 
katere se določi meje pravokotnikov objektov, ki nas zanimajo (avtomobili, prometni 
znaki, pešci ...). V našem primeru pa ne analiziramo slike, ampak uporabimo podatke 
iz simulacijskega okolja. S tem se izognemo popačenim slikam iz kamere pod 
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različnimi vremenskimi pogoji. Tak način je namenjen predvsem temu, da označimo 
podatke oziroma objekte, ki jih lahko drugi algoritmi za anotacije objektov uporabijo 
za učenje in testiranje. Tako je mogoče preverjanje robustnosti ter natančnosti drugih 
algoritmov v različnih (vremenskih) pogojih. Primer anotacije vidnega polja je na 
sliki 5.1. 
 
Slika 5.1: Primer anotacije objektov v vidnem polju 
Anotacijo objektov iz podatkov simulacije naredimo na naslednji način. 
Najprej pridobimo podatke o lokacijah in orientacijah objektov ter njihovih fizičnih 
lastnostih, kot so višina, širina in dolžina. S pomočjo teh podatkov izračunamo 
preslikavo iz 3D prostora v ravnino slike iz kamere s pomočjo enačbe 5.1. Enačba 
pravzaprav opisuje perspektivno projekcijo, ki je pojav, ko nam bolj oddaljeni 
predmeti izgledajo manjši od tistih, ki so blizu [38]. 
 𝐵𝑥 = 𝐴 𝑥 ∙
𝐵𝑧
𝐴𝑧




Enačba 5.1: Preslikava iz 3D prostora v 2D prostor [38] 
V enačbi 5.1 so parametri naslednji: 
 Bx, By, Bz – x, y, z koordinate zaslona, 
 Ax, Ay, Az – x, y, z koordinate predmeta. 
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Perspektivna projekcija omogoča bolj realističen prikaz objektov glede na 
razdaljo od našega izhodišča kamere. Pomembni parametri za izračun te projekcije 
so položaj in orientacija kamere ter njeno vidno polje. Ker so nam ti podatki na voljo, 
lahko to enačbo uporabimo in izračunamo projekcijo objekta na zaslonu. 
Na sliki 5.2 je prikazan primer izračuna perspektivne projekcije za x 
komponento objekta. Razdalja Bz predstavlja razdaljo od izhodišča kamere do 
zaslona, Az pa od izhodišča kamere do objekta. Razdaja Bx pove odmik od središča 
kamere na zaslonu, razdalja Ax pa od središča do točke objekta. Z izračunanim 
podatkom Bx pridobimo razdaljo od sredine zaslona do točke presečišča med kamero 
in objektom na zaslonu. Izračun perspektivne projekcije za y komponento točke na 
zaslonu je enak, le parameter se zamenja. 
 
Slika 5.2: Primer preslikave objekta iz 3D prostora v ravnino za vodoravno 
komponento prostora [38] 
Iz vidnega polja kamere lahko pridobimo dimenzije zaslona. V simulaciji 
imamo vidno polje kamere definirano s podatki o izhodišču kamere in z razdaljami 
do skrajnih točk zaslona. Z uporabo tega podatka lahko ugotovimo, če je objekt v 
našem vidnem polju, tako da primerjamo izračunane točke preslikave objekta na 
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zaslon z mejnimi vrednostmi - dimenzijami zaslona. Če je kateri izmed parametrov 
točke na zaslonu izven meja, je tudi objekt izven vidnega polja kamere. 
Modul anotacije objektov v simulacijskem okolju lahko deluje na dva načina. 
Prvi način je ta, da izračuna za vse objekte njihove položaje na zaslonu. Ta način je 
lahko časovno potraten, predvsem kadar imamo veliko število objektov v simulaciji. 
Temu se izognemo tako, da uporabimo drugi način delovanja, ki izračuna položaje 
samo za predefinirane objekte. Ti objekti so predefinirani s konfiguracijsko datoteko. 
Primer konfiguracije je na sliki 5.3. S konfiguracijsko datoteko lahko definiramo 
različne scenarije, na katerih želimo anotirati objekte, in znotraj scenarija različne 
stopnje, ki predstavljajo segmente, na katerih bi radi izračunali anotirane podatke 
objektov.  
 
Slika 5.3: Primer zapisa konfiguracijske datoteke za anotacijo objektov 
Izhodni podatki modula se lahko zapisujejo v datoteko ali pa pošiljajo preko 
omrežja z uporabo UDP povezave.  
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5.4   Segmentacija vidnega okolja s senčilnikom 
Segmentirani podatki iz kamere omogočajo prepoznavo elementov v okolju. 
Tako kot anotacija objektov z mejnimi pravokotniki omogoča učenje in testiranje 
algoritmov, to omogoča tudi segmentacija vidnega okolja s senčilnikom. Razlika je v 
tem, da senčilnik omogoča bolj natančno definirane oblike objekta, kot pa je to v 
primeru mejnega pravokotnika, saj vsak objekt obarva z  drugo barvo. Poleg tega je 
lažje definirati, kateri izmed dveh prekrivajočih objektov je v ospredju. Če bi želeli 
bolj natančno opredelitev, lahko obarvanim objektom dodamo še mejne robove. 
Tako dobimo lepši prehod med dvema objektoma, ki sta iste barvne skupine. S 
podatki iz takšne obdelane slike je enostavno preverjanje natančnosti algoritma za 
zaznavanje tipa objekta, ki je določen s predefinirano barvo.  
V simulaciji smo z uporabo senčilnika (angl. shader) razbili sliko na 
posamezne skupine elementov, kot so avtomobili, pešci, ceste, robniki, pločniki, 
prometna signalizacija (semaforji, prometni znaki), črte na cestah, infrastruktura 
(hiše, avtobusne postaje ...) in na preostali del terena. Primer obdelane slike iz 
simulacije s pomočjo senčilnika je prikazan na sliki 5.4. 
 
Slika 5.4: Primer slike iz kamere (desno spodaj) in obdelane slike z senčilnikom (levo 
zgoraj) 
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Senčilnik deluje z uporabo odprtokodnega grafičnega orodja OSG (angl. Open 
Scene Graph), na katerem je zgrajen tudi vizualni modul simulacijskega okolja. V 
našem primeru deluje senčilnik kot čopič, ki lahko prebarva objekte v simulaciji. 
Njegova uporaba je raznovrstna, za uporabo anotacije objektov pa smo ga uporabili 
po tem, ko se slika iz vizualnega modula izriše. S tem omogočimo, da imamo zmeraj 
enak rezultat.  
V računalniškem svetu je senčilnik tip računalniškega programa, ki je bil na 
začetku uporabljen za senčenje (ustvarjanje željenih ravni svetlobe, teme in barve 
znotraj slike), sedaj pa lahko opravlja raznovrstne specializirane funkcije, od 
posebnih učinkov do obdelave video posnetkov, ki pa so nepovezani s senčenjem. 
[39] 
Za anotacijo smo uporabili dva senčilnika. Prvi je preprost 2D senčilnik, ki 
vsaki slikovni točki zamenja obstoječo barvo z neko predoločeno barvo. Tak 
senčilnik se imenuje točkovni ali fragmentni (angl. pixel ali fragment shader). 
Senčilnik se zapiše na  naslednji način: 
uniform vec4 featurecolor; 
void main(void) 
{ 
  gl_FragColor = featurecolor; 
} 
 
 Drugi pa je 3D senčilnik, ki lahko spreminja 3D točke oblike objekta. 
Omogoča torej spreminjanje podrobnosti položajev, premikov, svetlobe in barve v 
sceni 3D objektov. V našem primeru je bil uporabljen za odstranitev globine 
objektov. To je mogoče z manipulacijo globine medpomnilnika Z (angl. Z-buffer). 
Če to globino postavimo na ničelno vrednost, postanejo vsi objekti sploščeni, kar 




gl_Position = gl_ModelViewProjectionMatrix * gl_Vertex; 
} 
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Z uporabo obeh senčilnikov dobimo obdelano segmentirano sliko v realnem 
času. Uporaba obdelane slike za preverjanje je mogoča takoj, in sicer s pošiljanjem 
slik po omrežju. Če pa ni potrebe po takojšnji uporabi, se lahko slike shranjujejo na 
disk skupaj z originalno sliko, kar omogoča predvsem učenje algoritmov za 
segmentacijo objektov v simulaciji. 
V tem poglavju smo opisali nadzorno ploščo za avtonomno vozilo, ki nam 
omogoča komunikacijo med simulacijo in sistemom ADS. Predstavili smo primer 
avtonomnega vozila, ki je sestavljen iz več modulov: radarskega tempomata, sistema 
za zaustavljanje v sili, sistema za ohranjanje voznega pasu  in mapiranja okolja. 
Radarski tempomat ves čas vzdržuje hitrost glede na omejitev oziroma varnostno 
razdaljo do vozila pred nami. Če se varnostna razdalja zmanjša prehitro, se sproži 
sistem za zaustavljanje v sili, da varno zaustavi vozilo in se izogne nesreči. Sistem za 
ohranjanje voznega pasu ohranja položaj na voznem pasu, mapiranje okolja pa poda 
podatke o okolici. V primeru, da modul za mapiranje okolja zazna, da bo prišlo do 
trka, sporoči ukaz za zasilno zaustavitev vozila ali nujno menjavo voznega pasu, 
lahko tudi oboje hkrati.  
Anotacije objektov v vidnem polju nam podajo način za učenje in preverjanje 
algoritmov za zaznavo objektov, segmentacija pa to preverjanje naredi še bolj 
natančno z uporabo barvnih razlik med različnimi tipi objektov.  
V šestem poglavju bomo opisali preizkus delovanja avtonomnega vozila z 
uporabo opisanih modulov in ga primerjali z rezultati testov, ki smo jih v enakih 





6  Testiranje in rezultati 
V sodelovanju s podjetjem Nervtech [40] smo pripravili scenarij za testiranje 
našega avtonomnega vozila ter metodologijo za ovrednotenje vožnje avtonomnega 
vozila. Avtonomno vozilo smo ovrednotili na enak način kot voznika, kar pomeni, da 
posameznih modulov nismo ocenjevali. Razlogov za to je več. Prvi je ta, da želimo 
avtonomno vozilo oceniti kot človeka, saj se bo moralo avtonomno vozilo v 
naslednjih desetih letih čim bolj prilagajati načinu vožnje človeka, če želimo, da 
bosta lahko sobivala na cesti. Senzorji sami so že vgrajeni v programsko orodje 
SCANeR DT in jih nismo razvijali, zato se tudi nismo posebej osredotočali na 
njihovo neposredno testiranje. 
Scenarij za testiranje je sestavljen iz dveh delov. Prvi del predstavlja vožnjo po 
avtocesti, drugi pa vožnjo po mestu. Scenarij vsebuje več različnih kritičnih situacij, 
kot srečanje z vozilom, ki na avtocesti vozi v nasprotno smer, vožnja  v megli, pešci 
ki nepričakovano stečejo pred vozilo in drugo nepričakovano obnašanje agresivnih 
voznikov. 
6.1 Opis testnih scenarijev 
Vožnja po avtocesti se začne z vključevanjem na avtocesto. Po nekaj 
kilometrih vožnje se  na radiu predvaja obvestilo o vozniku, ki vozi v nasprotno 
smer, prav tako je to obvestilo napisano na tabli za obvestila. Tu se preverja, ali 
voznik sploh zazna sporočilo, in če ga, kako se odzove na to. Avtonomno vozilo tega 
obvestila ne zazna, zato je uspešnost vožnje, ki jo enačimo z izogibom nesreči, 
odvisna od senzorjev  in pravočasne zaznave vozila v nasprotni smeri. 
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Na koncu avtoceste se  pojavi megla;  pravilna reakcija voznika je zmanjšanje 
hitrosti in dodatna pazljivost. V nekem trenutku se pred nami pojavi nesreča, ki jo 
lahko preprečimo le, če vozimo z ustrezno hitrostjo  in pravočasno zaviramo. V tem 
primeru je lahko avtonomno vozilo ranljivo, saj je zaznavanje senzorjev v megli 
dosti bolj omejeno. Prav tako je odvisno od tega, katere senzorje uporablja; s kamero 
je vidljivost precej zmanjšana. 
Drugi del vožnje poteka v mestnem okolju, kjer so kritične situacije prilagojene 
možnim situacijam v mestu. Na začetku se preverja pozornost voznika, ki jo nameni 
pešcem – namreč dva pešca pritečeta na rob pločnika, saj bi rada ujela avtobus, ki 
stoji na nasprotni strani ceste. Avtonomno vozilo v tem primeru zaustavi, saj senzor 
LIDAR sporoči nevarnost za trčenje, če bi pot nadaljevali. 
V naslednjem križišču pritečeta dva otroka proti prehodu za pešce  in 
nadaljujeta pot čez cesto. V tem primeru je zelo pomembno delovanje sistema za 
zaustavitev v sili, da avtonomno vozilo ne povozi otrok.  
Proti koncu vožnje nas nenadoma izsili vozilo, ki nepričakovano  pripelje s 
parkirnega mesta. V tej situaciji lahko avtonomno vozilo uporabi sistem za 
zaustavitev v sili. 
Zatem se pot nadaljuje po ravni cesti, kjer je parkiranih veliko vozil na obeh 
straneh ceste. V določenem trenutku  prileti na cesto žoga, za njo pa priteče še otrok. 
Oboje je mogoče opaziti že prej, tako da se voznik pripravi z zmanjšanjem hitrosti ter 
zaustavitvijo.  
Čeprav so bile opisane kritične situacije pripravljene za voznika in vrednotenje 
njegovih vozniških sposobnosti, so prav tako primerne za testiranje avtonomnega 
vozila. Določene situacije, v katerih smo poskušali preusmeriti pozornost voznika  s 
ceste, sicer nimajo enakega učinka na avtonomno vozilo kot na  voznika. 
6.2 Metodologija za ocenjevanje uspešnosti vožnje 
Ko je bil scenarij  pripravljen, smo ga z našim avtonomnih vozilom prevozili 
30-krat  in si za vsak trenutek zabeležili podatke, pridobljene v simulaciji, kot so 
trenutna hitrost, pozicija, pospešek, podatki o okolici, anotirane kritične situacije ipd. 
Nato smo ocenili vsako vožnjo avtonomnega vozila z uporabo sistema vrednotenja, 
ki določi končno oceno iz naslednjih kategorij: 
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 agresivnost (angl. aggression), 
 zbranost (angl. alertness), 
 pozornost (angl. attention), 
 kršitve (angl. violation). 
Vsak od teh rezultatov je izračunan iz zbranih podatkov  v simulaciji. 
Kršitve se izračunajo iz kršitev prometnih predpisov, kot so vožnja  skozi rdečo 
luč semaforja, neupoštevanje prometnih znakov, vožnja  skozi stop znak brez 
zaustavitve, prehitra vožnja, nesreče in podobno.  
Agresivnost se poračuna iz sunkovitih zaviranj in pospeševanj, kršitev 
varnostne razdalje, vožnjo izven ceste. Kršitve se izračunajo iz kršitev prometnih 
predpisov, kot so vožnja  skozi rdečo luč semaforja, neupoštevanje prometnih 
znakov, vožnja skozi stop znak brez zaustavitve, prehitra vožnja, nesreče in podobno.  
Zbranost in pozornost se izračunata iz reakcijskega časa, nivoja stresa ter 
analize pogledov voznika. Za izračun teh dveh kategorij potrebujemo biometrične 
podatke, ki pa so neprimerni za avtonomno vozilo, zato sta kategoriji izpuščeni iz 
izračuna končne ocene.  
Zaradi zaščite intelektualne lastnine podjetja ne moremo podrobneje opisati 
načina izračuna ocen kategorij in končne ocene. 
 Vsak izmed rezultatov ima vrednost od 0 do 100, kjer je 0 najslabši in 100 
najboljši rezultat. Ko izračunamo ocene posameznih kategorij, iz njih izračunamo 
končni rezultat,  to je ocena med 0 in 100.  
6.3 Rezultati 
Za dokaz verodostojnosti rezultatov vrednotenja avtonomnega vozila, smo 
rezultate primerjali z rezultati vožnje voznikov v istem scenariju. Podatke o vožnjah 
smo pridobili s sejma New York International Auto Show [41], kjer smo zbrali več 
kot 300 voženj voznikov. 
Histogram rezultatov je prikazan na sliki 6.1. Rezultati voznikov so označeni z 
modro, rezultati avtonomnega vozila pa z oranžno barvo. 
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Slika 6.1: Rezultati vrednotenja vožnje za avtonomno vozilo in voznike 
Iz rezultatov je razvidno, da se je avtonomno vozilo bolje odzvalo na kritične 
situacije in je bolje upoštevalo prometne predpise. Povprečni rezultat avtonomnega 
vozila je 71, za voznike pa 43. Več kot 40 % voženj avtonomnega vozila je dobilo 
rezultat nad 95, medtem ko je večina voznikov dobila rezultat okoli 35. Rezultati pod 
50 so večinoma zaradi nesreč. 
Razlike med ljudmi in avtonomnim vozilom so predvsem v kategoriji kršitev, 
saj avtonomno vozilo bolje upošteva prometne nesreče, se drži omejitev hitrosti, 
ustavi ob stop znaku, zmanjša hitrost pri znaku za neprednostno cesto, ima manj (eno 
ali nič) nesreč. Poleg tega je avtonomno vozilo manj agresivno kot nekateri vozniki, 
saj pospešuje in zavira enakomerno in počasi. Obe oceni omenjenih kategorij končno 
prispevajo k boljši končni oceni avtonomnega vozila. 
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7   Zaključek 
V tej magistrski nalogi smo podrobneje predstavili funkcionalnost 
programskega orodja SCANeR DT in ugotovili, da ustreza vsem zahtevam za 
implementacijo avtonomnih vozil s potrebnimi senzorji. Ponuja nam simulacijsko 
okolje, v katerem lahko zgradimo lastne terene  in scenarije s kritičnimi situacijami. 
Ker je SCANeR DT modularen in omogoča uporabo in razvoj različnih 
modulov, smo za potrebe avtonomne vožnje in testiranja sistemov ADS lahko 
pripravili celoten sistem za simulacijo  in testiranje avtonomne vožnje. Razvili smo 
nadzorno ploščo, modul, ki vsebuje radarski tempomat, sistem zaustavljanja v sili, 
sistem za ohranjanje voznega pasu  in mapiranje okolice. Ti moduli nam omogočajo 
avtonomno vožnjo. Poleg tega smo z razvojem modulov za anotacijo in segmentacijo 
vidnega okolja ponudili možnost učenja in testiranja algoritmov za prepoznavo 
objektov iz kamere.  
Delovanje našega avtonomnega vozila smo testirali v kritičnih situacijah in 
samo vožnjo ovrednotili. Te rezultate smo primerjali z rezultati voznikov  in 
pokazali, da se naše preprosto avtonomno vozilo bolje odzove na kritične situacije.  
Kljub temu pa se moramo zavedati pomanjkljivosti, ki jih ima naše avtonomno 
vozilo. Določen del avtonomnosti  in odločitev avtonomnega vozila smo še vedno 
prepustili simulacijskemu okolju – modulu prometa. Za popoln sistem ADS bi bilo  
treba premestiti tudi ta del v naš sistem avtonomne vožnje. Poleg tega simulirani 
senzorji ne vsebujejo šuma, kar je pri realnih senzorjih pogost pojav. Pri signalu s 
šumom lahko pride do nepravilnosti podatkov, čemur se morajo sistemi, ki 
procesirajo te podatke, prilagoditi. Šum nastane zaradi različnih vremenskih pojavov, 
kot so dež, sneg ali megla, ali pa zaradi interferenc z drugimi signali. V bodoče bi 
bilo potrebno dodati ta šum signalu  in ga upoštevati pri obdelavi podatkov. 
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V prihodnje bi lahko dodali avtomatsko vrednotenje vsake akcije, ki jo 
avtonomno vozilo naredi, ne pa samo ocene celotne vožnje. To je še posebej 
pomembno pri algoritmih za avtonomno vožnjo, ki se učijo sproti oziroma 
uporabljajo t.i. okrepitveno učenje. Tako bi lahko ponudili celoten sistem testiranja 
avtonomnih vozil. Algoritem bi namreč iz simulacijskega okolja pridobil podatke iz 
simulacije  in senzorjev, jih procesiral in se odločil o naslednjem koraku (kot npr. o 
položaju volana,  stopalke za plin in zavoro ...), simulacijsko okolje pa bi mu podalo 
oceno o izvedeni akciji.   
 63 
8   Literatura 
[1] „Automobile safety“. [Na spletu]. Dostopno: 
https://en.wikipedia.org/wiki/Automobile_safety#Active_and_passive_sa
fety. [Dostopano: 25-jul-2018].  
[2] D. Liu, X. An, Z. Sun and H. He, "Active Safety in Autonomous Land 
Vehicle," v 2008 Workshop on Power Electronics and Intelligent 
Transportation System, Guangzhou, 2008, str. 476-480. 
[3] „Automated Vehicles for Safety“. [Na spletu]. Dostopno: 
https://www.nhtsa.gov/technology-innovation/automated-vehicles-safety. 
[Dostopano: 25-jul-2018].  
[4] „SAE unveils new consumer-focused graphic for automated-driving 
standard“. [Na spletu]. Dostopno: https://www.sae.org/news/2018/07/sae-
unveils-new-j3016-automated-driving-standard-graphic. [Dostopano: 25-
jul-2018].   
[5] „Google Racking Up More Patents Than Most Automakers On Connected 
And Self-Driving Cars“. [Na spletu]. Dostopno: 
https://www.forbes.com/sites/oliverwyman/2017/05/17/google-racks-up-
more-patents-than-most-automakers-on-connected-and-self-driving-
cars/#517b1cc141ef. [Dostopano: 22-avg-2018].   
 [6] „The Self-Driving Car Timeline – Predictions from the Top 11 Global 
Automakers“. [Na spletu]. Dostopno: 
https://www.techemergence.com/self-driving-car-timeline-themselves-
top-11-automakers/. [Dostopano: 22-avg-2018].   
 [7] „Kako bo izgledal avto brez voznika?“. [Na spletu]. Dostopno: 
http://avtomobili.online/avto-brez-voznika. [Dostopano: 22-avg-2018].   
64 Literatura 
 
 [8] „SCANeR DT“. [Na spletu]. Dostopno: 
https://www.avsimulation.fr/solutions/#scaner_dt. [Dostopano: 08-sep-
2018]. 
[9] B. Kim, Y. Kashiba, S. Dai and S. Shiraishi, "Testing Autonomous Vehicle 
Software in the Virtual Prototyping Environment," v IEEE Embedded 
Systems Letters, let. 9, št. 1, str. 5-8, March 2017. 
[10] „Tass International (PreScan)“. [Na spletu]. Dostopno: 
https://www.tassinternational.com/prescan. [Dostopano: 22-avg-2018]. 
[11] „Mechanical Simulation“. [Na spletu]. Dostopno: https://www.carsim.com. 
[Dostopano: 22-avg-2018].  
[12] C. Goodin et al., "Unmanned ground vehicle simulation with the Virtual 
Autonomous Navigation Environment," v 2017 International Conference 
on Military Technologies (ICMT), Brno, 2017, str. 160-165.  
[13] „Datasheet PreScan Application examples - version 01_0“. [Na spletu]. 
Dostopno: https://tass.plm.automation.siemens.com/prescan-applications. 
[Dostopano: 08-avg-2018]. 
 [14] Q. Miao, X. Tang, D. Wang, M. Tideman and J. Li, "The Application of 
PRESCAN in the Concept Development of Active Safety System," v 
2012 Third International Conference on Digital Manufacturing & 
Automation, GuiLin, 2012, str. 884-886. 
[15] J. Liu, L. Zhang, S. Xiao and X. Xin, "Development of Virtual 
Drive HILS system based on VR and CARSIM," v Proceedings 
of the 33rd Chinese Control Conference, Nanjing, 2014, str. 
6441-6444. 
[16] „Mechanical Simulation: CarSim“. [Na spletu]. Dostopno: 
https://www.carsim.com/products/carsim/index.php. [Dostopano: 22-jul-2018].  
 [17] C. Zhang, Y. Liu, D. Zhao and Y. Su, "RoadView: A traffic scene simulator for 
autonomous vehicle simulation testing," v 17th International IEEE Conference 
on Intelligent Transportation Systems (ITSC), Qingdao, 2014, str. 1160-1165.  
[18] Y. Li, Z. Hu and Y. Hu, "Fast self-localization of autonomous vehicles 
from visual map," v 2017 4th International Conference on Transportation 
Information and Safety (ICTIS), Banff, AB, 2017, str. 1003-1008. 
Rezultati 65 
 
[19] „SCANeRstudio“. [Na spletu]. Dostopno: 
https://www.avsimulation.fr/solutions/#studio. [Dostopano: 08-sep-
2018]. 
 [20] „Be a better driver: Use your five road senses“. [Na spletu]. Dostopno: 
https://www.wheels.ca/news/be-a-better-driver-use-your-five-road-
senses/. [Dostopano: 10-sep-2018]. 
[21] „Lidar“. [Na spletu]. Dostopno: https://en.wikipedia.org/wiki/Lidar. 
[Dostopano: 10-sep-2018]. 
[22] A. Švab Lenarčič, K. Oštir, „Uporaba lidarskih podatkov za klasifikacijo 
pokrovnosti“. Dostopno: https://zalozba.zrc-sazu.si/p/P06. [Dostopano: 
10-sep-2018]. 
[23] „Autonomous automotive sensors: How processor algorithms get their 




[24] „Velodyne LiDAR“. [Na spletu]. Dostopno: https://velodynelidar.com. 
[Dostopano: 08-sep-2018].  
[25] „Velodyne LiDAR: ULTRA PUCK™“. [Na spletu]. Dostopno: 
http://velodynelidar.com/vlp-32c.html. [Dostopano: 08-sep-2018].  
 [26] „NMEA 0183“. [Na spletu]. Dostopno: 
https://en.wikipedia.org/wiki/NMEA_0183. [Dostopano: 10-sep-2018]. 
[27] „GPS Basics“. [Na spletu]. Dostopno: 
https://learn.sparkfun.com/tutorials/gps-basics. [Dostopano: 22-avg-
2018]. 
[28] „Global Positioning System“. [Na spletu]. Dostopno: 
https://en.wikipedia.org/wiki/Global_Positioning_System. [Dostopano: 
22-avg-2018]. 
[29] „Centimeter-accurate GPS for self-driving vehicles“. [Na spletu]. 
Dostopno: https://www.sae.org/news/2016/10/centimeter-accurate-gps-
for-self-driving-vehicles. [Dostopano: 16-jun-2018]. 
66 Literatura 
 
 [30] „Lane departure warning system“. [Na spletu]. Dostopno: 
https://en.wikipedia.org/wiki/Lane_departure_warning_system. 
[Dostopano: 16-jun-2018]. 
 [31] „World Geodetic System“. [Na spletu]. Dostopno: 
https://en.wikipedia.org/wiki/World_Geodetic_System. [Dostopano: 16-
jun-2018]. 
[32] „Ultrasonic transducer“. [Na spletu]. Dostopno: 
https://en.wikipedia.org/wiki/Ultrasonic_transducer. [Dostopano: 16-jun-
2018]. 




 [34] ] „Automotive ultrasonic sensor interface for park assist or blind spot 
detection systems“. [Na spletu]. Dostopno: 
http://www.ti.com/lit/ug/tidu327/tidu327.pdf. [Dostopano: 16-jun-2018]. 
[35] ] „Integrated Radar Sensors Steer the Way for ADAS“. [Na spletu]. 
Dostopno: https://innovation-destination.com/2017/10/12/integrated-
radar-sensors-steer-way-adas/. [Dostopano: 16-jun-2018]. 
 [36] „AWR1642 mmWave sensor: 76–81-GHz radar-on-chip for short-range 
radar applications“.[Na spletu]. Dostopno: 
http://www.ti.com/lit/wp/spyy006/spyy006.pdf. [Dostopano: 10-sep-
2018]. 





 [38] „3D projection“. [Na spletu]. Dostopno: 
https://en.wikipedia.org/wiki/3D_projection. [Dostopano: 16-jun-2018]. 




 [40] „Nervtech“. [Na spletu]. Dostopno: https://www.nervtech.com/. 
[Dostopano: 08-sep-2018]. 
[41] „New York International Auto Show“. [Na spletu]. Dostopno: 
https://www.autoshowny.com/press/#/press-releases. [Dostopano: 
28-avg-2018]. 
[42] „Dossier: The leaders in self-driving cars“. [Na spletu]. Dostopno: 
https://www.zdnet.com/article/dossier-the-leaders-in-self-driving-cars/. 
[Dostopano: 16-jun-2018]. 
 
