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Introduction
Le pre´sent travail est subdivise´ en trois parties relativement inde´pendantes ayant pour
point commun d’e´tablir des congruences pour diverses suites classiques de nombres et de
polynoˆmes. Il reprend et comple`te les articles [15],[16] et [17]. Le premier chapitre utilise
quelques me´thodes d’analyse p-adique, notamment le the´ore`me des accroissements finis,
mais les techniques employe´es sont surtout issues du calcul symbolique, appele´ parfois calcul
ombral. Les origines de cette the´orie sont assez floues. Utilise´ sans grande rigueur depuis
le de´but du XIXe`me sie`cle, le calcul symbolique a e´te´ de´veloppe´ par John Blissard vers
1860 mais il a fallu attendre pre`s d’un sie`cle pour que E.T. Bell en donne des fondations
rigoureuses (vers 1940) et pour que Gian-Carlo Rota [35][36] en fasse une the´orie vraiment
convaincante (vers 1970). L’ide´e de base consiste a` relier une suite α = (αn)n>0 (dans un
anneau A commutatif unitaire inte`gre, e´ventuellement un anneau de polynoˆmes) a` la base
canonique (xn)n>0 de A[x] par une application line´aire Φ : xn 7−→ αn, appele´e ombre de
α (le terme est duˆ a` Sylvester). L’e´tude de la suite α se fait alors au travers de celle de
son ombre. Certaines proprie´te´s, comme les congruences, se transportent tre`s bien par Φ.
Par exemple, si f(x) ≡ g(x) mod mA[x], alors Φ(f(x)) ≡ Φ(g(x)) mod mA. Ceci explique
notre inte´reˆt pour le calcul symbolique dans la the´orie des congruences.
1e`re partie : Polynoˆmes d’Euler et de Bernoulli ge´ne´ralise´s
Tout a ve´ritablement commence´ en e´te´ 1999 lorsque Maxime Zuber e´nonca une conjecture
dans une lettre adresse´e a` Alain Robert. Sur la base de son travail de doctorat [40], il
pressentait que les polynoˆmes d’Euler ge´ne´ralise´s Ern(t), de´finis par la fonction ge´ne´ratrice∑
n>0
Ern(t)
xn
n!
=
( 2
ex + 1
)r
ext,
ve´rifient des congruences de type Honda : Ernp(t) ≡ Ern(tp) mod npZp[t] pour tous les entiers
n, r > 0 et tout nombre premier p impair. Cette affirmation ayant e´te´ de´montre´e, un
deuxie`me de´fi fut lance´ : trouver une congruence analogue pour les polynoˆmes de Bernoulli
ge´ne´ralise´s Brn(t) de´finis par la relation∑
n>0
Brn(t)
xn
n!
=
( x
ex − 1
)r
ext.
Deux ans apre`s ces premiers re´sultats, en les reprenant dans le but d’en faire un article, il
apparaˆıt que les congruences obtenues pour ces deux suites ge´ne´ralise´es de´coulent directe-
ment des cas particuliers (r = 1) de´couverts par Zuber. L’argument consiste a` montrer que
pour un nombre premier p fixe´, les suites (an)n>0 dans Zp qui ve´rifient
am+np ≡ am+n mod np
2
Zp pour tous les entiers m,n > 0
constituent un anneau pour l’addition usuelle et le produit de convolution binomial.
La version p-adique du the´ore`me des accroissements finis, que l’on doit a` Alain Robert [31],
tient le roˆle principal dans ce premier chapitre et permet au passage d’affiner e´le´gamment
plusieurs re´sultats connus sur les nombres de Bernoulli ordinaires.
2e`me partie : Nombres et polynoˆmes de Bell
La se´rie κ =
∑
n! converge dans Zp (puisque son terme ge´ne´ral tend p-adiquement vers
ze´ro) mais la valeur n’est a` ce jour pas encore connue. Une conjecture dit qu’il s’agirait
d’un nombre irrationnel, voire d’un nombre transcendant. Pour notre part, nous cherchons
a` montrer que κ est une unite´ p-adique (i.e. κ est multiplicativement inversible dans Zp)
pour tout nombre premier p 6= 2. En d’autres termes, nous nous inte´ressons a` la
Conjecture de Kurepa (“Left Factorial Hypothesis”)
Aucun nombre premier impair p ne divise la somme κp = 0! + 1! + · · ·+ (p− 1)!.
Comme souvent en the´orie des nombres, cet e´nonce´ est d’une grande simplicite´ mais la
de´monstration ne semble pas facile pour autant puisqu’elle re´siste depuis pre`s de trente
ans a` plusieurs mathe´maticiens, des disciples de Kurepa issus des pays de l’Est pour la
plupart. Peu connu en Europe occidentale, –Duro Kurepa (1907-1993) a eu en re´alite´ une
e´norme influence sur le de´veloppement des mathe´matiques en Yougoslavie et a contribue´
dans divers domaines, notamment en the´orie des ensembles, topologie ge´ne´rale, the´orie des
nombres et alge`bre [19].
Cette deuxie`me partie fait suite aux travaux d’Anne Gertsch Hamadene [9] qui e´tablit entre
autre un lien entre κp et les nombres de Bell. Nous reprenons le cadre du calcul ombral dans
lequel elle s’e´tait place´e afin d’e´tudier plus ge´ne´ralement les polynoˆmes de Bell Bn(x). Nous
montrons tout d’abord que ces polynoˆmes engendrent de manie`re naturelle une famille de
produits scalaires et construisons les syste`mes de polynoˆmes orthogonaux associe´s. Nous
e´tablissons ensuite
Bm+npν(x) ≡
n∑
k=0
(
n
k
)
(xp + xp
2
+ · · ·+ xpν )n−kBm+k(x) mod np
2
Zp[x]
pour tout nombre premier p et tous les entiers m,n, ν > 0. Nous ge´ne´ralisons ainsi de
nombreuses congruences bien connues pour les polynoˆmes et nombres de Bell (Comtet-
Zuber [8], Touchard, Radoux [21][22][23], Carlitz [3]) et de´duisons des congruences pour
les nombres de Stirling des deux espe`ces [13] ainsi que pour les polynoˆmes de Bell a` deux
variables [20]. Nous donnons e´galement une ge´ne´ralisation des congruences de Radoux [22],
rede´couvertes par Kahale [18], ainsi que de la “formule de trace” de Barsky-Benzaghou [4].
Les polynoˆmes de Bell sont prolonge´s de manie`re naturelle a` des indices ne´gatifs. Nous
obtenons en particulier B−1(x−1) = x
∑
k>0 k!x
k, ce qui e´tablit un lien avec les ensembles
E(p) =
{
1 6 a 6 p− 1 : p ne divise pas κp(a) =
p−1∑
k=0
k!ak
}
et la conjecture de Kurepa revient a` dire que 1 ∈ E(p) pour tout p premier 6= 2. Afin
d’e´claircir les travaux de Dragovitch [9], nous montrons finalement que pour toute unite´
p-adique a ∈ Zp, les se´ries
vn(a) =
∑
k>0
k!ak
(
kn + a(−1)nBn+1(−a−1)
)
(n > 0)
sont des sommes finies (dans Zp) et de´crivent donc des entiers lorsque a = ±1.
3e`me partie : De´terminants de Hankel et polynoˆmes orthogonaux
Au cours de la deuxie`me partie, nous avons rencontre´ des matrices dites de Hankel, de la
forme
Hn =

α0 α1 · · · αn
α1 α2 · · · αn+1
...
...
...
αn αn+1 · · · α2n

A partir des divers articles de Christian Radoux [27][28], nous e´tudions de manie`re plus
de´taille´e de telles matrices et donnons une me´thode pour e´valuer leurs de´terminants en
admettant certaines conditions sur la fonction ge´ne´ratrice exponentielle (ou ordinaire) as-
socie´e a` la suite (αn)n>0. Plusieurs cas particuliers bien connus sont ainsi de´duits dans un
contexte unifie´ (polynoˆmes de Bell et d’Hermite, polynoˆmes de de´rangement et d’involu-
tion, nombres de Catalan, de Motzkin et d’Euler . . . ). Lorsque les matrices de Hankel
associe´es a` une meˆme suite dans R ont des de´terminants tous positifs, elles engendrent
alors un produit scalaire et donnent donc lieu a` un syste`me de polynoˆmes orthogonaux.
Nous nous inspirons de ce fait pour de´finir des “produits scalaires ge´ne´ralise´s” ainsi que
des “syste`mes de polynoˆmes orthogonaux associe´s”, et montrons comment ces polynoˆmes
peuvent servir a` e´tablir des congruences pour la suite des moments (αn)n>0. En guise d’il-
lustration, nous retrouvons des congruences de´ja` e´tablies dans les deux premiers chapitres
pour les nombres d’Euler et les polynoˆmes de Bell. La me´thode propose´e dans ce chapitre
nous paraˆıt tre`s prometteuse pour e´tablir de nouvelles congruences et traiter la conjecture
de Kurepa par les nombres de Bell. Apre`s avoir rappele´ que les de´terminants de Han-
kel permettent e´galement de savoir si la fonction ge´ne´ratrice
∑
αnz
n de´crit ou non une
fonction rationnelle [2], nous faisons le lien entre les re´sultats obtenus et les “chaˆınes a`
accroissements ponde´re´s” pour leur donner une signification combinatoire.
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Partie 1
Polynoˆmes d’Euler et de Bernoulli
ge´ne´ralise´s
“Est rigoureuse toute de´monstration, qui, chez tout lecteur suffisam-
ment instruit et pre´pare´, suscite un e´tat d’e´vidence qui entraˆıne
l’adhe´sion.”
Rene´ Thom
4 POLYNOˆMES D’EULER ET DE BERNOULLI GE´NE´RALISE´S
1.1 De´finitions et premie`res proprie´te´s
On de´signe par p un nombre premier quelconque et par Zp l’anneau des entiers p-adiques,
comple´te´ de Z pour la valeur absolue p-adique | · | normalise´e par |p| = p−1. Comme on
n’aura affaire qu’a` des entiers p-adiques rationnels, on pourra remplacer Zp par l’anneau
des nombres p-entiers forme´ des rationnels (irre´ductibles) dont le de´nominateur n’est pas
divisible par p. Cet anneau est de´note´ par Z(p) = Zp ∩Q.
Les polynoˆmes d’Euler Ern(t) d’ordre r ∈ N sont de´finis par la fonction ge´ne´ratrice
er(x, t) :=
( 2
ex + 1
)r
ext =
∑
n>0
Ern(t)
xn
n!
et les polynoˆmes de Bernoulli Brn(t) d’ordre r sont de´finis par
br(x, t) :=
( x
ex − 1
)r
ext =
∑
n>0
Brn(t)
xn
n!
.
On a E0n(t) = B
0
n(t) = t
n et en prenant r = 1, on retrouve les polynoˆmes d’Euler En(t)
et de Bernoulli Bn(t) ordinaires. Les notations standards sont E
(r)
n (t) et B
(r)
n (t) mais nous
laissons tomber le parenthe´sage de r (en prenant soin de ne pas conside´rer par exemple
Ern(t) comme une puissance de En(t)). Les premiers polynoˆmes sont
Er0(t) = 1 B
r
0(t) = 1
Er1(t) = t− r2 Br1(t) = t− r2
Er2(t) = t
2 − rt+ r(r−1)
4
Br2(t) = t
2 − rt+ r(3r−1)
12
Er3(t) = t
3 − 3r
2
t2 + 3r(r−1)
4
t− (r−3)r2
8
Br3(t) = t
3 − 3r
2
t2 + r(3r−1)
4
t− r2(r−1)
8
Signalons au passage que les polynoˆmes de Bernoulli peuvent eˆtre exprime´s re´cursivement
par une inte´grale de Volkenborn : pour tout nombre premier p, on a
Br+1n (t) =
∫
Zp
Brn(t+ x)dx := lim
m−→∞
Brn(t) +B
r
n(t+ 1) + · · ·+Brn(t+ pm − 1)
pm
.
En effet, la fonction ge´ne´ratrice des inte´grales propose´es est donne´e formellement par∫
Zp
(∑
Brn(t+ x)
zn
n!
)
dx =
( z
ez − 1
)r
ezt
∫
Zp
ezxdx =
( z
ez − 1
)r+1
ezt
et co¨ıncide avec celle de la suite Br+1n (t). On pourra se re´fe´rer a` [31] ou [37] pour de
plus amples informations sur les inte´grales de Volkenborn et sur les nombres de Bernoulli
ordinaires Bn = B
1
n(0) avec cette optique.
1.1. DE´FINITIONS ET PREMIE`RES PROPRIE´TE´S 5
Les relations ∂
∂t
er(x, t) = xer(x, t) et
∂
∂t
br(x, t) = xbr(x, t) montrent de´ja` que{
Er0(t)
′ = 0 , Ern(t)
′ = nErn−1(t)
}
resp.
{
Br0(t)
′ = 0 , Brn(t)
′ = nBrn−1(t)
}
.
Autrement dit, les polynoˆmes (Ern(t))n>0 et (B
r
n(t))n>0 forment des familles d’Appell et
leurs se´ries de Taylor en un point a sont donne´es par
Ern(t) =
n∑
k=0
(
n
k
)
Erk(a)(t− a)n−k resp. Brn(t) =
n∑
k=0
(
n
k
)
Brk(a)(t− a)n−k.
De manie`re plus ge´ne´rale, en identifiant les termes de meˆme degre´ dans les e´galite´s
er+s(x, a+ b) = er(x, a)es(x, b) resp. br+s(x, a + b) = br(x, a)bs(x, b),
nous obtenons
Er+sn (a+ b) =
n∑
k=0
(
n
k
)
Erk(a)E
s
n−k(b) resp. B
r+s
n (a+ b) =
n∑
k=0
(
n
k
)
Brk(a)B
s
n−k(b)
et le choix s = 0, b = t− a confirme les de´veloppements de Taylor. De la relation
br
(
2x,
a + b
2
)
=
( 2x
e2x − 1
)r
ex(a+b) =
( x
ex − 1
)r
eax
( 2
ex + 1
)r
ebx = br(x, a)er(x, b)
de´coule une formule qui relie les deux familles de polynoˆmes :
Brn
(a+ b
2
)
=
1
2n
n∑
k=0
(
n
k
)
Brk(a)E
r
n−k(b)
(on remarquera que le choix a = b = t est particulie`rement inte´ressant). Les identite´s
er(−x, t) =
( 2
e−x + 1
)r
e−xt =
( 2ex
ex + 1
)r
e−xt =
( 2
ex + 1
)r
ex(r−t) = er(x, r − t)
br(−x, t) =
( −x
e−x − 1
)r
e−xt =
( xex
ex − 1
)r
e−xt =
( x
ex − 1
)r
ex(r−t) = br(x, r − t)
donnent lieu aux relations
(−1)nErn(t) = Ern(r − t) resp. (−1)nBrn(t) = Brn(r − t).
Elles montrent en particulier que Ern(r/2) et B
r
n(r/2) sont nuls pour tout indice n impair.
Nous pouvons encore remarquer que les formules
er(x, t+ 1) + er(x, t) =
( 2
ex + 1
)r
ext(ex + 1) = 2
( 2
ex + 1
)r−1
ext = 2er−1(x, t)
br(x, t+ 1)− br(x, t) =
( x
ex − 1
)r
ext(ex − 1) = x
( x
ex − 1
)r−1
ext = xbr−1(x, t)
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fournissent respectivement
Ern(t+ 1) + E
r
n(t) = 2E
r−1
n (t) et B
r
n(t+ 1)− Brn(t) = nBr−1n−1(t) = Br−1n (t)′.
Par sommes te´le´scopiques, on en de´duit
(−1)NErk(N)− Erk(0)
2
=
N−1∑
l=0
(−1)l+1
2
(Erk(l + 1) + E
r
k(l)) =
N−1∑
l=0
(−1)l+1Er−1k (l),
Brk+1(N)− Brk+1(0)
k + 1
=
N−1∑
l=0
Brk+1(l + 1)−Brk+1(l)
k + 1
=
N−1∑
l=0
Br−1k (l).
Mentionnons finalement une dernie`re proprie´te´ plus particulie`re que nous invoquerons a`
plusieurs reprises par la suite. Il s’agit de l’identite´ de Raabe (pour les nombres de Bernoulli
ordinaires)
Bn(a) = a
n−1
a−1∑
k=0
Bn
(
1 +
k
a
)
,
que l’on de´montre simplement en comparant les fonctions ge´ne´ratrices.
1.2 The´ore`me des accroissements finis
Le the´ore`me p-adique des accroissements finis de´couvert par A. Robert [31] occupe une
place primordiale dans ce premier chapitre. Nous en rappelons l’e´nonce´ pour les polynoˆmes.
The´ore`me (TAF). On conside`re un espace de Banach ultrame´trique (E, | · |) sur un
corps complet K, un polynoˆme f(t) ∈ E[t] a` coefficients dans E et deux e´le´ments h, a ∈ E
avec |a| 6 1. On munit E[t] de la norme de Gauss ‖∑ aktk‖E[t] = max{|ak| : k > 0}.
1. si |h| 6 |p|1/(p−1), alors |f(a+ h)− f(a)| 6 |h| · ‖f ′‖E[t],
2. si p est impair et |h| 6 |p|1/(p−2), alors |f(a+ h)− f(a)− hf ′(a)| 6 |h2
2
| · ‖f ′′‖E[t],
la meˆme conclusion e´tant valable dans le cas p = 2 de`s que |h| 6 |2|1/2.
De manie`re plus ge´ne´rale, le the´ore`me est valable pour le sous-anneau de E[[t]] regroupant
les se´ries formelles dont les coefficients tendent (pour la norme | · |) vers 0 : cet ensemble
est le comple´te´ de E[t] pour la norme de Gauss.
En guise de premier exemple, fixons-nous un entier p-adique a ∈ Zp et conside´rons le
polynoˆme
f(t) = (r(x)t+ xp + ap)n avec r(x) =
(x+ a)p − xp − ap
p
et n > 1.
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Comme r(x) ∈ Z[x] ⊂ Qp[x], les coefficients de f(t) se trouvent dans le Qp-espace de
Banach E = {g(x) ∈ Qp[x] : deg g 6 np} ⊂ Qp[x]. Le TAF du premier ordre dit alors que
|f(p)− f(0)| 6 |p| · ‖f ′‖ = |p| · ‖nr(x)(r(x)t+ xp + ap)n−1‖ 6 |np|.
Cela signifie que f(p)− f(0) = (x + a)np − (xp + a)n se trouve dans npZp[x], ce qui pour
a = 1 revient a` dire (en identifiant les coefficients) que(
np
kp
)
≡
(
n
k
)
mod npZp et
(
np
k
)
≡ 0 mod npZp si p - k.
Alors que la deuxie`me congruence est e´vidente, la premie`re sera d’une tre`s grande utilite´
pour la suite. On peut e´videmment affiner ces re´sultats avec le TAF d’ordre 2 : en prenant
a = 1, on obtient
(1 + x)np − (1 + xp)n ≡ np(1 + xp)n−1r(x) mod n(n− 1)p
2
2
Zp[x]
et en identifiant les coefficients devant xkp, on trouve alors
(
np
kp
) ≡ (n
k
)
mod n(n−1)p
2
2
Zp.
G.S. Kazandzidis ame´liore encore cette congruence pour p impair en montrant qu’elle est
valable modulo n
2(n−1)p3
3
(
n−2
k−1
)
Zp (voir [31] ou [32] pour une preuve).
Nous avons de´ja` remarque´ que les polynoˆmes d’Euler et de Bernoulli ge´ne´ralise´s formaient
des suites d’Appell. Le re´sultat suivant, que l’on doit a` M. Zuber [40], est donc le bienvenu
pour e´tablir des congruences.
The´ore`me 1. Pour une famille de polynoˆmes d’Appell (An(t))n>0 dans Zp[t], les asser-
tions suivantes sont e´quivalentes :
1) Anp(t) ≡ An(tp) mod npZp[t] pour tout n > 0,
2) il existe a ∈ Zp pour lequel Anp(a) ≡ An(ap) mod npZp pour tout n > 0,
3) il existe a ∈ Zp pour lequel Anp(a) ≡ An(a) mod npZp pour tout n > 0.
PREUVE. La de´monstration originale de [40] est e´le´mentaire mais nous en pre´sentons ici
une simplification qui e´vite d’introduire “l’identite´ de Spitzer” et “le the´ore`me de Barsky”.
L’implication 1) =⇒ 2) est e´vidente et 2) =⇒ 3) se de´montre avec le TAF en utilisant la
proprie´te´ d’Appell : |An(ap) − An(a)| 6 |ap − a| · ‖nAn−1‖ 6 |np| pour tout n > 1. On
de´montre 3) =⇒ 1) a` l’aide du de´veloppement de Taylor au point a : on a
Anp(t) =
p-k∑
06k6np
(
np
k
)
Ak(a)(t− a)np−k +
n∑
k=0
(
np
kp
)
Akp(a)(t− a)np−kp
et par l’exemple qui suit l’e´nonce´ du TAF, on peut e´crire
Anp(t) ≡
n∑
k=0
(
n
k
)
Akp(a)(t− a)np−kp mod npZp[t].
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Ce meˆme exemple montre que (t− a)lp ≡ (tp− a)l mod lpZp[t] (ceci est aussi confirme´ par
la proposition 1 du chapitre suivant). De plus, il est clair que dans A = Zp[t] (comme dans
tout anneau commutatif qui contient Z), si deux e´le´ments α et β sont congrus modulo
kpA, alors (n
k
)
α et
(
n
k
)
β sont congrus modulo npA. Cette e´vidence permet d’e´crire
Anp(t) ≡
n∑
k=0
(
n
k
)
Ak(a)(t
p − a)n−k = An(tp) mod npZp[t],
et la dernie`re implication est de´montre´e. Remarquons qu’a` partir d’une famille d’Appell
quelconque dans Zp[t], nous avons e´te´ ramene´s a` voir que la famille d’Appell particulie`re
fn(t) = (t− a)n (avec a ∈ Zp) ve´rifiait les assertions e´quivalentes du the´ore`me. 
1.3 Polynoˆmes d’Euler ge´ne´ralise´s
Les coefficients de Ern(t), donne´s par
(
n
m
)
Erm(0) =
(
n
m
)
2r d
m
dxm
(
(1 + ex)−r
)∣∣∣
x=0
, appartien-
nent visiblement a` Z[1
2
] donc, pour p premier impair, on a Ern(t) ∈ Z[12 ][t] ⊂ Zp[t]. Les
congruences e´tablies dans [40] se ge´ne´ralisent de la manie`re suivante.
Proposition 2. Si p est impair, alors Ernp(t) ≡ Ern(tp) mod npZp[t] pour tout n > 0.
PREUVE. L’assertion est ve´rifie´e pour r = 0 (on a meˆme l’e´galite´ E0np(t) = t
np = E0n(t
p)) et
par induction, supposons qu’elle le soit pour r − 1 > 0. Pour tout entier p-adique k ∈ Zp,
on a donc
Er−1np (k) ≡ Er−1n (kp) ≡ Er−1n (k) mod npZp,
la deuxie`me congruence de´coulant du TAF : |Er−1n (kp)−Er−1n (k)| 6 |kp−k|·‖nEr−1n−1‖ 6 |np|.
Ainsi, pour un entier fixe´ N > 1, nous avons
2
N−1∑
k=0
(−1)k+1Er−1np (k) ≡ 2
N−1∑
k=0
(−1)k+1Er−1n (k) mod npZp,
autrement dit (−1)NErnp(N) − Ernp(0) ≡ (−1)NErn(N) − Ern(0) modulo npZp, ou encore
(−1)N [Ernp(N)−Ern(N)] ≡ Ernp(0)− Ern(0) mod npZp.
Si on conside`re un entier N = r + lp (avec l ∈ Z), le TAF fournit alors Ernp(N) ≡ Ernp(r)
et Ern(N) ≡ Ern(r) modulo npZp. On obtient ainsi
Ernp(0)−Ern(0) ≡ (−1)N [Ernp(N)−Ern(N)] ≡ (−1)N [Ernp(r)−Ern(r)] mod npZp
et par le fait que Ern(r) = (−1)nErn(0), il suit
Ernp(0)−Ern(0) ≡ (−1)N [(−1)npErnp(0)− (−1)nErn(0)] mod npZp.
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Comme p est impair, on peut choisir l ∈ N de manie`re a` ce que N = r + lp et n soient de
parite´ diffe´rente (il suffit de prendre l = 0 ou 1 selon la parite´ de n + r + 1). Cela nous
conduit a` la congruence
Ernp(0)−Ern(0) ≡ (−1)N+n[Ernp(0)−Ern(0)] = −[Ernp(0)−Ern(0)] mod npZp.
On a donc Ernp(0) ≡ Ern(0) mod npZp pour tout entier n > 0 (pour r > 0 fixe´) et on
conclut par le the´ore`me. 
Proposition 3. Soient p un nombre premier impair, a ∈ Zp et n, r > 0. Alors
Erm+np(a) ≡ Erm+n(a) mod npZp pour tout m > 0.
PREUVE. Le cas m = 0 de´coule de la proposition pre´ce´dente et de l’ine´galite´
|Ern(ap)− Ern(a)| 6 |ap − a| · ‖nErn−1‖ 6 |np| pour n > 1.
D’autre part, en de´rivant er(x, t) par rapport a` x, on trouve
∂xer(x, t) = 2
rext
t(ex + 1)− rex
(ex + 1)r+1
= 2rext
(t− r)(ex + 1) + r
(ex + 1)r+1
= (t− r)er(x, t) + r
2
er+1(x, t),
autrement dit Ern+1(a) = (a − r)Ern(a) + r2Er+1n (a). La proposition se de´montre alors par
induction sur m, a` l’aide de cette formule. 
En particulier, pour tout a ∈ Zp, la suite (Ern(a))n>1 est (p− 1)-pe´riodique modulo pZp :
Erm+(p−1)(a) = E
r
(m−1)+p(a) ≡ Er(m−1)+1(a) = Erm(a) mod pZp pour tout m > 1.
1.4 Nombres de Bernoulli
La version p-adique du the´ore`me des accroissements finis permet d’ame´liorer aise´ment
plusieurs re´sultats connus sur les nombres de Bernoulli ordinaires.
The´ore`me 4. Pour n > 1, le nombre de Bernoulli ordinaire Bn = B
1
n(0) ve´rifie
pBn ≡
p−1∑
k=1
kn ≡
{
0 si (p− 1) - n
p− 1 si (p− 1) | n mod
np
2
Zp.
PREUVE. L’assertion est ve´rifie´e pour n = 1 (B1 = −1/2) et, proce´dant par induction,
supposons qu’elle le soit pour tout indice strictement infe´rieur a` n > 2. On conside`re alors
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le polynoˆme f(t) = Bn+1(t)
n+1
∈ Qp[t], dont les deux premie`res de´rive´es sont f ′(t) = Bn(t) et
f ′′(t) = nBn−1(t). Le TAF permet d’e´crire∣∣∣Bn+1(p)− Bn+1
n + 1
− pBn
∣∣∣ = |f(p)− f(0)− pf ′(0)| 6 ∣∣∣p2
2
∣∣∣ · ‖f ′′‖ = ∣∣∣np
2
∣∣∣ · ‖pBn−1(t)‖.
Par hypothe`se d’induction et le fait que B0 = 1 ∈ Zp, on a∥∥pBn−1(t)∥∥ = max{∣∣∣(n− 1
k
)
pBk
∣∣∣ : k = 0, 1, . . . , n− 1} 6 1
et il suit que
pBn − Bn+1(p)−Bn+1
n + 1
= pBn −
p−1∑
k=1
kn
se trouve dans (np/2)Zp. Nous concluons comme dans [33] : le lemme de Hensel assure
l’existence (et l’unicite´) d’e´le´ments ζ1, . . . , ζp−1 ∈ Z×p tels que ζp−1k = 1 et ζk ≡ k mod pZp.
En appliquant le TAF au polynoˆme f(t) = tn, on trouve |ζnk − kn| 6 |ζk − k| · ‖f ′‖ 6 |np|,
autrement dit, ζnk ≡ kn mod npZp. L’ensemble {ζ1, . . . , ζp−1} ⊂ Z×p des racines (p− 1)e`mes
de l’unite´ formant un groupe cyclique, il est engendre´ par les puissances d’un e´le´ment ζ ,
de sorte que, modulo (np/2)Zp (et meˆme modulo npZp), la somme
p−1∑
k=1
kn ≡
p−1∑
k=1
ζnk =
p−2∑
k=0
(ζn)k =
1− ζn(p−1)
1− ζn
est nulle si n n’est pas un multiple de p− 1 et vaut p− 1 sinon. 
De ce the´ore`me de´coulent les re´sultats de Kummer et de Clausen-von Staudt
• Si p− 1 ne divise pas n, alors Bn ∈ nZp et plus pre´cise´ment Bn(a) ∈ nZp pour tout
a ∈ Zp. On a aussi pBn ≡ −1 mod pZp lorsque p− 1 divise n pair > 2.
• Bn +
∑
(p−1)|n
1
p
est un nombre entier (pour tout n pair).
De plus, on sait que si p−1 ne divise pas m > 2, alors Bm+p−1
m+p−1 ≡ Bmm mod pZp. Ce re´sultat,
e´galement duˆ a` Kummer, peut eˆtre ame´liore´ comme suit :
The´ore`me 5. Si m > 1 et p− 1 ne divise pas m+ n, alors on a la congruence
Bm+np(a)
m+ np
≡ Bm+n(a)
m+ n
mod npZp pour tout entier p-adique a ∈ Zp.
PREUVE. Comme p − 1 ne divise pas m + n, le polynoˆme R(t) := Bm+np(t)
m+ np
− Bm+n(t)
m+ n
de´crit une fonction Zp −→ Zp et, pour un entier N > 1 donne´, la dernie`re proprie´te´ e´nonce´e
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dans le premier paragraphe fournit
|R(N)−R(0)| =
∣∣∣ N−1∑
k=0
(km−1+np − km−1+n)
∣∣∣ 6 max{|knp − kn| : k = 0, . . . , N − 1}.
En posant x = 0 dans la congruence de´ja` e´tablie (x + k)np ≡ (xp + k)n mod npZp[x],
on voit que knp ≡ kn mod npZp (on peut e´galement de´montrer ce fait en appliquant le
TAF au polynoˆme f(t) = tn ∈ Qp[t]), et il suit que R(N) ≡ R(0) mod npZp. Ceci e´tant
valable pour tout entier N > 0, l’application R : Zp −→ Zp/npZp est constante (par
densite´ de N dans Zp). Conside´rons une unite´ p-adique a ∈ Z×p afin que les termes 1 + ka
(k > 0) se trouvent dans Zp. En utilisant l’identite´ de Raabe et a` nouveau le fait que
anp ≡ an mod npZp, nous obtenons alors
R(0) ≡ R(a) ≡ am−1+n
a−1∑
k=0
R
(
1 +
k
a
)
≡ am+nR(0) mod npZp,
c’est-a`-dire (am+n − 1)R(0) ≡ 0 mod npZp. Choisissons pour a ∈ {1, 2, . . . , p − 1} un
ge´ne´rateur du groupe multiplicatif (Z/pZ)×. De cette fac¸on, am+n − 1 est inversible dans
Zp (puisque p− 1 ne divise pas m+ n) et l’application R est identiquement nulle. 
La strate´gie utilise´e dans cette preuve permet d’e´tablir d’autres congruences inte´ressantes.
The´ore`me 6. Si c est divisible par (p− 1)ps (s > 0) et p− 1 ne divise pas m, alors
n∑
k=0
(
n
k
)
(−1)n−kBm+kc(a)
m+ kc
∈ pmin{m−1,n(s+1)}Zp
pour tout entier p-adique a ∈ Zp et tout n ∈ N.
PREUVE. Comme p− 1 divise c mais pas m, le polynoˆme
Q(t) =
n∑
k=0
(
n
k
)
(−1)n−kBm+kc(t)
m+ kc
de´crit une fonction Zp −→ Zp. Pour tout entier N > 1, on peut e´crire
Q(N)−Q(0) =
n∑
k=0
(
n
k
)
(−1)n−k
N−1∑
l=0
lm−1+kc =
N−1∑
l=0
lm−1(lc − 1)n
et on raisonne sur les indices intervenant dans cette dernie`re somme : si l est divisible
par p, alors lm−1 ∈ pm−1Z. Dans le cas contraire, on a lp−1 ≡ 1 mod pZ et le TAF d’or-
dre 1 (applique´ au polynoˆme f(t) = tc/(p−1)) donne |lc − 1| 6 |cp|, donc en particulier
lc ≡ 1 mod ps+1Z et (lc − 1)n ∈ pn(s+1)Z. Au total, ces conside´rations montrent que la
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re´duction Q : Zp −→ Zp/pmin{m−1,n(s+1)}Zp est constante (par densite´ de N dans Zp).
Choisissons un entier b ∈ {1, 2, . . . , p− 1} ge´ne´rateur de (Z/pZ)× et conside´rons une puis-
sance a = bq avec ordp(q) > min{m − 1, n(s + 1)}. On a ainsi |ac − 1| 6 |qcp| et donc
ac ≡ 1 mod pmin{m−1,n(s+1)}Z. L’identite´ de Raabe nous donne alors
Q(0) ≡ Q(a) ≡ am−1
a−1∑
l=0
Q
(
1 +
k
a
)
≡ amQ(0) mod pmin{m−1,n(s+1)}Zp
et comme (am − 1) est inversible dans Zp (puisque p − 1 ne divise pas m), il suit que
l’application Q est identiquement nulle. 
Ce re´sultat se place dans le contexte ge´ne´ral suivant que P.T. Young utilise dans [39] : on
de´note par K une extension finie de Qp et on conside`re la cloˆture inte´grale de Zp dans K,
qui co¨ıncide avec la boule unite´ A = B61(0) := {α ∈ K : |α| 6 1}. Etant donne´ un entier
positif c > 0 et une suite (an)n>0 dans A, on regarde alors les puissances de l’ope´rateur
∆c qui agit sur (an)n>0 par ∆cam = am+c− am. Afin de ne pas oublier le caracte`re line´aire
de cet ope´rateur, il est commode d’introduire l’application line´aire Φ : A[x] −→ A de´finie
sur la base canonique par Φ(xn) = an : on a ainsi ∆cΦ(f(x)) = Φ((x
c − 1)f(x)) pour tout
polynoˆme f(x) ∈ A[x] (puisque ceci est par de´finition le cas pour tous les polynoˆmes de la
base canonique) et par ite´ration, on trouve
∆nc am = ∆
n
cΦ(x
m) = Φ(xm(xc − 1)n) =
n∑
k=0
(
n
k
)
(−1)n−kam+kc.
On obtient ainsi une forme ge´ne´rale de l’expression conside´re´e dans le the´ore`me 6.
The´ore`me 7. Etant donne´e une se´rie formelle f(T ) ∈ A[[T − 1]], les e´le´ments
am =
dm
dxm
f(ex)
∣∣∣
x=0
resp. âm =
dm
dxm
(
f(ex)− 1
p
∑
ζp=1
f(ζex)
)∣∣∣
x=0
sont dans A et pour tout entier c > 0 divisible par (p− 1)ps (s > 0), on a
∆nc am ∈ pmin{m,n(s+1)}A resp. ∆nc âm ∈ pn(s+1)A
PREUVE. Alors que Young utilise des inte´grales et des mesures p-adiques, nous donnons
quelques indications pour une preuve directe. Par line´arite´, on se rame`ne a` ne traiter que
le cas f(T ) = (T − 1)l pour un entier l > 0 fixe´. On trouve ainsi
Φ(xm) := am =
m∑
k=0
(
l
k
)
(−1)l−kkm ∈ Z ⊂ A
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(notons que am est nul lorsque m < l puisque f(e
x) = (ex − 1)l admet le de´veloppement
(x+ x
2
2!
+ x
3
3!
+ · · · )l) et par line´arite´, on obtient
∆nc am = Φ(x
m(xc − 1)n) =
n∑
k=0
(
l
k
)
(−1)l−kkm(kc − 1)n.
Les e´le´ments Φ̂(xm) := âm et ∆
n
c âm se de´veloppent comme ci-dessus, a` la diffe´rence que les
sommes portent sur les indices k qui ne sont pas divisibles par p (on utilise ici le fait que∑
ζp=1 ζ
k vaut p si p divise k, et est nul sinon). On conclut alors comme dans la preuve du
the´ore`me 6 en raisonnant sur chaque indice intervenant dans ces sommes. 
Avant d’illustrer ce re´sultat avec A = Zp (= boule-unite´ de Qp), rappelons que le caracte`re
de Teichmu¨ller ωp : Z
×
p −→ Qp associe a` chaque unite´ p-adique a ∈ Z×p l’unique racine
(p − 1)-ie`me de l’unite´ ωp(a) qui lui est congrue modulo pZp. On sait que ωp(a) ∈ Zp est
la limite de la suite (ap
n
)n>0.
Remarque : Nous avons de´ja` rencontre´ les e´le´ments ωp(1), . . . , ωp(p− 1) dans la preuve
du the´ore`me 4. De meˆme, pour de´montrer le the´ore`me 6, nous avons utilise´ a = bq avec
ordp(q) assez grand (et b ge´ne´rateur de (Z/pZ)
×). En fait, q peut simplement eˆtre une
puissance (assez grande) de p et ωp(b) apparaˆıt de manie`re naturelle comme “cas limite”.
Exemple 1
Conside´rons tout d’abord un nombre premier p 6= 2 et deux entiers a, r > 0. La fonction
f(T ) = T a
(
2/(T + 1)
)r
peut alors s’e´crire comme un e´le´ment de Zp[[T − 1]] puisque c’est
le cas pour T et 2/(T +1) =
∑
n>0(−1/2)n(T − 1)n. Le the´ore`me est donc valable pour les
e´le´ments am = E
r
m(a) (pour tout entier r > 0 et tout a ∈ Zp par densite´ de N dans Zp).
Exemple 2
On conside`re ici un nombre premier p quelconque et un entier b > 1 non divisible par p.
On remarque tout d’abord que
T b − 1
b(T − 1) ∈ 1+(T −1)Zp[T −1]. Son inverse est donc donne´
par
b(T − 1)
T b − 1 ∈ 1 + (T − 1)Zp[[T − 1]] et la fonction rationnelle f(T ) =
b
T b − 1 −
1
T − 1
est un e´le´ment de Zp[[T − 1]]. Avec les notations du the´ore`me, on obtient alors
am = (b
m+1 − 1)Bm+1
m+ 1
et âm = (1− pm)(bm+1 − 1)Bm+1
m+ 1
.
Le raisonnement est valable pour tout entier b > 1 non divisible par p et la conclusion
du the´ore`me est donc ve´rifie´e (par densite´) pour toute unite´ p-adique b ∈ Z×p . En prenant
b = ω(a) ou` a est un ge´ne´rateur de (Z/pZ)×, on trouve
∆nc am = (ω(a)
m+1 − 1)∆nc
{Bm+1
m+ 1
}
, ∆nc âm = (ω(a)
m+1 − 1)∆nc
{
(1− pm)Bm+1
m+ 1
}
.
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Dans le cas ou` p− 1 ne divise pas m+ 1, on a (ω(a)m+1 − 1) ∈ Z×p , et donc
∆nc
{Bm+1
m+ 1
}
∈ pmin{m,n(s+1)}Zp resp. ∆nc
{
(1− pm)Bm+1
m+ 1
}
∈ pn(s+1)Zp
chaque fois que c est divisible par (p− 1)ps. On trouve un cas particulier du the´ore`me 6.
1.5 Polynoˆmes de Bernoulli ge´ne´ralise´s
L’ensemble des se´ries de Hurwitz a` coefficients dans Zp,
Hp :=
{
f(x) =
∑
an
xn
n!
avec an ∈ Zp
}
,
est un anneau commutatif qui contient Zp et qui est stable par de´rivation. Son introduction
dans notre contexte est tre`s naturelle puisque le re´sultat de Kummer (qui de´coule directe-
ment du the´ore`me 4) implique px
ex−1 ∈ Hp. On a e´galement eax ∈ Hp pour tout entier
p-adique a ∈ Zp et comme Hp est stable par multiplication, on trouve pr
(
x
ex−1
)r
eax ∈ Hp,
autrement dit prBrn(a) ∈ Zp pour tout indice n > 0. Dans [5], Carlitz de´montre plus
pre´cise´ment le re´sultat d’inte´gralite´ suivant :
The´ore`me 8. Soit σ(r) = σp(r) > 1 le nombre de digits non nuls dans le de´veloppement
p-adique de r > 1. Alors pσ(r)Brn(a) est un entier p-adique pour tout a ∈ Zp et n > 0.
PREUVE. Le the´ore`me 4 affirme que
px
ex − 1 =
∑
n>0
pBn
xn
n!
≡
∑
n>0
( p−1∑
k=0
kn
)xn
n!
mod pHp
et comme
(
p−1
k
)
=
(
p−1
p−1−k
) ≡ (−1)p−1−k mod pZ (pour k = 0, 1, . . . , p− 1), on peut e´crire
px
ex − 1 ≡
∑
n>0
p−1∑
k=0
(
p− 1
k
)
(−1)p−1−k (kx)
n
n!
=
p−1∑
k=0
(
p− 1
k
)
(−1)p−1−kekx mod pHp,
ou encore
x
ex − 1 =
(ex − 1)p−1
p
+ h0(x) avec h0(x) ∈ Hp.
D’autre part, pour r = lpm avec l ∈ {1, 2, . . . , p − 1} et m ∈ N, l’ordre p-adique de
(r(p− 1))! est exactement
l(p− 1)(pm−1 + pm−2 + · · ·+ p+ 1) + ⌊ l(p− 1)
p
⌋
= l(pm − 1) + (l − 1) = lpm − 1 = r − 1.
1.5. POLYNOˆMES DE BERNOULLI GE´NE´RALISE´S 15
Ceci montre (avec l’introduction des nombres de Stirling de deuxie`me espe`ce [10]) que
pσ(r)
((ex − 1)p−1
p
)r
= pσ(r)−r(r(p− 1))!
∑
k>0
{
k
r(p− 1)
}
xk
k!
appartient a` Hp chaque fois que σ(r) = 1 (comme Hp est stable par multiplication, ceci
est d’ailleurs valable pour tous les entiers r > 1). Par induction sur m > 1, nous pouvons
alors e´crire ( x
ex − 1
)pm
=
((ex − 1)p−1
p
)pm
+ hm(x)
ou` hm(x) =
p−1∑
k=0
(
p
k
)((ex − 1)p−1
p
)kpm−1
hm−1(x)
p−k (pour m > 1) est un e´le´ment de Hp.
Finalement, pour l = 1, 2, . . . , p− 1, on trouve p( x
ex−1
)lpm ∈ Hp et comme Hp est stable
par multiplication, il suit que pσ(r)
(
x
ex−1
)r
eax ∈ Hp pour tout entier r > 1 et a ∈ Zp. 
Le TAF permet de raffiner le the´ore`me dans certaines circonstances : lorsque n est impair,
on a Brpn (rp) = −Brpn (0) et
|2pσ(r)−1Brpn (0)| = |pσ(r)−1| · |Brpn (0)− Brpn (rp)| 6 |pσ(r)−1| · ‖nrpBrpn−1(x)‖ 6 |nr|,
autrement dit 2pσ(r)−1Brpn (0) ∈ nrZp. En fait, nous n’aurons pas besoin de re´sultats
d’inte´gralite´ aussi pre´cis et on pourra se contenter de savoir que prBrn(a) se trouve dans Zp
pour tout a ∈ Zp et n > 0.
Le the´ore`me 4 implique que pBnp ≡ pBn mod (np/2)Zp. Le the´ore`me ci-dessus pourrait
nous tenter de ge´ne´raliser ce fait avec la congruence
pσ(r)Brnp(0) ≡ pσ(r)Brn(0) mod
np
2
Zp
mais des essais nume´riques montrent que ce n’est pas le cas en toute ge´ne´ralite´.
Proposition 9. Pour tout indice n > 0, on a prBrnp(t) ≡ prBrn(tp) mod
np
2
Zp[t].
PREUVE. L’assertion est ve´rifie´e pour r = 0 et de`s qu’elle l’est pour un ordre r > 0, le TAF
fournit prBrnp(k) ≡ prBrn(kp) ≡ prBrn(k) mod (np/2)Zp pour tout entier p-adique k ∈ Zp.
De meˆme, en appliquant le TAF au polynoˆme f(t) = pr+1Br+1n+1(t)/(n+ 1), on trouve
pr+1Br+1n (0) ≡ pr
p−1∑
k=0
Brn(k) mod
np
2
Zp.
Par induction, ceci nous montre que pr+1Br+1np (0) ≡ pr+1Br+1n (0) mod (np/2)Zp (pour tout
entier n > 0) et on conclut a` l’aide du the´ore`me 1, e´galement valable si on conside`re les
congruences modulo (np/2)Zp au lieu de npZp. 
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Proposition 10. Pour tous les entiers m,n > 0 et tout a ∈ Zp, on a la congruence
prBrm+np(a) ≡ prBrm+n(a) mod
np
2
Zp.
PREUVE. L’assertion est e´vidente pour r = 0 et par la proposition pre´ce´dente (et le TAF),
elle est e´galement ve´rifie´e pour m = 0. La relation
pr−1
p−1∑
k=0
Br−1m+n(a+ k) = p
r−1B
r
m+1+n(a+ p)− Brm+1+n(a)
m+ 1 + n
s’e´crit de manie`re plus explicite sous la forme
pr−1
p−1∑
k=0
Br−1m+n(a+ k) = p
r−1 1
m+ 1 + n
m+1+n∑
k=1
(
m+ 1 + n
k
)
pkBrm+1+n−k(a)
= prBrm+n(a) +
m+1+n∑
k=2
(m+ n)(m+ n− 1) · · · (m+ 2 + n− k)p
k−1
k!
prBrm+1+n−k(a).
Comme pk−1/k! ∈ (p/2)Zp (pour k > 2) et prBrm+1+n−k(a) ∈ Zp, on voit ainsi que la somme
pr−1
∑p−1
k=0B
r−1
m+n(a+ k) est congrue, modulo (np/2)Zp, a`
prBrm+n(a) +
m+1+n∑
k=2
m(m− 1) · · · (m+ 2− k)p
k−1
k!
prBrm+1+n−k(a).
En d’autres termes, on a (modulo (np/2)Zp)
prBrm+n(a) ≡ pr−1
p−1∑
k=0
Br−1m+n(a+ k)−
1
m+ 1
m+1∑
k=2
(
m+ 1
k
)
pk−1prBrm+1+n−k(a).
On peut remplacer n par np en gardant la congruence modulo (np/2)Zp. Il en re´sulte que
pr(Brm+np(a)− Brm+n(a)) est congru (toujours modulo (np/2)Zp) a`
p−1∑
k=0
pr−1
[
Br−1m+np(a+k)−Br−1m+n(a+k)
]−m+1∑
k=2
(
m+ 1
k
)
pk−1pr
[
Brm+1−k+np(a)−Brm+1−k+n(a)
]
.
On de´montre alors la proposition par induction lexicographique sur (r,m). 
1.6 Synthe`se
Les congruences e´tablies dans les propositions de ce chapitre ge´ne´ralisent celles que M.
Zuber de´montre dans [40] en conside´rant r = 1 et a = 0. En admettant ses re´sultats, nous
aurions pu les pre´senter plus directement comme suit.
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The´ore`me 11. Notons ∂ = ∂x la de´rivation formelle par rapport a` x. L’ensemble
Ip :=
{
f(x) ∈ Hp : ∂npf(x) ≡ ∂nf(x) mod np
2
Hp pour tout entier n > 0
}
est alors un sous-anneau de Hp.
PREUVE. C’est e´videmment un sous-groupe additif et pour f, g ∈ Ip, on a (par l’exemple
qui suit l’e´nonce´ du TAF et le fait que Hp est un Zp-module stable par de´rivation)
∂npf(x)g(x) =
∑
k>0
(
np
k
)
∂kf(x) · ∂np−kg(x)
≡
∑
k>0
(
n
k
)
∂kpf(x) · ∂(n−k)pg(x)
hyp≡
∑
k>0
(
n
k
)
∂kf(x) · ∂n−kg(x)
= ∂nf(x)g(x) mod (np/2)Hp,
ce qui montre que Ip est bien stable par multiplication. 
Les e´le´ments de Ip sont exactement les se´ries de Hurwitz f(x) =
∑
an
xn
n!
∈ Hp qui ve´rifient
am+np ≡ am+n mod np
2
Zp pour tous les entiers m,n > 0.
Les suites (an)n>0 de Zp qui ont la proprie´te´ ci-dessus forment d’ailleurs un anneau isomor-
phe a` Ip pour l’addition usuelle et le produit de convolution binomial. En d’autres termes,
si l’on conside`re les ensembles
Em =
{
(an)n>0 ∈ ZNp : am+np ≡ am+n mod (np/2)Zp pour tout n > 0
}
,
nous venons de montrer que
⋂
m>0Em est un sous-anneau de Z
N
p (pour l’addition et le
produit de convolution binomial). Ce re´sultat ne semble pas e´vident a` e´tablir sans l’aide
des fonctions ge´ne´ratrices exponentielles (via Hp et Ip), alors qu’il est facile de montrer
directement que E0 est un anneau.
Dans [40] il est montre´ que 2/(ex + 1) ∈ Ip pour p impair et que px/(ex − 1) ∈ Ip. Pour
a ∈ Zp fixe´, on a e´galement eax ∈ Ip et comme Ip est stable par multiplication, on a( 2
ex + 1
)r
eax ∈ Ip (pour p impair) et pr
( x
ex − 1
)r
eax ∈ Ip.
On reconnaˆıt les propositions 3 et 10, a` partir desquelles on peut de´duire les propositions
2 et 9 (graˆce au the´ore`me 1).
Partie 2
Nombres et polynoˆmes de Bell
“L’oeuvre d’un mathe´maticien est surtout un encheveˆtrement de con-
jectures, d’analogies, de souhaits et de frustrations. La de´monstration,
loin d’eˆtre le noyau de la de´couverte, n’est souvent que le moyen de
s’assurer que notre esprit ne nous joue pas des tours.”
Gian Carlo Rota
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2.1 De´finitions
Nous de´signerons par A un anneau unitaire commutatif inte`gre qui contient Z. Cela peut
eˆtre aussi bien Z, Zp ou Z(p) = Q∩Zp (pour un certain nombre premier p) que les anneaux
polynomiaux associe´s Z[t], Zp[t] ou Z(p)[t]. Les polynoˆmes de Pochhammer
(x)0 = 1 , (x)n = x(x− 1) · · · (x− (n− 1)) (n > 1)
constituent une base du A-module libre A[x] et on peut conside´rer l’application line´aire
Φ : A[x] −→ A[x], (x)n 7−→ xn.
On de´finit alors les polynoˆmes et nombres de Bell par
Bn(x) = Φ(x
n) resp. Bn = Bn(1) = Φ(x
n)
∣∣
x=1
.
Les nombres de Stirling de deuxie`me espe`ce
{
n
k
}
donnent de manie`re explicite
Bn(x) = Φ(x
n) = Φ
( n∑
k=0
{n
k
}
(x)k
)
=
n∑
k=0
{n
k
}
xk resp. Bn =
n∑
k=0
{n
k
}
donc Bn(x) ∈ Z[x] et Bn ∈ Z. Les premie`res valeurs sont les suivantes :
n Bn polynoˆme de Bell Bn(x)
0 1 1
1 1 x
2 2 x+ x2
3 5 x+ 3x2 + x3
4 15 x+ 7x2 + 6x3 + x4
5 52 x+ 15x2 + 25x3 + 10x4 + x5
6 203 x+ 31x2 + 90x3 + 65x4 + 15x5 + x6
7 877 x+ 63x2 + 301x3 + 350x4 + 140x5 + 21x6 + x7
8 4140 x+ 127x2 + 966x3 + 1701x4 + 1050x5 + 266x6 + 28x7 + x8
9 21147 x+ 255x2 + 3025x3 + 7770x4 + 6951x5 + 2646x6 + 462x7 + 36x8 + x9
En analyse combinatoire, on de´finit Bn comme le nombre de partitions d’un ensemble a`
n e´le´ments en sous-ensembles non vides. C’est aussi le nombre de relations d’e´quivalence
sur un ensemble a` n e´le´ments et plus pre´cise´ment,
{
n
k
}
est le nombre de telles relations
qui admettent exactement k classes d’e´quivalence. On peut e´galement voir Bn comme le
nombre de vecteurs (a1, . . . , an) dans N
n tels que ai = i ou ai = aj pour un certain j < i
et
{
n
k
}
comme le nombre de tels vecteurs admettant exactement k composantes distinctes.
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2.2 Premie`res proprie´te´s
Pour tous les entiers m,n > 0, on a la relation
xnΦ((x)m) = x
m+n = Φ((x)m+n) = Φ((x)n(x− n)m),
et par line´arite´, on obtient
xnΦ(f(x)) = Φ((x)nf(x− n)) pour tout polynoˆme f(x) ∈ A[x]. (∗)
En particulier, avec n = 1, cela donne
xΦ(f(x)) = Φ(xf(x− 1)) pour tout polynoˆme f(x) ∈ A[x]
et en prenant f(x) = (x+ 1)n, on trouve la relation de re´currence
Bn+1(x) = x
n∑
k=0
(n
k
)
Bk(x) , Bn+1 =
n∑
k=0
(n
k
)
Bk.
On peut e´galement e´crire
Φ((x)n) = x
n = e−x
∑
k>0
xn+k
k!
= e−x
∑
k>n
xk
(k − n)! = e
−x∑
k>n
(k)n
k!
xk = e−x
∑
k>0
(k)n
k!
xk
ce qui montre par line´arite´
Φ(f(x)) = e−x
∑
k>0
f(k)
k!
xk pour tout polynoˆme f(x) ∈ A[x]. (∗∗)
En conside´rant en particulier f(x) = xn, on obtient la formule de Dobinski
Bn(x) = Φ(x
n) = e−x
∑
k>0
kn
k!
xk , Bn =
1
e
∑
k>0
kn
k!
.
Ceci fournit une interpre´tation probabiliste des polynoˆmes de Bell : e´tant donne´ λ > 0,
Bn(λ) = E(X
n) est le moment d’ordre n d’une variable ale´atoire X : Ω −→ N de loi
Pr(X = k) = e−λλk/k! (variable ale´atoire de Poisson de parame`tre λ). De cette formule
de´coule e´galement la fonction ge´ne´ratrice exponentielle∑
n>0
Bn(x)
zn
n!
= ex(e
z−1) ,
∑
n>0
Bn
zn
n!
= e(e
z−1)
ainsi que l’identite´ binomiale Bn(x+ y) =
n∑
k=0
(n
k
)
Bk(x)Bn−k(y).
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2.3 Rudiments de “calcul ombral”
Etant place´ dans le contexte du calcul ombral, il convient de rappeler les premiers concepts
de cette the´orie [31],[36], tout en les illustrant avec le cas conside´re´ dans ce chapitre.
On appelle base polynomiale (de A[x]) une suite de polynoˆmes Pn(x) ∈ A[x] ve´rifiant
degPn(x) = n (en particulier, P0(x) ∈ A est une constante non nulle) et on dit qu’une
telle suite est associe´e a` un ope´rateur δ : A[x] −→ A[x] si
· P0(x) = 1 et Pn(0) = 0 pour tout n > 0 [normalisation]
· δPn(x) = nPn−1(x) chaque fois que n > 0. [proprie´te´ de Scheffer]
Par exemple, la base canonique (xn)n>0 est associe´e a` l’ope´rateur de de´rivation
∂ : A[x] −→ A[x], f(x) 7−→ f ′(x)
et la base de Pochhammer ((x)n)n>0 est associe´e a` l’ope´rateur de diffe´rence finie
∇ : A[x] −→ A[x], f(x) 7−→ f(x+ 1)− f(x).
L’application Φ, qui relie ces deux bases, relie de manie`re naturelle les ope´rateurs associe´s :
on remarque que Φ(∇k(x)n) = Φ((n)k(x)n−k) = (n)kΦ((x)n−k) = (n)kxn−k correspond a` la
k-ie`me de´rive´e de Φ((x)n). Par line´arite´, il suit alors Φ∇k = ∂kΦ, c’est-a`-dire
Φ(∇kf(x)) = ∂kΦ(f(x)) pour tout polynoˆme f(x) ∈ A[x].
Le cas particulier ∂Bn(x) = ∂Φ(x
n) = Φ∇xn = Φ((x+ 1)n − xn) fournit la relation
B′n(x) =
1
x
Bn+1(x)− Bn(x) i.e. Bn+1(x) = x(Bn(x) +B′n(x))
(que l’on trouve e´galement en de´rivant formellement l’identite´ de Dobinski). En intro-
duisant l’ope´rateur de multiplication X : A[x] −→ A[x], f(x) 7−→ xf(x), on peut e´crire
Bn(x) = X (1 + ∂)Bn−1(x) = · · · = (X (1 + ∂))n(1)
(on note indiffe´remment “1” le polynoˆme constant et l’ope´rateur identite´). Nous voyons
apparaˆıtre de manie`re naturelle l’alge`bre de Weyl W = A[[∂,X ]] de´finie formellement par
la relation [∂,X ] = ∂X −X∂ = 1. Plus ge´ne´ralement, pour une se´rie formelle F (x) ∈ A[[x]]
dont la de´rive´e est F ′(x) ∈ A[[x]], on a
[F (∂),X ] = F ′(∂) et [∂, F (X )] = F ′(X ).
L’application qui a` un ope´rateur T : A[x] −→ A[x] associe le commutateur T ′ = [T,X ] =
TX −XT est appele´e de´rivation de Pincherle et on peut ve´rifier que (TS)′ = T ′S + TS ′.
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Remarquons encore que les polynoˆmes de Bell sont associe´s a` l’ope´rateur 4 = log(1 + ∂)
car B0(x) = 1 et pour tout n > 1, on a Bn(0) = 0 ainsi que
4Bn(x) = log(1 + ∂)Φ(xn) = Φ log(1 +∇)xn = Φ(nxn−1) = nBn−1(x),
l’avant-dernie`re e´galite´ provenant de la relation e∂ = 1+∇, qui traduit un de´veloppement
de Taylor et que l’on peut facilement ve´rifier avec la base canonique :
exp(∂)xn =
∑
k>0
∂k
k!
xn =
∑
k>0
(n)k
k!
xn−k = (x+ 1)n = (1 +∇)xn.
Un ope´rateur line´aire δ : A[x] −→ A[x] est appele´ delta-ope´rateur si δ(x) ∈ A\{0} est une
constante non nulle et s’il commute avec les ope´rateurs de translation
τa : A[x] −→ A[x], τaf(x) = f(x+ a) (a ∈ A).
Ces conditions impliquent que δ(a) est nul pour toute constante a ∈ A et d’autre part,
que deg(δf(x)) = deg f(x) − 1 pour tout polynoˆme non constant f(x) ∈ A[x]. A un tel
ope´rateur δ est associe´e une unique base polynomiale (Pn(x))n>0. Tout ope´rateur T qui
commute aux translations peut alors s’e´crire
T =
∑
n>0
an
δn
n!
avec an = [TPn(x)]x=0 ∈ A
(en particulier a0 = 0 et a1 6= 0 si T est un delta-ope´rateur) et tout polynoˆme f(x) ∈ A[x]
admet le de´veloppement
f(x+ y) =
∑
n>0
δnf(y)
n!
Pn(x).
Cela ge´ne´ralise les de´veloppements de Taylor et de Mahler, et montre que les polynoˆmes
Pn(x) ve´rifient l’identite´ binomiale. Re´ciproquement, toute base polynomiale de type bi-
nomial peut eˆtre associe´e a` un delta-ope´rateur.
On peut re´sumer les diffe´rentes bases rencontre´es avec les delta-ope´rateurs associe´s par le
diagramme commutatif suivant :
(x)n
Φ−−−→ xn Φ−−−→ Bn(x)y∇ 	 y∂ 	 y4
n(x)n−1
Φ−−−→ nxn−1 Φ−−−→ nBn−1(x)︸ ︷︷ ︸ ︸ ︷︷ ︸
Mahler Taylor
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∇ = e∂ − 1
∂ = log(1 +∇)
4 = log(1 + ∂)
Φ∇k = ∂kΦ
Φ∂k = 4kΦ
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On peut de meˆme envisager des “ope´rateurs d’enchaˆınement”, qui permettent de passer
d’un polynoˆme au suivant a` l’inte´rieur d’une base donne´e :
(x)n+1
Φ−−−→ xn+1xτ 	 xχ
(x)n
Φ−−−→ xn
∣∣∣∣∣∣∣∣∣∣∣
τ : f(x) 7−→ xf(x− 1)
χ : f(x) 7−→ xf(x)
Φτk = χkΦ
La relation χ = τe∂ = τ(1 + ∇) montre que xn = (τe∂)n(1) = (τ(1 + ∇))n(1) et en
appliquant Φ, on retrouve le fait que Bn(x) = (χe
4)n(1) = (χ(1 + ∂))n(1).
On ve´rifie e´galement que (τ∇)eτ (x)n = (n+ τ)eτ (x)n pour tout entier n > 0. On en de´duit
χ = e−τ (τ∇)eτ et donc xn = e−τ (τ∇)neτ (1). On retrouve alors l’identite´ de Dobinski :
Bn(x) = e
−χ(χ∂)neχ(1) = e−x(χ∂)nex = e−x
∑
k>0
kn
k!
xk.
Nous allons de´finir maintenant des polynoˆmes de Bell a` indices ne´gatifs de sorte a` res-
pecter le diagramme de la page pre´ce´dente. On commence par prolonger les polynoˆmes de
Pochhammer : comme (x)n+1 = (x− n)(x)n avec (x)0 = 1, il convient de poser
(x)−1 =
1
x+ 1
, (x)−2 =
1
(x+ 1)(x+ 2)
, . . . , (x)−n =
1
(x+ n)n
et on ve´rifie que ∇(x)−n = −n(x)−n−1. Pour que le diagramme commute, on doit respecter
la relation xnΦ(f(x)) = Φ((x)nf(x− n)). On peut ainsi e´crire
Φ((x)−n) = x−nΦ((x)n(x− n)−n) = x−nΦ
(
(x)n
1
(x)n
)
= x−nΦ(1) = x−n
ce qui prolonge de manie`re naturelle Φ((x)n) = x
n. A l’aide des nombres de Stirling de
premie`re espe`ce [10], on montre (par induction avec la relation
[
k
n
]
=
[
k+1
n+1
]− k [ k
n+1
]
) que
x−n =
∑
k>0
[
k
n
]
1
(x+ k)k
=
∑
k>0
[
k
n
]
(x)−k
et il ne reste ainsi plus qu’a` poser
B−n(x) = Φ(x−n) =
∑
k>0
[
k
n
]
x−k (pour n > 0).
On peut unifier la de´finition des polynoˆmes de Bell a` indices positifs et ne´gatifs par
Bn(x) =
∑
k∈Z
{n
k
}
xk avec
{−n
−k
}
=
[
k
n
]
pour k, n ∈ Z.
Les “polynoˆmes de Bell a` indices ne´gatifs” sont en fait des se´ries formelles dans Z[[x−1]].
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2.4 Produits scalaires et polynoˆmes orthogonaux
Dans ce paragraphe, on suppose que A est un sous-anneau de R. Ainsi, pour a > 0 fixe´,
l’application syme´trique biline´aire
(f, g) 7−→ Φa(f(x)g(x)) := Φ(f(x)g(x))|x=a = e−a
∑
k>0
f(k)g(k)
k!
ak
est un produit scalaire sur A[x]. Nous pouvons nous restreindre a` un sous-ensemble
VN = {polynoˆmes ∈ A[x] de degre´ 6 N} ⊂ A[x].
Il s’agit d’un A-module libre de rang N + 1 < ∞ et la matrice de Gram associe´e au
produit scalaire ( · | · )a : VN × VN −→ R par rapport a` la base {1, x, . . . , xN} est donne´e
par (Bi+j(a))06i,j6N : pour deux polynoˆmes f(x) =
∑
akx
k et g(x) =
∑
bkx
k dans VN ,
nous avons
Φ(f(x)g(x)) = (a0 a1 . . . aN) ·HN(x) · (b0 b1 . . . bN )t
avec HN(x) = (Bi+j(x))06i,j6N .
Nous nous proposons de trouver la famille de polynoˆmes unitaires Pn(x) = Pa,n(x), avec
degPa,n(x) = n, qui sont orthogonaux pour le produit scalaire ( · | · )a issu de Φa. L’orthog-
onalite´ de Pa,n(x) face aux polynoˆmes de Vn−1 se traduit par le fait que Φa((x)mPa,n(x))
est nul pour m = 0, 1, . . . , n− 1. Mais nous avons
Φa((x)mPa,n(x)) = a
mΦa(Pa,n(x+m)) = a
mΦa
( m∑
k=0
(m
k
)
∇kPa,n(x)
)
= am
m∑
k=0
(m
k
)
Φ∇kPa,n(x)
∣∣∣
x=a
= am
m∑
k=0
(m
k
)
∂kΦ(Pa,n(x))
∣∣∣
x=a
et en conside´rant successivement les entiers m = 0, 1, . . . , n− 1, il suit que x = a annule le
polynoˆme Φ(Pa,n(x)) ainsi que ses n− 1 premie`res de´rive´es. Autrement dit (x− a)n divise
Φ(Pa,n(x)) mais comme ces polynoˆmes sont unitaires et de meˆme degre´, il sont identiques.
Au total, on obtient le de´veloppement de Mahler
Pa,n(x) = Φ
−1((x− a)n) =
n∑
k=0
(n
k
)
(−a)n−k(x)k.
En prenant m = n dans la relation pre´ce´dente, on trouve de meˆme
‖Pa,n(x)‖2a = (Pa,n(x)|(x)n)a = an
n∑
k=0
(n
k
)
∂kΦ(Pa,n(x))
∣∣∣
x=a
= an∂nΦ(Pa,n(x))
∣∣∣
x=a
.
Comme Φ(Pa,n(x)) est un polynoˆme unitaire de degre´ n, sa n-ie`me de´rive´e vaut n! en tout
point, et on a donc ‖Pa,n(x)‖2a = ann!.
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D’autre part, le proce´de´ d’orthogonalisation de Gram-Schmidt permet d’e´crire
Pa,N(x) =
1
detHN−1(a)
∣∣∣∣∣∣∣∣∣∣∣∣
B0(a) B1(a) · · · BN(a)
B1(a) B2(a) · · · BN+1(a)
...
...
...
BN−1(a) BN(a) · · · B2N−1(a)
1 x · · · xN
∣∣∣∣∣∣∣∣∣∣∣∣
On voit que ‖Pa,N(x)‖2a = (Pa,N(x)|Pa,N (x))a = (Pa,N(x)|xN)a = detHN(a)/ detHN−1(a)
et il s’ensuit
detHN(a) = ‖Pa,N(x)‖2a · detHN−1(a) = ‖Pa,N(x)‖2a · ‖Pa,N−1(x)‖2a · · · ‖Pa,0(x)‖2a,
c’est-a`-dire detHN(a) = a
N(N+1)/2 0! 1! · · ·N !. Ceci e´tant valable pour tout entier a > 0,
on en de´duit le
The´ore`me. La matrice HN(x) = (Bi+j(x))06i,j6N admet le de´terminant
detHN(x) =
( N∏
k=0
k!
)
xN(N+1)/2
L’encyclope´die [38] attribue ce “curieux” re´sultat a` A. Lenard (1986) au de´triment de P.
Delsarte [6] qui le de´montrait en 1978 (c’e´tait alors une conjecture de C. Radoux).
Terminologie
On dit que HN (x) est la matrice de Hankel d’ordre N construite avec les polynoˆmes de
Bell et on remarque que pour a > 0, la matrice de Hankel HN(a) correspond a` la matrice
de Gram associe´e au produit scalaire issu de Φa : x
n 7−→ Bn(a). Les polynoˆmes Pa,n(x)
sont appele´s polynoˆmes de Poisson-Charlier. Nous pre´fe´rons ces polynoˆmes unitaires aux
polynoˆmes normalise´s Pa,n(x)/
√
n!an que certaines personnes prennent pour de´finition.
Remarque 1 (Preuve de Delsarte)
Dans la base canonique {1, x, . . . , xn} de Vn, nous pouvons exprimer (avec les nombres de
Stirling de premie`re espe`ce [10])
Pa,n(x) =
〈n
0
〉
+
〈n
1
〉
x+ · · ·+
〈n
n
〉
xn avec
〈n
i
〉
= (−1)n−i
n∑
k=0
(
n
k
)[
k
i
]
an−k =
〈n
i
〉
a
(en particulier
〈
n
n
〉
= 1 et
〈
n
k
〉
= 0 si k > n ) et former la matrice triangulaire
QN (a) =
(〈
i
j
〉
a
)
06i,j6N
=

〈
0
0
〉
0 · · · 0〈
1
0
〉 〈
1
1
〉 ...
...
. . . 0〈
N
0
〉 〈
N
1
〉 · · · 〈N
N
〉

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de de´terminant detQN(a) = 1. Les conditions d’orthogonalite´ de la suite (Pa,n(x))n>0 se
traduisent par la relation matricielle QN(a)HN(a)QN (a)
t = Diag(0!a0, 1!a1, . . . , N !aN ) et
le the´ore`me est imme´diat en prenant le de´terminant.
Remarque 2
Pour p premier impair, le the´ore`me fournit
Hp−1(1) =
p−1∏
k=1
k! =
p−1∏
k=1
kp−k =
(p−1)/2∏
k=1
kp−k(p− k)k ≡
(p−1)/2∏
k=1
(−1)kkp
= (−1)(p2−1)/8
[(p− 1
2
)
!
]p
≡ (−1)(p2−1)/8
(p− 1
2
)
! mod pZ.
En particulier, Hp−1(1) est une racine carre´e de −1 dans Z/pZ lorsque p ≡ 1 mod 4.
Remarque 3
Lorsque a > 0, les polynoˆmes de Poisson-Charlier Pa,n(x) (n > 0) forment un syste`me
orthogonal (pour le produit scalaire issu de Φa) et ve´rifient de ce fait certaines relations de
re´currence (qui restent valables pour tout a ∈ R) :
1) Pa,n+1(x) = xPa,n(x− 1)− aPa,n(x),
2) Pa,n+1(x) = (x− n− a)Pa,n(x)− naPa,n−1(x).
PREUVE. Par calcul direct, on trouve
Pa,n(x) = Φ
−1((x− a)n) = Φ−1(x(x− a)n−1)− aΦ−1((x− a)n−1)
= xPa,n−1(x− 1)− aΦ−1((x− a)n−1) = xPa,n−1(x− 1)− aPa,n−1(x).
Variante : comme la base de Pochhammer est associe´e a` ∇, on voit que
Pa,0(x) = 1 et ∇Pa,n(x) = nPa,n−1(x) pour n > 1
(en particulier (Pa,n(x))n>0 est une suite de Scheffer par rapport a` l’ope´rateur ∇). Pour
tout entier m > 0, on a donc mPa,m−1(n) = Pa,m(n + 1)− Pa,m(n) et la premie`re relation
de re´currence en de´coule pour x = m si l’on remarque que Pa,n(m) = (−a)n−mPa,m(n).
Avec ce premier re´sultat, on calcule directement (pour n > 1)
(x− n− a)Pa,n(x)− naPa,n−1(x) = (x− a)Pa,n(x)− n(Pa,n(x) + aPa,n−1(x))
1)
= (x− a)Pa,n(x)− nxPa,n−1(x− 1)
= x(Pa,n(x)− nPa,n−1(x− 1))− aPa,n(x)
= xPa,n(x− 1)− aPa,n(x) 1)= Pa,n+1(x)
et la deuxie`me relation de re´currence est ainsi de´montre´e. 
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Remarque 4
L’orthogonalite´ des polynoˆmes de Charlier Pa,n(x) pour le produit scalaire engendre´ par
Φa (lorsque a > 0) de´coule imme´diatement de la proprie´te´
Φ(f(x)g(x)) =
∑
k>0
xk
k!
(∂kΦf(x))(∂kΦg(x)),
valable pour tous les polynoˆmes f(x), g(x) ∈ A[x].
PREUVE. Les polynoˆmes de Pochhammer (x)n e´tant de type binomial (puisqu’ils sont
associe´s a` un delta-ope´rateur), on a
Φ((x)m(x)n) = x
mΦ((x+m)n) = x
mΦ
( n∑
k=0
(n
k
)
(x)n−k(m)k
)
= xm
∑
k>0
(n
k
)
xn−k(m)k,
autrement dit Φ((x)m(x)n) =
∑
k>0
xk
k!
(n)kx
n−k(m)kxm−k =
∑
k>0
xk
k!
(∂kΦ(x)m)(∂
kΦ(x)n) et
on conclut alors par biline´arite´. 
On en de´duit imme´diatement l’identite´ de Radoux [28] :
Bm+n(x) =
∑
k>0
xk
k!
(∂kBm(x))(∂
kBn(x))
et le fait que les polynoˆmes de Charlier ge´ne´ralise´s
Pz,n(x) = Φ
−1((x− z)n) = n∑
k=0
(n
k
)
(−z)n−k(x)k
(dans A[x] avec A = Z[z] ou Zp[z]) ve´rifient
Φz(Pz,m(x)Pz,n(x)) =
∑
k>0
xk
k!
(∂k(x− z)m)(∂k(x− z)n)
∣∣∣
x=z
=
{
n!zn si m = n
0 sinon
On dit alors que les polynoˆmes unitaires Pz,n(x) ∈ A[x] constituent un syste`me orthogonal
pour l’ope´rateur ombral Φz : A[x] −→ A, f(x) 7−→ Φ(f(x))
∣∣
x=z
et que ce dernier est un
produit scalaire ge´ne´ralise´. Une the´orie plus ge´ne´rale sera donne´e dans la troisie`me partie
de ce travail.
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2.5 Ope´rateurs de convolution T a
A partir d’un e´le´ment a ∈ A et d’une suite P : N −→ A[x], on peut construire une nouvelle
suite T aP : N −→ A[x] en posant
(T aP )n(x) = T
aPn(x) :=
n∑
k=0
(n
k
)
an−kPk(x) = “(P (x) + a)n”.
Il s’agit de la convolution exponentielle des suites (an)n>0 et (Pn(x))n>0, dont la fonction
ge´ne´ratrice exponentielle est donne´e par∑
k>0
T aPk(x)
zk
k!
= eaz
∑
k>0
Pk(x)
zk
k!
.
On ve´rifie que T 0 = 1 (ope´rateur “Identite´”) et T aT b = T a+b. Ainsi, si on note S = F(N,A)
l’ensemble des suites dans A et S∗ = {applications A-line´aires S −→ S} l’ensemble des
endomorphismes de S (qui est un A-module libre), on a un homomorphisme (de groupes)
T : A −→ S∗
a 7−→ T a : S −→ S
P 7−→ T aP
Il est clair que les ope´rateurs de convolution pre´servent les bases polynomiales et on peut
e´tablir le diagramme commutatif suivant (entre les diffe´rentes bases rencontre´es) :
(x)n
Φ−−−→ xn Φ−−−→ Bn(x)
Ta
xyT−a 	 TaxyT−a 	 TaxyT−a
Pa,n(x)
Φ−−−→ (x− a)n Φ−−−→ Ba,n(x)
(Les polynoˆmes Ba,n(x) = T
−aBn(x) sont rattache´s aux polynoˆmes de Bell a` deux variables
introduits par A. Mazouz dans [20] et que l’on reconside´rera ulte´rieurement). Les bases
polynomiales de la premie`re ligne ve´rifient l’e´galite´ binomiale (car elles sont associe´es a` des
delta-ope´rateurs), alors que les bases de la deuxie`me ve´rifient une relation du type
Pa+b,n(x+ y) =
n∑
k=0
(n
k
)
Pa,k(x)Pb,n−k(y).
PREUVE. En effet, si l’on applique T−a a` une relation binomiale, on obtient
T−aPn(x+ y) = T−a
∑
k
(n
k
)
Pk(x)Pn−k(y) =
∑
k
(n
k
)
Pa,k(x)Pn−k(y).
Par syme´trie, on peut permuter x et y et il ne reste qu’a` appliquer T−b pour obtenir
le re´sultat de´sire´ (a` permutation de x et y pre`s). On peut e´galement raisonner avec les
fonctions ge´ne´ratrices exponentielles. 
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Remarque 1
On peut montrer [36] qu’une suite Pa,n(x) a` deux indices (a ∈ A et n > 0) ve´rifie la relation
ci-dessus (on parle alors de “cross-suite”) si, et seulement si, il existe une suite (Pn(x))n>0 de
type binomial et un groupe a` un parame`tre d’ope´rateursQa qui commutent aux translations
et tels que Pa,n(x) = Q
aPn(x). Par exemple, on a T
axn = (x+ a)n = τax
n (rappelons que
par abus de notation, T a agit sur une base polynomiale (ici la base canonique) de A[x]
alors que τa agit sur un seul polynoˆme). Les polynoˆmes ge´ne´ralise´s d’Euler E
r
n(x) et de
Bernoulli Brn(x), conside´re´s dans le chapitre pre´ce´dent, sont e´galement des cross-suites.
Remarque 2
La relation Pa,n(x+ y) =
n∑
k=0
(n
k
)
(y)n−kPa,k(x) (pour les polynoˆmes de Charlier) fournit
(Pa,m(x+ α)|Pa,n(x+ β))a =
∑
k>0
∑
l>0
(m
k
)(n
l
)
(α)m−k(β)n−l(Pa,k(x)|Pa,l(x))a
=
∑
i>0
(m
i
)(n
i
)
(α)m−i(β)n−iaii!
cette dernie`re somme e´tant finie puisqu’elle porte sur les indices i = 0, 1, . . . ,min(m,n).
Remarque 3
Les sommes de factorielles sont en e´troite relation avec les polynoˆmes orthogonaux Pa,n(x) :
par le the´ore`me de Pythagore, on peut e´crire
κp(a) :=
p−1∑
k=0
k!ak =
p−1∑
k=0
‖Pa,k(x)‖2a =
∥∥∥ p−1∑
k=0
Pa,k(x)
∥∥∥2
a
ce que l’on peut encore expliciter
κp(a) =
∥∥∥Φ−1 p−1∑
k=0
(x− a)k
∥∥∥2
a
=
∥∥∥Φ−1((x− a)p − 1
x− a− 1
)∥∥∥2
a
=
∥∥∥Φ−1 p∑
k=1
(p
k
)
(x− a− 1)k−1
∥∥∥2
a
.
Il s’ensuit la congruence κp(a) ≡ ‖Φ−1(x− a− 1)p−1‖2a = ‖Pa+1,p−1(x)‖2a mod pZ.
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2.6 Quelques re´sultats utiles
Dans le but d’e´tablir des congruences pour les polynoˆmes de Bell, nous de´montrons tout
d’abord trois re´sultats tre`s e´le´mentaires mais d’une grande utilite´. Le premier ge´ne´ralise
un re´sultat de [8].
Proposition 1. On conside`re un nombre premier p, deux entiers m,n > 0 ainsi que
deux e´le´ments α, β ∈ A, ou` A est un anneau commutatif qui contient Zp. Si ordp(m) > 1
et α ≡ β mod mA, alors αn ≡ βn mod mnA.
PREUVE. Par hypothe`se, on peut e´crire α = β +mγ avec γ ∈ A et comme p divise m,
αp =
p∑
k=0
(p
k
)
βp−kmkγk = βp +mpγ˜ avec γ˜ ∈ A.
On a donc αp ≡ βp mod mpA et par induction
αp
k ≡ βpk mod mpkA pour tout entier k > 0.
En e´crivant n = lpk avec l non divisible par p, on obtient ainsi
αn = (αp
k
)l ≡ (βpk)l = βn mod mpkA.
Comme l est une unite´ dans Zp, c’est e´galement une unite´ dans A et mpkA = mnA. 
Remarques :
- La proposition reste valable pour un anneau commutatif A qui contient Z, a` condition
que l’entier n soit une puissance de p (car les unite´s de Z sont l = ±1).
- On utilisera souvent cette proposition avec A = Zp[x] :
si ordp(m) > 1 et f(x) ≡ g(x) mod mZp[x], alors f(x)n ≡ g(x)n mod mnZp[x].
Le prochain re´sultat montre comment la proprie´te´ xmxn = xm+n se traduit dans la base
de Pochhammer.
Proposition 2. Soient p un nombre premier et m,n > 0 deux entiers. Si ordp(m) > 1,
alors
(x)m(x)n ≡ (x)m+n mod
(mn
p
)
Zp[x],
en particulier
(x)nm ≡ (x)mn mod
(m2
p
)
Zp[x].
PREUVE. La formule (∗) du premier paragraphe affirme que xnΦf(x) = Φ((x)nf(x− n))
pour tout polynoˆme f(x) ∈ Zp[x] et en conside´rant f(x) = (x + n)m, nous obtenons
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xnΦ((x + n)m) = Φ((x)m(x)n). Les polynoˆmes de Pochhammer e´tant de type binomial,
nous pouvons ainsi e´crire
Φ((x)m(x)n) = x
nΦ((x+ n)m) = x
nΦ
( m∑
k=0
(m
k
)
(n)k(x)m−k
)
=
m∑
k=0
Akx
m+n−k
avec Ak =
(
m
k
)
(n)k =
(
m
k
) (
n
k
)
k!. On remarque alors que pour k > 1, le coefficient
Ak =
m
k
(
m− 1
k − 1
)
n
k
(
n− 1
k − 1
)
k! =
mn(k − 1)!
k
(
m− 1
k − 1
)(
n− 1
k − 1
)
appartient a` (mn/p)Zp puisque p(k − 1)!/k ∈ Zp. On obtient donc (avec le terme k = 0)
Φ((x)m(x)n) ≡ xm+n = Φ((x)m+n) mod (mn/p)Zp[x]. Ceci de´montre la premie`re affirma-
tion et la deuxie`me en de´coule par induction sur n > 1. 
Le re´sultat suivant a de´ja` e´te´ utilise´ dans [8], il ame´liore la deuxie`me assertion de la
proposition ci-dessus lorsque m = p.
Proposition 3. Pour tout entier n > 0 et tout nombre premier p, nous avons
(xp − x)n ≡ (x)np mod
(np
2
)
Zp[x].
PREUVE. Les polynoˆmes f(x) = (x)p et g(x) = x
p − x e´tant unitaires, de meˆme degre´
et posse´dant les meˆmes racines dans Z/pZ, on a e´videmment (x)p ≡ xp − x mod pZ[x].
D’autre part, un de´veloppement de Taylor fournit f(x− kp) ≡ f(x)− kpf ′(x) mod p2Z[x]
pour tout entier k > 0, de sorte que
(x)p2 =
p−1∏
k=0
(x− kp)p ≡ f(x)p − pp(p− 1)
2
f ′(x)f(x)p−1 mod p2Z[x].
Au total, on obtient (x)p2 ≡ (x)pp mod (p2/2)Zp[x], c’est-a`-dire (x)4 ≡ (x)22 mod 2Z[x] et
(x)p2 ≡ (x)pp mod p2Z[x] pour p premier impair (ceci ame´liore le´ge`rement la proposition
2 qui fournit cette meˆme congruence modulo pZp[x]). On conclut alors inductivement a`
l’aide des deux propositions pre´ce´dentes :
(xp − x)npν ≡ (x)npνp = ((x)pp)np
ν−1 ≡ (x)npν−1p2 ≡ (x)np
ν−2
p3 ≡ · · · ≡ (x)npν+1 ≡ (x)npν+1 ,
chacune de ces congruences e´tant valable modulo (npν+1/2)Zp[x]. 
En remarquant que (1−x)(1−2x) · · · (1− (np−1)x) = xnp(1/x)np, cette proposition peut
s’e´noncer de manie`re e´quivalente
(1− x)(1− 2x) · · · (1− (np− 1)x) ≡ (1− xp−1)n mod
(np
2
)
Zp[x].
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Elle admet en outre la ge´ne´ralisation suivante :
Proposition 4. On conside`re un nombre premier p, deux entiers m,n > 0 et un
polynoˆme f(x) ∈ Zp[x]. Si ordp(m) > 1, alors∏
06k<n
f(x− km) ≡ f(x)n mod
(mn
2
)
Zp[x].
PREUVE. La congruence est e´vidente lorsque ordp(n) = 0 (car elle est ve´rifie´e modulo
mZp[x]) et de`s qu’elle est valable pour un entier n > 1, on a
np−1∏
k=0
f(x− km) =
p−1∏
k=0
n−1∏
l=0
f(x− (lp+ k)m) ≡
p−1∏
k=0
f(x− km)n mod
(mp · n
2
)
Zp[x].
Si ordp(m) > 1, un de´velopppement de Taylor permet d’e´crire
f(x− km) ≡ f(x)− kmf ′(x) mod mpZp[x],
et il suit que
p−1∏
k=0
f(x− km) ≡ f(x)p − f ′(x)f(x)p−1mp(p−1)
2
≡ f(x)p mod (mp/2)Zp[x].
Par la premie`re proposition, on a alors
( p−1∏
k=0
f(x− km)
)n
≡ (f(x)p)n = f(x)np mod
(mnp
2
)
Zp[x],
ce qui de´montre l’assertion pour l’entier np. 
Corollaire 1. En conside´rant f(x) = (x)m avec ordp(m) > 1, on obtient
(x)mn =
∏
06k<n
(x− km)m ≡ (x)nm mod
(mn
2
)
Zp[x].
Avec m = p, on retrouve la proposition 3 (en utilisant la premie`re proposition et le fait
que (x)p ≡ xp − x mod pZp[x]).
Corollaire 2. Soit n un entier divisible par p premier et E(n) = (Z/nZ)× l’ensemble
des classes inversibles modulo n. Pour tout polynoˆme f(x) ∈ Zp[x], on a alors∏
k∈E(n)
f(x− k) ≡
( ∏
k∈E(p)
f(x− k)
)ϕ(n)/(p−1)
mod
(n
2
)
Zp[x]
ou` ϕ(n) = #E(n) est la fonction d’Euler.
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PREUVE. Ecrivons n = Npν avec ordp(N) = 0 et ν > 1. Par le the´ore`me chinois, on a∏
k∈E(n)
f(x− k) ≡
∏
a∈E(N)
∏
b∈E(pν)
f(x− apν − bN) ≡
∏
a∈E(N)
∏
b∈E(pν)
f(x− bN) mod pνZp[x]
et comme N est une unite´ p-adique, il suit que∏
k∈E(n)
f(x− k) ≡
( ∏
k∈E(pν)
f(x− k)
)ϕ(N)
mod pνZp[x].
Or la proposition ci-dessus montre que∏
k∈E(pν)
f(x− k) ≡
∏
06l<p
∏
m∈E(pν−1)
f(x−m− lpν−1) ≡
∏
m∈E(pν−1)
f(x−m)p mod
(pν
2
)
Zp[x]
et par induction avec la proposition 1, il s’ensuit∏
k∈E(pν)
f(x− k) ≡
( ∏
m∈E(pν−1)
f(x−m)
)p
≡ · · · ≡
( ∏
m∈E(p)
f(x−m)
)pν−1
mod
(pν
2
)
Zp[x].
On conclut alors avec la proposition 1 et la relation ϕ(N)pν−1 = ϕ(n)/(p− 1). 
Avec f(x) = x, on obtient la congruence de Bauer (the´ore`me 126 de [13]) :∏
k∈E(n)
(x− k) ≡ (xp−1 − 1)ϕ(n)/(p−1) mod
(n
2
)
Zp[x]
pour tout entier n divisible par p premier.
2.7 Congruences
Nous allons e´tablir une nouvelle congruence pour les polynoˆmes de Bell, ge´ne´ralisant du
meˆme coup celles de Touchard, Radoux ([21],[22],[23],[8]), Comtet-Zuber ([8],[9]) et Carlitz
pour les nombres de Bell. Les trois premie`res propositions de §2.6 joueront un roˆle capital.
Nous de´signons toujours par p un nombre premier quelconque, sans distinguer le cas p = 2
du cas p impair. La proposition 3 fournit avec la relation (∗) de §2.2
Φ((xp − x)nf(x)) ≡ Φ((x)npf(x)) = xnpΦ(f(x+ np)) ≡ xnpΦ(f(x)) mod
(np
2
)
Zp[x]
pour tout entier n > 0. Cette formule peut eˆtre ge´ne´ralise´e comme suit :
The´ore`me 5. Pour tous les entiers n > 0 et ν > 1, on a
Φ((xp
ν − x)nf(x)) ≡ (xp + xp2 + · · ·+ xpν )nΦ(f(x)) mod
(np
2
)
Zp[x].
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PREUVE. Nous avons de manie`re e´vidente
(xp + xp
2
+ · · ·+ xpν + xpν+1)nΦ(f(x)) =
n∑
k=0
(n
k
)
x(n−k)p
ν+1
(xp + xp
2
+ · · ·+ xpν )kΦ(f(x)).
En supposant que le the´ore`me est ve´rifie´ pour ν > 1 et par le fait que
ordp
(
n
k
)
> ordp(n)− ordp(k) pour k = 1, . . . , n,
on voit que ceci est congru, modulo (np/2)Zp[x], a`
n∑
k=0
(n
k
)
x(n−k)p
ν+1
Φ((xp
ν − x)kf(x)) ≡ Φ
( n∑
k=0
(n
k
)
(xp − x)(n−k)pν(xpν − x)kf(x)
)
≡ Φ
((
(xp − x)pν + (xpν − x))nf(x)).
Comme (xp − x)pν + (xpν − x) ≡ xpν+1 − x mod pZp[x], on a par la proposition 1(
(xp − x)pν + (xpν − x))n ≡ (xpν+1 − x)n mod npZp[x]
et le the´ore`me est ainsi de´montre´ pour ν + 1. 
Pour tout polynoˆme f(x) ∈ Zp[x], nous avons
Φ(xnp
ν
f(x)) = Φ
(
((xp
ν − x) + x)nf(x)) = Φ( n∑
k=0
(n
k
)
(xp
ν − x)kxn−kf(x)
)
.
Par le re´sultat ci-dessus et le fait que ordp
(
n
k
)
> ordp(n) − ordp(k) (pour k = 1, . . . , n),
on obtient, modulo (np/2)Zp[x], la congruence
Φ(xnp
ν
f(x)) ≡
n∑
k=0
(n
k
)
(xp + xp
2
+ · · ·+ xpν )kΦ(xn−kf(x)).
Par exemple, en conside´rant f(x) = xm, on trouve
The´ore`me 6. Pour tous les entiers n,m > 0 et ν > 1, on a
Bm+npν(x) ≡
n∑
k=0
(n
k
)
(xp + xp
2
+ · · ·+ xpν )n−kBm+k(x) mod
(np
2
)
Zp[x].
Variante de preuve : le the´ore`me de´coule de l’identite´ de Radoux (remarque 4 de §2.4)
Bm+n(x) =
∑
k>0
xk
k!
(∂kBm(x))(∂
kBn(x)),
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du fait que ∂kBm(x) ∈ k!Z[x] et du re´sultat suivant :
The´ore`me 7. Pour tous les entiers n, k > 0 et ν > 1, on a
∂kBnpν(x) ≡
n∑
l=0
(n
l
)
(xp + xp
2
+ · · ·+ xpν)l∂kBn−l(x) mod
(np
2
)
Zp[x].
PREUVE. Par la relation ∂kΦ = Φ∇k et le the´ore`me 5, la somme de droite est
n∑
l=0
(n
l
)
(xp+xp
2
+· · ·+xpν)lΦ(∇kxn−l) ≡ Φ
( n∑
l=0
(n
l
)
(xp
ν−x)l∇kxn−l
)
mod
(np
2
)
Zp[x].
Graˆce a` la proposition 1, nous pouvons remarquer que
∇((xpν − x)lf(x)) = ((x+ 1)pν − (x+ 1))lf(x+ 1)− (xpν − x)lf(x)
≡ (xpν − x)lf(x+ 1)− (xpν − x)lf(x)
= (xp
ν − x)l∇f(x) mod lpZp[x]
et par ite´ration, on trouve ∇k((xpν −x)lf(x)) ≡ (xpν −x)l∇kf(x) mod lpZp[x]. Avec cette
constatation, nous obtenons
n∑
l=0
(n
l
)
(xp + xp
2
+ · · ·+ xpν)lΦ(∇kxn−l) ≡ Φ∇k
( n∑
l=0
(n
l
)
(xp
ν − x)lxn−l
)
= Φ∇kxnpν
modulo (np/2)Zp[x], et l’assertion est ainsi de´montre´e. 
En introduisant une nouvelle variable z, le the´ore`me 6 peut eˆtre e´crit plus simplement
Φz(x
npνf(x)) ≡ Φz((x+ zp + zp2 + · · ·+ zpν)nf(x)) mod
(np
2
)
Zp[z]
pour tout polynoˆme f(x) ∈ Zp[x]. Voici un e´nonce´ e´quivalent :
Corollaire 1. Pour tous les entiers n,m > 0 et ν > 1, on a
Bm+n(x) ≡
n∑
k=0
(n
k
)
(−1)n−k(xp + xp2 + · · ·+ xpν )n−kBm+kpν(x) mod
(np
2
)
Zp[x]
PREUVE. Soit A un anneau commutatif qui contient Z. La formule d’inversion binomiale
affirme que pour un e´le´ment α et deux suites (an)n>0, (bn)n>0 dans A, on a l’e´quivalence
an =
n∑
k=0
(n
k
)
αn−kbk ⇐⇒ bn =
n∑
k=0
(n
k
)
(−α)n−kak.
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Avec les ope´rateurs de convolution, elle se reformule “an = T
αbn ⇐⇒ bn = T−αan” et
de´coule de la proprie´te´ T αT β = T α+β. On peut remarquer que cette e´quivalence est encore
valable si l’on remplace l’e´galite´ par des congruences modulo (np/2)A. En effet, si on
suppose que ak ≡ T αbk mod (kp/2)A pour tout k > 0, alors, modulo (np/2)A, on obtient
(T−αa)n =
n∑
k=0
(n
k
)
(−α)n−kak ≡
n∑
k=0
(n
k
)
(−α)n−k(T αb)k = (T−αT αb)n = bn.
Le corollaire est alors obtenu en conside´rant l’e´le´ment α = (xp + xp
2
+ · · · + xpν) et les
suites an(x) = Bm+npν(x), bn(x) = Bm+n(x) dans A = Zp[x] (m et ν sont fixe´s). 
On sait que les nombres de Bell ve´rifient une certaine pe´riodicite´ dans tout corps fini
(Carlitz, [3]). Le the´ore`me 6 permet de ge´ne´raliser ce fait.
Corollaire 2. Soient m,n > 0, a ∈ Z et ωp = 1 + p+ p2 + · · ·+ pp−1. Alors
Bm+nωp(a) ≡
{
anBm(a) mod (np/2)Zp si ordp(a) = 0
Bm+n(a) mod (np/2)Zp si p divise a
PREUVE. Un entier a ∈ Z e´tant fixe´, le the´ore`me se formule (avec la proposition 1)
Φa(x
npνf(x)) ≡ Φa((x+ νa)nf(x)) mod
(np
2
)
Zp,
ce qui nous permet d’e´crire Bm+nωp(a) sous la forme
Φa(x
nxnpxnp
2 · · ·xnpp−1xm) ≡ Φa
(
[x(x + a)(x+ 2a) · · · (x+ (p− 1)a)]nxm) mod (np
2
)
Zp.
− Si p ne divise pas a, alors x(x + a) · · · (x + (p − 1)a) ≡ xp − x mod pZ[x] car les deux
polynoˆmes sont unitaires, de meˆme degre´ et ont les meˆmes racines dans Z/pZ. Par la
proposition 1, on obtient (x(x+ a) · · · (x+ (p− 1)a))n ≡ (xp − x)n mod npZp[x] et donc
Φa(x
m+nωp) ≡ Φa((xp − x)nxm) ≡ anpΦa(xm) = anpBm(a) mod
(np
2
)
Zp.
On conclut alors par le petit the´ore`me de Fermat (et la proposition 1).
− Si p divise a, alors (x(x+ a)(x+ 2a) · · · (x+ (p− 1)a))n ≡ xnp mod npZp[x], et donc
Φa(x
m+nωp) ≡ Φa(xnpxm) = Bm+np(a) ≡
n∑
k=0
(n
k
)
akpBm+n−k(a) mod
(np
2
)
Zp.
Pour k > 0, on a akp ≡ 0 mod kpZp (proposition 1) donc
(
n
k
)
akp ≡ 0 mod npZp, ce qui
nous permet de conclure e´galement dans ce cas. 
Ainsi, si a n’est pas divisible par p, la suite (Bm(a))m>0 est pe´riodique (modulo p) et la
pe´riode divise nωp ou` n est l’ordre (multiplicatif) de a dans Z/pZ.
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Congruences pour les polynoˆmes de Bell
Soit p un nombre premier impair et ωp = 1 + p + p
2 + · · ·+ pp−1. Alors
1) Bm+npν (x) ≡
n∑
k=0
(
n
k
)
(xp + xp
2
+ · · ·+ xpν)n−kBm+k(x) mod npZp[x]
2) Bm+np(x) ≡
n∑
k=0
(
n
k
)
x(n−k)pBm+k(x) mod npZp[x]
3) Bm+nωp(a) ≡
{
anBm(a) mod npZp si ordp(a) = 0
Bm+n(a) mod npZp si p divise a
4) Bnp(x) ≡
n∑
k=0
(
n
k
)
x(n−k)pBk(x) mod npZp[x]
5) Bm+pν (x) ≡ (xp + xp2 + · · ·+ xpν)Bm(x) +Bm+1(x) mod pZ[x]
6) Bm+p(x) ≡ xpBm(x) +Bm+1(x) mod pZ[x]
Congruences pour les nombres de Bell
1′) Bm+npν ≡
n∑
k=0
(
n
k
)
νn−kBm+k mod npZp
2′) Bm+np ≡
n∑
k=0
(
n
k
)
Bm+k mod npZp
3′) Carlitz : Bm+nωp ≡ Bm mod npZp
4′) Comtet − Zuber : Bnp ≡ Bn+1 mod npZp
5′) Radoux : Bm+pν ≡ Bm+1 + νBm mod pZ
6′) Touchard : Bm+p ≡ Bm +Bm+1 mod pZ
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2.8 Le cas p = 2
Le the´ore`me 6 est valable modulo nZ2[x] lorsque p = 2. On perd donc un facteur 2 par
rapport aux congruences obtenues modulo npZp[x] lorsque p est un premier impair. Notre
objectif est de re´cupe´rer ce facteur et e´tablir des congruences modulo 2nZ2[x]. Afin de
simplifier les e´nonce´s, nous introduisons tout d’abord une nouvelle notation : Pour deux
entiers k > 0 et n ∈ Z, on pose
ξk(n) =
{
n si n est divisible par k,
0 sinon.
On a e´videmment ξk(−n) = −ξk(n) et la moyenne
d(n) =
1
n
n∑
k=1
ξk(n) =
1
n
(
ξ1(n) + ξ2(n) + · · ·+ ξn(n)
)
fournit le nombre de diviseurs (positifs) de n. Lorsque p = 2, la proposition 3 (qui tient
une place importante dans la preuve du the´ore`me 6) se formule de la manie`re suivante :
Proposition 8. Pour tout entier n > 0, on a
(x2 − x)n ≡ (x)2n + ξ2(n)(x)2n−2 + ξ4(n)(x)2n−4 mod 2nZ2[x].
PREUVE. On a x2−x = (x)2 et on ve´rifie que (x2−x)2 ≡ (x)4+2(x)2 mod 4Z[x]. Par les
propositions 1 et 2, on trouve alors
(x2 − x)4 ≡ ((x)4 + 2(x)2)2 = (x)24 + 4(x)4(x)2 + 4(x)22 ≡ (x)8 + 4(x)6 + 4(x)4 mod 8Z[x].
On continue de de´montrer la proposition pour les puissances de 2 en proce´dant par induc-
tion sur ν = ord2(n) > 2. A nouveau par la proposition 1, on a par hypothe`se
(x2 − x)2ν+1 ≡
(
(x)2ν+1 + 2
ν
(
(x)2ν+1−2 + (x)2ν+1−4
))2
mod 2ν+2Z[x]
et comme 22ν est divisible par 2ν+2 (puisque ν > 2), on peut e´crire
(x2 − x)2ν+1 ≡ (x)22ν+1 + 2ν+1(x)2ν+1
(
(x)2ν+1−2 + (x)2ν+1−4
)
mod 2ν+2Z[x].
La proposition 2 fournit alors
(x2 − x)2ν+1 ≡ (x)2ν+2 + 2ν+1
(
(x)2ν+2−2 + (x)2ν+2−4
)
mod 2ν+2Z[x]
et l’assertion est a fortiori ve´rifie´e pour toute puissance de 2. Pour conclure dans le cas
ge´ne´ral, on conside`re un nombre n impair et la proposition 1 qui donne
(x2 − x)2νn ≡ ((x)2ν+1 + ξ2(2ν)(x)2ν+1−2 + ξ4(2ν)(x)2ν+1−4)n mod 2ν+1Z2[x].
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Comme les produits ξ2(2
ν)ξ2(2
ν), ξ2(2
ν)ξ4(2
ν) et ξ4(2
ν)ξ4(2
ν) sont tous divisibles par 2ν+1
(quel que soit ν > 0), il suit
(x2 − x)2νn ≡ (x)n2ν+1 + n(x)n−12ν+1
(
ξ2(2
ν)(x)2ν+1−2 + ξ4(2
ν)(x)2ν+1−4
)
mod 2ν+1Z2[x].
Finalement, la proposition 2 (avec les relations nξ2(2
ν) = ξ2(2
νn) et nξ4(2
ν) = ξ4(2
νn)
pour n impair) montre que
(x2 − x)2νn ≡ (x)2ν+1n + ξ2(2νn)(x)2ν+1n−2 + ξ4(2νn)(x)2ν+1n−4 mod 2ν+1Z2[x]
et la proposition est comple`tement de´montre´e. 
A l’aide de la relation (∗) de §2.2, il suit imme´diatement que
Φ((x2 − x)nf(x)) ≡ (x2n + ξ2(n)x2n−2 + ξ4(n)x2n−4)Φ(f(x)) mod 2nZ2[x]
pour tout polynoˆme f(x) ∈ Z[x] et tout entier n > 0. En appliquant cette congruence a`
Φ(xm+2n) = Φ((x2 − x+ x)nxm) = Φ
n∑
k=0
(n
k
)
(x2 − x)kxm+n−k,
on obtient finalement le
The´ore`me 9. Pour tous les entiers m,n > 0, les polynoˆmes de Bell ve´rifient
Bm+2n(x) ≡
n∑
k=0
(n
k
)
(x2k + ξ2(k)x
2k−2 + ξ4(k)x2k−4)Bm+n−k(x) mod 2nZ2[x].
Nous pouvons simplifier l’expression de droite en e´tudiant modulo 2nZ2[x] la somme
Sm,n(x) :=
n∑
k=0
(n
k
)
(ξ2(k)x
2k−2 + ξ4(k)x2k−4)Bm+n−k(x).
Il s’agit du “terme correctif” qui doit intervenir dans la congruence 2) de §2.7 lorsque
p = 2. Comme il est nul pour n = 0 et n = 1, on conside´rera pour la suite n > 2. Les
termes non nuls de cette somme sont obtenus sur l’ensemble d’indices E = {k pair > 0} :
Sm,n(x) =
∑
k∈E
n(n− 1)
k(k − 1)
(
n− 2
k − 2
)
(ξ2(k)x
2k−2 + ξ4(k)x2k−4)Bm+n−k(x).
Si k est pair, alors k − 1 est une unite´ dans Z2, 1/(k − 1) ≡ 1 mod 2Z2, et donc
Sm,n(x) ≡ n(n− 1)
∑
k∈E
(
n− 2
k − 2
)(
x2k−2 +
ξ4(k)
k
x2k−4
)
Bm+n−k(x) mod 2nZ2[x].
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On voit de´ja` que Sm,n(x) ≡ 0 mod 2nZ2[x] lorsque n est impair et les congruences 2)4)6)2’)
4’) et 6’) de §2.7 restent valables pour p = 2 dans ce cas.
Lorsque n est pair, on a n(n− 1) ≡ n mod 2n (car n− 1 ≡ 1 mod 2) et on peut e´crire
Sm,n(x) ≡ n
∑
l>1
(
n− 2
2l − 2
)(
x4l−2 +
ξ2(l)
l
x4l−4
)
Bm+n−2l(x) mod 2nZ2[x]
ou encore, par le the´ore`me de Lucas,
Sm,n(x) ≡ n
∑
l>1
(
(n− 2)/2
l − 1
)(
x4l−2 +
ξ2(l)
l
x4l−4
)
Bm+n−2l(x) mod 2nZ2[x].
Il ne semble pas e´vident de trouver un e´nonce´ plus facile mais en conside´rant x = 1, les
calculs deviennent beaucoup plus simples.
The´ore`me 10. Modulo 2nZ2, les nombres de Bell ve´rifient (pour tout entier m > 0)
Bm+2n −
n∑
k=0
(n
k
)
Bm+k ≡ Sm,n(1) ≡
{
n si n est pair et m 6≡ 2 + [n/4] mod 3
0 sinon
PREUVE. Par ce qui pre´ce`de, on peut supposer que n est pair et le the´ore`me revient a` dire
que la somme
S˜m,n =
∑
l>1
(
(n− 2)/2
l − 1
)(
1 +
ξ2(l)
l
)
Bm+n−2l
est paire uniquement si m ≡ 2 + [n/4] mod 3. Dans cette somme, les indices l pairs four-
nissent des termes pairs, de meˆme que si m+n−2l ≡ 2 mod 3 car la formule de Touchard
(valable pour p = 2) montre que Bs ∈ 2Z uniquement si s ≡ 2 mod 3. L’ensemble des
indices “inte´ressants” est donc F = {l impair 6≡ 2m + 2n − 1 mod 3} et le the´ore`me de
Lucas donne
S˜m,n ≡
∑
l∈F
(
(n− 2)/2
l − 1
)
≡
∑
l∈F
(
[(n− 2)/4]
(l − 1)/2
)
=
∑
k∈G
(
[(n− 2)/4]
k
)
mod 2
avec G = {k : k 6≡ m + n − 1 mod 3}. Le lemme suivant montre que la dernie`re somme
est paire uniquement si
m ≡ 2
[n− 2
4
]
− n + 1 ≡ 2
([n− 2
4
]
+ n + 2
)
= 2
[5n+ 6
4
]
mod 3,
c’est-a` dire ssim ≡ 2+[n/4] mod 3 comme on le voit en testant les classes n ≡ 0, 2, 4, 6, 8, 10
modulo 12 (il est clair que la classe de 2
[
5n+6
4
]
modulo 3 ne de´pend que de la classe de n
modulo 12, et on a suppose´ que n est pair). 
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Le re´sultat utilise´ dans la preuve du the´ore`me est :
Lemme. La somme σ(i, n) :=
∑
k 6≡i mod 3
(
n
k
)
est paire uniquement si i ≡ 2n mod 3.
PREUVE. Soit ξ une racine primitive 3-ie`me de l’unite´. Alors F2[ξ] = {0, 1, ξ, ξ2 = ξ + 1}
est une extension galoisienne (de degre´ 2) de F2. Le groupe de Galois est engendre´ par
l’automorphisme de Frobenius α 7−→ α2 et la trace est donne´e par
Tr : F2[ξ] −→ F2, α 7−→ α + α2.
Comme ξ3 = 1, la trace de ξk ne de´pend que de la classe de k modulo 3, mais on a
Tr ξ0 = Tr(1) = 0, Tr ξ = ξ + ξ2 = 1 et Tr ξ2 = ξ2 + ξ4 = ξ2 + ξ = 1, ce qui se re´sume par
Tr ξk =
{
0 si k est divisible par 3,
1 sinon.
Ainsi dans F2, on voit que∑
k 6≡i mod 3
(n
k
)
=
∑
k
(n
k
)
Tr ξk−i = Tr
(∑
k
(n
k
)
ξk−i
)
= Tr(ξ−i(1 + ξ)n) = Tr ξ2n−i
est nul uniquement lorsque 2n− i ≡ 0 mod 3. 
Nous avons adapte´ et ge´ne´ralise´ un raisonnement de O. Hadas qui e´tablit dans [12] l’e´qui-
valent de la congruence de Comtet-Zuber dans le cas p = 2. Il travaille avec l’alge`bre de
Weyl dont nous avons parle´ dans §2.3, mais pour notre part, il suffit de conside´rer m = 0
dans le the´ore`me . . .
Corollaire (Congruence a` la Comtet-Zuber pour p = 2) Modulo 2nZ2, on a
B2n ≡
{
Bn+1 + n si n ≡ 0, 2, 8 ou 10 mod 12
Bn+1 sinon
2.9 Polynoˆmes de Bell ge´ne´ralise´s
Les polynoˆmes de Bell a` deux variables de´finis par A. Mazouz [20] sont
Bn(x, y) =
n∑
k=0
(n
k
)
yn−kBk(x) = T yBn(x).
On remarque que Bn(1, x) est le n-ie`me polynoˆme de Bell-Carlitz (note´ B
c
n(x) dans [9]), que
Bn(x, 0) est le n-ie`me polynoˆme de Bell Bn(x) et que les nombres de Bell peuvent s’e´crire
Bn = Bn(1, 0), Bn+1 = Bn(1, 1). Nous pouvons e´tablir quelques congruences inte´ressantes :
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Proposition 11. Pour tous les parame`tres m,n, µ > 0, ν > 1 et a ∈ Z, les polynoˆmes
de Bell-Mazouz ve´rifient
1) Bnpν(x, y) ≡ Bn(x, xp + xp2 + · · ·+ xpν + ypν) mod
(np
2
)
Zp[x, y]
2) Bm+npν (a, µa) ≡
n∑
k=0
(n
k
)
(νa)n−kBm+k(a, µa) mod
(np
2
)
Zp.
PREUVE. On remarque tout d’abord que Bn(x, y) = Φ((x + y)
n) (l’application line´aire Φ
agissant sur la variable x). D’autre part, il est clair que (x+ y)p ≡ (xp+ yp) mod pZp[x, y]
et la proposition 1 montre que
(x+ y)np
ν ≡ (xp + yp)npν−1 ≡ (xp2 + yp2)npν−2 ≡ · · · ≡ (xpν + ypν)n mod npZp[x, y].
On peut ainsi e´crire Bnpν(x, y) = Φ((x+ y)
npν) ≡ Φ((xpν + ypν)n) mod npZp[x, y] et par le
the´ore`me 6, il en re´sulte modulo (np/2)Zp[x, y]
Bnpν(x, y) ≡ Φ
( n∑
k=0
(n
k
)
y(n−k)p
ν
xkp
ν
)
≡ Φ
( n∑
k=0
(n
k
)
y(n−k)p
ν
(x+ zp + · · ·+ zpν )k
)∣∣∣
z=x
,
c’est-a`-dire Bnpν(x, y) ≡ Φ
(
(x+ zp + · · ·+ zpν + ypν)n)∣∣∣
z=x
= Bn(x, x
p + · · ·+ xpν + ypν).
La deuxie`me assertion s’obtient e´galement avec le the´ore`me 6 :
Bm+npν(a, µa) = Φa((x+µa)
m+npν ) ≡ Φa(xnpν+µ(x+µa)m) ≡ Φa((x+νa+µa)n(x+µa)m)
chacune de ces congruences e´tant valable modulo (np/2)Zp. 
Remarques : La premie`re assertion fournit Bcnpν(x) ≡ Bcn(ν + xpν ) mod (np/2)Zp[x] et
avec ν = 1, on retrouve une congruence de type Comtet-Zuber e´tablie dans [9]. Quant a`
la deuxie`me, elle ge´ne´ralise la congruence 1’) pour les nombres de Bell (prendre a = 1 et
µ = 0), et donne en particulier Bnpν(a, µa) ≡ Bn(a, (ν + µ)a) mod (np/2)Zp.
2.10 Nombres de Stirling
Les polynoˆmes de Bell a` indices positifs sont des fonctions ge´ne´ratrices ordinaires de nom-
bres de Stirling de deuxie`me espe`ce, alors que ceux a` indices ne´gatifs sont des fonctions
ge´ne´ratrices paraordinaires de nombres de Stirling de premie`re espe`ce (voir §2.3). Les con-
gruences qui mettent en jeu les polynoˆmes de Bell permettent donc d’obtenir des congru-
ences entre les nombres de Stirling des deux espe`ces.
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Par exemple, pour m > 0 et p premier impair, la congruence 5) s’e´crit
m+pν∑
i=0
{
m+ pν
i
}
xi ≡
m∑
i=0
{m
i
}
(xi+p + xi+p
2
+ · · ·+ xi+pν ) +
m+1∑
i=0
{
m+ 1
i
}
xi mod pZp[x]
et si l’on compare les coefficients devant xk, on trouve{
m+ pν
k
}
≡
{
m
k − p
}
+
{
m
k − p2
}
+ · · ·+
{
m
k − pν
}
+
{
m+ 1
k
}
mod pZ
en rappelant que
{
i
j
}
est nul si j < 0 6 i ou si j > i. En utilisant la relation
{
i
j
}
=
[
−j
−i
]
,
on obtient pour 0 6 m 6 pν :{
pν −m
k
}
≡
[
p− k
m
]
+
[
p2 − k
m
]
+ · · ·+
[
pν − k
m
]
+
[ −k
m− 1
]
mod pZ
(on retrouve e´videmment ce re´sultat si l’on e´crit la congruence 5) en de´veloppant des
polynoˆmes de Bell a` indices ne´gatifs . . . ) et comme
[
i
j
]
est nul si j < 0 6 i ou j > i, on a{
pν −m
pν − k
}
≡
[
k
m
]
mod pZ pour tout k,m = 0, 1, . . . , pν.
Dans une certaine mesure, on peut ame´liorer ce re´sultat a` l’aide de la congruence 2). Pour
m > 0, elle s’e´crit
m+np∑
i=0
{
m+ np
i
}
xi ≡
n∑
j=0
(
n
j
)m+j∑
i=0
{
m+ j
i
}
xi+(n−j)p mod npZp[x]
et en comparant les coefficients devant xk, on trouve{
m+ np
k
}
≡
n∑
j=0
(
n
j
){
m+ j
k − (n− j)p
}
=
n∑
j=0
(
n
j
){
m+ n− j
k − jp
}
mod npZ.
Avec n = pν , on obtient en particulier{
pν+1 −m
pν+1 − k
}
≡
pν∑
j=0
(
pν
j
){
pν −m− j
pν+1 − k − jp
}
mod pν+1Z.
Si 0 6 k −m < p− 1, on a pν+1 − k − jp > pν −m− j pour tout j = 0, 1, . . . , pν − 1 (car
pν − pν+1 + k −m = pν(1− p) + k −m < (1− p)(pν − 1) 6 (1− p)j = j − jp) et donc{
pν+1 −m
pν+1 − k
}
≡
{−m
−k
}
=
[
k
m
]
mod pν+1Z (ν > 0).
On retrouve ainsi un re´sultat de [8].
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2.11 Congruences de Radoux
Dans [22], C. Radoux e´tablit qu’une pe´riode de la suite (Bn)n>0 (mod p) comporte
- une se´quence (maximale) de p− 1 ze´ros conse´cutifs,
- une se´quence de p nombres identiques conse´cutifs non nuls.
Dans [24] et [25], il localise exactement les deux se´quences et N. Kahale les retrouvera quinze
ans plus tard dans [18]. Le calcul ombral permet de ge´ne´raliser facilement ces re´sultats.
Dans ce paragraphe, nous conside´rons un nombre premier p 6= 2.
Proposition 12. Pour τp = (p
p − ωp)/(p− 1) = 1 + 2p+ 3p2 + · · ·+ (p− 1)pp−2, on a
Bτp+1 ≡ Bτp+2 ≡ · · · ≡ Bτp+p−1 ≡ 0 mod pZ
alors que Bτp ≡ (−1)(p2+4p−5)/8
(p− 1
2
)
! mod pZ.
PREUVE. L’ope´rateur ϕ = Φ1 permet d’e´crire Bτp = ϕ(x
τp) = ϕ(f(x)) avec
f(x) = x(x+ 1)2(x+ 2)3 · · · (x+ p− 2)p−1.
Pour tout entier n > 0, on a (x)p ≡ (x+ n)p mod pZ[x] et donc (toujours modulo pZ[x])
(x)pf(x+ n+ 1) ≡ (x+ n+ p− 1)pf(x+ n+ 1) = (x+ n+ p− 1)pf(x+ n)
≡ (xp + n− 1)f(x+ n) ≡ [(x)p + x+ (n− 1)]f(x+ n).
En appliquant ϕ = Φ1, il vient alors (graˆce a` (∗) de §2.2)
ϕ(f(x+ n+ 1)) ≡ ϕ(f(x+ n)) + ϕ(f(x+ n+ 1)) + (n− 1)ϕ(f(x+ n)) mod pZ
ou encore nϕ(f(x+n)) ≡ 0 mod pZ. En particulier, on a ϕ(f(x+n)) ≡ 0 mod pZ chaque
fois que l’entier n est inversible modulo p. On en tire que
Bτp+n = ϕ
( n∑
k=0
{n
k
}
(x)kf(x)
)
=
n∑
k=0
{n
k
}
ϕ((x)kf(x)) =
n∑
k=0
{n
k
}
ϕ(f(x+ k))
est nul (modulo p) lorsque n = 1, 2, . . . , p−1. La congruence de Touchard permet d’e´tendre
ce re´sultat pour n = p+ 1, p+ 2, . . . , 2(p− 1) et montre que
Bτp+p ≡ Bτp +Bτp+1 ≡ Bτp mod pZ.
On voit ainsi que les matrices (de taille p× p)
Bτp Bτp+1 · · · Bτp+p−1
Bτp+1 Bτp+2 · · · Bτp+p
...
...
...
Bτp+p−1 Bτp+p · · · Bτp+2(p−1)
 et

Bτp 0 · · · · · · 0
0 0 · · · 0 Bτp
...
... . .
.
. .
.
0
... 0 . .
.
. .
. ...
0 Bτp 0 · · · 0

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sont congrues modulo pMp(Z) (c’est-a`-dire que les coefficients correspondants sont congrus
modulo pZ). Le de´terminant de la premie`re matrice est, modulo pZ, celui de la matrice
de Hankel Hp−1(1) (on applique la congruence de Touchard a` la dernie`re colonne, on
rame`ne cette colonne en premie`re position, sans changer le signe puisque p est impair, et on
continue inductivement), alors que le de´terminant de la deuxie`me matrice vaut exactement
(−1)(p−1)/2Bτp . Au total, on a donc
Bτp ≡ (−1)(p−1)/2 detHp−1(1) ≡ (−1)(p
2+4p−5)/8
(p− 1
2
)
! mod pZ
et la proposition est ainsi de´montre´e. 
De nouvelles se´quences inte´ressantes peuvent eˆtre obtenues en permutant de manie`re cy-
clique les digits dans l’expression p-adique de τp : formellement, on conside`re l’application
σ : a0 + a1p + a2p
2 + · · ·+ ap−1pp−1 7−→ a1 + a2p+ a3p2 + · · ·+ ap−1pp−2 + a0pp−1.
Il s’agit d’une permutation sur l’ensemble {0, 1, . . . , pp − 1}, qui admet pour points fixes
les multiples de ωp = 1 + p+ p
2 + · · ·+ pp−1 (modulo pp − 1).
The´ore`me 13. Conside´rons un entier m ∈ {0, 1, . . . , p − 1} et posons τp(m) = σmτp.
Alors pour n = 0, 1, . . . , p− 1 +m, on a la congruence
Bτp(m)+n ≡
{ n
m
}
Bτp mod pZ.
PREUVE. Le nombre τp(m) a e´te´ “construit” de manie`re a` respecter la congruence
Bτp(m)+n = ϕ(x
n+τp(m)) ≡ ϕ(xnf(x−m)) mod pZ
avec f(x) = x(x + 1)2(x + 2)3 · · · (x + p − 2)p−1 comme dans la preuve pre´ce´dente. En
de´veloppant xn dans la base de Pochhammer, il vient
Bτp(m)+n ≡
n∑
k=0
{n
k
}
ϕ
(
(x)kf(x−m)
)
=
n∑
k=0
{n
k
}
ϕ(f(x+ k −m)).
Or nous avons montre´ que ϕ(f(x+ k −m)) ≡ 0 mod pZ chaque fois que k −m n’est pas
divisible par p. Par choix de m et n, il n’y a qu’un seul terme ϕ(f(x+ k−m)) inte´ressant
(i.e. a priori non nul modulo p) dans la somme ci-dessus : il est donne´ pour k = m. 
Avec m = 1, on obtient une se´quence explicite de p nombres identiques dans la suite des
nombres de Bell modulo p : comme
{
0
1
}
= 0 et
{
n
1
}
= 1 pour n > 1, on trouve
Bτp(1) ≡ 0 et Bτp(1)+1 ≡ Bτp(1)+2 ≡ · · · ≡ Bτp(1)+p ≡ Bτp mod pZ.
En prenant m = 2, on trouve de meˆme
Bτp(2) ≡ 0 et Bτp(2)+n ≡ (2n−1 − 1)Bτp mod pZ pour n = 1, . . . , p+ 1.
Pour n = m+ 1 avec m ∈ {0, 1, . . . , p− 1}, on a Bτp(m)+m+1 ≡ m(m+1)2 Bτp mod pZ.
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2.12 Fonction ge´ne´ratrice ordinaire
Pour pre´parer le prochain paragraphe, nous e´tablissons une congruence pour la fonction
ge´ne´ratrice ordinaire des polynoˆmes de Bell [3] et montrons que cette dernie`re est “com-
patible” avec le prolongement des polynoˆmes de Bell aux indices ne´gatifs e´tabli dans §2.3.
Par de´finition, cette fonction ge´ne´ratrice est donne´e par
F (x, z) :=
∑
n>0
Bn(x)z
n = 1 + Φ
(
xz
∑
n>0
(xz)n
)
en rappelant que Φ agit sur x mais pas sur z. Avec la proprie´te´ (∗) de §2.2, il vient alors
F (x, z) = 1 + xz Φ
(∑
n>0
(
(x+ 1)z
)n)
= 1 + xz Φ
( 1
1− z − xz
)
(apre`s avoir reconnu une se´rie ge´ome´trique) et donc
F (x, z) = 1 +
xz
1− z Φ
( 1
1− xz/(1− z)
)
= 1 +
xz
1− z Φ
(∑
n>0
( xz
1− z
)n)
.
Ceci peut se re´sumer par la relation
F (x, z) = 1 + x · h(z)F (x, h(z))
ou` h(z) =
z
1− z est l’homographie de matrice
(
1 0
−1 1
)
. Les compose´es de h(z) sont
hk(z) =
z
1− kz et pour tout entier m > 1, on e´tablit par induction
F (x, z) =
m−1∑
k=0
xkh(z)h2(z) · · ·hk(z) + xmh(z)h2(z) · · ·hm(z)F (x, hm(z)).
Comme hm(z) ≡ z mod mZp[[z]], on obtient modulo mZp[x][[z]] (apre`s avoir re´arrange´ les
termes dans la somme)
F (x, z) ≡
m−1∑
k=0
xm−1−kh(z)h2(z) · · ·hm−1−k(z) + xmh(z)h2(z) · · ·hm−1(z)zF (x, z)
et donc (1− z)(1− 2z) · · · (1− (m− 1)z)F (x, z) est congru (modulo mZp[x][[z]]) a`
m−1∑
k=0
[
(xz)m−1−k(1 + kz)(1 + (k − 1)z) · · · (1 + z)]+ (xz)mF (x, z).
Le cas ou` m = np avec p premier est particulie`rement inte´ressant car la proposition 3 (ou
plutoˆt l’e´nonce´ e´quivalent qui en suit la preuve) affirme que
(1− z)(1− 2z) · · · (1− (np− 1)z) ≡ (1− zp−1)n mod
(np
2
)
Zp[z].
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Tout ceci conduit finalement au
The´ore`me 14. Modulo (np/2)Zp[x][[z]], la fonction ge´ne´ratrice F (x, z) ve´rifie
(
(1− zp−1)n − (xz)np)F (x, z) ≡ np−1∑
k=0
(xz)np−1−k(1 + z)(1 + 2z) · · · (1 + kz).
Le terme de droite est un polynoˆme de degre´ np−1 en z. Ainsi, en comparant les coefficients
de zm+np (avec m > 0), on voit que
n∑
k=0
(n
k
)
(−1)kBm+np−k(p−1)(x)− xnpBm(x) ≡ 0 mod
(np
2
)
Zp[x]. (∗)
D’autre part, les nombres de Stirling de premie`re espe`ce permettent d’expliciter
(1 + z)(1 + 2z) · · · (1 + kz) =
k+1∑
l=0
[
k + 1
l
]
zk+1−l
et en comparant les coefficients de znp−m (avec m > 0), on trouve
n∑
k=0
(n
k
)
(−1)kBnp−m−k(p−1)(x) ≡
np∑
k=0
[
k
m
]
xnp−k mod
(np
2
)
Zp[x]
(en rappelant que
[
k
m
]
est nul si 0 6 k < m). Dans cette dernie`re relation, on peut exiger
que 0 6 m 6 n pour s’assurer que les indices np −m − k(p − 1) qui interviennent pour
k = 0, . . . , n soient tous positifs. On montre alors que
[
np+l
m
] ∈ (np/2)Zp pour tout l > 1
(et m = 0, 1, . . . , n) simplement en comparant les coefficients dans la congruence
(xp − x)n(x)l ≡ (x)np(x− np)l = (x)np+l =
np+l∑
m=0
[
np+ l
m
]
(−1)np+l−mxm
modulo (np/2)Zp[x]. Il en re´sulte que la suite
( [
k
m
] )
k>0
converge p-adiquement vers 0
lorsque k −→ ∞ et que (pour 0 6 m 6 n)
np∑
k=0
[
k
m
]
xnp−k ≡ xnp
∑
k>0
[
k
m
]
x−k = xnpB−m(x) mod
(np
2
)
Zp[[x
−1]].
La congruence (∗) ci-dessus est donc valable modulo (np/2)Zp[[x, x−1]] lorsque m > −n,
ce qui n’est pas e´tonnant puisqu’elle traduit le fait que
xnpΦ(xm) = Φ((x)np(x− np)m) ≡ Φ((xp − x)nxm) mod
(np
2
)
Zp[[x, x
−1]]
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graˆce a` la relation (∗) de §2.2 et la proposition 3. Elle fournit la limite (a` conside´rer au
sens p-adique)
Bm(x) = lim
n−→0
x−np
n∑
k=0
(n
k
)
(−1)kBm+np−k(p−1)(x)
et les polynoˆmes de Bell ont e´te´ prolonge´s a` des indices ne´gatifs de sorte a` respecter
cette relation. On peut ainsi conside´rer des entiers m < 0 dans les congruences e´tablies
(en remplac¸ant Zp[x] par Zp[[x, x
−1]]). Par exemple, la congruence de Carlitz montre que
Bm = lim
n−→0
Bnωp+m pour tout m ∈ Z.
2.13 Sur les traces de Barsky-Benzaghou
Dans ce paragraphe, nous ge´ne´ralisons la ”formule de trace” de D. Barsky et B. Benzaghou
[4], valable pour un nombre premier p impair. Nous venons de montrer (the´ore`me 14) que
la fonction ge´ne´ratrice ordinaire F (x, z) ve´rifie (pour p premier impair)
(
(1−zp−1)n− (xz)np)F (x, z) ≡ np−1∑
k=0
(xz)np−1−k(1+ z)(1+2z) · · · (1+kz) mod npZp[x][[z]].
En particulier, pour une unite´ p-adique a ∈ Z, on obtient
F (a, z) ≡ 1
ga,n(z)
np−1∑
k=0
znp−1
(1
z
+ 1
)(1
z
+ 2
)
· · ·
(1
z
+ k
)
anp−1−k mod npZp[[z]]
avec ga,n(z) = (1−zp−1)n−anznp. Cette congruence se traduit par une e´galite´ dans l’anneau
Zp[[z]]/npZp[[z]] ∼= Anp[[z]] avec Anp = Zp/npZp ∼= Z/pν+1Z si ordp(n) = ν.
Le polynoˆme ga,n(z) admet np racines distinctes dans une extension A∗np assez grande de
Anp, au meˆme titre que son polynoˆme re´ciproque g˜a,n(z) = znpga,n(1/z) = (zp − z)n − an.
Plus pre´cise´ment, si ϑ est une racine fixe´e de g˜1,1(z) = z
p− z− 1, alors modulo npZp[ϑ] les
racines de g˜a,n(z) sont aϑ, aϑ+ 1, . . . , aϑ+ (np− 1) : la proposition 1 montre en effet que
g˜a,n(aϑ+ k) =
[
(aϑ+ k)p − (aϑ+ k)]n − an ≡ [(aϑp + k)− (aϑ+ k)]n − an = 0.
L’anneau A∗np = Anp[ϑ] contient toutes les racines de g˜a,n(z) et on ve´rifie qu’il contient
e´galement toutes celles de ga,n(z) puisque a est une unite´ dans Zp. Nous avons ainsi dans
A∗np[[z]] la de´composition
F (a, z) =
∑
ga,n(θ)=0
µa,n(θ)
z − θ avec µa,n(θ) = limz−→θ(z − θ)F (a, z).
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On peut expliciter dans A∗np les coefficients
µa,n(θ) =
1
g′a,n(θ)
np−1∑
k=0
θnp−1
(1
θ
+ 1
)(1
θ
+ 2
)
· · ·
(1
θ
+ k
)
anp−1−k
mais comme (aθ)np = (1 − θp−1)n et g′a,n(θ) = n(1 − θp−1)n−1θp−2 pour toute racine de
ga,n(z), il suit
µa,n(θ) =
1− θp−1
nθp−2
np−1∑
k=0
1
θ
(1
θ
+ 1
)(1
θ
+ 2
)
· · ·
(1
θ
+ k
)
a−1−k.
Ceci nous permet d’exprimer (toujours dans A∗np)
Bm(a) = lim
z−→0
F (m)(a, z)
m!
= −
∑
ga,n(θ)=0
µa,n(θ)
θm+1
= −
∑
ega,n(θ)=0
θm+1µa,n(1/θ)
sous la forme
Bm(a) = −
∑
ega,n(θ)=0
θm
θp−1 − 1
n
np−1∑
k=0
θ(θ + 1)(θ + 2) · · · (θ + k)a−1−k.
En remarquant que, dans A∗np, toute racine de g˜a,n(z) peut s’e´crire aθ ou` θ est une racine
de g˜1,n(z) = (z
p − z)n − 1, on arrive finalement au
The´ore`me 15. Pour toute unite´ p-adique a ∈ Z, on a dans Zp[ϑ]/npZp[ϑ]
Bm(a) = −
∑
(aθ)m
(aθ)p−1 − 1
n
np−1∑
k=0
θ(θ + a−1)(θ + 2a−1) · · · (θ + ka−1),
la premie`re somme portant sur les racines θ du polynoˆme g˜n(z) = g˜1,n(z) = (z
p−z)n−1.
Remarque
Dans A∗np, toute racine de g˜n(z) = (zp − z)n − 1 ve´rifie θnpν = (θ + ν)n pour tout entier
ν > 1. En effet, dans A∗np, ces racines sont exactement ϑ, ϑ + 1, . . . ,ϑ + np − 1 ou` ϑ est
une racine fixe´e de g˜1(z) = z
p − z − 1. La proposition 1 montre alors que
(ϑ+ l)np
ν ≡ (ϑp + l)npν−1 = (ϑ+ (l + 1))npν−1 mod npZp[ϑ]
et par ite´ration, on obtient (ϑ+ l)np
ν ≡ (ϑ+ (l + ν))n mod npZp[ϑ]. 
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Conse´quences
1) Pour toute racine de g˜n(z) et tout entier ν > 1, on a dans A∗np
(aθ)np
ν
= (a(θ + ν))n =
n∑
k=0
(n
k
)
(νa)n−k(aθ)k
et par le the´ore`me il suit Bm+npν(a) ≡
n∑
k=0
(n
k
)
(νa)n−kBm+k(a) mod npZp[ϑ]. Comme les
deux termes sont des entiers, cette congruence est valable modulo npZp. Nous retrouvons
ainsi la congruence 1) (pour les polynoˆmes de Bell) e´value´e en x = a.
2) Par la remarque ci-dessus (et les propositions 1-4), toute racine θ de g˜n(z) = (z
p−z)n−1
ve´rifie dans A∗np
1 = (θp − θ)n = ((θ)p)n =
(
θ(θ + 1) · · · (θ + p− 1))n = (θ · θp · · · θpp−1)n = θnωp.
Le nombre ωp = 1 + p + p
2 + · · · + pp−1 apparaˆıt ici de manie`re naturelle et comme
anωp ≡ an mod npZp, le the´ore`me donne Bm+nωp(a) ≡ anBm(a) mod npZp[ϑ]. On retrouve
ainsi la congruence 3) dans le cas ou` ordp(a) = 0.
Un cas particulier inte´ressant
La “formule de trace” est obtenue en conside´rant n = a = 1. Nous de´signons toujours par ϑ
une racine fixe´e de g˜1(z) = z
p−z−1. Dans ce cas, A∗p = Ap[ϑ] = Fp[ϑ] ∼= Fp[z]/(zp−z−1)
est une extension cyclique de Fp (= Ap) de degre´ p. Il s’agit d’une extension galoisienne de
type Artin-Schreier, dont le groupe de Galois Gal(Fp[ϑ] : Fp), isomorphe au groupe additif
Z/pZ, est engendre´ par l’automorphisme de Frobenius : Fp[ϑ] −→ Fp[ϑ], α 7−→ αp.
Le the´ore`me montre que dans Fp[ϑ], on a
Bm = −
∑
θp=θ+1
θm−1
p−1∑
k=0
θ(θ + 1)(θ + 2) · · · (θ + k) = −
∑
θp=θ+1
θm−1
p−1∑
k=0
θ1+p+p
2+···+pk
L’exposant de θ dans la deuxie`me somme est 1 + p + p2 + · · · + pk = p(k+1)−1
p−1 et par la
congruence de Carlitz, seule sa classe modulo ωp est inte´ressante. Nous allons montrer que
p− 1 est inversible modulo ωp, et plus ge´ne´ralement
Lemme. Si n > 1 est inversible modulo p, alors pn − 1 est inversible modulo ωp et son
inverse admet le de´veloppement p-adique
α0 + α1p+ α2p
2 + · · ·+ αp−1pp−1
ou` αk ∈ {0, 1, . . . , p− 1} ve´rifie nαk ≡ k + 1 mod p (en particulier αp−1 = 0).
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PREUVE. Comme (p− 1)ωp = pp − 1, seule la classe de n modulo p est importante et on
peut supposer que 1 6 n 6 p−1. Le polynoˆme cyclotomique ω(x) = 1+x+x2+ · · ·+xp−1
est le polynoˆme minimal de chacune de ses racines (en l’occurence les racines primitives
p-ie`mes de l’unite´). Il n’a donc aucune racine commune avec le polynoˆme xn − 1 et lui
est relativement premier dans Z[x]. Par Be´zout, on conclut alors que ω(p) et pn − 1 sont
relativement premiers dans Z et donc que pn − 1 est inversible modulo ωp. Pour expliciter
son inverse, conside´rons maintenant le polynoˆme
τ(x) = ω′(x) = 1 + 2x+ 3x2 + · · ·+ (p− 1)xp−2 =
(xp − 1
x− 1
)′
=
pxp−1 − ω(x)
x− 1 .
Nous avons alors
pn−1τ(pn)(pn − 1) = pn−1(p · pn(p−1) − ω(pn)) = pnp − pn−1ω(pn) ≡ 1 mod ωp,
compte tenu du fait que pnp ≡ 1 mod pp − 1 et que
ω(pn) = 1 + pn + p2n + · · ·+ p(p−1)n ≡ 1 + p+ p2 + · · ·+ pp−1 = ωp mod pp − 1.
Modulo ωp, l’inverse de p
n − 1 est donc
pn−1τ(pn) = pn−1 + 2p2n−1 + 3p3n−1 + · · ·+ (p− 1)p(p−1)n−1
et le de´veloppement p-adique s’ensuit en comparant les coefficients. 
De´notons par τp = τ(p) = 1 + 2p + 3p
2 + · · ·+ (p − 1)pp−2 l’inverse de p − 1 modulo ωp.
Par ce qui pre´ce`de, on peut alors e´crire (dans Fp[ϑ])
Bm = −
∑
eg(θ)=0
θm−1−τp
p−1∑
k=0
θτpp
(k+1)
= −
∑
eg(θ)=0
θm−1−τp
p−1∑
k=0
(θ + (k + 1))τp .
La deuxie`me somme
∑
(θ + (k + 1))τp ne de´pend pas de la racine θ conside´re´e puisqu’elle
vaut
∑
eg(θ)=0 θ
τp = Tr(ϑτp) ou` Tr : Fp[ϑ] −→ Fp de´signe la trace de Fp[ϑ] sur Fp que
l’automorphisme de Frobenius permet de de´finir par Tr(α) = α + αp + · · · + αpp−1. On
obtient ainsi simplement
Bm = −Tr(ϑm−1−τp) Tr(ϑτp) (dans Fp).
Par exemple, comme ϑ−1 est racine du polynoˆme zp + zp−1 − 1, on a Tr(ϑ−1) = −1 et
en prenant m = τp dans la relation ci-dessus, on trouve Bτp = Tr(ϑ
τp) dont on connaˆıt
la valeur dans Fp = Zp/pZp graˆce a` la congruence de Radoux (voir §2.11). Nous pouvons
re´sumer tout ceci comme Barsky et Benzaghou [4] :
The´ore`me 16. Soit p un nombre premier 6= 2, ϑ une racine de g˜(x) = xp − x − 1 et
τp = 1 + 2p+ 3p
2 + · · ·+ (p− 1)pp−2. Alors Bm = −Tr(ϑm−1−τp)Bτp dans Fp.
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Le the´ore`me 13, qui ge´ne´ralise les re´sultats de Radoux (proposition 12), se retrouve a` partir
de la formule de trace et du re´sultat suivant :
Proposition 17. On a Tr
(
(ϑ)n−1
)
= 0 chaque fois que p ne divise pas n > 1. De
meˆme, si on peut e´crire n ≡ n0 + n1p + · · · + np−1pp−1 (mod ωp) avec une somme de
digits Sp(n) = n0 + n1 + · · ·+ np−1 infe´rieure ou e´gale a` p− 2, alors Tr(ϑn) = 0.
PREUVE. La relation e´vidente (ϑ)n = (ϑ − n + n) · (ϑ − 1)n−1 = (ϑ − 1)n + n(ϑ − 1)n−1
montre que Tr
(
(ϑ)n
)
= Tr
(
(ϑ− 1)n
)
+ nTr
(
(ϑ− 1)n−1
)
et on conclut en remarquant que
Tr
(
(ϑ − 1)k
)
= Tr
(
(ϑ)k
)
pour tout entier k > 0. La deuxie`me assertion provient alors
simplement du fait que ϑn = ϑn0(ϑ+1)n1 · · · (ϑ+ p− 1)np−1 peut eˆtre e´crit dans la base de
Pochhammer sous la forme α0 + α1(ϑ)1 + · · ·+ αSp(n)(ϑ)Sp(n). 
La proposition montre en particulier que Tr(ϑn) est nul pour n = 0, 1, . . . , p−2, et fournit
ainsi la se´quence des p − 1 ze´ros conse´cutifs dans la suite des nombres de Bell modulo p.
De manie`re plus ge´ne´rale, en reprenant les notations de §2.11, on peut remarquer que
τp(m+ 1)− τp(m) ≡ −pp−m−1 mod ωp
(il suffit de le ve´rifier pour m = 0). Ainsi, pour m = 0, 1, . . . , p− 1, on a
τp(m)− τp ≡ ωp − pp−m − pp−(m−1) − · · · − pp = 1 + p+ p2 + · · ·+ pp−m−1 mod ωp
et on pose par commodite´ s = p −m − 1. Le the´ore`me 13 de´coule alors de la formule de
trace et du fait que
Tr(ϑn+p+p
2+···+ps) ≡ −
{
n
p− 1− s
}
= −
{
n
m
}
mod pZp
pour tout s ∈ {0, 1, . . . , p − 1} et n ∈ {0, 1, . . . , 2p − 2 − s} (autrement dit pour tout
m ∈ {0, 1, . . . , p− 1} et n ∈ {0, 1, . . . , p− 1 +m}.
PREUVE. En de´veloppant ϑn dans la base de Pochhammer, on obtient
Tr(ϑn+p+p
2+···+ps) =
n∑
k=0
{n
k
}
Tr(ϑp+p
2+···+ps(ϑ)k)
et comme ϑp
l
= ϑ+ l dans Fp[ϑ], on peut e´crire
Tr(ϑn+p+p
2+···+ps) =
n∑
k=0
{n
k
}
Tr((ϑ+ 1)(ϑ+ 2) · · · (ϑ+ s)(ϑ)k)
=
n∑
k=0
{n
k
}
Tr((ϑ+ s)s+k) =
n∑
k=0
{n
k
}
Tr((ϑ)s+k).
Par choix de n et s, la proposition 17 montre que toutes les traces intervenant dans la
somme ci-dessus sont nulles sauf e´ventuellement pour k = p − s − 1 = m, auquel cas
Tr((ϑ)s+k) = Tr(ϑ
ωp−pp−1) = Tr(ϑ−p
p−1
) = Tr((ϑ+ p− 1)−1) = Tr(ϑ−1) = −1. 
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2.14 Somme de factorielles
L’e´tude des polynoˆmes de Bell a e´te´ motive´e par le proble`me ouvert suivant
Conjecture (Kurepa). Si p est un nombre premier impair, alors la somme
κp := 0! + 1! + 2! + · · ·+ (p− 1)!
n’est pas divisible par p, en d’autres termes |κp|p = 1.
Un entier n 6= 2 est divisible par m = 4 ou par un nombre premier impair m = p. Si κn
e´tait divisible par n, alors κm serait divisible par m et comme ce n’est pas le cas pour
m = 4 (puisque κ4 = 10 ≡ 2 mod 4), la conjecture est donc e´quivalente a` chacun des
e´nonce´s suivants :
1) la somme κn = 0! + 1! + · · ·+ (n− 1)! est divisible par n uniquement lorsque n = 2,
2) si n 6= 2, tout diviseur impair de κn est strictement plus grand que n et 4 - κn,
3) le plus petit diviseur commun de n! et de κn est (n!, κn) = 2.
La congruence (p− k − 1)! ≡ (−1)k(p− 1)!/k! mod p montre que
κp =
p−1∑
k=0
k! =
p−1∑
k=0
(p− 1− k)! ≡
p−1∑
k=0
(−1)k (p− 1)!
k!
mod p.
On reconnaˆıt tout a` droite le de´but de la se´rie de Taylor de (p−1)!/e : il ne manque qu’une
se´rie dont le terme ge´ne´ral ak = (−1)k(p − 1)!/k! = (−1)k/(p(p + 1) · · ·k) (avec k > p)
de´croˆıt en valeur absolue vers 0. Cette se´rie alterne´e peut eˆtre encadre´e par
(−1)pap = −1/p et (−1)pap + (−1)p+1ap+1 = ap+1 − ap = 1
p(p+ 1)
− 1
p
= − 1
p+ 1
et se situe donc strictement entre −1 et 0. Au total, on obtient la formule
κp ≡
[(p− 1)!
e
]
+ 1 mod pZ
mais ceci ne se re´ve`le pas d’une grande utilite´ pour un calcul effectif lorsque p est grand.
On sait [9] que κp est relie´ aux nombres de Bell par la congruence κp ≡ Bp−1 − 1 mod p.
De manie`re plus ge´ne´rale, on peut remarquer (voir §2.3) que
B−1
(1
x
)
=
∑
k>0
[
k
1
]
xk =
∑
k>1
(k − 1)!xk = x
∑
k>0
k!xk ∈ Zp[[x]]
Ainsi, pour tout entier a non divisible par p, la congruence 6) fournit
p−1∑
k=0
k!ak ≡
∑
k>0
k!ak = a−1B−1(a−1) ≡ a−1(Bp−1(a−1)− B0(a−1))ap mod p
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et comme ap ≡ a mod p, il s’ensuit
p−1∑
k=0
k!ak ≡ Bp−1(a−1)− 1 mod pZ.
Avec a = 1 et a = −1, on obtient en particulier
p−1∑
k=0
k! ≡ Bp−1 − 1 mod p et
p−1∑
k=0
(−1)kk! ≡ Bp−1(−1)− 1 mod p.
Par addition et soustraction, on trouve respectivement
2(0! + 2! + · · ·+ (p− 1)!) ≡ Bp−1 +Bp−1(−1)− 2 mod p,
2(1! + 3! + · · ·+ (p− 2)!) ≡ Bp−1 −Bp−1(−1) mod p.
On peut encore remarquer que comme les congruences de Radoux et Touchard fournissent
Bpn−1 ≡ 1 + nB−1 ≡ 1 + n(Bp−1 − 1) mod pZ,
la conjecture de Kurepa devient e´quivalente a` la proprie´te´ suivante :
4) si p (premier impair) ne divise pas n, alors p ne divise pas non plus Bpn−1 − 1.
Les polynoˆmes de Bell sont encore relie´s a` des sommes de factorielles par le re´sultat suivant,
qui pre´cise des travaux de Dragovitch [9].
The´ore`me 18. Soient a ∈ Zp \ pZp une unite´ p-adique et n > 1. Alors la se´rie
vn(a) :=
∑
k>0
k!ak(kn + a(−1)nBn+1(−a−1))
(qui converge dans Zp) est une somme finie.
PREUVE. En appliquant l’ope´rateur line´aire (x+m)m 7−→ a−m a` la fonction
xn =
n∑
l=0
(n
l
)
(−1)n−l(x+ 1)l =
n∑
l=0
(n
l
)
(−1)n−l
l∑
m=0
{
l
m
}
(−1)l−m(x+m)m , (∗)
on trouve
(−1)n
n∑
l=0
(n
l
) l∑
m=0
{
l
m
}
(−a−1)m = (−1)n
n∑
l=0
(n
l
)
Bl(−a−1) = (−1)n+1aBn+1(−a−1).
On peut donc e´crire xn + (−1)naBn+1(−a−1) =
n∑
m=0
αm(x+m)m avec
n∑
m=0
a−mαm = 0.
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Pour eˆtre un peu plus pre´cis, on peut d’ailleurs expliciter
α0 = (−1)naBn+1(−a−1) + (−1)n et αm =
{
n+ 1
m+ 1
}
(−1)n−m pour m > 1
en permutant les deux sommes dans (∗). On obtient alors
vn(a) =
∑
k>0
k!ak
n∑
m=0
αm(k +m)m =
n∑
m=0
αm
∑
k>0
ak(k +m)! =
n∑
m=0
αm
∑
k>m
ak−mk!
Le domaine de sommation (pour les deux sommes) est donne´ par la zone hachure´e suivante
m
k 
 
 
 
 
k = m
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
n
n−
que l’on peut partager en deux parties. On voit ainsi que
vn(a) =
n∑
k=0
k!
k∑
m=0
αma
k−m +
∑
k>n
k!ak
n∑
m=0
αma
−m =
n∑
k=0
k!
k∑
m=0
αma
k−m
est une somme finie. 
En particulier, les sommes vn(±1) de´crivent des entiers, et on a par exemple
n vn(1) =
∑
k!(kn + (−1)nBn+1(−1)) vn(−1) =
∑
k!(−1)k(kn + (−1)n+1Bn+1)
1
∑
k!k = −1 ∑ k!(−1)k(k + 2) = 1
2
∑
k!(k2 + 1) = 1
∑
k!(−1)k(k2 − 5) = −3
3
∑
k!(k3 − 1) = 1 ∑ k!(−1)k(k3 + 15) = 9
4
∑
k!(k4 − 2) = −5 ∑ k!(−1)k(k4 − 52) = −31
5
∑
k!(k5 + 9) = 5
∑
k!(−1)k(k5 + 203) = 121
Partie 3
De´terminants de Hankel et
polynoˆmes orthogonaux
“Une bonne partie des mathe´matiques devenues utiles se sont
de´veloppe´es sans aucun de´sir d’eˆtre utiles, dans une situation ou` per-
sonne ne pouvait savoir dans quels domaines elles le deviendraient.”
John von Neumann
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3.1 Premie`re approche
Dans le chapitre pre´ce´dent, nous avons e´te´ amene´s a` conside´rer des matrices dites de
Hankel, de la forme
Hn =

α0 α1 · · · αn
α1 α2 · · · αn+1
...
...
...
αn αn+1 · · · α2n

construites a` l’aide des polynoˆmes de Bell, et dont les de´terminants se sont re´ve´le´s d’une
grande importance pour e´tablir certaines congruences (voir §2.11). Nous de´veloppons dans
cette dernie`re partie un contexte ge´ne´ral qui montre comment de tels de´terminants peuvent
eˆtre calcule´s, sous certaines conditions, et comment ils permettent d’e´tablir des congruences
pour la suite initiale (αn)n>0 en associant une famille de polynoˆmes orthogonaux. Nous
conside´rons en toute ge´ne´ralite´ un anneau A unitaire, commutatif et inte`gre. Le groupe
additif sous-jacent agit alors par convolution binomiale sur l’ensemble
F(N,A) = {fonctions α : N −→ A} = {suites (αn)n>0 ⊂ A} :
Pour a ∈ A et α ∈ F(N,A), on de´finit T aα ∈ F(N,A) par
(T aα)n =
n∑
k=0
(
n
k
)
an−kαk
et on ve´rifie que T aT b = T a+b (a, b ∈ A). Cette action pre´serve les de´terminants de Hankel :
Proposition 1. Si Hn est la matrice de Hankel (d’ordre n) associe´e a` α ∈ F(N,A),
alors la matrice de Hankel (d’ordre n) associe´e a` la convolution T aα ∈ F(N,A) est
Ha,n = SHnS
t ou` S = Sn(a) =
((i
j
)
ai−j
)
06i,j6n
.
En particulier, detHa,n = detHn ne de´pend pas de a ∈ A.
PREUVE. Par calcul direct, nous avons
(SHSt)ij =
n∑
k=0
Sjk
n∑
l=0
SilHlk =
∑
k>0
(
j
k
)
aj−k
∑
l>0
(
i
l
)
ai−lαl+k.
En posant m = k+ l et en utilisant la formule de convolution de Vandermonde, on obtient
(SHSt)ij =
∑
m>0
m∑
k=0
(
j
k
)(
i
m− k
)
ai+j−mαm =
∑
m>0
(
i+ j
m
)
ai+j−mαm,
autrement dit (SHSt)ij = (T
aα)i+j = (Ha,n)ij. 
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Remarquons que, pour tout e´le´ment a ∈ A, la matrice Sn(a) est triangulaire infe´rieure et
qu’elle ve´rifie Sn(a)Sn(b) = Sn(a + b), en particulier Sn(a) = Sn(1)
a lorsque a ∈ Z. Les
divers articles de C. Radoux [27],[28],[29] conduisent au re´sultat ge´ne´ral suivant.
Proposition 2. Notons F (z) =
∑
αn
zn
n!
la se´rie ge´ne´ratrice exponentielle associe´e a`
une suite α ∈ F(N,A) et ∂ = ∂z l’ope´rateur de de´rivation par rapport a` la variable z.
S’il existe des se´ries formelles Fk(z) ∈ A[[z]] et des e´le´ments dk ∈ A tels que
1)
[
∂nFk(z)
]
z=0
= 0 chaque fois que k > n,
2)
∑
k>0
dkFk(y)Fk(z) = F (y + z),
alors les de´terminants de Hankel sont donne´s par detHn =
n∏
k=0
dk
[
∂kFk(z)
]2
z=0
.
PREUVE. A l’aide de l’identite´ binomiale, on peut e´crire
F (y + z) =
∑
n>0
αn
(y + z)n
n!
=
∑
m,n>0
αm+n
yn
n!
zm
m!
alors que les de´veloppements de Taylor
Fk(y) =
∑
n>0
∂nFk(0)
yn
n!
et Fk(z) =
∑
m>0
∂mFk(0)
zm
m!
permettent d’expliciter∑
k>0
dkFk(y)Fk(z) =
∑
m,n>0
∑
k>0
dk ∂
nFk(0) ∂
mFk(0)
yn
n!
zm
m!
Par identification, la deuxie`me condition exprime le fait que
αm+n =
∑
k>0
dk
[
∂nFk(z)
]
z=0
[
∂mFk(z)
]
z=0
(remarquons que la somme est finie, elle porte sur les indices k = 0, 1, . . . ,min(m,n)).
Ainsi la matrice de Hankel Hn = (αi+j)06i,j6n admet une de´composition Hn = LnDnL
t
n
ou` Dn = Diag(d0, d1, . . . , dn) est une matrice diagonale et Ln =
(
∂iFj(z)
∣∣
z=0
)
06i,j6n
une
matrice triangulaire infe´rieure, par la condition 1). La proposition est alors e´vidente. 
Un cas particulier important
Si A est un anneau de polynoˆmes, on peut conside´rer des suites (Pn(x))n>0 telles que
degPn(x) = n. La fonction ge´ne´ratrice exponentielle est alors F (x, z) =
∑
n>0 Pn(x)
zn
n!
et dans de nombreux cas, on peut prendre Fk(x, z) = ∂
k
xF (x, z) ou` ∂x est l’ope´rateur de
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de´rivation par rapport a` x. La premie`re condition de la proposition est alors automatique-
ment ve´rifie´e :[
∂nz Fk(x, z)
]
z=0
=
[
∂nz ∂
k
xF (x, z)
]
z=0
= ∂kx
[
∂nz F (x, z)
]
z=0
= ∂kxPn(x)
est nul de`s que k > n. Ainsi, s’il existe des polynoˆmes dk(x) ve´rifiant∑
k>0
dk(x)∂
k
xF (x, y)∂
k
xF (x, z) = F (x, y + z), (∗)
alors les de´terminants de Hankel sont det(Pi+j(x))06i,j6n =
n∏
k=0
dk(x)
(
∂kPk(x)
)2
.
Exemples
1. L’exemple le plus simple est celui de la base canonique Pn(x) = x
n : on a F (x, z) = exz
et la relation (∗) peut s’e´crire ∑k>0 dk(x)(yz)k = 1. Les polynoˆmes constants d0(x) = 1,
dk(x) = 0 si k > 1 sont bien approprie´s et la proposition confirme le re´sultat e´vident
det(xi+j)06i,j6n = dn(x) =
{
1 si n = 0
0 sinon
2. Pour les polynoˆmes Pn(x) = n!x
n, de fonction ge´ne´ratrice F (x, z) = (1 − zx)−1, on
trouve ∂kxF (x, z) = k!z
k(1− zx)−k−1 (pour k > 0). La relation (∗) devient∑
k>0
dk(x)(k!)
2(yz)k[1− x(y + z) + x2yz]−k−1 = (1− x(y + z))−1.
En conside´rant ici les polynoˆmes dk(x) = (x
k/k!)2, on obtient
det((i+ j)!xi+j)06i,j6n =
n∏
k=0
(xk/k!)2(k!)4 =
n∏
k=0
(k!xk)2 =
( n∏
k=0
k!
)2
xn(n+1).
3. Les polynoˆmes Dn(x) =
n∑
k=0
(n)k(−1)n−kxk engendrent les meˆmes de´terminants : la
fonction ge´ne´ratrice exponentielle est donne´e par F (x, z) = e−z(1−xz)−1 et la relation (∗)
se re´e´crit exactement comme ci-dessus. De manie`re plus ge´ne´rale, on a vu (proposition 1)
que les de´terminants de Hankel engendre´s par une suite
Pa,n(x) =
n∑
k=0
(
n
k
)
(−a)n−kPk(x)
ne de´pendent pas de a ∈ A et co¨ıncident donc avec ceux de la suite P0,n(x) = Pn(x).
Les polynoˆmes Dn(x) s’obtiennent a` partir de Pn(x) = n!x
n et a = 1. Leur e´tude est
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inte´ressante puisque Dn(1) est le nombre de de´rangements (i.e. de permutations sans point
fixe) d’un ensemble a` n e´le´ments.
4. Soit In le nombre d’involutions sur un ensemble a` n e´le´ments, c’est-a`-dire le nombre de
permutations σ ∈ Sym(n) d’ordre 2. Nous avons I0 = I1 = 1 et la relation de re´currence
In+1 = In + nIn−1 conduit a` la fonction ge´ne´ratrice
∑
In
zn
n!
= ez+z
2/2. Pour utiliser la
me´thode pre´sente´e ci-dessus, il faut construire des polynoˆmes In(x) dont In serait une
valeur particulie`re et il semble naturel de conside´rer
∑
In(x)
zn
n!
= exz+z
2/2 =: F (x, z). On
a In(1) = In et en de´rivant F (x, z) par rapport a` z, on trouve In+1(x) = xIn(x)+nIn−1(x),
ce qui montre du meˆme coup que les polynoˆmes In(x) sont unitaires avec deg In(x) = n.
La relation (∗) devient ∑
k>0
dk(x)(yz)
k = eyz,
et avec dk(x) = 1/k!, la proposition donne
det(Ii+j(x))06i,j6n =
n∏
k=0
(1/k!)(k!)2 =
n∏
k=0
k! = det(Ii+j)06i,j6n.
5. Les polynoˆmes d’Hermite Hn(x) admettent la fonction ge´ne´ratrice F (x, z) = e
2xz−z2 et
satisfont la relation de re´currence Hn+1(x) = 2xHn(x)−2nHn−1(x). La relation (∗) devient∑
k>0
dk(x)(4yz)
k = e−2yz.
Elle est ve´rifie´e pour les polynoˆmes constants dk(x) = 1/((−2)kk!) et comme le coefficient
dominant de Hk(x) est 2
k, on trouve
det(Hi+j(x))06i,j6n =
n∏
k=0
1
(−2)kk! (2
kk!)2 =
n∏
k=0
k!(−2)k =
( n∏
k=0
k!
)
(−2)n(n+1)/2.
6. Conside´rons maintenant les polynoˆmes de Bell Bn(x) e´tudie´s au chapitre 2. On a
F (x, z) = exg(z) avec g(z) = ez − 1 et (∗) devient∑
k>0
dk(x)(e
y+z − ey − ez + 1)k = ex(ey+z−ey−ez+1).
Ceci est ve´rifie´ pour dk(x) = x
k/k!, et on obtient
det(Bi+j(x))06i,j6n =
n∏
k=0
(xk/k!)(k!)2 =
n∏
k=0
k!xk =
( n∏
k=0
k!
)
xn(n+1)/2.
En revoyant la preuve de la proposition 2, on retrouve l’identite´ de Radoux (voir §2.4).
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7. Les nombres d’Euler En (n > 0) peuvent eˆtre de´finis par F (z) =
∑
En
zn
n!
= 1/ cos z.
Cette fonction ge´ne´ratrice exponentielle ve´rifie
F (y + z) =
1
cos(y + z)
=
cos y cos z
cos y cos z − sin y sin z
1
cos y cos z
=
(1− tan y tan z)−1
cos y cos z
ce qui, a` l’aide d’une se´rie ge´ome´trique, peut s’exprimer formellement
F (y + z) =
1
cos y cos z
∑
k>0
(tan y)k(tan z)k =
∑
k>0
(tan y)k
cos y
(tan z)k
cos z
.
La deuxie`me condition de la proposition est donc ve´rifie´e si l’on conside`re les constantes
dk(z) = 1 et les fonctions Fk(z) = (tan z)
k/ cos z. La premie`re condition l’est e´galement :
En,k :=
[
∂nFk(z)
]
z=0
=
[
∂n
(tan z)k
cos z
]
z=0
est nul lorsque k > n et vaut n! si k = n.
Ceci est e´vident pour n = 0 et persiste par induction graˆce a` la relation de re´currence
En+1,k = kEn,k−1 + (k − 1)En,k+1. En fin de compte, la proposition 2 fournit
det(Ei+j)06i,j6n =
( n∏
k=0
k!
)2
.
Avec cette de´finition, les nombres d’Euler d’indices impairs sont nuls et certaines personnes
pre´fe`rent travailler avec E˜n = E2n. On trouverait alors
det(E˜i+j)06i,j6n = det(E2(i+j))06i,j6n =
( n∏
k=0
(2k)!
)2
en modifiant le´ge`rement la fin de preuve de la proposition.
3.2 Fonction ge´ne´ratrice exponentielle
Dans l’exemple des nombres d’Euler (de fonction ge´ne´ratrice F (z) = 1/ cos z), nous avons
introduit les fonctions Fk(z) = g(z)
kF (z) ou` g(z) = tan z ve´rifie l’e´quation diffe´rentielle
g′(z) = 1 + g(z)2 avec la condition initiale g(0) = 0. Cette situation peut eˆtre ge´ne´ralise´e
comme suit.
The´ore`me 3. On conside`re une fonction ge´ne´ratrice exponentielle F (z) = expG(z)
avec G(0) = 0 et on suppose que g(z) = G′(z)−G′(0) ve´rifie g′(z) = α+βg(z)+ γg(z)2
pour certains parame`tres α 6= 0, β et γ dans A. Alors
F (y + z) =
∑
k>0
1 · (1 + γ) · · · (1 + (k − 1)γ)
k!αk
g(y)kF (y) g(z)kF (z).
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Les de´terminants de Hankel correspondants sont donne´s par
detHn = α
n(n+1)/2
n∏
k=0
(
k!(1 + γ) · · · (1 + (k − 1)γ)
)
.
PREUVE. Pour k > 0, on conside`re les fonctions Fk(z) = g(z)
kF (z). On peut e´crire
∂Fk = kg
k−1g′F + gkF ′
= kgk−1(α+ βg + γg2)F + gkG′F
=
(
kαgk−1 + (G′(0) + kβ)gk + (1 + kγ)gk+1
)
F
= kαFk−1 + (G′(0) + kβ)Fk + (1 + kγ)Fk+1
(par convention, Fk(z) = 0 pour k < 0), c’est-a`-dire
∂n+1Fk(z) = ∂
n
[
kαFk−1(z) + (G′(0) + kβ)Fk(z) + (1 + kγ)Fk+1(z)
]
pour n > 0.
Cette relation nous permet d’e´tablir inductivement les faits suivants (e´vidents pour n = 0) :
· [∂nFk(z)]z=0 = 0 chaque fois que k > n,
· [∂nFn(z)]z=0 = nα[∂n−1Fn−1(z)]x=0 = · · · = n!αn.
Un calcul direct montre d’autre part que
∂n+1Fk(z) ∂
mFk(z)− ∂nFk(z) ∂m+1Fk(z) = kαHk−1(z)− (1 + kγ)Hk(z)
avec Hk(z) = ∂
mFk+1(z) ∂
nFk(z)− ∂mFk(z) ∂nFk+1(z) (= 0 si k < 0).
Conside´rons alors les e´le´ments (dans FracA, corps des fractions de A)
dk =
(1 + γ) · · · (1 + (k − 1)γ)
k!αk
(= 1 si k = 0).
Ils ve´rifient dk+1(k + 1)α = dk(1 + kγ), de sorte que tous les termes de la somme∑
k>0
dk
[
∂n+1Fk(z) ∂
mFk(z)− ∂nFk(z) ∂m+1Fk(z)
]
=
∑
k>0
dk[kαHk−1(z)− (1 + kγ)Hk(z)]
se compensent : il s’agit d’une somme te´le´scopique nulle. Pour tous les entiers m,n > 0,
on a donc∑
dk∂
nFk(z) ∂
mFk(z) =
∑
dk∂
n−1Fk(z) ∂m+1Fk(z) = · · · =
∑
dkFk(z) ∂
m+nFk(z)
et en e´valuant cette expression en z = 0, il vient∑
dk
[
∂nFk(z) ∂
mFk(z)
]
z=0
=
∑
dkFk(0)
[
∂m+nFk(z)
]
z=0
=
[
∂m+nF (z)
]
z=0
.
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Cela montre que pour la suite qui admet la fonction ge´ne´ratrice F (z), on peut utiliser la
proposition 2 avec les e´le´ments dk et les fonctions Fk(z) de´finis ci-dessus. 
Voici les donne´es correspondant aux exemples (1-7) de´ja` traite´s :
F (z) G(z) g(z) α β γ
Base canonique exz xz x 0 0 0
Pn(x) = n!x
n (1− xz)−1 − log(1− xz) x
1−xz − x x2 2x 1
Polynoˆmes de de´rangement e−z(1− xz)−1 −z − log(1− xz) x
1−xz − x x2 2x 1
Polynoˆmes d’involution exz+z
2/2 xz + z
2
2
z 1 0 0
Polynoˆmes d’Hermite e2xz−z
2
2xz − z2 −2z −2 0 0
Polynoˆmes de Bell ex(e
z−1) x(ez − 1) x(ez − 1) x 1 0
Nombres d’Euler 1/ cos z − log(cos z) tan z 1 0 1
Nous pouvons ajouter les exemples suivants :
8. La suite de´cale´e des polynoˆmes de Bell (Bn+1(x))n>0 admet la fonction ge´ne´ratrice
F (x, z) = xezex(e
z−1). Elle me`ne a` g(z) = x(ez − 1) comme pour la suite (Bn(x)) et donc
det(Bi+j+1(x))06i,j6n = det(Bi+j(x))06i,j6n =
( n∏
k=0
k!
)
xn(n+1)/2
pour tout n > 0. Cette proprie´te´ caracte´rise d’ailleurs la suite des polynoˆmes de Bell.
Les polynoˆmes B̂n(x) de fonction ge´ne´ratrice exponentielle F (x, z) = exp
(
exz−1
x
)
donnent
e´galement lieu aux meˆmes de´terminants de Hankel que les polynoˆmes de Bell Bn(x).
9. Les polynoˆmes d’Euler (Emn (x)) d’ordre m > 1 sont de´finis par la fonction ge´ne´ratrice
F (x, z) =
(
2
ez+1
)m
exz. Par la proposition 1, on peut simplement conside´rer la fonction
ge´ne´ratrice F (z) = F (0, z) pour e´valuer les de´terminants de Hankel associe´s. On trouve
g(z) = m
(
1
ez+1
− 1
2
)
et on peut appliquer le the´ore`me avec α = −m
4
, β = 0 et γ = 1
m
:
detHn(x) =
(
− 1
4
)n(n+1)/2 n∏
k=0
k! m(m+ 1) · · · (m+ k − 1) = detHn(0).
Le lecteur pourra retrouver les de´terminants de Hankel associe´s aux nombres d’Euler or-
dinaires En (exemple 7) en remarquant que En = (−2)nE1n(12). De nombreux re´sultats de
[1], [6], [7], [27] et [28] peuvent e´galement eˆtre retrouve´s.
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3.3 Fonctions ge´ne´ratrices ordinaires
Le the´ore`me pre´ce´dent, concernant des fonctions ge´ne´ratrices exponentielles (ou “se´ries de
Hurwitz”), peut eˆtre transcrit pour des fonctions ge´ne´ratrices ordinaires F (z) =
∑
αkz
k.
Ayant conside´re´ des se´ries de Hurwitz F (z) = expG(z) =
∑ G(z)k
k!
avec G(0) = 0, nous
pouvons, par analogie, nous inte´resser a` des fonction ge´ne´ratrices ordinaires de la forme
F (z) =
∑
G(z)k =
1
1−G(z) avec G(0) = 0.
L’ope´rateur de de´rivation ∂ tirait son importance du fait qu’il est “associe´” a` la base
polynomiale (fn(z) = z
n/n!), dans le sens ou` ∂f0(z) = 0 et ∂fn(z) = fn−1(z) pour n > 1.
Son analogue dans notre nouveau contexte est donne´ par ∇ : f(z) 7−→ f(z)−f(0)
z
, ope´rateur
associe´ a` la base canonique (zn).
The´ore`me 4. Conside´rons une fonction ge´ne´ratrice ordinaire F (z) = 1
1−G(z) avec
G(0) = 0 et supposons que g(z) = ∇G(z) − ∇G(0) = G(z)
z
− G′(0) ve´rifie une rela-
tion g(z) = z(α+βg(z)+γg(z)2) pour certains parame`tres α 6= 0, β et γ dans A. Alors
les de´terminants de Hankel sont donne´s par
detHn = α
n(n+1)/2γn(n−1)/2.
PREUVE. Les fonctions Fk(z) = g(z)
kF (z) ve´rifient ∇F0(z) = G′(0)F0(z) + F1(z) et
∇Fk(z) = αFk−1(z) + βFk(z) + γFk+1(z) pour tout k > 1.
Par induction, on e´tablit[∇nFk(z)]z=0 = 0 si k > n , [∇nFn(z)]z=0 = αn.
D’autre part, on montre directement que
∇n+1Fk(z) ∇mFk(z)−∇nFk(z) ∇m+1Fk(z) =
{
−H0(z) si k = 0
αHk−1(z)− γHk(z) si k > 1
avecHk(z) = ∇mFk+1(z)∇nFk(z)−∇mFk(z)∇nFk+1(z). En conside´rant les e´le´ments d0 = 1
et dk = γ
k−1/αk pour k > 1, on voit que∑
k>0
dk
[∇n+1Fk(z) ∇mFk(z)−∇nFk(z) ∇m+1Fk(z)]
est une somme te´le´scopique nulle. Pour tous les entiers m,n > 0, on peut e´crire∑
dk∇nFk(z) ∇mFk(z) =
∑
dk∇n−1Fk(z) ∇m+1Fk(z) = · · · =
∑
dkFk(z) ∇m+nFk(z)
et une e´valuation en z = 0 donne
∑
dk
[∇nFk(z) ∇mFk(z)]z=0 = [∇m+nF (z)]z=0. On
conclut comme dans la preuve de la proposition 2. 
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Remarque
Comme G(z)
z
= 1
z
(
1 − 1
F (z)
)
= F (z)−1
zF (z)
−→
z→0
F ′(0), on peut expliciter g(z) = F (z)−1
zF (z)
− F ′(0),
donc F (z) = (1 − F ′(0)z − zg(z))−1. De plus, la condition initiale g(0) = 0 et la relation
quadratique g(z) = z(α + βg(z) + γg(z)2) montrent que
g(z) =
1− βz −
√
(1− βz)2 − 4γαz2
2γz
(si γ 6= 0).
Exemples
1. Pour les nombres de Catalan Cn =
1
n+1
(
2n
n
)
, on a F (z) = 1−
√
1−4z
2z
et donc
g(z) =
1−√1− 4z − 2z
z(1−√1− 4z) − 1 =
4z − 2z(1 +√1− 4z)
4z2
− 1 = 1− 2z −
√
1− 4z
2z
.
On peut utiliser le the´ore`me avec γ = 1, β = 2 et α = 1 : on obtient detHn = 1 pour tout
entier n > 0.
Les nombres de Motzkin, de´finis par la fonction ge´ne´ratrice F (z) = 1−z−
√
1−2z−3z2
2z2
, engen-
drent les meˆmes de´terminants (avec γ = β = α = 1).
2. Les polynoˆmes de Legendre sont de´finis par F (x, z) = (1− 2xz+ z2)−1/2 et le the´ore`me
peut eˆtre utilise´ avec α = x
2−1
2
, β = x et γ = 1
2
. On trouve alors
detHn(x) =
(x2 − 1)n(n+1)/2
2n2
.
3.4 Polynoˆmes orthogonaux
Nous supposons dans ce paragraphe que A est un sous-anneau de R et nous nous plac¸ons
dans le contexte du calcul symbolique : pour une suite donne´e α ∈ F(N,A), on conside`re
l’application A-line´aire
Φ : A[x] −→ A, xn 7−→ αn.
Nous supposerons de plus que les de´terminants de Hankel sont tous positifs. Cela signifie
que pour un entier n fixe´, la matice syme´trique Hn est de´finie positive et que l’application
biline´aire
(f, g) 7−→ (f | g) := Φ(f(x)g(x))
est un produit scalaire sur Vn[x] := {P (x) ∈ A[x] : degP 6 n} (la matrice de Gram dans
la base canonique e´tant donne´e par la matrice de Hankel Hn). Comme ceci est valable pour
tout entier n > 0, cette application de´finit un produit scalaire sur A[x] = ⋃Vn[x]. Une
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famille orthogonale de polynoˆmes unitaires est alors obtenue par le proce´de´ d’orthogonal-
isation de Gram-Schmidt :
P0(x) = 1 , Pn(x) =
1
detHn−1
∣∣∣∣∣∣∣∣∣
α0 · · · αn−1 1
α1 · · · αn x
...
...
...
αn · · · α2n−1 xn
∣∣∣∣∣∣∣∣∣
pour n > 1
et on notera Pn(x) = pn,0+pn,1x+pn,2x
2+ · · ·+pn,n−1xn−1+xn (pn,n = 1). Ces polynoˆmes
unitaires admettent des coefficients dans FracA et ve´rifient une relation de re´currence a`
trois termes [34]
Pn+1(x) = (x− λn)Pn(x)− µnPn−1(x) (pour n > 1)
avec λn = pn,n−1 − pn+1,n et µn = ‖Pn(x)‖2/‖Pn−1(x)‖2.
Comme la matrice de Hankel (d’un certain ordre n) est syme´trique de´finie positive, elle
admet une unique de´composition de la forme H = LDLt ou` L est une matrice triangulaire
infe´rieure avec des 1 sur la diagonale et D = Diag(d0, d1, . . . , dn) est une matrice diagonale.
La relation L−1H(L−1)t = D montre alors que
L−1 =

p0,0 0 · · · 0
p1,0 p1,1
. . .
...
...
. . . 0
pn,0 pn,1 · · · pn,n
.
La k-ie`me ligne de L−1 est forme´e avec les coefficients de Pk(x) et on a ‖Pk(x)‖2 = dk. On
en de´duit ainsi que µk = dk/dk−1 et que detHn = ‖P0(x)‖2 · ‖P1(x)‖2 · · · ‖Pn(x)‖2.
D’autre part, la matrice M = L−1 admet le polynoˆme caracte´ristique PM(x) = (1− x)n+1
et le the´ore`me de Cayley-Hamilton permet d’exprimer formellement (avec l’ope´rateur ∇
de´fini pre´ce´demment)
L =M−1 = − 1
detM
[∇PM(x)]x=M = n+1∑
l=1
(
n+ 1
l
)
(−1)l−1M l−1.
En conside´rant les e´le´ments situe´s juste au-dessous de la diagonale de M,M2, ...,Mn, on
voit que Lk+1,k = −pk+1,k, de sorte que λk = Lk+1,k − Lk,k−1.
The´ore`me 5. Si les de´terminants de Hankel sont tous positifs et ont pu eˆtre de´termine´s
par la fonction ge´ne´ratrice exponentielle (the´ore`me 3) (resp. ordinaire, the´ore`me 4),
alors
λn = G
′(0) + nβ et µn = nα(1 + (n− 1)γ) pour tout n > 1
(resp. λ1 = β, µ1 = α et λn = β, µn = αγ pour tout n > 2)
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PREUVE. Avec les notations pre´ce´dentes et la normalisation de´sire´e, on a
µn =
dn
[
∂nFn(z)
]2
z=0
dn−1
[
∂n−1Fn−1(z)
]2
z=0
= nα(1 + (n− 1)γ)
λn =
[∂n+1Fn(z)
∂nFn(z)
− ∂
nFn−1(z)
∂n−1Fn−1(z)
]
z=0
=
1
n!αn
[
∂n+1Fn(z)− nα∂nFn−1(z)
]
z=0
.
Par la relation de re´currence e´tablie dans la preuve du the´ore`me 1, on obtient tout simple-
ment λn = G
′(0) + nβ. L’autre cas est similaire. 
Remarque
Soit α ∈ F(N,A) une suite dont la fonction ge´ne´ratrice exponentielle (resp. ordinaire)
ve´rifie les hypothe`ses du the´ore`me 3 (resp. du the´ore`me 4). On a alors de manie`re plus
explicite P0(x) = α0 = 1, P1(x) = x− α1 et la relation de re´currence
Pn+1(x) = (x− α1 − nβ)Pn(x)− nα(1 + (n− 1)γ)Pn−1(x) (pour n > 1)
dans le “cas exponentiel” (car G′(0) = F ′(0) = α1), respectivement
P2(x) = (x− β)P1(x)− αP0(x),
Pn+1(x) = (x− β)Pn(x)− αγPn−1(x) (pour n > 2)
dans le “cas ordinaire”. (On ne confondra pas le coefficient α avec la de´signation ge´ne´rique
de la suite (αn)n>0 ou avec l’un de ses e´le´ments αn . . . )
Exemples
1. Conside´rons l’application line´aire Φ : Z[x] −→ Z[x] qui envoie le polynoˆme de Pochham-
mer (x)n = x(x − 1) · · · (x − (n − 1)) sur xn et de´finissons les polynoˆmes de Bell par
Bn(x) = Φ(x
n). Soit a > 0 un entier positif. Nous avons vu que les de´terminants de Han-
kel associe´s a` la suite (Bn(a))n>0 sont tous positifs, de sorte que cette suite engendre un
produit scalaire (f | g)a = Φa(fg) := Φ(fg)
∣∣
x=a
sur Z[x]. Les polynoˆmes unitaires de´finis
re´cursivement par Pa,0(x) = 1, Pa,1(x) = x− a et la relation
Pa,n+1(x) = (x− a− n)Pa,n(x)− naPa,n−1(x) (n > 1)
en constituent un syste`me orthogonal dans Z[x] (utiliser le the´ore`me 5 avec α = a, β = 1
et γ = 0). Ces polynoˆmes, appele´s polynoˆmes de Charlier sont
Pa,n(x) = Φ
−1((x− a)n) =
n∑
k=0
(
n
k
)
(−a)n−k(x)k
On peut revoir le paragraphe 4 de la deuxie`me partie pour se raffraˆıchir la me´moire.
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2. Les nombres d’Euler, de´finis par la fonction ge´ne´ratrice exponentielle F (z) = 1/ cos z,
fournissent e´galement un produit scalaire sur Z[x] et les polynoˆmes unitaires
Q0(x) = 1, Q1(x) = x et Qn+1(x) = xQn(x)− n2Qn−1(x) (n > 1),
appele´s polynoˆmes de Meixner, constituent une famille orthogonale dans Z[x] (utiliser le
dernier the´ore`me avec α = γ = 1 et β = 0).
3. Les polynoˆmes unitaires qui forment un syste`me orthogonal pour le produit scalaire
associe´ a` la suite n! = [n!xn]x=1 sont donne´s par L0(x) = 1, L1(x) = x− 1 et
Ln+1(x) = (x− (2n+ 1))Ln(x)− n2Ln−1(x) (n > 1)
(prendre α = γ = 1 et β = 2 dans le dernier the´ore`me). Ce sont les polynoˆmes normalise´s
de Laguerre
Ln(x) =
n∑
k=0
(
n
k
)
(n)k(−1)kxn−k.
4. Si une suite α ∈ F(N,A) engendre un produit scalaire, alors il en est de meˆme pour
T aα ∈ F(N,A) car les de´terminants de Hankel associe´s aux deux suites co¨ıncident. On
peut relier les bases orthogonales respectives de la manie`re suivante.
Proposition 6. Si une base polynomiale (Pn(x))n>0 est orthogonale pour le produit
scalaire issu de α ∈ F(N,A), alors la famille (Pn(x − a))n>0 est une base orthogonale
pour le produit scalaire issu de T aα ∈ F(N,A).
PREUVE. Notons Hn (resp. Ha,n) les matrices de Hankel (d’ordre n) asssocie´es a` la suite
α (resp. T aα) et conside´rons la matrice P = (pi,j)06i,j6n dont la m-ie`me ligne est forme´e
avec les coefficients de Pm(x) = pm,0 + pm,1x+ · · ·+ pm,mxm. Par construction, la matrice
D = PHnP
t est diagonale et en reprenant les notations de la proposition 1, on a
D = PHnP
t = PSn(a)
−1Ha,n(Sn(a)−1)tP t = (PSn(−a))Ha,n(PSn(−a))t.
La matrice PSn(−a) est donc forme´e avec les coefficients d’une base polynomiale orthog-
onale associe´e au produit scalaire issu de T aα. Ces polynoˆmes sont donne´s (pour m 6 n)
par
P̂m(x) =
n∑
l=0
(PSn(−a))m,lxl =
n∑
l=0
(
n∑
k=0
(
k
l
)
(−a)k−lpm,k
)
xl.
En e´changeant les deux sommes, il vient
P̂m(x) =
n∑
k=0
pm,k
n∑
l=0
(
k
l
)
(−a)k−lxl =
n∑
k=0
pm,k(x− a)k = Pm(x− a)
et la proposition est ainsi de´montre´e. 
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3.5 Congruences
Lorsque A est un anneau unitaire commutatif et inte`gre, nous pouvons ge´ne´raliser l’exis-
tence d’un produit scalaire suppose´ dans le paragraphe pre´ce´dent au travers d’un syste`me
orthogonal de polynoˆmes unitaires. On dira donc qu’une application A-line´aire
Φ : A[x] −→ A, xn 7−→ αn
est un produit scalaire ge´ne´ralise´ lorsqu’il existe dans A[x] des polynoˆmes unitaires Pn(x)
(n > 0) avec deg Pn(x) = n, tels que
Φ(Pn(x)Pm(x)) = 0 chaque fois que m 6= n.
La famille (Pn(x))n>0 est alors appele´e syste`me orthogonal (ge´ne´ralise´) associe´. Tous les
produits scalaires qui entrent dans le contexte du paragraphe pre´ce´dent (A ⊂ R) sont des
produits scalaires ge´ne´ralise´s.
Fixons un entier m > 0. Comme les polynoˆmes Pn(x) sont unitaires, on peut alors trouver
une de´composition
xm =
m∑
k=0
〈m
k
〉
Pk(x) avec
〈m
k
〉
∈ A
(on a e´videmment
〈
m
m
〉
= 1 et on peut poser
〈
m
k
〉
= 0 si k > m). Cela montre que
Φ(xmPn(x)) =
m∑
k=0
〈m
k
〉
Φ(Pk(x)Pn(x)) =
〈m
n
〉
Φ(Pn(x)
2)
et par line´arite´, on obtient
Proposition 7. Un syste`me orthogonal (Pn(x))n>0 associe´ a` un produit scalaire ge´ne´ra-
lise´ Φ fournit des congruences pour la “suite des moments” αn = Φ(x
n) : on a
Φ(f(x)Pn(x)) ≡ 0 mod Φ(Pn(x)2)A
pour tout polynoˆme f(x) ∈ A[x].
Remarque
Lorsque A est un sous-anneau de R et les de´terminants de Hankel ve´rifient la condition du
the´ore`me 5, l’application Φ engendre un produit scalaire (ordinaire) qui admet une base
orthogonale de polynoˆmes unitaires Pn(x) dans A[x]. On a alors
Φ(xmPn(x)) =
1
detHn−1
∣∣∣∣∣∣∣∣∣
α0 · · · αn−1 αm
α1 · · · αn αm+1
...
...
...
αn · · · α2n−1 αm+n
∣∣∣∣∣∣∣∣∣
et Φ(Pn(x)
2) = ‖Pn(x)‖2 = Φ(xnPn(x)) = detHn/ detHn−1 (pour n > 1).
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3.5.1 Polynoˆmes de Bell
Nous avons vu que pour tout entier a > 0, l’application line´aire
Φa : Z[x] −→ Z, xn 7−→ Bn(a)
engendre un produit scalaire sur Z[x] pour lequel un syste`me orthogonal est donne´ par les
polynoˆmes (unitaires) de Charlier
Pa,n(x) = Φ
−1((x− a)n) =
n∑
k=0
(
n
k
)
(−a)n−k(x)k
ou` Φ : Z[x] −→ Z[x], xn 7−→ Bn(x). Pour tout n > 1, la proposition fournit une congruence
modulo n!an. Par exemple, les nombres de Bell (a = 1) ve´rifient
n = 2 : Bm+2 ≡ Bm +Bm+1 mod 2
n = 3 : Bm+3 ≡ Bm + 4Bm+1 mod 6
n = 4 : Bm+4 ≡ 23Bm + 19Bm+2 + 10Bm+3 mod 24
n = 5 : Bm+5 ≡ Bm + 31Bm+1 + 25Bm+2 + 45Bm+3 + 15Bm+4 mod 120
Pour ge´ne´raliser, on peut remplacer les entiers a > 0 par une variable z et conside´rer
pour A = Z[z] l’application A-line´aire Φz : A[x] −→ A, xn 7−→ Bn(z). Les polynoˆmes
Pz,n(x) ∈ A[x] sont unitaires et pour m 6= n, le polynoˆme Φz(Pz,n(x)Pz,m(x)) (dans Z[z])
est identiquement nul puisqu’il s’annule pour tout entier z = a > 0. Ainsi la famille
(Pz,n(x))n>0 est un syste`me orthogonal et Φz est un produit scalaire ge´ne´ralise´ (voir §2.4).
Nous allons donc pouvoir e´tablir des congruences pour les polynoˆmes de Bell.
Etant donne´ un nombre premier p quelconque, on peut plonger la situation dans l’anneau
Zp des entiers p-adiques et conside´rer A = Zp[z] au lieu de Z[z] dans ce qui pre´ce`de. En
rappelant que (
np
kp
)
≡
(
n
k
)
mod npZp et
(
np
k
)
≡ 0 mod npZp si p - k
d’une part (la relation (x + 1)np ≡ (xp + 1)n mod npZp[x] de´coule du TAF (voir §1.2) ou
directement du fait qu’elle est valable pour n = 1 (avec la proposition 1 de §2.2)) et que
(x)kp ≡ (xp − x)k mod kp
2
Zp[x]
(voir §2.6, proposition 3) d’autre part, on peut e´crire modulo (np/2)Zp[z][x]
Pz,np(x) =
np∑
k=0
(
np
k
)
(−z)np−k(x)k ≡
n∑
k=0
(
n
k
)
(−zp)n−k(x)kp ≡ (xp − x− zp)n.
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Pour tout entier n > 0 et tout polynoˆme f(x) ∈ Zp[x], on a donc
Φz((x
p − x− zp)nf(x)) ≡ Φz(Pz,np(x)f(x)) ≡ 0 mod np
2
Zp[z]
(la premie`re congruence a lieu modulo (np/2)Zp[z] alors que la deuxie`me est valable modulo
(np)!znpZp[z]). Ceci nous permet d’e´tablir (toujours modulo (np/2)Zp[z])
Φz(x
npf(x)) = Φz
(
n∑
k=0
(
n
k
)
(xp − x− zp)k(x+ zp)n−kf(x)
)
≡ Φz((x+ zp)nf(x)).
Par induction, nous retrouvons alors la congruence ge´ne´rale de §2.7 :
Φz(x
npνf(x)) ≡ Φz((x+ zp)npν−1f(x)) ≡ Φz((x+ zp + zp2)npν−2f(x))
≡ · · · ≡ Φz((x+ zp + zp2 + · · ·+ zpν )nf(x)) mod np
2
Zp[z].
Remarque
En appliquant l’ope´rateur Φ−1 a` la relation
Bm(x) =
m∑
l=0
{m
l
}
xl =
m∑
l=0
{m
l
} l∑
k=0
(
l
k
)
(x− z)kzl−k
et en e´changeant les deux sommes, on obtient
xm =
m∑
k=0
〈m
k
〉
Pz,k(x) avec
〈m
k
〉
=
m∑
l=k
{m
l
}( l
k
)
zl−k
3.5.2 Nombres d’Euler
Les nombres d’Euler (avec se´rie de Hurwitz F (z) = 1/ cos z) engendrent un produit scalaire
sur Z[x] pour lequel une base orthogonale est donne´e par les polynoˆmes de Meixner
Q0(x) = 1, Q1(x) = x et Qn+1(x) = xQn(x)− n2Qn−1(x) (n > 1).
Pour chaque entier n > 1, ils permettent de trouver une congruence modulo (n!)2 :
n = 2 : Em+2 ≡ Em mod 4
n = 3 : Em+3 ≡ 5Em+1 mod 36
n = 4 : Em+4 ≡ 14Em+2 − 9Em mod 576
n = 5 : Em+5 ≡ 30Em+3 − 89Em+1 mod 14400
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Comme les nombres d’indices impairs sont nuls, les congruences inte´ressantes sont celles
ou` m et n ont meˆme parite´. En travaillant avec E˜n = E2n, on obtiendrait par exemple
n = 2 : E˜m+1 ≡ E˜m ≡ · · · ≡ E˜0 = 1 mod 4
n = 3 : E˜m+2 ≡ 5E˜m+1 ≡ · · · ≡ 5mE˜2 = 5m+1 mod 36
n = 5 : E˜m+3 ≡ E˜m+1 ≡ · · · ≡
{
E˜1 = 1 si m est pair
E˜2 = 5 sinon
mod 30
Pour e´tablir des congruences pour les nombres d’Euler En (ou E˜n), il nous faut tout d’abord
en trouver pour les polynoˆmes de Meixner.
Proposition 8. Pour tout nombre premier p 6= 2, nous avons la congruence polynomiale
Qp(x) ≡ xp − (−1)(p−1)/2x mod pZp[x].
PREUVE. Nous pouvons expliciter Qn(x) =
[
∂n
(
(1 + z2)−1/2 exp(x arctan z)
)]
z=0
ou` ∂ est
l’ope´rateur de de´rivation par rapport a` z. Une premie`re astuce consiste a` remarquer que
g(z) = (1 + z2)1/2 est un e´le´ment de Zp[[z
2]] qui ve´rifie
[
∂2mg(z)
]
z=0
=
(
1/2
m
)
(2m)! =
1
2
(1
2
− 1
)
· · ·
(1
2
− (m− 1)
)(2m)!
m!
.
Ainsi, puisque p est impair, on a
[
∂kg(z)
]
z=0
∈ kZp pour tout k > 0. On en de´duit que
[
∂np exp(x arctan z)
]
z=0
=
np∑
k=0
(
np
k
)[
∂kg(z)
]
z=0
Qnp−k(x)
est congru, modulo npZp[x], a`
n∑
k=0
(
n
k
)[
∂kpg(z)
]
z=0
Q(n−k)p(x) ≡ Qnp(x).
Pour le proble`me qui nous inte´resse, nous pouvons donc remplacer les polynoˆmes Qn(x)
par Q̂n(x) =
[
∂n exp(x arctan z)
]
z=0
. Cette nouvelle suite, qui a e´te´ e´tudie´e notamment
par L. Carlitz, peut eˆtre de´finie recursivement par
Q̂0(x) = 1, Q̂1(x) = x et Q̂n+1(x) = xQ̂n(x)− n(n− 1)Q̂n−1(x) (n > 1).
La formule de Faa` di Bruno [14] affirme que si f et g sont des fonctions posse`dant un
nombre suffisant de de´rive´es, alors
∂ng(f(z)) =
∑′ n!
m1!m2! · · ·mn! g
(m1+···+mn)(f(z))
(f ′(z)
1!
)m1(f ′′(z)
2!
)m2 · · ·(f (n)(z)
n!
)mn
ou`
∑′
indique que la somme porte sur tous les n-uplets (m1, m2, ..., mn) ∈ Nn ve´rifiant
m1 + 2m2 + · · ·+ nmn = n.
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En particulier, pour n = p premier et f(z) =
∑
n>1 an
zn
n
, on obtient
[∂p exp(f(z))]z=0 =
∑′ p!
m1!m2! · · ·mp!
(a1
1
)m1(a2
2
)m2 · · ·(ap
p
)mp
.
On remarque que si un anneau A contient les coefficients a1, . . . , ap, alors la somme ci-
dessus est congrue a` ap1 − ap modulo pA. La proposition provient alors simplement du fait
que pour f(z) = x arctan z, on a a2k = 0 et a2k+1 = (−1)kx (k > 0) dans A = Zp[x].
Cette remarque permet e´galement de retrouver la congruence Bp(x) ≡ xp + x mod pZp[x]
pour les polynoˆmes de Bell de´finis par la se´rie de Hurwitz F (z) = exp(x(ez − 1)) : les
e´le´ments ak = x/(k − 1)! sont dans Zp[x] pour tout k = 1, . . . , p. 
De nombreux essais nume´riques laissent a` penser que la proposition peut eˆtre ge´ne´ralise´e :
Conjecture. Qnp(x) ≡ Qnp (x) ≡ (xp − (−1)(p−1)/2x)n mod npZp[x] (pour p 6= 2).
Cette conjecture impliquerait alors
Em+np ≡ (−1)n(p−1)/2Em+n mod npZp et E˜m+np ≡ E˜m+n mod npZp.
En effet, si on pose s = (−1)(p−1)/2 et on conside`re l’ope´rateur line´aire Φ : xn 7−→ En, on
voit que la diffe´rence
Em+np − snEm+n = Φ
(
xm
(
xnp − (sx)n)) = Φ(xm n∑
k=1
(
n
k
)
(sx)n−k(xp − sx)k
)
serait congrue modulo npZp, a`
n∑
k=1
(
n
k
)
Φ
(
xm(sx)n−kQkp(x)
)
, mais cette somme est nulle
(modulo npZp) par la proposition 7. La preuve (ou une re´futation) de la conjecture est
laisse´e en suspens mais quoi qu’il en soit, la proposition 8 montre qu’elle est valable (de
meˆme que les congruences de´rive´es ci-dessus) pour n = 1.
Remarque
Certaines congruences peuvent eˆtre obtenues directement a` l’aide des de´terminants de
Hankel, sans avoir recours a` un syste`me orthogonal. Cela a e´te´ le cas pour la congruence
de Radoux (§2.11) et dans le meˆme ordre d’ide´e, pour p premier, on a (modulo pZ)
( p−1∏
k=0
k!
)2
=
∣∣∣∣∣∣∣∣∣∣
0! 1! · · · (p− 1)!
1! 2! · · · p!
...
...
...
(p− 1)! p! · · · (2(p− 1))!
∣∣∣∣∣∣∣∣∣∣
≡
∣∣∣∣∣∣∣∣∣∣
0! 1! · · · (p− 1)!
1! . .
.
0
... . .
.
. .
. ...
(p− 1)! 0 · · · 0
∣∣∣∣∣∣∣∣∣∣
donc
(∏p−1
k=0 k!
)2
≡ (−1)(p−1)p/2((p− 1)!)p ≡ −(−1)(p−1)p/2 mod pZ.
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3.6 Crite`re de rationalite´
Les de´terminants de Hankel sont fort utiles pour e´tablir certaines congruences mais leur
importance ne s’arreˆte pas la`, ils fournissent e´galement un crite`re de rationalite´ tre`s e´le´gant
[2], dont nous nous permettons de rappeler l’e´nonce´ ainsi que la preuve.
The´ore`me 9. Soit (an)n>0 une suite dans un anneau commutatif unitaire inte`gre A et
notons
H [k]n =

ak ak+1 · · · ak+n
ak+1 ak+2 · · · ak+n+1
...
...
...
ak+n ak+n+1 · · · ak+2n
 (k, n ∈ N)
le de´terminant de Hankel d’ordre n associe´ a` la sous-suite (ak+n)n>0. Alors les assertions
suivantes sont e´quivalentes
1. la se´rie formelle f(X) =
∑
n>0 anX
n ∈ A[[X]] de´crit une fonction rationnelle,
2. il existe deux entiers N et K tels que detH
[k]
N = 0 pour tout k > K,
3. il existe un entier N tel que detHn = 0 pour tout n > N .
PREUVE. Notons que comme A est commutatif unitaire et inte`gre, il en est de meˆme pour
A[X] et ces anneaux admettent chacun un corps des fractions. Nous pouvons ainsi plonger
A dans FracA et la premie`re assertion a bien un sens dans FracA[X].
1) =⇒ 3) Supposons que f(X) = P (X)/Q(X) soit une fonction rationnelle et e´crivons
Q(X) = q0 + q1X + · · · + qkXk ∈ A[X] avec qk 6= 0 (i.e. k = degQ). Pour tout entier
n > max(degP, degQ), le coefficient devant Xn dans la relation Q(X)f(X) = P (X) est∑k
i=0 qian−i = 0. Vectoriellement, on obtient la de´pendance line´aire
q0

an
an+1
...
a2n
+ q1

an−1
an
...
a2n−1
 + · · ·+ qk

an−k
an+1−k
...
a2n−k
 =

0
0
...
0

et donc detHn = 0 (pour tout n comme ci-dessus).
3) =⇒ 2) On montre que si detHn = 0 pour tout n > N , alors detH [k]n = 0 pour tout
n > N et tout k > 0. Ceci de´coule par induction sur k > 0 de l’implication
detH [k]n = detH
[k]
n+1 = 0 =⇒ detH [k+1]n = 0.
En effet, si detH
[k]
n est nul, on a une de´pendance line´aire non triviale entre les colonnes
de H
[k]
n , disons α0Ck + α1Ck+1 + · · · + αnCk+n = 0. Si α0 = 0, on a une de´pendance
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line´aire α1Ck+1 + · · · + αnCk+n = 0 entre les colonnes de H [k+1]n et donc detH [k+1]n = 0.
Dans le cas contraire, on peut remplacer dans la matrice H
[k]
n+1 la premie`re colonne C
′
k par
C ′k − (α1C ′k+1 + · · ·+ αnC ′k+n)/α0 :
H
[k]
n+1 ∼

0 ak+1 · · · · · · ak+n ak+n+1
0 ak+2 · · · · · · ak+n+1 ak+n+2
...
...
...
...
0 ak+n+1 · · · · · · ak+2n ak+2n+1
β ak+n+2 · · · · · · ak+2n+1 ak+2n+2

Cette transformation ne change pas le de´terminant : detH
[k]
n+1 = β · detH [k+1]n est nul (par
hypothe`se). On en de´duit que detH
[k+1]
n = 0 ou β = 0 mais ce deuxie`me cas implique le
premier puisque la sous-matrice de taille n×n situe´e en bas a` gauche a le meˆme de´terminant
que H
[k+1]
n (en d’autres termes, on a detH
[k+1]
n = β · detH [k+2]n−1 ).
2) =⇒ 1) Supposons que l’ensemble
{n ∈ N : il existe K tel que detH [k]n = 0 pour tout k > K}
soit non vide et conside´rons son e´le´ment minimal N ∈ N. Le cas d’une suite (an)n>0 nulle a`
partir d’un certain rang e´tant trivial (f(X) est simplement un polynoˆme), on peut supposer
que N > 1. On remarque alors que, pour un entier fixe´ k > K, la matrice H
[k]
N est de rang
N car detH
[k]
N−1 est non nul : dans le cas contraire, le re´sultat ci-dessus montrerait que
detH
[k+1]
N−1 = 0 pour tout k ∈ K, contredisant la minimalite´ de N . L’e´quation H [k]N Y = 0
admet ainsi une solution (unique a` multiple pre`s) Y = t(y0 . . . yN−1 yN) ∈ AN+1 avec
yN 6= 0. Toute solution correspondant a` k = K correspond alors a` tout entier k > K :
comme la dernie`re ligne de H
[k+1]
N est une combinaison line´aire des lignes pre´ce´dentes, la
condition H
[k]
N Y = 0 implique H
[k+1]
N Y = 0. On a ainsi
aky0 + ak+1y1 + · · ·+ ak+NyN = 0 pour tout k > K
et (yN + yN−1X + · · ·+ y1XN−1+ y0XN)f(X) est un polynoˆme de degre´ < N +K puisque
pour k > K, le coefficient devant xN+k dans ce produit est
∑N
i=0 yiak+i = 0. 
Remarque
L’implication 3) =⇒ 2) s’obtient e´galement avec l’identite´ de Sylvester [2]. Elle se traduit
pour les matrices conside´re´es ici par la relation(
detH [k+1]n
)2
=
(
detH [k+2]n
)(
detH [k]n
)− ( detH [k]n+1)( detH [k+2]n−1 ),
que l’on peut prolonger lorsque n = 0 en posant detH
[k]
−1 = 1.
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3.7 Chaˆınes a` accroissements ponde´re´s
Dans ce paragraphe, nous donnons une interpre´tation combinatoire des coefficients α, β
et γ qui interviennent dans les the´ore`mes 3 et 4, fournissant par la meˆme occasion une
certaine interpre´tation des suites rencontre´es. Notre point de de´part est la combinatoire
des chemins [11].
Soit n > 0 un entier positif. On appelle n-chaˆıne la donne´e de n + 1 entiers σ0, . . . , σn
tels que les accroissements δk = σk+1 − σk (k = 0, . . . , n− 1) prennent leurs valeurs dans
{−1, 0, 1} et on note σ = (σ0 → σ1 → · · · → σn). Une 1-chaˆıne est e´galement appele´e
maillon. On peut visualiser σ par un chemin dans N× Z en reliant les points (k, σk) :
σ = (0→ 1→ 1→ 2→ 3→ 2→ 2→ 1→ 0→ −1)
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On compose deux chaˆınes µ = (µ0 → · · · → µm) et σ = (σ0 → · · · → σn) en translatant la
deuxie`me de manie`re a` ce qu’elle puisse prolonger la premie`re :
σµ = (µ0 → · · · → µm−1 → µm → σ1 − σ0 + µm → · · · → σn − σ0 + µm).
L’ensemble des chaˆınes (de longueur quelconque) est un mono¨ıde C non commutatif et la
fonction qui associe a` une chaˆıne sa longueur est un homomorphisme de mono¨ıdes C −→ N :
la composition d’une m-chaˆıne avec une n-chaˆıne est une (m+n)-chaˆıne. Une 0-chaˆıne est
un e´le´ment neutre pour la composition et une n-chaˆıne est simplement la composition de
n maillons. On peut munir C d’une relation d’e´quivalence de manie`re naturelle : on dit que
deux chaˆınes µ et σ sont e´quivalentes (et on note µ ∼ σ) si elles ont la meˆme longueur et
si les diffe´rences σk − µk sont inde´pendantes de k. La composition s’e´tend e´videmment sur
le mono¨ıde quotient C/∼ avec la proprie´te´ d’eˆtre simplifiable :
si [ σ1µ ] = [ σ2µ ] ou [µσ1 ] = [µσ2 ], alors [ σ1 ] = [ σ2 ].
De plus, la fonction longueur reste un homomorphisme bien de´fini (C/∼) −→ N.
On dit qu’une n-chaˆıne est a` accroissements ponde´re´s lorsque l’on fait correspondre a`
chaque k = 0, 1, . . . , n−1 un entier wk > 1. On note alors σ = (σ0 w0−→ σ1 w1−→ · · · wn−1−→ σn).
On dira encore que ces accroissements sont majore´s par une fonction ψ : Z −→ N lorsque
les poids w1, . . . , wn−1 conside´re´s ve´rifient 1 6 wk 6 ψ(σk). Cette fonction ψ peut de´pendre
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du type de l’accroissement, elle est alors de´finie par trois applications ψ−, ψ0, ψ+ : Z −→ N
de la manie`re suivante :
ψ(σk) =

ψ−(σk) si δk = −1
ψ0(σk) si δk = 0
ψ+(σk) si δk = +1
(pour eˆtre un peu plus formel, on peut voir ψ comme application Z× {−1, 0,+1} −→ N).
Notons E
[n]
i,j (ψ) l’ensemble des n-chaˆınes σ = (σ0
w0−→ σ1 w1−→ · · · wn−1−→ σn) d’extreˆmite´s
σ0 = i, σn = j, avec σk > min{i, j} pour tout k et dont les accroissements sont majore´s
par ψ = {ψ−, ψ0, ψ+}. Nous nous proposons de calculer les de´terminants de Hankel associe´s
a` la suite N
[n]
i,j (ψ) = #E
[n]
i,j (ψ) pour certains entiers i et j fixe´s.
Illustration : on conside`re une chaˆıne dans E
[n]
i,j (ψ) en ignorant d’abord les ponde´rations puis
on comple`te en ajoutant a` chaque altitude autant de maillons que la fonction ψ le permet
(quitte a` exclure simplement la chaˆıne initiale lorsque la fonction ψ est nulle a` une certaine
altitude). Chaque choix de parcours fournit alors une chaˆıne a` accroissements majore´s par
ψ. Dans l’exemple qui suit, nous comple´tons σ = (0 → 1 → 2 → 1 → 1 → 0) dans
E
[5]
0,0(ψ−(k) = k, ψ0(k) = k+1, ψ+(k) = k+2), ce “squelette” donne lieu a` 2 · 3 · 2 · 2 = 24
chaˆınes ponde´re´es possibles selon la fonction de majoration ψ conside´re´e :
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Comme il faut conside´rer tous les “squelettes” possibles, nous voyons combien il est difficile
d’identifier une suite N
[n]
i,j (ψ) (n > 0), mais nous allons donner une me´thode permettant
de le faire dans certains cas.
Nous pouvons de´ja` supposer que i 6 j graˆce a` la relation
N
[n]
i,j (ψ−(k), ψ0(k), ψ+(k)) = N
[n]
j,i (ψ+(k − 1), ψ0(k), ψ−(k + 1))
et par translation, nous nous ramenons au cas ou` i = 0 :
N
[n]
i,j (ψ−(k), ψ0(k), ψ+(k)) = N
[n]
0,j−i(ψ−(k + i), ψ0(k + i), ψ+(k + i)).
De manie`re ge´ne´rale, la composition de deux chaˆınes a` accroissements majore´s par ψ n’est
permise que si elle s’effectue sans translation (c’est-a`-dire lorsque la deuxie`me chaˆıne com-
mence a` l’altitude finalement atteinte par la premie`re) afin qu’elle puisse respecter la fonc-
tion de majoration ψ. S’e´tant ramene´ au cas i = 0, il nous faut donc conside´rer e´galement
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j = 0. Les e´le´ments de E
[n]
0,0 = E
[n]
0,0(ψ) sont parfois [30] appele´s chemins de Motzkin value´s,
ou chemin de Dyck lorsque ψ0 = 0, c’est-a`-dire lorsque les chaˆınes conside´re´es n’ont aucun
accroissement nul.
Dans un premier temps, nous pouvons e´crire
E
[m+n]
0,0 =
∐
k>0
E
[m]
0,kE
[n]
k,0 donc N
[m+n]
0,0 =
∑
k>0
N
[m]
0,k N
[n]
k,0.
La re´union disjointe et la somme sont finies puisqu’elles portent sur k = 0, 1, . . . ,min(m,n).
Pour de tels indices k, nous avons e´galement les de´compositions
E
[m]
0,k =
∐
M
E
[m0]
0,0 (0
∗−→ 1)E[m1]1,1 (1 ∗−→ 2) · · · (k − 1 ∗−→ k)E[mk]k,k
E
[m]
k,0 =
∐
M
E
[mk]
k,k (k
∗−→ k − 1)E[mk−1]k−1,k−1(k − 1 ∗−→ k − 2) · · · (1 ∗−→ 0)E[m0]0,0
ou` les re´unions disjointes portent sur M = {(m0, m1, . . . , mk) ∈ Nk+1 :
∑
mi = m − k}.
En prenant le cardinal, il suit
N
[m]
0,k = ψ+(0)ψ+(1) · · ·ψ+(k − 1)
∑
M
N
[m0]
0,0 N
[m1]
1,1 · · ·N [mk ]k,k ,
N
[m]
k,0 = ψ−(k)ψ−(k − 1) · · ·ψ−(1)
∑
M
N
[mk ]
k,k N
[mk−1]
k−1,k−1 · · ·N [m0]0,0 .
Si ψ− est positive sur N \ {0}, nous pouvons ainsi e´crire
N
[m+n]
0,0 =
∑
k>0
N
[m]
0,k N
[n]
k,0 = N
[m]
0,0 N
[n]
0,0 +
∑
k>1
ψ+(0)ψ+(1) · · ·ψ+(k − 1)
ψ−(1)ψ−(2) · · ·ψ−(k) N
[m]
k,0N
[n]
k,0.
On remarque encore que N
[n]
k,0 = 0 si k > n et que N
[n]
n,0 = ψ−(n)ψ−(n − 1) · · ·ψ−(1) (car
E
[n]
n,0 ne contient que les chaˆınes (n
∗−→ n − 1 ∗−→ · · · ∗−→ 0)). On peut donc conclure
comme dans la proposition 2 en conside´rant les e´le´ments
dk =
ψ+(0)ψ+(1) · · ·ψ+(k − 1)
ψ−(1)ψ−(2) · · ·ψ−(k) (= 1 si k = 0).
The´ore`me 10. Les de´terminants de Hankel associe´s aux entiers N
[n]
0,0(ψ−, ψ0, ψ+) sont
detHn(ψ) =
n∏
k=0
dk
[
N
[k]
k,0
]2
=
n∏
k=0
ψ+(0)ψ+(1) · · ·ψ+(k − 1)ψ−(1)ψ−(2) · · ·ψ−(k)
=
(
ψ+(0)ψ−(1)
)n(
ψ+(1)ψ−(2)
)n−1 · · · (ψ+(n− 1)ψ−(n))1,
et ne de´pendent donc pas de la fonction ψ0
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La dernie`re formulation rappelle que ψ+(k) et ψ−(k + 1) vont toujours de pair : a` un ac-
croissement positif depuis une altitude k correspond force´ment un accroissement ne´gatif
depuis l’altitude k + 1. En fait, ψ+(k)ψ−(k + 1) de´crit le nombre de “pics” que l’on peut
choisir depuis l’altitude k selon la fonction de majoration ψ. Ces quantite´s sont tre`s im-
portantes et ne cesseront d’apparaˆıtre par la suite. Lorsqu’elles sont strictement positives
(pour tout k > 0), tous les de´terminants de Hankel le sont e´galement, et l’application
line´aire de´finie par Φ : xn 7−→ N [n]0,0(ψ−, ψ0, ψ+) s’e´tend en un produit scalaire sur Z[x]. Les
polynoˆmes unitaires orthogonaux associe´s ve´rifient une relation de re´currence (voir §3.4)
Pn+1(x) = (x− λn)Pn(x)− µnPn−1(x) (n > 1)
avec µn = ‖Pn(x)‖2/‖Pn−1(x)‖2 et λn =
(
N
[n+1]
n,0 /N
[n]
n,0
)− (N [n]n−1,0/N [n−1]n−1,0).
On remarque que N
[n+1]
n,0 = (ψ0(n) + ψ0(n− 1) + · · ·+ ψ0(0))N [n]n,0 car E[n+1]n,0 est constitue´
des chaˆınes qui admettent un accroissement ne´gatif a` chaque altitude n, . . . , 1 et un seul
accroissement constant a` une altitude n, . . . , 0. D’autre part, on a
‖Pn(x)‖2 = detHn/ detHn−1 = ψ+(0)ψ+(1) · · ·ψ+(n− 1)ψ−(1)ψ−(2) · · ·ψ−(n).
Tout ceci montre
The´ore`me 11. Les polynoˆmes unitaires orthogonaux associe´s a` la suite N
[n]
0,0(ψ−, ψ0, ψ+)
ve´rifient la relation de re´currence
Pn+1(x) = (x− ψ0(n))Pn(x)− ψ+(n− 1)ψ−(n)Pn−1(x) (n > 1)
avec les conditions initiales P0(x) = 1 et P1(x) = x−N [1]0,0 = x− ψ0(0).
Le re´sultat suivant est le bienvenu pour comparer deux suites.
Proposition 12. Des suites (αn)n>0 et (βn)n>0 qui ve´rifient α0 = β0 et qui engendrent
un meˆme syste`me orthogonal de polynoˆmes unitaires (dans le cas ou` elles engendrent
des de´terminants de Hankel strictement positifs) co¨ıncident : αn = βn pour tout n > 0.
PREUVE. Les applications line´aires de´finies sur la base canonique par Φ1 : x
n 7−→ αn et
Φ2 : x
n 7−→ βn peuvent s’e´tendre en un produit scalaire surA[x] par (f | g)i = Φi(f(x)g(x))
(i = 1, 2). Pour un entierm > 0 fixe´, on peut de´composer xm =
∑〈m
k
〉
Pk(x) ou` (Pn(x))n>0
est le syste`me orthogonal commun a` ces deux produits scalaires. On voit alors que
Φi(x
m) =
∑〈m
k
〉
ΦiPk(x) =
∑〈m
k
〉
(Pk(x) | P0(x))i =
〈m
0
〉
‖P0(x)‖2i =
〈m
0
〉
Φi(x
0)
co¨ıncide pour i = 1 et i = 2. 
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Corollaires et exemples
1. N
[n]
0,0(ψ−(k), ψ0(k), ψ+(k)) = N
[n]
0,0(ψ+(k − 1), ψ0(k), ψ−(k + 1)),
2. N
[n]
0,0(ψ−(k), ψ0(k), ψ+(k)) = N
[n]
0,0(ψ−(k)ψ+(k − 1), ψ0(k), 1),
3. N
[n]
0,0(ψ−(k), ψ0(k), ψ+(k)) = N
[n]
0,0(1, ψ0(k), ψ−(k + 1)ψ+(k)).
D’un point de vue combinatoire, ces trois proprie´te´s de´coulent du fait qu’une chaˆıne dans
E
[n]
0,0(ψ−, ψ0, ψ+) pre´sente autant d’accroissements positifs a` une altitude k que d’accroisse-
ments ne´gatifs a` l’altitude k+1. On peut donc faire porter les poids possibles des accroisse-
ments positifs sur les accroissements ne´gatifs, et re´ciproquement.
Si les de´terminants d’une suite α ∈ F(N,A) sont tous positifs et ont pu eˆtre de´termine´s
par le the´ore`me 3 (avec des coefficients α, β et γ), alors on a automatiquement α0 = 1 et
αn = N
[n]
0,0(kα, α1 + βk, 1 + kγ) = N
[n]
0,0(k, α1 + βk, (1 + kγ)α).
Par exemple, on trouve :
4. Nombres de Bell : pour tout entier a > 0, on a
Bn(a) = N
[n]
0,0(k, k + a, a) et Bn+1(a) = N
[n]
0,0(k, k + a(a+ 1), a)
5. Nombres d’Euler : En = N
[n]
0,0(k, 0, k + 1)
6. Factorielles : n! = N
[n]
0,0(k, 2k + 1, k + 1) et
(n+ 1)! = N
[n]
0,0(k, 2(k + 2), k + 2) = N
[n]
0,0(k + 1, 2(k + 1), k + 1)
Plus ge´ne´ralement : (r − 1 + n)!/(r − 1)! = N [n]0,0(k, 2k + r, k + r)
7. Involutions : pour tout entier a > 0, on a In(a) = N
[n]
0,0(k, a, 1)
8. De´rangements : Dn(a) = N
[n]
0,0(ka
2, a− 1 + 2ak, k + 1) pour tout entier a > 0
Le cas “ordinaire” (i.e. les de´terminants de α ∈ F(N,A) sont tous positifs et ont pu eˆtre
de´termine´s par le the´ore`me 4) est plus de´licat. On a par exemple :
9. Nombres de Motzkin : Mn = N
[n]
0,0(1, 1, 1)
10. Nombres de Catalan : Cn = N
[n]
0,0(1, 1 + χ(k), 1) avec χ(0) = 0 et χ(k) = 1 si k > 1.
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Remarque
S’il existe une fonction ψ̂− : N \ {0} −→ N (prolonge´e par ψ̂−(0) = 0) ve´rifiant
ψ̂−(2k + 2)ψ̂−(2k + 1) = ψ−(k + 1) et ψ̂−(2k) + ψ̂−(2k + 1) = ψ0(k)
pour tout k > 0, alors N
[n]
0,0(ψ−, ψ0, 1) = N
[2n]
0,0 (ψ̂−, 0, 1) : une bijection entre E
[n]
0,0(ψ−, ψ0, 1)
et E
[2n]
0,0 (ψ̂−, 0, 1) est donne´e par l’homomorphisme de mono¨ıde de´fini sur un maillon en
posant pour tout k > 0 :
F (k
1−→ k + 1) = (2k 1−→ 2k + 1 1−→ 2k + 2)
F (k + 1
ψ−−→ k) = (2k + 2 bψ−−→ 2k + 1 bψ−−→ 2k)
F (k
ψ0−→ k) = (2k 1−→ 2k + 1 bψ−−→ 2k) ou (2k bψ−−→ 2k − 1 1−→ 2k)
(les fle`ches sont surmonte´es de leur ponde´ration maximale possible). En termes plus image´s,
on “double” chaque maillon en choisissant de remplacer un accroissement plat par un “pic”
ou un “creux”. On prolonge ensuite a` toute chaˆıne par la proprie´te´ F (σµ) = F (σ)F (µ).
Ainsi les nombres de Catalan sont souvent de´finis par Cn = N
[2n]
0,0 (1, 0, 1), a` la place de
Cn = N
[n]
0,0(1, 1 + χ(k), 1) comme nous l’avons trouve´ ci-dessus.
De meˆme, on a vu que n! = N
[n]
0,0(k, 2k + 1, k + 1) = N
[n]
0,0(k
2, 2k + 1, 1) et on peut
e´galement e´crire n! = N
[2n]
0,0 (dk/2e, 0, 1). Une bijection entre Sym(n) et E[2n]0,0 (dk/2e, 0, 1)
est donne´e dans [30] : il s’agit de la bijection de Viennot-de Me´dicis avec les “histoires de
Laguerre subdivise´es”. Une bijection entre Sym(n+ 1) et E
[n]
0,0(k + 1, 2(k + 1), k + 1) est
donne´e explicitement par la de´composition de Franc¸on-Viennot [11].
3.8 Fractions continues
Pour n > 0, la de´composition
E
[n+1]
i,i = (i
∗−→ i)E[n]i,i
∐ n−1∐
k=0
(i ∗−→ i+ 1)E[k]i+1,i+1(i+ 1 ∗−→ i)E[n−1−k]i,i
montre que N
[n+1]
i,i = ψ0(i)N
[n]
i,i + ψ+(i)ψ−(i+ 1)
n−1∑
k=0
N
[k]
i+1,i+1N
[n−1−k]
i,i .
Les fonctions ge´ne´ratrices ordinaires Fi(z) =
∑
N
[n]
i,i z
n sont donc relie´es par
Fi(z)− 1
z
= ψ0(i)Fi(z) + zψ+(i)ψ−(i+ 1)Fi+1(z)Fi(z).
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En d’autres termes, on a Fi(z) = (1−zψ0(i)−z2ψ+(i)ψ−(i+1)Fi+1(z))−1 et en ite´rant cette
relation, on aboutit formellement a` une fraction continue de type “Jacobi” pour F0(z) :
F0(z) =
1
1− zψ0(0)− z2 ψ+(0)ψ−(1)
1− zψ0(1)− z2 ψ+(1)ψ−(2)
1− zψ0(2)− z2ψ+(2)ψ−(3). . .
Il est commode d’introduire la notation F0(z) = Jz
[
ψ0(k), ψ+(k)ψ−(k + 1) : k > 0
]
et de
manie`re plus ge´ne´rale, on a Fi(z) = Jz
[
ψ0(k), ψ+(k)ψ−(k + 1) : k > i
]
par translation. Le
m-ie`me convergent de la fraction continue de F0(z) est
Pm(z)/Qm(z) = Jz
[
ψ0(k), ψ+(k)ψ−(k + 1) : k = 0, 1, . . . , m].
Il s’agit de la fonction ge´ne´ratrice ordinaire associe´e aux nombres N
[n]
0,0(ψ−, ψ0, ψ+χ) avec
χ(k) = 1 si k 6 m et χ(k) = 0 sinon.
Exemple : fraction continue de
∑
n!zn
La se´rie
∑
n!zn ayant fortement motive´ cette the`se, il convient de conclure ce travail avec
elle. Comme on a n! = N
[n]
0,0(k, 2k+1, k+1), une fraction continue pour
∑
n!zn est donne´e
par Jz
[
2k + 1, (k + 1)2 : k > 0
]
. Nous pouvons en trouver une autre en conside´rant la
fonction
F (a, b, z) =
∑
n>0
(a)n(b)n
zn
n!
.
Elle offre l’avantage d’eˆtre syme´trique par rapport aux variables a et b, et elle ve´rifie
F (−1,−1, z) =
∑
n>0
n!zn.
On e´tablit facilement la relation F (a, b, z)−F (a, b−1, z) = azF (a−1, b−1, z), de laquelle
on tire la fraction continue formelle
F (a, b− 1, z)
F (a, b, z)
=
1
1+
az
1+
(b− 1)z
1+
(a− 1)z
1+
(b− 2)z
1+
(a− 2)z
1+
(b− 3)z
1+
(a− 3)z
1+
· · ·
En prenant a = −1 et b = −1 on trouve ainsi
∑
k>0
k!zk =
1
1−
z
1−
z
1−
2z
1−
2z
1−
3z
1−
3z
1−
4z
1− · · ·
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3.9 Synthe`se de la troisie`me partie
Philosophie ge´ne´rale
det(αi+j)i,j6n 6= 0 pour tout n > 0wwww
suite (αn)n>0 ⊂ A
ombre Φ : A[x] −→ A
−−−−−−→
polynoˆmes unitaires (Pn(x))n>0 ⊂ A[x]
avec deg Pn(x) = n et
Φ(Pm(x)Pn(x)) = 0 si m 6= ny
congruences pour (αn)n>0
dans A
←−−−−−−
congruences pour (Pn(x))n>0
dans A[x]~wwww
Φ(f(x)Pn(x)) ≡ 0 mod Φ(Pn(x)2)A pour tout f(x) ∈ A[x]
The´ore`me. On conside`re une fonction ge´ne´ratrice ordinaire F (z) = 1
1−G(z) telle que
G(0) = 0 et on suppose que g(z) = ∇G(z) − ∇G(0) = G(z)
z
− G′(0) ve´rifie une relation
g(z) = z(α + βg(z) + γg(z)2) pour certains parame`tres α 6= 0, β et γ dans A. Alors les
de´terminants de Hankel sont donne´s par
detHn = α
n(n+1)/2γn(n−1)/2.
Les polynoˆmes orthogonaux associe´s (si αγ 6= 0) sont
P0(x) = 1, P1(x) = x− F ′(0), P2(x) = (x− β)P1(x)− α
Pn+1(x) = (x− β)Pn(x)− αγPn−1(x) (n > 2)
et ve´rifient ‖Pn(x)‖2 = αnγn−1.
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The´ore`me. On conside`re une fonction ge´ne´ratrice exponentielle F (z) = expG(z) avec
G(0) = 0 et on suppose que g(z) = G′(z) − G′(0) ve´rifie g′(z) = α + βg(z) + γg(z)2 pour
certains parame`tres α 6= 0, β et γ dans A. Alors
F (y + z) =
∑
k>0
1 · (1 + γ) · · · (1 + (k − 1)γ)
k!αk
g(y)kF (y) g(z)kF (z).
Les de´terminants de Hankel correspondants sont donne´s par
detHn = α
n(n+1)/2
n∏
k=0
(
k!(1 + γ) · · · (1 + (k − 1)γ)
)
.
Les polynoˆmes orthogonaux associe´s (si detHn 6= 0 pour tout n > 0) sont
P0(x) = 1, P1(x) = x− F ′(0)
Pn+1(x) = (x− F ′(0)− nβ)Pn(x)− nα(1 + (n− 1)γ)Pn−1(x) (n > 1)
et ve´rifient ‖Pn(x)‖2 = n!αn(1 + γ)(1 + 2γ) · · · (1 + (n− 1)γ).
The´ore`me. Soit αn = N
[n]
0,0(ψ−, ψ0, ψ+) le nombre de n-chaˆınes
σ = (0 = σ0
w0−→ σ1 w1−→ · · · wn−1−→ σn = 0)
avec σk > 0 pour tout k et dont les accroissements δk = σk+1 − σk ∈ {−1, 0,+1} sont
ponde´re´s par
1 6 wk 6
{
ψ−(σk) si δk = −1
ψ0(σk) si δk = 0
ψ+(σk) si δk = +1
Les de´terminants de Hankel sont alors
detHn = (ψ+(0)ψ−(1))
n(ψ+(1)ψ−(2))
n−1 · · · (ψ+(n− 1)ψ−(n))1
Les polynoˆmes orthogonaux associe´s (si ψ− et ψ+ sont strictement positives) sont
P0(x) = 1, P1(x) = x− ψ0(0)
Pn+1(x) = (x− ψ0(n))Pn(x)− ψ+(n− 1)ψ−(n)Pn−1(x)
et ve´rifient ‖Pn(x)‖2 = (ψ+(0)ψ−(1)) · (ψ+(1)ψ−(2)) · · · (ψ+(n− 1)ψ−(n)).
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