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Research on high-Tc superconductors has generally not focused on analysis of the topological
structure of electronic bands in these materials. In this article we collate and discuss several well-
known experimental observables that signal that certain signatures of topology may be present. The
topological signatures suggested by experiment include dimensional reduction, electronic transport
determined by loop statistics, a winding number, Weyl fermions, and others. We suggest that topol-
ogy, in a wider sense than band topology, may be key to the mechanism of high-Tc superconductivity.
Topology is the study of those properties of geometrical
objects which do not change when an object is deformed,
but do change when it is torn or glued together. For 1-D
curves topology studies their knots but not their length or
shape. For a 2-D surface topology may study the edges
and corners and punctures through the surface, while
for 3-D volumes the volume’s surface, edges, corners and
again punctures may be of interest.
Topology has been used in modern condensed mat-
ter physics to understand topological insulators, Weyl
fermions, and Dirac cones. Here topology is often meant
and used in a way that is much more restricted than
its general mathematical meaning. We will call this re-
stricted version band topology. Band topology is rooted
in a perspective that starts from momentum space, and
is used to analyze the band structure that results when a
material obeys lattice translational symmetry. Depend-
ing on the symmetries obeyed by a material, its band
structure may be characterized by a topological invari-
ant, an integer which is protected by a gap between the
bands in the bulk of the material. The topological in-
variant cannot change unless the bulk band gap closes
and the neighboring bands meet each other. As long the
gap remains open and the topological invariant retains
a non-zero value, it is guaranteed that conducting states
will remain on the surface [in real space] of the mate-
rial and that the surface will remain conducting. This
style of topological analysis based on band structure, i.e.
band topology, often assumes that scattering, disorder,
electronic correlations, and electronic interactions are in
some sense weak.1–5
Topology has also been used to give an account of elec-
tronic conduction in specifically 2-D geometries, where
the integer Quantum Hall effect (IQHE) and fractional
Quantum Hall effect (FQHE) are found. The same com-
bination of topology and momentum space, i.e. band
topology, that we mentioned above can be applied to
the IQHE.6 However in these systems a different style
of topological analysis, based in real space, has also been
successful. Success has been obtained both when interac-
tions are weak and when they are strong. The Laughlin
wave-function pioneered this success when interactions
are strong. Vortex features of the wave-function in real
space, combined with the specifically two dimensional
geometry, have been key to this real-space topological
analysis.7–9
The physics community has in general shown little
temptation to look for connections between band topol-
ogy and the world of high Tc superconductivity and bad
metals. In these materials any connection to Fermi liq-
uids and band structure is suspect, and therefore looking
at topological properties of the band structure does not
seem promising. Instead the focus of research has been on
the nature of the pairs which mediate high Tc supercon-
ductivity, the pairing mechanism which binds those pairs,
various orderings such as charge density waves, and the
nature of the strange metal state and pseudogap seen at
temperatures above Tc. Neither the topological features
of the quantum wave-function, nor the machinery of band
gaps, topological invariants, and Dirac dispersions, seem
likely to cast much light on these questions.10–12
In the particular case of the iron pnictide supercon-
ductors, there has been some interest in the presence of
Dirac cones and topological phases, but the emphasis has
been on exploiting the combination of topology and su-
perconductivity for new technologies.13–26
Nonetheless there are several signs that topology, in a
broader sense than the band topology frequently used in
condensed matter physics, may be key to understanding
high-Tc superconductivity and bad metals. The goal of
this article is to collect those signs known to the author
into one place, with some brief but not terribly technical
discussion. The hope is not to prove beyond every doubt
the relevance of topology to high Tc, but instead to gather
the evidence and provoke new thinking and inquiry.
Section I of this article discusses experimental reports
of Fermi arcs in the cuprates, which if taken very naively
indicate the presence of Weyl fermions. Next section II
describes a pattern in the doping vs. temperature phase
diagram of two cuprates, LSCO and YBCO. In both ma-
terials several characteristic temperatures, including the
pseudogap temperature, decrease linearly with doping
and converge at a common meeting point. In LSCO there
are four such temperatures, while in YBCO there are
at least three such temperatures. This pattern suggests
that a topological winding number is at work. Section
III presents two signs in the cuprates of dimensionality
being reduced below the nominal 3-D character of the
2cuprate materials; reduced dimensionality is a hallmark
of topological states. Section IV discusses three qualita-
tive similarities in electronic transport between topolog-
ical insulators and high-Tc materials. Sections III, IV,
and V analyze the linear resistance (linear in tempera-
ture and in magnetic field) seen in high Tc materials, and
the connection to loops, which are topological objects.
Section VI widens this analysis to several other linear re-
lations seen in high-Tc materials, including temperature
vs. the 2-D sheet density of holes, and temperature vs.
superfluid phase stiffness. Section VII discusses experi-
mental results on numerical values of the slopes of these
linear relations, and also the ratio of a material’s Tc to its
2-D density of holes at optimal doping. In atomic units
these experimental values are all dimensionless and of or-
der O(1), suggesting that atomic units are somehow pre-
ferred by the physical mechanism of high-Tc. We discuss
the possibility that this preference may reflect topological
physics connected with electron-hole loops. Section VIII
gives a brief comment on the Meissner effect. Lastly Sec-
tion IX is a postscript listing several strategies one might
use to do topology in strongly correlated materials.
I. FERMI ARCS
Many experiments on cuprates have reported that the
Fermi surface is in fact four Fermi arcs: four curves which
each terminate at two end points, with the end point loca-
tion changing with temperature and doping.27–30 Within
a weakly interacting approach it is impossible to account
for Fermi arcs that are truly incomplete, at least in the
bulk in the material. The difficulty is that the Fermi
surface defines a boundary between the part of the Bril-
louin zone where all states are occupied and the part
of the Brillouin zone where all states are unoccupied.
If the Fermi surface is incomplete then it cannot be in-
terpreted as the boundary between occupied and unoc-
cupied sectors. Therefore it is widely understood that
Fermi arcs, if they do exist in the cuprates, are a man-
ifestation of strongly correlated physics. The details of
how such physics would result in Fermi arcs are not well
understood or agreed on.
There is, however, a well-understood way to explain
Fermi arcs within the theory of weakly interacting mate-
rials and band structure. This explanation is a topologi-
cal explanation, and it puts the Fermi arcs on the mate-
rial’s surface rather than in its bulk. The theory of how
such Fermi arcs arise has a solid foundation, and has been
verified by experimental observation of Fermi arcs in sev-
eral topological materials.5 Since there is a clear theory
and experimental realization of Fermi arcs in topological
materials, and the theories of strongly interacting Fermi
arcs are on a weaker footing, some attention should be
be given to the possibility that the Fermi arcs seen in
the cuprates are caused by topology. This possibility ap-
parently has not been discussed, so here we breach the
question, putting it baldly.117 A hypothesis can not be
proven wrong until it has been considered.
The cuprates’ Fermi arcs are seen at a range of tem-
peratures above the superconducting temperature Tc and
below another temperature T ∗ which decreases with dop-
ing. At temperatures above T = T ∗ there is a single
Fermi surface, a circle around the [π, π] point in the Bril-
lioun zone. This point is equivalent also to three other
points [±π,±π]. At T = T ∗ the circle separates into four
arcs, with pieces missing near the boundaries of the Bril-
louin zone. The arc length decreases with temperature
until at T = Tc there remain only four Fermi points. The
arc length also depends on doping.
There are several difficulties with analysis of the
Fermi arcs: (1) They are observed using surface not
bulk spectroscopy: ARPES or STM. These experimen-
tal tools do not see into the bulk. (2) It is very
hard to get clean stable surfaces in La2−xSrxCuO4
(LSCO) or YBa2Cu3O6+δ (YBCO), so almost all ex-
perimental observations of Fermi arcs have been in
Bi2Sr2Can−1CunO2n+4+x (BSCCO). (3) ARPES and
STM report results that do not entirely agree with each
other. (4) Doping is hard to control so it is hard to mea-
sure the doping dependence of the Fermi arcs. (5) Most
of the spectral weight seen in ARPES is spread smoothly
in energy, as is typical in strongly correlated materials.
The Fermi surface signal strength, i.e. the height in the
small peak interpreted as a Fermi surface, is a small frac-
tion of the smooth background. Therefore a lot depends
on how one fits the signal. (6) Some claim that the disap-
pearance of portions of the Fermi surface is not real - it is
caused by broadening [associated with temperature and
interactions] which washes out the peak in the spectral
density; if the broadening did not occur then the Fermi
surface would remain intact. Others claim that between
the two endpoints of the Fermi arc there is a second con-
necting arc which for various reasons is less visible to
ARPES and STM, so that there are four complete Fermi
surfaces, and no real Fermi arcs.28–30
We leave aside these concerns and take a naive ap-
proach to the overall story of Fermi arcs, taking at face
value the claim that the Fermi surface in BSCCO really
is incomplete.
The only way to explain Fermi arcs, within a weakly in-
teracting approach, is if they reside not in the material’s
bulk but instead on its surface. Certain topological mate-
rials host in their bulk Weyl fermions, i.e. fermions with a
well-defined chirality [either right-handed or left-handed]
and obeying a Dirac cone linear energy dispersion. Weyl
fermions always come in pairs, with the pair separation
[within momentum space] determined by the strength of
time-reversal symmetry breaking via a magnetization or
magnetic field.31 [Inversion symmetry breaking is also an
alternative to time reversal symmetry breaking.] Any
number of Weyl fermion pairs can be realized in a mate-
rial. On the surface of a Weyl material Fermi arcs connect
each pair of Weyl fermions.5
In BSCCO there are four Fermi arcs, each with two end
points. If the Fermi arcs seen in BSCCO are the surface
3manifestation of bulk Weyl physics, then BSCCO must
host eight Weyl cones in its bulk.
There is no conceptual difficulty with producing a
Hamiltonian which has the same four Fermi arcs and
eight Weyl cones seen in BSCCO. A simple model with
the copper oxide layer’s C4 symmetry and four Fermi arcs
arranged around [±π,±π] has already been reported - see
Fig. 3-d1 in Ref. 32. Exact reproduction of the experi-
mental data on cuprate Fermi arcs and their dependence
on doping and temperature is simply a matter of choos-
ing a convenient Hamiltonian. The Hamiltonian’s pa-
rameters must be tuned to depend on temperature and
doping, in order to reproduce the fragmentation of the
Fermi surface into Fermi arcs at the pseudogap temper-
ature, and also to reproduce the reduction of the arcs to
nodes at Tc.
In summary, if the experimental evidence for Fermi
arcs is taken naively, then it implies that BSSCO at least,
and possibly all the cuprates, are Weyl materials in the
bulk, as long as the temperature lies above Tc and below
the pseudogap temperature T ∗. In this naive interpre-
tation, ARPES and STM measurements on BSCCO are
reporting surface not bulk Fermi arcs.
Section IX has some brief comments about how Weyl
fermions might arise at long distance scales as the result
of renormalization group flow from a non-Weyl Hamilto-
nian.
II. THE HIERARCHY OF PSEUDOGAP LINES
This author recently performed a comprehensive sur-
vey of all experimental reports of characteristic temper-
atures well above the superconducting transition Tc in
strontium doped lanthanum cuprate (LSCO) and oxy-
gen doped YBCO.33 We report only characteristic tem-
peratures at which clearly identifiable signals occur, for
example opening of a pseudogap, peaks or kinks in the
temperature dependence of various observables, or ex-
tinction of a diffraction peak at a particular tempera-
ture. These characteristic temperatures have been found
using a wide variety of measurement techniques over a pe-
riod of about three decades. The reported temperatures
have been realized experimentally, rather than being de-
rived by extrapolation from lower temperatures. We used
only characteristic temperatures that were reported nu-
merically in the original reports, rather than extracting
temperatures from data ourselves. [There was one excep-
tion to this rule.] We omitted the experimental literature
that focuses on ionic behavior, but were very thorough
about including all other experimental data sets. The
experimental corpus on characteristic temperatures from
1990 until 2018 contains twenty separate data sets from
thirteen experimental groups on LSCO, and twenty-six
distinct data sets on YBCO.
When the experimental corpus for LSCO is plotted all
on one graph, with temperature as the y axis and hole
doping as the x axis, a remarkable pattern emerges. The
reported characteristic temperatures lie on a sequence of
distinct well-separated straight lines which radiate from
a common intersection near the high-doping end of the
superconducting dome. The highest line is associated
with a peak in the magnetic susceptibility and trans-
port signatures, the second line has symmetry breaking
from tetragonal to orthorhombic crystal structure, the
third line is the pseudogap transition seen in ARPES,
and the fourth line is seen in transport signatures and
NMR. There is some evidence suggesting lower lines as
well. We call this family of lines the pseudogap family.
This family of pseudogap lines in LSCO obeys a quanti-
zation rule: starting from the highest characteristic tem-
perature, the second temperature’s slope and value are
one half those of the highest temperature, the third line’s
slope and value are one third, and the fourth line’s slope
and value are one fourth.
A similar pattern is visible in YBCO. Here three well-
separated lines are visible, again with a common inter-
section at high doping. The highest line is the pseudogap
transition accompanied by symmetry breaking, the next
shows nematicity in transport and also time reversal sym-
metry breaking, and the next is seen in transport signals.
The slopes of the three YBCO lines have the the same
fractional relation to each other as is seen in the second,
third, and fourth lines in LSCO. This suggests the ex-
istence of another higher line at twice the temperature
of the highest observed line. There is some data sugges-
tive of the higher line, but it is sparse. Possibly this is
because YBCO is rarely measured above 300K, unlike
LSCO which has been measured at temperatures as high
as T = 700K. In any case the family of pseudogap lines
observed in YBCO show the same common intersection
and quantized slopes that are seen in LSCO’s pseudogap
family.
A pattern of lines with quantized 1/n slope and com-
mon intersection is known in another context: the en-
ergies of Landau levels of a fermion moving in a plane,
with a Berry phase like that caused by a Dirac point.34,35
The analogy between the pseudogap lines and the Landau
levels would require that hole doping map to the Dirac
fermion’s Fermi energy, and that temperature map to the
Dirac fermion’s magnetic field B. While this mapping is
unmotivated and obscure, the observed pattern of quan-
tized lines suggests a U(1) phase and a winding number
associated with that phase, i.e. the winding number is
the number of times that the phase goes through 2π. For
Landau levels the U(1) phase is of course tied to magnetic
flux. Winding numbers are one of the most elementary
realizations of topology seen in physics. If the hierar-
chy of pseudogap lines seen in LSCO and YBCO really
is caused by winding number physics, this would explain
why the observed family of pseudogap temperatures is so
robust against interactions.
In addition to the possible winding number dis-
cussed above, it is worth dwelling a little more
on the fact that the slopes of the pseudogap lines
seen in LSCO and YBCO follow a 1/n pattern of
41/1, 1/2, 1/3, 1/4. 2-D Landau levels reproduce this pat-
tern only if the electronic motion is affected by either
a Zeeman term or a Berry phase like that seen when
there is a topologically protected Dirac point.34 Oth-
erwise 2-D Landau levels follow a 1/(n + 1/2) pattern:
(1/2)−1, (3/2)−1, (5/2)−1, (7/2)−1. The experimental
data do not support this pattern and support the 1/n
pattern instead. The existence of a 1/n not 1/(n+ 1/2)
pattern in the pseudogap lines may be a hint of topolog-
ical physics in the cuprates.
III. DIMENSIONAL REDUCTION
One hallmark of topology is reduced dimensionality.
In a 2-D material topological states appear at the edges
and corners, while in a 3-D material topological states
appear at the surface, edges, and corners. When the key
physics happens at a dimensionality that is smaller than
the apparent dimensionality of a system, this can indicate
that topology is at work.
The Copper Oxide Plane. In this respect it is in-
teresting that the essential physics of the cuprates lies in
the copper oxide CuO2 plane, even though the actual ma-
terial is 3-D. Some variation in Tc occurs as the number
of CuO2 planes is varied, but the variation in Tc is rela-
tively weak, suggesting that it is a second order effect. In
LSCO all the physics required for its high-Tc supercon-
ductivity lies in the plane, since monolayer LSCO reaches
the same Tc as bulk LSCO.
36 The focus on 2-D physics is
also reminiscent of the IQHE and FQHE systems, which
also work on topological grounds.
Linear Resistance in Bad Metals May be a Sign
of Quasi-1-D Conducting Channels. At tempera-
tures above Tc the cuprate and pnictide superconductors
have a resistance that increases linearly with tempera-
ture, and this linear growth continues to large temper-
atures without saturating. Linear-in-temperature resis-
tance has become known as a hallmark of strong corre-
lations, including in materials that do not superconduct.
Materials with this signature are called bad metals.37
In recent years experiments have found that sev-
eral materials with linear-in-temperature resistance
also exhibit linear-in-magnetic field resistance. This
was verified in the high-Tc cuprate superconductor
La2−xSrxCuO4 (LSCO), the high-Tc pnictide supercon-
ductor BaFe2(As1−xPx)2, and also the heavy fermion
material Yb1−xLaxRh2Si2.
38–40 The resistance is linear
in both temperature and field. It is possible that gen-
erally linear-in-field and linear-in-temperature resistance
go together in strongly correlated materials. Studies of
magnetoresistance in bad metals have not been common,
and the data is not yet available to decide whether linear-
in-field resistance is the norm in these materials.
In any case the discovery of linear-in-field resistance in
the cuprates and pnictides unites the mystery of their lin-
ear resistance with the ongoing mystery of linear-in-field
resistance in a wide variety of experimental realizations,
many of which have Dirac cones.15,16,20,41–48. Several
explanations of linear-in-field resistance have been given
which focused on specific mechanisms which could be re-
sponsible for linear magnetoresistance in specific materi-
als. These include the cases of ballistic conduction when
the Fermi surface has a cusp, of a 3-D Dirac cone in the
presence of a strong magnetic field, of a density gradient
across the sample, and of classical transport with strong
sample inhomogeneities.49–53
In a recent work we gave a more generic explana-
tion of linear resistance [linear both in field and in
temperature].54 Our explanation is in terms of quantum
interference; it is not specific to a particular microscopic
mechanism such as details of the Fermi surface. It does,
however, hint that the charge carriers responsible for lin-
ear resistance may be confined to move along locally one
dimensional pathways.
We argued that linear resistance is caused by the
same combination of scattering and quantum interfer-
ence which produces weak (anti)localization in ordinary
materials. Weak (anti)localization expresses the quan-
tum interference which occurs when an electron after sev-
eral scatterings returns to its starting position, forming a
loop. In this circumstance where an electron’s sequence
of scatterings forms a loop, a special quantum interfer-
ence will occur if a hole follows the same sequence of
scatterings but in the opposite order. The net effect is
that disorder causes electrons and holes to form pairs
called Cooperons. It is Cooperon loops [electrons fol-
lowing loops in one direction and holes following in the
opposite direction] that mediate weak (anti)localization
and alter electronic conduction.
In ordinary 2-D and 3-D materials scattering causes
quantum decoherence, so that when a Cooperon com-
pletes a loop, it is unable to repeat the same loop again.
This limit on Cooperon loops controls the resistance sig-
nature of weak localization - for instance in two dimen-
sions the resistance varies logarithmically. We argued
that when linear resistance is measured, one can deduce
from the linear resistance that Cooperons are repeating
their loops, and are not experiencing the quantum deco-
herence that prohibits loop repetitions in ordinary 2-D
and 3-D materials.
The arguments of the above article were based entirely
on analysis of the linear profile of the resistance, which
does not in itself provide material for discerning which
mechanism allows linear resistance materials to maintain
quantum coherence even in the presence of scattering.
However one way of realizing robust quantum coherence,
i.e. of allowing Cooperons to repeat their loops, is if con-
duction is confined to move along tracks that are locally
one-dimensional. There are several known ways to con-
fine electrons to quasi-1-D channels. One such way is
thin nanowires: if they are made long enough quantum
interference takes over resulting in either Anderson local-
ization or a perfectly conducting channel.55–59 Two other
ways of confining electrons to quasi-1-D channels are the
edges of topological insulators, and the snake states that
5are generated when graphene or TIs are subjected to var-
ious control mechanisms.60–62 In each of these 1-D real-
izations quantum interference is very robust, no matter
how strong the scattering may be.
In this respect we are reminded of very striking
STM images of electron density on the surfaces of
Ca1.88Na0.12CuO2Cl2, Bi2Sr2Dy0.2Ca0.8Cu2O8+δ,
63 and
Bi2Sr2(Ca,Dy)Cu2O8+x.
64 These experiments show elec-
tron density focused on line segments oriented along the
bonds in the CuO2 plane, which have two directions that
are perpendicular to each other. The line segments can
be quite long, 15 bonds or more. The STM image re-
veals that the plane is covered with these line segments,
with apparently random length, angular orientation, and
placement. Perhaps charge conduction is guided along
these quasi-1-D segments, producing the quantum coher-
ence necessary for linear resistance.
If the linear resistance seen in strongly correlated ma-
terials, including high Tc materials above Tc, is caused by
quasi 1-D conduction, then this is evidence that topology
may be at work in these materials. Topology is a very
robust way of reducing dimensionality.
IV. QUALITATIVE SIMILARITIES TO
TOPOLOGICAL INSULATORS
There are several qualitative similarities between high-
Tc superconductors and topological insulators.
Resilience Against Strong Scattering. The first
qualitative similarity is that in both classes of materi-
als electronic conduction is resilient against very strong
scattering. Even very strong disorder is unable to stop
topologically protected conduction on the surface/edge of
a TI, as long as the bulk of the TI does not conduct.65–67
Unlike some TIs, high Tc materials may not have strong
static disorder. However high Tc materials, and strongly
correlated materials, do have very strong scattering. This
is seen very clearly in ARPES studies of strongly corre-
lated materials, which show that most of the spectral
weight is not at the Fermi energy, but instead washed
out into a smooth background. The smooth background
is evidence of very strong scattering. It is remarkable,
then, that the cuprates are very good superconductors
even though they also show such very strong scattering.
The combination of very strong scattering with good con-
duction suggests that high-Tc superconductors may have
something in common with TIs.
Linear Resistance. A second qualitative similarity
between high-Tc materials and topological insulators is
that both classes of materials are able to manifest linear
resistance. In fact, of the materials where linear mag-
netoresistance has been reported, most either host Dirac
fermions, or it has been suggested that they host Dirac
fermions. Some theoretical explanation for this comes
from Abrikosov’s quantum theory of linear magnetoresis-
tance, which builds on the foundational assumption that
the linear resistance material hosts 3-D Dirac electrons
in its bulk. Therefore when linear magnetoresistance is
reported in strongly correlated materials, it is natural to
look for links between those materials and topological
physics.
This sort of reasoning, from linear resistance to topol-
ogy, has had some success in the case of certain pnictide
superconductors where linear magnetoresistance is seen,
and where both experimental evidence and theoretical
work indicate the presence of Dirac cones and topologi-
cal phases.13–26 Much of this work belongs in the category
of work that we here call band topology, since the the-
oretical work is largely based in band theory, and many
of the experiments use techniques such as quantum oscil-
lations and ARPES which are essentially probes of band
structure.14,21,22,24,25. We are suggesting here that the
link from linear magnetoresistance to topology may have
a broader relevance going beyond band-oriented analy-
sis. The pnictides are encouraging in this respect be-
cause they are strongly correlated, and their physics goes
well beyond standard band structure, as witnessed by the
ongoing discrepancies between ab initio predictions and
experimental measurements of the bands.68–70
Weak Antilocalization and Fast Spin Relax-
ation. The third and last qualitative similarity between
high-Tc materials and topological insulators is that the
linear resistance always goes up, not down, with magnetic
field and with temperature. This shared behavior sup-
plies information about spin physics in both materials.
As outlined above, in Ref. 54 we have argued that the
linear resistance is a manifestation of cooperon physics,
the same physics which produces weak localization in or-
dinary materials. Since the cooperon is a pairing of an
electron with a hole, and since both the electron and the
hole are spin 1/2 particles with two states, the cooperon
is a 2×2 matrix. The four numbers in the Cooperon ma-
trix encode both electronic charge [ a singlet ] and spin
polarization [ a triplet ].
When both the charge singlet and spin triplet compo-
nents of the Cooperon have similar decay times, then the
Cooperon causes the resistance to decrease with magnetic
field - this is called weak localization.71,72 In contrast,
when the relaxation time of the Cooperon’s spin triplet
is short compared to the singlet’s decay time, then the
Cooperon causes the resistance to increase with magnetic
field - this is called weak antilocalization. When weak
antilocalization is observed instead of weak localization,
i.e. when the resistance increases not decreases with field,
this is an unambiguous signal that the relaxation time of
the Cooperon’s spin triplet is quite short. It must be
so short that the Cooperon’s spin polarization relaxes to
zero before a Cooperon is able to return to its starting
point and form a loop.
The reason why in TIs the Cooperon’s spin triplet
has a very short relaxation time is that TIs have very
strong spin-orbit couplings.73 In other words, the spin
state of an electron has a very strong impact on the di-
rection of movement that is energetically preferred by the
electron. Whenever an electron scatters and therefore
6changes direction, it also changes its spin state. In TIs
the Cooperon’s spin relaxation time is very close to the
scattering time, i.e. much smaller than the time required
for a Cooperon to return to its origin. We turn briefly to
the diffuson, the classical partner to the cooperon. Both
the diffuson and the cooperon have the same spin triplet
relaxation time, so if the cooperon’s spin relaxation time
is short then so is the spin relaxation time of the diffuson.
In summary, when weak antilocalization is observed, the
role of spin polarization in long distance conduction [ei-
ther via the cooperon or via the diffuson] is negligible.74
If the linear resistance seen in high-Tc materials is re-
ally caused by the Cooperon, then it is a kind of weak an-
tilocalization, not weak localization. This in turn implies
that the relaxation time of the Cooperon’s spin triplet is
quite short - so short that spin polarization plays no part
in long distance conduction. Moreover some very fast-
acting physics must be responsible for Cooperon spin
triplet relaxation in the high-Tc materials. These are
very interesting qualitative similarities between the high-
Tc materials and TIs, concerning both spin physics and
conduction.
V. THE KEY ROLE IN LINEAR RESISTANCE
OF LOOPS AND THEIR AREAS
We continue our discussion of Cooperons, which we
claim are responsible for the linear resistance [linear both
in field and in temperature] seen in high Tc materials
above the cuperconducting transition. Cooperons are
electron-hole pairs whose pairing is induced by scatter-
ing centers. Because of this pairing, they are able to
conduct charge over distances and times that are much
longer than the scattering length and time. This is in
contrast to single electrons or holes, whose phase is dis-
rupted at each scattering event and therefore are unable
to conduct at scales significantly exceeding the scattering
scale. The characteristic scales [both distance and time]
of Cooperons are far longer than the scattering scale or
the crystalline unit cell.
Because of this difference in scales, the details of the
individual scattering events suffered by a Cooperon, and
the kinetics of a Cooperon’s movement between scatter-
ing centers, do not determine its contribution to weak
(anti)localization. These details belong to length and
time scales that are much shorter than the Cooperon’s
scale, and therefore their only influence on the Cooperon
are to determine the diffusion constant, relaxation times,
and similar constants describing mixing of charge and
spin. Even the shape traced in real space by a Cooperon
loop does not matter, because a description of this shape
would necessarily refer to individual scattering events.
These facts can be verified by computing the perturba-
tive bubble diagram that describes the Cooperon.
There are only three quantities that that affect the
Cooperon’s contribution to weak (anti)localization: the
area of the loop which it traces, the statistics of which
loop areas are more probable, and the relaxation times of
its charge singlet and the spin triplet components. In ma-
terials showing weak antilocalization, such as linear re-
sistance materials including high Tc superconductors, the
spin triplet relaxes very quickly leaving only the charge
singlet, so there remain only two quantities which deter-
mine weak antilocalization: the loop area and the statis-
tics of which loop areas are more probable. This informa-
tion can be encoded in a probability density P (A) giving
the probability that a Cooperon loop has area A.54
In materials displaying weak antilocalization the area
distribution P (A) contains a complete description of the
WAL signature seen in electrical conduction. Magnetic
field B couples to a Cooperon loop via a phase factor
exp(ı2πAB/Φ0), where Φ0 = h/e is the magnetic flux
quantum. Therefore, up to a multiplicative constant,
the magnetoconductance signal G(B) caused by WAL is
equal to the sum of the phase factors of each Cooperon
loop, i.e. G(B) ∝
∑
loops exp(ı2πAloopB/Φ0). This can
be rewritten in terms of the area distribution:
G(B) ∝
∫
dA exp(ı2πAB/Φ0)P (A) (1)
This focus on counting loops and their areas is a very
peculiar aspect of weak antilocalization, and is very far
from the feeling of most other condensed matter physics.
Loops are geometrical and topological objects, and the
area of a loop is also a geometrical quantity. The shape of
the loops is not important, and neither are the details of
the Hamiltonian that determines electronic motion. This
focus on geometry rather than ordinary physics is sugges-
tive of topology, and in fact topological insulators are one
the most significant realizations of weak antilocalization.
VI. LINEAR RELATIONS TO TWO
DIMENSIONAL SHEET DENSITY
Of the two quantities determining weak antilocal-
ization, i.e. Cooperon loop area and the number of
Cooperon loops with a particular area, only the former
quantity area is dimensionful. The inverse or conjugate
of area is two dimensional sheet density. Because of sheet
density’s status as the conjugate of area, the special em-
phasis that weak antilocalization gives to area also ap-
plies to sheet density.
One example of the focus on sheet density is equation
1, which is a Fourier transform that starts with a prob-
ability distribution P (A) that is a function of area, and
ends with magnetoconductance G(B) which is a function
of magnetic field. The reason why this equation is mathe-
matically correct is that B/Φ0 has units of sheet density.
When loops are the focus of attention, it is natural to
expect not only their area but also sheet density to have
a key role in determing experimental phenomena.
In this connection it is striking that the cuprates dis-
play several linear relations that connect sheet density to
other quantities.
71. Resistance’s Dependence on Temperature,
Magnetic Field, and Hole Sheet Density.
• Resistance is linearly related to magnetic field
in La2−xSrxCuO4 (LSCO), BaFe2(As1−xPx)2,
and Yb1−xLaxRh2Si2 at temperatures above
Tc.
38–40 Equation 1 shows that, in the con-
text of weak antilocalization, magnetic field is
equivalent to sheet density, so the linear rela-
tion between resistance and field can be under-
stood as a linear relation between resistance
and sheet density.
• Resistance is linearly related to temperature
in many bad metals, including the ones men-
tioned above where linearity in field has been
reported.
• Ref. 75 found that the coefficient of
linear-in-temperature resistance is inversely
related to hole doping in four cuprates:
La2−xSrxCuO4 (LSCO), YBa2Cu3O6+δ
(YBCO), Tl2Ba2CuO6+δ (Tl2201), and
HgBa2CuO4+δ (Hg1201). Since all four
cuprates have the same copper oxide plane
with the same cross-sectional area, the linear
relation to hole doping is also a linear relation
to the sheet density of holes. Perform-
ing this conversion from hole doping p to
hole sheet density ρ2D, Ref. 75’s result is
Rxx(T ) ∝ T/ρ2D.
• The coefficient of the resistance’s dependence
on temperature has been found to be propor-
tional to the coefficient of the resistance’s de-
pendence on magnetic field. Therefore Ref.
75’s result implies that Rxx(B) ∝ B/ρ2D,
where ρ2D is hole sheet density.
2. The Pseudogap Family of Temperatures that
Decrease with Hole Sheet Density. The char-
acteristic temperatures found well above Tc in the
cuprates, including the pseudogap temperature, are
linearly related to the sheet density of holes. As dis-
cussed earlier, the experimental data sets organize
in four straight lines [four lines for LSCO, three or
four for YBCO] that are highest at small doping
and decrease with doping towards a meeting point
near the the high-doping edge of the superconduct-
ing dome. This suggests the presence of a sheet
density that is high at low hole sheet density and
decreases as hole sheet density increases.
3. Temperatures that Increase with Hole Sheet
Density. Ref. 33’s appendix A reports six data
sets with characteristic temperatures that increase
as the hole sheet density increases. Five of these,
measured with ARPES, the thermoelectric power,
and the magnetic susceptibility, seem to be direct
manifestations of the density of mobile holes be-
cause they intercept T = 0 near the low doping edge
of the superconducting dome.76–79 The sixth data
set, a pairing temperature measured using mag-
netic hysteresis, extrapolates to T = 0 at a lower
doping p = 0.023, presumably because of a sensi-
tivity to pinned holes.80,81
4. Tc’s Dependence on Superfluid Phase Stiff-
ness. In Ref.82, Bozovic et al measured the 2-D
superfluid phase stiffness ρs in LSCO thin films at
many different dopings on the overdoped side of the
phase diagram. Phase stiffness is given in units of
temperature, but this is artificial - the definition of
phase stiffness contains a factor of kB . Bozovic et
al’s phase stiffness experiments were probes not of
temperature but instead of a 2-D [sheet] density,
which was obtained by measuring the magnetic in-
ductance between two coils. The inductance is sen-
sitive to the length scales of the coils themselves
and of the superconducting order parameter in the
superconducting film interposed between the coils.
Bozovic et al reported that Tc is linearly related to
the T = 0 value of ρs. Bozovic et al’s data also
shows that in most of the superconducting sector
of the phase diagram ρs is linearly related to tem-
perature T .
In summary, in the bad metal regime above Tc there
are linear relations between hole sheet density, magnetic
field, temperature as a thermodynamic quantity, and the
several characteristic temperatures found above Tc in-
cluding the pseudogap temperature. The linear resis-
tance is controlled by ratios of these quantities. Below Tc
there is a linear relation between superfluid phase stiff-
ness ρs and temperature, and ρs’s value at T = 0 is
linearly related to Tc.
These experimental results show some kind of equiva-
lence between hole sheet density, superfluid phase stiff-
ness which is a sheet density, magnetic field which is a
sheet density after division by Φ0, temperature as a ther-
modynamic quantity, and several characteristic temper-
atures including both the pseudogap temperature and
also Tc. The linearity of these relations suggests that the
equivalence between these quantities may be true in a
sense that is mathematically and physically precise.
These results can also be read as saying that hole sheet
density controls the phase diagram of the cuprates. As
we discussed earlier, sheet density is conjugate to area,
and both are geometric quantities. It is very striking to
see a geometric quantity such as sheet density or area
control the phase diagram. This complete ascendance
of geometry over all other kinds of physics, especially at
temperatures above Tc, strongly suggests that topology
is a key determinant of the cuprate phase diagram.
VII. ATOMIC UNITS AND NUMEROLOGY
The linear relations between sheet density and other
quantities bear closer examination, because their units
8and the numerical values of their slopes indicate that in
the cuprates the system of atomic units me = e = ~ = 1,
supplemented with kB = 1, is somehow preferred over
other systems of units.
A. Atomic Units are Preferred in the Cuprates
There are two senses in which atomic units seem to be
preferred by the cuprates. Firstly, in atomic units energy,
magnetic field, and temperature all have the same units
as sheet density, so that linear relations between these
quantities are natural in the sense of having slopes that
are unitless.
• The magnetic flux quantum Φ0 = 2π~/e is unitless
with numerical value of 2π, giving magnetic field
units of sheet density.
• In atomic units momentum ~p has units of inverse
length, so energy E ∝ |~p|2/2me has units of sheet
density.
• When kB = 1 temperature is equivalent to energy,
and has units of sheet density.
Linear relations between these quantities, such as the
linear experimental relations which we have discussed
above, are more natural when they all have the same
units.
The second sense in which atomic units seem to be pre-
ferred by the cuprates is that in atomic units the linear
relations have slopes that are of order O(1). This con-
trasts with other systems of units where the slopes have
numerical values that are different from 1 by orders of
magnitude. In subsection VII C we will list the numeri-
cal values of these slopes. In some cases the slopes seem
to have integer values, in atomic units.
Moreover, in several cuprates and pnictides the value
of Tc at optimal doping is comparable to the sheet density
of hole pairs, within a factor of ten - we give examples in
subsection VII D.
These numerical happenstances are especially remark-
able because the definition of the system of atomic units
[as opposed to other units] was motivated by considera-
tions that do not concern cuprate superconductivity. Al-
though excessive attention to numerical values can be
simply numerology, the discovery that so many slopes
are of order one should stimulate thought about whether
there may be some physical reason why atomic units
might be preferred.
B. Significance of Atomic Units
Atomic units do have a physical significance which dis-
tinguishes them from other systems of units. Specifically,
when the electron mass me and the elementary charge
e are set to one, the only properties that electrons re-
tain are their paths in space-time, and their spin. (The
charge operator simply counts electron paths, and has a
subsidiary role.)
The space-time paths which we are discussing are those
of Feynman’s formulation of quantum mechanics as a sum
over paths.83 In this formulation an electron follows not
just one path, but instead many paths which fully ex-
plore the sample in which the electron is moving. All of
these many paths are summed to determine the evolu-
tion of |ψ〉, the electronic state. We are not discussing
the semiclassical paths of an electron’s average motion.
For instance, in a magnetic field an electron’s average
position executes well-defined circular loops around the
axis of the magnetic field, and one can measure this cy-
clotron motion. This is not the sort of path we are talking
about. Instead we are talking about the infinitely many
quantum mechanical paths, tracing many complex tra-
jectories and fully exploring the sample, which sum up
to produce the average cyclotron motion.
Charge conservation tells us that no electron’s space-
time path begins or ends in isolation. Instead when an
electron is produced, a hole/positron is also produced,
and likewise each electron is annihilated only when a hole
is annihilated. At each of the two endpoints of an elec-
tron’s path one always finds endpoints of hole paths, and
vice versa. One can follow from an electron path to the
path of one of its two adjoining holes, and from that hole’s
path to another electron path, etc. If one keeps following
from electron to hole, to electron, etc., eventually these
paths will compose to form a loop in space-time. Loops
are the only option because it is impossible for an electron
or hole path to end in isolation. In other words, electron
paths should always be considered in conjunction with
hole paths, taking account that they they always form
loops in space-time.
Electrons and holes are geometric objects - they are
simply space-time loops that carry spin. They are also
topological objects, since loops can be knotted, braided,
etc. Atomic units accentuate this geometric and topo-
logical meaning.
In a material with fast spin-relaxation, the electron is
effectively spinless. In this case space-time loops give
a complete description of electrons and holes; they are
purely geometric/topological objects, without any addi-
tional properties.
Setting ~ = 1 also has a geometric significance - it
focuses attention on the noncommutation between posi-
tion/time on one hand and translations (of position or
time) on the other hand.
If in high Tc materials atomic units are in some sense
preferred over other systems of units, this is an indication
that geometry, and topology, govern these materials.
C. Numerical Values of the Slopes
In this subsection we report the numerical values of the
slopes of the linear relations between temperature, mag-
netic field, hole sheet density, resistance, and superfluid
9phase stiffness. The point is that in atomic units these
slopes are all of order O(1), and some of the slopes may
be integers.
1. Resistance’s Dependence on Temperature,
Magnetic Field, and Hole Sheet Density.
• Ref. 75 reports the coefficient of linear-in-
temperature resistance in La2−xSrxCuO4
(LSCO), YBa2Cu3O6+δ (YBCO),
Tl2Ba2CuO6+δ (Tl2201), and HgBa2CuO4+δ
(Hg1201). The authors report that the resis-
tance is Rxx/(kBT ) = π×64 a
2
0×p
−1, where p
is the hole doping. [This is after conversion of
the data in Figure 5b to atomic units - in the
article’s units it is R/(kBT ) = p
−1 × 2.6Ω/ K
]. Using the dimensions of the CuO2 plane
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to convert from hole doping to hole sheet
density ρ2D obtains Rxx = 3.8 kBT / ρ2D.
Defining the slope coefficient α = dR/d(kBT ),
this is Rxx = α kBT and α = 3.8/ρ2D. The
numerical value of 3.8 is remarkable for being
of order O(1), and for being the same as the
integer 4 within experimental errors.
– The factor of 3.8 seen in Rxx =
3.8 kBT / ρ2D and Rxx = 3.8µBB / ρ2D
is equal to the integer value 4, within ex-
perimental errors. Ref. 54 accounts for
the 4 with a factor of 2 from the 2 in
kBT = E = p
2/2me. Another factor
of 2 comes from the difference between
sheet density of carriers and sheet den-
sity of Cooper pairs. However Ref. 54
does not provide any argument excluding
the possibility of additional multiplicative
factors.
• Resistance also depends linearly on magnetic
field B, i.e. R(B) = βµBB. Here µB is
the Bohr magneton and equals 1/2 in atomic
units, and β measures the slope of linear-in-
magnetic-field resistance.
• The slope in temperature can be compared to
the slope in magnetic field by calculating the
ratio γ = α/β = (dR/d(kBT ))/(dR/d(µBB)).
– Recently an experiment on the
high-Tc pnictide superconductor
BaFe2(As1−xPx)2 measured that this
ratio γ = α/β = 1 is identical to one in
atomic units, within the experimental
error bar of 7%.38 This numerical value
of unity is remarkable, and is specific to
the choice of atomic units.
– Further studies of the cuprate
La2−xSrxCuO4 and of Yb1−xLaxRh2Si2
near optimal doping have found that γ
varied slowly with doping, with values
between 0.7 and 2.3.38,39. These values
of γ correspond to linear magnetoresis-
tance coefficients between 1.5 and 5.5;
Rxx = [1.5, 5.5]× µBB / ρ2D.
• If γ = 1, as found in BaFe2(As1−xPx)2,
then the magnetoresistance is Rxx =
3.8µBB / ρ2D. This number is remarkable for
being of order O(1).
2. The Pseudogap Family of Characteristic
Temperatures that Decrease with Hole
Sheet Density. Ref. 33 gathers all experimen-
tal reports on characteristic temperatures above Tc
in LSCO and YBCO, and finds that they coincide
on families of straight lines with quantized slopes.
Here we report the slopes of the lines, which are of
order O(1). We also report the values of these char-
acteristic temperatures at zero doping. The ratio
of the zero doping temperatures to the character-
istic temperature T = 6000 K associated with the
cuprate unit cell is of order O(1).
• The pseudogap family in LSCO has
slopes equal to dT/dρ2D = −0.64 ×
[1, 1/2, 1/3, 1/4].
• The pseudogap family in YBCO has slopes
equal to dT/dρ2D = −0.78 × [1/2, 1/3, 1/4].
There may also be a higher pseudogap line
with slope −0.78 × 1, but insufficient data is
available for high temperatures in YBCO.
• The pseudogap lines in both LSCO and
YBCO extrapolate to zero hole density at
temperature T (ρ2D = 0) = 1000 K
× [1, 1/2, 1/3, 1/4]. Converting to atomic
units, this temperature is T (ρ2D = 0) = 1000
K = 1
6.0 × ρA, where ρA = A
−1 = 6000 K is
the sheet density associated with the unit cell
of the cuprate copper oxide plane, which has
area A = 53a20. In the other words, the ratio
of the pseudogap temperature at zero doping
T (ρ2D = 0) to the characteristic sheet density
ρA of the CuO2 plane is a factor of
1
6.0 .
The numerical values of −0.64, −0.78, 1/6.0 are
specific to atomic units, and are remarkable for be-
ing of order O(1).
3. Temperatures that Increase with Hole Sheet
Density. Ref. 33 Appendix reports six experimen-
tal temperature data sets that rise linearly with
hole sheet density. Five of these extrapolate to
T = 0 near the underdoped limit of the supercon-
ducting dome, i.e. in the interval p = [0.049, 0.081],
which suggests that these temperatures are direct
manifestations of the sheet density of mobile holes.
A sixth data set extrapolates to T = 0 at a lower
doping p = 0.023, presumably because of a sensitiv-
ity to pinned holes.80 The slopes dT/dρ2D of these
data sets, in atomic units where they are unitless,
are all of order O(1):
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• dT/dρ2D = 1.02 for a coherence temper-
ature measured using angularly integrated
ARPES.76
• dT/dρ2D = 0.27 for a temperature where a
Gaussian peak is extinguished in ARPES.77
• dT/dρ2D = 0.35 and 0.21 for the beginning
and end of a linear regime in the thermoelec-
tric power.78
• dT/dρ2D = 0.13 for a Weiss temperature mea-
sured using nuclear quadrupole resonance.79
• dT/dρ2D = 0.64 for a pairing temperature
detected using hysteresis in the low field
magnetization.80,81
4. Tc’s Dependence on Superfluid Phase Stiff-
ness. Bozovic et al measured the phase stiff-
ness ρs as a function of temperature and doping.
36
The phase stiffness is reported in units of Kelvin,
but the actual experimental technique is a mea-
surement of geometric quantities not temperature.
Therefore finding an equivalence between sheet
density and temperature is a highly non-trivial re-
sult.
• Figure 1 in Bozovic et al’s Ref. 36 demon-
strates that ρs is linear in T through most
of the phase diagram, except at high tem-
peratures close to Tc. Bozovic et al pro-
vided the data for Figure 1 as a supplement
to the article. Using this data, we calculate
the slope dρs/dT by subtracting the value of
ρs at T = 10K from its value at T = 20K
in all the odd-numbered samples [22 samples]
with Tc ≥ 20K. The maximum value of
∆ρs in this range is 23.53K and the mini-
mum value is 19.36K. This gives the slope
dρs/dT ≈ −2.15 ± 0.2, which is remarkable
for being equal within experimental scatter to
the integer value dρs/dT = −2.
• ρs(T ) is linear in T at most temperatures,
but steepens near Tc. This results in a lin-
ear relation between Tc [at ρs = 0] and ρs’s
value at T = 0, which Bozovic et al report as
dρs0/dTc = (0.37± 0.02)
−1 = 2.7± 0.15.36
D. Superconducting Tc vs. Hole Sheet Density
It is natural in atomic units to compare sheet density to
temperature, and holes are key to cuprate superconduc-
tivity. Therefore we examine whether the sheet density of
hole pairs can be used to estimate Tc at optimal doping.
For each of the following compounds we report the ratio
of optimal Tc to the sheet density of hole pairs ρholes/2.
We also report the same ratio, but with electron pairs
rather than hole pairs, for several pnictides. In each case
the ratio is of order O(1).
• YBCO and LSCO: The optimal doping is about
p = 0.16 and the in plane lattice spacing is about
3.84 Angstroms; therefore the the sheet density of
hole pairs is ρholes/2 = 480 K. In comparison, in
YBCO optimal Tc is about 94.3 K
84, and in LSCO
it is 41.6 K.36 Taking the ratio of optimal Tc to
ρholes/2, one obtains 0.20 in YBCO and 0.09 in
LSCO.
• BSCCO: In Bi-2223 the optimal doping is near
p = 0.17 [the optimal doping for Bi-2212] and the
in plane lattice spacing is near 5.41 Angstroms;
therefore the the sheet density of hole pairs is
ρholes/2 = 510 K.
85 In comparison, optimal Tc is
108 K at ambient pressure, and Tc = 136 K at
a pressure of 36 GPa.86Taking the ratio of optimal
Tc to ρholes/2, one obtains 0.21 at ambient pressure
and 0.27 under pressure.
• HgBaCaCuO: In Hg-1223 the optimal doping is
near p = 0.13 [the optimal doping for Hg-1201]
and the in plane lattice spacing is about 3.86
Angstroms; therefore the the sheet density of hole
pairs is ρholes/2 = 385 K.
87,88 In comparison, opti-
mal Tc is 130 K at ambient pressure, and Tc = 164
K at a pressure of 45 GPa.89,90 Taking the ratio of
optimal Tc to ρholes/2, one obtains 0.34 at ambient
pressure and 0.43 under pressure.
• FeSe on SrTiO3: We also discuss FeSe, which
is a parent compound for the iron pnictide super-
conductors. Bulk FeSe has Tc = 9 K, but when
a monolayer of FeSe is supported by a SrTiO3
substrate Tc rises to 65 K or higher. The opti-
mal doping is p = 0.12 electrons per iron atom119
and the in plane lattice spacing is 3.90 Angstroms;
therefore the the sheet density of electron pairs is
ρelectrons/2 = 350 K.
91 In comparison, optimal Tc
is 65 K or higher, although Tc = 109 K has also
been reported. Taking the ratio of optimal Tc to
ρelectrons/2, one obtains 0.19.
• ReFeAsO1−xHx(Fx) (Re=La,Ce,Sm and
Gd): The members of this family of pnictides
show similar doping vs. Tc phase diagrams.
92–94
Here we concentrate on LaFeAsO1−xHx. At a
pressure of 6 GPa and an optimal doping of
x = 0.18 this compound reaches Tc = 52K. Tc
is weakly dependent on x between x = 0.08 and
x = 0.40. (In other members of the family very
similar temperatures and dopings are found, but
at ambient pressure not at 6 GPa.) The in-plane
lattice spacing is 4.035 Angstroms; therefore the
sheet density of pairs is ρ/2 = 490 K. Taking the
ratio of optimal Tc to ρ/2, one obtains 0.11 at
optimal doping, or 0.24 at the lower end of the
superconducting dome, or 0.05 at the high doping
end of the dome.
In summary, the sheet density of hole pairs overesti-
mates the optimal Tc, but in the cuprates and pnictides
11
the two numbers are often within an order of magnitude
of each other. In other words, Tc/(ρholes/2) is often be-
tween 0.1 and 1. While this level of agreement is not
satisfactory as a predictive tool, it is still an indicator
that atomic units are preferred by the cuprates.
The same point that optimal Tc is of the same order
as sheet density can be made using the Roeser-Huber
equation.95,96 This equation claims that there exists ex-
perimentally a simple relation between optimal Tc and
the spacing between charge carriers. In atomic units the
Roeser-Huber equation reads as x2 × Tc = 0.785× n
2/3,
where x is a distance between charge carriers, so 1/x2 =
ρx is a sheet density. n = 1, 2, 3 is the number of CuO2
planes in the unit cell. Reformulating the Roeser-Huber
equation in terms of sheet density ρx rather than carrier
spacing x, it reads as Tc = 0.785 × n
2/3 × ρx. In other
words, it states that Tc is linearly related to a sheet den-
sity ρx by a coefficient of order O(1). The authors who
advanced the Roeser-Huber equation chose the value of
x for each material based on considerations about the
crystallography of the material. Agreement of a few per-
cent between the Roeser-Huber equation and experimen-
tal Tc’s was claimed for many cuprate and pnictide com-
pounds.
Our point in mentioning the Roeser-Huber equation
is: it could not work even within an order of magnitude,
much less the claimed few percent, if Tc/ρ2D were not of
order O(1) in atomic units. Although the case by case
choice of the charge carrier spacing x can be questioned,
still the chosen values of x were related to the lattice
spacing, and therefore the tuning of x cannot be respon-
sible for the order of magnitude agreement of optimal
Tc and ρ2D. The Roeser-Huber equation confirms that
Tc/ρ2D really is of order O(1) in atomic units.
E. Significance of Integer Values.
The slopes listed above include three numbers which
are very close to integer values:
1. In BaFe2(As1−xPx)2 the slope of the magnetic field
dependence is the same as the slope of the temper-
ature dependence; γ = α/β is identical to one in
atomic units, within the experimental error bar of
7%.38
2. Bozovic et al’s article showed that the superfluid
phase stiffness ρs is related to temperature by the
integer −2 [within experimental scatter]; dρs/dT =
−2.36
3. Barisic et al report that Rxx = 3.8kBT/ρ2D. 3.8 is
very close to the integer 4, so perhaps the correct
relation is Rxx = 4 kBT/ρ2D.
75
When experimental data produces integer values, this
asks very strongly for our attention. One must ask
whether some physical mechanism guards the integer
value from the many processes that could modify it. One
of the simplest and most convincing ways to make an in-
teger value resilient against interactions and other pro-
cesses is to use topology, for instance via a winding num-
ber.
VIII. MEISSNER PHYSICS
It should be mentioned that even conventional super-
conductivity has features that seem reminiscent of topol-
ogy: a contrast between bulk physics and surface physics,
and guaranteed conduction on the surface. Where a TI
bulk band gap expels charge carriers from the bulk, su-
perconductors expel magnetic field from the bulk. In a
TI charge conduction on the surface is guaranteed by
topology and the bulk gap, while in a superconductor
Meissner currents on the surface are required in order to
expel magnetic field from the the bulk.
While a comparison between topology and conven-
tional superconductors is in some respects attractive, this
comparison has two fundamental difficulties. The first is
that superconductors can not be directly compared to
TIs, since one does not allow charge conduction in the
bulk and the other does. Perhaps the solution to this
difficulty is think of Weyl materials instead of TIs. The
second and more profound difficulty is that this sort of
reasoning can be used to suggest that ordinary conduc-
tors have topological features. Ordinary conductors ex-
pel electric fields from their bulk, and use surface charge
accumulation to achieve that expulsion.
IX. POSTSCRIPT: HOW TO DO TOPOLOGY
IN A STRONGLY INTERACTING MATERIAL
Band topology is not a terribly promising tool for un-
derstanding high Tc materials, because these materials
are so strongly interacting that the concepts of bands
and Fermi surfaces are not reliable. Nonetheless the evi-
dences reviewed in this article suggest that topology may
be important. Here we briefly outline a few possible di-
rections for doing topology without band structure. This
is not an exhaustive list.
• Focus on Many-Particle Aspects. One ap-
proach is to attack strong interactions head-on:
first write an interacting hamiltonian or a many-
particle ground state, and then within this context
work on developing a topological perspective. One
example of this approach is development of many-
body topological invariants, where the idea is to de-
velop mathematical machinery for analyzing a mul-
tiparticle ground state and determining whether it
implements topological order. For examples of this
work see Refs. 3,97,98.
Another example is the Kitaev model, whose solu-
tions are spin liquids, and are intrinsically topolog-
ical. The Kitaev model can be solved exactly when
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it is on a honeycomb lattice. Depending on the
lattice, the Kitaev model implements nodal lines,
Dirac cones, Majorana Fermi surfaces, or Weyl
nodes.99
While this approach is perhaps the most obvious,
it might not always be the most productive. The
challenges and technology of topology [either in the
mathematical sense or the physics sense] are rela-
tively well understood, in comparison to those of
strong correlations and interactions. Therefore at-
tacking the combination of topology with strong in-
teractions by concentrating on strong interactions
first may deliver practical results more slowly than
starting with the aspects of this combination that
are relatively tractable.
• Focus on Broken Translational Invariance
and the Absence of Band Structure. Another
approach is to focus on how to do topology when
translational invariance is broken by scattering and
therefore there is no band structure. The source of
scattering can be static, i.e. disorder, or it can
be dynamic, i.e. interactions. If the characteristic
time scale of interactions and their fluctuations is
longer than that of electron motion, then the effects
of the two types of scattering may be similar.
Topological properties can be extraordinarily re-
silient against scattering. This can be observed
by directly calculating topological invariants using
formalisms which admit formulations that are in-
dependent of band structure and can be calculated
in disordered materials.100–102
Resilience against scattering can also be observed
by measuring conduction and the energy-resolved
density of states, neither of which is tied to trans-
lational invariance. The next three points discuss
this in more detail:
– Conduction. Topology can guarantee con-
duction on the surface of a material even when
scattering completely erases the band struc-
ture and band gap both on the surface and in
the bulk; the only requirement is that the bulk
must not conduct, which can be arranged by
making it sufficiently disordered.65,66,103
Topology can also guarantee conduction in the
bulk of a material, if the Fermi energy is tuned
to a topological phase transition. Because
topological numbers cannot change without
conduction through the bulk, at a topologi-
cal phase transition the bulk is guaranteed to
conduct.65,66
– Density of States as a Function of En-
ergy. The characteristic signature of a Dirac
cone [constant density of states for 1-D edge
states, linear in energy for 2-D surface states,
quadratic in energy for 3-D bulk states] can
be maintained by topology even when scat-
tering is so strong that there is no dispersion
relation between momentum and energy. In
this case the only effect of scattering on the
density of states is to multiply by a constant,
corresponding to multiplying the Fermi ve-
locity by a constant.67,104 This result applies
within a phase, while at boundaries between
two phases non-trivial scaling relations may
control the DOS.105
– Effective Models. In topological insulators
the effects of scattering on the density of states
and conduction can be summarized by renor-
malizing the parameters of a disorder-free
Dirac hamiltonian. In other words, even when
translational invariance is completely absent
and there is no dispersion correlating momen-
tum with energy, topology’s invisible hand can
ensure that the material acts as if a scattering-
free Dirac particle were present.67,104
Weyl materials take this a step further. In 3-D
Dirac materials disorder is an irrelevant oper-
ator, so its effect on the Weyl cone [except at
the Weyl point itself] can be made arbitrarily
small by going to large enough distance scales
and small enough momentum scales.106,107 For
some observables such as conductance disor-
der may have no effect at all.108
• Renormalization Group Flow to Weyl
Semimetals. A material’s properties at long
length scales may be much different than its prop-
erties at short length scales. For example, re-
cent work has suggested that materials with spin-
orbit coupling, magnetic impurities, and disorder
may naturally flow into a Weyl semimetal phase.109
Topological insulators with magnetic impurities
can also flow into a Weyl semimetal phase as the
system’s length scale is increased.110 This sort of
scenario could produce aWeyl phase and Fermi arcs
in the cuprates even if at short distances there are
no Dirac or Weyl fermions.
Moreover when stacks of 2-D TIs are coupled to-
gether into a 3-D material, they can form Weyl
semimetals or topological insulators.111,112 If there
were something topological at work in individual
cuprate copper oxide layers, for instance a Chern-
Simons term or some kind of vortices, then possibly
when the layers are stacked they could produce a
Weyl phase and Fermi arcs.113–115
• Electron/hole loops. As briefly outlined ear-
lier in this text, weak (anti)localization is caused
by Cooperons tracing loops. We also briefly dis-
cussed the fact that electrons and holes form loops
in space-time, which gives a perspective on elec-
tronic transport that is founded on charge conser-
vation and therefore is very solid. These loops are
13
an elementary topological object. Studies of how
the space-time loops of electrons and holes can be
braided or knotted or woven together may be able
to offer new insight into strongly correlated electron
transport.
We used an analysis of Cooperon loops and their
areas to understand linear resistance. A key step
in the analysis was that weak antilocalization not
weak localization is seen experimentally, which im-
plies that spin relaxes very quickly, long before a
loop is completed. This obtained a simplification:
in the case of weak antilocalization, the loops are
spinless. Further work is needed on generalizing
this loop analysis to systems where spin polariza-
tion persists longer and its effects on transport can
not be neglected.
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