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Abstract 
For any given collection of Euclidean plane points it will be shown that a minimal ength T 1 
network (or 3-size quasi Steiner network (Du et al., 1991)) will intersect a minimal spanning 
tree only at the given Euclidean points. 
1. Introduction 
Let AT, ---- {Xl . . . . .  X,} denote a finite collection of n Euclidean plane points. A Steiner 
network is a network interconnecting X, with all angles between intersecting edges not 
less than 120 o. The network may contain extra vertices, called Steiner vertices, and 
is 'full ' if there are exactly 2n - 2 (Steiner vertices). Also, a network of shortest 
length S interconnecting Xn is a minimal (shortest length) Steiner network and it is 
known that computing S is an NP-hard problem [3]. For this reason, other networks 
are studied and compared with S. e.g. spanning trees and the associated Gilbert-Pollak 
Steiner ratio [2,4] which shows that for any given X,, the length of minimal Steiner 
network to the length of a shortest spanning tree is always greater than x/3/2. Another 
network of interest is the T1 network, also described as a 3-quasi Steiner network [1]. 
The components of a T 1 network consist of  spanning edges and full Steiner networks 
with 1 Steiner vertex (called Q-components). The network is called minimal if it is 
of  shortest length. Currently, for a given AT,, there is no polynomial time algorithm 
available to generate a T1 network (computing a minimal T1 network is also a hard 
problem [1]); however, it is still a challenging exercise to consider the TI-Steiner 
ratio conjecture problem; i.e. for any given X,, prove that the ratio of lengths p, of a 
minimal Steiner network to a minimal T1 network is always greater than 0.93185... 
with this value attainable on four points arranged in the configuration of a square. The 
case n = 3 is trivial as clearly the minimal T1 network is also the minimal Steiner 
network and so p = 1. A proof for the case n -- 4 is found in [ 1 ]. 
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Clearly, it is desirable to find a polynomial time algorithm capable of generating a T 1 
network for a given Xn that also satisfies the T1 ratio conjecture. In achieving this then 
it would be useful to understand some of the properties of the T 1 networks themselves, 
as understanding of some of the properties of minimal spanning trees assisted in the 
proof for the Gilbert-Pollak Steiner ratio conjecture. 
In this paper, some of the crossing properties of minimal T1 networks are consid- 
ered, for networks both individually and collectively. It is assumed throughout, for 
convenience, that all minimal T1 networks for a given X, are known. 
Thus, consider a minimal T1 network J connecting a given collection of points. It 
is clear that any spanning edge of J must also belong to some minimal spanning tree 
connecting X~, and that two different spanning edges both belonging to J cannot cross 
each other. Also, a Q-component and a spanning edge both belonging to J cannot 
cross each other. Not so obvious however, is whether two different Q-components of 
the same J cross each other. 
Consider now the union of minimal T1 networks for a given X, and suppose Jl 
and J2 are two separate (minimal T1) networks of the union. In [7], it is proved that 
spanning tree edges from different minimal spanning trees cannot cross each other. 
It follows then that any spanning edge of J1 cannot cross any spanning edge of J2. 
However if Q~ and Q" are distinct Q-components of Jl and J2, respectively, then it 
is possible for Q' and Q" to cross each other. (This is seen from X4 arranged in the 
configuration of a square.) Of more interest though is whether a spanning edge of 
J1 crosses a Q-component of J2. This situation is examined in Theorem 1 and it is 
proved that they do not. The consequence of this is that the union of minimal spanning 
trees for a given Xn will provide an organizational base from which T 1 networks may 
further be examined. 
Lemma 1. Let Xn = {x  I . . . . .  xn} be a collection of n points in the Euclidean plane 
and let J be a minimal T1 network connectin9 Xn. Suppose J contains a Q-component, 
called Q, connectin9 (without loss of 9enerality) the vertices Xl,X2 and x3. I f  
xi E X,, i ¢ 1,2,3, is in the convex hull, denoted by H, of Axl,xz,x3 then J is 
not minimal. 
Proof. Suppose xi c Xn lies in the convex hull of As, x2,x3 (Fig. 1). Consider how X i 
may be connected in J to Q. If there is a path in J from xi to xl, then J cannot be 
minimal as a shorter network may be obtained by replacing Q with the edges xix2 and 
xix3. I f  instead there is a path in J from xi to x2(x3), then J again cannot be minimal as 
a shorter network may be achieved by replacing Q with a minimal network connecting 
Xl,Xi,X3 (Xl,Xi,X2). 
Lemma 2. From Fi9.2, if Ao, vl,v2 is equilateral, c is a circular arc of radius I(Vl,V2) 
centered to o passin9 through vl and v2, w is a point on c between vl and v2, and 
0 = /v l ,w ,  v2, then 0 = 150 ° . 
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Proof. From elementary geometry. [] 
Lemma 3. Let X, = {x  I . . . . .  Xn} be a collection of n distinct points in the Euclidean 
plane. I f  T and T ~ are distinct minimal spanning networks connecting Xn then T 
cannot cross Z ~. 
Proof. This result is due to Rubinstein and Thomas and can be found in [7]. [] 
Lemma 4. Let X~ = {xl . . . . .  x,} be a collection of n distinct points in the Euclidean 
plane and let J be a minimal T1 network connecting X,. I f  J contains both a spanning 
edge e and a Q-component Q, then e cannot cross Q. 
Proof. I f  e crosses Q not a point in X, then J must contain a closed loop. It is not 
difficult to verify that Q and e can be replaced by spanning edges and/or Q-components 
to form a T 1-network contradicting the minimality of J .  [] 
Theorem 1. Let Xn = {xl . . . . .  xn} be a collection of n distinct points in the Euclidean 
plane. I f  J is a minimal T1 network connecting X, and T is a minimal spanning 
network connecting Xn then J cannot cross T. 
Proof. From Lemma 3, no spanning edge of J can cross any spanning edge of T. 
Thus it is left to prove that no Q-component of J can cross any spanning edge of T. 
This is achieved by contradiction. Suppose there is a Q-component Q of J that crosses, 
without loss of generality, the edge xlx2 of T. [] 
Let xi,xj,x k be the points of X, connected by Q and let s be the Steiner vertex of 
Q. Clearly none ofxi ,x j  or xk may lie in the interior of the 'almond' region A bound 
by two circular arcs each of radius l(x~x2) centered at xl and x2, respectively. Also 
from Melzaks's algorithm [5], I(Q) may be represented diagramatically (Fig. 3) by the 
length of oxk where o is the third point of the equilateral triangle o, xi,xj. 
Some observations: 
- -  Xi,X j and xk cannot all lie on the same side of a line p collinear through XlX2. 
Therefore at least one of xi,xj and xk must lie strictly on one side of p, another must 
lie strictly on the other side of p, and at most one of xi,xj and xk may also be xl 
or X 2. 
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- -  Without loss of generality, let xi and xk both lie strictly on opposite sides of p 
to each other and let I(Q) be represented by the length of oxk where o is the third 
point of the equilateral triangle with vertices o, xi and xj. By appropriate relabelling, 
arrange oxk to cross xlx2 (Fig. 4). Now arrange Ao, xi,xj to lie (if it is not already) 
on one side of p by appropriate relabelling again, i.e. Suppose xi and xj lie strictly on 
opposite sides of p to each other. Let o' be the third vertex of the equilateral triangle 
Aol,xj,xk. By Melzak's algorithm [5], l(Q) = l(o'xi). Clearly AoP,xj,xk lies on one 
side of p. Next, suppose oPxi does not cross XlX2. There are two situations to consider. 
For convenience, assume p to lie in the vertical with xl above x2. 
(i) I f  oPxi crosses p below x2, then clearly Q cannot cross xjx2. 
(ii) I f  oPxi crosses p above xl, then since oxk crosses xlx2, s must lie on the right 
hand side of p. By inspection it is clear that Q again cannot cross xlx2. 
Thus, relabel xi to be xk,xk to be xi and o p to be o. 
For the remainder of the proof, assume the following: 
- -  As shown in Fig. 5, let q be a line perpendicular to p passing through the mid- 
point of xlx2. p and q then divide the plane into four quadrants. The upper left, upper 
right, lower left and lower right, denote by U', U,U and L, respectively. Without loss 
of generality, suppose oxk crosses xlXz, Ao, xi,xj lies in U p LJL' with o E U p, x~ lies 
strictly in U O L, o p is the 'left' point of A, o pp is the 'right' point of A (ie both o' 
and o" lie on q and are l(xlx2) from both xl and x2), and t is a line passing through 
xl and xk. 
- -  Observe that if Pl is a point in UP\A, P2 is a point in U\A and Pl P2 crosses 
XlX2 then l(plXl )<~l(plp2) (*). Also note that since Ao, xi,xj is equilateral, o cannot 
lie in the interior of A, and xl cannot lie above t (otherwise xl will lie in the convex 
hull of xi,xj,xk). 
The main proof is as follows. The possibilites of how Q may be connected within J 
to xl and x2 are considered and then a shorter Tl-network is constructed by replacing 
Q with spanning tree edges or other Q-components to give a contradiction on the 
minimality of J .  There are six cases. 
Case 1: Suppose o E U',x~ is in U and there is a path of J from xl to xk not 
including xi or xj (Fig. 5). By considering (*), a shorter Tl-network is constructed by 
replacing Q with a minimal Steiner network connecting Xl,Xi and xj. 
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Case 2: Suppose o E U',xk E U, the path of J from xl to xk includes xi or xj 
and the path of J from x2 to xk includes xi or xj. There are two subcases: (a) when 
xj E U' and (b) when xj E L'. 
(a) xj E U': In this situation, the topology of J is not important. 
From Fig. 6, let e" be a circular arc of radius l(xlx2 ) centered at o", c' be a circular 
arc of radius l(xlx2) passing through xl and o' centered at point z E U', p' be the 
point of intersection of oxk with c', p" be the point of intersection of oxk with e", d be 
the circular arc of radius l(xixj) centered at o, and f2 be the region of A bound by the 
boundary of A and c' between o' and Xl. Note that c' and e" intersect only at xl and 
that xi cannot lie strictly above a line passing through x] and o" else by Lemma 1, 
xl will lie in the convex hull of the vertices xi,xj and xk. Let w be a point on d 
between xi and xj. Since xi and xj both lie in U'\A, a consequence of Lemma 2 is 
that w E U'\(A\f2). Then l(p', p ' )  > O, l(xiXj) = l(ow)<~ l(op') and l(xlxk)<<,l(p"xk) 
so that l(xixj)'-}-l(XlXk) < l(Oxk). Thus a shorter T1 network is obtained by replacing 
Q with the edges xixj and xlxk. 
(b) xj E U. There are four possible topologies for J (Fig. 7) and each is considered 
separately. 
Topology i. There is a path from x; to xl not including xj or x2 and there is a path 
from xj to x2 not including xi or Xl. 
ii. There is a path from x~ to x2 not including xj and there is a path from Xl to x2 
not including xj. 
iii. There is a path from x i to xl not including x; and there is a path from xl to x2 
not including xi. 
iv. There is a path from xi to x2 not including xj or xl and there is a path from xj 
to x] not including xi or x2. 
(b.i) There is a path from xi to xl not including xj or x2 and there is a path from 
xj to x2 not including xi or xl (Fig. 7(i)). 
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Q may be replaced by the Q-component connecting Xl,X 2 and xk (which will exist). 
To show this, note that by Melzak's algorithm [5], the length of the Q-component 
connecting Xl ,xz and xk may be represented by the length of o'xk (Fig. 8). Assume that 
l(oXk) <~ l(o'xk). Note that xl # xk, o # o t and that l(oxi) < l(oxk). Let $ = / o, xk, o t. 
Then $~<30 °. IfsL is a point on oxk a distance l(oxi) f rom o, then l(osL) < l(o'sL) 
and so l (xixj)  = l(oxi) < l(otxi). As Ao, xi,xj is equilateral, xj then cannot lie in 
L'\lnt(A). ie a contradiction and thus a shorter network is obtained by replacing Q 
with the Q-component connecting xt,x2 and xk. 
(b.ii) There is a path from xi to x2 not including xj and there is a path from Xl to 
x2 not including xj (Fig. 7(ii)). 
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Q may be replaced by either the edges xixj and XlXk or the edges xzxj and xLXk. To 
show this, assume the following equations are simultaneously true: 
and 
l (Q ) = l( oxl, ) <<. l(xixj ) + l(XlXk ) (1) 
I (Q) = l(oxk ) <~ I (X2X j )  ÷ l(XlXk ) (2) 
From Fig. 9, let c" be the circular arc of  radius l(xlx2) centered at o" and let p"  be 
the intersection point of  OXk and c". Since l(xixj)<, l(os) and l(xlxk)<<, l (xkp") ,  i f  (1) 
is satisfied then s must lie on OXk between pl/ and Xk. Also since LX i ,S ,X  j = 120°,xis 
/ say, and that xjs must intersect must intersect the boundary of  A above q at a point s u 
/ say. Then t ¢(U asx l  will then lie in the the boundary of A below q at a point s L s U 
/ 
convex hull of  xi,xj and xk, and similarly s L ~ L as x2 will then lie in the convex 
/ U f L I. / = o I then s = Xl hull of xi,xj and xk. Thus s U C and s~ E Note that if s L 
and Q does not cross xlx2. I f  s~ = o' then o is not in U I. Let su be the point in U 
where sxk intersects the boundary of A. Apply a simple variational technique (further 
discussion may be found in [7]) of decreasing sxk at Xk, sxj at xj, and sxi at xi so that 
' ' and xk = su. Eqs. (1) and (2) l(sxi) = l(sxj) = l(sxk) = -1  and until X i = Su ,X  j = S L 
will remain true and o remains in U/. Next, move xk along the boundary of  A until 
xk = 0 I'. (1) and (2) again remain true during this variation. 
Let 4 = /_xj ,xl ,x2 and 6 = / x i ,x2 ,x l  (Fig. 10). Since o E U',0--.<q--.<4 < 60 °. 
It suffices to show that there is no 4 and qJ so that (1) and (2) are both satisfied 
simultaneously. First, examine the locus of o as xi moves along the boundary of  A. 
Let c be the point on q which coincides with o when q = 4. As 6 decreases, xi will 
move along the boundary of  A toward xl and o will move along the circular arc c"  
of  radius l(xlx2) centered at a point x~ such that /_xy, c,x~2 = 4. 
There are two situations to examine. 
(b. i i . l )  0 ° ~<~<30 °. x~ will lie below the line q. Therefore by inspection (Fig. 10), 
l(oxk) will be a decreasing function as 6 decreases from ~ to 0 ° and will be a minimum 
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when ~b = 0 °. Also, l (x jx2)+ I(XlXk) remains constant hroughout. Set l(xlx2) = 1. 
Then at ~b = 0 ° for a given ~. 
l(oxk) = (2 - 2cos(120 ° + ¢)),/2 and l(xjx2)+ l(XlXk)= 1 + 2sin (~) .  
By computer, l(oxk) is always greater than l(xjx2) + l(xlxk) and so Eq. (2) is not 
satisfied. In Table 1, tabulations are shown for selected ~. 
(b.ii.2) 30°~<~<60 °. Examine first the locus of o as ~k decreases from ~ to 0 °. 
As in (b.ii.1) as ~k decreases, o moves along the circular arc c", of radius l(x~x2) 
centered at x~ such that /xj ,  c,x~ = ~. However, in this situation x~ lies above q. 
Let x~ be the point Xl rotated 60 ° anticlockwise about xy, and l ~ be the line which 
passes through xl and xk (Fig. 11). Note that the shortest distance m = sin ~ from xj 
to p is less than v~/2,  the shortest distance from o ~ to l ~ is v'~/2, and a line passing 
through x~ and x~ is parallel to l' and must intersect q at a point f between c and 
xk. From this, a line 1" passing through x~ and xk will intersect cm between c and x~ 
at a point f ' .  Then /c ,x~, f '<~ and /f',x~,x~ <<.~. Thus l(oxk) will increase as o 
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Table 1 
l(xyx2 ) + l(XlXk ) l(oxk ) 
0.001 1.00001 1.73205 
0.01 1.00017 1.73213 
0.1 1.00174 1.73292 
1.0 1.01745 1.74071 
5.0 1.08723 1.77402 
15.0 1.26105 1.84775 
25.0 1.43287 1.90743 
29.0 1.50076 1.92726 
30.0 1.51763 1.93185 
59 
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Fig. 11. 
moves along c"  from c to f ' ,  decreases as o moves along c"'  from f '  to x~, and will 
have a minimum value at either ~b = 0 ° or ~b = ~. Note that it is not clear if l(oxk) 
is concave, convex or neither (with respect o ~). Also note that l(xjx2) + l(xlxk) is 
constant for ~ >1 ~b >/0 °. 
Now examine separately, ~ between the angles 30 ° and 40 °, 40 ° and 51 °, 50 ° 
and 60 ° . 
Consider 30 ° < ~<40 °. Setting l(xlx2)= 1 gives 
l(oxk) = sin ~ + ,¢~cos ~ when~, = ~, 
l(oxk) = (2 - 2cos(120 ° + ~))1/2 when ~, = 0 ° 
and (sin ~ + v~ cos ~) - (2 - 2 cos(120 ° + ~))1/2/> 0 (The equation is equal to 0 when 
= 40°). 
Considering the previous discussion l(oxk) has a minimum value when ~b = 0 °. Thus 
when ~, = 0 °, l(oxk) = (2 -- 2cos(120 ° + ~))1/2, and l(xjx2) + l(xlxk) = 1 + 2 sin(~2), 
Eq. (2), by computer, will not he satisfied. Tabulations for selected ~ are shown in 
Table 2. 
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Table 2 
l(oxk ) l(xjx2) -- l(XlXk )
30.0 1.93185 1.51763 
31.0 1.93629 1.53447 
35.0 1.95259 1.60141 
39.0 1.96650 1.66761 
40.0 1.96961 1.68404 
Table 3 
l(oxk ) t(xjx2 ) + l(xlxk )
40.0 1.96961 1.68404 
45.0 1.93185 1.76536 
50.0 1.87938 1.84523 
51.0 1.86716 1.86102 
Consider 40 ° < 4 ~< 51 °. Since (sin ~ + v/-3 cos 4) - (2 - 2 cos( 120 ° + 4)) 1/2 ~<0, the 
minimum value of  l(oxk) will occur when ff = ~. Setting l(oxk) = sin~ + x/'3cos4, 
and l(xjx2) + l(xlxk) = 1 ÷ 2sin(2~), Eq. (2) will not be satisfied, by computer, as 
l(oxk) > l(xjx2) + l(xlxk). In Table 3, tabulations are shown for selected 4. 
Consider 50 ° < 4-..<60 °. As ~k decreases from 4 to 0 °, the change in length of  
l(xixj) + l(xlxk) is always positive. Also if ~/, = ~k0 is the angle at which 0 = f t ,  then 
the change in length of l(oxk) as ~ decreases from ~ to 0 ° is positive for 4 ~> ~k ~> ~b0 
(Fig. 11 ), but negative for ~0 ~> ~'/> 0°. Thus, as ff decreases from 4 to ~b0, the change in 
length of  l(xixj) + l(xlxk) is always greater than the change in length of  l(oxk). (note 
that l(xixj) = l(oxj)). Since l(xixj) ÷ l(XlXk) ~- 2 cos ~ and l(oxk) - l(xixj) - l(xlxk) = 
(sin 4 + v/-3cos 4 ) -  2 cos 4 > 0 when ~ = 4 (with l(xlx2) = 1), the conclusion is that 
l(oxk) = l (x ix j )+ l(xlxk) for at most one value of ff between 4 and 0 °. 
At ~b = O°,l(oxk) = (2 -- 2cos(120 ° + 4))l/2, l(x2xj) ÷ l(XlXk) = 1 ÷ 2 sin(~), and 
l(oxk) -- (l(x2xj) ÷ l(xlxk)) = (2 -- 2COS(120 ° + 4)) 1/2 -- (1 + 2sin(~)) > 0. Since 
l(x2xj) ÷ l(XlXk) = 1 + 2s in(~) is constant for given 4, there will be a value of  ~k 
between 4 and 0 ° where l(x2x)) + l(XlXk) = l(xixj) + l(XlXk) = lo say (Fig. 12). To 
complete the proof, it is necessary to show that l(oxk) > lo for this value of  ft. The 
conclusion will then be that Eqs. (1) and (2) cannot both be satisfied simultaneously. 
By direct computation, let l ( xzx j )= l (x ix j ) - -2  sin(2~ ) = k say. From Fig. 13, let w' 
be the point where oxj intersects q, q' be the line passing through xj which bisects the 
angle 20 = Lxi,xj,x2, q be the angle that xzx j makes with the horizontal , / /= /__o, xk, o' 
and ~ = 20 - t/. Then by the sine rule, l (oxk)/ l (ow ~) = sin(60 ° + c0/sin ft. 
Also, 2k sin 0 = 1, tan q = (1 - cos ¢)/sin ~, k - / (ow ' )  = (cos 4 - 0.5)/sin(120 ° - ~) 
and 
k sin(120 ° - ~) - cos 4 + 0.5 
tan/~ = v~/2 + sin 4 + k cos(120 ° - c~) " 
T. Cole~Discrete Mathematics 177 (1997) 5145 61 
lo 
/ ~  l(xixj)+ l(XlX k) 
l(ox k) 
/(xjx2 ) +/(XlX k) 
I I 
0 ° 
(decreasing) 
Fig. 12. 
U' I/'~I U 
L' x2 k 
Fig. 13. 
From this l(oxk) > lo = l(x2xj) + l(XlXk ) = l(xixj) + l(xlxk ) is true at the required 
by computer again. In Table 4, tabulations for selected ~ are shown. 
This completes the proof of (2.b.ii). 
(b.iii) There is a path from xy to Xl not including xi and there is a path from Xl to 
x2 not including xi (Fig. 7(iii)). Q may be replaced by the edges xixj and xlxk, or xixl 
and XlXk. To show this, assume the following two conditions are simultaneously true: 
( 1 ) I (Q) = l(oxk) <<. l(xixj ) -q- l(XlXk ) and (2) I (Q) = l(oxk ) <<. l(xixl ) + l(XlXk). Perform 
the variations on xi,xj and xk as in (2.b.ii) until all 3 points lie on the boundary of 
A with xk = o", xi E U r and xj E L'. The conditions (1) and (2) still hold true, and 
since the assumptions for (2.b.ii) are not simultaneously true, the assumptions here 
cannot simultaneously be true (note that l(XiXl)<~l(xjx2) when xi, xj and xk are on the 
boundary of A following the variations). 
(b.iv) There is a path from xi to x2 not including xj or xl and there is a path from 
xy to xl not including xi or x2 (Fig. 7(iv)). As a consequence of (b.i), (b.ii) and (b.iii) 
above, J cannot be a minimal network. 
62 
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lo k ~ fl l( oxk ) 
50.0 1.84523 0.84523 47.53421 19.36644 1.99987 
51.0 1.86102 0.86102 45.50030 20.49992 1.99992 
55.0 1.92349 0.92349 38.06073 24.85981 1.99999 
59.0 1.98484 0.98484 31.52056 28.99485 1.99999 
59.9 1.99848 0.99848 30.15020 29.89994 2.00000 
59.99 1.99984 0.99984 30.01500 29.98999 2.00000 
59.999 1.99998 0.99998 30.00150 29.99900 2.00000 
59.9999 1.99999 0.99999 30.00015 29.99989 2.00000 
59.99999 1.99999 0.99999 30.90001 29.99999 2.00000 
U' xi ~ U 
Q 
L' xl I Ix2~ " -L  L' xj 
U 
Xk 
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Fig. 14. 
Case 3: o E U', xk E U and there is a path of J from x 2 to xk not including xi or 
xj. It is not necessary to examine when the path includes Xl. (See Case 1 otherwise.) 
There are three situations to consider. 
The first situation is depicted in Fig. 14(a). There is a path of J from xi to xl not 
including any ofxj,xk and x2. I fx j  E U' then by a similar argument to subcase (2a), 
a shorter network can be obtained by replacing Q with the edges xixj and xlxk, and 
if xj E L' then by a similar argument this time to subcase (2b.ii), a shorter network 
can be obtained by replacing Q with xlxk and the shorter of xixj and x2xj. The second 
situation is as depicted in Fig. 14(b). i.e. there is a path from xj to xl of J not including 
any ofxi,xk and x2. This situation can be treated similarly as the first, as can the third, 
were there is a path of J from x2 to xl not including any of xi, xj and xk. 
Case 4: o E U', xk E f f  and there is a path of J from xl to xk not including xi or xj. 
Note that if Pl is a point in U'/Int(A) and P2 is a point in L/Int(A), then l(plP2) > 
l(plxl ). Considering this and (*), a shorter network is obtained by replacing Q with 
the minimal Steiner network for the points xi,xj and xl. 
Case 5: o E U', xk E L, the path of J from Xl to xk includes xi or x/ and the path 
of J from x2 to xk includes xi or xj. This case is similar to Case 2. There are two 
subcases: (a) when xj E U' and (b) when xj E L'. 
(a) As in subcase (2a), the topology of J is not important. 
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Q may be replaced by the edges X2Xk and XiX j to obtain a shorter network. To show 
this let c' be the circular arc of radius l(XlX2) passing through o t and xl centered at 
point z E U' (Fig. 15), ~b' be the angle that oxj makes with the horizontal measured 
clockwise at x j, and pt be the point of intersection of oxk and c I. Suppose pl lies 
between o' and xl. Then by inspection l(x2xk) < l(p'xk), and from subcase (2a), 
l(xixj) <<. l(op').  Thus a shorter network is obtained by replacing Q with the edges xixj 
and x2xk. If oxk crosses q on the left hand side of o I, then 0 ° ~< ~b I < 90 ° and a shorter 
network is obtained by replacing Q with the edges xixj and x2xk. 
(b) As in subcase (2b), there are (the same) four topologies (Fig. 7) to consider 
separately. 
(b.i) This situation has the same conditions as in (2b.i) except hat xk E L. Q may be 
replaced by the shorter minimal Steiner network connecting XhX2 and xk. To show this, 
the first suppose that o'xk crosses p below x2. Assume that l(oxk)<<, l (x lx2)+ l(xlxk). 
Perform the variation of decreasing oxk at xk so that i(sxk) = - 1 and until oxk intersects 
xlx2. The assumption will remain true and by Melzak's algorithm [5], the minimal 
Steiner network connecting xl,x2 and xk will then have length l(olxk). It remains now 
to examine the situation when 01xk crosses p between xl and x2. 
Let 1" be the vertical ine parallel to p passing through o' (Fig. 16), W be the strip 
region in UlU L I bounded by 1 II and p, W' = W\Int(A), and 0 be the angle that 
oxj makes with the horizontal measured clockwise at o. Assume that l(oxk)<<, l(o'xk). 
Then o E W I M U' and xi E W I M U 1. Suppose xj E W I n L I. Let sb be the intersection 
point of Q and the boundary of A in U', and let s~ be the intersection point of Q and 
the boundary of A in L 1. Apply a simple variational technique by decreasing sxj at xj, 
' Note that and sxi at xi so that l(sxi) = i(sxj) = -1 and until xi = s'~ and xj = s L. 
the assumption l(oxk)<~ l(olxk) remains true. However, since do, xi,x j is equilateral, o 
cannot be in W', A contradiction. 
Now suppose xj E L I \W 1. Clearly 90 ° ~<0 < 150 °. Let l' be a line passing through 
xl and o" (Fig. 17), z be the intersection point of l I and l '1, n' be the intersection point 
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of the boundary of A in U ~ with a line passing through o and xi, and n be the point of 
intersection of the same line with l". As Ao, xi,xj is equilateral, xj will be contained 
in a circular disk of radius l(nxi) centered in n: If n lies on l" above z then l(nxi) < 
l(no ~) contradicting xj E U \W' .  If n lies on l" below z, then l(nxi) < l(nn') < l (nd)  
contradicting xj E L ' \W'  again. The conclusion is that o cannot lie in W'. Therefore 
l(o'xk) < l(oxk) and so Q may be replaced by the minimal Steiner network connecting 
the points x~,x2 and xk. 
(b.ii) This situation has the same conditions as in (2b.ii) except hat xk E L. The 
proof is nearly identical but with the assumptions that 
t(Q) = t(oxk ) <<. l(xixj ) + l(xzxk ) ( 1 ) 
and 
/(Q) = l(oxk) ~ t(x2x D +/(x2xk).  (2) 
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Note for this situation if sxj crosses q on the left-hand side of o' then the problem 
can be reduced to case (5.2a) by performing the variation of decreasing the length of 
sxj at xj (so that i (sxj)  = -1)  until xj E U'. 
- -  if oxk crosses q on the right hand side of o" then perform a variation so that 
xk moves in a straight line toward o" instead of along the Steiner edge sxk. The 
assumptions will be maintained. 
(b.iii) This situation has the same conditions as in (2b.iii) except hat xk E L. The 
proof is nearly identical but with the assumptions that 
and 
I (Q) = l(oxk) <~ l(xixj) q- I(X2Xk) 
I (Q ) = l( oxk ) <. l(XlXi ) + t(x2x, ) . 
(1) 
(2) 
(b.iv) Similarly, this situation has the same conditions as in (2b.iv) except that 
xk E L. The proof is a consequence of (b.i), (b.ii) and (b.iii). 
Case 6: This last case has the same conditions as in case 3 except hat Xk E L. A 
shorter network is obtained by replacing Q with the minimal Steiner network connecting 
the points xi,xj  and x2. 
Finally, since we have proved that one Q-component of J cannot cross any edge of 
T, it will be true that any number of Q-components cannot cross any edge of T. Thus 
Theorem 1 is proved. [] 
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