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Abstract. Surface reconstruction from magnetic resonance (MR) imaging data
is indispensable in medical image analysis and clinical research. A reliable and
effective reconstruction tool should: be fast in prediction of accurate well lo-
calised and high resolution models, evaluate prediction uncertainty, work with
as little input data as possible. Current deep learning state of the art (SOTA)
3D reconstruction methods, however, often only produce shapes of limited vari-
ability positioned in a canonical position or lack uncertainty evaluation. In this
paper, we present a novel probabilistic deep learning approach for concurrent 3D
surface reconstruction from sparse 2D MR image data and aleatoric uncertainty
prediction. Our method is capable of reconstructing large surface meshes from
three quasi-orthogonal MR imaging slices from limited training sets whilst mod-
elling the location of each mesh vertex through a Gaussian distribution. Prior
shape information is encoded using a built-in linear principal component analysis
(PCA) model. Extensive experiments on cardiac MR data show that our proba-
bilistic approach successfully assesses prediction uncertainty while at the same
time qualitatively and quantitatively outperforms SOTA methods in shape predic-
tion. Compared to SOTA, we are capable of properly localising and orientating
the prediction via the use of a spatially aware neural network.
Keywords: Uncertainty quantification · 3D reconstruction · Shape modelling ·
Deep learning.
1 Introduction
High quality 3D surface models of internal organs constructed from MR imaging data
are vital for diagnosis, disease tracking, surgical planning or interpretation of functional
data in clinical and research practice [21,22,3]. In cardiac imaging, for example, virtual
ventricle surface meshes enable the use of patient-specific 3D models for investigation
of valve and vessel function, or surgical and catheter-based procedural planning [28].
The problem of surface reconstruction has been widely studied in medical imaging
research. Traditional approaches usually take advantage of parametric models through
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atlas or statistical shape model registration [22,21,10,2,19] or use predefined forces to
evolve a deformable shape into the final surface [9,13,12,23]. In contrast to the complex
frameworks that might be associated with such methods such as in [9], the advent of
machine learning has led to the possibility of training deep neural networks in an end-
to-end manner: from images to parametrised shapes. In their work on 2D shape recon-
struction [20,27,5] employ convolutional neural networks (CNN) to modulate shapes
generated from in-built principal component analysis (PCA) shape priors. The situation
in 3D machine learning surface reconstruction from medical images is slightly more
complex. Besides the usual requirements on accuracy and availability of sufficiently
large training sets, the 3D methods often have to deal with sparsity of the input imaging
information—as is the case in 3D reconstruction of organs from a few imaging slices.
Support for sparse input data is essential in the medical domain. It leads to faster ac-
quisition times, fewer motion artifacts, less radiation exposure for a patient (e.g. for
CT), and ultimately a cheaper and more accessible imaging method. Cerrolaza et al. [7]
solve the problem by relating it to the one of a single-view 3D reconstruction in gen-
eral computer vision. When constructing volumetric predictions of 3D fetal skulls from
2D ultrasound images, they utilise a conditional variational autoencoder (CVAE) via a
TL-net inspired architecture [11]. The downsides of such encoder-decoder setups are,
however, computational and memory demands associated with computing 3D convolu-
tions on volumetric data and limited resolution of predicted surfaces. Moreover, to build
an implicit shape prior they require volumetric training data to be pre-aligned and hence
at test time predict 3D shapes in a canonical position and orientation. The topology of
predicted shapes is not constrained, which may lead to undesirable artefacts. Finally,
Tatarchenko et al. [26] suggest there is in general little statistical difference between the
reconstructions of encoder-decoder methods and shapes obtained as nearest-neighbours
or local cluster means in the training set.
A prediction system that is to be useful in practice should be not only highly accu-
rate and precise, it should also indicate how confident it is about the results it provides.
This is of utmost interest in medical imaging due to the nature of the task at hand, its
application and the input data, which is often times sparse and comprised of noisy im-
ages of coarse resolution riddled with imaging artifacts. The ambiguity ingrained in the
data—aleatoric uncertainty—is modelled via a probability distribution over the model
output, which can be integrated into the optimisation process itself [15,4]. In [27],
To´thova´ et al. take this route by formulating 2D surface reconstruction as a conditional
probability estimation problem. Another popular approach to assess the variability of
the output of a method is the use of statistics aggregated on a set of plausible predic-
tions sampled from a probabilistic model. Methods such as a conditional variational
autoencoders [7], MCMC [8,19] or Gaussian processes [17] have been used to this end.
In this paper, we propose a novel probabilistic model for 3D surface reconstruction
from MRI data that jointly addresses high resolution accurate reconstruction, sparse
input data constraints and aleatoric uncertainty estimation within a single framework.
We learn to reconstruct high resolution surface meshes from three quasi-orthogonal
MR imaging slices through the object using a small sized training dataset. Our method
extends the PCA shape prior based surface prediction of [20,27] into the probabilistic
3D setting by formulating the problem as a conditional probability estimation. Using a
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shape prior allows us to be robust in the absence of input information whilst our prob-
abilistic formulation leads to an analytical expression capturing uncertainty. In contrast
to autoencoder reconstruction methods [7,11], no training data pre-alignment is needed
and model predictions are not only of the right shape, they are also correctly orientated,
as shape orientation is predicted as a mode of the PCA model, and localised in the com-
mon world space. This is possible by augmenting the input features using coordinate
maps relating the image and world space coordinate systems, a novel feature inspired by
[18]. This approach also provides a simple yet efficient solution for dealing with pos-
sible heterogeneity in the input image acquisition setups, such as varying acquisition
angles or positioning of patients in the scanner. The proposed approach was evaluated
on 3D cardiac reconstruction using UK BioBank [24] MRI data. Our approach success-
fully assesses prediction uncertainty, outperforming SOTA methods [20,11,7] in terms
of quantitative and qualitative evaluation. To our knowledge, we are the first to tackle
the combined problem of reconstructing high resolution meshes in common world co-
ordinates while preserving shape volume and topology and at the same time providing
a principled quantification of uncertainty.
2 Method
Our goal is to devise a probabilistic 3D surface reconstruction model predicting organ
surface meshes from a sparse set of 2D MRI input images. Specifically, we consider
an input set of three MRI quasi-orthogonal slices across an organ denoted as x =
{X1,X2,X3}. Based on principles of probabilistic PCA [6], our framework addresses
the inherent challenges linked with the sparse and heterogeneous input data via the use
of a spatially aware deep CNN computing distributions over principal component scores
of a PCA shape prior as in [27].
Probabilistic Model We formulate surface prediction as a probability estimation prob-
lem where we aim to compute a probability distribution p(y|x) over the coordinates of
surface mesh vertices y.
Probabilities are conditioned on the input MRI imaging stack x through a latent
variable model
p(y|x) =
∫
p(y|z,x)p(z|x)dz, (1)
with latent variable z. For a given surface y, z are scores in the PCA shape prior which
we define through p(y|z,x) as
p(y|z,x) = N (y|US 12 z + µ+ s(x), σ2I), (2)
where U is a matrix of principal vectors (columns of U ), S represents the principal
component diagonal covariance matrix and µ the data mean, all three precomputed
using the surfaces in the training set, and s is a global spatial shift dependent on the
input image stack x. Variance σ2 reflects the noise level in the data. The latent space is
conditioned on the input and structured according to the Gaussian distribution with
p(z|x) = N (z|µ(x), Σ(x)), (3)
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Fig. 1. Schematic setup of the surface and uncertainty prediction. The input to each of the three
convolutional branches of the network is a single MRI slice (here pictured cardiac MRI) con-
catenated with the coordinate maps computed from the metadata and relating the pixel and world
space. The output of the framework is a probabilistic mesh where the location of each vertex is
modelled by a Gaussian distribution.
where the mean µ(x) and covariance matrix Σ(x) are estimated jointly from our input
image stack x using a deep CNN, see Fig. 1. Note that in practice, we constrain the
network to predict Cholesky factor Σ
1
2 (x) to ensure the positive definiteness of the
estimated covariance matrix. Finally, a prior on the latent variable assumes z ∼ N (0, I)
such as in probabilistic PCA [6].
Inference At test time, given a test image stack x, we follow Eq. 1 and generate
the target mesh predictions y by sampling from a Gaussian distribution p(y|x) =
N (E(y|x), var(y|x)) with mean and variance expressed by
E(y|x) = US 12µ(x) + µ+ s, (4)
var(y|x) = σ2I + US 12Σ(x)(US 12 )T , (5)
where σ2 denotes noise in the data and constitutes a hyperparameter. Eq. 4 and Eq. 5
follow directly from Eq. 2 and Eq. 3 and associate coordinates of each vertex in the
predicted surface mesh with an explicitly expressed uncertainty. Full derivation can be
found in Appendix A.
Training In order to predictΣ(x), µ(x) and s(x), we train a deep CNN by minimising
an objective function L consisting of two components: a surface prediction fidelity data
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term Ldata aiming to maximise the conditional probability p(y|x), and a regularisation
term Lreg minimising the distance between the prior and observed distribution over z
by means of Kullback-Leibler divergence (KLD)
L = λLreg − Ldata, (6)
where λ > 0 is a regularisation parameter.
Whilst Eq. 1 allows for direct maximisation of ln p(y|x) by marginalisation of the
latent variable, this approach is not computationally feasible, as outlined in [27]. Even
though the marginal distribution is Gaussian with closed form mean and variance, direct
optimisation would require inversions of a large and often poorly conditioned covari-
ance matrix (5) which could lead to numerical instabilities as was empirically observed.
We apply Jensen’s inequality to Eq. 1 and derive a lower bound for ln p(y|x), which
will constitute our prediction fidelity data term as follows
ln p(y|x) ≥ Ez|x [ln p(y|z,x)] ∼= 1
L
L∑
l=1
ln p(y|zl,x), (7)
where zl is sampled from p(z|x) defined in Eq. 3. Sampling is done by means of a
“reparametrisation trick” [16] through zl = µ(x) + Σ
1/2
x ∗ ,  ∼ N (0, I). L refers to
the number of samples, in our case L = 1. Hence
Ldata =
N∑
n=1
1
L
L∑
l=1
ln p(y|zl,xn). (8)
Maximisation of the lower bound in Eq. 7 might not satisfy the prior set on the latent
variable z in our probabilistic PCA model (z ∼ N (0, I)). To align the distribution of
z observed in the training data p(z) ∼=∑ p(z|xn) obtained from the input image stack
xn ∼ p(x) with the prior, we employ the KLD regularisation and minimise
Lreg = KLD
(
N∑
n=1
p(z|xn), p(z)
)
. (9)
For further details on the derivations please refer to Appendix B.
Spatially Aware Deep Network Architecture To predict the distribution of the latent
space along with the global shift of the surface, we build a 3-branch deep CNN where
each branch takes one MR imaging slice as input, see Fig. 1. In each branch, 9 convo-
lutional layers (stride = 1) are intertwined with 3 max pooling layers (stride = 2). Last
features of the convolutional branches are concatenated and passed to two dense layers.
All convolutional and the first dense layers are followed by ReLU activations.
An important challenge to be addressed is the fact that all three available input slices
pertaining to a given organ are related in the real 3D world. Each slice is associated with
a separate transformation matrix between the pixel and world coordinate system. The
reference and reconstruction meshes are both defined in absolute world space coordi-
nates. Hence, working solely in pixel space and applying the CNN to 2D images directly
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Table 1. Results of surface prediction: average statistics collected over the test set. Results of our
method were computed using mean predictions. Average DICEpair score were computed over
all pairs of predicted shapes across all subjects in the aligned test set and reflects an inter-subject
shape variability.
Method DICE HD ASSD RAVD DICEpair
det PCAO 12 0.15 ± 0.12 19.1 ± 10.3 7.38 ± 5.40 -15.6 % -
det PCAO 16 0.14 ± 0.11 19.7 ± 10.4 7.50 ± 5.52 -14.6 % -
det PCAO 20 0.15 ± 0.11 19.2 ± 10.0 7.35 ± 5.31 -12.6 % -
det PCA 12 0.57 ± 0.15 5.04 ± 1.90 1.02 ± 0.54 6.09 % -
det PCA 16 0.56 ± 0.15 5.43 ± 2.38 1.08 ± 0.70 3.12 % -
det PCA 20 0.58 ± 0.14 5.09 ± 1.87 1.02 ± 0.58 0.97 % 0.49 ± 0.21
TL-net 0.59 ± 0.19 7.75 ± 6.55 1.37 ± 0.76 -23.8 % 0.52 ± 0.22
REC-CVAE 0.61 ± 0.13 8.02 ± 1.24 1.18 ± 0.31 -5.62 % 0.97 ± 0.02
Ours prob PCA 12 0.54 ± 0.15 5.60 ± 1.92 1.15 ± 0.62 0.44 % -
Ours prob PCA 16 0.55 ± 0.13 5.37 ± 2.02 1.06 ± 0.52 0.63 % -
Ours prob PCA 20 0.57 ± 0.13 4.98 ± 1.66 1.02 ± 0.54 0.29% 0.70 ± 0.20
would lead to inconsistencies and poor performance as the accurate spatial localisation
and orientation of image slices with respect to each other as well as to the reference
meshes would be lost. Inspired by [18], we propose a simple yet effective solution to
mitigate this issue by taking advantage of the known transformation matrices between
pixel and world coordinates. These are available for every MRI volume. More precisely,
the input to every network branch will consist of intensities of each MR imaging slice
Xi (i = 1, 2, 3) concatenated with the coordinates of each pixel in the 3D world space.
Alternative complex solutions such as spatial transformers [14] are infeasible in this
situation as they would require converting the input 2D imaging plane into positions
in 3D space and hence a construction of a full imaging 3D volume. This is however
impracticable due to missing imaging information outside of the original imaging plane,
since all we have are 2D slices.
3 Results
The proposed method was evaluated on the task of the left ventricle myocardium surface
reconstruction using cardiac imaging volumes from UK BioBank [24]. We predict 3D
coordinates of 22043 surface mesh vertices from 3 quasi-orthogonal MR image slices:
one acquired along the short axis and 2 along the long axis. All images were resampled
to isotropic pixel size of 1.8269 mm and cropped / padded to the size of 80× 80 pixels.
The data set used consists of 529 training, 178 testing and 178 validation examples. Ref-
erence meshes used for training and evaluation were constructed using an atlas based
method described in [22] from the segmentations prepared automatically using expert-
segmentations and combination of learning and registration methods from [1,25]. Mesh
connectivity was fixed throughout the data set. Training was done via an RMS-Prop
optimiser with a constant learning rate of 10−6 for batches of size 5. Hyperparame-
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Reference 
mesh 
TL-net REC-CVAE det PCA 20 prob PCA 20 
20
DICE: 0. 66
HD: 4.47
DICE: 0. 82
HD: 4.69
DICE: 0. 57
HD: 7.48
DICE: 0.34 
HD: 14.87
DICE: 0. 60
HD: 5.20
DICE: 0. 54
HD: 8.06
DICE: 0. 62
HD: 7.48
DICE: 0.47 
HD: 6.40
Fig. 2. Example of shape predictions for two different subjects visualised from two distinct an-
gles.
ters were optimised on the validation set. Noise level in the data σ2 and regularisation
parameter λ were empirically set to σ2 = 5× 10−2 and λ = 103 respectively.
We compared our method (prob PCA n, n = number of principal components used)
with four baselines: 1) deterministic PCA (det PCAO n) as proposed in [20] without
the spatial transformer refinement and extended to 3D using an architecture analogous
to ours, 2) det PCA enriched with input coordinate maps as in our method, 3) TL-
net architecture [11] implemented as in [7] and 4) conditional variational autoencoder
method REC-CVAE from [7]. The last two methods were trained and evaluated on a
pre-aligned set of reference volumes.
Quantitative results can be seen in Table 1. The models were evaluated using a
mixture of volumetric and surface measures: DICE score, Hausdorff distance (HD),
Average symmetric surface distance (ASSD), and Relative absolute volume difference
(RAVD). Where applicable, volumetric measures were computed using voxelisations
of reference and predicted meshes. Surface measures were then aggregated on surfaces
extracted from volumetric shapes. Results of our probabilistic model were evaluated
using the mean prediction defined in Eq. 4. We can see that our approach outperforms
all competing methods in terms of surface criteria and RAVD. Fig. 2 shows that our
results are qualitatively superior to coarse volumetric shapes of unrestricted topology
obtained from volumetric methods. Our predicted meshes are genus 0 and respect the
volume of the reconstructed organ.
We observe poorer performance in terms of DICE score, which can be explained
through its definition. Methods that predict empty space in uncertain areas garner supe-
rior scores as they minimise the number of false positives in the prediction. We further
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Fig. 3. Surface reconstruction results for a single subject. Column 1 on the left: intersection of
the 3D surface with the input MR imaging slices - ground truth surface (yellow), mean surface
prediction (blue). Straight lines represent the intersection of the other two input MR slices with
the current imaging plane. Columns 2 - 4: Example surface samples (magenta). Column 5: Pre-
diction uncertainty visualisation - colour of the heatmap at each vertex of the mean shape mesh
corresponds to the log detΣi, Σi ∈ R3×3 is the covariance matrix at the given vertex, rescaled
onto interval [0, 1].
quantified predicted shape variability for the top performing methods by means of an
average DICEpair score computed over all pairs of predicted shapes across all sub-
jects in the test set—the higher the DICE, the lower the shape variability. Shapes were
aligned first: in REC-CVAE [7] and TL-net [11] by design of the prediction process, in
det PCA [20] and our method were aligned ex post using PCA. The high DICEpair of
0.97 in REC-CVAE suggests the method fails to diversify the predicted shapes. For ref-
erence, the ground truth meshes have a DICEpair equal to 0.42±0.17. Fig. 3 exemplifies
the probabilistic nature of our method by visualising the mean surface prediction and
sampled surface meshes by means of their intersections with the input imaging slices.
Prediction uncertainty at surface vertices can be assessed via a heatmap - vertex colours
correspond to scaled log detΣi, where Σi ∈ R3×3 is the covariance matrix at the given
vertex extracted from var(y|x). The larger the variance, the bigger the uncertainty over
the position of the vertex that can be sampled from this distribution. Notice how un-
certainty grows with the increasing distance from the center of the organ. Additional
qualitative examples are available in Appendix C.
4 Conclusion
In this paper, we presented a novel probabilistic deep learning approach for concurrent
3D surface reconstruction from sparse 2D MR image data and aleatoric uncertainty pre-
diction. Our method is capable of reconstructing high resolution large surface meshes
from three quasi-orthogonal MR imaging slices from limited training data whilst mod-
elling the location of each mesh vertex through a Gaussian distribution. We build on
the principles of the probabilistic PCA [6] and 2D surface prediction methods from
[20,27] and incorporate prior shape information via a linear PCA model. Experiments
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using cardiac MRI data from UK BioBank [24] show that our method qualitatively and
quantitatively outperforms the deterministic and autoencoder baselines in shape recon-
struction while correctly localising and orientating the prediction. Moreover, it enables
generation of plausible surface reconstructions through sampling from the predicted
model and evaluation of the prediction uncertainty. Future work will concentrate on
generalisation of the method to surface reconstruction in the presence of pathologies
and reconstruction of other types of organs of more variable shapes, which may lead to
adaptation of the used shape model.
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Appendix A
Given
p(y|z,x) = N (y|US 12 z + µ+ s(x), σ2I), (10)
and
p(z|x) = p(z|µ(x), Σ(x)), (11)
the posterior distribution of the vertex coordinates can be derived as
E(y|x) = E(E(y|z)|x)
= E(US
1
2 z + µ+ s|x)
=
∫
(US
1
2 z + µ+ s)p(z|x)dz
= US
1
2E(z|x) + µ+ s
= US
1
2µ(x) + µ+ s,
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and
var(y|x) = E(var(y|z)|x) + var(E(y|z)|x)
= σ2I + var(US
1
2 z + µ+ s|x)
= σ2I + var(US
1
2 z|x)
= σ2I + US
1
2 var(z|x)(US 12 )T
= σ2I + US
1
2Σ(x)(US
1
2 )T .
Appendix B
Posterior
From
p(y|z,x) = N (y|US 12 z + µ+ s(x)︸ ︷︷ ︸
:=A
, σ2I︸︷︷︸
:=Σ
), (12)
and Jensen’s inequality:
ln p(y|x) ≥
∫
ln[p(y|z,x)]p(z|x)dz = Ez|x [ln p(y|z,x)] (13)
∼= 1
L
L∑
l=1
ln p(y|zl,x), (14)
where zl is sampled from p(z|x) = N (z|µ(x), Σ(x)) and µ(x), Σ(x) are provided
by the network. In detail:
1
L
L∑
l=1
ln p(y|zl,x) = 1
L
L∑
l=1
−1
2
{
r ln(2pi) + ln |Σ|+ (y −A)TΣ−1(y −A)} ,
(15)
where r is the dimensionality of the vector y. In practice this value is summed over
a batch of input vectors xn
Regularisation
Considering the unitary Gaussian prior on z, the fact that
p(z) =
∫
p(z|x)p(x)dx (16)
∼=
∑
p(z|xn), xn ∼ p(x), (17)
and
KLD(p||q) = Ep
[
ln
p(z)
q(z)
]
(18)
∼=
∑
l
(ln p(zl)− lnq(zl)), zl ∼ p (19)
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we write
KLD
(
N∑
n=1
p(z|xn), p(z)
)
∼= 1
L
L∑
l
ln
[
N∑
n=1
p(zl|xn)
]
︸ ︷︷ ︸
:=LNP
− ln[N (0, I)]︸ ︷︷ ︸
:=LNQ
 (20)
where µn = µ(xn) and Σn = Σ(xn). Furthermore,
LNP = ln
[∑
n
1√
((2pi)s|Σn|)
e−
1
2 (zl−µn)TΣ−1n (zl−µn)
]
(21)
and
LNQ = −
[
−s
2
ln(2pi)− z
T z
2
]
=
1
2
[
s ln(2pi) + zT z
]
, (22)
with s equal to the dimensionality of the latent space.
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Appendix C
Robustness to degradation in input imaging data
P
L R
I
S
A
Fig. 4. Qualitative assessment. Prediction constructed using degrading input images whilst keep-
ing the input coordinate maps intact. Whilst positioned correctly, the predicted shape no longer
exactly corresponds to the original prediction in the presence of image degradation. While the in-
put coordinate maps provide proper localisation in the world space, the input MR imaging slices
refine the shape so that it relates to the underlying intensity information. At the extreme - when
the input image slices carry no image information (the black slices), the predicted shape still
looks like a myocardium of the left ventricle. This is due to the fact that by design the method
learns to predict only elements on the manifold of the permissible shapes.
