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ABSTRACT 
Some of the foundational structure for the traveling salesman problem is ad- 
dressed. We investigate square matrices A = [aij] where the aij are from the 
computable real field and the aii may be assigned values as needed. We may 
transform A into a nonnegative matrix and apply the Hungarian algorithm to obtain 
an equivalent matrix, which we call a Hungarian form of A. We denote by H(A) the 
class of all Hungarian forms associated with A. We determine some of the combinato- 
rial structure of thy classes H(A), which yields new insights about traveling salesman 
problems. For each matrix in the class H(A), we show how to obtain its triangular 
block form. The transformation from the original matrix -4 to its triangular block form 
can be accomplished in polynomial time. The original matrix A and its triangular 
block form have the same set of optimal tours, up to a renumbering of the cities. 
1. INTRODUCTION 
Brualdi and Ryser have shown that an optimal assignment problem, 
which can be specified by one indeterminate over the rational field raised to 
integial powers, has an affiliated matrix which is the triangular block form 
given by the expressions (4.3) and (4.5) in [I]. The viewpoint in this paper is 
to start with an arbitrary traveling salesman problem (TSP) over the field of 
computable real numbers and transform it in polynomial time to a triangular 
block form. This is done by adding constants to rows and columns to obtain a 
Hungarian form, and then renumbering cities to obtain a triangular block 
form. Thus, the original TSP and its triangular block form have the same set 
of optimal tours, up to a renumbering of the cities. This means that the study 
of TSPs can be reduced to studying triangular block forms. 
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A TSP on n cities is characterized by an n X n matrix A = [u,~], where 
aij is a number from the computable real field 1.5, p. 541; 61 and may be 
regarded as the distance from city i to city j. A tour for the salesman is a 
cyclic permutation on (1,2,. . . , n}. The length of tour t for the TSP A is the 
sum 
“U(l) + %2,(Z) + . . . + a,,(,). (1) 
A solution for the TSP A is an optimal tour, which is a tour t such that the 
sum in (1) is a minimum over all tours. The main diagonal elements of A 
have no role in the TSP and may be assigned values at various stages in the 
development of the triangular block form. 
If A has a negative entry, then we subtract the minimum value in A from 
each entry in A, which yields an equivalent nonnegative matrix. We may 
assign a large number to the main diagonal positions of A and transform A 
by the Hungarian method [4, Section 5.21 into a matrix B = [bij] with the 
following three properties: 
1. B is nonnegative. 
2. There is a permutation p on {1,2,. ., n) such that p(i) # i and 
bipcij = 0 for 2 = 1,2,. . . , n. 
3. There is a constant row matrix E and a constant column matrix F 
such that B = A + E + F. 
We call a matrix B that satisfies properties l-3 a Hungarian form of A. A 
given TSP A will in general have many Hungarian forms. Notice that A and 
B have the same set of optimal tours. 
We denote by H(A) the class of all Hungarian forms associated with a 
given TSP A. Observe that the class H(A) always contains at least one 
matrix. These classes of matrices have an interesting combinatorial structure 
which is described in Section 3. 
First, we define a potential matrix and give a simple characterization, 
since in Section 3 it is shown that two matrices in the same class are 
transformable into one another by using a potential matrix. The length of an 
assignment from a potential matrix is 0, which means that the length of a tour 
is constant over all matrices in the same class. We show that if a class 
contains two matrices, then the class contains an infinite number of matrices. 
An invariant position of the class is defined in Section 3 and characterized in 
Theorem 3.8. An invariant position which contains 0 is also characterized. 
Our concluding Section 4 deals with the triangular block form for a TSP. 
We describe this form and demonstrate that a class H(A) may have two 
members which are different triangular block forms. Two open questions are 
indicated. 
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2. POTENTIAL MATRICES 
Potential matrices will be used in Section 3 to transform matrices within 
the class H(A). 
A square matrix P = [pij] is called potential if pij + pjk = pik for every 
triple i,j, k, where i,j, k do not have to be distinct. A matrix is called 
constant row (column) if all its entries in each row (column) are equal. 
LEMMA 2.1. The main diagonal entries in a potential matrix are 0. 
Proof. Let P =[pij] b e a potential matrix. Then pii + pii = pii. Hence, 
pii = 0. n 
THEOREM 2.2. An n X n matrix P is a potential matrix if and only $ 
P = E f F where E is a constant row matrix, F is a constant column matrix, 
and the entries on the main diagonal of E + F are 0. 
Proof. 
[ fjl 
Given a potential matrix P = [pij], we define E =[e,] and F = 
as follows: Set f, = 0, ei = pi, for i = 1,2,. . .,n, and fj = plj - e, for 
j=1,2 ,.. .,n - 1. When i > 1 and j < n, then e, + fj = pin + plj - e, = pij + 
Pjn + Plj - PI” = Pij + Pin - Pl, = Pij’ 
Given E and F satisfying the hypotheses, set P = E + F. Then pij + pjk 
= ei + fj + ej + fk = pik, since by assumption ej f fj = 0. n 
LEMMA 2.3. A potential matrix is skew-symmetric. 
Proof. Let P = [pij] be a potential matrix. Then p,, + pji = pii, which 
equals 0 by Lemma 2.1. n 
THEOREM 2.4. The length of each assignment from a potential m&-ix 
is 0. 
Proof. Let P = [pij] b e an n X n potential matrix, and let t be a 
permutation on (1,2,. . . , n}. If t(i)= i, then pitci) = 0 by Lemma 2.1. If 
t(i) + i, then by applying the definition of a potential matrix, the sum 
Pit(i) + Pt(i)&i) + * . . + pticiji reduces to pit(i) + ptCijl, which equals 0 by 
Lemma 2.3. I 
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3. STRUCTURE OF H(A) 
THEOREM 3.1. Let B and C be in the class H(A). Then: 
(i) B - C is a potential matrix with permuted columns. 
(ii) B is transformable into C by adding constants to the rows and 
columns of B. 
(iii) The length of each tour is the same for B and C. 
(iv) The sum of the entries in B which are not on the main diagonal equals 
the sum of the entries in C which are not on the main diagonal. 
Proof. (i),(ii): By Property 3 of H(A), B - C is the sum of a constant 
row matrix and a constant column matrix. Set the entries on the main 
diagonal of B - C from this sum. Let p be a permutation which is a solution 
to the assignment problem of A. Theorem 2.2 implies that B - C with its 
columns permuted by p-’ is a potential matrix. 
(iii): The result follows from (i) and Theorem 2.4, since a tour on B - C is 
an assignment on a potential matrix from B - C. Let B = [bij] and C = [cij]. 
Thus, for each tour t we have shown that bncl, + . . * -I- bnan) = clt(l) 
+ . . * + C,,(n). 
(iv): It follows from (i) and Lemma 2.3 that the sum of all the entries in 
B - C equals 0. Since the main diagonal of B - C is an assignment on a 
potential matrix, the sum of these entries is 0. n 
Let B = [b,,] be a matrix in the class H(A). For each i, j when i # j let 
Mii (mij) equal the maximum (minimum) value of bij taken over all matrices 
B in the class. When Mij = mi j, then we refer to the i, j position as an 
invariant position of H(A). 
THEOREM 3.2. The matrices in the class H(A) take on all computable 
real values between their minimal and maximal values. 
Proof. Let r, s be a position of the matrix A such that r z s and 
m,, < M,,. Let x be a computable real number such that mrs < x < M,,. As 
a result of the assumptions, there are matrices B = [bij] and C = [cij] in the 
class H(A) such that c,, < x < b,,. By Theorem 3.1 there is a constant row 
matrix E and a constant column matrix F such that B = C + E + F. 
Let k = (b,, - x)/(b,, - c,,). W e will show that properties l-3 hold for 
C + k( E + F), and thus the matrix C + k( E + F) is in the class H(A). 
Property 1: Let c, e, and f be the i, j entries in C, E, and F, 
respectively. Since C + E + F and C are in H(A), we have c + e + f >, 0 
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and c z 0. If e + f > 0, then property 1 holds. If e + f < 0, then since k < 1, 
it follows that k(e+f)>e+fand c+k(e+f)>c+e+f. 
Property 2: Let p be a permutation on {1,2,. . . , n} such that p(i) z i and 
bipci)=O for i=l,2,..., n. Then cipci) = 0 for i = 1,2,. .,n. Thus, eipci) + 
fipci) = 0 for i = 1,2,. . . , 72. 
Property 3: As a result of the assumptions, there is a constant row matrix 
G and a constant column matrix H such that B = A + G + H. Thus, C + 
E+F=A+G+H. It follows that C+k(E+F)=A+[G-(l-k)E]+ 
[H-(1- k)F]. W 
COROLLARY 3.3. The number of matrices in the class H(A) is one or 
infinite. 
THEOREM 3.4. Let A be an n X n TSP. The r, s position of the matrix A is 
an invariant position which contains 0 in the class H(A) if and only if there is 
a permutation p on {1,2,..., n} and a matrix B = [b,,] in H(A) such that 
p(r) = s, p(i) # i, and bipcij = 0 for i = 1,2,. . . , n. 
Proof. We assume that invariant position r, s contains 0. Thus, there is 
B = [bij] in H(A) such that b,, = 0. Suppose for each pennutation p on 
{1,2,..., n} such that p(r) = s and p(i) + i, there is k in {1,2,. . .,n] for 
which bkpckj # 0. Then we will show that there is C = [cij] in H(A) such that 
c,, > 0, which is a contradiction. 
By the definition of H(A), there is permutation F on {1,2,. . . , n} such that 
j?(i) # i and bifcij = 0 for i = 1,2, . . , n. Let p(r) = t. Thus, b,, = 0. By our 
supposition, t # s. 
Let m(B) = min b,,, where the minimum is over all i,j such that i + j 
and bij > 0. We add m(B) to row r of B and - m(B) to column t. We call 
the resulting matrix C. If C is nonnegative, then C is in H(A), and the proof 
is complete. 
Otherwise, C has an entry whose value is - m(B), say in row u z t. This 
allows us to begin to form a mapping q where q(r) = s and g(u) = t. We 
may conclude that b,, = 0. 
Let 3(u) = U. Then b,, = 0. If v = s, then q may be extended to a 
permutation on { 1,2, . . . , n} such that biqcij = 0 and q(i) z i for i = 1,. . . , n by 
setting q(j) = F(j) when j z r, u. Since this violates our supposition, o + s. 
The next step is to add m(B) to row u of C and - m(B) to column v. We 
continue to call the resulting matrix C. If C is nonnegative, then C is in 
H(A), and the proof is complete. 
Otherwise, C has an entry whose value is - m(B), say in row w. If every 
entry in column v is nonnegative, then cmt = - m(B) and b,, = 0. We 
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redefine the mapping 4 so that q(w) = t, retaining q(r) = s. Then the steps 
in the previous paragraph can be repeated. 
On the other hand, if c,, = - m(B), then we extend the mapping 4 to 
y(w) = D, since u # w # r. Note that b,, = 0, y is injective, and q(j) # j 
for j = r, U, w. Then the above steps can be repeated. Since the mapping q 
may not be a permutation, this process must stop with a matrix C before y is 
defined on {I,2,. . .,n). 
Conversely, now we assume that there is a permutation p and a matrix B 
in H(A) satisfying the hypotheses of the theorem. Let C = [cij] be in H(A). 
It is a consequence of Theorem 3.1(i) and Theorem 2.4 that the sum 
(b lP(l) - clpcl,)+ . . . +(bnpCnj - c,,(,,$ equals 0. Thus, c,,(,) + . . . + c”~,(~) 
= 0. Since C is nonnegative, it follows that c~,,(~) = 0 for i = 1,2,. ..,n. In 
particular, since p(r) = s, c,,~ = 0. Thus, r, s is an invariant position of H(A). 
n 
COROLLARY 3.5. Let A be an n X n TSP. The class H(A) has at least n 
invariant positions which contain 0. 
Proof. Property 2 in the definition of a Hungarian form guarantees a 
permutation p satisfying Theorem 3.4 for some matrix Z3 in H(A) and some 
position r,s of B. Thus, positions i, p(i) for i = 1,2,...,n are invariant 
positions of H(A) and contain 0. n 
Next we will prove two lemmas which are useful for extending Theorem 
3.4 to invariant positions. 
LEMMA 3.6. ZY_.et A be an n X n TSP. Let p be a permutation on 
(1,2,... ,n}suchthatp(i)#ifori=1,2,...,n. Zfn-1 ofthepositionsi,p(i) 
are invariant positions of H(A), then the remaining position is also an 
invariant position of H(A). 
Proof. Let B and C be in the class H(A). It is a consequence of 
Theorems 3.16) and 2.4 that the length of each assignment from B - C is 0. 
Therefore, the sum (blpCIJ - clpCl$+ . . . +(bnpCnj - c,~,(,,)) equals 0. We are 
assuming that n - 1 of these terms equal 0. Hence, the remaining term 
equals 0. n 
LEMMA 3.7. Let A be an n X n TSP. Let p be a permutation on 
Il,2,..., n}suchthatp(i)Zifori=l,2,...,n.LetB=[bjj]beamatririnthe 
class H(A). Zf for each i the entry bipCij = 0 or the position i, p(i) is an 
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invariant position of H(A), then the positions i, p(i) for i = I,%. . . , n are 
invariant positions of H(A). 
Proof. Let C =[cij] b e in the class H(A). It is a consequence of 
Theorems 3.1(i) and 2.4 that the length of each assignment from B - C is 0. 
This means that the sum 
@ lP(l) - clP(l) > + * . . + (bnp(“) - c,,:nJ (2) 
equals 0. If i, p(i) is an invariant position of H(A), then b,l,fij - ciptij = 0. If 
i, p(i) is not an invariant position of H(A), then we are assuming that 
bipcij = 0. Thus, the sum in (2) reduces to some terms ciPcir Since each of 
these terms is nonnegative, each of these terms equals 0. n 
THEOREM 3.8. Let A be an n x n TSP. The r, s position of matrix A is an 
invariant position of the class H(A) if and only if there is a permutation p on 
IL%..., n} such that p(r) = s, p(i) # i, and i, p(i) are invariant positions of 
H(A) for i=l,...,n. 
Proof. We assume that r, s is an invariant position. Choose a matrix 
B = [bij] in H(A). We may assume that b,,s > 0, since the case when b,,s = 0 
follows from Theorem 3.4 and Lemma 3.7. Suppose for each permutation p 
on {1,2,..., n} such that p(r) = s and p(i) # i, there is k in {1,2,. , n} for 
which k, p(k) is not an invariant position of H(A). Then we will show that 
there is C = [cij] in H(A) such that c,, > b,,Y, which is a contradiction. 
By the definition of H(A), there is permutation j!r on {1,2,. . . , n} such that 
p(i) # i and biFcij = 0 for i = 1,2,. , n. Let F(r) = t. Thus, b,, = 0. By our 
supposition, t # s. 
Let m(B) = min bij, where the minimum is over all i, j such that i Z j 
and bij > 0. We add m(B) to row r of B and - m(B) to column t. We call 
the resulting matrix C. If C is nonnegative, then C is in H(A), and the proof 
is complete. 
Otherwise, C has an entry whose value is - m(B), say in row u f t. This 
allows us to begin to form a mapping 9 where q(r) = s and 9(u) = t. We 
may conclude that b,, = 0. 
Let 3(u)= o. Then b,, = 0. If u = s, then 9 may be extended to a 
permutation on { 1,2, . . . , n} such that q(i)+i for i=l,...,n by setting 
9(j) = j?(j) when j + r, u. Lemma 3.7 implies that i, 9(i) for i = 1,. . , n are 
invariant positions. Since this violates our supposition, IJ f s. The next step is 
to add m(B) to row u of C and - m(B) to column v. We continue to call the 
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resulting matrix C. If C is nonnegative, then C is in H(A), and the proof is 
complete. 
Otherwise, C has an entry whose value is - m(B), say in row w. If every 
entry in column v is nonnegative, then c,,~ = - m(B) and b,, = 0. We 
redefine the mapping 4 so that q(w) = t, while retaining q(r) = s. Then the 
steps in the previous paragraph can be repeated. 
On the other hand, if c,, = - m(B), then we extend the mapping 4 to 
y(w) = v, since u f w # r. Note that b,, = 0, q is injective, and q(j) # j 
for j = r, u, w. Then the above steps can be repeated. Since the mapping q 
must not be a permutation, this process must stop with a matrix C before y 
is defined on {1,2,. , n}. n 
4. TRIANGULAR BLOCK FORM 
Recall that a square matrix D is reducibZe if there is a permutation 
matrix P such that PDPT has the form 
XI 0 
[ 1 x21 x2 ’ (3) 
where X, and X, are square, nonvacuous matrices and PT denotes the 
transpose of the matrix P. A square matrix is irreducible if it is not reducible. 
Also recall that the n X n matrix D is called partly decomposable if either 
n = 1 and D = [O], or n > 1 and there exist permutation matrices P and Q 
such that PDQ has the form (3). A square matrix is fully indecomposable if it 
is not partly decomposable. 
Let A be an n X n TSP and let B be in the class H(A). We assign 1 to all 
of the main diagonal positions of B. Then from [2] there exists a permutation 
matrix P such that 
. . . 
. . . 
. . . 
0 
0 
11 
. . 
Bk 
(4) 
In (41, B,, B, ,..., B, are fully indecomposable, square matrices, and thus 
irreducible. The matrix in (41 is a triangular block form of B [2, p. 751. This 
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form is unique up to a permutation of blocks and satisfies properties 1 and 2 
in Section 1. 
Next we demonstrate by the following example that the number of fully 
indecomposable matrices along the main diagonal of the triangular block 
form may vary for different matrices in H(A). 
EXAMPLE 4.1. We consider the TSP designated by 
Note that A is in the class H(A). All of the positions of A which contain 0 
are invariant positions of H(A), since the permutations (1423) and (13) (24) 
satisfy Theorem 3.4. We add 1 to columns 3 and 4, and - 1 to rows 1 and 2 of 
A. The result is 
The matrix B is also in H(A). When the main diagonal positions of A and B 
are assigned 1, then A and B are triangular block forms. Observe that A has 
two fully indecomposable blocks along its main diagonal and B has three. 
We pose two questions for further research. 
QUESTION 4.2. 
(a) The class H(A) can be partitioned into subclasses according to the 
rule: Two matrices are in the same subclass if they have the same diagonal 
blocks (up to permuting by blocks) in their triangular block form. How can 
these subclasses be recognized in polynomial time? 
(b) There are other partitions of H(A), . such as subclasses whose matri- 
ces have triangular block forms with the same number of diagonal blocks and 
block order. How can these subclasses be recognized in polynomial time? 
QUESTION 4.3. Is there a matrix form such that each class H(A) 
contains a unique or canonical matrix of this form? 
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We conclude with several comments: 
1. It is easily verified that if P is a permutation matrix, then PBPr is a 
renumbering of the cities of B according to the permutation of PT. 
2. The triangular block form for a 0,l matrix with l’s on the main 
diagonal can be constructed in polynomial time [7]. In our situation, a 0,l 
matrix fi, formed by replacing all the positive entries of B with 1, can be 
substituted for B in (4). After the triangular block form PBPr is constructed 
for I?, then the matrix P can be used to compute PBPr. Thus, a triangular 
block form for a TSP can be constructed in polynomial time. 
3. When k = rr in (4), an optimal tour can be found in polynomial time 
[3, pp. 96-981. 
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