The drawback of pixel-based change detection is that it neglects the spatial correlation with neighboring pixels and has a high commission ratio. In contrast, object-based change detection (OBCD) depends on the accuracy of the segmentation scale, which is of great significance in image analysis. Accordingly, an object-based approach for automatic change detection using multiple classifiers and multi-scale uncertainty analysis (OB-MMUA) in high-resolution (HR) remote sensing images is proposed in this paper. In this algorithm, the gray-level co-occurrence matrix (GLCM), morphological, and Gabor filter texture features are extracted to construct the input data, along with the spectral features, to utilize the respective advantages of the features and to compensate for the insufficient spectral information. In addition, random forest is used to select the features and determine the optimal feature vectors for the change detection. Change vector analysis (CVA) based on uncertainty analysis is then implemented to select the initial training samples. According to the diversity, support vector machine (SVM), k-nearest neighbor (KNN), and extra-trees (ExT) classifiers are then chosen as the base classifiers for Dempster-Shafer (D-S) evidence theory fusion, and unlabeled samples are selected using an active learning method with spatial information. Finally, multi-scale object-based D-S evidence theory fusion and uncertainty analysis is used to classify the difference image. To validate the proposed approach, we conducted experiments using multispectral images collected by the ZY-3 and GF-2 satellites. The experimental results confirmed the effectiveness and superiority of the proposed approach, which integrates the respective advantages of the pixel-based and object-based methods.
Introduction
Surface ecosystems and human social activities are dynamic and evolving [1] . With the acceleration of the human transformation of nature, especially the rapid advancement of urban construction in recent years, the surface coverage of the human living environment is rapidly changing. [2] Accurate access to surface change information is thus of great significance for better protection of the ecological environment, improvement of urban land management, and rational handling of the relationship and interaction between human life and the natural environment [3] . In remote sensing, change detection generally focuses on extracting the change information by analyzing multi-temporal images of the same geographical area [4] . Remote sensing Earth observation technology has the capability of large-scale, long-term, and periodic observation [5] . Therefore, change detection based on multi-temporal remote sensing images has been widely used in various spectral features. SVM, KNN, and extra-trees (ExT) are then chosen as the base classifiers, according to the diversity [35] . Additionally, the idea of active learning (AL) [36] is used in this ensemble system. Finally, multiple scales are used to refine the change detection results acquired by the ensemble system, where the optimal segmentation scales are chosen for generating the corresponding segmentation maps.
The rest of this paper is organized as follows. Section 2 describes the proposed approach and Section 3 presents the experimental results obtained on two HR remote sensing datasets. Finally, our conclusions are presented in Section 4.
Materials and Methods

Multiple Feature Extraction and Initial Training Samples Acquisition
Data Description
To establish the effectiveness of the proposed method, two multi-temporal HR remote sensing datasets were used. The first dataset covers part of Yunlong District, Xuzhou, Jiangsu province, China. The dataset contains two ZY-3 satellite images from 5 November, 2012, and 4 November 2013, made up of blue, green, red, and near-infrared bands, with a spatial resolution of 5.8 m. The region contains vegetation, water, buildings, roads, and bare land, with a spatial size of 450 × 450 pixels. The images are shown in Figure 1a ,b, respectively. The main changes between the two images are the increase of buildings and the reduction of grassland. The second dataset covers part of Qinhuai District, Nanjing, Jiangsu province, China. The dataset contains two GF-2 satellite images from 3 November 2016, and 9 October 2017, made up of blue, green, red, and near-infrared bands, with a spatial resolution of 4 m. The region contains vegetation, water, buildings, roads, and bare land, with a spatial size of 500 × 500. The images are shown in Figure 1d ,e, respectively. The main changes between the images are the increase of buildings and roads, and the decrease of grassland. Image registration and radiometric correction are important preprocessing steps before generating difference maps. Both datasets were co-registered, with the root-mean-square error (RMSE) of the registration being less than 0.5 pixels. The relative radiometric correction was performed by the pseudo-invariant feature (PIF) method. For both datasets, a reference map was obtained via manual visual interpretation, based on prior knowledge and fieldwork, as shown in Figure 1c ,f.
Multiple Feature Extraction and Initial Training Samples Acquisition
In order to utilize the spatial information of HR remote sensing images in change detection, change detection based on multi-feature fusion has been proposed [37] . [38] proposed a change detection method by integrating macro and micro-texture features, obtaining a high accuracy. Peng et al. (2017) [30] extracted texture and spatial features by the use of local binary patterns (LBP) and the Sobel gradient operator, and combined them with the spectral features to obtain the change information for HR GF-1 imagery. These studies demonstrated that the inclusion of texture and morphological features can compensate for the lack of detailed spectral information.
(1) Feature extraction:
As previously mentioned, textural information has recently been considered in change detection, in order to exploit the spatial information and compensate for the insufficient spectral information. The commonly used texture features are statistical textures, structural textures, model-based textures, and transform-based textures. In the proposed method, the statistical texture, structural texture, and transform-based texture features are extracted to construct the input data, along with the spectral features.
The GLCM is the conventional way of extracting statistical texture features [39] . It works by forming a moving window through the image and then calculating the frequency of the co-occurrence of the pixel values in a defined number of directions. 
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A well-known morphological operator for remote sensing imagery is the morphological profile, which defines a series of operators to emphasize homogeneous spatial structures in a gray-level image [40] . Two commonly used morphological operators are opening and closing operators. The opening and closing reconstruction integrates the respective advantages of both operations, with regard to their capacity to preserve the original shapes of the spatial structures. Accordingly, in the A well-known morphological operator for remote sensing imagery is the morphological profile, which defines a series of operators to emphasize homogeneous spatial structures in a gray-level image [40] . Two commonly used morphological operators are opening and closing operators. The opening and closing reconstruction integrates the respective advantages of both operations, with regard to their capacity to preserve the original shapes of the spatial structures. Accordingly, in the proposed method, three morphological reconstruction filters (opening, closing, opening and closing) are used to construct the structural texture features.
The Gabor filter is a linear filter used for texture analysis, which provides a means for effective spatial and frequency localization through Gaussian window transform, and it can extract the texture features via different scales and directions [41] .
(2) Feature selection Textural metrics are sensitive to the data characteristics, as well as how the geographical features are arranged and distributed. These features are usually high-dimensional, redundant, and highly correlated. In the proposed method, in order to find the most effective features for describing the feature information, and to reduce the data redundancy, RF, which is effective at analyzing high-dimensional and correlated features, is used to select the features and determine the optimal feature vectors for change detection. RF is based on decision trees which selects samples randomly from the original data to construct the sample subspace and establish the decision trees; And then the voting method is used to make decision on the classification results. The RF is able to measure the feature importance via the Gini importance approach [42] . All the features are used to initialize the forest. The total Gini decrease of each pixel is calculated by all trees in the forest, which is regarded as an importance measurement of features. The higher the Gini decreases, the more important the feature is.
Initially, eight second-moment descriptors, i.e., mean, variance, homogeneity, contrast, dissimilarity, entropy, second moment, and correlation, are applied. For the selection of the window size, according to the size and distribution of the various features in the image, we choose window sizes of 3 × 3, 5 × 5, and 7 × 7 and a 0 • direction to extract the statistical texture features. Three morphological reconstruction filters (opening, closing, and opening and closing) are used to construct the structural texture features. According to the distribution of the features in the images, circular structures with a radius of three, five, and seven are chosen as the structuring elements. The 24 × 4 Gabor features are constructed in the 0 • , 45 • , 90 • , and 145 • directions, with a kernel size of [7, 9, 11, 13, 15, 17] , for the transform-based texture features. Then, the RF mean decrease in impurity is carried out and the first several features of the importance are selected.
The results of the feature selection are shown in Table 1 . The difference image D is the test data produced from two temporal images. If we suppose that the original images include r spectral bands and can be represented by t 1 and t 2 , then D is calculated as follows:
where t i s stands for the r-dimensional spectral features, t i t is the 4r-dimensional statistical texture features, t i m is the 3r-dimensional morphological features, and t i g represents the r-dimensional Gabor filter texture features for the i period image. Each dimensional of D is normalized in the range [0,1], and the b-th dimensional input data D b is normalized as follows:
where D min and D max are the minimum and maximum of the b-th dimensional difference image.
(4) Acquisition of Initial training samples
Manual selection of training samples can lead to the incompleteness of selected categories, and it is time-consuming. Thus, in this paper, the initial training samples are selected by Change Vector Analysis (CVA) with uncertainty analysis.
Firstly, the change vector intensity CVA D is obtained by CVA, with the dataset consisting of the statistical texture, Gabor filter texture, morphological, and spectral features. Additionally, the change vector intensity is calculated as Equation (3).
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Then the initial pixel-based change detection map is obtained by CD p
where cd i,j = 0, 1 indicates that the pixel at position (i, j) belongs to the unchanged and changed part.
T is calculated according to the expectation maximization (EM) algorithm [43] . Finally, uncertainty analysis for the segmented objects is employed to integrate the segmentation map and the pixel-wise change detection map at the optimal scale. For object R i , if the ratio of the number of changed or unchanged pixels is greater than the threshold R, then the object R i is identified as "certain" object. Additionally, the initial training samples are chosen from the "certain" objects randomly.
The Proposed Approach
Multi-Scale Segmentation and Optimization
(1) Multi-scale segmentation
The fractal net evolution approach (FNEA) is an effective and widely used image segmentation method for remote sensing imagery [44] . FNEA is a bottom-up segmentation method that combines adjacent pixels or small segmentation objects to ensure a minimum average heterogeneity of the different objects and maximum homogeneity of the internal pixels. It is a method based on the region merging technique [45] .
In the proposed method, the two temporal images are first combined into one image by band stacking. The stacked image is then segmented at an over-segmented scale (scale-1) using FNEA. Finally, the objects at scale-1 are merged into multiple scales (scale-2, . . . , scale-L) using the spectral and spatial features. This means that the image objects at scale-l are merged by several objects at scale-(l − 1), based on their heterogeneity; in other words, the image objects at different scales should be organized in a hierarchical manner, as shown in Figure 2 . It is supposed that most of the objects at scale 1 are over-segmented, while the merged objects at scale-L are under-segmented. Thus, the optimal image segmentation scale is within the L scales.
Analysis (CVA) with uncertainty analysis.
Firstly, the change vector intensity is obtained by CVA, with the dataset consisting of the statistical texture, Gabor filter texture, morphological, and spectral features. Additionally, the change vector intensity is calculated as Equation (3).
where and stand for the normalized multi-feature vectors for pixel at position ( , ). and are the numbers of row and column of the two temporal images.
Then the initial pixel-based change detection map is obtained by CD = , , 1 ≤ ≤ , 1 ≤ ≤ .
where , = 0, 1 indicates that the pixel at position ( , ) belongs to the unchanged and changed part. T is calculated according to the expectation maximization (EM) algorithm [43] .
Finally, uncertainty analysis for the segmented objects is employed to integrate the segmentation map and the pixel-wise change detection map at the optimal scale. For object , if the ratio of the number of changed or unchanged pixels is greater than the threshold R, then the object is identified as "certain" object. Additionally, the initial training samples are chosen from the "certain" objects randomly.
The Proposed Approach
Multi-Scale Segmentation and Optimization
In the proposed method, the two temporal images are first combined into one image by band stacking. The stacked image is then segmented at an over-segmented scale ( − 1) using FNEA.
Finally, the objects at scale-1 are merged into multiple scales (scale-2, …, − ) using the spectral and spatial features. This means that the image objects at scale-l are merged by several objects at − ( − 1), based on their heterogeneity; in other words, the image objects at different scales should be organized in a hierarchical manner, as shown in Figure 2 . It is supposed that most of the objects at scale 1 are over-segmented, while the merged objects at scale-L are under-segmented. Thus, the optimal image segmentation scale is within the L scales. (2) The optimal image segmentation scale
The multiple scales described above consist of over-segmented dimensions to under-segmented dimensions based on optimal segmentation scale. The optimal image segmentation scale is defined as the scale that maximizes the intra-segment homogeneity and the inter-segment heterogeneity [46] . The variance average weighted by each object area is used as the global intra-segment homogeneity measure, which is calculated, as shown in Equation (5):
where a i and v i represent the area and variance of segment R i . n is the total number of objects of the segmentation map. The global Moran's I [46] , which is a spatial autocorrelation metric, is used as the inter-segment heterogeneity measure, and is calculated, as shown in Equation (6):
where w ij is the spatial adjacency measure of R i and R j . If regions R i and R j are neighbors, w ij = 1; otherwise, w ij = 0. y i is the mean value of region R i , and y j is the mean value of region R j . y is the mean value of each band of the image. Low Moran's I values indicate a low degree of spatial autocorrelation and high inter-segment heterogeneity.
The parameter of the image segmentation needs to attain high intra-segment homogeneity and high inter-segment heterogeneity. Both measures are rescaled to the range (0-1) using a normalization formula, as shown in Equation (7):
where V min and MI min are the minimum values of the weighted variance and Moran's I, and V max and MI max are the maximum values of the weighted variance and Moran's I at l scales.
To assign an overall "global score" (GS) to each segmentation scale, the V norm and MI norm are combined as the objective function, as shown in Equation (8):
For each of the segmentations, the GS values are calculated for all the feature bands. In the proposed method, not only the spectral features, but also the texture features, are utilized to calculate the optimal segmentation scale. The average GS values of all the feature bands are used to identify the best image segmentation scale, where the optimal segmentation scale is identified as the one with the lowest average GS value.
Multi-Scale Object-Based D-S Evidence Theory Fusion and Uncertainty Analysis
The scale is of great significance in image analysis and feature recognition, and a single classifier cannot detect all the kinds of changes that may happen in an image. In order to utilize the multi-scale information and the respective advantages of different classifiers, multi-scale fusion is employed to combine the pixel-based change detection results of multiple classifiers from different scales. According to the heterogeneity, our multi-classifier system exploits the KNN, SVM, and ExT classifiers. The ExT classifier [47] was proposed as a computationally efficient and highly randomized extension of RF. Unlike RF, it does not use tree bagging to generate the training subset for each tree. Instead, the entire training set is used to train all the decision trees in the ensemble. In addition, in the node-splitting step, ExT randomly selects the best feature, along with the corresponding value, to split the node. These two changes cause ExT to be less susceptible to overfitting, and enable it to achieve a better performance [48] .
(1) Object-based D-S evidence theory fusion
In order to make full use of the respective advantages of the different classifiers, the D-S evidence theory fusion, which is a mathematical tool for uncertainty modeling and reasoning, is employed [49] . In D-S evidence theory fusion, we suppose that Θ is the frame of discernment, and then the power set is denoted by 2 Θ and A ∈ 2 Θ → [0 , D-S evidence theory fusion involves combining the different evidence with an orthogonal sum. We suppose that there are k sources, and m 1 , m 2 , . . . m k are the corresponding probability masses. The probability mass for each class A ∈ 2 Θ of the different evidence sources is denoted as:
where K ∈ [0, 1] represents the normalization factor, which reflects the conflict size of the different evidence sources. If K = 0, the different evidence sources are completely in conflict, and evidence fusion cannot be performed.
In the proposed method, the discernment frame Θ = {C, U}, where C and U represent the changed and unchanged classes, respectively. In order to utilize the scale information and the respective advantages of the different classifiers, the three base classifiers are used at each segmentation level, so that three evidence sources are generated and combined at each segmentation level.
For each scale level, we let m k (k = 1, 2, 3) be the evidence obtained from the k-th classifier for object R i , i = 1, 2 . . . N (where N stands for the number of objects in level l), and the evidence m k = {P kc , P ku } is defined as follows:
where P kc and P ku represent the probability of object R i belonging to C and U in level l, respectively; n j c , n j u , and n are the changed pixels, unchanged pixels and total number of pixels in object R i . The results of m .. are then combined using Equation (11):
(2) Uncertainty analysis For each scale level l, a threshold T m is set to classify the objects R i using Equation (12) . If the CD i satisfies P u > T m or P c > T m , the current scale l can be seen as the appropriate segmentation scale for the object R i , and object R i is labeled as a "certain" object. In contrast, if the current scale l is too coarse, then R i is labeled as an "uncertain" object, which is re-classified by the ensemble system.
where CD i = 0, 1, 2 indicates that R i belongs to the unchanged, changed, and uncertain classes, respectively.
Unlabeled Sample Selection
In the standard tri-training algorithm, for a classifier, an unlabeled sample can be labeled when two classifiers obtain the same change detection results. However, the "salt-and-pepper" noise existing in the change detection results, because of the lack of spatial information, can lead to the label that the two classifiers agree on being wrong. Accordingly, in this paper, for a classifier h i , the samples that two classifiers agree on are selected to construct the first candidate set S 1 u . The spatial information based on the segmentation objects in each scale is then used to constrain the first candidate and construct the candidate set S u . Finally, the final additional unlabeled samples S are chosen from the candidate set S u with an AL method based on the breaking ties (BT) algorithm [50] , for the training samples of the ensemble system in the next scale layer. The BT algorithm is used to measure the information of the samples by comparing the difference between the maximum probability and sub-probability of posterior probability of samples. The smaller the difference, the more informative the sample and uncertain the samples label is. Therefore, the most informative unlabeled samples are chosen as the final additional samples by BT algorithm in our proposed method.
The detailed process of unlabeled sample selection on each scale is shown in Figure 3 .
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The Automatic Change Detection Framework
In the multi-scale uncertainty analysis addressed in Reference [34] , a single classifier cannot utilize the advantages of multiple classifiers and the sample selection may lead to the presence of some features with similar spectral information in the training samples, which may not only increase the computational cost, but also affect the performance of the algorithm. Therefore, in order to overcome these shortages, the improved object-based approach for automatic change detection using multiple classifiers and multi-scale uncertainty analysis (OB-MMUA) in high-resolution (HR) remote sensing images is proposed in this study. 
In the multi-scale uncertainty analysis addressed in Reference [34] , a single classifier cannot utilize the advantages of multiple classifiers and the sample selection may lead to the presence of some features with similar spectral information in the training samples, which may not only increase the computational cost, but also affect the performance of the algorithm. Therefore, in order to overcome these shortages, the improved object-based approach for automatic change detection using multiple classifiers and multi-scale uncertainty analysis (OB-MMUA) in high-resolution (HR) remote sensing images is proposed in this study.
As shown in Figure 4 , the experiment mainly includes two parts, one is the construction of multiple features and the formation of multiple scales, and the other part is the proposed change detection method using multiple classifiers and multi-scale uncertainty analysis.
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Results
Experimental Parameters
In the proposed method, the parameters were set as follows: 1. Classifier parameters: _ = 400 and max _ = 6 for the RF classifier; = 4
for the KNN classifier; _ = 600 and _ = 6 for the ExT classifier; and The procedure of the proposed algorithm is summarized as follows.
(1) Generate a set of segmentation maps ranging from fine scale to coarse scale (scale-1, scale-2, . . . scale-L) based on optimal image segmentation scale and merging, and obtain the difference image D and initial change detection training samples S with multi-feature change intensity vector and object information (where y m is the label of initial training samples x m , D is the difference image, and n is the total number of initial training samples);
Train the classifier h i with S and obtain the change detection results C i (i = 1, 2, 3). Based on the object-based D-S evidence theory fusion and uncertainty analysis in segmentation scale-l (l = L, L − 1, . . . 1), the certain change detection objects CD l c and uncertain change detection objects CD l u are obtained; (3) For each classifier h i , two candidate sets S 1 u and S 2 u are constructed. S 1 u is composed by the pixels whose neighbors have the same label in CD l c . Pixels that have the same label given by another two classifiers compose S 2 u . (4) Select samples which have the same label in two candidate sets to construct the third candidate set
u and construct the new training samples S for classifier h i , S = S ∪ S ; (6) Train the classifier h i with the last S and reclassify the uncertain objects CD l u ; (7) Repeat step (2)~(6) in next scale l (l = l − 1) until all CD l u are refined to certain objects and get the final change detection map.
Results
Experimental Parameters
In the proposed method, the parameters were set as follows:
1.
Classifier parameters: n_estimators = 400 and max_ f eature = 6 for the RF classifier; k = 4 for the KNN classifier; n_estimators = 600 and max_ f eatures = 6 for the ExT classifier; and c = 0.036, γ = 0.25 and c = 1.515, γ = 16 for the SVM classifier for the two datasets, respectively, according to the 2-D grid search strategy.
2.
Scale size: scale = 10, 15, 20 for the ZY-3 dataset; and scale = 50, 60, 70 for the GF-2 dataset, according to the GS value.
3.
Uncertainty threshold: The threshold for the uncertainty analysis was set to 0.75 for the two datasets, which was found to perform the best. 4.
Training set: We chose 500 changed and unchanged samples based on CVA combined with EM as the initial training samples for change detection. The number of the most useful samples S in each scale was set as 500. Figure 5 shows the multi-scale uncertainty analysis results based on the multiple classifiers, where the black, white, and gray areas denote the unchanged, changed, and uncertain classes, respectively. It can be seen that there are many uncertain objects in the coarse scale shown in Figure 5a ,d, and there are fewer uncertain objects in the finer scales shown in Figure 5b -e, which confirms the effectiveness of the use of the multi-scale information.
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Anaysis and Discussion
In order to evaluate the performance of the proposed change detection approach quantitatively, four indices were adopted to assess the results by comparing the detection results with the ground reference map: (1) Overall accuracy (OA); (2) Kappa coefficient; (3) commission ratio; and (4) omission ratio, which are defined as:
where and are the numbers of changed pixels and unchanged pixels correctly detected, respectively; is the number of missed changed pixels; is the number of unchanged pixels in the ground reference that are detected as changed in the change map; and N is the total number of pixels of the ground reference.
The accuracies of the change detection for the two datasets are listed in Tables 2 and 3 . It can be clearly seen that the proposed OB-MMUA obtains a higher change detection accuracy than the other 
where N 11 and N 00 are the numbers of changed pixels and unchanged pixels correctly detected, respectively; N 10 is the number of missed changed pixels; N 01 is the number of unchanged pixels in the ground reference that are detected as changed in the change map; and N is the total number of pixels of the ground reference.
The accuracies of the change detection for the two datasets are listed in Tables 2 and 3 . It can be clearly seen that the proposed OB-MMUA obtains a higher change detection accuracy than the other methods. The accuracy of OB-MMUA is the highest among all the methods, with OAs of 0.9698 and 0.9310 for the two datasets. Compared with MCS and OB-MSF, this represents an OA increase of 1.93% and 2.35% for the ZY-3 dataset, and 2.36% and 3.62% for the GF-2 dataset. The Kappa coefficient is increased by 0.15 and 0.18 for the ZY-3 dataset, and by 0.18 and 0.23 for the GF-2 dataset. These results demonstrate the effectiveness and the generalizability of the proposed method. From the results, it has shown the effectiveness of the proposed method. The significances of the proposed method are shown as follows: (1) Multiple texture features of high-resolution remote sensing images are utilized to make up for the insufficient of spectral information in high-resolution remote sensing imagery; (2) instead of single classifier, multi-classifier ensemble system based on KNN, SVM, and ExT is constructed to obtain the multiple type change information; (3) active learning is used to solve the problem of insufficiency of training samples in supervised change detection methods; and (4) multi-scale segmentation maps are utilized to reduce the dependence of change detection accuracy on segmentation scales.
Conclusions
In this paper, an object-based approach for automatic change detection using multiple classifiers and multi-scale uncertainty analysis has been proposed. In the proposed method, macro and micro-texture features are extracted to construct the input data, along with the spectral features. In addition, according to the optimal segmentation scale, multiple scales ranging from fine to coarse are generated by image merging. Three classifiers are then used to construct the optimal classifier ensemble based on the diversity, and unlabeled samples are selected using the AL method combined with the segmented object information. Finally, multi-scale uncertainty analysis is implemented from coarse to fine scales by the multi-classifier ensemble system, and the final change detection map is generated by combining all the "certain" objects in all the scales. To confirm the effectiveness of the proposed method, we conducted experiments using multispectral images collected by the ZY-3 and GF-2 satellites. The experimental results confirmed that the proposed OB-MMUA method performs better than the previous state-of-the-art change detection methods.
However, the new approach still suffers from two major limitations. First, all the features are treated equally and the proposed method lacks the analysis of the weight of different features; second, the proposed method lacks considering the proportion of training samples for changed and unchanged. These questions will be considered in future study.
