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Abstract
DIFFERENTIAL GEOMETRY: CURVATURE AND HOLONOMY
Austin Christian
Thesis chair: David Milan, Ph.D.
The University of Texas at Tyler
May 2015
We develop the basic language of differential geometry, including smooth manifolds,
bundles, and differential forms. Once this background is established, we explore paral-
lelism in smooth manifolds — in particular, in Riemannian manifolds — and conclude by
presenting a proof of the Ambrose-Singer theorem, which relates parallelism (holonomy)
to curvature in principal bundles.
iv
Chapter 1
Introduction
In the spring semester of 2014, David Milan — an analyst by trade — agreed to mentor
the author in an independent study of differential geometry at UT Tyler. Over the course
of that semester, the independent study covered much of the material found in [5], and the
study spilled into the summer with the reading of [1], which was supported by many of
the sources found in the References section of this paper. This thesis is essentially a report
on that independent study, with Chapters 2 through 7 covering the background material
learned from textbooks and selected readings, and with Chapter 8 reproducing Ambrose
and Singer’s proof of their theorem on holonomy found in [1].
In its earliest form, geometry could rightly be called the study of flat space. Cer-
tainly Euclid’s Elements concerned itself primarily with the structure of two-dimensional
space and the manner in which its elements relate to one another. Eventually, however,
flat two-dimensional (and even three-dimensional) Euclidean space could no longer contain
mathematical curiosities. A study was needed of spaces which “live” in 3-space while having
the local appearance of 2-space — for example, the surface on which we live. For centuries
surfaces were studied by a variety of mathematicians, but, as is the case in many fields of
mathematics, it was Gauss who made the first substantial progress in studying the metric
properties of surfaces at an infinitesimal level. In 1822, in response to a prize problem of the
Royal Society of Sciences of Copenhagen, Gauss presented what is today called a conformal
representation of one surface upon another [17, p. 463]. This is a map between surfaces
which preserves the “metric” properties, such as length and angle. Then, in 1827, Gauss
proved the remarkable fact that the curvature of a surface, a measure of its shape, is an
intrinsic property, meaning that it can be determined from infinitesimal measurements on
the surface [11].
But it was a student of Gauss — Riemann — that considered both Euclidean space and
surfaces to in fact be special cases of manifolds. In 1854, Riemann presented his habilitation
thesis at the University of Go¨ttingen, which was entitled “On the Hypotheses which Lie
at the Foundations of Geometry.” In it, he introduced the notion of an “n-fold extended
manifold” and argued that
Space...constitutes only a particular case of a triply extended magnitude. A nec-
essary sequel of this is that the propositions of geometry are not derivable from
general concepts of quantity, but that those properties by which space is dis-
tinguished from other conceivable triply extended magnitudes can be gathered
only from experience [17, pp. 411-412].
From Riemann’s viewpoint, we should not be studying geometry in Euclidean n-space, but
studying geometry in any space of dimension n, and determing the characteristics of our
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space which make its geometry different from the Euclidean case.
The goal of the present paper is to develop the background in smooth manifolds (mani-
folds on which differential calculus makes sense) necessary to study two important concepts:
curvature and parallelism. There are various definitions for curvature on a manifold, but
all of them attempt to describe the “shape” of the manifold. Parallelism, on the other
hand, regulates what motions in a manifold we consider to be “straight”. In Chapter 7 we
will study each of these notions in the case of a Riemannian manifold, which is a smooth
manifold on which the usual geometric properties are defined. In Chapter 8 we present
a more general look at each of these concepts, and relate them to one another with the
Ambrose-Singer theorem [1].
In Chapters 2 and 3 we introduce the basic terminology of smooth manifold theory.
This begins with defining topological manifolds, giving topological results, and developing
smooth manifolds from the topological variety. We then proceed to characterize the tan-
gent space of a smooth manifold, interpreting this space both as a collection of infinitesimal
curves in the manifold and as the collection of directional derivatives of real-valued func-
tions on the manifold. All of the material in these chapters is entirely standard. To a great
extent these chapters follow corresponding chapters in [5], as this was the text used in the
aforementioned independent study. It should be noted, however, that we flesh out many
of the details which were left to the reader in that text. In many cases this means provid-
ing proofs which were designated exercises by [5]; in such cases, the originality of the proof
is denoted by a † symbol, though this practice is abandoned beyond these first two chapters.
Chapters 4 through 6 then attempt to build up the machinery that will be necessary
for our general study of curvature and parallelism. This begins in Chapter 4 with the in-
troduction of Lie groups, which we will use in Chapter 8 to study smooth transformations
on a manifold. In Chapter 5 we begin considering smooth manifolds which are “almost”
product spaces, such as the tangent bundle or bundle of frames. Chapter 6 then develops
the theory of differential forms, starting with multilinear algebra on an arbitrary vector
space and building to differential forms and the exterior derivative.
Finally, in Chapters 7 and 8 we begin to reap the fruits of our labor. In Chapter 7
we consider parallelism and curvature in the setting of a Riemannian manifold. We define
covariant derivatives on a smooth manifold, which allow us to determine whether or not
a vector is moving in a parallel manner along a curve. We then introduce a Riemannian
metric on the manifold, which leads us to further discern whether a vector is maintaining
its geometric properties as it moves. The metric also allows us to define Gauss curvature
on surfaces in R3, describing the infinitesimal shape of the surfaces.
In Chapter 8, the summit is reached. There, we define connections on principal bundles
(of which the tangent bundle is an example), thus giving us a generalized notion of parallel
motion. Similarly, we define curvature in the setting of principal bundles, and finally relate
the two via the Ambrose-Singer theorem.
For the reader satisfied with studying curvature and parallelism in the case of Rieman-
nian manifolds, Chapters 2 and 3 serve as sufficient background for Chapter 7, provided a
nominal familiarity with differential forms. On the other hand, Chapters 2 through 6 pro-
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vide the necessary introduction for Chapter 8, though the results found there might seem
a bit unmotivated without Chapter 7.
3
Chapter 2
Manifolds: Topological and Smooth
In a colloquial sense, a (real) manifold is a space that has the local appearance of
Euclidean space. Of course, making this notion precise will depend upon what exactly we
mean by “local appearance”. This characterization of a manifold could lead to (or, more
accurately, has led to) a variety of definitions. We provide in this chapter two definitions,
the second of which will build upon the first. We first define topological manifolds, spaces
in which every point has a neighborhood homeomorphic to Euclidean space, in addition
to having some other nice properties. Our goal is eventually to develop on manifolds an
analogue for differential calculus. To that end, we will conclude this chapter by defining
smooth manifolds, the topological manifolds upon which this calculus will be built. Before
we begin it should be noted that almost all of the material in this chapter (as well as the
next) is standard; the fact that author first learned it from Chapters 1 and 3 of [5] will be
noticed throughout, with many results coming directly from this source.
2.1 Topological Manifolds
In this section we introduce topological manifolds. As with all manifolds, these spaces
“look like real space up close”, and in particular have the same local topology as Euclidean
space. It should be pointed out that, while we will focus exclusively on smooth manifolds
beyond this chapter, topological manifolds are themselves worthwhile objects to study.
Moreover, since smooth manifolds are built up from topological manifolds, the importance
of topology to our study cannot be understated.
The first, and arguably most natural requirement we make of topological manifolds is
that they be locally Euclidean; this gives each point of the space a neighborhood homeo-
morphic to Euclidean space.
Definition. A topological space X is locally Euclidean if, for every x ∈ X, there exists
some open neighborhood U ⊆ X of x which is homeomorphic to an open subset W ⊆ Rn
for some n ≥ 0. If x uniquely determines n, we call n = d(x) the local dimension of X at x.
Example. Our first example of such a space is X = R ∪ {∗}, where ∗ is some non-real
point. We topologize X as follows: given a subset V ⊆ X, if ∗ 6∈ V , then V is open if and
only if V is open as a subset of R. If ∗ ∈ V , then V is open if and only if 0 6∈ V and there is
some neighborhood W ⊆ R of 0 such that V = (W \ {0})∪{∗}. Then certainly X is locally
Euclidean of dimension 1. In fact, we could carry out this same construction for Rn and
find that the new space is of local dimension n. Note, however, that X is not Hausdorff, as
we cannot find disjoint open neighborhoods of 0 and ∗.
Our next example is a tad less bizarre and will prove to be several tads more useful.
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Example. Consider S1 =
{
(x, y)|x2 + y2 = 1} ⊂ R2. It is easy to see that even though it
lives in two-dimensional space, S1 looks, “up close”, like one-dimensional space. Any ant
living on this circle would think he lived in a one-dimensional world where the landscape
repeated itself every 2pi units. However, when we try to unroll the circle onto R, we find
that we get a half-open interval, not the open set desired by our definition. The way around
this is to use two neighborhoods, which together will cover the circle. We let p+ = (0, 1)
and p− = (0,−1) represent the north and south poles, respectively, and set U = S1 \ {p+}
and V = S1 \ {p−}. We then use stereographic projection, defined below and depicted in
Figure (2.1), to map U and V homeomorphically onto R.
pi+ : U → R pi− : V → R
(x, y) 7→ x
1− y (x, y) 7→
x
1 + y
.
As the figure depicts, stereographic projection sends a ray from the deleted point of the
circle through some point (x, y) ∈ S1 and maps (x, y) to the point where this ray intersects
R. As with our first example, this generalizes to n dimensions. For any n ≥ 0, we may
delete first the north pole and then the south pole from Sn and use stereographic projection
to map the resulting neighborhoods homeomorphically onto Sn. The formulas for this will
be given in a later example.
Figure 2.1: Stereographic projection of S1.
Next we would like to show that local dimension is a well defined property, and ultimately
that it is locally constant. To that end, we state Brouwer’s theorem on invariance of domain,
the original proof of which can be found in [3].
Theorem 2.1. If U ⊆ Rn is open and f : U → Rn is continuous and injective, then f(U)
is open in Rn.
Corollary 2.2. If U ⊆ Rn and V ⊆ Rm are open subsets such that U and V are homeo-
morphic, then n = m.
( Proof) Assume m < n and define i : Rm → Rn by
i(x1, . . . , xm) = (x1, . . . , xm, 0, . . . , 0).
It is clear that i is continuous and injective, and since we have assumed the existence of
some homeomorphism ϕ : U → V , f = i ◦ ϕ must also be continuous and injective. Then
according to the theorem, f(U) = i(V ) must be open in Rn. But this cannot be true since
i(Rm) clearly contains no open subsets. This contradiction means that m = n. 
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Corollary 2.3. If X is locally Euclidean, then the local dimension is a well defined, locally
constant function d : X → Z+.
( Proof) Pick x ∈ X and suppose that there are open neighborhoods U, V ⊆ X of x, together
with homeomorphic open subsets U˜ ⊆ Rn and V˜ ⊆ Rm. Denote the homeomorphisms by
ϕ : U → U˜ and ψ : V → V˜ .
Since U ∩ V is open in X, ϕ(U ∩ V ) ⊆ U˜ ⊆ Rn is open. Similarly, ψ(U ∩ V ) is open in Rm.
But
ϕ ◦ ψ−1 : ψ(U ∩ V )→ ϕ(U ∩ V )
is a homeomorphism, so m = n by the previous corollary. So the local dimension is uniquely
determined by x ∈ X and d is constant on U ∩ V . 
Finally, we conclude that locally Euclidean spaces which are connected have constant local
dimension.
Corollary 2.4. If X is a connected, locally Euclidean space, then the local dimension
d : X → Z+ is a constant integer called the dimension of X.
( Proof)† For i ∈ Z+, set
Ai =
{
x ∈ X ∣∣ d(x) = i} .
For each x ∈ Ai we may, by Corollary 2.3, select an open neighborhood Ux of x on which d
is constant. Hence, Ux is contained in Ai and we see that each Ai is open. These sets also
must be disjoint, so the connectedness of X implies that there is only one such set and the
local dimension must therefore be constant. 
We conclude our discussion of locally Euclidean spaces by equating connectedness and path
connectedness on such spaces.
Proposition 2.5. If a topological space X is locally Euclidean and connected, then X is
path connected.
( Proof)† Let X0 ⊆ X be a path component of X and pick x ∈ X0. Let U ⊆ X be an open
neighborhood of x with a homeomorphism ϕ : U → U˜ ⊆ Rn. Certainly there is a path
connected neighborhood V˜ of ϕ(x) contained in U˜ . Then V = ϕ−1(V˜ ) is a path connected
neighborhood of x, and hence must be contained in X0. Since V is open, we have shown
that all path components of X must be open. Since the path components must also be
pairwise disjoint, the connectedness of X implies that there is only one path component.
So X is path connected. 
It certainly seems that manifolds should be locally Euclidean, but to say that an abstract
space has the same local topology as Euclidean space, we need more. For example, we saw
that R∪{∗} has local dimension 1, but since there are two points separating negative from
positive, we would have a hard time claiming that this space really looks like R. Another
example is the long line; it can be shown that this space is also locally Euclidean of dimension
1 (see [15, Section 25]). But we would eventually like to imbed topological manifolds in real
space of some dimension, and we cannot do this with the long line.
Definition. A topological space X is a manifold of dimension n (or an n-manifold) if
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(1) X is locally Euclidean with constant local dimension n;
(2) X is Hausdorff;
(3) X is 2nd countable.
The precise problem with R∪ {∗} is that it is not Hausdorff — there is no way to separate
0 and ∗. The obstruction that keeps the long line from being a manifold is that it is not
2nd countable; since the long line does not have a countable base, we cannot imbed it
into real space. Notice that our definition also excludes spaces such as S2 ∪ R which have
non-constant local dimension.
Remark. We have defined manifolds to agree with our intuitive notion of what it means
to look like Euclidean space in some local sense. But consider the closed interval I = [0, 1].
This certainly looks like R at every point except ∂I = {0, 1}. The points 0 and 1 do,
however, have neighborhoods in I which are homeomorphic to
H = {x ∈ R|x ≤ 0} ,
Euclidean half space of dimension 1. By allowing some points in a space to have neighbor-
hoods homeomorphic to Hn rather than Rn, we could define an object called a manifold with
boundary. We will restrict ourselves, though, to manifolds without boundary; whenever we
say “let M be a smooth manifold...”, we will mean a manifold without boundary.
We now give criteria which, when satisfied, show that a space is an n-manifold.
Lemma 2.6. If X is a compact, connected, metrizable space that is locally Euclidean, then
X is an n-manifold for some n ∈ Z+.
( Proof) Since X is metrizable, X must be Hausdorff. Being locally Euclidean and compact,
we may cover X with neighborhoods which are homeomorphic to some open subset of Rn,
and then select a finite open refinement of this cover. This refinement generates a countable
basis of X, so X is 2nd countable. Finally, since X is locally Euclidean and connected, X
must have constant dimension. 
Example. We remarked before that the n-sphere is locally Euclidean by stereographic
projection; Sn is also a compact, connected, and metrizable subspace of Rn+1, and so by
our lemma is an n-manifold.
Before our next example we want to consider the Cartesian product of two topological
manifolds. Suppose that N and M are n- and m-manifolds, respectively, and pick (x, y) ∈
N ×M . Let U ⊆ N and V ⊆ M be neighborhoods of x and y which are homeomorphic
to open subsets of real space. Then U × V ⊆ N ×M is a neighborhood of (x, y) which is
homeomorphic to an open subset of Rn×Rm = Rn+m. Since both N and M are Hausdorff
and 2nd countable, so too is N ×M , meaning that N ×M is a (n+m)-manifold. We will
use this property in our next example.
Example. The n-torus is defined to be the product of n 1-spheres: Tn = S1×S1×· · ·×S1.
Since S1 is a 1-manifold, we can use induction to see that Tn is an n-manifold.
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We will conclude this section by returning to our example of stereographic projection
on the n-sphere. We would like to give explicit formulas for this projection, which will
allow us to confirm that Sn is locally Euclidean. Once we have these formulas, we will have
an opportunity to discuss some associated vector fields. In the study of smooth manifolds,
vector fields and tangent spaces play a very important role. Though we have not yet defined
smooth manifolds, this stereographic projection discussion allows us to do some foreshad-
owing. We begin by describing the tangent space to Sn at a given point, relegating the
stereographic projection formulas to the end.
Proceeding naively, we may define a vector w ∈ Rn+1 to be tangent to Sn at the point
v ∈ Sn if w and v are perpendicular as vectors. This tangent vector is denoted (v, w), so
we may write the set of all tangent vectors to Sn as
T (Sn) =
{
(v, w) ∈ Rn+1 × Rn+1 ∣∣ ||v|| = 1, w ⊥ v} .
This description of tangent vectors allows us to project each vector back to its base point
via a map p : T (Sn) → Sn defined by p(v, w) = v. Then, fixing v0 ∈ Sn, we can consider
the fiber of p over v0
Tv0(S
n) = p−1(v0) = {(v0, w) ∈ T (Sn)} ,
and call this the tangent space of Sn at v0. This is an n-dimensional vector space under the
operations
r · (v0, w) = (v0, r · w), and (v0, w1) + (v0, w2) = (v0, w1 + w2).
Having a tangent space which is an n-dimensional vector space is a crucial step towards the
goal of doing calculus on a manifold, and hence will be a major component of our discussion
of smooth manifolds. This entire construction — T (Sn), Sn, and p — is called the tan-
gent bundle of Sn. We call T (Sn) the total space of this bundle, Sn is the base space, and
p is the bundle projection. Later, we will define the tangent bundle for any smooth manifold.
p+
v
pi+(v)
Figure 2.2: Stereographic projection of S2.
For a point x = (x1, . . . , xn, xn+1) ∈ Sn, computing pi+(x) requires that we define the
line passing through (x1, . . . , xn, xn+1) and (0, 0, . . . , 1), and find the intersection of this line
with Rn. Carrying out this computation yields
pi+(x) =
(
x1
1− xn+1 , . . . ,
xn
1− xn+1 , 0
)
.
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Since p+ is the only point in S
n whose (n+1)-th coordinate is 1, we see that pi+ is continuous.
Next, we define a map pi−1+ : Rn → Sn \ {p+} by
pi−1+ (x) =
(
2x1
||x||2 + 1 , . . . ,
2xn
||x||2 + 1 ,
||x||2 − 1
||x||2 + 1
)
,
where x = (x1, x2, . . . , xn) ∈ Rn. This map is also continuous, and a little computing will
show that it is a two-sided inverse of pi+, meaning that pi+ is a homeomorphism. A similar
computation will show that pi− is a homeomorphism and justify our claim that Sn is locally
Euclidean.
Next, for an open neighborhood U ⊆ Sn, we want to discuss a set of maps from U to
T (Sn) which assign to each point in U a tangent vector based at that point. Such a map is
called a vector field on U . Letting U = Sn \{p+}, we have the following maps for 1 ≤ i ≤ n:
∂pi−1+
∂xi
(v) =
2
(||v||2 + 1)2
(−2viv1, . . . ,−2vivi−1, ||v||2 + 1− 2v2i ,−2vivi+1, . . . ,−2vivn, 2vi) ,
where v = (v1, . . . , vn). Each of these is a map from Rn to Rn+1; we argue that, given any
v ∈ U , (
∂pi−1+
∂xi
◦ pi+
)
(v)
is a vector which is tangent to Sn at v. To see this explicitly, one may set p = pi+(v)
and compute
∂pi−1+
∂xi
(p) · pi−1+ (p) and find that this dot product is 0. So, for 1 ≤ i ≤ n,
∂pi−1+
∂xi
◦ pi+ : Sn \ {p+} → T (Sn) is a vector field. Moreover, it is easy to see that for every
v ∈ Sn, the set {(
∂pi−1+
∂x1
◦ pi+
)
(v), . . . ,
(
∂pi−1+
∂xn
◦ pi+
)
(v)
}
is linearly independent, and thus gives a basis for Tv(S
n).
2.2 Partitions of Unity
Because manifolds are locally Euclidean, we can define certain functions or operations
(such as integration on smooth manifolds) locally on a manifold. What we would like to
do is patch these local definitions together and define some objects globally. Our ability
to do this relies on our requirement that manifolds be Hausdorff and 2nd countable. The
machinery that allows the “patching together” of local definitions is the soon-to-be-defined
partition of unity. We shall show that this tool is available in all paracompact spaces, and
that a manifold is such a space.
We begin by recalling some topology definitions and proving a useful lemma.
Definition. A family C = {Cα}α∈A of subsets of X is locally finite if each x ∈ X admits
an open neighborhood Wx such that Wx ∩ Cα 6= ∅ for only finitely many α ∈ A.
Lemma 2.7. If C = {Cα}α∈A is a locally finite family of closed subsets of X, then ∪α∈ACα
is a closed subset of X.
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( Proof)† Pick some x ∈ X\∪α∈ACα and an open neighborhoodW of x such thatW∩Cα 6= ∅
for only finitely many α ∈ A. Then let
D = {Cα ∈ C∣∣W ∩ Cα 6= ∅} .
Since x is contained in the complement of each Cα ∈ C, x is an element of
V = W ∩
( ⋂
D∈D
(X \D)
)
.
So V is an open neighborhood of x which is contained in X \ ∪α∈ACα, meaning that
X \ ∪α∈ACα is open. ∪α∈ACα is closed. 
Definition. Let U = {Uα}α∈A and V = {Vβ}β∈B be open covers of a space X. We say that
V is a refinement of U if there is a function i : B→ A such that Vβ ⊆ Ui(β), for all β ∈ B.
Definition. A Hausdorff space X is paracompact if every open cover of X admits an open,
locally finite refinement.
Definition. A space X is regular if, for any closed B ⊂ X and any point a ∈ X \B, there
exist disjoint open subsets U and V of X such that a ∈ U and B ⊂ V .1
Definition. A space X is normal if, for any pair A and B of disjoint, closed subsets of X,
there exist disjoint open subsets of X such that A ⊂ U and B ⊂ V .
We will see that the existence of a partition of unity for some open cover of a space X relies
on X being paracompact, so we would like now to show that manifolds are paracompact.
Theorem 2.8. Every locally compact, 2nd countable, Hausdorff space X is paracompact.
( Proof) We begin by constructing a nested family of compact subsets of X. Let {Wi}∞i=1
be a countable base for the topology of X such that each W i is compact. Then we set
K1 = W 1 and define the remaining Ki inductively. Suppose that Ki has been defined for
1 ≤ i ≤ n, and let l denote the least integer such that
Kn ⊆
l⋃
i=1
Wi
and set
Kn+1 =
l+1⋃
i=1
W i.
So K1 ⊂ K2 ⊂ · · · is a nested family of compact sets such that Ki ⊂ int(Ki+1) for each i
and such that X = ∪∞i=1int(Ki).
Now let U = {Uα}α∈A be an open cover of X. Since U covers the compact set K1, we
can choose some finite subset {Uαi}l1i=1 of U that covers K1. For 1 ≤ i ≤ l1, we set Vi = Uαi .
1An interesting result of E.A. Michael is that if a regular space is such that each open cover of this
space admits a locally finite (but perhaps not open) refinement, then this space is paracompact (see [6,
Chapter 20]).
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We extend this collection by {Uαi}l2l1+1 to a finite open cover of K2. Note that since X
is Hausdorff, K1 is closed. Hence, Vi = Uαi \ K1 is open for l1 + 1 ≤ i ≤ l2, and {Vi}l21
is an open cover of K2 such that K1 does not meet Vi for i > l1. This construction can
be continued to produce a refinement V = {Vi}∞1 of U such that Kn does not meet Vi for
i > ln. Then, given x ∈ X, choose n ≥ 1 such that x ∈ int(Kn). Then int(Kn) is an open
neighborhood of x which meets only finitely many elements of V, and V is a locally finite
refinement of U . 
Corollary 2.9. Every manifold is paracompact.
( Proof) Suppose M is an n-manifold; M is defined to be both Hausdorff and 2nd countable,
so we must only confirm that M is locally compact. However, each point x ∈M is contained
in some open neighborhood U which is homeomorphic to Euclidean space, and we may thus
select a compact neighborhood V ⊆ U which contains x. We see that M satisfies the criteria
of Theorem 2.8, and is thus paracompact. 
The following lemma shows that all paracompact spaces are normal; this allows us to use
the famous Urysohn Lemma, which is stated without proof.
Lemma 2.10. If X is a paracompact space, then X is normal.
( Proof) We begin by showing that X is regular. Given some point a ∈ X and some
closed subset B ⊂ X which does not contain a, we must show that there exists an open
neighborhood of B whose closure does not contain a. Because X is Hausdorff, we may
select for every b ∈ B an open neighborhood Ub about b whose closure does not contain a.
Then
{Ub}b∈B ∪X \B
is an open cover of X. Let V be a locally finite refinement of this cover, and let
W = {V ∈ V∣∣V ∩B 6= ∅} .
CertainlyW covers B. Moreover, each W ∈ W is contained in Ub for some b ∈ B, so a 6∈W .
Finally, let
U =
⋃
W∈W
W.
Then
U =
⋃
W∈W
W,
because Lemma 2.7 says that this set is closed, and it is certainly contained in any closed set
containing U . Since W covers B, U is an open neighborhood of B; since a is not contained
in the closure of any W ∈ W, a is not contained in U . So X is regular.
Showing that X is normal follows a completely analogous argument. For closed sets
A,B ⊂ X, we use regularity to select an open cover {Uα}α∈A of A such that Uα ⊂ X \ B,
∀α ∈ A. We then adjoin X \A to make this an open cover of X and proceed as before. 
We now cite Urysohn’s lemma, a proof of which can be found in [6], [15], and perhaps any
introductory text on general topology.
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Theorem 2.11 (Urysohn Lemma). A space X is normal if and only if for every pair of
disjoint, closed subsets A,B ⊂ X there is a continuous function f : X → [0, 1] such that
f
∣∣A ≡ 1 and supp(f) ⊂ X \B.
We now come to the definition of partitions of unity.
Definition. Let U = {Uα}α∈A be an open cover of a space X. A partition of unity sub-
ordinate to U is a collection λ = {λα}α∈A of continuous functions λα : X → [0, 1] such
that
(1) supp(λα) ⊂ Uα, for every α ∈ A;
(2) for each x ∈ X, there is a neighborhood Wx of x such that λα
∣∣Wx 6≡ 0 for only finitely
many α ∈ A;
(3) the sum
∑
α∈A
λα(x) = 1 for all x ∈ X.
Example.† Suppose that we have an open cover U = {Uα}α∈A of X, and that we have
defined integration on each set Uα, but have no definition for integration over all of X. If
we have a partition of unity {λα}α∈A subordinate to U and a function f : X → R, then∑
α∈A
λaf ≡ f,
so we define ∫
X
fdV =
∑
α∈A
 ∫
Uα
λαfdV
 .
This example demonstrates the way in which partitions of unity take us from the local
existence of some object to its global existence.
We are almost ready to show that every open cover of a paracompact space admits a
subordinate partition of unity. We first need to show that for every open cover of such a
space there exists what is called a precise refinement.
Lemma 2.12. If X is a paracompact space and U = {Uα}α∈A is an open cover of X, there
is a locally finite refinement V = {Vβ}β∈B, i : B→ A, such that Vβ ⊂ Ui(β), for all β ∈ B.
( Proof) We have seen that all paracompact spaces are regular. For each α ∈ A, X \ Uα is
closed; regularity means that, for each x ∈ Uα, there exist open neighborhoods Wx of x and
Vx of X \Uα such that Wx ∩ Vx = ∅. Then Wx ⊂ Uα. In this way we can find a refinement
W = {Wκ}κ∈K, j : K → A, such that Wκ ⊂ Uj(κ), ∀κ ∈ K. X being paracompact, we can
find a locally finite refinement V ofW (which is also a locally finite refinement of U) having
the desired property. We call such a refinement a precise refinement. 
Finally, we show that every open cover of a paracompact space admits a partition of unity,
and hence that so does any open cover of a manifold.
Theorem 2.13. If X is a paracompact space and U = {Uα}α∈A is an open cover of X,
then there exists a partition of unity subordinate to U .
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( Proof) Begin by selecting a locally finite refinement V = {Vβ}β∈B, i : B→ A of U . Then
we may select a precise refinement W = {Wκ}κ∈K, j : K → B of V. Since W κ ⊂ Vj(κ)
for each κ ∈ K, the Urysohn lemma gives a continuous function γκ : X → [0, 1] such that
γκ
∣∣Wκ ≡ 1 and supp(γκ) ⊂ Vj(κ). Given α ∈ A, we define
Kα =
{
κ ∈ K ∣∣ α = i(j(κ))} ,
a set of indices which identifies the elements ofW that are mapped to Uα by the refinement.
Since V is locally finite, so too is {supp(γκ)}κ∈Kα . Consequently, Lemma 2.7 tells us that
the union of this set is closed. So the support of
γα =
∑
κ∈Kα
γκ,
a map from X to [0,∞), is also closed. It is possible that Kα = ∅, in which case γα = 0 and
supp(γα) = ∅. For every α ∈ A, we see that supp(γα) ⊂ Uα, so {γα}α∈A satisfies the first
property of partitions of unity. Moreover, for each x ∈ X we can select a neighborhood W ′x
of x that intersects only finitely many elements of V, so γα
∣∣W ′x 6≡ 0 for only finitely many
α ∈ A, and property (2) is satisfied. Finally,
γ =
∑
α∈A
γα
converges, is continuous, and is nowhere 0. So {λα = γα/γ} is a partition of unity subordi-
nate to U . 
Corollary 2.14. Every open cover of a manifold admits a subordinate partition of unity.
2.3 Topological Imbeddings
Our last order of business before defining smooth manifolds is to establish that all
compact topological manifolds can be imbedded into Euclidean space of some dimension.
The definition of imbedding and the aforementioned result comprise this section.
Definition. Let N and M be topological manifolds of respective dimensions n ≤ m. A
topological imbedding of N in M is a continuous map i : N → M which carries N homeo-
morphically onto its image i(N).
Theorem 2.15. If M is a compact n-manifold, then there is an imbedding i : M ↪→ Rk for
some integer k > n.
( Proof) Since M is compact, we may select a finite open cover U = {Ui}ri=1 of M ; since M
is an n-manifold, we may assume that there are accompanying homeomorphisms ϕi : Ui →
Wi ⊆ Rn for 1 ≤ i ≤ r. Now let λ = {λi}ri=1 be a partition of unity subordinate to U , and
let k = r(n+ 1). We define
i : M → Rk = Rn × · · · × Rn × R× · · · × R
by
i(x) = (λ1(x)ϕ1(x), . . . , λr(x)ϕr(x), λ1(x), . . . , λr(x)).
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If ϕj(x) is undefined for some x, we define 0 · ϕj(x) = 0 ∈ Rn. For each 1 ≤ j ≤ r, λjϕj is
continuous on Uj and supp(λjϕj) ⊆ supp(λj) ⊂ Uj , so λjϕj is continuous on all of M . So
i : M → Rk is a continuous map of a compact space into a Hausdorff space. Hence, showing
that i is injective will establish that i is homeomorphic onto i(M).
Pick x, y ∈ M and suppose that i(x) = i(y). Since λ is a partition of unity, there is
some j such that λj(x) 6= 0. Then the (nr + j) − th coordinates of i(x) and i(y) are
λj(x) = λj(y) so x, y ∈ supp(λj) ⊂ Uj , and ϕj is defined for both x and y. The jth co-
ordinates are λj(x)ϕj(x) = λj(y)ϕj(y), so ϕj(x) = ϕj(y). But ϕj is injective, so x = y.

Note that this theorem shows that an n-manifold can be imbedded in Rr(n+1), where
U = {Ui}ri is an open cover of the manifold, but this is not necessarily the smallest possible
imbedding dimension.
2.4 Smooth Manifolds
To call a space a topological manifold, we insisted that the space be locally Euclidean.
Now if some neighborhood is homeomorphic to Euclidean space, we can identify each point
in this neighborhood with the coordinates of the associated point in Rn, and thus induce
a coordinate system on the neighborhood. Our natural next step would then be to define
various notions from differential calculus on this neighborhood, and then to hopefully extend
these notions to the entire manifold. However, in order to carry out this latter step, we
need to be sure that where our neighborhoods overlap, their respective computations agree.
This is encapsulated in our definition of smoothly compatible coordinate systems below.
Definition. A coordinate chart on M is a pair (U,ϕ), where U ⊆M is an open subset and
ϕ : U → Rn is a homeomorphism onto an open subset of Rn. For p ∈ U , we often write
ϕ(p) = (ϕ1(p), . . . , ϕn(p)).
This definition immediately lends itself to some language familiar from analysis on Rn:
Definition. Given a coordinate chart (U ;x1, . . . , xn) of M , we say that a point m0 ∈ U is
the center of the coordinate system if xi(m0) = 0 for 1 ≤ i ≤ n.
Definition. Given a coordinate chart (U ;x1, . . . , xn), an open subset V ⊆ U is an open
ball with respect to these coordinates if
V =
{
m ∈ U | (x1(m))2 + · · ·+ (xn(m))2 < } ,
for some  > 0. Notice that we can restrict the domain of the xi to V and realize
(V ;x1, . . . , xn) as a coordinate chart.
And now we define our notion of “compatibility” for coordinate charts.
Definition. Two coordinate charts, (U,ϕ) and (V, ψ) on M are said to be C∞-related if
either U ∩ V = ∅ or
ψ ◦ ϕ−1 : ϕ(U ∩ V )→ ψ(U ∩ V )
is a diffeomorphism between open subsets of Rn (smooth, bijective, and with a smooth
inverse).
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U V
ϕ(U)
ψ(V )ψ ◦ ϕ−1
ψϕ
Figure 2.3: A transition map.
This transition map gives us a smooth change of coordinates on U ∩V . So if we use the
coordinates of ϕ(U ∩V ) to carry out calculus on U ∩V , this will agree with calculus carried
out on U ∩ V via the coordinates of ψ(U ∩ V ). Then the operations of calculus are well
defined on all of U ∪ V . So to define calculus on all of M , we would like to cover M with
coordinate systems that are pairwise C∞-related. These concerns motivate our definition
of an atlas.
Definition. A C∞-atlas on M is a collection A = {(Uα, ϕα)}α∈A of coordinate charts such
that
(1) (Uα, ϕα) is C
∞-related to (Uβ, ϕβ) for all α, β ∈ A;
(2) M =
⋃
α∈A
Uα.
Note that if we have an atlas A and we add a coordinate chart (U,ϕ) to A which is C∞-
related to each coordinate chart of A, the definition of calculus operations is unchanged.
For this reason we say that two C∞ atlases A and A′ on M are equivalent if A∪A′ is also
a C∞ atlas on M . The next lemma claims that we can represent the calculi of A, A′, and
A ∪A′ by a single, maximal C∞ atlas on M .
Lemma 2.16. Equivalence of C∞ atlases is an equivalence relation. Each C∞ atlas on M
is equivalent to a unique maximal C∞ atlas on M .
( Proof)† That equivalence of C∞ atlases is reflexive and symmetric is immediate from the
properties of the union operation. For transitivity, suppose we have three C∞ atlases A,
B, and C, such that A∪B and B ∪ C are C∞ atlases. We need to show that A∪ C is a C∞
atlas. More precisely, we need to show that, for every (Uα, ϕα) ∈ A and (Wγ , ψγ) ∈ C,
ψγ ◦ ϕ−1α : ϕα(Uα ∩Wγ)→ ψγ(Uα ∩Wγ)
is a diffeomorphism. To that end, note that for any choice of (Vβ, ηβ) ∈ B, the following
two maps are diffeomorphic:
ηβ ◦ ϕ−1α : ϕα(Uα ∩ Vβ)→ ηβ(Uα ∩ Vβ)
ψγ ◦ η−1β : ηβ(Wγ ∩ Vβ)→ ψγ(Wγ ∩ Vβ).
So
ψγ ◦ ϕ−1α : ϕα(Uα ∩ Vβ ∩Wγ)→ ψγ(Uα ∩ Vβ ∩Wγ)
15
is a diffeomorphism for every (Vβ, ηβ) ∈ B. Note that this map has no dependence on ηβ,
so we may union across all coordinate charts of B, which covers M , and find that
ψγ ◦ ϕ−1α : ϕα(Uα ∩Wγ)→ ψγ(Uα ∩Wγ)
is a diffeomorphism. So equivalence of C∞ atlases is an equivalence relation.
Next, we show that each C∞ atlas A is equivalent to a maximal C∞ atlas A′. Let A
denote the set of all C∞ atlases on M which are equivalent to A and set
A′ =
⋃
C∈A
C.
Then A ∪ A′ is a C∞ atlas on M . We show that A′ is maximal. Pick any C∞ atlas C on
M which is equivalent to A′. Then, by transitivity, C is equivalent to A, and we see that
C ∈ A, so C ⊆ A′. The uniqueness of A′ follows from the fact that equivalence of C∞ atlases
is an equivalence relation. 
With this lemma, we see that selecting any C∞ atlas on M determines a maximal C∞
atlas and thus gives a unique global calculus on M . A topological manifold with a global
calculus is precisely what we would like to mean by a smooth manifold.
Definition. A maximal C∞ atlas A on M is called a smooth (or differentiable or C∞)
structure on M . The pair (M,A) is called a smooth (or differentiable or C∞) n-manifold.
As might be expected, we typically write M for the smooth manifold, the existence of a
smooth structure A being assumed.
Example.
(1) The set A = {(U, id)} of all open subsets U of Rn, each paired with the identity map,
certainly gives a C∞ atlas on the topological manifold M . It is also easy to see that
A is equivalent to the maximal C∞ atlas An of all pairs (U,ϕ) where U ⊆ Rn is open
and ϕ : U → Rn is a diffeomorphism onto an open set ϕ(U) ⊆ Rn. So (Rn,An) is a
smooth n-manifold.
(2) It is not difficult to see that the maps pi+ and pi− defined in Section 2.1 are smooth,
as are their inverses. So {(Sn \ p+, pi+), (Sn \ p−, pi−)} generates some maximal C∞
atlas A on Sn, and we have a smooth n-manifold (Sn,A).
(3) If M is a smooth m-manifold and N is a smooth n-manifold, then M × N is a
smooth (m + n)-manifold. We see that this is the case in the following way: if
A = {(Uα, ϕα)}α∈A and B = {(Vβ, ψβ)}β∈B are C∞ atlases for M and N , respectively,
then
A× B = {(Uα × Vβ, ϕα × ψβ)}(α,β)∈A×B
is a C∞ atlas on M ×N , and thus gives rise to a unique smooth structure on M ×N .
As was the case with topological manifolds, we now see that
Tn = S1 × · · · × S1
is a smooth n-manifold.
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(4) If W ⊆ M is an open subset of a smooth n-manifold, it is easy to see that W is a
smooth n-manifold. We have seen that W is a topological manifold, and need only
find a smooth structure for W . Let A = {(Uα, ϕα)}α∈A be the smooth structure
associated to M and set
B =
{(
Uα ∩W,ϕα
∣∣
(Uα∩W )
) ∣∣ (Uα, ϕα) ∈ A, Uα ∩W 6= ∅} .
Then B is a C∞ atlas on W . In fact, B is a smooth structure on W , for if C is a C∞
atlas on W which is equivalent to B, then each coordinate chart of C is C∞-related to
each coordinate chart of B, and thus to each coordinate chart of A. So W is a smooth
n-manifold.
(5) In 1960, Michel Kervaire presented a topological manifold which does not admit any
smooth structure [12]. His example is a 10-dimensional, piecewise-linear manifold
that, quite remarkably, does not have the homotopy type of any differentiable mani-
fold. Piecewise-linear manifolds are defined in much the same way as smooth mani-
folds, except that instead of smooth transition maps between coordinate charts, their
transition maps are only required to be piecewise-linear. In 1982, Michael Freedman
discovered the E8 manifold, which is a four-dimensional topological manifold that
does not admit a smooth structure [10]. This is the lowest possible dimension for such
a manifold, as it has been shown that all topological manifolds of dimension less than
4 admit a smooth structure [5].
We have indicated that the motivation for attaching a smooth structure to a topological
manifold is that we want to do calculus on the manifold. In order to do calculus we will
need to specify the functions on which calculus can be done, so we look now to smooth
maps defined on a manifold.
Definition. Given a smooth manifold (M,A), a function f : M → R is said to be smooth
if, for every chart (U,ϕ) ∈ A,
f ◦ ϕ−1 : ϕ(U)→ R
is smooth as a function from Rn to R. The set of all smooth, real-valued functions on M is
denoted C∞(M).
Obviously, the requirement that f compose smoothly with every coordinate chart is
practically difficult to check. Thankfully, the next lemma allows us to find just one coordi-
nate chart about x for which the condition is satisfied.
Lemma 2.17. The function f : M → R is smooth if and only if, for every x ∈ M , there
exists some (Uα, ϕα) ∈ A such that x ∈ Uα and
f ◦ ϕ−1α : ϕα(Uα)→ R
is smooth.
( Proof) If f is smooth, then the condition is met for all coordinate charts, so we must
only show that the existence of a coordinate chart for which the condition is met implies
smoothness. To that end, pick a point x and suppose (Uα, ϕα) ∈ A is such that x ∈ Uα and
f ◦ ϕ−1α : ϕα(Uα)→ R
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is smooth. Let (Uβ, ϕβ) be any coordinate chart in A such that x ∈ Uβ. Then f ◦ ϕ−1β :
ϕβ(Uα ∩ Uβ)→ R is given by the composition
ϕβ(Uα ∩ Uβ)
ϕα◦ϕ−1β−−−−−→ ϕα(Uα ∩ Uβ) f◦ϕ
−1
α−−−−→ R,
and is smooth. So ϕβ(Uα ∩ Uβ) is a neighborhood of ϕβ(x) in ϕβ(Uβ) on which f ◦ ϕ−1β
is smooth. Since x ∈ Uβ is arbitrary, f ◦ ϕ−1β is smooth on all of ϕβ(Uβ). The coordinate
chart (Uβ, ϕβ) ∈ A is arbitrary, so we conclude that f is smooth. 
Remark. Some authors prefer to define a function f : M → R to be smooth if, for each
x ∈ M , there is a chart (U,ϕ) ∈ A such that x ∈ U and f ◦ ϕ−1 is smooth. Our lemma
shows that this is an equivalent definition, but we feel that our definition makes clearer the
fact that a function must be smooth with respect to the entire atlas in order to be considered
smooth.
It is convenient to think of f ◦ϕ−1α as giving a formula for f
∣∣Uα relative to the coordinate
system ϕα = (ϕ
1
α, . . . , ϕ
n
α). Next, we would like to define smoothness for a larger class of
functions than real-valued ones.
Definition. Let (M,A) and (N,B) be smooth manifolds. A map f : M → N is said to be
smooth if, for all choices of (Uα, ϕα) ∈ A and (Vβ, ψβ) ∈ B such that f(Uα) ⊆ Vβ, the map
ψβ ◦ f ◦ ϕ−1α : ϕα(Uα)→ ψβ(Vβ)
is smooth.
Lemma 2.18. The map f : M → N is smooth if and only if, for each x ∈ M , there are
(Uα, ϕα) ∈ A and (Vβ, ψβ) ∈ B such that x ∈ Uα, f(Uα) ⊆ Vβ, and
ψβ ◦ f ◦ ϕ−1α : ϕα(Uα)→ ψβ(Vβ)
is smooth.
( Proof)† This proof is completely analogous to the previous one. As before, if f is smooth,
we know such coordinate charts to exist. Conversely, pick some x ∈ M and suppose that
there exist (Uα, ϕα) ∈ A and (Vβ, ψβ) ∈ B such that x ∈ Uα, f(Uα) ⊆ Vβ, and ψβ ◦ f ◦ ϕ−1α
is smooth. Now pick some arbitrary (Uγ , ϕγ) ∈ A and (Vδ, ψδ) ∈ B such that x ∈ Uγ and
f(Uγ) ⊆ Vδ. Then
ψδ ◦ f ◦ ϕ−1γ : ϕγ(Uα ∩ Uγ)→ ψδ(Vβ ∩ Vδ)
is given by
ϕγ(Uα ∩ Uγ) ϕα◦ϕ
−1
γ−−−−−→ ϕα(Uα ∩ Uγ) ψβ◦f◦ϕ
−1
α−−−−−−→ ψβ(Vβ ∩ Vδ)
ψδ◦ψ−1β−−−−−→ ψδ(Vβ ∩ Vδ),
and is thus smooth. As before, the arbitrariness of the point and coordinate charts chosen
allows us to conclude that f is smooth. 
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These two lemmas should help to convince us of the value of the way in which smooth
manifolds are defined. The associated definitions give a lofty standard for functions on a
manifold to meet in order to be considered smooth; the two lemmas show that, because
we required the coordinate charts of a smooth manifold to be C∞-related to one another,
smoothness in one coordinate chart implies smoothness in the overlapping portion of an-
other coordinate chart. This is a large part of what we mean when we say that differential
calculus in one coordinate chart is equivalent to differential calculus in C∞-related neigh-
boring charts.
We conclude by showing that the composition of two smooth functions between manifolds
is a smooth function between manifolds, and by defining diffeomorphisms between smooth
manifolds.
Lemma 2.19. If f : M → N and g : N → P are smooth maps between manifolds, then
g ◦ f : M → P is smooth.
( Proof)† We will denote the smooth structures of M,N , and P by A,B, and C, respectively.
Pick some x ∈M . By the smoothness of f , there exist (Uα, ϕα) ∈ A and (Vβ, ψβ) ∈ B such
that x ∈ Uα, f(Uα) ⊆ Vβ, and
ψβ ◦ f ◦ ϕ−1α : ϕα(Uα)→ ψβ(Vβ)
is smooth. Now pick some coordinate chart (Wγ , λγ) ∈ C such that g(Vβ) ⊆Wγ . Then
λγ ◦ g ◦ ψ−1β : ψβ(Vβ)→ λγ(Wγ)
is smooth, so
(λγ ◦ g ◦ ψ−1β ) ◦ (ψβ ◦ f ◦ ϕ−1α ) = λγ ◦ (g ◦ f) ◦ ϕ−1α : ϕα(Uα)→ λγ(Wγ)
is smooth. By Lemma 2.18, g ◦ f is smooth. 
Definition. If M and N are smooth manifolds, a map f : M → N is a diffeomorphism if
it is smooth and there is a smooth map g : N →M such that f ◦ g = idN and g ◦ f = idM .
We have now developed the notion of a manifold on which we can do calculus, as well
as functions on such a manifold. In the next chapter, we will begin carrying out differential
calculus on these functions and investigating the geometric interpretation of the resulting
objects.
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Chapter 3
The Tangent Space
As hinted at towards the end of Section 2.1, the tangent space is vitally important in
the development of calculus on a manifold. In fact, insofar as differential calculus is simply
the process of making local linear approximations, the tangent space is the heart and soul
of calculus on manifolds. In Section 3.1 of this chapter, we build up the tangent space in
two distinct ways, and then show that these constructions are equivalent. We will find use
for both constructions in later chapters. Sections 3.2 and 3.3 develop the theory behind
smooth maps on manifolds, their derivatives, and smooth vector fields on manifolds, all in
accordance with our experiences in Rn. These first three sections are critical to the ensuing
chapters. In Section 3.4 we explore an application of smooth vector fields which is not
altogether necessary for the later chapters, but is interesting nonetheless. As with Chapter
2, all of this material is standard and was learned from [5], though the presentation given
here aims to offer more detailed proofs and perhaps a sense of direction that is more tailored
to our goals. In multiple cases, lemmas or propositions here are taken directly from [5];
however, [5] leaves some of their proofs to the reader. Here we prove these results, and
hopefully this greater detail will be appreciated.
3.1 Tangent Vectors
We wish now to characterize vectors tangent to a smooth manifold M . For some
parametrized surface in Rn this task is relatively easy. Given a vector a = 〈a1, . . . , an〉,
we can use the dot product to easily check whether a is parallel to the surface and, if so, we
call it tangent. It’s not so easy for smooth manifolds. For one thing, we have no preferred
imbedding of M into Rm, and for another, we have no preferred local coordinate system.
We want our description of the tangent space to be independent of any imbedding into a
larger space and of the choice of local coordinate system.
Thankfully, multivariable calculus gives us a description of the vectors of Rn that does
not reference the vectors’ coordinates. The vector a above defines a directional derivative
Da at a point p ∈ Rn by the formula
Da(f) = lim
h→0
f(p+ ha)− f(p)
h
=
n∑
i=1
ai
∂f
∂xi
(p), (3.1)
where f is an arbitrary smooth function defined on an open neighborhood of p. To recover
a, we can apply this operator to the coordinate function xi:
Da(x
i) = ai,
and we see that a is uniquely determined by the associated directional derivative. Thus,
we may think of Da as being the tangent vector a. Because the rightmost part of equation
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(3.1) makes explicit reference to the coordinate system x1, x2, . . . , xn and the components of
a with respect to this system, it may not be immediately apparent that Da is independent
of our chosen coordinate system. However, Da is an operator, so it is characterized by the
way it acts on functions rather than its expression in some particular coordinate system.
In particular, we may have two tangent vectors expressed in different coordinate systems
which give rise to the same directional derivative. Despite their distinct representations,
these vectors are clearly one and the same. To avoid such confusion, we will present tangent
vectors to manifolds as directional derivatives.
The approach described above will give us a definition of the tangent space which we can
easily see to agree with our na¨ıve notion of how we think the tangent space ought to be
defined. After following this approach, we will give a more formal (and ultimately more
useful) definition of the tangent space and show that this formal approach yields the same
space.
In defining Da above, we approached the point p along a straight line curve with constant
velocity a. Suppose instead that we have a curve
s : (−δ, )→ Rn,
where δ,  > 0, such that each component of s is differentiable and
s(0) = p, s˙(0) = a.
Then
lim
h→0
f(s(h))− f(p)
h
=
d
dt
[(f ◦ s)(t)]t=0
= f ′(s(0)) · s˙(0)
=
〈
∂f
∂x1
(p), · · · , ∂f
∂xn
(p)
〉
· a
=
n∑
i=1
ai
∂f
∂xi
(p)
= Da(f).
So we may use any differentiable curve out of p with initial velocity a to compute Da. This
is important because, for some p in some smooth manifold M , the straight line curve from
p with velocity a would likely not be contained in M , and thus the limit definition given in
(3.1) would not make sense. But if a is tangent to M then there will be smooth curves in
M with velocity a at p, and we may use the characterization of Da just given. We are now
ready to define these notions on a smooth manifold.
Definition. For some open subset U ⊆ M and some p ∈ U , C∞(U, p) will denote the set
of smooth, real valued functions f with dom(f) an open subset of U and p ∈ dom(f).
Definition. The set of all C1 curves s : (−δ, )→ U such that s(0) = p is denoted S(U, p).
(The values δ > 0 and  > 0 are not fixed, but vary with s.)
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We hope to use S(U, p) to describe the tangent space at p, so if two elements of S(U, p) have
the same initial velocity vector, we want to think of these two curves as being equivalent. But
we said above that we want to describe vectors by their associated directional derivatives,
so we define two curves in S(U, p) to be equivalent if they give rise to the same directional
derivative.
Definition. If s1, s2 ∈ S(U, p), we say that s1 and s2 are infinitesimally equivalent at p
and write s1 ≈p s2 if and only if
d
dt
f(s1(t))
∣∣∣∣
t=0
=
d
dt
f(s2(t))
∣∣∣∣
t=0
for every f ∈ C∞(U, p). The relation ≈p is clearly an equivalence relation on S(U, p).
Definition. The infinitesimal equivalence class of s in S(U, p) is denoted 〈s〉p and is called
an infinitesimal curve at p. An infinitesimal curve at p is also called a tangent vector to U
at p and Tp(U) = S(U, p)/ ≈p is the tangent space to U at p.
This definition gives us the following lemma, which could just as well be thought of as
a notational convention.
Lemma 3.1. For each 〈s〉p ∈ Tp(U), the operator
D〈s〉p : C
∞(U, p)→ R
is well-defined by choosing any representative s ∈ 〈s〉p and setting
D〈s〉p(f) =
d
dt
f(s(t))
∣∣∣∣
t=0
for all f ∈ C∞(U, p). Conversely, 〈s〉p is uniquely determined by the operator D〈s〉p .
With this unique correspondence between the infinitesimal curves and directional deriva-
tives, we tend to think of elements of Tp(U) as directional derivatives, as described above;
next, we would like to show that these derivatives form a vector space.
Lemma 3.2. Pick 〈s1〉p, 〈s2〉p ∈ Tp(U) and a, b ∈ R. Then there is a unique infinitesimal
curve 〈s〉p such that the associated derivatives on C∞(U, p) satisfy
D〈s〉p = aD〈s1〉p + bD〈s2〉p .
( Proof) Define the curve s in U by
s(t) = as1(t) + bs2(t)− (a+ b− 1)p.
Then, for any f ∈ C∞(U),
D〈s〉p(f) =
d
dt
[f(s(t))]t=0
=
d
dt
[f(as1(t) + bs2(t)− (a+ b− 1)p)]t=0
=
[
df
dt
(as1(t) + bs2(t)− (a+ b− 1)p)) · d
dt
[as1(t) + bs2(t)]
]
t=0
=
df
dt
(p) ·
(
a
ds1
dt
(0) + b
ds2
dt
(0)
)
= a
df
dt
(p)
ds1
dt
(0) + b
df
dt
(p)
ds2
dt
(0)
= aD〈s1〉p(f) + bD〈s1〉p(f).
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Since 〈s〉p is completely determined by D〈s〉p , 〈s〉p is unique. 
Lemma 3.3. The operation of linear combination given above makes Tp(U) into an n-
dimensional vector space over R. The zero vector is the constant infinitesimal curve p. If
〈s〉p ∈ Tp(U), then −〈s〉p = 〈s−〉p, where s−(t) = s(−t), defined for small values of t.
( Proof)† The axioms of a vector space are trivial here, but we will verify the claims about
the zero vector and the additive inverse. For a given infinitesimal curve 〈s〉p ∈ Tp(U), the
curve p+ 〈s〉p is represented by
s(t) + p− p = s(t),
according to the definition given for addition above. So the curve p is the zero vector. A
representative of 〈s〉p + 〈s−〉p is s(t) + s(−t)− p. But
d
dt
[f(s(t) + s(−t)− p)]t=0 =
[
df
dt
(s(t) + s(−t)− p)[s˙(t)− s˙(−t)]
]
t=0
=
df
dt
(p) · 0 = 0,
for any f ∈ C∞(U, p), so s(t) + s(−t)− p ∈ 〈p〉p. 
We should note that the D〈s〉p operator we have described cannot always distinguish
between two functions f, g ∈ C∞(U, p). The directional derivative only captures informa-
tion about these functions in arbitrarily small neighborhoods around p, meaning that if two
functions are equivalent near p, their directional derivatives at p will be the same. Our
second approach to characterizing the tangent space is to identify functions which are ger-
minally equivalent, and to show that the set of all these germs is an associative algebra. We
will then define the tangent space to be the set of derivations on this algebra.
Definition. Given f, g ∈ C∞(U, p), f and g are germinally equivalent at p and we write
f ∼p g if there is an open neighborhood W of p in U such that W ⊆ dom(f) ∩ dom(g) and
f |W ≡ g|W .
Germinal equivalence is clearly an equivalence relation, so that we may make the fol-
lowing definition:
Definition. The germinal equivalence class [f ]p of f ∈ C∞(U, p) is called the germ of f at
p, and Gp = C
∞(U, p)/ ∼p.
We now define the algebraic operations which we claim will make Gp into an algebra over
R.
– t[f ]p = [tf ]p, ∀t ∈ R, ∀[f ]p ∈ Gp;
– [f ]p + [g]p = [f |W + g|W ]p, ∀[f ]p, [g]p ∈ Gp, where W is an open neighborhood of p
contained in dom(f) ∩ dom(g);
– [f ]p[g]p = [(f |W )(g|W )]p, ∀[f ]p, [g]p ∈ Gp, where W is an open neighborhood of p
contained in dom(f) ∩ dom(g).
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Lemma 3.4. The above operations make Gp a commutative and associative algebra over
R with unity.
( Proof)† The operations clearly make Gp into a ring over R with multiplicative identity
[1]p. Multiplication and addition are associative and commutative since they are defined
point-wise. To see that Gp is an algebra, we define a map ι : R → Gp by t 7→ [t]p. Note
that [t]p, being a constant function, is defined on any neighborhood of p, so
[t]p[f ]p = [(t|dom(f))(f |dom(f))]p = [tf ]p = [ft]p = [f ]p[t]p
for any [f ]p ∈ Gp. So we see that ι(R) is contained in the center of Gp, and thus that Gp is
an R-algebra. 
Definition. For each s ∈ S(U, p), the operator
D〈s〉p : Gp → R
is defined by
D〈s〉p [f ]p =
d
dt
f(s(t))
∣∣∣∣
t=0
.
Note that this operator is well defined since f, g ∈ [f ]p implies that f |W ≡ g|W for some
neighborhood W of p.
Definition. The evaluation map ep : Gp → R is defined by ep([f ]p) = f(p). We immedi-
ately see that ep is a well defined homomorphism of algebras.
Definition. A derivation on Gp is an R-linear map ∂ : Gp → R such that
∂(fg) = ∂(f)ep(g) + ep(f)∂(g)
for all f, g ∈ Gp.
We now want to call the set of derivations on Gp our tangent space to U at p and show
that this characterization of the tangent space is in agreement with our first description (as
the set of directional derivatives at p). We call a derivation on Gp a tangent vector to U at
p, and denote the set of all derivatives on Gp by Tp(U).
Lemma 3.5. The operations of scalar multiplication and vector addition given by
(t∂)(f) = t(∂(f)),∀t ∈ R, ∂ ∈ Tp(U), and f ∈ Gp
and (∂1 + ∂2)(f) = ∂1(f) + ∂2(f), ∀∂1, ∂2 ∈ Tp(U) and f ∈ Gp
make Tp(U) into a vector space over R. The zero vector of this vector space is ∂(f) ≡ 0
and the additive inverse of ∂ ∈ Tp(U) is the map ∂− : Gp → R defined by ∂−(f) = −∂(f),
for all f ∈ Gp.
The next example describes a set of derivations which we will soon claim forms a basis
for the set of derivations on Gp. The subsequent example gives the correspondence we will
use to show that our two formulations of the tangent space are equivalent.
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Example. Suppose that we have a coordinate system x1, . . . , xn on U . Then we define the
maps Di,p : Gp → R for 1 ≤ i ≤ n by
Di,p([f ]p) =
∂f
∂xi
(p)
for every [f ]p ∈ Gp. Obviously Di,p is R-linear, and we also find that
Di,p([f ]p[g]p) =
∂
∂xi
(fg)
∣∣∣∣
p
=
∂f
∂xi
(p) · g(p) + f(p) · ∂g
∂xi
(p)
= Di,p([f ]p) · ep([g]p) + ep([f ]p) ·Di,p([g]p).
So we see that each Di,p is a derivation.
Example. For each s ∈ S(U, p) we defined an operator D〈s〉p : Gp → R. Note that for any
[f ]p ∈ Gp,
D〈s〉p([f ]p) =
d
dt
(f(s(t)))
∣∣∣∣
t=0
=

∂f
∂x1
(s(0))
...
∂f
∂xn (s(0))
 · s˙(0)
=
n∑
i=1
ai
∂f
∂xi
(p)
=
n∑
i=1
aiDi,p([f ]p),
where ai is the ith component of s˙(0). So D〈s〉p is a derivation on Gp. We will soon see that
the collection of operators {Di,p|1 ≤ i ≤ n} is linearly independent, and hence that the map
〈s〉p 7→ D〈s〉p
is an injective, linear map from the space of infinitesimal curves into the space of derivations
on Gp. We have demonstrated that these two spaces are vector spaces over R, but for this
injective map to give us a vector space isomorphism, we need the two spaces to be of the
same dimension. This fact must be delayed until we have more information about the set
of derivations.
Lemma 3.6. If f is a constant, real-valued function on U and ∂ ∈ Tp(U), then
∂([f ]p) = 0.
( Proof) Consider f ≡ 1. Then
∂([1]p) = ∂([1]p[1]p)
= ∂([1]p)ep([1]p) + ep([1]p)∂([1]p)
= 2∂([1]p).
So ∂([1]p) = 0. Then, for any function f : U → R defined by f(x) ≡ c, ∂([f ]p) = c∂([1]p) =
0. 
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The final lemma we need before checking the dimension of Tp(U) gives us a way to
decompose a function f : U → R into its derivatives at a point p ∈ U .
Lemma 3.7. Let x = (x1, . . . , xn) be the coordinate functions on U and write the point
p ∈ U as p = (x1(p), . . . , xn(p)). For any f ∈ C∞(U, p), there exist functions g1, . . . , gn ∈
C∞(U, p) and a neighborhood W ⊆ dom(f) ∩ dom(g1) ∩ · · · ∩ dom(gn) of p such that
(1) f(x) = f(p) +
n∑
i=1
(xi(x)− xi(p))gi(x),∀x ∈W ;
(2) gi(p) =
∂f
∂xi
(p), 1 ≤ i ≤ n.
( Proof) Given f ∈ C∞(U, p), we define
gi(x) =
1∫
0
∂f
∂xi
((x− p)t+ p) dt
for 1 ≤ i ≤ n. (Note that the function being evaluated is real-valued, and that our variable
of integration is real, so this integration is defined.) We see that gi is a smooth function
defined near p. Next, we prove (1) by noting that
f(x)− f(p) = [f((x− p)t+ p)]1
0
=
1∫
0
d
dt
(f((x− p)t+ p))dt
=
1∫
0
[
n∑
i=1
∂f
∂xi
((x− p)t+ p)(xi(x)− xi(p))
]
dt
=
n∑
i=1
 1∫
0
∂f
∂xi
((x− p)t+ p)dt
 (xi(x)− xi(p))
=
n∑
i=1
gi(x)(x
i(x)− xi(p)).
To verify (2), we simply note that
gi(p) =
1∫
0
∂f
∂xi
((p− p)t+ p)dt
=
1∫
0
∂f
∂xi
(p)dt =
∂f
∂xi
(p).

Finally, we are able to claim the the derivations D1,p, . . . , Dn,p defined above give a basis
for the set of derivations on Gp.
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Theorem 3.8. The set of tangent vectors {D1,p, . . . , Dn,p} is a basis of the vector space
Tp(U).
( Proof) First, we show that {D1,p, . . . , Dn,p} is linearly independent. Suppose that
∑n
i=1 a
iDi,p =
0 for some a1, . . . , an ∈ R. Notice that for some coordinate functions xj : U → R, 1 ≤ j ≤ n,
Di,p([x
j ]p) =
∂xj
∂xi
(p),
meaning that if i 6= j, then Di,p([xj ]p) = 0, so(
n∑
i=1
aiDi,p
)
([xj ]p) = a
j ∂x
j
∂xj
(p) = aj ,
for 1 ≤ j ≤ n. But we required that ∑ni=1 aiDi,p = 0, so we must conclude that aj = 0.
Since this is true for each 1 ≤ j ≤ n, we must conclude that each aj = 0, and thus that
{D1,p, . . . , Dn,p} is a linearly independent subset of Tp(U).
Next we show that this set spans Tp(U). Pick a derivation ∂ ∈ Tp(U), and set ai = ∂([xi]p),
for 1 ≤ i ≤ n. Given an arbitrary [f ]p ∈ Gp, write
f(x) = f(p) +
n∑
i=1
(xi(x)− xi(p))gi(x),
as given in the above lemma. Then we see that
∂([f ]p) = ∂
[f(p) + n∑
i=1
(xi − xi(p))gi
]
p

=
n∑
i=1
∂([(xi − xi(p))gi]p)
=
n∑
i=1
[
∂([xi]p)gi(p) + (x
i(p)− xi(p))∂([gi]p)
]
=
n∑
i=1
∂([xi]p)gi(p)
=
n∑
i=1
ai
∂f
∂xi
(p)
=
(
n∑
i=1
aiDi,p
)
([f ]p).
Since [f ]p ∈ Gp is arbitrary, ∂ ≡
∑n
i=1 a
iDi,p, so {D1,p, . . . , Dn,p} spans Tp(U). It follows
that this is a basis for Tp(U). 
The most important byproduct of this theorem is that, when defined as the set of
derivations on Gp, Tp(U) is an n-dimensional vector space. Since we have an injective map
from the n-dimensional vector space of infinitesimal curves at p into Tp(U), we have the
following result.
27
Corollary 3.9. The space of infinitesimal curves at p and the space of derivations on Gp
are isomorphic as vector spaces, and thus may both be called the tangent space to U at p.
So whether we think of the tangent space Tp(U) as the set of infinitesimal curves at p
or as derivations on Gp, we have an n-dimensional vector space. Moreover, we can identify
Tp(U) with Rn by the correspondence
n∑
i=1
aiDi,p ↔
a
1
...
an
 ,
and we thus occasionally refer to T (U) as a subset of R2n. However, this identification is not
canonical, as it depends on our choice of coordinates x1, x2, . . . , xn. Thus, though Tp(U) and
Tq(U) are both n-dimensional manifolds for p, q ∈ U , there is no canonical identification
between them. One way to identify these tangent spaces is by following a curve from p
to q within U and “parallel transporting” the basis vectors of Tp(U) to a basis of Tq(U).
However, different curves will give different bases of Tq(U). The study of how the resulting
basis is affected by the curve chosen (and by the curvature of the manifold) is rich, and is
a topic we will discuss in Chapters 7 and 8.
3.2 Smooth Maps and Their Differentials
In this section we will let M and N be m- and n-dimensional smooth manifolds, and
consider open subsets U ⊆ N and V ⊆ M . We have discussed what it means for a map
Φ : U → V to be smooth, and now we want to begin considering the differential of this map,
as is done for smooth maps between Euclidean spaces in elementary multivariable calculus.
Throughout this section we will consider the coordinate representation (Φ1,Φ2, . . . ,Φm) of
Φ, where Φi = yi ◦ Φ for each i.
To begin a section on differentials, it is reasonable to define the partial derivatives of some
smooth function f ∈ C∞(U) with respect to the coordinate functions x = (x1, x2, . . . , xn).
Recall that x : U → Rn is a one-to-one function, so we have an inverse x−1 : x(U) → U
defined on a suitable subset of Rn. Now f ◦ x−1 : x(U)→ R is a smooth function between
Euclidean spaces. Letting (y1, y2, . . . , yn) be the coordinates of x(U) ⊆ Rn, we may define
∂f
∂xi
=
∂
∂yi
(
f ◦ x−1) ,
so that, at a point p ∈ U , we have
∂f
∂xi
(p) =
∂
∂yi
(
f ◦ x−1) ∣∣∣∣
yi=xi(p)
.
Next, we would like to begin taking derivatives of smooth functions between manifolds.
Definition. If Φ : U → V is smooth and if p ∈ U , then we define the map Φ∗p : Tp(U) →
TΦ(p)(V ) by
Φ∗p(〈s〉p) = 〈Φ ◦ s〉Φ(p),
for any 〈s〉p ∈ Tp(U). We call this map the differential of Φ at p.
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Lemma 3.10. The differential Φ∗p is a well-defined linear map. Relative to the bases
{Di,p}ni=1 of Tp(U) and
{
Dj,Φ(p)
}m
i=1
of TΦ(p)(V ), the matrix of Φ∗p is the Jacobian matrix
JΦ(p) =

∂Φ1
∂x1
(p)
∂Φ1
∂x2
(p) · · · ∂Φ
1
∂xn
(p)
∂Φ2
∂x1
(p)
∂Φ2
∂x2
(p) · · · ∂Φ
2
∂xn
(p)
...
...
. . .
...
∂Φm
∂x1
(p)
∂Φm
∂x2
(p) · · · ∂Φ
m
∂xn
(p)

,
where x1, x2, . . . , xn is a coordinate system for U .
( Proof)† For some s ∈ 〈s〉p ∈ Tp(U) such that s˙(0) = a, consider Φ◦s ∈ 〈Φ◦s〉p ∈ TΦ(p)(V ).
Taking f ∈ C∞(V,Φ(p)), we have
d
dt
[f(Φ(s(t)))]t=0 =
m∑
i=1
(
∂f
∂Φi
(Φ(p))
d
dt
[
Φi(s(t))
]
t=0
)
=
m∑
i=1
 ∂f
∂Φi
(Φ(p))

∂Φi
∂x1
(p)
...
∂Φi
∂xn (p)
 · ds
dt
(p)

=
m∑
i=1
 ∂f
∂Φi
(Φ(p))
 n∑
j=1
∂Φi
∂xj
(p)aj

=


∂Φ1
∂x1
(p)
∂Φ1
∂x2
(p) · · · ∂Φ
1
∂xn
(p)
∂Φ2
∂x1
(p)
∂Φ2
∂x2
(p) · · · ∂Φ
2
∂xn
(p)
...
...
. . .
...
∂Φm
∂x1
(p)
∂Φm
∂x2
(p) · · · ∂Φ
m
∂xn
(p)


a1
a2
...
an


·

∂f
∂Φ1
(Φ(p))
∂f
∂Φ2
(Φ(p))
...
∂f
∂Φm
(Φ(p))

.
Thus, the directional derivative assoicated to the vector 〈Φ ◦ s〉p ∈ TΦ(p)(V ) is Db, where
b = JΦ(p)a. We conclude that Φ∗p(〈s〉p) = 〈Φ ◦ s〉Φ(p) = JΦ(p)a. 
Example.† Consider the 1-manifold M = S1 and the open subset U = S1 \ {p−}. We can
give U a coordinate x1 in the following manner: for each point p ∈ U , x1(p) is the signed
arclength from p to p+ along a clockwise curve. For example, x
1(0, 1) = 0, x1(1, 0) = pi/2,
and x1(−1, 0) = −pi/2. Notice that we have an inverse map (x1)−1 : (−pi, pi)→ U given by
(x1)−1(y) = (sin(y), cos(y)). Now we consider a smooth map pi− : U → R given by
pi−(x, y) =
x
1 + y
.
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Let’s compute ∂pi−∂t (p+). This is given by
∂pi−
∂t
(p+) =
d
dy
[
(pi− ◦ (x1)−1)(y)
] ∣∣∣∣
y=0
=
d
dy
[
sin(y)
1 + cos(y)
] ∣∣∣∣
y=0
=
1
1 + cos(y)
∣∣∣∣
y=0
=
1
2
.
So the Jacobian matrix that represents (pi−)∗p+ is Jpi−(p+) = [
1
2 ]. Now consider the curve
given by s(t) = (3t,
√
1− 9t2) ∈ U for −1/3 ≤ t ≤ 1/3. Since s(0) = p+, this curve is an
element of some infinitesimal curve at p+ and, in particular, is a part of the infinitesimal
curve represented by s˙(0) = 〈3, 0〉. Written in terms of the basis {Dt,p+}, 〈s〉p+ = 3.
Following the definition of the differential map, we have
(pi−)∗p+(〈s〉p+) = 〈pi− ◦ s〉pi−(p+).
Since 〈pi− ◦ s〉pi−(p+) is represented by (pi− ◦ s)(t) = 3t/(1 +
√
1− 9t2), we compute
(pi− ◦ s)′(t) = 3√
1− 9t2(1 +√1− 9t2)
and, in particular, (pi− ◦ s)′(0) = 3/2. So we see that 〈pi− ◦ s〉pi−(p+) = Jpi−(p+)〈s〉p+ .
Notice that the differential of pi− takes vectors at p+ to vectors in R with half the length
of the original vector. That is because Jpi−(p+) = [12 ]; however, if we had computed the
differential map at a different point of U , we would have found a different scalar.
This is a convenient time to define an object with which we will take greater care later
on — the tangent bundle. We construct the tangent bundle by joining all of the tangent
spaces to U in a disjoint manner. To be precise, we define
T (U) =
∐
x∈U
Tx(U),
where q represents disjoint union. We take care to make this union disjoint so that a point
in the tangent bundle will consist of both a point in a tangent space and the point in U
that serves as the origin of this tangent space.
Now since Tx(U) is a real, n-dimensional vector space for each x ∈ U , we see that T (U)
is easily identified with U × Rn. In the same manner, we identify T (V ) with V × Rm and
obtain a mapping Φ∗ : T (U)→ T (V ), defined by
Φ∗ (x,a) = (Φ(x), JΦ(x)a)
for each x ∈ U and a ∈ Tx(U). Further, with appropriate coordinate systems, U and V
look like open subsets of Rn and Rm, respectively, and so we can consider T (U) and T (V )
to be open subsets of R2n and R2m, respectively.
Corollary 3.11. The map Φ∗ : T (U) → T (V ) can be considered a smooth map from an
open subset of R2n to an open subset of R2m.
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Figure 3.1: The tangent bundle of S1.
Returning to differential maps at a point, we have the chain rule:
Theorem 3.12. Let M1, M2, and M3 be smooth manifolds with open subsets U ⊆ M1,
V ⊆M2, and W ⊆M3. If p ∈ U and Φ : U → V and Ψ : V →W are smooth, then
(Ψ ◦ Φ)∗p = Ψ∗Φ(p) ◦ Φ∗p.
( Proof) For some 〈s〉p ∈ Tp(U), we have
(Ψ ◦ Φ)∗p(〈s〉p) = 〈(Ψ ◦ Φ) ◦ s〉(Ψ◦Φ)(p)
= 〈Ψ ◦ (Φ ◦ s)〉Ψ(Φ(p))
= Ψ∗Φ(p)(〈Φ ◦ s〉Φ(p))
= Ψ∗Φ(p)(Φ∗p(〈s〉p)).

So far we have discussed the differential of a smooth function only as it acts on infinitesi-
mal curves; we must also consider how the differential acts on tangent vectors when they are
represented as derivations on the collection of germs at a point. Consider some derivation
∂p ∈ Tp(U). Given some coordinate system (x1, x2, . . . , xn) for U , the vector representation
of ∂p in Rn is
〈∂p([x1]p), ∂p([x2]p), . . . , ∂p([xn]p)〉,
where our basis is given by {Di,p|1 ≤ i ≤ n} as above. Similarly, we may represent Φ∗p(∂p) =
∂Φ(p) as a vector in Rm with respect to the basis
{
Di,Φ(p)|1 ≤ i ≤ m
}
. Ideally, JΦ(p) would
be the matrix that transforms the vector of ∂p into the vector of ∂Φ(p), as this would
mean that our definition of Φ∗p on derivations would agree with the definition of Φ∗p on
infinitesimal curves under the canonical identification of the two sets. So, with respect to
some coordinate system (y1, y2, . . . , ym) on V , we want the vector representation of ∂Φ(p)
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to be
JΦ(p) · 〈∂p([x1]p), . . . , ∂p([xn]p)〉
=
〈
n∑
i=1
∂p([x
i]p) · ∂Φ
1
∂xi
(p), . . . ,
n∑
i=1
∂p([x
i]p) · ∂Φ
m
∂xi
(p)
〉
=
〈
n∑
i=1
∂p([x
i]p) ·
[
∂
∂xi
(
y1 ◦ Φ)]
p
, . . . ,
n∑
i=1
∂p([x
i]p) ·
[
∂
∂xi
(ym ◦ Φ)
]
p
〉
= 〈∂p([y1 ◦ Φ]p), . . . , ∂p([ym ◦ Φ]p)〉.
But the vector representation of ∂Φ(p) with respect to
{
Di,Φ(p)|1 ≤ i ≤ m
}
is
〈∂Φ(p)([y1]Φ(p)), ∂Φ(p)([y2]Φ(p)), . . . , ∂Φ(p)([yn]Φ(p))〉,
so if we define
Φ∗p(∂p)([f ]Φ(p)) = ∂Φ(p)([f ]Φ(p)) = ∂p([f ◦ Φ]p)
for every [f ]Φ(p) ∈ GΦ(p), this definition will agree with that given for infinitesimal curves.
To do this, however, we must confirm that the transformation from GΦ(p) into R so defined
is, in fact, a derivation. This is the purpose of the next lemma.
Proposition 3.13. Given a smooth map Φ : U → V , a point p ∈ U , and a derivation ∂p
on Gp, the map ∂Φ(p) : GΦ(p) → R defined by
∂Φ(p)([f ]Φ(p)) = ∂p([f ◦ Φ]p)
for each [f ]Φ(p) ∈ GΦ(p) is a derivation on GΦ(p).
( Proof) We must show that ∂Φ(p) is R-linear and that it satisfies the Leibniz rule. First,
pick [f ]Φ(p) ∈ GΦ(p) and t ∈ R. Then
∂Φ(p)(t[f ]Φ(p)) = ∂Φ(p)([tf ]Φ(p)) = ∂p([(tf) ◦ Φ]p)
= ∂p(t[f ◦ Φ]p) = t∂p([f ◦ Φ]p) = t∂Φ(p)([f ]Φ(p)).
So we see that ∂Φ(p) is R-linear. To check the Leibniz rule, select [f ]Φ(p), [g]Φ(p) ∈ GΦ(p).
We have
∂Φ(p)([f ]Φ(p)[g]Φ(p)) = ∂Φ(p)([fg]Φ(p))
= ∂p([(fg) ◦ Φ]p)
= ∂p([(f ◦ Φ)(g ◦ Φ)]p)
= ∂p([(f ◦ Φ)]p)(g ◦ Φ)(p) + (f ◦ Φ)(p)∂p([g ◦ Φ]p)
= ∂Φ(p)([f ]Φ(p))g(Φ(p)) + f(Φ(p))∂Φ(p)([g]Φ(p)).

So the definition of Φ∗p(∂p) given above is reasonable and, since it agrees with the definition
for infinitesimal curves, is the definition we shall use. We can now verify the chain rule for
this definition, which requires just a little notation chasing.
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Proposition 3.14. Let M1, M2, and M3 be smooth manifolds with open subsets U ⊆M1,
V ⊆M2, and W ⊆M3. If p ∈ U , Φ : U → V and Ψ : V →W are smooth, and ∂p ∈ Tp(U),
then
(Ψ ◦ Φ)∗p(∂p) = (Ψ∗Φ(p) ◦ Φ∗p)(∂p).
( Proof)† For some [f ](Ψ◦Φ)(p) ∈ G(Ψ◦Φ)(p),
(Ψ ◦ Φ)∗p(∂p)([f ](Ψ◦Φ)(p)) = ∂p([f ◦Ψ ◦ Φ]p)
= Φ∗p(∂p)([f ◦Ψ]Φ(p))
= Ψ∗Φ(p)(Φ∗p(∂p))([f ](Ψ◦Φ)(p)).

We conclude this section by exploring what happens when Φ : U → V is smooth and
has a smooth inverse. We earlier called an analogous map between the manifolds M and N
a diffeomorphism. The same name will be used for maps defined on open subsets of smooth
manifolds.
Definition. Let N and M be n- and m-dimensional smooth manifolds, respectively. If
U ⊆ N and V ⊆ M are open, a map Φ : U → V is a diffeomorphism if it is smooth and
bijective and if Φ−1 : V → U is also smooth.
In Section 2.1 we used the Brouwer theorem on invariance of domain to show that if
Φ : U → V is a homeomorphism, then U and V have the same local dimension. We want
to show now that if Φ is a diffeomorphism, then its differential map at a given point is a
vector space isomorphism. In this sense, the differential of a diffeomorphic map Φ is a local
linear approximation to Φ.
Proposition 3.15. Let N and M be n- and m-dimensional smooth manifolds, with open
subsets U ⊆ N and V ⊆ M . If Φ : U → V is a diffeomorphism and if p ∈ U , then
Φ∗p : Tp(U)→ TΦ(p)(V ) is a vector space isomorphism and n = m
( Proof) Begin by considering the map id : U → U . Certainly this smooth map has differ-
ential id∗p = id : Tp(U)→ Tp(U) for each p ∈ U . Now since Φ is a diffeomorphism, we have
Φ−1 ◦Φ = idU , so (Φ−1 ◦Φ)∗p = id. The chain rule then implies that Φ−1∗Φ(p) ◦Φ∗p = id, and
so Φ∗p : Tp(U)→ TΦ(p)(V ) is a vector space isomorphism, meaning that n = m. 
3.3 Smooth Vector Fields
Throughout this section, we will consider an open subset U of some smooth n-manifold
M . We want to discuss the set of smooth vector fields on this set — maps which assign a
tangent vector to each point of U . Since tangent vectors can be interpreted as derivations
on the algebra of germs at a point, vector fields can be interpreted as differential operators
on the algebra of smooth functions on U , and this will be our preferred interpretation. This
section is devoted to justifying that interpretation and to establishing some facts about
smooth vector fields that will be useful in later sections.
Before proceeding to smooth vector fields, we need to define a particular map related to
the tangent bundle described earlier. Recall that T (U) is defined to be the disjoint union
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of all spaces Tx(U), where x ∈ U . Then, since Tx(U) is an n-dimensional, real vector space,
we may identify T (U) with U × Rn, as we do in the following commutative diagram:
T (U) U × Rn
U
pi p1
.
In this diagram p1 is projection onto to the first coordinate and pi is the map which takes
each element of the tangent bundle to the point in U whose tangent space contains that
element. Notice that for each x ∈ U , pi−1(x) = Tx(U). The tangent bundle is our first
example of a vector bundle, an object we will study more closely in chapter 5.
Definition. We define a smooth vector field X on U to be a smooth map X : U → T (U) =
U ×Rn such that pi ◦X = idU , and typically write Xx = X(x). The set of all smooth vector
fields on U is denoted X(U).
We may easily define addition and scalar multiplication on X(U): given X,Y ∈ X(U)
and c ∈ R, define (X + Y )x = Xx + Yx and (cX)x = cXx. These operations clearly make
X(U) into a vector space over R. Recall the collection {D1,x, . . . , Dn,x} for some point
x ∈ U ; we have seen that this collection gives a basis for Tx(U). Now we define the maps
Di : U → T (U) for 1 ≤ i ≤ n to be the maps which map x to Di,x for each x ∈ U . We see,
then, that these maps give a basis for X(U) since for any X ∈ X(U) we may write
X =
n∑
i=1
f iDi,
for some f i : U → R smooth, 1 ≤ i ≤ n. Under the operations of pointwise addition and
multiplication, we see that C∞(U) is an associative algebra over R; moreover, C∞(U) has a
multiplicative identity in the constant function 1. Defining scalar multiplication pointwise,
we may consider X(U) to be a free module over C∞(U) with basis given by {D1, . . . , Dn}.
We now carry out some more general algebraic arguments in order to establish the
interpretation of X(U) mentioned above. To that end, let F be an associative R-algebra
with unity. As we did for the set of germs at a point, we define derivations on F .
Definition. A derivation ∆ of F is a linear map ∆ : F → F such that ∆(fg) = ∆(f)g +
f∆(g) for all f, g ∈ F . The set of all derivations of F is denoted D(F ).
Lemma 3.16. The set of derivations D(F ) is a vector space over R.
( Proof)† Certainly the map ∆ : F → F given by ∆ ≡ 0 is a derivation. The operations of
addition and scalar multiplication are given by
(a∆1 + b∆2)(f) = a∆1(f) + b∆2(f) (3.2)
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for all a, b ∈ R, ∆1,∆2 ∈ D(F ), and f ∈ F . Then, for f, g ∈ F we have
(a∆1 + b∆2)(fg) = a∆1(fg) + b∆2(fg)
= a(∆1(f)g + f∆1(g)) + b(∆2(f)g + f∆2(g))
= (a∆1(f) + b∆2(f))g + f(a∆1(g) + b∆2(g))
= (a∆1 + b∆2)(f) · g + f · (a∆1 + b∆2)(g).
So a∆1 + b∆2 ∈ D(F ). 
Definition. The commutator on D(F ) is the map
[·, ·] : D(F )×D(F )→ D(F )
defined by
[∆1,∆2](f) = ∆1(∆2(f))−∆2(∆1(f)),
for each ∆1,∆2 ∈ D(F ) and f ∈ F .
Lemma 3.17. The commutator satisfies the following properties:
(1) [∆1,∆2] ∈ D(F ) for all ∆1,∆2 ∈ D(F );
(2) [·, ·] : D(F )×D(F )→ D(F ) is R-bilinear;
(3) [∆1,∆2] = −[∆2,∆1] for all ∆1,∆2 ∈ D(F );
(4) [∆1, [∆2,∆3]] = [[∆1,∆2],∆3] + [∆2, [∆1,∆3]] for all ∆1,∆2,∆3 ∈ D(F ) (the Jacobi
identity).
( Proof)† This proof is strictly computational. Throughout, we consider ∆1,∆2,∆3 ∈ D(F )
and f, g ∈ F .
(1) We have
[∆1,∆2](fg) = ∆1(∆2(fg))−∆2(∆1(fg))
= ∆1(∆2(f)g + f∆2(g))−∆2(∆1(f)g + f∆1(g))
= [∆1(∆2(f))−∆2(∆1(f))]g + f [∆1(∆2(g))−∆2(∆1(g))]
= [∆1,∆2](f)g + f [∆1,∆2](g),
so [∆1,∆2] ∈ D(F ).
(2) We will show linearity in the first argument; showing linearity in the second argument
is completely analogous. For some a ∈ R, we have
[a∆1,∆2](f) = a∆1(∆2(f))−∆2(a∆1(f))
= a(∆1(∆2(f))−∆2(∆1(f)))
= a[∆1,∆2](f).
We also have
[∆1 + ∆2,∆3](f) = (∆1 + ∆2)(∆3(f))−∆3((∆1 + ∆2)(f))
= ∆1(∆3(f)) + ∆2(∆3(f))−∆3(∆1(f))−∆3(∆2(f))
= ∆1(∆3(f))−∆3(∆1(f)) + ∆2(∆3(f))−∆3(∆2(f))
= [∆1,∆3](f) + [∆2,∆3](f).
So [·, ·] is R-bilinear.
35
(3) For anti-commutativity,
[∆1,∆2](f) = ∆1(∆2(f))−∆2(∆1(f))
= −(∆2(∆1(f))−∆1(∆2(f)))
= −[∆2,∆1](f).
(4) And for the Jacobi identity,
[∆1, [∆2,∆3]](f) = [∆1,∆2(∆3(f))−∆3(∆2(f))]
= ∆1(∆2(∆3(f)))−∆2(∆1(∆3(f)))−∆3(∆1(∆2(f))) + ∆3(∆2(∆1(f)))
+ ∆2(∆1(∆3(f)))−∆2(∆3(∆1(f)))−∆1(∆3(∆2(f))) + ∆3(∆1(∆2(f)))
= [[∆1,∆2],∆3](f) + [∆2, [∆1,∆3]](f).

So the commutator gives a bilinear multiplication that makes D(F ) into a nonassociative
R-algebra. Later, we will refer to any nonassociative algebra having the properties listed in
Lemma 3.17 as a Lie algebra. Next, we show that derivations act on the unity element of
F and any real multiple of the unity element as we would expect.
Lemma 3.18. If ι ∈ F is the unity element and c ∈ R, then ∆(cι) = 0 for all ∆ ∈ D(F ).
( Proof)† We have
∆(ι) = ∆(ι · ι) = ∆(ι)ι− ι∆(ι) = 0,
so
∆(cι) = c∆(ι) = 0.

Next, we would like to show that D(F ) is in fact a module over the algebra F . In our
motivating example F = C∞(U), this means that the set of differential operators on smooth
functions forms a module over smooth functions — a relatively unsurprising fact. First, we
must define scalar multiplication.
Definition. If F is commutative, define scalar multiplication onD(F ) by (f∆)(g) = f ·∆(g)
for all f, g ∈ F and ∆ ∈ D(F ).
Lemma 3.19. If F is commutative, the scalar product f · ∆ is an element of D(F ) for
every f ∈ F and ∆ ∈ D(F ). This makes D(F ) a module over the algebra F .
( Proof)† For the first claim, pick some ∆ ∈ D(F ) and some f, g, h ∈ F . Then
(f∆)(gh) = f ·∆(gh) = f · (∆(g)h+ g∆(h))
= (f∆)(g)h+ g(f∆)(h).
So f∆ ∈ D(F ). To see that D(F ) is a module, pick f, g, h ∈ F and ∆1,∆2 ∈ D(F ), and
note that
(1) (f(∆1 + ∆2))(g) = f · (∆1 + ∆2)(g) = f · (∆1(g) + ∆2(g)) = (f∆1)(g) + (f∆2)(g);
36
(2) ((f + g)∆1)(h) = (f + g) ·∆1(h) = f∆1(h) + g∆1(h) = (f∆1)(h) + (g∆1)(h);
(3) ((fg)∆1)(h) = (fg)∆1(h) = f · (g∆1(h)) = f · (g∆1)(h);
(4) (1∆1)(f) = 1 ·∆1(f) = ∆1(f).
We conclude that D(F ) is a module over F and, in particular, that D(C∞(U)) is a module
over C∞(U). 
We are now ready to justify our interpretation of smooth vector fields on U as differential
operators.
Lemma 3.20. The space X(U) is a C∞(U)-submodule of D(C∞(U)).
( Proof) We have now established that both X(U) and D(C∞(U)) are C∞(U)-modules, so
all that remains is to show that X(U) is contained in D(C∞(U)). Pick some X ∈ X(U).
Since X(U) is free over C∞(U), with a basis given by {D1, D2, . . . , Dn}, we may write
X =
n∑
i=1
f iDi,
where f i ∈ C∞(U) for 1 ≤ i ≤ n. Since each Di follows the Leibniz rule, we may pick
g, h ∈ C∞(U) and find
X(gh) =
n∑
i=1
f i ·Di(gh)
=
n∑
i=1
f i · (Di(g)h+ gDi(g))
=
(
n∑
i=1
f i ·Di(g)
)
h+ g
(
n∑
i=1
f i ·Di(h)
)
= X(g)h+ gX(h).
So X ∈ D(C∞(U)), and we conclude that X(U) ⊆ D(C∞(U)). 
We have now justified our claim that smooth vector fields on U can be thought of has
partial differential operators on U . With the remainder of this section, we would like to
show the reverse inclusion — D(C∞(U)) ⊆ X(U) — and conclude that X(U) is precisely
the Lie algebra of derivations of C∞(U). We do this by first establishing a few facts about
elements of D(C∞(U)) and then constructing a smooth vector field from each derivation.
Lemma 3.21. Choose ∆ ∈ D(C∞(U)) and f ∈ C∞(U), and suppose that V ⊆ U is an
open set such that f
∣∣V ≡ 0. Then ∆(f)∣∣V ≡ 0.
( Proof) Suppose the hypotheses are true and select some x ∈ V . Since x and U \ V are
closed in U , we make use of Urysohn’s lemma to find some ϕ ∈ C∞(U) such that ϕ(x) = 0
and ϕ(U \ V ) = 1. Now, since f ∣∣V ≡ 0, we see that ϕ(y)f(y) = f(y) for each y ∈ U . Thus,
∆(f) = ∆(ϕf) = ∆(ϕ)f + ϕ∆(f),
so
∆(f)(x) = ∆(ϕ)(x)f(x) + ϕ(x)∆(f)(x).
But f(x) = ϕ(x) = 0, so ∆(f)(x) = 0. Since this is true for all x ∈ V , we conclude that
∆(f)
∣∣V ≡ 0. 
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Corollary 3.22. Choose ∆ ∈ D(C∞(U)), f ∈ C∞(U), and x ∈ U . Then ∆(f)(x) depends
only on ∆ and [f ]x ∈ Gx.
( Proof) Pick f, g ∈ C∞(U) such that [f ]x = [g]x and choose some open neighborhood
W ⊆ U of x such that f ∣∣W = g∣∣W . So (f − g)∣∣W ≡ 0, and we may use Lemma 3.21 to find
(∆(f)−∆(g))∣∣W = ∆(f − g)∣∣W ≡ 0,
meaning that ∆(f) ≡ ∆(g) on W , and hence that ∆(f)(x) = ∆(g)(x). 
It can be shown that for each germ ω ∈ Gx, there is some smooth map f ∈ C∞(U) such
that ω = [f ]x. This fact, along with the corollary we have just given, shows that the map
in the following definition is well-defined.
Definition. Given ∆ ∈ D(C∞(U)) and x ∈ U , the map ∆x : Gx → R is defined by
∆x([f ]x) = ∆(f)(x) for each [f ]x ∈ Gx.
Proposition 3.23. If ∆ ∈ D(C∞(U)) and x ∈ U , then ∆x ∈ Tx(U).
( Proof) Letting [f ]x, [g]x ∈ Gx, we have
∆x([f ]x[g]x) = ∆x([fg]x) = ∆(fg)(x)
= (∆(f)g + f∆(g))(x)
= ∆(f)(x)g(x) + f(x)∆(g)(x)
= ∆x([f ]x)ex([g]x) + ex([f ]x)∆x([g]x).
So ∆x obeys the Leibniz rule. Since ∆x inherits linearity from the fact that ∆ is linear, we
see that ∆x is a derivation on Gx, and hence that ∆x ∈ Tx(U). 
So at each point of U , a derivation ∆ on C∞(U) can be associated to some unique
tangent vector. It makes sense, then, to associate a vector field to ∆ which agrees with ∆x
at each point x of U .
Definition. Given ∆ ∈ D(C∞(U)), define ∆˜ : U → T (U) by ∆˜(x) = ∆x ∈ Tx(U). We will
write ∆˜ =
∑n
i=1 f˜
iDi.
Note that each f˜ i is a map from U to R, but we have not claimed that these maps are
smooth. To do so would be to say that ∆˜ is a smooth vector field, and that is something
we have not established. Also note that, given g ∈ C∞(U), we have
∆(g)(x) = ∆˜(x)([g]x) =
(
n∑
i=1
f˜ i(x)Di,x
)
([g]x)
=
n∑
i=1
f˜ i(x)
∂g
∂xi
(x) =
(
n∑
i=1
f˜ i
∂g
∂xi
)
(x).
So ∆(g) = (
∑n
i=1 f˜
iDi)(g), which gives a nice correspondence between ∆ and ∆˜. Now we
show that ∆˜ is, in fact, a smooth vector field.
Lemma 3.24. If ∆ ∈ D(C∞(U)), then ∆˜ ∈ X(U).
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( Proof) Consider the coordinate functions xi ∈ C∞(U), 1 ≤ i ≤ n, and let f i = ∆(xi) ∈
C∞(U). Then
f i =
 n∑
j=1
f˜ jDj
 (xi) = f˜ iDj(xi) = f˜ i
for 1 ≤ i ≤ n. Since each f i is smooth, each f˜ i must be as well, and we conclude that ∆˜ is
a smooth vector field. 
We have now verified that each derivation of C∞(U) is associated to a unique smooth
vector field, and we demonstrated earlier that each smooth vector field can be realized as a
derivation of C∞(U). These results are summarized in this section’s final theorem:
Theorem 3.25. Under the correspondence ∆↔ ∆˜, D(C∞(U)) is identified with X(U) as
a C∞(U)-module.
3.4 Local Flows
Everyone who has gone through a standard undergraduate curriculum in mathematics
has spent a great deal of time studying smooth vector fields on R and R2 and, in particular,
has spent many hours finding curves whose tangent vectors agree with these vector fields.
In dimension 2, we call this the process of finding integral curves, and in dimension 1, we
call it the study of differential equations. As with all calculus done on Euclidean space, we
would like to generalize this to smooth manifolds. We begin by defining tangent vectors to
curves in U and what it means for a curve to be integral to a smooth vector field.
Definition. Let s : (a, b)→ U be smooth. Then, for t0 ∈ (a, b), the velocity vector of s at
t0 is
s˙(t0) = s∗t0
(
d
dt
∣∣∣∣
t0
)
∈ Ts(t0)(U).
The map s˙ : (a, b) → T (U) is the velocity field of S. Notice that p ◦ s˙ = s, and that s˙ is
smooth.
Definition. Given X ∈ X(U) and x0 ∈ U , an integral curve to X through x0 is a smooth
curve s : (−δ, )→ U such that s(0) = x0 and s˙(t) = Xs(t) when −δ < t < .
Now, given a smooth vector field X ∈ X(U), we would like to characterize an integral
curve s : (−δ, )→ U to X through the point x0 ∈ U . To begin, write
X =
n∑
i=1
f iDi and s(t) = (s
1(t), s2(t), . . . , sn(t)),
where f i ∈ C∞(U) for 1 ≤ i ≤ n, and we assume that we have some coordinate system
(x1, x2, . . . , xn) for U . Then for each point t ∈ (−δ, ), the Jacobian matrix associated to
s∗t : Tt((−δ, ))→ Ts(t)(U) is
Js(t) =

ds1
dt (t)
ds2
dt (t)
...
dsn
dt (t)
 .
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Now when we identify Tt((−δ, )) with R, we see that ( ddt
∣∣
t
) ∈ Tt((−δ, )) is identified with
1 ∈ R. Hence,
s˙(t) = s∗t
(
d
dt
∣∣∣∣
t
)
=

ds1
dt (t)
ds2
dt (t)
...
dsn
dt (t)
 .
So we see that
s˙(t) =
n∑
i=1
dsi
dt
(t)Di,s(t) ∈ Ts(t)(U).
But we also have
Xs(t) =
n∑
i=1
f i(s1(t), s2(t), . . . , sn(t))Di,s(t),
meaning that s is an integral curve to X if and only if
dsi
dt
(t) = f i(s1(t), s2(t), . . . , sn(t)) (3.3)
for 1 ≤ i ≤ n and −δ < t < . Notice that we are writing the f i as functions from Rn to R
by using the coordinate system on U . We now have s as a solution to a system of O.D.E.
with initial condition s(0) = x0.
We would like to determine conditions under which integral curves to a smooth vector
field X exist; this characterization of integral curves as solutions to systems of ordinary
differential equations will make this determination much easier. We must only cite the
following famous theorem on the the existence, uniqueness, and smooth dependence on
initial conditions and parameters of solutions of systems of O.D.E.s. We will not prove this
theorem, but a proof can be found in Appendix C of [5].
Theorem 3.26. Let V ⊆ Rr and U ⊆ Rn be open subsets, let c > 0, let f i ∈ C∞((−c, c)×
V × U), 1 ≤ i ≤ n, and consider the system of O.D.E.
dxi
dt
= f i(t, b, x1(t, b), . . . , xn(t, b)), 1 ≤ i ≤ n. (3.4)
Let a = (a1, . . . , an) ∈ U . Then there are smooth functions xi(t, b), 1 ≤ i ≤ n, defined on
some nondegenerate interval [−δ, ] about 0, which satisfy the system (3.4) and the initial
condition
xi(0, b) = ai, 1 ≤ i ≤ n.
Furthermore, if the functions x˜i(t, b), 1 ≤ i ≤ n, give another solution, defined on [−δ˜, ˜]
and satisfying the same initial condition, then these solutions agree on [−δ, ] ∩ [−δ˜, ˜].
Finally, if we write these solutions as xi = xi(t, b, a), there is a neighborhood W of a in U ,
a neighborhood B of b in V , and a choice of  > 0 such that the solutions xi(t, z, x) are
defined and smooth on the open set (−, )×B ×W ⊆ Rn+r+1.
Now, our conditions on s given by (3.3) look just like the system of O.D.E. (3.4), except
without the direct dependence of the f i on t, and without b. The first of these conditions
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says that our system is autonomous and the second means that our system is without
parameters. The existence, uniqueness, and smooth dependence on initial conditions of
solutions to such systems follows from Theorem 3.26. This gives us the following corollary.
Corollary 3.27. Given X ∈ X(U) and x ∈ U , there is an integral curve to X through x,
and any two such curves agree on their common domain.
In elementary differential equations, we are not typically satisfied with a single integral
curve. We seek a family of such curves or, ideally, a description of the flow induced by
a vector field. Prototypical examples in the undergraduate curriculum include the flow of
liquids such as water and air, as well as gravitational or magnetic fields. This, too, we want
to generalize to smooth manifolds.
Definition. A local flow Φ around x0 ∈ U is a smooth map
Φ : (−, )×W → U,
where W is an open neighborhood of x0 in U , such that
(1) Φ(0, ·) : W → U is the inclusion W ↪→ U ;
(2) Φ(t1 + t2, x) = Φ(t1,Φ(t2, x)), whenever both parties to this equality are defined.
We will write Φ(t, x) = Φt(x) and call the curve σ(t) = Φt(x), − < t <  the flow line
through x for each x ∈ U .
Theorem 3.28. Pick X ∈ X(U) and x0 ∈ U . There is a local flow Φ around x0 such that
the flow lines are integral curves to X, and any two such local flows agree on their common
domain.
( Proof) Theorem 3.26 allows us to find an open neighborhood W ⊆ U of x0 and some  > 0
such that for each z ∈W , the integral curve sz(t) to X through z is defined for t ∈ (−, ).
Since these curves depend smoothly on initial conditions, the map Φ : (−, ) ×W → U ,
defined by Φ(t, z) = sz(t), is smooth. We claim that Φ is a local flow around x0.
Since Φ0(z) = sz(0) = z for each z ∈ W , we see that Φ0 is the inclusion map W ↪→ U .
Now suppose we have t1, t2 ∈ (−, ) and consider Φt1+t2(z) = sz(t1 + t2) and Φt1(Φt2(z)) =
Φt1(sz(t2)) = ssz(t2)(t1). If we fix t2 so that sz(t2) ∈W and set ′ = min {t2 − (−), − t2},
then both sz(t1 + t2) and ssz(t2)(t1) are integral curves to X through sz(t2), defined for
t1 ∈ (−′, ′). By the uniqueness of integral curves, sz(t1 + t2) = ssz(t2)(t1), and thus
Φt1+t2(z) = Φt1(Φt2(z)) whenever both sides of this inequality are defined. We conclude
that Φ is a local flow around x0.
Note that the uniqueness of integral curves also means that if there is another local flow
around x0 whose flow lines are integral to X, its flow lines must equal those of Φ, and thus
this local flow must agree with Φ on their common domain. 
Definition. If X ∈ X(U) and Φ is the local flow given by Theorem 3.28, we say that Φ is
generated by X, and call X the infinitesimal generator of Φ.
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Example.† Suppose we have U = R2 (a subset of the smooth manifold R2), and our smooth
vector field is defined by X = x2D1 − x1D2. This translates to the conditions
ds1
dt
= s2 and
ds2
dt
= −s1
on integral curves s(t) = (s1(t), s2(t)). We see that s¨1(t) = s˙2(t) = −s1(t), so s¨1 + s1 = 0.
So, if we have the initial condition s(0) = (a, b), our flow lines are given by
s1(t) = a cos(t) + b sin(t)
s2(t) = b cos(t)− a sin(t).
A little computation shows that
(s1(t))2 + (s2(t))2 = a2 + b2
for −∞ < t <∞, so our flow lines are seen to be circles of radius√a2 + b2, with a stationary
point for (a, b) = (0, 0). We can also confirm property (2) of the definition of a local flow
for the local flow generated by X:
Φt1(Φt2(a, b)) = Φt1(a cos(t2) + b sin(t2), b cos(t2)− a sin(t2))
= ([a cos(t2) + b sin(t2)] cos(t1) + [b cos(t2)− a sin(t2)] sin(t1),
[cos(t2)− a sin(t2)] cos(t1)− [a cos(t2) + b sin(t2)] sin(t1))
= (a[cos(t1) cos(t2)− sin(t1) sin(t2)] + b[cos(t1) sin(t2) + cos(t2) sin(t1)],
b[cos(t1) cos(t2)− sin(t1) sin(t2)]− a[cos(t1) sin(t2) + cos(t2) sin(t1)])
= (a cos(t1 + t2) + b sin(t1 + t2), b cos(t1 + t2)− a sin(t1 + t2))
= Φt1+t2(a, b).
Note that a particle following one of these flow lines would travel in a clockwise manner, as
can be seen in Figure 3.2a.
(a) Flow lines for X = x2D1 −
x1D2.
(b) Flow lines for a gravitational
field centered at (0, 0).
Figure 3.2: Flow lines in R2.
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Example.† Again letting U = R2, we can consider the smooth vector field given by
X =
−x1
((x1)2 + (x2)2)3/2
D1 − x
2
((x1)2 + (x2)2)3/2
D2.
This should be familiar as an inverse-square field, the sort of vector field that Newton’s law
of universal gravitation says exists in the presence of a point mass particle. In this case,
some particle is located at (0, 0) and the flow lines of this field show the path that a second
particle would follow as it “falls” towards the origin. These flow lines can be seen in Figure
3.2b.
In Section 3.3 we demonstrated the way a vector field can be used to differentiate a
function; now that we have defined the notion of an integral curve, we can measure the rate
at which one smooth vector field changes as it follows the integral curves of another, and
thus define differentiation of vector fields by one another. For technical reasons, we first
need the following proposition.
Proposition 3.29. Suppose that X ∈ X(U) generates a local flow Φ : (−, ) ×W → U .
Then, for each q ∈W , there is a neighborhood V of q in W and a number δ > 0 such that
(1) Φt(V ) ⊆W , for −δ < t < δ;
(2) (Φt)∗q(Xq) = XΦt(q), for −δ < t < δ.
( Proof)† As in the proof of Theorem 3.28, we use Theorem 3.26 to find an open neighbor-
hood V ⊆ W of q and a number δ > 0 such that δ <  and, for every z ∈ V , the integral
curve sz(t) to X through z is defined for t ∈ (−δ, δ). Also as in that proof, we construct a
local flow Φ′ : (−δ, δ) × V → W such that Φt(z) = sz(t) for z ∈ V and t ∈ (−δ, δ). Now
Φ and Φ′ are both local flows around q, and thus agree on (−δ, δ) × V . Thus, for each
t ∈ (−δ, δ) and z ∈ V ,
Φt(z) = Φ
′
t(z) ∈W.
So we see that Φt(V ) ⊆ W . For (2), fix some t ∈ (−δ, δ) and let sq(t) be integral to X
through q. Then
(Φt0)∗q(Xq) = (Φt0)∗q(s˙q(0))
= ˙(Φt0 ◦ sq)(0).
Thus, if we can show that the curve (Φt0 ◦ sq)(t) is integral to X through Φt0(q), we will
have our result. But for suitable t,
Φt0(sq(t)) = Φt0(Φt(q)) = Φt+t0(q) = sq(t+ t0),
and this curve is integral to X through sq(t0) = Φt0(q). 
Suppose we have X ∈ X(U) and q ∈ U , and let Φ : (−, ) ×W → U be a local flow
about q generated by X. Given Y ∈ X(U), Proposition 3.29 tells us that we can find δ > 0
such that
(Φ−t)∗Φt(q)(YΦt(q)) ∈ Tq(U)
is defined for t ∈ (−δ, δ). We have YΦt(q), a vector at Φt(q), and (Φ−t)∗Φt(q) pulls this vector
back to the tangent space at Φ−t(Φt(q)) = Φ0(q) = q, as can be seen in Figure 3.3. This
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qΦt(q)
YΦt(q)
(Φ−t)∗Φt(q)(YΦt(q))
t ∗ Zq(t)
Yq
Figure 3.3: The Lie Derivative.
vector will typically differ from Yq, though Proposition 3.29 says that the two will be equal
if Y = X. In a sense (Φ−t)∗Φt(q)(YΦt(q)) tells us what Y will look like t units down the flow
line; thus,
Zq(t) =
(Φ−t)∗Φt(q)(YΦt(q))− Yq
t
∈ Tq(U) (3.5)
can be thought of as the average rate of change of Y along Φt(q) over this interval. We
could now allow t to approach 0 to obtain an instantaneous rate of change vector, if indeed
limt→0 Zq(t) exists. If limt→0 Zq(t) does exist for each each q ∈ U , we obtain a vector field
(which is perhaps not smooth) on U given by
LX(Y ) = lim
t→0
(Φ−t)∗(Y )− Y
t
.
Definition. If LX(Y ) exists on W , we call LX(Y ) the Lie derivative of Y by X on W .
Our final order of business in this chapter is to prove the following theorem, which says
that we may take the Lie derivative of any smooth vector field with respect to any other
smooth vector field, and the result is another smooth vector field, defined on all of U .
Theorem 3.30. If X,Y ∈ X(U), then the Lie derivative of Y by X is defined and smooth
throughout U .
Before the proof of this theorem, we require one lemma and a bit of discussion. Through-
out, we will fix q ∈ U , an open neighborhood W of q in U , and a number  > 0 such that
a local flow Φ : (−, ) ×W → U generated by X is defined. Finally, for the difference
quotient defined in (3.5), we write
Zq(t) =
n∑
i=1
ζi(t)Di,q.
Lemma 3.31. The limit limt→0 Zq(t) exists if and only if the limit limt→0 Zq(t)(f) exists
for each f ∈ C∞(U).
( Proof) First, suppose that the limit Aq = limt→0 Zq(t) exists and write Aq =
∑n
i=1 a
iDi,q.
Then
ai = lim
t→0
ζi(t),
44
for 1 ≤ i ≤ n. Thus, for arbitrary f ∈ C∞(U),
lim
t→0
Zq(t)(f) = lim
t→0
n∑
i=1
ζi(t)
∂f
∂xi
(q) = lim
t→0
n∑
i=1
ai(t)
∂f
∂xi
(q) = Aq(f),
and we see that the existence of limt→0 Zq(t) implies the existence of limt→0 Zq(t)(f) for
each f ∈ C∞(U). Conversely, suppose that
lim
t→0
Zq(t)(f) = lim
t→0
n∑
i=1
ζi(t)
∂f
∂xi
(q)
exists for each f ∈ C∞(U). Then for each 1 ≤ j ≤ n, we may consider the coordinate
function xj ∈ C∞(U) and compute
lim
t→0
Zq(t)(x
j) = lim
t→0
n∑
i=1
ζi(t)
∂xj
∂xi
(q) = lim
t→0
ζj(t).
Hence limt→0 ζj(t) exists for each 1 ≤ j ≤ n, meaning that limt→0 Zq(t) exists. 
Now we want to consider a smooth function f ∈ C∞(U) and be sure of what we mean
by Xq(f) in terms of an integral curve to X through q. Remember that Φt(q) is a curve
such that Φ˙t(q) = Xq, so 〈Φt(q)〉 is an infinitesimal curve associated to Xq. Then
Xq(f) =
d
dt
[f(Φt(q))]t=0
= lim
t→0
f(Φt(q))− f(Φ0(q))
t
= lim
t→0
f(Φt(q))− f(q)
t
.
This makes good sense, as the quotient we are limiting represents an average rate of change
of f along Φt(q), and it is a way of writing Xq(f) that we will need to recognize in our proof
of Theorem 3.30, which we now give.
( Proof of Theorem 3.30)† Select some f ∈ C∞(U) and compute
lim
t→0
Zq(t)(f) = lim
t→0
(
(Φ−t)∗Φt(q)(YΦt(q))− Yq
t
)
(f)
= lim
t→0
YΦt(q)(f ◦ Φ−t)− Yq(f)
t
= lim
t→0
YΦt(q)(f)− Yq(f)
t
− lim
t→0
YΦt(q)(f − f ◦ Φ−t)
t
= lim
t→0
Y (f)(Φt(q))− Y (f)(q)
t
− lim
t→0
Y
(
f − f ◦ Φ−t
t
)
(Φt(q))
= Xq(Y (f))− lim
t→0
Y
(
f ◦ Φt − f
t
)
(q)
= Xq(Y (f))− Yq(X(f))
= [X,Y ]q(f).
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Since [X,Y ] is a smooth vector field on U , we see that limt→0 Zq(t)(f) exists for each
f ∈ C∞(U). Lemma 3.31 then implies that limt→0 Zq(t) = [X,Y ]q. Since q ∈ U is arbitrary,
we conclude that LX(Y ) = [X,Y ] on U , and hence that LX(Y ) is a smooth vector field
defined on all of U . 
The fact that Sophus Lie’s name is attached to this derivative of smooth vector fields as
well as the structure given to X(U) by the commutator bracket is no coincidence; we will
have much more to say about the commutator and the information it provides about local
flows in Chapter 4.
46
Chapter 4
Lie Groups
Our next object of interest is the Lie group, which, like all groups, has a remarkable
ability to model symmetry and represent transformations on some other object. Many of
the first examples of groups — the symmetric groups, the dihedral groups, and the Klein
four group, to name a few — are very useful for representing transformations on a set of
discrete elements, but in the study of smooth manifolds we are most often concerned with
smooth transformations. This leads us to the Lie group, which we use to represent smooth,
invertible transformations on a smooth manifold. We begin this chapter by discussing some
very familiar examples of Lie groups, the classical matrix groups, before introducing Lie
groups and their infinitesimal analogues, Lie algebras, in Section 4.2. In Section 4.3 we
gather some other facts about Lie groups which will be necessary in Chapter 8, and which
are interesting in their own right. The author learned this material from a variety of sources,
including [4], [9], and [16]. The influence of these texts will be evident, though the treatment
found here is tailored towards the understanding of Lie groups needed in later chapters.
4.1 The Classical Matrix Groups
Before defining the primary object of study for this chapter — a Lie group — we want
to use the present section to develop some examples of this object. The hope is that these
examples will motivate the definition that follows.
Our first four matrix groups will most likely be familiar to the reader, and we begin with
the largest of these — the general linear group. For an integer n, this the set of invertible
n×n matrices with real entries, and is denoted GL(n). Under the usual operation of matrix
multiplication GL(n) is of course a group, since each of its elements has an inverse, and
since the product of two invertible matrices is again invertible. The reader should recall that
GL(n) represents the set of linear transformations on Rn. That is, for a matrix A ∈ GL(n),
the transformation TA : Rn → Rn defined by TA(u) = Au is a linear transformation and,
moreover, each linear transformation T : Rn → Rn can be written in this manner for some
A ∈ GL(n). Each of our succeeding matrix groups is a subgroup of GL(n), and has some
interesting interpretation as a group of transformations on Rn.
The first subgroup of GL(n) we would like to consider is
SL(n) = {A ∈ GL(n)|detA = 1} ,
the special linear group. By the nice properties of the determinant under matrix multipli-
cation and inversion, calling this set a group is not without justification. From a geometric
standpoint, these are the automorphisms of Rn which preserve volume and orientation. Of
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course, this is a bit unsurprising, since the determinant is used to measure volume and
orientation. For example, consider the rectangular region in R2 generated by u = 〈2, 0〉 and
v = 〈0, 3〉, seen on the left hand side of Figure 4.1. Now let A ∈ SL(2) be
A =
[
1 1
0 1
]
.
Then A transforms our region into the parallelogram generated by Au = 〈2, 0〉 and Av =
〈2, 3〉. Both regions have area 6, and just as u is “to the right of” v, so Au is “to the right
of” Av. The following proposition claims that this behavior is entirely typical of special
linear matrices.
A
Figure 4.1: A special linear transformation.
Proposition 4.1. Given u1,u2, . . . ,un ∈ Rn, vectors in Rn, and a matrix A ∈ GL(n), A
is special linear if and only if A preserves the signed volume of the region generated by
u1,u2, . . . ,un. That is, A ∈ SL(n) if and only if V (Au1, . . . , Aun) = V (u1, . . . ,un), where
V (v1, . . . ,vn) = |v1 v2 · · · vn|,
for all v1,v2, . . . ,vn ∈ Rn.
( Proof) This is a simple computation. We have
V (Au1, . . . , Aun) = |Au1 · · · Aun|
= det(A[u1 · · · un])
= (detA) · |u1 · · · un|
= (detA)V (u1, . . . ,un).
So clearly our desired equality holds precisely when detA = 1. 
The next collection of matrices in which we are interested is the set of orthogonal matri-
ces, denoted O(n). Orthogonal matrices are those matrices which preserve the magnitude
of vectors and the angles between vectors — that is, orthogonal matrices preserve the inner
product on Rn. Thus, given u,v ∈ Rn and A ∈ O(n),
u · v = (Au) · (Av) = (Au)T (Av) = uTATAv.
It must be the case, then, that ATA = I. We may now write O(n) as a subset of GL(n):
O(n) =
{
A ∈ GL(n)|AAT = I} .
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Example. Suppose we let A =
[−1 0
0 1
]
. Then
AAT =
[−1 0
0 1
] [−1 0
0 1
]
=
[
1 0
0 1
]
,
and we see that A is orthogonal. Notice that since Ae1 = −e1 and Ae2 = e2, A represents
the reflection of vectors across the y-axis in R2.
This example is indicative of the restrictions that being orthogonal places on a matrix
— since the corresponding transformation can change neither magnitude nor angle, the
transformations in R2 are limited to rotations and reflections. Neither of these types of
transformation can change the absolute area of a region, and this fact is verified by noting
that, for a matrix A ∈ O(n),
det(ATA) = 1 → det(AT ) det(A) = 1 → (detA)2 = 1,
so det(A) = ±1. In the particular case that detA = 1, we call A special orthogonal and
define the set
SO(n) = {A ∈ O(n)| detA = 1} .
In R2, these are the rotation matrices. We should verify that O(n) and SO(n) are groups,
but this is easy. For O(n), we note that
1. IT I = I;
2. for A,B ∈ O(n), (AB)(AB)T = ABBTAT = I;
3. for A ∈ O(n), A−1(A−1)T = A−1(AT )−1 = (ATA)−1 = I.
It is now clear that SO(n) is a subgroup of O(n), by the nice properties of the determinant.
Occasionally we are interested in transformations on Rn which preserve some particular
bilinear form β : Rn × Rn → R. For example, we defined the orthogonal group to be the
collection of linear transformations which preserve the most basic bilinear form on Rn —
the inner product. As a bilinear form, the inner product is represented by the identity
matrix; that is, for u,v ∈ Rn,
u · v = uT Iv.
Consequently, a linear transformation which preserves this form is represented by a matrix
A such that AT IA = I. More generally, if a bilinear form β is represented by the matrix
J , a linear transformation that preserves this form must be represented by a matrix A such
that ATJA = J . We can denote by GJ(n) the collection of matrices A ∈ GL(n) that have
this property. To see that GJ(n) is a subgroup of GL(n), consider A,B ∈ GJ(n) and notice
that
(AB−1)TJ(AB−1) = (B−1)TATJAB−1 = (B−1)TJB−1
= (B−1)T (BTJB)B−1 = J.
Of particular usefulness in classical mechanics is the group GJ(2n), where J is the block
matrix given by
J =
[
0 In
−In 0
]
.
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In this case, GJ(2n) is called the linear symplectic group, and is denoted by Sp(2n) ⊆
GL(2n). This group is isomorphic to the group of n × n matrices with quaternion-valued
entries that preserve the inner (Hermitian) product on Qn. For further exposition on this
group, see [4, Section 1.8].
We have now presented five groups of transformations on Rn: GL(n),SL(n),O(n),SO(n),
and Sp(2n). The fact that each of these collections of transformations is a group gives us
a certain amount of power in working with them, but since these are transformations on
Euclidean space, techniques from analysis should be useful as well. However, in order to
use such techniques, these collections need more than just a group structure; they need a
smooth structure as well. We claim that each of these groups is also a smooth manifold.
The group for which this is easiest to confirm is GL(n). By identifying Mn(R) with Rn
2
,
we may think of GL(n) as a subset of Rn2 . Then det : Rn2 → R is a polynomial map of the
components of a matrix, and is therefore continuous. Then, since R \ {0} is open in R,
det−1(R \ {0}) = GL(n)
must be open in Rn2 . Since GL(n) is an open subset of n2-dimensional Euclidean space,
GL(n) is a smooth manifold of dimension n2, with its topology given by the subset topology
in Rn2 . Notice that since GL(n) has dimension n2, TA(GL(n)) = Rn
2
for any A ∈ GL(n).
This means that Mn(R) can be identified with the tangent space to GL(n) at any point in
GL(n).
We claimed above that each of the five matrix groups we have defined is a smooth
manifold. This is confirmed in [4], [9], and [16], where the respective dimensions of these
smooth manifolds are also computed, as well as their tangents spaces at the identity. This
information is summarized in the table below. (In this table, J is the matrix given above
when we defined Sp(2n).)
Group Dimension Tangent Space at I
GL(n) n2 gl(n) = Mn(R)
SL(n) n2 − 1 sl(n) = {A ∈Mn(R)|trace A = 0}
O(n) n(n− 1)/2 o(n) = {A ∈Mn(R)|A+AT = 0}
SO(n) n(n− 1)/2 so(n) = {A ∈Mn(R)|A+AT = 0} = o(n)
Sp(2n) 2n2 + n sp(2n) =
{
A ∈Mn(R)|JA+ATJ = 0
}
Now that we know each of these transformation groups to also have the structure of a smooth
manifold, they can be studied even more deeply. Since each of these is a transformation
group, each tangent space at I computed above is a collection of so-called “infinitesimal
transformations”, and in Section 4.2 we hope to give greater structure to this collection.
This notion of linearizing a smooth transformation group was Sophus Lie’s motivation for
studying the objects we now know as Lie groups and Lie algebras.
Our final order of business in this section is to define and briefly explore an important
map from Mn(R) — which we now know to be the tangent space of GL(n) at I — back
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into GL(n). Our goal is to use this map to see that some neighborhood of 0 ∈ Mn(R) is
diffeomorphic to some neighborhood of I ∈ GL(n); with this link, we give the study of
infinitesimal transformations its purpose. As with the other topics of this section, this map
will be generalized once we have defined Lie groups.
Definition. For a matrix A ∈Mn(R), define
exp(A) =
∞∑
p=0
1
p!
Ap,
provided this series converges.
This is a perfectly unsurprising definition, but we must take care to confirm that exp(A)
converges. To do so, fix A ∈Mn(R), and set m = max {Aij |1 ≤ i, j ≤ n}. We claim that for
any p ≥ 0, |(Ap)ij | ≤ (nm)p. This is certainly true for p = 0, since the resulting inequalities
are 0 ≤ 1 and 1 ≤ 1; now suppose this inequality is true for p. Then
|(Ap+1)ij | =
∣∣∣∣ n∑
k=1
(Ap)ikAkj
∣∣∣∣ ≤ ∣∣∣∣ n∑
k=1
(nm)p ·m
∣∣∣∣ = (nm)p+1.
Thus,
∞∑
p=0
1
p!
|(Ap)ij | ≤
∞∑
p=0
1
p!
(nm)p = exp(nm) <∞.
So our series converges absolutely, and exp(A) is well defined. We claimed above that we
want a map from Mn(R) to GL(n); to be sure that exp is such a map, we must verify that
exp(A) is invertible. This is easily seen by the following computation:
det(exp(A)) = det
 ∞∑
p=0
1
p!
Ap
 = ∞∑
p=0
1
p!
(detA)p = exp(detA) > 0.
Since expA has nonzero determinant, it must be invertible and hence an element of GL(n).
Finally, we claim that exp is smooth, and is in fact diffeomorphic near 0 ∈Mn(R).
Theorem 4.2. The map exp : Mn(R)→ GL(n) is smooth, and maps an open neighborhood
of 0 ∈Mn(R) diffeomorphically onto an open neighborhood of I ∈ GL(n).
( Proof) Given A ∈ Mn(R), the components of exp(A) are polynomial functions of the
components of A, and hence are smooth. So exp is a smooth map from Mn(R) to GL(n).
Now consider the differential map of exp at 0 ∈Mn(R):
exp∗0 : T0(Mn(R))→ TI(GL(n)).
Since we have identified Mn(R) with Rn
2
, its tangent space at 0 is again Rn2 . We have also
seen that TI(GL(n)) = Mn(R), so we may consider exp∗0 as a map from Rn
2
to Rn2 . This
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allows us to understand exp∗0 as a difference quotient; for A ∈Mn(R),
exp∗0(A) = lim
→0
exp(A)− exp(0)

= lim
→0
(I + A+ (A)
2
2! + · · · )− I

= lim
→0
A+ (A)
2
2! +
(A)3
3! + · · ·

= lim
→0
(
A+ 
A2
2!
+ 2
A3
3!
+ · · ·
)
= A.
So exp∗0 = id : Mn(R) → Mn(R). In particular, exp∗0 is linear, so the inverse function
theorem tells us that there is a neighborhood W0 of 0 ∈ Mn(R) such that exp |W0 is a
diffeomorphic map onto the neighborhood exp(W0) of exp(0) = I ∈ GL(n). 
4.2 Lie Groups and Lie Algebras
In Section 4.1 we discussed a handful of matrix groups, each of which was realized
as a collection of smooth transformations on Rn. Our goal now is to consider groups of
smooth transformations on smooth manifolds — what we will call Lie groups. As before,
we will then consider the infinitesimal analogues of these transformation, and we will call
this collection a Lie algebra.
Definition. A Lie group G is a smooth manifold without boundary which is also a group
such that the operations
µ : G×G→ G, µ(x, y) = xy
and ι : G→ G, ι(x) = x−1
are smooth maps.
Example. The unit circle S1 ⊂ C is a Lie group, with µ given by complex multiplication
and ι given by complex conjugation. These operations can be seen in Figure 4.2. In order
to consider this Lie group as a group of transformations on a smooth manifold, we must
select some smooth manifold M and define an action of S1 on M . For example, if we choose
M = C, we may naturally define an action of S1 on M by z.m = zm, where z ∈ S1 and
m ∈M . Now each element z = eiθ of S1 can be thought of as a transformation on C — in
particular, the rotation of C by an angle of θ about 0.
Since G is understood to be a transformation group, a natural action to consider is that
of G upon itself by left multiplication.
Definition. Let G be a Lie group and choose g ∈ G. Define the smooth map Lg : G→ G
by Lg(x) = gx. Note that Lg−1 = L−1g , so Lg is a diffeomorphism on G.
Now, among the collection of smooth vector fields X(G) on G, we are particularly
interested in those which are unaffected by this action, and we call these vector fields left
invariant.
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µ(i, z) = iz
ι(z) = z
S1
z
Figure 4.2: The Lie group S1.
Definition. A vector field X ∈ X(G), where G is a Lie group, is called left invariant if, for
each g ∈ G, Lg∗(X) = X. The set of left invariant vector fields on G is denoted L(G).
Example. Consider again the Lie group G = S1 and define a smooth vector field X : G→
T (G) such that for each g ∈ G, the vector Xg points in the “counterclockwise” direction
and has magnitude c. Then for any pair g, h ∈ G, (Lg)∗h(Xh) = Xgh, so we see that X is
left invariant.
It is instructive to point out that given a tangent vector v ∈ Tg(G) at some point g ∈ G,
we can build a left invariant vector field X on G such that Xg = v. This is easiest when we
suppose that our vector is tangent at the identity in G, so take v ∈ Te(G). Then we may
define for each g ∈ G, Xg = (Lg)∗e(v). Now for any g, h ∈ G,
(Lg)∗h(Xh) = (Lg)∗h((Lh)∗e(v)) = (Lgh)∗e(v) = Xgh.
Next, we would like to use the commutator bracket to give L(G) a bit of structure, as we
did for X(G) in Section 3.3. In that section we showed that the commutator was a bilinear
map satisfying certain properties. As it turns out, these are precisely the properties that
make X(G) a Lie algebra, which we now define.1
Definition. A Lie algebra is a vector space g over some field F endowed with a binary
operation [·, ·] : g× g→ g, called the Lie bracket, which satisfies the following axioms:
(1) [g1, g2] ∈ g for all g1, g2 ∈ g;
(2) [·, ·] : g× g→ g is F -bilinear;
1The phrase “As it turns out” may be a bit misleading in this case. Historically, Lie algebras were defined
in order to generalize the structure given to X(M) by the commutator, so it should come as no surprise that
the commutator makes X(M) into a Lie algebra.
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(3) [g1, g2] = −[g2, g1] for all g1, g2 ∈ g;
(4) [g1, [g2, g3]] = [[g1, g2], g3] + [g2, [g1, g3]] for all g1, g2, g3 ∈ g (the Jacobi identity).
We call a vector space h a Lie subalgebra of g if h is a vector subspace of g and if h is closed
under the Lie bracket.
Proposition 4.3. Under the commutator bracket, L(G) is a Lie subalgebra of X(G).
( Proof) First we want to show that L(G) is a vector subspace of X(G). Certainly the
zero map is a left invariant vector field on G; the fact that L(G) is closed under scalar
multiplication and addition will follow from the linearity of (Lg)∗. Choose X,Y ∈ L(G)
and a, b ∈ R. Then
(Lg)∗(aX + bY ) = a · (Lg)∗(X) + b · (Lg)∗(Y )
= aX + bY.
We now show that L(G) is closed under the Lie bracket. Pick X,Y ∈ L(G). Then for all
g ∈ G,
Lg∗([X,Y ]) = Lg∗(X ◦ Y − Y ◦X)
= Lg∗ ◦X ◦ Y − Lg∗ ◦ Y ◦X
= (Lg∗ ◦X) ◦ Y − (Lg∗ ◦ Y ) ◦X
= X ◦ Y − Y ◦X
= [X,Y ].
So L(G) is a Lie subalgebra of X(G). 
Definition. Given a Lie group G, we call L(G) the Lie algebra of G.
With the structure of a Lie algebra, L(G) is now easier to study than it was as an
arbitrary collection of smooth vector fields, but we have not yet said why we might care
about L(G). Ultimately, our goal is to study G and the way it acts on M ; in particular,
we will frequently be interested in the transformations near e ∈ G, since this is the trans-
formation that does nothing. If we are able to show that L(G) is closely related to these
transformations, then we may use results from the study of Lie algebras — of which there
are many — to make conclusions about G near e ∈ G. Our goal with the duration of this
section is to show that L(G) is isomorphic to Te(G) as a vector space, and then to show
that, near 0 ∈ Te(G) and e ∈ G, Te(G) is diffeomorphic to G. This will allow us to study
the portion of G near e as a vector space in Te(G) or as a Lie algebra in L(G).
Proposition 4.4. The evaluation map  : L(G) → Te(G), (X) = Xe, is an isomorphism
of vector spaces.
( Proof) We begin by confirming that  is linear; simply choose X,Y ∈ L(G) and a, b ∈ R
and note that
(aX + bY ) = (aX + bY )e = aXe + bYe = a(X) + b(Y ).
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To see that  is injective, suppose we have X,Y ∈ L(G) such that (X) = (Y ), and pick
g ∈ G. Then
Xg = (Lg)∗e(Xe) = (Lg)∗e(Ye) = Yg,
and we see that X ≡ Y on G. Finally, we must show that  is surjective. We gave above a
strategy for generating a left invariant vector field from an element of Te(G), but we did not
check that this vector field was smooth, and hence an element of L(G). As before, define
for the vector v ∈ Te(G) the vector field X, given by
Xg = (Lg)∗e(v),
for each g ∈ G. Certainly (X) = Xe = v, and we saw above that X is left invariant by
selecting g, h ∈ G and computing
(Lg∗(X))gh = (Lg)∗h(Xh) = (Lg)∗h((Lh)∗e(v)) = (Lgh)∗e(v) = Xgh.
It remains to show that X is a smooth vector field. Recall that this amounts to selecting
f ∈ C∞(G) and showing that the function X(f) : G→ R, defined by X(f)(x) = Xx(f), is
smooth. Note that
X(f)(x) = Xx(f) = (Lx∗(Xe))(f) = Xe(f ◦ Lx),
so if we can show that Xe(f ◦ Lx) is a smooth function of x we will have our result. Now
define the function g : G×G→ R by
g(x, y) = (f ◦ Lx)(y) = f(xy),
for each x, y ∈ G, and note that g is smooth. Next, let (U ;x1, . . . , xn) be a coordinate
neighborhood about x in G. About e ∈ G, choose coordinates (V ; y1, . . . , yn) relative to
which e = (0, . . . , 0). Then (x, e) ∈ U × V has coordinates (x1, . . . , xn, 0, . . . , 0), and we
may write
Xe =
n∑
i=1
ci
∂
∂yi
∣∣∣∣
(0,...,0)
for some constants c1, c2, . . . , cn ∈ R. Then
Xe(f ◦ Lx) =
n∑
i=1
ci
∂g
∂yi
(x1, . . . , xn, 0, . . . , 0).
Since g is smooth, this is a smooth function on U , and in particular at x ∈ U , so we see
that X is smooth. This means that X is an element of L(G), and thus that  is surjective.
We conclude that  is a linear isomorphism of L(G) onto Te(G). 
Corollary 4.5. If G is a Lie group, then dimL(G) = dimG.
Definition. A 1-parameter subgroup of a Lie group G is a smooth map s : R → G such
that s(0) = e and s(t1 + t2) = s(t1)s(t2) for all t1, t2 ∈ R.
Proposition 4.6. If G is a Lie group and X ∈ L(G), then there is a unique 1-parameter
subgroup sX : R→ G such that s˙X(0) = Xe.
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( Proof) We begin by proving uniqueness. Suppose s is a 1-parameter subgroup with s˙(0) =
Xe. Then
s(t) = s(t+ 0) = s(t)s(0) = Ls(t)(s(0)),
so
s˙(t) = (Ls(t))∗s(0)(s˙(0)) = (Ls(t))∗s(0)(Xe) = Xs(t).
This means that s is an integral curve to X through e, and hence is unique. Next we need
to establish the existence of a 1-parameter subgroup with s˙(0) = Xe. Suppose that
Φ : (−, )× U →W
is a local flow about e ∈ G generated by X|W . Then for any g ∈ G, we can define a local
flow
Φg : (−, )× Lg(U)→ Lg(W )
by
Φgt (h) = Lg(Φt(Lg−1(h))),
for each h ∈ Lg(U). The local flow Φg then has infinitesimal generator Lg∗(X|W ) =
X|Lg(W ), so we can piece together these local flows to obtain a global flow
Φ : (−, )×G→ G,
which is generated by X. In [5, Lemma 4.1.8], we see that any such global flow can be
extended to a global flow
ΦX : R×G→ G,
generated by X. Note from the way we pieced our local flows together that, for any g ∈ G,
ΦXt = Lg ◦ ΦXt ◦ Lg−1 . (4.1)
We now use our global flow ΦX to define sX : R→ G by sX(t) = ΦXt (e) and prove that sX
is a 1-parameter subgroup. Certainly sX(0) = Φ
X
0 (e) = e. Moreover, for t1, t2 ∈ R,
sX(t1 + t2) = Φ
X
t1+t2(e) = Φ
X
t2 (Φ
X
t1 (e)) = Φ
X
t2 (sX(t1))
= sX(t1) · [(sX(t1))−1 · ΦXt2 (sX(t1)e)]
= sX(t1) · (L(sX(t1))−1 ◦ ΦXt2 ◦ LsX(t1))(e)
= sX(t1) · ΦXt2 (e)
= sX(t1)sX(t2),
where we have taken advantage of equation 4.1. Finally, s˙X(0) = Φ˙
X(0) = Xe, so sX is the
desired 1-parameter subgroup. 
Example. In Section 4.1, we demonstrated that TI(GL(n)) = M(n). Now that we have
identified Te(G) with L(G), we should be able to define a unique one parameter subgroup
sA : with s˙A(0) = A for each A ∈ TI(GL(n)) = M(n). In fact, we can make use of the
exponential map exp : M(n)→ GL(n) and define, for each A ∈M(n),
sA(t) = exp(tA).
Certainly sA(0) = I, and by our work on exp in Section 4.1, sA(t1 + t2) = sA(t1)sA(t2).
Moreover, s˙A(0) = A, so sA is the unique 1-parameter subgroup to GL(n) with s˙A(0) = A.
We attempt to mimic this relationship between 1-parameter subgroups and the exponential
map with the following definition.
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Definition. If G is a Lie group, the exponential map exp : L(G)→ G is defined by
exp(X) = sX(1),
for each X ∈ L(G).
We now have a map from L(G) to G, and an identification of L(G) with Te(G). Hence,
we may consider exp as a map from Te(G). We hope to show that this map is smooth and,
near the identity, is a diffeomorphism. The following two lemmas will help us achieve that
goal.
Lemma 4.7. If G is a Lie group and X ∈ L(G), then
sX(t) = exp(tX),
for all t ∈ R.
( Proof) Choose t ∈ R and define σ(τ) = sX(tτ). Then σ˙(τ) = tXσ(τ) and σ(0) = e. Since
1-parameter subgroups are unique, σ = stX , meaning that
sX(t) = σ(1) = stX(1) = exp(tX),
for each t ∈ R. 
Lemma 4.8. If G is a Lie group and we have a, b ∈ R and X,Y ∈ L(G), then
exp(aX + bY ) = exp(aX) exp(bY ).
( Proof) We begin by defining σ : R→ G by
σ(t) = saX(t)sbY (t),
for all t ∈ R. Notice that σ(0) = saX(0)sbY (0) = e. We also have
σ˙(t) = (RsbY (t))∗saX(t)(s˙aX(t)) + (LsaX(t))∗sbY (t)(s˙bY (t)),
so σ˙(0) = aX + bY . Finally, for any t1, t2 ∈ R,
σ(t1 + t2) = saX(t1 + t2)sbY (t1 + t2)
= saX(t1)saX(t2)sbY (t1)sbY (t2)
= σ(t1)σ(t2).
So we see that σ is a 1-parameter subgroup ofG with σ˙(0) = aX+bY . Hence, by Proposition
4.6, σ = saX+bY . In particular,
exp(aX + bY ) = saX+bY (1) = σ(1) = saX(1)sbY (1) = exp(aX) exp(bY ),
for every a, b ∈ R and X,Y ∈ L(G). 
Theorem 4.9. The map exp : Te(G)→ G is smooth, and carries some neighborhood of 0
in Te(G) diffeomorphically onto a neighborhood of e in G.
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( Proof) Suppose we have a basis {v1, v2, . . . , vn} of Te(G). This gives rise to a basis
{X1, X2, . . . , Xn} of L(G), where each Xi is the unique smooth, left invariant vector field
associated to vi. Now selecting an arbitrary vector v ∈ Te(G), we may write the smooth
vector field X ∈ L(G) associated to v as
X =
n∑
i=1
aiXi,
for some ai ∈ R. In this way we have coordinatized Te(G), and we now have
exp(v) = exp(X)
= exp
(
n∑
i=1
aiXi
)
=
n∏
i=1
exp(aiXi)
=
n∏
i=1
exp(aivi).
Now each exp(aivi) is a smooth function from R to G, with vi fixed. This makes exp :
Te(G)→ G a product of n smooth functions, and hence itself smooth.
The second portion of our theorem will now follow from an application of the inverse
function theorem. We have already coordinatized Te(G); by selecting a coordinate system
(U ; y1, y2, . . . , yn) about e ∈ G, we may realize exp as a smooth map from Rn to U . Notice
that for any v ∈ T0(Te(G)) = Rn, we have
exp∗0(v) = s˙v(0) = v,
so exp∗0 : Rn → Te(G) is a linear isomorphism. The inverse function theorem now guaran-
tees an open neighborhood W0 of 0 ∈ Te(G) such that exp |W0 is a diffeomorphism of W0
onto an open neighborhood exp(W0) of exp(0) = e in G, completing our proof. 
We now have four ways of studying a Lie group G. For global results about G, we may
study it as a smooth manifold or a group. But near the identity e ∈ G, we may linearize
our study by investigating Te(G) or L(G). This last identification has been very fruitful, as
results from the study of Lie algebras may be returned to their original motivations in Lie
groups. In the next section, we will demonstrate an important relationship between a Lie
group and its Lie algebra.
4.3 More on Lie Groups
In this section we discuss some more interesting properties of Lie groups. In the first part
of this section we establish a correspondence between the Lie subgroups of a Lie group G
and the Lie subalgebras of the associated Lie algebra L(G). We follow this with a discussion
of an important subset of a Lie group — the connected component of the identity element.
Each of these first two discussions will give us valuable information about G which we will
use in later chapters. In the final part of this section, we present an informal look at what
the commutator bracket represents geometrically. This discussion is not a prerequisite for
any of the later material, but will hopefully toss some light on the operation performed by
the Lie bracket.
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Lie Subgroups and Lie Subalgebras
Since Lie groups fit into two distinct categories — groups and smooth manifolds — we
define their morphisms to be the maps which are morphisms with respect to both of these
categories.
Definition. If G and H are Lie groups, a Lie group homomorphism is a smooth map
Φ : G → H which is also a group homomorphism. If Φ is a bijective Lie group homomor-
phism and Φ−1 : H → G is also a Lie group homomorphism, then we call Φ a Lie group
isomorphism.
Similarly, the Lie subgroups of a Lie group G are those sets which are subgroups in the
algebraic sense and can also be smoothly immersed in G.
Definition. Given a Lie group G, a Lie subgroup of G is a subgroup H of G such that
the inclusion map ι : H ↪→ G is a Lie group homomorphism and the differential map dι is
injective.
In the same vain, Lie algebras have two important structures — that of a vector space,
as well as that endowed by the Lie bracket. Consequently, the morphisms of a Lie algebra
are defined to be those maps which respect these two structures.
Definition. If g and h are Lie algebras, then a Lie algebra homomorphism is a linear map
φ : g→ h such that
φ([X,Y ]g) = [φ(X), φ(Y )]h
for all X,Y ∈ g. If, in addition, φ is bijective, then we call φ a Lie algebra isomorphism.
(By [·, ·]g and [·, ·]h we mean the Lie brackets of g and h, respectively.)
Our goal in this brief section is to relate Lie group homomorphisms to Lie algebra
homomorphisms, as well as to relate Lie subgroups to Lie subalgebras. To that end, we
restate the definition of a Lie subalgebra.
Definition. Given a Lie algebra g, we call a vector subspace h of g a Lie subalgebra of g if
h is closed under the Lie bracket of g.
And now we have the fundamental relationship between Lie group homomorphisms and
Lie algebra homomorphisms.
Theorem 4.10. If Φ : G→ H is a Lie group homomorphism, then
φ = −1 ◦ Φ∗e ◦  : L(G)→ L(H)
is a Lie algebra homomorphism.
( Proof) Choose some X,Y ∈ L(G) and a point h ∈ H. Then
φ([X,Y ])h = (Lh∗)e(Φ∗e([X,Y ]e))
= (Lh∗)e(Φ∗e((X ◦ Y )e)− Φ∗e((Y ◦X)e))
= (Lh∗)e(Φ∗e(Xe) ◦ Φ∗e(Ye))− (Lg∗)e(Φ∗e(Ye) ◦ Φ∗e(Xe))
= [−1(Φ∗e(Xe)), −1(Φ∗e(Ye))]h
= [φ(X), φ(Y )]h.
Thus φ([X,Y ]) ≡ [φ(X), φ(Y )] on H. By the definition of , φ(X) and φ(Y ) are left-
invariant vector fields on H, and hence so is [φ(X), φ(Y )]. 
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The relationship between Lie subgroups and Lie subalgebras is even more striking, and
is a relationship for which we will find use in Chapter 8. However, its proof is unfortunately
beyond the scope of this paper. Proofs can be found in [5, Section 5.2] and [4, Section 4.5].
Theorem 4.11. If H is a Lie subgroup of the Lie group G, then h = L(H) is a Lie
subalgebra of g = L(G). Conversely, if G is a Lie group with Lie algebra g = L(G) and h is
a Lie subalgebra of g, then there is a unique connected Lie subgroup H of G with h = L(H).
The Component of the Identity
As we have discussed, our interest in studying Lie groups is tied to their actions on a
smooth manifold. Consequently, we are most interested in the elements of a Lie group G
which are near the identity, as these represent transformations that are close to the identity
transformation. In Chapter 8 we will find particular use for the connected component G0
of G which contains the identity. We claim with our next theorem that G0 is in fact a Lie
subgroup of G, as well as having some other nice properties; after that we show how G0
can be generated from any open neighborhood of e ∈ G.
Theorem 4.12. If G is a Lie group, then G0, the connected component of the identity
element e ∈ G, is a path connected, open, closed Lie subgroup of G.
( Proof) Begin by noting that every neighborhood of every point in G contains a neigh-
borhood which is homeomorphic to Rn, and hence is path connected; that is to say, G is
locally path connected. This has two important consequences: it means that every path
component of G is open in G, and also that the components and path components of G
are the same. The second of these consequences immediately tells us that G0 is a path
component; the first then tells us that G0 is open. Moreover, since G0 is a path component,
the set G \G0 is a disjoint union of path components of G. Each of these path components
is open, and hence so is G \G0. So we see that G0 is closed.
To see that G0 is a subgroup (in the algebraic sense), note that because ι : G0 → G is
smooth, the set ι(G0) is contained in a connected component of G. But ι(e) = e ∈ G0, so
ι(G0) ⊆ G0. Similarly, µ : G0×G0 → G is smooth and µ(e, e) = e, so µ(G0×G0) ⊆ G0. So
G0 is a subgroup of G. For the necessary smooth structure on G0, we defer to [19, Theorem
3.42], which says that any algebraic subgroup of G which is closed (topologically) in G is a
Lie subgroup.2 
Next we would like to discuss a way to construct G0 from any open neighborhood of e.
First we define the notion of a symmetric neighborhood.
Definition. If G is a Lie group, a symmetric neighborhood in G is an open neighborhood
U ⊆ G of e such that u ∈ U if and only if u−1 ∈ U .
Suppose we have some arbitrary open neighborhood U of e. Since ι is a diffeomorphism
on G, ι(U) is also open, so V = ι(U) ∩U is an open, symmetric neighborhood of e. Hence,
every open neighborhood of e contains a symmetric neighborhood, so we may assume that
U is symmetric. We may then define
U2 = {uv|u, v ∈ U} =
⋃
u∈U
Lu(U).
2In fact, [20] is a paper in which Hidehiko Yamabe showed that any path connected subgroup of a Lie
group is in fact a Lie subgroup.
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Since Lu is a diffemorphism on G, each set Lu(U) is open, and hence so is U
2. Similarly,
we define
Un =
{
uv|u ∈ U, v ∈ Un−1}
inductively for n ≥ 1, where U0 = {e}. We now have an increasing nest of open, symmetric
neighborhoods of e:
U ⊆ U2 ⊆ · · · ⊆ Un ⊆
which gives rise to
U∞ =
∞⋃
n=1
Un,
an open, symmetric neighborhood of e. We assumed U to be closed under inverses; this
process produces a symmetric neighborhood which is also closed under multiplication, and
hence is a subgroup of G0. We can now cover G0 with disjoint left cosets {aU∞}a∈A, where
A is a subset of G0. Notice that in each case, a ∈ aU∞, so aU∞ ⊆ G0. We now have G0
as a disjoint union of open sets; since G0 is connected, there must be just one set in this
union, and thus G0 = U∞.
A Geometric Interpretation of the Commutator
In Section 3.4, we discussed the Lie derivative, an operator which we use to differentiate
one vector field in terms of another. There we gave a geometric interpretation of the Lie
derivative in terms of integral curves, and showed that the Lie derivative of a vector field
Y with respect to the vector field X is equal to the commutator of X with Y . Despite
the fact that L·(·) and [·, ·] are identical as operators on X(M) × X(M), we can develop a
separate, hand-waving geometric understanding of the commutator bracket, which will give
us another way to interpret this operator.
Suppose that M is an n-dimensional smooth manifold, and that X,Y ∈ X(M) are
smooth vector fields on M . Now choose a point p ∈M and an open neighborhood U about
p, and let
Φ : (−, )×W → U and Ψ : (−, )×W → U
be local flows about p generated by X and Y , respectively. We now want to consider
following the integral curve Φt(p) a distance of δ to a point r = Φδ(p), and then following
Ψt(r) a distance of δ to a point v, where δ is some small, positive value. Now given a
coordinate system x1, x2, . . . , xn on U , we may assume that xi(p) = 0 for 1 ≤ i ≤ n (that is,
we assume that p is the center of x1, x2, . . . , xn). We further assume that M is embedded in
Euclidean space of some dimension so that we may use a Taylor expansion of Φt(p) about
t = 0 to write
xi(r) = xi(ρ(δ)) = xi(p) + xi∗p(Xp)δ +
1
2
xi∗p((X ◦X)p)δ2 + · · ·
for 1 ≤ i ≤ n. Similarly, we have a Taylor expansion for Ψt(r) about t = 0,
xi(v) = xi(r) + xi∗r(Yr)δ +
1
2
xi∗r((Y ◦ Y )r)δ2 + · · ·
=
[
xi∗p(Xp)δ +
1
2
xi∗p((X ◦X)p)δ2 + · · ·
]
+ xi∗r(Yr)δ +
1
2
xi∗r((Y ◦ Y )r)δ2 + · · ·
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for each i. Now the coordinate representation of Yr can also be written as a Taylor series
about p; note that the path from p to r is an integral curve of X, so this is a Taylor
expansion of Φt(p) about t = 0, and we have
xi∗r(Yr) = xi∗p(Yp) + xi∗p((X ◦ Y )p)δ + 1
2
xi∗p((X ◦X ◦ Y )p)δ2 + · · · .
Then
xi(v) =
[
xi∗p(Xp)δ +
1
2
xi∗p((X ◦X)p)δ2 + · · ·
]
+
[
xi∗p(Yp) + xi∗p((X ◦ Y )p)δ + 1
2
xi∗p((X ◦X ◦ Y )p)δ2 + · · ·
]
δ
+
1
2
xi∗r((Y ◦ Y )r)δ2 + · · · .
The expression (Y ◦ Y )r provides us with yet another Taylor expansion about p:
xi∗r((Y ◦ Y )r) = xi∗p((Y ◦ Y )p) + xi∗p((X ◦ Y ◦ Y )p)δ + 1
2
xi∗p((X ◦X ◦ Y ◦ Y )p)δ2 + · · · .
Finally,
xi(v) =
[
xi∗p(Xp)δ +
1
2
xi∗p((X ◦X)p)δ2 + · · ·
]
+
[
xi∗p(Yp) + xi∗p((X ◦ Y )p)δ + 1
2
xi∗p((X ◦X ◦ Y )p)δ2 + · · ·
]
δ
+
1
2
[
xi∗p((Y ◦ Y )p) + xi∗p((X ◦ Y ◦ Y )p)δ + 1
2
xi∗p((X ◦X ◦ Y ◦ Y )p)δ2 + · · ·
]
δ2 + · · ·
= [xi∗p(Xp) + xi∗p(Yp)] δ
+
[
1
2
xi∗p((X ◦X)p) + xi∗p((X ◦ Y )p) + 1
2
xi∗p((Y ◦ Y )p)
]
δ2 +O(δ3).
Now, suppose that instead of following Φt(p) to r = Φδ(p) and then following Ψt(r) to
v = Ψδ(r), we had followed Ψt(p) to the point q = Ψδ(p), and then followed Φt(q) the same
distance δ to arrive at u = Φδ(q). The computation of the coordinate values for u would
follow the work done above for v, so we may simply switch the role of X and Y in our final
equation:
xi(u) = [xi∗p(Yp) + xi∗p(Xp)] δ
+
[
1
2
xi∗p((Y ◦ Y )p) + xi∗p((Y ◦X)p) + 1
2
xi∗p((X ◦X)p)
]
δ2 +O(δ3).
Ideally, the order in which we follow the integral curves of X and Y would not matter, and
we would find that xi(u) = xi(v) for 1 ≤ i ≤ n. Since this will not always be the case (as
in the left side of Figure 4.3), we calculate the difference of these two coordinate values to
find
xi(v)− xi(u) = [xi∗p((X ◦ Y )p) + xi∗p((Y ◦X)p)] δ2 +O(δ3)
= xi∗p([X,Y ]p)δ2 +O(δ3).
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So the coefficient of the leading term of the difference between the two endpoints is the
commutator of X and Y . This agrees with our na¨ıve understanding that the commutator
should be the difference between “X followed by Y ” and “Y followed by X”. In this sense,
the Lie bracket measures the failure of two smooth vector fields to produce a trustworthy
coordinate system via their integral curves.
Ψt(Φδ(p))
v
rp
q
u
Φt(Ψδ(p))
v
u
Figure 4.3: Integral curves of vector fields that do not commute.
Instead of following our integral curves in two different orders and comparing the results,
we could have alternatively followed an integral curve to X, then an integral curve to Y ,
then followed an integral curve to X backwards, followed by an integral curve to Y , also
traversed backwards. We could then compare the resulting point to our original, as in the
right side of Figure 4.3. In particular, suppose we have a point u ∈ U which is the center of
our coordinate system x1, x2, . . . , xn. We could follow Φt(u) a distance
√
δ to p = Φ√δ(U),
and follow Ψt(p) to q = Ψ√δ(p) = Ψ√δ(Φ√δ(U)). By following Φ and Ψ backwards, we
eventually end up at
v = Ψ−√δ(Φ−√δ(Ψ√δ(Φ√δ(u)))) = (Ψ−√δ ◦ Φ−√δ ◦Ψ√δ ◦ Φ√δ)(u).
From our above computation, it stands to reason (as well as to rigorous computation) that
the coordinates of v would be
xi(v) = xi(v)− xi(u) = xi∗u([X,Y ]u)(
√
δ)2 +O(δ3/2),
for 1 ≤ i ≤ n. Now for some small interval Iγ around 0, we may define a path γ : Iγ → U
by
γ(t) = (Ψ−√t ◦ Φ−√t ◦Ψ√t ◦ Φ√t)(u).
So γ(t) represents the endpoint of the path described above, where δ = t. As above, the
coordinate representation of this endpoint is
xi(γ(t)) = xi∗u([X,Y ]u)t+O(t3/2),
for 1 ≤ i ≤ n. Thus,
xi∗γ(t)(γ˙(t)) = xi∗u([X,Y ]u) +O(t1/2),
and in particular,
xi∗u(γ˙(0)) = xi∗u([X,Y ]u),
for 1 ≤ i ≤ n. So we see that γ˙(0) = [X,Y ]u, and thus that γ is integral to the smooth
vector field [X,Y ] at u. Having this explicit understanding of the integral curves to [X,Y ]
will be useful to us later on, particularly in Chapter 8.
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In many ways this section has been less rigorous than might be ideal, in that we re-
ferred to other publications for multiple proofs and relied heavily upon our intuition in our
geometric interpretation of the commutator. While this sort of “soft” discussion should
eventually find a firmer logical foundation, hopefully these three discussions have given us
a greater understanding of just what it is that Lie groups and Lie algebras represent.
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Chapter 5
Bundles
We briefly saw in Chapter 3 how the tangent space T (M) of a smooth n-manifold M
has the local appearance of a Cartesian product — at each point x of M , we attach the
vector space Rn. But if we look at T (M) globally, the space is often more “twisted” than
a product space. For example, T (S2), the disjoint union of the tangent spaces to S2, looks
locally like R2 × R2, but it seems quite clear that this space is not isomorphic to R4. This
was our first example of a bundle, a space which looks locally like a product space while
possibly having a more complicated global structure. In this chapter we formalize the study
of such spaces, considering first spaces which have the local appearance of a product of a
manifold with a vector space, and later considering spaces which have more general fibers.
Our primary need for bundles comes in Chapter 8, where we consider the frame bundle,
which arises from attaching GL(Rn) to each point of an n-manifold. We use Section 5.2
to develop this example, as well as to consider the ways we might move from one fiber to
another.
5.1 Vector Bundles
In this section we consider smooth manifolds which have the local appearance of M×V ,
where M is a smooth manifold and V is a real vector space.
Definition. Let M be a smooth m-manifold, E a smooth (m+n)-manifold, and pi : E →M
a surjective, smooth map. The triple (E,M, pi) will be called a (real) vector bundle over M
of rank n (also called an n-plane bundle) if the following properties are true.
(1) For each x ∈ M , the fiber Ex = pi−1(x) over x has the structure of an n-dimensional
real vector space.
(2) For each x ∈M , there exists a neighborhood U of x in M , together with a diffeomor-
phism ψ : pi−1(U)→ U × Rn such that (i) the following diagram commutes:
pi−1(U) U × Rn
U
pi
ψ
p1
.
and (ii) the restriction of ψ to Ex is a vector space isomorphism of Ex onto {x}×Rn ∼=
Rn.
We call E the total space of the bundle, M the base space, and pi the bundle projection or
just projection. We call each map ψ a local trivialization of E.
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Example. An obvious (and, perhaps, boring) example of a vector bundle is the triple
(E,M, pi), where M is any smooth m-manifold, E = M × Rn, and pi : E → M is given by
pi(x, y) = x for all (x, y) ∈ E. For any x ∈M , we may let U = M . Then pi−1(U) = E, and
we define the map id : pi−1(U)→ U ×Rn then gives a local trivialization of E. So (E,M, pi)
is a (trivial) vector bundle. Note that since U = M our local trivialization is in fact global.
Figure 5.1: The Mo¨bius bundle. Here pi1 : R2 → R is projection onto the first
coordinate, q : [0, 1] × R → E is the restriction of the quotient map to a strip
of R2, and  : R→ S1 is the complex-valued map given by (x) = e2piix.
Example. A more exciting example is given by the Mo¨bius bundle. We begin by defining
an equivalence relation ∼ on R2. We say that (x, y) ∼ (x′, y′) if and only if (x′, y′) =
(x+n, (−1)ny) for some n ∈ Z, and we let E = R2/ ∼. Now the projection map (x, y) 7→ x
passes to a well-defined, smooth surjection pi : E → R/Z = S1. Note that for each x ∈ R/Z,
pi−1(x) =
{
[(x′, y′)] ∈ E|x′ = x+ n, n ∈ Z} ∼= R.
So pi satisfies condition (1) of the definition of a vector bundle. Now if we fix x ∈ R/Z, we
may let U = ([x− 1/4], [x+ 1/4]) be an open interval about x in R/Z. Then we have
pi−1(U) =
{
[(x′, y′)] ∈ E|[x′] ∈ ([x− 1/4], [x+ 1/4])} ,
so we may define
ϕ : pi−1(U)→ U × R
[(x′, y′)] 7→ ([x′], y′).
Notice that (p1◦ϕ)([(x′, y′)]) = [x′] = pi([(x′, y′)]), so that the associated diagram commutes.
Also notice that restricting ϕ to Ey for some y ∈ U gives pi−1(y) ∼= R, so we see that ϕ is
a local trivialization for x. Omitting the relatively straightforward verification of the fact
that E is a smooth manifold, we conclude that (E,S1, pi) gives a vector bundle. A portion
of this vector bundle is seen in Figure 5.1, which can be found in [13].
Example. We hinted above at the tangent bundle, which is perhaps the model example of
a vector bundle. Given a smooth n-bundle M , we define the space
T (M) =
∐
x∈M
Tx(M),
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the disjoint union of all the tangent spaces toM . Given a smooth structureA = {(Uα, ϕα)}α∈A
on M , we may define for each α ∈ A the set
T (Uα) =
∐
x∈Uα
Tx(M) ⊆ T (M).
Our hope is to use the sets T (Uα) to construct a smooth structure for T (M). Note that
each map ϕα gives a linear map (ϕα)∗x : Tx(Uα)→ Tϕα(x)(ϕα(Uα)) for each x ∈ Uα. These
maps can be united across all values of x ∈ Uα to define
(ϕα)∗ : T (Uα)→ T (ϕα(Uα)) = ϕα(Uα)× Rn.
We see now that (ϕα)∗ is a bijection of T (Uα) onto an open subset of R2n. Note that if we
have α, β ∈ A with Uα ∩ Uβ 6= ∅, then the transition map
(ϕα)∗ ◦ (ϕβ)−1∗ : T (ϕβ(Uα ∩ Uβ))→ T (ϕα(Uα ∩ Uβ))
is by the chain rule a diffeomorphism between open subsets of R2n. Finally, we will endow
T (M) with a topology that will make it a toplogical 2n-manifold. We define (ϕα)
−1∗ (V ) to
be an open subset of T (M) provided that
V ⊆ (ϕα)∗(T (Uα)) = T (ϕα(Uα)) ⊆ R2n
is an open set in R2n. From this base we generate a topology on T (M), and under this
topology, it is not difficult to see that T (M) is a topological manifold with dimension 2n.
Moreover, the collection {(T (Uα), (ϕα)∗)}α∈A gives a smooth atlas on T (M). From this
atlas a smooth structure is determined, making T (M) into a smooth 2n-manifold.
Having now established that T (M) is indeed a smooth manifold, we can finally define our
vector bundle. We define our bundle projection pi : T (M)→M by pi(v) = x precisely when
v ∈ Tx(M). The map pi is easily seen to be smooth. On each set T (Uα) we may define the
map ψα : T (Uα)→ Uα ×Rn by slightly tweaking (ϕα)∗: we define ψα(vx) = (x, (ϕα)∗(vx)).
Now each ϕα gives a local trivialization and we see that (T (M),M, pi) is a vector bundle.
Each α ∈ A has the commutative diagram
T (Uα) Uα × Rn
Uα
pi
ψα
p1
.
Definition. Let (E,M, pi) and (E′,M, pi′) be vector bundles over the same base space M .
A smooth map ϕ : E → E′ is called a bundle homomorphism over M if (i) the following
diagram commutes:
E E′
M
pi
ϕ
pi′
.
and (ii) for each x ∈M , the restriction ϕ|Ex : Ex → E′ϕ(x) is linear. In the event that ϕ is
a diffeomorphism, we call ϕ a bundle isomorphism.
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Definition. A vector bundle of rank n over M is trivial if it is isomorphic to the product
bundle (M × Rn,M, p1).
Proposition 5.1. If ϕ : E → E′ is a bundle homomorphism of the vector bundles (E,M, pi)
and (E′,M, pi′) and ϕ is bijective, then ϕ is a bundle isomorphism.
( Proof) Suppose that ϕ : E → E′ is a smooth, bijective map such that the above diagram
commutes and such that for each x ∈ M , the map ϕ|Ex : Ex → E′ϕ(x) is linear. We must
only show that ϕ is a diffeomorphism. Now suppose {Wλ}λ∈Λ is an open cover of M and
that we have diffeomorphisms
ψλ : pi
−1(Wλ)→Wλ × Rn and φλ : pi′−1(Wλ)→Wλ × Rn
for each λ ∈ Λ. Now for every λ ∈ Λ, the map
φλ ◦ ϕ ◦ ψ−1λ : ψλ(pi−1(Wλ))→ φλ(pi′−1(Wλ))
can be thought of as a smooth bijection between open subsets of Rm+n (since Wλ is diffeo-
morphic to Rm). Then for every x ∈ ψλ(pi−1(Wλ)), we see that
(φλ ◦ ϕ ◦ ψ−1λ )∗x = (φλ)∗ϕ(ψ−1λ (x)) ◦ ϕ∗ψ−1λ (x) ◦ (ψ
−1
λ )∗x.
Now φλ and ψ
−1
λ are both diffeomorphisms, meaning that (φλ)∗ϕ(ψ−1λ (x)) and (ψ
−1
λ )∗x are
linear isomorphisms. We also required that
ϕ∗ψ−1λ (x) : Tψ−1λ (x)(pi
−1(Wλ))→ Tφλ(x)(pi′−1(Wλ))
be a linear isomorphism, so we may conclude that the composition (φλ ◦ ϕ ◦ ψ−1λ )∗x is a
linear isomorphism as well. We now may invoke the inverse function theorem to claim that
φλ ◦ ϕ ◦ ψ−1λ is a diffeomorphism on some neighborhood of x; since φλ and ψ−1λ are both
diffeomorphisms, this means that ϕ is a diffeomorphism on some neighborhood of ψ−1λ (x).
But λ ∈ Λ and x ∈ ψλ(pi−1(Wλ)) were arbitrary, meaning that ϕ is a local diffeomorphism
at each point of E. Since ϕ is bijective, it must in fact be a diffeomorphism. 
We now have the definitions in place to study spaces which appear locally to be product
spaces. In the next section, we will develop the necessary machinery to move smoothly from
one fiber to another.
5.2 Frames and Distributions
In this section we want to think about how we might “lift” movements in a smooth
manifold M to movements in the total space E. For instance, suppose we have an open
subset U of M , a smooth curve γ : [0, 1]→ U in U and some element v ∈ Eγ(0). Is there a
natural way to extend our curve γ so that it takes on values in pi−1(U) ∼= U ×Rn and is still
smooth? If so, to what element of Eγ(1) is v carried? We begin an investigation of these
questions by defining maps which are smooth and assign to each point x of U an element
of Ex.
Definition. A section of the vector bundle (E,M, pi) is a smooth map s : M → E such
that pi ◦ s = idM . If U ⊆ M is an open subset, a local section of E over U is a smooth
map s : M → E such that pi ◦ s = idU . When the base space and bundle projection are
understood, the set of all such sections is denoted Γ(E).
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For instance, we call a map X : U → T (U) which assigns a tangent vector to each
point of U a vector field, and the collection of smooth vector fields is denoted X(U). So
X(U) = Γ(T (U)). In the event that U has a coordinate system, we have found ourselves
particularly interested in the smooth vector fields Xi = ∂/∂xi, because we may construct
from these vector fields the differential map of any smooth map on U . Similarly, we are
interested now in collections of smooth sections whose values at any particular point of U
form a basis of the fiber space Rn.
Definition. Let (E,M, pi) be a vector bundle of rank n. If U ⊆ M is an open subset, a
collection of local sections s1, s2, . . . , sk of E over U is said to be linearly independent if the
values {s1(x), s2(x), . . . , sk(x)} form a linearly independent subset of Ex for each x ∈ U .
Similarly, they are said to span E if their values span Ex for each x ∈ U . A local frame
for E over U is a collection s1, s2, . . . , sn of linearly independent local sections over U that
span E. We call this collection a global frame if U = M .
Lemma 5.2. The n-plane bundle (E,M, pi) is trivial if and only if there exists a global
frame for E.
( Proof) First suppose that (E,M, pi) is trivial. Then there exists a diffeomorphism ϕ : E →
M × Rn such that ϕ|Ex is a vector space isomorphism for all x ∈ M . Now for 1 ≤ i ≤ n,
define maps
si : M → E by si(x) = ϕ−1(x, ei) ∈ Ex,
for all x ∈ M , where the ei are the canonical basis vectors in Rn. Then, since ϕ|Ex is an
isomorphism, the collection {s1(x), . . . , sn(x)} gives a basis of Ex for all x ∈M .
Conversely, suppose we have a global frame for E. That is, suppose we have s1, . . . , sn ∈
Γ(E) such that {s1(x), . . . , sn(x)} is a basis for Ex for every x ∈ M . Now for any v ∈ E,
v ∈ Ex for a unique x = pi(v), so we may write
v = a · 〈s1(pi(v)), . . . , sn(pi(v))〉
for some unique a ∈ Rn. We may thus define ϕ : E → M × Rn by ϕ(v) = (pi(v),a). Since
the pair (pi(v),a) is unique, and since pi and s1, . . . , sn are smooth, ϕ is a diffeomorphism
that carries Ex isomorphically onto {x} × Rn for each x ∈M . We conclude that (E,M, pi)
is a trivial vector bundle. 
In the case of the tangent bundle, we reserve a special word for the existence of a global
frame on M : we say that M is parallelizable. For an n-manifold M , this means that we can
produce n smooth vector fields X which are everywhere linearly independent. We cannot
always do this. For example, on spheres of even dimension we cannot even construct a
smooth vector field which is everywhere nonzero (and we thus cannot comb the hairs on
a coconut). Lemma 5.2 tells us that we can produce this global frame for our manifold
precisely when the tangent bundle is trivial. In 1958, the following famous theorem was
proven by Bott and Milnor (see [2], [14]), closing the case on the parallelizability of spheres.
Theorem 5.3. The sphere Sn is parallelizable if and only if n = 0, 1, 3, or 7.
Since we have shown that S1 is a Lie group, the following proposition allows us to make
the n = 1 conclusion of Theorem 5.3 in another way.
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Proposition 5.4. If G is a Lie group, there is a trivialization of the tangent bundle pi :
T (G)→ G. In particular, every Lie group is parallelizable.
( Proof) Define a map ϕ : G × L(G) → T (G) by ϕ(a,X) = Xa. Then the restriction
ϕa = ϕ|({a} × L(G)) is an isomorphism
ϕa : {a} × L(G)→ Ta(G)
of vector spaces, ∀a ∈ G. This fact, as well as the fact that ϕ is bijective, follows from our
discussion of the evaluation map . It remains to show that ϕ is smooth. To do this, fix a
basis X1, . . . , Xn of L(G). Since L(G) is isomorphic to Rn, we may give L(G) coordinates
via this basis that define an isomorphism G×L(G) ∼= G×Rn. Relative to these coordinates,
ϕ becomes
ϕ˜(a, (b1, . . . , bn)) =
n∑
i=1
biXia.
The fields Xi are smooth, so ϕ˜ is smooth, and we may conclude that ϕ is a bundle isomor-
phism. We have shown that a smooth manifold is parallelizable if and only if its tangent
bundle is trivial; hence, G is parallelizable. 
Note that this proposition tells us that any smooth manifold which is not parallelizable
cannot be made into a Lie group. In particular this means that there is no way to define
multiplication on S2 that will give S2 the structure of a Lie group, and in fact this claim
can be made for any sphere of even dimension.
Example. While T (M) does not always admit a global frame, T (U) always admits a
local frame, where U is an open subset of M with a local coordinate system given by
(x1, x2, . . . , x
n). We simply define, as we have before, the smooth vector fields
Xi =
∂
∂xi
,
for 1 ≤ i ≤ n. We saw in Chapter 3 that {X1, X2, . . . , Xn} provides a basis for the
collection X(U) of smooth vector fields on U . In particular this means that, for each
x ∈ U , the collection {X1x, X2x, . . . , Xnx} provides a basis for Tx(U). Since each Xi is a
smooth section of T (U) over U , we see that
{
X1, X2, . . . , Xn
}
is a local frame, and is a
sort of natural frame, in the way that it arises from the coordinate system. We now have a
reasonable way to move an element v ∈ Tγ(0)(U) to an element of Tγ(1)(U), where γ is the
curve mentioned at the beginning of this section. We may write v as a linear combination
of our basis elements
v = a1X
1
γ(0) + a2X
2
γ(0) + · · ·+ anXnγ(0),
and then define an element v′ ∈ Tγ(1)(U) to be
v′ = a1X1γ(1) + a2X
2
γ(1) + · · ·+ anXnγ(1).
Whether this is indeed the “natural” way to move from one tangent space to another is a
question which we will defer for a bit.
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So far in our discussion of vector bundles, we have been moving from a smooth manifold
to some collection of vector spaces attached to that manifold. We consider now the reverse
idea: from the linear spaces that make up the tangent bundle, we would like to reconstruct
our smooth manifold, or perhaps smooth subsets of our manifold. For example, a smooth
vector field X : U → T (U) on some open subset U of M selects a single vector from each
tangent space Tx(U), and does so in a smooth manner. In Section 3.4 we discussed the
notion of an integral curve — a curve in U whose tangent vector at any point of U matches
the value of X at that point. In a similar manner, we may choose for each x ∈ U a subspace
of Tx(U) of dimension larger than 1 and investigate the conditions under which a smooth
submanifold of M exists which agrees everywhere with our choice of subspaces. We begin
by defining the way that we select subspaces of the tangent space.
Definition. Given a smooth n-manifold M and a point x ∈ M , an m-dimensional vector
subspace Fx of the tangent space Tx(M) is called an element of contact of dimension m of
M . The point x is called the origin of Fx. A law F = {Fx | x ∈M} which assigns to every
point x ∈M an m-dimensional element of contact is called an m-dimensional distribution.
So in the case of a smooth vector field X, each tangent vector Xx is an element of contact
of dimension 1 of M , and X is a 1-dimensional distribution. At the other extreme we have
T (U). In this case, each tangent space Tx(U) is an element of contact of dimension n of M ,
and T (U) is an n-dimensional distribution. But just as not every vector field is a smooth
vector field, not every distribution assigns vector spaces to elements of M in a smooth
manner. We will consider a distribution to be smooth when we can build an analogue to a
local frame for every open neighborhood in M .
Definition. Given an m-dimensional distribution F on a smooth n-manifold M , suppose
that for each x ∈ M there exists an open neighborhood U of x for which there exist m
linearly independent smooth vector fields X1, X2, . . . , Xm such that, for any y ∈ U , the
vectors
{
X1y , X
2
y , . . . , X
m
y
}
span Fy. In this case we say that F is a smooth distribution and
we call the set
{
X1, X2, . . . , Xm
}
a local basis of F .
Remark. There do not always exist smooth distributions on a manifold. For instance,
since spheres of even dimension do not admit global frames, they cannot admit any smooth
distributions of dimension 1. (Also see [4, Section 3.6].)
As promised, we would like to build from a smooth distribution some subset of M which
agrees everywhere with our distribution. We have not made clear what we mean by agreeing
with a distribution, but the following definition should take care of this.
Definition. An integral manifold N of an m-dimensional distribution F ⊆ T (M) on a
smooth n-manifold M is a smooth submanifold M of M such that Tx(N) = Fx for every
x ∈ N . We say that F is integrable if, through each x ∈ M , there passes an integral
manifold of F .
As before, the most immediate examples are an integral curve to a smooth vector field
and U itself — which is an integral manifold to T (U). We mentioned above that we are
interested in the conditions under which a distribution F gives rise to some subset of M
which agrees with F ; since this type of distribution now has a name, we can say we are
interested in conditions under which F is integrable. To that end, we give a name to
distributions which are closed under the Lie bracket.
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Definition. A smooth distribution F is involutive if, given two smooth vector fields X,Y ,
defined on the same open set U and such that Xx, Yx ∈ Fx for every x ∈ U , we have
[X,Y ]x ∈ Fx for every x ∈ U .
Remarkably, this property is precisely the necessary property for a distribution to be inte-
grable.
Theorem 5.5 (The Frobenius Theorem). An m-dimensional distribution F ⊆ T (M) on a
smooth n-manifold M is integrable if and only if F is involutive.
Unfortunately we do not have at our disposal the necessary machinery to prove the
Frobenius theorem, but it gives us a relatively simple condition to determine whether or
not F is integrable (a proof can be found in [5]). The Frobenius theorem also demonstrates
the power of the Lie bracket; for a distribution F to be integrable, its smooth sections,
denoted by Γ(F ), must only be closed under the Lie bracket. For this to be true, the
Lie bracket must surely contain important information about its inputs. We will find the
Frobenius theorem necessary in constructing a particular submanifold in Chapter 8.
5.3 Fiber Bundles
So far in this chapter we have only considered smooth manifolds which have the local
appearance of the product of a smooth manifold and a vector space. We may generalize
this notion to consider attaching any topological space to the points of a smooth manifold.
Definition. Let M be a smooth m-manifold, E a smooth (m+n)-manifold, F a topological
space, and pi : E →M a surjective, smooth map. The quadruple (E,M,F, pi) will be called
a fiber bundle if the following properties are true.
(1) For each x ∈M , the fiber Ex = pi−1(x) over x is homeomorphic to F .
(2) For each x ∈ M , there exists a neighborhood U of x in M , together with a homeo-
morphism ψ : pi−1(U)→ U × F such that (i) the following diagram commutes:
pi−1(U) U × F
U
pi
ψ
p1
.
and (ii) the restriction of ψ to Ex is a homeomorphism of Ex onto {x} × F ∼= F .
We call E the total space of the bundle, M the base space, F the model fiber, and pi the
bundle projection or just projection. We call each map ψ a local trivialization of E.
Certainly every vector bundle is a fiber bundle, with the model fiber F ∼= Rn. More
generally, if M is a smooth manifold and F is any topological space such that M ×F is also
a smooth manifold, then (M×F,M,F, p1) is a fiber bundle. In Chapter 4 we discussed how
important Lie groups are for representing transformations on smooth manifolds. Lie groups
become particularly important when we have one attached to each element of a smooth
manifold, as we have done with bundles. Certainly if our model fiber F is a Lie group, we
72
can use this information to make conclusions about our fiber bundle, but since we typically
think of Lie groups as acting upon our smooth manifolds, it makes sense to impose further
restrictions on our bundle based on this action. First we require a definition from the study
of group actions.
Definition. If M and N are smooth manifolds and G is a Lie group acting on both M and
N , we say that a map ϕ : M → N is G-equivariant if, for all m ∈M and g ∈ G,
ϕ(m.g) = ϕ(m).g.
We are now ready to define a principal bundle, which is a fiber bundle with a Lie group
as its model fiber, and is such that the model fiber acts on the total space in a way that
respects the bundle structure.
Definition. Let M be a smooth m-manifold, E a smooth (m+n)-manifold, G a Lie group,
and pi : E → M a surjective, smooth map. Let G have an action defined on E which is
simply transitive on each fiber pi−1(x). The quadruple (E,M,G, pi) will be called a principal
bundle if the following properties are true.
(1) For each x ∈M , the fiber Ex = pi−1(x) over x is diffeomorphic to G.
(2) For each x ∈M , there exists a neighborhood U of x in M , together with a diffeomor-
phism ψ : pi−1(U)→ U ×G such that (i) the following diagram commutes:
pi−1(U) U ×G
U
pi
ψ
p1
,
(ii) the restriction of ψ to Ex is a diffeomorphism of Ex onto {x}×G ∼= G, and (iii) ψ
is G-equivariant with respect to the action of G on E and the standard right action
of G on U ×G.
As before, we call E the total space of the bundle, M the base space, G the model fiber, and
pi the bundle projection or just projection. Though each map ψ is a local trivialization of E
just as before, we typically call these the strip maps of our bundle. As a bit of shorthand,
we frequently say that E is a principal G-bundle over M .
Example. Suppose we have E = R3 \{0}, M = S2, and G = (R+,×). Certainly E and M
are smooth manifolds, while G is a Lie group. We may define a projection map pi : E →M
by pi(v) = v/||v|| for each v ∈ E and allow G to act upon E by scalar multiplication. It is
not difficult to see that E ∼= M ×G, and thus that (E,M,G, pi) is a trivial principal bundle.
We will frequently be interested in fixing a point m ∈ U and considering a strip map
φ restricted to {m} ×G. In the interest of cleaning up the involved notation we make the
following definition.
Definition. If φ : U ×G→ E is a strip map, then for each m ∈ U , we define φm : G→ E
by φm(g) = φ(m, g), for all g ∈ G.
73
For any fixed g ∈ G, we will denote the mapping E → E (or G → G) taking b to b.g
by Rg. We will also denote the mapping G→ G taking h to g.h by Lg. Note that, for any
m ∈M and g ∈ G, φm ◦Rg = Rg ◦ φm.
Lemma 5.6. If φ : U×G→ E and ψ : V ×G→ E are strip maps, then for each m ∈ U∩V ,
φ−1m ◦ ψm : G→ G coincides with the action of some g ∈ G on G.
( Proof) Because the action of G is simply transitive on each fiber pi−1(m), we may find a
g ∈ G such that φm(g) = ψm(e). Now select any h ∈ G. In order to compute (φ−1m ◦ψm)(h),
we note that
φm(Lg(h)) = ψm(Le(h)) = ψm(h),
since φm and ψm are G-equivariant. Then we see that
Lg(h) = (φ
−1
m ◦ ψm)(h).
Since h ∈ G is arbitrary, we see that φ−1m ◦ψm agrees with the left action of some g ∈ G. 
Principal bundles are the fiber bundles whose study we will find most important, and
the following example could rightly be called the model example of a principal bundle.
Example. Let M be a smooth n-manifold. Then the bundle of bases of M is
E(M) = {(m, e1, . . . , en) | m ∈M, (e1, . . . , en) a basis of Tm(M)} .
We define the projection map pi : E(M)→M by pi(m, e1, . . . , en) = m, and let G = GL(n).
We can associate a linear transformation to each element of E(M) in the following way.
Pick b = (m, e1, . . . , en) from E(M), and define Ib : Tm(M)→ Rn to be the linear transfor-
mation taking ei to δi for all i (where {δ1, . . . , δn} is the canonical basis of Rn).
At this point, we have defined E(M) as a set and described a projection onto M , but we
have not yet established that E(M) is a smooth manifold. We delay this fact still further by
first describing the action of G on E(M). For any b = (m, e1, . . . , en) ∈ E(M) and g ∈ G,
we define
b.g = (m, I−1b gIbe1, . . . , I
−1
b gIben).
We typically write either bg or Rgb for b.g. Note that Ibg(I
−1
b ◦ g ◦ Ib ◦ ei) = δi, so
Ibg ◦ I−1b ◦ g ◦ Ib = Ib
Ibg ◦ I−1b ◦ g = I
Ibg = g
−1 ◦ Ib.
Next, we coordinatize E(M) and describe the strip maps of this bundle. Given a coor-
dinate neighborhood (U ;x1, . . . , xn) of M , we define Xi = ∂/∂xi ∈ X(U) for i = 1, . . . , n.
Next, define φ : U × G → E(M) by φ(m, g) = Rg(m,X1m, . . . , Xnm). We want to use φ
and the selected coordinate neighborhood to coordinatize pi−1(U) ⊆ E(M). We define co-
ordinates y1, . . . , yn, y11, . . . , ynn; the first n coordinates identify the element of m and the
remaining n2 the associated basis of Tm(M):
yi(m, e1, . . . , en) = xi(m), ej =
n∑
i=1
yij(m, e1, . . . , en)X
i
m.
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The first n coordinates clearly just preserve the coordinates of M ; for an intuition about the
remaining coordinates, note that at each point m ∈M , {X1m, . . . , Xnm} is a basis of Tm(M).
Then the matrix [yij ] is the change of basis matrix to {e1, . . . , en}. So from each coordinate
neighborhood of M we find a coordinate neighborhood of E(M). It is clear from the way
in which these coordinate neighborhoods were defined that they are smoothly related; that
is, the transition maps are smooth. Since M is covered by coordinate neighborhoods, so
too is E(M), so we see that E(M) is a smooth manifold.
We define the strip maps to be the maps φ obtained from the various coordinate neigh-
borhoods of M . Note that each fiber pi−1(m), where m ∈ M , is the set of all bases of
Tm(M), and for any two of these bases there is precisely one change of basis matrix. So
the smooth right action of G = GL(n) is simply transitive on each fiber. Finally, we show
that each strip map is G-equivariant. Pick some coordinate neighborhood in M and let φ
be the strip map associated to this coordinate neighborhood. Pick m ∈ M , g, h ∈ G, and
let b = φ(m, e). Then
φ(m, g)h = Rg(m,X
1
m, . . . , X
n
m)h
= Rh(m, I
−1
b gIbX
1
m, . . . , I
−1
b gIbX
n
m)
= (m, I−1bg hIbgI
−1
b gIbX
1
m, . . . , I
−1
bg hIbgI
−1
b gIbX
n
m)
= (m, I−1b ghg
−1IbI−1b gIbX
1
m, . . . , I
−1
b ghg
−1IbI−1b gIbX
n
m)
= (m, I−1b ghIbX
1
m, . . . , I
−1
b ghIbX
n
m)
= Rgh(m,X
1
m, . . . , X
n
m)
= φ(m, gh).
So we may conclude that E(M) is a principal GL(n)-bundle over M .
Principal bundles crop up in many areas of differential geometry as well as mathematical
physics; for our purposes the bundle of bases is by far the principal bundle for which we
will find the greatest use, and it will become well-traveled in Chapter 8.
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Chapter 6
Differential Forms
Just as the focus of elementary differential calculus is on linearizing nonlinear problems,
in the study of smooth manifolds we are often interested in “linearizing” curved space. Our
first introduction to this was in Chapter 3, where we studied the tangent space to a smooth
manifold at a point, as well as the differential map of a smooth map. The linearity of the
differential map makes it a much nicer object to analyze, and a lot of important information
about a map is encapsulated in its differential. But the differential map is an example of a
linear map which accepts one vector as an argument; in later attempts to linearize curved
space we will find great use for maps which accept multiple vectors as input, and which are
in some sense linear. In this chapter we first develop the algebraic structure of linear maps
and the so-called multi-linear maps on a vector space V . We then consider the particular
case where V is a tangent space to a smooth manifold M , and define differential forms, which
assign a multilinear map to each point of a manifold. The author first learned the algebraic
structure of these maps from Henrik Schlichtkrull’s lecture notes for his Geometry 2 course
at the University of Copenhagen, and gained a greater understanding of differential forms
from [16] and [13]. The influence of all three of these sources will be noticed throughout.
6.1 Tensors
We begin now our study of the algebraic structure of linear maps on a real vector space
V . We will begin with linear maps before moving on to multilinear maps on V , assuming
throughout that V is finite-dimensional.
Definition. The dual space V ∗ of a real vector space is the vector space of R-linear maps
ξ : V → R. A map ξ ∈ V ∗ is called a linear form.
The fact that V ∗ is, in fact, a real vector space is easy to check. We give now a basis
for this vector space.
Theorem 6.1. If V has a basis {e1, . . . , en}, then V ∗ has a basis {ξ1, . . . , ξn}, where we
define
ξi(a1e1 + · · ·+ anen) = ai,
where ai ∈ R, 1 ≤ i ≤ n. We call this the dual basis.
( Proof) First, pick some map η ∈ V ∗ and some element v ∈ V . Then, if v = ∑ni=1 aiei,
η(v) = η
(
n∑
i=1
aiei
)
=
n∑
i=1
aiη(ei) =
n∑
i=1
ξi(v)η(ei).
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So we may write η as
η =
n∑
i=1
η(ei)ξi,
and we conclude that span {ξ1, . . . , ξn} = V ∗. On the other hand, suppose we have real
numbers ai ∈ R such that
η :=
n∑
i=1
aiξi ≡ 0.
Then
η(ei) =
n∑
j=1
ajξj(ei) = ai = 0,
for all 1 ≤ i ≤ n. So we see that the collection {ξ1, . . . , ξn} is linearly independent, and
hence provides a basis for V ∗. 
Corollary 6.2. If dimV = n, then dimV ∗ = n.
Traditionally the term ’dual’ is reserved for objects between which there exists some
degree of symmetry. The next theorem shows that our use of the term here is in accordance
with the tradition.
Theorem 6.3. The map Φ : V → (V ∗)∗ defined by
Φ(v)(η) = η(v)
for all v ∈ V and η ∈ V ∗ is an isomorphism.
( Proof) The fact that Φ maps V into (V ∗)∗ is immediate, and the linearity of Φ follows
from the linearity of the maps in V ∗. Now suppose that we have an element v ∈ V and
v 6= 0. Then there is a basis {e1, . . . , en} of V such that v = e1, and thus ξ1(v) = 1,
where ξ1 is the first element of the dual basis. Thus, if Φ(v) = 0, then ξ(v) = 0 for
all maps ξ ∈ V ∗, and hence v = 0. We conclude that Φ is injective. Moreover, since
dimV = dimV ∗ = dim(V ∗)∗, Φ is also surjective, and hence is a vector space isomorphism.
Note that this last claim depends on our assumption that dimV <∞. 
Given our recurring interest in linear maps between vector spaces, we would now like to
mirror these linear maps as maps between the correspondent dual spaces.
Definition. Suppose that V and W are real vector spaces, and that T : V →W is linear.
The dual map T ∗ : W ∗ → V ∗ is defined by T ∗(η) = η ◦ T , for all η ∈W ∗.
So T ∗ takes us from a map η : W → R to a map η ◦ T : V → R, as is seen in the next
example.
Example. Given a smooth map ϕ : M → N between manifolds, we have ϕ∗x : Tx(M) →
Tx(N) for any x ∈ M . Then ϕ∗x(α) ∈ T ∗x (M) is defined by ϕ∗x(α)(v) = α(ϕ∗x(v)) for all
α ∈ T ∗ϕ(x)(N) and v ∈ Tx(M). The linear map ϕ∗x is called the adjoint of ϕ∗x.
As before, we want to demonstrate that our dual object maintains a degree of symmetry
with its original. This time we prove a nice correspondence between the domain of a linear
map and the codomain of its dual.
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Proposition 6.4. The linear map T is surjective if and only if T ∗ is injective. Similarly,
T is injective if and only if T ∗ is surjective.
( Proof) Suppose we have bases e1, e2, . . . , en and f1, f2, . . . , fm for the vector spaces V and
W , respectively, and that T is represented by the matrix (aij). This means that for each
1 ≤ j ≤ n,
T (ej) =
m∑
i=1
aijfi.
Now if we have dual bases ξ1, ξ2, . . . , ξn and ζ1, ζ2, . . . , ζm for V
∗ and W ∗, respectively, then
for each 1 ≤ i ≤ m we have
ζi(T (ej)) = aij ,
by the definition of the dual basis. We thus have for each 1 ≤ i ≤ m
T ∗(ζi) =
n∑
j=1
T ∗(ζi)(ej)ξj =
n∑
j=1
ζi(T (ej))ξj =
n∑
j=1
aijξj .
We see now that with respect to the dual bases, the map T ∗ : W ∗ → V ∗ is represented by
the transpose of (aij). Our claim now follows easily. 
As mentioned at the beginning of this section, we are frequently interested in functions
which act on multiple tangent vectors, but are still in some sense linear. It is with this goal
in mind that we define multilinear maps.
Definition. Let V k = V ×· · ·×V , where V is a real vector space, and let U be another real
vector space. A map T : V k → U is called multilinear if it is linear in each of its arguments.
In the event that U = R, we call T a (covariant) k-tensor. The set of all k-tensors on V is
denoted T k(V ), so that T 1(V ) = V ∗. We define T 0(V ) = R, and note that T k(V ) is a real
vector space.
Proposition 6.5. Given η1, . . . , ηk ∈ V ∗, the map
(v1, . . . , vk) 7→ η1(v1)η2(v2) · · · ηk(vk)
is a k-tensor on V . We denote this map by η1 ⊗ · · · ⊗ ηk.
The multiplication in Proposition 6.5 gives us a standard way of producing k-tensors
from linear maps. More generally, we may construct a k+ l-tensor from tensors S ∈ T k(V )
and T ∈ T l(V ) by defining their tensor product.
Definition. Given S ∈ T k(V ) and T ∈ T l(V ), define the tensor product S ⊗ T by
S ⊗ T (v1, . . . , vk, vk+1, . . . , vk+l) = S(v1, . . . , vk)T (vk+1, . . . , vk+l).
It is straightforward to check that S ⊗ T ∈ T k+l(V ), that ⊗ is associative, and that ⊗
distributes across linear combinations.
Theorem 6.6. If V has a basis {e1, . . . , en} and {ξ1, . . . , ξn} represents the dual basis for
V ∗, then the elements ξi1 ⊗· · ·⊗ ξik , where I = (i1, . . . , ik) is a sequence in {1, . . . , n}, form
a basis for T k(V ).
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( Proof) Let TI = ξi1 ⊗ · · · ⊗ ξik , where I = (i1, . . . , ik) is an arbitrary sequence of k
numbers in {1, . . . , n}. Let J = (j1, . . . , jk) be another such sequence, and let eJ represent
(ej1 , . . . , ejk) ∈ V k. Then
TI(eJ) = ξi1(ej1) · · · ξik(ejk) = δIJ .
So if T =
∑
I aITI = 0, then 0 = T (eJ) = aJ for all J . So the collection of TI are linearly
independent. Moreover, given T ∈ T k(V ), we may write T = ∑I T (eI)TI , so the TI span
T k(V ). 
Corollary 6.7. If dimV = n, then dimT k(V ) = nk.
6.2 Alternating Tensors
In general, if we have a k-tensor α and we know the value of α(v1, . . . , vk) for some collec-
tion of vectors v1, . . . , vk ∈ V , we have no way of knowing the value of, say, α(v2, v1, v3, v4, . . . , vk).
However, there are two important classes of tensors on which a rearrangement of terms has
a predictable effect. These are symmetric and alternating tensors, whose unsurprising def-
initions are given presently.
Definition. A multilinear map ϕ : V k → U , where V and U are both R-vector spaces, is
said to be symmetric if
ϕ(vσ(1), . . . , vσ(k)) = ϕ(v1, . . . , vk)
for all v1, . . . , vk ∈ V , and for all σ ∈ Sk. Similarly, ϕ is said to be alternating if
ϕ(vσ(1), . . . , vσ(k)) = (−1)σϕ(v1, . . . , vk)
for all v1, . . . , vk ∈ V , and for all σ ∈ Sk, where (−1)σ = sgn(σ).
Example. The dot product · : Rn × Rn → R is a multilinear map, and serves as a sort of
model symmetric 2-tensor on Rn. On the other hand, we may consider the determinant as
a function of n vectors in Rn, and we easily see that this is an alternating n-tensor on Rn.
Our goal in this chapter is to work towards differential forms, which are alternating
tensors on the tangent space of a smooth manifold. For that reason, we will now focus on
alternating multilinear maps.
Proposition 6.8. Let ϕ : V k → U be multilinear. The following conditions are equivalent:
(1) ϕ is alternating;
(2) ϕ(v1, . . . , vk) = 0 whenever two of the vectors vi, vj coincide;
(3) ϕ(v1, . . . , vk) = 0 whenever the vectors v1, . . . , vk are linearly dependent.
( Proof) To begin, suppose that ϕ is alternating, so that we have
ϕ(v1, . . . , vi, . . . , vj , . . . , vk) = −ϕ(v1, . . . , vj , . . . , vi, . . . , vk).
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Then if vi = vj , we see that ϕ(v1, . . . , vk) = 0. So (1) implies (2). Now suppose that (2)
holds, and that v1, . . . , vk is a linearly dependent collection of vectors in V . We lose no
generality by assuming that vk can be written as a linear combination of v1, . . . , vk−1:
vk =
k−1∑
i=1
aivi.
Then, by the linearity of ϕ,
ϕ(v1, . . . , vk) =
k−1∑
i=1
aiϕ(v1, . . . , vk−1, vi) =
k−1∑
i=1
0 = 0.
So (2) implies (3). Finally, suppose that (3) holds, and consider the following computation:
0 = ϕ(v1 + v2, v1 + v2, v3, . . . , vk)
= ϕ(v1, v1, v3, . . . , vk) + ϕ(v1, v2, v3, . . . , vk)
+ ϕ(v2, v1, v3, . . . , vk) + ϕ(v2, v2, v3, . . . , vk)
= ϕ(v1, v2, v3, . . . , vk) + ϕ(v2, v1, v3, . . . , vk).
So we see that ϕ(v1, v2, . . . , vk) = −ϕ(v2, v1, . . . , vk). A similar computation may be carried
out for the interchanging of any pair of vectors, showing that ϕ is alternating, and thus
that (3) implies (1). 
As before, we have a special name for the maps whose codomain is R.
Definition. An alternating k-form is an alternating k-tensor T : V k → R. The space of
these is Ak(V ), a linear subspace of T k(V ), and we define A1(V ) = V ∗ and A0(V ) = R.
Alternating k-forms are also called antisymmetric k-forms, skew-symmetric k-forms, k-
covectors, or exterior forms.
In Section 6.1 we found a basis for T k(V ) and defined a product on this space by which
we could generate higher-degree forms. In a similar vein, we want now to give a basis
for Ak(V ) and endow this space with its own product. But before doing either of these
things, we want to define an operation on T k(V ) which will transform any k-tensor into an
alternating k-tensor.
Definition. For k > 1 and T ∈ T k(V ), we define Alt(T ) ∈ T k(V ) by
Alt(T )(v1, . . . , vk) =
1
k!
∑
σ∈Sk
(−1)σT (vσ(1), . . . , vσ(k)).
Of course we would like for Alt to map T k(V ) into Ak(V ); to see that this is the case,
suppose we have vectors v1, v2, . . . , vk ∈ V and a map T ∈ T k(V ). Then
Alt(T )(v2, v1, v3, . . . , vk) =
1
k!
∑
σ∈Sk
(−1)σT (vσ(2), vσ(1), vσ(3), . . . , vσ(k)).
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If we let ψ = (12) ∈ Sk, then
Alt(T )(v2, v1, v3, . . . , vk) =
1
k!
∑
σ∈Sk
(−1)σT (v(σ◦ψ)(1), v(σ◦ψ)(2), . . . , v(σ◦ψ)(k))
=
1
k!
∑
σ∈Sk
(−1)ψ(−1)σT (vσ(1), vσ(2), . . . , vσ(k))
= − 1
k!
∑
σ∈Sk
(−1)σT (vσ(1), vσ(2), . . . , vσ(k))
= −Alt(T )(v1, v2, . . . , vk).
So we see that Alt(T ) is always alternating. Moreover, if T is already an alternating k-
tensor, then we have
Alt(T )(v1, v2, . . . , vk) =
1
k!
∑
σ∈Sk
(−1)σT (vσ(1), vσ(2), . . . , vσ(k))
=
1
k!
∑
σ∈Sk
(−1)σ(−1)σT (v1, v2, . . . , vk)
=
1
k!
· k! · T (v1, v2, . . . , vk)
= T (v1, v2, . . . , vk)
for all v1, . . . , vk ∈ V . So we see that if T is alternating, then Alt(T ) = T . We are now
ready to present a basis for Ak(V ).1
Theorem 6.9. Given 2 ≤ k ≤ n and a basis {e1, . . . , en} of V ,
{Alt(ξi1 ⊗ · · · ⊗ ξik)}1≤i1<···<ik≤n
is a basis of Ak(V ), where each ξj is the element of the dual basis corresponding to ej , as
above. Consequently dimAk(V ) =
(
n
k
)
.
( Proof) To begin, we define for each I = (i1, . . . , ik)
ξI = k! ·Alt(ξi1 ⊗ · · · ⊗ ξik).
Next, we define B to be the set of strictly increasing sequences in {1, 2, . . . , n} of length k.
That is,
B = {(i1, i2, . . . , ik)|1 ≤ i1 < i2 < · · · < ik} .
So if we show that {ξI}I∈B, we will have our result. Now, since Alt(T ) = T for every
T ∈ Ak(V ), we know that the map Alt : T k(V ) → Ak(V ) is surjective. It follows that the
set {ξI} spans Ak(V ), where I = (i1, . . . , ik) is an arbitrary sequence in {1, 2, . . . , n}. Since
ξI(v1, v2, . . . , vk) =
∑
σ∈Sk
(−1)σξi1(vσ(1)) · · · ξik(vσ(k)),
1Note that this basis is only given for k ≥ 2, but that if k < 2, it is somewhat meaningless to call a
k-tensor “alternating”.
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we also see that if any of the indices repeat, we will have ξI = 0. (The (−1)σ term will
cause the offending indices to cancel each other out.) We may thus remove from our original
spanning set any sequences with duplicate terms. Also notice that any rearrangement of
the terms (i1, . . . , ik) will leave ξI unchanged, except possibly in sign. Since B contains each
possible collection of k terms, we see that {ξI}I∈B spans Ak(V ).
Now choose an alternating k-tensor T ∈ Ak(V ). Since {ξI}I∈B spans Ak(V ), we may
write
T =
∑
I∈B
aIξI ,
where aI ∈ R. Now for any J ∈ B, we have
ξI(ej1 , ej2 , . . . , ejk) =
∑
σ∈Sk
(−1)σξi1(ejσ(1)) · · · ξik(ejσ(k)) = δI(J),
where δI(J) = 1 if I = J , and δI(J) = 0 otherwise. It follows that
T (ej1 , ej2 , . . . , ejk) = aJ .
Thus, if T = 0, we have aJ = 0 for every J ∈ B. We conclude that the elements of {ξI}I∈B
are linearly independent, and thus form a basis for Ak(V ). 
In Section 6.1 we defined the tensor product of two tensors. Since alternating tensors are
indeed tensors, we could certainly compute the tensor product of two alternating tensors,
but there is no guarantee that the result would be an alternating tensor. To see this,
consider the 1-tensors ζ, η ∈ V ∗. For vectors v1, v2 ∈ V ,
(ζ ⊗ η)(v1, v2) = ζ(v1)η(v2) and (ζ ⊗ η)(v2, v1) = ζ(v2)η(v1),
and we really cannot be sure that ζ(v1)η(v2) = ζ(v2)η(v1). To account for this possibility,
we define the wedge product on alternating tensors, which will result in an alternating tensor
whose rank is the sum of the ranks of its arguments.
Definition. Given S ∈ Ak(V ) and T ∈ Al(V ), the wedge product S ∧ T ∈ Ak+l(V ) is
defined by
S ∧ T = (k + l)!
k!l!
Alt(S ⊗ T ).
Remark that if either S or T is a is a 0-form, the wedge product is simply pointwise
multiplication.
Our reasoning for applying the Alt operator to the tensor product should be obvious
enough — to force the result of our product to be alternating — but the justification for
the strange constant term is less clear. In fact, the chosen constant term varies by author,
but we choose this particular term in order to make the following proposition hold.
Lemma 6.10. Let V be an n-dimensional vector space with basis {e1, e2, . . . , en} and dual
basis {ξ1, ξ2, . . . , ξn}. For any multi-indices I = (i1, i2, · · · , ik) and J = (j1, j2, · · · , jl),
ξI ∧ ξJ = ξIJ ,
where IJ = (i1, . . . , ik, j1, . . . , jl).
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( Proof) Since each map in this proposed equality is multilinear, we may show that
(ξI ∧ ξJ)(ep1 , . . . , epk+l) = ξIJ(ep1 , . . . , epk+l) (6.1)
for any multi-index P = (p1, p2, . . . , pk+l), and our result will follow. We will handle (6.1)
in cases.
In the first case, suppose that P = (p1, p2, . . . , pk+l) has a repeated index. Since the
tensors on each side of (6.1) are alternating, their values at (ep1 , ep2 , . . . , epk+l) will be 0.
Similarly, if P contains an index which is not contained in I or J , both sides of (6.1) will
vanish. Next, consider the case where P = IJ , and P contains no repeated indices. On the
right side we have
ξIJ(ep1 , . . . , epk+l) = δIJ(P ) = 1.
And on the left side we have
(ξI∧ξJ)(ep1 , . . . , epk+l) =
(k + l)!
k!l!
 1
(k + l)!
∑
σ∈Sk+l
(−1)σξI(epσ(1) , . . . , epσ(k))ξJ(epσ(k+1) , . . . , epσ(k+l))
 .
But the terms in this sum will only be non-zero when σ permutes the terms 1, . . . , k and
the terms k+ 1, . . . , k+ l separately — that is, when σ = η⊕ τ for some η ∈ Sk and τ ∈ Sl.
So instead we have
(ξI ∧ ξJ)(ep1 , . . . , epk+l) =
1
k!l!
∑
η∈Sk
τ∈Sl
(−1)η(−1)τξI(epη(1) , . . . , epη(k))ξJ(epk+τ(1) , . . . , epk+τ(l))
=
 1
k!
∑
η∈Sk
(−1)ηξI(epη(1) , . . . , epη(k))

×
 1
l!
∑
τ∈Sl
(−1)τξJ(epk+τ(1) , . . . , epk+τ(l))

= Alt(ξI)(ep1 , . . . , epk) ·Alt(ξJ)(epk+1 , . . . , epk+l)
= ξI(ep1 , . . . , epk)ξJ(epk+1 , . . . , epk+l)
= 1,
where in the last two equations we used the facts that ξI and ξJ are alternating, and that
I = (p1, . . . , pk) and J = (pk+1, . . . , pk+l). So we see that (6.1) holds in this case. Finally,
consider the case that P is a permutation of IJ and has no repeated indices. In this case,
applying a permutation will bring us back to the case where P = IJ , and the only effect of
this permutation will be to change the sign of each side of (6.1). So the equality holds. 
With this proposition in hand, we may write down a few more properties of the wedge
product.
Proposition 6.11. Suppose that V is an n-dimensional vector space, and that we have
ζ, η ∈ V ∗, S ∈ Ak(V ), and T ∈ Al(V ). Then
(1) The wedge product is bilinear.
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(2) The wedge product is associative.
(3) ζ ∧ η = −η ∧ ζ.
(4) T ∧ S = (−1)klS ∧ T .
( Proof) The bilinearity of ∧ follows directly from the bilinearity of the tensor product and
Alt. For (2), it suffices to show that ∧ is associative on basis elements, since we may then
extend the associativity to other elements by bilinearity. To that end, select basis elements
ξI ∈ Ak(V ), ξJ ∈ Al(V ), and ξK ∈ Ap(V ). Then, by Lemma 6.10,
(ξI ∧ ξJ) ∧ ξK = ξIJ ∧ ξK = ξIJK = ξI ∧ ξJK = ξI ∧ (ξJ ∧ ξK).
For (3), we simply note that
ζ ∧ η = 1
2
(ζ ⊗ η − η ⊗ ζ)
= −1
2
(η ⊗ ζ − ζ ⊗ η)
= −(η ∧ ζ).
Of course, (3) is just a special case of (4), which we prove by demonstrating on the basis
elements and extending by bilinearity. To that end, pick basis elements ξI ∈ Ak(V ) and
ξJ ∈ Al(V ) and note that
ξI ∧ ξJ = ξIJ = (−1)τξJI = (−1)τξJ ∧ ξI ,
where τ is the permutation sending IJ to JI. This permutation is accomplished via kl
transpositions, so (−1)τ = (−1)kl. 
We have now found a basis for Ak(V ) and endowed this vector space with an anti-
commutative product. It is conceivable now that we could combine all of these vector
spaces (for k ≥ 0) into a single graded algebra. Though we will not consider this object
in much detail, this graded algebra is referred to as the exterior algebra (or Grassmann
algebra) of V .
Definition. Define the set
A(V ) =
n⊕
k=1
Ak(V ).
By linearity, we extend the wedge product to A(V ) and obtain an algebra with unit 1 ∈
A0(V ). We call this the exterior algebra of V . The exterior algebra has a basis made up of
all elements of ξI , where I ∈ P({1, . . . , n}), so its dimension is 2n.
So the exterior algebra contains every alternating tensor on V of every degree, as well
as all possible sums of these tensors. In the next section, we will concern ourselves with the
case where V = Tx(M) for some smooth manifold M and a point x ∈M .
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6.3 Differential Forms
So far in this chapter we have discussed various multi-linear maps on an arbitrary vector
space V . We mentioned at the outset of the chapter that our goal was to use linear maps
to make local approximations to a manifold, so now we will consider V to be the tangent
space to a manifold M at some point p.
Definition. Given a smooth n-manifold M and a point p ∈ M , the dual space (Tp(M))∗
of Tp(M) is denoted T
∗
p (M) and is called the cotangent space of M at p. Its elements are
called cotangent vectors or just covectors.
A rather typical example of an element of the cotangent space is the differential f∗ of a
smooth, real-valued map f : M → R, evaluated at a point p ∈ M . So for a smooth map
f ∈ C∞(M) and a point point p ∈M , we have
f∗p : Tp(M)→ Tf(p)(R) = R ∈ T ∗p (M),
a linear map from T ∗p (M). Now if we have a coordinate chart (U ;x1, . . . , xn) on M , then
each of the coordinate functions xi : U → R has a differential map, which we can evaluate
at p ∈ U to obtain dxi = xi∗p. These coordinate function differentials then give us a basis
for all real-valued linear maps on Tp(M).
Proposition 6.12. Suppose U is an open subset of M with a coordinate system given by
x1, x2, . . . , xn. For each point y ∈ U , the collection{
dx1(y), dx2(y), . . . , dxn(y)
}
,
where dxi(y) = xi∗y : Ty(U)→ R, is the dual basis for T ∗y (M).
( Proof) This is immediate from the fact that{
∂
∂x1
∣∣∣∣
y
, · · · , ∂
∂xn
∣∣∣∣
y
}
gives a basis for Ty(U) for each y ∈ U . 
In the development of the tangent space T (M) of a smooth manifold, we first described
the tangent vectors to a point p ∈ M , and then considered vector fields, which are maps
X : M → T (M) that select a tangent vector for each point of M . In an analogous fashion,
we define covector fields, which assign a covector to each point of M . Just as with vector
fields, we are particularly interested in covector fields which are smooth.
Definition. A covector field ξ on M is a map which assigns to each point p ∈M an element
ξ(p) of T ∗p (M). We will say that ξ is a smooth covector field if for every coordinate chart
(U ;x1, . . . , xn) on M there exist smooth functions f1, . . . , fn ∈ C∞(U) such that
ξ(p) =
n∑
i=1
fi(x)dx
i(p), (6.2)
for every p ∈ U . The collection of all smooth covector fields on M is sometimes denoted
by X∗(M), but more frequently by Ω1(M). We define smooth covector fields on an open
subset U of M in a completely analogous fashion.
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Example. Consider the smooth function f : R3 → R defined by
f(x, y, z) = xy2 + yz + x2z.
The total differential of f is then
df = (y2 + 2xz)dx+ (2xy + z)dy + (y + x2)dz,
and this is a map on R3 which assigns a linear map dfp : R3 → R to each point p ∈ R3. For
example, for the point p = (1, 1, 1), we have
dfp = 3dxp + 3dyp + 2dzp,
a linear map from Tp(R3) = R3 to R. Since df is written as a sum — as in Equation 6.2 —
we see that df is indeed a smooth covector field on R3.
Just as we gave special attention in Section 6.2 to multilinear maps which are alternating,
we will be particularly interested in multilinear maps on Tp(M) which are alternating.
Elements of T ∗p (M) are 1-tensors on Tp(M), and so are defined to be alternating. We thus
have the identification T ∗p (M) = A1(Tp(M)), and may define
A1(T (M)) =
∐
p∈M
A1(Tp(M)),
the bundle of alternating 1-tensors on M . For 1-tensors, which are all alternating, this is
certainly gratuitous, but it allows us to characterize the smooth covector fields on M as the
smooth sections of A1(T (M)). That is,
Ω1(M) = Γ(A1(T (M))).
The reason for the introduction of this somewhat cumbersome notation is that, just as in
the earlier sections of this chapter, we would like to consider multilinear maps on Tp(M) of
greater rank than 1, and then consider smooth maps on M which assign such a multilinear
map to each point. To that end, we define the bundle of alternating k-tensors.
Definition. The bundle of alternating k-tensors is defined to be
Ak(T (M)) =
∐
p∈M
Ak(Tp(M)).
So the set Ak(T (M)) gathers up the alternating k-tensors on the tangent spaces Tp(M)
into a single disjoint union. As indicated by its name, Ak(T (M)) does indeed give us a
smooth vector bundle over M , a fact which we state here without proof.
Proposition 6.13. The set Ak(T (M)) is a smooth vector bundle of rank
(
n
k
)
over M .
Just as smooth sections ofA1(T (M)) give us covector fields, smooth sections ofAk(T (M))
will assign to each point of M an alternating k-tensor.
Definition. Let M be a smooth manifold. For k ≥ 1, a smooth k-form on M (or differential
k-form or just k-form) is a smooth map ω : T (M)× · · · × T (M)→ R whose restriction to
the fiber Tp(M)× · · ·×Tp(M) is an alternating k-tensor for all p ∈M . Notice that k-forms
are smooth sections of Ak(T (M)), so Ωk(M), the vector space of smooth k-forms on M , is
Ωk(M) = Γ(Ak(T (M))),
in perfect analogy with the k = 1 case.
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In Section 6.2, we defined the wedge product on alternating tensors, which produces
from a k-tensor and an l-tensor a (k+ l)-tensor. We may similarly define the wedge product
on differential forms by evaluating the original wedge product pointwise.
Definition. Given ω ∈ Ωk(M) and θ ∈ Ωl(M), we define the wedge product ω ∧ θ by
(ω ∧ θ)(x) = ω(x) ∧ θ(x),
for each x ∈M .
Just as the wedge product of an alternating k-tensor with an alternating l-tensor gives
an alternating (k+ l)-tensor, we claim that the wedge product of two differential forms gives
a differential form whose rank is the sum of the original ranks.
Proposition 6.14. Given a k-form ω ∈ Ωk(M) and an l-form θ ∈ Ωl(M), ω∧θ is a smooth
(k + l)-form on M .
( Proof) The fact that ω∧θ is a smooth section of Ak+l(T ∗(M)) is immediate from the fact
that ω and θ are smooth sections of their respective bundles. It remains to show that ω ∧ θ
is alternating. We do so by showing that whenever a collection of vectors v1, . . . , vk+l has
two vectors vi and vj that coincide, (ω ∧ θ)(v1, . . . , vk+l) = 0. By Proposition 6.8, this will
show that ω ∧ θ is alternating. Now writing
(ω ∧ θ)(v1, . . . , vk+l) = 1
k!l!
∑
σ∈Sk+l
(−1)σω(vσ(1), . . . , vσ(k))θ(vσ(k+1), . . . , vσ(k+l)),
we immediately note that if σ(r) = i and σ(s) = j with either 1 ≤ r, s ≤ k or k+ 1 ≤ r, s ≤
k + l, then
ω(vσ(1), . . . , vσ(k))θ(vσ(k+1), . . . , vσ(k+l)) = 0.
So we must only concern ourselves with two cases: one where 1 ≤ r ≤ k while k + 1 ≤ s ≤
k + l, and the other where k + 1 ≤ r ≤ k + l while 1 ≤ s ≤ k. Notice, however, that
ω(vσ(1), . . . , vσ(r)=i, . . . , vσ(k))θ(vσ(k+1), . . . , vσ(s)=j , . . . , vσ(k+l))
= (−1)ω(vσ(1), . . . , vσ(s)=j , . . . , vσ(k))θ(vσ(k+1), . . . , vσ(r)=i, . . . , vσ(k+l)),
since switching vσ(r) with vσ(s) requires a single transposition, and since vσ(r) = vσ(s). So
in our computation of (ω ∧ θ)(v1, . . . , vk+l) these two values will sum to zero, and we find
that ω ∧ θ is alternating. We may conclude that ω ∧ θ is a smooth (k + l)-form on M . 
Continuing our analogy with the space of alternating tensors built up in Section 6.2,
recall that for any vector space V , Ak(V ) has a basis given by
{ξi1 ∧ · · · ∧ ξik} ,
where I = (i1, . . . , ik) is an increasing multi-index and {ξ1, . . . , ξn} is the dual basis for V .
According to the following proposition, we may locally write each differential k-form on M
in a similar manner.
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Proposition 6.15. In any coordinate chart (U ;x1, x2, . . . , xn), a k-form ω ∈ Ωk(M) can
be written locally as
ω =
∑
I
ωI dx
i1 ∧ dxi2 ∧ · · · ∧ dxik =
∑
I
ωI dx
I , (6.3)
where I = (i1, i2, . . . , ik), 1 ≤ i1 < i2 < · · · < ik ≤ n, ωI ∈ C∞(U), and dxI is an
abbreviation for dxi1 ∧ dxi2 ∧ · · · ∧ dxik .
( Proof) First, for each increasing multi-index I = (i1, i2, . . . , ik) define
ωI = ω
(
∂
∂xi1
, · · · , ∂
∂xik
)
.
Then for any increasing multi-index J = (j1, j2, . . . , jk),(∑
I
ωI dxI
)(
∂
∂xj1
, · · · , ∂
∂xjk
)
=
∑
I
ωI dx
i1
(
∂
∂xj1
)
∧ · · · ∧ dxik
(
∂
∂xjk
)
= ωJ dx
j1
(
∂
∂xj1
)
∧ · · · ∧ dxjk
(
∂
∂xjk
)
= ω
(
∂
∂xj1
, · · · , ∂
∂xjk
)
.
So we see that (6.3) holds for all basis elements, and hence holds for any set of vector fields
X1, . . . , Xk ∈ X(U). 
So for a given coordinate chart, we have a way of expressing any differential form in terms
of the coordinate functions. Next, we would like a way to translate differential forms from
one smooth manifold to another via a smooth map; this is accomplished via the pullback
map.
Definition. Given a smooth map f : M → N between smooth manifolds and an integer
k ≥ 0, there is a pullback map f∗ : Ωk(N)→ Ωk(M) defined by
(f∗ω)x(v1, . . . , vk) = ωf(x)(f∗xv1, . . . , f∗xvk),
for all ω ∈ Ωk(N), x ∈M , and v1, . . . , vk ∈ Tx(M).
The next proposition claims that the pullback is a linear map, and that it plays nicely
with the wedge product.
Proposition 6.16. Suppose f : M → N is a smooth map between smooth manifolds.
(1) For each k ≥ 0, f∗ : Ωk(N)→ Ωk(M) is linear over R.
(2) For ω ∈ Ωk(N) and θ ∈ Ωl(N), f∗(ω ∧ θ) = (f∗ω) ∧ (f∗θ).
(3) In any smooth chart (V ; y1, y2, . . . , yn) on N ,
f∗
(∑
I
ωI dy
i1 ∧ · · · ∧ dyik
)
=
∑
I
(ωI ◦ f) d(yi1 ◦ f) ∧ · · · ∧ d(yik ◦ f),
where the summation takes place over increasing multi-indices of length k.
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( Proof) For (1), pick ω, θ ∈ Ωk(N), pick α, β ∈ R, pick x ∈M , and pick v1, . . . , vk ∈ Tx(M).
The linearity will follow from the definition of linear combinations on smooth forms:
(f∗(αω + βθ))x(v1, . . . , vk) = (αω + βθ)f(x)(f∗xv1, . . . , f∗xvk)
= αωf(x)(f∗xv1, . . . , f∗xvk) + βθf(x)(f∗xv1, . . . , f∗xvk)
= α(f∗ω)x(v1, . . . , vk) + β(f∗θ)x(v1, . . . , vk).
For (2), pick ω ∈ Ωk(N), θ ∈ Ωl(N), and x ∈ M , and let v1, . . . , vk+l be some collection of
vectors in Tx(M). Then
f∗(ω ∧ θ)x(v1, . . . , vk+l) = (ω ∧ θ)(f∗xv1, . . . , f∗xvk+l)
=
1
k!l!
∑
σ∈Sk+l
(−1)σω(f∗xvσ(1), . . . , f∗xvσ(k))θ(f∗xvσ(k+1), . . . , f∗xvσ(k+l))
=
1
k!l!
∑
σ∈Sk+l
(−1)σ(f∗ω)x(vσ(1), . . . , vσ(k))(f∗θ)x(vσ(k+1), . . . , vσ(k+l))
= (f∗ω ∧ f∗θ)x(v1, . . . , vk+l).
So we see that f∗(ω ∧ θ) = (f∗ω)∧ (f∗θ). Finally, for (3), suppose we have a smooth chart
(V ; y1, y2, . . . , yn) on N , and that we have ωI ∈ C∞(V ) for each increasing multi-index of
length k. Remark that since each ωI ∈ C∞(V ) is a 0-form, the pullback f∗ωI is just ωI ◦ f .
Then for y ∈ N and v1, . . . , vk ∈ Ty(N) we may use (2) to write
f∗
(∑
I
ωI dy
i1 ∧ · · · ∧ dyik
)
y
(v1, . . . , vk)
=
(∑
I
(f∗ωI)(f∗dyi1) ∧ · · · ∧ (f∗dyik)
)
y
(v1, . . . , vk)
=
∑
I
(ωI ◦ f)(y) dyi1f(y)(f∗yv1, . . . , f∗yvk) ∧ · · · ∧ dyikf(y)(f∗yv1, . . . , f∗yvk)
=
∑
I
(ωI ◦ f)(y) (dyi1f(y) ◦ f∗y)(v1, . . . , vk) ∧ · · · ∧ (dyikf(y) ◦ f∗y)(v1, . . . , vk)
=
∑
I
(ωI ◦ f)(y) d(yi1 ◦ f)y(v1, . . . , vk) ∧ · · · ∧ d(yik ◦ f)y(v1, . . . , vk)
=
(∑
I
(ωI ◦ f) d(yi1 ◦ f) ∧ · · · ∧ d(yik ◦ f)
)
y
(v1, . . . , vk).
So the formula given by (3) is proven. 
We turn our attention now to a rather different question in the study of differential
forms. We mentioned earlier that the prototypical example of a covector field — or smooth
1-form, as it were — on a smooth manifold M is the differential map of a smooth map f ∈
C∞(M). On the other hand, there must exist differential 1-forms which cannot be written
as the differential of a smooth map on M , and we are interested in necessary and sufficient
conditions for a 1-form ω to be such a differential (we call such forms exact). To that end,
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suppose that f ∈ C∞(M) and that ω = df . Given a coordinate chart (U ;x1, . . . , xn) on M ,
we may write
ω =
n∑
k=1
ωi dx
i.
Since ω = df , it must be the case that ωi =
∂f
∂xi
for each 1 ≤ i ≤ n. We also know that for
any 1 ≤ i, j ≤ n we have
∂2f
∂xi∂xj
=
∂2f
∂xj∂xi
,
so
∂ωi
∂xj
=
∂ωj
∂xi
for all 1 ≤ i, j ≤ n.
Definition. Suppose we have a coordinate chart (U ;x1, . . . , xn) on M . For every 1-form
ω ∈ Ω1(M), define dω ∈ Ω2(M), the exterior derivative of ω with respect to this coordinate
chart, by
dω =
∑
i<j
(
∂ωj
∂xi
− ∂ωi
∂xj
)
dxi ∧ dxj .
We call ω closed when dω = 0.
Example. We considered earlier a smooth function f : R3 → R given by
f(x, y, z) = xy2 + yz + x2z
and computed the differential map
df = (y2 + 2xz)dx+ (2xy + z)dy + (y + x2)dz.
The exterior derivative of df is then given by
d(df) =
(
∂ωy
∂x
− ∂ωx
∂y
)
dx ∧ dy +
(
∂ωz
∂x
− ∂ωx
∂z
)
dx ∧ dz +
(
∂ωz
∂y
− ∂ωy
∂z
)
dy ∧ dz
= (2y − 2y)dx ∧ dy + (2x− 2x)dx ∧ dz + (1− 1)dy ∧ dz
= 0.
More generally, if we have a 1-form ω = P dx+Q dy+R dz on R3, where P,Q, and R are
smooth functions on R3, then
dω =
(
∂Q
∂x
− ∂P
∂y
)
dx ∧ dy +
(
∂R
∂x
− ∂P
∂z
)
dx ∧ dz +
(
∂R
∂y
− ∂Q
∂z
)
dy ∧ dz.
Notice the striking similarity between the formula the exterior derivative of a covector field
and the curl of a vector field on R3. We may represent a vector field F as a 1-form by
writing ω = Fx dx+Fy dy+Fz dz. Then both curl(F ) and dω measure the extent to which
F “rotates” in R3, and differ only in the sign of their middle terms.
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Our above work shows that all exact 1-forms are closed — that is, if ω = df , then dω = 0.
This is sometimes written as d2 = 0, since d(df) = 0 for any smooth map f ∈ C∞(U). We
now have an operator d : C∞(M) → Ω1(M) which creates 1-forms from 0-forms and an
operator d : Ω1(M) → Ω2(M) which creates 2-forms from 1-forms. Moreover, just as we
were previously interested in 1-forms which can be written as the differential of a smooth
map, we may now be interested in 2-forms which can be written as the exterior derivative
of a 1-form. For these reasons we would like to have an operator
d : Ωk(M)→ Ωk+1(M)
for each k ∈ N such that d2 = 0. This motivates the following definition of the exterior
derivative, which agrees with the k = 0 and k = 1 cases we have already considered.
Definition. Given a coordinate chart (U ;x1, . . . , xn) on M , choose a k-form ω ∈ Ωk(M).
According to Proposition 6.15, we may write
ω =
∑
I
ωI dx
i1 ∧ dxi2 ∧ · · · ∧ dxik ,
where I = (i1, i2, . . . , ik), 1 ≤ i1 < i2 < · · · < ik ≤ n, and ωI ∈ C∞(U). Having written ω
in this way, we define its exterior derivative dω to be the (k + 1)-form given by
dω =
∑
I
dωI ∧ dxi1 ∧ dxi2 ∧ · · · ∧ dxik , (6.4)
where again the sum is taken over increasing multi-indices I. Note that this is a local
definition, depending on the selected coordinate chart.
In the interest of brevity, we will frequently write
dxI = dx
i1 ∧ · · · ∧ dxik
as a shorthand. (Not to be confused with the exterior derivative of some differential form
xI .)
Example. Suppose now that we have a 2-form on R3. This is given by
ω = P dx ∧ dy +Q dx ∧ dz +R dy ∧ dz.
Applying the formula given in Equation 6.4,
dω = dP ∧ dx ∧ dy + dQ ∧ dx ∧ dz + dR ∧ dy ∧ dz
=
(
∂P
∂x
dx+
∂P
∂y
dy +
∂P
∂z
dz
)
∧ dx ∧ dy +
(
∂Q
∂x
dx+
∂Q
∂y
dy +
∂Q
∂z
dz
)
∧ dx ∧ dz
+
(
∂R
∂x
dx+
∂R
∂y
dy +
∂R
∂z
dz
)
∧ dy ∧ dz
=
∂P
∂z
dz ∧ dx ∧ dy + ∂Q
∂y
dy ∧ dx ∧ dz + ∂R
∂x
dx ∧ dy ∧ dz
=
(
∂P
∂z
− ∂Q
∂y
+
∂R
∂x
)
dx ∧ dy ∧ dz.
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We claim now that the exterior derivative is linear, exhibits an alternating form of the
Leibniz rule over the wedge product, and vanishes on exact forms.
Lemma 6.17. The exterior derivative d satisfies the following properties:
(1) d is linear over R.
(2) If ω ∈ Ωk(M) and θ ∈ Ωl(M), then
d(ω ∧ θ) = dω ∧ θ + (−1)kω ∧ dθ.
(3) d(dω) = 0 for every ω ∈ Ωk(M).
( Proof) For the linearity of d, suppose we have ω, θ ∈ Ωk(M) and α, β ∈ R. Then, if
ω =
∑
I
ωI dxI and θ =
∑
I
θI dxI
for some coordinate chart (U ;x1, . . . , xn) on M , we have
αω + βθ =
∑
I
(αωI + βθI)dxI ,
where each sum is, as usual, over increasing multi-indices of length k. So
d(αω + βθ) =
∑
I
d(αωI + βθI) ∧ dxI
= α
∑
I
dωI ∧ dxI + β
∑
I
dθI ∧ dxI
= α dω + β dθ.
So we see that d is R-linear. Now that we have linearity, we may prove (2) by verifying the
equation for ω = f dxI ∈ Ωk(M) and θ = g dxJ ∈ Ωl(M). Now we have
ω ∧ θ = 1
k!l!
∑
σ∈Sk+l
(−1)σω(vσ(1), . . . , vσ(k))θ(vσ(k+1), . . . , vσ(k+l))
=
1
k!l!
∑
σ∈Sk+l
(−1)σf dxI(vσ(1), . . . , vσ(k))g dxJ(vσ(k+1), . . . , vσ(k+l))
= f · g 1
k!l!
∑
σ∈Sk+l
(−1)σdxI(vσ(1), . . . , vσ(k)) dxJ(vσ(k+1), . . . , vσ(k+l))
= fg dxI ∧ dxJ .
From this we compute
d(ω ∧ θ) = d(fg) ∧ dxI ∧ dxJ
= (g df + f dg) ∧ dxI ∧ dxJ
= g df ∧ dxI ∧ dxJ + f dg ∧ dxI ∧ dxJ
= (df ∧ dxI) ∧ (g dxJ) + (−1)k(f dxI) ∧ (dg ∧ dxJ)
= dω ∧ θ + (−1)kω ∧ dθ.
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The (−1)k factor arises from the fact that switching dg with dxI = dxi1 ∧· · ·∧dxik requires
k transpositions. We now have (2). Finally, for (3) suppose we have a coordinate chart
(U ;x1, . . . , xn). Since d is linear, we consider only the case where ω = f dxI . Then
dω = df ∧ dxI =
n∑
j=1
∂f
∂xj
dxj ∧ dxI .
This leads us to
d(dω) =
n∑
j=1
d
(
∂f
∂xj
)
∧ (dxj ∧ dxI)
=
n∑
j,k=1
∂2f
∂xj∂xk
dxj ∧ dxk ∧ dxI .
But the alternating nature of the wedge product and the equality of mixed partials together
imply that this last expression vanishes, so we have (3). 
Note that we gave only a local definition for the exterior derivative; that is, before
defining the d we required a coordinate chart (U ;ϕ). The following lemma shows that if
we also define exterior differentiation with respect to the coordinate chart (V ;ψ), the two
definitions will agree on U ∩ V .
Lemma 6.18. If two operators on differential forms satisfy the properties of the previous
lemma and agree on functions, then they are identical.
( Proof) Suppose we have d as defined above as well as some operator d′ defined on smooth
forms, that d′ satisfies the above properties, and that d = d′ on functions. Suppose further
that we have a coordinate chart (U ;x1, . . . , xn) on M . We must show that dω = d′ω for
any ω = f dxI . Note that
d′(f dxI) = (d′f)dxI + f d′(dxI)
= (df)dxI + f d
′(dxI)
= dω + f d′(dxI).
Since d and d′ agree on functions, we have
dxI = dx
i1 ∧ · · · ∧ dxik = d′xi1 ∧ · · · ∧ d′xik = d′xI ,
so d′(dxI) = d′(d′xI) = 0. So d′(f dxIei) = dω, and we see that d and d′ are identical. 
Corollary 6.19. There is a unique operator d : Ωk(M)→ Ωk+1(M), defined for all k, that
satisfies the above properties and reduces to df =
∑ ∂f
∂xi
dxi on functions.
( Proof) We may define a d for each coordinate chart as above; by the lemma these operators
must agree on the intersections of the coordinate charts. 
Before defining the exterior derivative we defined the pullback of a differential form
on a smooth manifold N under a smooth map f : M → N , which allowed us to create
differential forms on M from the differential forms on N . One of the most important (and
perhaps most impressive) properties of the exterior derivative is the fact that it respects the
pullback operation. This feature is called the naturality of d, and it is vital in the pursuit
of a coordinate-independent differential calculus on smooth manifolds.
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Theorem 6.20. [Naturality of d] If f : M → N is a smooth map between manifolds, then
the following diagram commutes for all k:
Ωk(N) Ωk+1(N)
Ωk(M) Ωk+1(M)
f∗
d
f∗
d
( Proof) Suppose we have a coordinate chart (V ; y1, . . . , yn) on N . Since the exterior deriva-
tive and pullback maps are linear, we may prove the result by showing that the following
equation holds for ω = ωI dyI ∈ Ωk(N):
f∗(dω) = d(f∗ω). (6.5)
Using the formula given in Proposition (3), we have
f∗(dω) = f∗(dωI ∧ dyI)
= d(ωI ◦ f) ∧ d(yi1 ◦ f) ∧ · · · ∧ d(yik ◦ f)
= d((ωI ◦ f) d(yi1 ◦ f) ∧ · · · ∧ d(yik ◦ f))
= d(f∗ω).
So (6.5) holds, and the diagram commutes. 
Though the initial definition of the exterior derivative was given in terms of some co-
ordinate chart on M , Corollary 6.19 and Theorem 6.20 tell us that the important features
of the exterior derivative are, in fact, coordinate-independent. For that reason, it seems
reasonable that, given a k-form ω on M , we could find a coordinate-free expression for the
exterior derivative dω. In the case of a 0-form f ∈ C∞(M), we have df(X) = X(f) for
any smooth vector field X on M . Next we consider a 1-form ω ∈ Ω1(M) and determine an
expression for dω(X,Y ) for any smooth vector fields X and Y on M .
Lemma 6.21. Let ω ∈ Ω1(M) be a smooth 1-form on the smooth manifold M , and let X
and Y be two vector fields on M . Then
dω(X,Y ) = [X(ω(Y ))− Y (ω(X))− ω([X,Y ])] . (6.6)
( Proof) Every 1-form can be expressed locally — that is, in a coordinate chart (U ;x1, . . . , xn)
— in the form ω = f dg, where f, g ∈ C∞(U). This means it suffices to verify the formula
for this form. On the left we have
dω(X,Y ) = (df ∧ dg)(X,Y )
=
(1 + 1)!
1!1!
Alt(df ⊗ dg)(X,Y )
= 2!
1
2!
(df(X)dg(Y )− df(Y )dg(X))
= X(f)Y (g)− Y (f)X(g).
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And on the right hand side we have
X(ω(Y ))− Y (ω(X))− ω([X,Y ]) = X(f dg(Y ))− Y (f dg(X))− f dg([X,Y ])
= X(fY (g))− Y (fX(g))− f [X,Y ](g)
= X(f)Y (g) + fX ◦ Y (g)− Y (f)X(g)− fY ◦X(g)− f [X,Y ](g)
= X(f)Y (g)− Y (f)X(g).
So we see that (6.6) holds. 
The formulae given for the exterior derivative of a 0-form or 1-form are the most often
used, since we deal frequently with such low-rank forms. In the interest of completeness, we
compute now a coordinate-free formula for the exterior derivative of a k-form ω ∈ Ωk(M),
evaluated on k + 1 smooth vector fields X0, . . . , Xk.
Lemma 6.22. Let ω ∈ Ωk(M) be a k-form on the smooth manifold M , and let X0, . . . , Xk
be smooth vector fields on M . Then
dω(X0, . . . , Xk) =
k∑
i=0
(−1)iXi(ω(X0, . . . , X̂i, . . . , Xk))
+
∑
i<j
(−1)i+jω([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xk),
(6.7)
where the hat notation indicates that an entry should be omitted.
( Proof) As in the previous lemma, we must only verify the equation on such forms as
ω = f dxI . Also as before, we first manipulate the left side:
dω(X0, . . . , Xk) = (df ∧ dxI)(X0, . . . , Xk)
=
(k + 1)!
k!1!
1
(k + 1)!
∑
σ∈Sk+1
(−1)σdf(Xσ(0))dxI(Xσ(1), . . . , Xσ(k))
=
1
k!
k∑
i=0
(−1)i
∑
σ∈Sk
(−1)σdf(Xi)dxI(Xσ(0), . . . , X̂i, . . . , Xσ(k))
 .
This last equality is accomplished by applying each permutation σ ∈ Sk+1 to the indices, and
then using i transpositions to move Xi to the front of the collection. Now using the facts that
df(Xi) = Xi(f) and that dxI(X0, . . . , X̂i, . . . , Xk) = (−1)σdxI(Xσ(0), . . . , X̂i, . . . , Xσ(k)), we
have
dω(X0, . . . , Xk) =
1
k!
k∑
i=0
(−1)i
∑
σ∈Sk
Xi(f)dxI(X0, . . . , X̂i, . . . , Xk)

=
1
k!
k∑
i=0
(−1)i · k! ·Xi(f)dxI(X0, . . . , X̂i, . . . , Xk)
=
k∑
i=0
(−1)iXi(f)dxI(X0, . . . , X̂i, . . . , Xk).
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Before working with the right side in its entirety, we express a part of it in a new way:
(−1)iXi(ω(X0, . . . , X̂i, . . . , Xk))
= (−1)iXi(f dxI(X0, . . . , X̂i, . . . , Xk))
= (−1)iXi(f)dxI(X0, . . . , X̂i, . . . , Xk) + (−1)if Xi(dxI(X0, . . . , X̂i, . . . , Xk))
= (−1)i
[
Xi(f)dxI(X0, . . . , X̂i, . . . , Xk) + f
[
dxI(XiX0, . . . , X̂i, . . . , Xk)
+dxI(X0, XiX1, . . . , X̂i, . . . , Xk) + . . .+ dxI(X0, . . . , X̂i, . . . , XiXk)
]]
= (−1)i
[
Xi(f)dxI(X0, . . . , X̂i, . . . , Xk)
+f
i−1∑
j=0
(−1)jdxI(XiXj , X0, . . . , X̂j , . . . , X̂i, . . . , Xk)
+f
k∑
j=i+1
(−1)j−1dxI(XiXj , X0, . . . , X̂i, . . . , X̂j , . . . , Xk)
 .
Finally, we substitute this expression into the right side of the equality:
k∑
i=0
(−1)iXi(f dxI(X0, . . . , X̂i, . . . , Xk)) +
∑
i<j
(−1)i+jf dxI([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xk)
=
k∑
i=0
(−1)iXi(f)dxI(X0, . . . , X̂i, . . . , Xk)
+
∑
i<j
(−1)i+jf dxI(XjXi, X0, . . . , X̂i, . . . , X̂j , . . . , Xk)
−
∑
i<j
(−1)i+jf dxI(XiXj , X0, . . . , X̂i, . . . , X̂j , . . . , Xk)
+
∑
i<j
(−1)i+jf dxI([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xk)
=
k∑
i=0
(−1)iXi(f)dxI(X0, . . . , X̂i, . . . , Xk).
So we see that our formula holds. 
Remark. Since we defined the exterior derivative so that d(dω) = 0 for all differential
forms ω, we see that every exact form is closed, but it is not the case that all closed forms
are exact. It is often important to know which differential forms are closed or exact, and an
interesting way of studying this question was developed by Georges de Rham. We may define
an equivalence relation ∼ on Cp(M), the collection of closed differential p-forms on M , by
writing ω ∼ η if ω−η is an exact differential form. This will partition Cp(M) into equivalence
classes of cohomologous forms, and the resulting quotient space, HpdR, is called the p
th de
Rham cohomology group of M . Defining such a structure leads to a number of interesting
results; arguably the most striking result is the fact that the de Rham cohomology groups
are topological invariants.
We have now built up the various facts about differential forms that we will need in Chapter
8.
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Chapter 7
Riemannian Geometry
In this chapter we finally begin to quantify the “shape” of a manifold. In particular,
we define the metric properties of a manifold, such as the lengths of curves, angles between
curves, and volumes of subsets. In a sense we are exploring the manifold as an inhabitant
of the manifold would, defining the metric properties accordingly. Before defining the
metric properties, however, we study parallelism in a manifold. For a given curve in the
manifold and a particular tangent vector at a point in this curve, we imagine an inhabitant
traveling along the curve, doing her best to hold this vector “constant”, and call such motion
parallel. This requires us to connect the tangent spaces of a manifold to one another in a
smooth manner, which motivates affine connections, the subject of Section 7.1. Once we
have defined the metric properties of a Riemannian manifold, we may narrow our focus
to parallel motion which preserves these properties, as we do in Section 7.2. In Sections
7.3 and 7.4 we study volume and curvature on a manifold, respectively. The former is
clearly a metric property; the fact that the latter is also a metric property is the content of
Gauss’s Theorema Egregium. It should be noted that the author first learned this material
from [5, Chapter 10] and [8]. Though there are several thematic differences between those
presentations and this one, most of the results given here can be found in those two sources.
7.1 Affine Connections
In this section we consider the notion of parallelism on a manifold. In Euclidean space,
if we wanted to push a vector along a smooth curve in a “parallel” manner, we would
simply ensure that the vector is pointing in the same direction throughout its journey along
the curve. On a smooth manifold, though, this notion of “direction” becomes somewhat
muddled; to be convinced of this, consider two travelers leaving the North Pole in opposite
directions, but both traveling south. The approach that we take to determining parallel
motion along a curve is to define a connection on the smooth manifold, which gives us a
way to link the tangent spaces of the manifold. We will then find that each connection
determines a unique covariant derivative along a curve in the manifold, and we may define
parallel motion to be that motion for which the covariant derivative vanishes. First, however,
we must define vector fields along smooth curves.
Definition. Let s : [a, b] → Rn be a smooth path into Rn. A vector field along s is a
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smooth map v : [a, b]→ T (Rn) = Rn such that the diagram
T (Rn)
[a, b] Rn
v pi
s
commutes. The set of vector fields along s is denoted X(s).
Remark. Note that considering the restrictions X|s of smooth vector fields X ∈ X(M)
on M to the curve s will not suffice. There may be distinct values t1, t2 ∈ [a, b] for which
s(t1) = s(t2), in which case a smooth vector field v ∈ X(s) may have v(t1) 6= v(t2), as can
be seen in Figure 7.1. If we required all smooth vector fields along s to be of the form
v(t) = Xs(t), then we would exclude the smooth vector fields for which v(t1) 6= v(t2).
s(t)
s˙(t1)
s˙(t2)
Figure 7.1: A vector field along a curve. In this case, even though s(t1) = s(t2),
s˙(t1) 6= s˙(t2), so there is no smooth vector field defined on M which agrees with
s˙. This is why we must define vector fields along a smooth curve, rather than
just considering the restrictions of smooth vector fields on M to this curve.
Now when we say that v is parallel along s we really mean that v is constant along s.
From this perspective, it seems reasonable to define a derivative along s such that parallel
vector fields are those for which this derivative vanishes everywhere. Since each v ∈ X(s)
can be written
v(t) =
n∑
i=1
vi(t)
∂
∂xi
∣∣∣∣
s(t)
,
we define the covariant derivative of v along s to be
Dv
dt
=
n∑
i=1
dvi
dt
∂
∂xi
∣∣∣∣
s(t)
.
We may now say that a vector field v ∈ X(s) along s is parallel along s if and only if
Dv
dt
≡ 0.
At this point it might seem fair to accuse ourselves of having built up an excess of machinery
just to determine whether or not a vector field is constant along a curve. But — as is the
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case with many questions in geometry — the simplicity of our solution is a direct result
of the fact that we are operating in Euclidean space. When the space in which we are
working is allowed to take on a less familiar shape, the question of whether or not a vector
field is parallel does not always simplify to whether or not the vector field is constant.
In anticipation of the taller task ahead, we now introduce even heavier machinery before
leaving the friendly confines of Euclidean space.
Definition. Let U ⊆ Rn be open, and choose X,Y ∈ X(U). We may write
X =
n∑
i=1
fi
∂
∂xi
and Y =
n∑
j=1
gj
∂
∂xj
.
Having expressed the smooth vector fields in this way, we define the Euclidean connection
D : X(U)× X(U)→ X(U)
by
DXY =
n∑
j=1
X(gj)
∂
∂xj
=
n∑
i,j=1
fi
∂gj
∂xi
∂
∂xj
,
for any X,Y ∈ X(U).
Notice that for any X,Y ∈ X(U) and f ∈ C∞(U), we have
DfXY = fDXY and DX(fY ) = X(f)Y + fDXY. (7.1)
Moreover, if we consider a smooth vector field X =
∑n
i=1 fi ∂/∂x
i ∈ X(Rn) and restrict it
to a smooth curve s in Rn, we find that
D
dt
(X|s)(t) =
n∑
i=1
d
dt
(fi|s) ∂
∂xi
∣∣∣∣
s(t)
=
n∑
i=1
 n∑
j=1
(s˙(t))j
∂fi
∂xj
 ∂
∂xi
∣∣∣∣
s(t)
=
n∑
i,j=1
(s˙(t))j
∂fi
∂xj
∂
∂xi
∣∣∣∣
s(t)
= Ds˙(t)(X).
So we can recover the covariant derivative along s from the operator D. In fact, D is the
only operator on X(U)× X(U) with the properties given in (7.1) that has this relationship
with the covariant derivative D/dt, so in many ways studying the connection D will be
equivalent to studying D/dt.
The Euclidean connection is so named because it gives us a way of connecting one
tangent space to another, and hence a way of studying parallelism along curves. We would
like to study parallelism along curves in arbitrary smooth manifolds, rather than just curves
in Rn. Historically this was first approached by defining, as we did in Euclidean space, a
covariant derivative along a curve and deeming parallel those vector fields along the curve
for which the covariant derivative vanished. But, as we hinted towards above, if we have
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Figure 7.2: Parallel transport about S1 in R2. In Euclidean space, “parallel”
ultimately means “constant”.
an operator ∇ : X(M) × X(M) → X(M) that satisfies certain properties, we may recover
a covariant derivative from this operator. Though this operator — which we will call a
connection — may seem bulkier (and certainly less natural) than a covariant derivative, it
will prove to be computationally more effective. We are now ready to define connections on
smooth manifolds.
Definition. Let M be a smooth manifold. An affine connection (or, in this chapter, just
connection) on M is an R-bilinear map
∇ : X(M)× X(M)→ X(M),
written ∇(X,Y ) = ∇XY , with the following properties:
(1) ∇fXY = f∇XY and
(2) ∇X(fY ) = X(f)Y + f∇XY ,
for all f ∈ C∞(M) and all X,Y ∈ X(M).
Note by property (1) that ∇ is C∞-linear in the first argument, and hence that if we
have v ∈ Tx(M) and Y ∈ X(M), then ∇vY ∈ Tx(M) is defined. On the other hand,
property (2) tells us that ∇ is not C∞-linear in the second argument. However, property
(2) can be used to show that ∇vY ∈ Tx(M) depends on only on the values of Y in an
arbitrarily small neighborhood of x, and we may thus restrict connections to open subsets
of M . Since connections are meant to connect the various tangent spaces of a manifold, it
is an important fact that every smooth manifold admits a connection; we verify this fact
now.
Theorem 7.1. Every smooth manifold M has an affine connection.
( Proof) Let M be a smooth n-manifold, and let
{
(Uα;x
1
α, . . . , x
n
α)
}
α∈A be a smooth struc-
ture on M . For each α ∈ A, let Dα be the Euclidean connection on Uα, relative to the
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coordinates x1α, . . . , x
nα. Moreover, let {λα}α∈A be a smooth partition of unity subordinate
to the smooth structure. Given X,Y ∈ X(M), write Xα = X|Uα and Yα = Y |Uα for each
α ∈ A and define
∇ : X(M)× X(M)→ X(M)
by
∇XY =
∑
α∈A
λαD
α
XαYα ∈ X(M)
for each X,Y ∈ X(M). We claim that ∇, so defined, is a connection on M . To that end,
note that the R-bilinearity of the Euclidean connection clearly implies that ∇ is R-bilinear.
Next, pick f ∈ C∞(M) and X,Y ∈ X(M). Then
∇fX(Y ) =
∑
α∈A
λαD
α
fXαYα =
∑
α∈A
λαfD
α
XαYα
= f
∑
α∈A
λαD
α
XαYα = f∇XY,
and
∇X(fY ) =
∑
α∈A
λαD
α
Xα(fYα) =
∑
α∈A
λα
(
Xα(f)Yα + fD
α
XαYα
)
=
∑
α∈A
λαXα(f)Yα + f
∑
α∈A
λαD
α
XαYα
= X(f)Y + f∇XY.
So ∇ is a connection on M , and our theorem is proven. 
In the particular case that M ⊂ Rm is a smoothly imbedded n-manifold, one might
expect the Euclidean connection to suffice for the study of parallelism. One obstruction to
this being the case is that for a given curve s in M , D/dt, the covariant derivative induced by
the Euclidean connection, is not necessarily closed on X(s). To see this, consider the smooth
manifold S1 in R2 and the smooth curve s : (−pi, pi) → S1 given by s(θ) = (cos θ, sin θ).
Then the velocity field v along s is given by
v(θ) = s˙(θ) = − sin θ ∂
∂x1
+ cos θ
∂
∂x2
= 〈− sin θ, cos θ〉 .
Now, to an observer on S1, v is parallel along s. Since S1 is a 1-manifold, each tangent
space Tx(S
1) is a one-dimensional vector space, and v(θ) ∈ Ts(θ)(M) is constant along s.
To an observer on S1, then, the derivative of v along s should vanish. However, using the
Euclidean covariant derivative, we find that
Dv
dθ
= 〈− cos θ,− sin θ〉 ,
so not only does Dv/dθ fail to vanish, it is not even an element of Ts(θ)(S
1), as can be seen
in Figure 7.3. We see that the Euclidean connection fails to be a connection on M , since its
range does not lie within X(M). We endeavor now to describe a very important example of
an operator which is a connection on smoothly imbedded submanifolds of Euclidean space.
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Figure 7.3: A covariant derivative. Here the curve s(θ) = (cos θ, sin θ) is shown,
along with v(θ) = s˙(θ) and Dv/dθ, which is dashed. Notice that Dv/dθ does
not vanish, but it is perpendicular to Ts(θ)(S
1).
For each point x ∈M of a smoothly imbedded n-manifold M ⊂ Rm, we have a canonical
identification Tx(Rm) = Rm. We can define for each x ∈M a vector space
νx(M) = {v ∈ Tx(Rm)|v ⊥ Tx(M)} ,
where v ∈ Tx(Rm) is perpendicular to w ∈ Tx(M) if v ⊥ w as vectors in Rm. We now have
a vector space decomposition
Tx(Rm) = Tx(M)⊕ νx(M).
Then
ν(M) =
⋃
x∈M
νx(M) ⊂ T (Rm)|M
is a vector bundle of rank (m− n) over M , and we have a canonical vector bundle decom-
position
T (Rm)|M = T (M)⊕ ν(M).
We call ν(M) the normal bundle of M in Rm, and denote the natural projection
T (M)⊕ ν(M)→ T (M)
by p : T (M)⊕ ν(M)→ T (M).
As we mentioned above, the Euclidean connection DXY of two vector fields X,Y ∈
X(M) does not consistently produce an element of X(M) for n-manifolds M . In fact, we
have not even verified that DXY is well-defined for such fields; we claim now that DXY
is indeed a well-defined section of T (Rm)|M . To that end, pick x ∈ M and some open
neighborhood U of x in Rm and consider extensions X˜ and Y˜ of X|(U ∩M) and Y |(U ∩M)
to vector fields on U . As mentioned above, the value of (DX˜ Y˜ )x depends only on Y˜ and
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the value X˜x = Xx. Now write Xx = 〈s〉x as an infinitesimal curve, where s : (−, )→M
is smooth and s(0) = x, and write
X˜ =
m∑
i=1
fi
∂
∂xi
and Y˜ =
m∑
j=1
gj
∂
∂xj
.
Then
(DX˜ Y˜ )x = DXx Y˜ = Ds˙(0)Y˜
=
D
dt
(
Y˜ |s
)
(0) =
d
dt
(
Y˜s(t)
) ∣∣∣∣
t=0
=
d
dt
(
Ys(t)
) ∣∣∣∣
t=0
.
So we see that DX˜ Y˜ depends only on X and Y , and not on the selected extensions. So we
see that DXY ∈ Γ(T (Rm)|M) is defined. However, we have seen that DXY , while defined,
is not always a section of T (M). To remedy this, we may use the map p to project DXY
onto T (M) and thus recover the portion of DXY which M can “see”. This projection will
give a connection on M , as defined below.
Definition. If M ⊂ Rm is a smoothly imbedded n-manifold, then the operator
∇ : X(M)× X(M)→ X(M)
defined by
∇XY = p(DXY ),
for every X,Y ∈ X(M), is called the Levi-Civita connection on M .
Proposition 7.2. The Levi-Civita connection is an affine connection on M .
( Proof) The bilinearity of ∇ follows from the linearity of p and the bilinearity of D. Now
choose X,Y ∈ X(M) and f ∈ C∞(M). Then
∇fXY = p(DfXY ) = p(f ·DXY ) = f · p(DXY ) = f · ∇XY
and
∇X(fY ) = p(X(f)Y + f ·DXY )
= X(f)Y + f · p(DXY )
= X(f)Y + f · ∇XY.
So ∇ satisfies properties (1) and (2) of the definition of a connection. 
Example. In the example above, where we considered a smooth curve s : (−pi, pi) → S1
defined by θ 7→ (cos θ, sin θ), we found that
Dv
dt
= 〈− cos θ,− sin θ〉 .
However, one can see in Figure 7.3 that Dv/dθ is perpendicular to Ts(θ)(S
1) for each θ, and
hence that p(〈− cos θ,− sin θ〉) = 0. So we see that the Levi-Civita connection recognizes
our velocity field as parallel along s.
103
Now just as the Euclidean covariant derivative along a curve in Rn was associated to
the Euclidean connection on Rn, we want to associate to each connection its own covariant
derivative. This will allow us to formalize the notion of parallelism along curves in smooth
manifolds, and to use affine connections to study this parallelism. In the above definition of
a vector field along a smooth curve s : [a, b]→ Rn, each instance of Rn may be replaced by
M , some smooth n-manifold, to obtain a definition for smooth vector fields along a curve
s : [a, b]→M and the associated vector space X(s).
Definition. Let ∇ be an affine connection on the smooth manifold M . An associated
covariant derivative is an operator
∇
dt
: X(s)→ X(s),
defined for every smooth curve s on M , and having the following properties:
(1) ∇/dt is R-linear;
(2) (∇/dt)(fv) = (df/dt)v + f(∇/dt)(v), for all f ∈ C∞([a, b]) and all v ∈ X(s);
(3) if Y ∈ X(M), then
∇
dt
(Y |s)(t) = ∇s˙(t)(Y ) ∈ Ts(t)(M),
for a ≤ t ≤ b.
The study of parallelism on a smooth manifold M then calls on us to find the smooth
vector fields v ∈ X(s) along s for which ∇v/dt ≡ 0; the following definition formalizes this
notion.
Definition. Let M be a smooth manifold with an affine connection ∇. Suppose we have a
vector field v ∈ X(s) along a smooth path s : [a, b]→M . If ∇v/dt ≡ 0 on s, then v is said
to be parallel along s, relative to ∇.
We stated above that we hope to study parallelism on a smooth manifold M via connec-
tions on M , rather than covariant derivatives. The following theorem gives us the desired
correspondence between the two objects.
Theorem 7.3. To each affine connection ∇ on M , there is an associated unique covariant
derivative ∇/dt.
Before proving this theorem, we define a collection of smooth functions by which we
may express the connection in a coordinate chart.
Definition. Given an affine connection ∇ on a smooth manifold M and a coordinate chart
(U ;x1, . . . , xn), set ξi =
∂
∂xi
for each 1 ≤ i ≤ n and write
∇ξiξj =
n∑
k=1
Γkijξk
for each 1 ≤ i, j ≤ n. The functions Γkij ∈ C∞(U) are called the Christoffel symbols of ∇ in
the given local coordinates.
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( Proof of Theorem 7.3) Suppose that M is a smooth n-manifold and that ∇ is an affine
connection on M . We begin by proving that if ∇/dt is a covariant derivative associated to
∇, then ∇/dt is unique. To that end, select an arbitrary coordinate chart (U ;x1, . . . , xn)
on M and define ξi,x =
∂
∂xi
∣∣
x
for each 1 ≤ i ≤ n and x ∈ U . Now consider a smooth curve
s : [a, b]→ U , pick v ∈ X(s), and write
v(t) =
n∑
i=1
vi(t)ξi,s(t), and s˙(t) =
n∑
j=1
uj(t)ξj,s(t).
Letting Γkij represent the Christoffel symbols of ∇, property (2) of the definition of a co-
variant derivative implies that
∇v
dt
=
n∑
i=1
(
dvi
dt
ξi + v
i∇ξi
dt
)
=
n∑
k=1
dvk
dt
ξk +
n∑
i=1
vi∇s˙(t)ξi
=
n∑
k=1
dvk
dt
ξk +
n∑
i,j=1
viujΓkijξk

=
n∑
k=1
dvk
dt
+
n∑
i,j=1
viujΓkij
 ξk.
But this last equation gives an explicit formula for the covariant derivative in terms of the
coordinate chart. Since any covariant derivative associated to ∇ will satisfy this formula,
∇/dt is unique on (U ;x1, . . . , xn). Since the selected coordinate chart was arbitrary, we see
that ∇/dt is in fact unique on all of M .
Next we would like to show that given the connection ∇ on M , there exists an associated
covariant derivative ∇/dt. In any coordinate chart (U ;x1, . . . , xn), we may define ∇/dt
along a smooth curve s : [a, b]→ U by the formula given above. Now for any v1, v2 ∈ X(s)
and c, d ∈ R we have
∇(cv1 + dv2)
dt
=
n∑
k=1
 d
dt
(cv1 + dv2)
k +
n∑
i,j=1
(cv1 + dv2)
iujΓkji
 ξk
= c
n∑
k=1
dvk1
dt
+
n∑
i,j=1
vi1u
jΓkji
 ξk + d n∑
k=1
dvk2
dt
+
n∑
i,j=1
vi2u
jΓkji
 ξk
= c
∇v1
dt
+ d
∇v2
dt
.
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So ∇/dt is linear over R. For any f ∈ C∞([a, b]) and v ∈ X(s) we have
∇
dt
(fv) =
n∑
k=1
d(fv)k
dt
+
n∑
i,j=1
(fv)iujΓkji
 ξk
=
n∑
k=1
f dvk
dt
+
df
dt
vk +
n∑
i,j=1
fviujΓkji
 ξk
=
n∑
k=1
df
dt
vkξk + f
n∑
k=1
dvk
dt
+
n∑
i,j=1
viujΓkji
 ξk
=
df
dt
v + f
∇v
dt
,
and we see that ∇/dt satisfies property (2) of the definition of covariant derivatives. Finally,
consider Y ∈ X(M) and write
y(t) = (Y |s)(t) =
n∑
i=1
yi(t)ξi,s(t).
Then
∇
dt
(Y |s)(t) =
n∑
k=1
dyk
dt
(t) +
n∑
i,j=1
yi(t)uj(t)Γkji(t)
 ξk,s(t)
=
n∑
k=1
 n∑
j=1
uj(t)ξj,s(t)(y
k(t))ξk,s(t)
+ n∑
i,j=1
yi(t)uj(t)∇ξj,s(t)ξi,s(t)
=
n∑
i,j=1
(
uj(t)ξj,s(t)(y
i)ξi,s(t) + y
i(t)uj(t)∇ξj,s(t)ξi,s(t)
)
=
n∑
i,j=1
(
uj(t)∇ξj,s(t)(yiξi,s(t))
)
=
n∑
j=1
(
uj(t)∇ξj,s(t)Y
)
= ∇s˙(t)Y.
So ∇/dt interacts appropriately with ∇, and is therefore a covariant derivative associated
to ∇. Note that ∇/dt is actually only associated to the connection ∇|U , since we re-
stricted ourselves to curves on U . However, the uniqueness argument above implies that if
(V ; y1, . . . , yn) is another coordinate chart on M , then the covariant derivatives associated
to ∇|U and ∇|V must agree on U ∩ V . In this way we may piece together these local defi-
nitions of ∇/dt to obtain a global definition. Then ∇/dt is the unique covariant derivative
associated to ∇, and our proof is complete. 
Given a covariant derivative ddt along a smooth curve s : [a, b] → M , parallel vector
fields along s are of course those vector fields v ∈ X(s) for which
dv
dt
≡ 0.
Now that we have associated a unique covariant derivative to each connection ∇, it makes
sense to determine whether or not a vector field v ∈ X(s) is parallel with respect to the
connection.
106
Definition. Let ∇ be an affine connection on a smooth manifold M , and let s : [a, b]→M
be smooth. We call a smooth vector field v ∈ X(s) parallel if
∇v
dt
≡ 0,
where ∇/dt is the unique covariant derivative associated to ∇.
We claim now that beginning with any tangent vector to M at a point s(c) along the
curve s : [a, b]→ M , a smooth vector field v ∈ X(s) can be found which is parallel along s
and for which v(c) agrees with our original vector. In this way, v transports the vector along
s in a parallel fashion. The sense in which the transport is parallel is this: suppose we were
to ask an inhabitant of M to carry our vector along the curve s, maintaining the direction of
this vector along the path. At each point along the curve, the direction of our inhabitant’s
vector should agree with the value taken by v. The following theorem formalizes this claim.
Theorem 7.4. Let ∇ be an affine connection on a smooth manifold M , s : [a, b] → M a
smooth path, c ∈ [a, b], and v0 ∈ Ts(c)(M). Then there is a unique parallel field v ∈ X(s)
such that v(c) = v0. This is called the parallel transport of v0 along s.
( Proof) It suffices to prove the case where s lies entirely within some coordinate chart
(U ;x1, . . . , xn), since we may cover s with coordinate charts and then piece together the
associated parallel fields over each of these charts. Having made this assumption, we choose
v ∈ X(s) and write
v(t) =
n∑
i=1
vi(t)ξi,s(t), v0 =
n∑
i=1
aiξi,s(c), and s˙(t) =
n∑
j=1
uj(t)ξj,s(t).
Then to say that v is parallel along s is equivalent to
∇v
dt
=
n∑
k=1
dvk
dt
(t) +
n∑
i,j=1
vi(t)uj(t)Γkij(s(t))
 ξk,s(t) = 0.
That is,
dvk
dt
= −
n∑
i,j=1
viujΓkij ,
for 1 ≤ k ≤ n. Pairing these equations with the initial conditions
vk(c) = ak,
for 1 ≤ k ≤ n, we have a system of linear ODEs on [a, b] ⊆ R. Thus, there exist unique
solutions vk(t) on [a, b] for each 1 ≤ k ≤ n. We conclude that v is the parallel transport of
v0 along s. 
Example. 1 An easily-imagined example of parallel transport is given by an inertial coor-
dinate system. Suppose you were to start at the North Pole, holding an arrow that pointed
in the direction you have decided is south. You then head south to the Equator, continuing
1The figure accompanying this example was reproduced from a figure seen in [5]. This is a popular
example of holonomy, and variations on this particular figure can be found throughout the literature.
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to aim your arrow south as you go. You then follow the Equator around the globe for some
distance, before heading back towards the North Pole, holding your arrow south all the
while. But upon your arrival back at the North Pole, you find that your arrow no longer
agrees with your initial arrow. So the parallel transport of your initial vector v0 about this
curve resulted in a different vector, v1, meaning that this path has a non-trivial holonomy
map. A visual representation of your journey can be found in Figure 7.4.
v0
p1
p2 p3
v1
Figure 7.4: Parallel transport on S2. Suppose s is the curve in S2 that follows
a “straight line” from p1 to p2, another from p2 to p3, and another back to p1.
The parallel transport of v0 about s is indicated in this figure, where we see
that hs(v0) = v1.
As seen in our inertial coordinate system example, parallel transport about loops in M
will not always preserve the vectors with which we start. By mapping a vector v(a) = v0 ∈
Tx0(M) to the vector v(b) ∈ Tx0(M), we obtain an automorphism on Tx0(M), which we call
the holonomy map.
Definition. Let s : [a, b] → M be a piecewise smooth loop based at x0 = s(a) = s(b).
Then the holonomy map of an affine connection ∇ around s is the map
hs : Tx0(M)→ Tx0(M),
defined by setting
hs(v0) = v(b)
for every v0 ∈ Tx0(M), where v ∈ X(s) is the parallel transport of v0 about s.
Lemma 7.5. The holonomy map of ∇ around the piecewise smooth loop s is a linear
transformation.
( Proof) We lose no generality by supposing that s : [a, b] → M is smooth. Under this
assumption, choose vectors v0, w0 ∈ Tx0(M) and let v and w represent the parallel transports
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about s of v0 and w0, respectively. Then for some coordinate chart (U ;x
1, . . . , xn) containing
s and some α, β ∈ R, we have
d
dt
(α · vk) = −
n∑
i,j=1
viujΓkij , α · vk(a) = α · vk0 ,
d
dt
(β · vk) = −
n∑
i,j=1
wiujΓkij , β · wk(a) = β · wk0 .
From this we find that
d
dt
(α · vk + β · wk) = −
n∑
i,j=1
(α · vi + β · wk)ujΓkij ,
as well as that
(α · vk + β · wk)(c) = α · vk0 + β · wk0 ,
for all 1 ≤ k ≤ n. So we see that α · v+β ·w is the parallel transport of α · v0 +β ·w0 about
s, and thus that
hs(αv0 + βw0) = αhs(v0) + βhs(w0).
So hs : Tx0(M)→ Tx0(M) is linear. 
Definition. If s : [a, b]→M is piecewise smooth, a weak reparametrization of s is a curve
s ◦ r, where r is a piecewise smooth map r : [c, d] → [a, b] which carries endpoints to
endpoints. If r(c) = a and r(d) = b, we say that r is orientation-preserving. If r(c) = b and
r(d) = a, we say that r is orientation-reversing.
Of course, traversing the same curve in M with a different parametrization should
not change our holonomy map, unless this parametrization changes the orientation of our
traversal.
Lemma 7.6. Let s : [a, b] → M be a piecewise smooth loop based at x0 ∈ M and let
s˜ = s ◦ r : [c, d]→M be a weak reparametrization of s. If r is orientation-preserving, then
hs˜ = hs; if, on the other hand, r is orientation-reversing, then hs˜ = h
−1
s .
( Proof) Choose a vector v0 ∈ Tx0(M), where x0 = s(a) = s(b), and let v ∈ X(s) be the
parallel transport of v0 about s. For a given coordinate chart (U ;x
1, . . . , xn) containing s,
we may write
s˙(t) =
n∑
i=1
ui(t)·ξi,s(t), ˙˜s(t) =
n∑
j=1
u˜j(t)·ξj,s˜(t), and v(t) =
n∑
k=1
vk(t)·ξk,s(t), (7.2)
where ξi = ∂/∂x
i. But since s˜ = s ◦ r, we have
˙˜s(t) = ˙(s ◦ r)(t)
= s˙(r(t)) · dr
dt
(t)
=
n∑
i=1
ui(r(t)) · dr
dt
(t) · ξi,s(r(t)),
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for all t ∈ [c, d]. Since s(r(t)) = s˜(t), we may combine this with the expression of ˙˜s(t) given
in Equation 7.2 to note that
u˜i(t) = ui(r(t)) · dr
dt
(t),
for 1 ≤ i ≤ n. Next we define a smooth vector field v˜ ∈ X(s˜) along s˜ by v˜(t) = v(r(t)), for
all t ∈ [c, d]. Then
dv˜
dt
(t) =
dv
dt
(r(t))
dr
dt
(t).
Expressing v and v˜ by their coordinate functions, as in Equation 7.2, we have
dv˜k
dt
(t) =
dvk
dt
(r(t))
dr
dt
(t)
= −
n∑
i,j=1
ui(r(t)) · dr
dt
(t)vj(r(t))Γkij(s(r(t)))
= −
n∑
i,j=1
u˜i(t)v˜j(t)Γkij(s˜(t)),
for 1 ≤ k ≤ n. We see, then, that v˜ is parallel along s˜. If r is orientation-preserving, then
v˜ is the parallel transport of v˜(c) = v0 ∈ Ts˜(c)(M) = Ts(a)(M) along s˜, and we find that
hs˜(v0) = v˜(d) = v(b) = hs(v0).
If, on the other hand, r(c) = b and r(d) = a, then
hs˜(hs(v0)) = hs˜(v(b)) = hs˜(v˜(c)) = v˜(d) = v(a) = v0.
So we see that hs˜ = hs when r is orientation-preserving, and hs˜ = h
−1
s when r is orientation-
reversing. 
In anticipation of the following proposition, we introduce some notation. For a smooth
manifold M , we frequently use the notation Ω(M,x0) to indicate the set of piecewise smooth
loops in M based at x0 ∈ M . Proposition 7.7 is important because it allows us to study
the various orientations with which a vector might return from a parallel transport about
a smooth curve.
Proposition 7.7. The set Hx0(M) = {hs}s∈Ω(M,x0) is a subgroup of GL(Tx0(M)), called
the holonomy group (at x0) of the connection ∇.
( Proof) We saw in Lemma 7.5 that each holonomy map is a linear transformation, so
certainly Hx0(M) is a subset of GL(Tx0(M)). Suppose we have a vector v0 ∈ Tx0(M), as
well as loops s1, s2 ∈ Ω(M,x0). Then the loop s1 − s2 produced by following s1 and then
following s2 in an orientation-reversing manner (and perhaps reparametrizing if necessary)
is piecewise smooth, and hence is an element of Ω(M,x0). Parallel transport along the first
portion of s1 − s2 is simply parallel transport along s1; by Lemma 7.6, parallel transport
along the second portion of s1 − s2 is parallel transport along s2, traversed backwards. We
find, then, that
hs1−s2 = h
−1
s2 ◦ hs1 ,
and thus that h−1s2 ◦ hs1 ∈ Hx0(M). So Hx0(M) satisfies the subgroup criterion, and our
proposition is proven. 
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We conclude this section with a few more notes about parallel motion in a smooth
manifold. For a given connection ∇ on a smooth manifold M , parallel transport with
respect to ∇ might seem to “twist” vectors around a smooth curve s; the degree to which
parallel transport twists vectors is measured by the torsion of ∇.
Definition. For an affine connection ∇ on a smooth manifold M , the torsion of ∇ is the
R-bilinear map
T : X(M)× X(M)→ X(M)
defined by the formula
T (X,Y ) = ∇XY −∇YX − [X,Y ]
for all X,Y ∈ X(M). If T ≡ 0, then ∇ is said to be torsion-free or symmetric.
Lemma 7.8. The torsion T of an affine connection ∇ on a smooth manifold M is C∞(M)-
bilinear.
( Proof) Suppose that∇ is an affine connection on the smooth manifoldM , thatX1, X2, Y ∈
X(M) are smooth vector fields on M , and that f1, f2 ∈ C∞(M) are smooth, real-valued
functions on M . Then we have
T (f1X1 + f2X2, Y ) = ∇f1X1+f2X2Y −∇Y f1X1 + f2X2 − [f1X1 + f2X2, Y ]
= f1∇X1Y + f2∇X2Y − (Y (f1)X1 + f1∇YX1 + Y (f2)X2 + f2∇YX2)
− (f1 ·X1 ◦ Y + f2 ·X2 ◦ Y − Y (f1X1)− Y (f2X2))
= f1∇X1Y − f1∇YX1 − Y (f1)X1 + f2∇X2Y − f2∇YX2 − Y (f2)X2
− (f1 ·X1 ◦ Y + f2 ·X2 ◦ Y − Y (f1)X1 − f1 · Y ◦X1 − Y (f2)X2 − f2 · Y ◦X2)
= f1∇X1Y − f1∇YX1 − (f1 ·X1 ◦ Y − f1 · Y ◦X1)
+ f2∇X2Y − f2∇YX2 − (f2 ·X2 ◦ Y − f2 · Y ◦X2)
= f1 (∇X1Y −∇YX1 − [X1, Y ]) + f2 (∇X2Y −∇YX2 − [X2, Y ])
= f1 · T (X1, Y ) + f2 · T (X2, Y ).
So we see that T is linear in the first argument. Next, we take advantage of the anti-
commutativity of the Lie bracket to show that T is also anti-commutative:
T (X1, Y ) = ∇X1Y −∇YX − [X1, Y ]
= −(∇YX −∇X1Y − [Y,X1])
= −T (Y,X1).
The fact that T is linear in the second argument now follows from the fact that it is linear
in the first argument. 
Since an inhabitant of a smooth manifold would only notice the “twisting” of a vector
as it compares to the local coordinate system, it makes sense that a vector field along a
curve that does not twist its vectors will have a nice representation in the local coordinate
system. The precise meaning of “nice” in this case is given by the following proposition.
Proposition 7.9. The affine connection ∇ is torsion-free if and only if in every coordinate
chart (U ;x1, . . . , xn), the Christoffel symbols have the symmetry
Γkij = Γ
k
ji,
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for 1 ≤ i, j, k ≤ n.2
( Proof) First note that, provided such a coordinate chart, [ξi, ξj ] = 0 for all 1 ≤ i, j ≤ n,
by the equality of mixed partials for C∞ functions. Then
T (ξi, ξj) = ∇ξiξj −∇ξjξi =
n∑
k=1
Γkijξk −
n∑
k=1
Γkjiξk =
n∑
k=1
(
Γkij − Γkji
)
ξk.
So if ∇ is torsion-free, we must have
0 =
n∑
k=1
(
Γkij − Γkji
)
ξk,
so Γkij = Γ
k
ji for 1 ≤ i, j, k ≤ n.
Conversely, suppose that the Christoffel symbols have this symmetry and pick X,Y ∈ X(U).
Write these as
X =
n∑
i=1
f iξi and Y =
n∑
j=1
gjξj .
Then
T (X,Y ) = T (f1ξ1 + · · ·+ fnξn, g1ξ1 + · · ·+ gnξn)
=
n∑
i,j=1
T (f iξi, g
jξj) =
n∑
i,j=1
f igjT (ξi, ξj).
But the Christoffel symbol symmetry implies that T (ξi, ξj) = 0 for 1 ≤ i, j ≤ n, so
T (X,Y ) = 0, and we see that T is torsion-free. 
Thankfully the connection that we deemed to be natural on smoothly imbedded sub-
manifolds of Euclidean space does not twist vectors.
Corollary 7.10. On a smoothly imbedded n-manifold M ⊂ Rm, the Levi-Civita connection
is torsion-free.
( Proof) Let x1, . . . , xm be the coordinate maps of Rm. Then (M ;x1, . . . , xm) provides a
(rather large) coordinate chart and for any 1 ≤ i, j ≤ m,
∇ξiξj = p(Dξiξj) = p
 m∑
i,j=1
∂
∂xi
(1)
∂
∂xj

= p(0) = 0.
Hence, Γkij = 0 for 1 ≤ i, j, k ≤ m, and by the Proposition 7.9, ∇ is torsion-free. 
We conclude this section with an interesting result that equates the triviality of the
holonomy group of a connection on M with the parallelizability of M .
2This is why a torsion-free connection is also called a symmetric connection.
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Proposition 7.11. We say that ∇ is a flat connection on the smooth manifold M if its
holonomy group Hx(M) is trivial for all x ∈M . A manifold M has a flat connection if and
only if M is parallelizable.
( Proof)† First suppose that M is parallelizable, and let X1, X2, . . . , Xn ∈ X(M) be such
that {X1x, X2x, . . . , Xnx} is a basis for Tx(M) for all x ∈M . Given X,Y ∈ X(M), write
X =
n∑
i=1
f iXi and Y =
n∑
j=1
gjXj ,
where f i, gi ∈ C∞(M) for all 1 ≤ i ≤ n. Now define ∇ : X(M)× X(M)→ X(M) by
∇XY =
n∑
i,j=1
f iXi(g
j)Xj .
From the linearity of Xi, we immediately see that ∇ is R-bilinear. Now pick h ∈ C∞(M)
and notice that
∇hXY =
n∑
i,j=1
hf iXi(g
j)Xj = h
 n∑
i,j=1
f iXi(g
j)Xj
 = h∇XY
and
∇X(hY ) =
n∑
i,j=1
f iXi(hg
j)Xj =
n∑
i,j=1
(
f iXi(h)g
jXj + f
ihXi(g
j)Xj
)
=
(
n∑
i=1
f iXi(h)
) n∑
j=1
gjXj
+ h n∑
i,j=1
f iXi(g
j)Xj
= X(h)Y + h∇XY.
So ∇ is a connection. Note that ∇XiXj = 0 for 1 ≤ i, j ≤ n.
Now consider some smooth map s : [a, b] → M and consider the map v : [a, b] → T (M)
defined by
v(t) =
n∑
i=1
aiXi,s(t),
where ai ∈ R for 1 ≤ i ≤ n. Writing s˙(t) = ∑nj=1 uj(t)Xj,s(t), we have
∇v
dt
=
n∑
i=1
ai
∇
dt
(
Xi
∣∣s) = n∑
i=1
ai∇s˙Xi
=
n∑
i,j=1
aiuj∇XjXi = 0.
We conclude that v is the parallel transport along s of v0 =
∑n
i=1 a
iXi,s(c) for c ∈ [a, b]. Then
for any piecewise smooth loop s : [a, b]→M , v(a) = ∑ni=1 aiXi,s(a) = ∑ni=1 aiXi,s(b) = v(b),
so hs = id. So if M is parallelizable, Hx0(M) = {id} for all x0 ∈ M , with respect to the
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connection we have defined.
On the other hand, supposeM has a flat connection∇, and pick x0 ∈M . Let {v1, v2, . . . , vn}
be a basis of Tx0(M). Assume that M is connected, so that we may pick some point x ∈M
and some smooth curve sx : [a, b]→M such that sx(a) = x0 and sx(b) = x. For 1 ≤ i ≤ n,
let vix : [a, b] → T (M) be the parallel transport of vi along sx, and define Xi ∈ X(M) by
Xix = v
i
x(b), where sx has been chosen accordingly. We must show that these smooth vector
fields are well defined.
Suppose we have smooth maps s : [a, b] → M and s˜ : [c, d] → M such that x0 =
s(a) = s˜(c) and x = s(b) = s˜(d). Then s + (−s˜) is a piecewise smooth loop at x0, so
hs+(−s˜) = id. So parallel transport along s must be undone by parallel transport along
−s˜. That is, let v0 ∈ Tx0(M) and let v : [a, b] → T (M) be the parallel transport of v0
along s. Let −v˜ : [d, c] → T (M) be the parallel transport of v(b) along −s˜. Then, since
our holonomy is trivial, −v˜(c) = v0. This means that if v˜ is the parallel transport of v0
along s˜, then v(b) = v˜(d), so our definition above is independent of choice of smooth map sx.
Finally, we must show that
{
v1x(b), . . . , v
n
x(b)
}
is a basis of Tx(M) for every x ∈M . Suppose
we have some a1, . . . , an ∈ R such that
a1v1x(b) + · · ·+ anvnx(b) = 0.
We use the −vix to parallel transport this along −s back to Tx0(M). But this gives us
a1v1 + · · ·+ anvn = 0,
a contradiction. So
{
v1x(b), . . . , v
n
x(b)
}
is linearly independent. Next, pick v′0 ∈ Tx(M). Let
v′ : [c, d] → T (M) be the parallel transport of v′0 along −s. Then v′(d) ∈ Tx0(M) and we
have
v′(d) = a1v1 + · · ·+ anvn
for some ai ∈ R. Parallel transporting this back to Tx(M) gives
v′0 = a
1v1x(b) + . . .+ a
nvnx(b).
We conclude that
{
v1x(b), . . . , v
n
x(b)
}
is a basis of Tx(M). So X1, X2, . . . , Xn ∈ X(M) are
smooth vector fields such that {X1x, . . . , Xnx} is a basis of Tx(M) for every x ∈ M . Re-
moving the condition that M be connected, we may pick a point analogous to x0 in each
connected component of M and define the smooth vector fields as above. So M is paral-
lelizable. 
Note that Euclidean space is not the only space that we consider to be flat. For example,
the Levi-Civita connection on the right circular cylinder S1 × R is flat. A simple thought
experiment will verify this: pick your favorite loop on the cylinder and imagine following
this loop, holding a vector constant throughout. No matter your loop and no matter your
vector, upon returning to your base point the vector will not have changed.
In this section we have been able to put a natural, torsion-free connection on every
smoothly imbedded submanifold of Euclidean space. We would like to put such a connection
on every smooth manifold, but first we must give these manifolds a metric; this is the task
of the next section.
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7.2 Riemannian Manifolds
In Theorem 7.1 we saw that every smooth manifold admits some connection, subject to
which we may study parallelism along curves. One particularly nice example was given for
smoothly imbedded submanifolds of Euclidean space: the Levi-Civita connection. When we
define parallel motion along a curve s with respect to the Levi-Civita connection, parallel
vector fields maintain a constant length, and keep a constant angle with s — length and
angle being understood in the Euclidean sense. The Levi-Civita connection is also torsion-
free, meaning that curves only “twist” with respect to this connection if an inhabitant of
our manifold would observe them to be twisting. Informally, the Levi-Civita connection
is the connection that makes curves on a smooth n-manifold behave most like curves in
n-space. With respect to this connection, measurements such as angle, length, and torsion
are taken just as they are measured in Rn.
Unfortunately, we only defined the Levi-Civita connection for smoothly imbedded sub-
manifolds of real space. For an arbitrary smooth manifold, we do not have an ambient space
with respect to which we may take such measurements as angle, length, or torsion. These
are what Riemann called the “metric properties” of space (see [17, Part III]). Accordingly,
we now define a Riemannian metric, which assigns an inner product to each point of a
manifold, giving us a way to measure such quantities.
Definition. A Riemannian metric on a smooth manifold M assigns to each point x ∈ M
an inner product 〈·, ·〉x on the tangent space Tx(M); this assignment must vary smoothly
on M in the following sense: for each coordinate chart (U ;x1, . . . , xn) on M , the map
gij : U → R defined by
gij(x) =
〈
∂
∂xi
,
∂
∂xj
〉
x
for each x ∈ U must be smooth on U , for each 1 ≤ i, j ≤ n. The functions gij are called
the metric coefficients for the metric. As a matter of notation, we frequently drop the
subscript on the inner product. Moreover, for a smooth curve s : [a, b] → M and vector
fields v, w ∈ X(s) we denote by 〈v, w〉 the real-valued function defined by t 7→ 〈vs(t), ws(t)〉
for all t ∈ [a, b].
Definition. A smooth manifold with a particular Riemannian metric is called a Rieman-
nian manifold.
With an inner product defined at each tangent space of M , we now have a way to define
length and angle for tangent vectors.
Definition. Given a point x ∈M , the length of each tangent vector v ∈ Tx(M) is defined
to be the nonnegative number
‖v‖ =
√
〈v, v〉x.
Definition. Given a point x ∈M , the angle between two tangent vectors v, w ∈ Tx(M) is
defined to be the unique θ ∈ [0, pi] such that
cos θ =
〈v, w〉x
‖v‖ · ‖w‖ .
Note that the Cauchy-Schwarz inequality implies that θ is well-defined.
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Even further, the metric on M also gives us a way to define the length of a curve in M .
Definition. If s : [a, b] → M is a smooth curve in a smooth manifold M , then the length
of s is defined to be
|s| =
b∫
a
‖s˙(t)‖ dt =
b∫
a
√〈
ds
dt
,
ds
dt
〉
s(t)
dt.
Notice that this integral is defined, since 〈·, ·〉x varies smoothly and s is smooth. If s =
s1 + s2 + · · ·+ sk is a piecewise smooth curve, we define
|s| = |s1|+ |s2|+ · · ·+ |sk|.
Proposition 7.12. If s ◦ r : [c, d] → [a, b] is a weak reparametrization of the curve s :
[a, b]→M , then |s| = |s ◦ r|.
( Proof) Letting s˜ = s ◦ r, we have
ds˜
dt
(t) =
ds
dt
(r(t)) · dr
dt
(t),
for all t ∈ [c, d]. Now
|s˜| =
d∫
c
√〈
ds˜
dt
,
ds˜
dt
〉
s˜(t)
dt.
Then introducing the change of variable τ = r(t), we have
|s˜| =
r(d)∫
r(c)
√〈
ds
dτ
· dr
dt
,
ds
dτ
· dr
dt
〉
s(τ)
1
dr/dt
dτ
=
r(d)∫
r(c)
√(
dr
dt
)2〈ds
dτ
,
ds
dτ
〉
s(τ)
1
dr/dt
dτ
=
r(d)∫
r(c)
√〈
ds
dτ
,
ds
dτ
〉
s(τ)
|dr/dt|
dr/dt
dτ
=
b∫
a
√〈
ds
dτ
,
ds
dτ
〉
s(τ)
dτ
= |s|,
where the second-to-last equality comes from the fact that drdt > 0 if r is orientation-
preserving, and drdt < 0 if r is orientation-reversing. 
We have seen that diffeomorphisms between smooth manifolds preserve such properties
as dimension; we are interested now in maps between Riemannian manifolds that preserve
the properties of length and angle. We call such maps isometries.
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Definition. An isometry f : M → N between two Riemannian manifolds with respective
metrics 〈·, ·〉M and 〈·, ·〉N , is a diffeomorphism such that
〈f∗x(v), f∗x(w)〉N = 〈v, w〉M , (7.3)
for arbitrary x ∈ M and v, w ∈ Tx(M). A property of a Riemannian manifold is called
intrinsic if it is preserved by all isometries.
Definition. Let M and N be Riemannian manifolds with respective metrics 〈·, ·〉M and
〈·, ·〉N . A smooth map f : M → N is a local isometry at the point p ∈M if there is an open
neighborhood U ⊆M of p such that f : U → f(U) is a diffeomorphism satisfying Equation
7.3.
Example.
(1) Our first example of a Riemannian manifold is what do Carmo ([8]) calls the almost
trivial example. Here we let M = Rn with the usual coordinate system. For 1 ≤
i, j ≤ n we define the metric coefficients by
gij(x) = δij
and use the bilinearity of inner products to extend this to a Riemannian metric. Of
course, this is just the Euclidean metric on Rn, and the resulting geometry is Euclidean
geometry.
(2) For a Lie group G we can construct a Riemannian metric on G from any arbitrary
inner product on the vector space Te(G). Suppose we have some inner product 〈, 〉e
on Te(G), and define
〈u, v〉x = 〈(Lx−1)∗x(u), (Lx−1)∗x(v)〉e
for all x ∈ G and u, v ∈ Tx(G), where Lx is left multiplication by x. Since Lx
depends smoothly on x, this is a Riemannian metric on G. Moreover, for x, y ∈ G
and u, v ∈ Ty(G), we have
〈u, v〉y = 〈(Lx)∗y(u), (Lx)∗y(v)〉Lx(y) ,
so the metric is invariant under left multiplication. For this reason we say that the
metric is left-invariant.
(3) If M and N are smooth manifolds, we have seen that M×N is also a smooth manifold,
and its dimension is the sum of the dimensions of M and N . Now let M and N be
Riemannian manifolds, and let p1 : M × N → M and p2 : M × N → N be the
canonical projections. Then we may define a Riemannian metric on M ×N by
〈u, v〉(x,y) =
〈
(p1)∗(x,y)(u), (p1)∗(x,y)(v)
〉
x
+
〈
(p2)∗(x,y)(u), (p2)∗(x,y)(v)
〉
y
(7.4)
for all (x, y) ∈ M × N and u, v ∈ T(x,y)(M × N). In particular, consider the n-
torus Tn = S1 × · · · × S1. We can obtain a Riemannian metric on Tn as a smoothly
imbedded subset of Rm, but we obtain another metric by considering the Euclidean
metric on S1 ⊂ R2 and using Equation 7.4 to define the product metric on Tn.
When Tn is paired with this metric we call the resulting Riemannian manifold the
flat torus because the Gaussian curvature of this manifold (a quality whose definition
is forthcoming) vanishes everywhere.
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Since Riemannian manifolds result from the addition of a particular structure to a
smooth manifold, an interesting question to consider is whether every smooth manifold
admits this structure. Thankfully this question has been answered in the affirmative.
Theorem 7.13. Every smooth manifold M can be equipped with a Riemannian metric.
( Proof) Our proof strategy mimics that of our proof for Theorem 7.1. Let M be a smooth
n-manifold, let
{
(Uα;x
1
α, . . . , x
n
α)
}
α∈A be a smooth structure on M , and let {λα}α∈A be a
smooth partition of unity subordinate to the smooth structure. For each α ∈ A, there is
a natural Riemannian metric 〈, 〉α, defined with respect to the coordinate functions as the
Euclidean metric is defined with respect to its coordinate functions. Now for each point
x ∈M and tangent vectors u, v ∈ Tx(M), we set
〈u, v〉x =
∑
α∈A
λα(x) · 〈u, v〉αx .
Since λα(x) 6= 0 for only finitely many α ∈ A, this sum will converge. Moreover, since each
〈, 〉α varies smoothly on M and each λα is smooth, we see that 〈, 〉 is a Riemannian metric
on M . 
So every smooth manifold admits a connection — allowing us to study parallelism on the
manifold — and also admits a Riemannian metric — allowing us to study such properties
as angle and length on the manifold. Our na¨ıve intuition of what parallel motion should
mean typically involves preserving these metric properties, so we will consider a connection
on a Riemannian manifold M to agree with the metric of M if parallel motion with respect
to this connection preserves the metric properties.
Definition. An affine connection ∇ on the Riemannaian manifold M is a Riemannian
connection if for every piecewise smooth curve s on M and every pair of parallel vector
fields v, w ∈ X(s) along s, we have 〈v, w〉 = c for some constant c ∈ R.
A pleasant consequence of (or perhaps a justification for) this definition is that under a
Riemannian connection the inner product obeys a product rule for derivatives.
Proposition 7.14. An affine connection ∇ on the Riemannaian manifold M is a Rieman-
nian connection if and only if
d
dt
〈v, w〉 =
〈∇v
dt
, w
〉
+
〈
v,
∇w
dt
〉
, (7.5)
for all smooth vector fields v, w ∈ X(s) along the piecewise smooth curve s on M .
( Proof) Certainly if Equation 7.5 holds then ∇ is a Riemannian connection, since ∇v/dt ≡
0 and ∇w/dt ≡ 0 together imply that ddt 〈v, w〉 ≡ 0, and thus that 〈v, w〉 is constant.
Conversely, suppose that ∇ is a Riemannian connection on the Riemannian n-manifold
M , and that s : [a, b]→M is a piecewise smooth curve s on M . Fixing some t0 ∈ [a, b], we
choose some orthonormal basis {e1, . . . , en} of Tx0(M). By Theorem 7.4, we may extend
each of these vectors to a parallel vector field to obtain the collection s1, . . . , sn ∈ X(s) of
parallel vector fields along s. Now since ∇ is a Riemannian connection, parallel transport
preserves vector lengths and angles between vectors, so {s1(t), . . . , sn(t)} must give an
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orthonormal basis of Ts(t)(M) for each t ∈ [a, b]. So for smooth vector fields v, w ∈ X(s) we
may write
v =
n∑
i=1
visi and w =
n∑
j=1
wjsj
for some vi, wj ∈ C∞([a, b]). Then
∇v
dt
=
n∑
i=1
(
dvi
dt
si + v
i∇si
dt
)
=
n∑
i=1
dvi
dt
si,
and, similarly,
∇w
dt
=
n∑
j=1
dwj
dt
sj .
Finally, 〈∇v
dt
, w
〉
+
〈
v,
∇w
dt
〉
=
n∑
i=1
dvi
dt
· wi +
n∑
j=1
vj · dw
j
dt
=
n∑
i=1
(
dvi
dt
· wi + vi · dw
i
dt
)
=
d
dt
(
n∑
i=1
vi · wi
)
=
d
dt
〈v, w〉 .
So Equation 7.5 holds, and thus so does the proposition. 
Corollary 7.15. An affine connection ∇ on the Riemannaian manifold M is a Riemannian
connection if and only if
X〈Y,Z〉 = 〈∇XY,Z〉+ 〈Y,∇XZ〉, (7.6)
for all X,Y, Z ∈ X(M).
( Proof) First, suppose that ∇ is a Riemannian connection on M and choose p ∈M as well
as X,Y, Z ∈ X(M). Now let s : (−, δ) → M be an integral curve to X through p, so that
s(0) = p and s˙(t) = Xs(t) for − < t < δ. Then
Xp 〈Y, Z〉 = d
dt
(
〈Y,Z〉s(t)
) ∣∣∣∣
t=0
=
〈∇Y |s
dt
, Z
〉
p
+
〈
Y,
∇Z|s
dt
〉
p
=
〈∇s˙(0)Y,Z〉p + 〈Y,∇s˙(0)Z〉p = 〈∇XpY,Z〉+ 〈Y,∇XpZ〉
= 〈∇XY,Z〉p + 〈Y,∇XZ〉p ,
and we see that (7.6) holds. Conversely, suppose that (7.6) holds for ∇ and that s : [a, b]→
M is a piecewise smooth curve in M . Now for each value t0 ∈ [a, b] where s is differentiable
we may select an open neighborhood (t0 − , t0 + δ) on which s does not intersect itself.
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So we lose no generality3 by assuming that s is not self-intersecting on (a, b). Under this
assumption we may find smooth vector fields X,Y, Z ∈ X(M) such that
X|s = s˙, Y |s = v, and Z|s = w.
Then we find that, for a fixed t0 ∈ [a, b],
d
dt
(
〈Y,Z〉s(t)
) ∣∣∣∣
t=t0
= Xs(t0) 〈Y,Z〉
=
〈
∇Xs(t0)Y,Zs(t0),
〉
+
〈
Ys(t0),∇Xs(t0)Z
〉
=
〈∇v
dt
(t0), w(t0)
〉
+
〈
v(t0),
∇w
dt
(t0)
〉
.
So ∇/dt satisfies Equation 7.5, and we see that ∇ is a Riemannian connection. 
We will find Equation 7.6 to be particularly useful in later computations. Finally, we
return to our pursuit of a definition for the Levi-Civita connection on smooth manifolds
other than those which are smoothly imbedded submanifolds of Euclidean space. We stated
at the outset of this section that the very idea of a Levi-Civita connection is a connection
that respects the degree to which curves twist, and whose parallel motion changes neither
the lengths of the vectors it transports nor the angles between them. Once a smooth
manifold has a Riemannian structure, this latter quality is precisely the quality required to
be a Riemannian connection, justifying the following definition.
Definition. An affine connection ∇ on the Riemannian manifold M is a Levi-Civita con-
nection if it is torsion-free and Riemannian.
Example. The Levi-Civita connection on a smoothly imbedded submanifold of Euclidean
space is a Levi-Civita connection.
We arrive now at The Fundamental Theorem of Riemannian Geometry. We have seen
that every smooth manifold admits a Riemannian metric, and that every smooth manifold
admits an affine connection. The Fundamental Theorem states that, given a Riemannian
metric on a smooth manifold M , M admits a torsion-free affine connection which respects
that metric — that is to say, M admits a Levi-Civita connection.
Theorem 7.16 (The Fundamental Theorem of Riemannian Geometry). Every Riemannian
manifold has a unique Levi-Civita connection.
( Proof) We first prove uniqueness. Suppose that ∇ is a Levi-Civita connection on a smooth
n-manifold M , and pick X,Y, Z ∈ X(M). Consider the quantity
X 〈Y, Z〉+Y 〈X,Z〉 − Z 〈X,Y 〉 − 2 〈∇XY,Z〉
= 〈∇XY,Z〉+ 〈Y,∇XZ〉+ 〈∇YX,Z〉+ 〈X,∇Y Z〉 − 〈∇ZX,Y 〉 − 〈X,∇ZY 〉 − 2 〈∇XY, Z〉
= 〈∇YX −∇XY,Z〉+ 〈∇Y Z −∇ZY,X〉+ 〈∇XZ −∇ZX,Y 〉
= − (〈[X,Y ] , Z〉+ 〈[Z, Y ] , X〉+ 〈[Z,X] , Y 〉) ,
3If s does intersect itself, simply cover the points on [a, b] where s is differentiable with neighborhoods on
which s does not intersect itself and apply our result. Note that there are only finitely many points where
s fails to be differentiable.
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where the last equality follows from the symmetry of ∇. Hence,
2 〈∇XY, Z〉 = X 〈Y,Z〉+Y 〈X,Z〉 − Z 〈X,Y 〉+ 〈[X,Y ] , Z〉+ 〈[Z, Y ] , X〉+ 〈[Z,X] , Y 〉 .
Since any Levi-Civita connection ∇ on M must satisfy this last equality and the right hand
side depends only on the metric and the choice of smooth vector fields X,Y, Z, we see that
∇ is unique.
Next, suppose that we have someX,Y ∈ X(M) and some coordinate chart (U ;x1, . . . , xn)
on M . For 1 ≤ i ≤ n, set
ai =
1
2 〈ξi, ξi〉 [X 〈Y, ξi〉+ Y 〈X, ξi〉 − ξi 〈X,Y 〉+ 〈[X,Y ], ξi〉+ 〈[ξi, Y ], X〉+ 〈[ξi, X], Y 〉] ,
where ξi =
∂
∂xi
for 1 ≤ i ≤ n. Now define ∇ : X(U)× X(U)→ X(U) by
∇XY =
n∑
i=1
aiξi.
We intend to show that ∇, so defined, is the Levi-Civita connection on U . The R-bilinearity
of [·, ·] and 〈·, ·〉 imply the R-bilinearity of ∇. Next, pick f ∈ C∞(U) and consider ∇fXY ∈
X(U). We write ∇fXY = biξi and compute, using our formula for ai,
bi =
1
2 〈ξi, ξi〉
[
fX 〈Y, ξi〉+ Y (f) 〈X, ξi〉+ fY 〈X, ξi〉 − ξi(f) 〈X,Y 〉 − fξi 〈X,Y 〉
+ 〈fX ◦ Y − Y (f)X − fY ◦X, ξi〉+ f 〈[ξi, Y ], X〉+ 〈fξi ◦X + ξi(f)X − fX ◦ ξi, Y 〉
]
=
f
2 〈ξi, ξi〉 [X 〈Y, ξi〉+ Y 〈X, ξi〉 − ξi 〈X,Y 〉+ 〈[X,Y ], ξi〉+ 〈[ξi, Y ], X〉+ 〈[ξi, X], Y 〉]
= fai.
So for any f ∈ C∞(U), ∇fXY = f∇XY . Next, we consider ∇XfY =
∑n
i=1 c
iξi and
compute
ci =
1
2 〈ξi, ξi〉
[
X(f) 〈Y, ξi〉+ fX 〈Y, ξi〉+ fY 〈X, ξi〉 − ξi(f) 〈X,Y 〉 − fξi 〈X,Y 〉
+ 〈X(f)Y + fX ◦ Y − fY ◦X, ξi〉+ 〈ξi(f)Y + fξi ◦ Y − fY ◦ ξi, X〉+ f 〈[ξi, X], Y 〉
]
= X(f)
〈Y, ξi〉
〈ξi, ξi〉 + fa
i.
So
∇XfY =
n∑
i=1
(
X(f)
〈Y, ξi〉
〈ξi, ξi〉ξi + fa
iξi
)
= X(f)
n∑
i=1
Y iξi + f
n∑
i=1
aiξi
= X(f)Y + f∇XY,
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and we see that ∇ is a connection on U . Next, consider ∇XY −∇YX =
∑n
i=1 d
iξi. Then
di =
1
2 〈ξi, ξi〉
[
X 〈Y, ξi〉+ Y 〈X, ξi〉 − ξi 〈X,Y 〉+ 〈[X,Y ], ξi〉+ 〈[ξi, Y ], X〉+ 〈[ξi, X], Y 〉 − Y 〈X, ξi〉
−X 〈Y, ξi〉+ ξi 〈Y,X〉 − 〈[Y,X], ξi〉 − 〈[ξi, X], Y 〉 − 〈[ξi, Y ], X〉
]
=
〈[X,Y ], ξi〉
〈ξi, ξi〉 .
So
∇XY −∇YX =
n∑
i=1
([X,Y ])i ξi = [X,Y ],
and we see that ∇ is torsion-free. Finally, suppose we have X,Y, Z ∈ X(U) and note that
for any 1 ≤ j ≤ n,
〈∇XY, ξj〉 =
n∑
i=1
ai 〈ξi, ξj〉 = aj 〈ξj , ξj〉
=
1
2
[X 〈Y, ξi〉+ Y 〈X, ξi〉 − ξi 〈X,Y 〉+ 〈[X,Y ], ξi〉+ 〈[ξi, Y ], X〉+ 〈[ξi, X], Y 〉] .
So, if Z =
∑n
i=1 b
iξi,
〈∇XY,Z〉 =
n∑
i=1
bi 〈∇XY, ξi〉
=
1
2
[X 〈Y, Z〉+ Y 〈X,Z〉 − Z 〈X,Y 〉+ 〈[X,Y ], Z〉+ 〈[Z, Y ], X〉+ 〈[Z,X], Y 〉] .
Similarly,
〈Y,∇XZ〉 = 1
2
[X 〈Z, Y 〉+ Z 〈X,Y 〉 − Y 〈X,Z〉+ 〈[X,Z], Y 〉+ 〈[Y, Z], X〉+ 〈[Y,X], Z〉] .
Adding these together, we find that 〈∇XY, Z〉 + 〈Y,∇XZ〉 = X 〈Y, Z〉, showing that ∇
respects the metric and is therefore a Levi-Civita connection. So for any coordinate chart
(U ;x1, . . . , xn), there exists a Levi-Civita connection ∇1 on U . By the uniqueness argument
above, the connection ∇2 defined on some other coordinate chart (V ; y1, . . . , yn) must agree
with ∇1 on U ∩ V . Hence, these locally defined Levi-Civita connections can be patched
together to define a Levi-Civita connection on all of M . 
The final duty of this section is to claim one more impressive quality for the Levi-
Civita connection: the fact that it is an intrinsic property of a Riemannian manifold. Of
course, before we may even state this result, we must define the manner in which we map
connections from one smooth manifold to another.
Definition. If f : M → N is a diffeomorphism between smooth manifolds and ∇ is a
connection on N , then we define the pullback of ∇ under f , f∗∇, by
(f∗∇)XY = f−1∗ (∇f∗Xf∗Y ) ,
for all X,Y ∈ X(M). It is straightforward to check that f∗∇ is a connection on M .
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Proposition 7.17. If f : M → N is an isometry between Riemannian manifolds and ∇ is
the Levi-Civita connection on N , then f∗∇ is the Levi-Civita connection on M .
( Proof) It suffices to show that f∗∇ is a torsion-free, Riemannian connection on M . To
see that f∗∇ is torsion-free, select X,Y ∈ X(M) and note that, since ∇ is torsion-free,
(f∗∇)XY − (f∗∇)YX − [X,Y ] = f−1∗ (∇f∗Xf∗Y )− f−1∗ (∇f∗Y f∗X)− [X,Y ]
= f−1∗ (∇f∗Xf∗Y −∇f∗Y f∗X)− [X,Y ]
= f−1∗ ([f∗X, f∗Y ])− [X,Y ]
= f−1∗ (f∗([X,Y ]))− [X,Y ]
= [X,Y ]− [X,Y ] = 0.
So f∗∇ is torsion-free. Similarly, for X,Y, Z ∈ X(M), we use the facts that f is an isometry
and that ∇ satisfies Equation 7.6 to find that
X 〈Y,Z〉 = f∗X 〈f∗Y, f∗Z〉
= 〈∇f∗Xf∗Y, f∗Z〉+ 〈f∗Y,∇f∗Xf∗Z〉
=
〈
f−1∗ (∇f∗Xf∗Y ), Z
〉
+
〈
Y, f−1∗ (∇f∗Xf∗Z)
〉
= 〈(f∗∇)XY,Z〉+ 〈Y, (f∗∇)XZ〉 .
So we see that f∗∇ satisfies Equation 7.6, and is thus a Riemannian connection on M . We
conclude that f∗∇ is the Levi-Civita connection on M . 
Corollary 7.18. The Levi-Civita connection is an intrinsic property of a Riemannian man-
ifold.
7.3 The Volume Form
Having used the metric of a Riemannian manifold to define such notions as angle and
length, a reasonable next investigation would be into measurements of volume on a Rie-
mannian manifold. On a 1-manifold we have no quantities of dimension greater than 1, and
we understand “volume” to mean length. Similarly, volume on a 2-manifold is a quantity of
dimension 2, the familiar surface area. More generally, volume on a Riemannian n-manifold
will be an n-dimensional, real quantity which intends to measure the “size” of the space on
the manifold. Further, this quantity ought to have a definition that is free of reference to
any local coordinate system — there should be a well-defined, real number which is the vol-
ume of our manifold, and hopefully some way to recover this volume from coordinate charts.
We will only define volume on oriented Riemannian manifolds, for reasons which can
be understood with a relatively innocuous question: what is the volume (or surface area) of
the Mo¨bius band? Since the Mo¨bius band can be obtained by cutting an oriented band and
giving it a half-twist, it seems that these two objects should have equal volume. But the
fact that the Mo¨bius band has twice the accessible area of its oriented counterpart seems
to imply that this half-twist has doubled our volume. To avoid such scruples, we consider
only oriented manifolds, a consideration we make precise with the next two definitions.
Definition. We say that the bases (u1, . . . , un) and (v1, . . . , vn) of Tx(M) have the same
orientation if the unique A ∈ GL(Rn) such that
A(u1, . . . , un) = (v1, . . . , vn)
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has positive determinant. This gives an equivalence class on the set of bases of Tx(M), and
we call each equivalence class an orientation of Tx(M).
Definition. Let µ = {µx}x∈M assign an orientation to Tx(M) for each point x of a smooth
manifold M . We say that µ depends continuously on x if, for every x ∈ M , there is some
local trivialization
ψ : T (U)→ U × Rn,
with x ∈ U , such that ψ∗y(µy) = µn, the standard orientation of Rn, for every y ∈ U . If µ
depends continuously on x, we say that µ is an orientation of M , and that M is orientable.
So given an oriented Riemannian manifold M , we may consider a local trivialization of
T (M) on an open subset U ⊆M . Then we have a map
ϕ : T (U)→ U × Rn,
which induces a smooth frame (X1, . . . , Xn) of vector fields on U defined for 1 ≤ i ≤ n by
Xix = ϕ
−1(x, ei)
for each x ∈ U , where {e1, . . . , en} is the standard basis on Rn. Then at each point
x ∈ U , (X1x, . . . , Xnx) determines the correct orientation of Tx(U). We may now express
the Riemannian metric on M relative to this trivialization by defining smooth functions
hij ∈ C∞(U) by
hij = 〈Xi, Xj〉 ,
for 1 ≤ i, j ≤ n. Then for any ai, bj ∈ R,〈
aiXi, b
jXj
〉
= aibj 〈Xi, Xj〉 = aibjhij .
In matrix notation,
〈a, b〉 = [ai]T [hij ][bj ],
where
a =
n∑
i=1
aiXi and b =
n∑
j=1
ajXj .
So as a bilinear form the Riemannian metric is represented by a smooth matrix-valued
function [hij ]. Since the Riemannian metric is positive definite, so is this matrix, and hence
h = det[hij ] > 0. In particular, [hij ] agrees with the Gramian matrix of {X1x, . . . , Xnx} at
any point x ∈ U :
[hij ](x) = G(X1x, . . . , Xnx).
So with respect to the Riemannian metric, the volume of the parallelepiped in Tx(M) formed
by the vectors X1x, . . . , Xnx is given by
√
h(x). These considerations motivate the following
definition.
Definition. Relative to the local trivialization of T (M) given above, let
{
ω1, . . . , ωn
} ⊆
Ω1(U) represent the dual of (X1, . . . , Xn), so that
ωi(Xj) = δij
for every 1 ≤ i, j ≤ n. Then the Riemann volume element is defined to be
√
h ω1 ∧ · · · ∧ ωn ∈ Ωn(U),
where h = det[hij ] is the determinant given above.
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Notice that if (X1, . . . , Xn) is an orthonormal frame, [hij ] = In, so the volume element
is ω1∧· · ·∧ωn, as would be expected from our experience with volumes in Rn. As indicated
above, we include the
√
h term in our definition of the volume element in order to account
for any bias in our frame (X1, . . . , Xn). For example, if one of our frame elements Xi has
length 2 at every point of M , then our volume is skewed by a factor of 1/2 in the ith
direction, and the
√
h term is intended to counteract this. It would seem, then, that the
volume form is independent of the local trivialization we have chosen. This is indeed the
case, and is the content of the following theorem.
Theorem 7.19. If M is an oriented, Riemannian n-manifold, there is a globally defined
form ω ∈ Ωn(M) which, relative to any orientation-respecting local trivialization of T (M),
coincides with the volume element.
( Proof) Let (U ;x1, . . . , xn) and (V ; z1, . . . , zn) be coordinate charts on M so that the as-
sociated coordinate chart frames (X1, . . . , Xn) and (Z1, . . . , Zn) are orientation-respecting,
and such that U ∩ V 6= ∅. Further, let {ω1, . . . , ωn} and {η1, . . . , ηn} be the dual bases of
(X1, . . . , Xn) and (Z1, . . . , Zn), respectively. We may then define γ(x) = [γij(x)] to be the
GL(Rn)-valued function on U ∩ V such that
(Z1, . . . , Zn)γ = (X1, . . . , Xn)
on U ∩ V . Since our two frames are coherently oriented, we see that det γ > 0. Now let
H = [hij ] and F = [fij ], where
hij = 〈Xi, Xj} and fij = 〈Zi, Zj〉 .
Notice that we may write
H = (X1, . . . , Xn)
T (X1, . . . , Xn) and F = (Z1, . . . , Zn)
T (Z1, . . . , Zn).
We see, then, that
H = ((Z1, . . . , Zn)γ)
T ((Z1, . . . , Zn)γ)
= γT (Z1, . . . , Zn)
T (Z1, . . . , Zn)γ
= γTFγ.
So
h = detH = (det γ)2 detF = (det γ)2f.
But γT is the change of basis matrix from
{
η1, . . . , ηn
}
to
{
ω1, . . . , ωn
}
: ωi = γT ηi, for
1 ≤ i ≤ n. So
η1 ∧ · · · ∧ ηn = det γ ω1 ∧ · · · ∧ ωn.
Finally,
√
h ω1 ∧ · · · ∧ ωn = det γ
√
f
1
det γ
η1 ∧ · · · ∧ ηn
=
√
f η1 ∧ · · · ∧ ηn.
So the locally defined volume forms agree on U ∩V . We may then cover M with local triv-
ializations such as these, defining the volume form on each patch. Uniting these definitions
gives a global definition of the volume form on M . 
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With the Riemann volume element uniquely defined on all of M , we may now define
the volume of M , and of a (suitable) subset of M .
Definition. Let M be an oriented Riemannian n-manifold, and let U ⊆M be a relatively
compact, open subset with coordinates ϕ = (x1, . . . , xn) such that (ξ1, . . . , ξn) respects the
orientation of M . Then the volume of U is
|U | =
∫
ϕ(U)
(g ◦ ϕ−1) dx1 · · · dxn,
where g ∈ C∞(U) is such that the Riemann volume element ω can be written
ω = g dx1 ∧ · · · ∧ dxn.
Example. Consider the Riemannian manifold M = Sn ⊆ Rn+1, with the Riemann metric
given by the usual dot product in Rn+1. We are interested in the coordinate chart (U, pi+),
where U = Sn \ {p+}. We saw in Chapter 2 that(
∂pi−1+
∂x1
◦ pi+, . . . ,
∂pi−1+
∂xn
◦ pi+
)
gives a frame on U . A relatively simple computation further shows that this is an orthogonal
frame. Now let
{
ω1, . . . , ωn
}
be the dual basis of this frame, so that for any 1 ≤ i ≤ n,
ωi
(
a1
∂pi−1+
∂x1
◦ pi+ + · · ·+ an
∂pi−1+
∂xn
◦ pi+
)
= ai.
Now pi−1+ is a map from Rn to U , and each ωi is a differential form on U , so we are concerned
with the pullback of ωi under pi−1+ , a differential form (pi
−1
+ )
∗ωi on Rn. For each point x ∈ Rn
and tangent vector v1 = (a
1, . . . , an) ∈ Tx(Rn), we have
(pi−1+ )
∗ωi(x)(v1) = ωi(pi−1+ (x))((pi
−1
+ )∗(v1)).
Recall that the transformation (pi−1+ )∗ is represented by the Jacobian matrix
Jpi−1+ (x) =
[
∂pi−1+
∂x1
(x) · · · ∂pi
−1
+
∂xn
(x)
]
.
So letting p = pi−1+ (x) ∈ U , we have
(pi−1+ )
∗ωi(x)(v1) = ωi(p)
(
Jpi−1+ (x) · v1
)
= wi(p)
(
a1
∂pi−1+
∂x1
◦ pi+(x) + · · ·+ an
∂pi−1+
∂xn
◦ pi+(x)
)
= ai.
So pi−1+ pulls back
{
ω1, . . . , ωn
}
to the dual basis
{
dx1, . . . , dxn
}
of the coordinates (x1, . . . , xn)
of Rn. That is, for each 1 ≤ i ≤ n, (pi−1+ )∗ωi = dxi. We now turn our attention to the
metric coefficients
gij =
〈
∂pi−1+
∂xi
◦ pi+,
∂pi−1+
∂xj
◦ pi+
〉
.
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For any point p ∈ U , we may let x = pi+(p) ∈ Rn. Then
gij(x) =
∂pi−1+
∂xi
(x) · ∂pi
−1
+
∂xj
(x),
since our inner product is given by the usual dot product. Note that since our frame is
orthogonal gij vanishes when i 6= j. Now write x = (x1, . . . , xn) ∈ Rn. Then, using the
formula obtained in Chapter 2,
∂pi−1+
∂xi
(x) =
2
(1 + ‖x‖2)2
(−2xix1, . . . , 1 + ‖x‖2 − 2x2i , . . . ,−2xixn, 2xi) .
So
gii(x) =
4
(1 + ‖x‖2)4
(
4x2ix
2
1 + · · ·+ (1 + ‖x‖2 − 2x2i )2 + · · ·+ 4x2ix2n + 4x2i
)
=
4
(1 + ‖x‖2)4
(
4x2ix
2
1 + · · ·+ 1 + 2‖x‖2 − 4x2i + ‖x‖4 − 4x2i ‖x‖2 + 4x4i + · · ·+ 4x2ix2n + 4x2i
)
=
4
(1 + ‖x‖2)4 (4x
2
i (x
2
1 + · · ·+ x2n) + 1 + 2‖x‖2 + ‖x‖4 − 4x2i ‖x‖2)
=
4
(1 + ‖x‖2)4 (1 + 2‖x‖
2 + ‖x‖4) = 4
(1 + ‖x‖2)4 ((1 + ‖x‖
2)2)
=
4
(1 + ‖x‖2)2 .
Notice that this expression does not depend on i, and we thus have√
det[gij ] =
(
4
(1 + ‖x‖2)2
)n/2
=
2n
(1 + ‖x‖2)n .
This gives us a volume form of
ω =
2n
(1 + ‖pi+(p)‖2)n ω
1 ∧ · · · ∧ ωn,
defined for all p ∈ U . We conclude, then, that
|U | =
∫
Rn
2n
(1 + ‖x‖2)n dx
1 · · · dxn.
If n = 1, we have
|U | =
∞∫
−∞
2
1 + (x1)2
dx1 =
[
2 arctan(x1)
]∞
−∞ = 2pi,
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the familiar arc length of the 1-sphere. If n ≥ 2,
|U | =
∞∫
0
2pi∫
0
· · ·
2pi∫
0
2nr
(1 + r2)n
dθ1 · · · dθn−1dr
=
∞∫
0
2nr(2pi)n−1
(1 + r2)n
dr
=
[
− (4pi)
n−1
(n− 1)(1 + r2)n−1
]∞
0
=
(4pi)n−1
n− 1 .
In particular, the volume of S2 \ {p+} is 4pi, familiar as the surface area of the 2-sphere.
7.4 Gauss Curvature
In this section we are interested in the way a Riemannian manifold is shaped, and the
extent to which this shape might be detected via the manifold’s metric. This is a tricky
question, and there are various definitions of what exactly “shape” might mean on a mani-
fold, but we will restrict ourselves in this section to the measure of shape known as Gauss
curvature. Unless we indicate otherwise, we will assume ourselves to be working with a
Riemannian 2-manifold M with ∂M = ∅. We will further assume that we have a fixed
imbedding M ↪→ R3, which gives a normal bundle ν(M), as indicated in Section 7.1. The
metric on M will be the metric induced by the ambient Euclidean space, and ∇ will denote
the Levi-Civita connection on M .
Now since we have a normal bundle ν(M) for M , there exists at each point x ∈ M a
normal vector nx ∈ ν(M)|x with ‖nx‖ = 1, and this vector is unique up to sign. Note that
on a plane in R3 this vector is constant, while on a surface such as the sphere S2 or the
torus T 2 we may find normal vectors pointing in any direction. For some connected set U
in M , we call the map which assigns a normal vector to each point of U the Gauss map.
Definition. Given a point x ∈ M , let U ⊆ M be a connected neighborhood of x. There
is a smooth section ~n ∈ Γ(ν(M)|U) with ‖~n‖ = 1, which is determined up to sign. We call
this map
~n : U → S2
the Gauss map.
Note that while ~n is not uniquely determined, it is uniquely determined up to sign
on all of U , so perhaps we may be excused for using the definite article in this case. As
mentioned above, the Gauss map is constant on any plane in R3. For a subset U of a right
circular cylinder, the Gauss map of U will trace out some portion of a great circle in S2,
an indication of the fact that the cylinder curves in one direction. Note, however, that we
may roll up a plane into the shape of a cylinder without compromising any of the geometric
properties of the plane — that is, without stretching or tearing the plane. This is indicated
by the fact that the Gauss map on the cylinder varies in only one direction, and ~n(U) ⊆ S2
has no area. On the other hand, if U is a subset of some surface which contains no straight
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lines (such as a sphere or ellipsoid), the Guass map will sweep out some non-trivial area
~n(U) in S2.
At a particular point p ∈ U ⊆M , whether or not ~n(U) takes up any area in S2 can be
determined from the differential map
~n∗p : Tp(U)→ T~n(p)(S2).
In the case of the plane, this is the zero map, for the cylinder it is a map of rank 1, and for
a surface such as a sphere or ellipsoid, it is a map of rank 2.4 Since we may represent any
vector in Tp(U) as an infinitesimal curve 〈s〉 such that s˙(0) = p, we see that
~n∗p(s˙(0)) =
d
dt
(~n(s(t)))
∣∣∣∣
t=0
= Ds˙(0)~n.
So we are really considering the map v 7→ Dv~n for v ∈ Tp(U . But since 〈~n, ~n〉 is a constant
function on U , we may think of v as a differential operator on C∞(U) and write
0 = v(〈~n, ~n〉) = 〈Dv~n, ~n〉+ 〈~n,Dv~n〉 = 2 〈Dv~n, ~n〉 .
So 〈Dv~n, ~n〉 = 0, meaning that Dv~n is perpendicular to ~n, and hence that Dv~n ∈ Tp(M).
This allows us to define the Weingarten map.
Definition. The linear map L : Tp(M)→ Tp(M), defined by
L(v) = Dv~n
for all v ∈ Tp(M), is called the Weingarten map.
We set out to investigate the differential of the Gauss map as a way of determining the
curvature of a surface at a point p ∈M . Notice that since ~n ∈ R3 is perpendicular to both
Tp(M) and T~n(p)(S
2), we have Tp(M) = T~n(p)(S
2), and we may thus consider the differential
of the Gauss map as a linear transformation from Tp(M) to Tp(M). This is precisely what
we have done with our definition of the Weingarten map, meaning that we should now be
able to determine the curvature of M at p from L. We begin with a useful property of the
Weingarten map.
Lemma 7.20. The Weingarten map is self-adjoint. That is,
〈L(v), w〉p = 〈v, L(w)〉p ,
for each p ∈ U and v, w ∈ Tp(M).
( Proof) Begin by choosing v, w ∈ Tp(M) and extending these to vector fields X,Y ∈ X(U).
Recall that since the Euclidean connection is torsion-free, we have
DXY = DYX + [X,Y ],
4We will be using this map to study the curvature of a surface. For an interesting discussion of how this
map relates to the curvature of a smooth curve, see [7, Chapter 3].
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and note that 〈~n, u〉 = 0 for any u ∈ Tp(M). With these facts in mind, we find
〈L(X), Y 〉 = 〈Dx~n, Y 〉 = X(〈~n, Y 〉)− 〈~n,DXY 〉
= −〈~n,DXY 〉 = −〈~n,DYX + [X,Y ]〉
= −〈~n,DYX〉 = Y (〈~n,X〉)− 〈~n,DYX〉
= 〈DY ~n,X〉 = 〈L(Y ), X〉
= 〈X,L(Y )〉 .
So, in particular, 〈L(v), w〉p = 〈v, L(w)〉p. 
Since L : Tp(M)→ Tp(M) is self-adjoint, we may use the spectral theorem to find some
orthonormal basis of Tp(M) relative to which the matrix representation of L is[
κ1 0
0 κ2
]
.
Moreover, we assume that the basis has been selected so that κ1 ≤ κ2. Now, it is a standard
result (see, for instance, [18, Section 6.9]) that if a quadratic form F : R2 → R is represented
by the symmetric matrix
4 =
[
A B
B C
]
,
then the extreme values of F along the unit circle in R2 are the eigenvalues of 4. We
conclude that as v ∈ Tp(M) ranges over the unit circle in Tp(M), the quadratic form
〈L(v), v〉p will assume κ1 as its minimum value and κ2 as its maximum value.
Definition. The numbers κ1 and κ2 are called the principal curvatures of M at p. The
product κ1κ2 = detL is called the Gauss curvature of M at p.
5
Example.
(1) On R2, the Gauss map ~n is constant, so L : Tp(R2) → Tp(R2) = 0 for each p ∈ R2.
We see that κ1 = κ2 = 0, and that the Gauss curvature of the plane is 0.
(2) At each point p ∈ S1 × R of a right circular cylinder, we may select an orthonormal
basis {e1, e2} of Tp(S1 × R) so that e1 follows R and e2 follows S1. Then e1 and e2
are eigenvectors of L, with respective eigenvalues 0 and 1. Again the Gauss curvature
is 0.
(3) For each point p ∈ S2, every orthonormal basis {e1, e2} is made up of eigenvectors of
L whose associated eigenvalues are both 1. So the principal curvatures are both 1, as
is the Gauss curvature.
(4) On a hyperboloid of one sheet, we will find that moving out from a point p in one
direction will move the normal vector ~n along S2 in an “expected” manner, while
moving in an orthogonal direction will move ~n along S2 in a direction opposite that
which we might expect. Formally, L has one negative eigenvalue and one positive
eigenvalue, and thus the hyperboloid has negative Gauss curvature.
5Another type of curvature that comes out of L is the mean curvature: the sum κ1 + κ2 = trace(L).
In fluid dynamics, a capillary surface is a surface which has constant mean curvature; a special case of a
capillary surface is a surface whose mean curvature vanishes everywhere, called a minimal surface.
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We have now obtained what seems like a reasonable measure of the shape of a surface.
Note, however, that the computation of this measure has relied upon the normal vector
field ~n, and thus could not be determined by an inhabitant of the surface. Perhaps this is
unsurprising since (as experience has taught us) a 2-manifold appears locally to be perfectly
flat. Nonetheless, Gauss was not satisfied with this hopelessness and determined to find a
computation for curvature that is intrinsic to the surface. Our goal now is to develop such
a computation, and we begin with a useful relationship between the Euclidean connection
on R3 and the Levi-Civita connection on M .
Lemma 7.21. Suppose we have vector fields X,Y, Z ∈ X(U) and extend these to fields
X˜, Y˜ , Z˜ ∈ X(U˜), where U˜ ⊆ R3 is an open set such that U˜ ∩M = U . For such fields,
DX˜ Y˜ = ∇XY − 〈L(X), Y 〉~n (7.7)
along U .
( Proof) We noticed in Section 7.1 that the value of DX˜ Y˜ depends only on X and Y , and
not on the selected extensions. Now, since ∇XY is the projection of DXY onto the tangent
space of M , we have
DXY = ∇XY + 〈DXY, ~n〉~n.
But we saw in our proof of Lemma 7.20 that
〈L(X), Y 〉 = −〈~n,DXY 〉 ,
so
DXY = ∇XY − 〈L(X), Y 〉~n,
and we have our result. 
Before defining what we will call the curvature operator, we want to notice a simple
relationship the Euclidean connection has with the commutator bracket: for X˜, Y˜ , Z˜ as in
the above lemma,
D[X˜,Y˜ ]Z˜ = DX˜◦Y˜ Z˜ −DY˜ ◦X˜ Z˜
= DX˜(DY˜ Z˜)−DY˜ (DX˜ Z˜)
= [DX , DY ]Z˜.
This relationship will not necessarily hold for the Levi-Civita connection ∇, and we will find
that this dissimilarity with the Euclidean case results from the curvature of a Riemannian
manifold. These considerations motivate the following definition.
Definition. The curvature operator of a Riemannian manifold M is a correspondence that
associates to each pair X,Y ∈ X(M) a map
R(X,Y ) : X(M)→ X(M)
defined by
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z,
for every Z ∈ X(M).
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The following proposition follows from the way that ∇ interacts with smooth functions.
The proof is a simple computation, which we will omit.
Proposition 7.22. The curvature operator is C∞(M)-trilinear. That is,
(1) For X1, X2, Y2, Y2 ∈ X(M) and f1f2, g1, g2 ∈ C∞(M),
R(f1X1+f2X2, g1Y1+g2Y2) = f1g1R(X1, Y1)+f1g2R(X1, Y2)+f2g1R(X2, Y1)+f2g2R(X2, Y2);
(2) Fix X,Y ∈ X(M). For W,Z ∈ X(M) and f, g ∈ C∞(M),
R(X,Y )(fW + gZ) = fR(X,Y )W + gR(X,Y )Z.
The curvature operator also has an identity analgous to the Jacobi identity for the Lie
bracket, known as the Bianchi identity.
Proposition 7.23. For X,Y, Z ∈ X(M),
R(X,Y )Z +R(Y,Z)X +R(Z,X)Y = 0.
( Proof) Since the Levi-Civita connection is torsion-free, we have
R(X,Y )Z +R(Y,Z)X +R(Z,X)Y
= ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z +∇Y∇ZX −∇Z∇YX −∇[Y,Z]X
+∇Z∇XY −∇X∇ZY −∇[Z,X]Y
= ∇X(∇Y Z −∇ZY ) +∇Y (∇ZX −∇XZ) +∇Z(∇XY −∇YX)
−∇[X,Y ]Z −∇[Y,Z]X −∇[Z,X]Y
=
(∇X([Y,Z])−∇[Y,Z]X)+ (∇Y ([Z,X])−∇[Z,X]Y )+ (∇Z([X,Y ])−∇[X,Y ]Z)
= [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X,Y ]].
But this last quantity vanishes, thanks to the Jacobi identity. 
Before carrying on with our pursuit of an intrinsic way of computing curvature, we prove
the Gauss equation, which will be vital in that pursuit.
Proposition 7.24. For X,Y, Z ∈ X(M),
R(X,Y )Z = 〈L(Y ), Z〉L(X)− 〈L(X), Z〉L(Y ). (7.8)
( Proof) To begin, apply Equation 7.7 to obtain
R(X,Y )Z = ∇X(∇Y Z)−∇Y (∇XZ)−∇[X,Y ]Z
= ∇X (DY Z + 〈L(Y ), Z〉~n)−∇Y (DXZ + 〈L(X), Z〉~n)− p(D[X,Y ]Z),
where p is the projection onto the tangent space of M . Again using the fact that the
Levi-Civita connection represents the tangential part of the Euclidean connection, we have
∇X (DY Z + 〈L(Y ), Z〉~n) = p (DX (DY Z + 〈L(Y ), Z〉~n))
= p (DX(DY Z)) + 〈L(Y ), Z〉DX~n.
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We may rewrite ∇Y (DXZ + 〈L(X), Z〉~n) in a similar manner to find
R(X,Y )Z = p (DX(DY Z)) + 〈L(Y ), Z〉DX~n− p (DY (DXZ))− 〈L(X), Z〉DY ~n− p(D[X,Y ]Z)
= p
(
DX(DY Z)−DY (DXZ)−D[X,Y ]Z
)
+ 〈L(Y ), Z〉L(X)− 〈L(X), Z〉L(Y )
= 〈L(Y ), Z〉L(X)− 〈L(X), Z〉L(Y ).

Since the inner product 〈, 〉 and the Weingarten map L are evaluated on tangent vectors,
the Gauss equation immediately gives us the following corollary.
Corollary 7.25. The value of R(X,Y )Z at p ∈ U depends only on the vectors Xp, Yp, Zp ∈
Tp(U).
This means that the curvature operator R is a 3-tensor, and it is frequently called the
Riemann curvature tensor. Since ∇ is an intrinsic and geometric property of the surface
M , so too is the Riemann curvature tensor. We are finally prepared to relate the curvature
operator to the Gauss curvature of a surface.
Theorem 7.26 (Theorema Egregium). 6 For a surface M , choose a point p ∈ M with an
open neighborhood U ⊆M and let {e1, e2} be an orthonormal basis of Tp(M). Then
〈R(e1, e2)e2, e1〉 = κ(p). (7.9)
( Proof) By the Gauss equation we have
〈R(e1, e2)e2, e1〉 = 〈〈L(e2), e2〉L(e1), e1〉 − 〈〈L(e1), e2〉L(e2), e1〉
= 〈L(e2), e2〉 〈L(e1), e1〉 − 〈L(e1), e2〉 〈L(e2), e1〉 .
Now since {e1, e2} is an orthonormal basis of Tp(M), we may represent L by the matrix[
〈L(e1), e1〉 〈L(e2), e1〉
〈L(e1), e2〉 〈L(e2), e2〉
]
.
Then 〈R(e1, e2)e2, e1〉 = detL = κ(p). 
Since R is an intrinsic property of the manifold, so too is κ.
Corollary 7.27. Gauss curvature is an intrinsic property. That is, if f : M → N is an
isometry between two surfaces in R3, κ is the Gauss curvature of M , and κ′ is the Gauss
curvature of N , then
κ′(f(p)) = κ(p),
for every p ∈M .
We conclude this section by noting that Gauss curvature is but one of many ways
of measuring the “shape” of a Riemannian manifold, and that we have only defined this
curvature for 2-manifolds which are smoothly imbedded in R3. From Equation 7.9 we
may define the Riemann curvature tensor on any arbitrary Riemannian manifold M . Out
of this we may develop the sectional curvature (which amounts to computing the Gauss
curvature of each 2-dimensional subspace of the tangent space), the Ricci curvature, the
scalar curvature, and other curvatures of a manifold (see [8]). Some of these other curvatures
of a manifold have proven to be quite useful in modern physics.
6The phrase theorema egregium is Latin for “remarkable theorem”; indeed, this is an aptly-named result.
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Chapter 8
Curvature and Holonomy
In Section 7.1 we defined affine connections on smooth manifolds. The primary purpose
of a connection is to determine a covariant derivative, 4dt , thus defining parallel transport
on a smooth manifold. These connections are in fact a special case of a more general con-
struction: given a principal bundle (B,M,G, pi), we are often interested in some restriction
on smooth motion in the total space B. To formalize this interest, we define connections on
principal bundles, which determine horizontal motion in the principal bundle, in analogue
to parallel transport on a smooth manifold. We also defined the holonomy group in Section
7.1, by which we may analyze the transformations picked up by tangent spaces under par-
allel transport. Similarly, we may define the holonomy group on a principal bundle to be
the changes in G which may be attained through horizontal motion. Defining connections
and the corresponding holonomy groups is the duty of Section 8.1.
In Section 8.2, we develop the curvature form of a principal bundle, an L(G)-valued
differential 2-form on B. Just as with the curvature on regular surfaces that we studied
in Chapter 7, the curvature form measures the failure of a smooth manifold to be “flat”.
Section 8.2 is also home to the structure equation of the curvature form, for which we will
have a need in Section 8.3. Finally, in Section 8.3 we show that the two notions studied
so far in the chapter, holonomy and curvature, have a striking relationship: the curvature
form of a connection on (B,M,G, pi) can be used to generate the holonomy group of the
connection. This is the content of the Ambrose-Singer theorem.
In many ways this chapter is simply a new presentation of [1]. All of our results and
proofs may be found there, up to some slight differences in formulae in Section 8.2. It is
our hope, however, that the examples found in this chapter, as well as the greater detail
with which the proofs are presented, help to make the fundamental result more accessible.
Throughout this chapter we will assume that (B,M,G, pi) is a principal bundle over the
connected smooth manifold M , which has a countable fundamental group.
8.1 Connections on Principal Bundles
As stated above, the connections we defined on smooth manifolds in Section 7.1 gave
us a way to define smooth motion from one tangent space of a manifold to another. In
the present section we generalize this smooth motion between tangent spaces by defining
smooth motion between fibers of a principal bundle. Following the terminology in Section
7.1, we define connections on principal bundles; these allow us to define horizontal motion,
in analogue to parallel transport.
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Our definition of a connection on a principal bundle will come down to how we choose
to “decompose” the tangent spaces of the bundle. The idea is this: the total space B
looks locally like U ×G, where U is some open neighborhood in M . Then for a strip map
φ : U ×G→ B and a point b ∈ φ(U ×G), the tangent space Tb(B) should look something
like Tm(M)⊕ Tg(G), where φ(m, g) = b. We could then call the elements of Tg(G) vertical,
since this is how they would appear to an inhabitant of the base space M , and call elements
of Tm(M) horizontal. This is not exactly how the decomposition will work, but gives an
intuitive motivation. More precisely, we call vectors in Tb(B) vertical if they “stay within
the fiber,” as indicated by the following definition.
Definition. A tangent vector t ∈ Tb(B) is called vertical if pi∗b(t) = 0. The linear space of
vertical vectors at b ∈ B is denoted by Vb. For any open set U ⊆ B, we call a vector field
X ∈ X(U) a vertical vector field if Xb ∈ Tb(U) is vertical for every b ∈ U .
Example. Suppose we have M = S1 and G = R+, the Lie group of positive real numbers
under multiplication, and consider the product bundle B = M × G. There is a natural
embedding of B into R2, and the vertical vectors are then vectors which lie within a line
that passes through the origin, as seen in Figure 8.1.
Figure 8.1: A vertical vector.
We will typically denote the collection of smooth vertical vector fields on B by Q. It is
not difficult to check that the Lie bracket is closed on Q, and thus see that Q is a Lie sub-
algebra of X(B). Now since vertical vector fields are vector fields which in some sense stay
within a fiber, we expect there to be a relationship between the vector fields of G and the
vertical vector fields of B. To that end, suppose we have a vector field A ∈ L(G) which is left
invariant under the action of G. We will use A to generate a vertical vector field Q ∈ Q on B.
For each b ∈ B, we may pick a strip map φ : U × G → B with φ(m, g) = b for some
m ∈ U and g ∈ G. Having done so, define
Qb = φm∗(Ag).
135
Since (pi ◦ φm)(G) = m, we have pi∗φm(g) ◦ (φm)∗g(v) = 0 for all v ∈ Tg(G). It follows, then,
that φm∗(Ag) is vertical. We must also check thatQb is well-defined. Suppose ψ : V ×G→ B
is a strip map with ψ(m, g′) = b. Then by Lemma 5.6, φ−1m ◦ ψm agrees with the action of
some h ∈ G, and we have
ψm(g) = φm(hg) = (φm ◦ Lh)(g)
for all g ∈ G. In particular,
φm(g) = b = ψm(g
′) = (φm ◦ Lh)(g′),
so g = hg′. But A is invariant under the action of G, so
ψm∗(Ag′) = φm∗(Lh∗(Ag′)) = φm∗(Ahg′) = φm∗(Ag).
So Q is a well defined vertical vector field on B, and since φm : G → pi−1(m) is a diffeo-
morphism, the smoothness of A implies the smoothness of Q. Moreover, since φ−1m is a
diffeomorphism between Lie groups, its differential is an isomorphism between Lie algebras,
and in particular the mapping A 7→ Q is a Lie algebra isomorphism. We call this isomor-
phism q : L(G) → Q. Note that since every vertical vector t ∈ Tb(B) generates a unique
left invariant vector field A ∈ L(G), t also generates a vertical vector field Q = q(A), and
we call Q the vertical vector field generated by t.
Before defining connections on principal bundles, we want to introduce the adjoint map,
which will be useful in some of our forthcoming computations. We first define a map
α : G→ Aut(G) which assigns to each point g of G the inner automorphism associated to
g; that is, α(g) = αg for all g ∈ G, where
αg(h) = ghg
−1
for all h ∈ G. For any x, g ∈ G, (αg)∗x is a map from Tx(G) to Tαg(x)(G); in particular,
(αg)∗e : Te(G) → Te(G). Since the differential of any Lie group automorphism is a Lie
algebra automorphism, we see that (αg)∗e is an automorphism of Te(G). Moreover, since
L(G) can be identified with Te(G), we see that (αg)∗e ∈ Aut(L(G)), and we denote (αg)∗e
by Adg : L(G)→ L(G).
Now we would also like to define Adg on Q. To do so, pick Q ∈ Q and choose A ∈ L(G)
such that q(A) = Q. Then we define Adg(Q) ∈ Q by Adg(Q) = q(Adg(A)). Then if
φ(m,h) = b, we have
(Adg−1(Q))b = φm∗((Adg−1(A))h)
= φm∗(Lh∗((Adg−1(A))e))
= φm∗(Lh∗ ◦Rg∗ ◦ Lg−1∗(Ae))
= φm∗(Rg∗(Ahg−1))
= Rg∗(φm∗(Ahg−1))
= Rg∗
(
Qφm(hg−1)
)
= (Rg∗Q)φm(h)
= (Rg∗Q)b .
136
So Adg−1(Q) = Rg∗Q, and we will find this equation to be useful.
We are now ready to define connections on principal bundles. Recall that our motivation
for defining affine connections on smooth manifolds in Section 7.1 was to determine how
to move vectors from one tangent space of the manifold to another in a parallel fashion.
Analogously, connections on principal bundles are meant to determine horizontal motion
from one fiber of the bundle to another.
Definition. A connection H on a principal bundle (B,M,G, pi) is a mapping which assigns
to each b ∈ B a linear subspace Hb ⊂ Tb(B) such that
(1) Tb(B) = Hb ⊕ Vb;
(2) H is invariant under the action of G on B (that is, Hbg = Rg∗Hb for all g ∈ G);
(3) Hb depends smoothly on b in the following manner: given W ∈ X(B), HW ∈ X(B),
where HWb is the projection of Wb onto Hb.
We call a vector u ∈ Tb(B) horizontal if u ∈ Hb. A horizontal curve with respect to H is a
curve s : (−δ, )→ B whose tangent vector is horizontal whenever it is defined.
Given a connection H on a principal bundle and some b ∈ B, dimTb(B) = dimHb +
dimVb. Because pi : B → M is surjective, pi∗ : Tb(B)→ Tpi(b)(M) is surjective as well. But
since pi∗(Vb) = 0, we see that dimHb = dimTpi(b)(M), meaning that pi∗|Hb is an isomorphism
of Hb onto Tpi(b)(M). In particular this means that the projection into M of any piecewise
smooth, horizontal curve in B is a piecewise smooth curve in M .
Example. Consider the trivial bundle B = S1 × R+ from our previous example. Perhaps
the most natural way to give a connection to this bundle is to say that a vector in R2 is
horizontal when it is perpendicular to the vertical vectors. For a point b = (x0, y0) ∈ R2,
this amounts to defining
Hb =
{〈x, y〉 ∈ T(x0,y0)(R2) | y0(y − y0) = x0(x0 − x)} .
A horizontal curve with passing through b is then a circle, and can be parametrized so
that it is written s(t) = (r0 cos(t), r0 sin(t)), where r0 =
√
x20 + y
2
0. On the other hand, we
could define a connection H ′ on B so that horizontal vectors make an angle of pi/4 with the
vertical vectors, as in Figure 8.2.
For this new connection we have
H ′b =
{〈x, y〉 ∈ T(x0,y0)(R2) | y0((x+ y)− y0) = x0(x0 − (x− y))}
for a point b = (x0, y0) ∈ R2. Finding a curve in B which is horizontal under this connection
and which passes through b ∈ B amounts to solving the linear system of ODEs given by
~x ′(t) =
[
−1 1
−1 −1
]
~x(t) and ~x(0) =
[
x0
y0
]
.
Solving this system leads to
~x(t) = y0e
−t
[
sin(t)
cos(t)
]
− x0e−t
[
− cos(t)
sin(t)
]
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Figure 8.2: Horizontal motion in our new connection.
so a horizontal curve passing through (x0, y0) can be given by
s(t) = (e−t(y0 sin(t) + x0 cos(t)), e−t(y0 cos(t)− x0 sin(t))),
as can be seen in Figure 8.2.
An important distinction between these two connections on B is the range of points
accessible to b ∈ B via horizontal curves. If we follow a curve through b ∈ B which is
horizontal with respect to H, then the only element of pi−1(pi(b)) (the fiber containing b)
through which we will pass is b itself. On the other hand, a horizontal curve with respect to
H ′ will pass through the point e2pinb ∈ pi−1(pi(b)) for every n ∈ Z. Notice that {e2pin|n ∈ Z}
is a subgroup of our Lie group (0,∞), a fact which motivates the following definition.
Definition. If H is a connection on B and b ∈ B, the holonomy group of H attached to b,
denoted by Holb(H), is the set of all g ∈ G such that bg can be joined to b by a piecewise
smooth, horizontal curve in B. The null holonomy group of H attached to b, denoted by
Hol0b(H), is the set of all g ∈ G such that bg can be joined to b by a piecewise smooth,
horizontal curve in B whose projection into M is null-homotopic.
Lemma 8.1. For every b ∈ B, Holb(H) and Hol0b(H) are subgroups of G.
( Proof) Certainly neither set is empty: the constant map γ : [0, 1] → {b} shows that e is
in both sets. Next, suppose that g ∈ Holb(H) and that γ1 is a piecewise smooth, horizontal
curve in B such that γ1(0) = b and γ1(1) = bg. Define γ2 by γ2(t) = γ1(1 − t)g−1. Since
H is invariant under the action of G, we see that γ2(t) is a suitable path connecting b to
bg−1. Note that the projections of γ1 and γ2 into M are identical as sets, so their homotopy
types will match. In particular, this means that if g ∈ Hol0b(H), then g−1 ∈ Hol0b(H). We
see that Holb(H) and Hol
0
b(H) are closed under inverses.
Next, suppose that g, h ∈ Holb(H) and that γ1 and γ2 are appropriate paths connecting
b to bg and bh, respectively. We define
γ3(t) =
{
γ2(2t), 0 ≤ t ≤ 12
γ1(2t− 1)h, 12 < t ≤ 1.
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Then γ3 is a piecewise smooth, horizontal curve connecting b to bgh, and we see that
gh ∈ Holb(H). Had we required that γ1 and γ2 have null-homotopic projections in M , then
the projection of γ3 into M would just be a concatenation of two null-homotopic curves,
and hence itself null-homotopic. So gh ∈ Hol0b(H). 
Lemma 8.2. If c = bg, then Holc(H) = g
−1Holb(H)g and Hol0c(H) = g−1Hol
0
b(H)g.
( Proof) Pick h ∈ Holb(H) and let γ be an appropriate curve connecting b to bh. Then
γg connects bg to bhg = bg(g−1hg), so g−1hg ∈ Holc(H). Since pi(γg) = pi(γ), the projec-
tions of γ and γg have the same homotopy type. We conclude that g−1Hol0b(H)g ⊆ Hol0c(H).
Pick h ∈ Holc(H) and let γ be an appropriate curve connecting bg to bgh. Then γg−1
connects b to b(ghg−1), so ghg−1 ∈ Holb(H). Again, homotopy type is not changed by the
action of G, so Holc(H) = g
−1Holb(H)g and Hol0c(H) = g−1Hol
0
b(H)g. 
Less formally, we say that the holonomy group depends on the basepoint only up to
conjugation.
Finally, we want to discuss connections on the bundle of bases E(M). Let H be a con-
nection on E(M), and for points m,m′ ∈M , let ρ : [0, 1]→M be a piecewise smooth curve
with ρ(0) = m and ρ(1) = m′. We want to associate to ρ a unique linear transformation
Tρ : Tm(M)→ Tm′(M).
Let σ : [0, 1] → E(M) be any piecewise smooth horizontal curve in E(M) for which
pi ◦ σ = ρ (we will call such a curve a horizontal lift of ρ). Then σ(0) = (m, e1, . . . , en) and
σ(1) = (m′, e′1, . . . , e′n) for some bases {e1, . . . , en} of Tm(M) and {e′1, . . . , e′n} of Tm′(M).
We define Tρ to be the unique linear transformation of Tm(M) onto Tm′(M) which maps ei
to e′i for each 1 ≤ i ≤ n. It is important to note that, while σ is not unique as a horizontal
lift of ρ, Tρ is nonetheless well-defined because H is invariant under the action of G on E(M).
Now to see that this construction makes any sense at all, we need to show that there
does indeed exist a horizontal lift of ρ. We will show the existence of such a curve for any
principal bundle (B,M,G, pi). Because B looks locally like M × G, we may choose some
piecewise smooth curve τ : [0, 1]→ B such that pi ◦ τ = ρ (perhaps by first covering ρ with
open neighborhoods in M , each of which has an associated strip map). In order to make τ
horizontal, we set
B′ =
⋃
b∈τ([0,1])
pi−1(pi(b)).
and define a vector field W on B′ in the following way. For each b ∈ B′, there is some
t0 ∈ [0, 1] such that pi(τ(t0)) = pi(b); that is, the curve τ passes through each fiber in B′.
Since there is some g ∈ G such that b = τ(t0)g, we may set Wb = Rg∗(τ˙(t0)). Then HW is
a vector field on B′, any of whose integral curves σ is a horizontal lift of ρ. So horizontal
lifts exist, and a unique linear transformation of tangent spaces may be associated to each
path in M . In this way, we may define the holonomy group of a H at m ∈ M just as we
did in Section 7.1 — as a subgroup of GL(Tm(M)).
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8.2 The Curvature Form and the Structural Equation
In this section we introduce the curvature form on a principal bundle, which plays a
fundamental role in the Ambrose-Singer theorem. The bulk of this section is comprised
of technical lemmas and important equations regarding the curvature form which will be
useful in our proof of this theorem.
In Chapter 6, we defined R-valued differential forms; ultimately, all of our definitions
and results about R-valued differential forms rested on the fact that R is a vector space
endowed with a product. In general, if V is a real vector space with some tensor product ⊗,
then all of our definitions and results from Chapter 6 continue to hold for some V -valued
p-form
θ : T (M)× · · · × T (M)→ V
on a smooth manifold M . This is important because the curvature form we will define in
this section is a Lie algebra-valued 2-form.
We also defined in Chapter 6 the exterior derivative of a smooth p-form. This was a
smooth p + 1-form which measured the infinitesimal effect on the output of our p-form of
an infinitesimal change in the input. So far in this chapter we have concerned ourselves
with a manifold M which is the base space of a principal bundle (B,M,G, pi). In a way, M
cannot “see” vertical changes in B, and we may use this fact to define another derivative
of differential forms.
Definition. If H is a connection on a principal bundle (B,M,G, pi), we define the covariant
derivative Dθ of a smooth p-form θ on B to be the (p+ 1)-form on B defined by
(Dθ)(t1, . . . , tp+1) = dθ(Ht1, . . . ,Htp+1),
where t1, . . . , tp+1 ∈ Tb(B).
Just as the exterior derivative tells us how much an infinitesimal change in input effects
our output, the covariant derivative gives this same value as it would be measured by the
connection. The connection can only detect horizontal changes, and that is why the inputs
on the right side of the above definition are the horizontal parts of their respective vectors.
Now, we consider horizontal motion under a principal bundle connection to be analo-
gous to parallel motion under an affine connection on a smooth manifold. Continuing this
analogy, in Chapter 7 we considered a curve in M to be “straight” if its tangent field was
parallel, and we now consider a curve in B to be horizontal when all of its tangent vectors are
horizontal. We might even say that horizontal curves in a principal bundle have zero curva-
ture, and measure curvature as the extent to which a curve fails to be horizontal. With this
in mind, we define the 1-form of a connection, which we will use to define the curvature form.
Given a connection H on a principal bundle (B,M,G, pi), we define a 1-form
ω : T (B)→ L(G)
so that for each t ∈ Tb(B), ω(t) is the element of L(G) generated by V t. That is, ω(t) is
the unique A ∈ L(G) such that (qA)b = V t. Notice that if t ∈ Hb, then ω(t) is the zero
element of L(G). Since ω will be used to define the curvature form, horizontal motion will
then be curvature-free motion. This 1-form also satisfies three important properties:
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(1) ω is differentiable;
(2) if t is vertical, then ω(t) is the element of L(G) generated by t;
(3) ω ◦Rg∗ = Adg−1ω.
Properties (1) and (2) are immediate. Property (3) follows from the fact that Adg−1(A) =
Rg∗A, as we proved in Section 8.1, and the obvious fact that V ◦Rg∗ = Rg∗ ◦V . Conversely,
if we have a 1-form ω : T (B)→ L(G) satisfying these three properties, then we may define
a connection H by
Hb = {t ∈ Tb(B)|ω(t) = 0} ,
for each b ∈ B. It follows that the association between connections on (B,M,G, pi) and
such 1-forms is unique. We call ω the 1-form of H.
Definition. If H is a connection on a principal bundle (B,M,G, pi) and ω is the 1-form of
H, we define the curvature form
Ω : T (B)× T (B)→ L(G)
of H by Ω = Dω.
The real justification for calling Ω the curvature form of a connection lies in the inter-
pretation it has in the case of the bundle of bases, E(M). For each point m ∈M and pair of
vectors u, v ∈ Tm(M) we want to use Ω to define the linear transformation Tu,v on Tm(M)
that results from parallel transport around the “infinitesimal parallelogram” generated by
u and v.
Given m ∈M and u, v ∈ Tm(M), pick b ∈ E(M) such that pi(b) = m and pick two hori-
zontal, smooth vector fields X and Y , defined on a neighborhood of b, such that pi∗(Xb) = u
and pi∗(Yb) = v. For any number δ with very small absolute value, we would like to use X
and Y to define a path γδ which starts at b. First, let ρ be the integral curve of X with
ρ(0) = b; let σ be the integral curve of Y with σ(0) = ρ(δ); let ρ′ be the integral curve of
X with ρ′(0) = σ(δ); and finally, let σ′ be the integral curve of Y with σ′(0) = ρ′(−δ). If
we let γδ be the path defined by first following ρ, then σ, then ρ
′, and finally σ′, then γδ is
a sort of parallelogram in E(M), except that the endpoint may not be the starting point.
We define γ(t) to be the endpoint of γ√t for t > 0, to be γ−√−t for t < 0, and to be b for
t = 0. From the geometric interpretation of the commutator given in Section 4.3, we see
that γ is a smooth curve in B whose tangent vector at b is [X,Y ]b.
In the event that the endpoint of γδ is in the same fiber as b, we are easily able to
associate an element of G to γδ. We write b = (m, e1, . . . , en) and write the final point of
γδ as (m, f1, . . . , fn); we may then select the unique g ∈ G such that Rg(m, e1, . . . , en) =
(m, f1, . . . , fn). This g is the desired Tu,v associated to the triple (m,u, v). In general,
however, the final point of γδ is not an element of pi
−1(m), and we must find another way to
determine Tu,v. We do so by first picking the element A ∈ L(G) generated by the vertical
component of the tangent vector of γ at b. That is, A = ω([X,Y ]b). By a computation,
ω([X,Y ]b) = −Ω(Xb, Yb), so if u0 and v0 are the unique horizontal elements of Tb(B) which
project to u and v, then A = −Ω(u0, v0). (The importance of this lies in the fact that A
does not depend on the horizontal vector fields X and Y , but on the unique “pullbacks” u0
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and v0.) Because the Lie algebra of the general linear group is M(n,R), Ae is some n× n
matrix and can therefore be represented by a linear transformation TA : Rn → Rn. Finally,
we may define Tu,v to be I
−1
b ◦ TA ◦ Ib, where Ib is as defined in Section 5.3.
It is important now to show that Tu,v is well-defined. To that end, suppose that we have
bg ∈ pi−1(m) and u1, v1 ∈ Tbg(B), the unique horizontal vectors at bg which project to u
and v, respectively. Then Rg∗u0 = u1 and Rg∗v0 = v1. Now let A′ = −Ω(u1, v1). Then,
because Ω(u1, v1) = Ω(Rg∗u0, Rg∗v0) = Adg−1(Ω(u0, v0)), TA′ = g−1TAg. But recall that
Ibg = g
−1 ◦ Ib. So
I−1bg ◦ TA′ ◦ Ibg = I−1b ◦ g ◦ g−1 ◦ TA ◦ g ◦ g−1 ◦ Ib = I−1b ◦ TA ◦ Ib.
It turns out that Tu,v agrees with the Riemannian curvature operator R(u, v) we defined in
Chapter 7. If we take M to be a Riemannian manifold, then the Theorema Egregium says
that, for any selected u, v ∈ Tm(M),
κ(m) =
< Tu,vu, v >
< u, u >< v, v > − < u, v >2 ,
where κ is the Gauss curvature.
What we would like to do with the remainder of this section is to relate the covariant
derivative Ω of ω to the exterior derivative dω of ω. The relationship between these two
derivatives is the content of Theorem 8.7, but in order to prove this theorem we must first
gather a few technical propositions and lemmas.
Proposition 8.3. If θ is a L(G)-valued 1-form on B such that θ ◦ Rg∗ = Adg−1θ, then
dθ ◦Rg∗ = Adg−1dθ. That is, for any t1, t2 ∈ Tb(B),
dθ(Rg∗t1, Rg∗t2) = Adg−1(dθ(t1, t2)).
( Proof) Suppose X and Y are smooth vector fields on M and note that, because dθ maps
into L(G), dθ(X,Y ) = Lg−1(dθ(X,Y )). Then, using the formula for exterior differentiation
computed in Section 6.3, we have
dθ(Rg∗X,Rg∗Y ) = Lg−1∗ ([Rg∗X(θ(Rg∗Y ))−Rg∗Y (θ(Rg∗X))− θ([Rg∗X,Rg∗Y ])])
= Lg−1∗
(
[Rg∗X(Lg−1∗ ◦Rg∗θ(Y ))−Rg∗Y (Lg−1∗ ◦Rg∗θ(X))− θ([Rg∗X,Rg∗Y ])]
)
= [(Lg−1∗ ◦Rg∗)X(Lg−1∗ ◦Rg∗θ(Y ))− (Lg−1∗ ◦Rg∗)Y (Lg−1∗ ◦Rg∗θ(X))
− (Lg−1∗ ◦Rg∗)θ([X,Y ])]
= (Lg−1∗ ◦Rg∗) ([X(θ(Y ))− Y (θ(X))− θ([X,Y ])])
= Adg−1(dθ(X,Y )).
So dθ ◦Rg∗ = Adg−1dθ. 
Proposition 8.4. If H is a connection on a principal bundle (B,M,G, pi) and θ is a L(G)-
valued p-form on B such that θ ◦Rg∗ = Adg−1θ, then H∗θ ◦Rg∗ = Adg−1(H∗θ), where H∗θ
is defined by
(H∗θ)(t1, . . . , tp) = θ(Ht1, . . . ,Htp).
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( Proof) Select X1, . . . , Xp ∈ X(M). Then
(H∗θ)(Rg∗X1, . . . , Rg∗Xp) = θ(HRg∗X1, . . . ,HRg∗Xp)
= θ(Rg∗HX1, . . . , Rg∗HXp)
= (θ ◦Rg∗)(HX1, . . . ,HXp)
= Adg−1(θ(HX1, . . . ,HXp))
= Adg−1((H
∗θ)(X1, . . . , Xp)).
So H∗θ ◦Rg∗ = Adg−1(H∗θ). 
In particular, Propositions 8.3 and 8.4 imply that, since Ω = d(H∗ω) and ω ◦ Rg∗ =
Adg−1ω, Ω ◦ Rg∗ = Adg−1Ω. We now turn to a lemma that we will need in our proof of
Lemma 8.6.
Lemma 8.5. Let A and B be vector fields on some Lie group G which are left invariant
and right invariant, respectively. Then [A,B] = 0.
( Proof) We first define vector fields A′ and B′ on G×G as follows: for all g, h ∈ G,
A′(g,h) = Jg∗h(Ah), B
′
(g,h) = Ih∗g(Bg),
where Jg and Ih are maps from G to G×G defined by
Jg(h) = (g, h), Ih(g) = (g, h).
For some (g, h) ∈ G × G we choose coordinates x1, . . . , xn on a neighborhood U ⊆ G of g
and coordinates y1, . . . , yn on a neighborhood V ⊆ G of h. Then we may write
A′ =
n∑
i=1
aiY
i, B′ =
n∑
i=1
biX
i,
where each ai depends only on the y-coordinates and each bi depends only on the x-
coordinates. We can do this because A′ is simply the differential of a constant map in
its first argument, as is B′ in its second argument. Then
[A′, B′] =
∑
i,j
[aiY
i, bjX
j ]
=
∑
i,j
aiY
i(bj)X
j + bj [aiY
i, Xj ]
=
∑
i,j
aiY
i(bj)X
j + bj(ai[Y
i, Xj ]−Xj(ai)Y i)
=
∑
i,j
aiY
i(bj)X
j − bjXj(ai)Y i + aibj [Y i, Xj ]
=
∑
i,j
aibj [Y
i, Xj ] = 0.
Finally, we define Φ : G×G→ G to be the operation of group multiplication. Notice that
for any g, h ∈ G, (Φ ◦ Jg)(h) = gh, so Φ ◦ Jg = Lg for all g ∈ G. Then
Φ∗(g,h)(A′(g,h)) = Φ∗(g,h)(Jg∗h(Ah))
= (Φ ◦ Jg)∗h(Ah)
= Lg∗h(Ah) = Agh,
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where this last equality is by virtue of the fact that A is left-invariant. Similarly, we may
compute that Φ∗(g,h)(B′(g,h)) = Bgh. So A and B are Φ-related to A
′ and B′, respectively.
Then, for any g ∈ G and f ∈ C∞(G),
[A,B]g(f) = Φ∗(g,e)([A′, B′](g,e))(f) = 0.
So [A,B] = 0. 
Lemma 8.6. Let H be any connection on a principal bundle (B,M,G, pi), and let Q be as
before. If K is any horizontal vector field on B and Q ∈ Q, then [K,Q] is horizontal.
( Proof) Suppose that U is some open subset of M and that W is some vertical vector field
on pi−1(U) which is invariant under the action of G on B. Then, according to Lemma 8.5,
[W,Q] = 0 for all Q ∈ Q.
Next, consider any strip map φ : U × G → B and coordinate system x1, . . . , xn on U ,
and suppose we have a coordinate system y1, . . . , yn, z1, . . . , zk on some subset of B. We
call such a coordinate system special if yi = xi ◦ pi for 1 ≤ i ≤ n and if zj = vj ◦ p ◦ φ−1
for 1 ≤ j ≤ k, where v1, . . . , vk is a coordinate system on V ⊆ G and p : U × G → G
is projection onto the second component. The domain of this special coordinate system is
then φ(U × V ). Suppose we have two coordinate systems that are special with respect to
the same strip map φ and coordinate system x1, . . . , xn. Then for any b ∈ B common to
their domains, the coordinate systems’ respective definitions of the partial derivative with
respect to yi through b defines the same tangent vector Y
i
b =
∂
∂yi
∣∣
b
. It is clear from the
definition of yi that pi∗Y i = Xi. We also point out that because right translation will affect
only the z-coordinates, we have Rg∗Y i = Y i, 1 ≤ i ≤ n.
Given b ∈ pi−1(U) and special coordinates y1, . . . , yn, z1, . . . , zk, the expression for some
Q ∈ Q in these coordinates involves only the Zi with coefficients that depend only on the
zi, so [Y
j , Q] = 0 for all j (because Q = qA for some A ∈ L(G)). Next, note that if we
decompose Y j into its horizontal and vertical components as Y j = Kj + W j , then Rg∗Kj
is horizontal and Rg∗W j is vertical (because by definition Rg∗Hb = Hb for all b ∈ B). This
means that we may also decompose Y j as
Y j = Rg∗Y j = Rg∗Kj +Rg∗W j ,
which shows that Rg∗Kj = Kj and Rg∗W j = W j . So W j is a vector field on B which
is vertical and invariant under the action of G, and by our remark above [W j , Q] = 0.
Combining our computations,
[Kj , Q] = [Y j , Q]− [W j , Q] = 0.
Finally we consider any horizontal vector field K defined on an open neighborhood of any
b ∈ φ(U×G). Recall that Hb is isomorphic to Tm(M), and that X1, . . . , Xn gives a basis for
the set of vector fields defined on an open neighborhood of m. The isomorphism establishes
a correspondence between vector fields on M and horizontal vector fields on φ(U × G).
Thus, the Y j = Xj ◦ pi∗ give a basis for the horizontal vector fields throughout φ(U × G).
More specifically, the horizontal parts of the Y j , the Kj , give a basis. This means that we
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may write K =
∑
aiK
i. So
[K,Q] =
n∑
i=1
[aiK
i, Q] = −
n∑
i=1
[Q, aiK
i] = −
n∑
i=1
(Q(ai)K
i + ai[Q,K
i])
= −
n∑
i=1
(Q(ai)K
i − ai[Ki, Q]) = −
n∑
i=1
Q(ai)K
i.
So we see that for any horizontal vector field K, [K,Q] is horizontal. 
Finally, we prove the so-called structure equation of a connection, which relates the
curvature form Ω of the connection to its 1-form ω.
Theorem 8.7. If H is any connection on a principal bundle (B,M,G, pi), ω is the 1-form
of H, and Ω is the curvature form of H, then
dω(s, t) = −[ω(s), ω(t)] + Ω(s, t),
for all b ∈ B and s, t ∈ Tb(B).
( Proof) Recall that in the case p = 1, the exterior derivative of a differential p-form ω on
B is
dω(X,Y ) = X(ω(Y ))− Y (ω(X))− ω([X,Y ]),
for all X,Y ∈ X(B). Now suppose that η and θ are two 2-forms on B and, for each b ∈ B,
there is a set of vector fields W 1, . . . ,W r defined on a neighborhood of b such that the W ib
span Tb(B). Then showing that η(W
i,W j) = θ(W i,W j) for all 1 ≤ i, j ≤ r shows that η
and θ are equivalent. Thus, to establish our above formula we will show that
dω(X,Y ) = −[ω(X), ω(Y )] + dω(HX,HY )
for any X,Y selected from such a set of vector fields. This reduces to
X(ω(Y ))−Y (ω(X))−ω([X,Y ]) = −[ω(X), ω(Y )]+HX(ω(HY ))−HY (ω(HX))−ω([HX,HY ]).
Since the image under ω of a horizontal vector is 0, we may further reduce this to
X(ω(Y ))− Y (ω(X))− ω([X,Y ]) = −[ω(X), ω(Y )]− ω([HX,HY ]). (8.1)
For any b ∈ B, we may select on some neighborhood of b a family Q1, . . . , Qk of vertical
vector fields which span Q, as well as some family K1, . . . ,Kd of horizontal vector fields
such that the Kib span Hb. Then certainly the set Q
1
b , . . . , Q
k
b ,K
1
b , . . . ,K
d
b spans Tb(B).
Finally, we verify the formula for choices from Q1, . . . , Qk,K1, . . . ,Kd.
In the first case, we could have X = Ki and Y = Kj for some i, j. Then, X and Y
both being horizontal, we have X = HX, Y = HY , and ω(X) = ω(Y ) = 0. So the first
two terms on the left side of Equation 8.1 vanish, as does the first term on the right, and
the remaining two terms match.
A second possibility is that X = Qi and Y = Kj for some i, j. Again, ω(Y ) = 0, so
[ω(X), ω(Y )] = X(ω(Y )) = 0. Since HX = 0, ω([HX,HY ]) = 0. ω([X,Y ]) = 0 because,
by Lemma 8.6, [X,Y ] is horizontal. The only remaining term is Y (ω(X)). Note that for any
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b1 ∈ B, ω(X)b1 = ω(Qib1) is the element A of L(G) generated by Qib1 ∈ Tb1(B). That is, A
is the element of L(G) such that (qA)b1 = Q
i
b1
. But since A is left invariant this means that
q(A) = Qi on all of B, so ω(Qi) is constant on B. Since ω(X) is constant, Y (ω(X)) = 0,
so Equation 8.1 holds.
Finally we consider the case X = Qi and Y = Qj for some i, j. As explained above,
ω(X) and ω(Y ) are constant, so the first two terms of the left hand side vanish. Also,
HX = HY = 0, so the final term of the right hand side vanishes. Finally, because q is a Lie
algebra isomorphism, it respects the Lie bracket, so [ω(X), ω(Y )] = ω([X,Y ]). The formula
holds. 
8.3 The Ambrose-Singer Theorem
Our goal in this final section is to prove the Ambrose-Singer theorem, which relates
the holonomy group of a connection H on a principal bundle (B,M,G, pi) to the curvature
form Ω of this connection. In particular, this theorem says that for a fixed point b ∈ B,
we may use Ω to generate Hol0b(G). Before stating the theorem formally, we introduce a
couple of notational conventions. For a fixed point b ∈ B, we will denote by B(b) the set
of all points in B to which b can be joined by a piecewise smooth, horizontal curve, and
we will use Holb(G)
0 to denote the pathwise component of the identity in Holb(G). The
Ambrose-Singer theorem is then:
Theorem 8.8 (Ambrose-Singer). For any b ∈ B, let Lb(G) be the subalgebra of L(G)
generated by
{Ω(s, t) | s, t ∈ Tb0(B) for some b0 ∈ B(b)} .
Then the subgroup of G generated by Lb(G) is Hol
0
b(H).
Before we may prove this theorem, we must develop a collection of technical lemmas.
One of the central constructions needed for our proof is that of a smooth structure on B(b).
Our first two lemmas help us towards this construction. We also give now a definition which
we could have given much earlier, but for which we previously had no need.
Definition. Given a coordinate chart (U ;x1, . . . , xn) whose center is m0 ∈ U , a ray with
respect to this coordinate system is a path ρ : [0, 1] → U such that ρ(0) = m0 and such
that, for every 1 ≤ i ≤ n and t ∈ [0, 1],
xi∗ρ(t)(ρ˙(t)) = c,
for some constant c ∈ R.
Suppose that ϕ : U × G → B is a strip map of our bundle, that (U ;x1, . . . , xn) is a
coordinate chart of M with center m0 ∈ U , and that U is an open ball with respect to these
coordinates. Set b0 = ϕ(m0, e) ∈ B. We want to define a map α : U → G which depends on
the coordinate system selected. To define α(m), consider the ray ρm such that ρm(0) = m0
and ρm(1) = m. We define
σm : [0, 1]→ B and τm : [0, 1]→ B
as follows. Let σm be the horizontal lift of ρm such that σm(0) = b0, and let τm be defined by
τm(u) = ϕ(ρm(u), e). So σm and τm start at the same point in B, but σm moves horizontally,
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while τm moves in such a way that it maintains the same associated group element. Then
σm(1) = τm(1)g for a unique g ∈ G (because pi(σm(1)) = pi(τm(1)) = m), and we define
α(m) = g.
Lemma 8.9. The map α : U → G defined above is differentiable on some open neighbor-
hood W of m0.
( Proof) Let (V ; v1, . . . , vk) be a coordinate chart of G containing e. To establish the dif-
ferentiability of α on some neighborhood of m0, we will find a neighborhood W of m0 on
which we can show that the functions vi ◦ α : U → R are differentiable. We now have
a coordinate system (U × V ;x1, . . . , xn, v1, . . . , vk), which is carried by ϕ to a coordinate
system (ϕ(U × V ); y1, . . . , yn+k).
The first thing we must do is prove that the path σm described above does, in fact,
exist. Let σm be the integral curve of the vector field
H
(
n∑
i=1
xi(m)Y i
)
with σm(0) = b0. Condition (3) in the definition of a connection guarantees that this vector
field is smooth, so σm is a horizontal, smooth curve. Also
pi∗
(
H
(
n∑
i=1
xi(m)Y i
))
=
n∑
i=1
xi(m) · pi∗
(
H(Y i)
)
=
n∑
i=1
xi(m)Xi,
so pi ◦ σm is an integral curve of
n∑
i=1
xi(m)Xi,
and pi ◦ σm(0) = m0. So pi ◦ σm = ρm. Since integral curves are unique, σm is the unique
horizontal lift of ρm with initial value b0.
Since ϕ is G-equivariant, we have
ϕ(m,α(m)) = ϕ(ρm(1), e)α(m) = τm(1)α(m) = σm(1).
Also notice that σm(u) = σρm(u)(1), so
ϕ(ρm(u), α(ρm(u))) = σρm(u)(1) = σm(u).
Since σm is smooth, there exists for each m ∈ U some um > 0 such that σm(u) ∈ ϕ(U × V )
for all u < um, and we define um to be the largest such number. Then, for 1 ≤ i ≤ k and
u < um,
(vi ◦ α)(ρm(u)) = yn+i(ϕ(ρm(u), α(ρm(u))))
= yn+i(σm(u)).
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(Note that the first equality follows from the definition of yn+i. The first argument of ϕ
could be any element of U .)
We would like now to show that each of the functions yn+i ◦ σm are defined and differ-
entiable. Since σm is an integral curve of H(
∑n
j=1 x
j(m)Y j),
(yn+i ◦ σm)∗(u) = yn+i∗σm(u)(σm∗(u))
= yn+i∗σm(u)
H
 n∑
j=1
xj(m)Y jσm(u)

= yn+i∗σm(u)
H
 n∑
j=1
yj(m)Y jσm(u)
 .
Since yn+i and H are both differentiable, so is the right side of this equation. Hence,
the right side can be written as a differentiable function of the y-coordinates on some
neighborhood of b0. This means that the y
n+i ◦ σm are solutions of a system of ODEs
whose nonhomogeneous parts are differentiable. So we know that the yn+i ◦ σm exist and
are smooth; moreover, smooth dependence on initial conditions says that the maps
fn+i : [0, 1]× U → R
given by fn+i(u,m) = (y
n+i ◦ σm)(u) for u < um are defined and differentiable on some
neighborhood of (0,m0) ∈ [0, 1]× U .
Finally, since σm(u) = σρm(u)(1) and since for each m ∈ U there exists a um > 0 such
that σm(u) ∈ ϕ(U × V ) for all u < um, there is some neighborhood W of m0 such that
σm(1) ∈ ϕ(U × V ) for all m ∈W . Then, since
(vi ◦ α)(m) = yn+i(σm(1)) = fn+i(1,m),
vi ◦ α is differentiable on W . 
Lemma 8.10. Pick m0 ∈ M and b0 ∈ B be such that pi(b0) = m0, and let (U ;x1, . . . , xn)
be a coordinate system with m0 as its center. Then there exists a strip map ψ : V ×G→ B
such that V is an open ball with respect to the coordinates xi, such that ψ(m0, e) = b0,
and such that, for every ray ρm from m0 to m in V , the curve ψ(ρm, e) in B is horizontal.
Such a strip map is called canonical with respect to the coordinates xi.
( Proof) Let ϕ : W × G → B be any strip map such that W ⊆ U and ϕ(m0, e) = b0.
Define α : W → G as before, and let V ⊆W be an open neighborhood of m0 on which α is
differentiable, and such that V is an open ball with respect to the xi. Define ψ : V ×G→ B
by
ψ(m, g) = ϕ(m,α(m)g).
We would like to show that ψ is a strip map. Since α and ϕ are differentiable, so is ψ. That
ψ ∈ Γ(B) and that ψ is G-equivariant are immediate consequences of the fact that ϕ has
these properties. To see that ψ is a diffeomorphism, we need to show that ψm : G→ pi−1(m)
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is a bijection for each m ∈ U . To that end, suppose we have a strip map χ : Uχ ×G → B
such that Uχ ∩ V 6= ∅, and pick m ∈ Uχ ∩ V . Then
χ−1m ◦ ψm = χ−1m ◦ ϕm ◦ Lα(m).
But χ−1m ◦ ϕm = Lh for some h ∈ G, so χ−1m ◦ ψm = Lhα(m), meaning ψm ≡ Lhα(m) ◦ χm on
Uχ ∩ V . Since χ is arbitrary, we see that ψm is a bijection for each m ∈ V , and thus that
ψ is a strip map. Finally, ψ(ρm, e) is horizontal because, for each u ∈ [0, 1],
ψ(ρm(u), e) = ϕ(ρm(u), α(ρm(u))) = Rα(ρm(u))(ϕ(ρm(u), e)).
The map α was defined so that right multiplication by α(ρm(u)) gives precisely the correc-
tion needed to make this curve horizontal. 
We are now almost ready to argue that B(b) is a smooth manifold. First, we must cite
a very important result of Yamabe, published in [20] in 1950:
Theorem 8.11 (Yamabe). A pathwise connected subgroup of a Lie group is a Lie subgroup.
In particular, this means that Holb(H)
0 is a Lie subgroup of G. So, letting k = dimG
and r = dim Holb(H)
0, there is some coordinate chart (V ; v1, . . . , vk) on G such that e ∈ V
and
S0 =
{
g ∈ G | vi(g) = 0 for i = r + 1, . . . , k} ⊆ Holb(H)0.
Next, we pick some c ∈ B(b) and develop a coordinate system on B(b) containing c.
We let x1, . . . , xn be any coordinate system of M whose domain includes m0 = pi(c). We
may assume that m0 is the center of this coordinate system and let ψ : U × G → B be a
canonical strip map with respect to these coordinates such that ψ(m0, e) = c. We claim
that ψ(U ×S0) is a subset of B(b). To see this, pick some m ∈ U and g ∈ S0. Then, letting
ρm be the ray from m0 to m, ψ(ρm, e) is a piecewise differentiable, horizontal curve from
ψ(m0, e) = c to ψ(m, e). But g ∈ Holb(H)0 = Holψ(m,e)(H)0, so there is some piecewise
differentiable, horizontal curve from ψ(m, e) to ψ(m, e)g = ψ(m, g). So ψ(m, g) can be
joined to ψ(m, e), which can be joined to c, which can be joined to b, each by piecewise
differentiable, horizontal curves. So ψ(m, g) ∈ B(b).
Finally, x1, . . . , xn, v1, . . . , vr is a coordinate system on U × S0. These coordinates in-
duce a coordinate system on ψ(U × S0), which is of course dependent upon c and ψ. The
compatibility of coordinate systems on G and of coordinate systems on M implies that if
we have two coordinate systems on B, each determined as above by different choices of
x1, . . . , xn, v1, . . . , vr, c, ψ, then these coordinate systems are compatible. Moreover, since
we were able to construct a coordinate chart for each c ∈ B(b), the collection of all such
coordinate charts covers B(b), making B(b) a smooth submanifold of B.
Having endowed B(b) with a smooth structure, just three lemmas stand in the way of
our proof of the Ambrose-Singer theorem. As with the previous two lemmas, they are not
easily motivated, but simply arm us with facts we will find necessary in our later proof.
Lemma 8.12. If Q ∈ Q, c, d ∈ B(b), and Qc ∈ Tc(B(b)), then Qd ∈ Td(B(b)).
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( Proof) We begin by demonstrating two special cases where this result will hold. First,
assume that c, d ∈ pi−1(m) for some m ∈ M . Then d = cg for some g ∈ G, and since
d ∈ B(c), g ∈ Holc(H). Now consider any strip map φ : U ×G→ B such that φ(m, e) = c.
Clearly
φm ◦ Lg ◦ φ−1m : pi−1(m)→ pi−1(m)
is a diffeomorphism; we would like to show that this map carries B(b) ∩ pi−1(m) diffeomor-
phically onto itself. With that goal in mind, pick some b0 ∈ B(b) ∩ pi−1(m). Then b0 = cg0
for some g0 ∈ Holc(H), so
(φm ◦ Lg ◦ φ−1m )(b0) = (φm ◦ Lg)(g0)
= φm(gg0)
= cgg0.
But gg0 ∈ Holc(H), so cgg0 ∈ B(c) = B(b). We can similarly show that
(φm ◦ Lg ◦ φ−1m )−1(B(b) ∩ pi−1) = (φm ◦ Lg−1 ◦ φ−1m )(B(b) ∩ pi−1) ⊆ B(b) ∩ pi−1,
so B(b) ∩ pi−1(m) is carried diffeomorphically onto itself. Note that this map carries c to d
and that
(φm ◦ Lg ◦ φ−1m )∗c(Qc) = (φ∗(m,g) ◦ Lg∗(m,e))(φm∗c(Qc))
= (φ∗(m,g) ◦ Lg∗(m,e))(Ae)
= φ∗(m,g)(Ag)
= Qd.
So Qd ∈ Td(B(b)). For our second case, we assume that there exists some coordinate chart
(U ;x1, . . . , xn) on M with center at m = pi(c) and a canonical strip map ψ : U×G→ B such
that d = ψ(m0, e) for some m0 ∈ U . Let v1, . . . , vk be coordinates of G on a neighborhood of
e; as before, we can adapt these to Holb(H) and obtain coordinates y
1, . . . , yn, yn+1, . . . , yn+r
of B(b) whose domain includes c and d. Since Qc ∈ Tc(B(b)), we can express Qc as a linear
combination of Y 1, . . . , Y n+r. But Y 1, . . . , Y n are horizontal, so we may in fact write
Qc =
n+r∑
i=n+1
aiY
i
c .
Since Q is invariant on fibers of the projection map and does not depend on Y 1, . . . , Y n,
we have
Qd =
n+r∑
i+n+1
aiY
i
d ,
so Qd ∈ Td(B(b)). Finally, we let c and d be arbitrary elements of B(b) and find m0,m1 ∈M
such that c ∈ pi−1(m0) and d ∈ pi−1(m1). We then let x1, . . . , xn be some coordinate system
on M with m0 as its center and, according to Lemma 8.10, there is some strip map ψ which
is canonical with respect to these coordinates. We can now use the second case to show
that Qψ(m1,e) ∈ Tψ(m1,e)(B(b)). Then the first case shows that Qd ∈ Td(B(b)). 
We will need Lemma 8.14 in our proof of Theorem 8.8. First, however, we need the
following fact about Lie groups in order to prove Lemma 8.14.
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Lemma 8.13. Suppose H is a Lie subgroup of the Lie group G, and that H has countably
many left cosets in G. Then H is open in G.
( Proof) First, we write the left cosets of H in G as {hiH|hi ∈ G for 1 ≤ i ≤ ∞}. Then we
may write G as a countable union:
G =
∞⋃
i=1
hiH.
Since G is a smooth manifold, it is a locally compact, Hausdorff space. Then the Baire
category theorem1 (found in [6, Chapter 8]) tells us that G is a Baire space, and thus
cannot be written as a union of countably many closed spaces, each of which has empty
interior. It follows that for at least one of the cosets, say hiH, the closure hiH has non-
empty interior. So we choose a point x ∈ int(hiH) and an open neighborhood U ⊆ int(hiH)
of x. Then f : hiH → G, defined by f(y) = x−1y, is a continuous map, and we may find
an open neighborhood V ⊆ f(U) ⊆ int(H) of y in H. So H is open in G. 
Lemma 8.14. Hol0b(H) = Holb(H)
0
( Proof) First, choose g ∈ Hol0b(G) and suppose that ρ : [0, 1] → B is a piecewise smooth,
horizontal curve whose projection into M is null-homotopic. Further assume that ρ(1) =
ρ(0)g. Now choose a strip map φ : U × G → B so that ρ([0, 1]) ⊆ φ(U × G) for which
φ(pi(ρ(0)), e) = ρ(0). Then ϕ = φ−1 ◦ ρ is a piecewise smooth curve in U ×G and ϕ(0) = e
while ϕ(1) = g. So p(ϕ), where p : U × G → G is the projection map into G, is a smooth
curve in G connecting e to g, meaning that g ∈ Holb(G)0. We see that Hol0b(G) ⊆ Holb(G)0.
Our strategy for showing that Holb(G)
0 ⊆ Hol0b(G) is this: we will show that Hol0b(G)
has at most countably many left cosets in Holb(G)
0 and use Lemma 8.13 to conclude that
Hol0b(G) is open in Holb(G)
0. Since Hol0b(G) is connected and Holb(G)
0 is a connected com-
ponent, this will allow us to conclude that Hol0b(G) = Holb(G)
0.
For each homotopy type α ∈ pi1(M), each point b ∈ B, and each group element g ∈
Holb(G)
0, let Cb(α, g) be the statement “there exists a piecewise smooth, horizontal curve
from b to bg whose projection into M has homotopy type α”. Then for each α ∈ pi1(M),
set
A(α) =
{
g ∈ Holb(G)0|Cb(α, g)
}
.
We claim that each such set is a left coset of Hol0b(G) in Holb(G)
0. To see this, choose
g1, g2 ∈ A(α) and for i = 1, 2, let ρi : [0, 1] → B be a piecewise smooth, horizontal curve
from b to bgi with homotopy type α. Now define the curve σ : [0, 1]→ B by
σ(t) =
{
ρ1(2t), 0 ≤ t < 1/2
Rg−12 g1
(ρ2(1− 2t)), 1/2 ≤ t ≤ 1
.
Notice that σ is a piecewise smooth, horizontal path from b to bg−12 g1. Moreover, pi(σ) is the
curve obtained by following pi(ρ1), then pi(ρ
−1
2 ), so the homotopy type of pi(σ) is α
−1α = 1,
1The credit for thinking to use Baire category belongs to Sheldon Davis, who also happens to be the
author of [6].
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and we see that σ is null-homotopic. Thus g−12 g1 ∈ Hol0b(G), and we see that A(α) must be
contained in some coset of Hol0b(G) in Holb(G)
0. But
Holb(G)
0 ⊆
⋃
α∈pi1(M)
A(α),
meaning that each A(α) is itself a coset. It follows that there are at most countably many
cosets of Hol0b(G) in Holb(G)
0, and thus that Hol0b(G) = Holb(G)
0. 
At long last, we have now acquired all of the tools necessary to prove Theorem 8.8. We
do so now.
( Proof of Theorem 8.8) For each point c ∈ B(b), we want to construct a particular sub-
space 4c of Tc(B), and then show that 4c = Tc(B(b)). Note that we have Hc ⊆ Tc(B(b))
trivially. The construction we describe will provide the vectors which are in Tc(B(b)) but
are not horizontal.
Consider two horizontal vector fields, X and Y , defined on an open submanifold U ⊆ B.
For each point d ∈ U ∩ B(b), we can generate a vertical vector field Q ∈ Q by defining
Q to be the vector field generated by V ([X,Y ]d). In this way, we may define R to be the
collection of all vector fields in Q which are generated by some pair of horizontal vector
fields and a point in their shared domain:
R = {Q ∈ Q | Q is generated by horizontal vector fields X,Y and some d ∈ U ∩B(b)} .
Since Q is a Lie algebra, the Lie algebra Lb(G) of vector fields on B which is generated by
R must be a subset of Q. Ultimately we intend to show that Lb(G) = q(Lb(G)). (Recall
that q(L(G)) = Q.) We are now ready to define 4c. For each c ∈ B(b), define
4c = Hc ⊕ span {Qc|Q ∈ Lb(G)} .
We pointed out above that if X and Y are horizontal vector fields on an open submanifold
U ⊆ B containing c, then Xc, Yc ∈ Tc(B(b)). This means that we may restrict X and Y to
the vector fields X ′ and Y ′ on U ∩ B(b) and conclude that [X,Y ]c = [X ′, Y ′]c ∈ Tc(B(b)).
But
[X,Y ]c = H([X,Y ]c) + V ([X,Y ]c),
and since Tc(B(b)) contains both [X,Y ]c and H([X,Y ]c), it must also contain
V ([X,Y ]c) = [X,Y ]c −H([X,Y ]c).
Similarly, given any point d ∈ B(b) and any horizontal vector fields X, Y defined on an
open subset of B containing d, we have V ([X,Y ]d) ∈ Td(B(b)). Now if we have a vector
field Q ∈ Q such that Qd = V ([X,Y ]d), Lemma 8.12 tells us that Tc(B(b)) contains Qc.
Thus, if Q ∈ R, Qc ∈ Tc(B(b)). We need to show that this is true for all Q ∈ Lb(G). But
Lb(G) is the result of “closing up” R under the Lie bracket, so what we really want to show
is that
{[Q1, Q2]c | Q1, Q2 ∈ Q and Q1c , Q2c ∈ Tc(B(b))} ⊆ Tc(B(b)).
Suppose, then, that Q1, Q2 ∈ Q are as given, and that Q′1 and Q′2 are their respective re-
strictions to B(b). Since Q′1c and Q
′
2c are tangent to B(b) at c, Lemma 8.12 tells us that we
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also have Q′1d , Q
′
2d
∈ Td(B(b)) for all d ∈ B(b). Hence, Q′1 and Q′2 are smooth tangent vector
fields on B(b), and thus [Q1, Q2]c = [Q
′
1, Q
′
2]c ∈ Tc(B(b)). We conclude that 4c ⊆ Tc(B(b)).
We see now that 4c is a element of contact at each point c ∈ B(b), and thus that 4,
which assigns 4d to each point d ∈ B(b), is a distribution on B(b). Next, we would like to
show that 4 is involutive, and use this fact to show that Tc(B(b)) ⊆ 4c. First we must
show that 4 is smooth, but this follows quickly from the manner in which we defined 4.
Since Lb(G) is a Lie algebra of smooth vector fields, there must exist for any c ∈ B(b) some
smooth basis {Q1, Q2, . . . , Qr} on an open neighborhood U ⊆ B of c. Also, since we require
connections to vary smoothly, we may pick some smooth basis {K1,K2, . . . ,Kd} for H in
an open neighborhood V ⊆ B of c. Now let Q′i and K ′j be the restrictions to B(b) of Qi
and Kj , respectively. Then {Q′1, Q′2, . . . , Q′r,K ′1,K ′2, . . . ,K ′d} gives a local basis of 4 in a
B(b)-neighborhood of c. We see that 4 is a smooth distribution.
To see that 4 is involutive, it is necessary and sufficient to show that
span
{
Q′1, Q
′
2, . . . , Q
′
r,K
′
1,K
′
2, . . . ,K
′
d
}
is closed under the Lie bracket. Since Lb(G) is a Lie algebra, we trivially have [Q
′
i, Q
′
j ] ∈
Lb(G) ⊆ 4. We also see that 4 was defined to contain [K ′i,K ′j ], because
[K ′i,K
′
j ] = H([K
′
i,K
′
j ]) + V ([K
′
i,K
′
j ])
and H([K ′i,K
′
j ]) ∈ H, V ([K ′i,K ′j ]) ∈ Lb(G). Finally, Lemma 8.6 tells us that [K ′i, Q′j ] must
be horizontal, and thus an element of 4. So 4 is an involutive distribution on B(b), and
thus for any point c ∈ B(b), there is a smooth submanifold of B(b) which passes through c
and is an integral manifold of 4.
For some point c ∈ B(b), select a piecewise smooth, horizontal curve ρ : [0, 1] → B(b)
from b to c. Notice that for every t ∈ [0, 1], ρ˙(t) is horizontal, so ρ˙(t) ∈ Hρ(t) ⊆ 4ρ(t).
Now let K be some horizontal smooth vector field on a neighborhood of b such that for
each t ∈ [0, 1], if ρ(t) is in this neighborhood, Kρ(t) = ρ˙(t). That is, extend the tangent
vectors to ρ(t) to a horizontal smooth vector field on a neighborhood of b. Letting D be
an integral manifold of 4 through b, we may restrict K to a smooth vector field K ′ on D.
Now K ′ must have an integral curve that passes through b. But since integral curves must
be unique, this must in fact be ρ. Thus, ρ(t) ∈ D for all t ∈ [0, 1]. (Intuitively, once we
have shown that the tangent vector to ρ is always tangent to D, it makes sense that ρ(t)
will always be in D.) This means that B(b) ⊆ D, and hence Tc(B(b)) ⊆ Tc(D) = 4c for all
c ∈ B(b). So 4c = Tc(B(b)).
We now turn to the task of showing that q(Lb(G)) = Lb(G). First, recall that for vector
fields X,Y on M ,
dω(X,Y ) = X(ω(Y ))− Y (ω(X))− ω([X,Y ]).
Thus,
Ω(X,Y ) = HX(ω(HY ))−HY (ω(HX))− ω([HX,HY ]).
But for every c ∈ B, ω(Hc) = 0, so
Ω(X,Y ) = −ω([HX,HY ]).
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Moreover, for each c ∈ B we have Tc = Hc ⊕ Vc, so
Ω(Xc, Yc) = −ω(H[HX,HY ]c + V [HX,HY ]c) = −ω(V [HX,HY ]c).
So
{Ω(s, t) | s, t ∈ Tc(B) for fixed c ∈ B(b)}
is equivalent to the set of ω(V [X,Y ]c), where X and Y are horizontal, smooth vector fields
on a neighborhood of c. By letting c run through all points of B(b), we may define
R = {Ω(s, t) | c ∈ B(b); s, t ∈ Tc(B(b))}
= {ω(V [X,Y ]c) | c ∈ B(b);X,Y horizontal, smooth on a B-neighborhood of c}
= {ω(Qc) | Q ∈ R; c ∈ B(b)} .
But for two points c, d ∈ B(b) and a fixed Q ∈ R, ω will map both Qc and Qd to the unique
A ∈ L(G) such that q(A) = Q. So ω(Qc) = ω(Qd) for all c, d ∈ B(b). Thus,
R = {ω(Qb) | Q ∈ R} ,
where b is fixed. So q(R) = R. So the subalgebra of L(G) generated by q(R) is the subal-
gebra of L(G) generated by R. That is to say, q(Lb(G)) = Lb(G).
Finally, choose a strip map φ : U ×G→ B such that φ(m, e) = b and consider the map
φm : G → B. We may restrict φm to the subgroup Holb(H)0 and have φm : Holb(H)0 →
B(b). Then (φm∗)e : Te(Holb(H)0) → Tb(B(b)). We want to consider (φm∗)e(Ae), where A
is an element of the Lie algebra of Holb(H)
0. To that end, note that pi(φm(g)) = m for all
g ∈ Holb(H)0. By differentiating both sides, we see that pi∗φm(g)((φm∗)g(v)) = 0 for every
v ∈ Tg(Holb(H)0). In particular,
pi∗b((φm∗)e(Ae)) = 0
for each A ∈ L(Holb(H)0). Thus, (φm∗)e(Ae) is vertical and we have
(φm∗)e
({
Ae | A ∈ L(Holb(H)0)
}) ⊆ V (Tb(B(b))).
But each t ∈ V (Tb(B(b))) generates some vector field A ∈ L(Holb(H)0), and (φm∗)e(Ae)
then must equal t. So
(φm∗)e
({
Ae | A ∈ L(Holb(H)0)
})
= V (Tb(B(b)))
= V (4b)
= span {Qb | Q ∈ Lb(G)}
= span {Qb | Q ∈ q(Lb(G))}
= span {(q(A))b | A ∈ Lb(G)} .
We see now that Lb(G) = L(Holb(H)
0) and conclude, using Lemma 8.14 above, that
Lb(G) = L(Hol
0
b(H)). Thus, the subgroup of G generated by Lb(G) is Hol
0
b(H)), which
is precisely our desired conclusion. 
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Proving the Ambrose-Singer Theorem has been an arduous task, but the fruits of our
labor are great. We now see that a knowledge of the curvature form for a particular
connection on the principal bundle immediately allows us to compute the null holonomy
groups of this connection. In particular, knowing the curvature form for a connection on the
frame bundle over a smooth manifold leads us to an awareness of which orientations of the
tangent space are “attainable” via the parallel transport of this connection. We conclude
with the following corollary to the Ambrose-Singer theorem.
Corollary 8.15. If LB(G) is the subalgebra of L(G) generated by
{Ω(s, t) | s, t ∈ Tb(B) for some b ∈ B} ,
then the subgroup of G generated by LB(G) is the component of the identity of the normal
subgroup of G generated by {Holb(G)|b ∈ B}.
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