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I. INTRODUCTION 
There are relatively few scattering problems for which exact solutions 
of Maxwell’s equations are known. Even in those cases where an exact 
solution is known, it is often found that the solution is not expressed in a 
form suitable for obtaining quantitative results. This is especially true in the 
case of scattering by obstacles whose radii of curvature are very large com- 
pared to the wavelength of the incident wave. As a consequence, the problem 
of determining approximate solutions of the electromagnetic equations in the 
limit of short wavelengths has received considerable attention. In order to 
place the work reported in this paper in proper perspective, some of the 
important developments in the evolution of a theory for the asymptotic 
solution of Maxwell’s equations will be discussed. No attempt will be made to 
include an exhaustive list of references. Those interested in a more detailed 
account are referred to a report by Lewis and Keller [ 11, and survey articles by 
Felsen and Siegel [2], Felsen and Weston [3], and Miller and Talanov [4]. 
The most obvious first approximation for short wavelengths is classical 
geometrical optics. This approximation is useful in many problems, but is 
not completely satisfactory since it provides no means of estimating the error 
incurred and fails to describe correctly the fields in regions where diffraction 
is important. In an attempt to assess the magnitude of the error involved in 
the geometrical optics approximation, Luneberg [5, 61 introduced the notion 
of an asymptotic series solution of Maxwell’s equations in which the classical 
geometrical optics field is the first term. After the untimely death of Luneberg 
in 1949, Kline [7] completed this work. KIine proved that the formal expan- 
sion of the scattered field in powers of k-1 is the asymptotic solution of the 
scattering problem in those portions of the illuminated region where dif- 
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fraction is unimportant. In addition to establishing a mathematically rigorous 
relation between geometrical optics and electromagnetic theory, the results 
of Luneberg and Kline provide a means of improving the classical geometrical 
optics approximation even in problems where the wavelength is considerably 
greater than those in the optical range. 
A significant modification in the concepts of classical geometrical optics 
was made by Keller [S]. Basically, the modification involves the introduction 
of diffracted rays. These rays are determined by an extended version of 
Fermat’s principle. The original principle of Fermat states that in an un- 
bounded continuous medium the optical rays connecting two points P and 
Q are those which make the optical length of the path stationary in the class 
of all smooth curves joining P and Q. Keller generalized this principle to 
include discontinuous media and classes of curves which may have arcs on 
discontinuity surfaces, and points on edges or vertices of these surfaces. 
The variation of the amplitude of the field along the diffracted rays is deter- 
mined in the same manner as it is in classical geometrical optics. The deter- 
mination of the diffracted fields is completed by assuming that the initial 
values of the wave amplitude can be determined from the solution of appro- 
priate canonical problems. Keller’s geometrical theory of diffraction yields 
useful quantitative results for the fields in regions that are not penetrated 
by the rays of classical geometrical optics. This approach, however, is limited 
to the calculation of fields in regions that exclude the vicinity of caustics, 
focal points, and shadow boundaries. Furthermore, as in the case of classical 
geometrical optics, the geometrical theory of diffraction is basically a heuristic 
theory. The mathematical relation between the geometrical theory of diffrac- 
tion and electromagnetic theory is not rigorously established in Keller’s 
work. 
The behavior of the electromagnetic field in the vicinity of the point of 
grazing incidence on a smooth obstacle has been studied extensively by 
Fock [see, e.g., 9, lo]. Focks’ results are derived from a simplified differential 
equation obtained from Maxwell’s equations by neglecting terms whose 
significance he appraised to be small. In essence, Fock’s method of solving 
Maxwell’s equations is identical with the boundary layer approach discussed 
below. He does not attempt to generate an asymptotic expansion, however. 
The role of asymptotic analysis in the solution of Maxwell’s equations was 
greatly clarified by Friedrichs [l I] w o h p ointed out that the solution of the 
wave equation in the limit of short wavelengths is basically a boundary 
layer problem. Such problems are characterized by the existence of domains 
(referred to as boundary layers) within which the character of the solution 
changes rapidly and drastically. In electromagnetic scattering, boundary 
layers occur in the vicinity of edges, tips, points of grazing incidence, caustics, 
and shadow boundaries. Although apparently not motivated by Friedrich’s 
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remarks, Wu [12] and Seshadri and Wu [13] applied boundary layer tech- 
niques to calculate the diffracted fields in the vicinity of the caustic on the 
shadowed side of a convex cylinder. About the same time Buchal and 
Keller [14] determined the asymptotic behavior of electromagnetic fields in 
the vicinity of the focus of an optical instrument, and in the same paper 
calculated the diffraction of electromagnetic waves by a hole in a thin screen. 
More recently, Zauderer [15, 161 has employed boundary layer analysis to 
calculate the electromagnetic field near the point of grazing incidence on a 
convex cylinder and in the shadow region of a smooth three dimensional 
object. 
Ideally, one would like to have an asymptotic theory of diffraction with the 
same degree of systematization and rigor as that possessed by the Luneberg- 
Kline theory; namely, a prescribed formal procedure by which the terms in 
an asymptotic expansion can be derived, and proof that this expansion is 
indeed the asymptotic solution of the diffraction problem. Boundary layer 
theory appears to provide a means of generating the requisite expansion. 
Moreover, in the special case of the asymptotic behavior of the field in the 
vicinity of the focus of an optical instrument, Buchal and Keller have proved 
that the boundary layer technique yields the asymptotic solution of the pro- 
blem. The work reported in this paper originated from research on the pro- 
blem of constructing a similar proof for the case of diffraction by a smooth 
convex obstacle. A prerequisite to the attainment of such a proof is that 
one have calculated beforehand the formal asymptotic expansion of the 
solution in the entire scattering domain. The Luneberg-Kline solution suf- 
fices in the illuminated region and an expansion of the type derived by 
Seshadri and Wu can be employed in the shadow region. At the time this 
work originated, however, an expansion valid in the transitional domain 
between the illuminated and shadow regions did not exist. The work of 
Zauderer on the asymptotic form of the field in the vicinity of the point 
of grazing incidence represents the first step towards the realization of such 
an expansion. The present paper modifies and extends this work with the 
intent of obtaining an expansion suitable for eventual application to the 
problem of proving the asymptotic character of the expansions derived by 
boundary layer theory. 
Specifically, the work reported in this paper concerns the determination 
of an asymptotic expansion of the electromagnetic field scattered from a 
convex cylinder near grazing incidence. A systematic procedure for the 
generation of such an expansion is formulated from the concepts of boundary 
layer theory. The general form of the mth term in the expansion is derived for 
all points within a domain that includes the immediate vicinity of the point 
of grazing incidence and the penumbral region in the neighborhood of the 
shadow boundary. Boundary and matching conditions for the determination 
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of the unspecified coefficients in the expansion are formulated. Finally, 
explicit representations for the initial term in the expansion are given for all 
points within the transitional domain. 
II. FORMULATION OF THE PROBLEM 
The electromagnetic field scattered by a cylindrical obstacle in the path 
of an incident plane wave can be derived from a scalar function #(x, k) 
that satisfies the reduced wave equation in the domain D external to the 
cylinder, a radiation condition at infinity, and an appropriate boundary 
condition on the boundary curve B of the cylinder. This paper contains an 
investigation of the behavior of the electromagnetic fields scattered from a 
smooth convex cylinder on which the Leontovitch boundary conditions are 
satisfied. In this case, the scalar function I/(X, Fz) satisfies the equations 
p2 + k2) 4(x, k) = 0, x in D, 
(~+q*)($(~,k)+e’~*)=O, x,xonB, 
Limr112[&ikj#(x,k)==0, Y=JxI, 
r+m 
where x is the point at which the field is to be evaluated, k = 2~//\ is the 
wave number, a/an denotes a derivative taken in a direction normal to the 
boundary curve B, and q* is a constant that depends on the surface impe- 
dance of the cylinder. 
With the exception of a few very special types of boundary curves B, the 
scattering problem posed in (l-3) is not amenable to exact analysis. In this 
paper, the asymptotic behavior of $(x, K) in the limit of wavelengths short 
compared with the radius of curvature of the cylinder will be determined 
in the domain D’ depicted in Fig. la. This domain includes the boundary 
layer in the vicinity of the shadow boundary (Penumbral region) and its 
intersection near the point of grazing incidence with the boundary layer in 
the vicinity of the caustic. 
There is strong mathematical and physical evidence that the short wave- 
length solution of the reduced wave equation is expressible in the form of 
the product of a geometrical optics phase factor and an amplitude factor [I 71. 
Thus 4(x, K) will be written 
8)(x, k) = PO(X) W(x, k), (4) 
where Q(x) is a solution of the eiconal equation and W(x, k) is an amplitude 
SCATTERING FROM CONVEX CYLINDERS 359 
FIG. l(a). The scattering domains-the domain D’. D’ = sum of the domains II, 
III; .R, = ray for which angle of incidence is 742 - C(K-rj6); Rd = ray for which angle 
of diffraction is O(R-1/6); L = curve on which the distance from the surface is B(k-I/*). 
function that satisfies the equations obtained when (4) is’ substituted in 
(l-3) 
[&(2V@ - v + VW) + V] qx, K) = aqx, k) = 0, x in D (5) 
($ + q*) [eikx(@) W(x, k) + eikr] = 0, x, x on B (6) 
Limr1/2 aw(xyK) =O 
ar ' r=lxl. Y’rn (7) 
The remainder of this paper is devoted to the determination of a formal 
asymptotic expansion of the amplitude function in the domain D’. This will 
be accomplished by a technique developed for the solution of boundary layer 
problems. First, the governing equations are recast in terms of stretched 
independent variables that account for the rapid variation of #(x, k) in the 
boundary layer regions. Then the stretched equations are solved by a con- 
ventional iterative perturbation calculation. Finally, the undetermined 
coefficients in the resultant perturbation expansion are determined by 
matching this expansion with the expansion appropriate to the illuminated 
region in a domain of common va1idity.l 
r The illuminated region is denoted by the Roman numeral I in Figure la. In this 
domain the appropriate perturbation expansion is the well known Luneberg-Kline 
solution of Maxwell’s equations. The existence of a domain of common validity for 
the Luneberg-Kline expansion and the expansions derived in this paper is verified 
in the ensuing calculations. 
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III. ASYMPTOTIC EXPANSION OF THE OPERATOR 2 
3.1. Scattering Domains, Coordinates and Eiconals 
In the course of solving the problem formulated in the preceding section 
it was found that the approximation to 4(x, k) derived for the domain D’ 
cannot be matched to the corresponding approximation valid in the illumi- 
nated region unless Q(x) is appropriately chosen. Although the eiconals of 
the incident, reflected, and diffracted waves differ very little in D’, it is not 
possible to match unless the exact eiconal is employed in (4).2 For points 
above the shadow boundary, the appropriate solution of the eiconal equation 
represents the wavefronts of reflected waves. Below the shadow boundary 
CD(X) must be chosen so as to represent the wavefronts of diffracted waves 
(Fig. lb). 
l 
FIG. l(b). The rays of geometrical optics. CD(X) = a wavefront; C = caustic curve. 
* This statement is in disagreement with the work of Zauderer [15] (and also 
Fock [9, IO]) who has employed the eiconal for the incident wave in his work on the 
field in the vicinity of grazing incidence. Although the leading terms in the amplitude 
and phase of Zauderer’s asymptotic representation of the reflected field match with 
the amplitude and phase of the geometrical optics field, it does not follow that mat- 
ching can be accomplished. When terms neglected by Zauderer are retained, it is 
found that the phase of his approximation differs from that of geometrical optics by a 
quantity of the order R1ls (the leading term is of the order N’). Thus, even though the 
amplitudes and the leading terms in the phase match, the approximations cannot be 
matched because of the presence of an extraneous factor exp [S(P/*)]. 
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The operator 9 defined in (5) is the sum of the Laplacian operator and 
two terms involving the eiconal D(x). In view of the above comments on the 
necessity of employing the exact eiconal in the representation (4) and the 
fact that W(x, K) is known to behavior differently in the two boundary layer 
regions within D' this domain will be divided into four subdomains Di 
(i == 1, 2, 3, 4) (Fig. 2). In each subdomain the behavior of 9 is to be con- 
FIG. 2. The domains Di (i = 1, 2, 3, 4). 
sidered separately. The penumbral boundary layer is divided into two parts 
D, and D, . In D, the rays of geometrical optics are generated by the reflection 
of incident rays whereas the rays in D, originate from a diffraction or bending 
of the incident rays into the geometrical shadow. Likewise, the portion of 
D' where the boundary layers in the vicinity of the shadow boundary and 
caustic coalesce is divided in subdomains above and below the shadow 
boundary. Points above the boundary are contained in D, and those below 
in D,. 
9 will be expressed in terms of ray coordinates (/, 4) in Di (i = 1, 2) and 
surface normal coordinates (n, 4) in Di (i = 3, 4) (Fig. 3). In each case, there 
appears also the radius of curvature ~(4) of the cylinder. Rather than tabulate 
all of the various realizations of 9, it will suffice at this point to note the 
form assumed by the Laplacian, the eiconal, and the operator V+ * V when 
expressed in terms of the coordinates (/,$) and (n, 4). Consider first the 
representations in terms of the ray coordinates. For points above the shadow 
boundary (4 < 0) V2, @p(x), and V+ . V assume the following form 
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INCIDENT RAY 
(a) 
(b) 
(c) 
REFLECTED RAY 
INCIDENT RAY 
RAY 
FIG. 3. Coordinate systems. (a) Ray coordinates-illuminated region. (b) Ray 
coordinates- shadowed region. (c) Surface normal coordinates. G = distance from 
caustic (pt. IX) measured along reflected ray; 77/2 + q4 = angle of incidence (4 < 0). 
$ = angle by which incident ray is diffracted (4 > 0). n = distance from surface 
measured along a normal; $ = angular distance from the point of grazing incidence (j3) 
to the point where the normal cuts the surface. 
SCATTERING FROM CONVEX CYLINDERS 363 
@(4,1$) = t + q sin+ + Imp(+‘) cos+’ d+’ + @(O, 0), (9) 0 
a 
v@+=p (10) 
where the function M(4) is 
M($) = ~(4) cos 4 + 6 (y sin #) . (11) 
Likewise, for points below the shadow boundary (4 > 0) 
The corresponding representations in terms of the surface normal coordinates 
are 
(17) 
In the domains where the surface normal coordinates are utilized (i.e., in 
Da and D, where n, $ are small) the functions g&n, 6) can be determined 
by an iterative perturbation calculation of the solution of the eiconal equa- 
tion. The first two terms in the expansion are 
g3o(%$) = - $PP - fm$ + 2 (p + y, (18) 
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g,,(n,c$) zz a$ [$ - f ($)li2&3i2] . 
(19) 
In each of these equations and in all equations to follow p denotes the quan- 
tity p(O). If needed, additional terms in the expansion 
can be obtained from a recursive set of equations. 
3.2, Expansion of 2 in Stretched Variables 
Conventional perturbation theory leads to erroneous results in the case of 
boundary layer (singular perturbation) problems because it does not pro- 
perly account for the magnitude of the derivatives of the dependent variable 
in the boundary layer. Basically, the idea behind the variable stretching 
technique employed in the solution of such problems is that a rapid variation 
with respect to a particular variable can be accounted for by replacing this 
variable with a new stretched variable. The degree of stretching is deter- 
mined by the requirement that the variation of the dependent variable with 
respect to the new variable be of the order unity. 
In the present problem, the requisite variable stretching can be determined 
from the results of known solutions of the reduced wave equation. In parti- 
cular, the solution for the case of a circular cylinder provides a convenient 
means of establishing the degree of stretching and the asymptotic form of 
the solution for the more general problem considered here. 
Within the penumbral boundary layer (i.e., in D, and D,) the field varies 
rapidly with respect to the angular variable 4. The work of Wu [12], Conda 
and Wait [18], and others has shown that two types of field exist in this 
domain. There is a rapidly varying Fresnel diffraction type of field. The degree 
of stretching appropriate to this component of the field is obtained by 
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expressing the governing equations in terms of the dimensionless variables. 
a = 2(kp)1’2$, +<o 
= @PY’” 4, 4>0 (22) 
L’=$ 
Superimposed on the Fresnel field is a background component that varies 
more slowly with respect to 4. The degree of stretching required for the 
background field is obtained with the variables 
b ( 1 
l/3 
v=2 _ 4, 
2 +<o 
b =- 
( 1 
l/3 
2 A +>o 
The field in the neighborhood of the point of grazing incidence (i.e., in 
Di , i = 3, 4) is described by a single perturbation expansion. In this domain 
the field varies rapidly with respect to both coordinates; i.e., both n and 4. 
The appropriate variables 
Expansions of the operator 2 in fractional powers of (kp)-l are obtained 
when the above sets of variables are substituted in the appropriate expressions 
for V2, V@ * V, and V2@ and the results expanded in Taylor series. The 
expansions appropriate to the various domains and types of fields are sum- 
marized below. In each case the general form of the expansion is indicated 
and the first two terms are given explicitly. The calculation of additional 
terms is tedious, but straightforward. 
(a) Penumbra-Fresnel Field 
9: = -$ 3 (-g”‘” LzL (i = 1,2), 
m-o 
(28) 
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where the superscript F denotes that the operator is associated with a Fresnel 
type of field and the subscript i denotes the domain Di in which the respre- 
sentation is valid. The first two terms in the Fresnel field expansion of 3 are 
(b) Penumbra-Background Field 
where the superscript B denotes that the operator is associated with the 
background component of the field. The subscript i again denotes the domain 
Di in which the representation is valid. The first two terms in the background 
field expansion of giB (i = 1,2) are 
(33) 
(c) Intersection of Penumbral and Caustic Boundary Layers 
si = -$& 3 (+)-“‘” yPim 
i j 
(i = 3,4). (34) 
2 
Since the field is of a single type in this domain, no superscript is required. 
The first two terms in the expansion appropriate to Di (i = 3, 4) are 
(i = 5, 6), (35) 
(i = 5, 6), (36) 
where the functions f&(5, .$) are obtained from the functions g&n,& 
defined in (17)-(21) by replacing the variables (n, 6) with the stretched 
variables (5, f). 
g,mh 4, = k-l (+j-“‘;i&, 5). (37) 
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Having obtained the asymptotic form of the operator L? appropriate to 
the various scattering domains and types of fields, one is now in a position 
to derive asymptotic expansions for the amplitude function W(x, k). This 
is accomplished by a conventional perturbation analysis of the equations 
obtained when the above expansions of J? are substituted in the amplitude 
equation dpW = 0. Proceeding formally, one assumes that the asymptotic 
representation of W(x, K) in the ith domain is of the form 
Wi(X, k) = g)’ -g (g”‘” W&Xi), 
m-0 
where 01~ is a constant to be determined by matching, pi = 3 with the excep- 
tion of the Fresnel component of the field in which case pi = 2, and xi 
denotes the set of stretched variables appropriate to the ith domain and the 
particular component of the field under consideration. The functions 
Wcm(xi) satisfy the recursive set of equations that result when (38) is sub- 
stituted in the equation giW(x, k) = 0 and the coefficients of each power 
of kp/2 equated to zero. 
~iOWirn(Xi) + 2 ~iDWi.?n-P(Xi) = 0, 
p=1 
xi in Di’, (39) 
where Zip is the pth term in the asymptotic expansion of LYi .3 Di’ denotes 
what Friedrich’s [ll] refers to as the limit domain. It is a stretched copy of 
the original domain Di . In addition to (39), the W&xi) satisfy appropriate 
boundary and matching conditions at the boundaries of Di. 
In part IV the expansion of W(x, k) appropriate in the domains Di(i = 3,4) 
will be derived. Expansions valid in the penumbral boundary layer Di 
(i == 1,2) will be derived in part V. 
IV. ASYMPTOTICSOLUTIONOFTHEAMPLITUDEEQUATIONS 
IN THE INNER DOMAINS Di (i= 3,4) 
4.1. A Universal Equation 
The purpose of this section is to demonstrate that, although the Yie 
(p = 0, 1,2, ..a) are different in the domains Di(z’ = 3, 4), W,,([, 6) is 
derivable from a single universal equation. It will be shown that Wi,([, 5) 
can be written in the form 
Wim(S~ 5) = ui(52 5) vim(5, 5) (i = 3, 4), (W 
3 When i = 1, 2, the -Yip refer either to JZ’$ or .Y$ as the case may be. 
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where U,([, f) is an easily determined function and V&c, 5) satisfies a 
universal equation 
~,Vi?n(L 6) = Fi& E), O-=c~<cQ, -co<<<co. (41) 
The form of the operator zpo, the function U,({, 0, and the source function 
Fi,([, 6) will be derived in the following paragraphs. 
The result of applying the operator zi,, to the representation (40) 
of I#‘,,(<, 5) can be expressed in the form 
Y,,W,, = ui yp 
1 
1 au. av. 
+2[i?$+j7y--$ *+i* 1 av 
+[k% + i2 ‘f,O 1 au, . a2fi0 __ __ 
x ui 2~ +' ap 
ic 
+c ag I Vi, 1 (i = 3,4). 
To simplify (42) choose Ui such that the coefficient of aV,,/2[ is zero. 
a --iaf,o 1 au. 
ui ai a( 
(i = 3,4). 
(42) 
The general solution of (43) involves an arbitrary function of 6. The resultant 
expression for the operator within the brackets in (42) is simplified by 
equating this function to zero. Consequently, let U,([, f) be the function 
ui(5, t) = exp [- if&Cl, 01 (i = 3,4). (44) 
It is easily shown that with this choice for U,([, I), the coefficient of V&c, 6) 
in (44) is simply 5. Thus PpioWi,,, assumes the relatively simple form 
~&G, = exp (- ifA zoVi, (i = 3, 4), (45) 
where LE’,, is an operator whose form is the same throughout Di’ 
A?,=$2T+i$+5- O<&~CQ, - co<5<m (46) 
This operator also appears in the work of Fock [9, lo], and Zauderer [15]. 
The form of the source function F&4, 5) is obtained when (45) is sub- 
stituted in (39) and the result rearranged in accordance with (41). 
F,m(5, E) = - 2 ~,‘pVi,m-J5,8)- (47) 
p=1 
The operators L?“;, are defined in terms of the -Lpi, and f&c, 4) by the rela- 
tion 
pi, = exp (if,,) Tip exp (- if,,) (i = 3, 4). (48) 
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Note that the universal Eq. (43) defines a recursive system of equations since 
Fi,(c, 5) is constructed from functions that are determined at earlier stages 
in the calculation. 
In summary, it has been shown that the mth amplitude function W&t;, E) 
(i == 3,4) can be expressed in the form 
Wim(L 4 = exp [- if&, 01 vi&, 51, (49) 
where V&c, 5) satisfies the equation 
( :& + i & + 5) vi, = - 2 [exp tifio) % exp (- ifid VJ,~-~ ?J=l 
= Fir&, 0, O<l<co, -m<<<aL 
(50) 
4.2. Boundary and Matching Conditions 
To complete the specification of the amplitude functions W,,([, 5) 
(i q = 3, 4) it is necessary to determine the appropriate boundary and mat- 
ching conditions. Since W(x, k) is to satisfy the boundary condition (6) 
on B, then functions W,,({, 6) must satisfy boundary conditions at 5 = 0 
(i.e., on B). These conditions are easily derived by substituting (38) in (6), 
expanding all functions in terms of the variables 5, [, and equating to zero 
the coefficients of each power of &/2. When expressed in terms of the func- 
tions V&c, 5) these conditions assume the form 
c$ 1 + 4 vim = Him(5), 5 =o, 
i = 3,4, (51) 
where q denotes the parameter (kp/2)‘13 k-lq* and exp (i(Q) 5”) Him([) is a 
polynomial in 5. Explicit representations for Hi, and Hi, are given in the 
following equations 
Hio(f) = - (if + q) e-i(1/3)f3, (i = 3,4) (52) 
H31(0 = 09 (53) 
H41([) = t$ (“(if + q) e-i(ll3)E’, 
In addition to the above boundary conditions, the functions W&t, 6) 
must satisfy matching conditions in a domain of common validity with the 
expansion valid in the illuminated region I (Fig. la). The amplitude function 
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in this domain has an asymptotic expansion of the type derived by Keller, 
Lewis, and Seckler [ZO], 
where the functions ?I’,,(/, 4) are determined by a recursive set of equations. 
It can be shown that the expansions (38) and (55) have a domain of common 
validity where 
g = - ($yp, o<p<<, 
5 = 5, 0<5<00, (57) 
4 = - p-l’” “, o<v<co, (58) 
e = - ($) 4 + ($y2py, 0 < y < co. (59) 
The jth matching condition is obtained by requiring that 
k’jz ($y [S h-w,, (($y-‘” ($) Y + ($y2 py, - ($y-li6 v) 
- z (+)-m’3 W,, (L - (+)“‘p)] = 0, (60) 
m=o 
with the “intermediate” variables (p, 5) and (v, y) being held fixed. In 
applying this condition, one will find that the following relations between 5, 
5 and w = (Kp/2)l13/ip, v’ = (K~/2)l’~ # are useful 
5 = 2 (g)-m’3him(w, v’). 
V&=0 
5‘ = 2 g-)+‘“pim(w, v’). 
W&=0 
The first two terms in each of these expansions are 
~o=(w+~)(w-;v~), 
h,, = w2, 
(62) 
(63) 
(64) 
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3v’ 3 
h31=-:$[+(W+T) -+(w+ T) + f d3] , (65) 
1 4 
P,, = w i- v’, (68) 
1 dP 
[ 
5 p”‘=-&-Q w2+3v~w+qv’2 1 ) 
p,, = - $$ [w(w + 2v’)]. 
(69) 
(70) 
As is the case with all of the expansions given in this paper, the calculation 
of a.dditional terms in (63) and (64) is straightforward but somewhat tedious. 
4.3. Solution of the Universal Equation 
The general solution of the universal Eq. (50) is readily obtained by a 
Fourier transform technique. To justify the procedure it is only necessary 
to assume that the solution is of exponential order for large [. 
vi&, 0 = o[exp (c I E I )I, ItI> c > 0. (71) 
Since it is expected that the I’,,([, 5) will actually be bounded by a power of 
) 5 I, the above assumption is quite reasonable. The various steps in the 
solution are outlined in the following paragraphs. 
First multiply equation (50) by exp (- i(t) dt, where t is a complex varia- 
ble t, + iu with 0 < - c and integrate over the interval 0 < [ < co. Upon 
simplification of the result, the following equation is obtained 
[ $ + (it - t)] yim+(5, t) = Ftim+(5, t) + ivi,(C, O>, (72) 
where Cm+(5, 4, and %m+(5, t) are the Fourier transforms of functions 
equal to exp (ut) V&c, E), exp (u[)F,,([, f) when 6 > 0 and zero when 
5 <: 0. Similarly, multiplication of (50) by exp (- i(t) dt with u 3 c, and 
integration of the result over the interval - 00 < 6 - 0 yields 
[ g + (5 - t,] ~i,X, t) = ~i,X, t) - i~i,(L 0). (73) 
In this case, V&({, t) and F&t, t) are the Fourier transforms of functions 
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equal to zero when t > 0 and exp (~5) I’,,([, t), exp (c$)F&[, f) when 
E (0. 
The solutions of 72 and 73 can be expressed in terms of the following 
linearly independent solutions of the Airy equation [S”/a[” + (5 - t)] Ai = 0. 
Ai(t - i) = & j 
r1 
exp [f u3 - (t - <) u] du (74) 
Ai[(< - t) e-iVl3] = expel’ jr2 exp [+ u3 - (t - 5) U] du, (75) 
where the contour r, starts at infinity along a ray on which 
- ~12 < arg u < - n/6 and terminates at infinity along a ray on which 
7~16 < arg u < ~12. The contour r2 goes from infinity along a ray on which 
5~16 < arg u < 7~16 and terminates at infinity along a ray on which 
r/6 < arg u < r/2. The solutions of the inhomogeneous equations (72), 
(73) are 
Vim,([, t) = am,(t) Ai[(c - t) e+“13] + b,+(t) Ai(t - 6) 
+ hi J’: G(5, x, t) F%&, t) zt Vim@, @I dz, (76) 
where the upper sign holds for Vi, and the lower sign for Vi, . The func- 
tion G(c, z, t) is given by the exprekion 
- 
G([, x, t) = Ai[([ - t)e-“13] Ai(t - z) - Ai(t - 4) Ai(z - t) e-ir13]. (77) 
Next, an integral representation of V,,({, 6) in terms of the Fourier 
transforms Vi&[, t) is obtained from an inversion formula for such trans- 
forms [ 191, 
exp (i5t) ~dl, t) 4 (78) 
where a < - c, b > c. It can be shown that the integrals in (78) that involve 
Vilim(z, 0) cancel each other. Thus, V&t, .$) can be expressed in the form 
+ g !l_, j-y: exp (i5t) QdL t> dt, (79) 
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where 
Qim+ = - a,,(t) Ai[([ - t) e-iV’3] + b,*(t) Ai(t - 5) 
+ hi 11 G(5, z, t> girn+(Z, t) dz* (80) 
The coefficients urn* , b, f are determinable from the boundary and matching 
conditions. 
Boundary conditions satisfied by the VS,*([, t) are obtained from (51) 
in the same manner as (72) and (73) were obtained from (50). It is found that 
(($) +qpim* =zm*, 5 =o, 
where 
Sm-(t) = so e-iPt H3,J[) d[, Imt > c. (83) --m 
An expression for a,*(t) interms of b,+(t) and Z&t) is obtained when 
(76) is substituted in (81) and the resulting equation solved. 
a,,@> = [x_=(t) - b,*+(t) (- & + q) Ai(t) ] [ (- $ + q) Ai(Q2m/3) 1-l. 
(84) 
The functions b,+(t) are determined by the matching conditions in the 
domain of common validity of (38) and (55). Given enough patience and 
ingenuity one could derive all of these functions. In view of the tediousness 
and complexity of the computations required to apply the higher order mat- 
ching conditions, however, the calculations in this paper will be confined 
to the determination of b,+(t). This is done in the next section. 
4.4. Zero Order Matching-Determination of b,*(t) 
When combined, the results of 
expression for Vio(<, 5): 
the preceding section yield the following 
*o+(t) 
t d 
[Ai(l - t) e-iw13] 
-- 
dt 
+ q) Ai (tei2”13) 
+ b,+(t) M(t, 5) 1 dt + & F+z I:“,: exp (i&) 
So-( t ) 
(- 1 + q) Ai(tei2”13) 
* Ai[(t - t) e-i”‘3] + bO-(t) M(t, l) dt/ , (85) 
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where 
M([, t) = Ai(t - [) - 
(-$+‘)Ai(t) 
(- 
___ Ai[([ - t) ~~~‘~1. 
$ -k q) Ai(teiht’3) 
(86) 
The integrals involving the functions X0+ will be considered first. It will be 
shown that the contribution of these integrals to VlO(<, 6) is such that the 
matching condition is satisfied when b,,*(t) is zero. In anticipation of this 
result, V,,(<, 5) will henceforth be represented by (85) with b,* replaced 
by zero. 
The behavior of the functions X’,(t) at infinity is such that the limits of 
the integrals involving these functions can be replaced by & 7. Also, to 
simplify the notation, 7 will be replaced by infinity with the understanding 
that a limit process is involved. 
‘jz [&l+(t - 9 + 2,_(t + +I 
~dl, t) = -& jym exp @&) - 
( 
- g + qj Ai(tei2”/3) 
x Ai[(c - t) e-irlz] dt. (87) 
The limit as E -+ 0 of Sa+(t - k) plus Z,, (t + k) has the following repre- 
sentation in terms of the Airy integral Ai( 
Thus, under the yet to be proved assertion that the b,,(t) are zero, Vio([, 6) 
can be represented in the form 
~d5, 5) = - j”Tm exp (23) 
( - 2 + 4,) Ai 
( - g + pj Ai(tei2V/3) 
Ai[([ - t) e+‘13] dt. 
(89) 
As a means of establishing the validity of the above assumption, consider 
the condition on V&c, 5) obtained from the requirement that matching 
be achieved. The condition is easily derived by substituting the asymptotic 
expansion of W,(x, k) obtained in the manner discussed by Keller et al. [20] 
in (60) and applying the zero order limit (i.e., j = 0). As a result, one finds 
that W3,,([, 6) must satisfy the condition 
lim IV,, (5, - (-$j’“r, = 9, 
kp-m (90) 
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where the limit is to be taken with p, 5, and 4’ = L~-‘(Kp/2)~l~ q held fixed. 
Thus, the assertion that the coefficients 6,,(t) are zero can be verified directly 
by investigating the behavior of (89) as e--+ - co. Satisfaction of the mat- 
ching condition by the representation of Wio([, t) obtained from (89) will be 
taken as sufficient proof that the 6,,(t) are indeed zero. 
The task of evaluating (89) in the limit of large negative 5’s is greatly 
facilitated by transforming the integral into the following equivalent repre- 
sentation, 
Vio(l;, () = - ecinj3 J, exp ($t) 
( 
- $ + q) Ai(te-i2V/3) 
( 
d 
+ q) Ai(tei2”13) 
Ai[({ - t) e-i*‘3]dt 
-- 
dt 
(91) 
The Airy function Ai(te-i27’3) is defined by the relation 
Ai(te-i2”/3) = e-i-/3 Ai + &r/3 Ai(t&/3). (92) 
C is a contour that starts from infinity along the ray arg t = 5~16 and termi- 
nates at infinity along the ray arg t = - 7r/3. In particular, consider a 
contour C on which 1 t j > 1. On such a contour the Airy integrals in (93) 
can be replaced by their asymptotic expansions. The result is 
&7114 
1 
exp i[& + +j(C - t)3/2 - $(- t)3/2] - Vio(L 5) = 2 dn1,2 c (5 - ty 
. (- ty2 M(- i+(- q39 + ipL(- i+(- tpy 
(- t)“2 M(i g ( - t)3’2) - iqL(i 8 (- t)3’2) 
. L(i + (5 - t)3’2) dt (93) 
where L and M are defined by the relations 
L(z) = 2 2; 
p=o 
M(z) = z g 
p=o 
(94) 
with 0~~ = PO = 1 and 
o1 ==(zP+1)(2~+3)(2P+5)...(6P--1); 
9 p!(216)p 
8,-6~+la 
6P--1 p’ P>O 
(95) 
An asymptotic expansion of V&c, 5) f or ar 1 g e negative values of 5 is easily 
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obtained now from (93) by the stationary phase method. To the order required 
for our purposes, the result of that calculation is 
t> 1. (96) 
It is gratifying to note that the phase of the above asymptotic approxima- 
tion to V3,,([, [) is exactly that which is required to cancel the factor 
exp (- if3s) in the expression IV’,, = exp (- if3a) Va, . As mentioned in 
Section 3.1, in the course of this investigation attempts were made to match 
approximations to 4(x, k) based on solutions of the eiconal equation other 
than those given in (9), (13) and (16). All of these attempts were unsuccessful. 
Although it has admittedly not been rigorously established, one concludes 
that matching can be achieved only in the case described in this paper; 
that is, when the amplitude function W(x, k) is defined in terms of an eiconal 
that represents the wavefronts of the particular wave under consideration 
(reflected waves above the shadow boundary and diffracted waves below 
the shadow boundary). 
When the relation (96) is taken into account, it is easily shown that the 
function Wa,,([, .$) constructed from the representation (89) of V&c, 6) 
satisfies the matching condition (90). This verifies the assertion made in the 
derivation (89); namely, that the functions b,*(t) are zero. 
4.5. Expansion of the Total Field 
The total field consists of the sum of the incident field eikx and the scattered 
field 4(x, K) calculated in the preceding sections of this paper. In view of the 
observation that one must employ the exact eiconal when representing the 
solution of the reduced wave equation in the form (4), it follows that the 
appropriate form of the asymptotic representation of the total field is different 
above and below the shadow boundary. Above the shadow boundary there 
are two distinct types of fields; an incident field which propagates along 
trajectories orthogonal to the incident wavefronts, and the reflected field 
which propagates along the orthogonal trajectories of the reflected wave- 
fronts. The form of the asymptotic expansion of the total field in this domain 
must reflect the separation of the two field components. Thus, the appropriate 
representation of the total field above the shadow boundary is 
eiks + 9(x, k) = eikz * 1 + eikrg W(x,), + <o. (97) 
Note that the asymptotic expansion of the amplitude function of the incident 
field in the above representation will consist of a single term having the value 
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unity. Below the shadow boundary, the story is different. The only fields 
existing in this domain are diffracted fields, and as such, they propagate 
along the orthogonal trajectories of the diffracted wavefronts. Thus, the 
appropriate form of the representation of total field below the shadow 
boundary is 
eiks + #(x, k) = eik@[Wt(x, k) + W(x, k)], 4 > 0, (98) 
where Wi(x, k) is the amplitude factor for the incident component of the 
total field. 
An asymptotic expansion of Wi(x, k) is easily generated in the same manner 
as was that for W(x, k). With the exception of the boundary and matching 
conditions (51), (60), all of the equations employed in the derivation of the 
W,,([, 5) can be carried over intact for the calculation of the Wim([, 5). The 
appropriate boundary conditions are given by the relation 
m/3 
exp [ik(x - @‘)I, [ = 0, 5 fixed. (99) 
The matching condition (62) is replaced by the requirement that the mth 
term in the asymptotic expansion of the total field satisfy the boundary 
condition 
For the purposes of this paper, it will suffice to note that the first term in the 
expansion of Wi(x, k) is 
Wf,,(t;, 4) = exp (- ifis) sym exp (i&) Ai(t - 5) dt 
= exp i[--fi, + 55 - +[“I. (101) 
Additional terms can be derived in the manner outlined above. 
V. ASYMPTOTIC SOLUTION OFTHE AMPLITUDE EQUATION 
IN THE PRNUMBRA 
The asymptotic solution of the amplitude equations appropriate to the 
penumbral boundary layer domains Di (i = 1,2) will be discussed in the 
following sections. 
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5.1. Fresnel Field 
The amplitude function for the Fresnel component of the field in the 
penumbra has an expansion of the type given in (38) with p, = 2. The 
mth term in the expansion satisfies the following equation obtained by sub- 
stituting (26)-(28) in (39). 
[ “+(“(zjg/+~)] 
II‘ 
ad w:)#: Lx) = - 2 Lz"i",W~m-,(t', a), 
II=1 
o<r<w, -W<<<W. (102) 
The above equation can be recast in a more familiar form by writing W& 
as the product of (el)-l12 and a function V& 
wi”, = (ty Jr;, , (103) 
and then replacing &’ by a new variable ?I = (28)-l. After carrying out these 
manipulations, one finds that V& satisfies a Shriidinger like equation 
( 
a2 
- 
a2 
- i fJ V&(u, a) = - 2 ((2~)~“” 932~)~‘~) V$&u, a) 
p=o 
= FiF,@, 4, o<u<w, -w<a<w. 
(104) 
To complete the specification of V,“,(u, a), one must state the initial condition 
satisfied by this function. At this point, it will simply be assumed that the 
initial value Vfm(O, a) can be determined by matching. This assumption will 
be verified directly in section 5.4 in the case of the m = 0 term. 
The solution of (104) can be written in the form 
V&(u, a) = j-w Gl(u; a,&) Vrm(O, a’) da’ 
--m 
+ j-a 
-cc 
da’ i, du’ G,(u, u’; 01, a’) Ffm(u’, a’), 
where G, and G, are Green’s functions satisfying the equations 
( 
a2 - - 
aa2 
if G,=O, 
1 o<u<co, -W<<<W, 
G,(O; CY, a’) = S(CY - a’), 
( 
a2 
- 
a2 
- i &) G, = S(a - a’) S(u - u’), o<u<w, --co< 
G,(O, u’; a, a’) = 0. 
(105) 
(106) 
(107) 
a < 03, 
(108) 
(109) 
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These equations are readily solved by standard techniques. The results are 
eXp [i( K2U + K(, - a’))] d/c 
=(&&-l/2 exp - ;(a ---&a')2] ) 
[ 
u > 0, 
G,(u, u’; a, a’) = - - exp [i(K”(u - u’) + ~(a - a’))] dK 
= - (477i(u - u’))-lj2 exp 
[ 
- i $u-P-aI!;] , II > u’ 
= 0, u < Ii. (111) 
A. representation of Vi”, which is particularly convenient for matching is 
obtained by substituting the integral representation of Gr and G, in (105) and 
interchanging the order of integration. This yields the relation 
* exp [i(K2U + Ka)] dK, (112) 
where V&(0, K) and srm(u’, K) are the Fourier transforms of Vf,,JO, 01’) and 
F&(u’, or’) with respect to OI’. 
T+$~(O, K) = Irn V&(0, a’) exp (ia’) da’, (113) -03 
-9:&U’, K) = 
I 
m F&(u’, a’) exp (;a’) dor’. (114) 
--m 
Since the initial value ViF,(O, LX) is at this point unspecified, the transform 
?“L(O, K) is unknown. This function can be determined by the matching 
procedure discussed in Section 5.3. 
5.2. Background Field 
The asymptotic expansion of the amplitude function for the background 
component of the penumbral field is of the form given in (38) with pi = 3. 
The mth term in this expansion is of the form (P)-1/2 V&JL”, v), where 
ViB,(8’, w) satisfies the equation 
avfJ rm = f 3 (/‘1/2g;/‘-1/2) Vi,,-, = F,“,(l’, v), 
ae P=l 
O<P<co, -aJ<(o<co. (115) 
409/15/2-14 
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Equation (115) is readily integrated to yield the following representation 
for Vfm 
V;,@‘, v) = Vfm(O, v) + fF&(z, v) dz, (116) 
where the integral is indefinite and the function V&(0, V) is determinable 
by matching. 
5.3. Matching Conditions 
The task of matching the penumbral expansions with the expansion valid 
in the inner domain (D, , D4) is somewhat more complicated than was the 
case with the matching of the inner expansion to that valid in the illuminated 
region. The complication is caused by the fact that there are two types of 
field in the penumbra. Thus, instead of having a single matching condition, 
there are two conditions that must be satisfied. It can be shown that the do- 
mains of common validity in which these conditions are to be applied both 
occur in the neighborhood of the contour 5 = (kp/2)llg E, 0 < E < co. The 
Fresnel component of the field is accounted for by matching in the domain 
5 = (&J/2)“” E, (2e’)l’Z 01 = 7, 0 < 17 < co; whereas, the background field 
is taken into account by matching in the domain 5 = (Kp/2)lls 6, v = V, 
0 < v < co. The appropriate conditions are 
( -b 1 5124 lim, 
2 
(6 W) = 0, j = 0,2, 4, -*a . 
. 
lima f 3’24 (6 W) = 0, 
( 1 
j = 1, 3, 5, --* . 
(117) 
Where 
lim, = limit as kp ---f co with E, 77 fixed, 
lim, = limit as kp + co with E, v fixed, 
(119) 
(120) 
SW = m$o (+y3 W&5, <) - ($y”” 2 (f)-“‘” w,F_,.,(~: 4 
WZ=O 
- g,“” so ($y”‘” wiB_2.m(e: ?I). (121) 
Generally, the matching procedure involves a repeated application of the 
Fresnel limit lim, and then the background limit lim, to the quantity 
(kp/2)J12” 6 W. As noted in Eqs. (117) and (118), the Fresnel limit is applied 
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when j is even and the background limit when j is odd. The first two steps 
in this procedure are demonstrated in the next section. 
5.4. Zero and First Order Matching-Determination of V$ and V$, 
Consider first the zero order matching condition obtained from (117) when 
j = 0. Application of lim, to the expansion valid in the inner domains 
Di (i = 3,4) yields 
1~ 2 (J$)-“‘” wi,(l;, I) = - g /y, exp [i(z” + ~11 dz. (122) m=O 
To obtain this result: (1) note that lim, (Kp/2)-“13 IV&[, 6) is zero except 
when m = 0; (2) replace the integral Ai[([ - t) e-11r/3] in the integral repre- 
sentation (89) of Vio(c, I) by its asymptotic approximation for large 5 
Ai[:([ - t) e--in’s] m g 5-1’4 exp [i (f 53’2 - [1/2t + &)I (1 + qs-3’4)), 
(123) 
and the variable t in (89) by a new variable z = 2[-l14t; (3) take note of the 
asymptotic relations 
fiO(5, f) = 3 53’2 + o(5-3’4), (124) 
[l/4(,$ - ,p/2) = q + 0 (g)-1’12, 
( - g + q) Ai(t) 
- 
- -& + q) Ai(tei(2V/3)) 
- _ eia/6 
21/251/8&/2 + q 
( 
21/2p3~1/2 _ q 
t=2& 
X exp [- ($)7/2[3/sza~2] . (1 + U([-3/4)), z>o 
- e-ilr13 _ eia14 
21/251/8( - z)lPJ + iq 
21/251/3( - 2)1/2 _ iq 
x exp [- i (#)7’213/8( - z)“/~] + (1 + O([-“I”)), z < 0; (126) 
(4) and finally, taking the above into account, apply lim, to 
Wio = exp (- $0) V~O . 
The calculations involved in the determination of lim, WiF and lim, WiB 
(i = 1,2) are much less involved. When the results of these calculations and 
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(122) are substituted in (117) with j = 0, the following condition is obtained 
. Irn VG(O, 2) exp [i(x’ + yz)] dz 
-m 
In view of the fact that the term involving ~-l/~ cannot be matched to 
either of the other terms in (127) it is apparent that LYE < - &. Furthermore, 
+ must be zero to achieve matching between the inner and Fresnel field 
terms. A comparison of the integrals in (127) reveals that 
Y$(O, z) = 0, z > 0, 
= _ (7fT)1/2 @r/4, z < 0. (128) 
This completes the determination of the first term in the Fresnel expansion. 
Upon completing the square in the integral that results when (128) is sub- 
stituted in (112), one obtains Wi: in a form which reveals its relation to the 
Fresnel integral. 
W$(&) = - r-1/2 exp 
[ 
eiz2 dz. (129) 
Before proceeding to the calculation of the first order matching condition, 
note that application of lim, to the inner expansion of the incident field yields 
'm = T-112 exp i(T2 + n, - . 
4 1 J exp @2) dz -02 
(130) 
Thus, it is apparent that the incident field has a Fresnel type of expansion 
below the shadow boundary. Addition of (129) and (130) gives the first 
term in Fresnel expansion of the total field below the shadow boundary . 
first term in the 
(131) 
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As discussed in Section 4.5, the incident field must be expressed in the form 
exp (ikx) above the shadow boundary. As a consequence, one should write 
first term in 
[ 
the 
expansion of the 1 + WE(&‘, CL) = eik2 - T-l” exp [ +? +r) - incident field 4 ] 
-Ia exp(i@dz, 7 > 0. (132) 
-lllZ 
Consider now the matching condition obtained from (118) with j = 1. 
A relatively straightforward calculation reveals that this condition can be 
written in the form 
(;:I: ($,“““‘“) E-1/4Vi(0, W) + 2-1~-1/2~-1/4 exp (g) 
*I 
co ( 
- g + Q) Ai(t) 
-03 
( 
- $ + q) Ai(teizn13) 
- e-(mj3 H( - t) 
I 
exp (ivt) dt = 0, (133) 
where H denotes the Heaviside unit step function 
H(--)=l t < 0, 
=o t > 0. 
It immediately follows from (133) that aB = - i and 
(134) 
( - f + q) Ai 
( - & + q) Ai(te”ar/a) 
- e+j3 H( - t) 
1 
exp (kt) dt. (135) 
An alternative representation of Vi(O, V) can be obtained from (92) and (135) 
d 
0 
Vi(O, w) = - &I2 exp 
(-- dt + q) Ai(te-i2fl/3) 
exp (iwt) dt 
--a, 
( 
- 2 + q) Ai(tei2”j3) 
( - $ + (I> Ai(t) 
(- 
g + q) Ai(tei2n/3) 
(136) 
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The results (129) and (136) for the first terms in the penumbral expansions 
agree with those obtained by Fock [lo] for the case of a sphere and by Wait 
and Conda [17] for a circular cylinder. Although these results are in themsel- 
ves of interest, the principal significance of this work is the fact that it 
demonstrates that there is a systematic computational procedure whereby 
a complete asymptotic expansion can be derived. Such an expansion cannot 
be obtained by the methods of Fock, Wait, and Conda. 
VI. CONCLUDING REMARKS 
The asymptotic solution of the reduced wave quation has been discussed 
for the case of scattering by a convex cylinder near grazing incidence. As is 
customary, a solution of the form W(x, k) exp [&@I was assumed where @ 
is a solution of the eiconal equation and W(x, k) is an amplitude factor for 
which one desires to obtain an asymptotic expansion. Generally, it has been 
found that the boundary layer technique yields the desired expansion if a 
suitable eiconal is employed. Apparently, one must choose @ such that it 
represents the wavefront of the particular wave under consideration (incident, 
reflected, or diffracted). Otherwise, it is not possible to match the boundary 
layer expansion with that valid in the illuminated region. 
As mentioned in the introduction, the logical extension of this work is 
the utilization of these results in conjunction with those of Luneberg and 
Kline, and Seshadri and Wu in the construction of a proof of the asymptotic 
character of the boundary layer expansions. This work is in progress. 
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