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1. INTRODUCTION 
This paper presents uniqueness theorems for positive solutions of the 
semilinear second order elliptic boundary value problem (1) below with a 
nonnegative nonlinearity F(x, zu) which is monotonic and sublinear (Eq. (2)) 
in w. The proofs of the theorems use the methods developed by Krasnosel’skii 
[l, Sections 6.1 and 7.2.61 and Urysohn [2] f  or nonlinear operators together 
with the maximum principle of Hopf [3] f  or elliptic difkrential operators, 
Since use is made of the maximum principle, we consider only classical 
(positive) solutions of the boundary value probiem, and the only smoothness 
assumptions necessary for the given functions appearing in the probIem are 
that the coefhcients of the differential operator be bounded in the domain J2 
in which the solution is sought. In order to apply the techniques of Urysohn 
and Krasnosel’skii, however, it is necessary to make a careful study of the 
boundary of !ZJ and the behavior of the solutions near the boundary (cf. 
Theorem 2). The uniqueness theorem states that under certain smoothness 
conditions (see especially Corollary 2.2), (1) h as either at most 01x positive 
solution or an infinite number of positive solutions, each of which is a scalar 
multiple of any other. 
For domains whose boundaries satisfy the conditions imposed below, our 
results include the uniqueness results of Keller [4, 5, 61, Kdler and Cohen [7], 
Cohen [S], and Shampine [9], for self-adjoint elliptic operators. In contmst 
to the results just cited, our method of proof does not require one to assume the 
existence of solutions (eigenvalues and eigenfunctions) for associated linear 
problems or the differentiability of the nonlinearityfi: The technique used here 
has been applied to a closely related problem in [lo]. For ordinary differential 
equations, the uniqueness of the positive solutions for sublinear ~nonlinearities 
is proven by Pimbley [l l] (see also [12] and [l, Section 7.4.41). The existence 
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of solutions of sublinear boundary value problems is discussed in detail by 
Simpson and Cohen [13]. 
The general uniqueness result is stated in Theorem 1; Theorems 2 and 3 
and their corollaries give specific conditions on the solutions and the boundary 
in order that certain hypotheses of Theorem 1 are satisfied. Theorem 4 
specializes the results of Theorems 1 and 2 to the case in which the non- 
linearity F(x, w) does not depend on the independent variable x. 
Using the maximum principle for parabolic equations ([14, Chap. 21 and 
3, Chap. 3]), one may obtain results for equations with parabolic operators 
analogous to those presented here. 
2. NOTATION 
We consider the boundary value problem 
Lu(x) + F(x, u(x)) = 0, XEQ 
BW = g(x), xea‘Q, 
(1) 
where ~‘2 is a bounded connected open set in Rm with boundary X?; L is the 
uniformly elliptic operator 
Lu(x) = f a&) D,Djzl(X) + f fzi(X) D+(x) - a(x) u(x), XEO; 
i,j=l i=l 
and B is the boundary operator 
Bu(x) = 
1 
- $3 $4 + I44 4x), X~ali2, 
u(x), XE~,L~, 
with aLI? = a,Q u a,!& a@ n a,52 = m, and a&2 closed. We assume the 
following: For some frxed number p E (0, + co], the function F is nonnegative 
and not identically zero on Q x [0, p), and g is defined and nonnegative on 
a&J and continuous on a&L We define asoL? = {x E a,&? g(x) = 0). The 
coefficients aij, ai, and a of L are real and bounded on Q, and a(x) > 0; 
au(x)ja+) z lim inf,+o+[u(x + “V(X)) - ( )]/ d u x 01 eno es an inner directional t 
derivative at x E a&J (i.e., for each x E a# the points x + TV lie in Q for 
all sufficiently small t > 0); and ,B is defined and nonnegative everywhere on 
a&?. At each point x E a$, either (A,) j?(x) > 0, or (A,) g(x) > 0, or (A& x 
has the inside sphere property (ISP) [14, p. 553 and the directional derivative 
a/&(x) has a direction pointing into the interior of a ball B in D tangent to 
a,m at X. 
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Let Jz, be a subset of a. C&Q denotes the set of real-valued functions 
defined on .Q u Sz, which are continuous on Q1 . For any integer p > 1, 
C,(Qr) denotes the set of functions u E C&Q for which there exists au open 
set G, 3 52, such that u and its derivatives of all orders at most p are defined 
and continuous on G, . A function defined on D which is nonnegative and not 
identically zero will be called positive. 
The set of functions u E C,(@ n C&J) which have second partial deriva- 
tives at each x E Jz will be denoted by C,*(Q). 
The maximum principle for elliptic equations [3, p. 641 implies that for 
any open connected set 4 c .Q, if u E C,*(f2) satisfies Lu < Q on Q1 , u > 0 
on (a&$) n 52, and Bu = g on (ZZ?r) n (Z?) (where a!& denotes the boundary 
of Qr), then either U(X) > 0 for all x E Qr or u is a nonpositive constant, say 
-M, on a, . (If the coefficient a ofL is not bounded, we can still conclude that 
u(x) > 0 on J2r or U(X) s -M on Q2, (cf. the proof of the maximum principle 
in [15, p. 152]).) 
By a superfunction for (L, B, g) on Sz we mean a function u E C,*(f)) such 
that for some positive number 8, Lu < 0 in Sz, Bu(x) > @g(x) for x E a#, 
and Bu(x) = 0g(x) for x E a&?. (The need to distinguish between a&2 and 
a&? here is related to the fact that the directional derivative a/&(x) is not 
necessarily a linear operator.) According to the maximum principle, if u is a 
positive superfunction for (L, B, g), then U(X) > 0 for all x E 52. Moreover, 
at any x0 E a&? where either (A,) or (As) is satisfied, u(xO) > 0; for if u(x,J = 0, 
then it is a minimum of u, and 
Thus g(x,) = ~u(x,,)/~v(x,) = 0. Consequently, (Aa) is not satisfied; if (As) 
holds, then ~u(x,,)/&(xO) > 0 [13, page 551. 
(The requirements of uniform ellipticity of L and boundedness of the 
coefficients aij , ai , and a of L can be weakened for these applications of the 
maximum principle; see [3, pp. 6, 7, 64, 671.) 
3. THE UNIQUENESS THEOREM 
We prove a uniqueness theorem for the solutions of (1) when F satisfies 
the following condition: For all x E J2 and eu E [0, p), F(x, w) is nondecreasing 
in w, and for all 01 E [0, 11, 
F(x, aw) >, +G w), (4 
i.e., F(x, w)/w is nonincreasing in w. We describe the latter property by saying 
505/13/I-2 
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that F(x, w) is sublinear in w. Note that if in this case F(x,, , q,w,,) = q,F(x,, , w,,) 
for some 06 G (0, 11, then F(x,, , arw,J = aF(x, , wa) for all 01 E [CQ , 11. More- 
over, since F(x, w) is nondecreasing in w and satisfies (2), it is continuous in 
w for each x E LL If F(x, w) is concave in w (i.e., F(x, olwl + (1 - a)w.J > 
orF(x, 4 + (1 - 4F( x, wJ) and F(x, 0) > 0, then F(x, w) is a sublinear 
function of w, but the converse does not hold. For example, if 
F(x, w) = w + e+’ for all x E 9 and w > 0, then F(x, w) is sublinear and 
strictly convex in w. 
Condition (2) alone is not in general sufficient for uniqueness, for when 
g(x) = 0, it includes the case in which F is linear and homogeneous (say, 
F(x, w) = m(x)w for x E D and 0 < w&x) < w < zur(x)). In this case, if u is a 
positive solution of (1) (with w,,(x) < u(x) < wr(x)), then so is any multiple 
W(X) (provided wO(x) < au(x) < wr(x)). Theorem 1 shows that this is the 
only case in which a positive solution of (1) fails to be unique; in any case, 
moreover, there is not more than one linearly independent solution. 
THEOREM 1. Let F, g, L, B, and Q satisfy the conditions stated above, and 
let Y be a linear set of furactions in C,*(Q). Suppose that for each a? E [0, 1) 
theve exists a (possibly empty) open set G, with G n l2 # .D if G # @, and a 
positive number 6 < p such that: 
(i) The ratio of any two positive superfunctions for (L, B, g) in 9 is 
bounded on SZ\G = (x E Sk x $ G); 
(ii) there exists a positive number E such that 
F(x, 4 3 (a + +(x, 4 (3) 
forallx~Gnl2aandw~[O,S];and 
(iii) ;f the set r, = {x E G n @2: neither (A,) nor (AJ is satisjed at x} 
is nonempty, thez for every (T E (0, p) there is a neighborhood N of I‘, such that 
(3) holds for all x E N n G n Q and w E [O, u]. 
Then (1) has either at most one or an injkite number of positive solutions in 9 
satisfying 0 < u(x) < p. If there are an in$nite number, then g(x) = 0 for all 
x E 8.Q; any positive solution is a multiple of any other; and for each x EL? 
there exists a number m(x) 2 0 such that 
F(x, w) = m(z)w (4) 
for inf U(x) < w < sup U(x), where U(x) = (w: there exists a positive 
solution u E Y of (1) such that u(x) = w}. 
Remark 1. Conditions under which any two superfunctions for (L, B, g) 
UNIQUENESS FOR SUBLINEAR BOUNDARY VALUE PROBLEMS 17 
in a linear set Sp have a bounded ratio on Q\G are given in Theorems 2 and J 
below. (See also Remark 3 belaw.) 
Remark 2. Taking cx = 0 in (3), we see that for each x E G n 9, either 
F(x, 0) > 0 orF(x, w) = 0 for all w E [0, p). On the other hand, if there is an 
open set G and a positive number 6, such that F is uniformly continuous and 
bounded below by a positive number on (G n Sz) x [0,&j, then for each 
w E [0, 1), an f can be found such that (3) will be satisfied for x E G A Q and 
all sufficiently small 6. 
Remark 3. If for each 01 E [O, l), there exists an E > 0 such that (3) holds 
for all x E 0 and w E [O, p), then we may take G to be any open set containing 
A?, and the condition (i) becomes superfluous. 
Remark 4. The positivity and monotonicity of F(cc, w) in w are not neces- 
sary if F satisfies the following one-sided Lipschitz condition (cf. [9]>: For 
any number u E (0, p), there exists a constant k, such thatP(x, wz) - F(x, wJ > 
--K,(w, - wi) whenever x E Q and 0 < w, < w, < B. In this case, given 
two solutions u, ZI of (1) with cr = max@(x), v(x): x E a} < p, we consider (1) 
with L replaced by L - k, and F(x, w) replaced by F(x, w) + k,w; 
F(x, w) + k,w is nonnegative and nondecreasing and sublinear in w. Using 
this technique and Theorem 2, Keller’s uniqueness result [4, Theorem 2] 
becomes a special case of Theorem 1. 
PYO$ of Theorem 1. Suppose (1) has in Y two distinct positive solutions 
u and v; since the set {CC u(x) - CW(X) > 0 for all x E 52) is closed, there exists 
a largest number c+, such that u(x) - E&X) 2 0 for all x E 9. By inter- 
changing u and v if necessary, we may assume that 0 < 01s < 1. We will 
show that if u # ob,,v, then there exists cl > 0 such that u 3 (06 + E&J. 
Since the latter inequality contradicts the definition of E,, , we must have 
u = aov (and thus 01~ > 0). 
Because of the monotonicity and sublinearity of F(x, w) in w, we have 
-L(u - rx#l)(x) = qx, u(x)) - @(x, v(x)) 
3 3% w(4) - @-8(x, v(x)> 
a 0; 
also B(u - a,,~) > (1 - %)g 2 0. Thus u - ol,e, is a superfunction for 
(L, 3, g) and either ~(3) - c+,v(x) = 0 for all x E Q or u(x) - a,,v(x) > 0 for 
all x E 9. Suppose the latter. Using 01 = 010 in the hypotheses of the theorem, 
choose G, 6, E < 1 - CZ,, , u 3 max{z@), V(X): x ~a}, and N(N = @ if 
I’, = a). If the set (x E G n CX2: V(X) = 01 is not empty, choose a neighbor- 
hood Gr of this set such that x E Gr n a implies v(x) < 6 (otherwise, 
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G1 = D ). We may assume E chosen so that x E a\G implies u(x) - CX,,ZI(X) > 
EV(X) (because of (i)) and x E U = (Gr u Iv) n G n 9 implies 
(because of (ii) and (iii)). Consider x0 E (G n o)\(G, u N). If  x,, $80, then 
zc(x,,) - ~ar~(x,,) > 0 and 0(x0) > 0 by the maximum principle. I f  x0 E %2, 
then x0 $ Gi , so ~(x,,) > 0, and x0 $ N u aa”Q, so either x0 E ~,52\~,aQ and 
u(xo) - OI~~J(X~) = (1 - a,)g(x,) > 0, or one of the assumptions (A,) or (Aa) 
is satisfied at x0 and, as pointed out above, z.L(x~) - a,v(x,) > 0. Consequently 
we can find 6X < E such that z@) - aoa(x) 3 E~ZI(X) for all x in the closed 
set (G n D)\(G, U N). W e now have u(x) - (010 + E&(X) > 0 for all 
x E !2\U,L[u - (a0 + Q)V](X) < 0 f  or all x E U, and B[u - (a0 + EJ~] 3 0 
for all x E aU n aQ. It follows from the maximum principle that also 
a(x) - (010 + ++) 3 0 on g and therefore on Q. This contradicts the choice 
of 010 . 
Thus z+) = LY~V( x ) f  or all x E$ and 01~ > 0. Hence 0 = B(zl - aov)(x) = 
(1 - ho>&>, so g(x) = 0 f  or all x E 8.Q. Moreover, it follows from (2) and 
L(zl - %v) = 0 that F(x, u(x)) = F(x, LZ~CU(X)) = oloF(x, V(X)). Thus for each 
x E $2, F(x, w) satisfies (4) on the interval {w: u(x) = olgo(x) < w < a(x)>. 
The remainder of the theorem now follows immediately. 
Using the fact that if there are an infinite number of solutions of (l), then 
inf U(x) < sup U(x) for all x E Q, we obtain the following. 
COROLLARY 1.1. With the assumptions of Theorem 1, (1) has in 9 at most 
one solution ;f any of the following conditions is satisjed: 
(a) There exists x E Q such that strict inequality holds in (2) for all 
w E (0, p); 
(b) there exist a point x0 E a,OQ, a sequence {x~} in 52 converging to x,, , 
and a number 8 > 0 such that strict inequality holds in (2) whenever x = x, 
forn>landO<w<6; 
(c) for some x E asz, g(x) > 0. 
4. BOUNDEDNESS 6~ THE RATIO OF POSITIVE SUPRRFUNCTION~ 
Condition (i) of Theorem 1 will be satisfied if ES2 n (D\G) is sufliciently 
smooth and the superfunctions for (L, B, g) in 9’ are sufficiently smooth on 
a52 n @\G). W e ormulate sufficient smoothness conditions in Theorems 2 f  
and 3. (Because of its usefulness in other applications, Theorem 2 is stated in 
more generality than needed for Theorem 1.) We first introduce the following 
notation and terminology. 
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We define a function 5: 0 -+ 8.Q as follows: For x E Sz, g(x) is one of the 
points of X! such that 1 x - E(x)1 = 1 x - E%J 1 is the distance from x to aQ, 
and hx + (1 - X)&x) E Q for all h E (0, 11; for x E 8Q, we take t(x) = x. 
Then 5 is continuous at each point x0 E 8Q: limz+,, &x) = x0. We say that 
a point x,, E 8B has the strong inside cone property (SICP) if there exists an 
open ball B C Sz, a finite convex cone KC B u (xg), and a neighborhood 
N of x,, such that i3 n ar;2 = K n 8.Q = {x0} and for each x EN n $2, f(x) 
can be defined so that x0 + x - l(x) E K. A sufficient condition for x0 
to have the SICP is the following: x,, has the ISP, and there is a neighborhood 
N of x,, such that the inner normal n(x) is defined for each x E N n 22 and is 
continuous at x0 . 
Consider two functions u, E C,*(Q) and U, E Co@) satisfying 
Id,(x) < 0, x E Q; Bf44 = gdx), x E ag, 
u2(x) = gz(x>, x E q-4 
where g, is a nonnegative function on 352. For i = 1 and 2, define 
a$ = {x E a,& g*(x) = 01, 
and set ai”Q = 8i1!J n @Q. Let r be a closed subset of Z&J containing all 
points x such that x E Q’J and gr(x) = 0 and (AJ is not satisfied at x, or 
x E #“&I and either x does not have the SICP or x is an accumation point of 
ZU2\~~212. Define 0 = JZ? u ai”Q\r, and suppose that U( E C,(l;i) for i = 1 
and 2. 
THEOREM 2. Let Ql be an open subset of Q with boundary kQl, and let 
uI > 0 and u2 satisfy the conditions just stated. Suppose that 
Then for any open neighborhood G of r there exists a number 7 > 0 such that 
ul(x) 3 rl I u2(x)l for every x E~\G. 
Proof. DefineGo = .Qr\G, d, = (ZX2,)\(@Q), andd, = (%&,) n <a~%?). 
Let r be the lower semicontinuous function on a0 defined as follows: 
r(x) = &dil u2(x)l f or x ~gs\& and r(x) = lim inf zzr(y)/[ uz(y)[ for 
XE-42, where the lim inf is taken as y -+ x in a, . From the maximum 
principle and the boundary conditions above, 0 < r(x) < +oo at least for 
x Ei20\d2 (for x E d, , we use the fact that either x E a&? and %(x) = 
gl(x) > 0, or x E a,Q\r and either gl(x) > 0 or x has the ISP, or x EQ 
and ul(x) > 0). Consider x0 E da; we have x0 E ?@2 n a&$\X’ _C $i2f2, so 
q(xo) = u2(xo) = 0, and we wish to show r(xo) > 0. (If 8, = M , then there is, 
of course, nothing to prove.) 
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By the definition of r and the SICP, there exists a closed ball B centered at 
x,, and a cone K with vertex at x0 (as described in the SICP) such that 
x E B n 8G implies x E (&%2)\F and y E B n G implies x0 + y - f(y) E K; 
then zca(x) = 0 for all x E B n X?. Since ui , us E C,(o), the neighborhood B 
may be chosen small enough that u, and us are defined and have continuous 
partial derivatives in B; set y = maxi1 VU~(X)]: x E B). Since 5 is continuous 
at x0 , there exists a neighborhood N _C B of x0 such that y EN r\ B implies 
f(y) E B n ai2Q. Letting S(Y) = I Y - cXy)l, T(Y) = (Y - HY))/~(Y), ad 
applying the mean value theorem, we obtain 
lim inf ‘l(Y) ~ lim inf ‘,(Y) - Y(5(Y)) 
;q I U2CY)l “y;q I U2(Y) - %(E(YNI 
= 1 lim inf ul(xO + ‘(Y) T(Y)) 
Y y+*o yeNnL2 S(Y) ’ 
where Z and 9 are points on the line segments [x0 , x0 + y - f(y)] and 
[t(y), y], respectively, and 2 -+ x0 , y + x0 as y -+ x0 . Since x0 + S( y)r( y) E K, 
it follows from the proof of the positivity of an inner directional derivative 
at the point x0 E ZJ where u, has a minimum (cf. [3, p. 661) that the last 
expression in (5) is positive. Thus r(xo) = lim inf+o, ~r(y)/l z+(y)] > 0. 
Since the lower semicontinuous function r is positive on the compact set Q. , 
there exists a positive number 77 such that or/] z~a(x)I > 7,~ for all x E 9, . 
The desired inequality follows by continuity. Q.E.D. 
In the rest of the paper, r denotes a closed subset of 8J2 defined as in Theo- 
rem 2, with gr(x) = g2(x) = g(x) and Z$“JJ = ai2G = a,OJ2. 
COROLLARY 2.1. If G is any neighborhood of I’, then the ratio of any two 
positive superfunctions for (L, B, g) in C,(Q u (a,OQ\r)) is bounded on D\G. 
COROLLARY 2.2. Let Y = C,(.Q u (8zoQ\P)) n C,*(.Q). Then the con- 
clusions of Theorem 1 and Corollary 1.1 hold if T = @ oq (;f I’ # #) ;f  for 
evuy (Y E [0, 1) there exists a neighborhood G of .P and a positive number 6 
such that F satisfies (ii) and (iii) of Theorem 1. 
The following example (cf. [14, p. 551) shows that the ratio of two super- 
functions for (L, B, g) is not necessarily bounded if %2 has a vertex point. 
Take L = d = Laplacian, Bu = u on a&+ and g = 0 on a!Z). Define G to be 
the bounded open set in the plane which is given in polar coordinates by 
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((r, 0): 0 < r < 1 and --V/S < 0 < V/S>. Let u(r, 0) = r3(1 - Y”) cos(4e) 
and z)(r, 6) = r*(l - r2) cos(40). Then u and zi are superfunctions for 
(L, B, g) and u(r, 8)/n(r, 0) -+ + cc as r -+ 0 in Sz. 
Remark. In all of the preceding results, the set C,*(Q) can be extended 
to include functions which are not continuous at certain points of a52 (e.g., 
points on the boundaries of i3& and a,&?), provided that these points are 
included in the set N of condition (iii) in Theorem 1. 
For sufficiently smooth boundary, the requirement of continuous differen- 
tiability up to the boundary in Theorem 2 and its Corollaries can be weakened. 
We consider the simple but important case of the Dirichlet problem on a 
ball with homogeneous boundary conditions. 
THEOREM 3. Suppose 52 is a ball BR = {x: j x 1 < R), where R > 0, 
g(x) = OforaZZx f  a52, and a,Q = % . Let Ql be an open connected subset of Blp . 
If u is a positive superfunction for (L, B, g) on BR , and if v E C,*(Q satisfies 
v(x) >, 0 for aZZ x E Sz, , V(X) = 0 for aZZ XE(~&) n (aBR), and LV 
is bounded on BR , then there exists a number q > 0 such that u(x) > TV(X) 
for aZZ x ED1 . 
Proof. For a positive superfunction u, we have 
u(x) > exp(--0ll x 1”) - exp(--olR2) 
for sufficiently large 01 (depending on u) and all x E RR with j x j > iR, as 
in the proof of the maximum principle [3, p. 661. By choosing E sufficiently 
small, we therefore have 
u(x) > c[exp(---a? 1 x 1”) - exp(--aR2)] 
for all x E B, . Since Lv is bounded on R, , there exist p and k (depending on 
v, Lv, and R) such that for any x,, E aB, , 
v(x) < k[l x0 l--2, - / x - 2x0 I-“]; 
the right side of the last inequality is a barrier at x0 [14, p. 873. For fixed x, 
this inequality holds for all x0 E BBR; if we take x0 = E(x) = Rx/l x /, we 
obtain 
v(x) < k{[R]-* - [2R - / x I]-“) 
for all x E BR . It follows that U(X)/ v x is ( ) ’ b ounded below by a positive number 
onQ1. 
COROLLARY 3.1. Let L and F satisfy the conditions stated preceding Theo- 
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rem 1, let F be bounded on BR x [0, U] for all u E (0, p), and let 9 = C,*(Q). 
Then the conclusion of Theorem 1 holds for the problem 
-Wx) + F(x, u(x)) = 0, x~& > 
u(x) = 0, xEaBg. 
5. F(x, w) INDEPENDENT OF x 
Suppose that F(x, zu) in (1) is not identically zero and independent of x. 
Then F is continuous, and (cf. Remark 2) the condition (ii) of Theorem 1 for 
nonempty G is equivalent to the condition F(0) > 0. Furthermore, the condi- 
tion (iii) of Theorem 1 for nonempty N is equivalent to F(olw) > S(w) for 
all 01 E [0, 1) and w E [0, p). Combining Theorems 1 and 2, we therefore have 
the following special case. 
THEOREM 4. Let L, B, g, and aQ satk-fy the conditions stated preceding 
Theorem 1. Let F: [0, p) -+ [0, +OO) satisfr F(w) > F(cxw) > d(w) for all 
01 E [0, l] and w E [0, p). Suppose that one of the following condition is satisjied: 
(i) F(olw) > olF(w) for all 01 E [0, 1) and w E [0, p); 
(ii) aZZpoints of a$2 satisfy either (A,) or (AZ), and F(0) > 0; 
(iii) r = 0. 
Then (1) has at most one or an injkite number of positive solutions in 
C,(Q u (a,“Q\l’)) n C,*(Q) satisfying 0 < u(x) < p. It has at most one 
if (i) holds, or g(x) * 0, or a,OQ f o and (ii) holds, or a,OQ # o and 
F(cxw) > cxF(w) for all 01 E (0, 1) and all suj%iently smalZ w. 
Theorem 4 implies that if F(0) > 0 and a,OQ # a, then (1) has at most 
one solution when aQ is sufficiently smooth. If, however, a,Q = m and 
g(x) = 0, then (1) may have more than one solution even if F is strictly 
positive. For example, let Sz = (0, l), aQ = a&J = (0, l}, and consider the 
boundary value problem 
u”(x) + F(u(x)) = 0, O<x<l, 
u’(O) = u’(l) + (tan l)u(l) = 0, 
where F is the continuously differentiable sublinear function defined by 
P(w) = exp(w - 1) for 0 < w < 1 and F(w) = w for w < 1. This problem 
has the solutions uA(x) = A cos x for any real number A > set 1. 
The methods used here will be applied to linear and convex boundary 
value problems in other papers [16, 171. 
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