Abstract. We study noninvolutive set-theoretic solutions (X, r) of the YangBaxter equations on a set X in terms of the induced left and right actions of X on itself and in terms of the combinatorial properties of the canonically associated algebraic objects-the braided monoid S(X, r) and the graded quadratic k-algebra A = A(k, X, r) over a field k. We investigate the class of (noninvolutive) square-free solutions (X, r). It contains the particular class of self distributive solutions (i.e. quandles). We show that, similarly to the involutive case, every square-free braided set (possibly infinite, and not involutive) satisfies the cyclicity condions. We make a detailed characterization in terms of various algebraic and combinatorial properties each of which shows the contrast between involutive and noninvolutive square-free solutions. We study an interesting class of finite square-free braided sets (X, r) of order n ≥ 3 which satisfy the minimality condition M, that is dim k A 2 = 2n − 1 (equivalently, A can be defined via exactly (n − 1) 2 reduced binomial relations with special properties). In particular, every such solution is indecomposable. Examples are some simple racks of prime order p.
Preliminaries
During the last three decade the study of set-theoretic solutions and related structures notably intensified, a relevant selection of works for the interested reader is [9, 20, 10, 25, 14, 4, 31, 32, 35, 18, 15, 16, 19, 17, 6, 36, 22, 24, 33, 34, 37] , et all. In this section we recall basic notions and results which will be used in the paper. We shall use the terminology, notation and some results from [14, 18, 15, 19, 17] . Definition 1.1. Let X be a nonempty set (not necessarily finite) and let r : X × X −→ X × X be a bijective map. In this case we use notation (X, r) and refer to it as a quadratic set. The image of (x, y) under r is presented as r(x, y) = ( x y, x y ).
This formula defines a "left action" L : X × X −→ X, and a "right action" R : X × X −→ X, on X as: L x (y) = x y, R y (x) = x y , for all x, y ∈ X. (i) r is nondegenerate, if the maps L x and R x are bijective for each x ∈ X. (ii) r is involutive if r 2 = id X×X . (iii) (X, r) is said to be square-free if r(x, x) = (x, x) for all x ∈ X. (iv) r is a set-theoretic solution of the Yang-Baxter equation ( holds in X × X × X, where r 12 = r × id X , and r 23 = id X × r. In this case we refer to (X, r) also as a braided set. A braided set (X, r) with r involutive is called a symmetric set. Remark 1.2. Let (X, r) be a quadratic set, and let x •, and • x be the associated left and right actions. Then
(1) The map r is involutive iff the actions satisfy:
(2) r is square-free if and only if x x = x, and x x = x, ∀ x ∈ X.
(3) If r is nondegenerate and square-free, then
x y = x ⇐⇒ x y = y ⇐⇒ y = x ⇐⇒ r(x, y) = (x, y).
The following is well known.
Remark 1.3. [10] Let (X, r) be quadratic set. Then r obeys the YBE (or (X, r) is a braided set) iff the following conditions hold for all x, y, z ∈ X:
l1 :
x ( y z) = x y ( Convention 1.4. In this paper by "a solution" we mean "a non-degenerate braided set" (X, r), where X is a set of arbitrary cardinality. We do not assume (unless stated explicitly) that (X, r) satisfies additional special conditions on the actions. In most cases we shall also assume that r is 2-cancellative but this will be indicated explicitly.
1.1. Quadratic sets and their algebraic objects. For a non-empty set X, as usual, we denote by X , and gr X , respectively the free monoid, and the free group generated by X, and by k X -the free associative k-algebra generated by X, where k is an arbitrary field. For a set F ⊆ k X , (F ) denotes the two sided ideal of k X , generated by F .
As a notational tool, we shall often identify the sets X ×m of ordered m-tuples, m ≥ 2, and X m , the set of all monomials of length m in the free monoid X . To each quadratic set (X, r) we associate canonically algebraic objects generated by X and with quadratic relations ℜ = ℜ(r) naturally determined as xy = y ′ x ′ ∈ ℜ(r) iff r(x, y) = (y ′ , x ′ ) and (x, y) = (y ′ , x ′ ) hold in X × X.
The monoid S = S(X, r) = X; ℜ(r) with a set of generators X and a set of defining relations ℜ(r) is called the monoid associated with (X, r). The group G = G(X, r) = G X associated with (X, r) is defined analogously.
For an arbitrary fixed field k, the k-algebra associated with (X, r) is defined as A = A(k, X, r) = k X /(ℜ 0 ) ≃ k X; ℜ(r) , where ℜ 0 = ℜ 0 (r) = {xy − y ′ x ′ | xy = y ′ x ′ ∈ ℜ(r)}.
Remark 1.7. Suppose X is a finite set.
(i) A is a quadratic algebra, generated by X and with quadratic defining relations ℜ(r). Clearly, A is a connected graded k-algebra (naturally graded by length), A = i≥0 A i , where A 0 = k, A is generated by A 1 = Span k X, so each A i is finite dimensional.
Moreover, the associated monoid S = S(X, r) is graded by length:
S n ; S 0 = 1, S 1 = X, S m = {u ∈ S; |u| = m} and S m .S t ⊆ S m+t .
In the sequel whenever we speak of a graded monoid S we shall mean that it is generated by S 1 = X and graded by length. The grading of S induces a canonical grading of its monoidal algebra kS(X, r).
The isomorphism A ∼ = kS(X, r) agrees with the canonical gradings, so there is an isomorphism of vector spaces A m ∼ = Span k S m . Remark 1.8. [13] Let (X, r) be a quadratic set, S = S(X, r) be the associated monoid.
(i) By definition, two monomials w, w ′ ∈ X are equal in S iff w can be transformed to w ′ by a finite sequence of replacements each of the form axyb −→ ar(xy)b, or axyb −→ ar −1 (xy)b, where x, y ∈ X, a, b ∈ X .
Clearly, every such replacement preserves monomial length, which therefore descends to S(X, r). Furthermore, replacements coming from the defining relations are possible only on monomials of length ≥ 2, hence X ⊂ S(X, r) is an inclusion. For monomials of length 2, xy = zt holds in S(X, r) iff zt = r k (xy) is an equality of words in X 2 for some k ∈ Z. (ii) It is convenient for each m ≥ 2 to refer to the subgroup D m of the symmetric group Sym(X m ) generated concretely by the maps
One can also consider the free groups D m (r) = gr r i,i+1 | i = 1, · · · , m − 1 , where the r ii+1 are treated as abstract symbols, as well as various quotients depending on the further type of r of interest. These free groups and their quotients act on X m via the actual maps r ii+1 so that, clearly, the image of D m (r) in Sym(X m ) is D m (r). In particular, D 2 (r) = r ⊂ Sym(X 2 ) is the cyclic group generated by r. It follows straightforwardly from part (i) that w, w ′ ∈ X are equal as words in S(X, r) iff they have the same length, say m, and belong to the same orbit of D m (r). Clearly, in this case the equality w = w ′ holds in the group G(X, r) and the algebra A(k, X, r).
An effective part of our combinatorial approach is the exploration of the actions of the groups D 2 (r) = r on X 2 , the group D 3 (r) = gr r 12 , r 23 on X 3 , and in particular, the properties of the corresponding orbits. In the literature a D 2 (r)-orbit O in X 2 is often called an r-orbit and we shall use this terminology. If r is involutive, the bijective maps r 12 and r 23 are involutive as well, so in this case D 3 (r) is the infinite dihedral group, D(r) = gr r 12 , r 23 : (r 12 ) 2 = e, (r 23 ) 2 = e . Remark 1.9. In notation and assumption as above, let (X, r) be a finite quadratic set, S = S(X, r) graded by length. Then the order of S 2 equals the number of D 2 (r)-orbits in X 2 .
Recall that the braid group B n is generated by elements b i , 1 = i = n − 1, with defining relations
and the symmetric group S n is the quotient of B n by the relations b 2 i = 1. Remark 1.10. It is well known (and straightforward) that for every n ≥ 3 the following hold. (i) The assignment b i → r ii+1 extends to a (left) action of B n on X n if and only if (X, r) is a braided set.
(ii) The assignment b i → r ii+1 extends to an action of S n on X n if and only if (X, r) is a symmetric set.
2. Nondegenerate quadratic sets, their quadratic algebras and monoids 2.1. Some basics on quadratic algebras. For this subsection our main reference is [29] .
A quadratic algebra is an associative graded algebra A = i≥0 A i over a ground field k determined by a vector space of generators V = A 1 and a subspace of homogeneous quadratic relations R = R(A) ⊂ V ⊗ V. We assume that A is finitely generated, so dim A 1 < ∞. Thus A = T (V )/(R) inherits its grading from the tensor algebra T (V ). The Koszul dual algebra of A, denoted by A ! is the quadratic algebra T (V * )/(R ⊥ ), see [26, 27] . The algebra A ! is also referred to as the quadratic dual algebra to a quadratic algebra A, see [29] , p.6.
Following a classical tradition (and a recent trend), we take a combinatorial approach to study A. The properties of A will be read off a presentation A = k X /(ℜ), where by convention X is a fixed finite set of generators of degree 1, |X| = n, k X is the unital free associative algebra generated by X, and (ℜ) is the two-sided ideal of relations, generated by a finite set ℜ of homogeneous polynomials of degree two. Clearly A is a connected graded k-algebra (naturally graded by length) A = i≥0 A i , where A 0 = k, A is generated by
A quadratic algebra A is a PBW algebra if there exists an enumeration of X, X = {x 1 , · · · x n } such that the quadratic relations ℜ form a (noncommutative) Gröbner basis with respect to the degree-lexicographic ordering < on X induced from x 1 < x 2 < · · · < x n . In this case the set of normal monomials (mod ℜ) forms a k-basis of A called a PBW basis and x 1 , · · · , x n (taken exactly with this enumeration) are called PBW-generators of A. The notion of a PBW algebra was introduced by Priddy, [30] , his PBW basis is a generalization of the classical Poincaré-Birkhoff-Witt basis for the universal enveloping of a finite dimensional Lie algebra. PBW algebras form an important class of Koszul algebras. The interested reader can find information on quadratic algebras and, in particular, on Koszul algebras and PBW algebras in [29] .
There are various equivalent definitions of a Koszul algebra, see for example [29] , p. 19, we recall one of them. A graded k-algebra A is Koszul if A is quadratic and Ext * A (k, k) ≃ A ! . It is known that if (X, r) is a finite square-free involutive solution then its quadratic algebra A(k, X, r) is Koszul, see [20] . We shall prove that, conversely, if (X, r) is a (general) square-free nondegenerate braided set and its algebra A(k, X, r) is Koszul, then r is involutive. This follows from our more general result, see Proposition 2.9
The following results can be used to test whether a quadratic algebra is Koszul. 
Note that (2.1) is only a necessary but not a sufficient condition for Koszulity of A.
To proceed further, we require some cancellation conditions. Definition 2.2.
[18] A quadratic set (X, r) is 2-cancellative if for every positive integer k, less than the order of r, the following two conditions hold:
It is clear that the monoid S = S(X, r) has (respectively left, right) cancelation on monomials of length 2 if and only if r is (respectively left, right) 2-cancellative. Clearly, every injective quadratic set (X, r) is 2-cancellative, see Definition 1.5. Note that if x, y, z ∈ X, y = z each of the equalities r k (x, y) = (x, z), or r k (y, x) = (z, x) implies y = z in G(X, r).
Every nondegenerate involutive quadratic set (X, r) is 2-cancellative, see for example [18] , Corollary 2.13. Recall that when X is a finite symmetric set the monoid S = S(X, r) is embedded in the group G(X, r) and therefore S is a monoid with cancellation.
Remark 2.3. (1) A non-degenerate braided set (X, r) may fail to be 2-cancellative, see Example 2.4; (2) There exist various (noninvolutive) nondegenerate braided sets (X, r), where r is 2-cancellative but the corresponding monoid S(X, r) fails to be 3-cancellative.
Example 2.4. Let X = {x, y, z}, ρ = (xyz) , be a cycle of length three in Sym(X). Define r(x, y) := (ρ(y), x). Then r : X × X −→ X × X is a nondegenerate bijection of order 6.
It is easy to check that (X, r) is a non-degenerate braided set (this is a permutation solution). The actions satisfy:
r is nondegenerate. Note r is not 2-cancellative, since xx = yx is an equality in S. Moreover, r 2 fails to be nondegenerate, since r 2 (y, x) = (z, y), r 2 (y, y) = (z, z). Note also that in the group G(X, r) all generators are equal: x = y = z.
We shall prove in the next section that if (X, r) is a finite square-free braided set, then the monoid S(X, r) is cancellative iff r is involutive. Lemma 2.5. Suppose (X, r) is a 2-cancellative nondegenerate quadratic set (non necessarily finite). Then
(1) For every y ∈ X there exists a unique x ∈ X such that r(x, y) = (x, y). In other words there exist a bijective map t : X −→ X such that r(t(x), x) = (t(x), x), for every x ∈ X. (2) For every x ∈ X there exists a unique y ∈ X such that r(x, y) = (x, y).
2 contains exactly n elements fixed by r. So there is an equality of sets
where y i ∈ X is the unique element with r(
We refer to F(X, r) as the set of r-fixed points in X 2 .
Proof.
(1) Let y ∈ X. By the nondegeneracy there exists a x ∈ X such that x y = y. Consider the equality r(x, y) = ( x y, x y ) = ( x y, y) then by the 2-cancellation law, one has ( x y = x, hence r(x, y) = (x, y), as desired. Assume now that r(z, y) = (z, y) for some z ∈ X. Then r(z, y) = ( z y, z y ) = (z, y) implies z y = y = x y , which by the nondegeneracy gives z = x. This proves part (1) of the lemma. Part (2) is analogous. Part (3) is straighforward from (1) and (2). Remark 2.6 (A fixed point lemma). A non-degenerate quadratic set is square-free if and only if for every pair x, y ∈ X one has r(x, y) = (x, y) ⇐⇒ x = y. Proposition 2.7. Let (X, r) be a finite nondegenerate quadratic set of order |X| = n, let A = A(k, X, r) be the associated k-algebra, naturally graded by length (see Remark 1.7).
Suppose that (*) X 2 has exactly n one-element r-orbits. Then the following conditions hold.
(1) Suppose there are exactly q nontrivial r-orbits in
where the upper bounds for dim k A 2 and for q are exact. (2) The map r is involutive if and only if
In particular, if (X, r) is 2-cancelltive, or (X, r) is square-free then it satisfies (*), and hence the statement.
(1). The action of the cyclic group r on X 2 splits X 2 into disjoint r-orbits O. We shall analyze the possible number of orbits and their lengths. It is clear that the map r is involutive iff every nontrivial orbit O(xy) has exactly two elements.
Let X = {x 1 , · · · , x n } be an arbitrary enumeration on X. By Lemma 2.5 (3) X 2 contains exactly n elements fixed under r:
So, there are exactly n one-element r-orbits, O(x i y i ) = {x i y i }, 1 ≤ i ≤ n. Suppose X 2 \ F (X, r) splits into q disjoint orbits:
Hence |X 2 \ F (X, r)| = n 2 − n = 1≤j≤q l j ≥ 2q, and
Consider an arbitrary non-trivial orbit, say O = O j , for some 1 ≤ j ≤ q. Since r is 2-cancellative, for each x ∈ X, O does not contain distinct monomials of the shape xu, xv, u = v, or xu, yu, x = y. This clearly implies (2.4)
Recall that a, b ∈ O j if and only if a = b in the algebra A, or equivalently in the monoid S. We argue with the number of distinct words of length 2 in S which equals exactly the number of all orbits
One has A 2 = Span k S 2 , any set of pairwise distinct words in S 2 is linearly independent. (One may use the theory of Gröbner basis for more detailed proof of this, see Remark 2.8). Therefore (2.5)
, where q is the number of nontrivial orbits O ⊂ X 2 , which together with (2.4) proves part (1) .
is the number of the nontrivial orbits,O j . This implies that each nontrivial orbit has exactly two elements, and therefore r 2 = 1.
The distinct elements of the associated monoid S = S(X, r), form a k-basis of the monoid algebra kS ≃ A(k, X, r). In particular dim A m equals the number of distinct monomials of length m in S which is exactly the number of D m (r)-orbits in X m , see also Remark 2.8.
Remark 2.8. Suppose, (X, r) is a nondegenerate square-free quadratic set. One can apply the theory of (noncommutative) Gröbner bases. We enumerate X and set X = {x 1 < x 2 < · · · x n }. Condider the degree-lexicographic ordering ≤ on X . Each r-orbit O j , 1 ≤ j ≤ p contains unique monomial z j t j ∈ O j , which is minimal (in O j ) with respect to the degree-lexicographic ordering on X . Then the set of l j defining relations coming from O j (namely xy − r(xy), xy ∈ O j ) reduces to exactly l j − 1 relations with explicit highest terms xy − z j t j = 0, x, y ∈ X, xy ∈ O j , xy > z j t j .
Consider the set of all reduced relations:
The two sets ℜ 0 (r) and R(r) generate the same two-sided ideal I of k X . Hence the algebra A = A(k, X, r) ∼ = k X /(ℜ 0 (r)) has a finite presentation as A = k X /(R(r)). Note that R(r) is exactly the quadratic part of the (minimal) reduced Gröbner basis of I, denoted GR(I) (with respect to the chosen ordering ≤ on X ). In general, R ⊂ GR(I), and the reduced Gröbner basis GR may be infinite. It follows from the theory of Gröbner bases that the set N of all monomials of length 2 which are normal modulo I (with respect to the degree-lexicographic ordering < on X ) projects to a basis of A. For every integer m ≥ 2 denote by N m the set of all monomials in X m which are normal modulo I = (R(r)). Then
Let s be the number of relations in the reduced set R = R(r). Every non-square word xy ∈ X 2 , x = y, occurs in a relation in R. The Koszul dual algebra A ! has a presentation
Proposition 2.9. Suppose (X, r) is a finite square-free nondegenerate quadratic set, let A be its associated quadratic algebra, in notation as above, A = k X /(R(r)).
(1) If A is Koszul, then r 2 = id. (2) In particular, if there exists an enumeration of X, such that the set of (reduced) quadratic relations R(r) is a Gröbner basis, then (X, r) is involutive.
(1) Suppose A is Koszul, (so its dual algebra A ! is also Koszul) and their Hilbert series satisfy (2.1). Note that dim A 2 = n 2 − s, and dim A ! 2 = n 2 − s − n. By (2.7) one has
We replace this in (2.1) and compute the coefficient for z 2 to yield:
There are exactly 2 n 2 words xy ∈ X 2 x = y ∈ X and each of them occurs in a relation in R(r). this implies that each nontrivial r-orbit O in X 2 has length |O| = 2, and therefore r is involutive. (2) Assume now that there exists an enumeration of X, such that the set of quadratic relations R(r) is a Gröbner basis. Then A is a PBW algebra so, by Fact 2.1, A is Koszul, hence (by part (1)) (X, r) is involutive. Definition 2.10. We say that a finite quadratic set (X, r) satisfies the minimality condition M if
Example 2.11. Every square-free self distributive solution, (X, r) corresponding to a dihedral quandle of prime order |X| = p > 2 satisfies the minimality condition M, see Corollary 4.14.
Square-free braided sets
In a series of works we have shown that the combinatorial properties of a solution (X, r) are closely related to the algebraic properties of its YB structures. Especially interesting are solutions satisfying some of the following conditions. Definition 3.1. [18, 14] Let (X, r) be a quadratic set.
(1) The following are called cyclic conditions on X.
cl1 :
(y
(2) Condition lri on (X, r) is defined as lri:
In other words lri holds if and only if (X, r) is non-degenerate,
It is known that every square-free involutive solution (X, r) satisfies the cyclic conditions cc and condition lri, so it is uniquely determined by the left action:
y (x)), see [14, 18] . We shall prove that every square-free nondegenerate braided set (X, r) (not necessarily finite, or involutive) satisfies the cyclic conditions cl1 and cr1.
The cyclic conditions were introduced by the author in [11, 12] , and were crucial for the proof that every binomial skew polynomial algebra defines canonically (via its relations) a set-theoretic solution of YBE, see [20] . Algebraic objects with relations satisfying the cyclic condition were studied in various works, see for example [23, 5, 18, 7] . [18], Proposition 2.25. Suppose (X, r) is a quadratic set. Then (1) Any two of the following conditions imply the remaining third condition: (i) (X, r) is involutive; (ii) (X, r) is non-degenerate and cyclic; (iii) (X, r) satisfies lri.
(2) In particular, if (X, r) satisfies cl1, cr1 and lri then (X, r) is involutive.
For convenience of the reader we shall sketch the proof of (2). It is enough to show that (1.1) holds. We apply first cr1 and lri, and next cl1 and lri to yield:
Suppose (X, r) is a finite nondegenerate braided set. As we discussed in the preliminaries, for positive integers i < m, the maps r ii+1 :
The group D m (r) = gr r ii+1 , 1 ≤ i ≤ m − 1 acts on the left on X m . Each element a ∈ S can be presented as a monomial
Two words a and b are equal in S if they have the same length, say a, b ∈ X m , and belong to the same orbit of
Proposition 3.4. Let (X, r) be a square-free nondegenerate braided set of arbitrary cardinality. Then (X, r) satisfies the cyclic conditions cl1 and cr1.
Proof. Let a, x ∈ X. Consider the "Yang-Baxter" diagram on monomials of length 3 in X 3 .
(3.2)
It follows that r( a x,
(a x ) x) and therefore, by Remark 2.6,
Similarly, a YB diagram starting with the monomial xxa implies r(x
As usual, the orbit of a monomial ω ∈ X 3 under the action of D 3 ((r) will be denoted by
Lemma 3.6. Suppose (X, r) is a square-free symmetric set, that is r is involutive (X is not necessarily finite). Let O be a B-orbit in X 3 .
(1) The following implications hold.
Proof. Note that if the map r is involutive, each arrow in the Yang-Baxter diagrams like (3.2) are pointed in both directions, i.e. the arrows have the shape ←→, or . This implies that whenever a, x ∈ X, a = x the orbit O(axx) in X 3 has the shape
It is not difficult to see that each of these orbits contains exactly three distinct elements of
Recall that when (X, r) is a braided set its monoid S(X, r) is a graded braided M3 monoid, we denote it by (S, r S ) , see details and notation in section 6. Lemma 3.6 implies straightforwardly the following corollary Corollary 3.7. Let (X, r) be a finite square-free nondegenerate braided set, and let S = S(X, r) be its braided monoid. If (X, r) is involutive then conditions 3.3 in Proposition 3.9 are satisfied.
Remark 3.8. Conversely, if (X, r) is a finite square-free nondegenerate braided set, and r is not involutive, then there exist a, b, x, y ∈ X, a = x, b = y, such that either axx = byy or xxa = yyb holds in S(X, r).
Proposition 3.9. Let (X, r) be a finite square-free nondegenerate braided set, and let S = S(X, r) be its braided monoid. Then (X, r) is involutive if and only if the following conditions hold:
Proof. Suppose conditions (3.3) are in force. We have to show that r is involutive. We first prove that (X, r) satisfies condition lri. Let a, x ∈ X. We use the fact that S is an M3 braided monoid, and the cyclic conditions cl1, cr1 to yield the equalities:
We have obtained that for a = x the following equalities holds in S axx = byy, where
Now the first condition in (3.3) implies
We have to show that for an arbitrary pair x, t one has
Note that the braided monoid (S, r S ) is nondegenerate, this follows from [18] Theorem 3.14 (2), p.1494. But xx ∈ S, therefore there exists unique a ∈ X, such that a (xx) = t. Now equality (3.7) implies (3.8), as desired. Analogous argument verifies the remaining lri equality
We have shown that (X, r) satisfies lri. This together with cl1 and cr1 imply that the map r is involutive, therefore (X, r) is a symmetric set.
Proposition 3.10. Let (X, r) be a square-free nondegenerate braided set, and let S = S(X, r). Then the following conditions hold.
(1) For every pair a, x ∈ X and every positive integer m the following equalities hold in S:
(2) Suppose the set X is finite, let p be the least common multiple of the orders of the left actions, L x and of the orders of all right actions R x , x ∈ X, so
Then the following equalities hold in S :
(1). Let a, x ∈ X. Then ML2 (see section 6)and cl1 imply the following equalities in S a (xx) = ( a x)(
It is easy to see using successively cl1 k times that (3.14)
Now induction on m ≥ 2, ML2 and (3.14 ) give
This proves the first equality in (3.11). Analogous argument verifies the second equality in (3.11).
(2). We use M3 and (3.11) to obtain
which proves the first equality in (3.10), the second equality is proven analogously.
. Assume now that the set X is finite and p is the least common multiple of the orders of all actions.
We use successively M3, (3.11) and M3 again to yield
This gives the first equality in (3.12). Analogous argument proves second equality in (3.12).
Part (4) is straightforward.
Proposition 3.11. Let (X, r) be a finite square-free nondegenerate braided set, and S = S(X, r). Suppose p is the least common multiple of the orders of the left actions, L x and the orders of all right actions R x . The following three conditions are equivalent (1) (a) For every a, x, y ∈ X the equality ax
In this case S(X, r) is embedded in the braided group G(X, r) = (G, r G ). Moreover, both (S, r S ) and (G, r G ) are also an involutive solutions.
Proof. The implication (2) =⇒ (1) is clear.
(1) =⇒ (3). Suppose condition (1) holds. It follows from Proposition (3.10) that the following equalities hold
It follows from (1) that
Now we use Corollary 3.3 to deduce
therefore the braided set (X, r) satisfies condition lri. It follows from Fact 3.2 (2) that (X, r) is involutive, so (X, r) is a nondegenerate symmetric set. This proves (1) =⇒ (3).
It is well known, see [10] that if (X, r) is a nondegenerate symmetric set then its monoid S(X, r) is embedded in the symmetric group G(X, r), and therefore S is left and right cancellative. This gives (3) =⇒ (2) . The proposition has been proved.
Lemma 3.12. Let (X, r) be a square-free nondegenerate 2-cancellative braided set. Consider the action of D 3 (r) on X 3 and the corresponding D 3 (r)-orbits O. Then the length of each square-free orbit O = O(xyz) is at least 6.
3 is a square-free orbit. Then O contains (but is not limited to) the monomials v i , 1 ≤ i ≤ 7 which occur in the following diagram. (3.17)
(Note that a monomial like v 7 may occur only if r 2 (xy) = xy). It is not difficult to show that all six monomials in the set V = {v 1 , · · · v 6 } are pairwise distinct. The reader may use an argument analogous to the detailed proof of Lemma 4.3, in [16] p.2166.
Remark 3.13. Let (X, r) be a square-free nondegenerate 2-cancellative braided set, consider the D 3 (r)-orbits in X 3 . Each of the following two conditions implies that the map r is involutive.
(
Moreover if |X| = n, then there are exactly n(n − 1) such orbits in X 3 . (2) Suppose for each x, y ∈ X, x = y there exists a z ∈ X, such that the orbit
Every square-free orbit O has exactly 6 distinct elements.
The following result shows the equivalence of various algebraic and combinatorial properties of a finite square-free solution (X, r), its algebra and its braided monoid. Each of these conditions describes the contrast between a square-free symmetric set and a square-free (noninvolutive) braided set.
Theorem 3.14. Let (X, r) be a square-free non-degenerate braided set of order |X| = n. Assume that (X, r) is 2-cancellative. Let S = S(X, r) be its braided monoid, let A = A(k, X, r) be its graded k-algebra over a field k and let A ! be the Koszul dual algebra of A. The following conditions are equivalent:
(1) The solution (X, r) is involutive, that is (X, r) is a symmetric set.
(2) The quadratic algebra A is Koszul.
There exists an enumeration of X, such that the set of quadratic relations R(r) is a Gröbner basis basis. (4) A is a binomial skew polynomial ring, with respect to an enumeration of X.
The Hilbert series of A is
The monoid S satisfies the following two conditions for every a, x, y ∈ X, a = x, y: (a) the equality ax (1) : Proposition 2.9 (1) ⇐⇒ (4) : [20] , Theor. : by Proposition 3.11 (1) =⇒ (13) : follows from [20] , Theor. 1.3 and Cor. 1.5 (4) =⇒ (7) : see [16] (5) : is clear (13) =⇒ (12); : clear.
(8) =⇒ (10) . Suppose A has Gelfand-Kirillov dimension GK dim A = n. Assume, on the contrary, that condition (10) is not satisfied. Then there exist three elements a, x, y ∈ X, a = x, y, such at least one of the following holds:
This implies GK dim A < n, a contradiction.
. We have to prove that (X, r) is involutive.
As usual we consider the action of Dcal 3 (r) on X 3 and the corresponding D 3 -orbits O. Our assumption implies that X 3 contains exactly n 3 square-free orbits, O j , 1 ≤ j ≤ n 3 . By Lemma 3.12 the lengths of these orbits satisfy
Denote by W the set of all words w ∈ X 3 \ ∆ 3 which vanish in A ! 3 . Note first that if y, b ∈ X, y = b, the orbit O(yyb) ⊂ W contains the three distinct monomials occurring in the following diagram
We shall call element r 2 (yyb) = y( y by b ) the the transition element for the pair of words u = yyb, czz = r 1 r 2 (u) ∈ W . It is clear that each pair y, b ∈ X, y = b determines uniquely the three elements yyb, r 2 (yyb), czz = r 1 r 2 (yyb) ∈ W .
Note that if (y, b) = (t, c) then the transition elements y(
Indeed, the inequality is straightforward if t = y. If t = y, b = c, then by the nondegeneracy, one has
Assume that (X, r) is not involutive, we shall prove that |W | > n(n − 1)3.
Clearly, there exist a pair x, a ∈ X, x = a, such that r 2 (x, a) = (x, a) so the words xa, r(xa), r 2 (xa) are distinct elements of X 2 . Then the orbit O = O(xxa) contains at least the following set of 6 distinct monomials, namely
Moreover, the set O contains the word v 4 = xr 2 (xa) which does not contain squares, but is not a transition element for any triple yyb, r 2 (yyb), r 1 r 2 (yyb) = czz.
This implies that
The set X 3 splits into the following disjoint subsets
|O j | Now (3.21), (3.18) and (3.20) imply
which gives a contradiction. It follows that r is involutive.
Recall that a quadratic set (X, r) is called a quantum binomial set if it is (i) nondegenerate, (ii) involutive and (iii) square-free. In this case the quadratic algebra A(k, X, r) is called a quantum binomial algebra [14] , [18] , [16] . Note that a quantum binomial quadratic set (X, r) may not satisfy YBE, note also that (in general) a quantum binomial algebra A(k, X, r) is not a binomial skew polynomial ring, see examples in [16] . We combine the results of Theorem 3.14 and [16] Theorem 1.2 to deduce the following proposition.
Proposition 3.15. Let (X, r) be a square-free non-degenerate quadratic set of order |X| = n. Assume that (X, r) is 2-cancellative. Let A = A(k, X, r) be its k-algebra over a field k and let A ! be the Koszul dual algebra of A. For 1 ≤ i ≤ 3 any two of the conditions (i.a), (i.b), (i.c) imply the remaining third condition.
(c) (X, r) is a braided set.
We end up the section with a corollary giving a long list of properties which characterize finite square-free solutions (X, r) which are not involutive.
Corollary 3.16 (Characterization of noninvolutive square-free braided sets ). Let (X, r) be a square-free non-degenerate braided set of order |X| = n. Assume that (X, r) is 2-cancellative. Let S = S(X, r) be its braided monoid, and A = A(k, X, r) be its k-algebra over a field k and let A ! be the Koszul dual algebra of A. Suppose r 2 = id X×X , that is (X, r) is not a symmetric set. Then the following conditions hold.
(1) (X, r) does not satisfy condition lri.
(2) The algebra A is not Koszul.
(3) The set of quadratic relations R(r) is not a Gröbner basis with respect to any enumeration of X. (4) A is a not a binomial skew polynomial ring, with respect to any enumeration of X.
and A
The algebra A has polynomial growth of degree strictly smaller than n, i.e. GK dim A < n. (9) Suppose p is the least common multiple of the orders of the left actions, L x and the orders of all right actions R x . Then there exist a, x, y ∈ X, a = x, y, x = y, such that ax p = ay p holds in S. (10) There exist x, y ∈ X such that x = y, and x p = y p holds in the group G(X, r). (11) There exist a, b, x, y ∈ X, such that x = y, x = a, y = b, and axx = byy holds in S.
(12) The monoid S = S(X, r) is not cancellative. In particular, S(X, r) is not embedded in G(X, r) (13) The algebra A is not a domain.
Remark 3.19. We have shown that if (X, r) is a finite nondegenerate square-free braded set with 2-cancellation then S = S(X, r) is not cancellative, whenever the map r is not involutive. This gives a negative answer to Open Question 3.24 in [18] : Is it true that if (X, r) is a 2-cancellative braided set, then the associated monoid S(X, r) is cancellative? Conjecture 3.20. Let (X, r) be an arbitrary finite nondegenerate braided set with 2-cancellation. Then the monoid S(X, r) is cancellative if and only if r is involutive.
4. Square-free braided sets (X, r) satisfying the minimality condition 4.1. Square-free 2-cancellative quadratic sets (X, r) with minimality condition. Let (X, r) be a square-free non-degenerate quadratic set set of order |X| = n. Let S = S(X, r) be its graded monoid, let A = A(k, X, r) be its graded kalgebra over a field k, and let A ! be the Koszul dual algebra. Consider the action of D 3 (r) = gr r 12 , r 23 on X 3 . The following useful remarks are straightforward.
Remark 4.1. In assumption as above the following are equivalent:
(1) Each D 3 (r)-orbit in X 3 contains a word of the type xxy, x, y ∈ X (and ztt, z, t ∈ X). (2) A ! 3 = 0. Remark 4.2. Let (X, r) be a square-free non-degenerate quadratic set of order |X| = n, assume that (X, r) is 2-cancellative. Suppose O is a nontrivial r-orbits in X 2 of order |O| = n. Then ∀x ∈ X ∃ y ∈ X, such that xy ∈ O, ∀y ∈ X ∃x ∈ X, such that xy ∈ O.
The following result gives some useful information about the properties of (general) square-free quadratic sets satisfying the minimality condition M. Proposition 4.3. Let (X, r) be a square-free non-degenerate quadratic set of order |X| = n, say X = {x 1 , · · · , x n }. Assume that (X, r) is 2-cancellative. Let S = S(X, r) be its graded monoid, let A = A(k, X, r) be its graded k-algebra over a field k, and let A ! be the Koszul dual algebra. Let O i be the set of all nontrivial r-orbits in X 2 (these are exactly the square-free r-orbits in X 2 ).
(1) The following three conditions are equivalent.
(a) (X, r) satisfies the minimality condition M, (2.8);
The algebra A has a finite presentation A ∼ = k X /(R 0 ), where R 0 is a set of exactly (n − 1) 2 quadratic square-free binomial relations:
which satisfy the following conditions. For every i,
In this case, after a possible re-enumeration of the orbits, one has Proof. Recall first that for arbitrary quadratic set (X, r) the number of distinct words of length 2 in S is exactly the number of D 2 (r)-orbits in X 2 , see Remark 1.9. So one has
(1). (1a) ⇐⇒ (1b). Suppose the minimality condition (2.8) holds. Then X 2 splits into exactly 2n − 1 orbits, more precisely there are n one element orbits, these are the elements of the diagonal diag(X 2 ) and n − 1 square-free orbit O i , 1 leqi ≤ n − 1. Due to 2-cancellativity one has |O i | ≤ n, at the same time the following hold:
Therefore |O i | = n for all 1 ≤ i ≤ n − 1. Conversely, suppose that each nontrivial orbit has length n, and let q be the number of square-free orbits O. But there are exactly (n − 1)n square-free words in X 2 (each is contained in some O, so n(n − 1) = nq, and therefore q = n − 1. So, the total number of disjoint orbits in X 2 is n + (n − 1) = 2n − 1. It follows that |S 2 | = 2n − 1, thus dim k A 2 = |S 2 | = 2n − 1, which is exactly the minimality condition M.
(1b) =⇒ (1c) Suppose each non-trivial D 2 (r)-orbit O i in X 2 has order |O i | = n, 1 ≤ i ≤ n − 1. It follows from Remark 4.2 that for each 1 ≤ i ≤ n − 1 there exist unique x ∈ X, such that x 1 x ∈ O i , . We can re-enumerate the orbits (if necessary) so that x 1 x i ∈ O i . Let 1 ≤ i ≤ n − 1. We write the n (distinct) words in O i , ordered lexicographically:
Each two-elements of O i are equal in S. This information is encoded by the set R i of exactly n − 1 "reduced" relations coming from O i :
It is clear that the set of defining relations ℜ(r) is equivalent to the set of reduced relations R = i R i and the corresponding "algebra-type" relations are exactly the n(n − 1) reduced relations R 0 given in (4.1). It follows from the properties of the orbits O i that the relations in R 0 satisfy all additional conditions in part (1c).
(1c) =⇒ (1b). The relations R 0 imply the n − 1 sets of relations R i , 1 ≤ i ≤ n − 1. Note that the properties of the relations given in part (3) imply that (X, r) is 2-cancellative. It is clear that a = b ∈ R i implies that a, b belong to the same orbit O in X 2 . We denote this orbit by O i (clearly, we have x 1 x i ∈ O i ). One can also read off from the properties of R i that O i has exactly n-elemnts. Note that the sets ℜ 0 (r) and R 0 generate the same two-sided ideal I of k I , so we get A ∼ = k X /(R 0 ). There is unique reducedöbner basis basis GR(I) of the ideal I w.r.t ≤, moreover R 0 GR(I), and all additional elements of GR(I) \ R 0 are homogeneous of degree ≥ 3. Therefore, the set of normal monomials of length 2:
(2) Suppose (X, ) satisfies the minimality condition M. It follows from the argument in part (1) that the normal basis N of A satisfies
We shall prove that A ! = 0. By Remark 4.1 it will be enough to show that each D 3 (r)-orbit in X 3 contains a word of the type xxy, x, y ∈ X (and ztt, z, t ∈ X). Let a, b, c ∈ X. Without loss of generality we may assume that a = b, and b = c. Clearly, bc ∈ O(bc) ⊂ X 2 . It follows from Remark 4.2 the (square-free) orbit O(bc) contains an element of the shape at, t ∈ X, (so bc = at holds in S 2 ) This implies that the D 3 -orbit O(abc) in X 3 contains the monomial aat, and therefore it is not square-free. It follows then that there are no square-free orbits in X 3 , hence
Notice that the monoid S = S(X, r) and the group G X = G(X, r) have a set of relations R equivalent to ℜ(r) (here u = a ∈ R iff u − a ∈ R 0 ). Lemma 4.4. Suppose (X, r) is a finite square-free nondegenerate braided set which is 2-cancellative, and satisfies the minimality condition M. Let |X| = n ≥ 3. Then (X, r) is indecomposable.
Proof. We already know that (X, r) satisfies the minimality conditions iff the set of square-free words of length 2, X 2 \ diag(X 2 ), splits into exactly n − 1 disjoint D 2 -orbits O i , 1 ≤ i ≤ n − 1, each of which contains exactly n distinct monomials. Suppose X = Y Z is a decomposition into nonempty disjoint r-invariant subsets, say |Y | = k ≥ 2, |Z| = s ≥ 1, k+s = n, let (Y, r Y ) be the corresponding subsolution.
is also square-free and 2-cancelative solution of order k, hence |O(xy)| ≤ k < n, which, by Proposition 4.3 gives a contradiction.
Note that being indecomposable does not guarantee that a braided set (X, r) satisfies the minimality condition. Example 4.17 gives a square-free braided set (X, r) which is indecomposable (and injective), but does not satisfy the minimality condition M.
Open Question 4.1.1. Suppose (X, r) is a square-free 2-cancellative solution. Is it true that if A ! 3 = 0 then (X, r) satisfies the minimality condition M? Open Question 4.1.2. Suppose (X, r) is a finite square-free 2-cancellative solution, which satisfies the minimality condition M, |X| = n ≥ 3. Let O j , 1 ≤ j ≤ s, be the set of all nontrivial D 3 (r)-orbit in X 3 . Is it true that
We know that each nontrivial orbit O contains an element of the shape aab, a = b ∈ X; in particular, x 1 x 1 x ∈ O for some x ∈ X, x = x 1 , or x 1 yy ∈ O for some y ∈ X, y = x 1 .
Some basics on indecomposable injective racks.
Definition 4.5. We call a quadratic set (X, r) (left) self distributive or shortly SD if it satisfies SD : r(x, y) = ( x y, x), ∀x, y ∈ X.
Remark 4.6. Suppose (X, r) is an SD quadratic set.
(1) The following implications are in force (X, r) is 2-cancellative =⇒ (X, r) is nondegenerate. (X, r) is 2-cancellative =⇒ x x = x, ∀ x ∈ X ⇐⇒ (X, r) is square-free.
(2) (X, r) is involutive iff (X, r) is the trivial solution. (3) (X, r) is a braided set iff the condition laut holds:
laut(x, y, z) :
Self distributive braided sets are closely related to racks. Recall the definition (we follow [1] ).
Definition 4.7. [1]
A rack is a pair (X, ⊲), where X is a nonempty set, and ⊲ : X × X −→ X is a map (a binary operation on X) such that (R1) The map ϕ i : X −→ X, x → i⊲x is bijective for all i ∈ X, and (R2) i⊲(j⊲k) = (i⊲j)⊲(i⊲k). A quandle is a rack which also satisfies i⊲i = i, for all i ∈ X.
A crossed set is a quandle such that j⊲i = i, whenever i⊲j = j.
Remark 4.8. Suppose (X, r) is an SD quadratic set. Define ⊲ : X × X −→ X as x⊲y := x y. It is clear that (X, ⊲) is a rack iff (X, r) is a non-degenerate braided set. Moreover, (X, r) is a square-free braided set iff (X, ⊲) is a quandle. Note that in this case there is an equality of maps: Conversely, every rack (X, ⊲) defines canonically a nondegenerate SD braided set (X, r), where r(x, y) = (x⊲y, y). Moreover (X, r) is square-free iff (X, ⊲) is a quandle. As we noticed above, every rack (X, r) which is 2-cancellative is a quandle.
To simplify notation (and terminology) "a nondegenerate braided set (X, r) satisfying SD " may be referred to as "a rack " and if in addition (X, r) is square-free it will be also referred to as "a quandle". Under this convention we shall keep notation and shall write x y, instead of x⊲y. In this case there is an equality of maps:
The inner group, Inn(X) of a rack X is the subgroup of Sym(X) generated by all permutations L x , x ∈ X. A rack (X, r) is faithful if the map X −→ Inn(X), x −→ L x is injective. In fact, X is indecomposable if and only if Inn(X) acts transitively on X.
Example 4.9. Let n be a positive integer. Over the ring Z/nZ of integers mod n define x⊲y = 2x − y. This is a quandle known as the dihedral quandle of order n. If we assume that n is odd, we can identify the elements of this quandle with the conjugacy class of involutions of D n , the dihedral group of order 2n.
These are particular cases of affine racks. Let X be an abelian group and let g be an automorphism of X. Then x⊲y = (1 − g)(x) + g(y) is a rack, an affine rack over X.
The following results are extracted from [21] Fact 4.10. Suppose (X, r) is a finite SD braided set, and assume that the corresponding rack (X, ⊲) is indecomposable. Then (1) (X, ⊲) is faithful iff it is injective (Lemma 2.10, [21] ).
Clearly, in this case the solution (X, r) is also injective. Remark 4.11. Suppose that (X, r) is an indecomposable quandle of order ≥ 3, and every nontrivial r-orbit O ⊂ X 2 has order 3 ≤ |O| ≤ |X|. Then (i) for every x ∈ X the permutation L x has unique fixed point, namely x. (ii) Moreover, if L 2 x = id, ∀x ∈ X then X has an odd order |X| = 2k + 1. In this case L x is a product of k disjoint transposition.
Quandles with minimality condition M.
Corollary 4.12. Suppose (X, r) is a 2-cancellative square-free SD braided set of finite order n = |X| ≥ 3, assume that L 2 x = id, ∀x ∈ X. If (X, r) satisfies the minimality condition M (hence X is indecomposable), then (i) X has an odd order, n = 2k + 1, and (ii) each L x , x ∈ X is a product of k disjoint transpositions.
The following fact and its proof was kindly provided to us by Leandro Vendramin.
Remark 4.13. If (X,r) is a dihedral quandle of prime order |X| = p then each non-trivial r-orbit O in X 2 has length exactly p.
Proof. Let x, y ∈ X, x = y. Then, by definition, r(x, y) = (2x − y, x). One proves by induction that
But all maps r k are bijections and (k + 1)x − ky = x if and only if k = 0modp, which implies that the r-orbit O(x, y) in X 2 has size p.
Corollary 4.14. Suppose that (X, r) is a square-free SD solution, corresponding to a dihedral quandle of order |X| = p > 2, where p is a prime number. Then (X, r) satisfies the minimality condition M. Conversely, if a dihedral quandle (X, r) satisfies the minimality condition M then its order |X| is a prime number?
Open Questions 4.3.1. The following questions refer to finite square-free solutions (X, r) which are 2-cancellative.
(1) Which of the known simple quandles satisfy the minimality condition M? (2) Suppose (X, ⊲) is an indecomposable quandle such that the corresponding solution (X, r) satisfies the minimality condition M. Does this imply that the quandle (X, ⊲) is simple? (3) Study general square-free noninvolutive, braided sets (X, r) which are not SD. We have applied our results on square-free solutions (X, r) to find various examples, as solutions on the following natural problem. 
Find an extension r : X × X −→ X × X of r 0 (equivalently, find all maps L x , x ∈ X explicitly), so that (i) (X, r) is a 2-cancellative square-free SD braided set, with 2-cancellation; (ii) L Example 4.15. Suppose (X, r) is a quadratic SD set of order |X| = 5, so r(x, y) = ( x y, x). To simplify notation we set X = {1, 2, 3, 4, 5}, as it is often used for racks. Assume that L Then the following conditions hold.
(1) The orbit (4.6) determines the maps L i , i ∈ X (and r) uniquely, so that (X, r) is a nondegenerate 2-cancelative braided set. More precisely, (X, r)
is a braided set iff the left actions are:
(2) In this case X 2 splits into 4 r-orbits of length 5: O(1 i), 2 ≤ i ≤ 5, and 5 one-element orbits for the elements of the diagonal diag(X 2 ). (3) Consider the degree-lexicographic ordering ≤ on X , induced by the ordering 1 < 2 < 3 < 4 < 5 on X. The set of defining relations ℜ(r) reduces (and is equivalent) to the following set of 16 quadratic relations: (4) The braided set (X, r) is self distributive and satisfies the minimality condition M. Let (X, ⊲) be the quandle canonically associated with (X, r). This quandle is isomorphic to the dihedral quandle of order 5. The solution (X, r) is also injective. (5) Let A = A(k, X, r) = k X; R ∼ = k X /(I) be the associated quadratic algebra graded by length. The ideal I is generated by the set
It is not difficult to find that the reduced Gröbner basis GB(R 0 ) contains 4 additional relations:
It follows that A is standard finitely presented. (6) A is left and right Noetherian. In particular S is not 3-cancellative, hence S is not cancellative . (9) The group G(X, r) satisfies the relations (4.14) which (only in the group case) give rise to the following new relations in G:
We have deduced these relations straightforwardly from the Groebner basis (without using the theory of racks). Of course, they agree with Fact 4.10
Example 4.16. Suppose (X, r) is an SD quadratic set of order 9. Assume that (L x ) 2 = 1, ∀x ∈ X, and the map r has a concrete orbit of order 9, say: Then the orbit (4.9) determines the permutations L x , x ∈ X uniquely, so that (X, r) is a nondegenerate 2-cancelative braided set, with L 2 x = 1, x ∈ X. More precisely,
(1) (X, r) is a braided set iff the left actions satisfy (4.10) (2 9)(3 7)(4 6) L 4 = (1 7)(2 6)(3 5)(8 9) L 3 = (1 5)(2 4)(6 8)(9 7) L 2 = (1 3) (4 8) (6 7) (5 9) L 1 = (2 8) (3 9) (5 6) (4 7) (2) In this case the non-trivial r-orbits of X 2 are: Moreover, (X, r) decomposes as a union of three r -invariant subsets
and r induces maps
Each (X i , r i ), 1 ≤ i ≤ 3 is an SD solution whose quandle is isomorphic to the dihedral quandle of order 3.
Next we give an example of an indecomposable square-free solution (X, r) of order |X| = 4 which fails to satisfy the minimality condition M. Example 4.17. Suppose (X, r) is a square-free quadratic SD set of order |X| = 4, so r(x, y) = ( x y, x). We again simplify notation setting X = {1, 2, 3, 4}. Suppose L 4 is not involutive, and r has an orbit of length 3 say: The orbit (4.12) determines the maps L i , i ∈ X (and r) uniquely, so that (X, r) is a 2-cancelative solution. More precisely,
(1) (X, r) is a braided set iff the left actions are:
(2) In this case X 2 has 4 r-orbits of length 3 (it is easy to write them explicitly), and 4 one-element orbits for the elements of diag(X 2 ). (3) We consider the degree-lexicographic ordering ≤ on X , induced by the ordering 1 < 2 < 3 < 4 on X. The set of defining relations ℜ(r) reduces (and is equivalent) to the following set of 8 quadratic relations: (4) Let A = A(k, X, r) = k X; R ∼ = k X /(I) be the associated quadratic algebra graded by length. The ideal I is generated by the set
It follows that A is standard finitely presented.
(5) The set N of normal (mod I) monomials, which projects to a k-basis of A satisfies:
N ⊃ X {12, 13, 14, 24} {112, 113, 114, 122, 124, 133, 144} In particular S is 3-cancellative, but S is not cancellative . (10) The group G(X, r) satisfies the relations (4.14) which (only in the group case) give rise to the following new relations in G : 444 = 333 = 222 = 111.
A class of special extensions
Remark 5.1. Let (X, r) be a quadratic set. A permutation τ ∈ Sym(X) is called an automorphism of (X, r) (or shortly an r-automorphism
The group of r-automorphisms of (X, r) is denoted by Aut(X, r).
In the hypothesis of the following theorem (X, r X ), (Y, r Y ) are most general disjoint braided sets. No restrictions like nondegeneracy or 2-cancellativeness is imposed. 
Then the following conditions hold.
(1) (Z, r) is a non-degenerate quadratic set iff (X, r X ), and (Y, r Y ) are nondegenerate. (2) (Z, r) is 2-cancellative iff (i) both (X, r X ), and (Y, r Y ) are 2-cancellative; and (ii) the maps σ and τ (considered as permutations) are products of disjoint cycles of the same length q (in particular, |σ| = |τ | = q).
If q is even, q = 2m, then |O(xy)| = q. In this case the order of the map r is the least common multiple of the three orders, LCM(|r X |, |r Y |, q). (b) If q is odd, q = 2m + 1 then |O(xy)| = 2q. In this case the order of r is the least common multiple LCM(|r X |, |r Y |, 2q). (4) The quadratic set (Z, r) is a regular extension of (X, r X ), and (Y, r Y ), in the sense of [18] iff σ 2 = τ 2 = 1. Moreover, (Z, r) is involutive iff σ 2 = τ 2 = 1, and both (X, r X ) and (Y, r Y ) are involutive. (5) (Z, r) obeys YBE iff the following conditions hold:
(a) σ ∈ Aut(X, r X ) and τ ∈ Aut(Y, r Y );
(b) The left and the right actions satisfy the following conditions.
Proof. Parts (1), (2), (3) and (4) are easy, and we leave their proof to the reader. We shall prove part (5) . Assume (Z, r) obeys YBE. We shall prove condition (a) and (b). Consider first the diagram (5.2), where α ∈ Y, x, y ∈ X. This diagram contains elements of the orbit of the monomial αxy ∈ Z 3 , under the action of the group D 3 (r). Note that each two monomials in this orbit are equal as elements of S (5.2)
Similarly, a diagram starting with an arbitrary monomial of the shape xαβ, where x ∈ X, α, β ∈ Y shows that 
We have proven (a). Next we shall prove (5.1). Consider the following diagram.
(5.5)
Hence (5.6) r 12 r 23 r 12 (xαy) = r 23 r 12 r 23 (xαy),
But σ ∈ Aut(X, r X ) so it follows from (5.6) that
The map σ : X −→ X is bijective, hence
which is equivalent to
Similarly, the equalities
This proves the first two equalities in ( For constructing concrete extensions via automorphisms it may be practical to use results from [8] .
Clearly, if (X, r) is a trivial solution, then Aut(X, r) = Sym(X) and for every σ ∈ Sym(X) there is an equality L σ 2 (x) = L x = id X . Hence we have at disposal an easy method to construct non-degenerate 2-cancellative square-free braided sets (Z, r), Z = X Y , where the order of the map r may vary as 2 ≤ |r| ≤ |Z|.
(1) (Z, r) is a nondegenerate square-free braided set. (2) Moreover, (Z, r) is 2-cancellative iff the permutations σ and τ are products of disjoint cycles of the same length q ≤ m, in particular, |σ| = |τ | = q; In this case either (a) q is even, and |r| = q; or (b) q is odd and |r| = 2q.
Example 5.5. Let X = {x 1 , x 2 , x 3 }, Y = {x 4 , x 5 , x 6 }, be disjoint sets and let (X, r X ), (Y, r Y ) be trivial solutions.
Then (Z, r) is a nondegenerate square-free braided set of order |Z| = 6. (Z, r) is 2-cancellative. The order of r is |r| = 6. Z = X ♮ Y.
More detailed computation shows that the associated graded algebra A does not have a finite Gröbner basis with respect to any ordering of Z.
6. The braided monoid S(X, r) and extensions of solutions 6.1. The braided monoid S(X, r) of a braided set (X, r). We recall some notions and results from [18] . Let (X, r) be an arbitrary braided set (no restrictions on r are imposed), and let S = S(X, r) be the associated monomid. Then
To each braided set (X, r) we associate a matched pair (S, S) (S = S(X, r)) with left and right actions uniquely determined by r, which defines a unique 'braided monoid' (S, r S ) associated to (X, r). This is not a surprise given the analogous results for the group G(X, r) [?] but our approach is necessarily different. In fact we first construct the matched pair or monoids (Theorem 6.3) which is a self-contained result and then consider r S (Theorem ??). The reader should be aware that due to the possible lack of cancellation in S the proofs of our results for monoids are difficult and necessarily involve different computations and combinatorial arguments. Surely, the results can not be extracted from the already known results from the group case. Nevertheless, the monoid case is the one naturally arising in this context. Both the monoid S(X, r) and the quadratic algebra A = A(k, X, r) over a field k, see ?? are of particular interest.
The theory of general braided monoids (S, r S ) gives interesting classes of braided objects, however it seems that the approach to these . is different and more difficult from the approach to braided groups (equivalently skew braces).
In [18] we have defined a braided monoid analogously to the term 'braided group' in the sense of [35] , [?] . We recall some basic definitions. 
ML0
:
for all a, b ∈ T, u, v ∈ S.
Definition 6.2. An M3-monoid is a monoid S forming part of a matched pair (S, S) for which the actions are such that
holds in S for all u, v ∈ S. We define the associated map r S :
A braided monoid is an M3-monoid S, where r S is bijective and obeys the YBE. Fact 6.3. [18] , Theorem 3.6, Theorem 3.14 Let (X, r) be a braided set and S = S(X, r) the associated monoid. Then
(1) The left and the right actions ( ) • : X × X −→ X, and • ( ) : X × X −→ X defined via r can be extended in a unique way to a left and a right action which make S a strong graded M3-monoid. The associated bijective map r S restricts to r. (2) Moreover, the following conditions hold. Note that by construction, the actions agree with the grading of S, i.e. | a u| = |u| = |u a |, for all a, u ∈ S. Suppose (X, r) is a noninvolutive solution. The set X is always embedded in the braided monoid (S, r S ). Moreover, in contrast with the group G(X, r) the monoid S preserves more detailed information about the solution. In particular, there is an equality u = v in S, if and only if |u| = |v| = m, and u and v are in the same D m (r)-orbit in X m , but in general, this is not true in G(X, r), where great portion information about (X, r) is lost.
6.2. General extensions of braided sets. Definition 6.4. Let (X, r X ) and (Y, r Y ) be disjoint quadratic sets. Let (Z, r) be a set with a bijection r : Z × Z −→ Z × Z. We say that (Z, r) is a (general) extension of (X, r X ), (Y, r Y ), if Z = X Y as sets, and r extends the maps r X and r Y , i.e. r |X 2 = r X , and r |Y 2 = r Y . Clearly in this case X, Y are r-invariant subsets of Z. (Z, r) is a YB-extension of (X, r X ), and (Y, r Y ) if r obeys YBE.
Remark 6.5. In the assumption of the above definition, suppose (Z, r) is a nondegenerate extension of (X, r X ), (Y, r Y ). Then the equalities r(x, y) = ( x y, x y ), r(y, x) = ( y x, y x ), and the nondegeneracy of r, r X , r Y imply that y x, x y ∈ X, and x y, y x ∈ Y, for all x ∈ X, y ∈ Y.
Therefore, r induces bijective maps
and left and right "actions"
Clearly, the 4-tuple of maps (r X , r Y , ρ, σ) uniquely determine the extension r. The map r is also uniquely determined by r X , r Y , and the maps (6.2), (6.3).
We call the actions (6.2), (6.3) projected from r |Y ×X and r |X×Y the associated ground actions. Lemma 6.6. Suppose (Z, r) is a nondegenerate braided set which splits as a disjoint union Z = X Y of two r-invariant subsets X and Y , denote by (X, r 1 ) and (Y, r 2 ) the induced subsolutions. The following conditions hold. Recall that in [18] a (general) extension (Z, r) of (X, r X ), (Y, r Y ) is called a regular extension of (X, r X ), and (Y, r Y ) if r is bijective, and the restrictions r |Y ×X and r |X×Y satisfy (r • r) |Y ×X = id |Y ×X , (r • r) |X×Y = id |X×Y , but r is not necessarily involutive on X × X, neither on Y × Y. Regular extensions of arbitrary braided sets were introduced and studied in [18] , where the theory of matched pairs of monoids was applied to characterize regular extensions and their monoids.
In this paper we have a special interest in noninvolutive nondegenerate braided sets (Z, r). So it is natural to study general extensions (Z, r), which are not necessarily regular in the sense of [18] ). In notation and assumptions as above, let (Z, r) be a nondegenerate braided set which is an extension of the disjoint braided sets (X, r X ), (Y, r Y ). Denote S = S(X, r X ), T = S(Y, r Y ), U = S(Z, r). It follows from Fact 6.3 that U = S(Z, r Z ) has the structure of a graded braided monoid (U, r U ) with a braiding operator r U extending r, moreover (U, r U ) is an extension of the disjoint braided monoids (S, r S ) and (T, r T ), and one can apply the theory of matched pairs of monoids to give more detailed description of the behaviour of the matched pairs (S,T), (T,S), (U, U ), etc, in the spirit of the results [18] ).
We shall consider an explicit construction-(general) strong twisted unions of braided sets. 
stu3 :
for all x, y ∈ X, α, β ∈ Y .
Remark 6.8. Suppose (X, r) is an SD nondegenerate braided set i.e. r(x, y) = ( x y, x), ∀x, yinX (so (X, ⊲) is a quandle). If (X, r) decomposes as a union of disjoint r-invariant subsets X = Y Z, then X = Y ♮ Z.
Remark 6.9. Definition 6.7 is a generalization of our previous definition, see Definition 5.1. [18] , of a strong twisted union which is restricted only to regular extensions. Note that a strong twisted union (Z, r) of (X, r X ) and (Y, r Y ) does not necessarily obey YBE and is not limited to symmetric sets. Moreover, if (X, r X ) and (Y, r Y ) are symmetric sets |X| > 2, |Y | > 2, in general, one may construct extensions (Z, r) which satisfy YBE, but are not symmetric sets (that is r is not involutive), see for example section 5 and the results of this section.
Lemma 6.10. Let (Z, r) be a nondegenerate quadratic set, which splits as a disjoint union Z = X Y of its r-invarint subsets (X, r X ), (Y, r Y ), (so Z is an extension of X and Y ). Suppose x, y ∈ X, alpha ∈ Y. Each two of the following conditions imply the third.
(1) l1(α, y, x) :
Let (Z, r) be a nondegenerate braided set which split as a disjoint union Z = X Y of two r-invariant subsets X and Y , G Z = G(Z, r) Denote by (X, r X ) and (Y, r Y ) the induced subsolutions. Due to the nondegeneracy of r, each of the sets X and Y is invariant under the left action of G Z on Z, similarly, X and Y are invariant under the right action of G Z on Z. (We call such sets G-invriant ). By L α|X , α ∈ Y we denote the restriction of the left action L α on X. Similarly, we write R α|X , L x|Y , L x|Y to denote the corresponding restrictions.
Proposition 6.11. Suppose (Z, r) is a nondegenerate braided set which split as a disjoint union Z = X Y of two r-invariant subsets X and Y , denote by (X, r 1 ) and (Y, r 2 ) the induced subsolutions. The following conditions hold.
(1) L α|X ∈ Aut(X, r 1 ) iff
(2) R α|X ∈ Aut(X, r 1 ) iff
(3) The following implications hold (6.5) stu1 :
so part (1) follows straightforwardly from the equalities in X 2 given below:
Part (2) is analogous.
. We shall prove the first implication (6.6) stu1 :
Recall first that the braided set (Z, r) satisfies conditions l1, lr3, see Remark 1.3. stu 1 =⇒ L α|X ∈ Aut(X, r 1 ). Assume stu 1 holds in Z. This is condition (3) of Lemma 6.10, but Lemma 6.10 (1) is also satisfied, (since l1 holds). Hence the remaining condition (2) of Lemma 6.10 is also in force. This gives
We shall prove
We use lr3 and stu1 to deduce the following equalities
: by stu1
: by stu1, which imply (6.8). Hence L α|X ∈ Aut(X, r 1 ), ∀α ∈ Y. The converse implication L α|X ∈ Aut(X, r 1 ) =⇒ stu 1 is easy. Suppose L α|X ∈ Aut(X, r 1 ). By part (1) of our proposition this implies α ( y x) = α y ( α x), ∀x, y ∈ X, which is exactly condition (2) of Lemma 6.10. Condition (1) of Lemma 6.10 holds, this is l1, and therefore, the remaining condition (3) of Lemma 6.10 is also satisfied, but this is exactly stu 1.
We have proven the equivalence (6.6). Analogous argument proves the remaining three equivalences in (6.5).
Lemma 6.6 and Proposition 6.11 imply straightforwardly the following.
Corollary 6.12. Suppose (Z, r) is a nondegenerate 2-cancellative braided set which split as a disjoint union Z = X Y of its r-invariant subsets X and Y . Let (X, r 1 ) and (Y, r 2 ) be the induced subsolutions. We assume that (X, r 1 ) and (Y, r 2 ) are injective. Then (Z, r) = X ♮ Y is a strong twisted union if and only if the following four conditions hold. Theorem 6.13. Suppose (Z, r) is a nondegenerate 2-cancellative braided set which split as a strong twisted union Z = X ♮ Y of its r-invariant subsets X and Y . Let (X, r 1 ) and (Y, r 2 ) be the induced subsolutions, S = S(X, r 1 ), T = S(Y, r 2 ), U = S(Z, r) in usual notation. Let (S, r S ), (T, r T ), (U, r U ) be the corresponding braided monoids, see Fact 6.3. Let (G Z , r GZ ), (G X , r GX ), (G Y , r GY ) be the associated braided groups. Then the following conditions hold.
(1) The braided monoid (U, r U ) has a canonical structure of a strong twisted union (U, r U ) = (S, r S ) ♮ (T, r T ), extending the ground actions of the strong twisted union Z = X ♮ Y.
(2) Suppose (Z, r) is injective (i.e. Z is embedded in G Z ) Then the braided group (G Z , r GZ ) has a canonical structure of a strong twisted union (G Z , r GZ ) = (G X , r GX ) ♮ (G Y , r GY ).
(1). It follows from Fact 6.3 that U = S(Z, r Z ) has the structure of a graded braided monoid (U, r U ) with a braiding operator r U extending r, moreover (U, r U ) is a (general) extension of the disjoint braided monoids (S, r S ) and (T, r T ). We have to show that the four stu conditions are satisfied, , see (6.4) . We shall use induction on lengths of words to prove (6.9) stu1 : u b a = u a, ∀u ∈ T, a, b ∈ S.
Step 1. First we prove (6.9) for all a ∈ S, b = y ∈ X, u = α ∈ Y by induction on the length |a| of a. Condition stu 1 on Z gives the base for the induction. Assume (6.9) is true for all u ∈ Y, b ∈ X and all a ∈ S, with |a| ≤ n. Suppose a ∈ S, |a| = n + 1, u = α ∈ Y, b = y ∈ X. Then a = tc where c ∈ S, |c| = n, t ∈ X, and the following equalities hold in U . α y a = α a ∀a ∈ S, ∀y ∈ X, α ∈ Y.
Step 2. We use induction on the length |u| of u ∈ T to prove (6.13) u y a = u a ∀a ∈ S, u ∈ T, y ∈ X.
Condition (6.12) gives the base for the induction. Assume (6.13) holds for all a ∈ S, y ∈ X, and all u ∈ T, with |u| ≤ n. Let a ∈ S, y ∈ X, and u ∈ T, |u| = n + 1. Then u = αv, v ∈ T, |v| = n, α ∈ Y and the following equalities hold in U .
(6.14) This proves (6.13)
Step 3. Finally, we prove (6.9), for all a, b ∈ S, u ∈ T, by induction on the length |b| of b. The base of the induction is given by (6.13). Assume (6.9) holds for all b ∈ S, with |b| ≤ n. Let b = yc, c ∈ S, |c| = n, y ∈ X. Each of the remaining stu conditions, see (6.4) , is proven by a similar argument. We have proven part (1) . Note that each of the parts (1) and (2) should be proved separately, although we use similar arguments, since, in general, the braided monoids U, S, T are not embedded in the corresponding braided groups. Sketch of proof of (2) . Note that each element a ∈ G can be presented as a monomial (6.16) a = ζ 1 ζ 2 · · · ζ n , ζ i ∈ Z Z −1 .
We consider a reduced form of a, that is a presentation 6.16 with minimal length n. Bearing this in mind to prove (6.4) in G Z , we give similar arguments as for monoids, but at each step we use induction on the length n of the reduced form of the corresponding words a, u, b.
Definition 6.14.
[18] Given a quadratic set (X, r) we extend the actions x • and • x on X to left and right actions on X × X as follows. For x, y, z ∈ X we define:
x (y, z) := ( x y, Conditions l2 and r2 give a more compact way to express l1, r1, lr3, since the following implications hold: (6.17) l2 ⇐⇒ l1, lr3; r2 ⇐⇒ r1, lr3.
Remark 6.15. [18] Let (X, r) be a quadratic set. Then the following three conditions are equivalent: (a) (X, r) is a braided set; (b) (X, r) satisfies l1 and r2; (c) (X, r) satisfies r1 and l2.
Notation 6.16.
[18] When we study extensions it is convenient to have a 'local' notation for some of our conditions, in which the specific elements for which the condition is being imposed will be explicitly indicated in lexicographical order of first appearance. Thus for example l1(x,y,z) means the condition exactly as written in Lemma 1.3 for the specific elements x, y, z. Similarly r2(x,y,z) means for the elements x, y, z exactly as appearing as in Definition 6.14.
In this section we consider triples in the set Z 3 so for example l1(x, α, y) : x ( α y) = x α ( x α y), ; α, x, y ∈ Z.
Finally, we use this notation to specify the restrictions of any of our conditions to subsets of interest. For example l1(X, Y, X) := {l1(x, α, y), ∀ x, y ∈ X, α ∈ Y }. r2(X, Y, X) := (r(x, α)) y = r((x, α) y ), ∀x, y ∈ X, α ∈ Y.
The following result gives a necessary and sufficient condition so that a (general) quadratic set which is a strong twisted union (Z, r) = (X, r 1 )♮(Y, r 2 ) of two disjoint braided sets is also a braided set. Proposition 6.17. Suppose a quadratic set (Z, r) is a strong twisted union of the disjoint nondegenerate 2-cancellative braided sets (X, r X ) and (Y, r Y ). We assume (Z, r) is nondegenerate and injective. Then (Z, r) obeys YBE iff the following conditions hold.
(1) Conditions (i) through (iv) in Corollary 6.12 are satisfied; (2) The actions satisfy the following four "mixed" conditions 
