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RÉSUMÉ 
Le problème de tournées de véhicules avec plusieurs dépôts et des dates fixes pour 
les trajets (nommé MDVSP) est un des problèmes les plus importants en optimisation 
combinatoire; le MDVSP est un problème N P-complet. 
Dans le présent mémoire nous présentons un algorithme de type << Branch-and-
Cut » pour la résolution du MDVSP. otre algorithme combine la méthode de sépa-
ration et évaluation progressive et une procédure de séparation des inégalités valides, 
qui consiste à détecter certains trous impairs et à les lifter. ous présentons aussi les 
résultats des tests effectués et l'analyse des comparaisons entre notre algorithme et les 
méthodes utilisées par le logiciel CPLEX. 
Mots-clefs : Le problème de tournées de véhicules avec plusieurs dépôts, sépa-
ration des inégalités valides, trous impairs, algorithme de « Branch-and-Cut » pour la 
résolution du MDVSP 
IN TRODUCTION 
Le problème de tournées de véhicules avec plusieurs dépôts et des heures fixes 
pour les t rajets (dit MDVSP) est parmi les problèmes d'optimisation combinatoire les 
plus importants sur les plans pratique et théorique. 
En pratique, généralement le nombre de trajets à effectuer est très important et 
les coûts associés sont t rès élevés, ce qui pousse les compagnies de transport à chercher la 
meilleure manière possible de minimiser les coûts tout en respectant leurs engagements 
envers les clients, ainsi que leurs contraintes de t ravail. 
En théorie et grâce aux techniques de la recherche opérationnelle, le MDVSP est 
formulé sous forme de programme linéaire en nombres entiers (la formulation dépend 
du problème pratique étudié, mais les variables sont touj ours entières) . Les programmes 
linéaires généraux en nombres ent iers sont N ?-complets, donc il n 'existe pas encore 
d 'algorithme simple permettant la résolution de tels problèmes en temps polynomial. 
Le MDVSP est lui-même N ?-complet . Pour le résoudre, il existe des algorithmes (ou mé-
thodes) qui combinent la séparation et évaluation progressive, la génération de colonnes, 
la génération de contraintes et, dans certains cas, d 'autres procédures afin d 'accélérer le 
proce sus de ré olu tion. Il existe aussi plusieurs heuristiques pour résoudre le MDVSP. 
Notre objectif était de migrer une partie du travail effectué par Hadjar , Marcotte 
et Soumis (2006) de GE COL (un optimiseur commercial de génération de colonnes) 
à CP LEX (un optimiseur commercial de programmation linéaire en nombres entiers), 
c'est-à-dire d 'implémenter leur algorithme sans utiliser la génération de colonnes, tout 
en essayant de détecter les trous impairs les plus impor tants. La notion de « trou im-
pair » sera définie dans le chapitre III. ous présentons dans ce travail un algorithme 
de type « Branch-and-Cut » pour la r 'solution du MDVSP. otre algorithme combine 
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la méthode de séparation et évaluation progressive et une procédure de séparation des 
inégalités valides, qui consiste à détecter cer tains trous impairs et à les « lifter » ( enri-
chir) . 
Dans le présent document, nous commençons par un bref survol de la littérature 
dans le premier chapit re. Le deuxième chapit re contient quelques not ions nécessaires et 
des méthodes de résolution des programmes linéaires en nombres entiers. La méthode de 
détermination des inégalités valides pour le MDVSP fait l'objet du troisième chapitre. 
Dans le dernier chapit re, nous présentons les résultats des tests que nous avons effectués 
et nous terminons par une conclusion. 
CHAPITRE I 
SURVOL DE LA LITTÉRATURE 
1.1 Introduction 
Le MDVSP a fait l'objet de plusieurs travaux de recherche durant les dernières 
années. Plusieurs algorithmes ont été proposés utilisant la séparation et évaluation pro-
gressive, le « Branch-and-Cut », la génération de colonnes, la relaxation lagrangienne , 
etc. 
Bertossi, Carraresi et Gallo (1987) ont montré que le MDVSP est NP-complet . 
Mais dans le cas où le nombre de dépôts est égal à 1, le problème peut êt re résolu en 
temps polynomial. Carpaneto, Dell 'Amico, Fischetti et Toth (1989) ont observé que le 
MDVSP peut être aussi résolu en temps polynomial si les coûts de transfert entre les 
dépôts et les tâches sont indépendants des dépôts . Plusieurs algorithmes ont été proposés 
pour la résolution du MDVSP ; nous trouverons dans l'article de Desaulniers et Hickman 
(2007) une revue de littérature regroupant les plus récents et plus importants travaux 
publiés sur le problème. Dans le présent chapitre, nous nous contenterons d'en présenter 
quelques-uns. 
Considérons un ensemble den trajets (ou tâches) {T1, T2, ... ,Tn}, où chaque trajet 
Ti ( i = 1, 2, ... , n) débute au temps ai et se termine au temps bi. Les véhicules effectuant 
les trajets sont logés dans des dépôts. Soit K l'ensemble des indices des dépôts considérés , 
où K = {1 , 2, ... , IKI}. Nous supposons que le dépôt Dk a une capacité de vk véhicules 
(pour tout k ). Soit t ij le temps nécessaire à un véhicule pour se rendre de l'emplacement 
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où le trajet Ti se termine à l'emplacement où le t rajet Tj doit commencer. La paire de 
trajets consécutifs (Ti , Tj) est dite compatible (ou réalisable) si un véhicule peut effectuer 
Tj immédiatement après Ti, c'est-à-dire que la relation bi + tij :=:; aj est vérifiée. 
Le coüt associé à chaque paire de trajets compatible (Ti, Tj) est Cij 2: 0 ; notons 
que Cij = +oo si (Ti, Tj) est non réalisable ou i = j. Pour chaque trajet Ti et chaque 
dépôt D k, soit Cn+k ,i (resp . Ci ,n+k) le coüt non négatif engendré par l'utilisation d 'un 
véhicule du dépôt D k débutant (resp . terminant) sa tournée par le trajet Ti· Par consé-
quent , le coüt total d 'un chemin (Ti. 1 , Ti.2>" .. , Ti,.) associé à un véhicule du dépot D k est 
Le MDVSP consiste à t rouver une affectation réalisable des trajets de coüt mini-
mal possédant les propriétés suivantes : 
• chaque trajet est effectué par exactement un véhicule; 
• chaque véhicule ut ilisé dans la solution couvre une suite de trajets (un chemin) 
dans laquelle toute paire de t rajets consécutifs est compatible (réalisable) ; 
• chaque véhicule, après avoir effectué ses tâches, revient au dépôt de départ; 
• le nombre de véhicules du dépôt D k utilisés ne peut pas dépasser Vk (la capacité 
du dépôt D k); 
• le coüt total de l'affectation est égal à la somme des coüts des chemins effectués 
par les véhicules . 
1.2 Algorithme d e séparation et évaluation pour le MDVSP (Carpa-
neto , D ell 'Amico, Fischetti et Toth (1989)) 
Le problème du MDVSP a été formulé par ces auteurs comme suit . Considérons 
II<I 
un graphe G = (V,A) tel que V = {1 , 2, ... ,p} (où p = n+ I:>k) est l'ensemble des 
k=l 
sommets, partit ionné en !KI+ 1 sous-ensembles: le sous-ensemble N = {1 , ... , n }, dans 
lequel le sommet j est associé au trajet Tj, et les sous-ensembles W1 , Ti\12 , .. . . , WIKI, où 
pour k = 1, .. . , IKI, Wk = {n + ~ vh + 1, ... , n + t vh } contient Vk sommets associés 
h= l h= l 
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aux Vk véhicules du dépôt Dk. A= {(i,j) 1 i,j E V} dénote l'ensemble des arcs. Le coût 
associé à chaque arc appartenant au graphe G = (V, A) est défini comme suit : 
Cij si i,j EN 
Cn+k ,j si i E Wk,j EN 
1 
cij = Ci,n+k si i E N,j E Wk 
0 si i, j ~ N, i = .i 
<Xl si i, j ~ N, i i= j 
Afin de présenter la formulation mathématique du problème, nous avons besoin 
de définir la variable binaire Xij qui prend la valeur 1 si l'arc ( i, j) E A est utilisé dans la 
solution optimale et la valeur 0 sinon. Soit II la famille de tous les chemins élémentaire 
P reliant les différents sommets dans V \N. Voici la formulation, dont la valeur optimale 
est dénotée v(MDVSP). 
minimiser 
s.e. 
(MDVS P ) 
2::: 2::: c~j Xij (1) 
iEV jEV 
2::: Xij = 1, jE V (2) 
iEV 
2::: Xij = 1, i E V (3) 
jE V 
2::: Xij:::; IPI - 1, p E II (4) 
(i ,j)EP 
X;j E {0, 1} , i,j EV (5) 
Les contraintes (2) et (3) imposent que chaque sommet k E V est visité une seule 
fois. La contrainte ( 4) permet la suppression des chemins non réalisables, c'est-à-dire les 
chemins qui comprennent plus d'un dépôt (notons que IPI représente le nombre d 'arcs 
de P). 
Carpaneto, Dell'Amico, Fischetti et Toth (1989) ont proposé un algorithme de 
type séparation et évaluation progressive basé sur la borne inférieure addit ive ZADD, 
qui est calculée comme suit. Initialement, la valeur de Z ADD est égale à la valeur optimale 
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du problème d 'affectation (AP), obtenue en supprimant la contrainte (4) du problème 
(JY!DVSP). Ensuite, pour chaque dépôt D k et pour chaque tâche Tj, nous calculons 
bkj = Àkj + 5-.kj , où Àkj (resp . 5-.kj ) est la longueur du plus court chemin du dépôt Dk 
(resp. le sommet associé à la tâche Tj) au sommet associé à la tâche Tj (resp . dépôt 
D k) ne contenant aucun autre dépôt. La nouvelle valeur de ZAoD est ZAoD + bpe, 
où bpe = max.imumk=l , ... IKI;j=l, ... ,n{bkj}· La solution duale du problème du plus court 
chemin du dépôt Dp à la tâche Te permet de définir les nouvelles valeurs des coûts réduits 
du primal. L 'itération suivante consiste à calculer la nouvelle borne du plus court chemin 
en terme de coüts réduits , jusqu'à ce qu 'aucune amélioration ne puisse être effectuée. 
1.3 Approche de génération de colonnes (Soumis et Ribeiro (1994)) 
Soumis et Ribeiro (1994) ont présenté une nouvelle formulation mathématique du 
MDVSP, et ils ont montré que la relaxation linéaire de cette formulation fournit une 
meilleure borne inférieure que celle obtenue par la technique de bornes additives utilisée 
par Carpaneto et al. (1989). Ils ont aussi présenté une nouvelle formulation du problème 
et utilisé la technique de génération de colonnes pour le résoudre. 
La formulation mathématique du MDVSP utilisée par les auteurs est celle d'un 
modèle polyvalent de flot dans les réseaux. Soit N = {1 , ... , n} l'ensemble des tâches 
et K = {1 , ... , IKI} l'ensemble des dépôts. À chaque dépôt k E K , nous associons un 
graphe Gk = (Vk , Ak) , où n + k indique le dépôt k, Vk = NU {n + k} et Ak = 
(N x N) U ({n + k} x N) U (N x {n + k}). Soit xt le flux de type k à travers l'arc 








~ ~ x~j = 1, jE N 
k=l iEVk 
~ xt - ~ xJi = 0, 
iEVk iEVk 
~ x~+k ,j :S vk, 
jEN 
\:/k E K ,\:/j E V k 





xt 2:: 0, \:/k E K ,V(i,j) E Ak (5) 
xt entier \:/k E K ,V(i, j ) E Ak (6) 
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Soumis et Ribeiro (1994) ont reformulé le problème du MDVSP comme un pro-
blème de partitionnement d 'ensemble. Pour chaque k E K , soit D.k l'ensemble des che-
mins débutant au dépôt Dk , visitant certains sommets de N et retournant au même 
dépôt. Pour chaque chemin p E D. = U~~l1 D.k, soit Cp la somme des coûts des arcs du 
chemin p et ajp une constante binaire prenant la valeur 1 si et seulement si le sommet 
j E N appartient à p. En associant la variable binaire Yp à chaque chemin p E D. , le 
problème se formule comme suit : 
!KI 
minimiser ~ L CpYp (7) 
k=l pED.k 
IKI 
(MDVSP' ) s .e. ~ ~ ajpYp = 1, j E N (8) 
k=lpED.k 
~ Yp :S Vk, \:/k E K (9) 
pED.k 
Yp E {0 , 1} , VpE D.. (10) 
La relaxation continue de (MDVS P' ) est résolue par la génération de colonnes. 
Cet te dernière est utilisée pout résoudre un problème linéaire qui contient un nombre 
très impor tant de variables. La technique de génération de colonnes es t une méthode 
itérative qui résout alternativement deux problèmes : en premier , un problème maître 
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restreint , qui est une version restreinte elu problème original avec un très petit nombre 
de variables; ensuite un sous-problème, en général facile à résoudre, qui permet l'identi-
fication des variables à ajouter au problème maître restreint qui sera résolu à nouveau . 
La méthode converge en un nombre fini d 'itérations et s'arrête lorsque le sous-problème 
n'identifie aucune variable à ajouter au problème maître. 
Pour le MDVSP, la résolution d 'un sous-problème consiste à trouver un plus court 
chemin partant elu dépôt Dk , visitant un certain ensemble de sommets et retournant au 
même dépôt. Si les coüts réduits des plus courts chemins de chaque dépôt Dk sont tous 
non négatifs, alors la solution courante est optimale. Par contre, s' il existe au moins 
un plus court chemin de coüt réduit négatif, la variable correspondante est ajoutée au 
problème qui est résolu de nouveau. 
1.4 L'algorithme de type « Branch-and-Cut » pour la résolution du 
MDVSP (Hadjar, Marcotte et Soumis (2006)) 
Haclj ar, Marcotte et Soumis (2006) ont proposé un algorithme de type « Branch-
and-Cut », combinant une procédure de type séparation et évaluation progressive, une 
procédure permettant la fixation de certaines variables, la génération de colonnes et la 
génération de contraintes. Ils ont aussi montré que la relaxation linéaire elu MDVSP 
contient beaucoup de cycles impairs. Dans notre travail, nous avons adopté la formula-
t ion utilisée par ces auteurs, identique à celle de Soumis et Ribeiro (1994) . 
En premier , une heuristique est appliquée afin de déterminer une solution entière 
hemistique. Elle consiste à calculer la solution optimale X cle la relaxation linéaire au 
noeud racine. À partir de cette solution un groupe de paires (~, Tj) noté Ap, est choisi 
!KI 
de telle sorte que les relations IAPI 2: 1 et L ( 1 - L xt) < 0.75 soient véri-
(T; ,Tj)EAv k=l 
fiées. Pour fixer les paires (T;, Tj) appartenant à Ap (c'est-à-dir appliquer la contrainte 
!KI L xt = 1), l 'algorithme supprime tous les arcs sortant de T; et aboutissant à Tj, sauf 
k=l 
ceux de la forme (T;, Tj, k), dans chaque sous-problème. Ainsi un noeud fils du noeud 
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JI<\ 
racine est créé en ajoutant la contrainte L, Xb = 1 pom chaque paire (Ti, Tj) E Ap 
k=l 
et l'algorithme résout la nouvelle relaxation linéaire. Si l'algorithme trouve des plans 
coupants, un noeud fils du nouveau noeud est créé et les plans coupants sont ajoutés au 
modèle. Par contre, s'il n 'existe pas de plans coupants, l'algorithme crée un noeud fi ls 
du nouveau noeud en fixant certaines paires (Ti, Tj) de la même manière qu'au noeud 
racine. L'heuristique procède de cette façon jusqu'à l'obtention d'une solution entière. 
La solut ion entière heuristique est exploitée pour fixer des variables du programme 
linéaire au noeud racine, et ces variables sont supprimées définitivement du problème 
avant que la méthode de génération de colonnes ne soit appliquée. La méthode de 
fixation des variables est utilisée par la suite au niveau de chaque noeud de l'arbre de 
branchement en utilisant la meilleme solution entière trouvée. La stratégie utilisée pom 
fixer les variables a permet de supprimer plus de 90% de variables de la plupart des 
instances traitées par Hadj ar et al. (2006). 
Au niveau de chaque noeud de l'arbre de branchement, l'algorithme résout la 
relaxation linéaire par la méthode de génération de colonnes. Dans le but de diminuer 
le nombre de variables, la méthode de fixation des variables est appliquée. Ensuite, 
l'algorithme détermine les plans coupants correspondants aux cycles impairs du MDVSP. 
Les inégalités valides sont « liftées » à l'aide d'un algorithme glouton, proposé par les 
auteurs, avant de les ajouter au problème. Hadj ar, Marcotte et Soumis (2006) ont montré 
que sous certaines conditions les inégalités valides liftées définissent des facettes de 
l'enveloppe convexe de l'ensemble des solutions du MDVSP. Pom le branchement, une 
heuristisque a été proposée par les auteurs de l'article et ils ont montré que dans certains 
cas, lem heuristique est meilleure que d 'autres méthodes existantes. L'algorithme utilise 
plusieurs stratégies de branchement. Les autems ont réussi à résoudre des instances 
générées aléatoirement de 750 tâches et avec 6 dépôts , ainsi que d 'autres instances 
en utilisant des données réelles. Les résultsts de leurs expériences montrent que leur 
algorithme est meillem que CPLEX pour la plupart des instances testées. 
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1.5 Autres études 
Il existe plusieurs autres art icles qui ont étudié le problème du MDVSP. Un algo-
rit hme de type « Branch-and-Bound » a été décrit par Carpaneto et al.(1989). Fischetti, 
Dell ' Amico et Toth (1993) ont proposé une heuristique. Forbes, Holt et Watts (1994) 
ont analysé la formulation en programme linéaire à trois indices. Lobe! (1997) a étudié 
la décomposition de Dantzig-Wolfe appliquée à la formulation avec trois indices. Fi-
schetti, Lodi, Martello et Toth (2001) ont présenté une étude polyédrale pour simplifier 
le problème du MDVSP. Pepin, Desaulniers, Hertz et Huisman (2006) ont comparé les 
performances d'une heuristique de programmation en nombres entiers, d 'une heuristique 
lagrangienne, d'une heuristique de génération de colonnes, d'une méthode de recherche 
à grands voisinages utilisant la génération de colonnes et d 'une méthode de recherche 
tabou. 
E t il existe aussi d 'autres algori thmes exacts et heuristiques qui ont fait l'objet 
de plusieurs art icles . 
CHAPITRE II 
LA MÉTHODE DU « BRANCH-AND-CUT » 
2.1 Introduction 
otre méthode de résolution du MDVSP, qui sera présentée dans le chapitre 
suivant, est basée principalement sur la méthode de « Branch-and-Cut ». Nous avons 
d'abord besoin de présenter la méthode de séparation et évaluation progressive, ensuite 
la méthode des plans coupants, avant de parler de la méthode de « Branch-and-Cut ». 
Nous terminerons par un exemple d'application de ce tte méthode. 
2.2 Quelques notions de programmation linéaire en nombres entiers 
Soit x= (xl, x2, ... , Xn) et y= (y1, Y2, .. . , Yn) deux vecteurs (de même dimension). 
Dans ce qui suit , la notion «x 2 y» est équivalente à« Xi 2 Yi» pour tout i = 1, 2, ... , n 
D éfinit ion 2.2 .1 
Soit A une matrice de dim ension mx n, x un vecteur colonne à rn variables, b un 
vecteur colonne de taille m et c un vecteur ligne de taille n, que notLS supposons tous à 




Ax 2 b 
xE zn, x 2 0 
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est appelé programme linéaire en nombre entiers. 
D éfinition 2.2.2 
Le problème 
(P') { 
min z ex 
s.e. 
est appelé la relaxation linéaire de (P). n est obtenu en relaxant les contraintes d 'inté-
grité sur les variables. 
D éfinition 2.2.3 
L 'ensembleS= {Ax ~ b x 2: 0 (ou xE Z+.)} est dit ensemble des solutions 
réalisables. 
Définition 2.2.4 
con v( S) dénote l'enveloppe convexe de l 'ensemble S Ç !Rn, c'est-à-dire le plus petit 
ensemble convexe de !Rn qui contient S (où S est l 'ensemble des solutions réalisables). 
D éfinition 2.2.5 
1. x= (x1 ,x2, ... , xn)T est une solution réalisable de (P') (resp. (P)) si et seulement 
si Ax ~ b et x ~ 0 (resp. x E Z.+.J. 
2. Une solution optimale de (P') (resp . (P)) est une solution Téalisable qui donne à 
la fonction Z = ex la plus petite valeur possible. 
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D éfinition 2.2 .6 
Etant donné un programme linéaire en nombres entiers ( P), on dit que l 'inéqua-
tion dx 2: a est valide si elle est satisfaite par tout point de S, où S est l'ensemble des 
solutions réalisables de (P). 
D éfinition 2.2 .7 
Une coupe {ou plan coupant) est une inéquation valide qui n'est pas satisfaite par 
tout point de S', où S' est le domaine des solutions réalisables de la relaxation (P') de 
(P) . 
D éfinition 2.2 .8 
Un polyèdre P est un ensemble de points défini par une collection finie d'équations 
et d'inéquations linéaires; il s'écrit sous la forme 
où A E R mxn et bE R m. 
D éfinition 2.2.9 
Un polytope est un polyèdre borné. 
D éfinition 2.2 .10 
Si l'intersection entre P et {x E R n 1 dx = a} est non vide et différente de P, et 
P est un sous-ensemble de {x E R n 1 dx 2: a}, alors F = {x E P 1 dx =a} est dite 
face de P définie par l 'inéquation valide dx :::: a. 
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D éfinition 2.2 .11 
Les f aces F de dimension maximale, c'est-à-dire telles que dim(F) = dim(P ) - 1, 
sont appelées f acettes de P. 
2 .3 L a méthode de séparation et évaluation progressive (Branch-and-
Bound) 
Le premier algorithme de séparation et évaluation progressive a été proposé en 
1960 par Land et Doig, pour résoudre les programmes linéaires en nombres ent iers. 
Cependant , la popularité de cet te approche a augmenté après la publication de « An 
algorithm f or the traveling salesman problem » par Little et al. (1963), parce qu 'il a été 
démontré que beaucoup de problèmes p euvent être résolus par énumération implicite. 
Et en 1965, Balas a proposé le premier algorithme d 'énumération implicite pour les 
programmes linéaires en variables binaires (c'est-à-dire oü les variables appar tiennent à 
l'ensemble {0 , 1}). 
La méthode de séparation et évaluation progressive est utilisée pour résoudre 
les programmes linéaires en nombres entiers . Le principe de la méthode est basé sur 
deux concep ts : le branchement , qui consiste à diviser un ensemble de solutions en 
plusiseurs sous-ensembles, et l'évaluation, qui consiste à borner les valeurs des solut ions 
appartenant à un sous-ensemble. 
La méthode commence par résoudre la relaxation linéaire du problème. La valem 
de la fonction-obj ectif obtenue est toujours inférieure ou égale à la valeur de la solut ion 
optimale du programme linéaire en nombres ent iers , puisque toute solution de ce dernier 
est une solut ion de la relaxation linéaire. Par conséquent , si la solution optimale de la 
relaxation (dénotée x0 ) est entière, alors c'est une solution optimale du programme 
linéaire en nombres entiers. Sinon nous devons choisir une variable x ; non entière dans 
la solution optimale de la relaxation linéaire pour faire un branchement : l'ensemble des 
solu t ions sera divisé en deux, celles pour lequelles x; ::=:; lx? J et celles pour lesquelles 
x ; 2: lx? J + 1. Ensuite chaque nouveau programme (correspondant à un sous-problème) 
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sera évalué. L'opération de branchement ne sera pas effectuée dans l'un des cas suivants : 
1. le programme linéaire n'est pas réalisable; 
2. la valeur optimale st supérieure (resp. inférieure) à la valeur de la meilleure so-
lution réalisable trouvée dans le cas d'un problème de minimisation (resp. maxi-
misation); 
3. la solution est entière, donc réalisable pour le programme linéaire en nombres 
entiers; la meilleure solution réalisable est alors mise à jour s'il y a lieu. 
L'algorithme s'arrête quand il ne trouve plus de problème à évaluer. L'algorithme 
construit une arborescence, nommée arbre de branchement , constituée d'un ensemble 
de noeuds. Un noeud qui contient un sous-problème n'ayant pas encore été évalué est 
dit noeud actif. La figure 2.1 est une schématisation de l'algorithme. 
2.4 L a métho de des p lans coupants 
La méthode des plans coupants consiste à résoudre la relaxation linéaire d'un 
programme linéaire en nombres entiers, et ensuite à partir de la solution obtenue, à es-
sayer d'identifier des contraintes violées par cette solut ion mais qui sont valides pour le 
programme linéaire en nombres entiers initial. Ces contraintes sont appelées des coupes 
(voir la définition 2.2.7). Ensuite, l'algorithme ajoute les coupes trouvées au programme 
linéaire relaxé résolu au noeud courant et le résout de nouveau. L'ajout d'une coupe 
au programme permet la suppression d'une partie inutile du polyèdre de la relaxation 
contenant la solution courante. L'opération d'identification des coupes (ou plans cou-
pants) est appelée méthode de séparation des inégalités valides. Cette dernière 
est répétée jusqu'à ce qu'on trouve une solution entière. 
Grëtschel, Lovasz et Schrijver (1988) ont montré qu'un problème peut être résolu 
en un temps polynomial si et seulement si la séparation des contraintes définissant le 
polytope se fait en temps polynomial. En effet , ils ont démontré que l'optimisation sur 
un polyèdre donné ne dépend pas du nombre de contraintes du système décrivant le 
polyèdre , mais plutôt du problème de séparation lié à ce système. Ce problème consiste, 
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Xi = 0 Xi= 1 
X j = 0 
Xk = 0 Xk = 1 
Xt = 1 
xe = 0 
FIGURE 2.1 Arbre de branchement 
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étant donné une solution x, à déterminer si x vérifie le système, et si elle ne le vérifie 
pas , à trouver une contrainte qui soit violée par x. Il est peu probable que le problème 
général de séparation pour le MDVSP puisse être résolu en temps polynomial, puisque 
ce problème est N ?-complet . 
L'algorithme général de la méthode des plans coupants est donné ci-dessous. 
Algorithme 2 .1 Plans coupants 
1: Définir D l 'ensemble des contraintes du problème tel que conv(S) CD. 
2: ilouver la solution optimale x de la relaxation linéaire du problème. 
3: tant que i; tf. conv(S) fa ire 
4: ilouver une inégalité dx ~ a violée par x 
5: Ajouter dx ~ a au système d'inégalités définissant D 
6: ilouver la solution optimale i; 
7: tintant qu e 
Il est évident que la méthode de séparation des inégalités valides diffère d 'un pro-
blème à un autre. Notre méthode appliquée au MDVSP sera expliquée dans le chapitre 
suivant . Nous ne connaissons pas tous les plans coupants pour le MDVSP. 
2.5 L a méthode « B ranch-and-Cu t » 
2. 5.1 P r incipe de la méthode 
Cette approche a été utilisée pour la première fois par Grèitschel, Junger et Rcinelt 
(1984) pour le problème de l'ordre linéaire. Le terme de « Branch-and-Cut » fut introduit 
par Padberg et Rinaldi (1987) pour un algorithme de résolution du problème du voyageur 
de commerce. P adberg et Rinaldi (1991) ont fourni une première version de l'algorit hme 
de « Branch-and-Cut », en introduisant de nouvelles procédures telles que la génération 
de colonnes et une procédure de séparation sophistiquée et en utilisant un logiciel pour 
résoudre des programmes linéaires. 
L'algorithme de « Branch-and-Cut » est une méthode qui conjugue la méthode 
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de séparation et évaluation progressive et celle des plans coupants. Pour résoudre un 
programme linéaire en nombres entiers, l 'algorithme de « Branch-and-cut » commence 
par relâcher les contraintes d 'intégrité et résoudre la relaxation linéaire du problème; 
puis l'algorithme applique la méthode des plans coupants à la solution trouvée. Si une 
solution entière n 'est toujours pas trouvée, alor le problème est subdivisé en sous-
problèmes qui seront résolus de la même manière jusqu'à l'obtention d 'une solu tion 
entière. 
Considérons le programme linéaire en nombres ent iers ci-dessous, où toutes les 
données sont entières. 
min z 
s.e. Ax 2: b 
x 2: 0, xE zn 
Le schéma général de l'algorithme se présente comme suit. 
Étape 1 (initialisation) Soit I LP0 le programme linéaire initial à résoudre et L 
(initialisée à {I LP0 }) la liste des noeuds actifs dans l'arbre de branchement. La 
borne supérieure est Z = +oo et la borne inférieure est Z = -oo. 
Étape 2 (test d'arrêt) Si L = 0, alors la solution x*, pour laquelle la valeur de 
l'objectif est Z, est la solution opt imale. Si un tel x* n'existe pas (c'est-à-dire que 
Z = +oo ) , alors I LP0 est non-réalisable. 
Étape 3 (sélection du problème) On sélectionne un problème ILPk de L et on le 
retire de L . 
Étape 4 (relaxation) On résout la relaxation linéaire de I LPk Si la relaxation est 
non réalisable, on pose ik = +oo et on effectue l'étape 6. Soit ik la valeur optimale 
de la fonction-objectif de la relaxation. Si elle est finie , dénotons xkR la solution 
optimale. Sinon on pose ik = -oo. 
Étape 5 (ajout d es plans coupants) On cherche les plans coupants des familles 
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connues qui sont violés par la solution xkR; s'ils existent , on les ajoute à la re-
laxation et on va à l'étape 4. 
Étape 6 (évaluation et élimination) 
(a) Si Zk > Z, aller à l'étape 2 ; 
(b) Si Zk < Z et xkR est une solution réalisable et ent ière, alors poser Z = Zk 
et retirer de L tout problème I LPe avec Ze 2 Z et aller à l 'étape 2 ; 
Étape 7 (branchement) On crée des noeuds fils du noeud courant , on les ajoute à 
la liste des noeuds actifs ; la borne infér ieure de chaque noeud fils est init ialement 
égale à celle du noeud courant , aller à l'étape 2. 
2.5.2 Exemple d 'application 
L'exemple suivant est t iré de la référence (Mitchell, 1999) et est illustré par la 
figure 2.2. Considérons le programme linéaire en nombres entiers ci-dessous. 
min z 
(P) s .e. 
-5xl- 6x2 
x1 + 2x2 :::; 7 
2x l - x2:::; 3 
x1 , X2 ~ 0, entiers. 
La relaxation de (P), dénotée (P' ), est obtenue en relâchant les contraintes d 'in-
tégrité . Nous appliquons la méthode de « Branch-and-Cut » pour résoudre (P ). La 
première étape consiste à résoudre (P'). La solution optimale de (P') est x1 = (2. 6, 2.2) 
et la valeur de l'obj ectif est z1 = - 26.2. Nous avons deux choix : ou bien améliorer la 
solution de (P') en ajoutant un plan coupant , par exemple x1 + x2 :::; 4, ou bien dé-
campo er (P' ) en deux sous-problèmes en subdivisant le domaine de l'une des variables. 
Supposons que l'algori thme opte pom le deuxième choix. La variable choisie est x2 et 







-5xl - 6x2 
x1 + 2x2:::; 7 
2x1 - x2 :::; 3 
X2 2 3 
xl> x2 2 0, entiers. 
-5xl- 6x2 
x1 + 2x2:::; 7 
2x1 - x2 :S 3 
X2 :S 2 
x1, x2 2 0, entiers. 
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La solution optimale de la relaxation linéaire de (Po) est x2 = (1, 3) et la valeur 
optimale est z2 = -23. La solution optimale est entière; ainsi (Po) est résolu, et cette 
solution est la meilleure solution réalisable de (P ) trouvée jusqu'ici. La solution optimale 
de la relaxation linéaire de (P1) est x3 = (2.5, 2), avec un optimum de z3 = -24.5; 
cette solution n'est pas entière et donc (P1) n'est pas encore résolu. Supposons qu 'une 
approche de plans coupants est utilisée et qu'on ajoute l'inéquation x1 + 2x2 :::; 6 à (PI). 
Cette inéquation est valide car 2xl - x2 :S 3 et x2 :::; 2 impliquent que 2x1 :S 5 => 
x1 :S 5/ 2 => x1 :::; 2 (car x1 est entier). De plus, 
d'où x1 + 2x2 :::; 6. Cette dernière inégalité est violée par la solution x3 = (2 .5, 2) , donc 




= -5xl- 6x2 
x1 + 2x2 :S 7 
2x1 - X2 :S 3 
X2 :'S 2 
x1 + 2x2 :S 6 
x1 , X2 2 0, entiers. 
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La solution optimale de la relaxation de (Pw) est x4 = (2.4, 1.8) et la valeur de 
l'optimum est Z4 = -22.6. La solution courante n'est toujours pas entière; par contre, la 
valeur courante de l'objectif est supérieure à la valeur de la meilleure solution réalisable 
courante de (P) (z4 > z2). Par conséquent, il est inutile de continuer le branchement 
au noeud (Pw) . Comme il n'existe pas d'autres sous-problèmes à résoudre, la solution 
optimale de (P) est la meilleure solution réalisable trouvée, c'est-à-dire x2 = (1 , 3) , avec 
une valeur de -23. 
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(P) 
x 1 = (2 .6, 2.2) 
Z1 = -26.2 
Branchement en x2 
(Po) 
x 2 = (1,3) 
(P1 ) 
x 3 = (2.5, 2) 
Z2 = -23 zs = - 24.5 
Ajout de la co pe x 1 + 2x2 -::; 6 
(Pw) 
x4 = (2.4, 1.8) 
Z4 = -22 .6 
FIGURE 2.2 Exemple d 'application de l'algorithme de « Branch-and-Cut » 
CHAPITRE III 
MÉTHODE DE DÉTERMINATION DES INÉGALITÉS VALIDES 
POUR LE MDVSP 
3.1 Introduction 
Dans le présent chapitre, nous présentons la formulation du problème du MDVSP, 
ainsi que quelques définitions et propositions qui nous permettent la compréhension 
des méthodes présentées. La section 3.5 détaille un algorithme de type « Branch-and-
Cut » pour le problème du stable, proposé par Nemhauser et Sigismondi (1992). Nous 
expliquons dans la section 3.6 la relation entre l'algorithme présenté dans la section 3.5 et 
la méthode de détermination des inégalités valides pour le MDVSP que nous proposons. 
Nous présentons les détails et les algori thmes de chaque étape de cette méthode. ous 
terminons par une description de l 'algorithme de séparation des inégalités valides du 
MDVSP, ainsi que de l'algorithme de résolution du problème. 
3.2 Formulation du problème 
La formulation que nous avons adoptée es t celle utili ée par Hadjar , Marcotte et 
Soumis (2006). Considérons un graphe G = (V, A) tel que V représente l'ensemble des 
sommets et A représente l'ensemble des arcs . L'ensemble des sommets V est l 'union de 
l'ensembl des tâches {Tt, T2, ... , Tn } et de celui des dépôts {Dt , D2, .. . , D l KI }, l'ensemble 
des arcs, A , contient tous les arcs de la forme (Dk, 7i) ou (Ti, Dk) pour tout k E K et 
i = 1, 2, . . . , n et IKI copies des arcs de la forme (7i, 'l j) (un arc pour chaque couleur) . 
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Afin de simplifier, nous affectons à chaque dépôt une couleur. Nous utilisons le triplet 
( i , j , k) pour faire référence à un arc qui débute à ~ et se termine à Tj et qui est de 
couleur k (i , j :::; n) . Notons que si i = n + k et j :::; n, alors (i , j , k) représente l'arc 
(Dk,Tj)· 
D éfinition 3.2.1 
• o+(i) = {j 1 (i , j, k) E A} 
• o-(i) = {j 1 (j , i,k) E A} 
• o(i) = o+(i) u o- (i) 
D éfinition 3.2.2 
Un cycle monochromatique est un cycle dont tous les arcs ont la même couleur. 
Le problème du MDVSP peut être vu comme un problème de partitionnement des 
tâches de G en cycles monochromatiques . otons que le nombre de cycles incluant Dk ne 
dépasse pas Vk · La formulation du problème sous forme de programme linéaire nécessite 
la définition des variables, des contraintes à respecter et de l'objectif à atteindre. 
ous avons besoin d'une variable binaire par arc. 
{ 
1 si (i , j , k) appartient à un chemin (ou cycle) dans une affectation réalisable 
0 sinon 
Les contraintes sont les suivantes : 
• chaque tâche est effectuée par un seul véhicule, 
• le nombre de véhicules quittant Dk est au plus égal à Vk , et 
• la contrainte de conservation de flot doit être satisfaite par chaque tâche et 
chaque dépôt. 
L'objectif cherché est de minimiser le coüt total d'une affectation réalisable. 
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Le problème se présente alors sous forme de programme linéaire en nombres en-
tiers . 
i= 1, .. . ,n 
Vk E K 
Vk E K et i = 1, . . . , n , n + k 
xt E {o, 1} V(i,j, k) E A 
3.3 Les inégalités valides pour le MDVSP 
Bertossi, Carraresi et Gallo (1987) ont montré qu 'il existe une relation entre le 
MDVSP et le problème du couplage. La différence entre les deux problèmes réside dans 
la notion de conflit : dans le problème du couplage deux arcs adjacents sont toujours 
en conflit , alors que ceci n 'est pas nécessairement vrai dans le MDVSP. Malgré cela, il 
est possible d'utiliser le principe des inégalités valid s introduite dans le problème du 
couplage. 
Hadjar , Marcotte et Soumis (2006) ont observé que si la taille des in tances du 
MDVSP est petite (c'e t-à-dire est de 50 tâches ou moins) , la solution de la relaxation 
linéaire du MDVSP est généralement entière. D'autre part , si elle n 'es t pas entière, les 
fl ux des variables sont souvent des valeurs multiples de 1/ 2, ce qui sont associées, en 
opt imisation combinatoire, aux cycles impairs . 
Nous avons besoin de certaines défini t ions et propositions introduites par Hacljar , 
Marcotte et Soumis (2006). 
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3.4 Quelques définitions et propositions 
Définition 3.4.1 
Soit (i, j , k ) et (i', j ' , k') deux arcs adjacents dans le multigraphe G qui ne sont 
pas incidents aux dépôts (c'est-à-dire que i , j , i',j' :::; n). On dit qu'ils sont en conflit si 
k ::/::. k' ou i = i ' ou j = j' . 
D éfinition 3.4.2 
On dit que le sous-multigraphe partiel G' = (S , F ) de G est confl ictuel si : 
• ISI est impair, 
• S ne contient aucun dépôt , 
• quels que soient deux arcs adjacents dans F, ils sont en conflit . 
On remarque que quels que soient les ar cs ( i , j , k) et ( i ' , j', k' ) en conflit , l 'inégalité 
Xb + Xf> :::; 1 est valide pour (P) (le problème init ial). Cette inégalité est vérifiée 
au niveau de chaque sommet de G' , puisque selon la définition précédente quels que 
soient deux arcs adj acents dans F , ils sont en conflit. Par conséquent, la somme au 
niveau de chaque sommet du sous-multigraphe G' de l'inégalité précédente implique 
que 2 L xt :::; ISI est vérifiée . Il s 'ensuit que, étant donné un sous-multigraphe 
(i ,j ,k) EF 
conflictuel G' = (S, F ), l'inégalité . L Xb :::; l l ~ l J est valide pour (P ). 
(t ,J,k)EF 
Malheureusement , toute solution fractionnaire ne contient pas un sous-multigraphe 
conflictuel, mais il est possible d 'avoir une structure semblable à celle illustrée dans 
l'exemple de la figure 3.1 , où les différents typ es de lignes représentent des couleurs. Par 
exemple, si nous considérons la solution fractionnaire de la figure 3.1 , nous remarquons 
que (T1 , T4) et (T4, T3) ne sont pas en conflit car T4 est l'extrémité finale du premier et 
l'extrémité initiale du second et les arcs sont de même coule~r. Par contre, (T5, T4) et 
(T1 , T4 ) ainsi que (n, T4 ) et (T4 , T3) sont en conflit parc qu 'ils ne sont pas de même 
couleur. Si nous considérons les arcs (Tt , T2) , (T3, T2) , (T4, T3) , (T1, T4) et (T5, T4), l'in-
1/2 
@···~/;;; 
v3 = 2 
1/2 
1/2 
couleu r 1 
couleur 2 
couleur 3 
FIGURE 3.1 Exemple de solution qui contient un cycle épineux 
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égalité Xr2 + Xj2 + X[4 + X13 + Xg4 ::; 2 élimine la solution fractionnaire dans ce cas; 
cette inégalité est donc valide pour le problème (P) . L'arc (T5, T4) qui crée le conflit 
au niveau du sommet T4 est nommé épine et l 'ensemble des arcs du plan coupant est 
appelé cycle épineux. 
R emarque 3.4.3 
L 'exemple 3. 1 est tiré de l'article de Hadjar, Marcotte et Soumis (2006). 
D éfinition 3.4.4 
Soit C un cycle de G. On dit que C est un cycle épineux si l'ensemble de ses 
sommets peut être partitionné en deux ensembles S1 et S2 et l'ensemble de ses arcs en 
F1 et F2 tels que : 
• pour chaque sommet i E 8 1 , deux arcs incidents à i sont en conflit, et 
• pour chaque sommet i E S2 , il existe un arc (appelé épine) dont l 'extrémité 
finale est i et qui est en conflit avec chacun des arcs incidents à i dans le cycle 
C. 
Afin de généraliser la notion de cycle épineux, nous avons besoin de la définition 
suivante. 
D éfinit ion 3.4 .5 
Pour tout sous-ensemble A' de A , on définit 
• Col(A') comme { k E K 1 A' contient au moins un arc de couleur k } , 
• OA,(i) (resp . c51,(i)) comme l'ensemble des arcs appartenant à A' tels que la 
destination de l'arc (resp . l'origine de l 'arc) est le sommet i et 
• c5A'(i) = c5A,(i) u c51,(i) . 
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Définition 3.4.6 
Soit G' = (S, F) un sous-multigraphe partiel de G. On dit que G' est un sous-
multigraphe épineux, siS peut être partitionné en S1, S2 et S3 et F peut être partitionné 
en F1 et F2 de telle sorte que : 
• sl u s2 ne contient aucun dépôt, 
• IS1I est impair et au moins égal à 3, 
• 6"F2 (i) = 0 et Col(6"F1 (i)) n Col(6j;1 (i)) = 0 pour tout i E S1, 
• Col(6p2 (i)) n Col(6p1 (i)) = 0 et Col(6"F2 (i)) n Col(6j;1 (i)) = 0 pour tout i E 
s2, et 
• 6"F(i) = 0, 6J;(i) Ç F2 et 6J;(i) -=J 0 pour tout i E S3 . 
Proposition 3 .4 . 7 
Soit G' = (S,F) un sous-multigraphe épineux de G, où S = S1 U S2 U S3 et 
F = F 1 U F2 et les Si et les Fj satisfont la définition précédente. Alors l'inégalité 
"i:, (i,j ,k)EFXtj :=::; l ~ J + IS2I est valide pour (P). 
D éfinition 3.4.8 
Une corde est une arête qui joint deux sommets d'un cycle mais qui n'appartient 
pas au cycle. 
D éfinition 3.4.9 
Un trou est un cyle impair sans corde. 
3.5 Un a lgorithme de typ e « Branch-and-Cut » pour le problèm e du 
stable 
Soit un graphe G = (V, E) sans boucles ni arêtes multiples, où V est l'ensemble 
des sommets et E représente l'ensemble des arêtes de G. Un stable de G est un sous-
3 0  
e n s e m b l e  d e  s o m m e t s  d e u x  à  d e u x  n o n  a d j a c e n t s ;  e n  d ' a u t r e s  t e r m e s  c h a q u e  a r ê t e  d u  
g r a p h e  a  a u  p l u s  u n e  e x t r é m i t é  d a n s  l e  s t a b l e .  S o i t  p  l e  v e c t e u r  d e s  p o i d s  a s s o c i é s  a u x  
s o m m e t s  d e  G ;  l e  p o i d s  d ' u n  s o u s - e n s e m b l e  d e  s o m m e t s  e s t  l a  s o m m e  d e s  p o i d s  d e  t o u s  
s e s  s o m m e t s .  L e  p r o b l è m e  d u  s t a b l e  d e  p o i d s  m a x i m u m  c o n s i s t e  à  t r o u v e r  u n  s t a b l e  S  
t e l  q u e  l a  s o m m e  d e s  p o i d s  d e s  s o m m e t s  d e  S  s o i t  m a x i m a l e .  
I l  e s t  f a c i l e  d e  f o r m u l e r  m a t h é m a t i q u e m e n t  l e  p r o b l è m e .  S o i t  l a  v a r i a b l e  b i n a i r e  
X v  t e l l e  q u e  
X v  =  {  1  s i  l e  s o m m e t  v  a p p a r t i e n t  a u  s t a b l e  
0  s i n o n .  
L e  p r o b l è m e  d u  s t a b l e  s ' é c r i t  s o u s  f o r m e  d e  p r o g r a m m e  l i n é a i r e  e n  n o m b r e s  e n t i e r s  
c o m m e  s u i t  
m a x  z  
( S t a b l e )  
s . e .  
L P v X v  
v E \ f  
X u  +  X v  : S  1  V u v  E  E  
X v  E  { 0 ,  1 }  V v E  V .  
N e m h a u s e r  e t  S i g i s m o n d i  ( N e m h a u s e r  e t  a l . ,  1 9 9 2 )  o n t  p r é s e n t é  u n  a l g o r i t h m e  
p o u r  l a  r é s o l u t i o n  d u  p r o b l è m e  d u  s t a b l e  d e  p o i d s  m a x i m u m .  L e s  p l a n s  c o u p a n t s  s o n t  
o b t e n u s  p a r  l e s  i n é g a l i t é s  d e  c l i q u e s  e t  l e s  i n é g a l i t é s  d e s  t r o u s  i m p a i r s  l i f t é e s  ( u n  t r o u  e s t  
u n  c y c l e  s a n s  c o r d e ) .  L a  p r o c é d u r e  d e  d é t e r m i n a t i o n  d e s  i n é g a l i t é s  v a l i d e s  c o r r e s p o n d a n t  
a u x  t r o u s  i m p a i r s  e s t  l a  s u i v a n t e .  
S o i t  G  =  ( V ,  E )  u n  g r a p h e  n o n  o r i e n t é ,  o ù  V  r e p r é s e n t e  l ' e n s e m b l e  d e s  s o m m e t s  
e t  E  l ' e n s e m b l e  d e s  a r ê t e s .  L a  s o l u t i o n  o p t i m a l e  f r a c t i o n n a i r e  d e  l a  r e l a x a t i o n  l i n é a i r e  
d u  p r o b l è m e  t r a i t é  e s t  d é n o t é e  x  =  ( x i ) i E l '  .  À  c h a q u e  a r ê t e  i j  E  E ,  n o u s  a s s o c i o n s  l e  
c o ü t  C i j  =  1 - X i - X j ; ?  0  .  N o u s  c o n s t r u i s o n s  u n  g r a p h e  b i p a r t i  G '  = ( V ,  V ' ,  E ' ) ,  o ù  G '  
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contient les arêtes ij' et ji' si et seulement si ij est une arête de G. Les coùts associés 
à chaque arête sont Cij' et Cji', oü Cij' = Cji' = Cij . Notons qu 'un chemin impair dans 
G' de va à v0 est de la forme (va, v~, v2, v3, ... , v2k, v0), correspondant au cycle impair 
(va, v1 , v2 , v3 , ... , v2k> va) dans G. Ce dernier est un cycle comprenant (2k + 1) sommets. 
Les poids des chemins dans G et dans G' sont identiques et égaux à 
2k 
2k + 1 - 2 I .>Vj. 
j=a 
(3 .1) 
Il suit que le chemin de poids minimum de va à v0 fournit un cycle impair C dans 
L ICI-1 G qui maximise Xv- parmi tous les cycles impairs de G cont nant va, et 2 
vEC 
~ x - ICI- 1 > 0 
L..... v 2 
vEC 
(3.2) 
si et seulement si le poids du chemin correspondant dans G' est inférieur à 1 (c 'est-à-dire 
2k 
2k + 1 - 2 L Xv1 < 1) . j=a 
Supposons que nous avons trouvé un cycle impair de poids minimum C contenant 




. TI.·ois cas sont possibles : 
vEC 
• si ICI = 3, le cycle C est un triangle et nous avons obtenu une contrainte violée, 
• si ICI ~ 5 et C est un trou; nous avon une contrainte violée aussi, 
• si ICI ~ 5 et C est un cycle avec une ou plusieurs cordes . on remarque que 
chaque corde partitionne le cycle C en un cycle impair C1 et un chemin P avec 




vEC1 vEP vEC 
ICl l- 1 IPI 
2 +2. 
Dans le problème du stable, nous avons les contraintes sur les arêtes Xu +xv :::; 1, 
pour tout uv E E . Si nous faisons la somme des contraintes sur les arêtes pour 
une famille :F d 'arêtes partitionnant P nous obtenons 
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L (xu +Xv) ~ l~ l (3 .3) 
vuE:F 
===> "" x < l!j ~ l!j - "" x > 0 (3.4) L..., V- 2 2 L..., V-> 
vE P vE P 
et donc "" ICII - 1 + IPI "" ICII - 1 L..., Xv > 2 2 - L..., Xv > 2 · 
vEC1 vE P 
Nous avons obtenu un cycle impair C1 qui satisfait la condition (3.2) . Nous 
appliquons la même procédure jusqu 'à ce que nous obtenions ou bien un triangle 
ou bien un trou impair. L'inégalité correspondant à C est redondante si C 
contient une corde. 
3.6 M éthode d e détermination des inégalités valides pour le MDVSP 
La méthode de détermination des inégalités valides pour le MDVSP que nous 
proposons consiste à commencer par la résolution de la relaxation linéaire du problème 
(P ) présenté dans la section 3.2 . Si la solution obtenue n 'est pas entière, alors nous 
l'utilisons pour construire un sous-multigraphe partiel orienté, H = (S, F ) ; ensuite, 
nous associons à H un graphe adj oint non orienté L(H ) (sous certaines conditions). 
À ce dernier nous appliquons la méthode de Nemhauser et Sigismondi avec quelques 
modifications, afin de détecter les trous impairs qui correspondent à des cycles impairs 
conflictuels (épineux) ou des sous-multigraphes conflictuels (épineux) dans H. Nous 
montrerons que les cycles impairs conflictuels (épineux) nous fournissent des inégalités 
valides, et afin d 'enrichir nos inégalités valides, nous décrirons une procédure de liftage. 
Dans cet te section nous présenterons les détails de chaque étape. 
3.6 .1 Création des gr aphes 
D éfinition 3.6.1 
Soit L (H ) = (F, L ) le graphe adjoint non orienté associé au sous-multigraphe 
partiel orienté H = (S, F ) (le support de la solution de la relaxation linéaire). L(H ) est 
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défini comme suit : 
• les sommets de L (H ) sont les arêtes de H , 
• deux sommets de L(H) sont reliés par une arête si et seulement si les deux arcs 
sont en conflit dans H , 
• x; est le poids du sommet i E V , qui est égal au flux de l'arc représenté paT 
le sommet i (c'est-à-dire que si i est un sommet de L(H) qui représente l 'arc 
(f,j,k) de H , alors Xi= x ;j), et 
• le poids de chaque arête de L(H) est égal à 1 -x; - Xj . 
R emarque 3 .6.2 
Le poids de chaque arête est positif ou nul, puisque par la remarque suivant la 
définition 3.4.2, quels que soient les deux arcs ( i, j , k) et ( i' ,j' , k') en conflit, l 'inégalité 
xi~+ xt> ::::; 1 est valide, d'où suit la relation 1 - xi~- xt~,::::: o. 
D éfinition 3.6 .3 
Soit B (H) = (F' ,F" ,L') un graphe biparti non orienté, construit à partiT de 
L (H ) = (F, L ), tel que : 
• F' contient les sommets de L(H) (F' = F) , 
• F" contient une copie des sommets de F' , 
• L'= {{i,copie(j)}l ij E L} U {j,copie(i)} l ij E L} , 
• X; {resp . Xcopie(i)J est le poids du sommet i E F' {resp. copie(i) E F" ), avec 
X; = Xcopie(i) = xe où f est le sommet correspondant dans le graphe L(H), pour 
i E F' et copie(i) E F" , et 
• le poids de chaque arête { i, copie(j)} E L' est égal à 1 - x; - Xj. 
Exemple 
L'exemple présenté dans la figure 3.1 permet de construire les graphes H , L(H) 









cou leur 2 
couleur 3 
1/2 
FIGURE 3 .3 Graphe L(H) corre pondant au graphe H de la figure 3.2 
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FIGURE 3.4 Graphe B(H) correspondant au graphe L(H ) de la figure 3.3 
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seul T4 est un sommet épineux. 
3 .6.2 Recherche du plus court chemin 
Le meilleur algorithme pour résoudre le problème du plus court chemin est l'algo-
rithme de Dijkstra, élaboré en 1959, qui trouve le plus court chemin d'un sommet source 
à tous les autres sommets d'un graphe orienté et pondéré G = (V, A) , dans le cas où les 
poids de tous les arcs du graphe sont positifs ou nuls. L'algorithme de Dijkstra gère un 
ensemble de sommets S, dont les longueurs finales des plus courts chemins à partir d 'une 
source unique ont été calculées. Soit s la source et w(u ,v) 2 0 le poids de l'arc (u,v); 
w : V --7 IR est la fonction de pondération associée au graphe G. À chaque itération, 
l 'algorithme 3.1 (tiré de Cormen et al.) choisit un sommet u de V qui n 'est pas dans 
S et dont la distance présumée à la source est minimale, ajoute u à S, ensuite relâche 
tous les arcs adj acents à u. Le rôle de la procédure R elâcher(u, v, w) (voir l 'algorithme 
3.2) consiste à tester s'il est possible d 'améliorer le plus court chemin vers v, en passant 
par u. Si c'est vrai, d( v), qui représente la longueur du plus court chemin de la source 
à v t rouvé jusqu'ici, est actualisée, ainsi que le prédécesseur de v qui deviendra u. 
Algorithme 3.1 Dijkstra(G, w, s) 
1: Détermination de la source s 
2: s := 0 
3: d(s) = 0, d(u) = +oo pour tout u =/= s 
4: F := V (Les éléments de la file de priorité F sont identifiés pro· les valeurs de d( .)) 
5: tant que F =/= 0 faire 
6: min:= Extraire_Min(F) 
7: S :=S U {min} 
8 : pour chaque sommet v adjacent à min faire 
9: Relâcher(min, v, w) 
10: finpour 
11: fintant que 
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A lgorit hme 3.2 Relâcher(u,v,w) 
1: si d(v) > d(u) + w(u, v) alors 
2: d(v) := d(u) + w(u, v) 
3: Prédécesseur(v) := u 
4: fins i 
L'algorithme de Dijkstra fait appel à l'opération Insérer (insertion des sommets 
de V dans la file F) (voir Cormen et al) une seule fois pour chaque sommet; l'opération 
Extraire_]Vfin (voir Carmen et al) es t aussi appelée une fois par sommet. Par contre, 
l'opération Diminuer_ Clé (voir Cormen et al) (implicitement dans Relâcher(u, v, w)) 
est appelée une fois pour chaque arc de la liste d'adjacence de chaque sommet; donc il 
y a au plus lAI appels de Diminuer_ Clé. 
Nous avons donc un coüt total de IVI Insérer + IVIExtraire_Min + 
IAI Diminuer _Clé. La complexité de l'algorithme dépend de l'implémentation de la 
file de priorité. 
ous avons implémenté l'algorithme en utilisant les tas binaires, oü chaque opéra-
tion s'exécute en O(log(IVI)). Donc l'agorithme de Dijkstra s'exécute en un emps dans 
O((IAI + lV I) log( lVI)). Notons aussi qu 'il est possible d 'utiliser les tas de Fibonacci qui 
permettent d 'obtenir un temps d 'exécution en O( IAilog(IAI) +lVI). 
3.6.3 Ident ification d es cycles conflictuels (épineux) 
Notre méthode de séparation des plans coupants nous permet de trouver les in-
égalités valides identifiées par Hadj ar, Marcotte et Soumis (2006) ainsi que d 'autres 
inégalités valides . Un trou impair de L(H ) correspond soit à un cycle conflictuel (épi-
neux) (voir la figure 3.5 ) soit à un sou -multigraphe conflictuel (épineux) avec un ou 
plusieurs sommets d 'articulation (voir figure 3.6). otons qu'un sommet d 'articulation 
est un sommet qui possède deux arcs entrants et deux arcs sortants, tous de même 
couleur . Notons que , s' il existe un sommet d 'articulation dans un sous-multigraphe 
conflictuel (épineux) , alors ce sommet appartient à S2 et les arcs incidents sont des arcs 
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appartenants à F1. Ce cas ne pose aucun problème au niveau du liftage, car la procédure 
que nous utilisons considère les arcs deux à deux en conflit. Au niveau du point d 'arti-
culation, les deux arcs entrants sont en conflit ainsi que les deux arcs sor tants. Notons 
aussi que dans notre étude une épine peut avoir comme origine le sommet épineux. Nous 
gardons la même définition des cycles conflictuels, mais nous allons redéfinir les cycles 






(J;j'/ ·- ~\ 
. G> 








.... . -:v--v ..:. 
.... . - ' ... 
1 
FIGURE 3.5 Exemple de cycle conflictuel épineux correspondant à un trou impair de 
L(H ) 
D éfinit ion 3.6.4 
Un sous-multigraphe partiel C de H est dit cycle épineux si son ensemble de 
sommets peut être partitionné en trois ensembles S1, S2 et Ss et son ensemble d'arcs en 





~----------------~~ -~-------------~ 1 \ / ~ 
e 0 'ŒJ/, e 
: \ 1 
' ' ' 
' ', 1 
/ '·,, 1 
: 1 
Ts ~-----\ T4 ',0·-·-·-·-0 
FIGURE 3.6 Exemple de cycle conflictuel épineux avec un point d'articulation cor-
respondant à un trou impair de L(H) 
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• le sous-multigraphe de c induit par sl u s2 est un cycle élémentaire dont tous 
les arcs appartiennent à F1 , 
• pour chaque sommet i E S1 , les deux arcs incidents à i sont en conflit, et 
• pour chaque sommet i E 52, il existe un arc (appe lé épine et appartennant à 
F2) dont l'une des deux extrémités est le sommet i et qui est en conflit avec 
chacun des arcs incidents à i dans le cycle C. 
R em a rque 3.6.5 
R eprenons l'exemple de la figure 3. 1, avec la définition précédente. L 'arc (T4, n) 
est aussi une épine et l 'ensemble des arcs (T1 , T4), (T1, T2), (T3, T2), (T4, T3) et (T4, TG) 
est un cycle épineux. 
D éfinition 3.6 .6 
Soit H' = (S, F) un sous-multigraphe partiel de H. On dit que H ' est un sous-
multigraphe épineux si 5 peut être partitionné en 51, 52 et 53 et F peut être partitionné 
en F1 et F2 de telle sorte que : 
• 51 u 52 ne contient aucun dépôt, 
• 1511 est impair et au moins égal à 3, 
• 6p.
2 




(i)) = 0 pour tout i E 51, 
• Col(op.2 (i)) n Col(Op1 (i)) = 0 et Col(Op2 (i)) n Col(oj;1 (i)) = 0 pour tout i E 
s2, et 
• op.(i) = 0 ou oj;(i) = 0, Op(i) Ç F2 pour tout i E 53. 
Proposition 3 .6. 7 
Tout trou impair C de L(H) correspond à un cycle conflictuel (épineux) ou un 




Cette proposition découle de certaines définitions précédentes et est facile à vé-
rifier. Soit C un trou impair dans L(H ) de longueur ~ xe. Soit e et f deux sommets 
fEC 
de L( H ) correspondant respectivement aux arcs ( i , j , k) et ( i' , j' , k') dans H. Supposons 
que e et f sont adj acents dans C; ceci implique que (i , j , k) et (i ' ,j' , k') sont en conflit. 
Selon la définition 3.4.1 , (i, j, k) et (i' , j', k') sont aussi adjacents. En appliquant le même 
raisonnement à tous les sommets de C deux à deux adjacents, nous obtiendrons un cycle 
conflictuel (épineux) C' de H , avec ICI = IC'I et ~xe = ~ xt (en utilisant la 
eEC (i,j ,k)EC' 
définition 3.6.1) . 0 
Par conséquent, pour déterminer le plans coupants dans le sous-multigraphe 
partiel H , il suffit d 'identifier les trous impairs (cycles impairs sans corde) existant dans 
le graphe L(H) à l'aide de la méthode des plans coupants introduite par Nemhauser et 
Sigismondi (Nemhauser et al. , 1992) (avec quelques modifications, qui seront précisées 
au fur et à mesure). Nous utilisons la méthode de Dijkstra pour la recherche du plus 
court chemin dans le graphe B (H ) de chaque sommet i E F' à copie(i) E F". Ce dernier 
correspond à un cycle impair dans le graphe L(H ). Seuls les cycles impairs de longueur 
inférieure à 1- 2SeuilVio, avec SeuilVio > 0 (où SeuilVio est une borne inférieure 
fixée pour ~ xv - ICI
2
-
1) seront retenus. Nous ferons ensuite le traitement des cordes, 
vEC 
afin de déterminer les trous impairs. 
3.6.4 Thaitement des cordes 
Soit C un cycle impair de L (H) , constitué des sommets {va ,vl , .... ,v2k,V2k+l = 
va}; les indices des sommets de C sont ordonnés dans le sens des aiguilles d 'une montre à 
partir du sommet va (va est le sommet source utilisé pour trouver le plus court chemin). 
S'il existe une ou plusieurs cordes dans le cycle impair C , alors chaque corde 
{ vd , v f} partitionne C en un cycle impair Gdf et un chemin P avec un nombre pair de 





le sens de numérotat ion ~des sommets du cycle im pair G 
FIGURE 3.7 Un cycle impair contenant des cordes 
D éfinition 3.6.8 
Soit { vdp v h} et { Vd2 , v h } deux cordes dans le même cycle impair {va, v1, .... , v2k} . 
On dit que { vd2 , v h} domine { vd1 , v h} si et seulement si : 
• d2 :::>: d1 et 
• h:::; fi. 
La figure 3. 8 est une illustration de cette définition. 
Proposition 3.6.9 
Supposons que le chemin p est composé des sommets 
{vf+l,Vf+2, .. . ,v2k, vo,v1 , ... ,vd-d (où le nombTe de sommets de P est égal à IPIJ et 
qu 'il existe une corde reliant les sommets vd et v f. Nous rappelons que le poids de chaque 
arête ViVj de L (H ) est p(vivj) = 1 - Xv;- Xvi où Xv; (resp. xv) est le poids du sommet 
Vi (resp. Vj) · Afin de faciliter l 'identification des trous impairs, nous ajoutons E (une 
très petite valeur positive) au poids de chaque a Tête du graphe L(H). Alors 
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1. la somme des poids des arêtes fo rmant le cycle impair edf est strictement infé-
rieure à la somme des poids des arêtes formant le cycle impair e ; 
2. le cycle edf ne peut pas contenir le sommet source v0 ; 
3. le cycle impair edf engendré par la corde { vd, v f} est un trou impair si et seulement 
s'il n'existe aucune corde qui domine (vd,Vf); 
4. dans un cycle impaire, il peut exister plusieurs trous impairs, qui fournissent des 
inégalités valides incomparables. 
Démonstration. 
1. ous désirons montrer que 
L p(vivj) < L p(vivj) · 
V;VjECdf V;VjEC 
Nous savons que 
L p(ViVj) (3 .5) 
L p(viVj) = L (l-Xv;-Xvi+c)+(l-xv1 -xv1+1 +c)+(l-xvd_ 1 -Xvd+E) 
V;VjEC\Cdf V;VjEP 
4 4  




- X v f +
2  




- X v f +
3  
+  E )  +  . . .  +  ( 1 -
V i V j E C \ C d f  
X v
2
k  - X v
0  




+  E )  +  · · ·  +  ( 1 - X v d - J  - X v d _
2  
+  E )  +  ( 1 - X v d _
2  
-
X v d _
1  
+  t : )  +  ( 1 - X v ! - X v f +
1  
+  E )  +  ( 1 - X v d _
1
- X v d  +  E )  
L  p ( v ; v j )  =  ( I P I  +  1 )  - 2 ( x v f +
1  
+ x v f +
2  
+  . . .  +  X v
2
k  +  X v
0  
+  X v
1  
+  . . .  + x v d _
2  
+  
V i V j E C \ C d f  
X v d _ J  +  ( I P I  +  1  } :  - X v
1  
- X v d  
L  p ( v ; v j )  =  I P I - 2  L  X v k  +  I P I E +  ( 1 - X v d - X v
1  
+  E)  
V i V j E C \ C d f  V k E P  
(  
I P I  I P I  )  
L  p ( v ; v j )  =  ( 1 - X v d - X v
1  
+  E )  +  2  2 - L  X v k  +  2 E  
V i V j E C \ C d f  V k  E P  
N o u s  a v o n s  d é j à  m o n t r é  q u e  1 ~ 1 - L  X v k  2 :  0  ( v o i r  3 . 4  p a g e  3 2 ) ;  n o u s  s a v o n s  
V k E P  
a u s s i  q u e  E  >  0  e t  I P I  >  1 .  D ' o ù  
~ ~ - L  X v k  +  ~ ~ ~ E  >  O.  
V k E P  
( 3 . 6 )  
D ' o ù  
L  p ( v ; v j ) - ( 1 - X v d - X v
1  
+  E )  > O.  ( 3 . 7 )  
V i V j E C \ C d f  
L e s  é q u a t i o n s  3 . 5  e t  3 . 7  n o u s  p e r m e t t e n t  d e  c o n c l u r e  q u e  :  
L  p ( v ; v j )  >  L  p ( v ; v j )  
( 3 . 8 )  
V i V j E C  
V i V j E C d f  
2 .  S u p p o s o n s  q u e  l e  c y c l e  i m p a i r  e d f  c o n t i e n t  l a  s o u r c e  v a .  C e c i  i m p l i q u e  q u ' i l  e x i s t e  
u n  p l u s  c o u r t  c h e m i n  d e  v a  à  c o p i e ( v o )  d a n s  l e  g r a p h e  b i p a r t i  B ( H ) ,  d e  l a  m ê m e  
l o n g u e u r  q u e  l e  c y c l e  e d f ·  C o m m e  l a  l o n g u e u r  d e  e d f  e s t  i n f é r i e u r e  à  c e l l e  d e  e  
( v o i r  l e  p o i n t  p r é c é d e n t ) ,  l e  c h e m i n  q u i  a  f o u r n i  l e  c y c l e  e  n ' e s t  p a s  l e  p l u s  c o u r t  
c h e m i n ,  c e  q u i  e s t  u n e  c o n t r a d i c t i o n .  
3 .  L a  d é m o n s t r a t i o n  d e  l a  t r o i s i è m e  o b s e r v a t i o n  e s t  t r i v i a l e ,  p u i s q u e  p a r  d é f i n i t i o n  
u n  t r o u  e s t  u n  c y c l e  i m p a i r  s a n s  c o r d e  a v e c  a u  m o i n s  5  s o m m e t s .  
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4. Dans un même cycle impair , il peut exister plusieurs cordes où aucune corde ne 
domine l'autre (voir la figure 3.7) . Chaque corde nous permet d 'identifier un trou 
impair qui possède au moins deux arêtes qui n 'appartiennent à aucun autre trou 
impair . Par conséquent, chaque trou impair fournit une inégalité valide différente 
des autres inégalités valides correspondant aux autres trous impairs . 0 
Les propriétés précédentes nous permettent d 'écrire l'algorithme 3.3. Ce dernier 





\ le sens de numérotation 
V! l des sommets 
FIGURE 3.9 Exemple de cordes 
Dans l'exemple de la figure 3.9 , nous avons un cycle impair C, constitué des som-
mets {va, VI, v2, V3, V4, Vs, v6, V7, vs } , et il existe cinq cordes {VI, Vs }, {VI, v7 }, { v2, vs }, 
{ V3, V7 } et { V4, VG} . En appliquant la définition 3.6.8, nous constatons que les cordes 
{vi , vs }, {v3,v7} et {v4,v6 } dominent la corde {v1,v7}, {v3 ,v7} et {v4 ,v6} dominent la 
corde {v2,vs} et {v4,v5 } domine {v3,v7} . P ar conséquent, seules les cordes {vi,vs } et 
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{ V4, v5} ne sont dominées par aucune autre corde. Le cycle C15 composé des sommets 
{v1,V2,V3 ,V4,V5 } est donc un trou impair, de même que le triangle C45 COmposé des 
sommets {v4 , v5, v5}. 
3.6 .5 Procédure de liftage (procédure de A . Hadjar) 
Soit C' = {ao = azk+l> a1, a2, ... . , azk} un cycle conflictuel (épineux). Rappelons 
que pour i = 0, l , ... , 2k, les arcs ai et ai+l sont en conflit. 
Définition 3.6.10 
Un ensemble Q d'arcs du sous-multigraphe partiel H est une clique de conflit si 
tous les arcs de Q sont deux à deux en conflit. 
À partir des arcs du cycle conflictuel (épineux) C', nous construisons un ensemble 
Q des cliques { Ql , Qz, ... , Qzk+d, où Qi = {ai-l, ai}, pour i = l , 2, .. . , 2k + 1. Init iale-
ment chaque clique de conflit contient deux arcs qui sont adjacents et en conflit . 
Comme deux arcs en conflit ont au moins une extrémité en commun, désignons 
par S(Qi) l'ensemble des extrémités communes à tous les arcs de Qi· 
{ s} si ai-l et ai ne sont pas des arcs parallèles et 
s est l'extrémité commune de ai-l et ai 
{ u, v} si ai-l et ai sont des arcs parallèles où u 
et v sont leurs extrémités communes 
Notons que deux cliques distinctes peuvent avoir le même ensemble d'extrémités. 
Soit F l'ensemble des arcs de H. Etant donné un arc a = (u, v, k) E F, soit 
K(a) = {Q E Q: S(Q) n {u,v} i- 0}. 
L'algorithme 3.4 effectue le liftage avec des arcs de flux non nul (strictement po-
sitifs) . Nous aurons besoin par la suite de faire un liftage avec des arcs de flux nul ; 
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Algorithme 3.3 Traitement Cordes( C, ListCyc) 
1: Soit C' = {ao,al, ... ,a2k} le cycle confli ctuel de H correspondant au cycle impair 
C = {vo,vl, ... ,v2k} de L (H ). 
2: Soit la liste des cordes ListeCoTdes = 0 
3: Soit la liste des cycles impairs ListeCycles = 0 
4: pour i := 1 à 2k- 1 faire 
5 : si i est paiT alors 
6: e := 2k 
7 : sinon 
8: e := 2k - 1 
9: finsi 
10: pour j = i + 2 à e pas 2 faire 
11: si les arcs ai et aj sont en confli t alors 




16: si ListeOoTdes est vide alors 
17: ajouter C' à la liste des trous impairs ListeCycles 
18 : sinon 
19: pour chaque CORD EE ListCoTde faire 
20: si CORD E n'est dominée par- aucune autTe corde de ListeCoTdes alors 
21: ajouter le trou impair engendré par CORD E à ListeCycles 
22: finsi 
23 : finpour 
24: finsi 
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Algorithme 3.4 LiftPos( C' , F) 
1: {Fest l 'ensemble des arcs du graphe H et à l'entrée C'est le trou impair} 
2: Former les cliques Q;, i = 1, 2, ... , 2k + 1 et définir pour chaque clique l'ensemble 
3: pour chaque arc a= (u, v, k) E F faire 
4: K (a) := 0 
5: s i X~v > 0 et ni l'origine ni la destination de a ne sont des dépôts alors 
6: pour chaque Q; E Q faire 
7: si S(Qi) n {u,v} =1- 0 alors 
8: ajouter Qi à K(a) 
9: finsi 
10: finpour 
11: si il existe deux cliques distinctes Q; et Qj E K(a) te lles que Qi U {a} et 
Q j U {a} sont des cliques a lors 
12: Qi := Q; U {a} 
13: QJ := QJ u {a} 
14: C' := C' u {a} 




l'algorithme précédent reste valable et le seul changement se fera au niveau de la ligne 
5, où nous remplacerons la condition xtv > 0 par Xtv =O. Le nouvel algori thme sera 
nommé Liftl ul ( C' , F ). 
Exemple 
Nous reprenons l'exemple de la figure 3.6 et nous appliquons la procédure de 
liftage. Les arcs a; sont les arcs du cycle conflictuel épineux et les arcs bj sont les arcs 
ajoutés par la procédure de liftage. 
Étap e initiale 
C' = {ao = a1s, a1, .. . , a14} est le cycle conflictuel épineux . L'ensemble des cliques 
est Q = {Q1, Q2, ... , Qls }, où 
Ql = {ao, a1} et S (QI) = 6, 
Q2 = {a1,a2} et S(Q2) = 1, 
Q3 = {a2,a3 } et S(Q3) = 1, 2, 
Qls = {a14, ao } et S (Qis) = 6. 
Éta p e intermédiaire 
Soit b1 un arc de F (b1 ~ C' ) et ni son origine (le sommet 6) ni sa destination 
(le sommet 20) ne sont des dépôts. On remarque que S(Q1) n {6, 20} = {6} et 
S(Q15) n {6, 20} = {6} , donc K (bl) = {Q1, Q15}. 
P uisque Ql U {bi} et Q15 U {bi} sont des cliques de confli t, alors Q1 = { ao , a1 , bi} , 
Q15 = {a14,ao, b1} etC'= {ao = a1s , a1 , .. . , a14, b1} 
Cette étape s'applique pour chaque arc de F possédant au moins une extémité en 
commun avec au moins deux cliques distinctes. 
Étap e finale 
La procédure de liftage se termine quand tous les arcs de F sont examinés. P our 
cet exemple, à la fin de la procédure les cliques modifiées sont 
QI = {ao , al , bl , b2}, 
Q ls = {a14,ao,bl ,b2} , 
Q 2 = {a1, a2, b3}, 
Q s = {a4, as , b3} , 
Q s = {as , as,b4}, 
Q10 ={ag, a10, b4}, 
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et le cycle conflictuel ép ineux représenté par la figme 3.10 devient 
~~----a-'-3 --~ ~ 
FIGURE 3 .10 Exemple de lift age d'un cycle conflictuel épineux avec un point d 'ar t i-
culation 
3.6 .6 Les inégalités valides 
Proposition 3.6.11 
Soit H un sous-multigraphe partiel . Soit C' un cycle conflictuel (épineux) de H. 
5 1  
L ' i n é g a l i t é  L  x & : : ;  l l ~'lj e s t  v a l i d e  p o u r  l e  p r o b l è m e  ( P )  { d é f i n i  d a n s  l a  s e c t i o n  
( i , j , k ) E C '  
3 . 2 ) .  
D é m o n s t r a t i o n .  
A v a n t  d ' e f f e c t u e r  l e  l i f t a g e ,  l e  c y c l e  c o n f l i c t u e l  ( é p i n e u x )  C '  d e  H  c o n t i e n t  d e s  a r c s  
d e u x  à  d e u x  e n  c o n f l i t .  A u  n i v e a u  d e  c h a q u e  s o m m e t  s  d u  c y c l e ,  l ' i n é g a l i t é  
L  x~ +  L  x~ : : ;  1  e s t  v a l i d e  p o u r  ( P ) .  L a  s o m m e  d e  t o u t e s  l e s  i n é g a -
( s , j , k ) E C '  ( i , s , k ) E C '  
l i t é s  v a l i d e s  o b t e n u e s  a u  n i v e a u  d e  c h a q u e  s o m m e t  d u  c y c l e  c o n f l i c t u e l  ( é p i n e u x )  C '  
e s t  :  
I C ' I  (  )  I C ' I  
L  L  x~ + L  x~ : : ;  L l  =  I C ' I  
s = l  ( s , j , k ) E C '  ( i , s , k ) E C '  s = l  
( 3 . 9 )  
C o m m e  c h a q u e  a r c  p o s s è d e  d e u x  e x t r é m i t é s ,  c h a q u e  x t  a p p a r a î t  d e u x  f o i s  d a n s  
l a  s o m m e  p r é c é d e n t e ,  d ' o ù  :  
2  
I :  
x k .  <  I C ' I  
t J  -
( 3 . 1 0 )  
( i , j , k ) E C '  
L  x k  <  l l Q J  J  
( 3 . 1 1 )  
{ : : : : : : : : }  t J  - 2  .  
( i , j , k ) E C '  
0  
R e m a r q u e  3 . 6 . 1 2  
S e l o n  l a  d é f i n i t i o n  3 . 4 . 2 ,  l e  c y c l e  c o n f l i c t u e l  ( é p i n e u x )  C '  e s t  u n  s o u s - m u l t i g r a p h e  
p a r t i e l  c o n f l i c t u e l  ( é p i n e u x )  d e  G .  L e  c y c l e  i m p a i r  C "  o b t e n u  e n  l i f t a n t  l e  c y c l e  c o n f l i c t u e l  
( é p i n e u x )  C '  e s t  a u s s i  u n  s o u s - m u l t i g r a p h e  p a r t i e l  c o n f l i c t u e l  d e  G .  
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Proposition 3.6.13 
Soit C" le cycle conflictuel obtenu en liftant le cycle conflictuel (épineux) C' de 
H , où H = ( S, F) est le sous-multigraphe partiel représentant le support de la solution 
non-entière obtenue. L 'inégalité L xt::; l l~' l j est valide pour- le problème (P) 
(i,j ,k)EC" 
{défini dans la section 3.2). 
Démonstration. 
En liftant un cycle conflictuel (épineux) C' , nous gardons les mêmes sommets 
et chaque arc ajouté est en conflit avec tous les arcs qui lui sont adjacents, nous 
avons donc IC'I somm ts dans le cycles co Et au niveau de chaque sommet s de C", 
L X~+ L Xfs :S 1 est valide pour (P). La somme de toutes les inégalités 
(s,j,k)EC" (i,s,k)EC" 
valides obtenues au niveau de chaque sommet du cycle conflictuel (épineux) C" est : 
[C"I ( ) L L x:j + L Xfs ::; IC'I 
s= l (s,j ,k)EC" (i ,s ,k)EC" 
(3. 12) 
Comme chaque arc possède deux extrémités, xt apparaît deux fois dans la somme 
précédente, d'où : 
2 xk < IC'I tJ - (3.13) 
(i,j ,k)EC" 





R em arque 3 .6.14 
Une violation est la différence entre le premier et le second membre de l 'inégalité 
valide. Si nous désirons éviter les petites violations, nous pouvons fixer un seuil de 
violation, noté S euilVio , au départ. 
Il est possible de chercher toutes les inégalités valides, ensuite de vérifier si la 
valeur de la violation est supérieure à S euilVio; dans ce cas, l'inégalité valide est ajoutée 
au modèle. Mais nous pouvons améliorer le temps d 'exécution en supprimant certains 
sommets et arcs du graphe biparti B(H) et certains plus courts chemins avant même 
de faire le traitement des cordes. Nous avons remarqué qu 'il existe une relation entre le 
poids du plus court chemin et le seuil de violation, et pax conséquent, entre ce dernier 
et le poids des arcs de B(H). 
Lemme 3.6 .15 
Soit C' un cycle conflictuel (épineux) du graphe H et S euilVio un seuil de viola-
tion fixé. La relation ~ x& - l l~' l J ;:::: SeuilVio est vérifi ée si et seulement si le 
(i,j,k)EC' 
poids du plus court chemin de vo à vb dans B (H ) est inférieur ou égal à 1 - 2SeuilVio. 
Démonstration. 
Nou désirons que la violation soit supérieure ou égale à S euilVio. ous avons 
donc 
~ X ,k.J··. -liC2'1 j S L , ;:::: euilVio 
(i ,j,k)EC' 
{:=:? 2 ~ xt- (IC'I- 1) ;:::: 2SeuilVio 
(i,j,k)EC' 









Nous avons déjà montré qu 'à tout trou impair C de L(H) correspond un cycle 
conflictuel (épineux) C' de H , tel que ICI = IC'I = 2k + 1 et :L Xve 
veEC 
(voir la proposit ion 3.6 .7) . Par conséquent la relation 3. 18 devient 
ICI- 2 :L Xve :::; 1 - 2SeuilVio <===? 
veEC 
2k + 1 - 2 :L Xve :::; 1 - 2SeuilVio. 
veEC 




L'expression (2k + 1- 2 :L Xve) représente le poids du plus court chemin de vo 
veEC 
à v0 dans B (H ) et l 'expression est aussi égale à la somme des poids des arêtes du trou 
impair C dans L(H) (voir l 'équation 3.1 dans la section 3.5). 0 
Lemme 3.6 .16 
Si le poids du plus court chemin de vo à v0 dans B (H ) est inférieur ou égal à 
1 - 2SeuilVio, alors le poids de chaque arc du plus court chemin de vo à v0 est inférieur 
ou égal à 1 - 2SeuilVio. 
Démonstration. 
Le poids du trou impair est égal à la somme des poids des arêtes appartenant 
à ce trou . Puisque le poids du trou impair est inférieur à 1 - 2SeuilVio (ce qui est 
prouvé dans le lemme précédent), alors le poids de chaque arête est aussi inférieur à 
1- 2SeuilVio (car le poids de chaque arête uv dans L(H) est non négatif puisqu 'il est 
égal à 1- Xu- Xv 2: 0). 0 
P ar conséquent , tous les arcs dont le poids est supérieur à 1 - 25 eu il V io sont 
inut iles ; car si au moins un arc de poids supérieur à 1 - 2SeuilVio appartient au 
plus court chemin de vo à v0 dans B (H ), alors le poids de ce chemin sera supérieur à 
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1 - 2SeuilVio. Dans ce cas, il est préférable de les éliminer; ceci nous permettra de 
diminuer la dimension du graphe L(H ), et par conséquent, celle du graphe B(H). Nous 
allons donc redéfinir le graphe adjoint L(H). 
D éfinition 3.6.17 
Soit L(H) = (F, L) le graphe adjoint (non orienté) associé au sous-multigraphe 
partiel H = (S,F). S'il existe deux arcs (i,j,k) et (i',j',k') de H qui sont en conflit et 
si 1- Xb- Xi~> ::; 1- 2SeuilVio, alors, 
1. pour chaque arc nous créons un sommet dans L(H) , s 'il n'existe pas encore, 
2. Xu est le poids du sommet u, c'est-à-dire le poids de l'arc que le sommet u repré-
sente, 
3. les deux sommets représentant les arcs (i,j,k) et (i',j ' ,k' ) seront reliés par une 
arête (s'i ls sont en conflit), et 
4. le poids de l'arête uv E L est égal à 1 - Xu -Xv . 
3. 7 La séparation des inégalités valides du MDVSP 
La méthode de séparation des inégalités valides du MDVSP que nous proposons 
est simple. Elle commence par l'extraction de la solution de la relaxation linéaire; à 
partir de cette dernière, les graphes H = (S,F), L (H ) = (F,L) et B (H ) = (F',F",L') 
seront créés . Ensuite, pour chaque sommet de F', nous chercherons le plus court chemin, 
afin d 'identifier les trous impairs, s'ils existent . Nous enrichirons chaque trou impair 
trouvé avec un liftage par des arcs de flux non nul ; ensuite le cycle impair obtenu sera 
lifté par des arcs de flux nul. Avant la procédure de liftage par des arcs de flux non nul 
et après, nous devons nous as urer que chaque trou impair n 'est utilisé qu 'une seule fois. 
Rappelons qu'un cycle impair lifté (ainsi que le trou impair) correspond à une inégalité 
valide. Après avoir trouvé les inégalités valides, elles seront ajoutées au problème à 
résoudre. La méthode est décrite dans l'algorithme 3.5. 
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Algorithme 3.5 SéparationinégValid (Solution, ListlnégValid) 
1: extraire la solution de la relaxation linéaire 
2: fixer le paramètre SeuilVio 
3: créer les graphes H = (S , F) , L (H ) = (F,L) et B(H) = (F',F", L' ) 
4: pour chaque sommet i E F' faire 
5: Dijkstra(B (H ), w , i) 
6: si il existe un plus court chemin dei à copie(i) de poids inférieur à 1- 2SeuilVio 
alors 
7: C := le cycle impair dans L(H) correspondant au plus court chemin de i à 
copie(i) dans B(H) 
8: TraitementCordes( C, List Gye) 
9: finsi 
10: finpour 
11: pour chaque cycle C' E ListCyc faire 
12: LiftPos( C' ,F) 
13: si C' n'existe pas dans ListCyc (aprè liftage) alors 
14: ajouter C' à ListCyc 
15: finsi 
16: finpour 
17: t rier la liste des cycles ListCyc par ordre décroissant selon la violation (dans le cas 
où le nombre d'inégalités valides est limité cette étape nous permet de choisir celles 
qui possédent les plus grandes violations) 
18: pour chaque cycle C' E ListCyc faire 
19: LiftNul( C' ,F) 
20: ajouter l'inégalité valide relative à C' à List! nég V al id 
21: finpour 
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3.8 Algorit hme de r ésolut ion du MDVSP 
Pour la résolution du MDVSP, nous proposons un algorithme de type « Branch-
and-Cut », qui fonctionne selon le principe présenté dans le chapitre II à la page 18, mais 
les plans coupants (étape 6) sont générés avec la méthode de séparation des inégalités 
valides présentée dans la section précédente. 
Au noeud racine de l'arbre de branchement, l'algorithme commence par résoudre 
la relaxation linéaire du problème (P ) présentée au début du chapitre III . S' il existe 
une solution optimale et si elle n'est pas entière, alors l'algorithme cherche des plans 
coupants à l'aide de la méthode de séparation représentée par l'algorithme 3.5. S'il existe 
des plans coupants, l'algorithme ajoute les inégalités valides au programme linéaire et le 
résout de nouveau (au niveau du même noeud). La même opération est répétée jusqu 'à 
qu 'il n 'existe plus de coupes; dans ce cas, deux noeuds fils sont créés . Dans l'un, une 
variable xt est fixée à 0, et dans l'autre, la même variable est fixée à 1. Le choix de la 
variable de branchement est fait par le logiciel utilisé pour la résolu tion du problème. Au 
niveau de chaque noeud de l'arbre de branchement, l'algorithme procède de la même 
façon pour résoudre la relaxation du sous-problème. Si la solu tion optimale existe et 
n 'est pas entière, alors la méthode de séparation est appliquée jusqu 'à ce qu 'il n'existe 
plus de plans coupants; dans ce cas, deux noeuds fi ls sont créés et ainsi de suite jusqu'à 
ce qu'il n 'existe plus de noeuds actifs dans l'arbre de branchement. 
ous avons fait plusieurs expériences et comparé les résultats obtenus par l'ajout 
de toutes les coupes détectées et les résultats obtenus par la méthode de « Branch-and-
Cut » utilisée par CPLEX. Nous avons constaté que le nombre de noeuds de l'arbre 
de branchement de notre algorithme est inférieur au nombre de noeuds de l'arbre de 
branchement de CP LEX ; par contre, son temps de résolut ion est supérieur à celui de 
CPLEX. Ceci e t dû au fait que les coupes générées sont très nombreuses . Pour cette 
raison nous avons décidé de limiter le nombre de coupes ajoutées; le chapitre suivant 
contient plus de détails sur ce point. 
CHAPITRE IV 
TESTS ET RÉSULTATS 
4.1 Introduction 
Ce dernier chapitre est consacré à l'implémentation, la descript ion des données 
et des scénarios testés par notre algorithme, et la présentation des résultats des tests 
et comparaisons. Nous effectuons une première comparaison de sept scénarios; ensuite, 
nous choisissons les trois meilleurs et nous les comparons avec la méthode de « Branch-
and-Cut » de CPLEX. Afin de tester l'efficacité des coup es générées par notre algo-
rithme, nous avons effectué une autre comparaison avec un algorithme produisant plus 
de coupes . ous terminons par une comparaison d 'un de nos scénarios avec la méthode 
de séparation et évaluation progressive. 
4 .2 Implémentation 
Notre algorithme a été implémenté en utilisant le langage Cet une structure de tas 
(heap) de C++ sous l'environnement UNIX. Pour la résolution du programme linéaire 
en nombres entiers, nous avons fait appel au logiciel CPLEX (version 10.0) développé 
par ILOG. Pour l'ajout des coupes locales, c'est-à-dire à un noeud donné de l'arbre de 
branchement , lorsqu 'il en existe, nous utilisons la fonction « CPXcutcallbackaddlocal ». 
Cette dernière ajoute les coupes au progTamme linéaire du sous-problème associé au 
noeud courant. Les coupes ajoutées sont valables pour le sous-arbre engendré par le 
noeud courant. 
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La procédure cutCyclecallback détermine nos coupes et fait appel à la fonction 
« CPXcutcallbackaddlocal », qui effectue l'ajout des coupes au noeud courant . Pour que 
ILOG CPLEX appelle « cutCyclecallback » à chaque noeud de l'arbre de branchement, 
nous avons besoin de faire appel à la fonction « CPXsetcallbackfunc », avant l'appel de 
CPXmipopt. Mais avant tout, nous devons fixer certains paramètres et cela en utilisant 
la fonction « CPXsetintparam ». Le détail des fonctions et paramètres est donné en 
annexe. 
Dans le but d 'optimiser le temps d'exécution du programme et surtout l'espace 
mémoire utilisé, nous n 'avons pas créé le sous-multigraphe partiel H et le graphe adjoint 
correspondant L(H ), mais directement le graphe biparti B (H ). 
Notons que pour certains tests, nous avons modifié les paramètres d 'ajout des 
coupes de CP LEX (qui peuvent varier entre - 1 à 3) ; pour les comparaisons de la section 
4.5 et de la section 4.6, nous avons gardé les paramètres par défaut à 0, c'est-à-diTe que 
nous laissons CPLEX choisir quand faire la recherche des coupes. Dans les comparaisons 
de la section 4.7, nous avons changé les paramètres de sorte que lorsque nous faisons 
des tests en utilisant notre scénario , les paramètres sont tous fixés à - 1, c'est-à-dire 
que nous interdisons à CPLEX d 'ajouter ses propres coupes ; donc seulement les coupes 
générées par notre algorithme sont ajoutées aux sous-problèmes. Par contre, en testant 
la méthode « Branch-and-Cut » appliquée par CPLEX, nous fixons les paramètres à 1, 
c'est-à-dire que nous demandons à CPLEX de chercher un nombre modéré de coupes 
qui peuvent être efficaces. 
En plus du critère d 'arrêt du branchement de la méthode « Branch-and-Cut », 
CP LEX utilise deux autres paramètres, le « GAP absolu » et le « GAP relatif ». Le 
premier est la différence entre l'objectif de la meilleure solution ntière et le meilleur 
objectif des problèmes relaxés (en pratique, le meilleur objectif est celui du noeud ra-
. ) E 1 GAP l t .f , 1 , IGAP absolu L h 
cme · t e re a ~ est ega a E+ objecti f de la m eilleure solution entiè1·ei · orsque c aque 
paramètre est inférieur à un seuil de tolérance donné, CPLEX arrête le branchement. 
ous avons modifié les seuils de tolérance que CPLEX utilise par défaut afin de s'as-
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surer que la solution trouvée, si elle n 'est pas optimale, est la meilleure possible. ous 
avons fixé les deux seuils de tolérance à 10-6 ; c'est-à-dire que tant que les valeurs du 
« GAP absolu » et le du « GAP relatif » sont supérieures à 10-6 , CPLEX continue la 
résolution du problème. 
4 .3 D escription des données 
Afin de tester notre algorithme, nous avons utilisé un générateur aléatoire des 
instances du MDVSP qui a été crée par Carpaneto et al. (1989). Ce générateur a été 
utilisé par plusieurs chercheurs (Ribeiro et Soumis (1994), Fischetti et a1.(2001) , Hadjar , 
Marcotte et Soumis (2006) ainsi que d 'autres) pour tester leur algorithme. Les résultats 
présentés dans nos tableaux sont les moyennes de 10 instances générées de type A ou B 
(pour plus de détails voir (Carpaneto et al ., 1989)) , pour un nombre donné de tâches et 
de dépôts. Pru: exemple, pour un problème de 300 tâches avec 4 dépôts, le nombre de 
noeuds est égal à la moyenne des nombres de noeuds de 10 instances différentes de 300 
t âches avec 4 dépôts. 
4.4 Scénarios testés 
Nous avons testé plusieurs scénarios, mais nous pré enterons seulement les plus 
importants ou les plus significatifs . Dans un premier temps , nous avons ajouté toutes 
les inégalités valides trou v' es, mais le temps de résolution était très important ainsi que 
le nombre de coupes générées ; par exemple, pour une instance de 450 tâches de type 
A avec 6 dépôts, l'algorithme a généré 10187 coupes, parmi lesquelles 7390 coupes ont 
une violation inférieure à 0.1, 2117 coupes ont une violation qui varie entre 0.1 et 0.2 , 
573 coupes ont une violation entre 0.2 et 0.3., 107 coupes ont une violation comprise 
entre 0.3 et 0.4, et finalement 28 coupes ont une violation entre 0.4 et 0.5. Nous avons 
donc décidé de limiter le nombre d 'inégalités valides ajoutées. Rappelons que pour cette 
première comparaison, nous avons permis l'ajout des coupes générées par CPLEX en 
plus de celles générées par notre méthode. 
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Avant de présenter nos scénarios, rappelons que SeuilVio dénote la borne infé-
rieure du seuil de violation. Précisons aussi que la procédure de séparation des inégalités 
valides mentionnée est celle décrite par l'algorithme 3.5. 
• Scé nario 1 
1. SeuilVio = 0.03 
2. Si le nombre de coupes ajoutées est au moins égal à M ax{10 , n/10}, alors 
cesser de faire appel à la procédure de séparation des inégalités valides. 
3. Si un sommet de B(H) appartient à un trou impair détecté , alors ne pas 
le prendre comme source pour la recherche du plus court chemin. 
• Scénario 2 
1. SeuilVio = 0.02 
2. Si le nombre de coupes ajoutées est au moins égal à Max{10 ,nj10}, alors 
cesser de faire appel à la procédure de séparation des inégalités valides. 
3. Si un sommet de B(H ) appartient à un trou impair détecté, alors ne pas 
le prendre comme source pour la recherche du plus cour t chemin. 
• Scénario 3 
1. SeuilVio = 0.01 
2. Si le nombre de coupes ajoutées est égal à Max{10,nj10}, alors cesser de 
faire appel à la procédure de séparation des inégalités valides. 
3. Si un sommet de B(H ) appartient à un t rou impair détecté, alors ne pas 
le prendre comme source pour la recherche du plus court chemin. 
• Scénario 4 
1. SeuilVio = 0.01 
2. Si le nombre de coupes ajoutées est égal à M ax{10, n/10}, alors cesser de 
faire appel à la procédure de séparation des inégali tés valides . 
• Scéna rio 5 
1. SeuilVio = 0.01 
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2. Si le nombre de coupes ajoutées est égal à .Max{10,n/20} , alors cesser de 
faire appel à la procédure de séparation des inégalités valides. 
• Scénario 6 
1. S euilVio = 0.01 
2. Si le nombre de coupes ajoutées est au moins égal à Nfax {10 ,n/20} , alors 
cesser de faire appel à la procédure de séparation des inégalités valides. 
3. Si un sommet de B (H ) appartient à un trou impair détecté, alors ne pas 
le prendre comme source pour la recherche du plus court chemin . 
• Scénario 7 
1. S euilVio = 0.02 
2. Si le nombre de coupes ajoutées est égal à .M ax {5 , n / 20}, alors cesser de 
faire appel à la procédure de séparation des inégalités valides . 
3. Si un sommet de B(H) appart ient à un trou impair détecté, alors ne pas 
le prendre comme source pour la recherche du plus court chemin . 
4.5 Comparaison d es scéna rios 
Afin de choisir un seul scénario qui soit le meilleur de tous les scénarios présentés 
dans la section pécédente, nous avons effectué une première comparaison avec des pro-
blèmes de type A et B de taille variable et avec 4 dépôts . Les résultats sont présentés 
dans les tableaux 4.1 et 4.2 . Chaque tableau contient les informations suivantes . 
• 1 br Tâches : représente le nombre de tâches du problème 
• Numéro Scénario : les scénarios sont numérotés de 1 à 7 
• Nbr Noeuds : le nombre de noeuds de l 'arbre de branchement 
• Nbr Coupes : le nombre total de coupes ajoutées au problème 
• Temps B (H ) : le temps de construction du graphe bipart i B(H ) en secondes 
• Temps Gy ci mp : le temps de génération des cycles impairs en secondes 
• Temps de liftage : le temps total de liftage des cycles impairs en secondes 
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• Temps Total CPU : le temps CPU de résolution du problème (égal au Temps 
B (H) + Temps Cyci mp + Temps de lift age + temps de branchement + temps 
de ré olution des sous-problèmes au niveau de chaque noeud de l'arbre) 
En analysant les résultats des tableaux 4.1 et 4.2 pour la comparaison des scé-
narios , nous remarquons en premier qu 'il n 'existe pas de scénario meilleur que tous les 
autres . Pour les problèmes de type B, le scénario 7 donne le meilleur temps CPU de 
résolut ion pour les problèmes de 350, 400 et 450 tâches; par contre, pour les problèmes 
de 500 et 550 tâches c'est le scénario 2 qui fournit le meilleur temps de résolution, bien 
que les temps de construction de B (H ), de génération des cycles impairs et de liftage 
soient supérieurs à ceux du scénario 7 et même que le nombre de coupes ajoutées soit le 
double. ous ne faisons pas les mêmes constatations en comparant les problèmes de type 
A. Le meilleur temps de résolution des problèmes de 350 et 500 tâches est enregistré 
par le scénario 2 ; les scénarios 5 et 7 résolvent plus rapidement les problèmes de 400 et 
450 tâches, respectivement. Les résultats montrent aussi que les temps de construction 
du graphe biparti B(H ), de recherche des cycles impairs et de liftage sont très modestes 
par rapport au temps total de résolution . 
4 .6 Compar aison d e l 'algorit hme de « Branch-and- Cut » de CPLEX 
et de certains scén arios 
En nous basant sur les résultats de la section précédente, nous avons décidé d 'ef-
fectuer d 'autres comparaisons entre les scénarios 2, 5 et 7 et la méthode « Branch-and-
Cut » appliquée par le logiciel CPLEX. Notons que, en résolvant les problèmes à l'aide 
du « Branch-and-Cut » de CPLEX, nous n 'avons pas changé les paramètres d'ajout des 
coupes du logiciel. 
Pour comparer "les nombres de noeuds d s arbres de branchement et les temps 
totaux de résolution des problèmes, nous calculons pour chaque scénario la différence 
entre le nombre de noeuds (resp . temps de résolution) du scénario et celui de la méthode 
« Branch-and-Cut » de CPLEX par rapport à cette dernière (en pourcentage) . Nous 
avons effectué des tests avec des problèmes de type A et B de 100, 150, 200 , 250, 300 , 
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TABLEAU 4 .1 Comparaison des scénarios pour les problèmes de type A avec 4 dépôts 
Nbr Numéro Nbr Nbr Temps Temps Tem ps de Temps 
Tâches Scénario Noeuds Coupes B(H)(s) Cycimp(s) liftage(s) Total CPU(s) 
350 (1) 34.9 30.6 1.128 4.807 2.594 56.61 
(2) 37.8 30.6 1.114 4.705 2.531 53. 346 
(3) 37.8 30.6 1.168 5.02 2.658 57.779 
(4) 42.3 30.6 1.052 4.578 2.601 54.969 
(5) 41.3 15.3 0.692 3.137 1.512 57.729 
(6) 40.3 15.3 0.717 3.027 1.51 61.262 
(7) 40.3 15.3 0.656 2.762 1.429 58.097 
400 (1) 102.9 40 1.984 8.901 4.808 125.463 
(2) 101.3 40 1.941 8.852 4.689 128.588 
(3) 110.6 40 2.013 9.336 4.88 132.782 
(4) 117.3 40 1.955 9.183 4.934 131.448 
(5) 153.3 20 1.23 5. 07 2.681 121.5 
(6) 165.8 20 1.113 4.966 2.534 122.352 
(7) 167.8 20 1.138 5.082 2.49 123.578 
450 (1) 116.9 39.6 2.128 8.9 5.726 208.449 
(2) 139.3 39.6 1.872 8.109 5.454 197.899 
(3) 118.1 39.6 1.959 8.583 5.607 216.775 
(4) 108.1 39.6 1.877 8.613 5.87 200.998 
(5) 143 .1 19.8 1.409 6.379 3.493 180.845 
(6) 160 19.8 1.409 6.161 3.477 172.388 
(7) 145 .9 19.8 1.232 5.245 3.169 149.591 
500 (1) 440.5 49 .6 3.43 14.87 9.822 328.213 
(2) 405.6 49.6 2.842 12.281 9.285 284.176 
(3) 421.4 49.6 2.822 12.545 9.828 368.997 
(4) 407.8 49.8 2.501 11.454 9.573 310.422 
(5) 660 24 2.159 10.02 5.358 300.283 
(6) 655 .9 24 2.483 11.084 5.55 351.163 
(7) 661.1 24 2.2 5 9.808 4.924 326.003 
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TABLEAU 4.2 Comparaison des scénarios pour les problèmes de type B avec 4 dépôts 
Nbr Numéro Nbr Nbr Temps Temps Temps de Temps 
Tâches Scénario Noeuds Coupes B(H)(s) Cycimp(s) li ftage(s) TotalCPU(s) 
350 (1) 113 34 1.24 5.469 2.912 118.535 
(2) 90.3 34 1.311. 5.77 2.966 106.18 
(3) 89.4 34 1.214 5.438 3.071 95 .049 
(4) 135.3 34 1.125 5.175 3.055 107.409 
(5) 98.2 17 0.904 4.407 1.75 79.681 
(6) 80.6 17 1.03 4.531 1.832 82.338 
(7) 84.6 17 0.989 4.194 1.685 69 .076 
400 (1) 391 40 1.99 8.607 4.644 237.753 
(2) 385.7 40 1.716 7.98 4.351 230.379 
(3) 412 .8 40 1.749 8.222 4.612 229.146 
(4) 294.1 40 1.582 7.435 4.525 235.166 
(5) 329.9 20 1.325 6.567 2.727 226.46 
(6) 374.3 20 1.403 6.431 2.69 260.82 
(7) 335 .2 20 1.26 5.631 2.446 207.291 
450 (1) 250.4 44 2.535 11.54 6.154 328.86 
(2) 192.1 <14 2.24 10.224 5.97 314.534 
(3) 235 .9 44 2.722 12.287 6.251 356.941 
(4) 202.7 44 2.5 11.733 6.358 325.751 
(5) 229 22 2.008 9.767 3.869 306.959 
(6) 234.6 22 2.018 9.276 3.878 304.186 
(7) 205.3 22 1.708 7.771 3.404 235.004 
500 (1) 63 50 4.951 20.358 8.977 496.353 
(2) 816.5 50 4.024 18.154 8.646 488.289 
(3) 914.3 50 3.708 17.334 9.009 594.347 
(4) 636. 1 50 3.802 17.599 9.356 663.665 
(5) 898.7 24 2.742 13.079 5.341 569.92 
(6) 663.6 24 2.628 11.458 5.153 505.645 
(7) 667.7 24 2.507 11.142 4.856 490.408 
550 (1) 1173.9 54 5. 2 26.71 12.077 1263.22 
(2) 1338.6 54 4.723 21.109 11 .371 935 .408 
(3) 1427.6 54 4.5 3 21.721 12.105 1067.053 
(4) 1931.7 54 4.29 19.503 11 .718 1151.385 
(5) 1830.1 27 3.792 17.647 7.135 1249.793 
(6) 1798.1 27 4.108 18.278 7.383 1213.691 
(7) 1755.5 27 3.914 17.507 6.929 1224.502 
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350, 400, 450, 500, 550 avec 4 dépôts. Nous avons aussi testé des problèmes de type A 
et B de 100, 150, 200 , 250 , 300, 350, 400, 450, 500, 550, 600 et 700 tâches avec 6 dépôts. 
Les résultats des tests sont présentés dans les tableaux 4.3, 4.4, 4.5 et 4.6. 
Nous remarquons qu 'il existe seulement 3 cas (les problèmes de type A de 100 et 
450 tâches avec respectivement 4 et 6 dépôts et le problème de type B de 300 tachês avec 
4 dépôts) où la méthode de « Branch-and-Cut » de CPLEX résout plus rapidement les 
problèmes et avec moins de noeuds dans l'arbre de branchement que nos 3 scénarios, ce 
qui représente moins de 7% des cas étudiés. Dans 42% des cas, le temps de résolution de 
la méthode de « Branch-and-Cut » de CPLEX est inférieur à celui de nos scénarios, mais 
pas forcément avec moins de noeuds. Par contre, dans 13% des cas présentés, son arbre 
de branchement contient moins de noeuds (mais dans certains problèmes le temps de 
résolution est supériem à celui d'au moins un des 3 scénarios). Le scénario 7 fournit un 
temps de résolution infér ieur à celui de la méthode « Branch-and-Cut » de CP LEX dans 
44% des problèmes présentés. Dans 58% des cas, le scénario 7 explore moins de noeuds 
que la méthode « Branch-and-Cut » de CP LEX, et 13 cas sur 43 (ce qui représente 
30% des cas) sont résolus en moins de temps et avec moins de noeuds dans l'arbre de 
branchement. 
Pour chacun des scénarios 2 et 5, 23% des cas possèdent moins de noeuds dans 
leurs arbres de branchement et leurs temps de résolution sont infériems à ceux de 
la méthode « Branch-and-Cut » de CPLEX. Cette dernière est moins rapide que les 
scénarios 2 et 5 dans, respectivement, 33% et 28% des cas. Par contre, elle possède un 
arbre de branchement plus grand que les scénarios 2 et 5 dans, respectivement, 65% et 
72% des cas présentés dans les tableaux 4.3, 4.4, 4.5 et 4.6. 
4 . 7 Comparaison avec un a lgor it hme p roduisant plus de coupes 
ous avons remarqué en effectuant les tests précédents que lorsque les paramètres 
d'ajout des coupes sont à 0, CPLEX n 'ajoute pas beaucoup de coupes, et dans certains 
cas, aucune coupe n'est ajoutée; nous avons donc décidé d'augmenter légèrement les 
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TABLEAU 4.3 Comparaison des cénarios 2, 5 et 7 et du « Branch-and-Cut » de 
CPLEX pour des problèmes de type A avec 4 dépôts 
Nbr Numéro Nbr Temps Diff Nbr Diff Temps 
Tâches Scénario Noeuds TotaJCPU(s) Noeuds(%) TotalCPU(%) 
100 (CPLEX) 0 0.507 
(2) 0.165 0.57 14.00 
(5) 0.161 0.572 12.82 
(7) 0 0.552 0 8.87 
150 (CPLEX) 2 2.089 
(2) 0.749 2.813 -62 .55 34 .65 
(5) 0.738 2.662 -63.10 27.42 
(7) 1.9 2.476 -5.00 18.52 
200 (CPLEX) 8.8 6.298 
(2) 2.121 8.298 -83.48 31.75 
(5) 2.141 7.28 -75.67 15.59 
(7) 7.7 6.61 -12 .50 4.95 
250 (CP LEX) 18.3 15.984 
(2) 4.824 19.839 -73.63 24.11 
(5) 4.809 16.27 -73.63 1.78 
(7) 13.1 15 .097 -28.41 -5.54 
300 (CP LEX) 29.9 29 .388 
(2) 8.718 32.185 -21.18 9.51 
(5) 8.317 28 .044 -72.18 -4.57 
(7) 31.1 25 .207 4.01 -1 4 .22 
350 (CP LEX) 24.4 51.493 
(2) 14.548 53.346 -40.37 3.59 
(5) 15.179 57.729 -37.79 12.11 
(7) 40 .3 58.097 65.16 12.82 
400 (CP LEX) 106.2 101.256 
(2) 23 .714 128.588 -77.67 26.99 
(5) 24 .2 6 131.44 -77.13 29.81 
(7) 167.8 123.578 58.00 22.04 
450 (CP LEX) 142 210.646 
(2) 32.941 197.899 -76.80 -6 .05 
(5) 36. 68 180.845 -74.03 -14.14 
(7) 145.9 149.591 2.74 -28.98 
500 (CP LEX) 788.7 399.07 
(2) 47.41 284.176 -93.98 -28. 79 
(5) 51.849 300.283 -93.42 -24.75 
(7) 661.1 326.003 -16.17 -18.30 
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TABLEAU 4.4 Comparaison des scénarios 2, 5 et 7 et du « Branch-and-Cut » de 
CPLEX pour des problèmes de type B avec 4 dépôts 
Nbr Numéro Nbr Temps Diff Nbr Diff Temps 
Tâches Scénario Noeuds Tota!CPU(s) Noeuds(%) TotalCPU(%) 
100 (CPLEX) 0.5 0.839 
(2) 0.5 0.962 0.00 14.66 
(5) 0.3 0.927 -40.00 10.49 
(7) 0 0.78 -100 -7.03 
150 (CP LEX) 7.6 2.756 
(2) 4.2 3.788 -44.74 37.45 
(5) 5.3 3.577 -30.26 29 .79 
(7) 8.7 3.313 14.47 20.21 
200 (CPLEX) 27.8 8.669 
(2) 32.6 11.243 17.27 29.69 
(5) 26.3 11.683 -5.40 34.77 
(7) 42 .2 10.811 51.8 24.71 
250 (CP LEX) 34.2 18.881 
(2) 35.1 28.219 2.63 49 .46 
(5) 24.3 23.722 -28.95 25 .64 
(7) 32.2 21.673 -5.85 14.79 
300 (CPLEX) 47 .8 34.739 
(2) 51.4 50.398 7.53 45.08 
(5) 50.5 54.567 5.65 57.08 
(7) 62.8 53.777 31.38 54.8 
350 (CPLEX) 92.2 81.701 
(2) 90.3 106.18 -2.06 29.96 
(5) 98.2 79.681 6.51 -2.47 
(7) 84.6 69.076 -8.24 -1 5.45 
400 (CP LEX) 375.1 256.024 
(2) 385.7 230 .379 2.83 -10.02 
(5) 329.9 226 .46 -12.05 -11.55 
(7) 335.2 207.291 -10.64 -19.03 
450 (CPLEX) 246.2 303.776 
(2) 192.1 314.534 -21.97 3.54 
(5) 229 306.959 -6.99 1.05 
(7) 205.3 235.004 -16.61 - 22.64 
500 (CPLEX) 596.6 536.857 
(2) 816.5 488.289 36.86 -9 .05 
(5) 898.7 569.92 50.64 6.16 
(7) 667.7 490.408 11.92 -8 .65 
550 (CP LEX) 1687.6 1113.857 
(2) 1338.6 935.408 -20.6 -16.02 
(5) 1830.1 1249.793 .44 12.20 
(7) 1755.5 1224.502 4.02 9.93 
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TABLEAU 4.5 Comparaison des scénarios 2, 5 et 7 et du « Branch-and-Cut » de 
CPLEX pour des problèmes de type A avec 6 dépôts 
Nbr Numéro Nbr Temps Diff Nbr Diff Temps 
Tâches Scénario Noeuds TotalCPU(s) Noeuds(%) TotalCP U(%) 
100 (CP LEX) 1.7 1.662 
(2) 1.1 1.721 -35 .29 3.55 
(5) 1.5 1.768 -11.76 6.3 
(7) 0.8 1.651 -52.94 -0. 66 
150 (CPLEX) 2.3 4.213 
(2) 2 4.935 -13.04 17.14 
(5) 2 4.949 -13.04 17.47 
(7) 2 4.437 -13.04 5.32 
200 (CP LEX) 14.6 14.978 
(2) 10.9 17.32 -25.34 15.64 
(5) 11.6 16.517 -20.55 10.28 
(7) 11.7 15.231 -19.86 1.69 
250 (CP LEX) 75.2 43.262 
(2) 69.6 48.169 -7.45 11.34 
(5) 55.5 57.722 -26 .20 33.42 
(7) 55.6 53.969 -26 .069 24.75 
300 (CP LEX) 47 .4 69.165 
(2) 37.5 68.816 -20 .89 -0 .50 
(5) 54.4 99 .046 14.77 43.20 
(7) 64.7 97.842 36.50 41.46 
350 (CP LEX) 162.1 206.01 
(2) 143.3 265.695 -11.60 28 .97 
(5) 156.1 224.767 -3.70 9.10 
(7) 152.4 222 .827 -5.98 8.16 
400 (CP LEX) 329.4 444.045 
(2) 408.1 480.199 23.89 8.14 
(5) 396.8 448.683 20.46 1.04 
(7) 366.3 389.468 11.20 -1 2.29 
450 (CP LEX) 521.7 576.292 
(2) 635.1 755.88 21.74 31.16 
(5) 586.4 797.201 12.40 38.33 
(7) 619.8 710.064 18.80 23 .21 
500 (CPLEX) 1729.3 1478.704 
(2) 1183.8 1025.21 -31.54 -30.67 
(5) 989.9 11 51.869 -42.76 -22.10 
(7) 1026 943. 028 -40.67 -36.23 
550 (CPLEX) 2867.7 2938.412 
(2) 1888.6 2277.713 -34.14 -22.48 
(5) 2355 .8 2844.806 -17.85 -3.19 
(7) 2241.6 3000.765 -21.83 2.12 
600 (CPLEX) 4789.9 5284.238 
(2) 6381.5 6288.877 33.23 19.01 
(5) 5295.1 4 11 .503 10.55 -8 .95 
(7) 7357 5736.38 53.59 8.56 
700 (CPLEX) >61155.4 > 61663.217 
(2) 55494 51944.523 < -16.12 < -15.76 
(5) 49 157.5 49935.892 < -25 .69 < -19.02 
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TABLEAU 4 .6 Comparaison des scénarios 2, 5 et 7 et du « Branch-and-Cut » de 
CPLEX pour des problèmes de type B avec 6 dépôts 
Nbr Numéro Nbr Temps Diff Nbr Diff Temps 
Tâches Scénario Noeuds Tota!CPU(s) Noeuds(%) Tota!CPU(%) 
100 (CP LEX) 2.3 1.843 
(2) 2 2.677 -13 .04 45 .25 
(5) 2 2.697 -13.04 46.34 
(7) 4 2.161 73.91 17.25 
150 (CP LEX) 7.7 5.528 
(2) 5.9 6.667 8 -23.38 20.60 
(5) 7.4 6.864 -3.90 24.17 
(7) 5.6 5.94 -27.27 7.45 
200 (CPLEX) 12 13.833 
(2) 11.1 18.671 -7.50 34.97 
(5) 12.4 16.269 3.33 17.61 
(7) 10.8 14.956 -10.00 8.12 
250 (CPLEX) 61.3 45.305 
(2) 44 .7 61.163 -27.08 34.92 
(5) 47 .9 50.723 -21.86 11.96 
(7) 48.7 49 .658 -20.55 9.61 
300 (CPLEX) 190.9 130.457 
(2) 169.1 105.343 -11.42 -19.25 
(5) 204.2 140.025 6.97 7.33 
(7) 202 102.125 5.81 -21.72 
350 (CPLEX) 102.1 171.573 
(2) 116.7 190.21 14.30 10.86 
(5) 104.7 171.93 2.55 0.21 
(7) 116.2 163.261 13.81 -4.84 
400 (CPLEX) 986.5 640.595 
(2) 1183.3 770.233 19.95 20.24 
(5) 719 675.661 -27 .12 5.47 
(7) 827.7 618.524 -16.10 -3.45 
450 (CP LEX) 1166.6 1081.403 
(2) 1197.7 1036.485 2.67 -4.15 
(5) 1512.2 1273.825 29 .62 17.79 
(7) 1530.5 1107.27 31.19 2.39 
500 (CP LEX) 1922.4 2028.129 
(2) 1845.2 1900.028 -4.02 -6.32 
(5) 1834.3 1842.659 -4.58 -9.14 
(7) 1810.3 2138.84 -5.83 5.46 
550 (CP LEX) 3342.4 2895.346 
(2) 3478.8 3400.365 4.08 17.44 
(5) 2599.9 3023.346 -22.21 4.42 
(7) 2455.1 2471.864 -26.55 -14.63 
600 (CPLEX) 7888.9 7246.676 
(2) 8260.2 7206.916 4.71 -0.55 
(5) 7222.2 6638.095 -8.45 -8.40 
(7) 4874.5 5362.033 -38.21 - 26.01 
700 (CPLEX) 56289.5 63384. 179 
(2) 35288.1 36675.309 -37.31 -42.14 
, _, 




paramètres à 1, c'est-à-dire, que nous demandons à CPLEX de chercher modérément 
des coupes qui peuvent être efficaces. Et nous avons comparé les résultats obtenus avec 
le scénario (2') suivant. 
• SeuilVio = 0.02 
• Si le nombre de coupes ajoutées est égal à M ax{l O, n/10} , alors cesser defaire 
appel à la procédure de séparation des inégalités valides. 
• Si un sommet de B (H ) appartient à un trou impair détecté, alors ne pas le 
prendre comme source pour la recherche du plus court chemin . 
• Les paramètres d 'ajout des coupes sont fixés à -1 , c'est-à-dire que seulement 
les coupes qui sont générées par notre méthode sont ajoutées. 
ous avons désiré comparer les résultats de CPLEX avec un scénario qui ajoute 
beaucoup de coupes, tout en sachant qu 'il met plus de temps que les autres scénarios 
déja testés; l'analyse des résultats présentés dans les tableaux 4.7 et 4.8 nous permet 
de constater que : 
1. le nombre de coupes ajoutées par notre scénario est toujours supérieur à celui de 
la méthode de « Branch-and- Cut » appliquée par CPLEX ; 
2. les temps CPU totaux de résolution et les temps CPU au noeud racine de notre 
scénario sont touj ours inférieurs à ceux enregistrés par la méthode de « Branch-
and-Cut » appliquée par CPLEX ; 
3. à partir des problèmes de 200 tâches , le nombre de noeuds de l'arbre de branche-
ment obtenu en appliquant notre scénario est inférieur au nombre de noeuds de 
l'arbre de CPLEX ; 
4. par contre pour le « GAP » enregistré au noeud racine, dans certains cas le « GAP » 
donné par la méthode de « Branch-and-Cut » appliquée par CPLEX est inférieur 
au « GAP » donné par notre scénario, et dans d 'autres cas c'est l'inverse qui se 
produit . 
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Il en résulte que, bien que notre méthode ajoute plus de coupes que CPLEX, dans 
tous les cas son temps CPU de résolution au noeud racine et son temps CPU total de 
résolution sont plus petits que ceux de CPLEX. Dans la pluspart des cas, le nombre 
de noeuds de l'arbre de branchement est aussi plus petit que celui de CPLEX, et dans 
47.5% des cas, le GAP enregistré au noeud racine est meilleur que celui de CPLEX. 
Ceci traduit l'efficacité des coupes générées par notre algorithme. 
4 .8 Comparaison du scénario (2') avec la méthode de séparation et 
évaluation progressive 
Totre dernière comparaison est effectuée entre le scénario (2') (présenté dans la 
section précédente) et la méthode de séparation et évaluation progressive (sans coupes) 
appliquée par CPLEX. Les résulats montrent qu 'en moyenne le nombre de noeuds de 
l'arbre de branchement des problèmes traités par le scénario (2') est inférieur à celui de 
la méthode de séparation et évaluation progressive, nous avons une diminution de 7.93 
% pour les instances avec 4 dépôts, et une diminution de 12.33 % pour les instances 
avec 6 dépôts, par rapport au nombre de noeuds enregistré par CPLEX. Le temps CPU 
total de résolution du scénario (2') est, en moyenne, supérieur à celui de la méthode de 
séparation et évaluation progressive de 18.06% pour les instances avec 4 dépôts et de 
seulement 10.33% pour les instances avec 6 dépôts . Nous remarquons aussi que pour les 
instances de moins de 350 tâches, la moyenne des différences entre les temps CPU totaux 
de résolution est de moins de 8 secondes. Mais ce qui est remarquable, c'est que pour les 
problèmes ayant entre 450 et 550 tâches , sauf pour les instances de 450 de type A avec 4 
et 6 dépôts et 550 de type B avec 6 dépôts, le temps total CPU de résolution enregistré 
par le scénario (2') est meilleur que celui de la méthode de séparation et évaluation 
progressive. Il est important de noter que le scénario (2') n 'est pas le meilleur de nos 
scénru·ios testés précédemment. 
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TABLEAU 4. 7 Comparaison entre le scénario (2') et CPLEX pour des problèmes avec 
4 dépôts 
Nbr Numéro NbrCoupes « GAP » Temps Nbr Nbr Temps 
Tâches Scénario Racine Racine Racine Noeuds Coupes Total CPU(s) 
lOO A (2') 3.4 0.000636 0.447 0 3.4 0.442 
(CP LEX) 1 0.000636 0.602 0 1 0.602 
lOOB (2') 4 0.002597 0 .541 0.2 4 0.543 
(CP LEX) 0.8 0.003732 0.601 0.6 0.8 0.614 
150A (2') 6.9 0.003303 2.195 2.7 6 .9 2 .338 
(CP LEX) 2.2 0.00571 2.735 1.4 2.2 2.807 
150B (2') 11 .2 0.252571 2.531 4.1 11.2 2.951 
(CPLEX) 5.7 0 .007212 4.243 8.2 6 4.73 
200A (2') 14 0.006623 6.298 7.4 14 7.083 
(CPLEX) 4.8 0.005847 9.37 9.9 4.8 10.607 
200B (2') 18 0.016366 8.083 32.6 18 11.2 
(CP LEX) 7.4 0 .015872 16.19 38.7 7.8 20.148 
250A (2') 21.1 0.010131 15.051 20.4 21.1 17.419 
(CP LEX) 5 0.006753 22.259 12.9 5 24.221 
250B (2') 24 0.017916 18.468 35.1 24 24.238 
(CP LEX) 10.6 0.010999 30.997 42.9 10.7 38.096 
300A (2') 22 0.008827 22.377 38.2 22 28.697 
(CPLEX) 8.9 0 .004957 37.522 40.2 9.3 45.863 
300B (2') 30 0.049103 37.982 51.4 30 50.825 
(CP LEX) 5.7 0.026348 55.598 89.4 6.3 73.858 
350A (2') 30.4 0.007169 44.263 37.8 30.6 55.876 
(CPLEX) 5.1 0.014904 76.217 44 6.6 87.356 
350B (2') 34 0.050072 71.139 90.3 34 102.208 
(CP LEX) 7.9 0.017233 99.536 171.4 8.8 139.295 
400A (2') 39.9 0.023693 87.007 101.3 40 130.517 
(CP LEX) 6.8 0.1239 140.525 197.7 8.9 200.978 
400B (2') 40 0.147829 144.397 386.1 40 230.716 
(CPLEX) 8.1 0 .137332 189.235 418.1 9 292.22 
450A (2') 39.6 0.029885 139.446 139.3 39.6 200.118 
(CPLEX) 6.3 0.013163 170.998 325.3 7.2 255.071 
450B (2') 44 0.703807 181.819 194.4 44 315.394 
(CP LEX) 10.9 0.42222 280.797 561.8 11.2 544.957 
500A (2') 49.6 0.109904 175.726 410.7 49.6 295.862 
(CPLEX) 6.6 0.108862 293.116 1069.8 7.4 630.296 
50 0B (2') 48.9 0.026017 239.427 818 50 527.03 
(CP LEX) 7.8 0.151627 392.474 1130.5 8.8 945.586 
550A (2') 54 0.332495 282.502 266.9 54 417.871 
(CP LEX) 8.3 0 .254144 421.67 708.7 9.4 727.597 
550B (2') 54 0 .073514 402.767 1338.6 54 973.302 
(CPLEX) 8.6 0.080886 576.918 3501.7 9.8 1675.908 
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TABLEAU 4.8 Comparaison entre le scénario (2') et CPLEX pour des problèmes avec 
6 dépôts 
Nbr Numéro NbrCoupes GAP Temps Nbr Nbr Temps 
Tâches Scenario Racine Racine Racine Noeuds Coupes TotalCPU(s) 
100A (2') 6 0.004828 1.207 0.9 6 1.232 
(CPLEX) 1 0.010237 1.548 1.5 1 1.569 
100B (2') 7.5 0.009637 1.565 2.7 7.5 1.712 
(CPLEX) 2.5 0.013766 2.004 1.4 2.5 2.036 
150A (2') 8.8 0 .003375 4.075 2 8.8 4.319 
(CPLEX) 5 0.006705 6.493 1.5 5 6.676 
150B (2') 9.8 0.013513 5 .821 5.9 9.8 6.26 
(CPLEX) 4.7 0.006253 9.121 4.2 4.7 9.628 
200A (2') 18.9 0.014447 14.576 10.9 18.9 16.99 
(CPLEX) 9.7 0.02354 26.607 25 9.9 32.147 
200B (2') 18 0.01932 14.837 10.2 18 17.571 
(CPLEX) 5.9 0.009772 23.481 20.3 6.1 26.83 
250A (2') 24 0.01121 32 .016 69.6 24 44.684 
(CPLEX) 8.6 0.018114 55.703 128.1 9.5 76.351 
250B (2') 24 0.030353 40.283 44.7 24 54.938 
(CPLEX) 8.2 0.185423 67.672 71.8 9 86.343 
300A (2') 30 0.006051 52.964 37.5 30 66.029 
(CPLEX) 7.8 0.017773 102.652 72.3 8 127.527 
300B (2') 26.6 0.034197 67.498 169 26.6 117.221 
(CPLEX) 9.7 0.043203 122.002 331.7 10.1 191.051 
350A (2') 34 0.718799 154.633 144.1 34 253.428 
(CPLEX) 8.3 0.422696 286.068 307.3 10.2 427.213 
350B (2') 34 0.036259 127.024 116.7 34 191.151 
(CPLEX) 9. 1 0.178866 204.658 163.7 10.4 282.329 
400A (2') 40 0.697029 298.864 408.1 40 502.43 
(CPLEX) 7 0.032169 295 .441 716.8 8.3 560.195 
400B (2') 40 0.550774 322.252 1183.3 40 836.476 
(CP LEX) 10.2 0.313888 428.891 2105 .8 11.6 1217.129 
450A (2') 33.7 0.361191 386.316 635.1 35.2 762.264 
(CP LEX) 6.6 0.028294 428.246 1173.9 7.2 1013.727 
450B (2') 44 10.071091 397.16 1197.7 44 1015.649 
(CPLEX) 6.7 10.63364 549.534 2732.9 6.8 2093.584 
500A (2') 47.4 0 .019144 445 .242 1183.8 50 1022.303 
(CPLEX) 8.6 0.130757 660 .837 2176.8 9.3 1981.51 
50 0B (2') 50 1.13463 714.702 1845 50 1974.522 
(CP LEX) 8.5 0.281287 777.844 2694.9 9 2308.57 
550A (2') 54 0 .307153 844.798 1888 .7 54 2408.574 
(CPLEX) 6.7 1.107968 1286.66 9301.4 7.1 7729.052 
55 0B (2') 54 1.056797 971.68 3478 54 3286 .411 
(CPLEX) 8 1.284372 1431.34 10342.5 8.8 7443.932 
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TABLEAU 4.9 Comparaison entre le scénario (2') et un algorithme standard de sé-
pru·ation et évaluation progressive pour des problèmes avec 4 dépôts 
Nbr Numéro Nbr Temps Diff Nbr Diff Temps 
Tâches Scenario Noeuds Total CPU(s) Noeuds(%) Total CPU (%) 
100A (2') 0 0.442 -100 5.24 
(SEP) 0.1 0.42 
100B (2') 0.2 0.543 -60 3.23 
(SEP) 0.5 0.526 
150A (2') 2.7 2.338 17.39 26.65 
(SEP) 2.3 1.846 
150B (2') 4.1 2.951 -29.31 22.19 
(SEP) 5.8 2.415 
200A (2') 7.4 7.083 -18.68 28.27 
(SEP) 9.1 5.522 
200B (2') 32.6 11.2 10.51 15.45 
(SEP) 29.5 9.701 
250A (2') 20.4 17.419 11.48 5.11 
(SEP) 18.3 16.572 
250B (2') 35.1 24.238 3.54 26.5 
(SEP) 33.9 19.16 
300A (2') 38.2 28.697 34.04 24.76 
(SEP) 28.5 23.002 
300B (2') 51.4 50.825 17.89 64.55 
(SEP) 43.6 30.888 
350A (2') 37.8 55.876 29 .9 28.59 
(SEP) 29.1 43.454 
350B (2') 90.3 102.208 -17 .38 57.31 
(SEP) 109.3 64.973 
400A (2') 101.3 130.517 -11.22 10.05 
(SEP) 114.1 118.601 
400B (2') 386.1 230.716 23.32 29.66 
(SEP) 313.1 177.934 
450A (2') 139.3 200.118 -25.98 43.59 
(SEP) 188.2 139.367 
450B (2') 194.4 315.394 -34.08 -3.5 
(SEP) 294.9 326.834 
SODA (2') 410.7 295.862 -46.32 -17.35 
(SEP) 765.1 357.95 
SOOB (2') 818 527.03 45.4 -1.58 
(SEP) 562.6 535.496 
550A (2') 266 .9 417.871 -30.53 -2.51 
(SEP) 384.2 428.645 
55 0B (2') 1338.6 973.302 -15 .85 -4.92 
(SEP) 1590.8 1023.674 
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TABLEAU 4 .10 Comparaison entre le scénario (2' ) et un algorithme standard de 
séparation et évaluation progressive pour des problèmes avec 6 dépôts 
Nbr Numéro Nbr Temps Diff Nbr Diff Temps 
Tâches Scenario Noeuds Total CPU(s) Noeuds(%) Total CPU (%) 
100A (2') 0.9 1.232 -55 10.89 
(SEP) 2 1.111 
100B (2') 2.7 1.712 28.57 23.64. 
(SEP) 2.1 1.383 
150A (2') 2 4.319 -28.57 6.56 
(SEP) 2.8 4. .053 
150B (2') 5.9 6.26 7.27 29.29 
(SEP) 5.5 4.84.2 
200A (2' ) 10.9 16.99 -46 04 13 29 
(SEP) 20.2 14..997 
200B (2') 10.2 17.571 -29 .66 22 .51 
(SEP) 14..5 14.342 
250A (2') 69 .6 44.684 -2.52 7.51 
(SEP) 71.4 41.562 
250B (2') 44.7 54.938 -33.18 19.41 
(SEP) 66.9 46.008 
300A (2') 37.5 66.029 -18.3 -6.2 
(SEP) 45.9 70.393 
300B (2') 169 117.221 -11.19 2.05 
(SEP) 190.3 114.861 
350A (2') 144 .1 253.428 -3.35 20.21 
(SEP) 149 .1 210.826 
350B (2') 116.7 191.151 33.68 23.22 
(SEP) 87.3 155.128 
400A (2') 408.1 502.43 9.47 24.13 
(SEP) 372.8 404 .757 
400B (2') 1183.3 836.476 24.06 28.27 
(SEP) 953.8 652.145 
450A (2') 635.1 762.264 4.3 23.32 
(SEP) 608.9 618.14 
450B (2') 1197.7 1015.649 -36.23 -16.63 
(SEP) 1878.1 1218.298 
500A (2') 1183.8 1022.303 -17.6 -14.9 
(SEP) 1436.6 1201.238 
500B (2') 1845 1974.522 -27.08 -8 .17 
(SEP) 2530.2 2150.235 
550A (2') 1888.7 2408.574 -35 .18 -7.64 
(SEP) 2913.8 2607 .713 
55 0B (2') 3478 3286.411 -10.06 5.87 
(SEP) 3866.9 3104.186 
CONCLUSION 
Bien que nous soyons incapables de conclure que l'un des scénarios est meilleur ou 
pire que le « Branch-and-Cut » de CPLEX, nous pouvons dire que notre algorithme est 
prometteur. Nous avons tenté d 'introduire une méthode pour fixer les variables inspirée 
de celle de Hadj ar, Marcotte et Soumis (2006), mais malheureusement CPLEX ne permet 
pas la suppression des variables dans un arbre de branchement , ou plus précisement 
il ne sait pas comment continuer la résolution du problème après la suppression des 
variables. Il est sans doute possible de le faire mais en gérant le branchement tout 
au long de la résolution du problème; ceci prendra-t-il plus de temps ou moins? Seule 
l'expérience p ut nous donner une réponse. Il est aussi possible de résoudre la relaxation, 
de supprimer certaines variables, en appliquant une méthode pour fixer les variables, et 
ensuite de résoudre le problème avec notre algorithme, mais nous avons besoin d 'une 
solution heuristique ent ière init iale. ous avons l'intention d 'implémenter et de tester 
cette méthode. 
APPENDICE A 
LES FONCTIONS ET PARAMÈTRES POUR L'AJOUT DES 
COUPES 
CPLEX permet l'ajout des coupes globales (des coupes valables pour l'ensemble 
des noeuds de l'arbre de branchement) à l'aide de la fonction « CPXcutcallbackadd ». 
Il est aussi possible d 'ajouter des coupes locales, c'est-à-dire des coupes valables pour 
un noeud donné de l'arbre de branchement; s'il existe des coupes qui peuvent être 
ajoutées, nous utilisons la fonction « CPXcutcallbackaddlocal », qui ajoute les coupes 
au programme linéaire du sous-problème associé au noeud courant . Les coupes ajoutées 
sont valables pour le sous-arbre engendré par le noeud courant. 
ous devons écrire une procédure, nommée par exemple cutcallback; dans cette 
dernière, nous déterminons nos coupes; ensuite nous faisons appel à la fonction « CPX-
cutcallbackaddlocal » (ou à « CPXcutcallbackadd », si nous voulons ajouter des coupes 
globales), qui effectuera l'ajou des coupes au noeud courant. 
Pour que ILOG CPLEX appelle « cutcallback » à chaque noeud de l'arbre de 
branchement, nous avons besoin de faire appel à la fonction « CPXsetcallbackfunc », 
avant l'appel de CPXmipopt. Mais avant tout , nous devons fixer certains paramètres et 
cela en utilisant la fonction « CPXsetintparam ». 
• int CPXPUBLIC CPXsetintparam(CPXENVptr env, int whichparam, int new-
value) 
env : pointeur à l'environnement CPLEX, qui est retourné par CPXopenC-
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PLEX 
Afin d 'assurer que les variables du modèle originel seront exprimées linéaire-
ment en fonction des variables du modèle résolu, nous fixons « whichpa-
ram » à « CP:x_PARAMYRELINEAR » et « newvalue »à O. 
Si nous désirons que l'ajout des coupes se fasse sur le problème originel, nous 
devons faire un autre appel de la fonction , en fixant « whichparam » à 
« cpx_pARAM_MIPCBREDLP » et « newvalue » à « cpx_oFF ». 
• int CPXPUBLIC CPXsetcutcallbackfunc(CPXENVptr env , int (CPXPUBLIC 
*cutcallback) (CALLBACI·CCUT_ARGS), void *cbhandle) 
env : pointeur à l'environnement CPLEX, qui est retourné par CPXopenC-
PLEX 
cutcallback : un pointeur à la procédure dans laquelle nous avons défini nos 
coupes et la manière de les ajouter . 
cbhandle : un pointeur à la structure qui contient les données nécessaires pour 
l'ajout des coupes. Ce pointeur passera par « cutcallback ». 
La fonction « CPXsetcutcallbackfunc » permet l'appel de la fonction « cutcall-
back » au niveau de chaque noeud de l'arbre de branchement , que son pro-
gramme linéaire possède une solution optimale non-entière avec une valeur op-
timale de l 'objectif. 
• int CPXPUBLIC cutcallback(CPXENVptr env, void *cbdata, int wherefrom, 
void *cbhandle, int *useraction_p) 
env : pointeur à l'environnement CPLEX, qui est retourné par CPXopenC-
PLEX 
cbdata : un pointeur à passer de la procédure d 'optimisation à cutcallback et 
ident ifiant le problème à optimiser. 
wherefrom : une valeur entière indiquant à quel instant cette fonction doit être 
appelée dans la procédure d'optimisation. Sa valeur est 
« cpx_c ALLBACK_MIP _CUT ». 
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cbhandle : un pointeur pour utiliser les informations propres au problème à 
étudier. 
useraction_p : un pointeur entier indiquant l'action que ILOG CPLEX doit 
prendre pour l'exécution de cutcallback. 
• int CPXPUBLIC CPXcutcallbackaddlocal(CPXENVptr env, void *cbdata, int 
wherefrom , int nzcnt , double rhs, int sense, const int *cutind, const double 
*cutval) 
env : pointeur à l 'environnement CPLEX, qui est retourné par CPXopenC-
PLEX 
cbdata : l 'indicateur à passer à cutcallback 
wherefrom : une valeur entière, indiquant où cutcallback est appelée. Ce pa-
ramètre peut prendre la valeur du « wherefrom » passé à cutcallback. 
nzcnt : une valeur entière indiquant le nombre de coefficients dans la coup e. 
rhs : une valeur indiquant le second membre de la coupe. 
sense : une variable indiquant le sens de la coupe. 
cutind : un vecteur contenant les indices des coefficients de la coupe. 
cutval : un vecteur contenant les valeurs des coeffi cients de la coupe. 
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