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Preface
In this thesis we study an interacting particle system with an innite number
of particles, in which an external force is given by a self potential () and
interaction between particles is given by a pair potential 	(; ). Interactions
are said to be nite-ranged, short-ranged and long-raged if 	 is of compact
support, of exponetial decay and decays slowly than exponential ordrer such
as polnomial order, respectively. In the thesis we study the case interactions
are of long-ranged including 	(x; y) is the logarismic function log jx   yj.
Then the function 	 does not decay but diverges and the interaction between
particels is repulsive very strongly.
In the random matrix theory, eigen value distribution are related the
logarismic interaction. Let M be an N N Hermitian matrix given by
M =
0BBB@
M11 M12       M1N
M21 M22       M2N
...
...
. . . . . .
...
MN1 MN2       MNN
1CCCA :
Here each elements of the matrix are given by
Mjk =
Gjk + i eGjkp
2
(j < k); Mjj = Gj;
where Gjk, eGjk, Gj are i.i.d. standard Gaussian random variables. We call
M the GUE random matrix. Similarly if M is a real symmetric matrix then
we callM the Gaussian orthogonal ensemble (GOE) and ifM is a quaternion
symmetric matrix then we call M the Gaussian symplectic ensemble (GSE).
The distribution of the spectrum of the GO(U/S)E is given by
N (dxN) =
1
Z
NY
j<k
jxj   xkj exp
(
 
4
NX
j=1
jxjj2
)
dxN ;
2
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for  = 1; 2; 4. Here  = 1; 2; 4 correspond to the GO(U/S)E respectively.
We remark the equality
NY
j<k
jxj   xkj = exp
(
 
NX
j<k
f  log jxj   xkjg
)
:
then these systems are regarded as the systems induced by the log-potential.
For the GUE random matrix we consider the dynamical version. Let
M(t) be a N N Hermitian matrix such that
M(t) =
0BBB@
M11(t) M12(t)       M1N(t)
M21(t) M22(t)       M2N(t)
...
...
. . . . . .
...
MN1(t) MN2(t)       MNN(t)
1CCCA :
Here each elements of the matrix are given by
Mjk(t) =
Bjk(t) + i eBjk(t)p
2
(j < k); Mjj(t) = Bj(t);
where Bjk(t), eBjk(t), Bj(t) are i.i.d. standard linear Brownian motions start-
ing at the origin. Since the random matrixM(t) is the Hermitian matrix, the
spectrum of M(t) is included by the real line. Hence we get the real valued
process X(t) = (X1(t); X2(t); : : : ; XN(t)), t  0 of the spectrum. The each
element of the process X satises the following SDE:
dXj(t) = dBj(t) +
X
1kN
k 6=j
1
Xj(t) Xk(t)dt; 1  j  N; t  0:
The systems which satises this SDE is called the Dyson model with  = 2.
In general the system which satises the following SDE is called the Dyson
model with parameter .
dXj(t) = dBj(t) +

2
X
1kN
k 6=j
1
Xj(t) Xk(t)dt; 1  j  N; t  0: (0.0.1)
We remark that the process associated with the spectrum of the dynamical
GO(S)E is the Dyson model with  = 1; 4 respectively. Here we rewrite
(0.0.1) to
dXj(t) = dBj(t) +

2
X
1kN
k 6=j
(r log)(Xj(t) Xk(t))dt; 1  j  N; t  0;
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time
Figure 1: Dyson model with  = 2
then we regard process XN(t) = (Xj(t))1jN describes the dynamical sys-
tem with the log-potential.
Consider the limit N ! 1. Recently, it was proved that process XN
converges and satises the following innite dimensional stichastic dierential
equation (ISDE) [38, 48] :
dXj(t) = dBj(t) +

2
X
k:k2Z
k 6=j
1
Xj(t) Xk(t)dt; j 2 Z; t  0: (0.0.2)
In the above systems, each particle is undergoing a Brownian motion and
its trajectory is continuous. The main purpose of the thesis is to generalize
the results to systems in which each particle is undergoing jump type process,
such as a random walk, a Levy process and so on.
In Chapter 1 we prepare notation and teminologies and introduce basic
results related our research. In Chapter 2 we study a noncolliding system of
continuous-time random walks in one dimension. For examine the system by
using determintal structure of its correlation fuctions. From the property the
multitime moment generate function is represented by the Fredholm determi-
nant and determinatal martingale argument can be applied. Then the innite
system of noncolliding random walk is constructed and relaxation phenonena
is shown. In Chapter 3 we construct innte particle systems of jump type
with long range interaction using Dirichlet form thechnique. The class of
interactions treated in this chapter is including a potential of Ruelle's class
and a log potential, and the class of undergoing processes including random
walks and Levy processes in Rd, d  1.
Chapter 1
Preliminaries
5
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In this chapter we introduce the notations and theorems which will be
used in the present dissertation.
1.1 Conguration space
We consider the state space, which is denoted by S as Rd or a locally compact
subset of Rd. In general the state space is considered as a Polish space.
Here the Polish space means the space which is homeomorphic to a complete
separable metric space. The Radon measure on S is dened as the measure on
measurable space (S;B) which take nite values for all compact subset on S.
Here B(S) is Borel -algebra on S, which is the smallest -eld containing
all the open sets. Let M(S) be the space of Radon measures on S. We
endow M(S) with the vague topology. The vague topology is dened by the
following. Let C0(S) be C0(S) is the space of continuous functions on S with
the compact support.
Denition 1.1.1. For n 2 M(S) and  2 M(S), limn!1 n =  is dened
by the following.
lim
n!1
Z
S
fdn =
Z
S
fd for all f 2 C0(S):
The topology given by the above convergence is called the vague topology.
To describe the state of particles, we can consider two spaces. The rst
one is the space of the direct product of S. This space is used when we dis-
tinguish all particles. For example, when we label countable innite number
of particles the state space is SN. The second one is the space called "cong-
uration space". This space is used when we don't distinguish particles. The
conguration space is dened by the following.
Denition 1.1.2. Let s be a nonnegative integer valued Radon measure on
S. Then we call s a conguration. And let S be the set of all congurations
with the vague topology. We call S the conguration space.
Remark 1. From the above denition s is expressed by a summation of delta
masses, i.e.
s =
X
i2N
si ;
where fsigi2N is a sequence of points in S which has no cluster points in S and
a is the delta measure which concentrate on a point a. For A 2 B(S) let s(A)
be the number of particles in A. Then s(A) is a nonnegative-integer-valued
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or innite-valued random valuable. Since s is a Radon measure, s is nite
value for any compact set. Therefore we can give the following expression.
S =
(
s; s =
X
i2N
si ; s(K) <1 for any compact set K  S
)
:
For the vague topology on S the following lemma is known.
Lemma 1.1.3. For A 2 B(S) let A be the conguration space on A. We
endow A with the vague topology. Then the following arguments hold.
(1) If A is closed set, then A is also closed set.
(2) If A is compact set, then A is also compact set.
Assume S = Rd. Let Dr = fjxj  rg. In this situation the subset A  S
is relative compact if and only if there exist a sequence fargr2N of natural
numbers such that A  fs 2 S; s(Dr)  arg for all r 2 N [39].
1.2 Point Processes
Denition 1.2.1. Let B(S) be the Borel -algebra on S. The probability
measures on (S;B(S)) is called the point processes or the random point elds.
Here we introduce Poisson point process, which plays a role of "Lebesgue
measure" on S.
Denition 1.2.2. Let m be a Radon measure on (S;B(S)). The point pro-
cess  which satises the following conditions is called Poisson point process
with intensity measure m.
(1) For A 2 B(S) such that m(A) < 1, the probability distribution of
s(A) is the Poisson distribution with parameter m(A).
(2) If fA1; : : : ; Ang are disjoint, then fs(A1); : : : ; s(An)g are independent.
Next we introduce the correlation function and density function. Let
 be a point process on S. Let m be a Radon measure on S. We say a
nonnegative permutation invariant and locally integrable function n on Sn
is the n-correlation function of  with respect to m ifZ
A
k1
1 Akmm
n(xn)
nY
i=1
m(dxi) =
Z
S
mY
i=1
s(Ai)!
(s(Ai)  ki)!d (1.2.1)
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for any sequence of disjoint bounded measurable subsets A1; : : : ; Am  S and
a sequence of natural numbers k1; : : : ; km satisfying k1 +   + km = n. Here
if s(Ai)  ki < 0 then we set s(Ai)=(s(Ai)  ki)! = 0. Under the condition,
1X
n=0
(
1
n!
Z
An
n(xn)
nY
i=1
m(dxi)
)  1
n
=1
for all A such that m(A) <1, (1.2.2)
there is a unique point process  with correlation functions fngn2N [45]. For
A 2 B(S) we assume (s(A) < 1) = 1. Let A : S ! S be a projection
to A, i.e. A(s) = s( \ A), and A :=    1A . For xn = (x1; : : : ; xn) we
set un : A
n ! S so that un(xn) =
Pn
i=1 xi . A nonnegative permutation
invariant function nA on A
n is said to be the n-density function of  with
respect to m if
A(B) =
1X
n=0
1
n!
Z
u 1n (B)
nA(xn)
nY
i=1
m(dxi); for all B 2 B(A): (1.2.3)
From the denition of the correlation function, the following equation holds.
n(xn) =
1X
i=0
1
i!
Z
Ai
n+iA (xn+i)
iY
j=1
m(dxn+j) for xn 2 An. (1.2.4)
Conversely if there exist two constants c1 > 0, c2 > 1 such that
sup
n2N
sup
xn2An
n(xn)c
n
1n
 c2n <1; (1.2.5)
then
nA(xn) =
1X
i=0
( 1)i
i!
Z
Ai
n+i(xn+i)
iY
j=1
m(dxn+j) (1.2.6)
holds for n 2 N. The following lemma concerning the weak convergence is
useful when we consider determinantal point processes[33].
Lemma 1.2.3. We set S = R. Let fmn gm2N, fmgm2N be the correlation
functions of n,  respectively. If
sup
n2N
sup
m2N
sup
xn2Dmr
mn (xm)c
n
1n
 c2n <1 for all r 2 N, (1.2.7)
lim
n!1
mn (xm) = 
m(xm) for a.e. xm, for all n 2 N , (1.2.8)
hold, then fngn2N converge  weakly.
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Lemma 1.2.4. We set hf; si = R
S
fds =
P
i f(si), where s =
P
i si 2 S and
f 2 C0(S). Then the following equations hold.
E [hf; si] =
Z
S
f(x)1(x)m(dx); (1.2.9)
E
jhf; sij2 = Z
S
jf(x)j21(x)m(dx) +
Z
S2
f(x)f(y)2(x; y)m(dx)m(dy);
(1.2.10)
Var [hf; si] =
Z
S
jf(x)j21(x)m(dx) +
Z
S2
f(x)f(y)T (x; y)m(dx)m(dy);
(1.2.11)
where T (x; y) = 2(x; y)  1(x)1(y) and it is called the 2-cluster function.
1.3 Families of point processes
We consider the case in which particles move with interactions with media
and these with each other, which are described by a free potential  : S !
R [ f1g and an interaction potential 	 : S  S ! R [ f1g respectively.
Here we assume 	(x; y) = 	(y; x). In formal the Hamiltonian H is given by
the following.
H(s) =
X
i
(si) +
X
i<j
	(si; sj): (1.3.1)
Intuitively it will give the equilibrium measure  of the dynamics by
(ds) =
1
Z
e 
P
i (si) 
P
i<j 	(si;sj)
Y
i
dsi: (1.3.2)
However when we consider the state space with an innite volume, for ex-
ample S = Rd and
R
S
e ds =1, (1.3.2) involves an innite direct product
of Lebesgue measures which has no rigorous meaning. Hence we can not
consider the innite particles systems on SN, but we can construct them on
S by the following two methods. One of them is the method using canonical
Gibbs measures. The other one is the method using determinantal point
processes. In the following subsections we introduce these families of point
processes.
1.3.1 Canonical Gibbs measures
In the method using canonical Gibbs measures we consider the conditional
probability and justify the equation (1.3.2). In this subsection we set S = Rd.
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Let Dr = fjxj  rg, r(s) = s( \ Dr) and cr(s) = s( \ Dcr). We introduce
the reduced Hamiltonian with a nite number of particles.
Hr(s) =
X
si
(si) +
X
i<j;
si;sj2Dr
	(si; sj); (1.3.3)
Hr; = Hr(s) +
X
si2Dr
j2Dcr
	(si; j); where  =
X
i
i 2 S: (1.3.4)
Denition 1.3.1. The point process  is called the Gibbs measure if and
only if for r;m 2 N, -a.s. ,
(r 2 jr(Dr) = m;cr(s) = cr()) =
1
Z
e Hr;(s)1Smr (s)(ds) (1.3.5)
holds, where Smr = fs; s(Dr) = mg and  denote the Poisson point process
with intensity of Lebesgue measure.
The equation (1.3.5), which is express the relation between the conditional
probability measure and potential function is called Dobrushin-Lanford-Ruelle
equation (DLR equation). If the interaction potential 	 is superstable and
regular in the sense of Ruelle then we call 	 the potential of the Ruelle class.
The Gibbs measures generated by a Ruelle class potential have similar prop-
erties for the Poisson point process. On the other hand, for n  d   2 the
d-dimensional Coulomb potential does not satisfy the regular property in the
sense of Ruelle in Rn. In this situation if  is the translation invariant point
process then DLR equation does not have any meaning because the second
term of (1.3.4) is diverge for -a.s. . Hence for n  d   2 d-dimensional
Coulomb potential in Rn is not the canonical Gibbs measure.
It is known [40] that a Gibbs measure  with interaction potential 	
exists if 	 satises
(G.1) 	 is superstable in the sense of Ruelle [40].
(G.2) There exists a positive decreasing function 1 on R+ such that 	(x) 
 1(jxj) for all x and
R1
0
1(u)u
d 1dt <1.
(G.3) There exist a R1 > 0 and a positive decreasing function 2 on R+ such
that 	(x)  2(jxj) for jxj  R1 and
R1
R1
2(u)u
d 1dt <1.
Moreover in [30] an additional assumption is introduced to construct innite
particle systems of Brownian motions with singular interactions.
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(G.4) There exists a R 2 R such that 	 is nite and upper semicontinuous
on fjxj > Rg and 	(x) =1 on fjxj  Rg.
The constant R in (G.4) is a diameter of hard core particles when R > 0.
If R < 0, (G.4) means 	 is upper semicontinuous on Rd. Here we rewrite
Theorem 4 in [30] with modications to t the present situation and put the
following proposition.
Proposition 1.3.2 ([30]). Suppose 	 satises (G.1){(G.4). Then there ex-
ists a Gibbs measure  with pair potential 	 satisfying the assumptions for
construction of innite particle systems of Brownian motions with singular
interactions in [30].
We refer to [30] to give examples satisfying the conditions in Proposition
1.3.2.
Example 1.3.3 (Hard Core Potential). Let 	hard be a hard core potential;
R > 0 and
	hard(x) =1 for jxj < R; 	hard(x) = 0 for jxj  R:
We call hard a Gibbs measure with hard core interaction if hard is associated
with the potential 	hard.
O
	
hard
(jrj)
jrj
R
+1
R
R
Figure 1.1: hard core potential
Example 1.3.4 (Lennard-Jones 6-12 Potentials). Let d = 3 and
	6;12(x) = 2Cfjxj 12   jxj 6g C > 0 is a constant.
Then 	6;12 satises the conditions in Proposition 1.3.2 with R = 0.
Example 1.3.5 (Lennard-Jones Type Potentials). Let a > d. Set 	a(x) =
2jxj a. Then 	a satises the conditions in Proposition 1.3.2 with R = 0.
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O
	
6;12
(jrj)
jrj
r
Figure 1.2: Lennard-Jones 6-12 Potentials
O
	
a
(jrj)
jrj
Figure 1.3: Lennard-Jones Type Potentials
1.3.2 Determinantal point processes
Denition 1.3.6. Let m be the Radon measure on S, K : S2 ! C. If the
n-correlation function with respect to m is expressed by
n(xn) = det [K(xi; xj)]
n
i;j=1 ; (1.3.6)
then we call  the determinantal point process generated by (K;m). K is the
integral operator associated by K such that Kf(x) =
R
S
K(x; y)f(y)m(dy).
Here K is the locally trace class operator on L2(S;m). It means that the
restriction KB = PBKPB of B to each compact subset B  Rd is of trace
class, where PB stands for the projection operator from L
2(S;m) to the
subspace L2(B;m).
For the construction of the determinantal point processes the following
theorem is known. Assume
K(x; y) = K(y; x); (i.e. K is Hermitian symmetric, ) (1.3.7)
K is a locally trace class operator on L2(S;m), (1.3.8)
0  K  Id: (i.e. Spec(K)  [0; 1]. ) (1.3.9)
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In other words (1.3.9) is equivalent that 0  (Kf; f)L2(S;m)  (f; f)L2(S;m) for
any f 2 L2(S;m).
Theorem 1.3.7 ([43, 45]). Assume the conditions (1.3.7), (1.3.8) and (1.3.9).
Then there exists a unique determinantal point process generated by (K;m).
And K satisfying (1.3.7) and (1.3.8) generate a determinantal point process
if and only if K satises (1.3.9).
Eigenvalue distributions of Hermitian random-matrix ensembles provide
typical examples of determinantal point processes (DPPs) on R [28, 8]. The
essential characteristic of a DPP is repulsive interaction acting between any
pair of points [45, 43]. Recently, it is claried that such negatively corre-
lated point processes are useful not only to simulate energy-level statistics
of complex quantum many-particle systems, but also to describe statistics
of sets of items that are diverse; for example, queries of users and topics in
daily news. A variety of such real-world applications of DPPs in the machine
learning technologies is surveyed in [23]. In particular, the eigenvalue distri-
bution of non-Hermitian random matrices called the Ginibre ensemble [11]
has attracted much attention both in pure mathematics and in applications,
since it gives a DPP on a complex plane C. The Ginibre-Voronoi tessella-
tion on the plane has been studied [12] and its advantage than the classical
Poisson-Voronoi tessellation in the applications to cellular network modeling
is reported [29]. See [3] and papers cited therein for simulation algorithms of
DPPs.
For determinantal point processes some useful theorems are known. We
introduce two of these. The rst one is Corollary of Lemma 1.2.4.
Lemma 1.3.8. Let  be the determinantal point process with the kernel
K(x; y). Then the following equation holds.
Var [hf; si] =
Z
S
jf(x)j2K(x; x)m(dx) 
Z
S2
f(x)f(y)jK(x; y)j2m(dx)m(dy):
(1.3.10)
The next one is concerning the tail triviality of determinantal point pro-
cesses.
Theorem 1.3.9. For the determinantal point processes , dene the tail
sigma eld Tail(S) by
Tail(S) =
1\
r=1
[cr]:
Then it is trivial, i.e. (A) 2 f0; 1g for all A 2 Tail(S).
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We consider the corollary of this theorem.
Theorem 1.3.10. If  is shift invariant determinantal point process then 
is shift ergodic.
Example 1.3.11. Important kernel functions are expressed by orthogonal
polynomials on R. Let w : R ! [0;1) and fpmgm0 be the sequence of
the monic polynomials such that pm is the polynomials with degree m and
fpmgm0 are orthogonal with each other. We set
K(n)(x; y) = fw(x)w(y)g 12
n 1X
m=0
pm(x)pm(y)R
R pm(u)w(u)du
: (1.3.11)
Then K(n) satises the assumptions in Theorem 1.3.7, hence there exists
the determinantal point process generated by (K(n); dx). For K(n) given by
(1.3.11) the following formula is known. This formula is useful when we take
the limit n!1 (c.f. [8]).
Theorem 1.3.12 (Christoel-Darboux formula).
K(n)(x; y) =
fw(x)w(y)g 12R
R pn 1(u)
2w(u)du
 pn(x)pn 1(y)  pn 1(x)pn(y)
x  y : (1.3.12)
Especially we get the values of diagonals as
K(n)(x; x) =
w(x)R
R pn 1(u)
2w(u)du
 fp0n(x)pn 1(x)  p0n 1(x)pn(x)g; (1.3.13)
where p0n(x) = dpn(x)=dx.
Example 1.3.13. We set S = R. Let
Ksin;2(x; y) =
sin(x  y)
(x  y) for x; y 2 R; (1.3.14)
KAi;2(x; y) =
Ai(x)Ai0(y)  Ai0(x)Ai(y)
x  y
=
Z 1
0
Ai(x+ t)Ai(y + t)dt for x; y 2 R; (1.3.15)
KBes;2(x; y) =
J(
p
x)
p
yJ 0(
p
y) pxJ 0(
p
x)J(
p
y)
2(x  y) ; (1.3.16)
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for x; y 2 R,  >  1. Here Ai(x) is the Airy function and J(x) is the
Bessel function of order . We dene integral operators Ksin;2, KAi;2 and
KBes;2 associated by Ksin;2, KAi;2 and K

Bes;2 respectively. For these opera-
tors and kernels we can check (1.3.7){(1.3.9). Then from Theorem 1.3.7 we
can construct determinantal point processes sin;2, Ai;2 and 

Bes;2 generated
by (Ksin;2; dx), (KAi;2; dx), (K

Bes;2; dx) where dx is Lebesgue measure on R.
sin;2, Ai;2 and 

Bes;2 are called the sine, the Airy and the Bessel random
point eld respectively. These random point elds are related to random ma-
trices. The sine random point eld appears as a scaling limit in the bulk of
the spectrum in GUE (Gaussian Unitary Ensemble). See also [28]. The Airy
random point eld appears as a scaling limit at the edge of the spectrum in
GUE and at the soft right edge of the spectrum in the Laguerre ensemble.
The Bessel random point eld appears as a scaling limit at the hard left edge
in the Laguerre ensemble. See also [7, 49, 50].
Example 1.3.14. Let S = C ' R2. We set
Kgin(z1; z2) =
1

exp

 jz1j
2
2
  jz2j
2
2
+ z1  z2

; (1.3.17)
where z is the complex conjugate of z. We dene integral operators Kgin
associated by Kgin. For this operator and kernel we can check (1.3.7){(1.3.9).
Then from Theorem 1.3.7 we can construct a determinantal point process
gin generated by (Kgin; dx) where dx is Lebesgue measure on C. gin is
called the Ginibre random point eld. The Ginibre random point eld is
related to complex non-Hermitian Gaussian random matrices. In [11] Ginibre
considered the ensemble of complex non-Hermitian random n  n matrices
whose all 2n2 parameters fReAi;j; ImAi;j; 1  i; j  ng are independent
Gaussian random variables with mean zero and variance 1=2. Then the joint
probability distribution or the matrix elements is given by the formula
P (n)(dA) =
1
Zn
exp( Tr(AA))dA; (1.3.18)
where dA =
Q
1j;kn dReAj;kdImAj;k and Zn is normalizing constant. It is
equivalent to (1.3.18) that A = A+ i eA, where A and eA are two independent
GUE matrices. The eigenvalues of A which are denoted by 1; : : : ; n are
complex random variables. It was shown that their distribution is given by
the determinantal random point eld in C with n particles and the correlation
kernel
K
(n)
gin (z1; z2) =
1

exp

 jz1j
2
2
  jz2j
2
2
 n 1X
`=0
z`1z2
`
`!
: (1.3.19)
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We take a limit n!1 then K(n)gin ! Kgin.
There is the result proved by Yoo [52], which is the theorem about the
relation between the Gibbs measures and the determinantal point processes.
Theorem 1.3.15 ([52]). Let  be the determinantal point process generated
by (K; dx). Assume that 0  K < 1 i.e. the spectrum of K does not contain
1. Then  is the canonical Gibbs measure.
Remark 2. For the determinantal point process with innite volume related
to random matrices, it is known that the spectrum contains 1. Indeed the
many of them are not the canonical Gibbs measures. For example it is
known that the sine random point eld, the Airy random point eld and the
Ginibre random point eld in Example 1.3.13 and 1.3.14 are determinantal
point elds but are not the canonical Gibbs measures.
1.3.3 Quasi-Gibbs measures
Firstly, we introduce a Hamiltonian on a bounded Borel set A as follows. For
Borel measurable functions  : Rd ! R [ f1g and 	 : Rd Rd ! R [ f1g
with 	(x; y) = 	(y; x), let
H;	A (x) =
X
xi2A
(xi) +
X
xi;xj2A;i<j
	(xi; xj); where x =
X
i
xi : (1.3.20)
We assume  < 1 a.e. to avoid triviality. For two measure 1, 2 on
a measurable space(
;B) we write 1  2 if 1(A)  2(A) for all A 2
B. We say a sequence of nite Radon measures fNg on a Polish space 

convergence weakly to a nite Radon measure  if limN!1
R
fdN =
R
fd
for all f 2 Cb(
). Next, we refer [33] to introduce quasi-Gibbs measure.
Denition 1.3.16. A probability measure  is said to be a (;	)-quasi
Gibbs measure if there exists an increasing sequence fbrg of natural numbers
and measures fmr;kg such that, for each r;m 2 N, mr;k and mr := ( \ Smr )
satisfy
mr;k  mr;k+1 for all k; lim
k!1
mr;k = 
m
r weakly; (1.3.21)
and that, for all r;m; k 2 N and for mr;k-a.e. s 2 S,
c 12 e
 Hr(x)1Smr (x)(dx)  mr;k;s(dx)  c2e Hr(x)1Smr (x)(dx): (1.3.22)
Here Hr(x) = H;	Sr (x), c2 = c2(r;m; k; Scr(s)) is positive constant,  is the
Poisson random point eld whose intensity is the Lebesgue measure on S,
and mr;k;s is the conditional probability measure of 
m
r;k dened by
mr;k;s(dx) = 
m
r;k(Sr 2 dxjScr(s)): (1.3.23)
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We remark that (;	)-canonical Gibbs measures are (;	)-quasi Gibbs
measures. The converse is not true. For example Sine random point eld,
Ginibre random point eld and Airy random point eld are not canonical
Gibbs measures but quasi Gibbs measures. See [33, 34, 13, 37].
Example 1.3.17. Let 	log(x; y) =   log jx yj be the 2-dimensional Coulomb
potential. It is known that sine random point eld sin;2 is (0; 2	log)-quasi
Gibbs measure by Theorem 2.2 in [33]. Airy random point eld Ai;2 is
(Ai; 2	2)-quasi Gibbs measure where Ai is a function described by a inte-
gral explicitly (c.f. [37]). Let Bes(x) =   log x. Bes;2 is (Bes; 2	log) quasi-
Gibbs measure for  1 <  < 1 (Theorem 2.4 in [13]). Let gin(z) = jzj2.
It is proved that Ginibre random point eld gin is (gin; 2	log)-quasi Gibbs
measure in Theorem 2.3 in [33].
O
	
log
(jrj)
jrj
Figure 1.4: 2-dimensional Coulomb potential
1.3.4 Determinantal processes
DPPs originally considered on R have been also extended to the spatio-
temporal plane R  [0;1). Such dynamical extensions of DPPs are called
determinantal processes [18, 32, 20, 33, 34]. Typical examples of determinan-
tal processes are noncolliding diusions including Dyson's Brownian motion
model with  = 2 [4], where noncolliding conditions make the systems be
negatively correlated.
Let fX(t)gt2[0;1) be a S-valued process. For any integer M 2 N, a se-
quence of times t = (t1; : : : ; tM) 2 [0;1)M with t1 <    < tM  T 2 [0;1),
and a sequence of continuous functions f = (ft1 ; : : : ; ftM ), the moment gen-
erating function of multitime distribution of the process X() is dened by
	ts [f ] := Es
"
exp
(
MX
m=1
Z
Z
ftm(x)X(tm; dx)
)#
: (1.3.24)
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It is expand with respect to
tm() = eftm ()   1; 1  m M (1.3.25)
as
	ts [f ] =
X
Nm0;
1mM
X
x(m)Nm2ZNm\WNm ;
1mM
MY
m=1
NmY
j=1
tm

x
(m)
j

s

t1;x
(1)
N1
; : : : ; tM ;x
(M)
NM

;
(1.3.26)
where x
(m)
Nm
denotes (x
(1)
1 ; : : : ; x
(m)
Nm
), and (1.3.26) denes the spatio-temporal
correlation functions s() for the process (X(t); t 2 [0;1);Ps). See gure
1.5.
O
S
time
t
1
t
2
t
3
t
4
u
1
u
2
u
3
u
4
u
5
u
6
x
(1)
3
x
(1)
2
x
(1)
1
x
(2)
2
x
(2)
1
x
(3)
1
x
(3)
2
x
(3)
3
x
(4)
1
x
(4)
2
Figure 1.5: spatio-temporal correlation function m = 4
Given an integral kernel K(s; x; t; y); (s; x); (t; y) 2 [0;1) Z, the Fred-
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holm determinant is dened as
Det
(s;t)2ft1;:::;tMg2;
(x;y)2Z2
[stx(y) +K(s; x; t; y)t(y)]
=
X
Nm0;
1mM
X
x(m)Nm2ZNm\WNm ;
1mM
MY
m=1
NmY
j=1
tm

x
(m)
j

det
1jNm;1kNn;
1m;nM
h
K(tm; x
(m)
j ; tn; x
(n)
k )
i
:
(1.3.27)
Denition 1.3.18. (Denition 1.2 in [15]) If any moment generating func-
tion (1.3.24) is given by a Fredholm determinant, the process (X;Ps) is said
to be determinantal. In this case, all spatio-temporal correlation functions
are given by determinants as
s(t1;x
(1)
N1
; : : : ; tM ;x
(M)
NM
) = det
1jNm;1kNn;
1m;nM
h
Ks(tm; x(m)j ; tn; x
(n)
k )
i
; (1.3.28)
0  t1 <    < tM < 1, 1  Nm  N , x(m)Nm 2 SNm , 1  m  M 2 N.
Here the integral kernel, Ks : ([0;1)  S)2 ! R, is a function of initial
conguration s and is called the correlation kernel.
1.4 Dirichlet forms
The theory of Dirichlet space, which is an axoimatic extension of classical
Dirichlet integrals in the direction of Markovian semigroups were introduced
by Beurling and Deny in 1959 [1]. Fukushima constructed the symmetric
Markov processes for the regular Dirichlet forms, and proved that the corre-
spondence is one to one in 1971 [10]. For further development, see [27].
In this section we introduce a general theory of Dirichlet forms. Let X be
a locally compact separable metric space, (X;B(X)) be a measurable space
and  be a positive Radon measure on X such that supp  = X i.e.  is a
non-negative Borel measure on X, it is nite on compact sets and strictly
positive on non-empty open sets. Let L2(X; ) be the linear space of square
integrable real functions with the inner product
(f; g) =
Z
X
f(x)g(x)(dx); f; g 2 L2(X; ):
E is called a symmetric form on L2(X; ) if the following conditions are
satised:
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(E :1) E is dened on D(E )D(E ) with values in R, where D(E ) is a dense
linear subspace of L2(X; ),
(E :2) E (f; g) = E (g; f), E (f + g; h) = E (f; h) + E (g; h),
aE (f; g) = E (af; g), E (f; f)  0, f; g; h 2 D(E ), a 2 R.
We call D(E ) the domain of E .
We dene new symmetric forms on L2(X; ) by using E . For each  > 0
we set
E(u; v) = E (u; v) + (u; v); u; v 2 D(E );
D(E) = D(E ):
We note that E and E determine equivalent metrics on D(E ) for dierent
;  > 0. The space D(E ) is not always complete with respect to the metric
generated by E. Hence D(E ) is a pre-Hilbert space with inner product E
in general. If D(E ) is complete with respect to this metric, then E is said to
be closed. In other words, E is said to be closed if
(E :3) un 2 D(E ); jjun   umjj1 ! 0; n;m!1
) 9u 2 D(E ); jjun   ujj1 ! 0; n!1,
where jjujj21 = jjujj2L2(X;) + E (u; u). Then D(E ) is a real Hilbert space with
inner product E for each  > 0.
We say that a symmetric form E is closable if the following condition is
fullled:
un 2 D(E );E (un   um; un   um)! 0; n;m!1;
(un; un)! 0; n!1 ) E (un; un)! 0; n!1:
(1.4.1)
Given two symmetric forms E (1) and E (2), E (2) is said to be an extension
of E (1) if D(E (1))  D(E (2)) and E (2) = E (1) on D(E (1))  D(E (1)). For
a symmetric form a necessary and sucient condition to possess a closed
extension is that the symmetric form is closable.
We call a symmetric form E on L2(X; ) Markovian if the following prop-
erty holds:
(E :4) For each " > 0, there exists a real function "(t), t 2 R, such that8><>:
"(t) = t; 8t 2 [0; 1];
 "  "(t)  1 + "; 8t 2 R;
0  "(s)  "(t)  s  t whenever t < s;
(1.4.2)
u 2 D(E )) "(u) 2 D(E );E ("(u); "(u))  E (u; u): (1.4.3)
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Denition 1.4.1. Assume that a symmetric closed form (E ;D(E )) on L2(X; )
is Markovian. Then (E ;D(E )) is called a Dirichlet form.
Here we give the denition of quasi-regular Dirichlet form. We refer to
[27] for detail and related notions.
Denition 1.4.2. A symmetric Dirichlet form (E ;D(E )) on L2(X; ) is
called quasi-regular if (E ;D(E )) satises the following:
(Q.1) There exists an E -nest consisting of compact sets.
(Q.2) There exists an jj  jj1-dence subset of D(E ) whose elements have E -
continuous -versions. Here jjujj21 = jjujj2L2(X;) + E (u; u).
(Q.3) There exist un 2 D(E ), n 2 N, having E -continuous -versions eun, and
an E -exceptional set N such that feung separates the points of X  N ,
i.e. for every pair (s1; s2) of distinct points of X   N , there exists a
function eun which satises eun(s1) 6= eun(s2).
Quasi-regular Dirichlet forms are associated with a m-tight special stan-
dard process (see Theorem V.3.5 in [27]). Here we introduce some denition
related to Markov processes.
We x a probability space (
;F). We set P(X) is the family of all
probability measures on (
;F). Let BP be the completion of the -algebra
B(X) with respect to a probability measure P on (X;B(X)). We set B :=S
P2P(X) BP . Let Ft, t 2 [0;1], be the sub--algebras of F . fFtg :=
fFtgt2[0;1] is called a ltration if Fs  Ft for s  t and F1 = _t2[0;1)Ft.
For a ltration (Ft) let Ft+ :=
T
s>tFs. If Ft+ = Ft, then we say (Ft) is
right continuous. We adjoin an extra point  called the cemetery to X as
an isolated point to obtain a Hausdor topological space X := X [ fg
with Borel -algebra B(X) (= B(X)[fB[fgjB 2 B(X)g). Any function
f : X ! R is considered as a function on X by putting f() = 0. How-
ever if X is locally compact then we shall sometimes also consider a dierent
topology on X taking as neighborhoods for  the complements of compact
sets in X.
Denition 1.4.3. We say that M = (Mt)t0 is a stochastic process with
state space X and life time  if
(Sto.1) Mt : 
! X is an F=B(X)-measurable map for all t 2 [0;1).
(Sto.2)  : 
! [0;1] is F -measurable.
(Sto.3) For all ! 2 
, Mt(!) 2 X whenever t < (!) and Mt(!) =  for all
t  (!).
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We say a stochastic process (Mt)t0 to be measurable if (t; !) 7! Xt(!)
is B([0;1))
F=B(X)-measurable. (Mt)t2[0;1) is called (Ft)-adapted for a
ltration (Ft) on (
;F) if each Xt is Ft=B(E) measurable, t  0. In the
following for convenience we always set M1 :=  unless otherwise specied.
Denition 1.4.4. A collection M := (
;F ; (Mt)t0; (Pz)z2X) is called a
Markov process with state space X and life time  if it has the following
properties.
(Mar.1) There exists a ltration (Ft) on (
;F) such that (Mt)t0 is an (Ft)-
adapted stochastic process with state space X and life time .
(Mar.2) For each t  0, there exists a shift operator t : 
 ! 
 such that
Ms  t =Ms+t for all s; t  0.
(Mar.3) Pz, z 2 X, are probability measures on (
;F) such that z 7! Pz( )
is B(X)-measurable for each   2 F resp. B(X)-measurable if   2
fMsjs 2 [0;1)g and P(X0 = ) = 1.
(Mar.4) (Markov property) For all A 2 B(X) and any t; s  0
Pz(Ms+t 2 AjFs) = PMs(Mt 2 A) Pz-a.s., for all z 2 X.
For a positive measure  on (X;B(X)) we set a positive measure P
on (
;F) by
P( ) :=
Z
X
Pz( )(dz);   2 F :
We call an F -measurable function  : 
 ! [0;1] an (Ft)-stopping time if
f  tg 2 Ft for all t  0.
Denition 1.4.5. LetM := (
;F ; (Mt)t0; (Pz)z2X) be a Markov process
with state space X, life time  and corresponding ltration (Ft). We sayM
is a right process if it has the following additional properties.
(R.1) (Normal property) Pz(X0 = z) = 1 for all z 2 X.
(R.2) (Right continuity) For each ! 2 
, t 7! Xt(!) is right continuous on
[0;1).
(R.3) (Strong Markov property) (Ft) is right continuous and for every (Ft)-
stopping time  and every  2 P(X)
P(X+t 2 AjF) = PX(Xt 2 A) P-a.s.
for all A 2 B(X), t  0.
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For B  X we dene B := infft  0jMt 2 Bg. we call B a rst
hitting time of B.
Denition 1.4.6. Let M := (
;F ; (Mt)t0; (Pz)z2X) be a right process
with state space X and life time . We set  is a positive a positive measure
on (X;B(X)). Then M is called -tight if there exists an increasing
sequence (Kn)n2N of compact metrizable sets in X such that
P

lim
n!1
XnKn < 

= 0:
Denition 1.4.7. Let M := (
;F ; (Mt)t0; (Pz)z2X) be a right process
with state space X and life time  and m be a -nite positive measure on
(X;B(X)). Then M is called an m-special standard process if for one
(and hence all) measure(s)  2 P(X) which are equivalent to m it has the
following additional properties
(SS.1) (left limits up to ) Mt  := lims%tMs exists in X for all t 2 (0; )
P-a.s..
(SS.2) (quasi-left continuity up to ) If , n, n 2 N, are (FPt )-stopping times
such that n %  then Mn =M as n!1 P-a.s. on f < g.
(SS.3) (special) If , n, n 2 N are as in (1.4.7) then M is _n2NFPn measur-
able.
If M is a -special standard process for all  2 P(X), then we call M a
special standard process.
Now we can formulate the existence theorem as the following.
Theorem 1.4.8. Suppose that (E ;D(E )) is a quasi-regular Dirichlet form
on L2(X;m) Then there exists a m-tight special standard process M which
is properly associated (E ;D(E )).
Chapter 2
Noncolliding systems of
continuous-time random walks
and determinantal processes
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2.1 Introduction
The continuous-time random walk is dened as a Poissonization of discrete-
time random walk. We construct a noncolliding system of continuous-time
simple and symmetric random walks on Z as an h-transform discussed by
Konig, O'Connell, and Roch [22]. We show that the system has a deter-
minantal martingale representation [15]. We prove that for any nite initial
conguration without multiple point, s() =PNj=1 uj(), u1 < u2 <    < uN ,
uj 2 Z, 1  j  N 2 N, the system is determinantal in the sense that all
spatio-temporal correlation functions are given by determinants specied by
the correlation kernel. The correlation kernel is explicitly determined as
Ks(s; x; t; y) =
NX
j=1
Ijx uj j(s)Ijy uj j( t)
+
NX
j=1
X
w2ZnfukgNk=1
Ijx uj j(s)Ijy wj( t)
Y
1`N;
` 6=j
w   u`
uj   u`   1(s > t)Ijx yj(s  t);
(2.1.1)
(s; x); (t; y) 2 [0;1)  Z. Here I(z) is the modied Bessel function of the
rst kind of order  dened by [51]
I(z) :=
z
2
 1X
`=0
(z=2)2`
`! ( + `+ 1)
;  >  1; (2.1.2)
and 1() is an indicator; 1(!) = 1 if ! is satised, and 1(!) = 0 otherwise.
We extend the system to the noncolliding process with an innite number
of particles, when the initial conguration is given by
saZ() =
X
k2Z
ak(); (2.1.3)
having equidistant spacing a 2 f2; 3; : : :g between particles on Z. We prove
that this innite particle process is also determinantal and the correlation
kernel is given by
KsaZ(s; x; t; y)
=
X
j2Z
Ijx ajj(s)
1
2
Z 
 
dei(y=a j)+t cos(=a)   1(s > t)Ijx yj(s  t); (2.1.4)
(s; x); (t; y) 2 [0;1)  Z. Moreover, we show a relaxation phenomenon to
the equilibrium determinantal point process, which is governed by the sine
kernel dened on Z [16].
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This chapter is organized as follows. In Section 2.2 we introduce continuous-
time random walk and associated martingales. We construct the noncolliding
random walk using the h-transform in the sense of Doob in Section 2.3. In
Section 2.4 we introduce a transformation S and give the determinantal mar-
tingale representation for the noncolliding random walk. In Section 2.5 we
give the correlation kernel of the noncolliding random walk explicitly and
extend the system to innite particle processes.
2.2 Continuous-time random walk
2.2.1 Construction
Let Z be the set of all integers and  2 Z be a random variable with a
probability measure  = ( 1 + 1)=2, that is,
Prob[ = n] =
8><>:
1
2
; n = 1;
0; n 2 Z n f 1; 1g:
The characteristic function of  is then given by
b(z) = Z
R
eiz(d) = cos z; z 2 C; i = p 1: (2.2.1)
We consider a continuous-time simple and symmetric random walk on Z,
which is denoted by V (t); t 2 [0;1). It is dened as a compound Poisson
process such that its characteristic function  V (t)(z) is given by [41],
 V (t)(z) := E[e
izV (t)]
=
1X
j=0
e t
tj
j!
(b(z))j
= exp(t(b(z)  1)); z 2 C: (2.2.2)
In other words, the present continuous-time random walk is a Poissonization
of discrete-time simple and symmetric random walk. In this paper, this
process on Z is simply denoted by RW.
By denition the generator of RW is given by
L1f =
f(x+ 1) + f(x  1)  2f(x)
2
for suitable functions f .
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Figure 2.1: the continuous-time random walk started at the origin
Lemma 2.2.1. For V (), the transition probability is given by
p(t; yjx) = 1
2
Z 
 
dkeik(y x)e (1 cos k)t; t 2 [0;1); x; y 2 Z: (2.2.3)
Proof. We consider the co-generator of L1, which is denoted by L

1. We can
see easily L1 = L

1. Therefore the transition probability of RW is a unique
solution of the dierence equation
d
dt
p(t; yjx) = 1
2
[p(t; y 1jx)+p(t; y+1jx) 2p(t; yjx)]; t 2 [0;1); x; y 2 Z
with the initial condition p(0; yjx) = x;y. Since the eigenfunction of L1 is
k(x) = e
ikx with the eigenvalue k = cos k   1, k 2 R, the integral (3.2.2)
solves the dierential equation. It is obvious that the initial condition is
satised by (3.2.2). Then the proof is completed.
Using the modied Bessel function (2.1.2) we can give another represen-
tation to p.
Lemma 2.2.2. For t 2 [0;1), x; y 2 Z,
p(t; yjx) = e tIjy xj(t): (2.2.4)
Proof. By symmetry of the RHS of (3.2.2), p(t; yjx) = p(t; xjy), and hence
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we can assume y  x without loss of generality. We see
p(t; yjx) = e t 1
2
Z 
 
dke ik(y x)
1X
n=0
tn
n!
(cos k)n
= e t
1X
n=0
tn
n!
1
2
Z 
 
dk
 
e ik
y xeik + e ik
2
n
: (2.2.5)
We rewrite this integral by k into a contour integral by z = eik along a unit
circle. Then (2.2.5) is equal to
e t
1X
n=0
tn
n!
1
2
I
dz
iz
zy x
1
2n

z +
1
z
n
= e t
1X
n=0
tn
n!
1
2n
nX
`=0

n
`

1
2i
I
dzzy x 1+2` n
= e t
1X
`=0
1X
n=`

t
2
n
1
`!(n  `)!n;y x+2`
= e t

t
2
y x 1X
`=0
(t=2)2`
`! (y   x+ `+ 1) = RHS of (2.2.4):
Thus the proof is completed.
2.2.2 Associated martingales
We introduce a ltration fFt : t 2 [0;1)g for RW dened by Ft = (V (s) :
0  s  t).
We perform the Esscher transform with parameter  2 R, V () ! eV()
as eV(t) = eV (t)
E[eV (t)]
; t 2 [0;1):
By E[eV (t)] =  V (t)(i) = expft(cosh  1)g, we have
eV(t) = G(t; V (t))
with
G(t; x) = exp fx  t(cosh  1)g ; t 2 [0;1); x 2 Z: (2.2.6)
Lemma 2.2.3. G(t; V (t)) is an Ft-martingale for any  2 R.
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Proof. For s < t,
E[G(t; V (t))j Fs] =
E[eV (t)
Fs]
E[eV (t)]
=
eV (s)E[e(V (t) V (s))]
E[eV (s)]E[e(V (t) V (s))]
=
eV (s)
E[eV (s)]
= G(s; V (s)):
Therefore, G(t; V (t)) is an Ft-martingale.
Expansion of (2.2.6) with respect to  around  = 0,
G(t; x) =
1X
n=0
mn(t; x)
n
n!
; (2.2.7)
determines a series of polynomials of degree n,
mn(t; x) =
nX
j=0
c(j)n (t)x
j; n 2 N0: (2.2.8)
For n = 0; 1; 2; 3; 4; they are given by
m0(t; x) = 1;
m1(t; x) = x;
m2(t; x) = x
2   t;
m3(t; x) = x
3   3tx;
m4(t; x) = x
4   6tx2 + 3t2   t:
They satisfy relations
  d
dt
mn(t; x) =
1
2
[mn(t; x+ 1)  2mn(t; x) +mn(t; x  1)]; n 2 N0:
The polynomials fmn(t; x)gn2N0 dened by (2.2.7) are fundamental martin-
gale polynomials in the following sense [15].
Lemma 2.2.4. The polynomials fmn(t; x)gn2N0 are given in the form (2.2.8),
in which
c(j)n (0) = 0; 0  j  n  1; c(n)n (t)  1; for all n 2 N0. (2.2.9)
That is mn(t; x)'s are monic polynomials with mn(0; x) = x
n. Moreover,
fmn(t; V (t))gn2N0 are Ft-martingales, t 2 [0;1).
Proof. By straightforward calculation we can check (2.2.9). We can prove
that fmn(t; V (t))gn2N0 are Ft-martingales from the fact that G(t; x) is an
Ft-martingale for all  2 R.
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2.3 Harmonic transform and noncolliding sys-
tem
Suppose N 2 N. We consider an N -dimensional RW on ZN , V (t) =
(V1(t); : : : ; VN(t)), t 2 [0;1), where Vj(), 1  j  N are independent
copies of V (). We take the initial point u = (u1; : : : ; uN) = V (0) 2 ZN .
The probability space is denoted by (
;F ;Pu). The expectation is written
as Eu. Let
WN = fx = (x1; : : : ; xN) 2 RN : x1 <    < xNg;
which is the Weyl chamber of type AN 1. Dene u be the exit time from
the Weyl chamber of the RW started at u 2 ZN \WN ,
u = infft  0 : V (t) =2WNg:
In the present paper, we study the RW conditioned to stay in WN for-
ever. That is, u = 1 is conditioned. We call such a conditional RW
the continuous-time (simple and symmetric) noncolliding RW.
Let S be the space of nonnegative integer-valued Radon measures on Z.
We consider the noncolliding RW as a process in S and represent it by
X(t; ) =
NX
j=1
Xj(t)(); t 2 [0;1); (2.3.1)
where
X(t) = (X1(t); : : : ; XN(t)) 2 ZN \WN ; t 2 [0;1): (2.3.2)
The conguration X(t; ) 2 S; t 2 [0;1) is unlabeled, while X(t) 2 ZN \
WN ; t 2 [0;1) is labeled. We write the probability measure for X(t; ); t 2
[0;1) started at s 2 S as Ps with expectation Es, and introduce a ltration
fF(t) : t 2 [0;1)g dened by F(t) = (X(s) : 0  s  t). We set S0 = fs 2
S; s(fxg)  1 for any x 2 Zg.
We write the Vandermonde determinant as
h(x) = det
1j;kN
[xk 1j ] =
Y
1j<kN
(xk   xj): (2.3.3)
We would like to introduce the h-transform in the sense of Doob for RW
in WN . For this purpose Corollary 2.2 and Theorem 2.4 in [22] proved by
Konig, O'Connell, and Roch are useful. See also [21, 5, 16]. Here we rewrite
their theorems with modications to t the present situation and put the
following proposition. Let WN be fx = (x1; : : : ; xN) 2 RN : x1      xNg
and @WN :=WN nWN .
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Proposition 2.3.1. (Corollary 2.2 and Theorem 2.4 in [22])
The function h given by (2.3.3) is harmonic for V (t). The restriction of h to
WN is a strictly positive function. And h vanishes at @WN .
By this proposition we can construct the noncolliding RW, X, as an h-
transform of an absorbing RW, V , in WN .
Lemma 2.3.2. Suppose thatN 2 N and s =PNj=1 uj with u = (u1; : : : ; uN) 2
ZN \WN . Let t 2 [0;1), t  T < 1. For any F(t)-measurable bounded
function F we have
Es [F (X())] = Eu
"
F
 
NX
j=1
Vj()
!
1(u > T )
h(V (T ))
h(u)
#
: (2.3.4)
Remark 3. By Lemma and the general theory of the h-transform in the sense
of Doob, we can write the generator of noncolliding RW, which is denoted
by LN . For suitable f : ZN ! R, LN is represented by the following.
LNf(x) =
NX
j=1
8>><>>:
1
2
NY
`=1;
` 6=j

1 +
1
xj   x`

(f(xxj ;xj+1)  f(x))
+
1
2
NY
`=1;
` 6=j

1  1
xj   x`

(f(xxj ;xj 1)  f(x))
9>>=>>; ;
where for x = (x1; : : : ; xj; : : : ; xN) we set x
xj ;yj = (x1; : : : ; yj; : : : ; xN). Here
we remark that we can not take the limit N ! 1 in the sense of the gen-
erator. Hence we will consider the dierent approach to take the limit in
Section 2.5.2.
2.4 Transformation S and Determinantal Mar-
tingale Representations
2.4.1 Denition of S
We introduce a transformation,
S [f(W )j (t; x)] := et
X
w2Z
Ijw xj( t)f(w); t 2 [0;1); x 2 Z; (2.4.1)
CHAPTER 2. NONCOLLIDING RANDOM WALKS 32
O
t
Z
Figure 2.2: the noncolliding RW of three particles
for f : Z ! C. By the denition, S is a linear operator. Note that W in
the LHS is a dummy variable, but it will be useful to specify a function f as
shown below.
Lemma 2.4.1. The transformation S is related with the characteristic func-
tion of RW, (2.2.2) with (2.2.1) by
S e(W x) (t; x) = 1
 V (t)(i)
;  2 R: (2.4.2)
Proof. By the denition (2.4.1),
LHS of (2.4.2) =
X
w2Z
etIjw xj( t)e(w x) =
X
k2Z
etIjkj( t)ek
= et
( 1X
s=0
e sIs( t) +
1X
k=1
ekIk( t)
)
: (2.4.3)
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By the denition (2.1.2) of modied Bessel function, (2.4.3) is equal to
et
( 1X
s=0
e s
1X
`=0
1
`!(`+ s)!

  t
2
2`+s
+
1X
k=1
ek
1X
`=0
1
`!(k + `)!

  t
2
2`+k)
= et
(
0X
k= 1
1X
`=0
1
`!(`  k)!

  t
2
2` k
ek +
1X
k=1
1X
`=k
1
`!(`  k)!

  t
2
2` k
ek
)
= et
1X
`=0
1X
m=0
1
`!m!

  t
2
`+m
e(` m) = et
1X
`=0
1
`!

  t
2
`
e`
1X
m=0
1
m!

  t
2
m
e m
= et exp

  t
2
e

exp

  t
2
e 

= exp[ t(cosh  1)] = RHS of (2.4.2):
Then the proof is completed.
2.4.2 Representations of martingales using S
Lemma 2.4.2. With the transformation (2.4.1), the fundamental martingale
polynomials for RW, fmn(t; x)gn2N0 , t 2 [0;1), have the following represen-
tations,
mn(t; x) = S [W nj (t; x)] ; n 2 N0; t 2 [0;1); x 2 R:
Proof. By Lemma 2.4.1, we can see
G(t; x) =
ex
 V (t)(i)
= S eW  (t; x) ;  2 R;
for G(t; x) given by (2.2.7) in Section 2.2. We expand the equality with
respect to  around  = 0, and we get the lemma.
A direct consequence of Lemma 2.4.2 is the following.
Lemma 2.4.3. Assume that f is polynomial. Then S [f(W )j (t; V (t))] is an
Ft-martingale.
The transformation (2.4.1) is extended to the linear transformation of
functions of x 2 ZN so that, if F (k)(x) =QNj=1 f (k)j (xj), k = 1; 2, then
S[F (k)(W ) f(t`; x`)gN`=1] = NY
j=1
S
h
f
(k)
j (Wj)
 (tj; xj)i ; k = 1; 2;
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and
S c1F (1)(W ) + c2F (2)(W ) f(t`; x`)gN`=1
= c1S

F (1)(W )
 f(t`; x`)gN`=1+ c2S F (2)(W ) f(t`; x`)gN`=1 ;
c1; c2 2 C, for 0 < tj < 1, 1  j  N , where W = (W1; : : : ;WN) 2 ZN .
In particular, if t` = t, 1  8`  N , we write S[jf(t`; x`)gN`=1] simply as
S[j(t;x)] with x = (x1; : : : ; xN). By multiliniearity of determinant, the
Vandermonde determinant does not change in replacing xk 1i by any monic
polynomial of xj of degree k   1, 1  j; k  N . Since mk 1(t; xj) is a monic
polynomial of xj of degree k   1,
h(V (t))
h(u)
=
1
h(u)
det
1j;kN
[mk 1(t; Vj(t))]
=
1
h(u)
det
1j;kN
[S[W k 1j
 (t; Vj(t))]]
= S

1
h(u)
det
1j;kN
[W k 1j ]
 (t;V (t)) ;
where we have used the multilinearity of determinant. Therefore, we have
obtained the equality,
h(V (t))
h(u)
= S

h(W )
h(u)
 (t;V (t)) ; t 2 [0;1): (2.4.4)
We set s =
PN
j=1 uj 2 S0 and consider a set of functions of z 2 C,
uks (z) =
Y
1jN;
j 6=k
z   uj
uk   uj ; 1  k  N: (2.4.5)
For each 1  k  N , the function uks (z) is a polynomial of z with degree
N   1 with zeros at uj, 1  j  N , j 6= k and uks (uk) = 1. By lemma 3.3.6
we can prove that, for each 1  k  N ,
Muks (t; Vj(t)) := S [uks (Wj)j (t; Vj(t))] ; t 2 [0;1); 1  j  N (2.4.6)
provide independent Ft-martingales. Then we see that for 0  t <1,
Eu[Muks (t; Vj(t))] = Eu[Muks (0; Vj(0))]
=Muks (0; uj)
= uks (uj) = j;k; 1  j; k  N: (2.4.7)
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Now we consider the determinant identity [20],
h(z)
h(u)
= det
1j;kN
[uks (zj)] ; (2.4.8)
where s =
PN
j=1 uj , u = (u1; : : : ; uN) 2 WN , z = (z1; : : : ; zN) 2 CN and
uks (z) is given by (2.4.5). Using this identity for h(W )=h(u) in (2.4.4), we
have
h(V (t))
h(u)
= S

det
1j;kN
[uks (Wj)]
 (t;V (t))
= det
1j;kN
[S[uks (Wj)j (t; Vj(t))]]
= det
1j;kN
[Muks (t; Vj(t))] ; t 2 [0;1): (2.4.9)
2.4.3 Determinantal martingales representation
Since we consider the noncolliding RW as a process represented by an unla-
beled conguration (2.3.1), measurable functions of X() are only symmetric
functions of N variables, Xj(), 1  j  N . Then, we obtain the follow-
ing representation. Following [15], we call it the determinantal martingale
representation (DMR) for the present noncolliding RW.
Proposition 2.4.4. Suppose that N 2 N and s = PNj=1 uj with u =
(u1; : : : ; uN) 2 ZN \WN . Let t 2 [0;1), t  T 2 [0;1). For any F(t)-
measurable bounded function F we have
Es[F (X())] = Eu
"
F
 
NX
j=1
Vj()
!
det
1j;kN
[Muks (T; Vj(T ))]
#
: (2.4.10)
That is the present process (X;Ps) has DMR associated with (V;Ms), where
Ms is dened by (2.4.6).
Proof. To prove (2.4.10), it is sucient to consider the case that F is given
as F (X()) =QMm=1 gm(X(tm)) for M 2 N, t1 <    < tM  T 2 [0;1), with
symmetric bounded measurable functions gm on ZN , 1  m  M . Here we
prove the equalities
Es
"
MY
m=1
gm(X(tm))
#
= Eu
"
MY
m=1
gm(V (tm)) det
1j;kN
[Muks (T; Vj(T ))]
#
:
(2.4.11)
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By Lemma 3, the LHS of (2.4.11) is given by
Eu
"
MY
m=1
gm(V (tm))1(u > tM)
h(V (tM))
h(u)
#
; (2.4.12)
where we used the fact that h(V (t))=h(u) is an Ft-martingale. At time
t = u, there are at least one pair (j; j + 1) such that Vj(u) = Vj+1(u),
1  j  N   1. We choose the minimal j. Let j;j+1 be the permutation of
the indices j and j + 1 and for v = (v1;    ; vN) 2 ZN we put j;j+1(v) =
(vj;j+1(k))
N
k=1 = (v1; : : : ; vj+1; vj; : : : ; vN). Let u
0 be the labeled conguration
of the process at time t = u. Since u
0
j = u
0
j+1 by the above setting, under
the probability law Pu0 the processes V (t), t > u and j;j+1(V (t)), t > u
are identical in distribution. Since gm, 1  m  M are symmetric, but h is
antisymmetric, the Markov property of the process V () gives
Eu
"
MY
m=1
gm(V (tM))1(u  tM)h(V (tM))
h(u)
#
= 0:
Therefore, (2.4.12) is equal to
Eu
"
MY
m=1
gm(V (tm))
h(V (tM))
h(u)
#
= Eu
"
MY
m=1
gm(V (tm))
h(V (T ))
h(u)
#
;
where the Ft-martingale property of h(V (t))=h(u) was used. By (2.4.9),
(2.4.11) is concluded.
Next we check that Ms satises the conditions (M1), (M2) and (M3) for
Denition 1.1 in [15]. Since uks (z) is a polynomial of z of degree N   1,
Muks (t; V (t)) is expressed by a linear combination of the polynomial martin-
gales fmn(t; V (t))gn2N0 . Then Ms(t; V (t)), 1  k  N are Ft-martingales.
Then the condition (M1) is proved. Since we assume s 2 S0, then the set
of zeros of uks (z) is dierent from that of 
ul
s (z) for k 6= l. Therefore the
condition (M2) is proved. By (2.4.7) we can check that the condition (M3)
is satised. Then the proof is completed.
2.5 Noncolliding RW as a Determinantal pro-
cess
2.5.1 Correlation kernel
The main theorem of this chapter is the following.
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Theorem 2.5.1. For any initial conguration s 2 S0 with s(Z) = N 2 N,
the noncolliding RW, (X(t); t 2 [0;1);Ps) is determinantal with the kernel
given by (2.1.1).
Proof. By Theorem 1.3 in [15], and Proposition 2.4.4 in the present paper,
we can prove that (X;Ps) is determinantal with the kernel
K(s; x; t; y) =
NX
j=1
p(s; xjuj)Mujs (t; y)  1(s > t)p(s  t; xjy); (2.5.1)
where p is the transition probability (3.2.2) andMs is dened by (2.4.6). By
Lemma 2.2.2 and (2.4.1) with (2.4.5),
K(s; x; t; y)
=
NX
j=1
e sIjx uj j(s)e
t
X
w2Z
Ijw yj( t)ujs (w)  1(s > t)e (s t)Ijx yj(s  t)
= et s
 NX
j=1
X
w2Z
Ijx uj j(s)Ijw yj( t)
Y
1`N;
` 6=j
w   u`
uj   u`   1(s > t)Ijx yj(s  t)

:
(2.5.2)
For w 2 fujgNj=1,
Y
1`N;
` 6=j
w   u`
uj   u` =
(
1; if w = uj;
0; if w = u`, ` 6= j:
(2.5.3)
We apply (2.5.3) to (2.5.2), and then we obtain
K(s; x; t; y)
= et s
 NX
j=1
Ijx uj j(s)Ijy uj j( t)
+
NX
j=1
X
w2ZnfukgNk=1
Ijx uj j(s)Ijy wj( t)
Y
1`N;
` 6=j
w   u`
uj   u`   1(s > t)Ijx yj(s  t)

:
Since any factor of the form f(t; y)=f(s; x) is irrelevant for correlation kernels,
we obtain (2.1.1). The proof is completed.
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Remark 4. Johansson [14] considered the Poissonized Plancherel measure
and proved that it is a DPP. The correlation kernel is given by
K(x; y) =
1X
k=1
Jx+k(2
p
)Jy+k(2
p
); x; y 2 Z; (2.5.4)
with a parameter  > 0 of Poisson distribution, where J(z) is the Bessel
function related with I by [51]
I(z) =
(
e i=2J(iz);   < arg(z) < =2;
e3i=2J(iz); =2 < arg(z) < :
When x 6= y, (2.5.4) is written as
K(x; y) =
p

Jx(2
p
)Jy+1(2
p
)  Jx+1(2
p
)Jy(2
p
)
x  y :
It is called the discrete Bessel kernel. See also [2, 45]. We notice that if we
set uj =  j, 1  j  N , and s = t > 0, the rst term of (2.1.1) seems
to provide a nite-term approximation of (2.5.4) with a negative parameter
 =  t2=4, since we see
NX
j=1
Ix+j(t)Iy+j( t) = iy x
NX
j=1
Jx+j(it)Jy+j(it):
2.5.2 Extension to innite particle systems
For a 2 f2; 3; : : :g, we consider a conguration on Z having equidistant spac-
ing a with an innite number of particles,
saZ() =
X
k2Z
ak(): (2.5.5)
For the innite-particle conguration (2.5.5), a one-parameter family of lin-
early independent entire functions of z 2 C with a parameter k 2 Z is dened
by
bkaZ(z) := Y
j2Z;j 6=k
z   aj
ak   aj =
Y
n2Z;n6=0

1 +
z=a  k
n

=
sin((z=a  k))
(z=a  k) =
1
2
Z 
 
dei(z=a k); k 2 Z: (2.5.6)
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The entire functions (2.5.6) are regard as the limits of polynomials (2.4.5) in
the sense [26, 18], bkaZ(z) = lim
L!1
akaZ\[ L;L](z); z 2 C: (2.5.7)
For (t; y) 2 [0;1) Z, (2.5.6) denescMkaZ(t; y) := S h bkaZ(W ) (t; y)i
=
1
2
Z 
 
de ikS[eiW=a (t; y)]
=
1
2
Z 
 
dei(y=a k) exp

t

1  cos 
a

; k 2 Z: (2.5.8)
It is readily to see that if V (t), t 2 [0;1) is a RW, cMkaZ(t; V (t)), k 2 Z are
Ft-martingales.
Let Vj(t), t 2 [0;1), j 2 Z be an innite sequence of independent RWs.
Then we have an innite sequence of independent Ft-martingales,cMkaZ(t; V (t)); k 2 Z; t 2 [0;1) (2.5.9)
for each a 2 f2; 3; : : :g and k 2 Z. We write the labeled conguration (aj)j2Z
with an innite number of particles as aZ, and under PaZ, Vj(0) = aj, j 2 Z.
Then, for any t 2 [0;1),
EaZ
h cMkaZ(t; Vj(t))i = EaZ h cMkaZ(0; Vj(0))i
= cMkaZ(0; aj)
= j;k; j; k 2 Z: (2.5.10)
For n 2 N, an index set f1; 2; : : : ; ng is denoted by In. Given x = (x1; : : : ; xn) 2
Zn, when J = fj1; : : : ; jn0g  In, 1  j1 <    < jn0  n, we put xJ =
(xj1 ; : : : ; xjn0 ). Fix N 2 N. For J  IN , dened a determinantal martingale
of (2.5.9) bDaZ(t;V J(t)) = det
j;k2J
[cMkaZ(t; Vj(t))]; t 2 [0;1): (2.5.11)
Let t 2 [0;1), t  T 2 [0;1), N 0 2 N, N 0 < N , and FN 0 be a measurable
function on ZN 0 . Then the reducibilityX
JIN ;]J=N 0
EaZ
h
FN 0(V J(t)) bDaZ(T;V N(T ))i
=
X
JIN ;]J=N 0
EaZ
h
FN 0(V J(t)) bDaZ(T;V J(T ))i
=
Z
WN0
s
N
0
aZ (dv)Ev
h
FN 0(V N 0(t)) bDaZ(T;V N 0(T ))i : (2.5.12)
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holds. The proof is the same as that for Lemma 2.1 in [15], where the martin-
gale property (2.5.10) plays an essential role. Note that the last expression
of (2.5.12) does not change even if we replace N in the LHS by any other
integer eN with eN > N . Based on such consistency in reduction of DMRs
and the fact (2.5.7), the noncolliding RW with an innite number of particles
started at saZ is dened as follows [15].
Denition 2.5.2. For each a 2 f2; 3; : : :g, the noncolliding RW started
at saZ, denoted as (X(t); t 2 [0;1);PsaZ), is dened by the following. Let
t 2 [0;1), t  T 2 [0;1). For any F(t)-measurable bounded function F ,
which depends at most n paths of RWs, n 2 N, and is symmetric at each
time s  t, s 2 [0;1), its expectation is given by
EsaZ [F (X())] = EaZ
"
F
 
nX
j=1
Vj()
! bDaZ(T;V In(T ))
#
: (2.5.13)
Remark 5. For example we give a function F which depends at most n
paths of RWs. Let t 2 [0;1). We dene
F (X()) =
X
i<j
Xi(t)Xj(t) +
X
i
Xi(t); (2.5.14)
where X() =Pi X(). Then F depends at most 2 paths of RWs. In this way
a function F which depends at most n paths of RWs is made by symmetrizing
a function depending at most n paths of RWs.
O
t
Z
     
Figure 2.3: the noncolliding RW started at s2Z
Equation (2.5.13) says that the noncolliding RW has DMR, hence we can
characterize this innite particle system (X(t); t 2 [0;1);PsaZ) as follows.
Proposition 2.5.3. The noncolliding RW, (X(t); t 2 [0;1);PsaZ), a 2 f2; 3; : : :g
is determinantal with the correlation kernel given by (2.1.4).
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Proof. We omit the irrelevant factor et s in
P
j2Z p(s; xjaj)cMjaZ(t; y) 1(s >
t)p(s  t; xjy) and obtain (2.1.4).
2.5.3 Relaxation phenomenon
In order to state the theorem, we dene a DPP on Z.
Denition 2.5.4. For a given density 0 <  < 1, the probability measure
sin on Z is dened as a DPP with the sine kernel
Ksin (y   x) =
sin((y   x))
(y   x) :
Theorem 2.5.5. For each a 2 f2; 3; : : :g, the process (X(t); t 2 [0;1);PsaZ)
starting from the conguration (2.1.3) shows a relaxation phenomenon to the
stationary process (X(t); t 2 [0;1);P) with  = 1=a. The stationary process
(X(t); t 2 [0;1);P) is reversible with respect to sin and is determinantal
with the correlation kernel given by
K(t  s; y  x) =
8>>>>>>>>><>>>>>>>>>:
Z 
0
du cos(u(y   x))e (t s) cosu; if s < t;
sin((y   x))
(y   x) ; if s = t;
 
Z 1

du cos(u(y   x))e (t s) cosu; if s > t:
(2.5.15)
Proof. We rewrite (3.2.2) as follows,
p(t; yjx) = 1
2
Z 
 
dkeik(y x)e (1 cos k)t
=
1
2a
Z a
 a
dei(y x)=a exp

 

1  cos


a

t

=
Z 1
0
du cos(u(y   x)) exp f  (1  cos(u)) tg (2.5.16)
for t 2 [0;1), where a 2 N. Then we haveX
j2Z
p(s; xjaj)cMjaZ(t; y)
=
1
42a
X
j2Z
Z a
 a
d
Z 
 
dei(x+y)=ae i(+)j exp f s (1  cos(=a)) + t(1  cos(=a)g :
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For (2.1.4), (s; x); (t; y) 2 [0;1) Z, we put
KsaZ(s; x; t; y) + 1(s > t)p(s  t; xjy) = G(s; x; t; y) +R(s; x; t; y)
with
G(s; x; t; y) =
1
42a
Z
jj
d

Z
jj
dei(x+y)=a+(t s)(1 cos(=a))
X
j2Z
e i(+)jesfcos(=a) cos(=a)g;
and
R(s; x; t; y) =
1
42a
X
j2Z
Z
<jja
d

Z
jj
dei(x+y)=a+(t s)(1 cos(=a))e i(+)jesfcos(=a) cos(=a)g:
Since
P
j2Z e
 i(+)j = 2( + ) for ;  2 ( ; ], we obtain
G(s; x; t; y) =
1
2a
Z 
 
dei(y x)=a+(t s)(1 cos(=a)) =: G(t  s; y   x):
On the other hand, when  < jj  a and jj  , cos(=a) < cos(=a).
We get
ecos(=a) cos(=a) < 1
Then for any xed s; t 2 (0;1),
jR(s+ T; x; t+ T; y)j ! 0 as T !1
uniformly on any (x; y) 2 Z2 and it implies
KsaZ(s+ T; x; t+ T; y)! K(t  s; y   x) as T !1; (2.5.17)
where
K(t  s; y   x) = G(t  s; y   x)  1(s > t)p(s  t; xjy)
=
1
2
Z 
 
dei(y x)+(t s)(1 cos)   1(s > t)p(s  t; xjy):
This is equal to (2.5.15) up to an irrelevant factor et s. Here we remark
 = 1=a gives the particle density on Z. The convergence of the correlation
kernel (2.5.17) implies the convergence of generating function for correlation
functions 	tsaZ [f ], and thus the convergence of the determinantal process to
an equilibrium determinantal process. Thus the proof is completed.
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This is an example of relaxation phenomena discussed in [15, 16, 17, 18,
19].
Remark 6. If the initial conguration is sZ, all sites are occupied and
there occurs no time-evolution in the present system. In this case we have
KsZ(s; x; t; y) = Ijx yj(s   t)1(s  t). Since In(0) = n;0, n 2 N, it gives a
trivial result, sZ  1.
Chapter 3
Dirichlet form approach to
innite-particle systems of
jump type with long range
interactions
44
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3.1 Introduction
Let  : Rd ! R [ f1g be a self potential, 	 : Rd  Rd ! R [ f1g be a
interaction pair potential with 	(x; y) = 	(y; x). We then consider ISDE
(innite dimensional stochastic dierential equation)
dXj(t) = dBj(t)  1
2
r(Xj(t))  1
2
X
k:k2Z
k 6=j
r	(Xj(t); Xk(t))dt; j 2 N: (3.1.1)
The existence and uniqueness of solutions of ISDE (3.1.1) has been studied in
[9, 24, 25, 46, 48] among others. The stochastice process (Xj(t))j2N describes
a system of interacting Brownian motions (IBM). On the other hand, IBM
is constructed by using Dirichlet form technique [30, 33, 34]. For a local
function f on S the symmetric function ef such that
f(
X
j2N
sj) =
ef((sj)j2N)
is associated. We call a local function f is smooth if the associated functionef is smooth. We denote by D the set of all local smooth functions on S. We
introduce a square eld on D given by
DBM[f; g](s) =
1
2
1X
i=1
ri ef(s)  rieg(s); f; g 2 D;
where ri = ( @@si1 ; : : : ; @@sid ),
s = (sj)j2N = (s1j ; s
2
j ; : : : ; s
d
j )j2N;
and a bilinear form (E BM;D

;BM) dened by
EBM(f; g) =
Z
S
DBM[f; g](s)d; f; g 2 D1;BM;
D1;BM = ff 2 D;EBM(f; f) <1; f 2 L2(S; )g:
Under assumptions (A.1){(A.3) in Section 3.2, (EBM;D1;BM) is closable and
its closure, denoted by (EBM;DBM), is a local, quasi-regular Dirichlet form.
Therefore there is a diusion (XBM;Ps;BM) associated with (EBM;DBM). If
 is (;	)-quasi-Gibbs measure with smooth functions  and 	 then its
L2-generator LBM is given by
LBMf(s) =
1
2
1X
i=1
(
i ef  ((r)(si) + 1X
j=1;j 6=i
(r	)(si; sj)
)
ri ef) ;
CHAPTER 3. DIRICHLET FORM APPROACH TO IPS 46
where i = (
@2
@s2i1
; : : : ; @
2
@sid
). In addition the ISDE associated with (EBM;DBM)
is described by (3.1.1) [13, 32, 37, 47]. We remark that although the loga-
rithmic interaction potentials 	(x; y) =   log jx   yj are unbounded at
innity, there exists quasi-Gibbs states associated with them for  = 1; 2; 4
and related IBMs can be constructed by the Dirichlet form approach [33, 34].
In our research we discretize this interacting particle systems. Especially,
in this chapter we consider innitely particle systems in which each particle
undergoes a jump type Levy process with long range interaction.
Let D[; ] be the square eld on D dened by
D[f; g](s) =
1
2
1X
j=1
Z
S
ryj ef(s)  ryjeg(s) p(jy   sjj)dy; f; g 2 D;
where
ryj ef(s) = ef(s1; : : : ; sj 1; y; sj+1; : : :)  ef(s):
Here p : [0;1) ! [0;1) is a density of a (nite or innite) measure such
that Z
Rd
 
1 ^ jyj2 p(jyj)dy <1:
Then we introduce the bilinear form (E ;D1) dened by
E (f; g) =
Z
S
D[f; g](s)d; f; g 2 D1;
D1 = ff 2 D;E (f; f) <1; f 2 L2(S; )g:
We show that under assumptions (B.1){(B.4) in addition to (A.1){(A.3) in
section 3.2, (E ;D1) is closable and its closure, denoted by (E ;D), is a quasi-
regular Dirichlet form. Therefore there is a special standard process (X;Ps)
associated with (E ;D). These assumptions are quite mild and a system of
interacting -stable processes ( 2 (0; 2)) satises them if  is greater than
, the growth order of the density (the 1-correlation function) of . Since
we consider the case that a jump rate density do not have the expectation
(e.g. the Cauchy process) we need to consider the inuence of the number of
particles coming from far points and the long range interaction. In addition
in the case that the density goes innity at the innity point, the parameter
 is restricted. However in the case even if particles move independently,
innite particles can concentrate at a point.
Suppose that  is a (;	)-quasi Gibbs measure. Let x be the reduced
Palm measure dened by x =  (    xj s(fxg)  1) for x 2 Rd, 1(x) be
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the 1-correlation function of  dened by
R
A
1(x)dx =
R
S
s(A)d for any
bounded measurable subset A  Rd and
csnx(x; y) = 1 +
1(y)
1(x)
dy
dx
(s n x); (3.1.2)
for x 2 s, where s n x = s   x and dy=dx denote the Radon-Nikodym
density of y for x. Then under the some assumptions L is given by
Lf(s) =
1
2
1X
j=1
Z
S
ryj ef(s) csnsj(sj; y)p(jy   sjj)dy:
According to the arguments in [31, 32] we can show that the associated
labeled process solves the following ISDE:
Xj(t) = Xj(0) +
1
2
Z t
0
Z
Rd
Z cX(s )nXj(s )(Xj(s );Xj(s )+u)
0
uNp(dsdudr);
for all i 2 N, where X(t) = Pi Xi(t) and Np(dsdudr) is the Poisson point
process on [0;1) Rd  R with intensity dsp(juj)dudr. In forthcoming pa-
per [6] we construct the ISDE associated by the present innitely particle
systems and discuss the uniqueness of the solution of the ISDE. Our result is
more interesting for a quasi-Gibbs state which is not a Gibbs state. For ex-
ample consider the Ginibre random point process gin, which is a probability
measure on the conguration space on R2 with self potential (x) = 0 and
interaction potential 	(x; y) =  2 log jx   yj. From Theorem 1.3 in Osada
and Shirai [35] we see that cs(x; y) in (3.1.2) is written by
csnx(x; y) = 1 + lim
r!1
Y
jsij<r
jy   sij2
jx  sij2 :
In addition we remark that we can not consider an Glauber dynamics by the
same way on the present chapter. Of course if we take an invariant measure
 from Gibbs measures we can consider an equilibrium Glauber dynamics.
Indeed to consider the dynamics we use the absolute continuity of the Palm
measure with respect to the Gibbs measure. In this case L2-generator LGla
of the equilibrium Glauber dynamics is given by
LGlaf(s) =
Z
S
(f(s  x)  f(s))(x)dx
d
(s)dx+
X
x2supps
(f(s n x)  f(s)):
Here we set s  x = s+ x for s 2 S and x 2 Rd. However for an quasi-Gibbs
measure in general the Palm measure is not absolute continuous with respect
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to the quasi-Gibbs measure (e.g. Ginibre random point eld [35]). Hence
in these case an equilibrium Glauber dynamics for a quasi-Gibbs measure is
not well-dened.
This chapter is organized as follows. In Section 3.2 we introduce our
main theorem in this chapter. We introduce some notations in Section 3.3.
In Section 3.4 we give the sucient condition of closability for the bilinear
form. We consider nite particle approximations for our innite interacting
particle systems in Section 3.5. In section 3.6 we prove our main theorem.
3.2 Setup and main results
Let S be a closed set in Rd such that 0 2 S and Sint = S, where Sint
denote the interia of S. Let S = fs =Pi si ; s(K) <1 for all compact sets
K  Sg, where a stands for the delta measure at a. We endow S with the
vague topology. Then S is a Polish space. We call S the conguration space
over S. Firstly we introduce bilinear form to describe our innite particle
system. Suppose that n 2 f0g[N[f1g. We put Sn = fs 2 S; s(S) = ngand
introduce a map xn = (x
1
n;x
2
n; : : : ;x
n
n); Sn ! Sn such that s =
Pn
j=1 xjn(s).
The map xn is called an S
n-coordinate of s. Let Ur = fx 2 S; jxj  rg. Let
Unr be the n times product of Ur. We set
Sr;n = fs 2 S; s(Ur) = ng:
We note S =
P1
n=0 Sr;n. We dene r : S! S by r(s) = s(\Ur). A function
xr;n : Sr;n ! Unr is called a Unr -coordinate (or a coordinate on Sr;n) of s if
r(s) =
nX
j=1
xjr;n(s); xr;n(s) = (x
1
r;n(s); : : : ; x
n
r;n(s)): (3.2.1)
Let cr : S! S be such that cr(s) = s( \ fS nUrg). For f : S! R a function
fnr;s(x) : S  Unr ! R is called the Unr -representation of f if fnr;s satises the
following :
(1) fnr;s(x) is a permutation invariant function on U
n
r for each s 2 S.
(2) fnr;s(1)(x) = f
n
r;s(2)
(x) if cr(s(1)) = 
c
r(s(2)), s(1); s(2) 2 Sr;n.
(3) fnr;s(xr;n(s)) = f(s) for s 2 Sr;n, where xr;n(s) is a Unr -coordinate of s.
(4) fnr;s(x) = 0 for s =2 Sr;n.
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Note that fnr;s is unique and f(s) =
P1
n=0 f
n
r;s(x
n
r(s)). When f is [r]-
measurable, Unr -representations are independent of s. In this case we often
write fnr instead of f
n
r;s. Let Br = ff : S ! R; f is [r]-measurableg and
Bbddr = ff 2 Br; f is boundedg. We set
B1 =
1[
r=1
Br; B
bdd
1 =
1[
r=1
Bbddr : (3.2.2)
Moreover we set
D = ff 2 B1; fnr;s(x) are smooth on Unr for all n; r; sg; (3.2.3)
where fnr;s are U
n
r -representations of f . It is easy to see D  C(S).
For measurable function f; g on Sn we put
Dn[f; g](x) =
1
2
nX
j=1
Z
S
ryjf(x)ryjg(x)p(jy   xjj)dy:
For f; g 2 D we set D[f; g] : S! R by
D[f; g](s) =
(
Dn[fn; gn](xn(s)) for s 2 Sn; n 2 f0g [ N [ f1g;
0 for s 2 S0:
Here xn is a S
n-coordinate, and fn is the permutation invariant function on
Sn such that f(s) = fn(xn(s)) for all s 2 Sn. We set gn similarly. Note that
such fn and gn are unique for each n (n 2 f0g [ N [ f1g) and D is well
dened. We set
E (f; g) =
Z
S
D[f; g](s)d;
D1 = ff 2 D \ L2(S; );E (f; f) <1g:
(3.2.4)
We introduce Condition (A.1){(A.3):
(E ;D1) is closable on L2(S; ); (A.1)
kr 2 Lp(Ukr ; dx) for all k; r 2 N with some 1 < p  1. (A.2)
1X
n=1
n(Sr;n) <1 for all r 2 N. (A.3)
By (A.1) we denote by (E ;D) the closure of ((E ;D1); L2(S; )).
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We also introduce Conditions (B.1){(B.4):
1(x) = O (jxj) as jxj ! 1 for some   0. (B.1)
p(r) = O(r (d+)) as r !1 for some  > . (B.2)
p(r) = O(r (d+)) as r ! +0 for some 0 <  < 2. (B.3)
Var [s(Ur)]
(E [s(Ur)])2
= O
 
r 

as r !1 for some  > 0. (B.4)
We remark that the LHS of (B.4) is represented by the 1 and 2-correlation
functions of  by the following:
Var [s(Ur)]
(E [s(Ur)])2
=
R
Ur
1(x)dx  R
U2r
(1(x1)
1(x2)  2(x1; x2)) dx1dx2R
Ur
1(x)dx
2 :
By the expression we can check that (B.4) holds if  is the Poisson random
point eld with respect to Lebesgue measure or  is a determinantal point
eld.
Now we state an our main theorem:
Theorem 3.2.1. Suppose that (A.1){(A.3), (B.1){(B.4) hold. Then (E ;D)
is a quasi-regular Dirichlet form on L2(S; ).
Remark 7. The core of the Dirichlet form can be replaced with the set of
polynomial functions on S by the same way in [36]. A function F on S is
called a polynomial function if F is given as
F (s) = Q(h1; si; h2; si; : : : ; h`; si)
with k 2 C10 (S) and a polynomial function Q on R`, where h; si =R
S
(x)s(dx) and C10 (S) is the set of smooth functions with compact support.
We refer to Ma and Rockner [27] for the notation of quasi-regularity. By
virtue of [27, Theorem IV.3.5 and Theorem IV.5.1] we get the following:
Corollary 3.2.2. Suppose that (A.1){(A.3), (B.1){(B.4) hold. Then there
exists a special standard process fPsgs2S associated with ((E ;D); L2(S; )).
Moreover fPsgs2S is reversible with invariant measure .
Here we give a sucient condition of closability. Firstly, we introduce
some assumptions.
 is a (;	)-quasi Gibbs measure, (A.4)
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(A.5) There exist upper semicontinuous functions 0, 	0 : Rd ! R [ f1g
and positive constants c4 and c5 such that
c 14 0(s)  (s)  c40(s); s 2 Rd (3.2.5)
c 15 	0(s  t)  	(s; t)  c5	0(s  t); 	0(s) = 	0( s) for all s 2 Rd:
(3.2.6)
Moreover, 0 and 	0 are locally bounded from below and   := fs; 	0(s) =
1g is a compact set.
Theorem 3.2.3. Assume (A.4) and (A.5). Then ((E ;D1); L2(S; )) is clos-
able.
3.3 Systems of nite jumping and innite frozen
particles
We introduce the following square elds on D: for f; g 2 D,
Dn;1r [f; g](s)
:=
nX
j=1
Z
Ur
ryjfnr;s(xr;n(s))  ryjgnr;s(xr;n(s))p(jy   xjr;n(s)j)dy;
Dn;2r [f; g](s)
:=
nX
j=1
Z
Ucr
rjfnr;s(xr;n(s))  rjgnr;s(xr;n(s))p(jy   xjr;n(s)j)dy
=
nX
j=1
rjfnr;s(xr;n(s))  rjgnr;s(xr;n(s))
Z
Ucr
p(jy   xjr;n(s)j)dy;
and
Dn;3r [f; g](s)
:=
X
x2supp[s]nUr
Z
Ur
ryn+1fnr;s(xr;n(s))ryn+1gnr;s(xr;n(s))p(jy   xj)dy:
Here xr;n(s) is U
n
r -coordinate. In addition for xr;n(s) = (x
1
r;n(s); : : : ; x
n
r;n(s))
we set
rjfnr;s(xr;n(s)) = fn 1r;s (xhjir;n(s))  fnr;s(xr;n(s));
ryn+1fnr;s(xr;n(s)) = fn+1r;s (xr;n(s)  y)  fnr;s(xr;n(s)):
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and for x = (xj)
n
j=1 2 Rnd
xhjin = (x
1
n; : : : ; x
j 1
n ; x
j+1
n ; : : : ; x
n
n) 2 R(n 1)d;
xn  y = (x1n; : : : ; xnn; y) 2 R(n+1)d;
Moreover fnr , g
n
r are U
n
r -representations for f , g respectively. In this denition
Dn;ir [f; g], i = 1; 2; 3 are well-dened, that is, these don't depend on how to
chose Unr -coordinate xr;n(s).
Moreover we dene
Dnr [f; g](s) =
(
Dn;(1)r [f; g](s) + Dn;(2)r [f; g](s) + Dn;(3)r [f; g](s) s 2 Sr;n;
0 s =2 Sr;n:
Finally we introduce the bilinear form on D as follow:
E nr (f; g) :=
Z
S
Dnr [f; g](s)d: (3.3.1)
Figure 3.1: the dynamics related to Dn;(1)r
Figure 3.2: the dynamics related to Dn;(2)r
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Figure 3.3: the dynamics related to Dn;(3)r
Proposition 3.3.1. Assume that (A.4) and (A.5) holds. Then (E nr ;D) is
closable on L2(S; ), for all r 2 N.
Proposition 3.3.1 is derived from the following lemmas which are modica-
tions of lemmas in [30, 33]. Here we rewrite their lemmas with modications
to t the present situations and put the following lemmas without the proof.
Let nr;k be as in Denition 1.3.16. Dene the bilinear form E
n
r;k by
E nr;k(f; g) =
Z
S
D[f; g]dnr;k: (3.3.2)
Lemma 3.3.2. ([33, Lemma 3.3])
Assume that (E nr;k;D1) is closable on L
2(S; ) for all k. Then (E nr ;D1) is
closable on L2(S; ).
Let nr;k;s be as in (1.3.23). Let E
n
r;k;s(f; g) =
R
S
D[f; g]dnr;k;s. Then
E nr;k(f; g) =
Z
S
E nr;k;s(f; g)
n
r;k(ds); (3.3.3)
jjf jj2L2(Snr;nr;k) =
Z
S
jjf jj2L2(Snr;nr;k;s)
n
r;k(ds): (3.3.4)
Lemma 3.3.3. ([30, Theorem 4]) Assume that (E nr;k;s;D1) is closable on
L2(S; ) for nr;k-a.s. s. Then (E
n
r;k;D1) is closable on L
2(S; nr;k).
From these lemma it is sucient that we prove the following lemma to
prove Proposition 3.3.1.
Lemma 3.3.4. Assume (A.4) and (A.5). Then (E nr;k;s;D1) is closable on
L2(S; ) for nr;k-a.s. s.
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Proof. Let  be a map such that (fxig) =
P
i xi . Let 
n
r;k;s be the symmetric
measure on Unr such that 
n
r;k;s = nr;k;s. Then by (1.3.22), nr;k;s has a density
n(xn) with respect to e
 Hr(xn)dxn. Here dxn denotes the Lebesgue measure
on Unr and we regard e
 Hr(xn) as a symmetric function on Unr . In the following
we use the same convention for functions on the conguration space Snr . We
note that according to (1.3.22), n(xn) is uniformly positive and bounded on
Unr .
We consider a bilinear form E nr;k;s;q, which is regarded as truncated form
of Er;k;s. For q 2 N let
pq(x) = p(jxj)1fq 1<p(jxj)<qg1fjxj<qg;
and
On;q =
8>><>>:xn 2 Unr ; q < (xi) +
X
j 6=i
1jn
	(xi; xj) < q for all 1  i  n
9>>=>>; :
Moreover for xed xn 2 Unr and q 2 N let
O(xn)q =
(
y 2 Ur; q < (y) +
nX
j=1
	(y; xj) < q
)
:
fpqg is nondecreasing sequence of functions in q such that pq(x)! p(jxj) for
all x 2 S as q !1. In addition fOn;qg, fO(xn)q g are nondecreasing sequences
of sets in q. Here we introduce E n;1r;k;s;q, E
n;2
r;k;s;q and E
n;3
r;k;s;q as follows;
E n;1r;k;s;q(f; g) =
Z
On;q
n(xn)e
 Hr(xn)dxn

nX
j=1
Z
O
(xn)
q
ryjfnr (xn)  ryjgnr (xn)pq(y   xj)dy;
E n;2r;k;s;q(f; g) =
Z
On;q
n(xn)e
 Hr(xn)dxn

nX
j=1
rjfnr (xn)  rjgnr (xn)
Z
Ucr
pq(y   xj)dy;
E n;3r;k;s;q(f; g) =
Z
On;q
n(xn)e
 Hr(xn)dxn

X
x2supp[s]\Ucr
Z
O
(xn)
q
ryn+1fnr (xn)  ryn+1gnr (xn)pq(y   x)dy;
CHAPTER 3. DIRICHLET FORM APPROACH TO IPS 55
Let E nr;k;s;q = E
n;1
r;k;s;q + E
n;2
r;k;s;q + E
n;3
r;k;s;q. By the above denition, we can check
that
E n;2r;k;s;q(f; f)
=
Z
On;q
nX
j=1
(fn 1r (x
hji
n )  fnr (xn))2n(xn)e Hr(xn)dxn
Z
Ucr
pq(y   xj)dy
 Z
Z
On;q
nX
j=1
(fn 1r (x
hji
n )  fnr (xn))2n(xn)e Hr(xn)dxn
 2Z
Z
On;q
nX
j=1
ffn 1r (xhjin )2 + fnr (xn)2gn(xn)e Hr(xn)dxn
 2neqC1
Z
On 1;q
fn 1r (xn 1)
2n 1(xn 1)e Hr(xn 1)dxn 1
+ 2nZ
Z
On;q
fnr (xn)
2n(xn)e
 Hr(xn)dxn
 2neqC1jjf jj2L2(Sn 1r ;n 1r;k;s) + 2nZjjf jj
2
L2(Snr;
n
r;k;s)
; (3.3.5)
where Z and C1 are constants and we used the inequality that (a   b)2 
2(a2 + b2) for a; b 2 R. Moreover
E n;3r;k;s;q(f; f)
=
Z
On;q
n(xn)e
 Hr(xn)dxn

X
x2supp[s]\Ucr\Ur+q
Z
O
(xn)
q
(fn+1r (xn; y)  fnr (xn))2pq(y   x)dy
 2
Z
On;q
n(xn)e
 Hr(xn)dxn

X
x2supp[s]\Ucr\Ur+q
Z
O
(xn)
q
ffn+1r (xn; y)2 + fnr (xn)2gpq(y   x)dy: (3.3.6)
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Since pq(y   x) < q for all y 2 O(xn)q , we get
RHS of (3.3.6)
 2q]fsupp[s] \ U cr \ Ur+qg
Z
On;q
n(xn)e
 Hr(xn)dxn

Z
O
(xn)
q
ffn+1r (xn; y)2 + fnr (xn)2gdy
 2q]fsupp[s] \ U cr \ Ur+qg


eqC2
Z
On+1;q
fn+1r (xn+1)
2n+1(xn+1)e
 Hr(xn+1)dxn+1
+ jUrj
Z
On;q
fnr (xn)
2n(xn)e
 Hr(xn)dxn

 2q]fsupp[s] \ U cr \ Ur+qg
n
eqC2jjf jj2L2(Sn+1r ;n+1r;k;s) + jUrjjjf jj
2
L2(Snr;
n
r;k;s)
o
;
where C2 is a constant. Combining the above estimate with (3.3.6), we have
E n;3r;k;s;q(f; f)
 2q]fsupp[s] \ U cr \ Ur+qg
n
eqC2jjf jj2L2(Sn+1r ;n+1r;k;s) + jUrjjjf jj
2
L2(Snr;
n
r;k;s)
o
;
(3.3.7)
Moreover by considering to E n;1r;k;s;q similar as E
n;3
r;k;s;q, we have
E n;1r;k;s;q(f; f)
=
Z
On;q
n(xn)e
 Hr(xn)dxn
nX
j=1
Z
O
(xn)
q
(fnr (x
xjy
n )  fnr (xn))2pq(y   xj)dy
 2
Z
On;q
n(xn)e
 Hr(xn)dxn
nX
j=1
Z
O
(xn)
q
ffnr (xxjyn )2 + fnr (xn)2gpq(y   xj)dy
 2nqjUrj(e2q + 1)jjf jj2L2(Snr;nr;k;s): (3.3.8)
Let ffng be a E nr;k;s;q-Cauchy sequence in D1 such that lim
n!1
jjfnjjL2(S;) = 0.
Then we can check that ffng satises lim
n!1
jjfnjjL2(Snr;nr;k;s) = 0 for nr;k-a.s.
s. Therefore by (3.3.5), (3.3.7), (3.3.8), we get lim
n!1
E nr;k;s;q(fn; fn) = 0 for
nr;k-a.s. s. Hence, (E
n
r;k;s;q;D1) is closable on L
2(S; ). Since fpqg, fOn;qg,
fO(x)q g are nondecreasing, the sequence of closable bilinear forms (E nr;k;s;q;D1)
is nondecreasing. Hence, the limit bilinear form (E nr;k;s;1;D1) is also closable
on L2(S; ). Since E nr;k;s;1 is equal to E
n
r;k;s, we can prove that (E
n
r;k;s;D1) is
closable on L2(S; ) for nr;k-a.s. s. Hence we complete the proof.
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To prove Theorem 3.2.3 we need another lemma which are modications
of a lemma in [30]. Here we rewrite a lemma with modications to t the
present situations and put the following lemma without the proof.
Lemma 3.3.5. ([30, Theorem 2])
Assume that (E nr ;D1) is closable on L
2(S; ) for all r; n 2 N. Then (E ;D1)
is closable on L2(S; ).
Proof of Theorem 3.2.3. Combining Lemma 3.3.5 with Proposition 3.3.1 we
conclude Theorem 3.2.3.
From Lemma 3.3.2{Lemma 3.3.4, we can reduce the closability of the
bilinear form associated with nite dynamics, that is
(E nr ;D1) is closable on L
2(S; ) for all n; r 2 N. (A.1*)
Let Er =
P1
n=1 E
n
r .
Lemma 3.3.6. (i) Under the condition (A.1*),
(1) (Er;D1 \Br) and (Er;D1) are closable on L2(S; ) for each r.
(ii) Let (Er;Dr) and (Er;cDr) denote the closures of (Er;D1\Br) and (Er;D1),
respectively.
(2) f(Er;D1)gr2N and f(Er;cDr)gr2N are increasing.
(3) f(Er;Dr)gr2N is decreasing.
(4) lim
r!1
Er(f; f) = E (f; f) <1 for all f 2 D1.
Proof. By (A.1*) (
Pm
n=1 E
n
r ;D1) are closable. Since f(
Pm
n=1 E
n
r ;D1)g1m<1
is increasing to converge to (Er;D1), (Er;D1) is again closable by Lemma
2.4.2. The closability of (Er;D1 \ Br) follows from that of (Er;D1). We
thus obtain (1).
Let f 2 D1 and r < q. Let fnr;s(x) fmq;s(x) be representations of f on
Sr;n and Sq;m, respectively. Then for s 2 Sr;n \ Sq;m (n  m) and a Unr -
coordinate xr;n(s) = (x
1
r;n; : : : ;x
n
r;n), we can choose U
m
q -coordinate of s such
that xq;m(s) = (x
1
r;sfn; : : : ; x
n
r;n; x
n+1
q;m ; : : : ; x
m
q;m). Then for s 2 Sr;n \ Sq;m (n 
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m), we see
nX
k=1
Z
Ur
frykfnr (xr;n(s))g2 p(jy   xkr;n(s)j)dy
+
nX
k=1
Z
Ucr
frkfnr (xr;n(s))g2 p(jy   xkr;n(s)j)dy
+
X
x2supp[s]\Ucr
Z
Ur
ryn+1fnr (xr;n(s))	2 p(jy   xj)dy

mX
`=1
Z
Uq
ry`fmq (xq;m(s))	2 p(jy   x`q;m(s)j)dy
+
mX
`=1
Z
Ucq
r`fmq (xq;m(s))	2 p(jy   x`q;m(s)j)dy
+
X
x2supp[s]\Ucq
Z
Uq
rym+1fmq (xq;m(s))	2 p(jy   xj)dy:
Noting Sr;n \ Sq;m = ; if n > m, we see
1X
n=1
Dnr [f; f ](s) 
1X
n=1
Dnq [f; f ](s) for all s 2 S:
Integrating both sides we obtain fEr;D1g is increasing in r. So its closure
f(Er;cDr)g is also increasing in r. This completes the proof of (2).
Let f 2 D1 \ Br. Then
P1
n=1Dnr [f; f ] =
P1
n=1Dnq [f; f ] for all r  q.
Hence Er(f; f) = Eq(f; f) = E (f; f). This implies (3) and (4).
LetGr; andG be resolvents of ((Er;Dr); L2(S; )) and ((E ;D); L2(S; )),
respectively. Since Dr is not dense in L2(S; ), we dene Gr; in the sense of
[44]. Let ( bE ; bD) denote the closed form on L2(S; ) given by bD = T1r=1 cDr
and bE (f; f) = lim
r!1
Er(f; f). (See Lemma 3.3.6.) Let bGr; and bG be resol-
vents of ((Er; bDr); L2(S; )) and (( bE ; bD); L2(S; )), respectively.
Proposition 3.3.7. (i) Gr; converge toG strongly in L2(S; ) as r !1
for all  > 0.
(ii) bGr; converge to bG strongly in L2(S; ) as r !1 for all  > 0.
Proof. We prove this proposition by the same way of [30, Theorem 3].
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3.4 Proof of Theorem 3.2.1
Lemma 3.4.1. (E ;D), (E ; bD), (Er;Dr) and (Er; bDr) are Markovian.
Proof. For " > 0 there exists '" 2 C1(R) such that '"(t) = t for all t 2 [0; 1],
'"(t) 2 [ "; 1 + "] and j'0"(t)j  1 for all t 2 R. By mean-value theorem we
get
D['"  f; '"  f ](s) = 1
2
1X
j=1
Z
S
n
ryj ('"  ef)(s)o2 p(jy   sjj)dy
=
1
2
1X
j=1
Z
S
n
'0"(csj ;y)ryj ef(s)o2 p(jy   sjj)dy; (3.4.1)
where s =
P1
j=1 sj and csj ;y is a constant depending on sj and y. Since
supt2R j'0"(t)j  1 holds, then we get
RHS of (3.4.1)  sup
t2R
j'0"(t)j2 
1
2
1X
j=1
Z
S
n
ryj ef(s)o2 p(jy   sjj)dy
 1
2
1X
j=1
Z
S
n
ryj ef(s)o2 p(jy   sjj)dy  D[f; f ](s): (3.4.2)
Then '"  f 2 D1 for all f 2 D1 and from (3.4.2) we get
E ('"  f; '"  f) =
Z
S
D['"  f; '"  f ](s)d(s) 
Z
S
D[f; f ](s)d(s)  E (f; f);
This implies (E ;D) are Markovian (See [27, Proposition I.4.10]). Other
statements can be proved similarly.
We introduce a mollier on B1. The following lemma is a modication
of [30, Lemma 2.4]. Here we rewrite a lemma with modications to t the
present situations and put the following lemma without the proof. Let j :
Rd ! R be a non-negative, smooth function such that RRd j(x)dx = 1 and
j(x) = 0 for jxj  1
2
. Let j" = "
dj(=") and jn"(x1; : : : ; xn) =
Qn
j=1 j"(xj). For
f 2 Br  Br+", we putbfnr+"(xn) = jn"  fr+";s(xn); xn 2 Unr :
Since f is [r]-measurable, fr+";s = fr+" and bfnr+" is a Ur+"-representation
of some [r+"]-measurable function. We denote the function by Jr;"f , that
is,
Jr;"f(s) = bfnr+"(x); if s 2 Sn;r+", n 2 N [ f0g:
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Lemma 3.4.2. (i) Let f 2 Br. Then we have the following:
Jr;"f 2 D1 for " > 0;
lim
"!0
jjJr;"f   f jjL2(S;) = 0:
(ii) Let f 2 Br such that fnr 2 C1(Unr ) for all n, where fnr are Unr -
representations of f . Let  > 0 and Nr; = fs 2 S; s(Ur+   Ur) = 0g.
Then
lim
"!0
Jr+;"f(s) = f(s) for all s 2 Nr;.
(iii) D1 is dense in L2(S; ).
Lemma 3.4.3. Assume (B.4). Then for -a.s. s, there exists N = N(s)  2
such that s(U2r)  kE(s(U2r)) for any k  n and r  1.
Proof. By Chebyshev's inequality we get
 [fs(U2r) > nE(s(U2r))g] =  [fs(U2r)  E(s(U2r)) > (n  1)E(s(U2r))g]
 Var(s(U2r))
(n  1)2E(s(U2r))2 :
Hence
1X
n=2

 1[
r=1

s(U2r) > n(E(s(U2r)))
!

1X
n=2
1
(n  1)2
1X
r=1
Var(s(U2r))
E(s(U2r))2
:
(3.4.3)
By (B.4),
Var(s(U2r))
E(s(U2r))2
=
Var(s(U2r))
E(s(U2r))2
= O(2 r)
holds. Hence the RHS of (3.4.3) is nite. Therefore from Borel-Cantelli's
Lemma, for -a.s. s there exists n  2 such that s(U2r)  kE(s(U2r)) for
any k  n, r  1.
Let A = fa = fargr2N; ar 2 N; ar  ar+1 for all rg. For a = farg 2 A,
let S[a] = fs 2 S; s(U2r)  ar for all rg. Then S[a] is a compact set. (See [40,
Proposition 3.16]. ) Suppose a; b 2 A and c 2 R. we set a+ = far+1gr2N,
ca = fcargr2N and a + b = far + brgr2N. Let 1 be a sequence that ar = 1
for all r 2 N.
Lemma 3.4.4. Assume (B.4). Let an = fn2(d+)rgr2N 2 A, n 2 N. Then
we have

 1[
n=1
S[an]
!
= 1: (3.4.4)
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Proof. By (B.1) we can check E[s(U2r)] = O
 
2(d+)r

. Hence from Lemma
3.4.3, we can prove that for -a.s. s, there exists n  2 such that s(U2r) 
k2(d+)r for any k  n and r  1. This implies (3.4.4). Thus the proof is
completed.
We introduce a function [a] dened by
[a](s) =   da(s); da(s) =
1X
r=1
X
j2Jr;s
(2r   jsjj) ^ 2r 1
2r 1ar
;
where (sj)j2N is a sequence such that jsjj  jsj+1j for all j 2 N, s =
P
j sj
and
Jr;s = fj; j > ar; sj 2 U2rg:
 : R! [0; 1] is the function dened by
(t) =
8><>:
1 if t < 0;
1  t if 0  t  1
0 if 1 < t:
O
(t)
t
1
1
Figure 3.4: (t)
Lemma 3.4.5. For any a = fargr2N 2 A we have
[a](s) =
8><>:
1 if s 2 S[a],
2 [0; 1] if s 2 A[a],
0 if s 2 S[2a+]c,
where we set A(a) = S[2a+ + 1] n S[a  1] for a 2 A.
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Proof. For s 2 S[a], Jr;s = ; for all r 2 N. Then we can check da(s) = 0.
Hence [a](s) = 1.
If s 2 S[2a+]c then there exists r0 such that s(U2r0 )  2ar0+1 + 1 holds.
There are at least 2ar0+1 + 1 particles in U2r0 . Hence
]Jr0+1;s  ar0+1 + 1 (3.4.5)
holds, where ]J denote the cardinality of the set J . We take j0 2 Jr0+1;s and
x. Then for a particle sj0 , (2
r0   jsj0 j) ^ 2r0 1 = 2r0 1 holds. Hence it is
hold that
(2r0+1   jsj0 j) ^ 2r0
2r0ar0+1
=
1
ar0+1
: (3.4.6)
Therefore from (3.4.5) and (3.4.6), we can check da(s)  1. Hence [a](s) =
0. Moreover since [a](s) =   da(s) and (x) 2 [0; 1] for all x 2 R, we see
[a](s) 2 [0; 1] for all s 2 S, especially for all s 2 A[a]. Thus the proof is
completed.
U
2
r
0
+1
U
2
r
0
2
r
0
+1
2
r
0
2a
r
0
+1
+ 1
at least
2
r
0
at least
Figure 3.5: an example of a conguration in S[2a+]
c
Here we remark that S = S[a] [ A[a] [ S[2a+]c for all a 2 A. From this
lemma we can call [a] a cut o function on S[a].
Lemma 3.4.6. Let f 2 D1 and a = farg 2 A then we have
D[[a]f; [a]f ](s)  2  D[[a]; [a]](s)f 2(s) + D[f; f ](s) ; (3.4.7)
D[(1  [a])f; (1  [a])f ](s)  D[[a]; [a]](s)f 2(s)
+
1X
i=1
Z
S
(1  [a](ssi;y))2(f(ssi;y)  f(s))2p(jy   sij)dy: (3.4.8)
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Proof. Let f; g 2 D1 and s =
P
i si .
D[fg; fg](s) =
1
2
1X
i=1
Z
S
(f(ssi;y)g(ssi;y)  g(s)f(s))2p(jy   sij)dy
=
1
2
1X
i=1
Z
S
f(g(ssi;y)  g(s))f(s) + g(ssi;y)(f(ssi;y)  f(s))g2p(jy   sij)dy

1X
i=1
Z
S
f(g(ssi;y)  g(s))2f 2(s) + g2(ssi;y)(f(ssi;y)  f(s))2gp(jy   sij)dy:
(3.4.9)
We substitute [a] into g in the equation (3.4.9). Then
D[[a]f; [a]f ](s)

1X
i=1
Z
S

([a](ssi;y)  [a](s))2f 2(s)
+ [a]2(ssi;y)(f(ssi;y)  f(s))2

p(jy   sij)dy
=
1X
i=1
Z
S
f([a](ssi;y)  [a](s))2gp(jy   sij)dyf 2(s)
+
1X
i=1
Z
S
f[a]2(ssi;y)(f(ssi;y)  f(s))2gp(jy   sij)dy: (3.4.10)
Since [a](s)  1, we get
RHS of (3.4.10)  2  D[[a]; [a]](s)f 2(s) + D[f; f ] :
Hence we obtain (3.4.7).
We prove the second claim. We substitute 1 [a] into g in the equation
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(3.4.9). Then we get
D[(1  [a])f; (1  [a])f ](s)

1X
i=1
Z
S

((1  [a])(ssi;y)  (1  [a])(s))2f 2(s)
+ (1  [a](ssi;y))2(f(ssi;y)  f(s))2

p(jy   sij)dy
=
1X
i=1
Z
S

([a](ssi;y)  [a](s))2f 2(s)
+ (1  [a](ssi;y))2(f(ssi;y)  f(s))2

p(jy   sij)dy
=
1X
i=1
Z
S
([a](ssi;y)  [a](s))2p(jy   sij)dyf 2(s)
+
1X
i=1
Z
S
(1  [a](ssi;y))2(f(ssi;y)  f(s))2p(jy   sij)dy:
Hence we get (3.4.8). Thus the proof is completed.
The next lemma is a key lemma of the proof of Theorem 3.2.1.
Lemma 3.4.7. Suppose an = fan;rgr2N = fn2(d+)rgr2N. Let  > , 0 <
 < 2. Then there exists C = Cd;;; such thatZ
S
D[[an]; [an]](s)f 2(s)d  C
Z
A(an)
f 2(s)d for all n 2 N and f 2 D1.
(3.4.11)
Proof. It is enough to show the case
p(r) =
(
r d  if r  1;
r d  if r < 1;
for 0 <  <  and 0 <  < 2. Since
j[a](s0)  [a](s)j  jda(s0)  da(s)j; for a 2 A and s; s0 2 S.
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the LHS of (3.4.11) is bounded byZ
A(an)
f 2(s)d(s)  1
2
1X
i=1
([an](s
si;y)  [an](s))2p(y   si)dy

Z
A(an)
f 2(s)d(s)  1
2
1X
i=1
Z
S
(dan(s
si;y)  dan(s))2p(y   si)dy
=
Z
A(an)
f 2(s)d(s)  1
2
1X
i=1
Z
S
(dan(s
si;y)  dan(s))2
1fjy sij<1g
jy   sijd+ dy
+
Z
A(an)
f 2(s)d(s)  1
2
1X
i=1
Z
S
(dan(s
si;y)  dan(s))2
1fjy sij1g
jy   sijd+dy
 I1 + I2: (3.4.12)
Let Ar = U2r n U2r 1 for r  2 and A1 = U2. We see that
jdan(ssi;y)  dan(s)j 
jsij   jyj  1
2r 1an;r
+
1
2r 2an;r 1
+
1
2ran;r+1

;
for r 2 N, si 2 Ar, y 2 Ar 1 [ Ar [ Ar+1 with jy   sij < 1. Combining this
with
1
2r 1an;r
+
1
2r 2an;r 1
+
1
2ran;r+1
 3
2r 2an;r 1
; for n; r 2 N,
we obtain
jdan(ssi;y)  dan(s)j 
jsij   jyj 3
2r 2an;r 1
 y   si 3
2r 2an;r 1
;
for r 2 N, si 2 Ar, y 2 Ar 1 [ Ar [ Ar+1 with jy   sij < 1. Hence we have
I1 
Z
A(an)
f 2(s)d(s)  9
2
1X
r=1
X
si2Ar
Z
S
jsij   jyj2 1
22r 4a2n;r 1
1fjy sij<1g
jy   sijd+ dy

Z
A(an)
f 2(s)d(s)  9
2
1X
r=1
X
si2Ar
1
22r 4a2n;r 1
Z
S
1fjy sij<1g
jy   sijd+ 2dy

Z
A(an)
f 2(s)d(s)  9
2
1X
r=1
2an;r+1 + 1
22r 4a2n;r 1

Z
S
1fjzj<1g
jzjd+ 2dz; (3.4.13)
where we use s(Ar)  2an;r+1 + 1 for s 2 A(an). We remark thatZ
S
1fjzj<1g
jzjd+ 2dz <1; for all 0 <  < 2. (3.4.14)
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In addition we have
1X
r=1
2an;r+1 + 1
22r 4a2n;r 1
=
1X
r=1
n2(r+1)(d+)+1 + 1
22r 4  n222(r 1)(d+)
=
1X
r=1
1
n
 1
2r(d++2) 3(d+) 5
+
1X
r=1
1
n2
 1
22r(d++1) 2(d+) 4
 (1=2)
 2(d+) 3
1  (1=2)d++2 +
(1=2) 2
1  (1=2)2(d++1) <1: (3.4.15)
Then from (3.4.14) and (3.4.15), there exists a constant C(1) = C
(1)
d;; > 0
such that
RHS of (3.4.13)  C(1)
Z
A(an)
f 2(s)d(s): (3.4.16)
From (3.4.13) and (3.4.16) we then have
I1  C(1)
Z
A(an)
f 2(s)d(s): (3.4.17)
On the other hand we have
I2 =
Z
A(an)
f 2(s)d(s)  1
2
1X
r=1
X
si2Ar
1X
`=1
Z
A`
(dan(s
si;y)  dan(s))2
1fjy sij1g
jy   sijd+dy
=
Z
A(an)
f 2(s)d(s)  1
2
1X
r=1
X
si2Ar
Z
Ar 1[Ar[Ar+1
(dan(s
si;y)  dan(s))2
1fjy sij1g
jy   sijd+dy
+
Z
A(an)
f 2(s)d(s)  1
2
1X
r=1
X
si2Ar
1X
`=1
j` rj>1
Z
A`
(dan(s
si;y)  dan(s))2
1fjy sij1g
jy   sijd+dy
 I3 + I4: (3.4.18)
We see that
jdan(ssi;y)  dan(s)j 
1
an;r 1
+
1
an;r
+
1
an;r+1
;
for r 2 N, si 2 Ar and y 2 Ar 1 [ Ar [ Ar+1. Combining this with
1
an;r
+
1
an;r 1
+
1
an;r+1
 3
an;r 1
; for r; n 2 N,
we obtain
jdan(ssi;y)  dan(s)j 
3
an;r 1
;
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for r 2 N, si 2 Ar and y 2 Ar 1 [ Ar [ Ar+1. Hence we have
I3 
Z
A(an)
f 2(s)d(s)  9
2
1X
r=1
X
si2Ar
Z
Ar 1[Ar[Ar+1
1
a2n;r 1
1fjy sij1g
jy   sijd+dy

Z
A(an)
f 2(s)d(s)  9
2
1X
r=1
2an;r+1 + 1
a2n;r 1
Z
Ar 1[Ar[Ar+1
1fjy sij1g
jy   sijd+dy

Z
A(an)
f 2(s)d(s)  9
2
1X
r=1
2an;r+1 + 1
a2n;r 1
Z
S
1fjzj1g
jzjd+ dz; (3.4.19)
where we use s(Ar)  2an;r+1 + 1 for s 2 A(an). We remark thatZ
S
1fjzj1g
jzjd+ dz <1; for all  > 0. (3.4.20)
In addition we have
1X
r=1
2an;r+1 + 1
a2n;r 1
=
1X
r=1
n2(r+1)(d+)+1 + 1
n222(r 1)(d+)
=
1X
r=1
1
n
 1
2r(d+) 3(d+) 1
+
1X
r=1
1
n2
 1
22r(d+) 2(d+)
 (1=2)
 2(d+) 1
1  (1=2)d+ +
1
1  (1=2)2(d+) <1: (3.4.21)
Then from (3.4.20) and (3.4.21), there exists a constant C(2) = C
(2)
d;; > 0
such that
RHS of (3.4.19) = C(2)
Z
A(an)
f 2(s)d(s): (3.4.22)
From (3.4.19) and (3.4.22) we then have
I3  C(2)
Z
A(an)
f 2(s)d(s): (3.4.23)
Moreover we see that
jdan(ssi;y)  dan(s)j 
`_rX
m=`^r
1
an;m
;
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for `; r 2 N with j`  rj > 1, si 2 Ar and y 2 A`. Hence we have
I4 
Z
A(an)
f 2(s)d(s)  1
2
1X
r=1
X
si2Ar
1X
`=1
j` rj>1
Z
A`
 
`_rX
m=`^r
1
an;m
!2
1fjy sij1g
jy   sijd+dy

Z
A(an)
f 2(s)d(s)  1
2
1X
r=1
X
si2Ar
1X
`=1
j` rj>1
 
`_rX
m=`^r
1
an;m
!2 Z
A`
1fjy sij1g
j2`^r 1   2`_rjd+dy:
(3.4.24)
We remark j2`^r 1   2`_rj  2`^r 2 for any `; r 2 N with j`  rj > 1. Then
RHS of (3.4.24)

Z
A(an)
f 2(s)d(s)  1
2
1X
r=1
X
si2Ar
1X
`=1
j` rj>1
 
`_rX
m=`^r
1
an;m
!2 Z
A`
1fjy sij1g
2(`_r 2)(d+)
dy

Z
A(an)
f 2(s)d(s)  1
2
1X
r=1
X
si2Ar
1X
`=1
j` rj>1
 
`_rX
m=`^r
1
an;m
!2
jA`j
2(`_r 2)(d+)

Z
A(an)
f 2(s)d(s)  1
2
1X
r=1
1X
`=1
j` rj>1
 
`_rX
m=`^r
1
an;m
!2
(2an;r+1 + 1)jA`j
2(`_r 2)(d+)
;
(3.4.25)
where j  j denote the Lebesgue measure on Rd. We have
`_rX
m=`^r
1
an;m
=
`_rX
m=`^r
1
n2m(d+)
=
1
n
 (1=2)
(`^r)(d+)   (1=2)(`_r+1)(d+)
1  (1=2)d+
 1
n
 (1=2)
(`^r)(d+)
1  (1=2)d+ : (3.4.26)
CHAPTER 3. DIRICHLET FORM APPROACH TO IPS 69
Hence we obtain
1X
r=1
1X
`=1
j` rj>1
 
`_rX
m=`^r
1
an;m
!2
(2an;r+1 + 1)jA`j
2(`_r 2)(d+)

1X
r=1
1X
`=1
j` rj>1
1
n2

(1=2)(`^r)(d+)
1  (1=2)d+
2
(n2(r+1)(d+)+1 + 1)jA`j
2(`_r 2)(d+)
 C(3)d;;
1X
r=1
1X
`=r+1
1
2r(d+)+`
+ C
(4)
d;;
1X
r=1
r 1X
`=1
1
2r( )+`(d+2)
= C
(3)
d;;
1X
r=1
1
2r(d+)
(1=2)(r+1)
1  (1=2) + C
(4)
d;;
1X
`=1
1
2`(d+2)
(1=2)(`+1)( )
1  (1=2)( )
 C(5)d;;
1X
r=1
1
2r(d++)
+ C
(6)
d;;
1X
`=1
1
2`(d++)
=
n
C
(5)
d;; + C
(6)
d;;
o (1=2)d++
1  (1=2)d++ <1; (3.4.27)
where C
(i)
d;; for i = 3; 4; 5; 6 are constants depending on d,  and , and
we use     > 0. Then from (3.4.26) and (3.4.27), there exists a constant
C(7) = C
(7)
d;; > 0 such that
RHS of (3.4.25) = C(7)
Z
A(an)
f 2(s)d(s): (3.4.28)
From (3.4.25) and (3.4.28) we then have
I4  C(7)
Z
A(an)
f 2(s)d(s): (3.4.29)
From (3.4.23) and (3.4.29) we obtain
I2 = I3 + I4 
 
C(2) + C(7)
 Z
A(an)
f 2(s)d(s): (3.4.30)
Therefore from (3.4.17) and (3.4.30) we have
I1 + I2 
 
C(1) + C(2) + C(7)
 Z
A(an)
f 2(s)d(s): (3.4.31)
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Let C = C(1) + C(2) + C(7), which is depending on d, , , . From (3.4.12)
and (3.4.31) we haveZ
S
D[[an]; [an]](s)f 2(s)d  C
Z
A(an)
f 2(s)d
for all n 2 N. Then we prove (3.4.11). Thus the proof is completed.
Lemma 3.4.8. Let an = fan;rgr2N = fn2(d+)rgr2N. Then for f 2 D1 and
n 2 N we have
[an]f 2 D (3.4.32)
and
jj(1  [an])f jj1 
s
(C + 2)
Z
S[an 1]c
ff 2(s) + D[f; f ](s)gd; (3.4.33)
where jjf jj21 = jjf jj2L2(S;d) + E (f; f).
Proof. By (3.4.7) we have
E ([an]f; [an]f)  2
Z
S
D[[an]; [an]](s)f 2(s)d+ 2
Z
S
D[f; f ](s)d
 2
Z
S
D[[an]; [an]](s)f 2(s)d+ 4E (f; f): (3.4.34)
From Lemma 3.4.7 we can get
RHS of (3.4.34)  2C
Z
A(an)
f 2(s)d+ 4E (f; f)
 (2C + 4)  jjf 2jjL2(S;) + E (f; f) <1:
Hence we can prove (3.4.32).
We show the second claim. By (3.4.8) we have
E ((1  [an])f; (1  [an])f) 
Z
S
dD[[an]; [an]](s)f 2(s)
+
Z
S
d
1X
i
Z
S
f(1  [an](ssi;y))2(f(ssi;y)  f(s))2gp(jy   sij)dy:
(3.4.35)
Since 1  [an](s) = 0 on S[an] and Lemma 3.4.7 holds,
RHS of (3.4.35)  C
Z
S[an 1]c
f 2(s)d+ 2
Z
S[an 1]c
dD[f; f ](s): (3.4.36)
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Hence by (3.4.36)
jj(1  [an])f jj21  (C + 1)
Z
S[an 1]c
f 2(s)d+ 2
Z
S[an 1]c
dD[f; f ](s)
 (C + 2)
Z
S[an 1]c
ff 2(s) + D[f; f ](s)gd:
Therefore we can prove (3.4.33). Thus the proof is completed.
Proof of Theorem 3.2.1. Let
Dcut = f[an]f ; f 2 D1; n 2 Ng:
By (3.4.32) we obtain Dcut  D . By (3.4.33) and Lemma 3.4.4 we see
D1  Dcut, where  denotes the closure of  with respect to jj  jj1. By
D1 = D we see Dcut = D . Let D(n) = ff 2 D ; f = 0 a.e. s on S[2an;+]cg.
By Lemma 3.4.5 we see
Dcut 
1[
n=1
D(n):
Hence fS[2an;+]cgn2N is a compact nest. We thus obtain (Q.1) in section 1.4.
The proofs of (Q.2) and (Q.3) in section 1.4 are the same in the proof of
in [30, Theorem 1].
Combining these we see (E ;D) is a quasi-regular Dirichlet form.
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