Co-clustering through Optimal Transport by Laclau, Charlotte et al.
HAL Id: hal-01539101
https://hal.archives-ouvertes.fr/hal-01539101
Submitted on 14 Jun 2017
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Co-clustering through Optimal Transport
Charlotte Laclau, Ievgen Redko, Basarab Matei, Younès Bennani, Vincent
Brault
To cite this version:
Charlotte Laclau, Ievgen Redko, Basarab Matei, Younès Bennani, Vincent Brault. Co-clustering
through Optimal Transport. 34th International Conference on Machine Learning, Aug 2017, Sydney,
Australia. pp.1955-1964. ￿hal-01539101￿
Co-clustering through Optimal Transport
Charlotte Laclau 1 Ievgen Redko 2 Basarab Matei 1 Younès Bennani 1 Vincent Brault 3
Abstract
In this paper, we present a novel method for
co-clustering, an unsupervised learning approach
that aims at discovering homogeneous groups of
data instances and features by grouping them si-
multaneously. The proposed method uses the en-
tropy regularized optimal transport between em-
pirical measures defined on data instances and
features in order to obtain an estimated joint
probability density function represented by the
optimal coupling matrix. This matrix is fur-
ther factorized to obtain the induced row and
columns partitions using multiscale representa-
tions approach. To justify our method theoreti-
cally, we show how the solution of the regular-
ized optimal transport can be seen from the vari-
ational inference perspective thus motivating its
use for co-clustering. The algorithm derived for
the proposed method and its kernelized version
based on the notion of Gromov-Wasserstein dis-
tance are fast, accurate and can determine auto-
matically the number of both row and column
clusters. These features are vividly demonstrated
through extensive experimental evaluations.
1. Introduction
Cluster analysis aims to gather data instances into groups,
called clusters, where instances within one group are sim-
ilar among themselves while instances in different groups
are as dissimilar as possible. Clustering methods have be-
come more and more popular recently due to their ability
to provide new insights into unlabeled data that may be
difficult or even impossible to capture for a human being.
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Clustering methods, however, do not take into account the
possible existing relationships between the features that de-
scribe the data instances. For example, one may consider
a data matrix extracted from text corpus where each doc-
ument is described by the terms appearing in it. In this
case, clustering documents may benefit from the knowl-
edge about the correlation that exists between different
terms revealing their probability of appearing in the same
documents. This idea is the cornerstone of co-clustering
(Hartigan, 1972; Mirkin, 1996) where the goal is to per-
form clustering of both data points and features simul-
taneously. The obtained latent structure of data is com-
posed of blocks usually called co-clusters. Applications of
co-clustering include but are not limited to recommenda-
tion systems (George & Merugu, 2005; Deodhar & Ghosh,
2010; Xu et al., 2012), gene expression analysis (Cheng
et al., 2008; Hanisch et al., 2002) and text mining (Dhillon
et al., 2003a; Wang et al., 2009). As a result, these methods
are of an increasing interest to the data mining community.
Co-clustering methods are often distinguished into prob-
abilistic methods (e.g., (Dhillon et al., 2003b; Banerjee
et al., 2007; Nadif & Govaert, 2008; Wang et al., 2009;
Shan & Banerjee, 2010)) and metric based (e.g., (Rocci
& Vichi, 2008; Ding et al., 2006)) methods. Probabilistic
methods usually make an assumption that data was gen-
erated as a mixture of probability density functions where
each one of them corresponds to one co-cluster. The goal
then is to estimate the parameters of the underlying dis-
tributions and the posterior probabilities of each co-cluster
given the data. Metric based approaches proceed in a dif-
ferent way and rely on introducing and optimizing a crite-
rion commonly taking into account intra- and inter-block
variances. This criterion, in its turn, is defined using some
proper metric function that describes the geometry of data
in the most precise way possible. Both metric and proba-
bilistic approaches are known to have their own advantages
and limitations: despite being quite efficient in modeling
the data distribution, probabilistic methods are computa-
tionally demanding and hardly scalable; metric methods
are less computationally demanding but present the need to
choose the “right” distance that uncovers the underlying la-
tent co-clusters’ structure based on available data. Further-
more, the vast majority of co-clustering methods require
the number of co-clusters to be set in advance. This is usu-
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ally done using the computationally expensive exhaustive
search over a large number of possible pairs of row and
column clusters as in (Keribin et al., 2015; Wyse & Friel,
2012; Wyse et al., 2014).
In this paper, we address the existing issues of co-clustering
methods described above by proposing a principally new
approach that efficiently solves the co-clustering problem
from both qualitative and computational points of view
and allows the automatic detection of the number of co-
clusters. We pose the co-clustering problem as the task of
transporting the empirical measure defined on the data in-
stances to the empirical measure defined on the data fea-
tures. The intuition behind this process is very natural to
co-clustering and consists in capturing the associations be-
tween instances and features of the data matrix. The solu-
tion of optimal transportation problem is given by a doubly-
stochastic coupling matrix which can be considered as the
approximated joint probability distribution of the original
data. Furthermore, the coupling matrix can be factorized
into three terms where one of them reflects the posterior
distribution of data given co-clusters while two others rep-
resent the approximated distributions of data instances and
features. We use these approximated distributions to obtain
the final partitions. We also derive a kernelized version of
our method that contrary to the original case, is based on
an optimal transportation metric defined on the space of
dissimilarity functions.
The main novelty of our work is two-fold. To the best
of our knowledge, the proposed approach is a first at-
tempt to apply entropy regularized optimal transport for co-
clustering and to give its solution a co-clustering interpreta-
tion. While Wasserstein distance has already been adapted
to design clustering algorithms (Cuturi & Doucet, 2014; Ir-
pino et al., 2014), our idea is to concentrate our attention on
the solution of the optimal transport given by the coupling
matrix and not to minimize the quantization error with re-
spect to (w.r.t.) Wasserstein distance. We also note that
using entropy regularization leads to a very efficient algo-
rithm that can be easily parallelized (Cuturi, 2013). Sec-
ond, we show that under some plausible assumptions the
density estimation procedure appearing from the use of the
optimal transport results in the variational inference prob-
lem with the minimization of the reversed Kullback-Leibler
divergence. The important implications of this difference
w.r.t. other existing methods are explained in Section 3.
The rest of this paper is organized as follows. In Section
2, we briefly present the discrete version of the optimal
transportation problem and its entropy regularized version.
Section 3 proceeds with the description of the proposed ap-
proach, its theoretical analysis and algorithmic implemen-
tation. In Section 4, we evaluate our approach on synthetic
and real-world data sets and show that it is accurate and
substantially more efficient than the other state-of-the-art
methods. Last section concludes the paper and gives a cou-
ple of hints for possible future research.
2. Background and notations
In this section, we present the formalization of the Monge-
Kantorovich (Kantorovich, 1942) optimization problem
and its entropy regularized version.
2.1. Optimal transport
Optimal transportation theory was first introduced in
(Monge, 1781) to study the problem of resource allocation.
Assuming that we have a set of factories and a set of mines,
the goal of optimal transportation is to move the ore from
mines to factories in an optimal way, i.e., by minimizing
the overall transport cost.
More formally, given two empirical probability measures1
µ̂S =
1
NS
∑NS
i=1 δxSi and µ̂T =
1
NT
∑NT
i=1 δxTi defined as
uniformly weighted sums of Dirac with mass at locations
supported on two point sets XS = {xSi ∈ Rd}
NS
i=1 and
XT = {xTi ∈ Rd}
NT
i=1, the Monge-Kantorovich problem
consists in finding a probabilistic coupling γ defined as a
joint probability measure over XS × XT with marginals
µ̂S and µ̂T that minimizes the cost of transport w.r.t. some
metric l : Xs ×Xt → R+:
min
γ∈Π(µ̂S ,µ̂T )
〈M,γ〉F
where 〈·,·〉F is the Frobenius dot product, Π(µ̂S , µ̂T ) =
{γ ∈ RNS×NT+ |γ1 = µ̂S , γT1 = µ̂T } is a set of doubly
stochastic matrices and M is a dissimilarity matrix, i.e.,
Mij = l(x
S
i ,x
T
j ), defining the energy needed to move a
probability mass from xSi to x
T
j . This problem admits a
unique solution γ∗ and defines a metric on the space of
probability measures (called the Wasserstein distance) as
follows:
W (µ̂S , µ̂T ) = min
γ∈Π(µ̂S ,µ̂T )
〈M,γ〉F .
The Wasserstein distance has been successfully used in var-
ious applications, for instance: computer vision (Rubner
et al., 2000), texture analysis (Rabin et al., 2011), tomo-
graphic reconstruction (I. Abraham & Carlier, 2016), do-
main adaptation (Courty et al., 2014), metric learning (Cu-
turi & Avis, 2014) and clustering (Cuturi & Doucet, 2014;
Irpino et al., 2014). This latter application is of a particular
interest as Wasserstein distance is known to be a very effi-
cient metric due to its capability of taking into account the
1Due space limitation, we present only the discrete version
of optimal transport. For more details on the general continuous
case and the convergence of empirical measures, we refer the in-
terested reader to the excellent monograph by (Villani, 2009).
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geometry of data through the pairwise distances between
samples. The success of algorithms based on this distance
is also due to (Cuturi, 2013) who introduced an entropy reg-
ularized version of optimal transport that can be optimized
efficiently using matrix scaling algorithm. We present this
regularization below.
2.2. Entropic regularization
The idea of using entropic regularization dates back to
(Schrödinger, 1931). In (Cuturi, 2013), it found its appli-
cation to the optimal transportation problem through the
following objective function:
min
γ∈Π(µ̂S ,µ̂T )
〈M,γ〉F −
1
λ
E(γ).
Second term E(γ) = −
∑NS ,NT
i,j γi,j log(γi,j) in this
equation allows to obtain smoother and more numerically
stable solutions compared to the original case and con-
verges to it at the exponential rate (Benamou et al., 2015).
Another advantage of entropic regularization is that it al-
lows to solve optimal transportation problem efficiently us-
ing Sinkhorn-Knopp matrix scaling algorithm (Sinkhorn &
Knopp, 1967).
In the next section, we explain the main underlying idea
of our approach that consists in associating data instances
with features through regularized optimal transport.
3. Co-clustering through optimal transport
In this section we show how the co-clustering problem can
be casted in a principally new way and then solved using
the ideas from the optimal transportation theory.
3.1. Problem setup
Let us denote by X and Y two random variables tak-
ing values in the sets {xr}nr=1 and {yc}dc=1, respectively,
where subscripts r and c correspond to rows (instances) and
columns (features). Similar to (Dhillon et al., 2003b), we
assume that the joint probability distribution between X
and Y denoted by p(X,Y ) is estimated from the data ma-
trix A ∈ Rn×d. We further assume that X and Y consist
of instances that are distributed w.r.t. probability measures
µr, µc supported on Ωr,Ωc where Ωr ⊆ Rd and Ωr ⊆ Rn,
respectively.
The problem of co-clustering consists in jointly group-
ing the set of features and the set of instances into ho-
mogeneous blocks by finding two assignment functions
Cr and Cc that map as follows: Cr : {x1, . . . ,xn} →
{x̂1, . . . , x̂g}, Cc : {y1, . . . ,yd} → {ŷ1, . . . , ŷm} where g
and m denote the number of row and columns clusters, and
discrete random variables X̂ and Ŷ represent the partitions
induced byX and Y , i.e., X̂ = Cr(X) = and Ŷ = Cc(Y ).
To use discrete optimal transport, we also define two em-
pirical measures µ̂r and µ̂c based on X and Y as follows:
µ̂r =
1
n
∑n
i=1 δxi and µ̂c =
1
m
∑m
i=1 δyi . We are now
ready to present our method.
3.2. Proposed approach
The main underlying idea of our approach is to use the op-
timal transportation presented above to find a probabilis-
tic coupling of the empirical measures defined based on
rows and columns of a given data matrix. More formally,
for some fixed λ > 0 we solve the co-clustering problem
through the following optimization procedure:
γ∗λ = argminγ∈Π(µ̂r,µ̂c)〈M, γ〉F −
1
λ
E(γ), (1)
where the matrix M is computed using the Euclidean dis-
tance, i.e., Mij = ‖xi − yj‖2. The elements of the result-
ing matrix γ∗λ provides us with the weights of associations
between instances and features: similar instances and fea-
tures correspond to higher values in γ∗λ. Our intuition is to
use these weights to identify the most similar sets of rows
and columns that should be grouped together to form co-
clusters.
Following (Benamou et al., 2015), this optimization prob-
lem can be equivalently rewritten in the following way:
min
γ∈Π(µ̂r,µ̂c)
〈M,γ〉F −
1
λ
E(γ) =
1
λ
min
γ∈Π(µ̂r,µ̂c)
KL(γ‖ξλ),
where ξλ = e−λM is the Gibbs kernel.
Finally, we can rewrite the last expression as follows:
min
γ∈Π(µ̂r,µ̂c)
KL(γ‖ξλ) = min
γ∈C
KL(γ‖ξλ),
where C = C1 ∩ C2 is the intersection of closed con-
vex subsets given by C1 = {γ ∈ Rd×d|γ1 = µ̂r} and
C2 = {γ ∈ Rd×d|γT1 = µ̂c}. The solution of the
entropy regularized optimal transport can be obtained us-
ing Sinkhorn-Knopp algorithm and has the following form
(Benamou et al., 2015):
γ∗λ = diag(α)ξλdiag(β), (2)
where α and β are the scaling coefficients of the Gibbs
kernel ξλ.
In what follows, we show that under some plausible as-
sumptions, we can interpret these two vectors as approxi-
mated rows and columns probability density functions.
3.3. Connection to variational inference
In order to justify our approach from the theoretical point
of view, we first explain how the obtained solution γ∗
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can be used for co-clustering. As mentioned in (Dhillon
et al., 2003b) and later in (Banerjee et al., 2007), the
co-clustering can be seen as a density estimation prob-
lem where the goal is to approximate the real density
p(X,Y ) by a simpler one depending on the obtained
co-clustering in a way that it preserves the loss in the
mutual information given by I(X,Y ) − I(X̂, Ŷ ) where
I(X,Y ) =
∫
XY
p(x, y) log p(x,y)p(x)p(y)dxdy is the mutual in-
formation. This quantity is further shown to be equal to the
Kullback-Leibler divergence between the original distribu-
tion p(X,Y ) and q(X,Y ) where the latter has the follow-
ing form:
q(x, y) = p(y|ŷ)p(x̂, ŷ)p(x|x̂).
From this point, one may instantly see that the solution of
the optimal transport problem γ∗ has a very similar form
as it also represents the joint probability distribution that
approximates the original probability distribution p(x, y)
given by the Gibbs measure ξλ and also factorizes into three
terms. The most important difference, however, lies in the
asymmetry of the KL divergence: while (Dhillon et al.,
2003b) and (Banerjee et al., 2007) concentrate on mini-
mizing KL(p(X,Y )‖q(X,Y )), our idea is different and
consists in minimizing KL(q(X,Y )‖p(X,Y )). This ap-
proach is known in the literature as the variational inference
(Bishop, 2006) and exhibits a totally different behaviour
compared to the minimization of KL(p(X,Y )‖q(X,Y )).
As shown by (Bishop, 2006), in variational inference the
estimated distribution q(X,Y ) concentrates on the modes
of data and remains compact, while the minimizer of
KL(p(X,Y )‖q(X,Y )) tends to cover the whole surface of
the original density and to overestimate its support. As X ,
Y and X̂ and Ŷ represent the observed and unobserved
variables, respectively, the natural goal is to try to esti-
mate the distribution p(X,Y |X̂, Ŷ ) of the data given the
obtained co-clusters by the simpler variational distribution
q(X,Y ). However, as the maximisation of p(X,Y |X̂, Ŷ )
is computationally impossible, it is common to introduce a
free distribution q(·, ·) on the parameters X̂ and Ŷ in order
to obtain the following decomposition:
log p(X,Y )=L(q(X̂, Ŷ ))+KL(q(X̂, Ŷ )‖p(X̂, Ŷ |X,Y )),
where the lower bound
L(q(X̂, Ŷ )) =
∫
x̂∈X̂
∫
ŷ∈Ŷ
q(x̂, ŷ) log
p(x, y, x̂, ŷ)
q(x̂, ŷ)
dx̂dŷ
is maximized when the KL divergence is minimized.
Now, if we assume that p(X̂, Ŷ |X,Y ) follows the Gibbs
distribution, i.e. p(X̂, Ŷ |X,Y ) ∝ e−λM(x,y), we can con-
sider the original formulation of the regularized optimal
transport as the variational inference problem:
min
q
KL(q(X̂, Ŷ )‖p(X̂, Ŷ |X,Y )) = min
γ
KL(γ‖ξλ),
where the optimal coupling γ equals to the estimated joint
probability q(X̂, Ŷ ).
At this point, we know that the coupling matrix can be seen
as an approximation to the original unknown posterior den-
sity function but the question how one can use it to obtain
the clustering of rows and columns has not been answered
yet. In order to solve the variational inference problem,
it is usually assumed that the variables x̂, ŷ are indepen-
dent and thus the variational distribution q(x̂, ŷ) factorizes
as q(x̂, ŷ) = q(x̂)q(ŷ). This assumption, however, goes
against the whole idea of co-clustering that relies on the ex-
istence of a deep connection between these two variables.
To this end, we propose to consider the factorization of
q(x̂, ŷ) that has the following form
q(x̂, ŷ) = q(x)q(x̂, ŷ|x, y)q(y).
This particular form follows the idea of structured stochas-
tic variational inference proposed in (Hoffman & Blei,
2015) where a term depicting the conditional distribution
between hidden and observed variables is added to the fully
factorized traditional setting presented above. As stated in
(Hoffman & Blei, 2015), this term allows arbitrary depen-
dencies between observed and hidden variables which can
increase the fidelity of the approximation.
Following (Bishop, 2006), the optimal estimated densities
q(x) and q(y) are controlled by the direction of the small-
est variance of p(x) and p(y) respectively. Furthermore,
q(x) and q(y) are proportional to the joint densities p(ŷ, y)
and p(x̂, x), i.e., q(x) ∝ p(ŷ, y) and q(y) ∝ p(x̂, x). Bear-
ing in mind the equivalence between γ∗λ and q(x̂, ŷ), this
brings us to the following important conclusions: (1) the
matrices diag(α) and diag(β) can be seen as the approx-
imated densities p(Ŷ , Y ) and p(X̂,X); (2) vectors α and
β represent the approximated densities p(X) and p(Y ) ob-
tained by summing X and Y out of p(X̂,X) and p(Ŷ , Y ),
respectively.
According to (Laird, 1978), the non-parametric estimate of
the mixing distribution is a piecewise step function where
the number of steps depend on the number of components
in the mixture. In the cluster analysis, we can assume that
p(X) and p(Y ) consist of g and m components, respec-
tively. Then, our goal is to detect these steps based on the
estimates given byα and β to obtain the desired partitions.
3.4. Kernelized version and Gromov-Wasserstein
distance
In this part, we introduce the kernelized version of our
method and compare it to the original formulation of our
algorithm. In order to proceed, we first define two simi-
larity matrices Kr ∈ Rn×n and Kc ∈ Rd×d associated
to empirical measures µ̂r, µ̂c thus forming metric-measure
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spaces as in (Mémoli, 2011). Matrices Kr and Kc are de-
fined by calculating the pairwise distances or similarities
between rows and columns, respectively, without the re-
striction of them being positive or calculated based on a
proper distance function satisfying the triangle inequality.
The entropic Gromov-Wasserstein discrepancy in this case
is defined as follows (Peyré et al., 2016):
GW(Kr,Kc, µ̂r, µ̂c) = min
γ∈Πµ̂r,µ̂c
ΓKr,Kc(γ)− λE(γ)
= min
T∈Πµ̂r,µ̂c
∑
i,j,k,l
L(Kri,j ,Kck,l)γi,jγk,l − λE(γ).
where γ is a coupling matrix between two similarity ma-
trices and L : R × R → R+ is an arbitrary lost-function,
usually the quadratic-loss or Kullback-Leibler divergence.
Based on this definition, one may define the problem of the
entropic Gromov-Wasserstein barycenters for similarity or
distance matrices Kr and Kc as follows:
min
K,γr,γc
∑
i={r,c}
εiΓK,Ki(γi)− λE(γi) (3)
where K is the computed barycenter and γr ∈ Πµ̂,µ̂r , γc ∈
Πµ̂,µ̂c are the coupling matrices that align it with Kr and
Kc, respectively. εi are the weighting coefficients summing
to one, i.e.,
∑
i={r,c} εi = 1 that determine our interest in
more accurate alignment between Kr and K or Kc and K.
The intuition behind this optimization procedure for co-
clustering with respect to original formulation given in (1)
is the following: while in (1) we align rows with columns
directly, in (3) our goal is to do it via an intermediate rep-
resentation given by the barycenter K that is optimally
aligned with both Kr and Kc. In this case, we obtain the
solutions γr and γc that, similar to (2), can be decomposed
as follows:
γ∗r = diag(αr)ξrdiag(βr), γ
∗
c = diag(αc)ξcdiag(βc)
where ξr = e−λMr and ξc = e−λMc are Gibbs kernels cal-
culated between the barycenter and row and column sim-
ilarity matrices using any arbitrary loss-function L as ex-
plained before. Finally, based on the analysis presented
above, we further use vectors βr and βc to derive row and
column partitions.
3.5. Detecting the number of clusters
In order to detect the steps (or jumps) in the approximated
marginals, we propose to adapt a procedure introduced
in (Matei & Meignen, 2012) for multiscale denoising of
piecewise smooth signals. This method is of particular in-
terest for us as it determines the significant jumps in the
vectors α and β without knowing their number and lo-
cation, nor a specific threshold to decide the significance
of a jump. As the proposed procedure deals with non-
decreasing functions, we first sort the values of α and β
in the ascending order. Since the procedure is identical for
both vectors, we only describe it for the vector α.
We consider that the elements {αi}ni=1 of α are the local
averages of a piecewise continuous function v : [0, 1[⊂
R → R on the intervals Ini = [i/n, (i + 1)/n[ defined by
the uniform subdivision of step 1/n of the interval [0, 1[.
More precisely: αni = n
∫
Ini
v(t)dt, i = 0, . . . , n− 1. The
detection strategy is based on the following cost function:
F (Ini ) =
∑i
l=i−1 |αnl+1 − αnl | defined for each interval.
Therefore, we get the list of the interval suspicious to con-
tain a jump for the subdivision of order n as follows:
Ln = {i∗; i∗ = argmaxiF(Ini )}.
This detection should be refined in order to get only signif-
icant jumps in our vector α. To this end we use the multi-
scale representation of α as in (Harten, 1989) and we per-
form this detection on each scale. On the first scale, we get
a coarse version of α by averaging:
α
n/2
i =
1
2
(αn2i + α
n
2i+1), i = 0, . . . , n/2− 1.
Now, by considering the coarse version of α, we obtain a
second list Ln/2 of suspicious intervals as before. After
that, these two lists merge in the list Ljumps as follows: a
jump will be considered in the interval In2i or I
n
2i+1 if the
interval In/2i is also detected as suspicious at the coarse
scale. This procedure is iterated [log2 n] times and a jump
is observed if a chain of detection exists from fine to coarse
scales. Finally, the number of clusters is obtained by g =
|Ljumps|+ 1.
3.6. Algorithmic implementation
We now briefly summarize the main steps of both CCOT
and CCOT-GW methods and discuss their peculiarities with
respect to each other. The pseudocode of both approaches
in Matlab are presented in Algorithm 1 and Algorithm 2,
respectively.
CCOT First step of our algorithm consists in calculating
the cost matrix M and using it to obtain the optimal cou-
pling matrix γ∗λ by applying the regularized optimal trans-
port. In order to calculate M , row and column instances
should both lie in a space of the same dimension. This con-
dition, however, is verified only if the matrix A is squared
which occurs rarely in the real-world applications. To over-
come this issue, we first subsample the original data set A
in a way that allows us to equalize the number of rows and
columns and operate with two sets of the same dimension.
If we assume that n > d then this new reduced data set is
denoted by D ∈ Rd×d. We repeat the sampling procedure
until every individual is picked at least once.
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The next step is to perform for each i = 1, . . . , ns the jump
detection on the sorted vectorsαi and βi to obtain two lists
of the jumps locations Lαijumps and L
βi
jumps and to define the
number of row and column clusters g and m. By using
them, we obtain the resulting row partition:
Cir(xr) =

1, r ≤ Lαijumps(1)
. . .
k, Lαijumps(k − 1) < r ≤ L
αi
jumps(k)
. . .
|Lαijumps|+ 1, r > L
αi
jumps(|L
αi
jumps|).
The partition for columns Cic(yc) is obtained in the same
way. Finally, we apply the majority vote over all samples
partitions to obtain Cr and Cc. Regarding complexity, both
Sinkhorn-Knopp algorithm used to solve the regularized
optimal transport (Knight, 2008) and the proposed jump
detection techniques are known to converge at the linear
rate multiplied by the number of samples, i.e.,O(nsd). On
the other hand, the calculation of modes of the clustering
obtained on the generated samples for both features and
data instances has the complexityO(ns(n+d)). In the end,
the complexity of the whole algorithm is O(ns(n + d)).
We also note that in the real-world applications, we usu-
ally deal with scenarios where n  d (“big data”) or
d  n (“small” data) thus reducing the overall complex-
ity to O(nsn) and O(nsd), respectively. This makes our
approach even more computationally attractive.
Algorithm 1 Co-clustering through Optimal Transport
(CCOT)
Input : A - data matrix, λ - regularization parameter, ns - num-
ber of sampling
Output: Cr, Cc - partition matrices for rows and columns, g,m -
number of row and column clusters
[n, d] = size(Z)
for i = 1 to ns do
Di = datasample(Z, d)
Mi ← pdist2(Di, DTi)
[αi,βi, γ
∗]← optimal transport(Mi, λ)
[Lαijumps, C
i
r, g]← jump detection(sort(αi))
[Lβijumps, C
i
c, m]← jump detection(sort(βi))
Cr ← mode(Cir)
Cc ← mode(Cic)
CCOT-GW As it can be seen from Algorithm 2,
CCOT-GW allows to overcome the important disadvantage
of CCOT that consists in the need to perform sampling to
cluster all data objects. On the other hand, the compu-
tational complexity of CCOT is only O(nsd), while for
CCOT-GW it scales as O(n2d + d2n). We also note that
CCOT-GW offers a great flexibility in terms of the possi-
ble data representation used at its input. One may easily
consider using any arbitrary kernel function to calculate
similarity matrices or even learn them beforehand using
multiple-kernel learning approaches.
Algorithm 2 Co-clustering through Optimal Transport
with Gromov-Wasserstein barycenters (CCOT-GW)
Input : A - data matrix, λ - regularization parameter, εr , εc -
weights for barycenter calculation
Output: Cr, Cc - partition matrices for rows and columns, g,m -
number of row and column clusters
Kr ← pdist2(Z, Z)
Kc ← pdist2(ZT, ZT)
[βr,βc, γ
∗
r , γ
∗
c ]← gw barycenter(Kr, Kc, λ, εr, εc)
[Lβrjumps, Cr, g]← jump detection(sort(βr))
[Lβcjumps, Cc, m]← jump detection(sort(βc))
4. Experimental evaluations
In this section, we provide empirical evaluation for the pro-
posed algorithms.
4.1. Synthetic data
Simulation setting We simulate data following the gen-
erative process of the Gaussian Latent Block Models (for
details see (Govaert & Nadif, 2013)) and we consider four
scenarios with different number of co-clusters, degree of
separation and size. Table 1 and Figure 1 present the char-
acteristics of theta simulated data sets and their visualiza-
tion showing the different co-clustering structures.
Table 1. Size (n × d), number of co-clusters (g ×m), degree of
overlapping ([+] for well-separated and [++] for ill-separated co-
clusters) and the proportions of co-clusters for simulated data sets.
Data set n× d g ×m Overlapping Proportions
D1 600× 300 3× 3 [+] Equal
D2 600× 300 3× 3 [+] Unequal
D3 300× 200 2× 4 [++] Equal
D4 300× 300 5× 4 [++] Unequal
(a) D2 (b) D3 (c) D4
Figure 1. D2, D3 and D4 reorganized w.r.t. the true partitions.
We use several state-of-the-art co-clustering algorithms as
baselines including ITCC (Dhillon et al., 2003b), Double
K-Means (DKM) (Rocci & Vichi, 2008), Orthogonal Non-
negative Matrix Tri-Factorizations (ONTMF) (Ding et al.,
2006), the Gaussian Latent Block Models (GLBM) (Nadif
& Govaert, 2008; Govaert & Nadif, 2013) and Residual
Bayesian Co-Clustering (RBC) (Shan & Banerjee, 2010).
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Table 2. Mean (± standard-deviation) of the co-clustering error (CCE) obtained for all configurations. “-” indicates that the algorithm
cannot find a partition with the requested number of co-clusters. P-values obtained using the non-parametric test of Wilcoxon (Wilcoxon,
1945) that imply significant differences are printed in bold (significance level of 0.05).
Data set AlgorithmsK-means NMF DKM Tri-NMF GLBM ITCC RBC CCOT CCOT-GW
D1 .018± .003 .042± .037 .025± .048 .082± .063 .021± .011 .021± .001 .017± .045 .018± .013 .004± .002
D2 .072± .044 .083± .063 .038± .000 .052± .065 .032± .041 .047± .042 .039± .052 .023± .036 .011± .056
D3 – – .310± .000 – .262± .022 .241± .031 – .031± .027 .008± .001
D4 .126± .038 – .145± .082 – .115± .047 .121± .075 .102± .071 .093± .032 .079± .031
We also report the results of K-means and NMF, run on
both modes of the data matrix, as clustering baseline. To
assess the performance of all compared methods, we com-
pute the co-clustering error (CCE) (Patrikainen & Meila,
2006) defined as follows:
CCE((z,w), (ẑ, ŵ)) = e(z, ẑ)+e(w, ŵ)−e(z, ẑ)×e(w, ŵ),
where ẑ and ŵ are the partitions of instances and variables
estimated by the algorithm; z and w are the true partitions
and e(z, ẑ) (resp. e(w, ŵ)) denotes the error rate, i.e., the
proportion of misclassified instances (resp. features).
For all configurations, we generate 100 data sets and com-
pute the mean and standard deviation of the CCE over all
sets. As all the approaches we compared with are very
sensitive to the initialization, we run them 50 times with
random initializations and retain the best result according
to the corresponding criterion. RBC is initialized with K-
means. Regarding CCOT we set ns to 1000 for all con-
figurations except D4 which has the same number of rows
and columns, and therefore does not require any sampling.
For CCOT-GW, we use Gaussian kernels for both rows and
columns with σ computed as the mean of all pairwise Eu-
clidean distances between vectors (Kar & Jain, 2011). Fi-
nally, we let both CCOT and CCOT-GW detect automati-
cally the number of co-clusters, while for all other algo-
rithms we set the number of clusters to its true value.
Co-clustering performance We report the mean (and
standard deviation) of co-clustering errors obtained in Ta-
ble 2. Based on these results, we observe that on D1, which
has a clear block structure, all algorithms perform equally
well, however CCOT-GW gives the best results, closely fol-
lowed by CCOT and K-means. Regarding D2, D3 and
D4, which have more complicated structure than D1, both
CCOT and CCOT-GW significantly outperform all other al-
gorithms and this difference is all the more important on D3
and D4 where some of the compared algorithms are unable
to find a partition with the desired number of clusters.
Furthermore, we argued that one of the strengths of our
method is its ability to detect automatically the number
of co-clusters by applying a jump detection algorithm on
α and β. From Figure 2 one can observe that the plots
of these vectors, obtained with CCOT, with their elements
sorted in the ascending order reveal clear steps that corre-
spond to the correct number of clusters and also illustrate
their proportions and the degree of overlapping. The same
observation is valid for CCOT-GW. Both approaches cor-
rectly identified the number of clusters in most cases and
CCOT is slightly more accurate than CCOT-GW when the
proportions of co-clusters are unbalanced.
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Data Set CCOT CCOT-GW
g m g m
D1 100 100 98 100
D2 83 97 81 72
D3 99 98 93 97
D4 73 86 70 87
(c)
Figure 2. Vectors (a) α and (b) β obtained with CCOT on D3.
(c) Number of times CCOT and CCOT-GW correctly detect the
number of co-clusters (g and m) over 100 trials.
To summarize, CCOT and CCOT-GW outperform all the
other baselines for the considered data structures and
present two important advantages: (1) they do not suffer
from the initialization issues, (2) they are able to detect au-
tomatically the number co-clusters.
4.2. MovieLens
Data and setting MOVIELENS-100K2 is a popular
benchmark data set that consists of user-movie ratings, on
a scale of one to five, collected from a movie recommen-
dation service gathering 100,000 ratings from 943 users on
1682 movies. In the context of co-clustering, our goal is
to find homogeneous subgroups of users and films in order
to further recommend previously unseen movies that were
2https://grouplens.org/datasets/movielens/100k/
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highly rated by the users from the same group.
We set the regularization parameters for CCOT and
CCOT-GW using the cross-validation; the number of sam-
plings for CCOT is set to 500 (as the dimensions of the data
set are quite balanced); the weights for the barycenter in
CCOT-GW are set to ε = (0.5, 0.5).
Results In what follows we only present figures and re-
sults obtained by CCOT-GW as both algorithms return the
same number of blocks and the partitions are almost iden-
tical (with a normalized mutual information between parti-
tions above 0.8). CCOT-GW automatically detects a struc-
ture consisting of 9× 15 blocks, that corresponds to 9 user
clusters and 15 movie clusters. From Figure 3, one can
observe that the users and the movies are almost equally
distributed across clusters, except for two user and three
movie clusters which have a larger size than others.
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Figure 3. Distribution of the number of (a) users and (b) movies
across the clusters obtained with CCOT-GW.
Figure 4 shows the original data set as well as a summa-
rized version where each block is represented by its mean
rating value (the lighter the block, the higher the ratings),
revealing a structure into homogeneous groups. One can
observe that the first movie cluster consists of films for
which all users agree on giving high ratings (most pop-
ular movies) while the last movie cluster consists of the
movies with very low ratings. We also report the 5 best
rated movies in those two clusters in Table 3. One can
easily see that popular movies, such that both Star Wars
episodes are in M1 while M5 is composed of movies that
were less critically acclaimed.
Table 3. Top 5 of movies in clusters M1 and M15.
M1 M15
Star Wars (1977) Amytiville: A New Generation (1993)
The Lion King (1994) Amytiville: It’s About Time (1992)
Return of the Jedi (1983) Ninjas: High Noon at Mega Mountain (1998)
Contact (1997) Sudden Manhattan (1996)
Raiders of the lost ark (1981) Dream Man (1995)
We can make similar observations for the interpretation of
user clusters. For instance, the last two user clusters include
users that tend to give less good ratings to movies than the
average population. Also, we note that block (6, 10) cor-
(a) (b)
Figure 4. (a) MOVIELENS matrix; (b) the matrix summarized by
the mean rating (0 ratings are excluded) for each block obtained
with CCOT-GW. Darker shades indicate lower values.
responds to users who liked movies from M10 better than
the rest of the users. These observations are also very sim-
ilar to the results reported by (Banerjee et al., 2007), where
the authors proposed a detailed study of a 10 × 20 blocks
structure for this data set. Additional results can be found
in the Supplementary material.
5. Conclusions and future perspectives
In this paper we presented a novel approach for co-
clustering based on the entropy regularized optimal trans-
port. Our method is principally different from other co-
clustering methods and consists in finding a probabilistic
coupling of the empirical measures defined based on the
data instances and features. We showed how this proce-
dure can be seen as the variational inference problem and
that the inferred distribution can be used to obtain the row
and feature partitions. The resulting algorithm is not only
more accurate than other state-of-the-art methods but also
fast and capable of automatically detecting the number of
co-clusters. We also presented an extended version of our
algorithm that makes use of the optimal transportation dis-
tance defined on similarity matrices associated to the rows’
and columns’ empirical measures.
In the future, our work can be continued in multiple direc-
tions. First, we would like to extend our method in order to
deal with the online setting where the goal is to classify a
new previously unseen observation without the need to do
the co-clustering of the data set that includes it. This can
be done using a recent approach proposed in (Perrot et al.,
2016) that allows to update the learned coupling matrix us-
ing the out-of-sample observations without recomputing it
using all the data. We believe that this extension will make
our algorithm attractive for the exploitation in real-time in-
dustrial recommendation systems due to its computational
efficiency. We would also like to study the generalization
properties of our algorithm in a spirit similar to the re-
sults obtained in (Maurer & Pontil, 2010). This latter work
presents a rare case where the generalization bounds are de-
rived for some famous unsupervised learning algorithms.
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