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G-FONCTIONS ET
COHOMOLOGIE DES HYPERSURFACES SINGULIERES
CRISTIANA BERTOLIN
Our object of study is the arithmetic of the differential modules W ^ (J G N —
{0}), associated by Dwork's theory to a homogeneous polynomial f(X,X) with
coefficients in a number field. Our main result is that W ^ is a differential module
of type G, c'est-a-dire, a module whose solutions are G-functions. For the proof
we distinguish two cases: the regular one and the non regular one.
Our method gives us an effective upper bound for the global radius of W ^ ,
which doesn't depend on "I" but only on the polynomial f(X,X). This upper
bound is interesting because it gives an explicit estimate for the coefficients of the
solutions of W ( 0 .
In the regular case we know there is an isomorphism of differential modules
between W*1^ and a certain De Rham cohomology group, endowed with the Gauss-
Manin connection, c'est-a-dire, our module "comes from geometry". Therefore our
main result is a particular case of Andre's theorem which assert that at least in
the regular case, all modules coming from geometry are of type G.
INTRODUCTION
Dans cet article on va etudier l'arithmetique des modules differentiels VV^ in-
troduits par Dwork dans ses travaux sur la fonction Zeta d'une hypersurface [3, 4,
5]. L'arriere-plan de cette etude est la conjecture de Dwork et Bombieri qui affirme
l'existence d'une representation integrate algebrique pour toute G-fonction (au sens de
Siegel). Plus precise'ment, dans [7, Section 12] Dwork fait correspondre a toute fonction
hypergeometrique kFk-i un polynome a plusieurs variables puis, par une construction
algebrique elementaire, un module diffirentiel W (analogue a notre W^), qui a la pro-
priete d'etre isomorphe a la cohomologie associe'e a la diffe'rentielle qui apparait dans
la formule inte'grale pour kFk-i- Dans [9] on peut trouver des tables ou on associe de
meme un tel polynome aux elements de la liste de Horn, aux quatre series de Lauricella
et a leurs variantes confluentes.
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Partant d'un polynome homogene /(A, X) e R — ^ 2 K(X)XU, oil A est un element
transcendant sur K corps de nombres, u € N" + 1 et 5DUJ = 0 mod d, avec d € N
fixe, on definit, comme Dwork, pour chaque / 6 N — {0}, le K(A)-espace
R/ Dh-.-DitR,
(il...,»()€{! "+!}'
ou Di = Ei + /» avec Ei = X j ^ r - et /i = Eif pour chaque t € { 1 , . . . , n + 1}. Le
resultat principal de ce travail est le suivant:
THEOREME. Pour chaque I € N - {0}, W ( / ) , muni de la connexion CTA = ^ r + ^ T ,
C/A c/A
est un module differentiel de type G, c'est-a-dire, un module dont toutes les solutions
sont des G-fonctions.
Pour verifier ce resultat, on va distinguer deux cas:
k
CAS 1. I ^  1 et / i , . . . , fn+i est une suite reguliere (c'est-a-dire, £ fih, — 0 avec 1 ^
«=i
k
k < n + 1 et ft* € JET(A)[X] pour 1 ^  i ^ fc, implique que ftj = X) ^t.j/j pour chaque
ji = 1 , . . . , k, avec 77^ € ^ ( A ) ^ ] et 77^ = - ^ j ^ pour chaque i, j — 1 , . . . , k). Le cas
I = 1 fut traite par Dwork dans un cours tenu a Padoue pendant l'annee universitaire
1993/94. Puisque ce cours n'a pas ete publie, sa demonstration sera reproduite dans la
Section 2. Si I > 1, W'1' est une extension iteree de copies de W ^ et le resultat est
une simple consequence du cas 1 = 1.
Les cas "reguliers" les plus connus sont fournis par les fonctions hypergeometriques
fcFfc_x. Bien que pour tout k > 2 les polynomes associes a ces fonctions ne forment
pas une suite reguliere, on peut trouver dans [7] une construction qui permet de se
ramener au cas "regulier": dans [7, Section 12], Dwork construit un anneau R par
rapport auquel ces polynomes forment une suite reguliere. Apres, grace aux resultats
de [7, Section 9.7], on sait que le module W^1) construit a partir de R, et le module
W^1) construit a partir de R, sont, sous certaines hypotheses raisonnables, isomorphes.
CAS 2. / ^ 1 et fi, • • •, fn+i n'est pas une suite reguliere. Dans ce cas la demon-
stration est beaucoup plus longue et compliquee car elle fait intervenir la "theorie
de deformation" qui permet de se ramener au cas "regulier" grace a un argument de
specialisation (voir 3.2).
Rappelons que l'une des caracterisations des modules differentiels de type G est la
finitude du "rayon global p" (voir [1, IV Section 3]). Nos methodes nous fournissent
en fait une majoration effective du rayon global de W ^ , qui ne depend pas de "I " mais
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seulement du polynome f(X,X) :
* •
ou
(1) n + 1 est le nombre de variables X\,..., Xn+i de /(A, X),
(2) d est le degre d'homogeneite en les variables X\,..., Xn+i de /(A, X),
(3) m est le degre en A de /(A, X),
(4) hoo(f) est la hauteur logarithmique a l'infini de f(X,X).
Cette majoration effective est interessante car, grace a [1, V Section 5 et Section 6],
elle nous fournit une majoration explicite pour le commun denominateur des m-premiers
coefficients d'une G-fonction solution de W ^ et ce genre d'estimations effectives des
coefficients est tres utile pour la theorie diophantienne des valeurs des G-fonctions.
Grace au livre [7], les resultats de ce travail se generalisent sans difnculte aux poly-
"2
nomes quasi-homogenes de la forme g(X) = ^2 Xni+jfW(Xi,..., Xni), ou T»I, «2 € N
et les fW sont des formes de degre dj en les variables X\,..., Xni, qui sont associes
dans ce livre aux fonctions hypergeometriques.
L'interpretation cohomologique de W^1 ,^ sous l'hypothese de regularite, a ete
etudiee par Katz: dans [10], il demontre que W^1^ est isomorphe , en tant que module
differentiel, au n-ieme espace de cohomologie de De Rham de l'hypersurface Z(f(\, X))
pour n impair (et a un quotient explicite de cet espace pour n pair), muni de la
connexion de Gauss-Manin. Cet isomorphisme de notre module differentiel avec un
module de Picard-Fuchs entraine I'origine geometrique des W^; par consequent, sous
l'hypothese de regularite, notre resultat principal est un cas particulier du theoreme
d'Andre qui affirme qu'au moins dans le cas regulier, tous les modules differentiels
d'origine geometrique sont de type G (voir [1, V Appendice]).
Une autre demonstration de ce theoreme peut se deduire du travail de Andre et
Baldassarri sur la stabilite de la notion de G-connexion par le foncteur image directe
[2]. II faut toutefois observer que notre demonstration est beaucoup plus explicite car,
comme on l'a deja dit, elle permet de trouver une majoration effective du rayon global
de VV(').
0. TERMINOLOGIE ET NOTATIONS
0.1 VALEURS ABSOLUES.
K corps de nombres
356 C. Bertolin [4]
OK anneau des entiers de K
V (respectivement Vf, VQO) ensemble des places (respectivement finies, infinies) de K
Kv complete de K pour la valeur absolue u-adique
Qp complete de Q pour la valeur absolue p-adique
Cp complete" de la cloture algebrique de Qp pour la valeur
absolue p-adique
Zp anneau des entiers p-adiques
•n Element de Cp tel que •KV~X = —p
tv point generique de v G Vf dans le sens de Dwork
(voir [8, III 5])
|.|cI valeur absolue euclidienne
2
 v«; = (wu...,wn)€Kn
hoo(9)= E suplog+lail^ Vg(X) = E OiX* G K[X]
• »=0
hauteur logarithmique infinie de g(X)
\g\0 (r) = sup \g(x)\v Vu G Vf et g{X) G K((X)) convergente
xeK . .
|i|=r pour \x\v = r
0.2 NORMALISATION DES VALEURS ABSOLUES.
(0.2.1) si v G Vf et v \ p, alors \p\v = p~lv/l avec lv = [Kv : Qv];
(0.2.2) si v e V<x>, alors Va G K \a\v = \a\ec^/l avec ev = 1 si Kv = K et
ev = 2 si Kv = C.
0.3. LES MODULES W ( J ) .
Fixons d, m G N — {0}. Soient A un element transcendant sur K, R l'espace
sur K(X) engendre par Xu = X"1 • • • X^1, ou u G N"+ 1 et m + • • • + u n + 1 = 0
mod d, et pour tout s G N, Ra le sous-espace de R engendre par les monomes Xu
avec u G N"+ 1 et u\ + • • • + u n + i = sd. On observe que R = 0 Ra. De plus soit
/(A, X) G R un polynome homogene de degre d dans les n + 1 variables Xi,..., Xn+i
et de degre m en A:
f(x,x)= Y, M*)x\ Au(X)eK{X).
«lH \-un+i=d
Pour simplifier les calculs on suppose que f(X,X) G OK[X, X] et pour simplifier les
notations on pose
(0.3.1) T={ueNn+1 | «! + •• - + un+i = d } .
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Soient pour i = 1, . . . , n + 1, Ei = x<-—, fi = Eif, Di — Ei + fi et pour tout
OXi
v e M"+1, Dv = D\x • • • D ^ Y . Avec cette terminologie on peut finalement definir
pour chaque / G N - {0} les #(A)-modules W(/):
Pour conclure on observe que l'application if-lineaire <x\ — — + — commute avec Di
aX oX
pour chaque » € { l , . . . , n + l } , e t par consequent pour chaque I € N — {0} elle induit
une connexion sur W ^ qui prolonge l'action de d/(dX) sur K(X).
1. THEORIE GENERIQUE
1.0. Avant de demontrer les deux cas enonces dans l'introduction, on va verifier
des resultats "geneViques" qui nous servirons pour etudier les modules W'1'. J'utilise
l'adjectif "generique" car ces resultats concernent le polynome generique, c'est-a-dire,
un polynome homogene de degre d, h(A,X) = £) AUXU € Q(Au)ue:F[X], tel que,
les {Au}ueJ: soient (n^rf)-elements algebriquement independants sur Q. Mais si on
specialise de fagon adequate les coefficients de ce polynome, on obtient le polynome
/(A, X), qu'on a introduit en 0.3, et par consequent les resultats de ce paragraphe se
specialisent en des resultats concernant le polynome /(A, X), dont on aura besoin dans
la suite.
1.1. Pour simplifier les notations, soient A le vecteur (..., Au,.. . ) u € ^ , -Ko le
corps Q(w) muni de la valeur absolue qui prolonge la valeur absolue p-adique de Q et
enfin fio le corps K0(A) muni de la norme de Gauss par rapport a A (voir [8,1 4]). De
plus pour i = 1, . . . , n + 1, posons hi = Eih. Avec ces notations on peut enoncer une
propriete tres importante du polynome generique: hi,...,hn+i est une suite reguliere.
En effet:
PROPOSITION 1.2 . Soit h(A,X) = ^2 Au Xu un polynome generique ho-
mogene de degre" d. Si R(h, hi,...,hn) indique le resultant des polynomes h,h\,.. .,hn,
alors
PREUVE: Pour simplifier les notations nous indiquons avec R(A) le resultant des
polynomes h,hi,...,hn. Puisque R(A) € On0 il suffit de verifier que R(A) ^ 0, oil
R(A) = R(h,hi,...,hn) avec h = £3 -^«^u e t les Au appartenant au corps residuel
de fi0-
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Commencpns par observer que pour chaque p il existe un polynome homogene
g(X) € FP[X] tel que g, -^-,- • •, -^=— n'aient pas de zeros communs. En effet il
oXi o X \
suffit de prendre
(1) si p\d
(2.1) si p | d et d > 2
g(X) = Xf + XxXtl + X2Xtl +••• + Xn^Xt1 + XnX£
(2.2.1) si p | d, d = 2 et n + 1 est pair
g(X) = {Xl + XiX2 + Xl) + • • • + {X2n + XnXn+1 + X2n+l)-
(2.2.2) si p | d, d = 2 et n + 1 est impair
g(X) = {Xl + XiX2 + Xl) + • • • + {X2n + XnXn+l +
Mais alors si on choisit n+1 hyperplans generiques {e* (X) — Q,i = l , . . . , n + l } , o n sait
que pour tout r e { 1 , . . . , n + 1 } , {g, e ^ , . . . , e J r} i<j<<n+i est une variete non singuliere.
Par consequent, en faisant un changement de coordonnees, on trouve que pour chaque
r S { 1 , . . . , n + 1}, {g, Xjlt..., Xjr} l^j^n+i est une variete non singuliere. Supposons
maintenant par l'absurde que R(A) — 0, c'est-a-dire, que
„ dh „ dh
I dXn
aient un zero commun. II existe alors une part i t ion de { l , . . . , n + 1 } , {ji,...,jr}
\J{h, • • • , i n + i _ r } avec 0 < r ^ n + 1, telle que la variete {ft, X^,..., Xjr} i ^ < n + i
soit une hypersurface singuliere de P ^ ~ r . Done si on choisit une specialisation de
A, soit A(°\ telle que hyA ,X\ — g(X), on obtient que {g,Xjx,.. -,Xjr} est une
hypersurface singuliere de Pj£~r • Mais ceci est en contradiction avec ce qui precede. D
REMARQUE 1.3. Normalement on voit que fti,..., /in+i forment une suite reguliere a
ce que le resultant de ces polynomes n'est pas nul. Dans cette proposition on a considere
R(h, hi,..., hn) a la place de R(hi,..., hn+i) a cause du probleme suivant: d'apres
n+1
le theoreme de Euler sur les fonctions homogenes on sait que dh = ^2 hi. Mais alors
t=i
pour tous les p qui divisent d, les fonctions ftj sont lineairement dependantes modulo p
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et done le resultant R(hi,..., /in+i) est identiquement nul modulo p. C'est pour eviter
ce probleme qu'on considere le resultant R(h,hi,...,hn) en observant que tout zero
commiin dans P%Q de h, hi,..., hn, est un zero commun des polynomes hi,..., /in+i
et vice versa.
1.4. Les definitions suivantes sont analogues a celles de la Section 1, mais ici, le
role qu'avait f(X,X), sera joue par h(A, X). Soit RA l'espace sur fto engendre par
Xu, ovt u £ Nn + 1 et ui + 1- un+i = 0 mod d, et pour tout I e N - {0}, soit
WAl) =RA/ £ DARA, ou pour chaque v € N"+1, DVA = DVA\--D^+L avec
(1.4.1) DA,i = Ei + hi(A,X) ( l ^ i ^ n + 1).
Puisque d'apres 1.2 hi,...,hn+i forment une suite reguliere, on a grace a [5, Lemme
1.2 et Theoreme 2.1]
(1.4.2) dim^o yVA1] = d" ^  N,
(1.4.3)
i = 0
1.5. Pour rappeler certaines notions concernant l'espace dual de RA, on va suivre
l'exposition de [5, Section 3], mais on peut trouver une presentation analogue aussi dans
[7, 3.2]. Soit RA l'espace dual de RA. Ses elements peuvent etre vus comme elements
de l'anneau < E Bu(l/Xu) \ Bu 6 CIQ \ • La dualite est definie de la fagon suivante:
{.,.):RAxRA—>Cl0
idO'—^ coefficient de A"0 dans le produit £* • £.
Pour i = l , . . . , n + l , l'adjointe de l'operateur differentiel DA>i est
(1.5.1) DAti = 7- o i-Ei + hi(A, X))
ou
 l
1 _ / y j s i t O O Vi = l , . . . , n + 1,
I. 0 autrement.
De plus pour tout i 6 N - { 0 } , soit K.% = {£* € R*A \ DAW£* = 0 V |io| = i} le sous
espace de R*A qui annule J3 DA^A •
\w\=i
1.6. Dans ce paragraphe on va etudier l'espace fCA pour tout I & N — {0}. Mais
avant d'enoncer le r^sultat principal concernant cet espace, on va changer un peu les
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notations et on va rappeler la definition de certains espaces utilises par Dwork dans
ses travaux sur la fonction Zeta d'une hypersurface. Pour simplifier les calculs on va
introduire TTVX0, c'est-a-dire, on va remplacer Xi par Xi^Xo)1^. A cause de ce
changement on doit substituer a l'ensemble T, defini en (0.3.1), l'ensemble:
-Fo = {u € N"+2 | ui + • • • + un+1 = du0}.
Maintenant pour tout 6 G R, 6 > 0 et c e 1 posons
Cv G fi et infj ordC,, — bvo > > —oo >,
Cv G fi et inf|ordCu + bvo\ > -co >,
Cv S fi et ordCv — bvo —> +cx> >,
Cv 6 H et ordCn ^ bvo + c >,
L(b) = |
L*(b) =
ic(6) =
L(6, c) =
M(b) = {l + (3xz + foz2 + pj > jb Vj € N*},
ou fi est le complete de fi0 par rapport a la norme dont on a muni CIQ en 1.1. On
observe que si £* G i*(^')i ^ e •£(&) et 6 > 6', alors 7_(C* •?) est bien defini et
appartient a L*(b') et que si b' < b alors £*(&') *-> i*(6). Grace a ces espaces on peut
finalement commencer l'etude de K.A .
THEOREME 1 .7 . K,^ c L*{e) pom tout I e N - {0} et e > 0.
PREUVE: Soit -R(A) le resultant de h,hi,...,hn. Puisque d'apres 1.2 R(A) ^ 0,
on peut ecrire, grace a [5, TMoreme 6.2], les elements d'une base de K.A de la fac,on
suivante:
1 Gy,,Uti(A) 1
ou G«;,ti,«(-4)) x(-^) G C?n0. Mais alors grace a 1.2 on observe que K.^ C L*(l/(p - 1)).
Maintenant pour demontrer qu'en realite /C^ C L ' ( E ) Ve > 0, il y a deux methodes:
(1) la premiere, qu'on va appeler iteration de Frobenius, est valide seulement
pour p ^ 3;
(2) la deuxieme est valide pour chaque p, mais elle est beaucoup plus com-
pliquee.
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Avant de commencer l'exposition de l'iteration de Frobenius, nous allons definir deux
applications utiles dans ces deux methodes:
<j>: Xv i—> X*™
( I " / " s ip |? ; i Vt = l , . . . , n + 1 ,
| 0 autrement.
(1) Commengons par l'iteration de Frobenius.
Considerons l'application
9 : tf'i - > I
ou 6> = 7 _ o G ( A , X ) o ^ , a v e c G(A,X) = exp{7r(Xoh(A,X) - X*h(AP,Xp))). Puisque
d'apres de [6, 21.1] G(A, X) € L((p - l ) / p 2 ) , on a que 6 est bien definie si p /
2. De plus si £>,*AP = 7_ o (-E* + nXohi(Ap,X)), on trouve que D±A o 6 = p6 o
DZ
 Av et par consequent l'image de K,AP par 9 est contenue dans KLA , c'est-a-dire,
8 : KrA\ —> K.A'®Q,. Mais alors, puisque 6 est injective si p ^ 2 (j-orpoG(A, X)~l est
un inverse a gauche sur l'image), grace a (1.4.3) on obtient que KA C L*(l/(p (p — 1)))
si p ^ 2. Maintenant en prenant comme point de depart cette derniere inclusion et en
iterant ce processus on peut conclure que si p / 2, KA C L* (e) pour tout e > 0.
(2) Pour demontrer la deuxieme methode qui est valide pour chaque p, on va
utiliser "the s = oo splitting theory" que Dwork a introduit dans [3, Section 4] et [4,
Section 3]. Comme cette methode est tres longue, on va la diviser en 5 parties:
I. Theorie a l'infini: l'espace K,Aoo.
Considerons la serie formelle s(t) = t + V/p + V*/p2 H . D'apres [8, II 2.1] elle
admet p - 1 zeros d'ordre l / (p — 1) : soit 7 le zero qui est le plus proche de n. Pour
simplifier les notations posons 7J = 5Z 7 P Iv8 • O n observe facilement que
«=o
(1.7.1) ord7 l £ (p ' + 1 / (P - 1)) " (* + I)-
Soit E(t) — expl 5Z VF'IP') ) l a serie de Artin-Hasse. Avec cette terminologie
definiss
(1.7.2)
ons les fonctions
j=0
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Soit maintenant F = £ li^o M A? >Xp ) e t pour i = l , . . . , n + l , definissons les
j=o v '
operateurs d'*ferentiels
(1-7-3) DXi,oo = 7- ° (-#< + FJ,
ou Fj = EiF pour i = 1 , . . . , n + 1 . Le symbole oo sert a nous rappeler que F est associe
a Goo(A,X) car expF = G^A^X). Puisque d'apres (1.7.1) F{ e L(p/(p - 1), - 1 ) ,
on observe que si 0 < b < p/(p — 1), alors l'applications DA t ^ : L*(b/p) —> L*(b/p)
est bien definie et par consequent pour 0 < b < p/(p — 1) et / € N — {0}, on peut
definir les modules
tels que | w | =
II. Si l / (p - 1) < b < p/(p - 1), dimn K$tOO(b) = N.
Avant de verifier II, modifions la terminologie utilisee jusqu'ici. En effet pour tout
v = (vo,...,vn) 6 N n + 1 , definissons DvAoo = £>^0>oo • • • -D^n>oo (respectivement
DA,I = DXo,i'"D%n,i)> o u P o u r * = l , - . . , n , les DA,i,oo (respectivement DA,i,i)
sont les operateurs definis en (1.7.3) (respectivement definis comme en (1.4.1) mais ou
on remplace Xj par Xj(nvX0)l^d) et
DA,o,oo = -X"o^rr- + F ( respectivement £>>i,o,i = Xo-^— + TrXoh(A, X) ) .
oX0 \ OXQ J
L'operateur adjoint de DA,O,<X> (respectivement DA,O,I) est DAOoo — 7_ o (-Xo——
(respectivement DA01 = 7_ o ( - X 0 ^ r ^ + ^ ^ ^ ( y l , ^ ) ]). Ce changement
n'est pas tres grave car si on considere les DA<itOO (respectivement DA,i,i) comme
operateurs de RA, alors DAto<00 — DAtitOO H 1- DAtn+i,oo (respectivement ^ , 0 , 1 =
-DA,1,1 H \-DA,n+i,\ )i c'est-a-dire, du point de vue des espaces vectoriels, il n'y a pas
de difference si on considere DAtot00,... ,DAiTltOO (respectivement DAto,i,---,DA,n,i)
a la place de DA,i,oo, ••••,DA,n+1,00 (respectivement DAAA,... ,DA,n+i,i)- Mais on
doit se rappeler que 1.2 est vraie pour R(h,...,hn) et non pour R(hi,...,hn+i).
Commengons maintenant la demonstration de II. D'apres [3, Lemme 3.6] il existe un
sous espace W^ de il[X], contenu dans L(b), tel que si l / ( p — l ) ^ 6 ^ p / ( p — 1 )
(1-7.4) L(b) = W « + £ DAiOOL(b)
\v\=l
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ou W& = W00+ J2 DVA „ Wn + E DA ^W^ + • • • + E DA JV^. Maintenant
|«| = 1 ' |«|=2 ' | v | = l - l
si on refait les memes calculs qu'a faits Dwork dans [5, Lemmes 2.1, 2.2 et Theoreme
2.1], en remplagant [5, Lemme 1.3] avec [3, Lemme 3.10], on trouve que si l /(p — 1) <
I»I=J
(1.7.6) dimQw£ = N.
Puisque si b' < b, les elements de l'espace L*(b') agissent comme formes lineaires
sur l'espace L(b), on a que JCAoo(b') s'identifie a un sous espace de Hom(L(6)/
E D^>ooL(b),Sl\ et donc grace a (1.7.4), (1.7.5) et (1.7.6) on a que si l /(p - 1) <
b'^p/(p-l)
(1-7.7)
c'est-a-dire, la fonction
est majoree par N. Par consequent puisqu'elle est bornee et monotone croissante,
elle est localement constante dans le complementaire d'un ensemble fini 5 . Fixons un
b e ( l / ( p - l ) ; p / ( p - 1)] \ S. II existe alors un b' < b tel que K%i00(b) C L*(V) et
donc l'application
(£* 10 '—• coefficient de A"0 dans le produit ^ • ^*
est bien definie. D'autre part puisque pour tout b £ R, 6 > 0, Woo C Lc(b) et d'apres
(1.7.1) F et Fi € L(p/(p- 1)) pour i = l , . . . , n , on observe que si 6 < p/(p- 1),
Wi? C Lc(6). Donc si on definit E(b) = Lc{b)n E DvAooL{b), d'apies (1.7.4), (1.7.5)
et (1.7.6) on obtient que si l /(p - 1) < b < p/{jp - 1)
(1.7.8) dimn Lc(b)/E(b) = N.
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Considerons maintenant les projections TT^  : L(b) —¥ W66 et TTC)6 : Lc(b) —>
Lc(b)/E(b). Grace a (1.7.5) elles sont bien definies. Verifions que irc<b est con-
tinue: en iterant [3, Lemme 3.6], il existe un sous espace V(b, c) de Q(X) tel que
si l / (p - 1) < b < p/(p - 1) et e = b - (1/p - 1)
L(b, c) = V(b, c) + £ DXooVib, c + e) + £ DA>00V(b, c + 2e) + • • •
|v |=l \v\=2
•••+ £ DVA,°oV[b,c+(l-l)e)+'£iDX0oHb,c + le).
M=i-i |v|=i
Ceci entraine que TT;, est continue et en particulier que son noyau, J2 DA OO-^(^) I e s t
ferme dans L(b). Par consequent E(b) est ferme dans Lc(b) et done TTC)6 est continue.
Alors si x e s t u11 element de Hom(Lc(6)/.E(&),fi), x o TTCI6 est une fonction lineaire
et continue sur Lc(b). Mais puisque d'apres [11] l'espace des fonctions lineaires et
continues sur Lc(b) est isomorphe a L*(b), il existe un £* G L*{b) tel que pour tout
(1.7.9)
D'autre part 7rcj, annule ^Z &A OO^CO*) , et done en realite £* 6 JCVooCO- ^ n|v|=J
resumant, on a construit l'application
Hom(Lc(b)/E(b),fl) —> ^ ^ ( 6 )
qui est injective d'apres (1.7.9). Alors grace a (1.7.8) et (1.7.7) on obtient que
dimn/C^oo(6) = N si b 0 5 et l /(p — 1) < 6 < p/(p— 1). Par consequent puisque
l'application 6 i—»• dimn/C)j ^(6) est croissante, majoree par A^  et atteint son max-
imum sur le complementaire d'un ensemble fini, elle est constante, e'est-a-dire, si
l / (p - 1) < b < p/(p - 1), dimn £ ^ ( 6 ) = 37.
III. Si 0 < b < p/(p - 1), dimn ^) o o (6) = 37.
Posons G(A, X) = Yl 0{XoAuXu) et considerons l'application
ou a* = 7_ o G(A,X) o 0. Puisque d'apres [6, 21.1] G(A,X) C L(l/(p - 1)), on a
que si 0 < 6 < p/(p— 1), a* est bien definie et injective (7_ o ^ o G(A,X)"1 est
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son inverse a gauche sur l'image). Mais alors aussi a* : L*(b) —> L*(b/p"), qui est
l's-ieme iteration de a*, est bien definie et injective si 0 < b < p/(p — 1). D'autre part
puisque D*Aioooa* = p a* o D*AP ioo, on a que o$ (£^ i O O (&) ) C ^ A ! O O ( 6 / P S ) . et done
grace a II on obtient que N < dim^ ICAoo(b/ps) si l /(p—1) < b < p/(p— 1). Mais
puisque fCAoo{b/ps) s'injecte dans K.Aoo(b), toujours grace a II on trouve l'inegalite
inverse et par consequent on peut finalement conclure que si 0 < 6' < p/(p — 1),
dimn>CA:]oo(b') = N.
IV. Notre theorie: l'espace K.A1.
Posons
(1.7.10) *!(*)
j=o
et pour i — 1 , . . . , n + 1, definissons les operateurs differentiels
DA,i,i = 7- o (-Ei + *X0hi(A,X)).
L'indice 1 sert a nous rappeler que 7rXoh(A,X) est associe a Gi(A,X) puisque
G\(A,X) = exp (irXoh(A,X)). On remarque que ces operateurs sont comme ceux
definis en (1.4.1) et (1.5.1) mais ou on remplace Xj par Xj(nvXo) , et done pour
chaque b £ R, b > 0, /C$i(6) = K$r\L'(b), ou K.% est le module introduit en 1.5.
V. Transition entre notre theorie et la theorie a l'infini.
() (t) ** ~
Introduisons le quotient k(t) = }. des fonctions 8(t) et 6\{t) definies respective-
6{t)
ment en (1.7.2) et (1.7.10). Veriiions que k{t) e M((p - l ) /p) : puisque k(t) =
exp(t(7r — 7 ) ) f l e x P \—irtp 7/) il suffit de demontrer que pour tout 1^1, exp f — TT<P 7H
et exp(t(7r — 7)) G M((p — l ) /p ) . Grace a (1.7.1) on montre tres facilement que pour
chaque / > 1, exp (—ntp 71) 6 M((p— l)/p). Pour verifier que exp(t(?r — 7)) €
M{(j> — l ) /p ) , posons 7 = TTZ pour un certain z. Puisque s(7) = 0 on a
p p2 • + ••• = 0.
On observe que /i(z) est analytique et limite par 1 dans le disque D(0,1 ) et done
-)
h(z) =B0 + Bx(z - 1) + B2(z - I ) 2 + . . .
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avec B3 = (fcW(l))/(s!), \B0\ < \p\, \BX\ = 1 et \BS\ < 1 pour chaque s € N. Par
consequent d'apres [8, II 2.1] il existe un seul zero z0 de h(z) tel que 11 — J2ro| ^ |p|.
Mais alors, puisqu'au debut de I on a choisit 7 comme etant le zero le plus proche de
7T, on a 7 = ZQTT et done on trouve que exp(t(7r — 7)) € M((p — l ) /p ) .
Maintenant soit Q = ]J k(X0AuXu). Puisque k(t) € A f ( ( p - l ) / p ) , si 0 < b <
{(p — l ) / p ) , l'application
j-og-.L*(b)^L*(b)
est bien definie et est un isomorphisme ( 7 . o Q~l est son inverse a droite et a gauche).
D'autre part puisque D*Ailo^_oQ = l-°G°D*Aioo, on trouve que l-°Q\J^A<oo{b)\ Q
£/L,I(P) 8> O, et done grace a III et (1.4.3) on peut enfin conclure que si 0 < b <
COROLLAIRE 1 . 8 . Soit
une base de KA . Alors
2. C A S D'UNE SUITE REGULIERE
2.0. Dans ce paragraphe on va demontrer, sous l'hypothese de regularite, que
est un module differentiel de type G. Commenc.ons avec le cas 1 = 1
PROPOSITION 2 . 1 . Si / 1 , . . . , / n + i est une suite reguliere, alors dimiC(A)
= N. Par consequent W^, muni de la connexion o\, est un module differentiel sur
K(X).
P R E U V E : Consequence de la decomposition de l'espace R qui se trouve dans [5,
Section 1]. D
2.2. Maintenant on va specialiser la theorie duale introduite en 1.5:
R*x = Rom(R,K(X)),
D*itx = 7 - o i-Ei + fi(X, X)) (1 ^ i ^  n + 1),
De plus on modifie aussi les espaces L(b) et L*(b), introduits en 1.6, en remplagant Q
par flv, un corps qui soit complet pour une extension de la valeur absolue u-adique de
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K(irv) et qui contienne un point generique tv. On considere A comme une variable de
flv. Grace a ces espaces et a la theorie duale on peut finalement demontrer que
ou G(X) est une matrice N x N qui represente la connexion cr\ sur W ^ et Rv est
le rayon de convergence de la matrice solution du systeme — — G(X) = 0 au point
generique tv.
THEOREME 2 . 3 . Si / i , . . . , fn+i est une suite reguliere, alors pour chaque v 6
Vf le rayon de convergence, Ru, de la matrice solution de — — G(X) — 0 au point
oX
generique tv, est au moins \R(tv)\. Par consequent
PREUVE: Simplifions les notations en indiquant avec R(X) (respectivement R(tv))
le resultant des polynomes / i (A,X), . . . , / n +i (A,X) (respectivement fi(tv,X),...,
fn+i(tv,X)). Pour trouver la matrice solution au point generique tv du systeme
— — G(A) = 0, considerons l'application
ou Tt* A = 7_ o expitXo(f(X,X) — f(X,tv)). Verifions si cette application est bien
definie. En faisant des calculs tres simples, qu'on laisse au lecteur, on trouve
(2.3.1) expwX0(f(X, A) - f(X,tv)) 6 L(ord(A - <„))•
D'autre part en specialisant de fagon convenable le vecteur A de 1.8 on obtient
(2.3.2) Kg C L*(onLR(t,,)).
Mais alors pour tout ^* G K.tv , le produit Tt*u x(£*) existe si ord(A — tv) > ordR(tv). De
plus puisque T^xoD*itv = DTXoT^x, on a que si £* 6 Ktv alors T^>X(C) e /CA®QV.
On peut done conclure que Tt* x est bien definie si |A — tv\ < |iZ(tv)|.
Maintenant soit {w,*A}1<i<7V (respectivement {^,*tu}i<i<jv) u n e " ) a s e ^ e *-A (re-
spectivement de K.tv) qui a pour base duale la base {wit\}1<i<N (respectivement
{wi,tv)i<i<N) composee de monomes de la forme 7r"°X" avec u € TQ. De pluis
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soient a\ = 7_ o ( — - — I et y(tv,\)* la matrice de l'application T^ x. Puisque
d
d\=CXxhTt*"'A' ° Q o b s e r v e q u e
c'est-a-dire, y(tv, A) est la matrice solution au point generique tv dont on doit chercher
le rayon de convergence Ry. Mais alors, si w*tv — £ Bu(l/Xu) et Tt* A = 7_ o
HWXW) , grace a (2.3.1) et (2.3.2) on a
ord(HwBw+u) ^ w0(ord(A - tv) - (ordi?(^))) - u0OTdR(tv) + o(l),
avec
et done on peut conclure que R^ ^ |i?(<w)|. D
2.4. Passons au cas I > 1 :
PROPOSITION 2 . 5 . Si fi, ... , fn+i est une suite reguliere, alors dim^A) W(l)
N. Par consequent pour chaque / 6 N, I > 1, W ^ , muni de ia connexion <r\, est un
module differentiel sur K(X).
PREUVE: Consequence de [5, Theoreme 2.1]. D
P R O P O S I T I O N 2 . 6 . Sifi,... , / n + i est une suite reguliere, alors pour chaque
I e N, / > 1, W<')" est de type G.
PREUVE: Soit G(A) la matrice N x N a coefficients dans K(X) qui represente la
connexion o\ sur le module de type G, W ^ , c'est-a-dire,
Si on applique Dv, avec \v\ ^ / — 1, a droite et a gauche de cette derniere egalite, on
obtient
/ DvWl \
i =G(A)
DvwN) \DvwN
[17] G-fonctions et cohomologie 369
Par consequent si on choisit comme base de W'1', la base ordonnee
{Wj: l^j^N; Dvwj: \v\ = l, 1 ^  j ^ N; . . . ; DvWj : |v| = I - 1, 1 ^  j ^ N},
on trouve que la matrice G{X) qui represente la connexion ax sur W ^ est de la forme
/G(A)
G(A)
O
G{\))
ou la partie triangulaire superieure est composee de matrices N x N a coefficients dans
K(X). Mais alors puisque G(A) est la matrice d'un module differentiel de type G, on
peut conclure grace a [1, IV 3.3 Lemma 2]. U
3. CAS D'UNE SUITE NON REGULIERE
3.0. Dans ce paragraphe on va demontrer que meme sans l'hypothese de regularite,
W ^ est pour tout ( > 1 un module differentiel de type G. Pour traiter ce cas, on
va introduire une nouvelle variable, soit T, et on va utiliser la notion de polynome
generique, introduite dans la Section 1, de fagon a nous reduire au cas d'une suite
reguliere.
3.1. Soit g(X,T,A,X) = f(X,X) + Th(A,X) ou h(A,X) = £ AUXU est un
polynome generique. Posons gt{X,T, A,X) — Eig(X,T,A,X) pour i = 1,... ,n + 1.
Puisque le resultant .R(A,r,.<4) de gi(X,r,A,X),...,gn+i(X,T,A,X) est un element
de GK[X,F, A) qui s'annule quand F = 0, on a
R(x, r, A) = , A)
ou po(X,A) ^ 0 et pour chaque i e N , pi(X,A) est un polynome homogene de degre
e + i par rapport aux variables {Au}ue:F. Maintenant specialisons A dans un A^ G
Ox tel que po(A, A^) ^ 0. (Dans la suite, si c'est necessaire, on va modifier cette
specialisation). Les polynomes pi(A,r, A^°\X),.. .,gn+i(X,T,A(°\X) forment alors
une suite reguliere, c'est-a-dire, R(X, F, A^) / 0. Pour simplifier les notations on pose
(3.1.2)
(3.1.3)
R(X, F) ^  R(X, F, A W ) = F e (p 0 (A, A(°>) + F P l ( A , ^ ° > ) + F 2 p 2 ( A , A™) + . . . ) .
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REMARQUE 3.2. On peut expliquer ce qu'on a fait en 3.1 de la fagon suivante: notre
but est d'etudier /(A, X) en le rendant une specialisation (F = 0) d'une famille qui est
generiquement reguliere {g{X,T,A,X)}r. Cependant il y a plusieurs choix pour cette
famille: chaque fois qu'on specialise A, on obtient une famille differente. Notre but est
de choisir la famille, c'est-a-dire, la specialisation de A, qui rend minimum l'entier "e"
qui apparait dans l'equation (3.1.1).
3.3. Avant de commencer l'etude des modules'W'1' sous l'hypothese d'irregularite,
on va specialiser les notions introduites en 1.4 et 1.5 pour le polynome generique afin
d'en trouver d'analogues pour le polynome g(X, F, X). On obtient
A* A,r = 7 - ° (~Ei + 9i(\, T,X)) (1 ^ i ^ n + 1),
4 0 r = {C e R*Kr | DX™re = o v H = 0-
3.4. Commengons par demontrer que, meme dans le cas d'une suite non reguliere,
est un module differentiel pour tout I ^ 1:
PROPOSITION 3 . 5 . Soit / i , . . . , / n + i une suite non reguliere. Alors pour
chaque / € N - { 0 } , W(J) est un module differentiel sur K(X).
PREUVE: Considerons l'application
ou T0*r = 7_ o exp (g(\, F, X) - g(X, 0, X)). Verifions qu'elle est bien definie. Si C €
/C^o alors le produit exp (rh(A<-°\ X)) •£* est bien defini puisque C = T. Cu{l/Xu)
avec Cu independant de F et
(3.5.1) ro*r = 7 - ° E BV(X, T)XV , BV(X, F) 6
avec lim BV(X,T) = co. De plus puisque D ' , r o r o ' r — r 0 ' r o D ' . 0 , on a que si
v—»oo ' ' ' ' ' '
V € ^l',o a l o r s ro , r^*) € A:A,r®jR'(A)((r))- O n P e u t d o n c conclure que T0*r est bien
definie.
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Puisque T£r est injective (Tp 0 = 7_ o exp(g(X,0,X) - g(X,T,X)) est un inverse a
gauche sur l'image) et puisque <xr o TQ r = To* r o — implique
(3.5.2) 2o
on peut conclure grace a [8, III 1.2] et a 2.5 que
dimK(A) 4 ' J , = dim*(A) T0*r ( 4 ° o ) ^ dim*(A) Ker(<rf, /CA°r
^ dimK ( A ) ( r ) £A',r = TV < +oo.
3.6. Maintenant, comme en 2.3, pour demontrer que W^ est de type G, on va
verifier que p(£(A)) < +oo, ou ^(A) est la matrice qui represente la connexion <j\ sur
W'1 ' . Commencons par chercher des informations sur les elements de /CA '„. On observe
que si w*x 0 est un element d'une base de Krxo et si TQ r est l'application definie en 3.5,
alors
(3.6.1) ^ o , r K , o ) | r = o = «;A,o-
(Grace a (3.5.1) on sait que Ton peut specialiser le F en 0). Done, pour avoir des
information sur wA 0 il suffit d'etudier T^fwlA. Puisque R(\, T) ^ 0, grace
a [5, Theoreme 2.1], on sait que si {wi,A,r}i^i^;v est une base de W A r alors
{£>"wi)A)r}o<M<<-i est une base de W A r . En supposant que les DvWii\,r soient
des elements de K[X, T, X], on obtient que
est une combinaison K[X, F]-lineaire de coefficients de exp (Th(A^°\ X)) -wxo et done
e'est un element de iT(A)[[r]], e'est-a-dire,
N
(3-6.2) IH,rK,o)=
ou les ^i,v(A, F) sont des elements de if(A)[[r]] et les w*v A r sont des elements de la
base de JCl
 r , qui est duale a la base {DvWi A r}o<|«i^i-i • En realite on peut avoir des
informations plus precises sur le vecteur 6 = (0itV{X,T))iv: d'apres (3.5.2) ce vecteur
satisfait le systeme differentiel
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ou G(X, F) est une matrice NxN a coefficients dans K(X, F) qui represente la connexion
3.7. Dans le theoreme suivant nous allons etudier plus en detail 0, mais avant,
comme en 1.6, on va faire un petit changement de notations: pour simplifier les calculs
on introduit nvX0, c'est-a-dire, on remplace Xi par Xi(nvXo) •
3.8 NOTA BENE. Apres ce changement, la connexion or devient
v—\ , maiXQTTV-^; ) , s les coefficients de la matrice Q(X, F) appartiennent toujours a K(X, T),
c'est-a-dire, le systeme differentiel — - Q(X,T) = 0 ne depend pas de v.
THEOREME 3 . 9 . Soit v e Vf. Munissons K(X, F) de la norme de Gauss par
rapport a X et F, et soit fl la cloture algGbrique de K(X, F) munie d'une valeur absolue
qui prolonge celle de K(X, F). De plus soit 6* = (0i,w(X,r))o^\w\^i-i le vecteur a
coefficients dans K(X)[[r]] tel que -^=6 — Q(X,T)6 avec £/(A,F) deSnie comme en 3.6.
Alors 9iiW(X,T) converge pour
Par consequent, si 9itW(X,T) = £ ] hitW<gTa avec hitW>a € K(X) pour tout s, alors pour
S=O
chaque e < 1, il existe M(e) > 0 tel que
(3.9.1) M(e)
(*
PREUVE: Puisque i?(A,F) ^ 0, grace a 2.6 on sait que si on choisit de fagon
convenable la base de /C^'r, la matrice ^(A,F) est de la forme
/G(A,F)
G(A,F)
O
G(x,r)J
ou la partie triangulaire superieure est composee de matrice N x N a coefficients dans
K(A, F) et ou G(X,F) est une matrice NxN a coefficients dans K(X, F) qui represente
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la connexion <rr sur W ^ . D'apres A.I, si R(X,t) ^ 0 alors — - G(X,F) = 0
admet un systeme de solutions formelles dans -K"(A)[[F — t]], et done les singularites
non triviales de ce systeme sont contenues dans l'ensemble des F tels que R(X, F) = 0.
Mais alors si F = a e Q est le zero minimal de R(X, F) tel que 0 < |a | ^ 1 (si un
tel zero n'existe pas on pose a = 1), on a que le systeme F — — aFG(A,aF) = 0
a seulement des singularites triviales dans le disque D(0,1~) \ {0}. D'autre part si
on specialise A dans un element A de K tel que i2(A,F) ^ 0, — — G(A,F) = 0
est "un" systeme (dont la variable est F) , et done grace a 2.3 p(G(X,F)) < +oo.
Mais alors d'apres [8, VII 2], pour une infinite de valeurs de A dans K, ce systeme
a en F = 0 une singularie reguliere avec exposants rationnels, et par consequent on
peut conclure qu'aussi pour A transcendant sur K, -^= — G(A,F) = 0 a en F =
0 une singularity reguliere avec exposants rationnels. Ceci implique que le systeme
differentiel F — — aFG(A, aT) = 0 a une matrice solution a F — 0 de la forme suivante:
y ( a F ) F B avec Y(F) G GL(N,K(X)((r))), B 6 MNxN(K(X)) et les valeurs propres de
B rationnels. Alors grace a [8, VI 3.4] r(Y) ^ |a | r(UarG{XiOr)itv)N , ou UarG(x,ar),tv
est la matrice solution au point generique tv de F — — aFG(A,aF) = 0 et r indique
le rayon de convergence. Par consequent si F ( F ) F B , avec F(F) e GL(N,K(X)((F)))
et B e Mjf
 xjj(K(X)), est une matrice solution a F = 0 du systeme •== — Q{X, F) = 0,
d'apres A.3 on obtient
(3-9.2) N2
On doit done calculer \a\ et r(WQrG(A,ar)>tt,) • Pour cela, on va reprendre partiellement
la demonstration de [8, VII 3.3]: soit ta un point generique tel que \ta\ — \a\. Si
tv = (ta/<x) on trouve
V^-y-^J "arG(A,ar),t,, 2-~i j *• ~ v' '
Mais d'apres [8, VII 3.1] on a
X*G8
s\
X'Gs
s\
(1)
0
(M)
0
logBuP(|tt|,|T|) + c o n s t a n t e
,r non triviale F VI"I » Ix 1/
R(A,r)=0
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et done grace a (3.9.2), (3.9.3) et au theoreme de Dwork-Robba [8, IV 2.1 et 2.2] on
obtient
,r nontriviale
JJ(A,r)=O
Par consequent grace a A.I et A.2 on peut conclure que
D
3.10. Avant d'utiliser les informations qu'on a trouvees sur 6, pour etudier JCX0,
on va modifier les espaces L(b) et L*(b), introduits dans 1.6, en remplagant fi par il'v)
un corps qui soit complet pour une extension de la valeur absolue v-adique de K(irv) et
qui contienne un point generique tv. On considere A et F comme des variables de Q'v.
Nous allons chercher un element b e R, b > 0 tel que K,xo C L* (b). Cette information
nous sera utile pour calculer p{G(X))-
THEOREME 3 . 1 1 . Kxl]Q c L*((1 + e(l + N2)) ordPo(\, A^)).
PREUVE: Puisque R(X,T) ^ 0, d'apres [5, Theoreme 6.2] on sait que les elements
wlu x r de la base de Kx r peuvent s'ecrire de la fagon suivante:
* _
iUAr
 fe(Ar) WWW"0 X
ou x ( ^ , r ) ' - R ( ^ > r ) e t Gu>U)>i(A,r) e OK[X,T) pour i = 1,...,N et pour tout u tel
que 0 ^ |u| ^ I - 1. Par consequent si x(A, T) = TT • x(A, T) avec x(A, 0) ^ 0, d'apres
(3.6.1) et (3.6.2) on a
x(\,T)wx<0=
ou
(3.11.1) CW(X) =
Done, pour trouver un reel 6 tel que /C^Q C L*(b), il suffit de calculer une estimation
de ordCu(A). En utilisant les notations de 3.9, on observe que
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est analytique pour |T| < \a\ et limite dans D(O, \a\~) par l/(\po(X,A^)\w°Y Alors
d'apres Cauchy on a
(po(A, A ( O ) ) + TPl (A,
avec |gj(iyo)| ^ l/(|po(A, A^)!1"0 | a | j ) et done grace a A.2 on obtient
( 3 U
'
2 )
 ^
Par consequent en specialisant de fagon convenable le vecteur A de 1.8 et en utilisant
(3.11.2) et (3.9.1), d'apres (3.11.1) on peut enfin conclure que
M(e) 1
9o(A, J4A ' j | II
3.12. Maintenant qu'on a des informations precises sur ICX'O, on peut finalement
chercher le rayon de convergence de la matrice solution de — — Q(X) = 0 au point
aX
generique tv et done conclure enfin que, meme dans le cas d'une suite non reguliere,
W'1' est de type G pour chaque 1^1.
THEOREME 3 . 1 3 . Soit / i , . . . , fn+i une suite non reguliere. Alors, pour chaque
v eVf le rayon de convergence, Ry, de la matrice solution de — — G(X) = 0 au point
u A
' ' •
 t i • i t* ,ir<mi(1+e(Jv2+1)) n
generique tv, est au moms \po[tv,AK ')\ • Par consequent
(3.13.1) p(Q(X)) < (1 + e(N2 + 1)) £ log
PREUVE: La demonstration est analogue a celle de 2.3. En effet, si on choisit
un point generique tv tel que po(tv,A^) ^ 0, pour trouver la matrice solution de
^ r - G(X) — 0 en ce point, on utilise l'application Tt*u x definie en 2.3, mais ici on va
la faire agir entre les espaces K\v fi et K.x 0 ® Qv, e'est-a-dire,
Apres les calculs sont similaires a ceux de 2.3: il suffit de remplacer (2.3.2) par 3.11. D
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4. MAJORATION DE p(Q)
4.0. Dans ce paragraphe on va ameliorer (3.13.1) en trouvant une bonne majoration
pour 5Z 1°S1/( |A>(A, J4(°))| ) en fonction de n, d, m et /ioo(/).
4.1. Commengons par specialiser A, F et par modifier la specialisation .^0) de A
faite en 3.1.
En prolongeant eventuellement le corps K si necessaire, specialisons A en une racine
de l'unite, soit f, telle que po{(_,A^) / 0. Puisque g(X,T,X) € OK[\T,X) et £ est
une racine de l'unite, on a
ou la derniere egalite est due a la formule du produit [8, VII1]. Specialisons maintenant
F : soit fj. G K tel que \fj.\v = 1 pour tout v € P ^ et R(£,fi) i=- 0. En ce qui concerne
A^> on va modifier cette specialisation de A de fagon a ce que:
(1) 4(0)
 6 O U ^
(2)
 Po(A,A(°))^O,
(3) les coefficients A« soient des racines de l'unite.
Pour simplifier les notations posons
et ift, = sup \CU a\ pour tout t; € V. Avec ces specialisations de A,F et A, on va
maintenant ameliorer (4.1.1) et done (3.13.1).
THEOREME 4 . 2 .
(4-2.1)
[3, ffn + d\ 4(n + 2d)\ 3 /, .
[2 log([d- 2) ~wrvT)+ i (log(
PREUVE: Puisque R(£,(i) ^ 0, d'apres [5, Section 1] 1'application lineaire
( m
6 : R?+l — » J R n + 1
n+l
t = l
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est surjective. Choisissons comme bases de Rn+i et de R%+1 celles composees de
monomes. Conformement a 3.1 Po{^,A^) est le coefficient de \x& dans R(£,fi), et
R(£, p) est le determinant de la sous matrice de rang maximum de la matrice A qui
represente 6 par rapport aux bases qu'on a choisies. Par consequent en utilisant les
notations de 4.1 on trouve
(4.2.2)
JCI,#J=e
JuJ'=i,JnJ'=<d
ou / est un ensemble de N' = ("+('^+1)d) elements, Xa est un vecteur dont les co-
( m \
efficients sont les u* J2 Cu 3£" I pour tout u € T et ya est un vecteur dont les
Vs=o ' /
coefficients sont les UiA^ ' pour tout u e / . Comme d'autre part
(n + 2d)
( d - 1 )
et que £ et les coefficients du vecteur 4^^ °^  sont des racines de Punite, on trouve
(4.2.3) \\ya\\ s
ou pour tout v € Poo, Hv>d = HlJe" avec I = [K : Q], ev = 1 si Kv = R et ev = 2
si Kv = C. Mais alors, en appliquant le th^oreme d'Hadamard aux ( e ) determinants
qui apparaissent dans la formule (4.2.2), on obtient grace a (4.2.3), (4.2.4), (4.1.1) et
(3.13.1) que
(4-2.5)
Enfin puisque (^') ^ 2N', e (N' - e) ^ (N'/2)2 et e < N', on trouve la majoration
(4.2.1). D
REMARQUE 4.3. On observe que la formule (4.2.1) nous fournit une majoration effective
de p(G(ty) independante de "I ". En effet la majoration, que nous venons de trouver,
depend seulement du polynome /(A, X) introduit dans 0.3:
(1) n + 1 est le nombre de variables Xi,...,Xn+i de /(A,X),
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(2) d est le degre d'homogeneite en les variables X\,..., Xn+i de /(A, X),
(3) m est le degre en A de /(A, X),
(4) hoo(f) est la hauteur logarithmique a 1'infini de f(X,X).
De plus grace a (4.2.5) on a que si / i , • •., / n + i est une suite reguliere (e = 0), alors
(4.3.1)
et si / i , . . •, /n+i n'est pas une suite reguliere (e ^ 0), alors
(4.3.2) p{G{\)) < (l + e(N2 + 1)) [log ^ ) +
5. EXEMPLE
5.1. Je termine en donnant un exemple de module W' ' ' . Soit
/(A, Xu X2) = X\ + 2XX^X2 + Xj.
En utilisant la terminologie de la Section 0 on trouve que
D1=E1 + 2(Xf + \X1X2),
D2 = E2 + 2{XXlX2 + * ! ) ,
<f\ = -^r + 2X\X2.
Puisque d'apres 0.3 R = © i ? s , ou fl, est l'espace engendre sur K(\) par les monomes
^
2
 avec u i + u 2 = s 2 , o n a que R est le if(A)-espace des polynomes homogenes
de degre pair dans les variables Xi et X2. En particulier R = (fiR + f2R) +1 K(X) +
XiX2 K{\) et done VW(1) = R/{DXR + D2R) est engendre sur if(A) par 1 mod DXR+
D2R et XXX2 mod Z?i.R + D2R.
Maintenant cherchons la matrice G(X) qui represente la connexion o\ sur
e'est-a-dire, telle que
On observe que
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En utilisant les definitions de / i et de f2 et la regie de Cramer on trouve
9 / 1 1 \
n v-2 v-2 _ ^ / Y"2 / V V / \ I
z
^ i ^ 2 — '-, yi\ A i o •*2 ~ ^ 1 ^ 2 ~ y i ^ l -
Mais puisque
X\f2 = 0 mod D\R + D2R,
X\X2f\ = —X\X2 mod D\R + D2R,
on obtient
/0 2 \
• o x ' •1 - A
2 /
5.2. Pour avoir des informations sur W ^ pour I > 1, on observe que
fl(A) - 16 (1 - A2) ^ 0,
c'est-a-dire, A,/2 est une suite reguliere. Par consequent, pour etudier W'1' on peut
utiliser les resultats obtenus dans la Section 2. En particulier grace a 2.5 on a
dim/f(^) W^ = I (I + 1),
et d'apres 2.6 on sait que si on choisit de fac.on convenable la base de W ^ alors la
matrice £(A), qui represente la connexion o\ sur W ^ , est de la forme
/ 0 2 \
— *
0 2
0 A
1-A2
O 0 2
0 - A
ou la "diagonale" est composee de 1(1 — l ) / 2 matrices 2 x 2 toutes egales a G(X). De
plus puisque /ioo(/) = l o g 2 , d 'apres (4.3.1) on a
Po{Q(X)) ^ 5 1 - log5 + 2 log2
Mais dans cet exemple tres simple, on peut vraiment calculer p(G(X)). E n effet, les
solutions du systeme d/(dX) — G(X) = 0 sont
(i)- :dX
et puisque I'int6gration ne change pas le rayon de convergence, celui-ci est 1 si p ^ 2 et
1/2 pour p = 2. Par consequent p(G(X)) = 2.
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APPENDICE
PROPOSITION A . I . En utilisant les notations de la Section 3, soient v €Vf, tv
un point generique pour cette valeur absolue et R(X, tv) le resultant de <h(A, tv, X),...,
9n+i(X,tv,X). De plus soit G(X,T) la matrice N x N a coefficients dans K(X,T)
qui represente la connexion or = ~=; + XQIT— sur W^p. Alors si R(X,tv) ^ 0,
les solutions du systeme 7-— — G(X, F) = 0 au point generique tv, convergent pour
\T-tv\< \R(X,tv)\.
PREUVE: Analogue a celle de 2.3 Section 2. D
LEMME A . 2 . Soit ft un corps algebriquement clos muni d'une valeur absolue
Gnie. Soit f(X) = Ao + AXX + •••+ AmXm € Q[X] avec / (0) = Ao ^ 0. Alors
n w
/(7)=O
\Ao
PREUVE: Consequence de [8, I 6.1]. D
LEMME A. 3 . Soient F un corps differentiel de caracteristique zero muni d'une
valeur absolue qui prolonge la valeur absolue p-adique de Q, X un element transcendant
sur F et 6 = X-—. Posons S = F((X)) etdX
Si = {£ € 5 I f analytique pour 0 < \X\ < 1}.
De plus soit G une matrice appartenant a Mrnxrn(Si) de la forme suivante
r-1
0 Gi
Gj
avec Gi € Mnxn(Si) tel que:
(1) 6 — Gi a comme matrice solution U\ XAl avec U\ e GL(n, Si) et Ai £
Mnxn(F),
(2) la difference entre les valeurs propres de Ai est de type 1 (voir [8, VI 1]
pour la definition de "nombre de type 1").
Alors le systeme 8 — G a une matrice solution de la forme U XB avec U E GL(rn, Si)
et B eMrnxrn{F).
PREUVE: Je vais seulement donner l'esquisse de cette demonstration.
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I. Supposons que T contienne
(1) q elements zi,...,zq tels que Vi,j = l,...q, S(zi) = ctjZi avec a* G F
et <Xi — a}\ & Z pour i ^ j ,
(2) un element w tel que 8(w) = 1.
Alors les {ziWJ}i$i<, sont lineairement independant sur F((X)).
II. Posons T = S[logX], 7\ = Si [log X] et Va e F Wa = XaT et Wa<1 =
XaT\. De plus soient ai,...,aq des elements de F appartenant a des classes distinctes
modulo Z. Alors la somme Wai + • • • + Waq est directe et si — c*i, . . . , - a q sont de
type 1, alors
S ( W a i t l + ••• + Waq>1) = WaiA + ••• + W o , , ! -
III. Soit G une matrice appartenant a M(n i + n 4)x(T,1 + n 4)(i r ' ((X))) de la forme
suivante: _ _
rfGl G
avec Gi E MniXni(F[[X]]) et G4 e Mn4Xtl4(F[[X]]). Alors il existe une matrice
H € GL(ni + n4, F(X)) tel que
G[H] = X^{
IV. Soit G une matrice appartenant a M(ni+jv4)X(ni+Ar4)(5i) de la forma suivante:
Supposons que 6 — G\ (respectivement S — G4) ait comme matrice solution U\XAl
(respectivement UiXAi), avec Hi G GL(ni,S\) et A\ G Mni-Kni{F) (respectivement
U4 G GL(rii,Si) et A4 G Mn4XrH(F)), et que les differences a — /3, avec a et /?
respectivement valeurs propres de A\ et A4, soient de type 1. Alors 6—G admet comme
matrice solution UXB, avec U G GL(ni + ri4,5i) et B G Af(ni+jv4)X(ni+jv4)(.F). u
Index des notations
m 0.3. n 1.6.
R 0.3. iij 2.2.
d 0.3. D*Xi 2.2.
r) 0.3. K.X' 2.2.
Ei 0.3. Slv 2.2.
fi 0.3. G(A) 2.2.
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