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Abstract
In 1959, Davis introduced the concept of a differentiator of an operator on a finite-dimensional
Hilbert space. We prove that every such operator possesses a differentiator. We also use the theory
of differentiators to solve several problems in the geometry of polynomials. For instance, we an-
swer in the affirmative a twenty year old unsolved conjecture of Schoenberg, a related conjecture of
Katsoprinakis and a fifty year old unsolved conjecture of De Bruijn and Springer.
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1. Introduction
In this paper, we use techniques from matrix analysis to study the relationship between
the roots and critical points of a polynomial. The key tool used here is the concept of a
differentiator due to Davis [6]. We examine the basic properties of a differentiator of a
finite-dimensional operator in Section 2. In this section, we also introduce the method of
trace vectors which proves to be a more tractable way of describing a differentiator. We end
Section 2 by showing that every operator on a finite-dimensional Hilbert space possesses a
differentiator.
In subsequent sections, we use the theory of differentiators and trace vectors to derive
some relationships between the roots and critical points of a polynomial. In Section 3, we
prove an inequality between the 2 norm of the roots and the 2 norm of the critical points
first conjectured by Schoenberg [19]. In Section 4, we answer in the affirmative a recent
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R. Pereira / J. Math. Anal. Appl. 285 (2003) 336–348 337conjecture of Katsoprinakis which gives a majorization relation between the critical points
of certain pairs of polynomials [15]. In Section 5, we solve a conjecture of De Bruijn
and Springer [2] which may be viewed as the Orlicz norm counterpart of Schoenberg’s
conjecture.
2. Differentiators
Let H be an n-dimensional Hilbert space, L(H) be the set of linear operators from H
to H, and let A ∈ L(H). Let z be a unit vector in H and let P be the orthogonal projection
onto z⊥. Then B = PAP |PH ∈ L(PH) and is called the compression of A onto PH.
Example 2.1. Let A ∈L(C3) be the operator defined by the matrix
A=
(
a11 a12 a13
a21 a22 a23
a31 a32 a33
)
.
Let e1, e2, and e3 be the standard basis of C3 and let P be the projection onto
span{e1, e2}; then the associated compression B = PAP |PH is
B =
(
a11 a12
a21 a22
)
.
Recall that if A ∈ L(H), A has n eigenvalues {λi(A)}ni=1 (eigenvalues of multiplicity
m> 1 are listed m times). Then we define the normalized trace to be the arithmetic mean
of the eigenvalues (τ (A)= (1/n)∑ni=1 λi(A)) and the determinant is the product of the
eigenvalues (det(A)=∏ni=1 λi(A)).
The operatorA can be represented as an n by n matrix if we specify a fixed orthonormal
basis for our Hilbert space. While the matrix representations of a finite-dimensional opera-
tor depends on the basis chosen, the normalized trace and the determinant of these matrices
are independent of the basis. (The normalized trace of an n by n matrix A is the arithmetic
mean of its diagonal elements τ (A)= (1/n)∑ni=1 aii and the determinant is calculated in
the usual fashion.)
If the last vector of our basis is z, the compression B will be the upper-left hand n− 1
by n− 1 principal submatrix of A. Furthermore, if A is invertible, the (n,n)th entry of the
matrix representation A−1 is z∗A−1z. By the adjoint formula for the inverse of matrices,
the (n,n)th entry of A−1 equals det(B)/det(A). This gives us the following useful relation.
Lemma 2.2 (Adjugate relation). Let A be an invertible operator on an n-dimensional
Hilbert space H. Let z ∈ H be a unit vector, let P denote the projection onto z⊥ and
let B = PAP |PH . Then det(B)/det(A)= z∗A−1z.
Let pA and pB be the characteristic polynomials of A and B , respectively. It was first
noticed in [6] that certain relations between pA and pB resemble the relations between
a polynomial and its derivative. For instance, the Gauss–Lucas theorem states that every
critical point lies in the convex hull of the roots of the polynomials. When A is normal,
338 R. Pereira / J. Math. Anal. Appl. 285 (2003) 336–348a simple numerical range argument shows that every eigenvalue of B lies in the convex hull
of the eigenvalues of A. We study the conditions on P which force the relation pB(x)=
p′A(x)/n. We follow [6] in making the following definition.
Definition 2.3. Let H be an n-dimensional Hilbert space, A ∈ L(H), and P a projection
fromH onto a subspace of H having co-dimension one, set B = PAP |PH . Then we shall
say that P is a differentiator of A if
pB(x)= 1
n
d
dx
pA(x).
Example 2.4. Let A ∈L(C3) be the operator defined by the matrix
A=
(0 1 0
0 0 1
1 0 0
)
.
Let e1, e2, and e3 be the standard basis of C3 and let P be the projection onto
span{e1, e2}, then the associated compression B = PAP |PH is
B =
(
0 1
0 0
)
and pB = x2 = p′A/3 so P is a differentiator of A.
We can now use the adjugate relation (Lemma 1.2) to give a new characterization of
differentiators.
Theorem 2.5. LetH be an finite-dimensional Hilbert space, A ∈ L(H), and z a unit vector
in H. Let P denote the projection onto z⊥. Then TFAE.
(1) P is a differentiator of A.
(2) z∗(xI −A)−1z= τ ((xI −A)−1) for all x > ‖A‖.
(3) z∗Aiz= τ (Ai) for every nonnegative integer i .
(4) z∗p(A)z= τ (p(A)) for every polynomial p.
Proof. We note that xI −A is always invertible when x > ‖A‖. We now use the adjugate
relation.
(1) ⇒ (2) Suppose that P is a differentiator; then
z∗(xI −A)−1z= pB(x)
pA(x)
= 1
n
p′A(x)
pA(x)
= 1
n
n∑
i=1
(
x − λi(A)
)−1 = τ ((xI −A)−1).
(2) ⇒ (1) Suppose that z∗(xI −A)−1z= τ ((xI −A)−1) for all x > ‖A‖. Then
pB(x)
pA(x)
= z∗(xI −A)−1z= τ ((xI −A)−1)= 1
n
n∑(
x − λi(A)
)−1 = 1
n
p′A(x)
pA(x)
.i=1
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i=0(A/x)i for all x > ‖A‖) by comparing coefficients of x .
The equivalence of (3) and (4) is obvious. ✷
In light of the previous theorem, the following definition is quite useful.
Definition 2.6. Let A ∈ L(H) and z ∈ H. Then we say that z is a trace vector of A if
z∗p(A)z= τ (p(A)) for all polynomials p.
By taking p = 1 in the above definition, we see that all trace vectors must be unit length.
A differentiator and its associated trace vector are related by P + zz∗ = I . Since the exis-
tence of one of these objects implies the existence of the other, all of the existence results
stated in this paper will only refer to whichever of these objects is the most convenient in
the given context. We can derive the characterization of differentiators of normal operators
given in [6].
Corollary 2.7. Let A be a normal operator. Then z is a trace vector of A iff for any eigen-
value α of A whose associated eigenspace has a orthonormal basis {ui}mi=1; the equality
1
m
m∑
i=1
∣∣〈ui, z〉∣∣2 = 1
n
holds.
Proof. Since A is normal, any eigenprojection of A is a polynomial of A and any polyno-
mial in A is a linear combination of the eigenprojections of A. Hence z is a trace vector
of A iff z∗Ez = τ (E) for any eigenprojection E. Let Eα be the orthonormal projection
onto the α-eigenspace; then Eα =∑i=1 uiu∗i and z∗Eαz=∑mi=1 |〈ui, z〉|2. The result fol-
lows. ✷
Corollary 2.8. Let H be a finite-dimensional Hilbert space. Every normal operator A in
L(H) has a trace vector.
Proof. Let {ui} be an orthonormal basis for eigenvectors of A. Let z = (1/√n)∑ni=1 ui .
Then |〈ui, z〉|2 = 1/n and z is a trace vector by the previous corollary. Every trace vector
of A can be obtained in this way by a suitable choice of orthonormal basis of eigenvec-
tors. ✷
We now prove the existence of trace vectors for nonnormal operators. (All of upcoming
results on the roots of polynomials only require normal operators; readers solely interested
in polynomials may skip the rest of this section.)
Before proving our result, we need a preliminary lemma due to Marshall and Olkin [16].
Lemma 2.9. Let P ∈ L(H) be positive definite. Let {ei}ni=1 be an orthonormal basis and
let e =∑ni=1(1/√n)ei . Then there exists a positive definite operator D which is diagonal
with respect to {ei}n (i.e., Dei is a multiple of ei ) such that DPDe = e.i=1
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result can be proved for positive definite matrices with complex entries. We give the proof
for complex matrices below.
Proof. First, we define the following region:
Ω =
{
z= (z1, z2, . . . , zn) ∈Cn:
n∏
i=1
|zi | = 1
}
.
Now we define f :Ω → (0,∞) as f (z) = z∗Cz and we show that f has an absolute
minimum on Ω . Pick ξ ∈Ω ; then f (ξ)= ξ∗Cξ  λmin(P )‖ξ‖2. Let k = f (ξ)/λmin(P ).
Then Θ =Ω ∩ {z: ‖z‖ √k } is nonempty (since it contains ξ ) and compact and hence
has an absolute minimum on Θ . Since if z ∈ Ω and ‖z‖ > √k then f (z) > f (ξ), the
minimum on Θ is actually an absolute minimum on Ω .
Let ∆n be the set of n by n diagonal matrices and let G = {D: D ∈∆n, |det(D)| = 1}.
We note that G acts transitively on Ω . Hence there exists D ∈ G such that the absolute
minimum of g(x)= x∗D∗PDx on Ω is achieved at e= (1,1, . . . ,1)T . Let M =D∗PD.
We now show that the sum of the entries in any row of M is a real number. Since
M is positive definite, all of its diagonal entries are positive, so we only need consider
si =∑1jn, j =i mij . Let v(ω) = (ω,1, . . . ,1)T , where |ω| = 1. Then v(ω)∗Mv(ω) =
2 Re(ωs1)+k, where k is independent of ω. Since Re(ωs1) achieves its minimum at ω = 1,
s1 is a negative real number. We can argue similarly for all si .
Let ri =∑nj=1 mij . Let x(+)= (1 − +, (1 − +)−1,1, . . . ,1)T . We now expand h(+) =
x(+)∗Mx(+) as a power series in +, h(+)= h(0)+ 2(r2 − r1)+ + o(+2). Since h achieves a
minimum at 0, r1 = r2. Similarly, we have ri = rj for i, j arbitrary. Our result follows. ✷
We can now prove our theorem.
Theorem 2.10. LetH be an n-dimensional Hilbert space. Let A ∈L(H); then ∃z ∈H such
that z is a trace vector for A.
Proof. We begin by proving the result in the special case where A is diagonalizable. Let
A= S∆S−1, where ∆ is a diagonal matrix. We note that S∗S is positive definite and hence
there exists a diagonal matrix D such that all the rows of D∗S∗SD sum to one. So, for
e= (1/√n)(1,1, . . . ,1)T and z= SDe, we have
z∗z= e∗D∗S∗SDe = 1
and
z∗p(A)z= z∗SDp(∆)D−1S−1z= e∗p(∆)e= τ (p(A))
for every polynomial p(x). Thus, z= SDe is a trace vector of A.
If A is a nondiagonalizable operator, there exists a sequence of diagonalizable operators
Ai which converges to A. Let vi be a trace vector of Ai . Since vi are unit vectors and lie
in the unit ball of H which is a compact set; there exists a convergent subsequence of {vi}.
The limit of this subsequence is a trace vector of A. ✷
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We now explore the relationship between the roots and critical points of a polynomial
using the theory of differentiators. When listing roots or eigenvalues, a root or eigenvalue
of multiplicity m > 1 will be listed m times. Also, if z is any complex number then Re z
and Im z will denote the real and imaginary parts of z, respectively. We also recall that if A
is a normal operator on a finite-dimensional Hilbert space, A∗A is a polynomial in A and
hence any trace vector of A is also a trace vector of A∗A.
In [19], Schoenberg conjectured that the following inequality holds in the special case
when G= 0.
Conjecture 3.1 (Schoenberg’s conjecture). Let p(z) be an nth degree polynomial. Let
z1, z2, . . . , zn be the roots of p(z), let w1,w2, . . . ,wn−1 be the roots of p′(x), and let
G= (1/n)∑ni=1 zi = (1/(n− 1))∑n−1i=1 wi . Then
n−1∑
i=1
|wi |2  |G|2 + n− 2
n
n∑
i=1
|zi |2
with equality iff all the roots of p(z) lie on a straight line on the complex plane.
Later De Bruin et al. [3, Section 3] and independently Katsoprinakis [15] showed that
the G = 0 case considered by Schoenberg is equivalent to the more general conjecture
stated above where G is arbitrary. Some special cases of this inequality have been proved
beginning with the cubic case in the original paper of Schoenberg. Other special cases
are proved in the papers of De Bruin, Ivanov, and Sharma (e.g., [3,4,14]) and most recently
Katsoprinakis [15] using techniques in complex analysis and function theory. Nevertheless,
the general problem has remained unsolved for nearly twenty years. In this section, we will
prove this conjecture in its full generality using techniques in operator theory. We will also
prove some related results. We shall start by recalling the definition of the Euclidean norm
(also sometimes called the Frobenius norm or the Hilbert–Schmidt norm) of a matrix.
Definition 3.2. We define the Euclidean norm ‖ · ‖E of an m by n matrix as follows:
‖A‖E = (∑1im,1jn |aij |2)1/2.
We also note that the Euclidean norm is a unitarily invariant norm. (A norm ‖ · ‖ on
the m by n matrices is unitarily equivalent if ‖UAV ‖ = ‖A‖ for all m by n matrices A,
m by m unitary matrices U , and n by n unitary matrices V .) Hence the Euclidean norm
of a matrix representation of an operator is independent of the choice of the orthonormal
basis.
Since the eigenvalues of a matrix are simply the roots of its characteristic polynomial,
the properties of matrix eigenvalues can be used to prove results about the roots of poly-
nomials. Since Schoenberg’s conjecture is an inequality involving the sums of the squares
of the absolute values of the roots, we need a matrix inequality involving the sums of the
squares of the absolute values of the eigenvalues. The following classical result of Schur is
an inequality of just this type.
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ReA = (1/2)(A + A∗) and ImA = (1/2)(A − A∗). Then ∑ni=1 |λi(A)|2  ‖A‖2E and∑n
i=1 |Reλi(A)|2  ‖ReA‖2E and
∑n
i=1 | Imλi(A)|2  ‖ ImA‖2E with equality in any one
of the above relations implying equality in all three and occurring iff A is normal.
The following operator decomposition is useful in proving some of the subsequent re-
sults. Let z be a trace vector of A; then the first row/column of these decompositions
corresponds to the orthogonal complement of z and the second row/column corresponds to
the span of z,
A=
(
B C
D∗ τ (A)
)
. (1)
By simple multiplication, we may obtain the following decompositions of AA∗ and
A∗A:
AA∗ =
(
BB∗ +CC∗ ∗
∗ ‖D‖2E + |τ (A)|2
)
, (2)
A∗A=
(
B∗B +DD∗ ∗
∗ ‖C‖2E + |τ (A)|2
)
. (3)
The conjectured equality condition of Schoenberg’s conjecture is that all the roots are
collinear in the complex plane and Schur’s inequality becomes an equality when the oper-
ator is normal. The following result allows us to relate the two equality conditions. It is a
special case of [10, Theorem 2], although we will prove it directly.
Proposition 3.4. Let A ∈ L(H) be normal. Let P be a differentiator and let B = PAP |PH.
Then B is normal if and only if all the eigenvalues of A are collinear in the complex plane.
Proof. An operator is normal and has all its eigenvalues collinear in the complex plane iff
it is of the form aH + bI , where H is Hermitian and I is the identity and a, b are complex
numbers. Since the compression of a Hermitian operator is also Hermitian,A being normal
and having its eigenvalues collinear in the complex plane implies that B is normal.
To prove the only if direction we assume that τ (A)= 0 (else replace A by A− τ (A)).
LetC and D be as in (3). Since A∗A=AA∗ and B∗B = BB∗, we must have CC∗ =DD∗.
The q = 1 case of [12, Theorem 3.1] (or the l = 1 case of [13, Lemma 2]) states that
CC∗ = DD∗ if and only if C = ωD, where ω is a complex number of modulus one.
Let S = A− ωA∗ and let T = B − ωB∗. Then S = T ⊕ 0 and (d/dx)pS(x)= pT (x)=
pS(x)/x . Hence pS(x)= xn. Since S is also normal, S = 0. Thus
A= ωA∗ and A= ω
ω+ 1 (A+A
∗).
Since A is a complex multiple of a Hermitian operator, its eigenvalues are collinear in the
complex plane. ✷
Using the same decomposition, we can prove the following equality which greatly re-
sembles Schoenberg’s proposed inequality.
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differentiator and let B = PAP |PH . Then ‖B‖2E = |τ (A)|2 + ((n− 2)/n)‖A‖2E .
Proof.
‖A‖2E = ‖B‖2E + ‖C‖2E + ‖D‖2E +
∣∣τ (A)∣∣2
= ‖B‖2E +
(‖C‖2E + ∣∣τ (A)∣∣2)+ (‖D‖2E + ∣∣τ (A)∣∣2)− ∣∣τ (A)∣∣2
= ‖B‖2E + z∗A∗Az+ z∗AA∗z−
∣∣τ (A)∣∣2 follows from (2) and (3)
= ‖B‖2E +
2
n
‖A‖2E −
∣∣τ (A)∣∣2.
Solving for ‖B‖2E , we obtain the desired conclusion. ✷
Now the proof of Schoenberg’s conjecture is quite easy. Let p be an arbitrary nth degree
polynomial whose roots are z1, . . . , zn and critical points are w1, . . . ,wn−1 and let G =
(1/n)
∑n
i=1 zi = (1/(n − 1))
∑n−1
i=1 wi . Let A be a normal operator whose characteristic
polynomial is p(x) and let P be a differentiator of A and let B = PAP |PH . Then
n−1∑
i=1
|wi |2  ‖B‖2E =
∣∣τ (A)∣∣2 + n− 2
n
‖A‖2E = |G|2 +
n− 2
n
n∑
i=1
|zi |2.
Equality holds iff B is normal (then Schur’s inequality on B becomes an equality) iff all
the roots of p(x) are collinear in the complex plane.
Using Schur’s inequalities for the real or imaginary parts of eigenvalues and following
the same argument as above, we can obtain Schoenberg-like inequalities for the real and
imaginary parts of the roots and critical points of the polynomials.
Theorem 3.6. Let p(z) be an nth degree polynomial. Let z1, z2, . . . , zn be the roots of p(z),
let w1,w2, . . . ,wn−1 be the roots of p′(z), and let
G= 1
n
n∑
i=1
zi = 1
n− 1
n−1∑
i=1
wi.
Then
n−1∑
i=1
|Rewi |2  |ReG|2 + n− 2
n
n∑
i=1
|Re zi |2
and
n−1∑
i=1
| Imwi |2  | ImG|2 + n− 2
n
n∑
i=1
| Imzi |2,
with equality if and only if all the roots of p(z) are collinear in the complex plane.
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In this section we state and solve a conjecture due to Katsoprinakis [15].
Majorization is a fundamental concept in both the theory of inequalities and matrix
analysis. ([17] is the definitive reference for majorization.)
Definition 4.1. Let (a1, a2, . . . , an) and (b1, b2, . . . , bn) be two n-tuples of real numbers
arranged in descending order. Then we say (a1, a2, . . . , an) is majorized by (b1, b2, . . . , bn)
(and we write (a1, a2, . . . , an) ≺ (b1, b2, . . . , bn)) iff ∑ki=1 ai ∑ki=1 bi for ∀k; 1  k 
n− 1 and ∑ni=1 ai =∑ni=1 bi .
Roughly speaking (a1, a2, . . . , an) is majorized by (b1, b2, . . . , bn) means that the n-
tuple (a1, a2, . . . , an) is less spread out than (b1, b2, . . . , bn).
There are many equivalent characterizations of majorization. We recall that a doubly
stochastic matrix is a nonnegative matrix each of whose rows and columns sum to one.
Proposition 4.2 [17]. Let I be any interval inR and let (a1, a2, . . . , an) and (b1, b2, . . . , bn)
be two n-tuples of real numbers in I . Then TFAE.
(1) (a1, a2, . . . , an)≺ (b1, b2, . . . , bn).
(2) There exists a doubly stochastic n by n matrix S such that ai =∑nj=1 sij bj for 1 
i  n.
(3) ∑ni=1 φ(ai)∑ni=1 φ(bi) for all convex functions φ : I →R.
The following definition is due to Katsoprinakis [15].
Definition 4.3. Let p(z) be a polynomial with roots {zi}ni=1 and p∗(z) be the polynomial
with roots Re{zi}ni=1. Let {wi}n−1i=1 be the critical points of p(z) and let ai = Rewi . Further-
more let a∗i be the critical points of p∗(z). Then we say that p(z) satisfies the majorization
condition if (a1, a2, . . . , an−1)≺ (a∗1 , a∗2 , . . . , a∗n−1).
The following example should illustrate the definition.
Example 4.4. Let p(z) = z4 − 1, the roots of p are 1,−1, i,−i which have real parts
{1,−1,0,0}. Hence p∗(z)= (z−1)(z+1)z2 = z4−z2 which has critical points {0,1/√2,
−1/√2}. Since ai = 0 for i = 1,2,3, p(z) satisfies the majorization condition.
We will need a result involving the real parts of matrix eigenvalues and majorization.
The following result of Fan [9] (see also [17, Theorem 9.F.1]) is exactly what is needed.
Lemma 4.5. Let A be an operator on an n-dimensional Hilbert space and let ReA =
(1/2)(A+A∗). Then we have the majorization relation(
Reλ1(A),Reλ2(A), . . . ,Reλn(A)
)≺ (λ1(ReA),λ2(ReA), . . . , λn(ReA)).
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dition.
Proof. Let A ∈ L(H) be a normal operator with characteristic polynomial p(x). Let P
be a differentiator of A and let B = PAP |PH. Then (1/2)(A + A∗) has characteristic
polynomial p∗(z). The real parts of the eigenvalues of B are ai and the eigenvalues of
(1/2)(B + B∗) = (1/2)P (A + A∗)P |PH are a∗i . Our desired result follows from Fan’s
theorem. ✷
We note that in [15, Proposition 2.g] Katsoprinakis has shown that Theorem 3.6 would
follow from Theorem 4.6. Hence this section along with [15, Proposition 2.g] would give
us the second proof of Schoenberg’s conjecture. In fact, Katsoprinakis has shown in [15]
that the truth of his conjecture would imply an entire family of inequalities between the
roots and critical points of a polynomial.
5. The De Bruijn–Springer conjecture
In the mid 1940’s several papers were written about inequalities of the form
1
n− 1
n−1∑
i=1
Φ(wi)
1
n
n∑
i=1
Φ(zi), (4)
where Φ :C→R, p is an arbitrary polynomial, n= deg(p), {zi}ni=1 are the roots of p, and
{wi}n−1i=1 are the critical points of p.
Erdos and Niven [8], generalizing an earlier result of De Bruijn [1] proved that (4)
holds when Φ(z)= | Im(z)|. De Bruijn and Springer [2] later proved that (4) holds in the
case where Φ(z) = |z|m for any m  1. It is easy to see that any continuous Φ which
satisfies (4) for all polynomials p must be convex (we just need to consider the critical
point of quadratic is the average of its roots). In [2], De Bruijn and Springer ask whether the
converse is also true. In other words, does every real-valued convex function on C satisfy
(4) for all polynomials? In this section, we shall answer this question in the affirmative.
In light of Proposition 4.2, one way of proving the De Bruijn–Springer conjecture is to
prove a majorization-type relation between the roots and critical points of a polynomial.
One consequence of the Gauss–Lucas theorem is that the roots of a polynomial are more
spread out than its critical points, so a majorization-type relation between the roots and the
critical points seems plausible. However, the majorization relation is only defined between
two equal-sized sets of real numbers; we will need to generalize it to a relation between
two different-sized sets of complex numbers. The only one of the equivalent definitions of
majorization which can be generalized to complex numbers is the one involving doubly
stochastic matrices. We will need to define a rectangular analogue of doubly stochastic
matrices.
Definition 5.1. Let S be an m by n real matrix. We say that S is doubly stochastic rectan-
gular matrix iff
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(2) Each row of S sums to 1 (∑nj=1 sij = 1);
(3) Each column of S sums to m/n (∑mi=1 sij =m/n).
Much more about doubly stochastic rectangular matrices can be found in [5] and (un-
der the name generalized doubly stochastic matrices) in [7]. We are now ready to define
majorization in our more generalized context.
Definition 5.2. Let (x1, . . . , xm) and (y1, . . . , yn) be two sets of complex numbers; then
we say that (x1, . . . , xm) is majorized by (y1, . . . , yn) ((x1, . . . , xm)≺ (y1, . . . , yn)) if there
exists a doubly stochastic m by n matrix S such that xi =∑nj=1 sij yj for 1 i m.
This generalization of majorization coincides with the ordinary concept of majorization
when m = n and everything is real. Many important properties of majorization are pre-
served by our generalization; perhaps the most important of these is the following result.
Proposition 5.3. Let K be a convex subset of C, {xi}mi=1, {yj }nj=1 ∈ K . If (x1, . . . , xm) ≺
(y1, . . . , yn) then (1/m)
∑m
i=1 φ(xi) (1/n)
∑n
j=1 φ(yj ) for any convex function φ on K .
Proof. (1/m)
∑m
i=1 φ(xi) = (1/m)
∑m
i=1 φ(
∑n
j=1 sij yj )  (1/m)
∑m,n
i=1,j=1 sij φ(yj ) =
(1/n)
∑n
j=1 φ(yj ). We note that the converse of Proposition 5.3 is also true (see [18, The-
orem 12.15] or [11, Theorem 10]). ✷
We are now ready to prove the main result of this section: a majorization relation be-
tween the roots and critical points of a polynomial.
Theorem 5.4. Let p be an arbitrary nth degree polynomial. Then the critical points of p
are majorized by the roots of p, i.e., (w1,w2, . . . ,wn−1)≺ (z1, z2, . . . , zn).
Proof. LetH be an n-dimensional complex Hilbert space, choose a normal operator A on
H with characteristic polynomial p and eigenvectors {vj }nj=1 which form an orthonormal
basis ofH. Let z= (1/√n)∑nj=1 vj ; then z is a trace vector of A. Let P denote the associ-
ated differentiator (i.e., the projection onto z⊥) and letB = PAP |PH. Choose an orthonor-
mal basis {ui}n−1i=1 of PH which triangularizes B; then wi = u∗i Aui =
∑n
j=1 zj |〈ui, vj 〉|2.
Let S denote the n − 1 by n matrix, where sij = |〈ui, vj 〉|2. By Parseval’s theorem,∑n−1
i=1 sij = ‖vj‖2 − |〈z, vj 〉|2 = (n− 1)/n and
∑n
j=1 sij = ‖ui‖2 = 1. This shows that
S is a rectangular doubly stochastic matrix and our result follows. ✷
The conjecture of De Bruijn and Springer now follows from Proposition 5.3.
Corollary 5.5. Let Φ :C→ R be a convex function. Let p be an nth degree polynomial
with roots z1, . . . , zn and critical points w1, . . . ,wn−1. Then
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n− 1
n−1∑
i=1
Φ(wi)
1
n
n∑
i=1
Φ(zi).
Perhaps the earliest special case of this result to have been discovered is the following
classical result of Maclaurin. It follows from concavity of log(x) on (0,∞).
Corollary 5.6. Let p be an nth degree polynomial with roots z1, . . . , zn and critical points
w1, . . . ,wn−1. Further let all the roots of p be nonnegative real numbers. Then(
n∏
i=1
zi
)1/n

(
n−1∏
i=1
wi
)1/(n−1)
.
Addendum
We note that the conjectures of Schoenberg and of De Bruijn and Springer have
also been independently solved by Dr. S.M. Malamud and has been placed on arXiv
(arXiv:math.CV/0304158) after this paper was submitted.
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