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0. Inleiding 
In [6] worden voldoende voorwaarden gegeven voor het bestaan van opti-
male strategieen t.o.v. het gemiddelde kosten kriterium. Deze voor-
waarden (V3.4 en V3,5 van paragraaf 3) zijn in toepassingen niet een-
voudig te verifieren. Daarom is er reden om.te zoeken naar voorwaarden 
die op hun beurt de voorwaarden V3,4 en V3,5 impliceren. Bovendien is 
er de vraag naar het verband tussen deze voorwaarden en de "klassieke" 
voorwaarden gegeven door Derman, gedeeltelijk in samenwerking met 
Veinott (voorwaa.rde VJ.6 van paragraaf 3). 
Welnu een voorwaarde geinspireerd door een voorwaarde die in [4]., 
Doeblinvoorwaarde genoemd wordt blijkt de sleutel te zijn. We hebben 
deze voorwaarde (zie paragraaf 3) de simultane Doeblinvoorwaarde ge-
noemd. De voorwaarde van Derman impliceert de simultane Doeblinvoor-
waarde. En onder de aanname dat alle toestanden onder iedere statio-
naire strategie onderling bereikbaar zijn geldt dat de simultane 
Doeblinvoorwaarde de voorwaarde van Derman imp1iceert. 
Verder bewijzen we met gebruikmaking van resultaten afgeleid onder de 
simultane Doeblinvoorwaarde dat Derman's conditie de voorwaarden V3.4 
en V3,5 impliceert. 
Hoewel we postuleren dat de simultane Doeblinvoorwaarde de existentie 
van een optimale stationaire strategie garandeert, hebben we dit tot 
op heden niet kunnen bewijzen. Wel bewijzen we (stelling 3.12) dater 
een optimale strategie bestaat onder de stationairen, Bij het bewijs 
van deze stelling gebruiken we het bestaan van optimale strategieen 
van een model dat we een optimaal-stuurprobleem genoemd hebben. Het 
optimaal stoppen van een Markov keten is een heel speciaal geval van 
een optimaal-stuurprobleem. Het schijnt dat optimaal-stuurproblemen 
een niet onbelangrijk model vormen. We hebben een stelling over de 
existentie van optimale stuurregels (stelling 3.11) opgenomen. 
In paragraaf 1 bestuderen we de Doeblinvoorwaarde (zoals gegeven in 
[4]) met haar implicaties en voorts de met haar equivalente voorwaar~ 
den. De stellingen 1.1 t/m 1.10 zijn niet nieuw. Gedeeltelijk zijn ze 
te vinden in [4] gedeeltelijk elders. Doob beschouwt bij zijn afleiding 
van het bestaan van invariante kansverdelingen onder de Doeblinvoor-,. 
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waarde een willekeurige toestandsruimte. Dit heeft tot gevolg dat de 
bewijzen aanzienlijk gecompliceerder worden •• Omdat de afleiding bij 
Doob niet gemakkelijk toegankelijk is en we er in de paragrafen 2 en 3 
herhaaldelijk naar verwijzen zijn deze stellingen opgenomen. 
In paragraaf 2 beschouwen we een collectie van Markov ketens en geven 
voorwaarden waaronder de invariante kansverdelingen op continue wiJze 
van de overgangsmatrices afhangen (stellingen 2.1 en 2.4). Verder war-
den er met de simultane Doeblinvoorwaarde equivalente voorwaarden af-
geleid (stellingen 2.2 en 2.6). 
In paragraaf 3 worden Markov beslissingsprocessen geintroduceerd. 
Voorts warden er met gebruikmaking van de in paragrafen 1 en 2 gevonden 
resultaten de in het begin van deze inleiding vermelde beweringen afge-
leid. 
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1. Over het bestaan van invariante kansverdelingen 
In deze paragraaf beschouwen we een (stationaire) Markov keten met 
eindige of aftelbare toestandruimte I. D.w.z. we gaan uit van een rij 
van stochastische variabelen {x, n / O} met beeldruimte I en gedefini-
-n -
eerd op zekere kansruimte (Q, F, IP). 
Verder is voor dit stochastisch proces de Markov eigenschap vervuld, 
i.e. voor iedere n .:::._ 1, 
IP{-nx = ln I~= io, X = i } = IP{x = 1 -v • • • ' -n- 1 n-1 -n n X = i }. --n-1 n-1 
Voorts geldt: IP{~= i 1 I ~- 1 = i 0 } = ~{~ = i 1 
n,m > 1. We noteren 
j I x 1 = i} -:n- voor n > 1. 
Zander verdere vermelding wordt in deze paragraaf tot aan stelling 1.12 
steeds de volgende voorwaarde verondersteld. 
EJt beo.ta.a;t een. coYL6ta.nte c > o, een. na:tu.lJ.JLlljk. ge;ta..t N en. een. un.cllge 
v eJtza.me.Llng J z~ da.t·: l PN ( i , j ) > c vo oJt a.U.e i E I. 
jEJ 
Hierin is PN(i,j) het N-voudige matrixprodukt van P(i,j). Deze voor-
waarde is voor I hoogstens aftelbaar equivalent met een voorwaarde in 
[4] (p. 192) die naar Doeblin genoemd is. Indien I eindig is dan is de-
ze Doeblinvoorwaarde voor iedere stochastische matrix P vervuld. 
Definitie 1.1. Toestand j heet bereikbaar vanuit toestand i indie er 
een n > 0 bestaat met Pn(i,j) > O. We noteren dit met i ➔ j. 
Definitie 1.2. Toestanden 1 en J communiceren indien geldt dat 1 ➔ J 
en j ➔ i. Notatie hiervan: 1 ~ j. 
Definitie 1.3, Toestand 1 heet essentieel indien uit 1 ➔ j volgt dat 
j ➔ i. 
De~initie 1.4. K(i) = {j I i ➔ j}, dit is de verzameling van toestan-
den die bereikbaar zijn vanuit i. 
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Definitie 1.5. Keen niet lege deelverzameling van I heet een fuik in-
dien uit i EK volgt dat K(i) c K. 
Definitie 1.6. Een fuik K heet een kernfuik indien K geen kleinere 
fuik bevat. 
Notatie 1 • 1 • Voor I Pn(i,j) noteren we Pn(i,E). 
jEE 
Stelling 1.1. Een fuik bevat minstens een kernfuik. Er zijn niet meer 
kernfuiken dan er elementen in J zijn. 
Bewijs 
Zij Keen fuik, dan is per definitie K ;t ¢. Zij i EK dan volgt uit 
K(i) c K dat PN(i,K) = 1. Uit de Doeblinvoorwaarde volgt dan dat 
( 1. 1 ) KnJ;t¢, 
Zij K
0 
de collectie van fuiken Kmet Kc K0 , voor zekere fuik K0 . Zij 
Keen deelcollectie van K
0 
die t.o.v. de inclusiereiatie een keten 
vormt d.w.z. als K
1
,K2 EK da.n K1 c K2 of K2 c K1• Dan vormt ook 
Kn J = {K Q J I KE K} een keten, uit (1.1) en het feit dat J een 
eindige verzameling is, volgt 1an dat n{K n J IKE K} ;t ¢.Metals ge-
volg 
( 1 • 2) D NOT n{K I KE K} ;t ¢. 
Indien i ED dan i EK als KE K 
-... K( i )' c K als K E K 
...,. K(i) c D. Dus vinden we dat Deen fuik is. 
Daar D c K
0 
volgt dat DE K
0
• Het lemma van Zorn garandeert nu dat de 
collectie K
0 
minimale elementen t.o.v. de inclusierelatie heeft. Dit 
zijn kernfuiken. 
Indien twee kernfuiken niet sa.menvallen dan is hun doorsnede leeg. Met 
(1.1) volgt hieruit dat het aantal kernfuiken niet grater is dan het 
aantal elementen dat J bevat. □ 
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Stelling 1. 2. Een deelverzameling van I zeg K is een kernfuik 
i) 
ii) 1 EK dan K(i) c K 
iii) 1, J E K dan 1 ~- j . 
Bewijs 
....-.>) Indien Keen kernfuik is, dan volgt per definitie K ~ ¢. Zij 
1 EK, daar Keen fuik is volgt dan dat K(i) c K. Indien i,j EK en 
j ¢ K(i) dan K(i) ~ K, waaruit zou volgen dat K geen kernfuik is, dus 
moet j E K(i). Dusi+ j, geheel analoog vinden we j + i. 
~) i) en ii) impliceren dat Keen fuik is. Met iii) volgt dat 
K(i) = K indien i EK, maar dit betekent dat K minimaal is t.o.v. de 
•1 ', 
inclusierelatie, dus K is een kernfuik. 
Stelling 1 . 3. I bevat minstens een kernfuik .. De kernfuiken ziJn pre-
cies de equivalentieklassen geinduceerd door de equivalentierelatie 
"communiceren" op de verzameling van essentiele toestanden. 
Bewijs 
I is een fuik en bevat volgens stelling 1.1 dus minstens een kernfuik. 
De tweede bewering volgt uit stelling 1.2, 
Stelling 1 . 4. Voor i EI ziJ N(i) = {n > 1 I Pn(i,i) > O} en ZlJ 
d(i) = g.g.d. N(i) Qan geldt 
i) Er bestaat een n(i) zo dat nd(i) E N(i) indien n ::_n(i). 
ii) Indien 1 - j dan geldt d(i) = d(j). 
□ 
□ 
iii) Indien Keen kernfuik is,: dan bestaat er een partitie c 1, ... , Cd 
van K zo dat: d = d(i) voor 1 EK en indien Pn(i,j) > 0 en i E Ck en 
j E cl dan k-l = n(mod d). 
Opmerking d(i) wordt de periode van toestand i genoemd. d noemt 
men de periode van kernfuik K; c 1, ... , Cd warden kringfuiken genoemd. 
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Bewijs n +n n n 
i) Indien n 1,n2 E N(i) dan volgt P 
1 2(i;i) .::_ P 1(i,i)P 2(i,i) > o 
en dus n 1+n2 E N{i). 
Zij d = min{n .::_ 1 In= n 1-n2 met n 1,n2 E N(i)}, dan zijn er 
n 1{i),n2
(i) E N(i) met d = n1(i)-n2'i). Daar d(i) ieder element uit N(i) 
deelt volgt dat d( i) ook d deelt en dus d( i) 2_ d. 
Zij n een willekeurig element uit N{i), n is te schrijven als Ad+ r met 
A > 0 en O < r < d. Daar , 
(n+An2{i)) - An 1(i) 
~~
E N(i) E N(i) 
volgt dan uit r <den de definitie van d dat r = 0. Hieruit volgt dat 
d een deler is van ieder element uit t(i). En dus is d 2. d(i), met 
d(i) 2_ d volgt d = d(i). 
Zij n(i) = (n2(i))
2/d en n .:::_ ri(i), n schrijven weals An2(i) + r met 
O 2. r < n2(i), dan volgt dat A.:::_ n2(i)/d en dus is · 
(Ad-r) > 0~ nd = An2(i)d+r(n,(i)-n2(t)) = (Ad-r)n2 (i)+rn 1(i) E N(i). 
ii) Onder i) zagen we dat d(i) = min{n > 1 I n = n 1-n2 met n 1,n2 E N(i)}. 
Zeg d(i) = n 1(i)-n2(i) 
Voor i,j met i ~ j zijn µ,A zo dat PA(i,j) > 0 en Pµ(j,i) > O. Dan 
Pµ(j,i)Pn1(i)(i,i)PA(i,j) > 0 en dus µ+A+n
1
(i) E N(j), zo ook 
µ+A+n 2(i) E N(j). 
Uit de definitie van d(j) volgt dan dat 
d(j) 2. {µ+A+n 1(i)) (µH+n 2(i)) = d(i). Uit de sy.mmetrie in 1 en J 
volgt d(i) = d(j). 
iii) Volgens stelling 1.2. iii) geldt dat i ~ j indien i,j elementen 
zijn van kernfuik K. Volgens ii) dus d(i) = d voor alle i EK. We 
· d · · a· o o · · pn 1 d( · ·) noteren 1 ~Jin ien er n1 .:::_ en n2 .:::_ z1Jn met 1,J > 0 en 
pn2d(j,i) > O. De relatie 11 A 11 is weer een eg_uivalentierelatie. Kies 
i 1 EK, zeg c1 is de eg_uivalentieklasse waarin i 1. 
Zij ikzo dat Pk- 1{i 1,ik) > 0 en zij Ck de eg_uivalentieklasse waarin ik 
ligt. 
Voor willekeurige i,j EK geldt, indien pn1(i,j) >Oen pn2(i,j) > O 
dan is i een deler van n1-n2 . Immers zij n zo dat Pn(j,i) > 0 dan deelt 
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d n1+n en n2+n en dus ook het verschil n. 
Voor j EK zij Pn(i,j) > 0 met n = Ad+r, o·< r < d dan volgt uit 
Pr(i 1,ir+1)Pm(ir+ 1,j) > 0 voor een m dat n - (r+m) en dus dat m door d 
deelbaar is dus j E Cr+1 Hieruit volgt dat c1, •.. , Cd een partitie is 
van K. 
Indien Pn(i,j) > 0 met n = Ad+r, 0 .::_r <den i E c1 en j E Ck dan 
Pn1d( .. )Pk-1( .. )pn2d(. ") O k i,i 1 i 1,ik ik,J > voor ze ere n 1 en n2 . 
Hieruit volgt dat n - {(n1+n2 )d + k-1} en dus r - (k-1) door d deelbaar 
is, dit impliceert dat r = k-1 en dus n = k-1(mod d). 
Stelling 1.5. Zij Keen kernfuik met periode den kringfuiken 
c1, .•. ,Cd.Dan bestaat er een stochastische matrix PK op de verzame-
ling Kmet 
i) PK(i,j) > 0 dan zijn i en j in dezelfde kringfuik en 
PK(i,j) = PK(j,j). 




Volgens stelling 1.4. iii) als P
nd
(i,j) > 0 dan zijn i en Jin dezelfde 
kringfuik. We kunnen het bewijs dus geven voor een willekeurige kring-
fuik, de uniforme convergentie voor alle i,j EK volgt dan uit het feit 
dater slechts eindig veel kringfuiken zijn. 
Zij C een willekeurige kringfuik en j 0 EC. Voor i EC bestaat dan een 
m(i) met Pm(i)d(i,j
0
) > o. 
Zij m = max m(i), waarin J de eindige verzameling uit de Doeblinvoor-
iEJnC 
waarde voorstelt. 
Door gebruik te maken van stelling 1.4. i) vinden we dat geldt voor 
µ = m+n(j 0 ) en i E JnC, 
Zij 
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µd(. . ' 
min P 1,Jo'I • 
iEJnC 
( 1. 3) C = 
1 
De Doeblinvoorwaarde garandeert PN ( i ,J) > c, voor alle i E I. Hierui t 
volgt onmiddellijk dat Pn( i ,J) 2:_ c voor alle i E I indien n > N. Dus 
bestaat er een v zo dat Pvd' ( i ,~) 2:_ c' voor alle i E I. Voor i E C volgt 
hieruit dat 




volgt met (1.3) en (1.4) dat 
( 1. 5) voor alle i EC. 
Z. . + NOT ( ) - . ( O) 1J a = max a,O en a = min a, 
f ( nd(. :) nd( .. )) geldt l P 1 1,J -P 1 2 ,J = O, 
+ -dan a= a +a. Daar voor i 1,i2 
EC 
jEC 
( 1 • 6) 
volgt 
_l (F1di.(i 1 ,j )-F1d.( i2 ,j)) + = -
JEC 
Uit (1.5) volgt dat voor i
1
,i2 EC 
( 1. 7) l (P(v+~)d(i1,j)-P(v+~)d(i2,j))+ ~ 1 - 61c < 1. 
jEC 
Voor J EC zij mm(j) = inf pnd(i,j) en W(j) = 
iEC 
Pnd(. . ) sup 1,J dan 
( 1. 8) 
iEC 
mn+ 1(j) = inf l Pd(i,k)Pnd(k,j) 
iEC kEC 
2:.. inf l Pd(i,k)mn(j) 
iEC kEC 
9 
Analoog, voor J EC 
( 1. 9) 
(1.10) 












gebruik ( 1. 7) 
Uit (1.8) en (1.9) volgt dat (M°"(j)-mn(j)) monotoon niet stijgend inn is 
bij vaste j. Door (1. 10) herhaald toe te passen vinden we 
(1.11) 
Daar het rechterlid van (1.11) naar nul convergeert, zelfs exponentieel 




(i,j) bestaat en onafhankelijk van i is en dat de convergentie 
n-+oo 
uniform is in i,j EC. Uit de uniforme convergentie volgt dat voor i EC 
L lim Pnd(i,j) 
jEC n-+oo 
= lim l Pnd(i,j) = 1. 
n-+oo jEC 
Met PK(i,j) .::_ 0 volgt dat PK een stochastische matrix is. 
Stelling 1. 6. Zij K zoals in stelling 1.5, en zij voor i,j EK 




· 1·. 1 I im -
N N-+00 n= 1 
uniform in i,j EK. 
Bewijs 
N 
lim .1. l Pn(i,j) = 
N➔oo N n=1 
Nd 
• 1 'i' n(. . ) lim Nd L P 1,J = 
N-+oo n=1 
1 d 
lim d l 
N-+oo 1=1 
op grond van de stelling over gedomineerde convergentie en stelling 1.5. 
ii) 
1 d 1 - l l p (i,k)PK(k,j) = 
d 1=1 kEK 
veronderstel nu dat 1-J 
en stelling 1.5. i) 
= r(mod d) en J EC dan met stelling 1.4. iii) n 
Stelling 1,7. Indien K1 , ••• , Km de kernfuiken zijn en p(i,Kj) de 









p ( i ,K.) = 
J 
voor alle 1 
lim Pn(i,K.) = p(i,K.) 
n-+oo J J 
uniform in i. 
X = -n l
.) = P( i ,K.) = 
J 




Markov keten zich op tijdstip n in kernfuik K. bevindt dan ook op tijd-
J 




X = i) = P( u (x.. EK.) I b-, = i) = 
=a k=O -K. J V 
Hieruit volgt dat Pn(i,K.) monotoon niet dalend inn is en dat 
J 
00 
lim Pn(i,K.) = P( u (x EK.) I .!o = i) = p(i,KJ.). 
n-+-00 J n=O --n J 
m 
Zij K = u K., om de beweringen i) en ii) aan te tonen kunnen we vol-
j=1 J 
staan met ~te bewijzen dat lim Pn(i,K) = 1 uniform is in i. 
n-+-00 
Voor i EI geldt K(i) (voor K(i) zie definitie 1.4) is een fuik, indien 
K(i) n K = ¢ dan volgt met stelling 1.1 dater naast K1, ... , Km nog 
een kernfuik bestaat. Dit is in tegenspraak met de aanname. Dus voor 
iedere i geldt K(i) n K ~¢en dit betekent dater een m(i) bestaat met 
Pm( i) ( i , K) > 0. 
Zij M = max m(i) (J is de verzameling uit de Doeblinvoorwaarde) dan 
iEJ 
volgt uit de monotonie van Pn(i,K) dat 




Uit de Doeblinvoorwaarde volgt dan 
PN+M(i,K) .::_ L PN(i,j)PM(j,K) .::_c 
1
c > 0 voor alle i. 
jEJ 
(1.12) 
Zij D NOT I - K dan impliceert (1.12) 
(1.13) PN+M+n(i,D) = l Pn(i,j)~+M(j,D) 
jED 
Daar Pn(i,D) monotoon niet stijgend is vinden we door (1.13) herhaald 
toe te passen dat 
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(1.14) 





K1, ... , K zijn weer de kernfuiken. m 
m 
0 indien j E I - u Kl 
II(i,j) 1=1 = 




lim N l Pn(i,j) = II(i,j) 
N➔oo n=1 
uniform in i,j EI. 
De bewering is een gevolg van stellingen 1.6 en 1.7 en het feit dater 





Voor II(i,j) zoals in stelling 1.8 geldt 
II(i,j) = l P(i,k)II(k,j) = l II(i,k)P(k,j) 
kEI 
II(i,j) 
= l II(i,k)II(k,j). 
kEI 
N . 1 I Pn( i ,j) = lim -
N➔oo 
N n=1 
~ N-1 = lim 'I P(i,k) i I 
N➔oo kEI n=O 
= I P(i ,k)II(k,j). 
kEI 
Pn(k,j ~ 
Met inductie naar n vinden we uit deze gelijkheid 
□ 
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11(i,j) = I Pn ( i , k ) 11 ( k , j ) voor n E IN 
kEI 
==> ll(i,j) = I ~ r Pn(i,k~ ll(k,j) 
kEI n=1 
voor NE (N. 
Uit het feit dat ll(i,•) een kansmaat is volgt {zie [8]) 
(1.15) ll(i,j) = I 11(i,k)11(k,j). 
kEI 
Dezelfde argumentatie geeft 
(1.16) 
~N
1 N~1 ~ ll{i,j) = lim I l Pn(i,k) P(k,j) 
N~ kEI n=O 
= l ll(i,k)P(k,j). 
kEI 
Definitie 1.7. Een kansverdeling {p(i) I 1 EI} noemen we invariant 
t.o.v. P indien 
I p(i)P(i,j) = p(j) 
iEI 
voor alle J, 
Stelling 1. 10. K1, ... , Km zijn weer de ke:rn ::uiz.en. 
Een kansverdeling p(•) is invariant. 
m 
<a=!> Er bestaan p(K1 ) _::._ O, 1 = 1, ,., , m met l P(K1 ) = 1=1 
p(Kl) 11K (i,i) als 
p(i) 1 en = 
0 als 
Bewijs 
l E Kl 




~) 11 lS 
Kl 
een stochastische matrix op K1 , we maken 11K tot een sto-
1 
chastische matrix op I door te definieren 





Voor i E K1 geldt dan IT(i,j) = ITK (j,j), met (1.16) volgt 1 . 
I rrK (j,j)P(j,k) = rrK (k,k) 
j~I 1 1 
(1.17) 
( 1 . 17) geldt voor 1 = 1 , .•. , m ......, 
m m 
l l P(Kl)ITK (j,j)P(j,k) = 
jEI 1=1 1 
I P ( K1 ) rrK ( k ,k.) 1=1 1 




















Als j E Kl dan 
Met (1.17) 
IT ( i ,j ) = 0 
m 
voor i E u K1-is_. 1=1 
p(j) = I p(i)IT(i,j) = [ I p(i)J rrK (j,j). 
iEKl iEKl 1 
= l p(i) dan 
iEKl 
m 
I I p(i) = 1. 
1=1 iEKl 





Als voor iedere essentiele toestand zou gelden dat de periode gelijk . 
aan 1 is, dit betekent het ontbreken van kringfuiken, dan geldt volgens 
stelling 1.5. ii) 
lim Pn(i,j) = PK(i,j) voor 1,J EK, 
n~ 
met Keen kernfuik en uniform in i,j EK, Met stelling 1.7 volgt dan 
{ :(i,Kl)PKl(j,j) als J E K 1 
lim Pn(i,j} = 
n~ m 
als j ¢ u Kl. 
1=1 
Bovendien is de convergentie weer uniform in i,j EI. 
Stelling 1.11. Zij P(i,j) = c 1o(i,j) + (1-c 1)P(i,j) met O < c 1 < 1 *) 
dan geldt 
lim Pn(i,j) = Il(i,j) uniform in 1, J, 
n~ 
Bewijs 
~ Uit P(i,i) ~ c 1 > 0 volgt dat voor ieder element i de periode 1 is. 
Daar uit de Doeblinvoorwaarde volgt ~at PN(i ,J) :_ ( 1-t! 1 )Ne voor alle i, 
voldoet ook de stochastische matrix P aan de Doeblinvoorwaarde. Volgens 
het betoog voorafgaande aan deze stelling nadert Pn(i,j) naar een 
limiet zelfs uniform in i en j. Uit het bestaan van lim Pn(i,j} volgt 
n~ 
per definitie dat de rij {Pn(i,j)}:=1 Euler sommeerbaar is voor alle 
i, j. We bewezen reeds dat de rij Cesarosommeerbaar is voor alle i, j 
(stelling 1.8). Dit impliceert dat de Eulersom gelijk is aan de Cesaro-
som. □ 
*) {: als l ~ j o ( i ,j ) = als l = J. 
,, 
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Stelling 1.12. De volgende beweringen zijn equivalent 
a) Er bestaat een constante c > O, een natuurlijk getal N en een 
eindige verzameling J zo dat 
voor alle i. 
b) Bij iedere E > 0 bestaat een natuurlijk getal n(E) en is er een 
eindige verza.meling J(E) zo dat 




De Markov keten heeft eindig veel kernfuiken en de rij 
N 
n=1 
I Pn(i,j)};=, convergeert uniform in i en j. 
Bewijs 
a)~ b) We voeren de volgende notatie in, voor E c: I 
(1.18) 
Pn(E;i,j) is de kans om inn stappen vanuit i toestand j te bereiken 
zonder verzameling E te bezoeken. Dus 1 - Pn(E;i,I-E) is de kans om in 
de eerste n stappen E te bezoeken oftewel is gelijk aan 
n n 
F( u (~EE) I ~=i). Deze kans is ook gelijk aan I Pk(E;i,E). 
k=1 k=1 
Volgens a) geldt voor willekeurige i 
Hieruit volgt 
(1.19) PN+n(J·,i· ,I-J) = ' Pn(J . . )PN(J . I J) l ;i,J ;J, -
je:I-J 
Door (1.19) herhaald toe te passen vinden we 
( 1. 20) Pn(J. I J.) < (1-CJ[n/NJ. ;i' -
Voor o > 0 kies N
1 
zo dat (1-C 1[N,/NJ .::_ o. Uit (1.20) volgt dan 
N 
P( u1 (~EJ) I ¾=i) > 1-o .-
k=1 
(1.21) 
N1 k I P (J;i,J) > 1-0. 
k=1 
k 
We beschouwen nu de collectie van kansmaten P (i,•) voor k = 1, ... , N1 
en i E J. Omdat deze collectie eindig is bestaat er een eindige verza-
meling D met maat :_ 1-o voor alle elementen uit de collectie. 
We gaan dit en (1.21) substitueren in de ongelijkheid 
= I1 I 
k=1 jEJ 
X =i) -0 
:_ I 1 pk ( J ; i ,J ) ( 1-o ) > ( 1 - o )2 . 
k=1 
2 Indien we er voor zorgen dat (1-o) > 1-E dan kunnen N1+1 resp. D voor 
n(E) resp. J(E) fungeren, 
b) => a) triviaal. 
a)==;, c) stellingen 1. 1 t/m 1. 8. 
c) -==;l', a) We noteren de Cesarosom van Pn( i ,j) weer met rr(i,j). Uit de 
uniforme convergentie in j volgt dan II(i,I) = 1 voor alle ]. . 
Veronderstel K1, ... , Km zijn de kernfuiken. 
In dit bewijs zullen we enkele eigenschappen gebruiken die in de voor-
afgaande stellingen onder de Doeblinvoorwaarde zijn afgeleid, maar. 
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algemeen geldig zijn. Het zijn: indien IT(i,j) > 0 voor een i dan noemt 
men j een positieve terugkeertoestand, j is dan esstentieel en dus 
m 
j E u K1 . Hieruit volgt 1=1 
Met IT(i,I) = 
( 1 • 22) 
m 





K ) = 
1 
voor alle 1. 
Verder geldt algemeen relatie {1.15) en indien i,j E K1 dan 
IT{i,j) = IT(j,~). Kies i 1 E K1 , zij J 1 een eindige verzameling zo dat 
IT ( i 1 ,J 1
) .:_ 2c 2 dan volgt 
( 1. 23) 
m 
Zij J = u J1 dan is J een eindige verzameling. 
1=1 
(1.15), (1.22) en (1.23) impliceren 
m 1 
IT(i,~) = l IT(i,K1 )IT(i1 ,J1 ) > 2c
2 
1=1 
voor alle i E K1 . 
voor alle 1. 
Uit de uniforme convergentie in i volgt dan dater een N bestaat met 
N 1 
N l Pn(i,J) > c2 
n=1 
voor alle i. 
Dit impliceert dat voor i er een n( i) < N is met 
( 1. 24) 
Zij de eindige verzameling D zo dat 
( 1. 25) 
k 1 
P ( j ,D ) .:_ c 2 voor k = 1, ; .. , N, j E J. 
Met (1.24) en (1.25) volgt 
PN+1(i,D) > l pn(i)(i,j)PN+1-n(i)(j,D) 
j e:J 
> C 
voor alle i. 
Het triple (C,N+1,D) voldoet dus aan a). 
Definitie 1.8. Een collectie van kansmaten P heet uniform beperkt in-
dien voor iedere E > 0 er een eindige verzameling A(E) bestaat met de 
eigenschap dat p(A(E)).:.. 1-E voor alle p e: P. 
Stelling 1.13. Indien de collectie kansmaten {P(i,•) I ie:I} uniform 
beperkt is dan is aan de Doeblinconditie voldaan. 
De Doeblinconditie impliceert dat voor iedere i e: I de collectie 
{Pn(i,•) I ne:W} uniform beperkt is. 
Bewijs 
Voor E > 0 zij A zo dat P(i,A) ::_ 1-E voor alle i, dan voldoet het 
triple (1-E,1,A) aan de Doeblinvoorwaarde. 
Volgens stelling 1.12 a)=;, b) is er bij E een n(E) en een J(E) met 
pn(E)(i,J(E)).:.. 1-E. Fixeer i dan is er een eindige verzameling D met 
Pk(i,D).:.. 1-E voor k = 1, ... , n(E )-1. Hieruit volgt 
voor alle n. 
Opmerking 1.1. Dat het uniform beperkt zijn van de collectie 
{P(i,·) I ie:I} een sterkere voorwaarde is dan de Doeblinvoorwaarde 
toont het volgende voorbeeld. 
□ 
□ 
I= {0,1,2, ..• }; P(i,i) = 1-c en P(i,O) = c voor i e: IN". 
Het uniform beperkt ZJ.Jn van {Pn(i,•) I ne:IN"} voor iedere i e: I impli-
ceert niet de Doeblinvoorwaarde. Voorbeeld, 




Opmerking 1.2. Daar algemeen geldt dat lim N l Pk(i,j) bestaat, we 
N-+<x> • k=1 
noteren de limiet weer met IT(i,j), volgt uit het uniform beperkt zijn 
van de collectie {pn(i,•) I nE~}:direkt het bestaan van een invariante 
kansverdeling. Immers het uniform beperkt zijn impliceert dat 
IT(i,I) = 1. En hieruit volgt 




- I ~ 
N 
N n=1 
= l IT(i,k)P(k,j). 
kEI 
En dus IT(i,•) is een invariante kansverdeling. 
P(k ,j) 
Omgekeerd, indien er een invariante kansverdeling bestaat dan kan bewe-
zen warden dater een i bestaat met {Pn(i,•) I niN} uniform beperkt. 
Definitie 1.9. Voor een verzameling van toestanden E definieren we de 
wachttijd _!E tot aan binnenkomst in verzameling E door: 
n indien ¾EE en~ ,j_ E voor k = 1;••· ,n-1 
00 indien ~ i E voor k = 1,2, ...• 
De verwachting van _!E ender de voorwaarde dat de Markov keten op tijd-
stip O zich in toestand i bevindt noteren we met m(i,E). Dus 
Stelling 1.14. De volgende beweringen zijn equivalent 
a) Er bestaat een constante c' > 0, een natuurlijk get al N en een ver-
zameling J zo dat 
voor alle i. 
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b) Er bestaat een eindige verzameling E zo dat m(i,E) is uniform be-
grensd in i E I. 
Bewijs 
a)~ b) We zullen bewijzen dat m(i,J) uniform begrensd is in 1 
00 
Voor IP(T <00 x =i) = 1 is het een bekende stelling dat -J =a 
00 
( 1. 26) 
Indien IP(_!J=00 I ~
0
=i) > 0 dan is m(i,J) = 00 en uit 
lim IP(_!J>k I ~0=i) = IP( T =00 I ~=i) k~ -J 
volgt 
00 
l IP(_!J>k I X =i) = oo, 
k=O =o 
Dus ook in dit geval geldt ( 1. 26). 
Daar IP(_!J>O I 
volgt 
( 1 • 27) 
X =i) = 1 en (zie (1.18)) =o 
00 
m(i,J) = 1 + l Pk(J;i,I-J). 
k=1 
> 0 
voor k > 
Onder stelling 1.12 bewezen we ender aanname van a) relatie (1.20). 
Substitutie hiervan geeft 
00 
m(i,J) .::_ 1 + N l 
k=O 
( 1-c l = 1 + N l 
C 
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Deze bovengrens hangt niet van toestand i af, dus hiermee is de uniforme 
begrensdheid bewezen. 
b) ~ a) Veronderstel Mis de bovengrens, dus m(i,E) < M voor alle i. 
Volgens (1.27) geldt dan ook 
( 1. 28) 
00 
I p1t(E;i,I-E) < M 
k=1 
voor alle i. 
Daar Pk(E;i,I-E) monotoon niet stijgend ink is volgt dat voor wille-
keurige c > 0 en n = [M/c'] + geldt 
( 1. 29) voor alle i, 
immers stel 
voor een i 0 
dan volgt 
n 
I Pk(E;io,I-E) > nc > M. 
k=1 
Dit is in tegenspraak met (1.28). 
Dat uit (1.29) volgt data) voor een zeker triple vervuld is, kan 
analoog aan stelling 1.12 a)~ b) vanaf relatie (1.20) bewezen worden. 
□ 
Opmerking 1.3. Indien Keen kernfuik en KnE = ¢ dan P(!_E=00 I x0=i) = 1 
en dus m(i,E) = 00 als i EK. Hieruit volgt dat als voor E voorwaarde b) 
vervuld is dan KnE ~ ¢ voor iedere kernfuik K. Dit betekent dat het 
aantal kernfuiken niet groter is dan het aantal elementen in E. 
Omgekeerd, 
Stelling 1.15, Zij de Doeblinvoorwaarde vervuld. Veronderstel 
K1, .•. , K zijn de kernfuiken en i EK voor n = 1, .•• ,men m n n 
E = {i 1, •.. ,i } dan is m(i,E) uniform begrensd in i. ,. m 
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Bewijs .. 
We gebruiken de volgende stelling uit de theorie over Markov ketens: 
Indien TI(i 0,i0
) = 0 voor i
0 
element uit een kernfuik K dan TI(i,i) = 0 
voor alle i EK. Dit impliceert TI(i 0 ,K) = O. Echter onder de Doeblin-
voorwaarde geldt TI(i 0 ,K) = 1 en dus TI(i 0
,i0 ) > 0 als i 0 
element van een 
kernfuik. Zij 




Met TI( i, u 
n=1 
TI(i,E) .:_ c 
K) = 1 en (1.15) volgt dan 
n 
TI(i,E) > c 
1 N 
Uit de uniforme convergentie 1n 1 van N 2 
n=1 er bestaat een N met 
m 
voor alle i E u 
n=1 
K n 
voor alle 1 EI. 
Pn(i,E) naar TI(i,E} volgt, 
voor alle 1. 
Dit impliceert dater bij 1 een n(i) < N is, zo dat 
IP(~(i)EE I ¾=i) -:._c/2 
N 
IP( u (x E) I .&,=i) -:._ c/2 
n=1 -n -v 
N 
P (E;i,I-E) .::_ 1-c/2. 
De rest van het bewijs is analoog aan het bewijs van stelling 1.14 
a) .....,. b). D 
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Opmerking 1.4. De bewijzen van stelling 1.14 en 1.15 verlopen via de 
eq_ui valentie van de Doeblinvoorwaarde met: • 
Er bestaat een constante c > O, een natuurlijk getal N en een eindige 
verzameling E (E kan men, zo men dat wil nemen zoals in stelling 1.15) 
z6 dat 
voor alle i. 
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2. Over de continuiteit van invariante kansverdelingen en de uniforme .. 
begrensdheid van verwachte terugkeertijden 
In deze paragraaf beschouwen we een collectie van Markov ketens. Alle 
Markov ketens hebben dezelfde toestandsruimte I; I is een eindige of 
aftelbare verzameling. 
We gaan uit van een rij meetbare afbeeldingen {x, n>O}, x is deaf-
-n - -n 
beelding van een zekere meetbare ruimte (Q,F) naar de toestandsruimte 
I. Zij verder {P
0
: a EA} een collectie van kansmaten op (Q,F). Wever-
onderstellen dat voor iedere a EA de rij stochastische variabelen 
{x, n>O} gedefinieerd op kansruimte (Q,F,P) een Markov keten vormt. -n -
We noteren: 
p ( i 'j ) NOT IP { x 
a - a -n = J = i} voor n > 1. 
Uitgezonderd de stellingen 2.2 en 2.6 worden de stellingen in deze 
paragraaf zonder verdere vermelding afgeleid onder de volgende voor-
waarde 
Ell.. beo.taa,.t e.e.n. c.o/11..6.ta.n..te. c > 0, e.e.n. na:tu..u,11..Uj k. g e..ta.l N e.n. e.e.n. un.d,ig e. 
veJtzame.Ung J z6 da.t P!(i,j) > c vooll.. a.lie. i EI e.n. a EA. 
Voor iedere a EA is (vergelijk paragraaf 1) aan een Doeblinvoorwaarde 
voldaan. Maar indien voor iedere stochastische matrix P, a EA de 
a 
Doeblinvoorwaarde (zoals in paragraaf 1) vervuld is dan behoeft boven-
staande voorwaarde nog niet vervuld te zijn ( zie opmerking 2. 1 ) . We 
zullen in het vervolg bovenstaande voorwaarde de simultane Doeblinvoor-
waarde noemen. 
Opmerking 2.1. Zij I= {0,1,2, ... } en zij voor n = 1, 2, ... en n 
P (i,O) = 1 voor i .::_ n, i > 2n en P (i,i+1) = 1 voor n, i < 2n. 
n n 
Dan geldt 
i) lim P (i,j) = P (i,j) n co 
n-+oo 
= co , 
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ii) voor N > n+1 en alle i EI 
en 
P (i,O) = 
00 
voor alle 1 EI 
iii) De collectie stochastische matrices {p ~ n=1,2, ... } voldoet niet n 
aan de simultane Doeblinvoorwaarde. 
Stelling 2. 1. Indien lim Pa (i,j) = Pa (i,j) met an,aO EA en indien 
n+oo n 0 
de Markov keten behorende bij stochastische matrix P ten hoogste een ao 
kernfuik heeft dan geldt 
lim II ( i, j ) = 
a 
n+oo n 
II ( i ,j ) 
ao 
voor alle i,j. 
Bewijs 
Voor een O < c < 1 voeren we in de stochastische matrices: 
1 
voor a EA. 
Daar P:(i,j) > (1-c 1)NP!(i,j) volgt uit de simultane Doeblinvoorwaarde 
dat 
( 2. 1) 
Volgens stelling 1.11 geldt 
(2.2) lim P~ (i,j) = uniform in i,j. 
n+oo 0 
Daar er hoogstens een kernfuik en dus precies een kernfuik 
geldt dat II (i,j) = II (j,j) voor alle i,j (zie paragraaf 
ao ao 
z6 dat Ila (j
0
,j 0 ) > o, 4c 3 NOT Ila (j 0 ,j 0 ). Uit (2.2) volgt 0 0 
existentie van een N1 met 
is onder P 
ao 
1). Zij j O 
dan de 
(2.3) voor alle 1. 
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Uit lim P (i,j) = a. P (i,j) voor alle 1,J volgt a.a n-+oo n 
(2.4) 
~ (i,I) Daar p = a. n 
~ ( i ,j) lim P = a. n-+oo n 
voor n = a, 
lim P
2 
(i,j) = a. n-+oo n 
~ ( i, j) p 
a.a 
voor alle i ,j·. 
1 ' 2, volgt uit (2.4) (zie [8]) 
lim IP (i,l)P (l,j) 
1 
a. a. n-+oo n n 
= l p (i,l)P (l,j) 
1 °'a a.a 
~2 (. . ) = p "' 1 ,J ~,, 
°'a 
Dit argument herhalend, vinden we met inductie naar n dat 
(2,5) lim P~ (i,j) 
k+00 k 
voor alle i,j EI 
en alle n E IN. 
Met (2,3) volgt hieruit het bestaan van een N2 met 
voor n .:._ N2 en alle 1 uit de eindige 
verzameling J-; 
Met (2.1) volgt dan voor n .:._ N2 dat 
~+N ~N N 
Pa. \i,ja).:..) Pa. (i,j)Pa.1(j,~a) 
n JEJ n n 
(2.6) 
> C C 
- 2 3 
voor alle 1. 
Zij 
en 
Geheel analoog aan het bewijs van stelling 1,5 van (1.5) tot (1.11) 
laat zich met behulp van (2.6) bewijzen dat 
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(2.7) voor alle i en j 
en n .:. N2 . 
Daar uit de simultane Doeblinvoorwaarde de Doeblinvoorwaarde volgt 
weten we reeds uit stelling 1.11 dat 
(2.8) lim Pr (i,j) = IT (i,j) a. a. 
~ n n 
uniform in i ,j. 
Uit (2,7) volgt nu (vergelijk stelling 1.5) dat de convergentie in 
relatie (2.8) ook uniform is inn= O, 1, 
In combinatie met de relatie (2.5) levert dit de relatie 
(2.9) lim IT ( i ,j) a. 
n➔oo n 
= IT ( i ,j ) 
a.o 
voor alle i,j. 
Opmerking 2.2. Volgens paragraaf 1, maar ook zonder de Doeblinvoor-
waarde geldt 
IT ( • • ) 1 1 . pnd( . . ) i,J = d im i,J , 
n➔oo 
met d de periode van toestand j. Als d nu de periode is van zekere n 
toestand j 0 onder Pa. dan ligt de vraag voor de hand of 
n 
(2.10) 
Het is niet moeilijk te bewijzen dat dn een deler is van d0 voor n 
groot genoeg. Echter niet altijd geldt (2.10). Immers zij P zo dat de 
periode van toestand j 0 groter is dan 1 en zij 
Pn(i,j) = (1/n o(i,j) + (1-1/n)P(i,j)), dan heeft Jo periode 1 onder 
P en lim P (i,j) = P(i,j) voor alle i,j. 
n n 
n➔oo 
Opmerking 2,3. Indien er onder P meerdere kernfuiken zijn dan is 
a.o 
relatie (2.9) niet altijd vervuld. 





) (: ) Zij p1 = en p2 = 
0 1 
Als p = (1/n P2+(1-1/n)P1) dan lim p = p 1. n n n-+<x> 
C 1 ) . ( 1 0) • Echter II = voor n = 2, 3, ... en II 1 = n 1 0 1 




VoolL -i..edeJr.e · i E I ,Lo de c.oUectle kan.6ma.ten. {P ( i, • ) I aEA} 
a 
Ve c.oUectle .o.toc.h.aJ.iwc.he m:i.;f;luc.e.o {P ( • , • ) I aEA} -L6 ge.olo.ten., 
a 
d.w.z. -i..n.d-i..en. voolL zek.eJr.e .o.toc.hct6.tl6c.he ma.Wx zeg P geld.t da.t 




p = p 
ao 
Stelling 2.2. De volgende beweringen zijn equivalent 
a) Er bestaat een constante c: > 0, een natuurlijk getal N en een 
eindige verzameling J zo dat 
voor alle i EI en alle a EA. 
b) Bij iedere ~ > 0 bestaat een natuurlijk getal n(E) en is er een 
eindige verzameling J(E) zo dat 
Bewijs 
pn(E)(i,J(c)) > 1-E voor alle i EI en alle a EA. 
a 
a) - b) Zij E een eindige verzameling met de eigenschap dat voor i
0 
(2.1'1) voor alle a. 
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Daar een eindige vereniging van collecties van kansmaten die ieder voor 
zich uniform beperkt zijn, weer uniform beperkt is; bestaat er nu een 
eindige verzameling b met 
voor i EE en alle a.. 
Met (2.11) volgt dan 
P:(i
0
,D) > I P (i0 ,i)P (i,D) > (1-o)
2 > 1-E voor o 
V, iEE a. a. - -
groot genoeg. Hieruit volgt dat de collectie {p~(i
0
,•) I a.EA} uniform 
beperkt is. 
Met behulp van deze argumentatie volgt via inductie dat 
(2.12) {p~(i,•) I a.EA} is uniform beperkt voor alle i EI 
en alle n E N. 
Het overige deel van het bewijs verloopt analoog aan het bewijs van 
stelling 1.12. a)=:> b). 
b) ===.> a) tri viaal. 
Stelling 2.3. Zij Pde verzameling van kansmaten p(•) op I met de 
eigenschap dat bij peen a.EA met I p(i)P (i,j) = p(j) voor alle j. . a. 
1 
Dus Pis de collectie van invariante kansmaten. 
Pis uniform beperkt. 
Bewijs 
Volgens stelling 2.2. a)=;:, b) zijn er bij E > 0 een n(E) en een J(E) 
met 
voor alle i EI 
en alle a.EA. 
□ 
Hieruit volgt dat 
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.::_ 4 Pa(i,j)(1-E) 
J 
Via inductie laat zich zo bewijzen dat voor alle i EI en alle a EA 
(2.13) 
Hierui t volgt dat 
(2.14) TI (i,J(E)) > 1-E 
a 
voor n >. n ( E ) . 
voor alle i EI 
en alle a EA. 




l p(i)II (i,j) = p(j) 
a 
i 
p(J(E)) = l p(i)IIa(i,J(E)) 
i 
.::_ l p(i)(1-E) = 1-E. 
i 
voor alle J 
( met ( 2 • 14 ) ) 
Hiermee is bewezen dat voor een willekeurig element p uit P geldt 
p ( J ( E)) > 1-E, □ 
Stelling 2.4. Indien limp (i) = p(i) voor alle i en p (•) is een in-
n n n-+oo 
variante kansmaat onder P en 
a n 
lim P ( i ,j) 
a 
voor alle i,j 
n-+oo n 
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dan is p(•) een invariante kansmaat onder P 
~o 
Bewijs 
Uit het uniform beperkt ziJn van de collectie van alle invariante kans-
maten (stelling 2.3) en lim pn(i) = p(i) volgt dat 
n+oo 
(2.15) p(I) = 1. 
Immers, 
p(I) ~ p(J(e:)) (voor J(e:) zie stelling 2.3) 
= I lim p (i) n n+oo 
(J(e:) is een eindige verzameling) 
i E.J ( £) 
= lim p ( J ( e: ) ) 
+co n n 
> 1 - e: en dus p(I) = 1. 
(2.15) impliceert (zie [8]) dat 
Daar p (·) n 
onder P 
ao 
lim l p (i)P (i,j) . n ex. 
n+00 l n 
= l p(i)P (i,j). 
l a.0 
invariant is onder Pa volgt hieruit dat p(•) invariant is 
n 
Opmerking 2.4. Indien P ten hoogste een kernfuik heeft, dan is er ao 
precies een invariante kansverdeling onder Pa . Hiervan gebruikmakend 
0 
is stelling 2.1 ook via stelling 2.4 te bewijzen. 
In definitie 1.9 definieerden we de wachttijd tot aan binnenkomst in 
verzameling E. De verwachting van de wachttijd onder de voorwaarde dat 
de Markov keten op tijdstip O zich in toestand i bevindt noteerden we 
De bewering volgt onmiddellijk uit een stelling van Prohorov. 
□ 
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met m(i,E). In deze paragraaf beschouwen we een collectie van Markov 
ketens, het ligt voor de hand de verwachte wachttijd voor de Markov 




Dit toevoegen van de index a (we deden het al in de notatie TI) zullen 
a 
we in het vervolg voor meerdere in paragraaf 1 reeds ingevoerde notaties 
doen. 
Definitie 2.1. Verzameling E heet bereikbaar vanuit i onder P indien 
p a 
er een n > 0 bestaat met Pn(i,E) > O. Notatie hiervoor: i~ E. 
a 
Stelling 2.5. Indien verzameling E bereikbaar is vanuit iedere toe-
stand i en onder iedere matrix P dan bestaat er een getal M < 00 zo dat 
a 
(2.16) voor alle i en alle a. 
Bewijs 
We definieren inductief een rij {xk(•)}:=
1 




en daar uit 
volgt dat 
x 1(i) = sup Pa(i,I-E) 
a.EA 
xk+ 1(i) = sup l Pa(i,j)xk(j) 
a.EA jEI-E 
voor alle i 
voor alle i. 
X 1(i·) -- p ( . ) sup a E;i,I-E (voor notatie zie (1.18) 
a.EA 
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l p (i,j)Pk(E;j,I-E) 
. a. a 
J EI-E • 
< I 
jEI-E 
k+1 (. ) = X 1 , 
vinden we middels inductie dat 
(2. 18) xk(i) ~ sup P!(E;i,I-E) 
a.EA 
Ook via volledige inductie zullen we bewijzen dat 
voor alle 1. 
(2.19) voor alle i en alle k E w. 
Immers daar P (i I-E) < 1 voor alle a geldt er dat x1(i) _< a , 
sup l P (i,j)x1(j) 
. a a.EA JEI-E 
.::_ sup L Pa(i,j).1 
a.EA jEI-E 
En analoog laat zich uit xn(i) .::_ xn-l(i) voor alle 1, bewijzen dat 
n+1(.) n(.) . • • x 1 < x 1 voor alle 1. Daar bet supremum van n1et negat1eve ge-
. · • . n ( . ) 0 n+ 1 ( . ) tallen zeker n1et negat1ef 1s volgt u1t x 1 > dat x 1 > 0. 
Hiermee is (2.19) aangetoond. 
Uit (2.19) volgt dat lim xk(i) bestaat. Zij 
k-+oo 
(2. 20) x0(i) = lim xk(i). 
k➔oo 
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Uit de ongelijkheid 
volgt door overgang op de limiet voor k + 00 
Deze ongelijkheid geldt voor iedere a E A, dus volgt 
(2.21) 
Bij vaste 1 zeg 1 0 , kies ak zo dat 
(2.22) 
Er bestaat nu een deelrij ak 
n 
met lim Pa (i,j) bestaat voor alle i,j. 
n➔oo k 
n 
Met het uniform beperkt zijn ¥an de 
dan dat de limiet een stochastische matrix is. 
P (i,•) bij vaste i volgt 
a 
Uit de veronderstelling omtrent het gesloten zijn van de collectie P 
a 
volgt dan het bestaan van een a 0 EA met 
(2.23) lim Pa ( i ,j) 
n➔oo k 
n 
voor alle 1,J. 
Door relatie (2.22) te beschouwen voor de deelrij k en n naar oneindig n 
te laten gaan, daarbij (2.20) en (2.23) gebruikend, vinden we 
I P (io,j)xo(j) > 0 (. ) 
jEI-E ao 
_ X lO, 
met (2.21) volgt 
(2.24) I P (io,j)xo(j) = xo(io). 
jEI-E ao 
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Door relatie (2.24) herhaald toe te passen (vergelijk afleiding van 
(2.18)) vinden we (eigenlijk weer met inductie) 
(2.25) voor alle k. 
Daar voor de stochastische matrix Pa de Doeblinvoorwaarde geldt en de 
0 
verzameling E bereikbaar is vanuit iedere toestand i onder Pa volgt 
0 
dat iedere kernfuik minstens eeh element met E gemeen heeft. Volgens 
stelling 1.15 geldt dan ma (i 0 ,E) < 
00
, met relatie (1.27) volgt 
0 
limp~ (E;io,I-E) = o. 
k~ 0 
Relatie (2.25) impliceert dan x0(i0 ) = 0. We bewezen dit voor wille-
keurige i 0 € I. We vinden hieruit met relatie (2.18) dat 
(2.26) lim sup P!(E;i,I-E) = 0 
k~ a€A 
voor alle i. 
Op grond van (2.26) is er een constante c 1 < 1 en een N1 z6 dat 
voor alle a en voor alle i € J, 
met J de eindige verzameling uit de simultane Doeblinvoorwaarde 
N+N N 
Pa 1(E;i,I-E) 2_ ~ P:(i,j)Pa 1(E;j,I-E) 
J 
.•• + r 
jd-J 
< 1 - C ( 1-c ) 
1 
voor alle i en alle a. 
Geheel analoog aan het bewijs van stelling 1.14 a) ===l> b) vinden we dan 
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ma.(i,E) < 1 + (N+N 1)(c;(1-c~))-
1 voor alle J. en alle a.. 
Stelling 2. 6. De volgende beweringen zijn equivalent 
a) Er bestaat een constante c > O, een natuurlijk getal N en een 
eindige verzameling J zo dat 
voor alle i EI en alle a.EA. 
b) Er bestaat een eindige verzameling E en een getal M < 00 zo dat 
voor alle J. EI en alle a EA. 
Bewijs 
a)= b) Daar PN(i ,J) > O voor alle i E L•en alle a E A, is de eindige 
Cl. 
verzameling J bereikbaar vanuit iedere toestand i onder iedere Pa.. 
Volgens stelling 2.5 geldt dan 
uniform begrensd in J. en a., 
b)-.> a) Analoog aan zoals onder stelling 1. 14 b) =!:> a) aangegeven is, 
kan afgeleid worden dat bij o > 0 er een N1 is met 
N 
I1 P!(E;i,E) > 1-0 
k=1 
voor alle J. en alle a.. 
□ 
Daar voor alle i en alle n E ~ de collectie {Pn(i,•) 
a. 
a.EA} uniform be-
perkt is (zie (2.12)), is er een eindige verzam.eling D met 
.....;i, (zie stelling 1.12 a)-=;,, b)) 
' 
voor alle i EE, voor 1 .:_k .::_ N1 




( i ,D) ..:_ ( 1-o )2 voor alle i , 
alle a.. 
Het triple ((1-0) 2 , N1+1, D) voldoet dus aan de simultane Doeblinvoor-
waarde. □ 
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3. Existentie optimale strategieen in Markov beslissingsprocessen 
In deze paragraaf beschouwen we Markov beslissingsprocessen. *) 
Toestandsruimte I veronderstellen we hoogstens aftelbaar te zijn. Zij 
A(i) de verzameling van toegelaten beslissingen in toestand i. Wever-
onderstellen dat de bewegingswet q voldoet aan 
V3. 1. Voolt.. ,le.deJLe. i E I ,u., de. c..oUe.cti.e. va.n k.a.noma.te.n 
{q<•li,a) 
De voorwaarde is altijd vervuld indien I een eindige verzameling is. 
Is I aftelbaar en A(i) eindig voor alle i dan is ze oak vervuld. Zij P 
de collectie van alle kansmaten op I. Door de a's uit A(i) die dezelfde 
kansmaat q(•li,a) op I induceren, te·identificeren is het mqgelijk A(i) 
te zien als deelverzameling van P. We veronderstellen op Pde topologie 
van de puntsgewijze convergentie d.w.z. limp = p met p ,p E P indien 
n-+<x> n. n 
limp (i) = p(i) voor alle i. We veronderstellen 
n n-+<x> 
v3.2. Voolt.. ie.deJLe. i E I ge.lclt. A(i)b.i gulo;te.n. 
Uit deze voorwaarde en het uniform beperkt zijn van de collectie 
{q(•li,a) I aEA(i)} volgt dat A(i) rijtjescompact is, d.w.z. bij iedere 
rij {a} c A(i) is een a E A(i) z6 data= lim a 
n n 
rij is van {a}. 
n 
r-+<x> r 
met {a } een deel-
n r 
Verder veronderstellen we dat de kostenfunctie w begrensd is en dat 
v3.3. Voolt.. ie.deJLe. i E I ge.lclt. w(i ,a) ,u., c..on:ti..nu in a. 
Tenslotte zij opgemerkt dat ook aan de laatste twee voorwaarden voldaan 
is indien A(i) eindig is voor alle i. 
Zij F de verzameling van functies op I met f(i) E A(i) voor alle i. De 
collectie van stationaire strategieen c8 bestaat uit strategieen van 
Vqor een inleiding hierin zij verwezen naar [2] en [7]. 
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00 NOT 
het type f = (f,f,.,. ), 
Zij Ween collectie voorwaardelijke kansmaten d.w.z. als µ E W dan 
µ(•Ji) een kansmaat op A(i) voor iedere i EI. 
De collectie van gerandomiseerde strategieen CRS bestaat uit strategieen 
00 NOT 
van het typeµ = (µ,µ,,,.). 
Zij verder C de collectie van alle strategieen en CRM de collectie van 
gerandomiseerde markovstrategieen d.w.z. van het type (µ 0 ,µ 1,µ 2 , ... ) met 
µ E W. 
n 
Voor iedere strategie R uit CS wordt het bijbehorende stochastische 
00 
proces een stationaire Markov keten, Indien R = f met f E F dan zullen 
we de matrix van overgangswaarschijnlijkheden noteren met Pf. We hebben 
in paragraaf 2 eigenschappen afgeleid voor een collectie van Markov 
ketens. De collectie van Markov ketens die we hier zullen beschouwen is 
de collectie geinduceerd door de stationaire strategieen. Om straks de 
resultaten van paragraaf 2 te kunnen gebruiken merken we op dat voor-
waarde V3.1 impliceert dat voor iedere i EI de collectie kansmaten 
{pf(i,•) J fEF} uniform beperkt is (vergelijk voorwaarde V2.1). Verder 
volgt het gesloten zijn van de collectie stochastische matrices Pf met 
f E F (voorwaarde V2.2) uit voorwaarde V3.2. 
Indien de stochastische variabele w de kosten op tijdstip n voorstelt 
-n 
dan kunnen de verwachte verdisconteerde kosten indien het proces start 
in toestand i en strategie R wordt gevolgd genoteerd worden met 
Analoog voor de verwachte gemiddelde kosten 
N 
( . ) NOT . 1 , { </> i ,R = lim sup N l ER .:!i_k 
N-+-00 k=1 
Stelling 3, 1. Voor iedere O < S < 1 bestaat er een RS E CS z6 dat 
= inf ljl(i,S,R) 
REC 




1/l(i,S) = inf 1/l(i,S,R). 
REC 
Stelling 3 p. 96 van [7] kan gegeneraliseerd worden tot 1/1 is de unieke 
oplossing van de funktionaalvergelijking 
u(i) = inf {w(i,a) + sI q(jji,a)u(j)}, 
aEA(i) j 
l E I. 
Voor i EI zij an(i) E A(i) zo dat 
1/l(i,S) + 1/n > w(i,a (i)) + sI q(Jli,a (i))iJJ(j,S). 




Zij verder f z6 dat f (i) = a (i), i EI en zij fen f zo dat n n n n r=1 
lim f 
r-+oo nr 
= f (zo'n f bestaat op grond van het 
r 
rijtjescompact zijn van 
A (i) voor alle 
n 
i EI; zie tekst tussen V3.2 en V3,3). Er volgt dan uit 
de continuiteit van de kostenfunktie wen de bewegingswet q dat f geldt: 
1/l(i,S) = w(i,f(i)) + sI q(Jli,f(i))ijJ(j,S). 
J 
Door deze gelijkheid herhaald toe te passen volgt dan voor n E ~ 
n 
1/l(i,S) = I sk I P~(i,j)w(j,f(j)) + sn+ 1 I p~+ 1(i,j)iJJ(j,S) 




) = I sk I P:(i,j)w(j,f(j)) 
k=O j 
= 1/l(i,S). 
In [6] (definitie 2) werd Reen limietpunt van verdisconteerd-optimale 
strategieen genoemd indien er een rij {S} bestaat met lim S = 1 en 
n n n-+oo 
R~ zoals in stelling 3.1 en R = lim RS 
: n n-+oo n 
D 
Verder werd daar bewezen dat onder de voorwaarden . 
V3.4. Ind,l,en lim Pf (i,j) = Pf(i,j) vooJc. a.lie 1,J dan volg:t 
n➔00 n 
lim rrf (i,j) = rrf(i,j) vooJc. aUe i,j. 
n➔oo n 
v3.5. VooJc. iedell.e f E F g eld:t rrf( i ,I) = 1 vooll. aUe i. 
ieder limietpunt van verdisconteerd-optimale. strategieen optimaal is 
. ( . ) *) . t.o.v. de gemiddelde verwachte kosten stelling 1 . En uit de 
rijtjescompactheid van Fen stelling 3.1 volgt dan oak het bestaan 
van optimale stationaire strategieen t.o.v. het gemiddelde kosten kri-
terium. 
Uit artikelen van Derman [ 1] en van Derman en Veinott [3] volgt dat de 
volgende voorwaarde ook voldoende is voor de existentie van gemiddeld-
optimale strategieen 
V3.6. Vooll. iedell.e f E F geld:t da:t ondell. de lvlcvdwv k.uen mu ovell.-
gang-6waM-6chijnli..jk.heden pf de :toeo.ta.nd-6tuL,<m;te I een k.ell.nou.i.k. 
,,[,6 en. de :to eo.ta.nden po-6,U,,[ev e :tell.ug k.eell.:to eo.ta.nden zij n. V ooll.:t6 
beo.ta.a:t ell. een. :toeo.ta.nd i
0 
en een. con/2.ta.n.:te M mu de ug e,rv.,c.hap 
da:t de vell.Wac.h:te tijd nod).g om u.J.;tgaande van :toeo.ta.nd i de :toe-
-6.ta.nd i
0 




In de notatie van paragraaf 2 weergegeven luidt de tweede helft van 
voorwaarde V3.6: er bestaat een toestand i 0 en een M zo dat 
mf(i,i
0
) .::_M voor alle i EI en alle f E F. Volgens stelling 2.6 
b)=P a) impliceert dit dat voor de collectie van stochastische matri-
ces Pf met f E F aan de simultane Doeblinvoorwaarde is voldaan. Dus 




bereikbaar is vanuit iedere toestand i onder iedere stationaire 
Met bewijs in [6] is gegeven voor het model met A(i) eindig voor 
alle i. Het bewijs kan gegeneraliseerd warden voor het model dat 
we hier beschouwen. 
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00 
strategie f. Volgens stelling 2.1 geldt dan dat ook voorwaarde V3.4 
vervuld is. 
Door voorwaarde V3.6 iets te verzwakken vinden we 
v3.7. flt bu:taat e.e.n .tou:tand i 0 e.n e.e.n ~ z6 dat 
mf(i,io) < M VOOft a.U.e. i EI e.n a.U.e. f E F. 
Onder de aanname dat voor iedere stationaire strategie de Markov keten 
hoogstens een kernfuik heeft geldt dan volgens stellingen 2.5 en 2.6 
V3. 7 ~ simultane Doeblinvoorwaarde,:. 
Uit gezonderd de stellingen 3.10 en 3.11 zullen we in het vervolg van 
deze paragraaf zonder verdere vermelding veronderstellen dat aan de 
simultane Doeblinvoorwaarde voldaan is, dus: 
Eft bu:taat e.e.n c.ono:tan.te. c > o, e.e.n na.tuwLUj k. g e.;ta1. N e.n e.e.n 
Uncli.g e. V ell.zame,li,ng J ZO da.t P; ( i, J) ..::_ C V 00ft ail.e. i E I e.n 
a.U.e. f E F. 
In definitie 1,9 definieerden we voor verzameling toestanden Ede sto-
chastische variabele ..I.E· De verwachting van ..I.E indien strategie R wordt 
gevolgd en de toestand op tijdstip nul i is noteren we met ~(i,E). Dus 
Stelling 3.2. Indien verzameling E bereikbaar is vanuit iedere toe-
stand i onder iedere stationaire strategie dan bestaat er een getal 
M < 00 zo dat 
~(i,E) < M voor alle 1 en alle REC. 
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Bewijs 
We voeren de volgende notatie in 
~R{~fE voor k=1, ... ,n-1 en 1Sn=j I 1£a=i} 
met ~R de notatie voor de kansmaat indien strategie R gevolgd wordt. 
Volgens stelling 2.5 bestaat er een M met 
voor alle i en alle 
stationaire RE c8 • 
We zullen bewijzen dat deze Mook bovengrens is voor alle strategieen. 
Daartoe beschouwen we een nieuw Markov beslissingsproces met bewegings-
wet 
q(jli,a) VOOT 1 f E en a E A(i) 
q(jli,a) = 
voor 1 EE en J = i en a E A(i) 
en opbrengstfunktie r(i,a) = 1 als if E. Laat de stochastische varia-
bele .En de opbrengst op den-de dag voorstellen en zij ER(-½i I ~0=i) de 
verwachting van r wanneer het proces start in toestand i, strategie R -n 
wordt gevolgd en~ de bewegingswet is. 
Men kan inzien dat voor if Ede kans om n stappen buiten E te blijven 
~ 
onder de bewegingswet q of q (q en q geven dezelfde kans), dit is 
P~(E;i,I-E) gelijk is aan iR(-½i ~0=i) 
00 
~ (vergelijk (1.27)) 
We beschouwen daarom 
00 
voor 1 f E. 





uniform convergeren in i EI en f E F 
~ als 
dan ook 
lim P~ (E;i,I-E) = 
k-+oo k 
00 
lim l P~ (E;i,I-E) = 
k-+oo n=1 k 
voor alle n 
00 
l p; (E;i ,I-E). 
n=1 O 




lim Pf (i,j) = Pf (i,j) 
k-+oo k 0 
voor alle i,j. 
En hieruit volgt dat als B een element is uit de a-algebra voortge-n 
bracht door {¾,2£1, .•. ,~} dan 
lim P 
00
(B I =ox =i) = ~ (B I =ox =i) voor alle i 
k-+oo f n oo n 
k fo en alle n. 
Dus uit fk ~ f 0 volgt dat k-+oo 
00 00 
lim I P; (E;i,I-E) = I P; (E;i,I-E). 
k-+oo n=1 k n=1 0 
Hiervangebruikmakendkan analoog aan stelling 7 p. 67 van [7] bewezen 
warden dat als f
0 
een limietpunt is van verdisconteerd-optimale stra-




I 2£o=i) = sup l ER(~ I 2£0=i) REC n=1 
voor i Ef E 
- voor if E 
voor willekeurige i en willekeurige R geldt nu 
l+5 
Definitie 3, 1. Toestand j heet C-bereikbaar vanuit toestand i indien 
er een strategie Ren een n :::._ 0 bestaat met PR{~n=j I ~=i} > 0. We 
• . C, . 
noteren di t met 1 - J 
Definitie 3,2. Toestanden i en j C-communiceren indien geldt dat 
i .S. j en j iL i. Notatie hiervoor: i ~ j. 
Definitie 3,3. Toestand 1 heet C-essentieel indien uit i-2.,. j 'volgt 
dat j _.£,,,. 1.. 
Definitie 3,4. KC(i) = {j I i~ j}. KC(i) 1s de verzameling van toe-
standen die C-bereikbaar zijn vanuit i. 
Definitie 3,5. K een~niet lege deelverzameling van I heet een C-fuik 
indien uit i EK volgt dat KC(i) c K. 
□ 
Definitie 3,6. Een C-fuik K heet een C-kernfuik indien K geen kleinere 
C-fuik bevat. 
Het is duidelijk dat uit PR{~=j I ~=i} > 0 het bestaan van toestanden 
ik en beslissingen a0 E A(i) en~ E A(ik), k = 1, ..• , m volgt met de 
eigenschap dat m .::_ n-1, ik ~ ik voor k 1 ~ k2 en 
1 2 
q_(i 1li,a0 ) q_(i2 Ji 1,a1) ... q_(jlim,am) > 0. 
Hieruit volgt dat indien voor f geldt f(i) = a0 en f(ik) = ~• 
1 P
m+l (. . ) . . . . . k = , ... , m dan f 1.,J > 0. D1.t betekent dat 1..p.v. def1.n1.t1.e 3,1 
we I'v-bereikbaarheid oak hadden kunnen definieren met 
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. C 
1 ---.> J Er bestaat een f E Fen een n > 0 z6 dat P~(i,j) > O. 
We formuleren nu drie stellingen die geheel analoog aan de stellingen 
1.1, 1.2 en 1.3 bewezen kunnen worden. 
Stelling 3, 3, Een C-fuik bevat minstens een C-kernfuik. Er zijn niet 






Een deelverzameling van I zeg K is een C-kernfuik 
i EK dan Kc(i) c K 
i,j EK dan i ~ J, 
I bevat minstens een C-kernfuik. De C-kernfuiken zijn 
precies de equivalentieklassen geinduceerd door de equivalentierelatie 
"C-communiceren11 op de verzameling van C-essentiele toestanden. 
Noteren we de verzameling van toestanden die ender Pf vanuit i bereik-
baar zijn met Kf(i) dan volgt Kc(i) = u Kf(i). Zij K de vereniging 
fEF 
van alle C-kernfuiken dan volgt KC(i) n K ~ ¢ voor alle i, immers als 
Kc(i 0 ) n K = ¢ dan is er volgens stelling 3,3 (Kc(i 0 ) is een C-fuik) 
een C-kernfuik buiten Ken dit is in tegenspraak met de aanname omtrent K. 
Echter daar KC(i) de vereniging is van verzamelingen Kf(i) hoeft dit 
niet te impliceren dat Kf(i) n K ~ ¢ voor alle i en voor alle f E F. 
Stelling 3,6. Indien Keen C-kernfuik is dan geldt 
i) Er bestaat een f E F zo dat Keen priemfuik is voor de Markov 
00 
keten geinduceerd door de stationaire strategie f. 
ii) Bij i 1,i2 EK bestaat een µ E W z6 dat i 1,i2 essentieel zijn en 
communiceren voor de Markov ketens geinduceerd door de gerandomiseerde 
00 
strategie 11 • 
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Bewijs 
i) Kies j 0 EK. Voglens stelling 3.4 is KC(i) = K voor alle i EK. 
Verder geldt, zoals we reeds opmerkten, KC ( i) = u K/ i). Dus bij 
fEF 
iedere i EK bestaat een fen een n > 0 met P~(i,j 0 ) > O. Voor i EK 
Z1J 
. . . n( i ) ( . . ) . • ( • ) · · · B1J 1 EK dan een f met Pf 1,J
0 
> O, Z1J a 1 de besl1ss1ng die 
deze f 1n toestand i voorschrijft. 
Zij f
0 
E F z6 dat f
0
(i) = a(i). We zullen via volledige inductie bewij-
zen dat j
0 
onder Pf vanuit iedere toestand i EK bereikbaar is. 
0 Zij 
I = {iEK I n(i)=n}, 
n 
n = 1, 2, .... 
Als i E r1 dan q(j 0 li,a(i)) >Oen dus Pf (i,j 0 ) > o. 
0 Veronderstel 
> 0 voor alle i E Ik. 
Indien i E Ik+
1 





E A(i 1 ), .•• , ¾. c A(ik) zo dat 
......., n(i
1




) > 0 
0 
k+ 7(. · ) O E d ·11 k . 1 t . I Pf 1,J
0 
> • n aar 1 een w1 e eur1g e emen u1t k+ 1 was 
0 
volgt dan 
pk+ 1 ( i J. ) > 0 
f ' 0 
0 
voor alle 1 E Ik+ 1 • 
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ik l. voor alle 1 EK, k = 1, 2. 
zij w .,. dat en µ € zo 
voor alle 1 EK. 
Dan geldt voor de Markov keten geinduceerd door de strategie µ 
00 
dat 




,i2 EK bestaat niet altijd een f E F met 1 1,12 communicerend en 
essentieel onder Pf. 
Voorbeeld: K = {1,2,3}, In toestand 1 zijn twee beslissingen 
□ 
{a1,a2 ~ met q(2j1,a1) = q(3j1,a2 ) = 1. In de t6estanden 2 en 3 een be-
slissing a met q(1j3,a) = q(1j2,a) = 1. Dan communiceren toestanden 2 
en 3 alleen onder gerandomiseerde stationaire strategieen. 
Stelling 3,7, We noteren inf ~(i,R) met ~(i). Voor iedere 1 EI en 
elke a e: A(i) geldt 
REC 
~.(i) ::_~ q(jji,a) Hj). 
J 
Bewijs 
Voor f E Fen REC noteren we (f,R) voor de strategie die verkregen 
wordt door op tijdstip t = 0 beslissing f(i) te nemen wanneer i de be-
gintoestand is en vervolgens vanaf tijdstip t = te beslissen alsof de 
toestand op tijdstip t = 1 de begintoestand is en de beslissingen vol-
gens strategie R genomen worden. 
Omdat voor iedere f E Fen iedere REC de strategie (f,R) ook tot C 
behoort geldt 
~(i) ::_ ~(i,(f,R)) Vf E Fen VR e: C. 
Zij i
0 
een willekeurige toestand en a0 ee~ willekeurig element uit A(i 0 ). 
Zij f 0 zo dat f 0(i 0) = a0 . Kies E > o en zij R0 z6 dat 
Nu geldt 
Stelling 3,8. 
voor alle i EI. 
1 N 




) {.!.a I ¾=i0} N+00 n=1 
N 
. 1 
= llm sup N I I Pf (io,j) 
N+oo n=1 0 J 
N 
. 1 . 
= lim sup N I r Pf (io,j) N+oo n=O 0 J 
. 1 
N 




,a0 ) (~(j)+E) 
J 
= 4 q(jjio,ao) ~(j) + E. 
J 
IE ) { w 
(fo,Ro -n I .2S1=j} 
IER {w I ¾=j} 
0 -n· 
IER {w I ¾=j} 
0 -n 
Indien de toestanden i 1 en i 2 essentieel ziJn en 
0 
communiceren voor een Markov keten geinduceerd door een gerandomiseerde 
• • • 00 
stationaire strategie µ metµ E W dan geldt 
Bewijs 
Uit de simultane Doeblinvoorwaarde volgt (vergelijk stelling 2.6 
a) 7 b)) het bestaan van een eindige verzameling E die bereikbaar is 
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vanuit iedere toestand i en onder iedere stationaire strategie. Volgens 
stelling 3.2 geldt dan het bestaan van een M met 
~(i,E) .::_ M voor alle 1 en alle REC. 





voor alle 1. 
Volgens stelling 1. 14 b) =;:, a) geldt dan dat de Markov keten geinduceerd 
00 
doorµ aan de Doeblinvoorwaarde voldoet. We kunnen dus de resultaten 
van paragraaf 1 gebruiken. 
Toestanden i 1 en i 2 zijn essentieel en communiceren onder Pµ en dus be-
horen ze tot dezelfde kernfuik zeg K. 
We zullen bewijzen dat sup ~(i) - inf ~(i) = O, en dus in het bijzonder 
iEK iEK 
~(i 1) = ~(i2 ), door de ontkenning hiervan tot een tegenspraak te her-
leiden, 
Veronderstel 
sup ~(i) - inf ~(i) = c > O. 
iEK iEK 
Volgens stelling 3.7 geldt voor willekeurige 1 EI 
~(i).::. I q(jli,a) ~(j) 
j 
~(i) .::_ l <J µ(daji)q(jji,a)) ~(j) 
j A( i) 
=Ip (i,j) ~(j) .. 
. µ 
J 
Middels inductie vinden we hieruit 
~(i) .::_ ~ P~(i,j) ~(j) 
J 
voor alle a E A(i). 
voor alle n E IN" 
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N 
t(i) ~i I l P:(i,j) t(j) 
n=1 j 
-> Hi)< l' II (i,j) t(j). 
- µ j 
voor alle NE IN 
Voor i EK zij p(i) de notatie voor IIµ(i,i) dan geldt (zie paragraaf 1) 
p(i) > 0 voor alle i EK en l p(i) = 1. 
iEK 
Volgens bovenstaande ongelijkheid 
tCil.::. I p(J> t<J>. 
jEK 
Zij jo E· K zo dat 
$(j 0 ) ~ ~nf $(i) + f. J.EK 
Dan geldt voor willekeurige i EK dat 
$(i) ~ p(j 0 )(~up $(i)-%) + (1-p(j 0 ))(~up $(i)) J.EK J.EK 
= ~up $(i) - p(jo) f. 
J.EK 
Daar p(j 0 ) % > 0 levert dit een tegenspraak met de definitie van een 
supremum. 
Stelling 3,9, Zij K de vereniging van de C-kernfuiken. 
i) Er bestaat een f 1 E F met de eigenschap dat 
voor alle i EK. 
ii) Indien K vanuit iedere toestand i onder iedere stationaire stra-
• CX) • • 





i) Veronderstel K1, K2 , ••. , Km z1Jn de C-kernfuiken. Vanuit een 
C-kernfuik, zeg Ki, is geen enkele toestand buiten Ki bereikbaar onder 
welke strategie dan ook. Dit betekent dat de Markov beslissingdproces-
sen op de verschillende C-kernfuiken geheel onafhankelijk van elkaar 
zijn. Om i) te bewijzen kunnen we dus volstaan met ons te beperken tot 
een C-kernfuik. Verder mogen we zonder beperking der algemeenheid ver-
onderstellen dat deze C-kernfuik met I samenvalt. Volgens de stellingen 
3.6 ii) en 3.8 geldt dan 
00 
We noteren ~ voor de funktiewaarde van~(•). Veronderstel f
0 
is een 
limietpunt van verdisconteerd-optimale strategie~n (volgens stelling 
3,1 en de rijtjescompactheid van F zijn er dergelijke limietpunten). Dus 
we veronderstellen rijen {8} en {f} met lim 8 = 1 en lim f. = f
0 
en n n n n n-+«> n+oo 
00 
f is 8 -verdisconteerd optimaal d.w.z. 
n n 
Verder veronderstellen we dat lim (1-8 ) ~(i,8 ,f
00
) bestaat voor alle i. 
n-+oo n n n 
Deze veronderstelling is geen beperking der algemeenheid, immers uit het 
feit dat I hoogstens aftelbaar is en (1-8) $(i,8,R) in absolute waarde 
niet grbter"dan een bovengrens van de absolute waarde van de kostenfunk-
tie volgt dater ·altijd een deelrij van {8} gekozen kan worden waar-
n 
voor de verond~rstelling juist is. 
Zij 
(3,1) g(i) 
In het bewijs van dit deel van de stelling maken we de extra ver-
onderstelling dat 
1 N 
~(i) = inf lim inf N L ER{~n I .!o=i} voor i EK. 
REC N-+«> n=1 
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dan geldt volgens [6] lemma 3 dat g(i) < ~ voor alle i. Indien er onder - . 
00 
de strategie fO maar een kernfuik is dan geldt volgens stelling 2.1 





1 en j. Met stelling 1 van [6] volgt 
dan ~(i,f
0
) = g(i) en dus ~(i,f0 ) = ~ voor alle i. 
00 * * Indien er onder f
0 
meerdere kernfuiken zijn, zeg K1, ... , Kr, dan kunnen 
we stelling 1 van [6] niet zonder meer toepassen. Wel zullen we analoog 




) = (1-(3 )w(i,f (i)) + f3 l. Pf (i,j)[(1-f3 )l/J(j,(3 ,f00 )], n n n n n n n n n · 
J n 
Door links en rechts de limiet te nemen voor n + 00 vinden we 
g(i) = I pf (i,j)g(j) voor alle 1 
J 0 
~ g(i) = I Tif (i,j)g(j) voor alle 1 
J 0 
* ~ de funktie g(•) is constant op K. zeg met waarde 
1 
(3.2) * g(K.) 
1 
voor 1 = 1, ... ,r. 
Zander beperking der algemeenheid mogen we veronderstellen dat 
lim Tif (i,j) bestaat voor alle i en j, immers door overgang op een ge-
n-+oo n 
schikt gekozen deelrij van {fn} is dit altijd te bereiken. 
Zij 
( 3. 3) limTif (i,j) 
n-+oo n 
* = TI (i,j). 
Daar voor i EI geldt dat Tif (i,•) een invariante kansmaat onder P is 
n ~ 
* volgt uit stelling 2.4 dat TI (i,•) een invariante kansmaat onder Pf is. 
* r * 0 
Volgens stelling 1. 10 bestaan er dan p(i,K
1
) .::_ 0 met I p(i,K
1
) = 1 en 
1=1 
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p(i,K~) II * (j ,j) j * als E Kl 
* Kl ( 3, 4) II ( i ,j ) = 
r 
* 0 als j E I - u Kl 
1=1 
Analoog aan (5) van stelling 1 uit [6] geldt 
00 \ * lim ~(i,f) = l II (i,j) g(j). 
n-+<x> n j 
Met (3.2) en (3.4) volgt hieruit 
(3.5 
Voor f E F geldt 
(3.6) 
00 




) = l IIf(i,j) w(j,f(j)) 
j 
00 * ~(i,r0 ) = is constant op K1 zeg met waarde 
voor 1 = 1, .•. ,r. 
Uit (3,3) em (3.6) met gebruikmak.ing van de continuiteit van w(i,a) in 
a volgt 
( 3, 8) 
* Uit het invariant zijn van de kansmaat II (i,•) t.o.v. Pf volgt 
0 
* = II (i,k) voor alle k 
door iteratie van deze gelijkheid 
voor alle n EN 
. 
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deze gelijkheid geldt ook.voor de Cesarosom IIf en dus 
0 
-> 






= I rr*<i,j)$Cj,r~) 
j 
(met (3,4) en (3,7)) 
Met (3.8) volgt dan 
(3.9) 
00 
lim $ (i ,f ) 
n~ n 
Uit (3,5) en (3,9) volgt dan 
(3. 10) 
00 
Uit g(i) .::_$en$.::_ $(i,f0 ) voor alle 1 volgt 
voor l = 1 , ... , r. 
Met (3.10) volgt hieruit dat 
indien er een 1 1s met p(i,K~) > O. 




) = ~. Uit 
* 1 volgt dat K ~ ¢. 
* 00 
We hebben nu bewezen dat op K de strategie f 0 optimaal is t.o.v. het 
gemiddelde kosten kriterium. We hebben aan het begin van het bewijs 
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verondersteld dat I een C-kernfuik is. Dit betekent dat alle toestanden 
* onderling C-bereikbaar zijn. In het bijzonder is K vanuit iedere toe-
stand C-bereikbaar. 
* Voor i E I-K zij 
Bij i E I-K* dan een fen een j EK* met P;(i)(i,j) > O, zij a(i) de 





(i) = a(i) voor i ¢ K en f
1
(i) = f 0 (i') voor i EK. Analoog aan het 
bewijs van stelling 3,6. i) kan dan bewezen worden dat K* onder Pf van-
1 
uit iedere toestand bereikbaar is. Dit impliceert dat de essentiele toe-
. * standen ender Pf de verzamel1ng K vormen. 
1 * 00 = ¢ voor i EK ·volgt dan ¢(i,f 1 ) = ¢ voor alle 1. 
ii) Volgens. i) is er een f 
1 




, ••• , Km' ¢(i,f
1
) = ¢(i). Op Ki is de functie ¢(•) constant. 
We noteren de functiewaarde met ¢(K.). 
1 
Gegeven is nu dat K bereikbaar is vanuit iedere toestand i ender iedere 
00 
stationaire strategie f. Volgens stelling 3,2 bestaan er dan een 




voor alle 1 EI 
en alle R E C. 
1 - P;(K,i,I-K) = 1PR{ u (~EK) I ¾=iL 
k=1 
Daar Keen vereniging is van C-kernfuiken geldt 
Met (3.11) volgt dan 
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(3. 12) lim PR{.?EnEK I 2So=i} = 
n-+oo 
uniform in alle i 
en alle R 
Kies E > 0 dan is er een strategie R met 
~(i,R) .::_ ~(i) + E voor alle i. 
Zij i
0 















,µ 1, .•. ) dan 
geldt dus 




P ( i 
1 
, i )w( i , µ ) 
µn-l n- n n n 
met 
w(i ,µ ) = f µ{dali )w(i ,a) 
n n A( i ) n n 
n 
en bij een Cesaro-som de eerste n termen zonder de som te veranderen 
weggelaten kunnen worden, volgt 
(3. 14) 
l PR (x =j 
j O -m 
X =i ) = 
.:.:0 0 
N -m 
. 1 k 
. lim N l ~R (.:4i I 2So=j) 
k-+oo k n=1 m 
Deze bewering laat zich bewijzen door stelling 1 p. 55 van [7] 
te generaliseren voor dit model. 
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waarin R = (µ ,µ , ••• )._Verder is aangenomen dat de limiet in de 
m m m+1 
tweede factor bestaat voor alle j ( door eveiitueel van te voren over te 
gaan op een deelrij van {Nk} levert deze aannam.e geen beperking op). 
We willen nu voor j EK 
N -m 
1 k 
lim N l 
k-+oo k n=1 
naar onderen afschatten met ~(j). Dit is correct indien· 
(3.15) 
N 
~(j) < lim inf l l ~R(~ I ¾=j) 
- N-+oo N n=1 u 
voor alle R. 
De relaties (3.13), (3.14) en (3.15) combinerend vinden we 
voor alle m. 
Daar ~(j) = ~(Ki) voor J E Ki is de linkerhelft van de ongelijkheid te 
schrijven als 
voor alle n. 
Door de limiet te nemen voor n + 00 'vinden we 
Dit implicieert 
m oo 
(3, 16) inf l PR( u (x EK.) I b-,=j)~(K.) < ~(j) voor alle J• 
REC i=1 n=1 -n 1 -v 1 -
Zij de verzam.eling van beslissingen A(i) gedefinieerd door 
A( i) = A( i) voor 1 f- K 
en 
voor 1 EK. 
Met d~ze beperking van de toegelaten beslissingen gaat een vermindering 
van het aantal strategieen in de verschillende klassen gepaard. We zul-
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len dit aangeven door de aanduidingen van.de diverse klassen te ver-
sieren met het symbool 11~11 , dus C i.p.v. C, etc. 
Relatie (3.16) met deel i) van deze stelling impliceert nu dat 
inf ~(i,R) = ~(i) 
REC 
voor alle 1. 
De rest van het bewijs zal nu bestaan uit het aantonen dat voor het 
nieuwe Markovbeslissingsproces (R i.p.v. R) de voorwaarde V3,4 vervuld 
is. Omdat V3,5 onder de simultane Doeblinvoorwaardei steeds vervuld is 
mogen we dan stelling 1 van [6] toepassen. 
Veronderstel 
fn,fO E F en lim fn(i) = r 0 (i) en fn(i) = r 0 (i) = r 1(i) voor i EK. n""7<)0 
Alle essentiele toestanden onder f 1 (en dus ook onder fn en r0 ) liggen 
binnen K. Om aan te tonen dat 
lim rrf (i,j) = rrf (i,j) 
n-+oo n 0 
voor alle 1,J 
is het dus voldoende om aan te tonen dat (vergelijk stelling 1,7 en be-
denk dat Kr onder fn en r0 een fuik is) 
(3,17) lim lim IP (x.. EK 
oo -K r 
n ""7<)0 k-t<lO f 
n 
I lfo=i) = 
voor alle i 
en r = 1 , ••• ,rp.-. 
Uit de uniforme convergentie in relatie (3.12) vinden we dan dat 
voldoende is te bewijzen 
(3, 18) lim IP (x.. EK 
oo -K r 
n"7<l0 f 
n 
voor alle i; 
r = 1, .•. ,m 
en k E IN. 
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Maar ui t f ~ f 
O 
volgt lim Pf ( i ,j ) = Pf ( i , j ) voor alle i ,j • 
n n~ n~ n -0 
En hieruit volgt dat als Bk een element is uit de a-algebra voortge-
bracht door {¾,2£1 , ••• ,~} dan 
voor alle i. 
En a.it impliceert (3.18). 
Het laatste gedeelte van het bewijs van stelling 3.9. ii), om precies 
te zijn vanaf relatie(3,16), was in feite een op.:Umaal-~-tu.ull.p~obleem. 
□ 
Bij een optimaal-stuurprobleem hebben we een doelverzameling D. Op D 
is een begrensde opbrengstfunktie r gedefinieerd. Indien het proces de 
verza.meling Din toestand i binnenkomt dan ontvangt de bestuurder een 
opbrengst r(i). De vraag is dan weer bestaat er een optimale strategie 
en zo ja hoe kan deze bepaald warden? We zullen ons tot het eerste ge-
deelte van deze vraag, de existentie, beperken. Het optimaal stoppen 
van een Markov keten is een speciaal geval van een optimaal-stuurpro-
bleem. Daar niet in alle gevallen een optimale stopregel voor de Markov 
keten bestaat (zie [5], p. 101), is er oak niet in alle gevallen een 
optimale• stationaire strategie voor het stuurprobleem. 
Om het optimaal-stuurprobleem in te passen in tle Markovbeslissingspro-
qessen maken we de toestanden in D absorberend d.w.z. voor i ED geldt 
q(ili,a) = 1 voor alle a E A(i). Indien D aftelbaar veel toestanden be-
vat dan volgt dat niet meer aan de Doeblinvoorwaarde voldaan kan zijn. 
Echter voor de volgende stelling is de volgende verzwakking van de 
simultane Doeblinvoorwaarde voldoende. 
v. 3, 8. E~ b~:ta.a.:t een c.oM-t:a.nte c > o, een na,t,uuJi.,Ujk. ge-t:a.l N en een 
elnd-i.ge v~zame.Ung J zo da;t P:(i,JuD) > c voo~ a.lle i E I-D 
en a.lle f E F. 
Stelling 3.10. Onder V3.8 bestaat er een optimale stationaire strate-
gie voor het optimaal-stuurprobleem met doelverza.meling D indien D van-
61 
uit iedere toestand i onder iedere statio~aire strategie bereikbaar is. 
Bewijs 
We zullen de existentie van een optimale strategie aantonen door van 
het optimaal-stuurprobleem een markovbeslissingsprobleem te maken met 
de gemiddelde verwachte opbrengst als optimaliteitskriterium. 
We definieren daartoe opbrengstfunktie rook buiten D door r(i) = 0 
voor i ¢ D. Daar iedere toestand in D absorberend is volgt dat voor 
iedere strategie de opbrengst van het optimaal-stuurprobleem gelijk is 
aan de gemiddelde verwachte opbrengst van het markovbeslissingsprobleem. 
Om nu te bewijzen dater een stationaire strategie bestaat met maximale 
gemiddelde verwachte opbrengst gebruiken we weer stelling 1 uit [6]. 
Daartoe moeten we aantonen dat voorwaarden V3.4 en V3,5 vervuld ziJn. 
Verzameling Dis vanuit iedere toestand onder iedere stationaire stra-
tegie f bereikbaar. Zij f een willekeurig element uit F. Zij verder 
0 < c
1 
< 1 en N1 zo dat 
voor alle i E J. 
Daar D absorberend is volgt hieruit 
N 
Pf1(D;i,I-D) < 1 - c 1 voor alle i E J. 
Zonder beperking der algemeenheid veronderstellen we dat J n D = ¢, 
immers we mogen indien J n D ~ ¢ voor het vervolg van het bewijs i.p.v. 
J ook J n (I-D) nemen. 
Nu geldt: 
Uit de afgezwakte simultane Doeblinvoorwaarde volgt 
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N+N 1 . 
Pf (D;i,I-D) = z: 
jEI-(DuJ) 
.::_ 1 - c 1c voor alle i E I-D. 
Daar D absorberend is volgt dat Pn(D;i,I-D) = 0 voor n > 1 en i ED. 
N+N 
Dus Pf 1(D;i,I-D) .::_ 1-cc 1 voor alle i. 
Daar f willekeurig is kunnen we hiervan gebruikmakend geheel analoog 
aan stelling 2.5 bewijzen dater c
2 
> 0 en N2 bestaan met 
N2 
sup Pf (D;i,I-D) < 1-c 
fEF - 2 





-===;> P~(D;i,I-D) .::_ (1-cc2 ) 




= lim 1 - P;(D;i,I-D) 
n~ 
= 
voor alle i E J. 
voor alle i EI 
en voor alle f E F. 
voor alle i en alle f 
en dus is voorwaarde V3,5 vervuld. 





en dus met (3.19) volgt dat de reeks uniform in i en f convergeert. 
lim II f ( i, j ) 
n-rao n 
= rrf (i,j) als f ---> f , 
0 
n 0 n-rao 
vergelijk het laatste argument van het vorig bewijs. □ 
In de laatste stelling van deze paragraaf zullen we in het bewijs een 
optimaal-stuurprobleem tegenkomen. Aan de existentie van optimale stra-
tegieen hebben we daar niet genoeg aan. We zullen een voldoende voor-
waarde voor het optimaal zijn van een stationaire strategie nodig heb-
ben. Daartoe bewijzen we de volgende stelling, we veronderstellen dat 
aan voorwaarde V3.8 is voldaan. 
Stelling 3.11. Indien voor de funktie s geldt dat 
en 
(3.20) 
s(i) = r(i) 
s(i) = max l q(jli,a)s(j) 
aEA( I) J 
voor i ED 
voor alle i, 
dan is s(i) de maximale opbrengst van het stuurprobleem van stelling 
3.10. Indien voor f E F geldt dat 
(3.21) s(i) =I 
J 
00 
dan is f een optimale strategie. 
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Bewijs 
Voor teen willekeurige begrensde funktie m~t t(i) = r(i) voor i ED 
zullen we bewijzen dat de stuuropbrengst onder de gerandomiseerde 
markovstrategie R = (µ 0 ,µ 1, ... ) gelijk is aan 
(3.22) a(i,R) NOT lim l ~R(.3S =j I ~A=i)t(j). 
. I n -v n-+<x> JE 
We voeren in een riJ van stochastische variabelen t door te definieren; -n 
t = t(i) indien x = i is, dan geldt -n -n 
Welnu, met ~D de wachttijd tot aan binnenkomst in de doelverzameling D 
vinden we 
Gebruikmakend van relatie (3.19) is analoog stelling 3.2 te bewijzen 
dat mR(i,D) begrensd is ~ lim ~ (T >m) = 0, Dit impliceert dat de R -D m-+<x> 
tweede term van bovenstaande gelijkheid naar nul convergeert, Als 
.!.n .::_m dan ~ED en hieruit volgt dat de eerste term gelijk is aan 
l ~R(x =j I ~A=i)r(j) 
'D -m -v JE 
dus 
maar dit is de verwachte stuuropbrengst onder strategie R. 
Uit (3.20) volgt dat voor willekeurige µ E W geldt 
s(i) .::.I cf µ(dali)q(jJi,a)Js(j) 
j A( i) 
=IP (i,j)s(j). . µ 
J 
Met inductie naar n volgt hieruit dat 
(3.23) voor alle i en RE CRM 
immers stel (3.23) is bewezen voor n = n0 dan voor R = (µ 0 ,µ 1, ••• ) 
* met R = ( µ 1 , µ2 , .•• ) • 
.::_LPµ (i,l)s(l) .::_ s(i). 
1 0 
Met relatie (3.22) volgt dan dat seen bovengrens is van de verwachte 
stuuropbrengsten van gerandomiseerde markovstrategieen. Gebruikmakend 
van een generalisatie van stelling 1 pag. 55 van [7] kunnen we hieruit 
concluderen dat s de bovengrens is voor alle strategieen. 
Zij f E F zo dat (3.21) geldt dan volgt 
4 P~(i,j)s(j) = s(i) 
J 
00 
Met (3.22) volgt dan dat a(i,f) = s(i) voor alle i. 
voor alle n. 
Stelling 3.12. Er bestaat een f 0 met de eigenschap dat 
Bewijs 




We hebben eerder ingevoerd de notatie 
~(i) = inf ~(i ,R). 
REC 
voor alle i. 
□ 
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In dit bewijs zullen we noteren 
</> ( i) = inf <p ( i, r'»). 
fEF 
Veronderstel r 1 E F heeft de eigenschap dat voor een aantal kernfuiken 
onder Pf zeg K1, K2 , ••• , Km geldt 
1 
voor 1. E K , 
r .::_ r .::_ m. 
Volgens het bewijs van stelling 3,9, i) bestaat er zo'n f
1
• 
We gaan F nu reduceren tot F1 door te eisen als f E F1 dan 
voor i E K , 1 .::_ r .::_ m. r 
In het laatste gedeelte van dit bewijs zullen we aantonen dat hierdoor 
het infimum van de verwachte gemiddelde kosten over alle stationaire 
strategieen niet wordt vergroot. Dus 
(3.24) 
00 
</>(i) = inf cp(i,f) voor alle 1.. 
fEF l 
Nemen we deze relatie voor dit moment aan, dan kunnen we weer een 
limietpunt voor verdisconteerd-optimale strategieen (deze liggen nu 
allemaal in F1 ) nemen, Dus veronderstel fn E F1 is Sn-verdisconteerd~ 





lim IT ( i ,j) 
f ri-+<x> n 
Nu z1.Jn er twee mogelijkheden 
* = IT ( i ,j ) 
a) 
* m 
IT (i, u K ) = 
r=1 
r 
voor alle i,j. 
voor alle 1.. 
m 
het bestaan van een n0 met ITf (i, u Kr).::.~ voor n.::. n0 
n r=1 
en it J (de eindige Doeblinverzameling). 
Daar 
volgt 
Gebruiken we dit dan vinden we 
m 




voor alle J. 
voor alle i. 
voor n ~ n0 en alle i. 
Dit betekent dat voor n > n0 de kernfuiken onder Pf preci~s n 
K1, K2 , ... , Km zijn (bedenk dat fn = r 1 op deze K's). Dit impliceert 
dat (vergelijk bijv. bewijs van relatie (3.17)) 
lim II f ( i , j ) = 
n-+<x> n 
voor alle i,J, 
Hieruit volgt volgens stelling 1 uit [6] dat voor r2 geldt 
b) 
* . m 
II (i, u 
r=1 
K ) < 1 
r 
voor alle J.. 
voor een i. 
Dit impliceert (zie bewijs van stelling 3,9, i)) dater minstens een 
kernfuik onder Pf is zeg K met 
2 m+1 
voor i E K 1 . m+ 
Daar voor iedere f het aantal kernfuiken niet grater is dan het aantal 
elementen in J volgt dat volgens dit procede in een eindig aantal stap-
pen een optimale (onder de statlonairen) strategie gevonden kan warden. 
Rest ans de relatie (3.24) te bewijzen. We doen dit door een willekeurige 
~ f E F te vergelijken met def E F1 met 
68 
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f(i) voor 1 ¢ u K 
r=1 r 
We zullen bewijzen dat 
(3.25) voor alle 1. 
Uit (3.25) volgt onmiddelijk (3.24). 
Om relatie (3.25) aan te tonen beschouwen we een optimaal-stuurprobleem. 
Zeg Km+ 1, .•• , Kn zijn de kernfuiken onder Pf. We voeren nu m + n 
nieuwe toestanden in zeg k 1, k2 , ••• , k • De doelverzameling D bestaat m+n 
uit deze m + n punten. 




K. dan is er in 1 maar 
1 
een aktie a 1 mogelijk en 




K.) met m+1 < r < n dan zijn er in 1 twee akties 
1 
mogelijk 
a 1 met q(k ji,a1) = 1 r , en 












twee akties mogelijk 
69 
en 
I.p.v. een opbrengstfunktie spreken we hier liever over kostenfunktie 
daar we gaan "minimaliseren". Stellingen 3. 10 en 3. 11 blijven natuur-
lijk geldig. 
Welnu de !osten in toestand kj, zeg r(j), ZlJn voor 1 .::_ j ,::_m gelijk 
00 
aan 4>( i ,f 
1
) met i E Kj en voor m+ 1 .::_ j .::_ m+n zijn ze gelijk aan 4>( i ,f 
met i EK .• Onder een stuurregel h verstaan we een funktie die aan 
J ' 
iedere toestand een aktie toevoegt. 
Zeg a(i,h) zijn de verwachte kosten indien.in toestand 1 gestart wordt 
en stuurregel h gevolgd wordt. 
Zij h
1 
de stuurregel die in ieder punt de aktie a
1 














= ~(i,f ) voor alle 1 EI. 
We definieren s(i) door 




s( i) = 
~ 






voor 1 EI 
voor i = k., 
J 





= ~(i,f) = s(i). 
.::_ j < m+n. 
70 
m 
Voor J. EK. - ( u K.) met m+1 ~ j ~ m+n gelclt 
J i=1 J. 
"-'00 00 
= r(j) =¢> q_(kjli,a1)r(j) s(i) = ~ ( i ,f ) < ~ ( i ,f ) > -
en 
I q_ ( j I i , a2 ) s ( j ) = s ( i). 
j El 
Voor J. EK. n K. met 1 < • < m en m+1 ~ j 2 ~ m+n geldt J 1 J2 - J 1 
~00 00 
s(i) = ~(i,f ) = $(i,r1) 
00 00 
q_(k. li,a1)r(j 2 ) = <P(i,r) .::._ <l>(i,r1) = s(i) J2 
en 





Voor J. E K. - u K.) met i ,:_ j ,:_ m geldt 
J i=m+1 J. 
s(i) 
~00 00 
= Hi ,r ) = <l>(i,r1) 
Om te bewijzen dat 
l q_(jli,a1)s(j) ,:_ s(i) 
j El 
moeten we aantonen dat 
I q_(jli,r(i))<1>(j,r).::.. $(i,r00 ). 
j El 
= s (i). 
We zien hier momenteel geen eenvoudiger argum.entatie voor dan de 
volgende. 
Volgens stelling 3,9, i) geldt g(i) ,:_ </>(i) voor alle i El en 
g(i) = </>(i) 
m 






Daar (1-$ )~(i,$) voldoet aan 
n n 
(1-$ )~(i,S ) = min [(1-$ )w(i,a)+S l q(jli,a){(1-$ )~(j,$ )}] 
n n aEA(i) n n j n n 
volgt uit (3.1) dat 
g(i) = min l q(jji,a)g(j) 
aEA(i) j 
I q(jli,r(i))~Cj,f00 ) ~ I q(jli,r(i))$(j) 
j j 
~ r q(jli,r(i))g(j) 
J 
> g(i) = p(i) = ~(i,f) voor 1 EK. 
Volgens stelling 3.11 hebben we hiermee aangetoond dat s(i) de minimale 
stuurkosten zijn en dat h2 een optimale stuurregel 1s. In het bijzonder 
geldt h2 is beter dan h 1 en dus 
~oo 
p(i,f) ::-... p(i,f) voor alle 1, 
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