INTRODUCTION
Recently wireless communication industry has been growing in a very rapid pace while requirements for data transfer rate in wireless technologies are increasing at an exponential rate. Severe under-utilization of licensed frequency bands is prominent among many television broadcasting stations. This prompted Federal Communications Commission (FCC) to recommend significantly better bandwidth utilization by adding cognitive radios to unlicensed wireless devices enabling coexistence with licensed primary users (PUs). Additionally, FCC imposed a spectral mask on the transmission power of the unlicensed secondary users (SUs) to mitigate interference on the PUs. We propose to consider a cognitive radio based Wireless Mesh Network (CWMN) that employs smart antennas in each of the unlicensed SUs. This would encourage load sharing among numerous mesh routers (MRs) in a WMN and hence, efficient spectral utilization would lead to increased throughput and efficient access to an Internet Gateway (IGW). This work proposes a scheme that reduces the interference on PUs by cognitive positioning of nulls in their directions.
978-1-4577-2166-3/11/$26.00 ©2011 IEEE Cincinnati, OH-45221, USA Most of the wireless systems at present use omni directional antennas at each node. This proves to be very inefficient since spatial selectivity becomes difficult especially when an entire cluster of nodes shifts operation to a PU's band. The interference caused to the PUs would be very large and difficult to manage. In this paper, we study the performance improvement by incorporating a smart antenna [1] to efficiently direct transmissions of its main lobe and position nulls in its side lobes to reduce interference in a CWMN.
II. RELATED WORK
Cognitive radio (CR) seems to be a potential candidate in WMNs and facilitate efficient channel allocation and better communication among MRs and SUs as Mesh Clients (MCs). Chen et al. [2] proposed methods of cluster formation among the MCs and presented methods of sharing information over multiple channels. Chowdhury et al. [3] presented an interference model with an idea of load balancing among MRs by switching specific transmissions from Industrial, Science, and Medical (ISM) band (2:4GHz) to licensed television bands in CWMNs.
Spatial diversity is assumed in several works that improves co-existence of PUs and SUs, resulting in higher spectrum utilization. Zhang et al. [4] considered joint beamforming and power allocations among the SUs, while using Single Input Multiple Output (SIMO) spatial diversity. Islam et al. [5] discussed cooperative communications among PUs and SUs by joint beamforming and power allocations for downlink communication. Later on, Islam et al. [6] also developed a synthesis technique to update the beamforming weights for PUs in the TV bands. Huang et al. [7] presented the idea of co existence of the PUs and SUs. The authors have also proved that smart antenna on both PUs and SUs can yield better spectral usage and enable co-existence while mitigating interference to the PUs.
Interference power, its analysis and reduction is critical to the successful operation of a Cognitive Radio network for co existence with PUs. Interference reduction in CWMNs is the central idea of our research work while performing load balancing in ISM band communication. To the best of our knowledge, such work has not been pursued in CR parlance. 
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(I)
The CWMN uses a global positioning system or an ultrawideband positioning system [8] to aid SU's transmitter to estimate the position of its intended receiver and knowledge of the positions of PUs.
Step I:
Load Balancing Decision 
IV. LOAD BALANCING IN COGNITIVE WIRELESS MESH NETWORKS
The first step carried out by the CWMN is to decide which MRs need to shift their operation to the PU's band. Based on the channel conditions, this is a distributed decision taken individually by each MR. If an MR is experiencing poor conditions, it would not be able to provide good service to its MCs and it could decide to shift its frequency to any of the licensed bands. Signal-to-interference and noise ratio (SINR) measured at an MR is used to decide if an MR should shift. As shown in Step 1 of Figure 2 , each MR individually calculates SINR with its MCs. If SINR observed is less than 3 dB for a considerable duration, then that MR needs to shift its communication frequency to a licensed band.
Once MR has decided to move to the PU's band, the next phase is to decide which primary channel to move to. The channel must be selected to keep interference to the PUs to a minimum. This means that the knowledge of channel occupancy in the vicinity of cluster is required. Hence, this phase is divided into two steps, namely spectrum sensing and channel allocation.
As shown in Figure 2, Step 2 is labeled as spectrum sensing. Since the cognitive cluster will shift entire operation into the PU's band, the channel conditions within the entire boundary needs to be analyzed. Hence, Step 2 involves each MC measuring power by tuning its antenna to every available primary channel. It transmits this information to the MR which makes its channel selection decision.
Step 3 in Figure 2 is the channel selection decision performed at the MR based on the average sensed powers from all the MCs. As shown in Figure 2 , the highest average power is sensed on channell. The MR estimates the closet PUs in its vicinity to communicate over channell. It is also important to note that channel M has a higher sensed power even though it is farthest from the primary channel. This could signify the possibility of another PU located in close vicinity transmitting on a channel. This shows that when multiple PUs are involved, the best channel may not be the one farthest from the one estimated primary channel. If the lowest average power is sensed on channel j, the operation of cluster in channel j would cause the least interference to the PUs.
V. INTERFERENCE REDUCTION USING SMART ANTENNAS
After a channel selection, the next step is shifting MR's operation to the licensed band by using orthogonal frequency division multiple access (OFDMA) communication. Figure  3 (a) shows MCs communicating with each other and to the MR using omni-directional antennas. Since an entire cluster moves its operation into the licensed frequency or channel, the transmission powers from each MC contributes to the interference imposed on primary receivers. As a result, the SINR observed at the PUs are quite low. The interference is also reduced by selecting the best channel. Hence, an inherent disadvantage of this scheme is the omni-directional transmission.
Figure 3(b) shows MCs communicating with each other and with the MR using directional antennas, which is the logical next step in enhancing omni-directional transmission by concentrating MCs' transmissions in the direction of the intended receivers. For this, MCs require knowledge of the intended receivers' positions. A global positioning system or a UWB positioning system could be used for this purpose. With this knowledge, an MC is capable of steering its main lobe transmission towards the intended receiver. The disadvantage of such an approach is that no directional transmission is perfect, i.e., it has a certain small amount of power in other directions also known as side lobes. Hence, these side lobes would cause interference to the primary receivers, however far lower than that in the omni-directional case. The result of employing directional antennas causes notable improvement in the SINR at the PUs.
Though it is not possible to completely eliminate side lobes, it is possible to control the position or direction of them and steer them as per requirements. Figure 3( c) shows the MCs communicating using smart antennas. The smart antennas are used to not only direct transmissions towards intended receivers, but also steer side lobes away from the primary receivers, so that the interference caused to them is reduced further. Hence, as in the directional antenna case, the MCs would obtain the position of the intended receiver and to also obtain the positions of the PUs.
Typical protocol involves all MCs communicating by transmitting equal powers regardless of the scenario. This may prove to be inefficient because some transmissions do not require high powers if the intended receiver is close by or if the interference is not high. This is harmful to the system as higher power transmissions cause more interference to the PUs. It is thus desirable to have MCs transmitting at just enough power levels by adjusting MCs' transmission powers (Pt) as per the scenario. Two schemes are devised to determine Pt dynamically: 1) Empirical Formula, and 2) SINR Feedback Empirical Formula: An obvious technique is to vary the transmitted power depending on the distance of the intended receiver from the MC transmitter, as the position of the intended Rx is known.
The empirical formula is derived to compensate for free space path loss which is inversely proportional to the square of distance and hence transmission power is:
where multJactor is a multiplication factor and a defines the exponential increase.
The disadvantage in this approach is that only distance is taken into account and interference experienced is ignored. The transmission power cannot be made greater than the default power. As a result, though primary pairs benefit, some MC pairs already suffering high interference may have their SINR drop below the 3 dB requirement. Thus, the minimum transmitted power of the MCs is reduced and hence the SINR benefit at the primary receivers is the maximum. However, this results in poorer SINR performance at the MCs. SINR Feedback: A more dynamic technique would be to vary Pt based on the SINR experienced at the MC receivers. The SINR from MCs' transmitters can be piggybacked with the acknowledgement packets. This information can be used to change transmission power so that the receiver has required SINR under current interference and distance conditions. This can be done by increasing or decreasing the transmitted power between limits to serve both the MCs and the primary receivers. Setting a reasonable SINR can account for changes in the interference and channel conditions. If the SINR fed back is not within 0.3 on either side of the required SINR, the transmission power is updated as:
Current absolute S INR
, . a Required absolute SIN R' (3) where SINR is the absolute value of SINR faced at the MC Rx piggy-backed and SINR' is the required absolute value of SINR.
It is seen that as the required SINR grows, the MCs try to maintain a higher SINR for their own communication. As a result, they transmit at higher power level causing interference to the PUs and resulting in decreased SINR at the primary receivers. Therefore, least required SINR at the MCs is most beneficial to the PUs, causing greatest improvement in the number of pairs satisfying SINR requirements.
Use of null placement through smart antennas along with adaptive power control at the MCs results in a substantial improvement of the SINRs at the primary receivers.
VI. IMPLEMENTATION AND PERFORMANCE EVALUATION
Algorithm 1 describes the Load Balancing stage of our proposed mechanism. It involves deciding which MRs need to shift their operation to the PU's band and selection of the channel by employing spectrum sensing. As shown by lines 3 to 5 in Algorithm 1, SINRs at each MR is calculated and if observed SINR in the current band is low, specifically less than 3 dB, then the MR would not be capable to provide good service to its MCs and hence shifting would be a good option. Hence, it is then flagged for shifting. The MRs now have to decide what channel to switch to. The next stage in this algorithm, spectrum sensing, is pivotal in making this decision and is described in line 6 where every MC served by the MR measures the received signal power on every primary channel available. These power measurements are sent to the MR which will make the decision about which channel to switch to. The next step is to find the channel in which the MR can shift operation into, causing least interference to PUs. Thus, the channel selection is analyzed in lines 7 to 13 if MR is scheduled to shift its operation. Line 9 involves averaging the sensed powers received over all the MCs and provides an estimate of the channel occupancy in the vicinity of the MR.
Line 10 estimates what channel a PU in the vicinity of the cluster is using which has the maximum sensed power. Line 11 decides the channel with minimum sensed power and is the best channel to switch operations to.
A. Simulation Setup
Our simulation scenario covers of a 300m x 300m area. The WMN is made up of a gateway node and four MRs. Each MR serves 10 MCs. The MCs operating under an MR are placed randomly in a 100m x 100m area. A scenario is chosen such that a primary transmitter and receiver pair (also placed randomly within the 100m x 100m area) operates in the vicinity of each cluster. The four primary transmitters use a transmission power, each chosen randomly between 0:5 and 1:5 W. The MCs operate using Orthogonal Frequency Division Multiple Access (OFDMA). This is not a good case scenario in terms of reduction of interference to PUs, as OFDMA allows multiple users to be transmitting at the same time on a single channel. 20% of the MC packets are assumed to be high priority packets and the MCs transmit at a higher power level than the remaining MCs and direct transmissions straight to the MR, avoiding multiple hops that cause intolerable multihop delays Chalmel Number Figure 4 demonstrates a simulation scenario in which each MC sequentially tunes its antenna to each of the 7 primary bands and makes a power measurement. Each MC reports these measurements to its serving MR where they are averaged over all its 10 clients and the plots are as shown in Figure 4 . The sensed values in each channel are the result of primary channel usage from all four transmitters, those overflowing into adjacent channels (Adjacent Channel Interference (ACI) as well as additive white Gaussian noise (A WGN). The ACI calculations are based on [3 ] . Figure 4 shows an iteration of spectrum sensing results when there were 32 available licensed channels from 700 MHz to 860 MHz and with three primary pairs in the vicinity of each CWMN cluster. It is seen that the peaks in the plot correspond to the channels occupied by the nearby PUs.
2) SINR Improvements: In Figure 5 , the SINRs observed at the primary receivers are plotted and the improvement is seen when directional and smart antennas are used at the MC transmitters. The first set of four bars depicts the SINRs at the four primary receivers when ornn i-directional antennas are used. Sets 2 and 3 correspond to the same setup, except that the ornn i-directional antennas are replaced by directional and smart antennas. Set 4 represents the case of using smart antennas with SINR feedback mechanism at the MCs.
In this particular iteration, the four primary transmitters used powers of approximately 1.5W, 0.9W, 0.8W and 0.7W respectively. The MR in the segment closest to the primary pair 2 moves its operation into the primary band. The result of random positioning at a comparable distance is between the primary transmitter and receiver pairs 1, 2 and 4; however pair 3 is more widely separated. As a result, pair 3 suffers from poor SINR. The primary receiver 2 is positioned very close to MC transmitters and hence has poor SINR in the ornn i-directional antenna case, even though the signal power is high. A minimum SINR requirement of 3 dB is considered as the criterion for feasible communication. It is seen that only two of the four pairs satisfied this requirement in the ornn i-directional antenna case. When directional antennas are implemented, three of the four pairs satisfy the 3dB requirement, however one still experienced an SINR less than 3dB as a result of the side lobes from the transmissions of the MCs. When smart antennas are adopted which are capable of directing their side lobes away from the primary receivers, all show improvement, but one still suffered from poor SINR. After the SINR feedback 3) Effect of Adaptive Transmission Power: Figure 6 shows the perfonnance improvement in the system incorporating smart antennas at the MCs following an adaptive transmission power as per the empirical fonnula. It is seen that as the value of a grows higher, the number of primary pairs that have required SINR increases. However, the SINR at the MCs deteriorates. This is observed because for a higher transmitted power of the MCs is reduced, directly leading to lower SINRs at the MC receivers. Hence the SINR improvement at the primary receivers is maximum, i.e. more the benefit to the PUs, the more detrimental to the SUs. Figure 6 shows the improvement in the system perfonnance when smart antennas are incorporated at the MCs and adaptive transmission power is implemented by SINR feedback. The limits used are:
Minimum Pt limit = 10% of default]t 
VII. CONCLUSION
In this paper, we have incorporated smart antenna in CWMNs for interference reduction at PUs. First, we have developed a load balancing strategy to switch a MR with its constituent MCs to a licensed spectrum based on its received signal strength. We have utilized a distributed spectrum sensing approach at the MR to select the best channel to switch to. Then, we made an in-depth comparison of interference imposition on PUs while using omni-directional, directional, and smart antenna. Our simulation results indicate a substantial improvement on interference reduction using smart antenna over the others. Finally, we propose a dynamic transmission power control scheme at the switched MCs for enhanced SINR at the PUs. Our simulation results also confIrm the effectiveness of our novel strategy over the fIxed transmission power control scheme.
