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ii INHALTSVERZEICHNIS
Vorwort
Das Studium spezieller Werte von L-Funktionen hat eine lange Geschichte in der Zahlentheorie, welche
bis zu Leonhard Euler zuru¨ckgeht. Der von Kummer entdeckte Zusammenhang zwischen den speziel-
len Werten der Riemannschen ζ-Funktion und Klassenzahlen von Kreisteilungsko¨rpern war der erste
Schritt zu den heute als Main-Conjectures bekannten [MW84, Kol90, Rub90, Rub91] beziehungswei-
se vermuteten [Col99, se´ction 3, conjecture 3.3] Zusammenha¨ngen zwischen p-adischen L-Funktionen
analytischen Ursprungs einerseits und arithmetischen Daten (Selmer-Grupppen, Selmer-Komplexen,
...) andererseits.
Im Rahmen der a¨quivarianten Tamagawa-Zahl-Vermutung [BF01, BF03] erscheint beispielsweise
die Vermutung von Birch und Swinnerton-Dyer (BSD) [Tat66] in einem anderen Licht: Es besteht ein
enger Zusammenhang zwischen der Gesamtheit der BSD-Vermutungen in einem Ko¨rperturm und einer
entsprechenden (ggf. nicht-kommutativen [CFK+05]) Iwasawa-Main-Conjecture. Daher erscheint es
natu¨rlich, globale Fragestellungen, wie beispielsweise die Vermutung von Birch und Swinnerton-Dyer,
in p-adische Pendants [MTT86, Col03] zu verwandeln.
Auf der Grundlage der Vermutungen von Deligne, Beilinson, Bloch-Kato, Coates, Fontaine und
Perrin-Riou [Del79, Bei85, Nek94, BK90, Coa89, CPR89, Coa91, Fon92, FPR94, PR95] kennen wir
den vermutlichen Zusammenhang zwischen den (vermuteten) komplexen L-Funktionen von Motiven
und ihren (zyklotomischen) p-adischen Pendants, zumindest u¨berQ. Bereits die Konstruktion letzterer
ist im Allgemeinen noch ein offenes Problem.
Gegenstand dieser Arbeit ist das Studium spezieller Werte von Rankin-Selberg-Faltungen kohomo-
logischer automorpher Darstellungen pi und σ von GLn(Ak) beziehungsweise GLn−1(Ak) u¨ber einem
beliebigen Zahlko¨rper k und eine hieraus abgeleitete Konstruktion eines p-adischen Maßes, welches im
Sinne Mazurs einer p-adischen L-Funktion entspricht.
Die hier verwendete Methode ist eine Verallgemeinerung der Arbeiten [Sch93, KMS00, Sch01].
Ausgangspunkt ist eine Integraldarstellung
P (s) ·
∏
p|f
wp(1n) · vp(1n−1) ·
∏
p|f
(
1−N(p)−i)−1 ·G(χ)n(n−1)2 · L(s, (pi ⊗ χ)× σ) =
N(f)
Pn−1
k=1 k(n−k) ·
∑
ι
∫
GLn−1(k)\GLn−1(Ak)
φι
(
j(g) · h(f)
)
· ϕι(g) · χ(det(g)) · ||det(g)||s−
1
2 dg,
welche in Anlehnung an die Urspru¨nge [Bir71, Man72, Maz72, MSD74] als globales Birch-Lemma
bezeichnet wird. Hierbei bezeichnet j : GLn−1 → GLn die kanonische Einbettung, χ : k×\A×k → C× ist
ein Charakter endlicher Ordnung mit nichttrivialem Fu¨hrer f und einem lokalen Erzeuger f ∈ Ok⊗ZZp
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(wir nehmen vereinfachend an, daß f eine p-Potenz teilt), sowie
h(f) =

0 . . . . . . 0 f2−n f1−n
... · · · f4−n 0 f2−n
... · · · · · · · · ·
...
...
0 fn−4 · · ·
... f−2
fn−2 · · ·
... f−1
0 . . . . . . . . . 0 1

.
Diese globale Integraldarstellung basiert auf einem lokalen Birch-Lemma, welches den Wert eines
lokalen Zeta-Integrals∫
Un−1(F )\GLn−1(F )
w
(
j(g) · h(f)
)
· v(g) · χ(det(g)) · ||det(g)||s− 12 dg =
n−1∏
ν=1
(
1−N(p)−ν)−1 ·N(f)−Pnk=1 k(n−k) ·G(χ)n(n−1)2 · w(1n) · v(1n−1)
angibt. Die Auswertung letzteren Integrals war bisher nur unter der Einschra¨nkgung bekannt, daß
die Charaktere χ, χ2, . . . , χn−1 sa¨mtlich den gleichen Fu¨hrer f haben [KMS00, Sch01] beziehungsweise
fu¨r allgemeines χ in den Fa¨llen n = 2, 3, 4 [Utz04]. Unser erstes Hauptresultat ist der Beweis eines
allgemeinen lokalen Birch-Lemmas, welches den Wert des obigen lokalen Zeta-Integrales ohne Ein-
schra¨nkung an χ und n angibt. Hieraus leiten wir daraufhin ein entsprechend allgemeines globales
Birch-Lemma ab. Dies geschieht im ersten Kapitel.
Aus dem globalen Birch-Lemma ergibt sich eine Zerlegung in Summen von Periodenintegralen,
welche klassisch partiellen ζ-Funktionen entsprechen und bereits an eine Distributionenrelation im
Sinne Mazurs erinnern. Die tatsa¨chliche Distributionenrelation leitet sich dann wie in [Sch93, KMS00,
Sch01] aus der Operation einer modifizierten Hecke-Algebra ab. Dies geschieht in Kapitel 2. Das
Ergebnis ist eine C-wertige Distribution µ mit der Interpolationseigenschaft∫
Θ
χdµ = P (
1
2
) · δ(pi, σ) · κ(f) ·G(χ)n(n−1)2 · L(1
2
, (pi ⊗ χ)× σ),
wobei
Θ := k×\A×k /
∏
v-p
Uv ∼= lim←−
f
k×\A×k /(1 + f)
∏
v-f
Uv,
und χ beliebig mit nichttrivialem p-Potenzfu¨hrer ist. Letztere Einschra¨nkung an den Tra¨ger des
Fu¨hrers ist auf mangelnde Erkenntnisse u¨ber lokale Zeta-Integrale zuru¨ckzufu¨hren, welche die In-
tegration unverzweigter Charaktere beschreiben.
Als Hauptresultat dieser Arbeit beweisen wir schließlich im dritten Kapitel die Algebraizita¨t
und Beschra¨nktheit der Distribution im ordina¨ren Fall u¨ber beliebigen Zahlko¨rpern k. Dieses Er-
gebnis ergibt sich analog zu [Sch01, KMS00, KS08] mittels modularer Symbole aus einer kohomolo-
gischen Interpretation der Integraldarstellung des globalen Birch-Lemmas. Diesbezu¨glich zentral ist
Abschnitt 3.2, in welchem wir gewisse topologische modulare Symbole fu¨r eine allgemeine Klasse
von Morphismen s : H → G reduktiver algebraischer Gruppen definieren. Die angestrebte Algebrai-
zita¨ts- und Beschra¨nktheitsaussage fu¨r unsere Distribution ergibt sich dann aus der Spezialisierung
s = Resk/Q(ad ◦j) fu¨r den Morphismus ad ◦j : GLn−1 → PGLn. Wir beschra¨nken uns auf den Fall
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trivialer zentraler Charaktere. Zweifellos ließen sich die Methoden aus [KS08] auch hier anwenden, um
den Fall beliebiger Koeffizientensysteme abzuhandeln.
Da ein Maß bereits durch die Interpolationseigenschaft fu¨r fast alle Charaktere eindeutig bestimmt
ist, du¨rfen wir vermuten, daß die Interpolationseigenschaft auch fu¨r Charaktere mit trivialem Fu¨hrer
gilt.
Die Frage, ob P (12) 6= 0 gilt, sofern s = 12 fu¨r L(pi×σ, s) im Sinne Delignes [Del79, Clo90] kritisch ist,
ko¨nnen wir nur fu¨r n ∈ {2, 3} und total reelles k beantworten, indem wir auf die Arbeiten [Sch93, KS08]
zuru¨ckgreifen. Hierauf gehen wir im Abschnitt 3.4 ein.
Im letzten Kapitel diskutieren wir Anwendungsbeispiele. Dort konstruieren wir insbesondere fu¨r
jede abelsche total reelle Erweiterung k/Q und jede u¨ber Q definierte elliptische Kurve E (ohne CM)
mit guter ordina¨rer Reduktion bei (p) = Z ∩ p eine p-adischen L-Funktion zur dritten symmetrischen
Potenz Sym3E/k von E u¨ber k.
Da mit dem in dieser Arbeit erreichten Grad an Allgemeinheit ein gewisser Abschluß erreicht
worden ist, hielt ich es fu¨r sinnvoll, eine vollsta¨ndige Abhandlung obiger Methoden darzulegen. Ei-
nige Beweise aus dem in den vorgenannten Arbeiten ausschließlich behandelten Fall k = Q gelten
wortwo¨rtlich auch in dieser allgemeinen Situation. Der Vollsta¨ndigkeit zuliebe habe ich die entspre-
chenden Beweise erneut ausgefu¨hrt. Teilweise wurden diese jedoch in den Anhang verbannt, selbst
wenn manche durch neue Argumente ersetzt wurden.
An dieser Stelle mo¨chte ich meinen Dank aussprechen. Ich freue mich, daß die Referenten und
Korreferenten meiner Arbeit diese Aufgabe u¨bernommen haben und bin ihnen hierfu¨r sehr dank-
bar. Insbesondere danke ich Prof. Claus-Gu¨nther Schmidt fu¨r lehrreiche Diskussionen, Prof. Jacques
Tilouine fu¨r seine mathematische Weitsicht und seine Gastfreundschaft wa¨hrend meines einja¨hrigen
Forschungsaufenthaltes in Paris, dem DAAD fu¨r seine Finanzierung desselbigen und Stefan Ku¨hnlein
und Moritz Minzlaff, ohne die ich mo¨glicherweise nie zur Mathematik gefunden ha¨tte. Desweiteren gilt
mein Dank Olivier Brinon, Paul Richard Buckingham, Kazim Buyukboduk, Gae¨tan Chenevier, Olivier
Fouquet, Andrzej Neugebauer, Shu Sasaki, und natu¨rlich der gesamten ”Karlsruher Kaffee-Runde“ fu¨r
ihre Einzigartigkeit.
Mein ganz besonderer Dank gilt Jingwei Zhao. Schließlich danke ich meinen Eltern und Geschwi-
stern, welche mir nie die Frage stellten ”und wo kann man das anwenden?“
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Notationen und Konventionen
Es bezeichne N,Z,Q,R,C die natu¨rlichen Zahlen1, die ganzen Zahlen, die rationalen Zahlen, die
reellen Zahlen, sowie die komplexen Zahlen. Fu¨r n ≥ 0 bezeichne µn ⊆ C× die Gruppe der n-ten
Einheitswurzeln.
Fu¨r eine MengeM bezeichne #M die Kardinalita¨t vonM [Bou70, chapitre III, §3, no. 1, De´finition
2]. Es sei I eine Menge und (Mi)i∈I eine Familie von Mengen. Dann bezeichnen wir mit⊔
i∈I
Mi
die disjunkte Vereinigung der Mi, i ∈ I [Bou70, chapitre II, §4, no. 8, Proposition 9 et De´finition 8].
Sofern nicht explizit anders erwa¨hnt, werden Faserprodukte (Pullbacks) stets u¨ber Terminalobjek-
ten der entsprechenden Kategorien gebildet und Pushouts stets u¨ber entsprechenden Initialobjekten.
Insbesondere fu¨r Tensorprodukte vereinbaren wir fu¨r einen Q-Vektorraum M und eine Q-Algebra
A die Konvention MA := M ⊗ A = M ⊗Q A. Ist V ein Modul u¨ber einem Ring R, so bezeichnet
V ∗ = HomR(M,R) sein algebraisches Dual u¨ber R. Die Begriffe kompakt und lokalkompakt verstehen
wir im Sinne Bourbakis [Bou74]. Das heißt, daß ein (lokal)kompakter Raum X insbesondere haus-
dorff’sch ist. Mit pi0(X) bezeichnen wir die Menge der topologischen Zusammenhangskomponenten
eines topologischen Raumes X. Eine Teilmenge Y eines topologischen Raumes heißt diskret, falls die
induzierte Topologie auf Y die diskrete Topologie ist. Wir nennen eine stetige Abbildung f : X → Y
zweier topologischer Ra¨ume eigentlich, wenn fu¨r jeden topologischen Raum Z die induzierte Abbil-
dung f × idZ : X × Z → Y × Z abgeschlossen ist [Bou74, chapitre I, §10, no. 1, De´finition 1]. Ist X
hausdorff’sch und Y lokalkompakt, so ist f genau dann eigentlich, wenn das Urbild eines beliebigen
Kompaktums unter f kompakt ist [Bou74, chapitre I, §10, no. 1, Proposition 7].
Ist S ein Schema u¨ber einem kommutativen Ring R und ist A eine kommutative R-Algebra, so
bezeichne S(A) = HomSpecR(SpecA,S) die A-wertigen Punkte von S.
Gruppen
Ist G eine Gruppe und ist f : A → B eine Abbildung zweier G-Mengen (nicht notwendigerweise
G-invariant), so schreiben wir fσ fu¨r σ ◦ f ◦ σ−1. Dies definiert eine links-G-Mengenstruktur auf der
Menge BA aller Abbildungen A→ B, insbesondere gilt fστ = (f τ )σ fu¨r σ, τ ∈ G.
Charaktere von Gruppen seien stets unita¨r. Darstellungen (und damit auch Quasicharaktere) to-
pologischer Gruppen werden stets als stetig vorausgesetzt. Es sei darauf hingewiesen, daß daher eine
eindimensionale komplexe Darstellung einer proendlichen Gruppe stets ein Charakter von endlicher
Ordnung ist [Wei67, chapter VII, §3, Lemma 4]. Es bezeichne Ĝ die proendliche Komplettierung einer
Gruppe G. Ist χ eine Darstellung (oder ein Charakter einer solchen) einer UntergruppeH einer Gruppe
G, so bezeichnen wir mit IndHGχ die auf G induzierte Darstellung (beziehungsweise deren Charakter).
1beginnend bei 1
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2 NOTATIONEN UND KONVENTIONEN
Mit Gab bezeichnen wir die topologische Abelisierung einer topologischen Gruppe G. Endliche Gruppen
seien stets mit der diskreten Topologie versehen und Gruppenhomomorphismen in diesem Sinne stets
stetig.
Ist G eine topologische Gruppe, so bezeichne G0 die Zusammenhangskomponente des Neutralele-
mentes 1 ∈ G. Diese ist stets eine abgeschlossene normale Untergruppe von G [Bou74, chapitre I, §11,
no. 5, Proposition 9; chapitre III, §2, no. 2, Proposition 7].
Eine algebraische Gruppe G u¨ber einem Ko¨rper k ist ein geometrisch reduziertes Gruppenschema G
von endlichem Typ u¨ber k. Wir fordern, daß G glatt ist, sofern char k > 0. Dann ist G stets separiert
[DG70, Expose´ VIB, 5.1] und nach Cartier in Charakteristik 0 ebenfalls stets glatt [DG70, Expose´
VIB, 1.6.1]. Nach Barsotti [Bar53, Che56] ist daher jede algebraische Gruppe quasiprojektiv. Eine
algebraische Gruppe nennen wir linear, falls das zugrundeliegende Gruppenschema affin ist.
Ist k/l eine endliche Ko¨rpererweiterung, so bezeichne Resk/lG die Restriktion der Skalare von k
nach l im Sinne von [Wei61]. Das bedeutet, daß fu¨r jede kommutative l-Algebra A eine funktorielle
Identita¨t (Resk/lG)(A) = G(A⊗l k) gelte. Da nach Barsotti jede algebraische Gruppe quasiprojektiv
ist, ist Resk/lG nach Weil stets eine algebraische Gruppe u¨ber l [Wei61].
Eine Isogenie algebraischer Gruppen ist ein Epimorphismus mit endlichem Kern. Ist G eine al-
gebraische Gruppe u¨ber einem Ko¨rper k, so bezeichne G0 die Zusammenhangskomponente des Neu-
tralelementes 1 ∈ G in der Zariski-Topologie. Diese ist als abgeschlossene Untergruppe wieder eine
algebraische Gruppe u¨ber k, normal in G. Desweiteren ist G0 eine irreduzible Komponente von G
und hat somit endlichen Index in G [Bor56, section 2.4, Proposition], [Che05, section 3.1, The´ore`me
1]. Mit Gder bezeichnen wir die Kommutatorgruppe einer algebraischen Gruppe G und mit Gad die
zu G adjungierte Gruppe. Das heißt, daß Gad das Bild von G unter der adjungierten Darstellung
Ad : G → Lie(G) ist. Ist G zusammenha¨ngend und die Charakteristik 0, so ist der Kern des kano-
nischen Morphismus G → Gad gerade das Zentrum C (G) von G. Eine lineare algebraische Gruppe
nennen wir reduktiv, wenn die Zusammenhangskomponente G0 reduktiv ist, was bedeutet, daß das
unipotente Radikal Ru(G0) von G0 trivial ist. Dies ist gleichbedeutend damit, daß das Radikal R(G0)
von G0 ein Torus ist. Der k-Rang einer reduktiven algebraischen Gruppe G u¨ber einem Ko¨rper k ist
die Dimension eines maximalen u¨ber k zerfallenden Torus in G0. Dieser ist wohldefiniert, da sa¨mtliche
maximale k-Tori u¨ber k konjugiert sind [BT65, The´ore`me 4.21] und Bilder zerfallender Tori wieder
zerfallen [BHC62, Proposition 13.2]. Schließlich ist jeder k-Torus T in G0 in einem maximalen Torus
von G0 enthalten, welcher u¨ber k definiert ist [BT65, 2.15 d)]. Eine parabolische Untergruppe einer
zusammenha¨ngenden linearen algebraischen Gruppe G ist eine abgeschlossene Untergruppe P , so daß
G/P projektiv ist. Eine Borel-Untergruppe von G ist eine minimale parabolische Untergruppe. Letz-
teres ist a¨quivalent dazu, daß es sich um eine maximale zusammenha¨ngende auflo¨sbare Untergruppe
handelt [Bor56, The´ore`me 16.5]. Eine Levi-Untergruppe von G ist eine maximale reduktive abgeschlos-
sene Untergruppe L von G. In Charakteristik 0 existeren Levi-Untergruppen, insbesondere bereits
u¨ber k, und diese sind (ggf. u¨ber k) zueinander konjugiert. Weiterhin ist G = RuoL ein semidirektes
Produkt seines unipotenten Radikals Ru mit L [BS64, Proposition 5.1].
Ein Morphismus f : G → H algebraischer Gruppen heißt zentral, falls der Kommutator [·, ·] :
G×G→ G als Morphismus (und als Abbildung) u¨ber f(G)× f(G) faktorisiert.
Es sei darauf hingewiesen, daß im Allgemeinen weder das Zentrum von G, noch der Kern eines
Homomorphismus f : G → H algebraischer Gruppen u¨ber k noch u¨ber k definiert ist, selbst wenn f
u¨ber k definiert ist. Ist f (quasi-)zentral, so ist Kern f u¨ber k definiert [BT72, Corollaire 2.12] und ist
G reduktiv, so ist das Zentrum von G und damit auch der Kern von ad : G → Gad u¨ber k definiert
[BT65, 2.15, a)]. Schließlich sei darauf hingewiesen, daß ad zentral ist [BT72, Proposition 2.26, (ii)].
Fu¨r n ≥ 0 bezeichne GLn, SLn, Gm und Ga die u¨blichen linearen algebraischen Gruppen u¨ber Q
(beziehungsweise die entsprechenden Gruppenschemata u¨ber Z). Desweiteren sei Un das unipotente
Radikal der Standard-Borel-Untergruppe Bn von GLn. Das heißt, daß Bn die Gruppe der oberen
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Dreiecksmatrizen bezeichnet und Un ist die (maximale) unipotente Untergruppe letzterer, bestehend
aus den Dreiecksmatrizen mit dem einzigen Eigenwert 1.
Xk(G) bezeichnet den Z-Modul der u¨ber k definierten Charaktere G → Gm. Eine arithmetische
Untergruppe einer linearen algebraischen Gruppe G/Q ist eine Untergruppe von G(Q), deren Bild
unter einem (beliebigen und damit unter jedem [BHC62, section 6], [Bor69, 7.13]) Morphismus G →
GLn algebraischer Gruppen u¨ber Q mit endlichem Kern mit GLn(Z) kommensurabel ist.
Fu¨r jeden kommutativen Ring R bezeichne 1n ∈ GLn(R) das Neutralelement der Gruppe GLn(R).
Ist χ : R× → C× eine eindimensionale Darstellung, so schreiben wir auch etwas ungenau χ(g) =
χ(det(g)) fu¨r beliebiges g ∈ GLn(R). Fu¨r A ∈ GLn(R) bezeichne At die transponierte Matrix.
Mit O(n) bezeichnen wir die orthogonale Gruppe. Diese ist die Untergruppe der A ∈ GLn(R) von
GLn(R) mit AAt = 1n. Weiterhin schreiben wir SO(n) := O(n) ∩ SLn(R) = O(n)0. Entsprechend
bezeichnen U(n) beziehungsweise SU(n) die Untergruppen der hermite’schen Matrizen von GLn(C)
beziehungsweise SLn(C). Diese kompakten Untergruppen bezeichnen wir auch als standard maximale
kompakte Untergruppen der entsprechenden reduktiven Lie-Gruppen.
Lie-Gruppen und Lie-Algebren sind stets endlichdimensional. Mit Lie(G) bezeichnen wir die Lie-
Algebra einer reellen Lie-Gruppe G. Fraktur gln, sln, on, un bezeichnen die Lie-Algebren der reellen
Lie-Gruppen GLn(R), SLn(R), O(n) U(n). Mit L bezeichnen wir das Differential, mit exp die Expo-
nentialabbildung, ad und Ad bezeichnen die adjungierten Darstellungen. Ist G eine Lie-Gruppe mit
Zentrum Z, so bezeichnen wir mit Gad = G/Z und Gder die adjungierte und die Kommutatorgruppe
zu G. Hat eine reelle Lie-Gruppe G nur endlich viele Zusammenhangskomponenten, so ist jede kom-
pakte Untergruppe in G in einer maximalen kompakten Untergruppe enthalten und alle maximalen
kompakten Untergruppen sind konjugiert via innerer Automorphismen; weiterhin gilt G = G0K mit
einer kompakten Untergruppe K [Mos55, Theorem 3.1]. An dieser Stelle sei angemerkt, daß fu¨r eine
reelle algebraische Gruppe G u¨ber R die reelle Lie-Gruppe G(R) nur endlich viele Zusammenhangs-
komponenten hat [Whi57, Theorem 3]. Desweiteren existiert im reduktiven Fall (und nur in diesem
Fall) eine Cartan-Involution auf Lie(G(R)) und G(R) und alle Cartan-Involutionen sind konjugiert
[BHC62, Lemmata 1.5, 1.6, 1.7, 1.8]. Weiterhin ist die Fixgruppe einer Cartan-Involution eine maxi-
male kompakte Untergruppe K von G(R) und jede solche ist von dieser Form. Cartan-Involutionen
sind im Sinne von [BS73, Proposition 1.6, Definition 1.7] algebraisch und durch K jeweils eindeutig
bestimmt.
Lokale und globale Ko¨rper
Fu¨r eine Primpotenz q bezeichne Fq einen endlichen Ko¨rper mit q Elementen, wobei wir uns fu¨r
alle nichttrivialen Teiler d | q den Ko¨rper Fd als Teilko¨rper von Fq denken. Insbesondere sei mit
Fp = lim−→Fpr ein fester algebraischer Abschluß von Fp gewa¨hlt. Ein Zahlko¨rper ist fu¨r uns eine end-
liche algebraische Erweiterung von Q. Ein lokaler Ko¨rper ist stets ein nichtdiskret topologisierter
lokalkompakter Ko¨rper. Nach [Wei67, chapter I] ist daher jeder lokale Ko¨rper isomorph zu R, C oder
zu einer endlichen algebraischen Erweiterung von Qp oder Fp((T )) fu¨r eine Primzahl p. Mit N(a)
bezeichnen wir die Absolutnorm eines gebrochenen Ideals a 6= 0 eines lokalen oder globalen Ko¨rpers.
Fu¨r einen Zahlko¨rper k bezeichne Ok den Ganzheitsring, sowie Ak den Ring der Adele von k und
A×k die Gruppe der Idele. Letztere versehen wir nicht mit der von Ak induzierten Topologie, son-
dern mit der gro¨bsten feineren Topologie, fu¨r welche A×k → Ak × Ak, α 7→ (α, α−1) stetig ist, so
daß A×k insbesondere eine lokalkompakte topologische Gruppe ist. Dies entspricht der Adelisierung
der algebraischen Gruppe Gm u¨ber k. Entsprechend bezeichnen wir mit G(Ak) die Adelisierung einer
beliebigen linearen algebraischen Gruppe G u¨ber k. Es bezeichne Afk die endlichen Adele und entspre-
chend sei G(Afk) verstanden. Fu¨r ein g ∈ G(Ak) bezeichne gf ∈ G(Afk) den endlichen Anteil, so daß
g = g∞gf mit einem eindeutig bestimmten g∞ ∈ G(kR).
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Weiterhin bezeichne Mk die Menge der Primstellen von k. Mit kv sei eine Komplettierung von k
an der Stelle v ∈Mk gewa¨hlt. Wir wa¨hlen ein fu¨r allemal fu¨r jedes v einen algebraischen Abschluß kv
von kv und einen algebraischen Isomorphismus
kv ∼= C.
Entsprechend fassen wir den algebraischen Abschluß k ⊆ kv von k in kv ebenfalls als Teilko¨rper von
C auf.
Die Norm ||a|| eines Adels a = (av)v ∈ Ak ist gegeben durch
||a|| =
∏
v∈Mk
||av||v ,
wobei lokal µv(avM) = ||av||v · µv(M) fu¨r jedes Haar’sche Maß auf (kv,+) und jede meßbare Menge
M ⊆ kv. Im nichtarchimedischen Fall haben wir daher ||piv||v = q−1v fu¨r jedes Primelement piv ∈ kv mit
der Restklassenko¨rperkardinalita¨t qv von kv. Im archimedischen Fall liegt fu¨r reelles v der euklidische
Absolutbetrag vor, fu¨r komplexes v das Quadrat des komplexen Absolutbetrages. Adelisch gilt dann
analog µ(aM) = ||a|| · µ(M) fu¨r jedes Haar’sche Maß µ auf Ak und entsprechendes meßbares M .
In diesem Sinne bezeichne ωs : A×k → C× den Quasicharakter a 7→ ||a||s. Es sei darauf hingewiesen,
daß ein Idelklassengruppencharakter χ : k×\A×k → C×, welcher bei ∞ endliche Ordnung hat, selbst
von endlicher Ordnung ist [Wei67, chapter VII, §3, Lemma 4].
Den Reziprozita¨tsmorphismus der globalen Klassenko¨rpertheorie
rk : k×\A×k → G(k/k)ab
normieren wir, indem wir lokal
rkv : k
×
v → G(kv/kv)ab
durch
rkv(a) ≡ a||a||v(modpiv)
fu¨r ganzes a ∈ kv festlegen. In diesem Sinne entsprechen Primelemente den geometrischen Frobenius-
elementen, also den inversen arithmetischen Frobieniuselementen. Mit anderen Worten verwenden wir
die gleichen Konventionen wie [Tat79, Del73b].
Maße, Fu¨hrer und Gauß’sche Summen
p-adische Maße verstehen wir im Sinne von [MSD74, section II, §7].
Es sei F ein nichtarchimedisch bewerteter lokaler Ko¨rper mit maximalem kompaktem Teilring OF ,
ψ : F → C× ein additiver Charakter mit Fu¨hrer OF , was bedeutet, daß OF der Kern von ψ ist. Fu¨r
einen beliebigen Quasicharakter χ : F× → C× mit Fu¨hrer f = fOF definieren wir die Gauß’sche
Summe zu χ (bezu¨glich ψ) als
Gψ(χ) :=
∑
x+f∈(OF /f)×
χ(x)ψ
(
x
f
)
.
Fu¨r einen weiteren additiven Charakter ψ′ mit Kern OF existiert nach [Wei67, chapter II, §5, Corollary
of Theorem 3] ein a ∈ F× mit
∀t ∈ F : ψ′(t) = ψ(at).
Da ψ und ψ′ den gleichen Fu¨hrer haben, gilt sogar a ∈ O×F . Wir erhalten insbesondere
Gψ′(χ) = χ(a)Gψ(χ).
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Analog wirkt sich die Wahl des Erzeugers f von f aus. Wir schreiben daher im Folgenden par abus de
notation G(χ) statt Gψ(χ) und vernachla¨ssigen (sofern offensichtlich mo¨glich) ebenfalls den Einfluß
von f .
Falls 0 6= g ∈ OF , so gilt mit h := f ∩ gOF , daß∑
x+h∈(OF /h)×
χ(x)ψ
(
x
g
)
=
{
χ(g/f) ·G(χ), falls f = gOF ,
0, andernfalls.
(0.0.1)
Ein Beweis dieser Formel findet sich im Anhang A, Proposition A.0.1.
Es sei k ein Zahlko¨rper und χ : k×\A×k → C× ein Charakter mit Fu¨hrer f. Wir definieren die
Gaußsche Summe zu χ als
G(χ) :=
∏
p|f
G(χp),
wobei G(χp) die Gaußsche Summe des auf der Komplettierung zu p induzierten Charakters χp ist und
die dortigen additiven Charaktere ein fu¨r allemal fest gewa¨hlt wurden. Offensichtlich unterscheiden
sich die Gaußschen Summen zu verschiedenen additiven Charaktereren lediglich um eine Multiplikation
mit einer N(f)-ten Einheitswurzel. Wir bemerken hier schließlich noch, daß
|G(χ)| =
√
N(f),
sowie
G(χ)G(χ) = N(f)χ(−1), (0.0.2)
siehe beispielsweise [Neu92, Kapitel VII, §6, Theorem (6.4)].
Whittakermodelle
Es sei F ein nichtarchimedisch bewerteter lokaler Ko¨rper und es sei ψ : F → C× ein additiver
Charakter mit Kern OF . Wir setzten ψ auf die Gruppe Un(F ) fort, indem wir fu¨r u = (uij) ∈ Un(F )
ψ(u) :=
n−1∏
i=1
ψ(ui,i+1)
definieren. Dann ist eine (ψ-)Whittakerfunktion auf GLn(F ) bekanntlich eine Abbildung w : GLn(F )→
C, welche den folgenden beiden Bedingungen genu¨gt.
(a) w(ug) = ψ(u) · w(g) fu¨r alle u ∈ Un(F ) und g ∈ GLn(F ),
(b) es existiert eine kompaktoffene Untergruppe K ≤ GLn(F ) mit w(gk) = w(g) fu¨r alle k ∈ K.
Jede Whittakerfunktion ist nach (b) gleichma¨ßig stetig im Sinne der linksuniformen Struktur von
GLn(F ) und insbesondere sogar lokalkonstant. Es bezeichne nunW (ψ) den Raum aller ψ-Whittakerfunktionen
auf GLn(F ) bezu¨glich ψ. Wie u¨blich operiert GLn(F ) via Rechtstranslation (g, w) 7→ (h 7→ w(hg))
auf W (ψ). Dies definiert eine Darstellung von GLn(F ) und die Bedingungen (a) und (b) besagen
nichts anderes, als daß es sich hierbei im Sinne von [Car79, section 1.8] um die (glatte) induzierte
Darstellung IndUn(F )GLn(F )(ψ) handelt. Die irreduziblen zula¨ssigen
2 Unterdarstellungen dieser Darstellung
werden als generisch3 bezeichnet. Nach [Sha74] sind die lokalen Komponenten einer cuspidalen auto-
morphen Darstellungen von GLn stets generisch. Sei nun pi eine solche generische Darstellung, welche
2admissiblen
3in [GK71, JS81a] auch als nondegenerate.
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wir mit dem eindeutigen4 irreduziblen Unterraum W (pi, ψ) ⊆ W (ψ) identifizieren. Letzterer ist der
(ψ-)Whittakerraum zu pi.
Der (globale) (ψ-)WhittakerraumW0(pi, ψ) einer cuspidalen automorphen Darstellung pi von GLn(Ak)
u¨ber einem Zahlko¨rper k zu einem additiven Charakter ψ = ⊗vψv von Ak ist bekanntlich der von
den Abbildungen w : GLn(Ak) → C erzeugte Vektorraum, welche eine Faktorisierung w = ⊗vwv in
lokale Whittakerfunktionen haben, wobei fast alle lokalen Komponenten unverzweigt sind. Dabei gilt
fu¨r archimedische Stellen v ∈ S∞ ⊆Mk, daß wv ∈ W0(piv, ψv), wobei letzterer Raum wie in [JPSS79b,
section 8] definiert ist. Die Ra¨ume W0(pi, ψ) und W0(piv, ψv) lassen sich durch analoge Bedingungen
wie W (piq, ψq) fu¨r endliches q ∈Mk charakterisieren.
Kohomologie Arithmetischer Quotienten
Fu¨r die de-Rham-Kohomologie, sowie fu¨r die Grundbegriffe differenzierbarer Mannigfaltigkeiten, ver-
weisen wir auf [Rha60]. Zum Zusammenhang mit Borel-Moore-Homologie verweisen wir auf [God64,
Ive86], insbesondere sei das de-Rham-Theorem 7.12 in [Ive86] genannt. Sofern nicht explizit anders
erwa¨hnt, wird Kohomologie synonym fu¨r Garben-Kohomologie verwandt. Fu¨r die Kohomologie von
Lie-Algebren verwenden wir die gleichen Konventionen wie [BW80].
Es sei k ein Zahlko¨rper, G := Gn := Resk/QGLn, K∞ ≤ G(R) = GLn(kR) eine maximale
kompakte Untergruppe und K ≤ G(AfQ) = GLn(Afk) eine kompaktoffene Untergruppe. Dann zerfa¨llt
dank starker Approximation fu¨r SLn [Pra77, Theorem A] die (topologische) Mannigfaltigkeit
Xn(K) := GLn(k)\GLn(Ak)/(K∞ ×K)
in eine endliche Vereinigung von Zusammenhangskomponenten entsprechend den Fasern von
det : GLn(Ak)→ k×\A×k /
(
(kR)× × det(K)
)
.
Dabei identifiziert sich der symmetrische RaumXn := G(R)/K∞ auf natu¨rliche Weise mitG(R)0/K0∞,
wobei K0∞ ≤ G(R)0 eine maximale kompakte Untergruppe ist [Mos55, Theorem 3.1, (1)]. Dies fu¨hrt
entsprechend obiger Fasern zu der Zerlegung
Xn(K) =
⊔
α
Γα\Xn
vonXn(K) in eine endliche disjunkte Vereinigung mit arithmetischen Untergruppen Γα ≤ G(Q). Dabei
durchla¨uft α ∈ GLn(Afk) ein Repra¨sentantensystem der Fasern der obigen Determinantenabbildung
und wir haben
Γα := {γ ∈ GLn(k) | γf ∈ α ·K · α−1}
und
iα : Γα\Xn →Xn(K),
Γαx∞K∞ 7→ G(Q)(x∞, α)(K∞ ×K)
induziert einen Diffeomorphismus5 auf die α enthaltende Faser. Es sei angemerkt, daß α und damit
Γα keineswegs eindeutig bestimmt ist. An dieser Stelle bemerken wir, daß wir eine analoge Zerlegung
erhalten, wenn wir zu einer abgeschlossenen Untergruppe von K∞ von endlichem Index u¨bergehen6.
4siehe [GK71]. Diese Beobachtung ist zentral fu¨r den Nachweis des Multiplicity One Theorems fu¨r GLn von Piatetski-
Shapiro und Shalika [Sha74, Theorem 5.5],[PS79].
5falls Γα torsionsfrei ist, was fu¨r ”
ausreichend kleine“ K stets der Fall ist
6eine solche Untergruppe entha¨lt zwangsla¨ufig K∞ ∩G(R)0
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Wir definieren
X 1n (K) :=Xn(K)/C (GLn)(kR)
0
und damit
X˜ 1n := lim←−
K
X 1n (K)
via der natu¨rlichen Projektionen und entsprechend die Kohomologie von X˜ 1n mit konstanten Koeffizi-
enten in einem Teilring A ⊆ C als
Hq(X˜ 1n , A) := lim−→
K
Hq(X 1n (K), A),
analog fu¨r die Kohomologie mit kompaktem Tra¨ger
Hqc (X˜
1
n , A) := lim−→
K
Hqc (X
1
n (K), A),
und schließlich fu¨r die cuspidale Kohomologie analog
Hqcusp(X˜
1
n ,C) := lim−→
K
Hqcusp(X
1
n (K),C).
Um cuspidale Kohomologie mit Koeffizienten in A zu erhalten, identifizieren wir nach Borel [Bor83]
die cuspidale Kohomologie mit ihrem Bild unter der Einbettung
Hqcusp(X
1
n (K),C)→ Hqc (X 1n (K),C),
womit wir
Hqcusp(X
1
n (K), A) := Bild(H
q
cusp(X
1
n (K),C)→ Hqc (X 1n (K),C)) ∩Hqc (X 1n (K), A)
definieren ko¨nnen. Letzteres macht Sinn, da nach [Clo90, The´ore`me 3.19] das Bild obiger Einbettung
u¨ber Q definiert ist7. Nach Borel-Serre [BS73] ist die innere Kohomologie
Hq! (X˜n,C) ⊆ Hq(X˜n,C)
als Bild von Hqc (X˜n,C) ebenfalls u¨ber Q definiert und wir erhalten analog eine rationale Struk-
tur auf dieser Kohomologie, welche mit obiger Definition vertra¨glich ist. Es sei daran erinnert, daß
Hqcusp(X 1n (K),C) die Kohomologie des Komplexes( •∧
p∗ ⊗R L20(GLn(k)\GLn(Ak)/C (GLn)(kR)0K∞K)
)C (GLn)(kR)0K∞
ist, wobei p der (−1)-Eigenraum der Cartan-Involution θ ∈ Lie(GLn(kR)) zu K∞ ist8. Es sei wei-
terhin daran erinnert [BW80, chapter II, §3, Corollary 3.2], daß die de Rham Kohomologie via des
Isomorphismus
Ω•
(
GLn(k)\GLn(Ak)/C (GLn)(kR)0K∞K
) ∼=
7bezu¨glich der Q-Struktur, welche durch die Betti-Kohomologie mit kompaktem Tra¨ger gegeben ist. Letztere ist in
unserer Sichtweise die (Garben-)Kohomologie mit kompaktem Tra¨ger und konstanten Koeffizienten Z.
8bei der Standardwahl K∞ =
Q
v reellO(n)×
Q
v komplexU(n) besteht p ≤ (kR)n×n aus den Matrizen, welche an den
reellen Stellen symmetrisch und an den komplexen Stellen hermite’sch sind.
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( •∧
p∗ ⊗R C∞(GLn(k)\GLn(Ak)/C (GLn)(kR)0K∞K)
)C (GLn)(kR)0K∞
mit der Lie-Algebren-Kohomologie vertra¨glich ist.
Durch Rechtstranslation induziert jedes
(x∞, xf) ∈ pi0(G(R))×GLn(Afk),
wobei o.E. der Repra¨sentant x∞ ∈ G(R) die Gruppe K∞ normalisiert, einen topologischen Isomor-
phismus
X 1n (K)→X 1n (x−1f Kxf),
welcher als solcher insbesondere eigentlich ist, und daher auf den Limites Hq, Hqc , H
q
! und H
q
cusp
eine Operation von pi0(G(R))×GLn(Afk) induziert. Nach [Clo90, The´ore`me 3.13 et Proposition 3.16]
ist jeder irreduzible Quotient pif der Darstellung von GLn(Afk) auf H
q
cusp(X˜ 1n ,C) bereits u¨ber einem
Zahlko¨rper E definiert und die Aktion von GLn(Afk) respektiert die E-Struktur auf der Kohomologie.
Desweiteren tra¨gt der endliche Whittakerraum W (pif , ψf) eine natu¨rliche E-Struktur.
Kapitel 1
Ein allgemeines Birch-Lemma
In [KMS00] studieren Kazhdan, Mazur und Schmidt zu irreduziblen cuspidalen zula¨ssigen auto-
morphen Darstellungen pi′ und σ′ von GLn(AQ) beziehungsweise GLn−1(AQ) und zu einem nicht-
trivialen Dirichlet-Charakter χ mit p-Potenz-Fu¨hrer den zentralen kritischen Wert der L-Funktion
L(s, (pi′ ⊗ χ) × σ′) im Sinne von [JPSS83, CPS04]. Das diesbezu¨gliche Hauptresultat ist das gene-
ralized global Birch-Lemma aus [KMS00], welches auf dem dortigen generalized local Birch-Lemma
beruht. Aus diesem generalized global Birch-Lemma konnte die Existenz einer p-adischen Distribution
gefolgert werden, welche die speziellen Werte unter Variation von χ interpoliert.
In [Sch93, Sch01] leitete Schmidt aus obigem Birch-Lemma ein verbessertes Birch-Lemma ab, um
hiermit die Existenz eines p-adischen Maßes nachzuweisen.
Alle diese Birch-Lemmata haben gemein, daß sie nur unter der Bedingung bewiesen worden waren,
daß χ, χ2, . . . , χn−1 sa¨mtlich den gleichen Fu¨hrer haben. In [Utz04] wurde diese Einschra¨nkung des
lokalen Birch-Lemmas in den Fa¨llen1 n = 2, 3, 4 aufgehoben.
In diesem Kapitel beweisen wir ein allgemeines Birch-Lemma im Sinne von Schmidt, welches ohne
Einschra¨nkung an χ und n gilt. Desweiteren arbeiten wir mit irreduziblen cuspidalen automorphen
Darstellungen pi und σ von GLn(Ak) beziehungsweise GLn−1(Ak), wobei k/Q ein beliebiger Zahlko¨rper
ist. Dieses Vorgehen wird es uns in den Kapiteln 2 und 3 erlauben, in dieser allgemeinen Situation ein
p-adisches Maß zu konstruieren, welches die Werte L(12 , (pi ⊗ χ) × σ) interpoliert, sofern pi und σ bei
p ordina¨r und kohomologischen Ursprungs sind.
1.1 Ein allgemeines lokales Birch-Lemma
In diesem Abschnitt verallgemeinern wir zuna¨chst das verallgemeinerte lokale Birch-Lemma aus [KMS00,
section 2] und leiten im na¨chsten Abschnitt hieraus ein globales Birch-Lemma ab. Im Gegensatz
zu [KMS00, Utz04] beruht unser Ansatz nicht auf der Bruhat-Zerlegung, sondern auf der Iwasawa-
Zerlegung. Dies erlaubt es, sich der Einschra¨nkung an die Fu¨hrer von χ, χ2, . . . , χn−1 fu¨r beliebige n
zu entledigen.
Es sei F ein nichtarchimedisch bewerteter lokaler Ko¨rper (beliebiger Charakteristik) mit Restklas-
senko¨rpercharakteristik p. Mit p bezeichnen wir das maximale Ideal des Bewertungsringes OF von F .
Es sei pi ∈ F ein Erzeuger desselbigen und ψ : F → C× ein additiver Charakter mit Kern OF .
Es sei nun weiterhin χ : F× → C× ein Quasicharakter, dessen Fu¨hrerideal f von f ∈ OF erzeugt
wird. Wir definieren
t := diag(fn, fn−1, . . . , f, 1) ∈ GLn+1(F ).
1formuliert nur u¨ber Qp; die Methode funktioniert jedoch fu¨r allgemeine nichtarchimedisch bewertete lokale Ko¨rper.
9
10 KAPITEL 1. EIN ALLGEMEINES BIRCH-LEMMA
Dann gilt fu¨r g = (gij) ∈ GLn+1(F )
t−1 · g · t = (f i−j · gij)ij .
Wir haben die Einbettungen
j : GLn(F )→ GLn+1(F ), g 7→
(
g
1
)
, (1.1.1)
und
j˜ : GLn−1(F )→ GLn(F ), g˜ 7→
(
g˜
1
)
,
sowie die Projektion
p : Fn×n → Fn−1×n−1, (gij) 7→ (gij)1≤i,j≤n−1.
Bei Bedarf identifizieren wir GLn(F ) mit ihrem Bild unter der Einbettung j. Gleiches verabreden wir
fu¨r beliebige Untergruppen H von GLn(F ), welche wir entsprechend mit j(H) identifizieren ko¨nnen.
Schließlich bezeichne In die Iwahori-Untergruppe von GLn(OF ). Dies ist die Gruppe der g ∈
GLn(OF ), welche modulo p obere Dreiecksmatrizen sind.
Es bezeichne Wn die Weylgruppe der GLn. Wir denken sie uns als Permutationsmatrizen als
Untergruppe der GLn realisiert. Weiterhin assoziieren wir zu ω ∈Wn eine Permutation σ ∈ Sn via
ω · ek = eσ−1(k)
fu¨r 1 ≤ k ≤ n. Hierbei bezeichne ek den k-ten Standardbasisvektor im Standardraum Fn. Fu¨r ein
a = (ai)1≤i≤n ∈ Fn gilt dann ωa = (aσ(i))1≤i≤n. Die Abbildung ω 7→ σ−1 ist ein Isomorphismus
Wn → Sn. Es bezeichne wn ∈ Wn das lange Weylelement. Das bedeutet, daß wn das la¨ngste Element
in Wn ist. Dann hat wn die Gestalt
wn =
 1· · ·
1
 .
Fu¨r e = (e1, . . . , en) ∈ Zn definieren wir die Matrix
pie := diag(pie1 , . . . , pien).
Nach Iwahori-Matsumoto [IM65, Proposition 2.33] beziehungsweise Satake [Sat63, Section 8.2] gilt
damit
GLn(F ) =
⊔
ω∈Wn
e∈Zn
Un(F )pieωIn.
Zu jedem g ∈ GLn(F ) existieren also a ∈ Un(F ), e ∈ Zn, ω ∈Wn, s ∈ In mit
g = a · pie · ω · s.
Dann sind e und ω nach Iwahori-Matsumoto durch g eindeutig bestimmt, a und s jedoch nicht.
Schließlich definieren wir
h :=

1
wn
...
...
0 . . . 0 1
 ∈ GLn+1(Z),
und
h(f) := t−1 · h · t.
Ziel dieses Abschnittes ist der Beweis des folgenden Lemmas.
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Allgemeines lokales Birch-Lemma. Es seien n ≥ 0 und χ : F× → C× ein Quasicharakter mit
nichttrivialem Fu¨hrer f. Weiterhin seien w und v Iwahori-invariante ψ- beziehungsweise ψ−1−Whittakerfunktionen
auf GLn+1(F ) beziehungsweise GLn(F ). Dann gilt∫
Un(F )\GLn(F )
w
(
j(g) · h(f)
)
· v(g) · χ(det(g)) · ||det(g)||s− 12 dg =
n∏
ν=1
(
1−N(p)−ν)−1 ·N(f)−Pnk=1 k(n+1−k) ·G(χ)n(n+1)2 · w(1n+1) · v(1n).
Dieses Lemma wird sich als Korollar des zentralen Lemma 1.1.6 ergeben. Der U¨bersichtlichkeit
zuliebe beweisen wir auf dem Weg zum zentralen Lemma eine handvoll technische Aussagen. Zuna¨chst
mu¨ssen wir jedoch einige Notationen einfu¨hren.
Wir definieren
Dn := diag(f−(n−1), f−(n−3), . . . , fn−3, fn−1) ∈ GLn(F ).
Es bezeichne desweiteren
Jm,n := Kern (GLn(OF )→ GLn(OF /fm)) .
Im Folgenden sei m ≥ 2n. Dann gilt
Jm,n ⊆ In ∩ wnD−1n InDnwn. (1.1.2)
Es sei Rk ein Repra¨sentantensystem von OF /fk und R×k ⊆ Rk eines von
(OF /fk)×. Hiermit definieren
wir
Rm,n := {(rij) ∈ In | rij ∈ Rm}.
Dann ist Rm,n ein Repra¨sentantensystem von In/Jm,n und tra¨gt als solches eine natu¨rliche Gruppen-
struktur, welche durch die Matrizenmultiplikation modulo fm induziert wird. Wir du¨rfen annehmen,
daß
0,±1,±f, . . . ,±fk−1 ∈ Rk (1.1.3)
gilt, was uns einige Formulierungen vereinfachen wird. Insbesondere erlaubt es uns fu¨r ω ∈ Wn mit
assoziiertem σ ∈ Sn die Definition
Rωm,n := {(rij) ∈ Rm,n | ∀i, j : i < j ⇒ rσ(i)σ(j) = 0}.
Wir bemerken, daß fu¨r r = (rij)ij
ωrω−1 =
(
rσ(i)σ(j)
)
ij
gilt. Die definierende Bedingung von Rωm,n ist daher a¨quivalent dazu, daß dies eine untere Dreiecksma-
trix ist. Es bezeichne B−n die algebraische Untergruppe der GLn der unteren Dreiecksmatrizen. Damit
gilt
Rωm,n = Rm,n ∩ ω−1B−n (OF )ω.
Das zeigt einerseits, daß fu¨r r ∈ Rωm,n
det(r) =
n∏
k=1
rkk (1.1.4)
gilt und daß desweiteren Rωm,n eine Untergruppe von Rm,n ist. Unser Interesse an R
ω
m,n wird durch
die folgende Proposition begru¨ndet.
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Proposition 1.1.1. Die Menge pieωRωm,n ist ein Repra¨sentantensystem der Doppelnebenklassen
Un(F )pieωsJm,n, s ∈ In
in Un(F )pieωIn. Fu¨r jedes e ∈ Zn sei ein m(e) ≥ 2n geben. Dann haben wir insbesondere die Zerlegung
GLn(F ) =
⊔
e∈Zn
ω∈Wn
r∈Rω
m(e),n
Un(F )pieωrJm(e),n.
Beweis. Wegen pieUn(F )pi−e = Un(F ) du¨rfen wir e = 0 annehmen. Es sei
Uω := Un(F ) ∩ ωInω−1.
Als Repra¨sentantensystem von ωIn/Jm,n entha¨lt ωRn ein Repra¨sentantensystem der Doppelneben-
klassen
UωωsJm,n, s ∈ In
in UωωIn und es genu¨gt der Nachweis, daß ωRωm,n ein Repra¨sentantensystem dieser Doppelnebenklas-
sen ist.
Hierzu sei zuna¨chst r = (rij) ∈ In beliebig. Wir haben
ω · r · ω−1 = (rσ(i)σ(j))ij .
Die Operation von Un(F ) von links erlaubt es uns, ein beliebiges Vielfaches einer Zeile i mit den
Eintra¨gen rσ(i)σ(j) auf eine beliebige Zeile k < i mit den Eintra¨gen rσ(k)σ(j) zu addieren. Da es sich bei
rσ(i)σ(i) um Einheiten handelt, ko¨nnen wir mit diesen sa¨mtliche Eintra¨ge rσ(k)σ(i) der gleichen Spalte
mit k < i annulieren. Fu¨hren wir dies induktiv durch, beginnend bei i = n, so entspricht dies der
Multiplikation mit einer Matrix
u = (uij) ∈ Un(F ).
Wir zeigen nun induktiv, daß u ∈ Uω und
u · ωrω−1 ∈ ωInω−1 ∩B−n (OF ).
Hierzu definieren wir iterativ die Matrizen u(ν) = (u(ν)ij ) ∈ Uω, r(ν) ∈ In wie folgt. Es seien u(0) := 1n
und r(0) := r. Fu¨r ν ≥ 0 sei u(ν+1) = (u(ν+1)ij ) ∈ Un(F ) gegeben durch u(ν+1)ij := δij (Kronecker-Delta)
falls j 6= n− ν oder i ≥ j. Fu¨r j = n− ν und i < j sei
u
(ν+1)
i,n−ν := −
r
(ν)
σ(i)σ(n−ν)
r
(ν)
σ(n−ν)σ(n−ν)
.
Schließlich definieren wir
r(ν+1) := ω−1u(ν+1)ω · r(ν).
Wir sehen nun induktiv, daß r(ν)σ(i)σ(j) = 0 falls j > n − ν und i < j. Desweiteren zeigen wir, daß aus
u(ν) ∈ Uω, stets u(ν+1) ∈ Uω folgt. Ersteres impliziert zuna¨chst r(ν) ∈ In. Betrachten wir die Definition
von u(ν+1), so sind zwei Fa¨lle zu unterscheiden. Wenn σ(i) < σ(n − ν), so ist r(ν)σ(i)σ(n−ν) ∈ OF , falls
σ(i) > σ(n− ν), so ist r(ν)σ(i)σ(n−ν) ∈ p. Das zeigt, daß
u
(ν+1)
i,n−ν ∈
{
OF , falls σ(i) < σ(n− ν),
p, falls σ(i) > σ(n− ν),
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also u(ν+1) ∈ Uω.
Mit
u := u(n−1) · u(n−2) · · ·u(1) ∈ Uω
gilt daher
u · ωrω−1 ∈ ω · In · ω−1 ∩B−n (OF ).
Sei nun s ∈ Rm,n der Repra¨sentant der Nebenklasse
ω−1uω · r · Jm,n.
Dann repra¨sentiert ωs die gleiche Doppelnebenklasse wie ωr und wegen
ωsω−1 ∈ u · ωrω−1 · Jm,n ⊆ B−n (OF )Jm,n,
schließen wir mittels (1.1.3), daß
s ∈ Rωm,n.
Ergo entha¨lt ωRωm,n ein Repra¨sentantensystem der Doppelnebenklassen.
Sei nun
u · ωr ∈ ωs · Jm,n
fu¨r u ∈ Uω, r, s ∈ Rωm,n. Aufgrund der Normalita¨t von Jm,n in GLn(OF ) ist dies a¨quivalent zu
u ∈ ωsω−1 · ωr−1ω−1 · Jm,n.
Nun sind ωsω−1 = (sσ(i)σ(j))ij und ωr−1ω−1 untere Dreiecksmatrizen, mithin folgt
u ∈ U−n (OF )Jm,n.
Das bedeutet, daß
u ≡ 1n (modJm,n),
was zu zeigen war.
Proposition 1.1.2. Bezu¨glich des rechtsinvarianten Haar’schen Maßes auf GLn(F ), welches der ma-
ximalen kompakten Untergruppe GLn(OF ) das Maß 1 zuweist, hat fu¨r jedes e ∈ Zn, ω ∈ Wn und
r ∈ Rωm,n die Menge
Un(OF )pieωrJm,n
ein von ω und r unabha¨ngiges Maß. Im Fall e = 0, m = 2n haben wir∫
Un(OF )ωrJ2n,n
dg =
n∏
ν=1
(
1−N(p)−ν)−1 ·N(f)−n3−n2 .
Beweis. Aufgrund der Normalita¨t von Jm,n in GLn(OF ) haben wir fu¨r jedes r ∈ Rωm,n
Un(OF )pieωrJm,n = Un(OF )pieJm,nωr.
Da wir es mit einem rechtsinvarianten Maß zu tun haben, besitzen all diese Mengen also ein von r
und ω unabha¨ngiges Maß.
Wir haben bekanntlich
(GLn(OF ) : Jm,n) = #GLn(OF /fm) = N(f)mn2 ·
n∏
ν=1
(1−N(p)−ν).
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Weiterhin ist Un(OF )Jm,n eine Gruppe und es gilt
(Un(OF )J2n,n : J2n,n) = (Un(OF ) : Un(OF ) ∩ J2n,n) =
#Un(OF /f2n) = N(f)2n·
n(n−1)
2 = N(f)n
3−n2 .
Hieraus schließen wir, daß
(GLn(OF ) : Un(OF )J2n,n) =
n∏
ν=1
(
1−N(p)−ν) ·N(f)n3+n2 ,
was zu zeigen war.
Wir betrachten nun die Operation des kompakten Torus
Tn :=
(O×F )n
auf GLn(F ), welche fu¨r γ = (γ1, . . . , γn) ∈ Tn durch
γ · : GLn(F )→ GLn(F ), g 7→ γg := g · diag(γ1, . . . , γn)
gegeben ist. Tn operiert in natu¨rlicher Weise auf Rωm,n, indem wir einem r ∈ Rωm,n den Repra¨sentanten
von γr zuordnen. Diese Operation faktorisiert u¨ber
Tm,n := Tn/ (1 + fm)
n
und Tm,n operiert treu auf der Bahn eines jeden r ∈ Rωm,n.
Unter der Voraussetzung, daß σ(n) = n definieren wir desweiteren die fu¨r unseren spa¨teren Induk-
tionsbeweis relevante Menge
R˜ωm,n := {(rij) ∈ Rωm,n | rn1 = fn−1, rnj = −fn−j , 2 ≤ j ≤ n}.
Proposition 1.1.3. Falls2 σ(n) = n, so gilt fu¨r jedes r ∈ R˜ωm,n
#
(
Tm,n · r ∩ R˜ωm,n
)
= N(f)
n(n−1)
2 .
Das bedeutet, daß die Bahn von r unter der Operation von Tn auf Rωm,n genau N(f)
n(n−1)
2 Elemente
aus R˜ωm,n entha¨lt.
Beweis. Der Stabilisator von
(fn−1 + fm,−fn−2 + fm, . . . ,−1 + fm) ∈ OnF / (fm)n
unter der Operation s 7→ s · γ1n von Tn auf OnF / (fm)n ist
(1 + fm−n+1)× (1 + fm−n+2)× · · · × (1 + fm+1)× (1 + fm).
Die Projektion desselbigen auf Tm,n hat die Kardinalita¨t
n∏
j=1
N(f)n−j = N(f)
n(n−1)
2 .
2σ(n) = n impliziert n ≥ 1.
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Wir definieren nun die ebenfalls fu¨r den Induktionsschritt relevante Matrix
Cn :=

1 0 · · · · · · 0
0
. . . . . .
...
...
. . . . . . . . .
...
0 · · · 0 1 0
fn−1 −fn−2 . . . −f −1
 .
Proposition 1.1.4. Unter der Annahme σ(n) = n gilt mit ω˜ := p(ω), r˜ := p(r),
#R˜ωm,n = #R
ω˜
m,n−1.
Genauer induziert die Projektion p eine Bijektion
p : R˜ωm,n → Rω˜m,n−1.
Weiterhin induziert
GLn−1(F )→ GLn(F ), g˜ 7→ j˜(g˜) · Cn
die Umkehrabbildung von p.
Beweis. Wir betrachten die von der Projektion p : Fn×n → Fn−1×n−1 induzierte Abbildung
p : ωR˜ωm,nω
−1 → ω˜Rω˜m,n−1ω˜−1.
Bei ωR˜ωm,nω
−1 als auch bei ω˜Rω˜m,n−1ω˜−1 handelt es sich um untere Dreiecksmatrizen, so daß p wohldefi-
niert ist. Desweiteren ist p wegen Definition von R˜ωm,n bijektiv mit der angegebenen Umkehrabbildung.
Wir haben eine Linearform
λn : Fn×n → F, g 7→ etn · g · φn,
wobei
φn := (f−n, f−(n−1), . . . , f−1)t.
Wir definieren nun die Matrizen
An :=

1 f−1 0 . . . 0
0 1 −f−1 . . . ...
...
. . . . . . . . . 0
...
. . . 1 −f−1
0 . . . . . . 0 1

∈ GLn(F ),
A˜n :=

f−1 0 . . . . . . 0
1 −f−1 . . . ...
0 1 −f−1 . . . ...
...
. . . . . . . . . 0
0 . . . 0 1 −f−1

∈ GLn(F ),
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und
Bn := f · A˜n ∈ In.
Es gelte B1 = C1 = 11 und B0 := 10. Das garantiert uns, daß fu¨r alle n ≥ 0
det(Bn+1Cn+1) = det(Bn). (1.1.5)
Lemma 1.1.5. Fu¨r n ≥ 0 und g ∈ GLn(F ) gilt
w (j(g)Cn+1 ·Dn+1wn+1) · v(g) = ψ(λn(gBn)) · w (j(gBn ·Dnwn)) · v(gBn).
Beweis. Wegen Bn ∈ In genu¨gt es,
ψ(λn(gBn)) · w (j(gBn ·Dnwn)) = w (j(g)Cn+1 ·Dn+1wn+1)
nachzuweisen. Hierzu betrachten wir die Matrix
u = (uij) ∈ Un+1(F ),
welche fu¨r j ≤ n und 1 ≤ i ≤ n+ 1 durch
uij := δij (Kronecker-Delta)
gegeben ist und fu¨r 1 ≤ i ≤ n durch
uin+1 := −gi1 · f−n.
Dann gilt wegen A˜n = ((An+1)ij+1)1≤i,j≤n
u · j(g)Cn+1 ·An+1 =

0
... g · A˜n
0
fn 0 . . . 0
 .
Schließlich haben wir
u · j(g)Cn+1 ·An+1 ·Dn+1wn+1 =

0
g˜
...
0
0 . . . 0 1

mit
g˜ = g · A˜nf ·Dnwn.
Wir erhalten also zusammenfassend
u · j(g)Cn+1 ·An+1 ·Dn+1wn+1 = j (gBn ·Dnwn) .
Wir bemerken nun, daß
wn+1D
−1
n+1 ·An+1 ·Dn+1wn+1 ∈ In+1,
was
j(g)Cn+1 ·An+1 ·Dn+1wn+1 ∈ j(g)Cn+1 ·Dn+1wn+1In+1
impliziert. Fu¨r unsere Iwahori-invariante ψ-Whittakerfunktion bedeutet das
ψ(f−n · gn1) · w (j(gBn ·Dnwn)) = w (j(g)Cn+1 ·Dn+1wn+1) .
Wegen
Bnφn =
(
f−n, 0, . . . , 0
)t
folgt die Behauptung.
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Lemma 1.1.6 (Zentrales Lemma). Fu¨r beliebige n ≥ 0, e ∈ Zn, ω ∈ Wn und m ≥ max{2n, n −
e1/νp(f), . . . , n− en/νp(f)} gilt∑
g∈pieωRωm,n
ψ(λn(g)) · w (j(g ·Dnwn)) · v(g) · χ(det(g)) · ||det(g)||s−
1
2 =
{
N(f)
(m−2n)n(n+1)
2
+ 1
2
Pn
ν=1 5ν
2−3ν ·G(χ)n(n+1)2 · w(1n+1) · v(1n), falls ω = 1n und e = 0,
0, sonst.
Beweis. Wir beweisen dieses Lemma durch Induktion nach n. Falls n = 0, so gilt W0 = GL0(OF ) =
{10}, Rω0 = {10}, Z0 = {0}. Der Fall ω 6= 10 oder e 6= 0 tritt hier niemals ein. Das zeigt den
Induktionsanfang. Sei also n ≥ 1 und die Aussage des Lemmas fu¨r n− 1 wahr.
Wir erinnern daran, daß Tm,n treu auf den Bahnen unter der Operation von Tn auf Rωm,n operiert.
Es sei S ⊆ Tn ein Repra¨sentantensystem von Tm,n. Die Zerlegung von Rωm,n in Bahnen unter dieser
Operation fu¨hrt in natu¨rlicher Weise zu Teilsummen
Z(r) :=
∑
γ∈S
ψ(λn(pieωγr)) · w (j (pieωγr ·Dnwn)) · v(pieωγr) · χ(pieωγr) · ||det(pieωγr)||s−
1
2 ,
wobei r ∈ Rωm,n. Da die Summanden aufgrund unserer Voraussetzung an m unabha¨ngig von der Wahl
von S sind, ist Z(r) per Definitionem konstant auf den Bahnen der Operation von Tn. Insbesondere
verschwindet Z(r) genau dann, wenn es auf der gesamten Bahn von r verschwindet.
Unsere Beweisstrategie besteht nun darin, zuna¨chst einzusehen, in welchen Fa¨llen Z(r) verschwin-
det und hiermit die Gleichung (1.1.9) abzuleiten. Es wird sich zeigen, daß dies uns bereits erlauben
wird, mittels des Lemmas 1.1.5 induktiv das Lemma zu beweisen.
Es gilt
pieωγr ·Dnwn =
pieωr · γ1n ·Dnwn =
pieωr ·Dnwn · (wnγ1nwn) ∈
pieωr ·Dnwn · In,
denn wnγ1nwn ∈ In. Aus dieser Relation ergibt sich, daß
Z(r) = ||det(pie)||s− 12 · χ(pieω) · w (j (pieωr ·Dnwn)) · v(pieω) · χ(r) ·
∑
γ∈S
χ (γ1n) · ψ(λn(pieωγr)).
Nun haben wir
ψ(λn(pieωγr)) =
n∏
ν=1
ψ
(
pienfν−n−1rσ(n)ν · γν
)
,
was uns ∑
γ∈S
χ (γ1n) · ψ(λn(pieωγr)) =
n∏
ν=1
∑
γν∈(OF /fm)×
χ(γν) · ψ
(
pienfν−n−1rσ(n)ν · γν
)
beschert. Aus rσ(n)σ(n) ∈ O×F und mνp(f) ≥ nνp(f) − en ergibt sich daher mittels Gleichung (0.0.1)
die Implikation
en 6= (n− σ(n)) · νp(f) ⇒ Z(r) = 0. (1.1.6)
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Sei also en = (n− σ(n)) · νp(f). Falls σ(n) 6= n, so gilt en > 0 und mithin∣∣∣∣pienfn−n−1rσ(n)n · γn∣∣∣∣ < ∣∣∣∣f−1∣∣∣∣ ,
was wiederum
Z(r) = 0
zur Folge hat. Also du¨rfen wir weiterhin σ(n) = n annehmen, was uns zugleich en = 0 beschert.
Schließlich haben wir fu¨r jedes ν < n nach Gleichung (0.0.1) die Implikation
||rnν || 6=
∣∣∣∣fn−ν∣∣∣∣ ⇒ Z(r) = 0, (1.1.7)
womit wir uns wegen (1.1.3) auf den Fall rn1 = fn−1 und
rnν = −fn−ν , 2 ≤ ν ≤ n,
zuru¨ckziehen ko¨nnen3, denn Z(r) ist konstant auf den Bahnen und in jeder Bahn mit Z(r) 6= 0 existiert
ein Repra¨sentant mit dieser Eigenschaft. Unter diesen Voraussetzungen gilt∑
γ∈S
χ (γ1n) · ψ(λn(pieωγr)) = χ(Bn) ·G(χ)n ·N(f)m·n−n. (1.1.8)
Da desweiteren Z(r) konstant auf den Bahnen ist, folgt aus Proposition 1.1.3, daß∑
g∈pieωRωm,n
ψ(λn(g))w (j(g ·Dnwn)) v(g)χ(g) ||det(g)||s−
1
2 = N(f)−
n(n−1)
2 ·
∑
r∈R˜ωm,n
Z(r). (1.1.9)
Wir haben in (1.1.6) bereits eingesehen, daß∑
g∈pieωRωm,n
ψ(λn(g))w (j(g ·Dnwn)) v(g)χ(g) ||det(g)||s−
1
2 = 0
falls σ(n) 6= n oder en 6= 0. Wir du¨rfen also σ(n) = n und en = 0 annehmen. Daher definieren wir
mit Blick auf den Induktionsschritt e˜ := (eν)1≤ν≤n−1, ω˜ := p(ω) und r˜ := p(r). Dank der Gleichungen
(1.1.5), (1.1.8), Proposition 1.1.4 und Lemma 1.1.5 ergibt sich, daß
∑
r∈R˜ωm,n
Z(r) = χ(Bn) ·G(χ)n ·N(f)m·n−n ·
#R˜ωm,n
#Rω˜m,n−1
·
∑
r˜∈Rω˜m,n−1
∣∣∣∣det(pie˜)∣∣∣∣s− 12 ·χ(j˜(pie˜ω˜r˜)Cn) · w(j(j˜(pie˜ω˜ · r˜)Cn ·Dnwn)) · v(j˜(pie˜ω˜)) = G(χ)nN(f)m·n−n·
∑
r˜∈Rω˜m,n−1
∣∣∣∣det(pie˜)∣∣∣∣s− 12 ·χ(pie˜ω˜r˜Bn−1) ·ψ(λn−1(pie˜ω˜ · r˜Bn−1)) ·w(j(j˜(pie˜ω˜ · r˜Bn−1 ·Dn−1wn−1))) ·v(j˜(pie˜ω˜)).
Da Bn−1 ∈ In−1 permutiert die Multiplikation mit Bn−1 lediglich die zu repra¨sentierenden Doppelne-
benklassen, was ∑
r∈R˜ωm,n
Z(r) = N(f)m·n−n ·G(χ)n·
3im Fall n = 1 gilt also rnn = 1.
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∑
r˜∈Rω˜m,n−1
∣∣∣∣det(pie˜)∣∣∣∣s− 12 · χ(pie˜ω˜) · ψ(λn−1(pie˜ω˜r˜)) · w(j(j˜(pie˜ω˜r˜ ·Dn−1wn−1))) · v(j˜(pie˜ω˜))
zur Folge hat. Aus der Induktionshypothese folgt daher, daß∑
r∈R˜ωm,n
Z(r) = 0,
sofern e 6= 0 oder ω 6= 1n. Fu¨r e = 0 und ω = 1n ergibt sich aus selbiger
N(f)−
n(n−1)
2 ·
∑
r∈R˜ωm,n
Z(r) =
G(χ)n ·G(χ) (n−1)n2 ·N(f)m·n−n(n+1)2 ·N(f) (m−2(n−1))n(n−1)2 + 12
Pn−1
ν=1 5ν
2−3ν · w(1n+1) · v(1n) =
N(f)
(m−2n)n(n+1)
2
+ 1
2
Pn
ν=1 5ν
2−3ν ·G(χ) (n+1)n2 · w(1n+1) · v(1n),
was zu zeigen war.
Schließlich ko¨nnen wir das lokale Birch-Lemma beweisen.
Beweis des lokalen Birch-Lemmas. Wir erinnern an die Definition der Matrix Bn und definieren wei-
terhin
En :=

0 . . . . . . 0 1
... · · · · · · f
... · · · · · · · · ·
...
0 · · · f . . . fn−2
1 −f −f2 . . . −fn−1

.
Dann gilt
E−1n =

0 . . . 0 f 1
... · · · −f · · · 0
0 · · · · · · · · ·
...
−f · · · · · ·
...
1 0 . . . . . . 0

,
sowie
B−1n =

1 0 . . . . . . 0
f −1 . . . ...
f2 −f . . . . . . ...
...
...
. . . . . . 0
fn−1 −fn−2 . . . −f −1

.
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Offensichtlich sind Bn und E−1n eng miteinander verwandt4. Wir interessieren uns fu¨r diese Matrizen,
da
Bn+1h
(f)En+1 = diag
(
f−n, f−(n−2), . . . , fn−2, fn
)
= Dn+1.
Es sei angemerkt, daß Konjugation mit Dn+1 mit der Konjugation mit t−2 identisch ist. Mit dieser
Notation gilt nun
j(Bn) ·B−1n+1 = Cn+1.
Fu¨r das lokale Zeta-Integral aus dem lokalen Birch-Lemma ergibt sich wegen
Bn ∈ In, En+1wn+1 ∈ In+1
und der Rechtsinvarianz des Maßes mit der Substitution g 7→ gBn∫
Un(F )\GLn(F )
w
(
j(g) · h(f)
)
· v(g) · χ(g) · ||det(g)||s− 12 dg =
χ(det(Bn)) ·
∫
Un(F )\GLn(F )
w (j(g)Cn+1 ·Dn+1ωn+1) · v(g) · χ(g) · ||det(g)||s−
1
2 dg.
Nach Lemma 1.1.5 ist dies gleich∫
Un(F )\GLn(F )
ψ(λn(gBn)) · w (j(gBn ·Dnwn)) · v(gBn) · χ(gBn) · ||det(g)||s−
1
2 dg.
Die erneute Substitution g 7→ gB−1n transformiert letzteres Integral in die Form∫
Un(F )\GLn(F )
ψ(λn(g)) · w (j(g ·Dnwn)) · v(g) · χ(g) · ||det(g)||s−
1
2 dg.
Die Propositionen 1.1.1 und 1.1.2 zeigen, daß dieses Integral als endliche Summe im Sinne des Lemma
1.1.6 ausgewertet werden kann. Wa¨hlen wir m(0) = 2n, so schließt Formel (C.0.4) aus Anhang C
schließlich den Beweis der Behauptung ab.
1.2 Ein allgemeines globales Birch-Lemma
In diesem Abschnitt sei k ein beliebiger Zahlko¨rper. Es seien nun pi und σ irreduzible cuspidale auto-
morphe Darstellungen von GLn(Ak) beziehungsweise GLn−1(Ak). Mit S∞ ⊂ Mk bezeichnen wir die
Menge der unendlichen Primstellen von k. Es sei S ⊂Mk die endliche Menge der endlichen Primstellen,
an welchen pi oder σ verzweigt sind. Desweiteren sei p eine feste Primzahl.
Wir mo¨chten die Variation der Rankin-Selberg-Faltung von pi und σ unter Twists mit Charakteren
studieren, deren Fu¨hrer f eine p-Potenz teilt und welche durch keine der Primideale in S teilbar sind.
4Es bezeichne di die n × n-Diagonalmatrix, welche sich von der Einheitsmatrix nur an der Stelle (i, i) unterscheidet
und dort den Eintrag −1 hat. Dann haben wir die Relation
d1BndnEnd1 = −wn.
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Rankin-Selberg-Faltungen
Fu¨r jede endliche Primstelle q von k wa¨hlen wir einen festen additiven Charakter ψq : kq → C× mit
Kern Okq . Wir wa¨hlen weiterhin auch an den unendlichen Primstellen von k nichttriviale additive
Charaktere der Komplettierungen, so daß ψ := ⊗
v∈Mk
ψv ein additiver Charakter von k\Ak ist (siehe
beispielsweise [Wei67, chapter IV, §1]).
Zu einer endlichen Primstelle q ∈Mk mit Restklassenko¨rperkardinalita¨t q haben wir fu¨r ein belie-
biges Paar
(wq, vq) ∈ W (piq, ψq)×W (σq, ψ−1q )
von Whittakerfunktionen im Sinne von [JPSS83] das Zetaintegral
Ψ(wq, vq, s) :=
∫
Un−1(kq)\GLn−1(kq)
wq
((
g
1
))
vq(g) ||det(g)||s−
1
2
q dg. (1.2.1)
Nach [JPSS79a, JPSS79b, JPSS83] konvergiert dieses Integral absolut fu¨r Re(s) ausreichend groß.
Desweiteren ist dieses Integral eine von Null verschiedene rationale Funktion in q−s und setzt sich
insbesondere meromorph auf ganz C fort. Schließlich spannt die Gesamtheit dieser Integrale ein ge-
brochenes Ideal in C(qs) bezu¨glich des Teilringes C[q−s, qs] auf. Jeder Erzeuger T (s) dieses Ideals ist
von der Gestalt
T (s) = P (q−s)−1
mit einem Polynom P (X) ∈ C[X]. Nun ist die lokale L-Funktion L(s, piq × σq) als derjenige Erzeuger
definiert, fu¨r welchen P (0) = 1 gilt [JPSS83]. Die Funktion L(s, piq×σq) ist unabha¨ngig von der Wahl
des additiven Charakters ψq. Im Allgemeinen ist L(s, piq×σq) selbst kein Integral Ψ(wq, vq, s) der Form
(1.2.1), sondern lediglich eine endliche Summe solcher Integrale. Um diesem Sachverhalt Rechnung zu
tragen, definieren wir mittels der Bilinearita¨t von Ψ(wq, vq, s) die Abbildung
Ψ : W (piq, ψq)⊗W (σq, ψ−1q )→ C(qs), wq ⊗ vq 7→ Ψ(wq, vq, s).
Dann existiert stets ein guter Tensor t0q ∈ W (piq, ψq)⊗W (σq, ψ−1q ) mit
L(s, piq × σq) = Ψ(t0q, s).
Falls piq und σq unverzweigt sind, ko¨nnen wir t0q = w
0
q ⊗ v0q mit den entsprechenden Neuvektoren5
w0q und v
0
q von piq beziehungsweise σq wa¨hlen. Das bedeutet, daß fu¨r q 6∈ S die lokale L-Funktion
tatsa¨chlich selbst ein Integral der Form (1.2.1) ist. Nach Shintanis expliziten Formeln [Shi76b] (siehe
auch [JS81a, Section 2]) gilt daher insbesondere
L(s, piq × σq) = det(1n(n−1) −N(q)−sApiq ⊗Aσq)−1,
fu¨r alle q 6∈ S ∪ S∞, wobei Apiq und Aσq die entsprechenden Satakeparameter sind6.
Es sei nun (w, v) ∈ W0(pi, ψ) ×W0(σ, ψ−1) ein Paar globaler Whittakerfunktionen mit Faktorisie-
rungen w = ⊗
v
wv, v = ⊗
v
vv. Es bezeichne
φ(g) =
∑
γ∈Un−1(k)\GLn−1(k)
w
((
γ
1
)
g
)
(1.2.2)
5dies sind die eindeutigen durch w0q(1n) = 1 (v
0
q(1n−1) = 1) normalisierten GLn(Okq)-Fixvektoren (beziehungsweise
GLn−1(Okq)-Fixvektoren). Jacquet und Shalika nennen sie essential elements [JS81a, Section 2.2], Shintani [Shi76b]
nennt sie class-1.
6Mit anderen Worten: da piq unverzweigt und generisch ist, gilt piq ∼= IndBn(kq)GLn(kq)(µ1 ⊗ · · · ⊗ µn) mit unverzweigten
Charakteren µ1, . . . , µn von k
×, [Zel80]. Dann gilt Aq = diag(µ1($), . . . , µn($)) mit einem beliebigen Erzeuger $ von
q. Analoges gilt fu¨r σq.
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die zu w assoziierte automorphe Form auf GLn(Ak) und entsprechend ϕ die zu v assoziierte automorphe
Form auf GLn−1(Ak) (siehe bspw. [CPS04]). Dann konvergiert fu¨r Re(s) ausreichend groß das Produkt∏
v∈Mk
Ψ(wv, vv, s) =
∫
GLn−1(k)\GLn−1(Ak)
φ
((
g
1
))
ϕ(g) ||det(g)||s− 12 dg
der lokalen Zetaintegrale absolut und dieses setzt sich auf ganz C analytisch fort, denn durch das glo-
bale Rankin-Selberg-Integral ist eine analytische Fortsetzung auf ganz C gegeben [CPS94, Proposition
6.1], [JS81b, Section 3.3].
Durch lineare Fortsetzung erhalten wir mittels der Zuordnung
(⊗
v
wv)⊗ (⊗
v
vv) 7→ [s 7→
∏
v∈Mk
Ψ(wv, vv, s)]
eine C-lineare Abbildung auf dem algebraischen Tensorprodukt W0(pi, ψ)⊗W0(σ, ψ−1). Im Bild dieser
Abbildung liegt die globale L-Funktion
L(s, pi × σ) =
∏
v
L(s, piv × σv),
modulo der Gammafaktoren. Genauer existiert nach [JS90] fu¨r jede Wahl von (wv, vv) fu¨r v ∈ S∞ eine
ganze Funktion P , so daß
P (s) · L(s, pi × σ) =
∏
v∈S∞
Ψ(wv, vv, s) ·
∏
q∈Mk−S∞
Ψ(t0q, s).
U¨ber P (s) wissen wir, daß es ein Produkt lokaler Integrale ist, welche von den Whittakerfunktionen
(wv, vv) fu¨r archimedisches v ∈ S∞ abha¨ngen. Variieren wir diese Whittakerfunktionen, so ko¨nnen wir
hiermit P (s) beeinflussen. Nach [CPS04, Theorem 1.2,(ii)] existiert zu jedem s0 eine Wahl von (wv, vv)
fu¨r v ∈ S∞, so daß P (s0) 6= 0 ist. Als Konsequenz hieraus ergibt sich, daß die lokalen L-Funktionen an
den archimedischen Stellen ebenfalls endliche Summen von Rankin-Selberg-Integralen sind [CPS04,
Theorem 1.3].
Wir werden jedoch die Whittakerfunktionen an den archimedischen Stellen fu¨r unsere Zwecke nicht
beliebig wa¨hlen ko¨nnen. Daher wird uns die Frage, ob P (12) 6= 0 spa¨ter noch bescha¨ftigen.
Da wir an den Stellen v ∈ S nicht davon ausgehen ko¨nnen, daß die entsprechenden guten Ten-
soren t0v reine Tensoren sind, liefert die Darstellung dieser Tensoren als Summe reiner Tensoren eine
Darstellung
⊗
v∈S∞
(wv ⊗ vv)⊗⊗
q
t0q =
∑
ι
wι ⊗ vι,
wobei jedes wι ⊗ vι ein Produkt aus reinen Tensoren ist. Bezu¨glich der assoziierten automorphen
Formen (φι, ϕι) erhalten wir daher die Integraldarstellung
P (s) · L(s, pi × σ) =
∑
ι
∫
GLn−1(k)\GLn−1(Ak)
φι (j(g))ϕι(g) ||det(g)||s−
1
2 dg.
Ein allgemeines globales Birch-Lemma
Es sei f 6= 1 ein Ideal im Ganzheitsring Ok von k, welches eine p-Potenz teilt und welches durch
keines der Primideale in S teilbar ist. Fu¨r einen beliebigen Erzeuger f von7 f E Ok ⊗Z Zp definieren
7mit f bezeichnen wir den Abschluß von f in dem mit der Produkttopologie verstehenen Raum
Q
p|pOkp ∼= Ok⊗ZZp.
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wir h(f) ∈ GLn(Ak) analog zum vorigen Abschnitt, wobei h(f) an sa¨mtlichen Stellen v - f trivial8 sei
und an den u¨brigen Stellen dem Element h(f) des Abschnittes 1.1 entspricht. Mit j : GLn−1 → GLn
bezeichnen wir analog die kanonische Einbettung.
Allgemeines globales Birch-Lemma. Es sei χ = ⊗
v
χv ein Quasicharakter der Idelklassengruppe
von k mit nichttrivialem Fu¨hrer f, welcher eine p-Potenz teilt und durch keines der Primideale in S
teilbar ist. Weiterhin nehmen wir an, daß χv fu¨r alle v | ∞ trivial ist.
Fu¨r jede Wahl von (wv, vv) fu¨r archimedisches v ∈ S∞ und fu¨r jede Stelle p | f und jedes unter der
entsprechenden Iwahorigruppe rechtsinvariante Paar (wp, vp) gilt dann mit der entsprechenden ganzen
Funktion P ,
P (s) ·
∏
p|f
wp(1n) · vp(1n−1) ·
n−1∏
i=1
(
1−N(p)−i)−1 ·G(χ)n(n−1)2 · L(s, (pi ⊗ χ)× σ) =
N(f)
Pn−1
k=1 k(n−k) ·
∑
ι
∫
GLn−1(k)\GLn−1(Ak)
φι
(
j(g) · h(f)
)
· ϕι(g) · χ(det(g)) · ||det(g)||s−
1
2 dg.
Es sei erwa¨hnt, daß die Voraussetzung an die reellen archimedischen Komponenten von χ gewiß
erfu¨llt sind, falls χ an selbigen Stellen trivial ist. Dies ist jedoch nicht zwangsla¨ufig fu¨r jedes pi not-
wendig.
Beweis. Sei q - f eine endliche Primstelle. Fu¨r jeden guten Tensor t0q fu¨r (piq, σq) ist χq(det) · t0q ein
guter Tensor fu¨r (piq ⊗ χq, σq). Wir haben also
L(s, (piq ⊗ χq)× σq) = Ψ(χq(det) · t0q, s).
Fu¨r p | f ergibt sich
L(s, (pip ⊗ χp)× σp) = 1,
denn pip und σp sind unverzweigt, χp jedoch nicht. Fu¨r die spezielle Whittakerfunktion wp,χp ∈ W (pip⊗
χp, ψp), welche durch
g 7→ χp(det(g)) · wp
(
g · h(fp)
)
gegeben ist, haben wir aufgrund des allgemeinen lokalen Birch-Lemmas
Ψ(wp,χ, vp, s) = wp(1n) · vp(1n−1) ·
n−1∏
i=1
(
1−N(p)−i)−1 ·N(f)−Pn−1k=1 k(n−k) ·G(χp)n(n−1)2 .
Wir sto¨pseln nun die lokalen Whittakerfunktionen zu einer globalen Whittakerfunktion
wι,χ := ⊗
v∈S∞
wv ⊗ (⊗
p|f
wp,χp)⊗ (⊗
q-f
χq(det) · wι,q)
zusammen und erhalten, wegen unserer Voraussetzung an den reellen Stellen, sowie aufgrund der
Definition von wp,χ,
wι,χ(g) = χ(det(g)) · wι
(
g · h(f)
)
.
Nach (1.2.2) gilt daher fu¨r die zu wι,χ assoziierte automorphe Form φι,χ die Formel
φι,χ(g) = χ(det(g)) · φι(g · h(f)).
8das bedeutet die Einheitsmatrix
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Das zeigt, daß auf der rechten Seite der Formel unseres Lemmas nichts anderes als die Rankin-Selberg-
Faltung von φι,χ und ϕι auftritt.
Dank ∏
p|f
G(χp) = G(χ)
steht auf der linken Seite das der Summe dieser Faltungen entsprechende Eulerprodukt, welches in einer
rechten Halbebene absolut konvergiert und dort mit der rechten Seite der Gleichung u¨bereinstimmt9.
Damit gilt unsere Gleichung aufgrund der analytischen Fortsetzbarkeit beider Seiten auch auf ganz C,
was zu zeigen war.
An diesem Beweis ist ersichtlich, daß die Voraussetzung, daß die Primteiler von f die gleiche Rest-
klassenko¨rpercharakteristik p haben, eine Annahme ist, welche lediglich die Formulierung vereinfacht.
Es wa¨re zweifellos mo¨glich, auf die gleiche Weise eine allgemeinere Aussage fu¨r allgemeine Ideale f 6= 0
zu erhalten. Dies trifft ebenfalls auf alle anderen Aussagen dieses Abschnittes zu.
Es seien Uq := Gm(OFq) fu¨r nichtarchimedische Stellen q ∈Mk, Uv := Gm(kv)0 fu¨r archimedische
Stellen v ∈ S∞ definiert. Fu¨r ein Idel α ∈ A×k bezeichne mit dieser Notation Cα,f das Urbild von
k×\k× · α · (1 + f) ·
∏
v-f
Uv,
unter der Determinantenabbildung
det : GLn−1(k)\GLn−1(Ak)→ k×\A×k .
Schließlich fu¨hren wir die Notation εx := diag(x, 1, . . . , 1) ∈ GLn(Ak) fu¨r x ∈ A×k ein. Wir haben
folgendes
Korollar 1.2.1. Fu¨r jedes χ von endlicher Ordnung gilt
P (
1
2
) ·
∏
p|f
wp(1n) · vp(1n−1) ·
n−1∏
i=1
(
1−N(p)−i)−1 ·G(χ)n(n−1)2 · L(1
2
, (pi ⊗ χ)× σ) =
N(f)
Pn−1
k=1 k(n−k) ·
∑
ι,α
χ(α) ·
∑
x
χ(x) ·
∫
Cα,f
φι
(
j(g) · εx · h(f)
)
· ϕι(g)dg.
Dabei durchla¨uft α ein Repra¨sentantensystem der Klassengruppe k×\A×k /
∏
v Uv und x ∈ (Ok⊗ZZp)×
ein Repra¨sentantensystem von
(
(Ok ⊗Z Zp)/f
)×.
Es sei angemerkt, daß k×\A×k /
∏
v Uv nicht nur die klassische Idealklassengruppe von k als Fak-
torgruppe besitzt, sondern als Kern dieses Epimorphismus auch die Gruppe(
O×k /O×k,+
)
\ (Gm(kR)/Gm(kR)0) ∼= (O×k /O×k,+) \ ∏
v reell
(
R×/(R×)0
)
entha¨lt. Hierbei bezeichnet O×k,+ = O×k ∩Gm(kR)0 die Untergruppe der total positiven Elemente in
O×k .
9Hier geht ein weiteres mal unsere Voraussetzung an den reellen Stellen ein, denn P bleibt aufgrund dieser invariant.
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Beweis. Der Beweis beruht auf der disjunkten Zerlegung
GLn−1(k)\GLn−1(Ak) =
⊔
x,α
Cα,f · εx,
wobei x ein Repra¨sentantensystem von
(
(Ok ⊗Z Zp)/f
)× durchla¨uft und wir die Diagonalmatrix wie
im globalen Birch-Lemma als Element von GLn−1(Ak) verstehen. Insbesondere betrifft diese Zerlegung
bezu¨glich x lediglich die p-Komponenten fu¨r p | f.
Es gilt fu¨r jedes g ∈ GLn−1(Ak) zuna¨chst nach (1.2.2)
ϕι(g · εx) =
∑
γ∈Un−2(k)\GLn−2(k)
vι
((
γ
1
)
g · εx
)
=
∑
γ∈Un−2(k)\GLn−2(k)
vι
((
γ
1
)
g
)
= ϕι(g).
Nun nimmt χ(det ·) auf jeder Nebenklasse konstant den Wert χ(αx) an. Daher erhalten wir∫
(Cα,f)·εx
φι
(
j(g) · h(f)
)
· ϕι(g) · χ(det(g))dg =
χ(α · x) ·
∫
Cα,f
φι
(
j(g · εx) · h(f)
)
· ϕι(g)dg =
χ(α · x) ·
∫
Cα,f
φι
(
j(g) · εx · h(f)
)
· ϕι(g)dg.
Mehr ist nicht zu zeigen.
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Kapitel 2
Heckeoperatoren und Distributionen
In diesem Kapitel konstruieren wir mittels der Periodenintegrale des globalen Birch-Lemmas eine
C-wertige Distribution, welche die speziellen Werte der Rankin-Selberg-L-Funktion interpoliert. Die
Distributionenrelation wird sich aus der Aktion einer modifizierten Hecke-Algebra ergeben, welche in
natu¨rlicher Weise eine Erweiterung der Standard-Hecke-Algebra ist. Unser Vorgehen ist eine Synthese
aus [KMS00, section 4] und [Sch01, section 3].
2.1 Hecke-Paare und Erweiterungen von Hecke-Algebren
Fu¨r elementare Grundlagen von Heckeoperatoren sei auf [Shi71, chapter 3] und [Miy89, chapter 2,
§7] verwiesen. Es sei G eine Gruppe. Ein Hecke-Paar (R,S) (in G) besteht aus einer Untergruppe
R ≤ G und einer Unterhalbgruppe S ⊆ G mit RS = SR = S und der weiteren Eigenschaft, daß
jede Doppelnebenklasse RsR fu¨r s ∈ S eine endliche Vereinigung von Rechts- oder Linksnebenklassen
modulo R ist.
Die Bedingung RS = SR ist stets erfu¨llt, wenn S = G. Die zweite Bedingung ist stets erfu¨llt, wenn
G eine topologische Gruppe und R eine kompaktoffene Untergruppe ist.
Ist (R,S) ein Hecke-Paar, so la¨ßt sich der freie Z-Modul HZ(R,S) u¨ber der Menge aller Doppelne-
benklassen RsR in den freien Z-Modul RZ(R,S) u¨ber allen Rechtsnebenklasen sR, s ∈ S, einbetten,
wobei
RsR =
⊔
i
siR 7→
∑
i
siR.
Identifizieren wir HZ(R,S) mit seinem Bild, so entspricht HZ(R,S) den R-Invarianten unter der
Aktion
R×RZ(R,S)→ RZ(R,S), (r, sR) 7→ rsR.
Schließlich wird HZ(R,S) eine assoziative Z-Algebra vermo¨ge der Multiplikation(∑
i
siR
)
·
∑
j
tjR
 :=∑
i,j
sitjR.
Diese Algebra ist genau dann unita¨r1, wenn R ∩ S 6= ∅. Fu¨r einen beliebigen kommutativen Ring A
setzen wir
HA(R,S) := HZ(R,S)⊗Z A.
1besitzt ein Einselement
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Dies ist eine assoziative Algebra u¨ber A. Die Elemente sind formale Linearkombinationen von Doppel-
nebenklassen mit Koeffizienten aus A. Wir definieren H(R,S) := HC(R,S) und nennen dies schlicht
die Hecke-Algebra zum Paar (R,S).
Ist G eine lokalkompakte Gruppe und K ≤ G eine kompaktoffene Untergruppe, so ist (K,G)
ein Hecke-Paar. In diesem Fall entspricht RZ(K,G) dem Z-Modul der lokalkonstanten rechts-K-
invarianten Abbildungen f : G → Z mit kompaktem Tra¨ger und HZ(K,G) ist der Untermodul der
ebenfalls links-K-invarianten Abbildungen. Die Algebrenverknu¨pfung entspricht dann der Faltung
α ∗ β : x 7→
∫
G
α(g)β(xg−1)dg,
wobei dg das rechts-invariante Haar’sche Maß auf G bezeichnet, welches K das Maß 1 zuweist. Diese
Interpretation ist im U¨brigen auf jede Hecke-Algebra HA(R,S) u¨ber einem beliebigen Teilring A ⊆ C
anwendbar.
Da die uns interessierenden Hecke-Algebren stets diesen topologischen Ursprung haben, formulieren
wir die elementare
Proposition 2.1.1. Es sei G eine lokalkompakte Gruppe, H ≤ G eine abgeschlossene Untergruppe,
K ≤ G eine kompaktoffene Untergruppe, L = H ∩K und HK = G. Dann ist durch die Einschra¨nkung
α 7→ α|H
ein A-Algebrenmonomorphismus HA(K,G)→ HA(L,H) gegeben.
Beweis. Die Wohldefiniertheit als Abbildung, die A-Linearita¨t, als auch die Injektivita¨t sind klar.
Es bleibt die Vertra¨glichkeit der Multiplikation einzusehen. Hierzu bezeichne dg das rechts-invariante
Haar’sche Maß auf G, welches K das Maß 1 zuweist und entsprechend dh das rechts-invariante Maß
auf H, welches L das Maß 1 zuweist. Fu¨r x ∈ H ist die Identita¨t∫
G
α(g)β(xg−1)dg =
∫
H
α(h)β(xh−1)dh,
zu zeigen. Um dies einzusehen, du¨rfen wir uns auf den Fall α = 1KaK , β = 1KbK zuru¨ckziehen, wobei
aufgrund unserer Voraussetzung HK = G sogar a, b ∈ H angenommen werden kann. Nun induziert
die Inklusion H → G eine Bijektion
L\LaL ∩ Lb−1Lx ∼= K\KaK ∩Kb−1Kx,
was aufgrund der Rechtsinvarianz und der Normierung der Maße die Behauptung beweist.
2.2 Die modifizierte Hecke-Algebra
Es sei p eine beliebige endliche Stelle eines Zahlko¨rpers k. Die Hecke-Algebra zum Paar (K,G) mit
K = GLn(Okp) und G = GLn(kp) ist die Standard-Hecke-Algebra zu p. Sie ist kanonisch isomorph zur
Algebra der K-bi-invarianten Abbildungen G→ C mit kompaktem Tra¨ger. Nach Tamagawa [Tam63]
(siehe auch [Sat63, Theorem 6], [Car79, section 4.2, Theorem 4.1]) haben wir den Isomorphismus (die
sogenannte Satake-Abbildung)
S : H(K,G)→ C[X±11 , . . . , X±1n ]Sn ,
Tν 7→ N(p)
ν(ν+1)
2 · σν(X1, . . . , Xn), (0 ≤ ν ≤ n)
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wobei die symmetrische Gruppe Sn wie u¨blich durch Permutation der Xi operiert,
Tν := K
(
1n−ν 0
0 $ · 1ν
)
K
unabha¨ngig vom Primelement $ ist und σν das elementarsymmetrische Polynom vom Grad ν in
den Variablen X1, . . . , Xn bezeichnet [Bou98, chapitre IV, §6, no. 1]. Insbesondere sind die Hecke-
Operatoren Tν algebraisch unabha¨ngig.
Wie zuvor bezeichne Bn(kp) die Standard-Boreluntergruppe von GLn(kp). Wir definieren KBp :=
Bn(kp) ∩K = Bn(Okp). Die parabolische Hecke-Algebra ist definiert als HBp := H(KBp , Bn(kp)). Die
Iwasawazerlegung [IM65, Proposition 2.33], [Sat63, Section 8.2] zeigt, daß die Voraussetzungen von
Proposition 2.1.1 erfu¨llt sind. Daher ist HBp eine Ringerweiterung von Hp := H(K,G), vermo¨ge der
Einbettung  : Hp → HBp , welche explizit durch∑
i
ai · giK 7→
∑
i
ai · giKBp
gegeben ist, wobei gi ∈ Bn(kp), was dank Iwasawazerlegung angenommen werden darf.
In HBp haben wir die Hecke-Operatoren
Ui := KBp
1i−1 0 00 $ 0
0 0 1n−i
KBp ,
welche paarweise kommutieren [Gri92, Lemma 2]. U¨ber HBp zerfa¨llt nach [Gri92, Theorem 2] das
Hecke-Polynom2
Hp(X) :=
n∑
ν=0
(−1)ν N(p) (ν−1)ν2 TνXn−ν ∈ Hp(X)
in Linearfaktoren
Hp(X) =
n∏
i=1
(X − Ui).
Wir definieren wie in [KMS00, section 4] fu¨r 1 ≤ ν ≤ n die Operatoren
Vp,ν := N(p)−
(ν−1)ν
2 · U1U2 · · ·Uν ∈ HBp ,
sowie
t(p) := diag($
n−1, $n−2, . . . , 1).
In vollsta¨ndiger Analogie zu [KMS00, Lemma 4.1] haben wir das folgende
Lemma 2.2.1. Es gilt
Vp,ν = KBp
(
$ · 1ν 0
0 1n−ν
)
KBp =
⊔
A
(
$ · 1ν A
0 1n−ν
)
KBp ,
wobei A ∈ Oν×n−νkp ein Repra¨sentantensystem modulo p durchla¨uft. Desweiteren kommutieren die
Hecke-Operatoren Vp,ν und es gilt
KBpt(p)KBp =
n−1∏
ν=1
Vp,ν =
⊔
u
ut(p)KBp ,
wobei u ein Repra¨sentantensystem von Un(Okp)/t(p)Un(Okp)t−1(p) durchla¨uft.
2Gritsenko betrachtet Qn(t) = t
nHp(t
−1).
30 KAPITEL 2. HECKEOPERATOREN UND DISTRIBUTIONEN
Beweis. Fu¨r jedes
B =
(
Bν,ν B
′
ν,n−ν
0 B′′n−ν,n−ν
)
∈ KBp
gilt
B ·
(
$ · 1ν 0
0 1n−ν
)
=
(
$ ·Bν,ν B′ν,n−ν
0 B′′n−ν,n−ν
)
sowie (
$ · 1ν 0
0 1n−ν
)
·B =
(
$ ·Bν,ν $ ·B′ν,n−ν
0 B′′n−ν,n−ν
)
,
was die zweite Identita¨t der ersten Behauptung zeigt. Analog ergibt sich
Ui =
⊔
a
1i−1 0 00 $ a1, . . . , an−i
0 0 1n−i
KBp ,
wobei
a = (a1, . . . , an−i) ∈ On−ikp
ein Repra¨sentantensystem modulo p durchla¨uft. Hieraus folgt induktiv die behauptete erste Identita¨t.
Die Operatoren Vp,ν liegen in dem Teilring von HBp , welcher als C-Vektorraum von der Gesamtheit
der Operatoren
U i11 · U i22 · · ·U inn
mit 0 ≤ in ≤ in−1 ≤ · · · ≤ i1 erzeugt wird. Dieser ist, wie bereits angemerkt, kommutativ3, weswegen
die Vp,ν kommutieren.
Die zweite Behauptung ergibt sich induktiv durch ein ganz analoges Argument, wenn wir die
Notation
t
(ν)
(p) := diag($
ν−1, $ν−2, . . . , $1, 1) ∈ GLν(kp)
einfu¨hren. Mit
u(A1, . . . , An−1) :=
(
1 t(1)(p)A1
0 1n−1
)(
12 t
(2)
(p)A2
0 1n−2
)
· · ·
(
1n−1 t
(n−1)
(p) An−1
0 1
)
gilt dann
n−1∏
ν=1
Vp,ν =
∑
A1,...,An−1
u(A1, . . . , An−1) · t(p) ·KBp ,
sofern Ai ein Repra¨sentantensystem von Oν×n−νkp modulo p durchla¨uft. Induktiv ergibt sich, daß hierbei
u(A1, . . . , An−1) ein Repra¨sentantensystem von Un(Okp)/t(p)Un(Okp)t−1(p) durchla¨uft, was zu zeigen
war.
Es bezeichne Mp den C-Vektorraum der C-wertigen rechts-KBp-invarianten Abbildungen auf
GLn(kp). Die Hecke-Algebra HBp operiert von links aufMp vermo¨ge
HBp ×Mp →Mp(∑
i
ai · giKBp , ψ
)
7→
∑
i
ai · [g 7→ ψ(ggi)].
3Was sich unmittelbar aus der expliziten Beschreibung der Operatoren Ui ergibt.
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Es bezeichne
Vp,0 := KBp1nKBp
das Neutralelement von HBp . Wir haben wie [KMS00, Lemma 4.3] das
Lemma 2.2.2. Fu¨r jedes λ ∈ C gilt
n∏
ν=1
(λN(p)1−νVp,ν−1 − Vp,ν) = N(p)−
n(n−1)
2
n−1∏
ν=0
Vp,ν ·Hp(λ).
Beweis. Fu¨r 1 ≤ ν ≤ n gilt nach Definition
Vp,ν = N(p)1−νVp,ν−1Uν .
Daher erhalten wir
λN(p)1−νVp,ν−1 − Vp,ν = N(p)1−ν · Vp,ν−1 · (λ− Uν).
Nach Lemma 2.2.1 kommutiert Vp,ν mit diesem Ausdruck, weswegen wir durch Umsortieren die Iden-
tita¨t
n∏
ν=1
(λN(p)1−νVp,ν−1 − Vp,ν) = N(p)−
n(n−1)
2
n−1∏
ν=0
Vp,ν ·
n∏
ν=1
(λ− Uν)
erhalten, was zu zeigen war.
In vollsta¨ndiger Analogie zu [KMS00, Proposition 4.2] gilt schließlich die
Proposition 2.2.3. Es seien λ = (λ1, . . . , λn−1) ∈ Cn−1 und ψ ∈Mp so daß
∀ν = 1, 2, . . . , n− 1 : Hp(λν) · ψ = 0.
Dann ist
ψλ :=
n−1∏
i=1
n∏
j=1
j 6=i
(λiN(p)1−jVp,j−1 − Vp,j) · ψ
eine simultane Eigenfunktion von Vp,1, . . . , Vp,n−1. Genauer gilt mit
ην := N(p)−
ν(ν−1)
2
ν∏
i=1
λi
fu¨r 1 ≤ ν ≤ n− 1 die Relation
Vp,ν · ψλ = ην · ψλ.
Beweis. Nach Lemma 2.2.2 impliziert unsere Voraussetzung, daß
n∏
j=1
(λiN(p)1−jVp,j−1 − Vp,j) · ψ = 0.
fu¨r 1 ≤ i ≤ n − 1. Wir beweisen die Behauptung durch Induktion u¨ber ν. Es gilt η1 = λ1, weswegen
nach obiger Beobachtung
(η1 − Vp,1) · ψλ = (λ1 − Vp,1) ·
n−1∏
i=1
n∏
j=1
j 6=i
(λiN(p)1−jVp,j−1 − Vp,j) · ψ =
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n−1∏
i=2
n∏
j=1
j 6=i
(λiN(p)1−jVp,j−1 − Vp,j) ·
n∏
µ=1
(λ1N(p)1−µVµ−1 − Vp,µ) · ψ = 0.
Das zeigt den Induktionsanfang µ = 1. Unter der Annahme, daß fu¨r 1 ≤ µ ≤ ν − 1
(ηµ − Vp,µ) · ψλ = 0
gilt, erhalten wir wegen
ην = ην−1 · λν N(p)1−ν
die Relation
ηνψλ = λν N(p)1−ν · ην−1 · ψλ = λν N(p)1−νVp,ν−1 · ψλ.
Damit ergibt sich schließlich
(ην − Vp,ν) · ψλ = (λν N(p)1−νVp,ν−1 − Vp,ν) · ψλ = 0
aus dem gleichen Grund wie im Fall ν = 1.
2.3 Konstruktion der Distribution
Wir nehmen an, daß die automorphen Darstellungen pi und σ bei p unverzweigt und kohomologisch
sind. Das impliziert, daß sowohl pip als auch σp bereits u¨ber einem Zahlko¨rper definiert sind [Clo90,
The´ore`me 3.13 beziehungsweise Proposition 3.16]. Daher sind die Nullstellen
λp,1, . . . , λp,n ∈ Q
beziehungsweise
αp,1, . . . , αp,n−1 ∈ Q
der entsprechenden Heckepolynome Hp von pip beziehungsweise σp bei p algebraisch. Wir nennen pi
beziehungsweise σ bei p ordina¨r, wenn (bei geeigneter Nummerierung) fu¨r 1 ≤ i ≤ n− 1
||λp,i||p = ||N(p)||i−1p
beziehungsweise fu¨r 1 ≤ j ≤ n− 2
||αp,j ||p = ||N(p)||j−1p
gilt. Wir schreiben
λ(p) =: (λp,1, . . . , λp,n−1) ∈ Qn−1,
sowie
α(p) =: (αp,1, . . . , αp,n−2) ∈ Qn−2,
und weiterhin
κλ(p) :=
n−1∏
ν=1
λn−νp,ν ,
κα(p) :=
n−2∏
ν=1
αn−1−νp,ν ,
κˆλ(p) := N(p)
−n(n−1)(n−2)
6 · κλ(p),
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κˆα(p) := N(p)
− (n−1)(n−2)(n−3)
6 · κα(p).
Bei κˆλ(p) und κˆα(p) handelt es sich im Fall der Ordinarita¨t gema¨ß Gleichung (C.0.3) aus Anhang C
um p-adische Einheiten. Wir nehmen im Folgenden an, daß die Eigenwerte nicht verschwinden, womit
auch κˆλ(p) und κˆα(p) nicht verschwinden.
Wir du¨rfen anehmen, daß die automorphen Formen φι beziehungsweise ϕι aus der Integraldarstel-
lung des globalen Birchlemmas, nach Fouriertransformation bei p jeweils class-1-Whittakerfunktionen
im Sinne Shintanis entsprechen. Dann sind φι und ϕι normalisierte Eigenvektoren der entsprechenden
Hecke-Algebren Hp bei p zu den obigen Eigenwerten. Wir betrachten nun die im Sinne von Proposi-
tion 2.2.3 modifizierten automorphen Formen φ˜ι beziehungsweise ϕ˜ι. Dann ist φ˜ι ein Eigenvektor des
Operators
Vp := Vp,1 · · ·Vp,n−1
mit Eigenwert κˆλ(p). Entsprechend ist ϕ˜ι eine Eigenvektor zum Eigenwert κˆα(p).
Fu¨r eine nichttriviale p-Potenz f definieren wir
κ(f) :=
N(f)
(n+1)n(n−1)+n(n−1)(n−2)
6(
κˆλ(p) · κˆα(p)
)νp(f) ,
sowie fu¨r jedes Idel α ∈ A×k und jedes x ∈ O×k
µα(x+ f) := κ(f) ·
∑
ι
Pα,ι(εx · h(f), f),
wobei
Pα,ι(u, f) :=
∫
Cα,f
φ˜ι (j(g) · u) · ϕ˜ι(g)dg.
Dabei verstehen wir h(f) als Element von GLn(kp). Desweiteren seien
Θ := k×\A×k /
∏
v-p
Uv ∼= lim←−
f
k×\A×k /(1 + f)
∏
v-f
Uv,
sowie
Θ(α) := k×\k× · α ·
∏
v
Uv/
∏
v-p
Uv ∼= lim←−
f
k×\k× · α ·
∏
v
Uv/(1 + f)
∏
v-p
Uv.
Dann ist Θ die disjunkte Vereinigung kompaktoffener Teilmengen Θ(α1), . . . ,Θ(αh). Wir du¨rfen an-
nehmen, daß die Repra¨sentanten α1, . . . , αh jeweils bei p trivial sind.
Satz 2.3.1. Ist p
n(n−1)
2 ein Hauptideal, so sind µα1 , . . . , µαh jeweils Distributionen auf Θ(αi), welche
sich zu einer C-wertigen Distribution µ auf Θ zusammensetzen. Fu¨r jeden Charakter χ : k×\A×k → C×
endlicher Ordnung mit nichttrivialem p-Potenz Fu¨hrer f, trivial bei ∞, gilt∫
Θ
χdµ = P (
1
2
) · δ(pi, σ) · κˆ(f) ·G(χ)n(n−1)2 · L(1
2
, (pi ⊗ χ)× σ).
Dabei sind κˆ(f) und δ(pi, σ) explizit durch
κˆ(f) := κ(f) ·N(f)− (n+1)n(n−1)6 = N(f)n(n−1)(n−2)6 · (κˆλ(p)κˆα(p))−νp(f),
34 KAPITEL 2. HECKEOPERATOREN UND DISTRIBUTIONEN
und
δ(pi, σ) := w˜p(1n) · v˜p(1n−1) ·
n−1∏
ν=1
(
1−N(p)−ν)−1 ,
gegeben4. Hierbei bezeichnen w˜p und v˜p die lokalen Whittakerfunktionen bei p, welche in der Fakto-
risierung der via Fouriertransformation zu φ˜ι und ϕ˜ι entsprechenden globalen Whittakerfunktionen
auftreten5.
Der genaue Wert von δ(pi, σ) la¨ßt sich mittels Proposition E.0.1 aus Anhang E explizit angegeben.
Beweis. Wir folgen den Beweisen zu [KMS00, Proposition 4.9] und [Sch01, Theorem 3.1]. Wir schreiben
Un := Un(Okp),
sowie
U ($)n := t(p)Unt
−1
(p).
Im Sinne der Proposition 2.2.3 und des Lemmas 2.2.1 haben die automorphen Formen φ˜ι als Eigen-
formen von Vp die Eigenschaft
∀g ∈ GLn(Ak) :
∑
uU
($)
n ∈Un/U($)n
φ˜ι(gut(p)) = κˆλ(p) · φ˜ι(g)
und analog
∀g ∈ GLn−1(Ak) :
∑
uU
($)
n−1∈Un−1/U($)n−1
ϕ˜ι(gut(p)) = κˆα(p) · ϕ˜ι(g).
Hieraus ergibt sich, daß
κˆλ(p) · κˆα(p) · Pα,ι(εx · h(f), f) =∑
uU
($)
n ∈Un/U($)n
∑
wUn−1∈Un−1/U($)n−1
∫
Cα,f
φ˜ι
(
j(g) · εx · h(f)ut(p)
)
· ϕ˜ι(gwt(p))dg =
∑
u
∑
w
∫
Cα,f
φ˜ι
(
j(g) · εx · t−1(p)j(w)−1h(f)ut(p)
)
· ϕ˜ι(g)dg,
aufgrund der Tatsache, daß det(tp) ein Hauptideal repra¨sentiert, in Verbindung mit der Rechtsinvarianz
des Haar’schen Maßes und der Trivialita¨t des zentralen Charakters von σ. Das zeigt, daß
Pα,ι(εx · h(f), f) = κˆ−1λ(p) · κˆ−1α(p) ·
∑
u
∑
w
Pα,ι(εx · t−1(p)t−1tj(w)−1h(f)ut−1tt(p), f). (2.3.1)
Nun ko¨nnen wir Lemma B.0.1 anwenden, denn in On×nkp gilt
tj(w)−1h(f)ut−1 = tj(w)−1t−1h(1)tut−1 ≡ h(1) (mod f),
da
tj(w)−1t−1 ≡ tut−1 ≡ 1n (mod f).
4Alternativ ko¨nnten wir unsere Whittakerfunktionen derart normieren, daß δ(pi, σ) = 1.
5diese ha¨ngen nicht von ι ab, denn die unmodifizierten Whittakerfunktionen sind bei p class 1.
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Das beschert uns dank Proposition C.0.1, daß
Pα,ι(εxh(f), f) = κˆ−1λ(p) · κˆ−1α(p) ·N(p)
(n+1)n(n−1)+n(n−1)(n−2)
6 · Pα,ι(εxh(f$), f).
Mit
(n+ 1)n(n− 1) + n(n− 1)(n− 2) =
3n(n− 1) + n(n− 1)(n− 2) + 3(n− 1)(n− 2) + (n− 1)(n− 2)(n− 3) =
6(n− 1)2 + n(n− 1)(n− 2) + (n− 1)(n− 2)(n− 3)
erhalten wir wegen der Relation
Pα,ι(εxh(f$), f) =
∑
a (mod p)
Pα,ι(εx+afh(f$), fp)
hieraus schließlich
µα(x+ f) =
∑
a (mod p)
µα(x+ af + fp).
Das zeigt die Distributionenrelation. Die Interpolationsformel folgt unmittelbar aus dem Korollar 1.2.1
des globalen Birch-Lemmas.
Die Einschra¨nkung an p kann durch eine modifizierte Konstruktion abgeschwa¨cht werden, indem
statt µαi direkt die Summe
µ′ :=
h∑
i=1
µαi
betrachtet wird, denn diese ist invariant unter Translation. Das hat jedoch zur Folge, daß zuna¨chst
nur Charaktere integriert werden ko¨nnen, welche auf α1, . . . , αh konstant6 sind. Sofern es zu jedem
uns interessierenden Charakter χ einen unverzweigten Charakter χnr gibt, so daß χnrχ trivial auf
α1, . . . , αh ist, so lassen sich durch U¨bergang von pi zum Twist pi⊗χ−1nr auf obige Weise Distributionen
µ′χnr konstruieren, welche zusammen wiederum zu einer Distribution µ auf Θ Anlaß geben, denn die
Menge {χ1, . . . , χh} der unverzweigten Charaktere hat Kardinalita¨t h und ist C-linear unabha¨ngig
[Bou98, chapitre V, §5, no. 2, The´ore`me 2]. Genauer ist in diesem Fall die Klassengruppe Ck von k ein
direkter Faktor von Θ = Θ′ × Ck und die Iwasawa-Algebra
C[[Θ]] = lim←−C
[
k×\A×k /(1 + f)
∏
v-f
Uv
]
derC-wertigen Distributionen auf Θ zerfa¨llt kanonisch in ein TensorproduktC[Ck]⊗CC[[Θ′]], [MSD74,
section (7.3)]. Aufgrund der oben angesprochenen linearen Unabha¨ngigkeit der Menge der unverzweig-
ten Charaktere existieren Maße µχnr auf Ck mit∫
Ck
χ−1i dµχj = δij (Kronecker-Delta).
Die Distribution
µ :=
h∑
i=1
µχi ⊗ µ′χi ∈ C[[Θ]]
6und damit konstant 1
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hat dann die Interpolationseigenschaft aus Satz 2.3.1 fu¨r alle dort betrachteten Idelklassencharaktere.
Wir verweisen jedoch auf die Tatsache, daß auf diese Weise im Allgemeinen nicht alle endlichen
Primstellen behandelt werden ko¨nnen. Der Grund hierfu¨r ist, daß die kurze exakte Sequenz
1→ O×k,+\O×p × pi0(k×R)→ Θ→ Ck → 1, (2.3.2)
im Allgemeinen nicht zerfa¨llt. Ein einfaches Gegenbeispiel ist durch k = Q(
√−15) gegeben. Hier gilt
Ck ∼= Z/2Z und die Strahlklassengruppe Cp ist zyklisch von Ordnung 4 im Fall p | 5 und zyklisch von
Ordnung 16 im Fall p | 17. In letzterem Fall gilt lim←−C
pn = Z×17.
Fu¨r fast alle Primstellen stellt dies eine moderate Einschra¨nkung dar. Schließlich entha¨lt die Gruppe
O×p stets eine offene pro-p-Gruppe H [Ser62, chapitre IV, §2, Proposition 6], wobei p die Restklas-
senko¨rpercharakteristik von p bezeichnet. Im Fall (p,#Ck) = 1 besitzt daher jeder Charakter von H
eine Fortsetzung auf Θ, welche auf den Repra¨sentanten α1, . . . , αh als trivial angenommen werden darf.
Auf diese Weise erhalten wir aufgrund der Endlichkeit von O×p /H die Interpolationseigenschaft noch
fu¨r alle Charaktere aus einer Untergruppe von endlichem Index der Charaktere mit p-Potenzfu¨hrer.
Damit gilt der folgende
Satz 2.3.2. Sofern p die Ordnung der Klassengruppe von k nicht teilt, existiert eine Distribution µ auf
θ, so daß die Interpolationseigenschaft aus Satz 2.3.1 fu¨r alle nichttrivialen χ aus einer Untergruppe
von endlichem Index der dort betrachteten Idelklassencharaktere gilt.
Wie bereits bemerkt, ist der betreffende Index 1, falls die Sequenz (2.3.2) zerfa¨llt. Andernfalls
mu¨ssen wir uns auf die Untergruppe der Charaktere einschra¨nken, welche auf den Repra¨sentanten
α1, . . . , αh trivial sind und diese ist, unter der Voraussetzung p - #Ck, stets von endlichem Index in
der Gruppe aller uns interessierenden Charaktere.
Daß sich der Fall p | #Ck im Allgemeinen nicht mit dieder Methode behandeln la¨ßt, zeigt das
Beispiel k = Q(
√−23). Dieser imagina¨rquadratische Zahlko¨rper hat die Klassengruppe Ck ∼= Z/3Z und
fu¨r die Strahlklassengruppen gilt Cpr ∼= Z/3rZ fu¨r alle r ≥ 1 falls p | 3. Das zeigt, daß hier lim←−C
pr = Z3
gilt, weswegen Θ/pi0(k×R) pro-zyklisch ist. Dieses Beispiel zeigt insbesondere, daß es mo¨glich ist, daß
kein nichttrivialer Charakter von O×p einen Lift auf Θ hat, welcher auf den Repra¨sentanten α1, . . . , αh
trivial ist.
Schließlich sei darauf hingewiesen, daß im Grunde sa¨mtliche bisher bekannte Konstruktionen im
Sinne Mazurs unter diesem Makel leiden. Dieses Pha¨nomen tritt beispielsweise bereits in [Man76] auf,
in welcher Hilbert’sche Modulformen u¨ber total reellen Zahlko¨rpern diskutiert werden. Manins Kon-
struktion gleicht imWesentlichen unserer. Manin argumentiert, daß die Auswirkung der Einschra¨nkung
eines Idelklassengruppencharakters χ auf O×kp eine kontrollierbare Vera¨nderung in den jeweils getwiste-
ten L-Funktionen bewirken wu¨rde, weswegen er unsere konstruierte Distribution µ, welche unabha¨ngig
von der Klassengruppe existiert, als p-adisches Analogon von L(s, pi × σ) ansehen wu¨rde.
Ash und Ginzburg ignorierten in ihrer Arbeit [AG94] diese Problematik und machten im dortigen
Abschnitt 2.2 implizit die Annahme, daß sich jeder Charakter von O×kp auf die Idelklassengruppe
fortsetzen la¨ßt und zugleich Trivialita¨t auf den Repra¨sentanten der Klassengruppe erreicht werden
kann. Wie bereits bemerkt, genu¨gt diese Annahme jedoch nicht zum Nachweis der Existenz einer
Distribution mit der dort behaupteten Interpolationseigenschaft im allgemeinen Fall.
Eine weitere Analogie zwischen Manins und unserer Konstruktion ist, daß wir, ebenso wie er, statt
p-Potenz-Fu¨hrer allgemeiner Fu¨hrer f betrachten ko¨nnen, deren Primteiler in einer fest gewa¨hlten
endlichen Primstellenmenge S liegen. Mit unserem allgemeinen globalen Birch-Lemma und der in
diesem Kapitel diskutierten Konstruktion einer Distribution µ ko¨nnten wir analog eine Distribution
konstruieren, welche Twists mit Charakteren interpoliert, die in Manins Sprechweise S-vollsta¨ndig
sind. Letzteres bedeutet, daß nicht nur die Fu¨hrer f nur Primteiler aus S enthalten, sondern diese
2.3. KONSTRUKTION DER DISTRIBUTION 37
Primteiler auch tatsa¨chlich alle Teiler von f sind. In unserer Formulierung des globalen Birch-Lemmas
hatten wir diese Verallgemeinerung bereits angedeutet. Der U¨bersichtlichkeit zuliebe haben wir uns in
diesem Kapitel darauf beschra¨nkt, den Fall S = {p} abzuhandeln.
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Kapitel 3
Algebraizita¨t und Beschra¨nktheit der
Distribution
3.1 Topologische Modulare Symbole
Die klassische Theorie der modularen Symbole geht auf Birch und Manin zuru¨ck. Sie studierten mo-
dulare Symbole im Kontext der Vermutung von Birch- und Swinnerton-Dyer modularer Elliptischer
Kurven [Bir71, Man72, Maz72]. Mazur und Swinnerton-Dyer nutzen modulare Symbole als erste zur
Konstruktion p-adischer L-Funktionen [MSD74].
Die Grundidee ist folgende. Es bezeichne H die obere Halbebene, sowie H = H ∪ Q ∪ {i∞}.
Fu¨r N ≥ 1 sei X0(N) = Γ0(N)\H. Fu¨r beliebige a, b ∈ H finden wir einen Weg γ(a, b) (bspw. eine
Geoda¨tische), dessen Inneres in H liegt. Wir du¨rfen desweiteren annehmen, daß γ(a, b) so gutartig ist,
daß fu¨r jedes holomorphe Differential ω ∈ H0(X,ΩX/Q) das Integral∫
γ(a,b)
ω
konvergiert. Die Zuordnung
(a, b) 7→ [ ω 7→
∫
γ(a,b)
ω ]
beschert uns eine stetige Abbildung
H2 → HomC(H0(X0(N),ΩX/C),C) ∼= H1(X0(N),R).
Das Bild von (0, a) unter dieser Abbildung bezeichnen wir mit {a} und nennen {·} das (topologische)
modulare Symbol zu Γ0(N).
Ist E/Q eine elliptische Kurve und ϕ : X0(N) → E eine Weil’sche Parametrisierung, so erhalten
wir durch Komposition mit {·} eine Abbildung ϕ : H → H1(E,C) → C, wobei letzterer Pfeil durch
Integration u¨ber ein Ne´ron-Differential von E gegeben ist. Damit gilt die scho¨ne Formel [Bir71, Man72,
Maz72]
c · L(E, 1) = ϕ(i∞)
mit der Manin-Konstanten c ∈ Q×. Fu¨r jeden nichttrivialen Dirichletcharakter χ mit Fu¨hrer fχ haben
wir
c · L(E,χ, 1) = f−1χ χ(−1)G(χ) ·
m∑
a=1
χ(a)ϕ(a),
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wobei G(χ) wie u¨blich die Gaußsumme bezeichnet. Diese Beobachtung begru¨ndet die Bedeutung mo-
dularer Symbole beim Studium spezieller Werte von L-Funktionen. Der folgende Abschnitt stellt eine
Verallgemeinerung dieses Sachverhaltes dar.
3.2 Kohomologie Arithmetischer Quotienten
Es ist mo¨glich, die Methoden von [KMS00, Section 3] nahezu wortwo¨rtlich auf unseren Fall zu u¨ber-
tragen. Um die Darstellung mo¨glichst klar zu halten, beginnen wir daher mit einer allgemeinen Be-
handlung der Situation fu¨r beliebige reduktive Gruppen.
Allgemeine Faserzerlegung symmetrischer Ra¨ume
Zuna¨chst sei G eine zusammenha¨ngende lineare algebraische Gruppe u¨ber einem Ko¨rper k. Es be-
zeichne Xk(G) den Z-Modul der Charaktere α : G→ Gm, welche u¨ber k definiert sind. Wir definieren
die Gruppe
0G :=
⋂
α∈Xk(G)
Kernα2.
Das Quadrieren findet seine Motivation in der Tatsache, daß R× zwei Zusammenhangskomponenten
besitzt. Die Gruppe 0G ist normal in G und u¨ber k definiert. Die Einschra¨nkung eines jeden α ∈ Xk(G)
auf 0G ist ho¨chstens von Ordnung 2, mithin auf
(
0G
)0 trivial. Daher gilt
(
0G
)0 =
 ⋂
α∈Xk(G)
Kernα
0 . (3.2.1)
Es sei L eine Levi-Untergruppe von G u¨ber k. Dann gilt
G = RuGo L,
weswegen
0G = RuGo 0L,
denn jeder Charakter von G verschwindet auf dem unipotenten Radikal von G.
Der Grund fu¨r unser Interesse an 0G liegt in der folgenden
Proposition 3.2.1. Es sei G eine zusammenha¨ngende lineare algebraische Gruppe u¨ber Q. Es be-
zeichne S einen maximalen u¨ber Q zerfallenden Torus im Radikal von G. Dann gilt
G(R) = 0G(R)o S(R)0.
Die Gruppe 0G(R) entha¨lt jede kompakte Untergruppe als auch jede arithmetische Untergruppe von
G(R).
Beweis. [BS73, Proposition 1.2].
Es sei darauf hingewiesen, daß es nicht notwendig erscheint, mehr Fasern abzuspalten, sofern
wir arithmetische Quotienten betrachten wollen. Dies kann sich der interessierte Leser am Beispiel
G = ResQ(
√
d)/QGm u¨berlegen, wobei Q(
√
d) ein reeller quadratischer Zahlko¨rper ist.
Nun sei G zusammenha¨ngend und reduktiv, definiert u¨ber Q. Es bezeichne Z := C (G)0 die Zu-
sammenhangskomponente der 1 des Zentrums von G. Dieses ist bereits u¨ber Q definiert [BT65, 2.15,
3.2. KOHOMOLOGIE ARITHMETISCHER QUOTIENTEN 41
a)]. Es gilt G = Gder ·Z und Z∩Gder ist endlich [BT65, Proposition 2.2]. Desweiteren ist Z∩Gder = Z1
das Zentrum von Gder [Che05, Section 4.4, Corollaire de la Proposition 2]. Wir haben daher folgendes
kommutatives Diagramm algebraischer Gruppen u¨ber Q mit exakten Zeilen und Spalten
1y
Zy
1 −−−−→ Gder i−−−−→ G p−−−−→ T −−−−→ 1∥∥∥ yad
1 −−−−→ Z1 −−−−→ Gder ad1−−−−→ Gad −−−−→ 1y
1
mit einem Q-Torus T , welcher ein isogenes Bild von Z unter p ist. Der Torus S aus der Proposition
ist der maximale u¨ber Q zerfallende Torus in Z und damit unter p isogen zum maximalen u¨ber Q
zerfallenden Torus in T [BHC62, Proposition 13.2].
Proposition 3.2.2. Es sei G eine zusammenha¨ngende reduktive algebraische Gruppe u¨ber Q. Dann
ist 0G reduktiv und es gilt
XQ
(
0G
)⊗Z Q = 0.
Beweis. Aus obigem Diagramm ergibt sich, daß 0G von der halbeinfachen Gruppe Gder und einem
zentralen Torus erzeugt wird, weswegen es reduktiv ist [BT65, Proposition 2.2].
Um die zweite Behauptung zu beweisen, betrachten wir das folgende kommutative Diagramm mit
exakten Zeilen.
1 −−−−→ Gder i−−−−→ G p−−−−→ T −−−−→ 1∥∥∥ xi xj
1 −−−−→ Gder −−−−→ (0G)0 0p−−−−→ A −−−−→ 1
Dabei bezeichnen i und j die kanonischen Monomorphismen und A ist ein Q-Torus. Das Zuru¨ckziehen
via p und 0p induziert kanonische Isomorphismen
XQ(T ) ∼= XQ(G)
und
XQ(A) ∼= XQ
((
0G
)0)
.
Andererseits induziert j einen Morphismus
j∗ : XQ(T )→ XQ(A)
mit endlichem Kokern [BHC62, Lemma 8.4, Proposition 13.2]. Nun ist jedes α ∈ XQ(G) auf
(
0G
)0
trivial (vgl. Gleichung (3.2.1)). Daher ist auch das Bild von j∗ trivial, mithin ist XQ(A) trivial, was
zu zeigen war.
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Nun sei K eine maximale kompakte Untergruppe von G(R) und X = G(R)/K der hierzu
assoziierte symmetrische Raum. Die Inklusionen 0G(R)0 → (0G)0 (R), (0G)0 (R) → 0G(R) und
0G(R)→ G(R) induzieren Inklusionen
0G(R)0/0G(R)0 ∩K −−−−→ (0G)0 (R)/ (0G)0 (R) ∩K −−−−→ 0G(R)/K =: 0X −−−−→ X
der assoziierten symmetrischen Ra¨ume. Nach [Mos55, Theorem 3.1, (1)] existiert eine kompakte Un-
tergruppe H von G(R) mit G(R) = G(R)0H weswegen die ersten beiden Inklusionen in der Tat
Diffeomorphismen sind [Mos55, Theorem 3.1, (2)].
Siegel-Bereiche und Wachstumsbedingungen
Es sei G eine zusammenha¨ngende isotrope Gruppe u¨ber Q mit XQ(G) = 1. Es bezeichne P eine
minimale parabolische Q-Untergruppe von G und U ihr unipotentes Radikal. Weiterhin sei K eine
maximale kompakte Untergruppe von G(R) und θ die Cartan-Involution zu K im Sinne von [BS73,
Proposition 1.6, Definition 1.7]. Dann existiert u¨ber Q eine eindeutig bestimmte θ-invariante Levi-
Untergruppe M in P [BS73, Corollary 1.9]. Es bezeichne weiterhin S := M ∩Rd(P ) den maximalen
u¨ber Q zerfallenden Torus im Radikal von P , welcher invariant unter θ ist.
Schließlich bezeichne ΦQ(S, P ) ⊆ XQ(S) die relativen Wurzeln von P bezu¨glich S. Hierbei sei
XQ(S) die Charaktergruppe von S u¨ber Q. Mit ∆ ⊆ ΦQ(S, P ) bezeichnen wir die Menge der einfachen
Wurzeln1 in ΦQ(S, P ). Dann ist ∆ eine Basis des relativen Wurzelsystems ΦQ(S,G) und definiert als
solche eine Ordnung ≥ auf letzterem, bezu¨glich welcher ΦQ(S, P ) gerade die positiven Wurzeln sind.
Es sei Γ ⊆ G(R) eine arithmetische Untergruppe und es bezeichne X = G(R)/K den zu K
assoziierten symmetrischen Raum. Als reduktive Gruppe besitzt G(R) eine Iwasawa-Zerlegung im
Sinne von [BHC62, Section 1.11]. Diese modifizieren wir wie in [HC68, BS73, Bor74], um arithmetische
Quotienten studieren zu ko¨nnen. Es sei darauf hingewiesen, daß wir von einer mit der links-G(R)-
Operation auf X kompatiblen Zerlegung ausgehen, im Gegensatz zur in obigen Arbeiten studierten
rechts-Operation.
Es sei A := S(R)0, dann ist A unter θ invariant. Wir fassen die Charaktere α ∈ XQ(S) auch als
Homomorphismen α : A→ R>0 auf. Wir definieren damit fu¨r t > 0
At := {a ∈ A | ∀α ∈ ∆ : α(a) ≥ t}.
Nach [BS73, Proposition 1.2] haben wir wie in [Bor74, Section 4.2]
P (R) = 0P (R)oA.
Weiterhin gilt
0P = U o 0M,
so daß wir damit die Zerlegung
U(R)
(
0M(R)
)
AK = G(R) (3.2.2)
erhalten. In dieser ist a ∈ A durch g ∈ G(R) eindeutig bestimmt und die Zuordnung g 7→ a ist
reellanalytisch [BS73, Proposition 1.5]. Mit der maximalen kompakten Untergruppe
KP := K ∩ P (R) = K ∩ 0M(R)
in P (R) und 0M(R) definieren wir weiterhin
Z := 0M(R)/KP
1das bedeutet, daß jedes α ∈ ΦQ(S, P ) eine eindeutige Darstellung α =Pβ∈∆ nββ mit ganzzahligen nβ ≥ 0 hat.
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und erhalten einen kanonischen Diffeomorphismus
0P (R)/KP ∼= U(R)× Z.
Nun definiert K einen Punkt o in X (wir ko¨nnen einen beliebigen Fixpunkt von K wa¨hlen) und wir
erhalten einen Isomorphismus
µo : Y := U(R)× Z ×A→X ,
(u, z, a) 7→ uza · o.
Wir identifizieren im Folgenden U(R)×Z×A mit seinem Bild unter µo. Im Sinne von [Bor81, section
3.2] haben wir die
Definition 3.2.3. Wir nennen ein φ ∈ C∞(X ) von moderatem Wachstum, falls es zu jedem Kom-
paktum ω ⊆ U(R)× Z und jedem t > 0 ein C > 0 und ein λ ≥ 0 gibt mit
∀(x, a) ∈ ω ×At : |φ(xa)| ≤ C · λ(a). (3.2.3)
Falls es zu beliebigen ω, t und λ ∈ XQ(S) ein C > 0 gibt, so daß Gleichung (3.2.3) gilt, so heißt φ
schnell fallend.
Es sei g := Lie(G(R)) und
g = k⊕ p
die Cartan-Zerlegung von g bezu¨glich θ. Das bedeutet, daß p der (−1)-Eigenraum der Operation von
θ auf g ist. Wir schreiben d := dimR p = dimRX und wa¨hlen eine Basis ω1, . . . , ωd der invarianten
1-Formen p∗ bestehend aus Maurer-Cartan-Formen. Desweiteren definieren wir fu¨r jede r-elementige
Teilmenge
I = {i1, . . . , ir} ⊆ {1, . . . , d}
die r-Form
ωI := ωi1 ∧ · · · ∧ ωir ,
wobei i1 < i2 < · · · < ir. Eine Differentialform
η =
∑
I
ωI ⊗ φI ∈ Ωr(X )
nennen wir von moderatem Wachstum beziehungsweise schnell fallend, falls alle φI diese Eigenschaft
haben.
Wie Borel bezeichnen wir mit Ω•mg(Γ\X ) (beziehungsweise Ω•fd(Γ\X )) den Unterkomplex von
Ω•(Γ\X ) der Formen η, welche gemeinsam mit ihrem a¨ußeren Differential dη von moderatem Wachs-
tum (beziehungsweise schnell fallend) sind.
Wir bezeichnen eine Funktion φ auf G(R) als schnell fallend (beziehungsweise von moderatem
Wachstum), falls es einen Q-Morphismus ρ : G → GLn mit endlichem Kern gibt, so daß es fu¨r alle
µ ∈ Z (beziehungsweise ein µ ≥ 0) ein C > 0 gibt, so daß fu¨r jedes x ∈ G(R)
|φ(x)| ≤ C · ||x||µ
mit
||x|| := tr(ρ(x)t · ρ(x)) 12
gilt. Nach [Bor81, Proposition 3.10, (ii)] und [HC68, §3, Lemmas 5 and 6] ist ein φ auf Γ\X genau
dann von moderatem Wachstum (beziehungsweise schnell fallend), wenn dies auf seinen Pullback auf
G(R) zutrifft.
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Insbesondere sehen wir, daß diese Wachstumsbegriffe intrinsisch definiert sind und nicht von den
speziellen Wahlen abha¨ngen. Desweiteren erhalten wir aus
∀x, y ∈ G(R) : ||xy|| ≤ ||x|| · ||y||
die Tatsache, daß mit φ auch links- und rechts-Translate von moderatem Wachstum beziehungsweise
schnell fallend sind.
Modulare Symbole
Es sei H nun eine beliebige reduktive Gruppe. Es bezeichne T den maximalen u¨ber Q zerfallenden
zentralen Torus in H. Nach Proposition 1.2 in [BS73] gilt damit
H(R) = 0H(R)× T (R)0.
Ist Y ein symmetrischer Raum zu H(R) zur maximalen kompakten Untergruppe K ′, so erhalten wir
eine kanonische Zerlegung
Y = 0Y × T (R)0,
wobei
0Y := 0H(R)/K ′,
denn K ′ ist in 0H(R) enthalten [BS73, Proposition 1.2]. Letztere Gruppe entha¨lt auch alle arithme-
tischen Untergruppen Γ′ von H(R), weswegen wir eine kanonische Zerlegung
Γ′\Y = Γ′\0Y ×Rr
erhalten, wobei die Identifikation T (R)0 ∼= Rr via des natu¨rlichen Logarithmus log : R>0 → R immer
noch von der Wahl einer Basis von Lie(T (R))∗ abha¨ngt.
Proposition 3.2.4. Es seien G und H zusammenha¨ngende reduktive algebraische Gruppen u¨ber Q,
XQ(G) = 1, Γ und Γ′ arithmetische Untergruppen von G(R) und H(R) und s : H → G ein zentraler2
Morphismus mit R-anisotropem Kern. Seien weiterhin X und Y assoziierte symmetrische Ra¨ume
und g ∈ G(Q), so daß s einen Morphismus
Y →X , y 7→ s(y)
symmetrischer Ra¨ume induziert, welcher seinerseits auf den arithmetischen Quotienten eine Abbildung
sg : Γ′\Y → Γ\X , Γ′y 7→ Γg · s(y)
induziert.
Fu¨r jedes η ∈ Ωqfd(Γ\X ) la¨ßt sich δ(sg)(η) entlang der Fasern von
Γ′\Y = Γ′\0Y ×Rr
integrieren, wobei r = rangQ C (Y ). Insbesondere erhalten wir durch diese Integration eine Form
sg,∗(η) ∈ Ωq−rmg (Γ′\0Y ).
Die Abbildung sg,∗ ist ein Morphismus von Kettenkomplexen und induziert insbesondere einen Mor-
phismus der Kohomologien.
2Diese Voraussetzung dient nur der Formulierung, da sie erzwingt, daß der Kern bereits u¨berQ definiert ist. Sie umfaßt
unsere spa¨tere Anwendung. Die Proposition, ebenso wie ihr Beweis, gilt unvera¨ndert genauso unter der allgemeineren
Voraussetzung, daß der Kern von s u¨ber R definiert und R-anisotrop ist.
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Beweis. Wir u¨bernehmen die Notation des vorangehenden Abschnitts. Da mit f auch h 7→ f(gh)
schnell fallend ist und die 1-Formen ω1, . . . , ωd links-invariant sind, du¨rfen wir g = 1 annehmen3.
Es bezeichne θ und θ′ die entsprechenden Cartan-Involutionen zu X und Y , sowie K und K ′ die
entsprechenden maximalen kompakten Untergruppen. Dann ist K∩s(H(R)) eine maximale kompakte
Untergruppe von s(H(R)), denn dieser Schnitt entha¨lt nach Voraussetzung die kompakte Gruppe
s(K ′) und desweiteren ist s aufgrund seines R-anisotropen und damit u¨ber R kompakten Kernes
[BT65, Corollaire 9.4] eigentlich. Wir schließen hieraus, daß θ und θ′ auf dem Bild von s jeweils
Cartan-Involutionen induzieren, welche gema¨ß [BS73, Proposition 1.6] u¨bereinstimmen. Daher ist s
mit den Cartan-Involutionen vertra¨glich, das heißt, daß θ ◦ s = s ◦ θ′ gilt.
Es bezeichne T den maximalen zentralen u¨ber Q zerfallenden Torus in H. Dann ist s(T ) ein zu
T isogener Torus [Bor56, The´ore`me 9.3], welcher ebenfalls zerfa¨llt [BHC62, Proposition 13.2]. Daher
ist s(T ) in einem maximalen u¨ber Q zerfallenden Torus T ′ von H enthalten. Dann ist T ′ und damit
auch s(T ) in einer minimalen parabolischen Q-Untergruppe P von G enthalten [BT65, The´ore`me
4.15, (a) et The´ore`me 4.21]. Aufgrund der θ′-Invarianz von T (R) ist s(T (R)) nach obiger Diskussion
θ-invariant und insbesondere in der eindeutig bestimmten θ-invarianten Levi-Untergruppe M/Q von
P enthalten. Wir erhalten mit S := M ∩Rd(P ) einen maximalen u¨ber Q zerfallenden θ-invarianten
Torus im Radikal von P , welcher s(T ) entha¨lt.
Es seien
g = k⊕ p,
und
h = l⊕ q,
die Cartan-Zerlegungen der Liegruppen vonG(R) undH(R). Dabei bezeichne k und l die 1-Eigenra¨ume
von L(θ) und L(θ′), entsprechend sind p und q die (−1)-Eigenra¨ume. Wie zuvor sei
ω1, . . . , ωd
eine Basis aus Maurer-Cartan-Formen von p∗ und entsprechend
ω′1, . . . , ω
′
d′
eine Basis aus Maurer-Cartan-Formen von q∗. Wir du¨rfen annehmen, daß fu¨r 1 ≤ i ≤ d′
δ(s)(ωi) = L(s)∗(ωi) = ω′i
und fu¨r d′ < j ≤ d
δ(s)(ωj) = L(s)∗(ωj) = 0,
denn L(s) ist injektiv.
Nun sei
η =
∑
I
ωI ⊗ fI ∈ Ωqfd(Γ\X ).
Dann gilt
δ(s)(η) =
∑
I′
ωI′ ⊗ (φI′ ◦ s),
wobei I ′ die selben Teilmengen von {1, . . . , d′} wie I durchla¨uft, denn im Fall I 6⊆ {1, . . . , d′} gilt
aufgrund unserer Basiswahl δ(s)(ωI) = 0.
3genau genommen ersetzen wir hierbei Γ durch g−1Γg.
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Entsprechend unserer Wahl der Maurer-Cartan-Formen wa¨hlen wir Integrationsparameter a−11 da1, . . . , a
−1
r dar,
welche ωd−r+1, . . . , ωd und zugleich den einzelnen zu integrierenden Fasern entsprechen. Dabei seien
die Fasern mittels einer dualen Basis ∆′∗ ⊆ ΦQ(T,H)∗ parametrisiert.
Integration von δ(s)(η) entlang der Fasern bedeutet, daß wir sa¨mtliche φI′ ◦ s mit {d′ − r +
1, . . . , d′} ⊆ I ′ zu integrieren haben. Alle anderen Summanden werden per definitionem auf 0 abgebil-
det.
Sei nun ein solches I ′ gegeben. Wir haben fu¨r jedes h ∈ H(R) das Integral∫
Rr>0
φI′(s(h)s(λ′∗1 (a1) · · ·λ′∗r (ar)))
da1
a1
· · · dar
ar
zu betrachten, wobei λ′∗1 , . . . , λ′∗r ∈ ∆′∗ die entsprechende Basis der Kocharaktere von T durchla¨uft.
Aufgrund der Wahl von S gilt
s(λ′∗1 (a1) · · ·λ′∗r (ar)) ∈ S(R)0
und da s eine Isogenie von T auf einen Untertorus S′ von S induziert, du¨rfen wir, modulo Orientierung
und Multiplikation mit der Kardinalita¨t des endlichen Kernes dieser Isogenie, direkt das Integral∫
Rr>0
φI′(s(h)λ∗1(a1) · · ·λ∗r(ar))
da1
a1
· · · dar
ar
auswerten, wobei Rr>0 hier S
′(R)0 via der dualen einfachen Wurzeln λ∗1, . . . , λ∗r ∈ (ΦQ(S′, P ) ∩ ∆)∗
parametrisiert.
Es sei
a(h) := µ−1o (s(h)K) ∈ S(R)0
die Projektion von s(h) auf den Faktor A = S(R)0 der Zerlegung (3.2.2). Dann ist h 7→ a(h) eine
glatte Abbildung H(R)→ A (bspw. [BS73, Proposition 1.5]).
Nach Voraussetzung ist φI′ schnell fallend, weswegen es gema¨ß (3.2.3) fu¨r alle α1, . . . , αr ∈ Z und
jedes t > 0 ein C > 0 gibt mit
∀a1, . . . , ar ≥ t : |φI′(s(h)λ∗1(a1) · · ·λ∗r(ar))| ≤ C · aα11 · · · aαrr · λ1(a(h))α1 · · ·λr(a(h))αr .
Dabei ist C ohne Einschra¨nkung in einer (kompakten) Umgebung von h konstant. Dies zeigt un-
mittelbar die absolute Konvergenz, als auch die Beschra¨nktheit des Integrals auf den 2r Segmenten
X1 × · · · × Xr mit Xi ∈ {(0;λi(a(h))−1], (λi(a(h))−1;∞)}. Die resultierende Funktion φˇI′ ist also
insbesondere selbst beschra¨nkt und daher von moderatem Wachstum. Wir erhalten damit eine Diffe-
rentialform
sg,∗(η) :=
∑
#Iˇ=q−r
ω ′ˇ
I
⊗ φˇIˇ∪{1,...,r} ∈ Ωq−rmg (Γ′\Y ),
wobei die Summe u¨ber diejenigen Indizes la¨uft, so daß {1, . . . , r}∩ Iˇ = ∅. Dann ist ω ′ˇ
I
die Form, welche
entsteht, wenn wir in ω ′ˇ
I∪{1,...,r} sa¨mtliche a
−1
1 da1, . . . , a
−1
r dar streichen.
Aufgrund der absoluten Konvergenz unseres Integrals la¨ßt sich sg,∗ als Komposition der sukzes-
siven Integrationen u¨ber die einzelnen invarianten Differentiale a−11 da1, . . . , a
−1
r dar verstehen. Jede
einzelne solche Integration liefert analog zum klassischen Poincare´’schen Lemma einen Morphismus
von Komplexen vom Grad −1. Hierzu bleibt lediglich zu bemerken, daß
d(sg,∗(η)) = sg,∗(dη),
von moderatem Wachstum ist, da dη nach Definition schnell fallend ist. Das schließt den Beweis des
Lemmas ab.
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Fu¨r spa¨tere Zwecke beweisen wir noch folgendes
Lemma 3.2.5. Es sei G eine zusammenha¨ngende reduktive algebraische Gruppe u¨ber Q mit XQ(G) =
1. Es seien weiterhin Γ eine arithmetische und K eine maximale kompakte Untergruppe von G(R),
sowie Γ1 eine arithmetische und K1 eine maximale kompakte Untergruppe von Gad(R) mit ad(Γ) ⊆ Γ1
und ad(K) ⊆ K1. Dann ist die von ad induzierte Abbildung
p : Γ\X → Γ1\X 1
auf den assoziierten arithmetischen Quotienten der symmetrischen Ra¨ume eigentlich.
Beweis. Wir bemerken zuna¨chst, daß ad(Γ) von endlichem Index in Γ1 ist, denn ad(Γ) ist eine arith-
metische Untergruppe von Gad(R) [Bor66, §5, Theorem 6]. Da G reduktiv ist, ist G isogenes Bild von
Gder × Z mit Z := C (G)0 [BT65, Proposition 2.2]. Andererseits ist Gad ein isogenes Bild von Gder.
Wir erhalten mit Γ1 := Γ ∩Gder(R), K1 := K ∩Gder(R), Γ2 := Γ ∩ Z(R), K2 := K ∩ Z(R) also eine
kanonische Abbildung
p′ : Γ1\Gder(R)/K1 × Γ2\Z(R)/K2 → Γ1\X 1,
(Γ1xK1,Γ2yK2) 7→ Γ1 ad(xy)K1.
Diese faktorisiert in natu¨rlicher Weise u¨ber Γ\X , genauer gilt p′ = p◦p′′, wobei p′′ analog definiert ist.
Dabei ist p′′ surjektiv, denn es wird von einem Epimorphismus (Gder × Z)(R)0 → G(R)0 induziert4.
Nun ist Γ1 × Γ2 eine arithmetische Untergruppe von Gder × Z, weswegen p′′ eigentlich ist [Bor66,
§5, Theorem 6]. Nach [Bou74, chapitre I, §10, section 1, Proposition 5] genu¨gt es daher, zu zeigen, daß
p′ eigentlich ist. Hierzu bemerken wir zuna¨chst, daß die kanonische Abbildung
p′1 : Γ1\Gder(R)/K1 → Γ1\X 1
eigentlich ist. Wir zeigen schließlich, daß
Γ2\Z(R)
kompakt ist, was den Beweis abschließen wird. Unser Argument ist nichts anderes als eine Verallgemei-
nerung des klassischen Dirichlet’schen Einheitensatzes5 [Wei67, chapter V, §4]. U¨berR zerfa¨llt Z in ein
(fast-)Produkt eines R-zerfallenden Torus Td und eines R-anistropen Torus Ta [BHC62, Proposition
13.2]. Es ist Ta(R) kompakt [BT65, Corollaire 9.4] und Γd := Γ2 ∩ Td(R) ist eine diskrete Unter-
gruppe in Td(R). Aufgrund der Voraussetzung XQ(G) = 1 gilt auch XQ(Z) = 1, weswegen Γ2\Z(R)
insbesondere endliches invariantes Maß hat [BHC62, Theorem 9.4]. Daher hat auch Γd\Td(R) end-
liches invariantes Maß, was zeigt, daß Γd ein vollsta¨ndiges Gitter in Td(R) ist. Daher ist Γd\Td(R)
insbesondere kompakt, was zu zeigen war.
Es sei darauf hingewiesen, daß sich als unmittelbares Korollar eine analoge Aussage ergibt, sofern
wir Gad(R)0 durch eine beliebige reelle Lie-Gruppe G′ ersetzen, so daß G(R)0 → Gad(R)0 u¨ber G′
faktorisiert und G(R)0 → G′ ein Epimorphismus ist [Bou74, Chapitre I, §10, Section 1, Proposition
5].
Wir fassen den arithmetischen Quotienten Γ′\0Y als arithmetischen Quotienten von (0G)0 auf.
Daher hat dieser nach Proposition 3.2.2 und [BHC62, Theorem 9.4] endliches invariantes Maß und
nach [Bor81, Theorem 5.2] induziert die kanonische Inklusion Ω•c → Ω•fd einen Isomorphismus der
4denn dieser wird wiederum von der Isogenie Gder × Z → G induziert. Diese Isogenie induziert Epimorphismen auf
den Tangentialra¨umen der Neutralelemente der reellwertigen Gruppen. Weiterhin ist ein Verweis auf [Mos55, Theorem
3.1] angebracht.
5Man wende unsere Argumentation auf Z := Resk/QGm an.
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Kohomologien. Mittels Proposition 3.2.4 und Lemma 3.2.4 lassen sich eine Vielzahl modularer Symbole
definieren. Mit der Notation des Lemmas und der Proposition schreiben wir p : 0Y → Y 1, wobei
Y 1 der zu Had(R) assoziierte symmetrische Raum ist. Fu¨r unsere Zwecke beschra¨nken wir uns auf
folgendes modulares Symbol
Pqs,g : H
q
c (Γ\X ,C)×HdimY −qc (Γ1\Y 1,C)→ C,
([η], [η′]) 7→
∫
Γ′\0Y
sg,∗(η) ∧ p∗(η′).
Aufgrund seiner topologischen Konstruktion respektiert diese Paarung die natu¨rliche Z-Struktur auf
der Kohomologie.
3.3 Die Beschra¨nktheit der Distribution
Die die Distribution definierenden Periodenintegrale treten in natu¨rlicher Weise als Bilder unserer
modularen Symbole auf, was neben der Algebraizita¨t auch unmittelbar die p-adische Beschra¨nktheit
der Distribution zur Folge hat. Um dies einzusehen, interpretieren wir zuna¨chst GLn /k als algebraische
Gruppe u¨ber Q.
Restriktion der Skalare
Es sei G eine lineare algebraische Gruppe u¨ber einem Ko¨rper l und l/k endlich separabel. Es bezeichne
σ1, . . . , σr : l → k die mo¨glichen Einbettungen von l in den algebraischen (oder separablen) Abschluß
k von k. Die Restriktion der Skalare (a` la Weil) von G in l/k ist eine algebraische Gruppe Resl/kG
u¨ber k, gemeinsam mit einem l-Morphismus µ : Resl/kG → G algebraischer Gruppen, so daß µ u¨ber
k einen Isomorphismus
µ := (µσ1 , . . . , µσr),
Resl/kG
µ−−−−→ ∏ri=1 σi(G)
induziert. Dadurch ist das Paar (Resl/kG,µ) bis auf Isomorphie eindeutig bestimmt, denn es hat
folgende universelle Eigenschaft: zu jeder algebraischen Gruppe H/k und zu jedem l-Morphismus
f : H → G existiert ein eindeutig bestimmter k-Morphismus g : H → Resl/kG mit f = µ ◦ g.
Identifizieren wir l ⊆ k und σ1 als diese Inklusion, so ko¨nnen wir G mit σ1(G) identifizieren.
Betrachten wir in Resl/kG den Schnitt G′ der Kerne von µσ2 , . . . , µσr , so ist dieser Gal(k/l)-invariant
und insbesondere u¨ber l definiert. G′ wird unter µ isomorph auf σ1(G) abgebildet. Bezeichnet ν :
G → Resl/kG das Kompositum des Inversen der Einschra¨nkung von µ auf G′ mit der Inklusion
G′ → Resl/kG, so ist ν u¨ber l definiert und
ν := (νσ1 , . . . , νσr)
induziert u¨ber k den zu µ inversen Isomorphismus
∏r
i=1 σi(G)
µ−1−−−−→ Resl/kG.
Es sei nun k/Q ein beliebiger Zahlko¨rper mit r1 reellen und r2 komplexen Stellen. Wir schreiben
S∞ fu¨r die Menge der unendlichen Primstellen von k. Es sei weiterhin Gn = Resk/QGLn, wobei wir
par abus de notation mit det : Gn → G1 die Restriktion der Skalare von det : GLn → GL1 bezeichnen.
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Dann haben wir aufgrund der universellen Eigenschaft C (Gn)0 = Resk/QC (GLn)0 und nach [Ono61,
section 1.4] gilt
rangQ(C (Gn)) = 1.
Andererseits gilt
rangQ(C (Gn)) = [k : Q]
und genauer haben wir u¨ber C
C (Gn)0 ∼=
∏
σ:k→C
Tσ, (3.3.1)
wobei Tσ ∼= Gm. Die nichtreellen Einbettungen σ : k → C treten in komplex konjugierten Paaren
auf. Bezeichne σ1, . . . , σr1 die reellen Einbettungen und τ1, . . . , τr2 ein Vertretersystem der komplexen
Paare. Dann ergibt sich aus (3.3.1) u¨ber R, daß
C (Gn)0 ∼= Gmr1 ×
(
ResC/RGm
)r2 . (3.3.2)
Wegen der topologischen Zerlegung
ResC/RGm(R) = C
× = R>0 ×R/Z
schließen wir mittels [Che51, chapitre VI, §5, no. 2, Proposition 2] hieraus, daß es einen R-anisotropen
Torus S in ResC/RGm(R) der Dimension 1 mit S(R) = R/Z gibt. Dieser besitzt ein (fast-)Komplement
S′ [BHC62, Lemma 8.4 (a)] der Dimension 1 und dieses istR-isotrop [BT65, Corollaire 9.4]. Wir folgern
hieraus schlußendlich, daß
rangR C (Gn) = r1 + r2.
Wir du¨rfen annehmen, daß
GLn(O) = Gn(Z),
GLn(k) = Gn(Q),
GLn(kR) = Gn(R),
und
GLn(Ak) = Gn(AQ).
Archimedische Integraldarstellung
Seien nun pi, σ irreduzible kohomologische cuspidale automorphe Darstellungen von GLn(Ak) bezie-
hungsweise GLn−1(Ak) bezu¨glich der Kohomologie konstanter komplexer Koeffizienten, das bedeutet,
daß pi und σ trivialen zentralen Charakter haben. Es seien K ≤ GLn(Ak) und K ′ ≤ GLn−1(Ak)
kompaktoffene Untergruppen, so daß
det(K) = det(K ′) = Ô×k .
Daher du¨rfen wir annehmen, daß es unter K beziehungsweise K ′ rechtsinvariante Neuvektoren wf und
vf der endlichen Komponenten pif beziehungsweise σf gibt. Wir du¨rfen nach [JPSS81, Section (4.1),
The´ore`me] annehmen, daß K das Bild von K ′ unter der Einbettung
j : GLn−1 → GLn, g 7→
(
g
1
)
entha¨lt. Insbesondere du¨rfen wir annehmen, daß die modifizierten automorphen Formen φ˜ι und ϕ˜ι
rechts-K- beziehungsweise rechts-K ′-invariant sind, K und K ′ faktorisierbar sind und bei p jeweils
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Iwahori-Gruppen Kp = In(Okp) sowie K ′p = In−1(Okp) vorliegen. Es seien K und K ′ so klein gewa¨hlt,
daß die im Folgenden definierten arithmetischen Untergruppen stets torsionsfrei sind.
Wir erinnern an die Zerlegung
GLn(Ak) =
⊔
i
GLn(k) · εαi ·
(
GLn(kR)0 ×K
)
,
mit endlich vielen Idelen α1, . . . , αh. Diese gilt mit den gleichen Idelen wortwo¨rtlich auch im Fall n−1.
Das bedeutet, daß
GLn−1(Ak) =
⊔
i
GLn−1(k) · εαi ·
(
GLn−1(kR)0 ×K ′
)
.
Dabei durchlaufen die α1, . . . , αh Repra¨sentanten der Idelklassengruppe, welche den Fasern unter der
Determinantenabbildung entsprechen.
Fu¨r x ∈ O×kp , ein Idel α und eine von f ∈ Okp erzeugte nichttriviale p-Potenz f wollen wir das
Integral
Pα,ι(εxh(f), f) =
∫
Cα,f
φ˜ι
(
j(g)εxh(f)
)
· ϕ˜ι(g)dg
kohomologisch interpretieren. Zuna¨chst erhalten wir dank der pi0(GLn(kR)) × GLn(Afk)- beziehungs-
weise pi0(GLn−1(kR))×GLn−1(Afk)-Aktionen durch Rechtstranslation auf dem Raum der automorphen
Formen in Verbindung mit der Rechtsinvarianz des Haar’schen Maßes die Umformulierung
Pα,ι(εxh(f), f) =
∫
C1,f
φ˜αι
(
j(g)εxh(f)
)
· ϕ˜αι (g)dg,
wobei φ˜αι das Bild von φ˜ι unter der Aktion von εα als Element von pi0(Gn(R))×GLn(Afk) bezeichnet,
analoges gilt fu¨r ϕ˜ι. Wir schreiben
Kα := εαKε−1α
und haben die korrespondierenden arithmetische Gruppe
Γα := {γ ∈ GL+n (k) | γf ∈ Kα},
mit der Notation GL+n (k) = GLn(k) ∩GLn(kR)0.
Da det(Kα) = det(K) = Ô×k , haben wir aufgrund starker Approximation fu¨r SLn [Pra77, Theorem
A] die disjunkte Zerlegung
GLn(Ak) =
⊔
i
GLn(k) · εαi ·
(
GLn(kR)0 ×Kα
)
entsprechend der Fasern unter der Determinantenabbildung. Wegen det(εx · h(f)) ∈ Oˆ×k existieren
daher γx,f ∈ GLn(k), γx,f,∞ ∈ GLn(kR)0, gf ∈ Kα und ohne Einschra¨nkung 1 = α(f) ∈ {α1, . . . , αh}
mit
εx · h(f) = γ−1x,f · (γx,f,∞, εα(f) · gf) = γ−1x,f · (γx,f,∞, gf).
Wir definieren die Gruppe
K ′α,x,f := j
−1
(
j
(
(K ′)α
) ∩ εxh(f)Kαh(f)−1ε−1x ) .
Dann operiert K ′α,x,f aufgrund von Lemma D.0.1 auf Cαx,f via Rechtstranslation und wir haben die
korrespondierenden arithmetischen Gruppen
Γ′α := {γ ∈ GL+n−1(k) | γf ∈ (K ′)α},
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Γ′α,x,f := {γ ∈ GL+n−1(k) | γf ∈ K ′α,x,f}.
Dann gilt
Γ′α,x,f = {γ ∈ Γ′α | j(γ)f ∈ εxh(f)Kαh(f)
−1
ε−1x } ⊆ Γ′α,
und wir haben den Diffeomorphismus
iα,x,f : Γ′α,x,f\GLn−1(kR)0 → Cαx,f/K ′α,x,f,
Γ′α,x,f · g∞ 7→ GLn−1(k) · (g∞, εx) ·K ′α,x,f.
Wegen
GLn(k) · (g∞, εx · h(f)) ·Kα = GLn(k) · (γx,f,∞g∞, 1f) ·Kα
haben wir zusammenfassend
vol
(
K ′α,x,f
)−1 · Pα,ι(εxh(f), f) = ∫
Γ′α,x,f\Gn−1(R)0
φ˜αι
(
j(g∞)εxh(f)
)
· ϕ˜αι (g∞)dg∞ =
∫
Γ′α,x,f\Gn−1(R)0
φ˜αι (γx,f,∞j(g∞)) · ϕ˜αι (g∞)dg∞ =∫
Γ′α,x,f\Gn−1(R)0
φ˜αι (γx,f,∞j(g∞)) · ϕ˜αι (g∞)dg∞.
Insbesondere sei auf
Γ′α,x,f = {γ ∈ Γ′α | j(γ)f ∈ γ−1x,f,fKαγx,f,f} =: Γ′α,γx,f
hingewiesen.
Kohomologische Interpretation
Es bezeichne Xn den symmetrischen Raum von Gn(R) bezu¨glich der standard maximalen kompakten
Untergruppe K∞. Dies ist nichts anderes als
Xn =
∏
v∈S∞ reell
GLn(R)/O(n)×
∏
v∈S∞ komplex
GLn(C)/U(n).
Entsprechend bezeichne X 1n den assoziierten symmetrischen Raum zu der standard maximalen kom-
pakten Untergruppe von Gadn (R). Aufgrund der kanonischen Isogenie G
der
n → Gadn ist X 1n ebenfalls ein
symmetrischer Raum der Gruppe Gdern (R).
Wir schreiben
bn :=
n2 − n+ 2 [n2 ]
4
,
b˜n :=
n(n− 1)
2
,
cn := dim(gln)− dim(on) = n2 −
n2 − n
2
=
n2 + n
2
,
c˜n := dimR(gln ⊗R C)− dimR(U(n)) = 2n2 − n2 = n2,
Dann haben wir
bn + bn−1 = cn−1,
b˜n + b˜n−1 = c˜n−1,
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und
r1cn + r2c˜n = dimXn = dimX 1n + r1 + r2.
Es bezeichne g˜n die Unteralgebra der Lie-Algebra
gn := Lie(Gn(R)) =
⊕
v∈S∞ reell
gln ⊕
⊕
v∈S∞ komplex
gln ⊗R C
der Matrizen mit komponentenweise rein imagina¨rer Spur. Wir schreiben s˜ln fu¨r die Lie-Unteralgebra
von gln ⊗R C der Matrizen mit rein imagina¨rer Spur.
Wir du¨rfen annehmen, daß pi und σ in der (r1bn+r2b˜n)-ten beziehungsweise der (r1bn−1+r2b˜n−1)-
ten Kohomologie dieser Lie-Algebra mit konstanten Koeffizienten auftreten. Dann treten pi und σ
jeweils mit Multiplizita¨t 1 auf. Genauer gilt
Hr1bn+r2b˜n
(
g˜n,K∞;H(K∞)pi∞
) ∼= C,
wobei
pi∞ = ⊗
v|∞
piv
und H(K∞)pi∞ den Raum der K∞-endlichen Elemente des Darstellungsraumes Hpi∞ von pi∞ bezeichnet.
Hier geht ein, daß pi∞ trivialen zentralen Charakter hat und damit durch seine Restriktion auf die
Lie-Gruppe
G±n := {g ∈ GLn(kR) | ∀v ∈ S∞ : ||det(gv)||v = 1}
eindeutig bestimmt ist. Die Lie-Algebra dieser Gruppe ist g˜n. Entsprechendes gilt fu¨r σ.
Desweiteren ergibt sich die behauptete Multiplizita¨t 1 aus [Clo90, Lemme 3.14] via der Ku¨nneth-
regeln [BW80, chapter I, §1.3 and §5, (4)], welche in unserem Fall garantieren, daß
Hr1bn+r2b˜n
(
g˜,K∞,H(K∞)pi∞
) ∼=
⊗
v reell
Hbn
(
sln,O(n),H(O(n))piv
)
⊗
⊗
v komplex
H b˜n
(
s˜ln,U(n),H(U(n))piv
)
, (3.3.3)
denn fu¨r r < bn beziehungsweise s < b˜n gilt
Hr
(
sln,O(n),H(O(n))piv
)
= 0,
beziehungsweise
Hs
(
s˜ln,U(n),H(U(n))piv
)
= 0.
Wir haben nun den (g˜n,K∞)-Modul
W0(pi∞, ψ∞) :=
⊗
v|∞
W0(piv, ψv).
Nach [BW80, chapter II, §3, Corollary 3.2] gilt
Hr1bn+r2b˜n
(
g˜n,K∞,H(K∞)pi∞
) ∼=
r1bn+r2b˜n∧ h˜∗n ⊗W0(pi∞, ψ∞)
K∞ ,
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wobei h˜n der (−1)-Eigenraum der Cartan-Involution in g˜ ist, denn via Ku¨nneth reduziert sich dies auf
Hbn
(
sln,O(n),H(O(n))piv
) ∼= ( bn∧ p∗n ⊗W0(piv, ψv)
)O(n)
fu¨r reelles v ∈ S∞ beziehungsweise fu¨r komplexes v ∈ S∞
H b˜n
(
s˜ln,U(n),H(U(n))piv
) ∼=
 b˜n∧ p˜∗n ⊗W0(piv, ψv)
U(n)
mit den entsprechenden Eigenra¨umen pn und p˜n der lokalen Cartan-Involutionen.
Es sei nun
0 6= η∞ ∈
r1bn+r2b˜n∧ h˜∗n ⊗W0(pi∞, ψ∞)
K∞ .
Wir schreiben
η∞ =
∑
#I=r1bn+r2b˜n
ωI ⊗ wI,∞
mit wI,∞ ∈ W0(pi∞, ψ∞). Wir tun das Gleiche mit σ und erhalten eine Form
η′∞ =
∑
#I′=r1bn−1+r2b˜n−1
ω′I′ ⊗ vI′,∞
vom Grad r1bn−1 + r2b˜n−1 mit vI′,∞ ∈ W0(σ∞, ψ∞). Aufgrund der von uns getroffenen Wahl erhalten
wir fu¨r das zu (φ˜ι, ϕ˜ι) korrespondierende Paar (wι,f , vι,f) endlicher Whittakerfunktionen Elemente
ηι,0 := wι,f ⊗ η∞ ∈
r1bn+r2b˜n∧ h˜∗n ⊗W0(pi, ψ)
K∞ ,
sowie
η′ι,0 := vι,f ⊗ η′∞ ∈
r1bn−1+r2b˜n−1∧ h˜∗n−1 ⊗W0(σ, ψ)
K
′∞
,
welche via koeffizientenweiser Fouriertransformation zu einem
ηι ∈
r1bn+r2b˜n∧ h˜∗n ⊗ L20(GLn(k)\GLn(Ak)/(C (GLn)(kR)0K∞K))
K∞ ,
und analog zu einem entsprechenden η′ι Anlaß geben. Insbesondere beschert uns dies Kohomologie-
klassen
[ηα,ι] ∈ Hr1bn+r2b˜ncusp (Γα\X 1n ,C) ⊆ Hr1bn+r2b˜nc (Γα\X 1n ,C),
[η′α,ι] ∈ Hr1bn−1+r2b˜n−1cusp (Γ′α\X 1n−1,C) ⊆ Hr1bn+r2b˜n−1c (Γ′α\X 1n−1,C),
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dabei operieren die arithmetischen Untergruppen via der Projektion ad auf den symmetrischen Ra¨u-
men6. Bezeichnet φι,I die Fouriertransformierte von wI,∞ ⊗ wι,f , so haben wir genauer
ηι =
∑
#I=r1bn+r2b˜n
ωI ⊗ φι,I
und entsprechend
η′ι =
∑
#I′=r1bn−1+r2b˜n−1
ω′I′ ⊗ ϕι,I′ .
Analog zum Lemma 3.2.5 betrachten wir die eigentliche Projektion
p : 0Xn−1 →X 1n−1,
welche von ad induziert wird. Wir haben nun weiterhin den zentralen Morphismus [BT72, Proposition
2.26, (ii)]
ad ◦j : GLn−1 → PGLn,
beziehungsweise dessen Restriktion der Skalare
s := Resk/Q ad ◦j = ad ◦Resk/Qj : Gn−1 → Gadn .
Damit erhalten wir
vol
(
K ′α,x,f
)−1 · Pα,ι(εxh(f), f) = ∫
Γ′α,γx,f\0Xn−1
sα,γx,f,∗ (ηα,ι) ∧ p∗(η′α,ι) =Pr1bn+r2b˜nsα,γx,f ([ηα,ι], [η′α,ι]).
Die Beschra¨nktheit
Wir ko¨nnen nun die Beschra¨nkheit der Distribution beweisen.
Satz 3.3.1. Sind pi und σ ordina¨r bei p, so nehmen bei geeigneter kohomologischer Wahl der Whitta-
kerfunktionen bei ∞ die in den Sa¨tzen 2.3.1 und 2.3.2 konstruierten Distributionen Werte in einem
Ganzheitsring OE eines Zahlko¨rpers E an und sind insbesondere p-adisch beschra¨nkt.
Unter einer geeigneten kohomologischen Wahl verstehen wir die Wahl der Whittakerfunktionen,
wie sie im vorigen Abschnitt beschrieben wurde. Gu¨nstig bezieht sich auf die Wahl ”ganzer“ Kohmo-
logieklassen, wie sie im folgenden Beweis beschrieben wird.
Beweis. Wir du¨rfen nun aufgrund der Multiplizita¨t 1 annehmen, daß jeweils eine und damit alle
Klassen bereits in der cuspidalen Kohomologie
[ηα,ι] ∈ Hr1bn+r2b˜ncusp (Γα\X 1n ,OQ(pi,σ)),
[η′α,ι] ∈ Hr1bn−1+r2b˜n−1cusp (Γ′α\X 1n−1,OQ(pi,σ))
mit ganzen Koeffizienten auftreten. Dann folgt hieraus unmittelbar
vol
(
K ′α,x,f
)−1 · Pα,ι(εxh(f), f) ∈ OQ(pi,σ).
6das ist sinnvoll im Sinne von [Bor66, §5, Theorem 6].
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Um die Beschra¨nktheit der Distribution µ aus den Sa¨tzen 2.3.1 und 2.3.2 nachzuweisen, mu¨ssen
wir also aufgrund der Annahme der Ordinarita¨t zeigen, daß∣∣κ(f) · vol (K ′α,x,f)∣∣p = ∣∣∣N(f) (n+1)n(n−1)+n(n−1)(n−2)6 · vol (K ′α,x,f)∣∣∣p
fu¨r alle nichttrivialen p-Potenzen f beschra¨nkt ist. Da α und x kommutieren, normalisiert εx die Gruppe
(K ′)α, denn es normalisiert offensichtlich K ′. Daher haben wir
K ′α,x,f = εx ·K ′α,1,f · ε−1x .
Da die Konjugation mit h(f) lediglich die Komponente bei p betrifft, haben wir fu¨r v - f stets(
K ′α,x,f
)
v
= j(K ′v)
α.
Wir haben also (
K ′α,x,f
)
p
= j(In−1)α ∩ h(f)Iαnh(f)
−1
zu betrachten. Wir du¨rfen annehmen, daß α eine triviale p-Komponente hat. Dann ergibt sich die
Beschra¨nktheit der Distribution unmittelbar aus dem Lemma D.0.1.
3.4 Kritikalita¨t
Wie bisher sei k ein Zahlko¨rper und pi beziehungsweise σ seien irreduzible cuspidale automorphe
Darstellungen von GLn(Ak) und GLn−1(Ak) von kohomologischem Typ mit trivialem zentralem Cha-
rakter. Ist k total reell, so ist letzteres gleichbedeutend damit, daß fu¨r jede unendliche Stelle v ∈ S∞
von k
H•(gln,SO(n)C (GLn)(R)
0;H(O(n))piv ) 6= 0
und entsprechendes fu¨r σ.
Die Frage nach P (12) 6= 0 ist im Wesentlichen ein lokales Problem. Um dies einzusehen, beobachten
wir, daß im Sinne des Ku¨nneth-Formalismus zuna¨chst kanonisch(
r1bn∧
h˜∗n ⊗W0(pi∞, ψ∞)
)K∞
∼=
⊗
v∈S∞
(
bn∧
p∗n ⊗W0(piv, ψv)
)Kv
gilt, weswegen unsere spezielle Wahl der Whittakerfunktionen η∞ und η′∞ Faktorisierungen
η∞ = ⊗
v|∞
ηv
und
η′∞ = ⊗
v|∞
η′v
besitzen, wobei die Komponenten jeweils den lokalen Bedingungen
ηv ∈
(
bn∧
p∗n ⊗W0(piv, ψv)
)Kv
und
η′v ∈
bn−1∧ p∗n−1 ⊗W0(σv, ψv)
K′v
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genu¨gen. Entsprechend zerfa¨llt auch die Indexmenge I in lokale Indexmengen Iv, so daß wir eine
natu¨rliche Bijektion ∏
v∈S∞
Iv → I
erhalten. Wir haben per definitionem
P (s) =
∑
#I=r1bn+r2b˜n
εIPI(s),
wobei
Ψ(wI,∞ ⊗ vI,∞, s) = PI(s) · L(s, pi∞ × σ∞). (3.4.1)
Gleichung (3.4.1) nimmt nun schließlich die Form
PI(s) =
∏
v|∞
Ψ(wIv ,v, vIv ,v, s)
L(s, piv × σv)
an, mit entsprechenden lokalen Whittakerfunktionen. Die Frage, ob
Pv(
1
2
) :=
Ψ(wIv ,v, vIv ,v,
1
2)
L(12 , piv × σv)
6= 0
ist fu¨r n = 2 klassisch und im Fall n = 3 wurde sie in [Sch93, Theorem 3.8] beziehungsweise allgemeiner
in [KS08, Theorem B] bereits beantwortet.
Das zeigt die
Proposition 3.4.1. Ist k total reell, n ∈ {2, 3} und sind pi und σ irreduzible cuspidale automor-
phe Darstellungen von GLn(Ak) beziehungsweise GLn−1(Ak) von kohomologischem Typ mit trivialem
zentralem Charakter, ist s = 12 kritisch fu¨r L(s, pi×σ) und sind pi und σ ordina¨r bei p, so gilt die Inter-
polationsformel aus Satz 2.3.1 (beziehungsweise Satz 2.3.2) mit einem P (12) 6= 0, wobei angenommen
werden kann, daß es sich bei µ um ein Maß handelt, welches Werte in einem Ganzheitsring OE eines
Zahlko¨rpers E annimmt.
Kapitel 4
Das letzte Kapitel
In diesem Kapitel geben wir mit der Konstruktion einer p-adischen L-Funktion zur dritten symmetri-
schen Potenz Sym3E einer modularen elliptischen Kurve E u¨ber einem total reellen Zahlko¨rper k ein
nichttriviales Anwendungsbeispiel der in den ersten drei Kapiteln entwickelten Theorie an.
4.1 λ-adische Darstellungen
Es sei F ein Zahlko¨rper, λ | ` eine endliche Primstelle. Wir haben bereits ein fu¨r allemal algebraische
Abschlu¨sse Q ⊆ C, Ql (beziehungsweise F λ) und (algebraische) Isomorphismen Ql → C gewa¨hlt,
so daß das Bild von Fλ den Ko¨rper F entha¨lt. Wir identifizieren im Folgenden Hecke-Charaktere
endlicher Ordnung via unserer Normierung der Klassenko¨rpertheorie mit den entsprechenden eindi-
mensionalen Artin’schen Darstellungen. Wir normieren diese Identifikation durch die Konvention, daß
lokal Primelemente geometrischen Frobeniuselementen entsprechen sollen.
Twists
Es seien σ = (σ(λ))λ und ρ = (ρ(λ))λ kompatible Systeme λ-adischer Darstellungen (im Sinne von
[Ser68]) der Weil-Gruppe Wk eines Zahlko¨rpers k. Es bezeichne Vλ beziehungsweise Wλ den mit der
Wk-Operation versehenen Fλ-Vektorraum zu σ(λ) beziehungsweise ρ(λ), so daß
σ(λ) :Wk → Aut(Vλ)
und analog fu¨r ρ. Wir betrachten den Twist
σ(λ) ⊗ ρ(λ) :WQ → Aut(Vλ ⊗Fλ Wλ),
w 7→
[
α⊗ β 7→ σ(λ)(w)(α)⊗ ρ(λ)(w)(β)
]
.
Entsprechend haben wir das kompatible getwistete System σ ⊗ ρ = (σ(λ) ⊗ ρ(λ))λ.
Leben σ und ρ u¨ber verschiedenen Zahlko¨rpern F und F ′, so twisten wir beide zuna¨chst mit der
jeweils trivialen Darstellung auf dem Kompositum FF ′, um kompatible Systeme u¨ber FF ′ zu erhalten,
welche wir wie gehabt twisten ko¨nnen.
Beispiele
Ist ψ ein algebraischer Hecke-Charakter von k, so ist ψ u¨ber einem Zahlko¨rper F definiert und wir
haben ein assoziiertes kompatibles System λ-adischer Darstellungen
ψλ :Wk → F×λ .
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Sei S ein kommutatives Gruppenschema u¨ber einem Zahlko¨rper k. Dann haben wir eine exakte
Sequenz
1 −−−−→ S[n] −−−−→ S n−−−−→ S,
wobei S[n] den Kern der Multiplikation mit n auf S bezeichnet. Dieser ist ebenfalls ein Gruppenschema
u¨ber k. Wir definieren nun fu¨r jede rationale Primzahl ` den `-adischen Tate-Modul1 zu S durch
T`(S) := lim←−S[`
n](Q) = Hom(Q`/Z`, S(Q)).
Dieser ist mit einer natu¨rlichen G(Q/k)-Aktion versehen, ebenso wie
V`(S) := T`(S)⊗Z` Q`.
Im Allgemeinen ist dies gewiß kein kompatibles System `-adischer Darstellungen. Doch selbst wenn
V`(S) endlichdimensional ist, ist nicht klar, ob es sich hierbei um ein System kompatibler `-adischer
Darstellungen handelt.
Ein wichtiges Beispiel ist das Gruppenschema S = µ = lim−→µn der Einheitswurzeln. Dieses stellt
den Funktor
X 7→ (Γ(X,OX)×)tor
dar. Hier ist der `-adische Tate-Modul durch
T`(µ) = lim←−µ`n(Q),
gegeben und
V`(µ) = T`(µ)⊗Z` Q`
ist in diesem Fall tatsa¨chlich ein kompatibles System `-adischer Darstellungen2.
Analog definiert jede abelsche Varieta¨t A/k ein abelsches Gruppenschema, so daß wir analog
T`(A) = lim←−A[`
n](Q),
V`(A) = T`(A)⊗Z` Q`
erhalten. In diesem Fall interessieren wir uns fu¨r das nach [ST68, Theorem 3] kompatible System
`-adischer Darstellungen
H1e´t(A,Q`) = HomQ`(V`(A),Q`).
Dies sind die `-adischen Realisierungen des H1(A) entsprechenden Motives, welches wir schlicht mit
M(A) bezeichnen.
4.2 Noch mehr Motivisches
Es seiN ≥ 3, ψ : (Z/NZ)× → C× ein Dirichletcharakter und f ∈ Sk(N,ψ) eine primitive normalisierte
Spitzenform vom Gewicht k ≥ 1 zur Kongruenzuntergruppe Γ0(N) und Nebentyp ψ. Die Form f habe
die Fourierentwicklung
f(z) =
∞∑
n=1
anq
n, q = e2piiz.
1Genau genommen erhalten wir allgemeiner mit T`(S) := lim←−S[`
n] ein `-adisches Gruppenschema.
2im Fall S = Gm erhalten wir die gleichen Tate-Moduln.
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Fu¨r jede Primzahl ` schreiben wir
1− a`X + ψ(`)`k−1X2 = (1− α`X)(1− β`X) (4.2.1)
und betrachten die L-Funktion
L(s, f) :=
∞∑
i=1
ann
−s =
∏
`
[(1− α``−s)(1− β``−s)]−1,
welche sich, ebenso wie die Twists
L(s, f, χ) :=
∞∑
i=1
χ(n)ann−s
mit Dirichletcharakteren χ mit zu N teilerfremdem Fu¨hrer fχ, analytisch auf ganz C fortsetzt und
folgender Funktionalgleichung genu¨gt [Shi71, Theorem 3.66]:
Λ(s, f, χ) = ikψ(fχ)χ(N)G(χ)2(fχ)−1Λ(k − s, fˇ , χ),
wobei
Λ(s, f, χ) := ((fχ)2N)s/22(2pi)−sΓ(s)L(s, f, χ), (4.2.2)
fˇ(s) := N−k/2s−kf(− 1
Ns
). (4.2.3)
Mit pi = ⊗pi` bezeichnen wir die f entsprechende irreduzible cuspidale automorphe Darstellung von
GL2(AQ) und normalisieren die lokalen L-Funktionen, so daß
L(s, pi`) = [(1− α``−s−
k−1
2 )(1− β``−s−
k−1
2 )]−1, (4.2.4)
sowie
L(s, pi) :=
∏
`
L(s, pi`).
Dann gilt
L(s, pi) = L(s+
k − 1
2
, f). (4.2.5)
Diese Normalisierung fu¨hrt im Sinne der Funktionalgleichung dazu, daß L(s, pi) auf L(1−s, pˇi) bezogen
wird, wobei pˇi die zu pi kontragrediente Darstellung bezeichnet. Sie fu¨gt sich desweiteren in die von
Deligne [Del69, DS74, Del74, Del80] bewiesene Ramanujan-Peterssonvermutung, nach welcher fu¨r ` - N
|α``−
k−1
2 | = |β``−
k−1
2 | = 1 (4.2.6)
gilt. Wegen α`, β` ∈ Q ergibt sich aus (4.2.6), daß α` und β` komplex konjugiert sind.
Nach Eichler und Shimura im Fall k = 2, Deligne [Del69] im Fall k ≥ 2 beziehungsweise Deligne-
Serre [DS74] fu¨r k = 1, existiert ein kompatibles System σ = (σ(λ))λ zweidimensionaler λ-adischer
Darstellungen der Weilgruppe WQ, wobei λ die endlichen Primstellen des von den Fourierkoeffizien-
ten {an | n > 1} von f erzeugten Zahlko¨rpers3 F/Q durchla¨uft, so daß fu¨r alle Primzahlen ` die
Einschra¨nkung (σ(λ)` )λ dieses Systems auf die lokale Weilgruppe WQ` im Sinne der lokalen Langlands-
korrespondenz [Del73a, Bor79] der Darstellung pi` entspricht, denn nach Kutzko [Kut80] im Fall GL2
3[Shi71, Theorem 3.48], falls k = 2 gilt sogar F = Q.
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und Henniart und Harris-Taylor [Hen88, HT01] fu¨r GLn ist die lokale Langlandskorrespondenz in
Charakteristik 0 bewiesen. Insbesondere gilt fu¨r jedes ` mit λ - `, daß die Darstellung
σ
(λ)
` :WQ` → GL2(Fλ) = Aut(Vλ)
ebenfalls (bis auf Normierung) zu den gleichen Eulerfaktoren fu¨hrt:
L`(s, Vλ) := det(1− φ``−s;V I`λ )−1 = L(s, pi`). (4.2.7)
Hier bezeichnen wir mit φ` den geometrischen4 Frobenius beziehungsweise dessen Bild unter der Dar-
stellung. Die lokale Langlandskorrespondenz garantiert uns, daß desweiteren die entsprechenden ε-
Faktoren und Fu¨hrer u¨bereinstimmen. Das so konstruierte ”Motiv“ u¨ber Q vom Rang 2 bezeichnen
wir mit M(f). Es sei darauf hingewiesen, daß Scholl [Sch90] eine algebraische Konstruktion von M(f)
im Sinne Grothendiecks gab.
Nichtarchimedisches
Bezeichnet V ∗λ den Dualraum von Vλ, so ist die zu σ
(λ) : WQ → Vλ kontragrediente Darstellung
σˇ(λ) :WQ → V ∗λ , gegeben durch die Vorschrift
∀w ∈WQ : 〈σˇ(λ)(w)v∗, v〉 = 〈v∗, σ(λ)(w−1)v〉,
wobei wir mit 〈·, ·〉 : V ∗λ × Vλ → Fλ die natu¨rliche Paarung 〈v∗, v〉 7→ v∗(v) bezeichnen. Diese Paarung
setzt sich dank ihrer Bilinearita¨t zu einem nichttrivialen WQ-Homomorphismus V ∗λ ⊗Fλ Vλ → Fλ fort,
wobei Fλ als trivialerWQ-Modul aufgefaßt wird. Der Kern Uλ dieses Homomorphismus gibt schließlich
zu einer dreidimensionalen Darstellung
Σ(λ) :WQ → Aut(Uλ)
Anlaß. Die Gesamtheit dieser Darstellungen stellt ein kompatibles System Σ := (Σ(λ))λ von λ-adischen
Darstellungen dar.
Schließlich sei bemerkt, daß wir die Zerlegung
V ∗λ ⊗Fλ Vλ ∼= Uλ ⊕ Fλ (4.2.8)
haben.
Die Darstellung detσ(λ) := det ◦σ(λ) : WQ → Fλ faktorisiert u¨ber W abQ ∼= A×Q/Q× ∼= R×+ × Zˆ×.
Aufgrund der Konstruktion von σ ausgehend von f sehen wir ((4.2.1), (4.2.4) und (4.2.7)), daß detσ(λ)
auf R×+ trivial ist, die Einschra¨nkung auf Zˆ× u¨ber (Z/fψZ)× faktorisiert und
(detσ(λ))|(Z/fψZ)× = ψ−1.
Desweiteren gilt5
σˇ(λ) ∼= σ(λ) ⊗ (detσ(λ))−1 ∼= σ(λ) ⊗ ψ. (4.2.9)
4ein lokal uniformisierendes Element $ entspricht via Klassenko¨rpertheorie dem inversen eines Frobeniuselementes,
was mit unserer Normierung der Klassenko¨rpertheorie konform ist.
5hat σ(w) bezu¨glich der Standardbasis (e1, e2) die Darstellungsmatrix A :=
„
a b
c d
«
, so hat σˇ(λ)⊗(detσ(λ)) bezu¨glich
der Dualbasis (e∗1, e
∗
2) die Abbildungsmatrix A˜ :=
„
d −c
−b a
«
. Mit T :=
„
0 c
ad− bc −a
«
gilt dann TAT−1 = A˜.
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Das Symmetrische Quadrat
Wir haben analog zu (4.2.8) die Zerlegung
Vλ ⊗Fλ Vλ = Sym2(σ)(λ) ⊕Alt2(σ)(λ)
und fassen wir ψ als Gro¨ßencharakter auf und identifizieren wir den Vektorram Sym2(σ)(λ) mit der
Darstellung WQ → Aut(Sym2(σ)(λ)), zu welcher er Anlaß gibt, so haben wir
Sym2(σ)(λ) ∼= Σ(λ) ⊗ ψ−1. (4.2.10)
Desweiteren gilt bekanntlich [Bou98, chapitre III, section §8, no. 1, De´finition 1]
Alt2(σ)(λ) ∼= detσ(λ) ∼= Fλ ⊗ ψ−1
mit dem trivialen WQ-Modul Fλ.
Archimedisches
Aufgrund von (4.2.5) ist die Komponente pi∞ der automorphen Darstellung pi ein Twist einer discrete
series Darstellung mit minimalem Gewicht6 k. Die entsprechende zweidimensionale Darstellung σ∞
der lokalen Weilgruppe WR ist die irreduzible induzierte Darstellung
σ∞ = IndWCWRθ, (4.2.11)
wobei θ :WC → C× den Quasicharakter
θ(z) =
(
z
|z|
)k−1
bezeichnet. Dann gilt detσ∞ = sgnk und σˇ∞ ∼= σ∞. Schließlich ist Σ∞ wegen (4.2.9) durch
Σ∞ = Sym2(σ∞) :WR → GL3(C)
gegeben7, womit wegen (4.2.11)
Σ∞ = (IndWCWRθ
2)⊕ sgn . (4.2.12)
4.3 Automorphes
Fu¨r eine Einfu¨hrung in die Langlandsvermutungen und Langlandsfunktorialita¨t sei auf Borels Corval-
lisartikel [Bor79] und Cogdells Lecture [BCG+04, chapter 11] hingewiesen. Zum Zusammenhang mit
der motivischen Situation ist Clozels Artikel [Clo90] die Hauptreferenz.
Fu¨r einen lokalen Ko¨rper k bezeichne W ′k die Weil-Deligne-Gruppe von k, sofern k nichtarchime-
disch bewertet ist, andernfalls sei W ′k =Wk die Weilgruppe von k. Die lokale Langlandskorrespondenz
fu¨r GLn liest sich dann wie folgt: es existiert eine Bijektion σ zwischen der Menge der irreduziblen
admissiblen automorphen (komplexen) Darstellungen pi von GLn(k′) und der Menge der admissiblen
Homomorphismen8 φ :W ′k → LGLn, so daß
L(s, pi) = L(s, r ◦ σ(Πφ))
gilt, wobei r : LGLn → GLn(C) die kanonische Darstellung bezeichnet. Desweiteren stimmen die ent-
sprechenden lokalen ε-Faktoren, eindimensionalen Twists, (zentralen) Charaktere und Fu¨hrer u¨berein.
6vergleiche [Gel75, §4A, Theorem 4.4 and §6C, Theorem 6.16], erwa¨hnenswert ist auch [Gel75, §6D, Proposition 6.22].
7die Einschra¨nkung von ψ auf WR ist entweder trivial oder sgn, je nachdem ob ψ gerade oder ungerade ist. Das
symmetrische Quadrat absorbiert jedoch Twists mit quadratischen Charakteren.
8auch Langlandsparameter genannt. Diese parametrisieren sogenannte L-Pakete, welche im Fall der GLn jedoch
sa¨mtlich einelementig sind.
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Symmetrische Potenzen
Es sei k nun ein globaler Ko¨rper, v eine Stelle von k und kv die Komplettierung von k bei v. In [GJ78]
betrachteten Gelbart und Jacquet den Morphismus Ad : LGL2 → LGL3 von L-Gruppen, welcher
durch Verkettung des kanonischen Morphismus GL2 → PGL2 und der adjungierten Darstellung Ad :
PGL2 → Aut(Lie(PGL2)) gegeben ist9. In [GJ78, Theorem 9.3] zeigten sie, daß diesem Morphismus
von L-Gruppen ein starker Lift im Sinne der Langlandsfunktorialita¨t entspricht: zu jeder irreduziblen
admissiblen cuspidalen automorphen Darstellung pi = ⊗vpi von GL2 mit der Eigenschaft,daß pi⊗χ 6∼= pi
fu¨r jeden nichttrivialen Idelklassencharakter χ, existiert eine (bis auf A¨quivalenz eindeutige) irreduzible
admissible cuspidale automorphe Darstellung Π = ⊗vΠv von GL3 mit trivialem zentralen Charakter,
Πˇ ∼= Π und
L(s,Πv) = L(s, r ◦Ad ◦ σ(piv))
fu¨r alle Stellen v von k, entsprechendes gilt fu¨r die ε-Faktoren und eindimensionalen Twists. Deswei-
teren ist die L-Funktion ∏
v
L(s, r ◦Ad ◦ σ(piv)) = L(s,Π)
ganz. Dies gilt ebenfalls fu¨r alle Twists von Π mit Idelklassencharakteren10.
Das symmetrische Quadrat der Darstellung id : GL2(C) → GL2(C) gibt nun Anlaß zu einer
dreidimensionalen Darstellung
Sym2 id : GL2(C)→ GL3(C).
Dieser entspricht ein Morphismus
ρ3 : LGL2 → LGL3
von L-Gruppen u¨ber kv, indem wir Sym2 id durch die Identita¨t auf die Galoisgruppe fortsetzen. Das
Resultat von Gelbart und Jacquet bedeutet, daß zu diesem Morphismus von L-Gruppen ein Lift im
Sinne der Langlandsfunktorialita¨t entspricht, denn ρ3 und Ad unterscheiden sich lediglich um einen
Twist mit det : GL2 → GL1. Dies steht in vollsta¨ndiger Analogie zur motivischen Situation, wobei Σ
und Sym2M(f) via (4.2.10) verglichen werden11.
Kim und Shahidi [KS02b, Theorem 10.2(a)] zeigten, daß es sich bei der Rankin-Selberg-Faltung
L(s,Π′ ⊗ pi′) um die L-Funktion einer automorphen Darstellung auf GL6(Ak) handelt.
Allgemeiner zeigten sie [KS02b, Theorem 5.1] die durch
· ⊗ · : GL2(C)×GL3(C)→ GL6(C)
gegebene Funktorialita¨t GL2×GL3 → GL6. In diesem Sinne sprechen wir bei L(s,Π′ × pi′) von der
L-Funktion L(s,Ω) einer automorphen Darstellung Ω von GL6(Ak).
Kim und Shahidi [KS02b, Theorem 10.1] zeigten ebenfalls die Funktorialita¨t von Sym3 : GL2 →
GL4, sowie in [Kim03, KS02a] ebenfalls der funktorielle Lift Sym4 : GL2 → GL5, wobei diese ho¨her-
en symmetrischen Potenzen wie im Fall des symmetrischen Quadrates den L-Gruppenmorphismen
LGL2 → LGLn+1 entsprechen, welche zu
Symn id : GL2(C)→ GLn+1(C)
korrespondieren.
9bezu¨glich der Identita¨t auf der Galoisgruppe.
10im Fall pi ⊗ χ ∼= pi fu¨r nichttriviales χ ist Π nicht mehr cuspidal und es treten einfache Pole auf, vgl. [GJ78, Sec. 3.7
and Remark 9.9].
11Im Sinne eines Satakeparameters
„
a 0
0 b
«
fu¨hrt Ad zu
0@ab−1 0 00 1 0
0 0 a−1b
1A, ρ3 hingegen zu
0@a2 0 00 ab 0
0 0 b2
1A. Analoges
gilt fu¨r Σ und Sym2M(f). Diese Analogie setzt sich selbstversta¨ndlich auch auf die Komplemente in σˇ ⊗ σ und σ ⊗ σ
fort.
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Base Change
Um nichttriviale Beispiele zu konstruieren, erweist sich base change12 [Lan80, AC89] fu¨r GLn als
nu¨tzlich. Fu¨r Σ haben wir u¨ber Q eine entsprechende irreduzible admissible cuspidale automorphe
Darstellung Π von GL3. Dieser entspricht dank des base change Lifts fu¨r beliebige auflo¨sbare Erwei-
terungen k/Q eine automorphe Darstellung Π′ von GL3 u¨ber k, welche wiederum dem Motiv Σ/k
entspricht. Analog existiert zur Darstellung pi von GL2(AQ) ein Lift pi′ auf GL2(Ak).
Es sei darauf hingewiesen, daß im Allgemeinen der Lift einer kohomologischen Darstellung nicht
kohomologisch sein muß. Ist k/Q auflo¨sbar und total reell, so ist der base change Lift einer kohomo-
logischen Darstellung in einer solchen Erweiterung stets kohomologisch.
4.4 Modularita¨t
Nach [Wil95, TW95, BCDT01] existiert zu jeder elliptischen Kurve E/Q (ohne komplexe Multiplika-
tion) eine Spitzenform f vom Gewicht 2 mit trivialem Nebentyp und L(s,M(E)/Q) = L(s,M(f)/Q).
In diesem Sinne umfaßt obige Diskussion also sa¨mtliche elliptische Kurven u¨ber Q (ohne CM).
4.5 Iwasawa-Theorie
Es sei k/Q auflo¨sbar und total reell, f eine primitive normalisierte Spitzenform vom Gewicht 2 und
Nebentyp ψ zu Γ0(N), g eine primitive normalisierte Spitzenform vom Gewicht 2 auf Γ0(N ′) mit
trivialem Nebentyp und es bezeichne M(f) sowie M(g) die assoziierten Motive. Desweiteren sei Σ das
Motiv von Rang 3 zuM(f) wie in Abschnitt 4.2 und Π sei die im Sinne des Jacquet-Gelbart-Lifts hierzu
assoziierte cuspidale automorphe Darstellung von GL3(AQ). Diese hat trivialen zentralen Charakter
und ist in unserem Sinne kohomologisch. Das gleiche trifft auf den base change Lift Π′ von Π auf
GL3(Ak) zu. Es sei pi die zu g assoziierte automorphe Darstellung. Diese ist ebenfalls kohomologisch
mit trivialem zentralem Charakter, wie auch der base change Lift pi′ von pi auf GL2(AQ).
Sei nun p eine endliche Primstelle von k, welche NN ′ nicht teilt und es seien Π′ als auch pi′ bei
p ordina¨r im Sinne von Abschnitt 2.3. Dies ist beispielsweise der Fall, wenn M(f)/k und M(g)/k zu
elliptischen Kurven korrespondieren, welche bei p gute ordina¨re Reduktion haben. Unsere Konstruktion
produziert in diesem Fall ein p-adisches Maß µ mit Werten in Q, so daß∫
Θ
χdµ = P (
1
2
) · δ(pi, σ) · κ(f) ·G(χ)n(n−1)2 · L(1
2
,Π′ ⊗ pi′ ⊗ χ),
fu¨r alle Idelklassencharaktere χ : k×\A×k → C× endlicher Ordnung mit nichttrivialem Fu¨hrer f = pν .
Bezeichnet K/k die maximale abelsche Erweiterung von k, welche außerhalb von p unverzweigt ist, so
erhalten wir nach Klassenko¨rpertheorie einen kanonischen Isomorphismus
Γ := Gal(K/k) ∼= k×\A×k /(k×∞)0
∏
q6=p
O×k,q = Θ.
Insbesondere haben wir eine exakte Sequenz
1→ O×k,+ →
∏
q6=p
O×k,q → Γ→ Cp
∞ → 1,
12auch dieser la¨ßt sich im Rahmen des allgemeinen Funktorialita¨tsprinzips der Langlandsphilosophie beschreiben.
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wobei Cp∞ die Strahlklassengruppe zu K/k bezeichnet. In diesem Sinne entspricht µ einem Maß µ auf
Γ mit der Interpolationseigenschaft∫
Γ
χdµ = P (
1
2
) · δ(pi, σ) · κ(f) ·G(χ)n(n−1)2 · L(2, (Σ⊗M(g)/k)⊗ χ). (4.5.1)
Da k total reell ist, so wissen wir aus Proposition 3.4.1, daß P (12) 6= 0, so daß wir mittels (4.5.1)
tatsa¨chlich eine p-adische L-Funktion Lp(s,Σ⊗M(g)/k) erhalten.
Symmetrische Potenzen Elliptischer Kurven
Ein Spezialfall dieser Konstruktion ist die Situation zweier u¨ber Q definierter elliptischer Kurven E1
sowie E2 ohne CM, in welchem wir∫
Γ
χdµ = P (
1
2
) · δ(pi, σ) · κˆ(f) ·G(χ)n(n−1)2 · L(2, (Sym2E1 ⊗ E2)/k ⊗ χ) (4.5.2)
erhalten.
Gilt desweiteren E = E1 = E2, so erhalten wir
Sym2E ⊗ E = Sym3E ⊕ E(−1),
was uns
L(s,Sym2E ⊗ E/k ⊗ χ) = L(s,Sym3E/k ⊗ χ) · L(s− 1, E/k ⊗ χ) (4.5.3)
beschert. Manin [Man76] konstruierte die p-adische L-Funktion Lp(s,E/k). Sofern
Lp(s,E/k) 6= 0, (4.5.4)
ko¨nnen wir
Lp(s,Sym3E/k) :=
Lp(s,Sym2E ⊗ E/k)
Lp(s,E/k)
definieren.
Die Bedingung (4.5.4) ist a¨quivalent zur Frage, ob es eine Artin’sche Darstellung χ : Gal(kab/k)→
C× gibt, welche außerhalb von S := {p} ∪ S∞ unverzweigt ist und fu¨r welche
L(1, E/k ⊗ χ) 6= 0. (4.5.5)
In [Roh89] zeigt Rohrlich die Existenz eines Hecke-Charakters endlicher Ordnung, welcher innerhalb ei-
ner vorgegebenen endlichen Primstellenmenge unverzweigt ist und fu¨r welchen via Klassenko¨rpertheo-
rie (4.5.5) gilt. Leider ist dieses Resultat fu¨r unsere Zwecke zu unscharf. Im Fall k = Q gilt (4.5.5)
nach [Roh84] fu¨r fast alle χ, welche außerhalb von S unverzweigt sind, sofern keine der Primstellen
v ∈ S das Level N teilt. Dies la¨ßt sich verallgemeinern.
Proposition 4.5.1. Es sei K/Q abelsch13, die Diskriminante dK/Q von K sei zu N teilerfremd und
es sei weiterhin S ⊇ S∞ eine endliche Primstellenmenge, so daß v ∈ S ⇒ v - N . Dann gilt
L(1, E/K ⊗ χ) 6= 0 (4.5.6)
fu¨r fast alle Artin’schen Darstellungen χ von Gal(Qab/K), welche außerhalb von S unverzweigt sind.
13nicht notwendigerweise total reell.
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Beweis. Fu¨r χ wie in der Proposition bezeichne K(χ) = Qkerχ ⊆ Qab. Damit haben wir
L(s,E/K ⊗ χ) = L(s,E/Q ⊗ IndGal(K(χ)/K)Gal(K(χ)/Q)χ) =
∏
i
L(s,E/Q ⊗ τi),
wobei
IndGal(K(χ)/K)Gal(K(χ)/Q)χ = ⊕iτi
mit Artin’schen Darstellungen τi von Gal(Qab/Q), unverzweigt bei allen Stellen v von Q mit v 6∈ S′,
wobei S′ die endliche Primstellenmenge
S′ := {v ∈MQ | es gilt v | dK/Q oder ∃w ∈ S : w | v}
bezeichnet. Dank Klassenko¨rpertheorie und Rohrlichs Resultat [Roh84] existieren nur endlich viele
solche τi mit
L(1, E/Q ⊗ τi) = 0.
Andererseits gibt es dank Frobenius-Reziprozita¨t nur endich viele χ, welche durch Induktion zu einem
solchen τi Anlaß geben. Das zeigt die Behauptung.
Wir erhalten das
Korollar 4.5.2. Falls k/Q abelsch und total reell, p in k/Q unzerlegt14 ist, und (dk/Q, N) = 1, so
gilt (4.5.4). Insbesondere existiert in diesem Fall Lp(s,Sym3E/k).
Nach Kim und Shahidi [KS02b] korrespondiert zu Sym3 pi′ eine cupsidale automorphe Darstellung
∆ von GL4(Ak). Insbesondere sind die getwisteten L-Funktionen L(s,∆⊗χ) fu¨r jeden Hecke-Charakter
χ von k ganz [KS02b, Theorem 10.1].
Die so konstruierte p-adische L-Funktion hat gema¨ß Gleichung (4.5.3) daher die Interpolationsei-
genschaft
Lp(χ,Sym3E/k) = Q∞ ·G(χ)4 ·
N(f)
(α3pβp)νp(f)
· L(1
2
,∆⊗ χ) (4.5.7)
fu¨r alle Hecke-Charaktere χ endlicher Ordnung mit nichttrivialem p-Potenzfu¨hrer und vereinfachend15
χ∞ = 1∞, sofern Lp(χ,E/k) nicht verschwindet, denn es gilt
Lp(χ,E/k) = Ω∞ ·
N(f)
G(χ)ανp(f)p
· L(1, E/k ⊗ χ),
wobei αp die Wurzel des Hecke-Polynoms von E bei p mit ||αp||p = 1 bezeichnet und βp die andere
Wurzel ist.
Es stellt sich die Frage, ob Lp(s,Sym3E/k) fu¨r alle χ definiert ist und falls dies zutrifft, ob
Lp(s,Sym3E/k) 6= 0. Es wird allgemein angenommen, daß beides der Fall ist.
Kim und Shahidi zeigten, daß beim zentralen kritischen Wert der ungetwisteten L-Funktion kein
Pol vorliegt [KS00, Proposition 3.9] und Harris hat ein Nicht-Verschwindungsresultat fu¨r das Tripel-
produkt von GL2 [Har94, Proposition 6.1]. Dies beantwortet zwar unsere beiden Fragen nicht, gibt
aber Hoffnung, daß wir richtig liegen.
14p | dk/Q ist zula¨ssig, p | N hingegen nicht.
15Diese Hypothese vereinfacht lediglich die Formulierung; das getwistete Rankin-Selberg-Produkt ist in unserem Fall
von χ∞ unabha¨ngig, da das symmetrische Quadrat Twists mit quadratischen Charakteren absorbiert. Der Einfluß von
χ∞ auf Lp(χ,E/k) ist bekannt und ließe sich dazu verwenden, die Interpolationseigenschaft von Lp(χ, Sym
3 E/k) fu¨r
beliebige χ∞ zu formulieren.
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Es stellt sich selbstversta¨ndlich die Frage, ob das auf diese Weise erhaltene Algebraizita¨tsresultat
fu¨r L(12 ,Sym
3E/k) mit der Vermutung von Deligne [Del79] vertra¨gtlich ist. Da Sym3EQ die Hodge-
Zahlen h3,0 = h2,1 = h1,2 = h0,3 = 1 hat, ist der zentrale Wert s = 2 der einzige kritische Wert von
Sym3E/Q und dies gilt daher ebenfalls u¨ber den von uns betrachteten total reellen Zahlko¨rpern k/Q.
Bezu¨glich der Deligne-Perioden sind die Arbeiten [Gar87, PSR87, Pra90, HK91, GH93, KS00]
zum Rankin-Tripel-Produkt automorpher Darstellungen von GL2 von Bedeutung. Auf der Grund-
lage von Garretts Integraldarstellung [Gar87] studieren Garrett und Harris in [GH93] die speziellen
Werte von L-Funktionen des Tripel-Produktes gewisser automorpher Darstellungen von GL2, welche
insbesondere grundsa¨tzlich die uns interessierenden Hilbert’schen Modulformen umfassen. Im Fall von
parallelem Gewicht 2 unterliegen sie jedoch einer Einschra¨nkung, was die kritischen Werte betrifft,
was auf mangelnde Kenntnisse u¨ber gewissse Eisensteinreihen außerhalb des absoluten Konvergenzbe-
reiches zuru¨ckzufu¨hren ist. Es ist anzunehmen, daß ihre Aussagen auch in dem uns interessierenden
Fall gelten, selbst wenn dieser dort formal ausgeschlossen wurde [GH93, vgl. 3.4.8 and Remark 4.6.3].
Garrett und Harris’ diesbezu¨gliche Resultat [GH93, Theorem 6.2] basiert auf der Kombination
ihres [GH93, Theorem 4.6] und Shimuras Resultat [Shi78, Theorem 4.3], welches in der dortigen
Formulierung den Fall des parallelen Gewichts 2 nicht umfaßt. Nach [Roh89] existiert jedoch ein η, so
daß A(m′, f, η) 6= 0, wie es in Shimuras Beweis von Theorem 4.3 auf Seite 674 beno¨tigt wird. Daher
gilt Shimuras Theorem 4.3 auch in unserem Fall (beziehungsweise historisch zuerst [Shi77, Theorem
2] fu¨r k = Q).
Glauben wir an die Gu¨ltigkeit von Garrett-Harris’ Resultat auch in unserem Fall, so gilt im Sinne
von [GH93, section 6] aufgrund der von Kim und Shahidi [KS00, Proposition 3.9] gezeigten Endlichkeit
des zentralen kritischen Wertes der betreffenden Tripel-Produkt-L-Funktion, daß
L(2,Sym3E/k)
(2pii)3[k:Q]
∏
τ c
±(τ)3c∓(τ)
=
L(12 ,Sym
3 pi′)
(2pii)3[k:Q]
∏
τ c
±(τ)3c∓(τ)
∈ Q(pi′),
wobei c±(τ) gerade die (automorphen) Perioden der Hilbert’schen Modulform zu pi′ sind (im Sinne
von [Yos94]), so daß nach obigem durch Rohrlich augmentierten Satz von Shimura
L(1, E/k ⊗ χ)
(2pii)[k:Q]
∏
τ c
±(τ)G(χ)
=
L(12 , pi
′ ⊗ χ)
(2pii)[k:Q]
∏
τ c
±(τ)G(χ)
∈ Q(pi′, χ)
gilt. Nach [Shi76a] und [Shi77, Theorem 3] gilt andererseits fu¨r jeden Dirichlet-Charakter ψ
L(1, E/Q⊗ ψ)
Ω±(ψ)Ω∓(ψ)G(ψ)
=
L(12 , pi ⊗ ψ)
Ω±(ψ)Ω∓(ψ)G(ψ)
∈ Q(ψ)
mit (motivischen) Perioden Ω±(ψ) von E im Sinne Delignes. Ist k/Q abelsch, so erga¨be sich hieraus
insbesondere, daß unsere Periode Q∞ tatsa¨chlich motivisch ist, sofern sich unser Algebraizita¨tsresultat
auf die ungetwistete L-Funktion fortsetzt.
Ash und Ginzburg konstrurieren in [AG94], [Sch93] verallgemeinernd, mit analogen Techniken
p-adische L-Funktionen auf GL2n u¨ber einem beliebigen Zahlko¨rper k. Da Sym3pi′ eine cuspidale auto-
morphe Darstellung von GL4 ist, ergibt sich aus obiger Arbeit ebenfalls die Existenz der zugeho¨rigen
p-adischen L-Funktion, modulo folgender Hypothesen: Sym3pi′ ist kohomologisch und besitzt ein H-
Modell im Sinne von Ash-Ginzburg. Die Existenz von letzterem ergibt sich nach [AG94, Section 5]
aus dem folgenden Analogon von (4.5.5): es existiert ein Hecke-Charakter χ endlicher Ordnung mit
nichttrivialem Fu¨hrer f = pr, welcher bei v | ∞ trivial ist mit
L(
1
2
,Sym3pi′ ⊗ χ) 6= 0.
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Die Existenz nach Ash-Ginzburg ist also a¨quivalent zum Nichtverschwinden der von uns konstruierten
p-adischen L-Funktion. Die Ergebnisse von Ash-Ginzburg wu¨rden implizieren, daß Lp(s,Sym3E/k)
tatsa¨chlich ganz im p-adisch analytischen Sinne ist und die Interpolationsformel (4.5.7) ohne die Ein-
schra¨nkung Lp(χ,E/k) 6= 0 gilt.
Weitere Anwendungen
Neben der unbeantworteten Frage, ob P (12) 6= 0 fu¨r n ≥ 4 oder nicht total reelles k, sind wir aufgrund
der mangelnden nachgewiesenen Funktorialita¨t im Sinne Langlands in der Konstruktion unserer Bei-
spiele beschra¨nkt, zumal sich bei jedem Lift stets die Frage stellt, ob dieser Kohomologizita¨t erha¨lt.
Gae¨tan Chenevier hat mich darauf aufmerksam gemacht, daß sich auf analoge Weise sa¨mtliche un-
geraden p-adischen symmetrische Potenzen elliptischer Kurven konstruieren lassen, sofern wir an die
Funktorialita¨t und das p-adische Nichtverschwinden ho¨herer symmetrischer Potenzen glauben.
Zuguterletzt ha¨tte eine entsprechende Verallgemeinerung von Rohrlichs Nichtverschwindungsre-
sultat [Roh84] zumindest die Gu¨ltigkeit unserer Konstruktion der dritten Symmetrischen Potenz fu¨r
auflo¨sbares und nicht notwendigerweise abelsches total reelles k/Q zur Folge.
4.6 Ausblick
Zu der offen gebliebenen Frage, ob im kritischen Fall unsere ”Periode“ P (
1
2) im Allgemeinen nicht
verschwindet und ob sie der Vermutung von Deligne [Del79, Clo90] genu¨gt, gesellt sich die Frage,
ob sich die Methode aus [KS08] zur Behandlung beliebiger Koeffizientensysteme auch auf unseren
allgemeinen Fall u¨bertragen lassen. Insbesondere stellt sich in diesem Kontext die Frage nach der
analogen Behandlung der komplexen Stellen. In dieser Arbeit wurde lediglich der zentrale kritische
Wert studiert. Im Allgemeinen ist s = 12 gewiß nicht der einzige kritische Wert der Rankin-Selberg-
Faltung, sofern dieser Wert u¨berhaupt kritisch ist. Die Behandlung beliebiger kritischer Werte sollte
sich im Rahmen beliebiger Koeffizientensysteme analog zu [KS08] behandeln lassen.
Funktionenko¨rper
Wie bereits bemerkt, gilt das allgemeine lokale Birch-Lemma aus dem ersten Kapitel fu¨r beliebige
nichtarchimedisch bewertete lokale Ko¨rper. Daher la¨ßt sich analog ein allgemeines globales Birch-
Lemma fu¨r Funktionenko¨rper zeigen. Die Distributionenrelation u¨bertra¨gt sich ob ihres lokalen Ur-
sprunges ebenfalls auf den Funktionenko¨rperfall, so daß hier noch die Frage nach der Algebraizita¨t
und Beschra¨nktheit zu beantworten bleibt.
Allgemeinere Rankin-Selberg-Faltungen
In natu¨rlicher Weise stellt sich die Frage nach der Verallgemeinerung auf Ranking-Selberg-Faltungen
auf GLn×GLm fu¨r beliebige m und n. Der Beweis des zentralen Lemmas 1.1.6 aus dem ersten Kapitel
zeigt mit der dortigen Notation die allgemeine Integralformel∫
Um(F )\GLm(F )
ψ(λm(g)) · w(j(g ·Dmwm)) · v(g) ||det(g)||s−
n−m
2 dg =
N(f)
1
2
Pm
ν=1 5ν
2−3ν ·G(χ)m(m+1)2 · w(1n) · v(1m)
fu¨r die Einbettung j : GLm → GLn,
g 7→
(
g
1n−m
)
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und beliebige Iwahori-invariante Whittakerfunktionen w und v auf GLn(F ) und GLm(F ). Diese Inte-
gralformel gilt fu¨r beliebige n ≥ m. Das suggeriert, daß anstatt des Translates g 7→ w(j(g)h(f)) von w
mo¨glicherweise die Whittakerfunktion g 7→ ψ(λm(g)) · w(j(g ·Dmwm)) einen Ansatz zur Behandlung
allgemeiner Rankin-Selberg-Faltungen bietet.
Hida-Familien
Eine weiterfu¨hrende Frage ist die Variation einer (oder beider) automorpher Darstellungen pi und σ.
Im Fall n = 3 ko¨nnten wir beispielsweise die Variation von σ in einer Hida-Familie studieren. Jac-
ques Tilouine machte mich darauf aufmerksam, daß als Motivation fu¨r ein derartiges Studium der
klassische Satz von Greenberg-Stevens [GS93, Theorem 7.1] dienen ko¨nnte, welcher eine Aussage u¨ber
die trivialen Nullstellen p-adischer L-Funktionen elliptischer Kurven macht. Dies ist dort insbeson-
dere im Rahmen der p-adischen BSD-Vermutung von Interesse [MTT86, Col03], was die potentielle
arithmetische Signifikanz einer derartigen Aussage unterstreicht.
Anhang A
Gauß’sche Summen
In diesem Abschnitt beweisen wir die Formel (0.0.1). Genauer zeigen wir die
Proposition A.0.1. Es sei χ : F× → C× ein Quasicharakter mit Fu¨hrer f und 0 6= g E OF sei ein
ganzes Ideal mit Erzeuger g ∈ OF . Es sei weiterhin h := f ∩ g. Dann gilt
∑
x+h∈(OF /h)×
χ(x)ψ
(
x
g
)
=
{
χ(g/f) ·G(χ), falls f = g,
0, sonst.
Beweis. Der Fall f = g ist klar. Wir mu¨ssen also die beiden Fa¨lle f ( g und g ( f betrachten.
Im ersten Fall haben wir f = h und der Gruppenhomomorphismus
OF → C×, x 7→ ψ
(
x
g
)
hat den Kern g. Insbesondere ist diese Abbildung konstant auf den Nebenklassen x + g fu¨r jedes
x ∈ OF . Wir erhalten∑
x+h∈(OF /h)×
χ(x)ψ
(
x
g
)
=
∑
y+g∈(OF /g)×
∑
x+f∈(1+g)/(1+f)
χ(yx)ψ
(
xy
g
)
=
∑
y+g∈(OF /g)×
χ(y)ψ
(
y
g
)
·
∑
x+f∈(1+g)/(1+f)
χ(x).
Daher ergibt sich die Behauptung in diesem Fall aus der bekannten Tatsache, daß∑
x+f∈(1+g)/(1+f)
χ(x) = 0,
denn der Gruppenhomomorphismus
(1 + g)/(1 + f)→ C×, x+ f 7→ χ(x)
ist nach Voraussetzung nichttrivial.
Im zweiten Fall gilt h = g ( f. Der Charakter
O×F → C×, x 7→ χ(x)
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ist konstant auf den Nebenklassen a+ f mit a ∈ O×F . Nun gilt analog∑
y+g∈f/g
ψ
(
y
g
)
= 0,
denn
f/g→ C×, y + g 7→ ψ
(
y
g
)
ist ein nichttrivialer Gruppenhomomorphismus. Wir erhalten also∑
x+h∈(OF /h)×
χ(x)ψ
(
x
g
)
=
∑
x+f∈(OF /f)×
∑
y+g∈f/g
χ(x+ y)ψ
(
x+ y
g
)
=
∑
x+f∈(OF /f)×
χ(x)ψ
(
x
g
)
·
∑
y+g∈f/g
ψ
(
y
g
)
= 0,
was zu zeigen war.
Anhang B
Zur Maßrelation
Analog zu [Sch01, Lemma 3.2] haben wir das
Lemma B.0.1. Es seien f = pνp(f) 6= 1 und t = diag(fn−1, fn−2, . . . , f, 1) mit einem Erzeuger f ∈ Okp
von f, $ ∈ kp ein Primelement, t(p) = diag($n−1, $n−2, . . . , $, 1), sowie h ∈ GLn(Okp) der Gestalt
h =
(
g b
0 1
)
mit g ∈ GLn−1(Okp) und b ∈ On−1kp . Wenn
h ≡ h(1) (mod f),
dann gilt fu¨r alle x ∈ O×kp
Pα,ι(εx · t−1(p)t−1htt(p), f) = Pα,ι(εx · h(f$), f).
Beweis. Es bezeichne
In−1 ⊆ j (In−1)
die Untergruppe der Matrizen aus j(In−1), deren Determinanten kongruent 1 modulo f sind. Dann
ko¨nnen wir Pα,ι(·, f) aufgrund der Rechtsinvarianz des Haar’schen Maßes als Abbildung auf der Menge
der Doppelnebenklassen der Form
In−1 · g · In
mit g ∈ GLn(kp) auffassen. Es genu¨gt daher, zu zeigen, daß die Doppelnebenklassen von εx·t−1(p)t−1htt(p)
und εx · h(f$) u¨bereinstimmen.
Hierzu schreiben wir h = (hij)ij . Dann gilt
diag(h1,n, h2,n, . . . , hn−1,n, 1) · h(1) · diag(h−1n−1,nhn−1,1, h−1n−2,nhn−2,2, . . . , h−11,nh1,n−1, 1) =
0 . . . 0 h1,n−1 h1,n
... · · · · · · 0
...
0 · · · · · ·
...
...
hn−1,1 · · ·
... hn−1,n
0 . . . . . . 0 1

=: h′.
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Da diese Diagonalmatrizen mit t(p) und t kommutieren, genu¨gt es wegen h(f$) = t
−1
(p)t
−1h(1)tt(p) also
zu zeigen, daß es Matrizen
u−, v− ∈ U−n−1(Op) = wn−1Un−1(Okp)wn−1
gibt mit
u−hv− = h′.
Denn wir haben
t−1(p)j(U
−
n−1(Okp))t(p) ⊆ In−1
was schließlich
t−1(p)t
−1htt(p) ∈ In−1h(f$)In
impliziert, was letztendlich zu zeigen ist.
Die Existenz von u− und v− ergibt sich schließlich aus der einfachen Tatsache, daß wir mittels
Elementaroperationen sa¨mtliche Eintra¨ge von h eliminieren ko¨nnen, welche modulo f keine Einheiten
sind. Dies ist mo¨glich, da wir in h ausreichend viele Eintra¨ge vorfinden, welche modulo f Einheiten
sind und welche sich an gu¨nstigen Positionen befinden.
Anhang C
Indizes unipotenter Gruppen
Es seien n ≥ 0 und F ein lokaler Ko¨rper mit Bewertungsring OF . Fu¨r 0 6= f ∈ OF bezeichne f das
von f erzeugte Ideal,
t = diag(fn−1, fn−2, . . . , f, 1) ∈ GLn(F ),
sowie
Un(OF )(f) = tUn(OF )t−1.
Proposition C.0.1. Es gilt (
Un(OF ) : Un(OF )(f)
)
= N(f)
(n+1)n(n−1)
6 . (C.0.1)
Weiterhin gilt
(n+ 2)(n+ 1)n
6
=
n∑
ν=1
ν(n+ 1− ν) = (C.0.2)
1
2
n∑
ν=1
(ν + 1)ν = (C.0.3)
n3 + n2 − 1
2
n∑
ν=1
(5ν2 − 3ν). (C.0.4)
Beweis. Wir definieren zuna¨chst fu¨r 1 ≤ j ≤ n− 1
pr(j) : Un(OF )→ (OF /f)n−j ,
u 7→ (u1,j+1 + fj , u2,j+2 + fj , . . . , un−j,n + fj),
Fu¨r j > 1 ist hierdurch zwar kein Homomorphismus gegeben, wir erhalten jedoch durch Einschra¨nkung
auf Kern pr(j) mittels pr(1) := pr(1) induktiv Homomorphismen1
pr(j) : Kern pr(j−1) → (OF /f)n−j , u 7→ prj(u) + Kern pr(j−1).
1
pr(r)(u · v) = pr(r)
 
jX
l=i
(uil + f
i−l) · (vlj + fl−j)
!
= (. . . ,
r+iX
l=i
(uil + f
i−l) · (vl,r+i + fl−r−i) + fr, . . . ) =
(. . . , ui,r+i + vi,r+i + f
r, . . . ) = pr(r)(u) + pr(r)(v).
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Wegen
Kern(pr(n−1)) = Un(OF )(f)
ergibt sich induktiv aus der Formel(
Kern pr(j) : Kern pr(j+1)
)
= N(fj)n−j
zuna¨chst (
Kern pr(1) : Un(OF )(f)
)
= N(f)
Pn−1
j=2 j(n−j).
Wegen (
Un(OF ) : Kern pr(1)
)
= N(f)n−1
erhalten wir schließlich (
Un(OF ) : Un(OF )(f)
)
= N(f)
Pn−1
j=1 j(n−j).
Die Gleichungen (C.0.1), (C.0.2), (C.0.3) und (C.0.4) ergeben sich hieraus durch vollsta¨ndige Induk-
tion. Dabei genu¨gt es, die letzten drei Gleichungen einzusehen. Der Fall n = 0 ist klar, denn dort
stimmen die Ausdru¨cke sa¨mtlich u¨berein, denn sie haben den Wert 0. Es ist zu zeigen, daß in allen
drei Fa¨llen die Differenz der Ausdru¨cke fu¨r n + 1 statt n mit dem entsprechenden Ausdruck fu¨r n
identisch
(n+ 2)(n+ 1)
2
ist. In den einzelnen Fa¨llen gilt
(n+ 3)(n+ 2)(n+ 1)
6
− (n+ 2)(n+ 1)n
6
=
3(n+ 2)(n+ 1) + n(n+ 2)(n+ 1)− (n+ 2)(n+ 1)n
6
=
(n+ 2)(n+ 1)
2
,
und
n+1∑
ν=1
ν(n+ 2− ν)−
n∑
ν=1
ν(n+ 1− ν) =
(n+ 1) +
n∑
ν=1
ν(n+ 2− ν)−
n∑
ν=1
ν(n+ 1− ν) =
(n+ 1) +
n∑
ν=1
ν +
n∑
ν=1
ν(n+ 1− ν)−
n∑
ν=1
ν(n+ 1− ν) = (n+ 2)(n+ 1)
2
,
sowie
(n+ 1)3 + (n+ 1)2 − 1
2
n+1∑
ν=1
(5ν2 − 3ν)− n3 − n2 + 1
2
n∑
ν=1
(5ν2 − 3ν) =
(n+ 1)3 − n3 − n2 + (n+ 1)2 − 5(n+ 1)
2 − 3(n+ 1)
2
= 2n2 + 3n+ 1− 3(n+ 1)
2 − 3(n+ 1)
2
=
2(n+ 1)2 − (n+ 1)− 3(n+ 1)
2 − (n+ 1)
2
=
(n+ 1)2 + (n+ 1)
2
,
was zu zeigen war.
Anhang D
Zur Beschra¨nktheit der Distribution
Es sei F ein lokaler Ko¨rper mit Bewertungsring OF und maximalem Ideal p. Wir bezeichnen mit In
die Iwahorigruppe in GLn(OF ).
Lemma D.0.1. Fu¨r alle nichttrivialen p-Potenzen f mit Erzeuger f gilt mit
If := j(In−1) ∩ h(f)Inh(f)−1,
daß det If = 1 + f und es gilt
(j(GLn−1(OF )) : If) =
n−1∏
ν=1
(1− p−ν) ·N(f) (n+1)n(n−1)+n(n−1)(n−2)6 .
Beweis. Die Aussage des Lemmas geht auf [Sch01] zuru¨ck. Dort wurde sie auf die Propositionen 3.3,
3.4 und die Lemmata 3.6 und 3.7 verteilt formuliert und bewiesen. Wir fu¨hren hier einen direkten
Beweis.
Wir erinnern an die n× n-Matrizen
Bn =

1 0 . . . . . . 0
f −1 . . . ...
0
. . . . . . . . .
...
...
. . . . . . . . . 0
0 . . . 0 f −1

,
En =

0 . . . . . . 0 1
... · · · · · · f
... · · · · · · · · ·
...
0 · · · f . . . fn−2
1 −f −f2 . . . −fn−1

.
Dann gilt
B−1n =

1 0 . . . . . . 0
f −1 . . . ...
f2 −f . . . . . . ...
...
...
. . . . . . 0
fn−1 −fn−2 . . . −f −1

,
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sowie
E−1n =

0 . . . 0 f 1
... · · · −f · · · 0
0 · · · · · · · · ·
...
−f · · · · · ·
...
1 0 . . . . . . 0

.
Es bezeichne di die n× n-Diagonalmatrix, welche sich von der Einheitsmatrix nur an der Stelle (i, i)
unterscheidet und dort den Eintrag −1 hat. Dann haben wir die Relation
d1AndnEnd1 = −wn.
Wir interessieren uns fu¨r diese Matrizen, denn eine leichte Induktion zeigt
Bnh
(f)En = diag
(
f−(n−1), f−(n−3), . . . , fn−3, fn−1
)
= Dn.
Es sei angemerkt, daß Konjugation mit Dn mit der Konjugation mit t−2 identisch ist, wobei wie u¨blich
t = diag(fn−1, fn−2, . . . , f, 1). Es sei fu¨r eine Untergruppe U ≤ GLn(F )
U− := wnUwn.
Der U¨bersichtlichkeit zuliebe definieren wir schließlich fu¨r beliebiges a ∈ OF die Matrix
Cn(a) :=

1 0 . . . . . . 0
0
. . . . . .
...
...
. . . . . . . . .
...
0 . . . 0 1 0
an−1 −an−2 . . . −a −1
 .
Es sei auf Cn(a)2 = 1 und Cn(f) = Cn hingewiesen. Desweiteren sei C ′n := Cn(f−1). Mit dieser
Notation gilt nun
Bnj(Bn−1)−1 = Cn
und desweiteren
D−1n CnDn = C
′
n.
Daher ergibt sich aus
B−1n−1In−1Bn−1 = In−1,
was modulo p eingesehen werden kann, die Relation
Bnj(In−1)B−1n = Cnj(In−1)Cn.
Analog sehen wir durch Reduktion die bedeutsame Relation
E−1n InEn = I
−
n .
Diese beiden Relationen sind fu¨r uns von Interesse, denn wir haben
(GLn−1(OF ) : If) =
(
BnGLn−1(OF )B−1n : DnE−1n InEnD−1n ∩BnIn−1B−1n
)
,
77
wobei wir GLn−1 mit ihrem Bild unter j identifizieren. Aufgrund obiger Relationen ergibt sich hieraus
(GLn−1(OF ) : If) =
(
GLn−1(OF ) : CnDnI−n D−1n Cn ∩ In−1
)
=(
GLn−1(OF ) : DnC ′nI−n C ′nD−1n ∩ In−1
)
.
Also
(GLn−1(OF ) : If) =
(
D−1n−1GLn−1(OF )Dn−1 : C ′nI−n C ′n ∩D−1n−1In−1Dn−1
)
. (D.0.1)
Es sei
c :=
(
−f−(n−1),−f−(n−2), . . . ,−f−1,−1
)
d1.
Mit dieser Notation haben wir fu¨r eine beliebige Matrix X = (aij) = (a1, . . . , an) ∈ I−n die Relation
C ′nXd1C
′
n = (bij) d1
mit
1 ≤ i, j < n : bij = aij − f−(n−j)ain,
1 ≤ j < n : bnj = c · aj − f−(n−j) · c · an,
1 ≤ i < n : bin = −ain,
bnn = −c · an.
Diese Matrix liegt also genau dann im Bild von j : GLn−1 → GLn, wenn
1 ≤ j < n : c · aj − f−(n−j) · c · an = 0,
1 ≤ i < n : ain = 0, (D.0.2)
und
c · an = −1.
Das bedeutet, daß in diesem Fall insbesondere
1 ≤ i, j < n : bij = aij ,
1 ≤ j < n : c · aj + f−(n−j) = 0, (D.0.3)
und
ann = 1.
Wir schließen, daß in Verbindung mit Gleichung (D.0.2) und entsprechender Translation mit d1 die
letzten beiden Gleichungen a¨quivalent dazu sind, daß C ′nXC ′n =: Y im Bild von j liegt und in diesem
Fall
C ′nXC
′
n = j
(
(aij)
)
gilt. Gleichung (D.0.3) ist in diesem Sinne1 a¨quivalent zu
1 ≤ j < n :
n∑
i=1
aijf
i = f j . (D.0.4)
1unter Beru¨cksichtigung der Rechtsmultiplikationen mit d1.
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Die Bedingung Y ∈ D−1n−1In−1Dn−1 ist gleichbedeutend damit, daß αij ∈ OF existieren mit
1 ≤ i < j < n : aij = αij · f2(j−i).
Daher liest sich (D.0.4) unter dieser verscha¨rfenden Bedingung als
j−1∑
i=1
αijf
j+(j−i) + (ajj − 1) · f j +
n∑
i=j+1
aijf
i = 0. (D.0.5)
Das zeigt insbesondere, daß
ajj ≡ 1 (mod f), (D.0.6)
und damit bereits die erste Behauptung det If = 1 + f, denn die Determinante ist invariant unter
Konjugation. Da wir an an1, . . . , an,n−1 nicht interessiert sind, gehen wir von Gleichung (D.0.5) zur
a¨quivalenten Formulierung
j−1∑
i=1
αijf
j−i + ajj +
n−1∑
i=j+1
aijf
i−j ≡ 1 (mod fn−j) (D.0.7)
u¨ber. Wir bemerken, daß fu¨r alle αij , aij ∈ OF fu¨r i, j < n, i 6= j, ein modulo fn−j eindeutiges ajj ∈ OF
existiert, so daß die Kongruenz (D.0.7) erfu¨llt ist. Dieses ajj ist insbesondere eine Einheit.
Um den betreffenden Index gema¨ß (D.0.1) schließlich zu berechnen, betrachten wir
DnC
′
nXC
′
nD
−1
n = (mij)
mit
mij =
{
aijf
2(i−j), falls i ≥ j,
αij , falls i < j.
Diese Matrizen leben in der Iwahorigruppe In−1 ⊆ GLn−1(OF ). Wir betrachten den Kern Jn der
Reduktionsabbildung
GLn−1(OF )→ GLn−1(OF /f2n).
Dieser hat in GLn−1(OF ) den Index
(GLn−1(OF ) : Jn) = N(f)2n(n−1)2 ·
n−1∏
ν=1
(1− p−ν).
Wir za¨hlen nun die Lo¨sungen von (D.0.7) modulo Jn. Wie bereits bemerkt existiert zu jeder Wahl von
αij ∈ OF und aij ∈ OF mit i 6= j modulo fn−j eindeutige ajj ∈ OF . Modulo Jn ist daher αij modulo
f2n, aij modulo f2n+2(j−i) fu¨r i 6= j zu betrachten. Insgesamt za¨hlen wir also
(If : Jn) = N(f)
2n
(n−1)(n−2)
2
+
Pn−1
j=1 (n+j)+
Pn−1
j=1
Pn−1
i=j+1 2n+2j−2i.
Fu¨r den Exponenten ergibt sich mit Gleichung (C.0.3)
n(n− 1)2 + n(n− 1)
2
+ 2n
(n− 1)(n− 2)
2
− 2
n−2∑
j=1
j∑
k=1
k =
2n(n− 1)2 − n(n− 1)
2
− n(n− 1)(n− 2)
3
.
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Zusammenfassend erhalten wir also mittels (C.0.3)
(GLn−1(OF ) : If) =
n−1∏
ν=1
(1− p−ν) ·N(f) (n+1)n(n−1)+n(n−1)(n−2)6 ,
was zu beweisen war.
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Anhang E
Modifizierte Whittakerfunktionen
In diesem Abschnitt folgen wir direkt [KMS00, section 4.5]. Es sei p eine endliche Primstelle von k
und w˜p die lokale Whittakerfunktion der modifizierten Eigenform φ˜ι bei p. Bezeichnet wp die class 1
Whittakerfunktion der Eigenform φι, so gilt gema¨ß Proposition 2.2.3
w˜p =
n−1∏
i=1
n∏
j=1
j 6=i
(λp,iN(p)1−jVp,j−1 − Vp,j) · wp.
Unser Ziel ist es, w˜p(1n) explizit zu berechnen.
Proposition E.0.1. Es gilt
w˜p(1n) = (−1)
(n−1)(n−2)
2 N(p)An ·
n−1∏
ν=1
λ
1+(n−1)(n−ν)
p,ν ·
n−1∏
i=2
∏
j<i
(λp,j − λp,i)
mit
An := (n− 2)
n∑
ν=1
ν(1− ν)
2
+
n(n− 1)
2
.
Fu¨r r ∈ Nn0 sei
V (r) :=
n∏
ν=1
V rνp,ν .
Wir zeigen zuna¨chst das folgende
Lemma E.0.2. Mit einem beliebigen Primelement $ ∈ kp gilt
[V (r)wp] (1n) =
n∏
ν=1
N(p)ν(n−ν)rν · wp
(
n∏
ν=1
(
$ · 1ν 0
0 1n−ν
)rν)
.
Beweis. Nach Lemma 2.2.1 gilt fu¨r jede rechts-KBp-invariante Whittakerfunktion w
[Vp,νw](g) =
∑
A
w
(
g
(
$ · 1ν A
0 1n−ν
))
,
wobei A ∈ Oν×n−νkp ein Repra¨sentantensystem modulo p durchla¨uft. Induktiv ergibt sich hieraus, daß
[V kp,νw](g) =
∑
A
w
(
g
(
$k · 1ν A
0 1n−ν
))
,
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wobei A ∈ Oν×n−νkp ein Repra¨sentantensystem modulo pk durchla¨uft. Das zeigt, daß
[V (r)w](g) =
∑
A1
· · ·
∑
An−1
w
(
g
(
$r1 · 11 A1
0 1n−1
)
· · ·
(
$rn−1 · 1n−1 An−1
0 1n−ν
)
·$rn · 1n
)
,
wobei Aν ∈ Oν×n−νkp ein Repra¨sentantensystem modulo prν durchla¨uft. Fu¨r feste solche A1, . . . , An−1
gibt es offensichtlich ein B ∈ Un(Okp) mit(
$r1 · 11 A1
0 1n−1
)
· · ·
(
$rn−1 · 1n−1 An−1
0 1n−1
)
·$rn · 1n = B ·
n∏
ν=1
(
$ · 1ν 0
0 1n−ν
)rν
.
Da w links-Un(Okp)-invariant ist, erhalten wir
[V (r)w](1n) = w
(
n∏
ν=1
N(p)ν(n−ν)rν ·
(
$ · 1ν 0
0 1n−ν
)rν)
,
was zu zeigen war.
Es bezeichne χM die charakteristische Funktion einer Teilmenge M ⊆ Ni. Es bezeichne W ∼= Sn
die Weyl-Gruppe der GLn.
Lemma E.0.3. Es sei Ji ⊆ Ni fu¨r 1 ≤ i ≤ n− 1 und damit
rν :=
n−1∑
i=1
χJi(ν + 1) + χNi−Ji(ν).
Es gilt
[V (r)wp](1) = N(p)
1
2
Pn
ν=1 ν(1−ν)rν ·det
(
(λn−jp,i )1≤i,j≤n
)−1·∑
w∈W
sgn(w)·
n−1∏
j=1
λ
1+(n−1)(n−j)+Pn−1ν=1 χNν−Jν (j)
p,w(j) .
Beweis. Es sei
d := diag($s1 , . . . , $sn) =
n∏
ν=1
(
$ · 1ν 0
0 1n−ν
)rν
,
was bedeutet, daß si =
∑n
ν=i rν . Aus der Formel fu¨r rν als Summe der χJi , χNi−Ji ergibt sich
sj =
n∑
ν=j
n−1∑
i=1
(χJi(ν + 1) + χNi−Ji(ν)) =
n−1∑
i=1
χNi−Ji(j) + n∑
ν=j+1
χNi(ν)
 .
Desweiteren gilt fu¨r j < n
n−1∑
i=1
n∑
ν=j+1
χNi(ν) = (n− 1) + (n− 2)(n− j − 1) = 1 + (n− 2)(n− j),
denn
∑n−1
i=1 χNi(ν) ist die Anzahl der i ∈ {1, . . . , n− 1} − {v}. Daher haben wir
sj = 1− δn,j + (n− 2)(n− j) +
n−1∑
i=1
χNi−J−i(j).
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Nach Shintani [Shi76b] gilt
wp(d) = N(p)
Pn
i=1(i−n)si
det
(
(λsj+n−jp,i )1≤i,j≤n
)
det
(
(λn−jp,i )1≤i,j≤n
) .
Wegen
n∑
i=1
(i− n)si + i(n− i)ri = 12
n∑
ν=1
ν(1− ν)rν
erhalten wir
[V (r)wp](1) = N(p)
1
2
Pn
ν=1 ν(1−ν)rν
det
(
(λsj+n−jp,i )1≤i,j≤n
)
det
(
(λn−jp,i )1≤i,j≤n
) .
Die Leibniz’sche Determinantenformel belegt nun die Behauptung.
Wir haben
Lemma E.0.4. Es sei Ji ⊆ Ni fu¨r 1 ≤ i ≤ n− 1 und damit wie im vorigen Lemma
rν =
n−1∑
i=1
χJi(ν + 1) + χNi−Ji(ν).
Es gilt
1
2
n∑
ν=1
ν(1− ν)rν +
n−1∑
i=1
∑
k∈Jj
1− k = An.
Die linke Seite der Formel ist also insbesondere eine ganze Zahl, welche nur von n abha¨ngt.
Beweis. Setzen wir die Formel fu¨r rν ein, so erhalten wir
n∑
ν=1
ν(1− ν)rν =
n−1∑
i=1
n∑
ν=1
(χJi(ν + 1) + χNi−Ji(ν)) ν(1− ν) =
n−1∑
i=1
(
n+1∑
ν=2
χJi(ν + 1)(ν − 1)(2− ν) +
n∑
ν=1
χNi−Ji(ν)ν(1− ν)
)
=
n−1∑
i=1
(
n∑
ν=1
χJi(ν + 1)(ν − 1)(2− ν) +
n∑
ν=1
χNi−Ji(ν)ν(1− ν)
)
.
Mit χJi + χNi−Ji = χNi ergibt das
n∑
ν=1
ν(1− ν)rν =
n−1∑
i=1
∑
ν 6=i
ν(1− ν) + 2
∑
ν∈Ji
(ν − 1)
 =
(n− 1)
∑
ν=1
nν(1− ν)−
n−1∑
i=1
i(1− i) + 2
n−1∑
i=1
∑
ν∈Ji
(ν − 1),
woraus sich die Aussage des Lemmas ergibt.
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Beweis. [von Proposition E.0.1] Mit der Notation Ni := {1, 2, . . . , n} − {i} haben wir
n−1∏
i=1
n∏
j=1
j 6=i
(λp,iN(p)1−jVp,j−1 − Vp,j) =
n−1∏
i=1
 ∑
Ji⊆Ni
λ#Jip,i (−1)n−1−#Jj ·
∏
k∈Ji
N(p)1−kVp,k−1 ·
∏
l∈Ni−Ji
Vp,l
 =
(−1)n−1 ·
∑
J1⊆N1
· · ·
∑
Jn−1⊆Nn−1
n−1∏
i=1
(−λp,i)#Ji ·
∏
k∈Ji
N(p)1−kVp,k−1 ·
∏
l∈Ni−Ji
Vp,l
 .
Mit r = (r1, . . . , rn) wie in den vorangegangenen Lemmata gilt
V (r) =
n−1∏
i=1
∏
k∈Ji
Vp,k−1
∏
l∈Ni−Ji
Vp,l.
Deshalb bescheren uns dieselbigen
w˜p(1n) =
(−1)n−1N(p)An ·det
(
(λn−jp,i )1≤i,j≤n
)−1·∑
J
n−1∏
i=1
(−λp,i)#Ji
∑
w∈W
sgn(w)·
n−1∏
j=1
λ
1+(n−1)(n−j)+Pn−1ν=1 χNν−Jν (j)
p,w(j) ,
wobei J = (J1, . . . , Jn−1) alle Kombinationen Ji ⊆ Ni, 1 ≤ i ≤ n − 1 durchla¨uft. Wir erhalten durch
Umsortieren
(−1)n−1N(p)An ·det
(
(λn−jp,i )1≤i,j≤n
)−1·∑
w∈W
sgn(w)·
n−1∏
j=1
λ
1+(n−1)(n−j)
p,w(j) ·
∑
J
n−1∏
i=1
(−λp,i)#Ji
n∏
ν=1
n−1∏
j=1
λ
χNν−Jν (j)
p,w(j) .
Wir haben das
n−1∏
i=1
(−λp,i)#Ji
n∏
ν=1
n−1∏
j=1
λ
χNν−Jν (j)
p,w(j) =
n−1∏
i=1
∏
j=1
j 6=i
(λp,w(j) − λp,i) =
0, w 6= id,∏n−1i=1 ∏j=1
j 6=i
(λp,j − λp,i), w = id .
Dies fu¨hrt zu einer Vereinfachung unserer Formel, wir erhalten
w˜p(1n) = (−1)n−1N(p)An · det
(
(λn−jp,i )1≤i,j≤n
)−1 · n−1∏
i=1
n∏
j=1
j 6=i
(λp,j − λp,i).
n−1∏
ν=1
λ
1+(n−1)(n−ν)
p,ν .
Nach Vandermonde gilt
det
(
(λn−jp,i )1≤i,j≤n
)
=
∏
j<i
(λp,j − λp,i),
was den Beweis der Proposition abschließt.
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