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Abstract
Numerical examples demonstrated that a prescribed positive Jacobian
determinant alone can not uniquely determine a diffeomorphism. It is
conjectured that the uniqueness of a transformation can be assured by
its Jacobian determinant and the curl-vector. In this work, we study the
uniqueness problem analytically and propose an approach to the proof of
the uniqueness of a transformation with prescribed Jacobian determinant
and curl-vector.
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1 Introduction
In the research area of numerical mesh generation, our group had developed the
deformation method [1] [2] and the variational method [3] [4]. Both of these
two methods were formulated based on the construction of diffeomorphisms
between domains in Rn [5][6]. The former is well studied and understood. Its
theoretical framework and applications had been showed in [2] [7] and it had
been furtherer established to generate higher order mesh [8].
Construction of diffeomorphism is an interesting topic. In [6], we proposed the
problem of generating a diffeomorphism with prescribed Jacobian deteminant and
the cur-vector. Indeed, we formulated the variational method, which numerically
constructs diffeomorphisms with prescribed positive Jacobian determinant and
the curl-vector in L2−norm. The following example demonstrates an important
fact about the curl-vector of a transformation.
Example 1: Effect of the Curl-Vector
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The Jacobian determinant can not uniquely determine a transformation without
the curl-vector. The following two meshes are generated based on the intensity
of a Mona Lisa’s portrait. They have the same Jacobian determinant but with
different curl-vectors.
1st mesh generated by the deformation method
2
2nd mesh reconstructed by the variational method
Both of these meshes have the same distribution of cell-size, which approximates
the Jacobian determinant. But the second has different curl-vector from the first
mesh on the face, where the curl-vector can be understood as the rotation of
grid lines. As it can be seen, on the facial part, the grid lines of second mesh
appear rotated, while the first has horizontal and vertical grid lines there.
Example 2 Recovering T0 from det∇(T0) and curl(T0)
Given a transformation T0 from the uniform Cartesian mesh on a square onto
itself, we calculate the Jacobian determinant det∇(T0) and the curl(T0). Then we
use the variational method to reconstruct T0 , which will be reviewed below. The
recovered transformation T1 is only based on det∇(T0) as prescribed Jacobian
determinant and is shown in the following Figure (a), where the nodes of T0 are
marked by the stars and the mesh lines are marked by black lines. The mesh
lines of the reconstructed T1 are marked by red lines. In Figure (b) and (c), the
enlarged views of the two rectangular regions are shown.
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(a) T0 — black(w/ *) and T1 — red
(b) Enlarged view of the left rectangle (c) Enlarged view of the right rectangle
As it can be seen, the red lines do not perfectly overlap with the black lines. Next,
we use both the det∇(T0) and the curl(T0) to reconstruct the transformation T2 .
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(d) T0 — black(w/ *) and T2 — red
(e) Enlarged view of the left rectangle (f) Enlarged view of the right rectangle
As it can be seen in Figures (d), (e), and (f), that T2 has no obvious visual
difference from T0 . This example suggests that the transformation T0 is uniquely
determined by its Jacobian determinant, det∇(T0), and its curl-vector, curl(T0).
Inspired by these numerical results, it is conjectured that a desired transforma-
tion can be uniquely determined by the prescribed positive Jacobian determinant
together with the curl-vector.
In section 2, the variational method is briefly reviewed, which achieves both
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the prescribed positive Jacobian determinant and the curl-vector in L2 − norm.
In section 3, we outline the steps to prove a version of the uniqueness problem,
which is based on an iterative procedure on a Sobolev’s space. The Green′s
formula and the Poincare′s inequality are used in the key components of this
approach.
2 The V ariational Method for Mesh Generation
Let Ω ⊂ Rn, n = 2, or 3 be the domain and a scalar function on f0(x) > 0 and
a vector-valued g0(x) on the domain Ω with∫
Ω
f0(x)dx = |Ω| and ∇ · g0(x) = 0 (2.1)
We look for a diffeomorphism
φ(x) : Ω→ Ω (2.2)
φ(x) = φold(x) + u(x) (2.3)
that minimizes the cost functional — sum of squared difference:
ssd =
1
2
∫
Ω
[(J(φ(x))− f0(x))2 + |curl(φ(x))− g0(x)|2]dx (2.4)
where J(φ(x)) = det∇(φ(x)), subject to the following constraints with control
functions f(x) and g(x) 
div u(x) = f(x) in Ω
curl u(x) = g(x) in Ω
u(x) = 0 on ∂Ω
The above div-curl equations lead to
∆u1 = f(x)x1 − g3x2(x) + g2x2(x) = F1(x)
∆u2 = f(x)x2 − g3x1(x)− g1x3(x) = F2(x)
∆u3 = f(x)x3 − g2x1(x) + g1x2(x) = F3(x)
i.e., {
∆u(x) = F (x) in Ω
u(x) = 0 on ∂Ω
(2.5)
Since both of the theoretical derivations of the variational method and more
of its numerical examples had been included in [3][4], we go straight to the
proposed approach to the uniqueness conjecture.
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3 The Uniqueness Problem
Suppose two smooth transformations φ, ψ : Ω → Ω, Ω ⊂ R3 have the same
Jacobian determinant and curl-vector, namely,
J(φ) = J(ψ) (3.1)
curl(φ) = curl (ψ) (3.2)
φ = ψ, on ∂Ω (3.3)
where J(φ) = det∇(φ). We would like to ask: can the above conditions guarantee
that φ ≡ ψ on Ω?
First, we consider a simple case as follows. Let φ and ψ : Ω → Ω be two
smooth transformations by
φ = id + u (3.4)
ψ = id (3.5)
where u is sufficiently small transformation in the Sobolev space H20 (Ω). One
can suppose that u satisfies
‖u‖H20 (Ω) <  (3.6)
Hence, we have 
‖u‖L2 < 
‖∇u‖L2 < 
‖∆u‖L2 < 
(3.7)
Second, from φ(x1, x2, x3) = (x1 + u1(x1, x2, x3), x2 + u2(x1, x2, x3), x3 +
u3(x1, x2, x3)) and ψ(x1, x2, x3) = (x1, x2, x3) , we may derive
J(φ) =
∣∣∣∣∣∣
1 + u1x1 u2x1 u3x1
u1x2 1 + u2x2 u3x2
u1x3 u2x3 1 + u3x3
∣∣∣∣∣∣
= 1 + u1x1 + u2x2 + u3x3
+u1x1u2x2u3x3 + u1x3u2x1u3x2 + u1x2u2x3u3x1
−u1x1u2x3u3x2 − u1x2u2x1u3x3 − u1x3u2x2u3x1
+u1x1u2x2 + u1x1u3x3 + u2x2u3x3
−u1x2u2x1 − u1x3u3x1 − u2x3u3x2
= 1 + div(u) + J(u)
+u1x1u2x2 + u1x1u3x3 + u2x2u3x3
−u1x2u2x1 − u1x3u3x1 − u2x3u3x2
= 1 + div(u)− F(u)
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where we denote
F(u) = −[J(u) + Tail(u)]
and
Tail(u) = u1x1u2x2 + u1x1u3x3 + u2x2u3x3
− u1x2u2x1 − u1x3u3x1 − u2x3u3x2 (3.8)
According to (3.1) and (3.2) we have,
0 = J(φ)− J(ψ) = 1 + div(u)− F(u)− 1 = div(u)− F(u)
0 = curl(φ)− curl(ψ) =
u3x2 − u2x3u1x3 − u3x1
u1x2 − u2x1
− 0 = curl (u)
i.e., {
div(u) = F(u)
curl(u) = 0.
(3.9)
It follows from (3.9) that u satisfies the Poisson equations:
∆u1 = div(u)x1 − [curl(u)3]x2 + [curl(u)2]x3 = F(u)x1
∆u2 = div(u)x2 − [curl(u)3]x1 − [curl(u)1]x3 = F(u)x2
∆u3 = div(u)x3 − [curl(u)2]x1 + [curl(u)1]x2 = F(u)x3
⇒ ∆u = (F(u)x1 ,F(u)x2 ,F(u)x3) = ∇xF(u)
Note that the dominating terms of F(u) at (3.8) are products of only the first
partial derivatives of u, so the dominating terms of ∇xF(u) at (3.10) are the
terms in products of the first and second partial derivatives of u. This means,
by (3.7), we get
‖∆u‖L2 = (
∫
Ω
|∆u|2) 12 = (
∫
Ω
|∇xF(u)|2) 12 = ‖∇xF(u)‖L2 (3.10)
⇒ ‖∆u‖L2 <  ·  = 2 (3.11)
Next, we will establish an inequality for ‖u‖L2 . Since u = 0 on ∂Ω, by Green′s
formula, we can derive, ∫
Ω
|∇u|2 = |
∫
Ω
u ·∆u| (3.12)
Applying the Cauchy − Schwarz inequality and properties of integration to the
RHS of (3.12) to get∫
Ω
|∇u|2 = |
∫
Ω
u ·∆u| ≤
∫
Ω
|u||∆u| ≤ ‖u‖L2 ‖∆u‖L2
⇒ ‖∇u‖2L2 ≤ ‖u‖L2 ‖∆u‖L2 (3.13)
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Applying the Poincare′s inequality to the LHS of (3.12), ∃ 0 < C ∈ R, such
that
‖u‖2L2 ≤ C ‖∇u‖2L2 = C
∫
Ω
|∇u|2 (3.14)
Next, we combine (3.13) and (3.14) to have
‖u‖2L2 ≤ C ‖∇u‖2L2 ≤ C ‖u‖L2 ‖∆u‖L2 (3.15)
⇒ ‖u‖L2 ≤ C ‖∆u‖L2 < C2 (3.16)
And, as for ‖∆u‖L2 , by (3.11), (3.13) and (3.16), we may bound ‖∇u‖L2 as
‖∇u‖L2 ≤ (‖u‖L2 ‖∆u‖L2)
1
2 (3.17)
⇒ ‖∇u‖L2 < (C2 · 2)
1
2 = C
1
2 2 (3.18)
Now, u satisfies 
‖u‖L2 < C2
‖∇u‖L2 < C
1
2 2
‖∆u‖L2 < 2
(3.19)
Third, let’s treat the procedure of (3.7) to (3.19) as Step-0, and repeat it
again with replacing (3.7) by the result (3.19). So, plug (3.18) into the first
derivative of u in (3.10), we get
‖∆u‖L2 = ‖∇xF(u)‖L2 <  · C
1
2 2 = C
1
2 3 (3.20)
Then, by (3.15), we get
‖u‖L2 ≤ C ‖∆u‖L2 < C · C
1
2 3 = C(1+
1
2 )3 (3.21)
and by (3.17), we get
‖∇u‖L2 ≤ (‖u‖L2 ‖∆u‖L2)
1
2 < (C(1+
1
2 )3 · C 12 3) 12 = C3 (3.22)
which above can be combined from (3.19), (3.20) and (3.21) into
‖u‖L2 < C(1+
1
2 )3
‖∇u‖L2 < C3
‖∆u‖L2 < C
1
2 3
(3.23)
Fourth, in order to complete the argument of the simple case, an iterative
process based on the procedure (3.19) to (3.23) is constructed as follows:
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• Step-0: From (3.7) to (3.19), and denote (3.19) as (3.19)k, set k = 0
• Step-1: Start iteration (Step-2 to 5) on k = k + 1
• Step-2: Apply (3.19)k on (3.10) to get ‖∆u‖L2 < C(0+
k
2 )(2+k), and denote
it as (3.10)k
• Step-3: Apply (3.20)k on (3.15) to get ‖u‖L2 < C(1+
k
2 )(2+k), and denote
it as (3.15)k
• Step-4: Apply (3.15)k on (3.17) to get ‖∇u‖L2 < C(
1
2+
k
2 )(2+k), and denote
it as (3.17)k
• Step-5: Combine (3.10)k, (3.15)k, (3.17)k to form (3.19)k+1 (For example:
(3.19)1 is (3.23)), then back to Step-1
Hence, on the k-th iteration, (3.19) can be improved to (3.19)k, i.e.,
‖u‖L2 < C(1+
k
2 )(2+k)
‖∇u‖L2 < C(
1
2+
k
2 )(2+k)
‖∆u‖L2 < C(0+
k
2 )(2+k)
It is natural to take a step inductively forward at k + 1. So, plug (3.19)k into
(3.10), we get
‖∆u‖L2 = ‖∇xF(u)‖L2 <  · C(
1
2+
k
2 )(2+k) = C(0+
k+1
2 )(2+k+1)
and denote it as (3.10)k+1. Then, by (3.15) we get
‖u‖L2 ≤ C ‖∆u‖L2 < C · C(0+
k+1
2 )(2+k+1) = C(1+
k+1
2 )(2+k+1)
and denote it as (3.15)k+1. Then, by (3.17) we get
‖∇u‖L2 < (C(1+
k+1
2 )(2+k+1) · C(0+ k+12 )(2+k+1)) 12 = C( 12+ k+12 )(2+k+1)
and denote it as (3.17)k+1. Which above leads to the immediate inductive step
(3.19)k+1 
‖u‖L2 < C(1+
k+1
2 )(2+k+1)
‖∇u‖L2 < C(
1
2+
k+1
2 )(2+k+1)
‖∆u‖L2 < C(0+
k+1
2 )(2+k+1)
Therefore, the system of inequalities (3.17)k is iterated to reduce the bound of
‖u‖L2 for every increment of k = k + 1. Since u satisfies (3.7), then we may con-
clude such u on Ω is also satisfying ‖u‖L2 < C(1+
k
2 )(2+k), where C(1+
k
2 )(2+k)
converges to 0 by the choice of 0 <  < min{1, 1/√C}, as k −→ ∞. So it
can also be concluded that ‖φ −ψ‖L2 = ‖u‖L2 −→ 0 as k −→ ∞, therefore
φ ≡ ψ = id on Ω.
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Conclusion
In this research note, we describe an approach to the uniqueness problem based
on the simple case which the two smooth transformations are close to each other
and one of them is the identity map. The general uniqueness problem from (3.1)
to (3.3) remains open. An interesting intermediate step is to show that, for any
two sufficiently close φ, ψ, a similar argument can be applied.
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