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Resumen
Sea P (λ) =
∑k
i=0 λ
iAi(p) una familia de matrices polinomiales mo´nica dependi-
ente diferenciablemente de para´metros reales. Las matrices polinomiales aparecen de
forma natural asociadas a los sistemas de ecuaciones diferenciales lineales de la forma∑k
i=0Aix
(i)(t) = f(t). De especial relevancia es el caso de los sistemas diferenciales
lineales de segundo orden, ya que aparecen en muchas aplicaciones de ingenier´ıa. En
este trabajo se estudia el comportamiento de los valores propios de una familia de
matrices polinomiales mo´nicas, P (λ), obteniendo fo´rmulas expl´ıcitas describiendo el
comportamiento de los valores y vectores propios correspondientes, en funcio´n de los
para´metros.
El estudio de la variacio´n de los valores propios de una matriz polinomial, depen-
diente diferenciablemente de para´metros, es, por sus mu´ltiples aplicaciones, de gran
intere´s.
La teor´ıa de perturbaciones de valores y vectores propios de matrices cuadradas
esta´ bien establecida. En este trabajo se extienden, a las matrices polinomiales, algunos
de estos resultados. El resultado obtenido es un punto clave para los estudios de
estabilidad, ya que permite analizar las singularidades en la frontera de la estabilidad.
Es bien sabido, que el estudio de la estabilidad, para muchos problemas meca´nicos y
sistemas de control, se reduce al ana´lisis de valores propios de la matriz polinomial
asociada a la ecuacio´n diferencial.
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1. Introduccio´n
Los valores propios desempen˜an un papel importante en situaciones en que la matriz
polinomial es una aplicacio´n lineal de un espacio vectorial sobre s´ı mismo. Como ejemplo
tenemos los sistemas de ecuaciones diferenciales lineales ordinarias. Los valores de los
valores propios pueden corresponder a las frecuencias de vibracio´n, a los valores cr´ıticos
de los para´metros de estabilidad o a los niveles de energ´ıa de los a´tomos, entre otros.
Los valores propios de algunas matrices son sensibles a las perturbaciones. Pequen˜os
cambios en los elementos de la matriz pueden dar lugar a grandes cambios en los valores
propios. Los errores de redondeo introducidos durante el ca´lculo de los valores propios con
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aritme´tica de coma flotante, tienen el mismo efecto que vistos como perturbaciones en la
matriz original. En consecuencia, estos errores de redondeo se magnifican en los ca´lculos
de los valores de los valores propios sensibles.
El estudio del comportamiento de los valores propios, tanto simples como mu´ltiples, de
una matriz dependiente diferenciablemente de para´metros, tiene un gran intere´s por sus
mu´ltiples aplicaciones. La teor´ıa de perturbaciones para los valores y vectores propios de
matrices cuadradas esta´ bien establecida, ver [6] por ejemplo. En este trabajo se extienden
algunos de estos resultados a matrices polinomiales.
El resultado obtenido es un punto clave para estudiar la estabilidad y la inestabilidad,
ya que permite analizar las singularidades en la frontera de la estabilidad. Es bien sabido
que el estudio de la estabilidad, para muchos problemas meca´nicos y sistemas de control,
se reduce al ana´lisis de los valores propios de la matriz polinomial asociada a la ecuacio´n
diferencial. As´ı tambie´n, la estabilidad asinto´tica se logra cuando todos los valores propios
de la matriz polinomial se encuentran a la izquierda del semiplano complejo. Las matrices
polinomiales que poseen esta propiedad se dice que son estables.
2. Matrices polinomiales
Una matriz polinomial cuadrada de orden n y grado k es un polinomio cuyos coefi-
cientes son matrices de la forma
P (λ) =
k∑
i=0
λiAi, A0, . . . , Ak ∈Mn(F), (1)
donde F es el cuerpo de los nu´meros reales o complejos. Nos centramos en matrices poli-
nomiales mo´nicas. Una matriz polinomial P (λ) se dice que es mo´nica si Ak = In. Las
matrices polinomiales como las definidas en (1) aparecen asociadas de forma natural a los
sistemas de ecuaciones diferenciales lineales
Akx
(k)(t) +Ak−1x(k−1)(t) + . . .+A1x1(t) +A0x(t) = f(t) (2)
donde x(t) es una funcio´n vectorial real con n coordenadas (inco´gnitas), x(j)(t) denota la
j-e´sima derivada de x(t) y f(t) es otra funcio´n vectorial con n coordenadas. De particular
relevancia es el caso de sistemas lineales de segundo orden, ya que aparecen en muchas
aplicaciones de ingenier´ıa.
Los valores propios de una matriz polinomial P (λ) son los ceros del polinomio escalar
de grado nk, detP (λ).
Sea λ0 un valor propio de la matriz polinomial P (λ), entonces existe un vector v0 6= 0
tal que P (λ0)(v0) = 0, este vector recibe el nombre de vector propio.
Llamaremos cadena de Jordan de longitud k+1 para P (λ) correspondiente al nu´mero
complejo λ0 a la sucesio´n de vectores n-dimensionales v0, . . . , vk tales que
i∑
`=0
1
`!
P (`)(λ0)vi−` = 0, i = 0, . . . , k (3)
donde P (`) denota la `-derivada de P (λ) con respecto a la variable λ. Si λ0 es un valor
propio, entonces existe una cadena de Jordan de longitud al menos 1, formada por el vector
propio.
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Sea λ0 un valor propio de P (λ), como detP t(λ0) = detP (λ0) = 0, entonces λ0 es
un valor propio de P t(λ). Para este valor propio existe un vector propio u0, esto es
P t(λ0)(u0) = 0, equivalentemente ut0P (λ0) = 0, por lo que u0 recibe el nombre de vector
propio por la izquierda de valor propio λ0 de P (λ).
Lema 1 Sea λ0 un valor propio simple de P (λ). Entonces dado un vector propio v0, existe
un vector propio por la izquierda u0 tal que ut0v0 6= 0.
Demostracio´n: Sea v0 un vector propio de P (λ) de valor propio simple λ0, entonces v0 es un
vector del nu´cleo del endomorfismo P (λ0). Consideremos una base ortonormal completada
de v0 y escribamos la matriz del endomorfismo en esta base
0 a12 . . . a1n
0 a22 . . . a2n
...
. . .
...
0 an2 . . . ann

al ser la matriz en bases ortonormales tenemos que la matriz de P t(λ0) es su traspuesta,
de donde el subespacio [v0]⊥ es invariante por el endomorfismo P t(λ0).
Si u0 ∈ [v0]⊥ entonces 0 es valor propio dea22 . . . a2n... . . . ...
an2 . . . ann

por lo que λ0 es valor propio de P (λ) de multiplicidad al menos 2, lo que contradice la
hipo´tesis de que el valor propio es simple, de donde u0 /∈ [v0]⊥ y utv0 6= 0. ¤
Un vector polinomial p(λ) de dimensio´n n, recibe el nombre de ra´ız polinomial si y so´lo
si p(λ0) 6= 0 y P (λ0)p(λ0) = 0. El orden de λ0 como cero de P (λ)p(λ) recibe el nombre de
orden de la ra´ız polinomial. (No´tese que el orden de una ra´ız polinomial es menor o igual
que la multiplicidad de λ0 como ra´ız de detP (λ).
Para ma´s informacio´n ver [5] o [4] por ejemplo.
3. Perturbacio´n de valores propios simples
Sea P (λ) =
∑k
i=0 λ
iAi una matriz polinomial y supongamos que las matrices Ai de-
penden diferenciablemente del vector p de para´metros reales p = (p1, . . . , pn). La funcio´n
P (λ; p) =
∑k
i=0 λ
iAi(p) recibe el nombre familia multiparame´trica de matrices polinomia-
les. Los valores propios de la funcio´n de matrices polinomiales son funciones continuas del
vector p de para´metros. En esta seccio´n vamos a estudiar el comportamiento de un valor
propio simple de la familia de matrices polinomiales P (λ; p).
Sea λ(p) un valor propio simple de la matriz polinomial P (λ; p). Puesto que λ(p) es
una ra´ız simple del polinomio detP (λ), tenemos
∂
∂λ
detP (λ; p) 6= 0. (4)
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La expresio´n (4) nos permite aplicar el teorema de la funcio´n impl´ıcita a la ecuacio´n
detP (λ; p) = 0, y observamos que el valor propio λ(p) de la familia de matrices polino-
miales, dependiente diferenciablemente del vector de para´metros p, y sus derivadas con
respecto a los para´metros son
∂λ(p)
∂pi
= −
∂
∂pi
detP (λ; p)
∂
∂λ
detP (λ; p)
, i = 1, . . . , n. (5)
Ejemplo 1
P (λ; p) =
λ− p1 −p1 p1 + p20 λ− p1 p1 − p2
0 0 λ− p2
 .
detP (λ; p) = (λ − p1)2(λ − p2), entonces existen dos valores propios λ1(p) = p1 doble y
λ2(p) = p2 simple.
Para todo (λ, p1, p2) tal que detP (λ; p) 6= 0 podemos aplicar el teorema de la funcio´n
impl´ıcita, en particular en el punto (p2, p1, p2).
∂λ(p)
∂p1
=
2(λ− p2)
3λ− 2p2 − p1 ,
∂λ(p)
∂p2
=
λ− p1
3λ− 2p2 − p1 .
En el punto (p2, p1, p2) tenemos
∂λ(p)
∂p1
= 0 y
∂λ(p)
∂p2
= 1.
Teniendo en cuenta que λ(p) es un valor propio simple y que la suma de las longitudes de
las cadenas de Jordan en un conjunto cano´nico, es la multiplicidad de los valores propios
como ceros detP (λ; p), tenemos que las cadenas de Jordan consisten so´lo de vectores
propios.
El vector propio v0(p) correspondiente al valor propio simple λ(p) es determinado salvo
un factor escalar α no nulo. Este vector propio determina un subespacio de nulidad de
dimensio´n uno del operador matricial P (λ(p); p) diferenciablemente dependiente de p. Por
lo tanto, el vector propio v0(p) puede ser escogido como una funcio´n diferenciable de los
para´metros.
En el ejemplo 1 los vectores propios son v0(p) = α(p2, p1 − p2, p1 − p2), con α 6= 0. En
general los vectores propios no son obtenidos tan fa´cilmente. Vamos a tratar de obtener
una aproximacio´n mediante sus derivadas.
De ahora en adelante y si no hay confusio´n posible, escribiremos λ en lugar de λ(p).
Sea
P (λ; p) = λkIn + λk−1Ak−1(p) + . . .+ λA1(p) +A0(p)
una matriz polinomial mo´nica de grado k.
Si P (λ; p) tiene un valor propio simple λ(p) entonces existe un vector propio v0(p) tal
que
P (λ(p); p)v0(p) = 0.
Tomando las derivadas con respecto a pi tenemos
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(kλk−1
∂λ
∂pi
In + (k − 1)λk−2 ∂λ
∂pi
Ak−1(p) + λk−1
∂Ak−1(p)
∂pi
+ . . .+
+
∂λ
∂pi
A1(p) + λ
∂A1(P )
∂pi
+
∂A0(p)
∂pi
)v0(p) + P (λ; p)
∂v0(p)
∂pi
= 0
(
∂λ
∂pi
(
∂
∂λ
P (λ; p)) +
∂P (λ; p)
∂pi
)v0(p) = −P (λ; p)∂v0(p)
∂pi
Sea p0 tal que λ(p0) = λ0 es un valor propio simple y v0(p0) un vector propio. Consi-
deramos un vector propio por la izquierda u0 para este valor propio.
Lema 2 Existe un vector propio por la izquierda tal que
ut0
∂
∂λ
P (λ; p)|(λ0,p0)v0(p0) 6= 0
Demostracio´n: Si ut0
∂
∂λ
P (λ; p)|(λ0,p0)v0(p0) = 0, entonces
∂
∂λ
P (λ; p)|(λ0,p0)v0(p0) ∈ [u0]⊥,
pero [u0]⊥ = ImP (λ0, p0) ya que λ0 es simple.
En estas condiciones, tenemos que el vector
∂
∂λ
P (λ; p)|(λ0,p0)v0(p0) es una combinacio´n
lineal de columnas de P (λ0; p0), es decir existe v1 tal que
∂
∂λ
P (λ; p)|(λ0,p0)v0(p0) = P (λ0; p0)v1
equivalentemente
∂
∂λ
P (λ; p)|(λ0,p0)v0(p0) + P (λ0; p0)(−v1) = 0
Pero, esto no es posible puesto que la longitud de las cadenas de Jordan para valores
propios simples es uno. ¤
Proposicio´n 1 La matriz T0 = P (λ0; p0) + u0ut0 es invertible.
Demostracio´n: u0ut0 es un endomorfismo sime´trico de rango 1. El vector u0 es un vector
propio de valor propio ‖u0‖2; por tanto [u0]⊥ es el subespacio de vectores propios de valor
propio 0.
Sea ahora, w ∈ KerT0, entonces w = αu0 + w1 con w1 ∈ [u0]⊥. Entonces,
0 = ut0T0(w) = u
t
0(P (λ0; p0) + u0u
t
0)(αu0 + w1)
= αut0P (λ; p0)u0 + αu
t
0u0u
t
0u0 + u
t
0P (λ0; p0)w1 + u
t
0u0u
t
0w1
=
(a)
α(ut0u0)
2
(a) observar que u0 es un vector propio por la izquierda de P (λ; p0) y w1 ∈ Kerut0u0.
Por lo que α = 0 y w ∈ [u0]⊥ = Kerut0u0, de donde w ∈ KerP (λ0; p0); es decir w es
un vector propio de P (λ; p0) de valor propio λ0, pero el valor propio λ0 es simple luego
w = βv0, pero por el lema 1, tenemos ut0v0 6= 0 lo que implica β = 0 y w = 0. ¤
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Teorema 1 El sistema
(
∂λ
∂pi
(
∂
∂λ
P (λ; p)) +
∂P (λ; p)
∂pi
)|(λ0,p0)v0(p0) = −P (λ0; p0)
∂v0(p)
∂pi |(λ0,p0)
tiene una solucio´n si y so´lo si
ut0(
∂λ
∂pi
(
∂
∂λ
P (λ; p)) +
∂P (λ; p)
∂pi
)|(λ0,p0)v0(p0) = 0 (6)
Demostracio´n: Si el sistema tiene una solucio´n entonces existe un vector propio por la
izquierda u0 para el valor propio λ0, luego (6) se cumple.
Rec´ıprocamente. Supongamos que (6) se verifica, teniendo en cuenta el lema 2 obtene-
mos una solucio´n para
∂λ
∂pi |(λ0,p0)
:
∂λ
∂pi |(λ0;p0)
= −
∂P (λ; p)
∂pi |(λ0,p0)
v0(p0)
ut0(
∂
∂λ
P (λ; p))|(λ0;p0)v0(p0)
.
Una vez conocido el valor de
∂λ
∂pi |(λ0,p0)
podemos despejar
∂v(p)
∂pi
, de la siguiente ma-
nera, puesto que utP (λ0; p0) = 0 y S = P (λ0; p0) + ut0u0 es invertible podemos an˜adir a
la derecha de la ecuacio´n
(
∂λ
∂pi
(
∂
∂λ
P (λ; p)) +
∂P (λ; p)
∂pi
)|(λ0,p0)v0(p0) = −P (λ0; p0)
∂v0(p)
∂pi |(λ0,p0)
el te´rmino ut0u0
∂v0(p)
∂pi |(λ0,p0)
, teniendo
(
∂λ
∂pi
(
∂
∂λ
P (λ; p)) +
∂P (λ; p)
∂pi
)|(λ0,p0)v0(p0) = −S
∂v0(p)
∂pi |(λ0,p0)
y
∂v0(p)
∂pi |(λ0,p0)
= −S−1( ∂λ
∂pi
(
∂
∂λ
P (λ; p)) +
∂P (λ; p)
∂pi
)|(λ0,p0)v0(p0)
¤
Ejemplo 2 Sea P (λ; p) = λ2I3 +A(p) con
A(p) =
−p1 p2 0p2 −p1 p1 + p2
0 p2 −p1
 ,
una matriz polinomial mo´nica de segundo grado a dos para´metros. En p0 = (1, 1) la matriz
polinomial es
P (λ; p0) =
λ2 − 1 1 01 λ2 − 1 2
0 1 λ2 − 1

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que tiene el valor propio simple λ0 = 1. Un vector propio para este valor propio es v0(p0) =
(2, 0,−1)t y un vector propio por la izquierda de P (λ0, p0) puede ser ut0 = (1, 0,−1),
entonces ut0v0(p0) = 3 6= 0.
Calculando
∂A(p)
∂p1
=
−1 0 00 −1 1
0 0 −1
 tenemos
∂λ
∂p1 |(λ0,p0)
=
1
2
.
S0 =
 1 1 −11 0 2
−1 1 1
 , S−1 =
 1/3 1/3 −1/31/2 0 1/2
−1/6 1/3 1/6
 .
Entonces,
∂v0(p)
∂p1
= (1/3, 0, 1/3) salvo el te´rmino aditivo αv0(p0).
Ana´logamente, calculamos
∂v0(p)
∂p2
.
Para esto,
∂A(p)
∂p2
=
0 1 01 0 1
0 1 0
, y tenemos ∂λ
∂p2 |(λ0,p0)
= 0. Entonces
∂v0(p)
∂p2 |(λ0,p0)
= (−1/3, 0,−1/3).
Observamos que λ(p) =
√
p1 es un valor propio simple, un vector propio es v0(p) =
(p1 + p2, 0,−p2), y para α = 1/3 obtenemos la solucio´n exacta ∂v0(p)
∂p1
= (1, 0, 0) =
(1/3, 0, 1/3) + 1/3(2, 0,−1), y para α = 2/3 el valor exacto para ∂v0(p)
∂p2
= (1, 0,−1) =
(−1/3, 0,−1/3) + 2/3(2, 0,−1).
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