According to the Langmuir model the hydrogen uptake (N) is related to the equilibrium constant (K) as follows,
where R is the universal gas constant, T is temperature, 〈 〉 is the ensemble average and U is the interaction energy at each simulation step. Saturation capacity can be estimated from the pore volume (V p ) and density of hydrogen (ρ).
The density of liquid hydrogen at 70.8 g/L is a reasonable value for ρ, however there is an empirical relationship between pore volume and hydrogen density that improved R 2 accuracy from 0.88 to 0.98, see Figure SI-1. 3 The empirical model was developed from simulated GCMC data with a fitted polynomial, ߩ = 4.482 − 0.109 ܸ + 0.081 ܸ ଶ + 0.0025 ܸ ଷ .
Cost of cooling and compression
Ideal liquefaction is achieved by isothermal compression followed by an isentropic expansion to cool the gas down into liquid form at 20 K. The theoretical cost of ideal liquefaction is calculated as follows,
where T is temperature during isothermal compression (298 K), ∆S is the change in entropy during compression and ∆H is the change in enthalpy during isentropic expansion. Enthalpy and entropy data were taken from the NIST Chemistry WebBook. The cost of compression to 700 bar at room temperature is calculated by assuming isothermal compression where the force applied on the gas, in the form of pressure (from P 1 to P 2 ), is directly translated to a change in volume (from V 1 to V 2 ), as follows,
where n is the number of moles and pressure is related to volume using the ideal gas law. Finally, the cost of cryo-compression (77 K and 100 bar) is calculated from a combination of Equation (S5) and (S6) including isothermal compression to 100 bar and then ideal cooling to 77 K. Results our listed in 
Maximization of net deliverable energy
With a focus on energy, the Langmuir model in (S1) is extended here to predict the net deliverable energy (E) by incorporating the cost of pressurization and cooling assuming isothermal compression, as follows,
where P S and P D are storage and delivery pressures, respectively. Deliverable capacity is converted to deliverable energy assuming that a mol of hydrogen produces 0.0658 kWh, while cost of pressurisation to 100 bar is calculated from Equation (S6), and cost of pre-cooling to 77 K is 0.022 kWh/L from Equation (S5). Differentiation of Equation (S7) leads to the optimal storage pressure (P S,opt ) where E is maximized, as follows,
Unfortunately there is no explicit analytical solution for P S,opt in Equation (8) to be the best of our knowledge and therefore Equation (8) was solved numerically. P S , opt was calculated for a random set of hypothetical MOFs at room temperature along with the maximized net deliverable energy, shown in Figure SI 
Extension of Langmuir model to cryogenic temperatures
The Langmuir model along with the simulated Henry coefficients in Equation (S1) and (S2) can be extended to cryogenic temperatures using the Van't Hoff relation,
where ∆H is the change in enthalpy (or negative heat of adsorption), K 1 and K 2 are the equilibrium constants corresponding to temperatures T 1 and T 2 respectively. Net deliverable energy is predicted at 77 K from the simulated data for 298 K along with optimized pressures, see Figure SI -4. Note that the empirical relation in Equation (S4) was insufficient to describe the hydrogen density simulated at 77 K, therefore the results in Figure SI -4 were used only as a guide for the GCMC and neural network (NN) stages.
Feynman Hibbs correction for quantum effects
Under low temperatures (< 100 K) and nanoscale confinement, hydrogen can be no longer be treated as a classical molecule due to quantum effects. In this work, these effects are taken into account using the Feynman Hibbs (FH) effective potential. 6 The correction treats hydrogen as a quantum fluid of wave packets where the FH effective potential is an average of the classical Lennard-Jones (LJ) potential over the wave packet, as follows,
where
V is the potential energy, µ m = m / 2 is the reduced mass of interacting pair of fluid, r is the distance between interacting sites, β = (k B T)
where k B is the Boltzmann constant and T is temperature, ħ is the reduced Planck's constant, σ is the equilibrium distance and ε is the well depth between interacting sites. Hydrogen was treated using the single-site model with the Buch potential 7 (σ = 2.96 Å and ε = 34.2 K) while framework atoms are assigned parameters from the Universal Force Field (UFF) 8 . For further details see work by Firlej and Kutcha, 9 and others.
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Figure SI-1: (left) Empirical correlation between hydrogen density simulated with GCMC and pore volume at room temperature for the hypothetical MOF set. (right) A comparison between the predicted volumetric uptake from the Langmuir model and GCMC simulations with constant H2 density (at liquid phase), corrected H2 density (from correlation with pore volume, shown in left figure) and a Langmuir fit (both kH and M as fitting parameters to GCMC isotherms).
Figure SI-2:
Hydrogen isotherms at room temperature simulated using GCMC for a random set of ~1,000 hypothetical MOF candidates. Solid black line represents the capacity of a bare tank using the ideal gas law.
Figure SI-3:
Fractional deliverable capacity at 298 K predicted from simulated Langmuirian equilibrium constants, Equations (S1) ad (S2), for the hypothetical MOF candidates at two operating scenarios. Solid lines indicate the optimal K ൫= 1/ඥܲ ௌ ܲ ൯ and the corresponding maximum fractional deliverable capacity. Step 1 the NN model was initially trained by GCMC simulations for a set of IZA zeolites (~200) and diverse set of hypothetical zeolites (~200) with a reasonable degree of accuracy. At
Step 2a a target set (~1000) was chosen based on
Step 1 NN results and tested using GCMC, the correlation was extremely poor. At
Step 2b the NN model was retrained with the new GCMC data and the correlation was moderately good. At
Step 3a a new target set (~1000) was chosen based on the Step 2b NN results and the correlation was improved. At
Step 3b the NN model was retrained with the new GCMC data and the correlation was good. Finally a diverse test set (~1000) was simulated using GCMC and tested against the final NN model, the correlation was exceptional.
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Step 3 (R 2 = 0.81) Figure SI-9: Contour plot of predicted volumetric uptake for candidate CSD-GUNFAW01 across all temperatures and pressures.
Figure SI-10: Volumetric working capacity versus adsorption energy at 77 K between 100 and 1 bar for the complete NMG database. Final neural network results along with the GCMC steps guided by evolutionary machine learning. Diverse set is used as independent test to ensure the neural network has covered the complete parameter space. 
