Recognizing and tracking a face in a video sequence is a challenging task, specially when dealing with people and uncontrolled environments. This due to the natural variability, such as expressions, illumination, pose, occlusions, etc.. This paper propose and evaluate two strategies based on correlation for face recognition and face tracking, respectively. The proposals can be used in cascade for face tracking, first a face recognition filter is synthesized with facial regions that allow recognition of a person even when the facial image test is presented in partial form and/or contains variations in illumination, reaching approximately 95% of effectiveness. Then the face tracking in a video sequence, is done using an adaptive unconstrained non-linear composite filter. This filter is adapted to the changes that the face suffers through the video sequence. Both strategies can be combined or used separately in a biometric system that allows the identification and the tracking of a person in a video sequence.
Introduction
In a video sequence, there are two main tasks in face processing: a) facial recognition, which is defined as a biometric modality that uses an image of the visible physical structure of an individual's face for recognition purposes [1] and b) face tracking, which is defined as the estimation of the location and possible orientation of the person's face in an image sequence [2] . A video sequence is defined as a collection of static images, having time continuity as its most important property [3] . This way, we can use a face recognition algorithm based on static images to identify a person who appears in such sequence, while a tracking algorithm is responsible for locating the reference image (identified in the first image) in each frame of the sequence.
The human being is able to recognize a person by his/her face with great accuracy and speed, even if only a little information of the face is available. For example, if a person wears a scarf that covers only the mouth, another human being is able to recognize him/her using the visible face information. Human beings have this capacity because we unconsciously use other visually distinguishable physical characteristics such as physical appearance, gait, height, hair, etc. However, most available face recognition algorithms do not have the same capacity that human beings have to recognize a person using little information. The PCA (Principal Component Analysis) approach [4] requires that the test and gallery images are of the same size, frontals and with facial features aligned to achieve a good performance. The LDA (Linear Discriminant Analysis) approach [5] attempts to maximize the variance between classes of faces and minimize the variance within them. To achieve this purpose, training images with little variation between them are needed. The EBGM (Elastic Bunch Graph Matching) method [6] requires a precise location of points of interest. Reference [7] proposes a method that decomposes an input facial image in versions that exhibit different illumination conditions. Each version of the image is represented in a histogram, and later a recognition is performed by matching histograms. A disadvantage of this method is that is difficult to represent all lighting conditions due to the high variability and different light sources that may exist in an uncontrolled environment.
In literature there are several face tracking techniques such as incremental visual tracking [8] , fragmentsbased tracking [9] , graph-based discrimination learning [10] , the strategy of multiple instances [11] and logarithmic grid search [12] . There is great advance in facial recognition and tracking algorithms for unconstrained individuals and environments and the use of low quality sensors. For example, better quality images are obtained when the environment illumination is controlled or when a person is requested a neutralized face (without expressions) and looking toward the vision sensor. However, the main challenge of face recognition is that algorithms can operate successfully in unconstrained individuals and environments [13] .
This paper proposes the use of composite correlation filters for recognition and face tracking. We propose a recognition algorithm under the assumption that a trained filter with the face regions is more likely to recognize a partial facial image. The face-tracking strategy proposed is based on a filter able to adapt to slight changes experienced by the face to keep track and get more robustness against distortions. It also proposes a set of metrics for evaluating the effectiveness of face-tracking algorithms.
Synthetic discriminant functions
Correlation is a visual pattern recognition technique. Correlation pattern recognition is based on selecting or creating a reference signal and then determining the degree of similarity with a test signal [14] . The basic correlation filter is the matched filter (MF), which is given by Eq. (1) [15] .
where S * is the Fourier transform of the reference image. Matched filter performs well at detecting a reference image affected by additive white noise, but performs poorly when the test image presents distortions, such as scale, illumination, rotation, among others. The synthetic discriminant function (SDF) [16] recognizes distorted versions of an object using a linear combination of reference images. The SDF filter is designed such that produces a prespecified value at the origin of the correlation plane for all training images from the same class. Generally, the correlation output is restricted to 1 for all training images belonging to the true class and 0 for false class. Let x j the column vector version of the j-th training image. Each training image is scanned from left to right and from top to bottom to produce the vector version. The N training image vectors are the columns of the matrix X = [x 1 , x 2 , ..., x N ]. Then, the correlation with the constraints at the origin can be expressed as follows:
where T is the transpose operation and u = [u 1 , u 2 , ..., u N ] T is a vector of size N × 1 that contains the desired values at the origin for each training image. To find a unique solution, we assume that h is a linear combination of the training images, and it can be solved as in [17] :
where h is the column vector of the SDF filter in the spatial domain and −1 is the inverse of the matrix. Bi-dimensional filter can be easily obtained by re-ordering the h vector. Although this filter is tolerant to distortions represented in the training images, the peak produced is very wide. Another problem with this filter is that it does not consider the random noise at the input, which difficult a perfect matching, i.e. the desired value is not produced at the origin, even if the test is a training image. SDF filter correlation is the basis for the derivation of the filters presented in Sections 3 and 4, applied to facial recognition and tracking, respectively. The common goal of these filters is to produce a sharp and strong peak for true class objects.
Unconstrained non-linear composite filter
Let T = {t 1 (x, y), t 2 (x, y), ..., t N (x, y)} be a set of N training images that represent the expected distortions that could present the reference image. Generalized SDF filter h(x, y) is a linear combination of the training images:
where the coefficients a i of the linear combination are chosen to satisfy the restriction:
The restriction of Eq. (5) is intended only for training images and does not consider the test images [18] , besides that it was designed so that the filters were synthesized in a laboratory using multiple exposure techniques [17] . Therefore our hypothesis is that removing the restriction imposed on the origin by a SDF filter and applying a non-linear filtering, the capacity of the filter is increased discriminate a kind of faces from to other different classes. Let X j the Fourier transform of the j-th training image. We apply non-linear filtering [19] on the Fourier transform of each image X j training as follows:
where k is the nonlinearity factor, |X i | is the modulus of X i and ϕ is its phase. The nonlinear factor raises to the k-th power the magnitude of the Fourier spectrum of both the analysed image and the filter, while keeping the phase intact. Substituting the Eq. (refec6) in Eq. (refec3) we get:
setting a i = 1 N , the unconstrained nonlinear composite filter (UNCF) in Fourier domain is given by:
The coefficient a i is not selected to satisfy the Eq. (7) . Instead its set as an averaging factor, which emphasizes the common features of the training images. This filter is used for facial recognition strategy presented in Section 5.
Adaptive unconstrained non-linear composite filter
Consider a set of training images that contain distorted versions of a reference image segmented from the first image of a video sequence. Let X be the matrix containing the sum of the Fourier transforms with non-linearity factor k of such versions, such that:
where X k j is obtained as in Eq. (6) . Eq. (9) represents the initial filter, which will be updated automatically (through Eq. (10)) during the execution of the algorithm to adapt to the changes experienced by the face.
Consider f (x, y) the region of the j-th image in the sequence where the face is located. Adaptive unconstrained non-linear filter (AUNCF) with incremental updating is given by:
where F k is the Fourier transform with the non-linearity factor k of f (x, y) obtained with Eq. (6). As can be seen in Eq. (10), this filter does not vary in size, this allows to maintain a constant speed on the track. This characteristic is used for face tracking strategy presented in Section 6. This incremental updating strategy for correlation filter is not new, it was introduced in [20] for UOTSDF and UMACE correlation filters, in this paper we apply it in an adaptive unconstrained non-linear composite filter.
Face recognition using UNCF filter

Facial region
Although the human face is a three dimensional object, most face recognition algorithms attempt to recognize an individual through the processing of static two-dimensional representation (digital image). On the other hand, most methods consider the face as a single entity, without considering that this is a composite of several elements (facial features: left eye, right eye, nose, mouth, cheeks, etc..) with their own behaviour. The behaviour of the facial features influence the recognition of the whole face, for example, the shape of the mouth changes when a person speak.
Consider a whole face f = N i=1 r i , where r i is the i-th facial region. Each facial region is used to construct a weak classifier, which may be able to recognize a whole or partial face. The union of many weak classifiers produces a stronger classifier, more discriminative and more robust than each one of the weak classifiers. When the input image is a partial face, the probability that it resembles one of the training regions is high and therefore be recognized successfully. Also, the changes in a single facial feature have less influence in the recognition. A facial region is an area of the face which contains one or more facial features, as shown in Fig. 1 .
The process for obtaining facial regions can take different forms, as long as the essence of what they are remain. In this work we use binary masks to extract the regions, so that a facial image multiplied element by element with a mask produces the desired region. For the construction of the filter, each facial region remains in its original position, with the aim that the correlation output matches in the origin for each region.
Facial recognition method
The face recognition method proposed consists of two modules: the registration and recognition. In the module of registration, new users are registered in the system. Each user provides N facial images to build a biometric template. The second module is triggered when there is a person to recognize and the biometric template is used for the identification. The proposed method is summarized in Fig. 2 . Each facial image provided by a new user is segmented in regions to build a UNCF filter. When there is a new face image to recognize, it is correlated with the previously correlation filter created. The correlation output produced is examined for a peak. This paper uses the metric known as PSR (Peak to sidelobe ratio) [14] to measure the sharpness of the peak, if the sharpness is greater than a threshold t psr , then the individual is declared as authentic, otherwise is declared as an impostor.
To validate that the proposed method can recognize partial facial images, two UNCF filters were built in a first experiment. The first filter was constructed with five facial regions that were extracted from a face image. The second filter was built with a whole face image. Six versions were generated from a facial image, with 17.26%, 17.29%, 10.89%, 18.19%, 81.47% and 100% of facial information, respectively. These images were used as tests to be recognized. Fig. 3 shows the PSR performance obtained for each filter with the partial images test. PSR values resulting from the filter constructed with facial regions are higher when the test images contain little information, as in the case of images 1, 2, 3 and 4. For images 5 and 6, with 81.47% and 100% of information, respectively, the UNCF filter constructed with whole images obtained higher PSR values.
In a second experiment, the proposed method was evaluated according to the methodology for evaluation of face recognition algorithms described in [21] using YALE B [22] and ORL [23] facial images databases in the task of face identification and verification. Each facial image was cropped and scaled manually to a resolution of 64 × 64 pixels. All images are grayscale with a dynamic range between 0-255.
To calculate the performance of the proposed method, three sets of facial images were created, a gallery and two test sets. The gallery G = {g 1 , g 2 , ..., g |G| } contains biometric templates of persons known by the system. Each template was built with regions extracted from four facial images for each person in Yale B. The test set P G contains 38×64 = 2432 face images of people in G, i.e. the YALE B set. The set P n contains 40 × 10 = 400 facial images (from ORL database) of people who are not in the gallery. Fig. 4 shows the result of the UNCF filter of the person 1 with images of the same class (but that they are not in the training set) and impostors facial images. As it can be seen, there are high PSR values for images of the true class (bold top black line), whereas for impostors facial images produces low PSR values (lower skewed lines). Using a recognition threshold is possible to determine if a facial image is authentic or impostor.
With the configuration described above, we calculated the performance of the proposed method conforms to the metrics described in [21] : detection and identification rate (DIR), false alarm rate (FAR), verification rate (VR) and false acceptance rate (FAR). The results obtained with these statistics are shown in Table 1 . The UNCF filter had a good performance to recognize a person correctly with a percentage of 6. Face tracking using AUNCF filter
Tracking strategy
The proposed strategy receives two input parameters: a video sequence and an initial face that is selected manually or automatically. Distorted versions of the input face are generated to build an initial filter with Eq. (9). Initial filter is correlated with the second image in the sequence. If the object is located with a high degree of accuracy the filter is updated automatically according to Eq. (10), this operation is repeated for each image in the sequence. Fig. 5 summarizes the tracking strategy proposed. 
Metrics for facial tracking algorithms based on correlation
When a filter is correlated with a scene, such operation produces a correlation peak at a point in the scene where the object appears. The sharpness of the correlation peak allows to determine if the located object is the object under observation, also, that the peak has been produced in the correct coordinates. Based on these main ideas we propose the metrics that are described below.
Let S be a sequence of video and S i the i − th image of the sequence. A location and recognition occurs when a correlation peak is produced in the correct coordinate and the sharpness of the peak is greater than or equal to a recognition threshold. The percentage of times that a tracking algorithm locates and recognizes a face (Localization and recognition rate (LRR)) in a video sequence is given by:
where d S i = (x 1 − x 2 ) 2 + (y 1 − y 2 ) 2 is the distance between the correct location and the location of correlation peak produced by the algorithm with the correlation of the image S i with tracking filter. This distance represents the localization error. The localization error is given by the point p(x 1 , y 1 ) and the location of the correlation peak is given by p(x 2 , y 2 ). The minimum distance between the right position and the peak position is represented by d L |S |, |S | is the number of images that the sequence contains. When the correlation peak is deviates a distance greater than d L and the sharpness of correlation peak is greater than the recognition threshold, then a recognition and deviated localization (RDLR) happen. This metric is given by Eq. (12) . The rate of false recognition and false localization (FRFLR) is given by Eq. (13) , is to say, the percentages of times that the tracking algorithm produces a peak with a sharpness higher than recognition threshold in a place where there is not a face. where d f is the maximum distance that should exist between the right position of the face and the determined by the algorithm. When a correlation output has a peak in the right position but the sharpness is less than the recognition threshold, then a false rejection occurs because the algorithm does not have sufficient certainty to decide if the object located is authentic or an impostor. The false rejection rate (FRR) is given by:
Evaluation
The face tracking strategy proposed in this paper was evaluated with a video sequence captured with a Canon camera. The video consists of 578 images in grayscale with a resolution of 240 × 320 pixels. The video sequence was recorder under environment illumination conditions and shows a person doing different facial expressions,wearing glasses, unwearing glasses, slight side motions and oncoming. The area where the face is located has a resolution of 54 × 54 pixels (known as tracking window) and encloses the human face.
Each image for update the filter is processed as follows. Each pixel value was transformed using a logarithmic function which helps to improve the quality of low-contrast images [24] . Subsequently the energy of the image is normalized for a mean of 0 and standard deviation 1 [25] . Then multiplied by a cosine window to highlight the central region of the image and reduce edge effect [24] . Finally, the resulting image in the previous steps was multiplied for a 2D Gaussian window to achieve a uniform consistency in the corners of the image but with the central part of the image with the distinguishing characteristics. The goal of implementing all the pre-processing operations above, is to highlight the central region of the reference image while blurring the corners. Fig. 6 shows some examples of the AUNCF filter performance. Table 2 shows the performance of this filter (based on metrics proposals) with the video sequence Ever03. During the execution of the algorithm we observed that the filter is adapted to slight changes experienced by the face, such as facial expressions, lateral movements and slight changes of scale. In addition, the proposed strategy is able to recover from tracking failures. 
Conclusions
This paper proposes a strategy for the recognition and another for face tracking, both are based on correlation filters. In the construction process of the filter for recognition, each training image is segmented into regions that contain one or more facial features. Correlation filter is constructed by averaging the Fourier transforms of the training images with non-linearity factor k, which emphasizes the common features of the training images. When a new test image is presented to the system, the non-linearity is applied to its Fourier transform and finally, this is correlated with the filter. The peak is measured using the PSR metric and it is compared with a recognition threshold. This strategy achieves approximately 95% effectiveness in recognition. The tracking strategy initializes a correlation filter which adapts to the changes experienced by the face, producing a sharp peak and it is able to recover from failures. This filter reaches a location and recognition rate of 99.65% in the video sequence evaluated. 
