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Abstract
In lines 8-11 of [18, pp. 2977] we wrote: “For integer m ≥ 3, if M is Cm-smooth
and Cm−1-smooth L : R × TM → R satisfies the assumptions (L1)-(L3), then the
functional Lτ is C2-smooth, bounded below, satisfies the Palais-Smale condition, and
all critical points of it have finite Morse indexes and nullities (see [1, Prop.4.1, 4.2]
and [4]).” However, as proved in [2] the claim that Lτ is C2-smooth is true if and
only if for every (t, q) the function v 7→ L(t, q, v) is a polynomial of degree at most
2. So the arguments in [18] is only valid for the physical Hamiltonian in (1.2) and
corresponding Lagrangian therein. In this note we shall correct our arguments in [18]
with a new splitting lemma obtained in [20].
Keywords: Conley conjecture; Hamiltonian and Lagrangian system; Cotangent and
tangent bundle; Periodic solutions; Variational methods; Morse index; Maslov-type
index
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1 A splitting lemma for C1-functionals
In this section we shall give a special version of the splitting lemma obtained by the
author in [20, Th. 2.1] recently. For completeness we shall outline its proof because
it is much simpler than general case. The reader may refer to [20] for details.
Let H be a Hilbert space with inner product (·, ·)H and the induced norm ‖ · ‖,
and let X be a Banach space with norm ‖ · ‖X , such that
(S) X ⊂ H is dense in H and ‖x‖ ≤ ‖x‖X ∀x ∈ X.
For an open neighborhood V of the origin θ ∈ H, V ∩X is also an open neighborhood
of θ in X, and we shall write V ∩X as VX when viewed as an open neighborhood of
θ in X. For a C1 functional L : V → R with θ as an isolated critical point, suppose
that there exist maps A ∈ C1(VX ,X) and B ∈ C(VX , Ls(H)) such that
L′(x)(u) = (A(x), u)H ∀x ∈ VX and u ∈ X, (1.1)
(A′(x)(u), v)H = (B(x)u, v)H ∀x ∈ VX and u, v ∈ X. (1.2)
(These imply: (a) L|VX ∈ C2(VX ,R), (c) d2L|VX (x)(u, v) = (B(x)u, v)H for any
x ∈ VX and u, v ∈ X, (c) B(x)(X) ⊂ X ∀x ∈ VX). Furthermore we also assume B
to satisfy the following properties:
(B1) If u ∈ H such that B(θ)(u) = v for some v ∈ X, then u ∈ X. Moreover,
all eigenfunctions of the operator B(θ) that correspond to negative eigenvalues
belong to X.
(B2) The map B : VX → Ls(H,H) has a decomposition
B(x) = P (x) +Q(x) ∀x ∈ V ∩X,
where P (x) : H → H is a positive definitive linear operator and Q(x) : H → H
is a compact linear operator with the following properties:
(i) For any sequence {xk} ⊂ V ∩ X with ‖xk‖ → 0 it holds that ‖P (xk)u −
P (θ)u‖ → 0 for any u ∈ H;
(ii) The map Q : V ∩ X → L(H,H) is continuous at θ with respect to the
topology induced from H on V ∩X;
(iii) There exist positive constants η0 > 0 and C0 > 0 such that
(P (x)u, u) ≥ C0‖u‖2 ∀u ∈ H, ∀x ∈ BH(θ, η0) ∩X.
Note: since B(θ) ∈ Ls(H) is a self-adjoint Fredholm operator, either 0 /∈ σ(B(θ)) or
0 is an isolated point in σ(B(θ)) which is also an eigenvalue of finite multiplicity. See
Proposition B.2 in Appendix of [20].
Let H0 := Ker(B(θ)) and let H− (resp. H+) be the positive subspace (resp.
negative definite) of B(θ). They are all invariant subspaces of B(θ), and there exists
an orthogonal decomposition H = H0 ⊕H± = H0 ⊕H− ⊕H+. Clearly,
(B(θ)u, v)H = 0 ∀u ∈ H+ ⊕H−, v ∈ H0,
(B(θ)u, v)H = 0 ∀u ∈ H− ⊕H0, v ∈ H+,
(B(θ)u, v)H = 0 ∀u ∈ H+ ⊕H0, v ∈ H−.
 (1.3)
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Moreover, the conditions (B1) and (B2) imply that both H0 and H− are finitely
dimensional subspaces contained in X, and that there exists a small a0 > 0 such that
[−2a0, 2a0] ∩ σ(B(θ)) at most contains a point 0. Hence
(B(θ)u, u)H ≥ 2a0‖u‖2 ∀u ∈ H+,
(B(θ)u, u)H ≤ −2a0‖u‖2 ∀u ∈ H−.
}
(1.4)
Note that H± := H+ + H− is the image of B(θ). Denote by P ∗ the orthogonal
projections onto H∗, ∗ = +,−, 0, and by X∗ = X ∩H∗ = P ∗(X), ∗ = +,−. Then
X+ is dense in H+, and (I − P 0)|X = (P+ + P−)|X : (X, ‖ · ‖X) → (X±, ‖ · ‖) is
also continuous because all norms are equivalent on a linear space of finite dimension,
where X± := X ∩ (I − P 0)(H) = X ∩H± = X− + P+(X) = X− +H+ ∩X. These
give the following topological direct sum decomposition:
X = H0 ⊕X± = H0 ⊕X+ ⊕X−.
Letm0 = dimH0 andm− = dimH−. They are called the nullity and theMorse index
of critical point θ of L, respectively. The critical point θ is said to be nondegenerate
if m0 = 0. For a normed vector space (H, ‖ · ‖) and δ > 0 let BH(θ, δ) = {x ∈
H | ‖x‖ < δ} and B¯H(θ, δ) = {x ∈ H | ‖x‖ ≤ δ}. Since the norms ‖ · ‖ and ‖ · ‖X are
equivalent on the finite dimension space H0 we shall not point out the norm used
without occurring of confusions.
Theorem 1.1 Under the above assumptions (S) and (B1)-(B2), there exist a positive
ǫ ∈ R, a C1 map h : BH0(θ, ǫ) = BH(θ, ǫ) ∩H0 → X± satisfying h(θ0) = θ± and
(I − P 0)A(z + h(z)) = 0 ∀z ∈ BH0(θ, ǫ), (1.5)
an open neighborhood W of θ in H and an origin-preserving homeomorphism
Φ : BH0(θ, ǫ)×
(
BH+(θ
+, ǫ) +BH−(θ
−, ǫ)
)→ W (1.6)
of form Φ(z, u+ + u−) = z + h(z) + φz(u
+ + u−) with φz(u
+ + u−) ∈ H± such that
L ◦ Φ(z, u+ + u−) = ‖u+‖2 − ‖u−‖2 + L(z + h(z)) (1.7)
for all (z, u+ + u−) ∈ BH0(θ, ǫ)× (BH+(θ+, ǫ) +BH−(θ−, ǫ)), and that
Φ
(
BH0(θ, ǫ)×
(
BH+(θ
+, ǫ) ∩X +BH−(θ−, ǫ)
)) ⊂ X. (1.8)
Moreover, the maps Φ, h and the function BH0(θ, ǫ) ∋ z 7→ L◦(z) := L(z+h(z)) also
satisfy:
(i) For each z ∈ BH0(θ, ǫ), Φ(z, θ±) = z + h(z), φz(u+ + u−) ∈ H− if and only if
u+ = θ+;
(ii) h′(z) = −[(I − P 0)A′(z + h(z))|X± ]−1(I − P 0)A′(z + h(z))|H0 ∀z ∈ BH0(θ, ǫ);
(iii) L◦ is C2, d2L◦(θ0) = 0 and
dL◦(z0)(z) = (A(z0 + h(z0)), z)H ∀z0 ∈ BH0(θ, ǫ), z ∈ H0;
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(iv) θ0 is also an isolated critical point of L◦.
Corollary 1.2 (Shifting) Under the assumptions of Theorem 1.1, if θ is an isolated
critical point of L, for any Abelian group K it holds that
Cq(L, θ;K) ∼= Cq−m−(L◦, θ0;K) ∀q = 0, 1, · · · ,
where L◦(z) = L(h(z) + z). Consequently, Cq(L, θ;K) = 0 for q /∈ [m−,m− +m0],
and Cq(L, θ;K) is isomorphic to a finite direct sum r1K ⊕ · · · ⊕ rsK for each q ∈
[m−,m− + m0], where each rj ∈ {0, 1}. Moreover, if Cq(L, θ;K) 6= 0 for some
q ∈ (m−,m− +m0], then θ must be a non-minimal saddle point of L.
The proof of the final claim is as follows. If m0 = 0 then the conclusion is a
consequence of (1.7). If m0 > 0 it follows from [6, Ex.1, pp.33] that θ0 is a non-
minimal saddle point of L◦. This implies that θ is a non-minimal saddle point of
L.
Our proof needs the following parameterized version of the Morse-Palais lemma
due to Duc-Hung-Khai (Theorem 1.1 in [7]), whose proof can be obtained by almost
repeating the proof in [7] (cf. Appendix A of [20] for details).
Theorem 1.3 Let (H, ‖ · ‖) be a normed vector space and let Λ be a compact topo-
logical space. Let J : Λ × BH(θ, 2δ) → R be continuous, and for every λ ∈ Λ the
function J(λ, ·) : BH(θ, 2δ) → R is continuously directional differentiable. Assume
that there exist a closed vector subspace H+ and a finite-dimensional vector subspace
H− of H such that H+ ⊕H− is a direct sum decomposition of H and
(i) J(λ, θ) = 0 and D2J(λ, θ) = 0,
(ii) [D2J(λ, x+ y2)−D2J(λ, x+ y1)](y2 − y1) < 0 for any (λ, x) ∈ Λ× B¯H+(θ+, δ),
y1, y2 ∈ B¯H−(θ−, δ) and y1 6= y2,
(iii) D2J(λ, x+ y)(x− y) > 0 for any (λ, x, y) ∈ Λ× B¯H+(θ+, δ) × B¯H−(θ−, δ) and
(x, y) 6= (θ+, θ−),
(iv) D2J(λ, x)x > p(‖x‖) for any (λ, x) ∈ Λ× B¯H+(θ+, δ) \ {θ+}, where p : (0, δ] →
(0,∞) is a non-decreasing function.
Then there exist a positive ǫ ∈ R, an open neighborhood U of Λ× {θ} in Λ×H and
a homeomorphism
φ : Λ× (BH+(θ+,√p(ǫ)/2) +BH−(θ−,√p(ǫ)/2))→ U
such that
J(λ, φ(λ, x + y)) = ‖x‖2 − ‖y‖2 and φ(λ, x + y) = (λ, φλ(x+ y)) ∈ Λ×H
for all (λ, x, y) ∈ Λ × BH+(θ+,
√
p(ǫ)/2) × BH−(θ−,
√
p(ǫ)/2). Moreover, for each
λ ∈ Λ, φλ(0) = 0, φλ(x+ y) ∈ H− if and only if x = 0.
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Proof of Theorem 1.1. Step 1. As noted below the condition (B2), either 0 /∈
σ(B(θ)) or 0 is an isolated point in σ(B(θ)). Using this, and A′(θ) = B(θ)|X and the
condition (B1) it was proved in [14] that B(θ)(X±) ⊂ X± and B(θ)|X± : X± → X±
is a Banach space isomorphism. Since A ∈ C1(V ∩X,X), we can directly apply the
implicit function theorem [25, Th.3.7.2] to C1-map
T : (H0 ∩ V )× (X± ∩ V )→ X±, (z, x) 7→ (I − P 0)A(z + x),
and get δ > 0, a (unique) C1 map
h : BH0(θ, 2δ) = BH(θ, 2δ) ∩H0 ⊂ V ∩X → X±
satisfying h(θ0) = θ± and (1.5), i.e. (I − P 0)A(z + h(z)) = 0 for all z ∈ BH0(θ, 2δ).
Moreover, the standard arguments show that the map h and the function L◦ :
BH0(θ, 2δ) → R given by L◦(z) = L(z + h(z)) satisfy the conclusions (ii)-(iv) in
Theorem 1.1. Let us shrink δ > 0 (if necessary) so that
z + h(z) + u ∈ V ∀(z, u) ∈ (B¯H(θ, δ) ∩H0)× (B¯H(θ, δ) ∩H±). (1.9)
Define a C1 functional F : B¯H0(θ, δ)×BH±(θ, δ)→ R as
F (z, u) = L(z + h(z) + u)− L(z + h(z)). (1.10)
Then for each (z, u) ∈ B¯H0(θ, δ)×BH±(θ, δ) and v ∈ H± it holds that
D2F (z, u)(v) = (A(z + h(z) + u), v)H
= ((I − P 0)A(z + h(z) + u), v)H . (1.11)
It follows from this and (1.5) that
F (z, θ±) = 0 and D2F (z, θ
±)(v) = 0 ∀v ∈ H±. (1.12)
In next step we shall show that Theorem 1.3 can be applied to the functional F .
Step 2. Claim 1. There exists a function ω : V ∩X → [0,∞) such that ω(x)→ 0
as x ∈ V ∩X and ‖x‖ → 0, and that
|(B(x)u, v)H − (B(θ)u, v)H | ≤ ω(x)‖u‖ · ‖v‖
for any x ∈ V ∩X, u ∈ H0 ⊕H− and v ∈ H.
This is Lemma 2.15 in [20]. Firstly, by a contradiction argument the condition
(i) of (B2) can be equivalently expressed as: For any u ∈ H it holds that ‖P (x)u −
P (θ)u‖ → 0 as x ∈ V ∩X and ‖x‖ → 0.
Next let e1, · · · , em be a basis of H0 ⊕H− with ‖ei‖ = 1, i = 1, · · · ,m. Then(
m∑
i=1
|ti|2
)1/2
≤ C1‖u‖
for some constant C1 > 0 and u =
∑m
i=1 tiei ∈ H0 ⊕H−. Since
|(B(x)ei, v)H − (B(θ)ei, v)H | ≤ ‖(P (x)ei − P (θ)ei‖ · ‖v‖+ ‖Q(x) −Q(θ)‖ · ‖v‖,
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for any u =
∑m
i=1 tiei ∈ H0 ⊕H− we have
|(B(x)u, v)H − (B(θ)u, v)H |
≤
m∑
i=1
|ti|‖P (x)ei − P (θ)ei‖ · ‖v‖+
m∑
i=1
|ti|‖Q(x)−Q(θ)‖ · ‖v‖
≤
(
m∑
i=1
‖P (x)ei − P (θ)ei‖2
)1/2( m∑
i=1
|ti|2
)1/2
‖v‖
+
√
m
(
m∑
i=1
|ti|2
)1/2
‖Q(x)−Q(θ)‖ · ‖v‖
≤
[
C1
( m∑
i=1
‖P (x)ei − P (θ)ei‖2
)1/2
+ C1
√
m‖Q(x)−Q(θ)‖
]
‖u‖‖v‖
= ω(x)‖u‖‖v‖,
where
ω(x) =
[
C1
( m∑
i=1
‖P (x)ei − P (θ)ei‖2
)1/2
+C1
√
m‖Q(x) −Q(θ)‖
]
→ 0
as x ∈ V ∩X and ‖x‖ → 0 (because of the conditions (i) and (ii) in (B2)). ✷
As in the proof of Lemma 2 in [26, page 201] (see also Lemma 5.2 of [27]) we can
prove:
Claim 2. There exists a small neighborhood U ⊂ V of θ in H and a number
a1 ∈ (0, 2a0] such that for any x ∈ U ∩X,
(i) (B(x)u, u)H ≥ a1‖u‖2 ∀u ∈ H+;
(ii) |(B(x)u, v)H | ≤ ω(x)‖u‖ · ‖v‖ ∀u ∈ H+,∀v ∈ H− ⊕H0;
(iii) (B(x)u, u)H ≤ −a0‖u‖2 ∀u ∈ H−.
The reader may refer to Lemma 2.16 in [20] for a detailed proof of it.
Since h(θ0) = θ±, we may take ε ∈ (0, δ) so small that
z + h(z) + u+ + u− ∈ U (1.13)
for all z ∈ B¯H0(θ, ε), u+ ∈ B¯H+(θ, ε) and u− ∈ B¯H−(θ, ε).
Step 3. The restriction of the function F in (1.10) to B¯H0(θ, ε) ×
(
B¯H+(θ, ε) ⊕
B¯H−(θ, ε)
)
satisfies the conditions in Theorem 1.3.
This is Lemma 2.17 in [20]. By (1.12) we only need to prove that F satisfies
conditions (ii)-(iv) in Theorem 1.3.
For z ∈ B¯H0(θ, ε), u+ ∈ B¯H(θ, ε) ∩X+ and u−1 , u−2 ∈ B¯H−(θ, ε), (1.1) gives
[D2F (z, u
+ + u−2 )−D2F (z, u+ + u−1 )](u−2 − u−1 )
= (A(z + h(z) + u+ + u−2 ), u
−
2 − u−1 )H − (A(z + h(z) + u+ + u−1 ), u−2 − u−1 )H .
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By the mean value theorem we have t ∈ (0, 1) such that
(A(z + h(z) + u+ + u−2 ), u
−
2 − u−1 )H − (A(z + h(z) + u+ + u−1 ), u−2 − u−1 )H
=
(
DA(z + h(z) + u+ + u−1 + t(u
−
2 − u−1 ), u−2 − u−1 ), u−2 − u−1
)
H
(1.2)
=
(
B(z + h(z) + u+ + u−1 + t(u
−
2 − u−1 ))(u−2 − u−1 ), u−2 − u−1
)
H
≤ −a0‖u−2 − u−1 ‖2,
where the final inequality comes from (iii) of Claim 2 in Step 2. Hence
[D2F (z, u
+ + u−2 )−D2F (z, u+ + u−1 )](u−2 − u−1 ) ≤ −a0‖u−2 − u−1 ‖2.
Since B¯H(θ, ε) ∩X+ is dense in B¯H(θ, ε) ∩H+ we get
[D2F (z, u
+ + u−2 )−D2F (z, u+ + u−1 )](u−2 − u−1 ) ≤ −a0‖u−2 − u−1 ‖2. (1.14)
for all z ∈ B¯H0(θ, ε), u+ ∈ B¯H(θ, ε)∩H+ and u− ∈ B¯H(θ, ε)∩H−. It shows that the
condition (ii) in Theorem 1.3 holds for F .
Next, for z ∈ B¯H0(θ, ε), u+ ∈ B¯H(θ, ε) ∩X+ and u− ∈ B¯H−(θ, ε), using (1.12),
the mean value theorem and (1.1)-(1.2), we may find a t ∈ (0, 1) such that
D2F (z, u
+ + u−)(u+ − u−)
= D2F (z, u
+ + u−)(u+ − u−)−D2F (z, θ±)(u+ − u−)
= (A(z + h(z) + u+ + u−), u+ − u−)H − (A(z + h(z) + θ±), u+ − u−)H
=
(
B(z + h(z) + t(u+ + u−))(u+ + u−), u+ − u−)
H
=
(
B(z + h(z) + t(u+ + u−))u+, u+
)
H
− (B(z + h(z) + t(u+ + u−))u−, u−)
H
≥ a1‖u+‖2 + a0‖u−‖2.
Here the final inequality is due to (i) and (iii) in Claim 2. As above this inequality
also holds for all u+ ∈ B¯H+(θ, ε) because B¯H(θ, ε)∩X+ is dense in B¯H(θ, ε)∩H+. It
is more than zero when (u+, u−) 6= (θ+, θ−). Hence the condition (iii) of Theorem 1.3
is satisfied.
Finally, for z ∈ B¯H0(θ, ε) and u+ ∈ B¯H(θ, ε) ∩ X+, as above we have t ∈ (0, 1)
such that
D2F (z, u
+)u+ = D2F (z, u
+)u+ −D2F (z, θ±)u+
= (A(z + h(z) + u+), u+)H − (A(z + h(z) + θ±), u+)H
=
(
B(z + h(z) + tu+)u+, u+
)
H
≥ a1‖u+‖2
because of Claim 2(i). So for the function p : (0, ε]→ (0,∞), t 7→ a12 t2 it holds that
D2F (z, u
+)u+ ≥ a1‖u+‖2 > p(‖u+‖) ∀u+ ∈ B¯H(θ, ε) ∩H+ \ {θ+}.
This shows that F satisfies the condition (iv) in Theorem 1.3.
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Step 4. Applying Theorem 1.3 to F we can get a positive number ǫ, an open
neighborhood W of B¯H0(θ, ε) × {θ±} in B¯H0(θ, ε) × H±, and an origin-preserving
homeomorphism
φ : B¯H0(θ, ε)×
(
BH+(θ
+, ǫ) +BH−(θ
−, ǫ)
)→W (1.15)
of form φ(z, u++u−) = (z, φz(u
++u−)) ∈ (B¯H0(θ, ε)×H± such that φz(θ++θ−)) =
θ± and
L(z + h(z) + φz(u+, u−))− L(z + h(z))
= F (φ(z, u+, u−)) = ‖u+‖2 − ‖u−‖2 (1.16)
for all (z, u+, u−) ∈ B¯H0(θ, ε) ×BH+(θ+, ǫ)×BH−(θ−, ǫ). Moreover, φz(u+ + u−) ∈
H− if and only if u+ = θ+.
Consider the continuous map
Φ : BH0(θ, ε)×
(
BH+(θ
+, ǫ) +BH−(θ
−, ǫ)
)→ H, (1.17)
(z, u+ + u−) 7→ z + h(z) + φz(u+ + u−).
Then (1.16) gives (1.7), i.e. L(Φ(z, u+, u−)) = ‖u+‖2 − ‖u−‖2 + L(z + h(z)).
Claim 3. W := Im(Φ) is an open neighborhood of θ in H and Φ is an origin-
preserving homeomorphism onto W .
In fact, assume that Φ(z1, u
+
1 + u
−
1 ) = Φ(z2, u
+
2 + u
−
2 ) for (z1, u
+
1 + u
−
1 ) and
(z2, u
+
2 + u
−
2 ) in BH0(θ, ε)× (BH+(θ+, ǫ) +BH−(θ−, ǫ)). Then
z1 = z2 and h(z1) + φz1(u
+
1 + u
−
1 ) = h(z2) + φz2(u
+
2 + u
−
2 ).
It follows that h(z1) = h(z2) and φz1(u
+
1 + u
−
1 ) = φz2(u
+
2 + u
−
2 ). They show that
Φ(z1, u
+
1 + u
−
1 ) = Φ(z2, u
+
2 + u
−
2 ) and thus (u
+
1 , u
−
1 ) = (u
+
2 , u
−
2 ). So Φ is a bijection.
For a point (z, u++u−) and a sequence {(zk, u+k +u−k )} inBH0(θ, ε)×(BH+(θ+, ǫ)+
BH−(θ
−, ǫ)), suppose that Φ(zk, u
+
k + u
−
k )→ Φ(z, u+ + u−). Then
P 0Φ(zk, u
+
k + u
−
k )→ P 0Φ(z, u+ + u−) and
(P+ + P−)Φ(zk, u
+
k + u
−
k )→ (P+ + P−)Φ(z, u+ + u−).
It follows that zk → z, and thus h(zk)→ h(z) and φzk(u+k +u−k )→ φz(u++u−). These
imply that φ(zk, u
+
k +u
−
k )→ φ(z, u++u−) and hence (zk, u+k +u−k )→ (z, u++u−) since
φ is a homeomorphism. That is, Φ−1 is continuous. Hence Φ is a homeomorphism
onto W , and so W is open in H. The proof of Theorem 1.1 is completed. ✷
Consider a tuple (H,X,L, A,B = P +Q), where H (resp. X) is a Hilbert (resp.
Banach) space satisfying the condition (S) as in Section 1, the functional L : H → R
and maps A : X → H and B : X → Ls(H,H) satisfy, at least near the origin θ ∈ H,
the conditions (B1)-(B2) in Section 1. Let (Ĥ, X̂, L̂, Â, B̂ = P̂ + Q̂) be another such
a tuple. Suppose that J : H → Ĥ is a linear injection such that J(X) ⊂ X and
(Ju, Jv)
Ĥ
= (u, v)H and ‖Jx‖X̂ = ‖x‖X (1.18)
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for all u, v ∈ H and x ∈ X. Furthermore, we assume
L̂ ◦ J = L and P̂ (J(x)) ◦ J = J ◦ P (x) ∀x ∈ X. (1.19)
Then we have
Â(J(x)) = J ◦ A(x), B̂(J(x)) ◦ J = J ◦B(x) ∀x ∈ X,
and thus Q̂(J(x)) ◦ J = J ◦Q(x) ∀x ∈ X.
}
(1.20)
Let H = H0 ⊕ H+ ⊕ H−, X = H0 ⊕ X+ ⊕ X− and Ĥ = Ĥ0 ⊕ Ĥ+ ⊕ Ĥ− and
X̂ = Ĥ0⊕X̂+⊕X̂− be the corresponding decompositions. Namely, Ĥ0 = Ker(B̂(θ)),
and Ĥ+ (resp. Ĥ−) is the positive (resp. negative) definite subspace of B̂(θ). Denote
by P ∗ (resp. P̂ ∗) the orthogonal projections from H (resp. Ĥ) to H∗ (resp. Ĥ∗)
for ∗ = +,−, 0. We also assume that the Morse index and nullity of L at θ ∈ H are
equal to those of L̂ at θ ∈ Ĥ, i.e.,
m−(L, θ) = m−(L̂, θ) and m0(L, θ) = m0(L̂, θ). (1.21)
Since B̂(θ) ◦ J = J ◦B(θ) by (1.20), (1.21) implies
JH0 = Ĥ0, P̂ 0 ◦ J = J ◦ P 0,
JH− = Ĥ−, P̂− ◦ J = J ◦ P−,
JH+ ⊂ Ĥ+, P̂+ ◦ J = J ◦ P+.
 (1.22)
The following functor property of the splitting lemma Theorem 1.1 is a special version
of Theorem 2.25 in [20].
Theorem 1.4 Under the assumptions above, for the C1 maps h : BH0(θ, ǫ) → X±
and hˆ : B
Ĥ0
(θ, ǫ) → X̂±, and the origin-preserving homeomorphisms constructed in
Theorem 1.1,
Φ : BH0(θ, ǫ)× (BH+(θ, ǫ) +BH−(θ, ǫ))→W,
Φ̂ : BĤ0(θ, ǫ)×
(
BĤ+(θ, ǫ) +BĤ−(θ, ǫ)
)→ Ŵ ,
it holds that
hˆ(Jz) = J ◦ h(z) and Φ̂(Jz, Ju+ + Ju−) = J ◦ Φ(z, u+ + u−)
for all (z, u+, u−) ∈ BH0(θ, ǫ)×BH+(θ, ǫ)×BH−(θ, ǫ). Consequently,
L̂ ◦ Φ̂(Jz, Ju+ + Ju−) = L ◦Φ(z, u+ + u−),
L̂(Jz + hˆ(Jz)) = L(z + h(z))
for all (z, u+, u−) ∈ BH0(θ, ǫ)×BH+(θ, ǫ)×BH−(θ, ǫ).
By Step 1 of the proof of Theorem 1.1 and (1.18)-(1.22) one easily concludes
hˆ(Jz) = J ◦ h(z) for any z ∈ BH0(θ, ǫ). Carefully checking the proof of Theorem 1.1
it is not hard to derive the other conclusions. See the proof of Theorem 2.25 in [20].
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We actually need a variant of Theorem 1.4 above. For 1 ≤ r < ∞ suppose that
the first relations in (1.18) and (1.19) are replaced by the following
(Ju, Jv)Ĥ = r(u, v)H and L̂ ◦ J = rL (1.23)
for all u, v ∈ H and x ∈ X, and other assumptions are not changed. What are the
corresponding conclusions? In order to understand this question we define H to be
the Hilbert space Ĥ equipped with an equivalent inner
(u, v)H =
1
r
(u, v)
Ĥ
.
Note that we have still ‖u‖H = ‖u‖Ĥ/
√
r ≤ ‖u‖X̂ ∀u ∈ X̂ since r ≥ 1. Namely, the
condition (S) is satisfied for the spaceH and X̂. Set L = L/r. It is easily checked that
for the functional L on the Hilbert spaceH the corresponding maps A and B (given by
(1.1)-(1.2)) are equal to Â and B̂, respectively. Hence the conditions of Theorem 1.4
hold for the tuples (H,X,L, A,B = P +Q) and (H, X̂,L, A,B = P + Q). Obverse
that BH∗(θ, ǫ) = BĤ∗(θ,
√
rǫ) for ∗ = +, 0,−. By shrinking ǫ > 0 (if necessary)
Theorem 1.4 yields immediately:
Corollary 1.5 Suppose for 1 ≤ r < ∞ that the first relations in the above assump-
tions (1.18) and (1.19) are changed into ones in (1.23). Then there exist ǫ > 0, the
C1 maps h : BH0(θ, ǫ) → X± and hˆ : BĤ0(θ,
√
rǫ) → X̂±, satisfying h(θ0) = θ±,
hˆ(θ0) = θ± and
(I − P 0)A(z + h(z)) = 0 ∀z ∈ BH0(θ, ǫ),
(I − P̂ 0)Â(z + hˆ(z)) = 0 ∀z ∈ B
Ĥ0
(θ,
√
rǫ),
and the origin-preserving homeomorphisms
Φ : BH0(θ, ǫ)× (BH+(θ, ǫ) +BH−(θ, ǫ))→W,
Φ̂ : BĤ0(θ,
√
rǫ)× (BĤ+(θ,√rǫ) +BĤ−(θ,√rǫ))→ Ŵ
satisfying (1.7) for L and L̂ respectively, such that
hˆ(Jz) = J ◦ h(z) and Φ̂(Jz, Ju+ + Ju−) = J ◦ Φ(z, u+ + u−)
for all (z, u+, u−) ∈ BH0(θ, ǫ)×BH+(θ, ǫ)×BH−(θ, ǫ). Consequently,
L̂ ◦ Φ̂(Jz, Ju+ + Ju−) = rL ◦Φ(z, u+ + u−),
L̂(Jz + hˆ(Jz)) = rL(z + h(z))
for all (z, u+, u−) ∈ BH0(θ, ǫ)×BH+(θ, ǫ)×BH−(θ, ǫ).
Write L ◦ Φ = β + α, where α(z) = L◦(z) = L(z + h(z)). Then β and α are C∞
and C2, respectively, and the final two equalities in Corollary 1.5 imply
α̂ ◦ J = rα and β̂ ◦ J = rβ. (1.24)
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2 An abstract theorem
Having the theory in Section 1, from the arguments on critical modules under iteration
maps in [16, 18] we may derive the following abstract result.
Theorem 2.1 Let tuples (Hi,Xi,Li, Ai, Bi = Pi +Qi) with open neighborhood Vi =
Hi of the origin θi in Hi, i = 1, 2, satisfy the conditions (S) and (B1)-(B2) in
Section 1. Suppose that Li ∈ C2−0(Vi,R), satisfy the (PS) condition and
m−(L1, θ1) = m−(L2, θ2) and m0(L1, θ1) = m0(L2, θ2). (2.1)
For some constant k > 0 let J : H1 → H2 be a linear injection such that
(Jx, J(y))H2 = k · (x, y)H1 ∀x, y ∈ V1; (2.2)
J(X1) ⊂ X2 and ‖Jx‖X2 = ‖x‖X1 ∀x ∈ X; (2.3)
L2(Jx) = k · L1(x) ∀x ∈ V1. (2.4)
(These imply:
∇L2(Jx) = J∇L1(x) ∀x ∈ V1,
A2(Jx) = JA1(x) ∀x ∈ V1 ∩X1,
B2(Jx) ◦ J = J ◦B1(x) ∀x ∈ V1 ∩X1
 (2.5)
and thus J |H01 : H01 → H02 and J |H−1 : H
−
1 → H−2 are linear isomorphisms.) Then
for ci = Li(θi) and any small ε > 0 there exist Gromoll-Meyer pairs of Li at θi ∈ H1
(with respect to the negative gradient flows), (Wi,W
−
i ), which can be contained in Vi,
such that
(W1,W
−
1 ) ⊂
(L−11 [c1 − ε, c1 + ε],L−11 (c1 − ε)),
(W2,W
−
2 ) ⊂
(L−12 [c2 − kε, c2 + kε],L−12 (c2 − kε)),
(J(W1), J(W
−
1 )) ⊂ (W2,W−2 ), (2.6)
and the induced homomorphisms
J∗ : H∗(W1,W
−
1 ;K)→ H∗(W2,W−2 ;K)
are isomorphisms. (Actually these are true for any Gromoll-Meyer pairs satisfying
(2.6), see Corollary 2.8).
Proof. Using Corollary 1.5 one may prove it as in [16, 18] directly. Here is a slightly
different proof with some proof ideas of [6, Th.5.2] partially.
By the construction of Gromoll-Meyer pairs (cf. [6, page 49]) we can require them
to be contained in a given small neighborhood of θi. Hence we always assume Vi = Hi,
i = 1, 2, below.
Step 1. By the construction on page 49 of [6], we set
W1 := L−11 [c1 − ε, c1 + ε] ∩
{
x ∈ H1 |λL1(x) + ‖x‖2H1 ≤ µ
}
,
W−1 := L−11 (c1 − ε) ∩
{
x ∈ H1 |λL1(x) + ‖x‖2H1 ≤ µ
}
,
W2 := L−12 [c2 − kε, c2 + kε] ∩
{
x ∈ H2 |λL2(x) + ‖x‖2H2 ≤ kµ
}
,
W−2 := L−12 (c2 − kε) ∩
{
x ∈ H2 |λL2(x) + ‖x‖2H2 ≤ kµ
}
,
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where positive numbers λ, µ, ε and kλ, kµ, kε are such that the conditions as in (5.13)-
(5.15) on page 49 of [6] hold. Then (Wi,W
−
i ) are Gromoll-Meyer pairs of Li at θi,
i = 1, 2, and satisfy (2.6). We wish to prove
Claim 2.2 The map J induces isomorphisms
J∗ : H∗
(
W1,W
−
1 ;K
) −→ H∗(W2,W−2 ;K).
Since the Gromoll-Meyer pairs (Wi,W
−
i ) are with respect to the negative gradient
vector fields −∇Li, i = 1, 2, it follows from the first equality in (2.5) that
J(η(1)(t, x)) = η(2)(t, Jx) ∀x ∈ H1, (2.7)
where η(j) are the flows of −∇Lj, j = 1, 2. Recall the proof of [6, Th.5.2]. Let
U
(j)
+ = ∪0<t<∞η(j)(t,Wj), U˜ (j)+ = ∪0<t<∞η(j)(t,W−j )
and Fj be the continuous functions on U˜
(j)
+ defined by the condition:
η(j)(Fj(x), x) ∈ (Lj)cj−jε ∩ U˜ (j)+ , but η(j)(t, x) /∈ (Lj)cj−jε ∩ U˜ (j)+ if t < Fj(x).
Then
σ(j)(t, x) = η(j)(Fj(x), x) t ∈ [0, 1], x ∈ U˜ (j)+ (2.8)
define strong deformation retracts
U˜
(j)
+ → (Lj)cj−jε ∩ U˜ (j)+ = (Lj)cj−jε ∩ U (j)+ ,
and thus isomorphisms
(σ
(j)
1 )∗ : H∗
(
U
(j)
+ , U˜
(j)
+ ;K
)→ H∗((Lj)cj+jε ∩ U (j)+ , (Lj)cj−jε ∩ U (j)+ ;K),
where σ
(j)
1 (·) = σ(j)(1, ·), j = 1, 2. By (2.7) and (2.8) we have
J(σ(1)(t, x)) = σ(2)(t, Jx) ∀x.
This leads to the following commutative diagram:
H∗
(
(L1)c1+ε ∩ U (1)+ , (L1)c1−ε ∩ U (1)+ ;K
) (σ(1)1 )∗−−−−→ H∗(U (1)+ , U˜ (1)+ ;K)
J∗
y yJ∗
H∗
(
(L2)c2+kε ∩ U (2)+ , (L2)c2−kε ∩ U (2)+ ;K
) (σ(2)1 )∗−−−−→ H∗(U (2)+ , U˜ (2)+ ;K),
(2.9)
For δ > 0 let
U˜
(j)
δ = ∪δ<t<∞η(j)(t,W−j ), j = 1, 2.
Then it follows from (2.7) that J(U˜
(1)
δ ) ⊂ U˜ (2)δ and
J(U
(1)
+ \ U˜ (1)δ ) ⊂ U (2)+ \ U˜ (2)δ , J(U˜ (1)+ \ U˜ (1)δ ) ⊂ U˜ (2)+ \ U˜ (2)δ .
12
Hence we may get the following commutative diagram:
H∗
(
U
(1)
+ , U˜
(1)
+ ;K
) isomorphism−−−−−−−−−−→ H∗(U (1)+ \ U˜ (1)δ , U˜ (1)+ \ U˜ (1)δ ;K)
J∗
y yJ∗
H∗
(
U
(2)
+ , U˜
(2)
+ ;K
) isomorphism−−−−−−−−−−→ H∗(U (2)+ \ U˜ (2)δ , U˜ (2)+ \ U˜ (2)δ ;K),
(2.10)
where two isomorphisms are given by the excision property. Moreover, the reversed
flows
η(j)(−t) : (U (j)+ \ U˜ (j)δ , U˜ (j)+ \ U˜ (j)δ )→ (Wj,W−j ), j = 1, 2,
are also strong deformation retracts. As in (2.9) we get the following commutative
diagram:
H∗
(
U
(1)
+ \ U˜ (1)δ , U˜ (1)+ \ U˜ (1)δ ;K
) isomorphism−−−−−−−−−−→ H∗(W1,W−1 ;K)
J∗
y yJ∗
H∗
(
U
(2)
+ \ U˜ (2)δ , U˜ (2)+ \ U˜ (2)δ ;K
) isomorphism−−−−−−−−−−→ H∗(W2,W−2 ;K).
(2.11)
Finally, by the Deformation Theorem 3.2 in [6] (with the flows of −∇Lj/‖∇Lj‖2Hj ,
j = 1, 2) we have also the commutative diagram:
H∗
(
(L1)c1+ε ∩ U
(1)
+ , (L1)c1−ε ∩ U
(1)
+ ;K
) isom
−−−−−→ H∗
(
(L1)c1 ∩ U
(1)
+ ,
(
(L1)c1 \ {0}
)
∩ U
(1)
+ ;K
)
J∗
y
yJ∗
H∗
(
(L2)c2+kε ∩ U
(2)
+ , (L2)c2−kε ∩ U
(2)
+ ;K
) isom
−−−−−→ H∗
(
(L2)c2 ∩ U
(2)
+ ,
(
(L2)c2 \ {0}
)
∩ U
(2)
+ ;K
)
.
From this and the commutative diagrams (2.9)-(2.11) it follows that Claim 2.2 is
equivalent to
Claim 2.3 The map J induces isomorphisms
J∗ : H∗
(
(L1)c1 ∩ U
(1)
+ ,
(
(L1)c1 \ {0}
)
∩ U
(1)
+ ;K
)
→ H∗
(
(L2)c2 ∩ U
(2)
+ ,
(
(L2)c2 \ {0}
)
∩ U
(2)
+ ;K
)
.
As in (2.10) we may have the following commutative diagram:
H∗
(
(L1)c1 ∩ U
(1)
+ ,
(
(L1)c1 \ {0}
)
∩ U
(1)
+ ;K
) iso
−−−−−−→ H∗
(
(L1)c1 ∩ (U
(1)
+ \ U˜
(1)
δ
), ((L1)c1 \ {0}) ∩ (U
(1)
+ \ U˜
(1)
δ
);K
)
J∗


y


yJ∗
H∗
(
(L2)c2 ∩ U
(2)
+ ,
(
(L2)c2 \ {0}
)
∩ U
(2)
+ ;K
) iso
−−−−−−→ H∗
(
(L2)c2 ∩ (U
(2)
+ \ U˜
(2)
δ
), ((L2)c2 \ {0}) ∩ U
(2)
+ \ U˜
(2)
δ
;K
)
,
So Claim 2.3 is equivalent to
Claim 2.4 The map J induces isomorphisms
J∗ : H∗
(
(L1)c1 ∩(U
(1)
+ \U˜
(1)
δ
), ((L1)c1 \{0})∩(U
(1)
+ \U˜
(1)
δ
);K
)
→ H∗
(
(L2)c2 ∩(U
(2)
+ \U˜
(2)
δ
), ((L2)c2 \{0})∩U
(2)
+ \U˜
(2)
δ
;K
)
.
Note that U
(j)
+ \ U˜ (j)δ are neighborhoods θj ∈ Hj, j = 1, 2. By the construction
of Gromoll-Meyer pairs (cf. [6, page 49]), for δ > 0 sufficiently small we can require
that no other critical points of Lj is contained in them. Hence the excision property
of singular homology implies that Claim 2.4 is equivalent to
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Claim 2.5 There exist small open neighborhoods V (j) of θj ∈ Hj with J(V (1)) ⊂
V (2), such that J induces isomorphisms
J∗ : H∗
(
(L1)c1 ∩ V (1), ((L1)c1 \ {0})∩ V (1);K
)→ H∗(L2)c2 ∩ V (2), ((Lc2)c2 \ {0})∩ V (2);K).
Step 2. Consider the orthogonal decompositions
Hj = H
0
j ⊕H−j ⊕H+j = H0j ⊕H⊥j ,
where H0j , H
−
j and H
+
j are the null, negative, and positive definite spaces of Bj(θj),
j = 1, 2, respectively. By Corollary 1.5 there exist ǫ > 0, the C1 maps
h1 : BH01 (θ, ǫ)→ X
±
1 and h2 : BH02 (θ,
√
kǫ)→ X±2
satisfying hj(θ
0
j ) = θ
±
j , j = 1, 2, and the origin-preserving homeomorphisms
Φ1 : BH01 (θ, ǫ)⊕BH+1 (θ, ǫ)⊕BH−1 (θ, ǫ)→W1,
Φ2 : BH02 (θ,
√
kǫ)⊕BH+2 (θ,
√
kǫ)⊕BH−2 (θ,
√
kǫ)→ W2,
such that h2(Jz) = J ◦ h1(z) and
Φ2(Jz + Ju
+ + Ju−) = J ◦ Φ1(z + u+ + u−), (2.12)
L1 ◦ Φ1(z + u+ + u−) = ‖u+‖2H1 − ‖u−‖2H1 + L1(z + h1(z))
≡ β1(u+ + u−) + α1(z) (2.13)
for all (z, u+, u−) ∈ BH01 (θ, ǫ)×BH+1 (θ, ǫ)×BH−1 (θ, ǫ), and that
L2 ◦ Φ2(z + u+ + u−) = ‖u+‖2H2 − ‖u−‖2H2 + L2(z + h2(z))
≡ β2(u+ + u−) + α2(z) (2.14)
for all (z, u+, u−) ∈ BH02 (θ,
√
kǫ)×BH+2 (θ,
√
kǫ)×BH−2 (θ,
√
kǫ). Consequently,
α2 ◦ J = kα1 and β2 ◦ J = kβ1. (2.15)
Take open convex neighborhoods of the origin θ in H01 ,H
−
1 ,H
+
1 , U01 ,U−1 ,U+1 , and
that of θ in H+2 , U+2 , such that
U1 := U01 ⊕ U−1 ⊕ U+1 ⊂ BH01 (θ, ǫ)⊕BH+1 (θ, ǫ)⊕BH−1 (θ, ǫ),
Φ1(U1) ⊂ BH01 (θ, ǫ)⊕BH+1 (θ, ǫ)⊕BH−1 (θ, ǫ),
J(U1) ⊂ BH02 (θ,
√
kǫ)⊕BH+2 (θ,
√
kǫ)⊕BH−2 (θ,
√
kǫ)
and that J(U+1 ) ⊂ U+2 and
U2 := J(U01 )⊕ J(U−1 )⊕ U+2 ⊂ BH02 (θ,
√
kǫ)⊕BH+2 (θ,
√
kǫ)⊕BH−2 (θ,
√
kǫ),
Φ2(U2) ⊂ BH02 (θ,
√
kǫ)⊕BH+2 (θ,
√
kǫ)⊕BH−2 (θ,
√
kǫ).
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By (2.12) we have the commutative diagrams
U1 Φ1−−−−→ Φ1(U1)
J
y yJ
U2 Φ2−−−−→ Φ2(U2).
and thus
H∗
(
(L1 ◦ Φ1)c1 ∩ U1, ((L1 ◦ Φ1)c1 \ {0}) ∩ U1;K
) (Φ1)∗
−−−−−→ H∗
(
(L1)c1 ∩ Φ1(U1), ((L1)c1 \ {0}) ∩ Φ1(U1);K
)
J∗
y
yJ∗
H∗
(
(L2 ◦ Φ2)c2 ∩ U2, ((L2 ◦ Φ2)c2 \ {0}) ∩ U2;K
) (Φ2)∗
−−−−−→ H∗
(
(L2)c2 ∩ Φ2(U2), ((L2)c2 \ {0}) ∩ Φ2(U2);K
)
.
By this, (2.13)-(2.14), and Lj ◦ Φj = βj + αj , j = 1, 2, and the fact that (Φj)∗
are isomorphisms, j = 1, 2, taking V (1) = Φ1(U1) and V (2) = Φ2(U2), Claim 2.5 is
equivalent to
Claim 2.6 J induces isomorphisms
H∗
(
(β1 + α1)c1 ∩ U1, ((β1 + α1)c1 \ {0}) ∩ U1;K
)
→ H∗
(
(β2 + α2)c2 ∩ U2, ((β2 + α2)c2 \ {0}) ∩ U2;K
)
.
Since the deformation retracts
H01 ⊕H−1 ⊕H+1 × [0, 1]→ H01 ⊕H−1 ⊕H+1 ,
(x0 + x− + x+, t) 7→ x0 + x− + tx+,
H02 ⊕H−2 ⊕H+2 × [0, 1]→ H02 ⊕H−2 ⊕H+2 ,
(x0 + x− + x+, t) 7→ x0 + x− + tx+
commute with J , Claim 2.6 is equivalent to
Claim 2.7 J induces isomorphisms from
H∗
(
(β1 + α1)c1 ∩ (U01 ⊕ U−1 ⊕ {0}), ((β1 + α1)c1 \ {0}) ∩ (U01 ⊕ U−1 ⊕ {0});K
)
to
H∗
(
(β2 + α2)c2 ∩ (J(U
0
1 )⊕ J(U
−
1 )⊕ {0}), ((β2 + α2)c2 \ {0}) ∩ (J(U
0
1 )⊕ J(U
−
1 )⊕ {0});K
)
.
But J : U01 ⊕ U−1 ⊕ {0} → J(U0τ )⊕ J(U−τ )⊕ {0} is a linear diffeomorphism and
(β2 + α2)(Jx
0 + Jx−) = k(β1 + α1)(x
0 + x−) ∀x0 + x− ∈ U01 ⊕ U−1
because of (2.15). Claim 2.7 follows immediately. Hence the homomorphisms in (2.3)
are isomorphisms. Theorem 2.1 is proved. ✷.
Corollary 2.8 Under the assumptions of Theorem 2.1 one has:
(i) For any neighborhoods V˜i of θi ∈ H1 with J(V˜1) ⊂ V˜2 the map J induces isomor-
phisms
J∗ : H∗
(
(L1)c1 ∩ V˜1, ((L1)c1 \ {0}) ∩ V˜1;K
)→ H∗(L2)c2 ∩ V˜2, ((Lc2)c2 \ {0}) ∩ V˜2;K).
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(ii) For any Gromoll-Meyer pairs of Li at θi ∈ H1 (with respect to the negative
gradient flows), (Ŵ1, Ŵ
−
1 ) with (J(Ŵ1), J(Ŵ
−
1 )) ⊂ (Ŵ2, Ŵ−2 ), the map J induces
isomorphisms
J∗ : H∗(Ŵ1, Ŵ
−
1 ;K)→ H∗(Ŵ2, Ŵ−2 ;K)
Proof. (i) For the neighborhoods V (i) in Claim 2.5 let us take open neighborhoods
V̂i of θi ∈ H1 with J(V̂1) ⊂ V̂2, such that Cl(V̂i) ⊂ Int(V˜i) ∩ Int(V (i)), i = 1, 2. Then
we have the commutative diagrams:
H∗
(
(L1)c1 ∩ V
(1), ((L1)c1 \ {0}) ∩ V
(1);K
) Isom
−−−−−→ H∗
(
(L1)c1 ∩ V̂1, ((L1)c1 \ {0}) ∩ V̂1;K
)
J∗
y
yJ∗
H∗
(
(L2)c2 ∩ V
(2), ((L2)c2 \ {0}) ∩ V
(2);K
) Isom
−−−−−→ H∗
(
(L2)c2 ∩ V̂2, ((L2)c2 \ {0}) ∩ V̂2;K
)
and
H∗
(
(L1)c1 ∩ V˜1, ((L1)c1 \ {0}) ∩ V˜1;K
) Isom
−−−−−→ H∗
(
(L1)c1 ∩ V̂1, ((L1)c1 \ {0}) ∩ V̂1;K
)
J∗
y
yJ∗
H∗
(
(L2)c2 ∩ V˜2, ((L2)c2 \ {0}) ∩ V˜2;K
) Isom
−−−−−→ H∗
(
(L2)c2 ∩ V̂2, ((L2)c2 \ {0}) ∩ V̂2;K
)
Here four “Isom” come from the excision property. Claim 2.5 gives the desired
conclusion.
(ii) By the proof of Theorem 2.1 the conclusion required is equivalent to the corre-
sponding result of Claim 2.3, that is, the map J induces isomorphisms
J∗ : H∗
(
(L1)c1 ∩ Û
(1)
+ ,
(
(L1)c1 \ {0}
)
∩ Û
(1)
+ ;K
)
→ H∗
(
(L2)c2 ∩ Û
(2)
+ ,
(
(L2)c2 \ {0}
)
∩ Û
(2)
+ ;K
)
,
where
Û
(j)
+ = ∪0<t<∞η(j)(t, Ŵj), j = 1, 2.
Since Û
(j)
+ are neighborhoods of θj ∈ Hj and J(Û (1)+ ) ⊂ Û (2)+ by (2.7), the desired
conclusion follows from (i). ✷
3 Variational setup
For integers m ≥ 3 and k ∈ N, a compact Cm-smooth manifold M without boundary
and Cm−1-smooth L : R × TM → R satisfying the assumptions (L1)-(L3) in [18,
Section 1], on the Cm−1-smooth Hilbert manifold Hkτ =W
1,2(Skτ ,M), where Skτ :=
R/kτZ = {[s]kτ | [s]kτ = s+ kτZ, s ∈ R},
Lkτ (γ) =
∫ kτ
0
L(t, γ(t), γ˙(t))dt ∀γ ∈ Hkτ , (3.1)
defines a functional Lkτ is C2−0-smooth, bounded below, satisfies the Palais-Smale
condition (cf. [2, Prop.2.2]). By [9, Th.3.7.2], all critical points of Lkτ are all of class
Cm−1 and therefore correspond to all kτ -periodic solutions of the Lagrangian system
on M :
d
dt
(∂L
∂q˙i
)
− ∂L
∂qi
= 0 (3.2)
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in any local coordinates (q1, · · · , qn). However, by the condition (L2) and [8, pp.175],
the functional Lkτ is C2-smooth on the C2-Banach manifold
Xkτ := C
1(Skτ ,M)
with the usual topology of uniform convergence of the curves and their derivatives.
So Lkτ has the same critical point set on Hkτ and Xkτ . Denote by LXkτ the restriction
of Lkτ |Xkτ to Xkτ .
For a critical point γ0 of Lkτ , which actually sits in C2(Skτ ,M) ⊂ Xkτ due to
our assumptions, by the proof of Theorem 3.1 in [18], near γ0 we can pullback L to
L˜ : R×Bnρ (0)× Rn by [18, (3.15)]. Denote by
V˜kτ := W
1,2(Skτ , B
n
ρ (0)), X˜kτ := C
1(Skτ ,R
n), H˜kτ =W
1,2(Skτ ,R
n).
Let γ˜ ∈ V˜kτ ∩ X˜kτ (or V˜kτ ) be the pullback of γ ∈ Xkτ (or Hkτ ) near γ0 by φkτ as in
[18, (3.8)]. Then γ˜0 = 0. Define
L˜kτ (α˜) =
∫ kτ
0
L˜
(
t, α˜(t), ˙˜α(t)
)
dt ∀α˜ ∈ V˜kτ ,
L˜Xkτ (α˜) =
∫ kτ
0
L˜
(
t, α˜(t), ˙˜α(t)
)
dt ∀α˜ ∈ V˜kτ ∩ X˜kτ .
Then L˜kτ is C2−0 in V˜kτ ⊂ H˜kτ , and L˜Xkτ is C2 in V˜kτ ∩ X˜kτ ⊂ X˜kτ . Moreover, the
zero is the critical point of both.
We shall prove that the functional L˜kτ , and spaces X˜kτ , H˜kτ and V˜kτ satisfy the
conditions of Theorem 1.1. Recall that
dL˜kτ (γ˜)(ξ˜) =
∫ kτ
0
(
Dq˜L˜
(
t, γ˜(t), ˙˜γ(t)
) · ξ˜(t) +Dv˜L˜ (t, γ˜(t), ˙˜γ(t)) · ˙˜ξ(t)) dt
for any γ˜ ∈ V˜kτ , ξ˜ ∈ H˜kτ and k ∈ N, and that
d2L˜Xkτ (γ˜)(ξ˜, η˜) =
∫ kτ
0
(
Dv˜v˜L˜
(
t, γ˜(t), ˙˜γ(t)
) ( ˙˜ξ(t), ˙˜η(t))
+Dq˜v˜L˜
(
t, γ˜(t), ˙˜γ(t)
) (
ξ˜(t), ˙˜η(t)
)
+Dv˜q˜L˜
(
t, γ˜(t), ˙˜γ(t)
) ( ˙˜
ξ(t), η˜(t)
)
+Dq˜q˜L˜
(
t, γ˜(t), ˙˜γ(t)
) (
ξ˜(t), η˜(t)
))
dt (3.3)
for any γ˜ ∈ V˜kτ ∩ X˜kτ , ξ˜, η˜ ∈ X˜kτ and k ∈ N. Let ∇L˜kτ (γ˜) ∈ H˜kτ be the gradient of
L˜kτ at γ˜ ∈ V˜kτ . If γ˜ ∈ V˜kτ ∩ X˜kτ and ξ˜ ∈ X˜kτ , then
dL˜Xkτ (γ˜)(ξ˜) = dL˜kτ (γ˜)(ξ˜) =
(∇L˜kτ (γ˜), ξ˜)W 1,2 . (3.4)
We need to compute ∇L˜kτ (γ˜) ∈ H˜kτ . Note that the function s 7→ Gkτ (γ˜)(s) given by
Gkτ (γ˜)(s) :=
∫ s
0
[
Dv˜L˜
(
t, γ˜(t), ˙˜γ(t)
) − 1
kτ
∫ kτ
0
Dv˜L˜
(
t, γ˜(t), ˙˜γ(t)
)
dt
]
dt
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is a kτ -periodic primitive function of the function
s 7→ Dv˜L˜
(
s, γ˜(s), ˙˜γ(s)
) − 1
kτ
∫ kτ
0
Dv˜L˜
(
s, γ˜(s), ˙˜γ(s)
)
ds
and that ∫ kτ
0
Dv˜L˜
(
t, γ˜(t), ˙˜γ(t)
) · ˙˜ξ(t) dt
=
∫ kτ
0
[
Dv˜L˜
(
t, γ˜(t), ˙˜γ(t)
) − 1
kτ
∫ kτ
0
Dv˜L˜
(
t, γ˜(t), ˙˜γ(t)
)
dt
]
· ˙˜ξ(t) dt.
Hence ∫ kτ
0
(
Dq˜L˜
(
t, γ˜(t), ˙˜γ(t)
) · ξ˜(t) +Dv˜L˜ (t, γ˜(t), ˙˜γ(t)) · ˙˜ξ(t)) dt
=
∫ kτ
0
(
Dq˜L˜
(
t, γ˜(t), ˙˜γ(t)
) −Gkτ (γ˜)(t)) · ξ˜(t) dt+ (Gkτ (γ˜), ξ)W 1,2 .
Lemma 3.1 If f ∈ L1(ST ,Rn) is bounded, then the equation
x′′(t)− x(t) = f(t)
has an unique T -periodic solution
x(t) =
1
2
∫ ∞
t
et−sf(s) ds+
1
2
∫ t
−∞
es−tf(s) ds.
Since
ξ˜ 7→
∫ kτ
0
(
Dq˜L˜
(
t, γ˜(t), ˙˜γ(t)
) −Gkτ (γ˜)(t)) · ξ˜(t) dt
is a bounded linear functional on H˜kτ , the Riesz theorem yields an unique F (γ˜) ∈ H˜kτ
such that ∫ kτ
0
(
Dq˜L˜
(
t, γ˜(t), ˙˜γ(t)
) −Gkτ (γ˜)(t)) · ξ˜(t) dt = (F (γ˜), ξ˜)W 1,2 (3.5)
for any ξ˜ ∈ H˜kτ . It follows that
∇L˜kτ (γ˜) = Gkτ (γ˜) + F (γ˜). (3.6)
By Lemma 3.1 and a direct computation we get
F (γ˜)(t) =
et
2
∫ ∞
t
e−s
(
Gkτ (γ˜)(s)−Dq˜L˜
(
s, γ˜(s), ˙˜γ(s)
))
ds
+
e−t
2
∫ t
−∞
es
(
Gkτ (γ˜)(s)−Dq˜L˜
(
s, γ˜(s), ˙˜γ(s)
))
ds
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for any t ∈ R. This and (3.6) lead to
∇L˜kτ (γ˜)(t) = e
t
2
∫ ∞
t
e−s
(
Gkτ (γ˜)(s)−Dq˜L˜
(
s, γ˜(s), ˙˜γ(s)
))
ds
+
e−t
2
∫ t
−∞
es
(
Gkτ (γ˜)(s)−Dq˜L˜
(
s, γ˜(s), ˙˜γ(s)
))
ds+Gkτ (γ˜)(t),
d
dt
∇L˜kτ (γ˜)(t) = e
t
2
∫ ∞
t
e−s
(
Gkτ (γ˜)(s)Dq˜ − L˜
(
s, γ˜(s), ˙˜γ(s)
))
ds
− e
−t
2
∫ t
−∞
es
(
Gkτ (γ˜)(s)−Dq˜L˜
(
s, γ˜(s), ˙˜γ(s)
))
ds
+ Dv˜L˜
(
t, γ˜(t), ˙˜γ(t)
) − 1
kτ
∫ kτ
0
Dv˜L˜
(
s, γ˜(s), ˙˜γ(s)
)
ds.
From these it easily follows that
γ˜ ∈ V˜kτ ∩ X˜kτ =⇒∇L˜kτ (γ˜) ∈ X˜kτ and
V˜kτ ∩ X˜kτ ∋ γ˜ 7→ ∇L˜kτ (γ˜) ∈ X˜kτ is continuous.
Lemma 3.2 With the topology on V˜kτ ∩ X˜kτ induced from X˜kτ the map
Akτ : V˜kτ ∩ X˜kτ → X˜kτ
defined by Akτ (γ˜) = ∇L˜kτ (γ˜) is continuously differentiable.
Proof. For γ˜ ∈ V˜kτ ∩ X˜kτ and ξ˜ ∈ X˜kτ , a direct computation gives
G′kτ (γ˜)(ξ˜)(t) =
∫ t
0
[
Dv˜q˜L˜
(
s, γ˜(s), ˙˜γ(s)
) · ξ˜(s) +Dv˜v˜L˜ (s, γ˜(s), ˙˜γ(s)) · ˙˜ξ(s)−
1
kτ
∫ kτ
0
(
Dv˜q˜L˜
(
s, γ˜(s), ˙˜γ(s)
) · ξ˜(s) +Dv˜v˜L˜ (s, γ˜(s), ˙˜γ(s)) · ˙˜ξ(s)) ds]ds,
d
dt
G′kτ (γ˜)(ξ˜)(t) = Dv˜q˜L˜
(
t, γ˜(t), ˙˜γ(t)
) · ξ˜(t) +Dv˜v˜L˜ (t, γ˜(t), ˙˜γ(t)) · ˙˜ξ(t)−
1
kτ
∫ kτ
0
(
Dv˜q˜L˜
(
s, γ˜(s), ˙˜γ(s)
) · ξ˜(s) +Dv˜v˜L˜ (s, γ˜(s), ˙˜γ(s)) · ˙˜ξ(s)) ds.
It follows that for any ε > 0 there exists δ = δ(γ˜) > 0 such that
‖(G′kτ (γ˜ + h˜)−G′kτ (γ˜))(ξ˜)‖C1 ≤ ε‖ξ˜‖C1
for any h˜ ∈ V˜kτ ∩ X˜kτ with ‖h˜‖C1 < δ and ξ˜ ∈ X˜kτ . Namely
V˜kτ ∩ X˜kτ ∋ γ˜ 7→ Gkτ (γ˜) ∈ X˜kτ is C1 − smooth.
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Similarly, we have
A′kτ (γ˜)(ξ˜)(t) =
et
2
∫ ∞
t
e−s
(
G′kτ (γ˜)(ξ˜)(s)−Dq˜q˜L˜
(
s, γ˜(s), ˙˜γ(s)
) · ξ˜(s)
−Dq˜v˜L˜
(
s, γ˜(s), ˙˜γ(s)
) · ˙˜ξ(s)) ds
+
e−t
2
∫ t
−∞
es
(
G′kτ (γ˜)(ξ˜)(s)−Dq˜q˜L˜
(
s, γ˜(s), ˙˜γ(s)
) · ξ˜(s)
−Dq˜v˜L˜
(
s, γ˜(s), ˙˜γ(s)
) · ˙˜ξ(s)) ds+G′kτ (γ˜)(ξ˜)(t),
d
dt
A′kτ (γ˜)(ξ˜)(t) =
et
2
∫ ∞
t
e−s
(
G′kτ (γ˜)(ξ˜)(s)−Dq˜q˜L˜
(
s, γ˜(s), ˙˜γ(s)
) · ξ˜(s)
−Dq˜v˜L˜
(
s, γ˜(s), ˙˜γ(s)
) · ˙˜ξ(s)) ds
− e
−t
2
∫ t
−∞
es
(
G′kτ (γ˜)(ξ˜)(s)−Dq˜q˜L˜
(
s, γ˜(s), ˙˜γ(s)
) · ξ˜(s)
−Dq˜v˜L˜
(
s, γ˜(s), ˙˜γ(s)
) · ˙˜ξ(s)) ds+ d
dt
G′kτ (γ˜)(ξ˜)(t).
From them it easily follows that for any ε > 0 there exists δ = δ(γ˜) > 0 such that
‖(A′kτ (γ˜ + h˜)−A′kτ (γ˜))(ξ˜)‖C1 ≤ ε‖ξ˜‖C1
for any h˜ ∈ V˜kτ ∩ X˜kτ with ‖h˜‖C1 < δ and ξ˜ ∈ X˜kτ , and thus
‖A′kτ (γ˜ + h˜)−A′kτ (γ˜)‖C1 ≤ ε‖ξ˜‖
for any h˜ ∈ V˜kτ ∩ X˜kτ with ‖h˜‖C1 < δ. This proves that Akτ is C1. ✷
In summary, the functional L˜kτ satisfies the condition (1.1) in Section 1 for X˜kτ ,
V˜kτ and A = ∇L˜kτ |V˜kτ∩X˜kτ .
Remark 3.3 For γ˜ ∈ V˜τ ∩ X˜τ and γ˜k ∈ V˜kτ ∩ X˜kτ , k ∈ N, we have
∇L˜kτ (γ˜k)(t) = e
t
2
∫ ∞
t
e−s
(
Gτ (γ˜)(s)−Dq˜L˜
(
s, γ˜(s), ˙˜γ(s)
))
ds
+
e−t
2
∫ t
−∞
es
(
Gτ (γ˜)(s)−Dq˜L˜
(
s, γ˜(s), ˙˜γ(s)
))
ds+Gτ (γ˜)(t),
which is also τ -periodic.
By (3.3) it is easily checked:
(i) For any γ˜ ∈ V˜kτ ∩ X˜kτ there exists a constant C(γ˜) such that
|d2L˜Xkτ (γ˜)(ξ˜, η˜)| ≤ C(γ˜)‖ξ˜‖W 1,2 · ‖η˜‖W 1,2 ∀ξ˜, η˜ ∈ X˜kτ ;
(ii) ∀ε > 0, ∃ δ > 0, such that for any γ˜1, γ˜2 ∈ V˜kτ ∩ X˜kτ with ‖γ˜1 − γ˜2‖C1 < δ,
|d2L˜Xkτ (γ˜1)(ξ˜, η˜)− d2L˜Xkτ (γ˜2)(ξ˜, η˜)| ≤ ε‖ξ˜‖W 1,2 · ‖η˜‖W 1,2 ∀ξ˜, η˜ ∈ X˜kτ .
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It follows (cf. [14, Prop.2.1]) that there exists a map
Bkτ : V˜kτ ∩ X˜kτ → L(H˜kτ ),
which is uniformly continuous with respect to the induced topology on V˜kτ ∩ X˜kτ
from X˜kτ , such that for any γ˜ ∈ V˜kτ ∩Xkτ and ξ˜, η˜ ∈ X˜kτ one has
d2L˜Xkτ (γ˜)(ξ˜, η˜) =
(
Bkτ (γ˜)ξ˜, η˜
)
W 1,2
. (3.7)
By (i) the right side of (3.3) is also a bounded symmetric bilinear form on H˜kτ ,
each Bkτ (γ˜) is a bounded linear self-adjoint operator on H˜kτ . From (3.3), (3.4) and
Lemma 3.2 one easily derive(
dAkτ (γ˜)ξ˜, η˜
)
W 1,2
=
(
Bkτ (γ˜)ξ˜, η˜
)
W 1,2
∀ξ˜, η˜ ∈ X˜kτ . (3.8)
That is, (1.2) is satisfied.
Moreover, if γ˜ ∈ V˜ Ekτ ∩ EX˜kτ , where V˜ Ekτ = V˜kτ ∩EH˜kτ and
EH˜kτ :=
{
γ˜ ∈ H˜kτ | γ˜(−t) = γ˜(t) ∀t
}
, EX˜kτ :=
{
γ˜ ∈ X˜kτ | γ˜(−t) = γ˜(t) ∀t
}
,
then it is not difficult to check that Akτ
(
V˜ Ekτ ∩ EX˜kτ
) ⊂ EX˜kτ and
Bkτ (γ˜)(EH˜kτ ) ⊂ EH˜kτ ∀γ˜ ∈ V˜ Ekτ ∩ E˜Xkτ .
Hence Akτ and Bkτ restrict to a C
1 map
AEkτ : V˜
E
kτ ∩ E˜Xkτ → EX˜kτ (3.9)
and a continuous map
BEkτ : V˜
E
kτ ∩ E˜Xkτ → Ls(EX˜kτ ) (3.10)
respectively. Let L˜Ekτ (resp. L˜EXkτ ) is the restriction of L˜kτ (resp. L˜Xkτ ) to V˜ Ekτ (resp.
V˜ Ekτ ∩EX˜kτ ). Then (3.7) and (3.8) imply
dL˜EXkτ (γ˜)(ξ˜) = dL˜Ekτ (γ˜)(ξ˜) =
(
AEkτ (γ˜), ξ˜
)
W 1,2
, (3.11)(
dAEkτ (γ˜)ξ˜, η˜
)
W 1,2
=
(
BEkτ (γ˜)ξ˜, η˜
)
W 1,2
(3.12)
for any γ˜ ∈ V˜ Ekτ ∩EX˜kτ and ξ˜, η˜ ∈ EX˜kτ .
For any γ˜ ∈ V˜kτ ∩Xkτ set
Pˆγ(t) = Dv˜v˜L˜
(
t, γ˜(t), ˙˜γ(t)
)
,
Qˆγ(t) = Dq˜v˜L˜
(
t, γ˜(t), ˙˜γ(t)
)
,
Rˆγ(t) = Dq˜q˜L˜
(
t, γ˜(t), ˙˜γ(t)
)
,
Lˆγ(t, y˜, v˜) =
1
2
Pˆγ(t)v˜ · v˜ + Qˆγ(t)y˜ · v˜ + 1
2
Rˆγ(t)y˜ · y˜
and
fˆkτ,γ(y˜) =
∫ kτ
0
Lˆγ
(
t, y˜(t), ˙˜y(t)
)
dt ∀y˜ ∈ H˜kτ .
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Then fˆkτ,γ is C
2-smooth on H˜kτ and X˜kτ , and y˜ = 0 ∈ H˜kτ is a critical point of fˆkτ,γ.
It is also easily checked that
d2fˆkτ,γ(0)(ξ˜, η˜) =
∫ kτ
0
[(
Pˆγ
˙˜
ξ + Qˆγ ξ˜
) · ˙˜η +QTγ ˙˜ξ · η˜ + Rˆγ ξ˜ · η˜] dt
=
∫ kτ
0
(
Dv˜v˜L˜
(
t, γ˜(t), ˙˜γ(t)
) ( ˙˜ξ(t), ˙˜η(t)) +Dq˜v˜L˜ (t, γ˜(t), ˙˜γ(t)) (ξ˜(t), ˙˜η(t))
+Dv˜q˜L˜
(
t, γ˜(t), ˙˜γ(t)
) ( ˙˜ξ(t), η˜(t))+Dq˜q˜L˜ (t, γ˜(t), ˙˜γ(t)) (ξ˜(t), η˜(t))) dt
=
(
Bkτ (γ˜)ξ˜, η˜
)
W 1,2
∀ξ˜, η˜ ∈ H˜kτ . (3.13)
Lemma 3.4 Bkτ (0) satisfies the condition (B1).
Proof. Firstly, by Lemma 3.1 there exists a linear symmetric compact operator
Ξkτ : H˜kτ → H˜kτ such that∫ kτ
0
ξ˜(t) · η˜(t)dt = (Ξkτ ξ˜, η˜)W 1,2 ∀ξ˜, η˜ ∈ H˜kτ .
Note that for sufficiently large M > 0 there exists a δ > 0 such that
M
∫ kτ
0
ξ˜(t) · ξ˜(t)dt+ d2fˆkτ,0(0)(ξ˜, ξ˜) ≥ δ‖ξ˜‖2W 1,2 ∀ξ˜ ∈ H˜kτ .
Hence Rkτ := MΞkτ + Bkτ (0) : H˜kτ → H˜kτ is a bounded linear positive definite
operator. Since Ckτ :=M(Rkτ )
−1Ξkτ is compact,
Bkτ (0) = Rkτ −MΞkτ = Rkτ (I − Ckτ ) implies
a) 0 is an isolated spectrum point of Bkτ (0),
b) the maximal negative subspace of Bkτ (0)) in H˜kτ is finitely dimensional and is
contained in X˜kτ .
(See the arguments in [8, pp.176-177]).
Next, suppose that ξ˜ ∈ H˜kτ satisfies: Bkτ (0)ξ˜ = ζ˜ ∈ X˜kτ = C1(Skτ ,Rn). We
want to prove ξ˜ ∈ X˜kτ . To this goal let
Jkτ (s) :=
∫ s
0
[(
Pˆ0(t)
˙˜
ξ(t) + Qˆ0(t)ξ˜(t)
)− 1
kτ
∫ kτ
0
(
Pˆ0(t)
˙˜
ξ(t) + Qˆ0(t)ξ˜(t)
)
dt
]
dt
for s ∈ R. Since∫ kτ
0
[
(Pˆ0
˙˜
ξ + Qˆ0ξ˜) · ˙˜η +QT0 ˙˜ξ · η˜ + Rˆ0ξ˜ · η˜
]
dt = (ζ˜ , η˜)W 1,2
for any η˜ ∈ H˜kτ , we have∫ kτ
0
(Pˆ0
˙˜
ξ + Qˆ0ξ˜) · ˙˜η dt =
∫ kτ
0
J˙kτ · η˜ dt
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and thus ∫ kτ
0
[
(QT0
˙˜
ξ + Rˆ0ξ˜ − Jkτ ) · η˜
]
dt = (ζ˜ − Jkτ , η˜)W 1,2 .
for any η˜ ∈ H˜kτ . As in the arguments below (3.5) we get
ζ˜(t)− Jkτ (t) = e
t
2
∫ ∞
t
e−s
(
Jkτ (s)−QT0 (s) ˙˜ξ(s)− Rˆ0(s)ξ˜(s)
)
ds
+
e−t
2
∫ t
−∞
es
(
Jkτ (s)−QT0 (s) ˙˜ξ(s)− Rˆ0(s)ξ˜(s)
)
ds
for any t ∈ R. This leads to
J˙kτ (t) =
˙˜
ζ(t)− e
t
2
∫ ∞
t
e−s
(
Jkτ (s)−QT0 (s) ˙˜ξ(s)− Rˆ0(s)ξ˜(s)
)
ds
+
e−t
2
∫ t
−∞
es
(
Jkτ (s)−QT0 (s) ˙˜ξ(s)− Rˆ0(s)ξ˜(s)
)
ds
is continuous in t ∈ R. Note that Pˆ0(t) is invertible and
Pˆ0(t)
˙˜
ξ(t) + Qˆ0(t)ξ˜(t) = J˙kτ (t) +
1
kτ
∫ kτ
0
(Pˆ0(t)
˙˜
ξ(t) + Qˆ0(t)ξ˜(t))dt.
This shows that ˙˜ξ(t) is continuous in t. Hence ξ˜ ∈ C1(Skτ ,Rn). Lemma 3.4 is proved.
✷
Lemma 3.5 Bkτ satisfies the condition (B2).
Proof. Recall that under the assumptions (L1)-(L3) in [18] there exist constants
0 < c < C such that for all (t, q, v) ∈ R×Bnρ (0)×Rn the following inequalities hold.
|L˜(t, q, v)| ≤ C(1 + |v|2),∣∣∣∂L˜
∂qi
(t, q, v)
∣∣∣ ≤ C(1 + |v|2), ∣∣∣ ∂L˜
∂vi
(t, q, v)
∣∣∣ ≤ C(1 + |v|),∣∣∣ ∂2L˜
∂qi∂qj
(t, q, v)
∣∣∣ ≤ C(1 + |v|2), ∣∣∣ ∂2L˜
∂qi∂vj
(t, q, v)
∣∣∣ ≤ C(1 + |v|), (3.14)∣∣∣ ∂2L˜
∂vi∂vj
(t, q, v)
∣∣∣ ≤ C and ∑
ij
∂2L˜
∂vi∂vj
(t, q, v)uiuj ≥ c|u|2 (3.15)
for all u = (u1, · · · , un) ∈ Rn.
For any γ˜ ∈ V˜kτ ∩ X˜kτ , by (3.3) and (3.7) we have
(Bkτ (γ˜)ξ˜, η˜)W 1,2 =
∫ kτ
0
(
Dv˜v˜L˜
(
t, γ˜(t), ˙˜γ(t)
) ( ˙˜
ξ(t), ˙˜η(t)
)
+Dq˜v˜L˜
(
t, γ˜(t), ˙˜γ(t)
) (
ξ˜(t), ˙˜η(t)
)
+Dv˜q˜L˜
(
t, γ˜(t), ˙˜γ(t)
) ( ˙˜ξ(t), η˜(t))
+Dq˜q˜L˜
(
t, γ˜(t), ˙˜γ(t)
) (
ξ˜(t), η˜(t)
))
dt
23
for any ξ˜, η˜ ∈ C1(Skτ ,Rn) and k ∈ N. Set
(P (γ˜)ξ˜, η˜)W 1,2 =
∫ kτ
0
(
Dv˜v˜L˜
(
t, γ˜(t), ˙˜γ(t)
) ( ˙˜
ξ(t), ˙˜η(t)
)
+
(
ξ˜(t), η˜(t)
))
dt,
(Q1(γ˜)ξ˜, η˜)W 1,2 =
∫ kτ
0
Dv˜q˜L˜
(
t, γ˜(t), ˙˜γ(t)
) ( ˙˜ξ(t), η˜(t))dt,
(Q2(γ˜)ξ˜, η˜)W 1,2 =
∫ kτ
0
Dq˜v˜L˜
(
t, γ˜(t), ˙˜γ(t)
) (
ξ˜(t), ˙˜η(t)
)
dt,
(Q3(γ˜)ξ˜, η˜)W 1,2 =
∫ kτ
0
(
Dq˜q˜L˜
(
t, γ˜(t), ˙˜γ(t)
) (
ξ˜(t), η˜(t)
)− (ξ˜(t), η˜(t))) dt.
We shall prove that the operator P (γ˜) and Q(γ˜) := Q1(γ˜) + Q2(γ˜) + Q3(γ˜) satisfy
the conditions in (B2). It is clear that (3.15) implies
min{c, 1}‖ξ˜‖2W 1,2 ≤ (P (γ˜)ξ˜, ξ˜)W 1,2 ≤ max{C, 1}‖ξ˜‖2W 1,2
for any γ˜ ∈ V˜kτ ∩Xkτ and ξ˜ ∈ H˜kτ , and in particular (iii) of (B2) for P . It remains
to prove that the conditions (i)-(ii) in (B2) are satisfied.
For any γ˜, α˜ ∈ V˜kτ ∩ X˜kτ and ξ˜, η˜ ∈ H˜kτ ,
(P (γ˜)ξ˜ − P (α˜)ξ˜, η˜)W 1,2
=
∫ kτ
0
(
Dv˜v˜L˜
(
t, γ˜(t), ˙˜γ(t)
) ( ˙˜ξ(t), ˙˜η(t)) −Dv˜v˜L˜ (t, α˜(t), ˙˜α(t)) ( ˙˜ξ(t), ˙˜η(t))) dt,
=
∫ kτ
0
n∑
j=1
[
n∑
i=1
(
∂2L˜
∂vi∂vj
(
t, γ˜(t), ˙˜γ(t)
) − ∂2L˜
∂vi∂vj
(
t, α˜(t), ˙˜α(t)
)) ˙˜ξi(t)] · ˙˜ηj(t) dt.
It follows that
‖P (γ˜)ξ˜ − P (α˜)ξ˜‖W 1,2
≤
∫ kτ
0
n∑
j=1
∣∣∣∣∣
n∑
i=1
(
∂2L˜
∂vi∂vj
(
t, γ˜(t), ˙˜γ(t)
) − ∂2L˜
∂vi∂vj
(
t, α˜(t), ˙˜α(t)
)) ˙˜ξi(t)
∣∣∣∣∣
2
dt
1/2 .
Thus we only need to prove∫ kτ
0
n∑
j=1
∣∣∣∣∣
n∑
i=1
(
∂2L˜
∂vi∂vj
(
t, γ˜(t), ˙˜γ(t)
) − ∂2L˜
∂vi∂vj
(
t, α˜(t), ˙˜α(t)
)) ˙˜
ξi(t)
∣∣∣∣∣
2
dt→ 0
as γ˜ ∈ V˜kτ ∩ X˜kτ and ‖γ˜ − α˜‖W 1,2 → 0. By a contradiction suppose that there exist
c0 > 0 and a sequence {γ˜m} ⊂ V˜kτ ∩ X˜kτ with ‖γ˜m − α˜‖W 1,2 → 0 as m → ∞, such
that∫ kτ
0
n∑
j=1
∣∣∣∣∣
n∑
i=1
(
∂2L˜
∂vi∂vj
(
t, γ˜m(t), ˙˜γm(t)
) − ∂2L˜
∂vi∂vj
(
t, α˜(t), ˙˜α(t)
)) ˙˜
ξi(t)
∣∣∣∣∣
2
dt ≥ c0
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for all m = 1, 2, · · · . Using Proposition 1.2 in [22] and Corollary 2.17 in [3] we have
a subsequence {γ˜ml} such that {γ˜ml} converges uniformly to α˜ on [0, kτ ] and that
{ ˙˜γml} converges pointwise almost everywhere to ˙˜α on [0, kτ ]. Since (3.15) implies∣∣∣∣∣ ∂2L˜∂vi∂vj (t, γ˜ml(t), ˙˜γml(t))− ∂
2L˜
∂vi∂vj
(
t, α˜(t), ˙˜α(t)
)∣∣∣∣∣ ≤ 2C ∀l = 1, 2, · · · ,
the dominated convergence theorem leads to∫ kτ
0
n∑
j=1
∣∣∣∣∣
n∑
i=1
(
∂2L˜
∂vi∂vj
(
t, γ˜ml(t),
˙˜γml(t)
)− ∂2L˜
∂vi∂vj
(
t, α˜(t), ˙˜α(t)
)) ˙˜
ξi(t)
∣∣∣∣∣
2
dt→ 0
as l→∞. This contradiction affirms (i) of (B2) for P .
In order to prove (ii) of (B2) for Q, we only need to prove that each one of the
operators Q1, Q2 and Q3 satisfies (ii) of (B2). Viewing Dv˜q˜L˜
(
t, γ˜(t), ˙˜γ(t)
)
as a matrix
of order n× n, we can write
(Q1(γ˜)ξ˜, η˜)W 1,2 =
∫ kτ
0
(
Dv˜q˜L˜
(
t, γ˜(t), ˙˜γ(t)
) ˙˜ξ(t), η˜(t))
Rn
dt.
As the arguments below Lemma 3.1 we have
(Q1(γ˜)ξ˜)(t) = −e
t
2
∫ ∞
t
e−s
(
Dv˜q˜L˜
(
s, γ˜(s), ˙˜γ(s)
) ˙˜
ξ(s)
)
ds
− e
−t
2
∫ t
−∞
es
(
Dv˜q˜L˜
(
s, γ˜(s), ˙˜γ(s)
) ˙˜
ξ(s)
)
ds,
d
dt
(Q1(γ˜)ξ˜)(t) = −e
t
2
∫ ∞
t
e−s
(
Dv˜q˜L˜
(
s, γ˜(s), ˙˜γ(s)
) ˙˜
ξ(s)
)
ds
+
e−t
2
∫ t
−∞
es
(
Dv˜q˜L˜
(
s, γ˜(s), ˙˜γ(s)
) ˙˜
ξ(s)
)
ds.
As in the proof of Lemma 3.4 it easily follows that Q1(γ˜) is a completely continuous
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operator from H˜kτ to H˜kτ . Now for 0 ≤ t ≤ kτ it is not hard to check that
|(Q1(γ˜)ξ˜)(t)− (Q1(α˜)ξ˜)(t)|
≤ e
kτ
2
∫ ∞
0
e−s
∣∣∣Dv˜q˜L˜(s, γ˜(s), ˙˜γ(s))−Dv˜q˜L˜(s, α˜(s), ˙˜α(s)∣∣∣ | ˙˜ξ(s)| ds
+
1
2
∫ kτ
−∞
es
∣∣∣Dv˜q˜L˜(s, γ˜(s), ˙˜γ(s))−Dv˜q˜L˜(s, α˜(s), ˙˜α(s))∣∣∣ | ˙˜ξ(s)| ds,
=
ekτ
2
∞∑
i=0
∫ (i+1)kτ
ikτ
e−s
∣∣∣Dv˜q˜L˜(s, γ˜(s), ˙˜γ(s)) −Dv˜q˜L˜(s, α˜(s), ˙˜γ0(s)∣∣∣ | ˙˜ξ(s)| ds
+
1
2
1∑
i=−∞
∫ ikτ
(i−1)kτ
es
∣∣∣Dv˜q˜L˜(s, γ˜(s), ˙˜γ(s)) −Dv˜q˜L˜(s, α˜(s), ˙˜α(s))∣∣∣ | ˙˜ξ(s)| ds
≤ e
kτ
2
∞∑
i=0
e−ikτ
∫ kτ
0
∣∣∣Dv˜q˜L˜(s, γ˜(s), ˙˜γ(s)) −Dv˜q˜L˜(s, α˜(s), ˙˜α(s)∣∣∣ | ˙˜ξ(s)| ds
+
1
2
1∑
i=−∞
eikτ
∫ kτ
0
∣∣∣Dv˜q˜L˜(s, γ˜(s), ˙˜γ(s))−Dv˜q˜L˜(s, α˜(s), ˙˜α(s))∣∣∣ | ˙˜ξ(s)| ds
≤ (ekτ + 1)
∫ kτ
0
∣∣∣Dv˜q˜L˜(s, γ˜(s), ˙˜γ(s))−Dv˜q˜L˜(s, α˜(s), ˙˜α(s))∣∣∣ | ˙˜ξ(s)| ds
≤ (ekτ + 1)
(∫ kτ
0
∣∣∣Dv˜q˜L˜(s, γ˜(s), ˙˜γ(s))−Dv˜q˜L˜(s, α˜(s), ˙˜α(s))∣∣∣2 ds)1/2 ‖ξ˜‖W 1,2 .
Similarly, we have∣∣∣∣ ddt(Q1(γ˜)ξ˜)(t)− ddt(Q1(γ˜0)ξ˜)(t)
∣∣∣∣
≤ (ekτ + 1)
(∫ kτ
0
∣∣∣Dv˜q˜L˜(s, γ˜(s), ˙˜γ(s))−Dv˜q˜L˜(s, α˜(s), ˙˜α(s))∣∣∣2 ds)1/2 ‖ξ˜‖W 1,2 .
It follows that
‖Q1(γ˜)−Q1(γ˜0)‖L(H˜kτ )
≤ 2(ekτ + 1)
(∫ kτ
0
∣∣∣Dv˜q˜L˜(s, γ˜(s), ˙˜γ(s)) −Dv˜q˜L˜(s, α˜(s), ˙˜α(s))∣∣∣2 ds)1/2 .
By a theorem of Krasnosel’skii, the second inequality in (3.14) implies that the map
W 1,2(Skτ ,R
n)→ L2(Skτ ,Rn), γ˜ 7→ Dv˜q˜L˜(·, γ˜(·), ˙˜γ(·))
is continuous. Hence we have proved that Q1 satisfies the condition (ii) of (B2).
Viewing Dq˜v˜L˜
(
t, γ˜(t), ˙˜γ(t)
)
as a matrix of order n× n, we can write
(Q2(γ˜)ξ˜, η˜)W 1,2 =
∫ kτ
0
(
ξ˜(t), [Dq˜v˜L˜
(
t, γ˜(t), ˙˜γ(t)
)
]T ˙˜η(t)
)
Rn
dt =
(
ξ˜, (Q2(γ˜))
∗η˜
)
W 1,2
.
Hence (Q2(γ˜))
∗ and thus Q2(γ˜) satisfies (ii) of (B2).
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Finally, for Q3 we view Dq˜q˜L˜
(
t, γ˜(t), ˙˜γ(t)
)
as a matrix of order n×n, we can write
(Q3(γ˜)ξ˜, η˜)W 1,2 =
∫ kτ
0
(
Dq˜q˜L˜
(
t, γ˜(t), ˙˜γ(t)
)
ξ˜(t)− ξ˜(t), η(t))
Rn
dt.
As before we can get
(Q3(γ˜)ξ˜)(t) = −e
t
2
∫ ∞
t
e−s
(
Dq˜q˜L˜
(
s, γ˜(s), ˙˜γ(s)
)
ξ˜(s)− ξ˜(s)
)
ds
− e
−t
2
∫ t
−∞
es
(
Dq˜q˜L˜
(
s, γ˜(s), ˙˜γ(s)
)
ξ˜(s)− ξ˜(s)
)
ds,
d
dt
(Q3(γ˜)ξ˜)(t) = −e
t
2
∫ ∞
t
e−s
(
Dq˜q˜L˜
(
s, γ˜(s), ˙˜γ(s)
)
ξ˜(s)− ξ˜(s)
)
ds
+
e−t
2
∫ t
−∞
es
(
Dq˜q˜L˜
(
s, γ˜(s), ˙˜γ(s)
)
ξ˜(s)− ξ˜(s)
)
ds.
As for Q1 we can use this to prove that the condition (ii) of (B2) holds for Q3. Hence
Q satisfies (ii) of (B2). Lemma 3.5 is proved. ✷
Similar to the proofs of Lemmas 3.4, 3.5 we may prove that BEkτ satisfies the
conditions (B1) and (B2).
According to the definition above Theorem 1.1, the nullity m0kτ (L˜kτ , 0) and
Morse indexm−kτ (L˜kτ , 0) of L˜kτ at 0 ∈ V˜kτ are respectively given by dimKer(Bkτ (0))
and the dimension of the negative definite space of Bkτ (0)) in H˜kτ . (3.13) implies
m−kτ (L˜kτ , 0) = m−kτ (fˆkτ , 0) and m0kτ (L˜kτ , 0) = m0kτ (fˆkτ , 0). (3.16)
We define the Morse index and nullity of Lkτ at γ0 ∈ Hkτ by
m−kτ (γ0) := m
−
kτ (L˜kτ , 0) and m0kτ (γ0) := m0kτ (L˜kτ , 0). (3.17)
It is easily checked that they are the maximal value of dimensions of linear subspaces
L ⊂ Tγ0Xkτ on which the second-order differential d2LXkτ (γ0) < 0 and d2LXkτ (γ0) = 0,
respectively. It follows from (3.16) that
0 ≤ m0kτ (γ0) = m0kτ (fˆkτ , 0) ≤ 2n. (3.18)
Let Ψ : [0,+∞) → Sp(2n,R) be the fundamental solution of the problem u˙(t) =
J0Sˆ(t)u with Ψ(0) = I2n, and let ikτ (Ψ) and νkτ (Ψ) be the Maslov-type index of Ψ
on [0, kτ ]. Here
Sˆ(t) =
(
Pˆ0(t)
−1 −Pˆ0(t)−1Qˆ0(t)
−Qˆ0(t)T Pˆ0(t)−1 Qˆ0(t)T Pˆ0(t)−1Qˆ0(t)− Rˆ0(t)
)
,
and Pˆ0, Qˆ0 and Rˆ0 are defined as below (2.8). By [18, (2.16)], for any k ∈ N we have
m−kτ (fˆkτ , 0) = ikτ (Ψ) and m
0
kτ (fˆkτ , 0) = νkτ (Ψ) (3.19)
According to the definitions of the Morse index and nullity for a critical point γ of
Lτ on Hτ in (3.17), from (3.19) and Lemma 2.1 of [18] we deduce that Theorem 3.1
in [18] is still true, i.e.
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Theorem 3.6 For a critical point γ of Lτ on Hτ , assume that γ∗TM → Sτ is trivial.
Then the mean Morse index
mˆ−τ (γ) := lim
k→∞
m−kτ (γ
k)
k
always exists, and it holds that
max
{
0, kmˆ−τ (γ)− n
} ≤ m−kτ (γk) ≤ kmˆτ (γ0) + n−m0kτ (γk) ∀k ∈ N. (3.20)
Consequently, for any critical point γ of Lτ on Hτ , mˆ−2τ (γ2) exists and
max
{
0, kmˆ−2τ (γ
2)− n} ≤ m−2kτ (γ2k) ≤ kmˆ2τ (γ) + n−m02kτ (γ2k) ∀k ∈ N (3.21)
because (γ2)∗TM → S2τ is always trivial.
Similarly, for a critical point γ0 of LEkτ on EHkτ we may define the Morse index
and nullity of it,
m−1,kτ (γ) and m
0
1,kτ (γ). (3.22)
They are equal to the maximal value of dimensions of linear subspaces S ⊂ Tγ0EXkτ
on which d2LEXkτ (γ0) < 0 and d2LEXkτ (γ0) = 0, respectively. Here
EXkτ =
{
γ ∈ Xkτ | γ(−t) = γ(t) ∀t ∈ R
}
and LEXkτ is the restriction of LEkτ to EXkτ . Then 0 ≤ m01,kτ (γ) ≤ 2n for any k ∈ N.
According to the definitions of the Morse index and nullity in (3.22) Theorem 3.3 in
[18] also holds, i.e.
Theorem 3.7 Let L satisfy the conditions (L1)-(L4). Then for any critical point γ
of LEτ on EHτ , the mean Morse index
mˆ−1,τ (γ) := lim
k→∞
m−1,kτ (γ
k)
k
(3.23)
exists, and it holds that
m−1,kτ (γ
k) +m01,kτ (γ
k) ≤ n ∀k ∈ N if mˆ−1,τ (γ) = 0. (3.24)
4 The corrections of Sections 4.1, 4.2 in [18]
Though Theorems 4.4, 4.7 in [18] are now direct consequences of Theorem 2.1 we are
also to use Theorem 1.1 to revise their proofs in [18]. (So far Lemma 4.2 of [18] is
not needed). We shall use the same count for equations as that of [18].
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4.1 The corrections of Section 4.1 in [18]
We only need to change the part before [18, Lemma 4.5] in the second passage on the
page 2994 of [18] into:
For later conveniences we outline the arguments therein. By the proof of Theo-
rem 3.1 in [18] for l ∈ N we may choose the chart φlτ therein so that
γ˜l = (φlτ )
−1(γl) = 0 ∈W 1,2(Slτ ,Rn).
Sometimes, for clearness we write (φlτ )
−1(γl) as γ˜l rather than 0. Let
W 1,2(Slτ ,R
n) =M0(γ˜l)⊕M(γ˜l)− ⊕M(γ˜l)+ =M0(γ˜l)⊕M(γ˜l)⊥
be the orthogonal decomposition of the space W 1,2(Slτ ,R
n) according to the null,
negative, and positive definiteness of the operator Blτ (0), where Blτ (0) = Blτ (γ˜
l) is
given as above (3.7). By Theorem 1.4 we have homeomorphisms Θ˜lτ from some open
neighborhoods U˜lτ of 0 in W
1,2(Slτ ,R
n) to Θ˜lτ (U˜lτ ) ⊂ W 1,2(Slτ ,Rn) with Θ˜lτ (0) =
γ˜l = 0, and C1 maps
h˜lτ : U˜lτ ∩M(γ˜l)0 →M(γ˜l)⊥ ∩ X˜lτ
such that
L˜lτ (Θ˜lτ (η+ξ)) = L˜lτ
(
η+ h˜lτ (η)
)
+‖ξ+‖2
H˜lτ
−‖ξ−‖2
H˜lτ
≡ α˜lτ (η)+ β˜lτ (ξ) (4.12)
for any η + ξ ∈ U˜lτ ∩
(
M(γ˜l)0 ⊕M(γ˜l)⊥) and l ∈ N. By the constructions of the
maps Alτ in Lemma 3.2 and Blτ above (3.7) it is easily checked that
ψ˜l
(
Alτ (x)
)
= Alτ
(
ψ˜l(x)
)
and ψ˜l
(
Blτ (x)ξ
)
= Blτ
(
ψ˜l(x)
)
ψ˜l(ξ) (4.13)
for any τ, l ∈ N, x ∈ W 1,2(Sτ , Bnρ (0)) ∩ X˜τ and ξ ∈ W 1,2(Sτ ,Rn). Now for l = 1, k,
using Corollary 1.5 and shrinking U˜τ (if necessary) we may get
Θ˜kτ ◦ ψ˜k(η + ξ) = Θ˜τ (η + ξ)
and
α˜kτ (ψ˜
k(η)) = kα˜(η) and β˜kτ (ψ˜
k(ξ)) = kβ˜τ (ξ) (4.14)
for any η ∈ U˜τ ∩M0(γ˜) and ξ ∈ U˜τ ∩M⊥(γ˜).
4.2 The corrections of Section 4.2 in [18]
We only need to change the part between line 4 from below on the page 2998 of [18]
and [18, (4.43)] into:
EW 1,2(Skτ ,R
n) =M0(γ˜k)E ⊕M(γ˜k)−E ⊕M(γ˜k)+E =M0(γ˜k)E ⊕M(γ˜k)⊥E
be the orthogonal decomposition of the space EW 1,2(Skτ ,R
n) according to the null,
negative, and positive definiteness of the operator BEkτ (γ˜
k) = BEkτ (0) in (3.10). As
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above Theorem 1.1 yields a homeomorphism Θ˜Ekτ from some open neighborhood U˜
E
kτ
of 0 in EW 1,2(Skτ ,R
n) to Θ˜Ekτ (U˜
E
kτ ) ⊂ EW 1,2(Skτ ,Rn) with Θ˜Ekτ (0) = γ˜k = 0, and a
C1 map h˜Ekτ : U˜
E
kτ ∩M(γ˜k)0E →M(γ˜k)⊥E ∩ EX˜kτ such that
L˜Ekτ
(
Θ˜Ekτ (η + ξ)
)
= L˜Ekτ
(
η + h˜Ekτ (η)
)
+ ‖ξ+‖EH˜kτ − ‖ξ−‖EH˜kτ ≡ α˜Ekτ (η) + β˜Ekτ (ξ)
for any η + ξ ∈ U˜Ekτ ∩ (M(γ˜k)0E ⊕ M(γ˜k)⊥E), where β˜Ekτ and α˜Ekτ are C∞ and C2
respectively. For a fixed k ∈ N, by Corollary 1.5 (and shrinking U˜τ if necessary) we
may require
Θ˜Ekτ ◦ ψ˜k(η + ξ) = Θ˜Eτ (η + ξ) and
α˜Ekτ (ψ˜
k(η)) = kα˜E(η) and β˜Ekτ (ψ˜
k(ξ)) = kβ˜Eτ (ξ)
for any η ∈ U˜Eτ ∩M0(γ˜)E and ξ ∈ U˜Eτ ∩M⊥(γ˜)E . Clearly, Θ˜Ekτ induces isomorphisms
on critical modules,
(Θ˜Ekτ )∗ : C∗(α˜
E
kτ + β˜
E
kτ , 0;K)
∼= C∗(L˜Ekτ , γ˜k;K). (4.41)
Note that
(W (γk)E,W
−(γk)E) :=
(
φEkτ
(
W˜ (γ˜k)E
)
, φEkτ
(
W˜−(γk)E
))
(4.42)
is a Gromoll-Meyer pair of LEkτ at γk. Define the critical modules
C∗(LEkτ , γk;K) := H∗
(
W (γk)E ,W
−(γk)E;K
)
. (4.43)
5 The corrections of Section 4.3 in [18]
In this section we shall rewrite Section 4.3 of [18] with some corrections. One direct
method is to follow the original line with the theory developed in [20, §3] (as in
Section 3 or [17]). We here choose another way for which Theorem 1.1 is sufficient.
We always assume: M is C5-smooth, L is C4-smooth and satisfies (L1)-(L3) in
[18]. The goal is to generalize [17, Th.2.5] to the present general case. However,
unlike the last two cases we cannot choose a local coordinate chart around a critical
orbit. For τ > 0, let Sτ := R/τZ = {[s]τ | [s]τ = s + τZ, s ∈ R}. By Section 2.2 of
Chapter 2 in [15], there exist equivariant and also isometric operations of Sτ -action
on Hτ (α) and THτ (α):
[s]τ · γ(t) = γ(s+ t), ∀[s]τ ∈ Sτ , γ ∈ Hτ (α),
[s]τ · ξ(t) = ξ(s+ t), ∀[s]τ ∈ Sτ , ξ ∈ TγHτ (α)
}
(5.1)
which are continuous, but not differentiable. Clearly, Lτ is invariant under this action.
Since under our assumptions each critical point γ of Lτ is C4-smooth, the orbit Sτ ·γ
is a C3-submanifold in Hτ (α) by [11, page 499]. It is easily checked that Sτ · γ is a
C3-smooth critical submanifold of Lτ . Seemingly, the theory of [28] cannot be applied
to this case because the action of Sτ is only continuous. However, as pointed out in
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the second paragraph of [11, page 500] this theory still hold since critical orbits are
smooth and Sτ acts by isometries.
For any k ∈ N, there is a natural k-fold cover ϕk from Skτ to Sτ defined by
ϕk : [s]kτ 7→ [s]τ . (5.2)
It is easy to check that the Sτ -action on Hτ (α), the Skτ -action on Hkτ (α
k), and the
k-th iteration map ψk defined above [18, (3.9)] satisfy:
([s]τ · γ)k = [s]kτ · γk,
Lkτ ([s]kτ · γk) = kLτ ([s]τ · γ) = kLτ (γ)
}
(5.3)
for all γ ∈ Hτ (α), k ∈ N, and s ∈ R.
Let γ0 ∈ Hτ (α) be a critical point of Lτ . Denote by O = Sτ · γ0. If γ0 is
nonconstant and has minimal period τ/m for some m ∈ N, then O = Sτ/m · γ0 is a
1-dimensional C3-submanifold diffeomorphic to the circle. We define(
m−τ (O),m0τ (O)
)
:=
(
m−τ (γ0),m
0
τ (γ0)
)
. (5.4)
if O is a single point critical orbit O = {γ0}, i.e., γ0 is constant, and(
m−τ (O),m0τ (O)
)
=
(
m−τ (x),m
0
τ (x)− 1
) ∀x ∈ O (5.5)
if γ0 is nonconstant, where m
−
τ (x) and m
0
τ (x) are defined as in (3.17).
Let c = Lτ |O. Assume that O is isolated and nonconstant. (The case of constant
orbits has been included in Section 4.1). We may take a neighborhood U of O such
that K(Lτ ) ∩ U = O. By [18, (4.1)] we have critical group C∗(Lτ ,O;K) of Lτ at
O. For every s ∈ [0, τ/m] the tangent space Ts·γ0(Sτ · γ0) is R(s · γ0)·, and the fiber
N(O)s·γ0 at s · γ0 of the normal bundle N(O) of O is a subspace of codimension 1
which is orthogonal to (s · γ0)· in Ts·γ0Hτ (α), i.e.
N(O)s·γ0 = {ξ ∈ Ts·γ0Hτ (α) | 〈〈ξ, (s · γ0)·〉〉1 = 0 } . (5.6)
Since Hτ (α) is C
4-smooth and O is a C3-smooth submanifold, N(O) is C2-smooth
manifold. 1 Notice that N(O) is invariant under the Sτ -actions in (5.3) and each [s]τ
gives an isometric bundle map
N(O)→ N(O), (z, v) 7→ ([s]τ · z, [s]τ · v). (5.7)
Note that for j = 1, k and sufficiently small δ > 0 the set
N(ψj(O))(jδ) := {(y, v) ∈ N(ψj(O)) | y ∈ ψj(O), ‖v‖1 < jδ}
is contained in an open neighborhood of the zero section of the tangent bundle
THjτ(α). By Theorem 1.3.7 on the page 20 of [15] we have a C
2-embedding from
N(ψj(O))(jδ) to an open neighborhood of the diagonal of Hjτ (α)×Hjτ (α),
N(ψj(O))(jδ) → Hjτ (α) ×Hjτ (α), (y, v) 7→ (y, expy v),
1This is the reason that we require higher smoothness of M and L.
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where exp is the exponential map of the chosen Riemannian metric on M and
(expy v)(t) = expy(t) v(t) ∀t ∈ R. This yields a C2-diffeomorphism fromN(ψj(O))(jδ)
to an open neighborhood Ujδ(ψ
j(O)) of ψj(O),
Ψjτ : N(ψ
j(O))(jδ) → Ujδ(ψj(O)) (5.8)
given by Ψjτ (y, v)(t) = expy(t) v(t) ∀t ∈ R. Clearly,
Ψjτ (y, 0) = y ∀y ∈ ψj(O) and Ψjτ ([s]jτ · y, [s]jτ · v) = [s]jτ ·Ψτ (y, v) (5.9)
for any (y, v) ∈ N(ψj(O))(jδ) and [s]jτ ∈ Sjτ . It follows that Ujδ(ψj(O)) is an Sjτ -
invariant neighborhood of ψj(O), and that Ψjτ is Sjτ -equivariant. We also require
δ > 0 so small that Ujδ(ψ
j(O)) contains no other critical orbit besides ψj(O), and
that Ψjτ
({y} ×N(ψj(O))y(jδ)) and ψj(O) have a unique intersection point y (after
identifying ψj(O) with the zero section of N(ψj(O))), where
N(ψj(O))y(jδ) := N(ψj(O))(jδ) ∩N(ψj(O))y.
Define
Fjτ : N(ψj(O))(jδ) → R, (y, v) 7→ Ljτ ◦Ψjτ (y, v). (5.10)
It is C2−0, and satisfies the (PS) condition and
Fjτ ([s]jτ · y, [s]jτ · v) = Fjτ (y, v)
for any (y, v) ∈ N(ψj(O))(jδ) and [s]jτ ∈ Sjτ .
Following [28, Th.2.3] we may construct Gromoll-Meyer pairs of ψj(O) as critical
submanifolds of Fjτ on N(ψj(O))(jδ),(
W (ψj(O)),W (ψj(O))−), j = 1, k. (5.11)
Precisely, set hjτ (y, v) = λFjτ (y, v) + ‖v‖21, and
W (ψj(O)) = (Fjτ )−1[jc− jǫ1, jc + jǫ1] ∩ (hjτ )jǫ2 ,
W (ψj(O))− = (Fjτ )−1(jc− jǫ1) ∩W (ψj(O)).
}
(5.12)
Here positive constants λ, ǫ1 and ǫ2 are determined by the following conditions.
• Fjτ has a unique critical value jc in [jc− jε, jc + jε];
• N(ψj(O))( jδ2 ) ⊂W (ψj(O)) ⊂ N(ψj(O))(jδ) ∩ (Fjτ )−1[jc − jε, jc + jε];
• (Fjτ )−1[jc− jǫ1, jc + jǫ1] ∩ (hjτ )jǫ2 ⊂ N(ψj(O))(jδ) \N(ψj(O))( jδ2 );
• (dhjτ (y, v), dFjτ (y, v)) > 0 for any (y, v) ∈ N(ψj(O))(jδ) \N(ψj(O))( jδ2 ).
(Note that different from [28] the present Sjτ -action on N(ψ
j(O))(jδ) is only contin-
uous; but the arguments there can still be carried out due to the special property of
our Sjτ -action and the definition of Fjτ .) For any y ∈ ψj(O), the restriction
Fjτ |N(ψj (O))y(jδ)
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has a unique critical point 0 = (y, 0) in N(ψj(O))y(jδ) (the fiber of disk bundle
N(ψj(O))(jδ) at y), and(
W (ψj(O))y,W (ψj(O))−y
)
(5.13)
:=
(
W (ψj(O)) ∩N(ψj(O))y(jδ), W (ψj(O))− ∩N(ψj(O))y(jδ)
)
is a Gromoll-Meyer pair of Fjτ |N(ψj (O))y(jδ) at its isolated critical point 0 = (y, 0)
satisfying (
W (ψj(O))[s]jτ ·y, W (ψj(O))−[s]jτ ·y
)
=
(
[s]jτ ·W (ψj(O))y , [s]jτ ·W (ψj(O))−y
) } (5.14)
for any [s]jτ ∈ Sjτ and y ∈ ψj(O) ([28, Th.2.3]). By (5.12) it is easily checked that
ψk
(
W (O)y
) ⊂W (ψk(O))ψk(y) and ψk(W (O)−y ) ⊂W (ψk(O))−ψk(y) (5.15)
for each y ∈ O. Clearly, for j = 1, k,(
Ŵ (ψj(O)), Ŵ (ψj(O))−) := (Ψjτ (W (ψj(O))),Ψjτ (W (ψj(O))−)) (5.16)
are Gromoll-Meyer pairs of Ljτ at ψj(O), which is also Sjτ -invariant.
Theorem 5.1 ([18, Theorem 4.11]) For an isolated critical submanifold O = Sτ · γ0
of Lτ in Hτ (α), suppose that for some k ∈ N the critical submanifold ψk(O) = Skτ ·γk0
of Lkτ in Hkτ (αk) is also isolated, and that
m−kτ (ψ
k(O)) = m−τ (O) and m0kτ (ψk(O)) = m0τ (O). (5.17)
Then for c = Lτ |O and small ǫ > 0 there exist Gromoll-Meyer pairs of Lτ at O ⊂
Hτ (α) and of Lkτ at ψk(O) ⊂ Hkτ (αk)
(Ŵ (O), Ŵ (O)−) ⊂ ((Lτ )−1[c− ǫ, c+ ǫ], (Lτ )−1(c− ǫ)) and(
Ŵ (ψk(O)), Ŵ (ψk(O))−) ⊂ ((Lkτ )−1[kc− kǫ, kc + kǫ], (Lkτ )−1(kc− kǫ)),
such that (
ψk(Ŵ (O)), ψk(Ŵ (O)−)) ⊂ (Ŵ (ψk(O)), Ŵ (ψk(O))−)
and that the iteration map ψk : Hτ (α)→ Hkτ (αk) induces an isomorphism:
ψk∗ : C∗(Lτ ,O;K) := H∗
(
Ŵ (O), Ŵ (O)−;K)
−→ C∗(Lkτ , ψk(O);K) := H∗
(
Ŵ (ψk(O)), Ŵ (ψk(O))−;K).
Proof. The following commutative diagram(
W (O),W (O)−) ψk−−−−→ (W (ψk(O)),W (ψk(O))−)
Ψτ
y yΨkτ(
Ŵ (O), Ŵ (O)−) ψk−−−−→ (Ŵ (ψk(O)), Ŵ (ψk(O))−)
implies that we only need to prove
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Claim 5.2 ψk induces an isomorphism
(ψk)∗ : H∗(W (O),W (O)−;K)→ H∗(W (ψk(O)),W (ψk(O))−;K).
Recall that for j = 1, 2 the fibers N(ψj(O))
[s]jτ ·γ
j
0
are subspaces which are orthog-
onal to ([s]jτ · γj0). in T[s]jτ ·γj0Hjτ (α
j). We have natural bundle trivializations
Γj : N(ψ
j(O))→ Sjτ · γj0 ×N(ψj(O))γj0 ,
([s]jτ · γj0, v) 7→ ([s]jτ · γj0, [−s]jτ · v).
From (5.14)-(5.15) we get the commutative diagram(
W (O),W (O)−) Γ1−−−−→ (Sτ · γ0 ×W (O)γ0 , Sτ · γ0 ×W (O)−γ0)
ψk
y yψk(
W (ψk(O)),W (ψk(O))−) Γk−−−−→ (Skτ · γk0 ×W (ψk(O))γk0 , Skτ · γk0 ×W (ψk(O))−γk0 )
So Claim 5.2 is equivalent to
Claim 5.3 ψk induces an isomorphism
(ψk)∗ : H∗
(
Sτ · γ0 ×W (O)γ0 , Sτ · γ0 ×W (O)−γ0 ;K
)→
H∗
(
Skτ · γk ×W (ψk(O))γk0 , Skτ · γ
k ×W (ψk(O))−
γk0
;K
)
.
Since (ψk)∗ : H∗
(
Sτ · γ0;K
)→ H∗(Skτ · γk0 ;K) is an isomorphism, and
Hq
(
Sτ · γ0 ×W (O)γ0 , Sτ · γ0 ×W (O)−γ0 ;K
)
=
q⊕
j=0
Hj
(
Sτ · γ0;K
)⊗Hq−j(W (O)γ0 ,W (O)−γ0 ;K),
Hq
(
Skτ · γk0 ×W (ψk(O))γk0 , Skτ · γ
k
0 ×W (ψk(O))−γk0 ;K
)
=
q⊕
j=0
Hj
(
Skτ · γk0 ;K)⊗Hq−j
(
W (ψk(O))γk0 ,W (ψ
k(O))−
γk0
;K
)
by the Kunneth formula, Claim 5.3 is equivalent to
Claim 5.4 ψk induces an isomorphism
(ψk)∗ : H∗
(
W (O)γ0 ,W (O)−γ0 ;K
)→ H∗(W (ψk(O))γk0 ,W (ψk(O))−γk0 ;K).
For conveniences we write
FNjτ := Fjτ |N(ψj (O))
γ
j
0
(jδ). (5.18)
Since
(
W (ψj(O))
γj0
,W (ψj(O))−
γj0
)
are Gromoll-Meyer pairs of FNjτ at isolated critical
points 0 = (γj0, 0) with respect to the flow of negative gradients, j = 1, k, and
ψk
(
N(O)γ0
)
⊂ N(ψk(O))γk0 , (5.19)
by (5.6) and the relations 〈〈ψk(ξ), ψk(η)〉〉1 = k〈〈ξ, η〉〉1 ∀ξ, η ∈ Tγ0Hτ (α), the proofs
from Claim 2.2 to Claim 2.3 show that Claim 5.4 is equivalent to
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Claim 5.5 There exist small open neighborhoods V (j) of 0 ∈ N(ψj(O))
γj0
(jδ) with
ψk(V (1)) ⊂ V (k), such that ψk induces isomorphisms
(ψk)∗ : H∗
(
(FNτ )c∩V (1), ((FNτ )c\{0})∩V (1);K
)→ H∗(FNkτ )kc∩V (k), ((FNkτ )kc\{0})∩V (k);K).
For j = 1, k let (Ψjτ )γj0
be the restrictions of the maps Ψjτ in (5.8) to the fibers
N(ψj(O))(jδ)
γj0
. By shrinking δ > 0 we may assume that their images are contained
in the images of the charts φjτ in [18, (3.8)]. Let
Υ
γj0
: T
γj0
Hjτ (α
j) =W 1,2((γj0)
∗TM)→ H˜jτ (5.20)
be the inverses of the tangent maps dφjτ (0) : H˜jτ = T0H˜jτ → Tγj0Hjτ (α
j) given by
dφjτ (0)(α˜)(t) =
d
ds
∣∣∣
s=0
φjτ (0)(sα˜)(t) = Φ(t)α˜(t) ∀t.
Clearly, one has
ψk ◦Υγ0 = Υγk0 ◦ ψ
k. (5.21)
By (5.8) it is easily seen that the compositions
(φjτ )
−1 ◦ (Ψjτ )γj0 = Υγj0
∣∣
N(ψj (O))(jδ)
γ
j
0
.
For j = 1, k let us define
XN(ψj(O))
γj0
:= N(ψj(O))
γj0
∩C1((γj0)∗TM),
XN(ψj(O))
γj0
(jδ) := N(ψj(O))
γj0
(jδ) ∩ C1((γj0)∗TM),
Njτ := Ψjτ
(
N(ψj(O))
γj0
(jδ)
)
,
XN jτ := Ψjτ
(
XN(ψj(O))
γj0
(jδ)
)
,
FNXjτ := FNjτ |XN(ψj (O))
γ
j
0
(jδ) = Fjτ |XN(ψj (O))
γ
j
0
(jδ),
LNjτ := Liτ
∣∣
Njτ
and LNXjτ := Liτ
∣∣
XN jτ
.
Then Banach manifolds XN(ψj(O))
γj0
, XN(ψj(O))
γj0
(jδ) and XN jτ are dense in
Hilbert manifolds in N(ψj(O))
γj0
, N(ψj(O))
γj0
(jδ) and Njτ respectively. Moreover,
Ψjτ restrict to C
2 diffeomorphisms from N(ψj(O))
γj0
(jδ) (resp. XN(ψj(O))
γj0
(jδ))
onto Njτ (resp. XN jτ ). LNjτ and LNXjτ are C2−0 and C2, respectively, and have
isolated critical points γj0, j = 1, k. Define
S˜jτ := Υγj0
(
N(ψj(O))
γj0
)
,
S˜jτ (jδ) := Υγj0
(
N(ψj(O))(jδ)
γj0
)
,
XS˜jτ := Υγj0
(
XN(ψj(O))
γj0
)
,
XS˜jτ (jδ) := Υγj0
(
XN(ψj(O))(jδ)
γj0
)
,
L˜Sjτ := L˜jτ
∣∣
S˜jτ
and L˜SXjτ := L˜jτ
∣∣
XS˜jτ
.
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Then S˜jτ is a Hilbert subspace of H˜jτ of codimension 1, and S˜jτ (jδ) is an open
neighborhood of the origin of S˜jτ . XS˜jτ = S˜jτ ∩ X˜jτ is a Banach subspace of X˜jτ
of codimension 1, and XS˜jτ (jδ) is an open neighborhood of the origin of XS˜jτ .
Moreover, L˜Sjτ and L˜SXjτ are C2−0 and C2, respectively, and have isolated critical
points 0, j = 1, k.
By [18, (3.12)-(3.13)] and (5.8),
φjτ (α˜)(t) = expγj0(t)
(Φ(t)α˜(t)) = Ψjτ (γ0,Φα˜)(t) = (Ψjτ )γj0
(Φα˜)(t) ∀t.
From this, (5.10) and (5.18) and [18, (3.16)] it follows that
FNjτ (Φα˜) = Ljτ ◦Ψjτ (γj0,Φα˜)) = Ljτ (φjτ (α˜)) = L˜jτ (α˜)
or FNjτ (v) = L˜jτ (Υγj0v)
}
(5.22)
for all α˜ ∈ S˜jτ (jδ) or v ∈ N(ψj(O))(jδ)γj0 . Moreover, (5.21) and (5.19) imply the
commutative diagram
N(O)(δ)γ0
Υγ0−−−−→ S˜τ (δ)
ψk
y yψk
N(ψk(O))(kδ)γk0
Υ
γk0−−−−→ S˜kτ (kδ)
and thus
ψk(S˜τ ) ⊂ S˜kτ . (5.23)
These show that Claim 5.5 is equivalent to
Claim 5.6 There exist small open neighborhoods V (j) of 0 ∈ S˜jτ with ψk(V (1)) ⊂
V (k), such that ψk induces isomorphisms
(ψk)∗ : H∗
(
(L˜Sτ )c∩V (1), ((L˜Sτ )c\{0})∩V (1);K
)→ H∗(L˜Skτ )kc∩V (k), ((L˜Skτ )kc\{0})∩V (k);K).
We shall prove it with Corollary 2.8. By the definitions below (5.21) we have
T
γj0
Njτ = N(ψj(O))γj0 and Tγj0XN jτ = XN(ψ
j(O))
γj0
(5.24)
and therefore decompositions
T
γj0
Hjτ (α
j) = T
γj0
Njτ ⊕ R(γj0)· and Tγj0XHjτ (α
j) = T
γj0
XN jτ +˙R(γj0)·. (5.25)
Here XHjτ (α
j) = Xjα ∩Hjτ (αj). Let H−(b), H0(b) and H+(b) denote the negative,
null, and negative space of a continuous symmetric bilinear form b on a Hilbert space,
respectively. Since L˜Xjτ = LXjτ ◦ φjτ implies
(Bjτ (0)ξ, η)W 1,2 = d
2L˜Xjτ (0)(ξ, η) = d2LXjτ (γj0)(dφjτ (0)ξ, dφjτ (0)η)
for any ξ, η ∈ T
γj0
XHjτ (α
j), d2L˜Xjτ (0) and d2LXjτ (γj0) may be extended into continuous
symmetric bilinear forms on Hilbert spaces T
γj0
XHjτ (α
j) and H˜jτ = W
1,2(Sjτ ,R
n),
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respectively. We also use d2L˜Xjτ (0) and d2LXjτ (γj0) to denote these extensions without
occurring of confusions below. Then we infer that
H∗(d2LXjτ (γj0)) = dφjτ (0)
(
H∗(d2L˜Xjτ (0))
) ⊂ C1((γj0)∗TM) (5.26)
and have dimensions m∗(Ljτ , γj0) for ∗ = 0,− and j = 1, k. Note that the second dif-
ferentials d2LNXjτ (γj0) are the restrictions of d2LXjτ to Tγj0XN jτ as symmetric bilinear
forms, j = 1, k. It is clear that R(γj0)
· ⊂H0(d2LXjτ (γj0)) and
H∗(d2LNXjτ (γj0)) ⊂ H∗(d2LXjτ (γj0)), ∗ = 0,−.
(Here we understand d2LNXjτ (γj0) in H∗(d2LNXjτ (γj0)) as the extension of it on the
corresponding Hilbert space). The finiteness of dimensions of these spaces and (5.25)
imply
H0(d2LXjτ (γj0)) = H0(d2LNXjτ (γj0))⊕ R(γj0)·,
H−(d2LNXjτ (γj0)) = H−(d2LXjτ (γj0)), j = 1, k.
}
(5.27)
Since the restriction of Ψjτ to XN(ψ
j(O))
γj0
is a C2 diffeomorphism onto XN jτ ,
whose differential at 0 = (γj0, 0) is the identity on XN(ψ
j(O))
γj0
it follows from (5.24)
that d2LNXjτ (γj0)) and d2FNXjτ (0)) (both defined onXN(ψj(O))γj0 ) are same and hence
have the same extensions. The final claim leads to
H∗(d2LNXjτ (γj0)) = H∗(d2FNXjτ (0)), ∗ = 0,−. (5.28)
By (5.22) we have also
FNXjτ = L˜XSjτ ◦
(
Υ
γj0
∣∣
XN(ψj (O))
γ
j
0
)
and so
Υ
γj0
(
H∗(d2FNXjτ (0))
)
= H∗(d2L˜XSjτ (0)), ∗ = 0,− (5.29)
because Υ
γj0
∣∣
XN(ψj (O))
γ
j
0
are Banach space isomorphisms onto XS˜jτ , j = 1, k. From
(5.26)-(5.29) we get
dimH0(d2L˜Xjτ (0)) = dimH0(d2L˜XSjτ (0)) + 1,
dimH−(d2L˜Xjτ (0)) = dimH−(d2L˜XSjτ (0)).
}
(5.30)
(Here H∗(d2L˜XSjτ (0)) is understand as before). These imply that
H−(d2L˜Xjτ (0)) = H−(d2L˜XSjτ (0)), j = 1, k (5.31)
and that H0(d2L˜XSjτ (0) have codimension one in H0(d2L˜Xjτ (0)), j = 1, k. Let e be a
nonzero element in the orthogonal complementary of H0(d2L˜XSτ (0) in H0(d2L˜Xτ (0))
with respect to the inner product of H˜τ . Then
H0(d2L˜Xjτ (0)) = H0(d2L˜XSjτ (0)) ⊕ Rψj(e), j = 1, k
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Recall the orthogonal decompositions H˜jτ =M
0(γ˜j0)⊕M(γ˜j0)−⊕M(γ˜j0)+ according to
the null, negative, and positive definiteness of the operator Bjτ (0), where Bjτ (0) =
Bjτ (γ˜
j
0) is given as above (3.7), j = 1, k. Because H
∗(d2L˜Xjτ (0)) = M∗(γ˜j0), ∗ =
+, 0,−, we may obtain orthogonal decompositions
H˜jτ = S˜jτ ⊕ Rψj(e), j = 1, k. (5.32)
Let P (j) be the orthogonal projections from H˜jτ onto S˜jτ in the decompositions.
Since ψj(e) ∈ X˜jτ , using the Banach inverse operator theorem one easily prove that
P (j)|X˜jτ are continuous linear operators from X˜jτ onto XS˜jτ . It follows that the map
ASjτ : S˜jτ (jδ) ∩ X˜jτ → X˜jτ , x 7→ P (j)Ajτ (x) (5.33)
is C1 and that the map
BSjτ : S˜jτ (jδ) ∩ X˜jτ → Ls
(
S˜jτ , S˜jτ ) (5.34)
given by B˜Sjτ (x) = P
(j)Bjτ (x)|S˜jτ is continuous. Here as before the topology on
S˜jτ (jδ) ∩ X˜jτ is one induced by X˜jτ . It is not hard to check that the tuples(
S˜jτ ,XS˜jτ , L˜Sjτ , ASjτ , BSjτ
)
satisfy the assumptions in Theorem 1.1, and specially
d2L˜XSjτ (0)(ξ, η) =
(
BSjτ (0)ξ, η
)
W 1,2
for any ξ, η ∈ S˜kτ . These, (5.17) and (5.30) lead to
m0(L˜Sτ , 0) = m0(L˜Skτ , 0) and m−(L˜Sτ , 0) = m−(L˜Skτ , 0).
Clearly, (5.23) implies that ψk(XS˜τ ) ⊂ XS˜kτ . From these and (4.13) and (5.32)-
(5.35) it follows that
ψk
(
ASkτ (x)
)
= ASkτ
(
ψk(x)
)
and ψk
(
BSkτ (x)ξ
)
= BSkτ
(
ψk(x)
)
ψk(ξ)
for any x ∈ S˜τ (δ) ∩ X˜τ and ξ ∈ S˜τ . Now Claim 5.6 follows from Corollary 2.8.
Theorem 5.1 is proved. ✷
Define C∗(FNτ , 0;K) := H∗(W (O)γ0 ,W (O)−γ0 ;K) and
C∗(Lτ ,O;K) := H∗
(
Ŵ (O)), Ŵ (O)−;K),
C∗(Fτ ,O;K) := H∗(W (O),W (O)−;K)
via the relative singular homology. By (5.10) and (5.16), Ψτ induces obvious isomor-
phisms
(Ψτ )∗ : C∗(Lτ ,O;K) ∼= C∗(Fτ ,O;K). (5.35)
The bundle trivializations under Claim 5.2 and [28, (2.13), (2.14)] lead to
Cq(Fτ ,O;K) ∼= ⊕qj=0
[
Cq−j
(FNτ , 0;K) ⊗Hj(Sτ ;K)]
∼= Cq−1
(FNτ , 0;K)
∼= Cq−1
(
L˜Sτ , 0;K
)
(5.36)
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for any q ∈ {0} ∪ N, where the third “∼=” is due to
FNτ = L˜Sτ ◦
(
Υγ0
∣∣
N(O)γ0
)
by (5.22). Recall that m−(L˜Sτ , 0) = m−(L˜τ , 0) = m−(O) by (5.30) and (5.5). Apply-
ing Corollary 1.2 to L˜Sτ , and L˜τ (if O is a constant orbit) we obtain Lemma 4.12 in
[18], i.e.
Lemma 5.7 Suppose that Cq(Lτ ,O;K) 6= 0 for O = Sτ · γ. Then
q − 2n ≤ q − 1−m0τ (O) ≤ m−τ (O) ≤ q − 1
if O is not a single point critical orbit, i.e. γ is not constant, and
q − 2n ≤ q −m0τ (O) ≤ m−τ (O) ≤ q
otherwise.
Here is Lemma 4.13 in [18].
Lemma 5.8 Suppose that Cq(Lτ ,O;K) 6= 0 for O = Sτ · γ. If either O is not a
single point critical orbit and q > 1, or O is a single point critical orbit and q > 0,
then each point in O is non-minimal saddle point.
Proof. When O is a single point critical orbit and q > 0, the conclusion follows
from Corollary 1.2. Now assume that O = Sτ · γ is not a single point critical orbit
and q > 1. By (5.35) and (5.36) we have
0 6= Cq(Lτ ,O;K) ∼= Cq−1
(
L˜Sτ , 0;K
)
.
By Corollary 1.2, γ and hence every point of O is a non-minimal saddle point of Lτ .
✷
Remark 5.9 Let us outline how our method above can be used to give the shifting
theorem of critical groups of the energy functional of a Finsler metric on a compact
manifold at a nonconstant critical orbit. For a regular Finsler metric F on M , by
[24] the energy functional
L : H1, γ 7→
∫ 1
0
L(γ(t), γ˙(t))dt =
∫ 1
0
[F (γ(t), γ˙(t))]2dt,
is C2−0, and satisfies the (PS) condition. For a nonconstant critical orbit O = S1 · γ0
there exists a constant c > 0 such that F (γ(t), γ˙(t) ≡ c > 0 for any γ ∈ O. Note that
γ0 is at least C
2. Suppose that γ∗0TM → S1 is trivial. As usual (cf. Section 3 and
[18, §2]) we may assign its Maslov-type index i1(γ0) and ν1(γ0).
By (5.35) and (5.36) we have
Cq(L,O;K) ∼= Cq−1(FN , 0;K) ∀q ∈ N ∪ {0}. (5.37)
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Now we modify L near the zero section to Lˆ so that L(x, v) = Lˆ(x, v) if F (x, v) > 12c
and that Lˆ satisfying the conditions (L1)-(L3) in [18]. We also choose it to ensure that
one may use the stability theorem of critical groups (cf. [6, Th.5.6] and [5, Th.3.6])
to prove
C∗(FN , 0;K) ∼= C∗(FˆN , 0;K). (5.38)
Then we can apply Corollary 1.2 to get a δ > 0 and a (unique) C1-map
h : H0(d2LNX(γ0))∩Bδ(XN(O)γ0)→ H−(d2LNX(γ0))+H+(d2LNX(γ0))∩XN(O)γ0
with h(0) = 0, such that
Cj(FˆN , 0;K) = Cj−i1(O)(FˆN◦, 0;K) ∀j, (5.39)
where i1(O) = i1(γ0) = dimH−(d2LNX(γ0)) and ν1(γ0) − 1 = dimH0(d2LNX(γ0)),
Bδ(XN(O)γ0) is a ball of radius δ and centrad at 0 in XN(O)γ0 , and
FˆN◦ : H0(d2LNX(γ0)) ∩Bδ(XN(O)γ0)→ R
is given by FˆN◦(ξ) = FˆN (ξ + h(ξ)) = Lˆ(expγ0(ξ + h(ξ))). Note that ξ + h(ξ) ∈
C1((γ0)
∗TM) sits in a small neighborhood of the zero section if δ > 0 is small enough.
Hence we may require
F (γ(t), γ˙(t)) >
3
4
c ∀t
for any γ = expγ0(ξ + h(ξ)) with ξ ∈ H0(d2LNX(γ0)) ∩Bδ(XN(O)γ0). This implies
FN◦(ξ) := FN (ξ + h(ξ)) = L(expγ0(ξ + h(ξ))) = Lˆ(expγ0(ξ + h(ξ)))
for any ξ ∈ H0(d2LNX(γ0)) ∩ Bδ(XN(O)γ0). From these and (5.37)-(5.39) we get
the following shifting theorem
Cq(L,O;K) ∼= Cq−1−i1(O)(FN◦, 0;K) ∀q ∈ N ∪ {0}. (5.40)
The detailed proof (including the case of Finsler-geodesics on M joining orthogonally
two submanifolds M1 and M2 of M) will be given in other place. (It seems that
this result was proved by the finite dimensional approximations of the loop space by
broken geodesics in Finsler geometry).
6 The corrections of Sections 5, 6,7 in [18]
Since we only make corrections for the proofs of Theorems 4.4, 4.7 in [18], the proofs
in Sections 5,6 of [18] are correct except that “the generalized Morse lemma” in line
10 and “ the shifting theorem ([14] and [7,p.50])” in lines 4-5 from bottom should be
changed into “Theorem 1.1” and “Corollary 1.2” in this paper, respectively.
For Section 7 in [18] we need to make a few of replacements as follows:
“Lemma 4.12” in line 5 on the page 3021 of [18],
“(4.67)” in line 12 on the page 3021 of [18],
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“Lemma 4.12” in line 2 from bottom on the page 3021 of [18],
“(4.53) ” in line 1 on the page 3022 of [18],
“Theorem 4.11” in line 5 from bottom on the page 3022 of [18],
“Lemma 4.13” in line 11 on the page 3024 of [18],
are respectively changed into: “ Lemma 5.7”, “(5.35) and (5.36)”, “ Lemma 5.7”,
“(5.5)”, “Theorem 5.1” and “ Lemma 5.8” in this paper.
Remark 6.1 For a Tonelli Lagrangian L ∈ C2(Sτ×TM,R) and a τ -periodic solution
γ of the corresponding Lagrangian system (3.2), assume that γ∗TM → Sτ is trivial
one can still assign two sequences of integers (Maslov-type index) {ikτ (γk) | k ∈ N}
and {νkτ (γk) | k ∈ N} (cf. Remark 5.9), and the mean index
iˆτ (γ) := lim
k→∞
ikτ (γ
k)
k
.
If γ is isolated as a critical point of Lτ in Hτ (α) then we may define the critical group
C∗(Lτ , γ;K) = H∗((Lτ )c ∩ U, (Lτ )c ∩ (U \ {γ});K) as usual, where c = Lτ (γ). Fur-
thermore, suppose that L has global Euler-Lagrange flow (cf.[1, 9]). By Lemma 5.2
of [1] there exists a number R(A) for every A > 0 such that for any R > R(A) and
for any Lagrangian LR which is a convex quadratic R-modification of L one has: if
α is a critical point of LRτ such that LRτ (α) ≤ A, then ‖α˙‖∞ ≤ R(A). In particu-
lar, such a α is an extremal curve of Lτ and Lτ (α) = LRτ (α). Let us take A > c
and R > R(A) + ‖γ˙‖∞. Clearly, γ is a critical point of Lτ |Xτ (α) and hence that of
LRτ |Xτ (α). This implies that γ is also a critical point of LRτ because of the density of
Xτ (α) in Hτ (α). If {γn} is a sequence of critical points of LRτ converging to γ, we
may assume LRτ (γn) < A ∀n. Hence each γn is a critical point of Lτ . This shows that
γ is an isolated critical point of LRτ , and thus C∗(Lτ , γ;K) ∼= C∗(LRτ , γ;K). According
to Section 1 the Morse index m−(LRτ , γ) and nullity m0(LRτ , γ) are well-defined. By
(3.16)-(3.19) we have m−(LRτ , γ) = iτ (γ) and m−(LRτ , γ) = ντ (γ). Using these we
may derive that for a Tonelli Lagrangian L ∈ C2(Sτ × TM,R) with global Euler-
Lagrange flow under Assumption F (α) in [18, page 3010], Claim 5.1 of [18] still holds
and Lemma 5.2 of [18] becomes:
Claim 1. For each k ∈ N there exists γ′k ∈ K(Lkτ , αkτ ) such that
Cr(Lkτ , γ′k;K) 6= 0 and r − 2n ≤ r − νkτ (γ′k) ≤ ikτ (γ′k) ≤ r.
Similarly, for such a system Lemma 5.3 of [18] is also true if mˆ−τ (γ) is replaced by
iˆτ (γ). In particular, Corollary 5.4 of [18] holds if mˆ
−
τ (γj) is replaced by iˆτ (γj). We
have also the corresponding conclusions in Sections 6,7 of [18].
7 Postscripts
The first draft of this new correction version was completed in February 2010. The key
is to find a new splitting lemma which is very suitable for our question. We reported
the content of the splitting lemma on conference of Symplectic Geometry and Physics
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held at Chern Mathematics Institute on May 17-23, 2010. Then I concentrate my
efforts on developing new theory [20, 21]. I feel most apologetic for submitting this
correction version late.
There exists a gap in the original correction [19] with Jiang’s splitting lemma [14].
That is, we need to prove that for an isolated critical point γ0 ∈ Xτ ⊂ Hτ the critical
groups C∗(Lτ , γ0) and C∗(Lτ |Xτ , γ0) are isomorphic. This may be proved with the
finite dimensional approximations of the loop space by broken Euler-Lagrangian loop
space [23], which is an analogue of the finite dimensional approximations of the loop
space by broken geodesics in Riemannian and Finsler geometry. Actually we can also
use Theorem 2.10 and Theorem 3.11 in [20] to prove it.
Using the methods of this paper it seems more easily to generalize the results in
[18] to a larger class of Lagrangians as done in [1, 23] by modifying them to ones
satisfying (L1)-(L3) in [18].
Recently, with Floer homological methods from Ginzburg’s proof of the Conley
conjecture [12] Doris Hein [13] proved the existence of infinitely many periodic orbits
for cotangent bundles of oriented, closed manifolds, and Hamiltonians, which are
quadratic at infinity.
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