A new aerosol module is integrated on-line in the atmospheric GCM CAM-Oslo coupled to a slab ocean for equilibrium climate response studies. The response to an anthropogenic change in aerosols since pre-industrial times is compared with that of a future 63% increased CO 2 level. The aerosol module calculates concentrations of sea-salt, mineral dust, sulphate, black carbon (BC) and particulate organic matter (POM). Look-up tables, constructed from first principles, are used to obtain optical parameters and cloud droplet numbers (CDNC) for any given aerosol composition. Anthropogenic aerosols thus produce a global near-surface cooling of 1.94 K and a 5.5% precipitation decrease, including amplifications by positive cloud feedbacks. In comparison, the CO 2 increase gives a warming of 1.98 K and a 3.8% precipitation increase, causing slightly reduced sulphate, BC, POM and sea-salt burdens. A minor increase in mineral dust is ascribed to reduced subtropical precipitation downwind of Sahara over the Atlantic Ocean. The modelled indirect effects are probably overestimated, mainly due to neglected natural aerosol components and the diagnostic scheme for CDNC. Adding 15cm −3 to CDNC everywhere reduces the indirect forcing from −2.34 to −1.36 Wm −2 , whilst solving a prognostic equation for CDNC reduces it from −2.34 to −1.44 Wm −2 .
Introduction
A global-scale warming of the earth's surface is now evident from observations. Increased concentrations of man-made greenhouse gases will continue to cause a significant global warming, even if greenhouse gas concentrations were to be stabilized (Teng et al., 2006; IPCC, 2007) . However, uncertain cloud processes imply that the amplitude of the climate response to the anthropogenic external forcing is still uncertain (Murphy et al., 2004; Stainforth, et al., 2005; IPCC, 2007) . The regional responses are even more uncertain as they may depend on strong non-local feedbacks (e.g. Boer and Yu, 2003) . Furthermore, according to Andreae et al. (2005) , the uncertainty regarding the cooling effect of aerosols is so large that our quantification of the climate sensitivity is highly uncertain mainly due to aerosols (see Fig. 2 .20 in Forster et al., 2007) . Even though the temperature change over the 20 th century is well known, the corresponding net forcing is not. If the past aerosol forcing has been large, this implies a large climate sensitivity and a considerable risk for a stronger warming than anticipated from greenhouse gases alone in the 21 st century.
Aerosols affect climate directly by reflecting and absorbing radiation, mainly in the short-wave. Indirect effects of aerosols are their altering of cloud properties such as the number and size of cloud droplets when activated as cloud condensation nuclei (CCN), or by changing the properties of cold clouds, for example, when serving as ice nuclei (see Lohmann and Feichter (2005) for a recent review). This paper attempts to increase the understanding of climate impacts of aerosols including interactions with greenhouse gas warming, using equilibrium climate response calculations with an atmospheric global climate model (GCM) extended with a new module for aerosols and coupled to a slab ocean.
Early published studies of the equilibrium climate response to the forcing of aerosols integrated on-line in GCMs, mainly discussed indirect aerosol effects (Rotstayn et al., 2000; Williams et al., 2001; Rotstayn and Lohmann, 2002) . Qualitatively, they agreed on a substantial cooling at mid-and high-latitudes in the Northern Hemisphere and a southward shift of the Intertropical Convergence Zone (ITCZ) caused by a stronger cooling in the Northern Hemisphere (NH) than in the Southern Hemisphere (SH). The relatively strong cooling at high latitudes was a result of positive feedbacks with snow-cover and sea-ice (Williams et al., 2001 ). In Feichter et al. (2004) , Takemura et al. (2005) , Kristjánsson et al. (2005) and Kirkevåg et al. (2008) , the response to the combined direct and indirect aerosol forcing was estimated. Also in these studies a southward shift of the ITCZ was found, although less pronounced by Feichter et al. (2004) , using a more complex treatment of cloud droplet nucleation with reduced importance of sulphate aerosols compared to simpler schemes (cf. Lohmann and Feichter 2005; Penner et al., 2006; Storelvmo et al., 2006b) .
In the AeroCom model intercomparison study by Schulz et al. (2006) , the ensemble of results from nine different atmospheric global models yielded a global-mean direct aerosol forcing at the top of the atmosphere (TOA) of −0.22 W m −2 . The values ranged from −0.41 to +0.04 W m −2 for the individual ensemble members. In IPCC (2007) the TOA global radiative forcing due to the direct aerosol effect is reported in the range from −0.1 to −0.9 W m −2 with a best estimate of −0.5 W m −2 . The level of scientific understanding is characterized as low to medium. The estimated range of global indirect aerosol forcing in the same report is from −0.3 to −1.8 W m −2 , with a best estimate of −0.7 W m −2 . The level of scientific understanding is only slightly higher than in the third assessment report of IPCC (Ramaswamy, 2001) . However, only the first indirect effect of an enhanced cloud albedo due to smaller and more numerous cloud droplets (Twomey, 1977) is considered by IPCC (2007) .
The second indirect effect of increased cloud liquid water content (LWC) due to reduced autoconversion to precipitation when droplets become smaller (Albrecht, 1989) , is still considered to be too uncertain scientifically to be quantified by IPCC. It has further been argued that this and similar secondary effects should be categorized as feedbacks. Recent estimates, including detailed cloud activation and aerosol treatments, tend to lie in a rather narrow range of −0.3 to −1.4 W m −2 (Lohmann and Feichter, 2005) .
Even though these lower estimates compare better with satellite retrievals than higher estimates, the uncertainty is still large Storelvmo et al., 2006a) . For instance, Lohmann et al. (2000) showed that a reduction of the background minimum number of cloud droplets from 40 to 10cm −3 led to an increased indirect aerosol effect from −1.1 to −1.9 W m −2 (Lohmann and Feichter, 2005) . This minimum number is a surrogate for the pre-industrial background aerosol concentration, and is also discussed in the present work.
The main purpose of this paper is to estimate and study the climate response to forcing by anthropogenic aerosols since preindustrial times, based on a fairly elaborate aerosol module in the atmospheric General Circulation Model (GCM) CAM-Oslo . We also calculate the response under CO 2 -driven global warming, and thereby provide input for quantification of implied uncertainties in regional scenarios (Haugen and Iversen, 2008) , including feedbacks of human-induced climate change on the spatial distribution of the aerosols. More specifically, we investigate the equilibrium climate response to forcing by anthropogenic aerosols, relative to pre-industrial time, and compare this response to that of a projected future increase of 63% in CO 2 . Interdependencies between the effect of global warming and aerosols are also discussed.
The experimental tool is CAM-Oslo coupled to a slab ocean model. The aerosols included in the GCM interact with climate directly through reflection and absorption of short-wave radiation, and indirectly through their effects on cloud droplet number and size, which subsequently affect the release of precipitation in water clouds. As far as practically feasible with the present level of climate models and aerosol modelling, the aerosol lifecycling, the aerosol optical properties and the aerosols' interactions with cloud droplet number concentrations (CDNC) are based on internally consistent assumptions. Used in conjunction with observations the model calculations can be used for uncovering and reducing deficiencies or weaknesses in these assumptions. The relatively advanced status of the module for aerosols and their interactions with radiation and clouds lies mainly in two aspects: the online calculation of a natural background aerosol and the process-determined mixing state of the particles. Thus, there are a few more degrees of freedom compared to models with more presumptions about aerosol physics and composition. In this way, the module has a number of similarities with that of Stier et al. (2005) , which has also been included in a fully coupled GCM (Stier et al., 2006) for transient climate response calculations.
CAM-Oslo includes important upgrades compared to the earlier CCM-Oslo Seland, 2002 and 2003; Kirkevåg and Iversen, 2002; Kristjánsson, 2002) , which was also used for equilibrium climate response calculations Kirkevåg et al., 2008) , and was one out of three GCMs which participated in the first phase of the AeroCom intercomparison (http://nansen.ipsl.jussieu. fr/AEROCOM/; Kinne et al., 2006; Textor et al., 2006; Schultz et al., 2006; Penner et al., 2006) . Whilst the aerosols in CCMOslo included prescribed concentration fields for mineral and sea-salt aerosols and only one type of internal mixture, CAMOslo employs no prescribed aerosol types and describes a range of internal particle mixtures. The main formulations and qualities of the aerosol processes and properties in CAM-Oslo are thoroughly discussed in Seland et al. (2008) , hereafter referred to with the abbreviation SIKS. As opposed to CCM-Oslo , the aerosol burdens in CAM-Oslo are not tuned to fit with optical depth retrievals from satellite instruments or any other observed data. We have used the emission fields given from the AeroCom project (Dentener et al., 2006) with only minor adjustments regarding the assumed initial particle sizes. This implies that there probably are missing contributions from, for example, non-desert mineral aerosols, particulate nitrate and possibly from particles of biological origins (Jaenicke, 2005; Leck and Bigg, 2007) . Secondary organic matter produced from photochemical reactions is included in an approximate manner as direct emissions. Since hardly any GCMs presently treat these missing aerosols the way they should, we have chosen to highlight the consequences of these shortcomings directly rather than hide them by further tuning or data constraining (e.g. Lohmann and Lesins, 2002; Cakmur et al., 2006; Quaas et al., 2006; Lohmann et al., 2007) .
Consequences of a too thin natural aerosol contribution are to be expected in the results. We, therefore, present and discuss a tuning experiment in which a background aerosol is added. We also discuss the effects of the 'competition effect' when different types of hydrophilic aerosols are activated as CCNs and the supersaturation is reduced (Ghan et al., 1997 and Storelvmo et al., 2006b ). However, these separate tests are made without coupling to the slab ocean and their climate response is therefore not discussed.
The next section gives a brief overview of the model tool with emphasis on the treatment of aerosols. Section 3 describes the setup for the model experiments. The main experimental results along with their interpretations are presented in section 4. Finally, section 5 contains a summary and the main conclusions.
The Model
In this study of equilibrium climate responses to anthropogenic aerosols and increased CO 2 levels, we apply CAM-Oslo coupled to a slab ocean model. CAM-Oslo (SIKS) is a modified version of the Community Atmosphere Model (CAM) version 3.0, developed at NCAR (Collins et al., 2006a) , run at T42 spectral truncation and with 26 levels in the vertical. The modifications to CAM3 consist of: (a) Replacing the aerosol scheme in CAM3 with a more detailed aerosol scheme, including prognostic sulphate, particulate organic matter (POM), black carbon (BC), seasalt and mineral aerosols; (b) Replacing the prescribed CDNC with diagnosed number concentrations of activated CCN, that is, aerosols larger than the critical radius for CCN-activation for any given chemical composition and supersaturation; (c) Retuning of parameters for formation of rain by autoconversion in the scheme for prognostic cloud water and (d) An adjustment of the cloud cover parametrization for cold (polar) clouds suggested by Vavrus (personal communication).
Use of look-up tables
Optical parameters and CDNC are calculated by use of precalculated look-up tables (see SIKS for full details). The table entries are calculated with a single air parcel model for a wide range of conditions determining size-distributed particle composition, and physical properties from Mie-and Köhler-theory. The physical properties are integrated over the aerosol size distributions for bulk properties.
Basis for the tables are size distributions for primary aerosols and nucleation mode particles assumed to be log-normally distributed initially, and then modified by internal mixing brought about by condensation and coagulation in clear and cloudy air, as well as wet-phase chemical processes in clouds. Modified size distributions and chemical compositions are then calculated for the air parcel using a sectional approachdescribed by Kirkevåg and Iversen (2002) , with updates described by SIKS. The processes responsible for change in size distributions are condensation, coagulation, processes in clouds, and size-dependant deposition. The aerosols span radii from 0.001 to 20 μm, covering 44 discrete size classes with bin width log 10 (r) = 0.1. In CAMOslo's predecessor CCM-Oslo (e.g. Kirkevåg et al., 2008) only the prescribed sea-salt, mineral and a water soluble continental background aerosol were allowed to thus mix with sulphate, POM and BC. In CAM-Oslo also fine mode primary sulphate, POM and BC particles can mix with other substances by condensation and coagulation. At increasing relative humidity, hygroscopic aerosol particles, that is all particles except externally mixed BC, also grow by extracting water from unsaturated water vapour in the ambient air. CDNC are in CAM-Oslo determined from the aerosols diagnostically as the number concentrations of activated CCN.
The tables have been calculated for an array of entry values for ambient relative humidity (for optical properties) and supersaturation (for CCN concentrations) for each of the externally mixed aerosol modes, as well as for process tagged mass concentrations of internally mixed aerosols. During the integration of CAM-Oslo, values for bulk optical parameters and CCNconcentrations are obtained for arbitrary aerosol concentrations by interpolation between the pre-calculated tabulated values. This is done every time-step of 20 min for CCN concentrations, and every hour for aerosol optics (the radiation time-step). Entry points to the table interpolations relating to the internal mixing are concentrations from coagulation, condensation, and in-cloud processing. The applied interpolation methods and the parametrization of intermodal distribution of internally mixed mass are described in Kirkevåg and Iversen (2002) and Kirkevåg et al. (2005) , with updates pertaining specifically to CAM-Oslo described in SIKS. See also the latter work for a more thorough description of the aerosol modes and physio-chemical processes treated in the model.
See Appendix for discussion of a recently discovered inaccuracy in the look-up tables described in SIKS.
Assumed supersaturations
The momentary realized supersaturation of water vapour is crucial for the determination of CCN activation. In reality, supersaturations depend on the speed of processes increasing the relative humidity and the efficiency of deposition of water vapour onto existing available surface area of water droplets and CCNs. Based on Abdul-Razzak and Ghan (2000) , Storelvmo et al. (2006b) attempted to describe this process explicitly together with a prognostic equation for droplet number, using supersaturations based on a subgrid distribution of vertical velocities. This method is very recently also included in the present latest version of CAM-Oslo and used in a separate sensitivity test, see section 4.6. However, the main model runs are based on prescribed values of supersaturation, which are grid-cell values used as input to the tables for CCN. With little direct observational basis, values are simply assumed to be 0.10% in stratiform clouds, 0.25% in convective clouds over ocean and 0.80% in convective clouds over land. A convective cloud is here defined as a cloud where the instantaneous convective precipitation exceeds 1 mm day −1 . This distinction follows Kristjánsson (2002) , but the assumed supersaturations are here considerably higher due to the generally smaller CDNC at a given supersaturation, especially in pristine environments. The applied supersaturations are still within the range of measured values in Pruppacher and Klett (1977) . For a more detailed description of the aerosol and CDNC treatment in CAM-Oslo, see SIKS.
On-line aerosols with feedbacks
Apart from the differences in diagnostics (see section 3) compared to SIKS, the aerosols, as well as greenhouse gases, are here allowed to influence the modelled dynamics of the climate system, which again feed back on the spatial and temporal distribution of aerosols. The importance of these interactions has been studied by Iversen et al. (2005) and Kirkevåg et al. (2008) for CCM-Oslo, and is further discussed in section 4.4 for CAMOslo. As a consequence of running the model in this interactive mode, the simulated cloud liquid water path (LWP) is reduced considerably compared to CAM3. The LWP is linked to the tuning of the formation of rain by autoconversion in the scheme for prognostic cloud water, through the model simulated CDNC and effective cloud droplet radii. Using the same values as in the standard CAM3 for the parameters critpr (0.5 mm day −1 ) and r3lcrit (10 μm), that is the critical precipitation rate due to enhanced collection efficiency and the critical radius for onset of autoconversion, respectively, the model produces a global mean LWP of about 81 g m −2 , compared to 122 g m −2 in CAM3 (Collins et al., 2006a) . As shown in section 4.2, retuning critpr back to the CCM-Oslo value of 5.0 mm day −1 (Kristjánsson, 2002; Kristjánsson et al., 2005) , and using r3lcrit = 15 μm (which is the value given in the CAM3 description by Collins et al., 2004 , while 10 μm is used in the code), gives a LWP of 114 g m −2 , close to CAM3 as well as observed values.
Adjustment for cold clouds
The 'Freezedry' parametrization of polar cloud cover suggested by Steve Vavrus (personal communication) is a parametrization introduced to reduce the large positive biases in low cloud fractions in the Arctic in winter in CAM3. When the water vapour content is very low, much of the cloud water formed is assumed to freeze and precipitate. This 'Freezedry' parametrization of the stratiform cloud fraction may be expressed as
where q is the specific humidity (in g/kg) and cl orig is the original (diagnostic) stratiform cloud fraction in CAM3 (Boville et al., 2006) . For a more detailed description of the scheme and more about the motivation for using it in CAM-Oslo, see SIKS. As shown in that work, aerosol column burdens and radiative effects are generally quite insensitive to the choice of stratiform cloud cover parametrization. For example, the change in global aerosol radiative forcing due to the 'Freezedry' parametrization was found to be about −0.01 and 0.02 W m −2 for the direct and the first indirect effect, respectively.
Experimental setup
The model is run with two sets of aerosol emissions and with two different CO 2 levels. The first two simulations are run with the 1990 ('present-day') CO 2 volume mixing ratio of 355ppmv (IPCC, 2001) . We label the first experiment somPre, which is run with pre-industrial (1750) emissions of aerosols and aerosol precursors. The second experiment, the control simulation, somB, is run with present-day aerosol emissions. The present-day and pre-industrial emission strengths and injection heights (Dentener et al., 2006) are as recommended in the AeroCom intercomparison exercise (e.g. Schulz et al., 2006) . However, as advocated by Seland et al. (2008) , particle sizes at the point of emission have been modified somewhat for sea-salt, i.e. a 2% shift from coarse mode to accumulation mode particles. The third and last equilibrium simulation, somBco2, is run with present-day emissions for aerosols, but with a 63% increase in the CO 2 mass mixing ratio. While H 2 O is a prognostic variable (as in CAM3), other greenhouse gases (CH 4 , N 2 O, O 3 , CFC11 and CFC12) are kept at present-day levels in all the experiments.
The 63% increase from the 'present-day' CO 2 level of 355ppmv was originally chosen based on the following: In CCSM3 the transient climate response (TCR) for global surface air temperature at doubled CO 2 , that is after 70 years simulation with 1% year −1 increase in CO 2 , is about 1.48 K, while the equilibrium climate response (ECR) is estimated at 2.47 K (Kiehl et al., 2006) . Assuming that the TCR/ECR surface air temperature ratio (of about 0.60) is the same in CAM-Oslo as in the host model, our equilibrium simulation should reach the same temperature as in the transient simulation in year 48 of the simulation. The CO 2 mass mixing ratio at this time is about 1.61 times the initial level. Adjusted towards a mean of about 20 other GCM CMIP2 runs (IPCC, 2001) , we end up with a factor 1.63 increase compared to present-day (1990) levels, that is about 580 ppmv. With this approach we attempt, by use of equilibrium simulations, to find a rough estimate of the TCR at the time of doubling of CO 2 (after 70 years), assuming that the aerosol emissions remain approximately the same as at present. Since the ratio TCR/ECR in CAM-Oslo and CAM3 may be somewhat different, we only take the 63% increase as an approximation to the climate state after CO2-doubling in a CMIP2 experiment.
Each simulation is of 42-year duration, run with CAM-Oslo coupled to a slab ocean model. The coupling of CAM3 to a slab ocean model has been described in detail by Collins et al. (2004; . The open, that is, ice-free ocean component of the model consists of a prognostic equation for the ocean mixed layer temperature, subjected to fluxes to and from the atmosphere (F) and horizontal and vertical heat fluxes within the ocean (Q-flux). The ocean mixed layer depth is an annual average derived from the observational data by Levitus (1982) , typically ranging between 10 and 30 m in the tropics and the high-latitude ice-covered regions, while at high latitudes otherwise the depths vary from 10 m to a specified cap of 200 m. To evaluate the ocean Q-flux, data for F derived from a control run with CAM, together with the seasonal cycle of sea surface temperature (SST) and sea ice are needed. A 30-year long simulation with the standard version of CAM3 driven by climatological, seasonally varying SST and sea ice concentration has been used for this purpose. Sea ice is calculated with the default sea ice module in CAM3, a pure thermodynamic model derived from the Community Sea Ice Model (CSIM, Briegleb et al., 2004) .
After a spin-up period of about 15 years, the climate reaches a radiative quasi-equilibrium at the TOA with the given aerosol and CO 2 levels. Due to a non-physical error in the code, affecting the model output only, we have re-run the last 6 years of the 42-year simulations to obtain complete cloud forcing diagnostics. Unless specifically mentioned, the last 28 years have been used in the analysis for interpretation of climate equilibrium response. Estimated responses in temperature and precipitation have been subjected to a t-test (von Storch and Zwiers, 1999) . Assuming that all the years are statistically independent, results which are not significant at the 95% level are shown as white patches in Fig. 8 . Table 1 . Annually averaged global and hemispheric average of vertically integrated mass (burdens) for each prognostic constituent, the total aerosol optical depth (AOD ≡ AOD vis ), and the column integrated single scattering albedo, SSA, at visible wavelengths. The SSA is defined as 1 -ABS/AOD, where ABS is the absorption optical depth. A difference from SIKS is that we in the present model setup take out fewer diagnostic variables in order to use a minimum of computational resources for the relatively long climate simulations. For example, true radiative forcings (requiring multiple calls of subroutines for radiative transfer) are not calculated. The aerosol treatment, including the spectral resolution used in the radiative transfer code, is the same as in SIKS, apart from the minor modification discussed in the Appendix. However, model output of aerosol optical depth (AOD), single scattering albedo (SSA) and asymmetry parameter, is in the present work taken out only for one wavelength band and only for the total aerosol, not for each compound. We use a relatively broad band in visible light, 0.35-0.64 μm, covering the most commonly measured wavelengths of 0.5 and 0.55 μm. Optical parameters in this band (vis) are Chandrasekhar averaged over a set of six narrower spectral bands (see SIKS) in the same way as in Kirkevåg and Iversen (2002) . Denoting this aerosol optical depth AOD vis , the globally averaged ratio AOD vis /AOD 0.55μm is about 1.03 in SIKS. Regionally it ranges between about 0.95 in areas with very large sea-salt aerosols around 60
• S and up to about 1.18 over the most arid biomass burning areas in South America, where particle sizes are small. Over industrial areas in North America and Europe the ratio generally lies between 1.02 and 1.12, averaged over the year. For simplicity, AOD hereafter refers to AOD vis , and SSA to SSA vis .
Furthermore, the aerosol optical parameters are in this work calculated for daylight only, while in SIKS the output is averaged over both day and night values. Hence, intercomparisons of AOD or SSA between the two works are only approximate. In the control simulation (somB), globally averaged AOD and vertically integrated SSA amount to 0.128 and 0.965, see Table 1 for the direct radiative forcing is the anthropogenic contribution to these optical parameters. In the present study, globally averaged anthropogenic AOD and SSA values (somB minus somPre) are about 0.037 and −0.018, respectively, close to the values of 0.037 and −0.015 in SIKS.
Results and discussion

Aerosol burdens, aerosol optical depths and cloud droplet properties
The main features of the horizontal distributions of aerosol burdens in the control simulation with present-day emissions of aerosols and aerosol precursors (somB) are similar to those discussed in SIKS, for an offline simulation with respect to aerosol-climate interactions. Due to different climates in the two simulations there are regional differences, however, resulting in somewhat reduced global aerosol burdens for sea-salt (−9%), dust (−3%) and sulphate (−4%), while BC (−0.1%) and POM (+0.2%) are almost unchanged compared to SIKS. Global and hemispheric averages of aerosol burdens are given in Table 1 .
Regionally, the largest sulphate burdens are found over industrialized regions of North America, Europe, North Africa, South and East Asia, while POM generally has largest burdens in typical biomass burning regions, such as in South America, Africa and South-East Asia. The horizontal distribution of BC burdens is similar to that for POM, although a magnitude smaller and with relatively larger contributions from industrialized countries. Figure 1a shows zonally averaged aerosol burdens for sulphate (as Sulphur), POM, BC, sea-salt and mineral aerosols. Dust, or mineral burdens are particularly large over the desert areas, while sea-salt burdens have a maximum over southern parts of the Indian Ocean. Since both the mineral and sea-salt emissions are based on (fixed) climatological wind-fields and vegetation types etc., simulated changes in concentrations are entirely due to altered transport and deposition.
The relative change in aerosol burdens since pre-industrial time is shown in Fig. 1b . In spite of identical emissions of sea-salt and mineral aerosols in somPre and somB, climate responses to the direct and indirect effects of sulphate, POM and BC, cause significant changes in aerosol transport and deposition, which in turn yield somewhat larger sea-salt and mineral aerosol burdens at high latitudes. Similarly, when going from the somB to somBco2 climate in Fig. 1c , the sulphate, POM and BC burdens are also distributed differently. This is partly a result of changed transport and deposition (no change in the emissions), but also due to changes in gas and wet-phase production of aerosols in the warmer climate. These effects are discussed in more detail in section 4.4.
The main features of the simulated all-sky AODs are also similar to those in SIKS, see Fig. 2a and Table 1 , although there are regional differences and a 10% reduction globally, mainly due to reduced sea-salt burdens. AOD in the control simulation is estimated at 0.128 annually and globally averaged, with a dustdominated maximum of about 0.55 over southern Sahara. Two other local maxima are 0.43 over north-eastern China, where anthropogenic aerosols dominate, and 0.28 over parts of the southern Indian Ocean, mainly due to sea-salt. Local maxima over North America and Europe are estimated at about 0.21 and 0.23, respectively. The anthropogenic contribution to the AOD, that is from simulation somB minus somPre, is about 0.037 globally averaged, see Table 1 . From Fig. 2b we see that the maximum of about 0.35 is located over north-eastern China, where we also found the maximum for sulphate, as well as large BC and POM burdens. Local maxima over North America and Europe are both about 0.18. In southern Asia the anthropogenic AOD does not exceed 0.15, and over the biomass burning regions in Africa and South America, the annually averaged AOD due to human activity is estimated at less than 0.08 and 0.06, respectively. As discussed in SIKS, these anthropogenic optical depths are most likely underestimates. Globally averaged, modelled natural plus anthropogenic AODs in GCMs and Chemical Transport Models (CTMs) often lie in the range 0.06-0.15, which are at the lower end of estimates suggested by remote sensing from ground (AERONET, ca. 0.135) and space (satellite composite, ca. 0.15) .
CDNC reflect concentrations of aerosol number and mass in competing measures, since sufficient size (as well as hygroscopicity) is necessary for CCN to activate, at the same time as the number of available aerosol particles represents an upper bound to the cloud droplet number. In some remote regions with small aerosol number concentrations and low supersaturations, the simulated CDNC may be as low as a few particles per cm 3 . In the control simulation (somB) this is especially found to be the case in polar regions, but also over the southern oceans above about 850-900 hPa, see Fig. 3a . Apart from the very large simulated CDNC due to volcanic activity over New Guinea, the highest values are found over continental areas with large industrial or biomass burning emissions (see Seland et al., 2008) . Compared to Kristjánsson (2002) the decrease in CDNC with height is quite small in many regions, and the CDNC even increases above about 700 hPa at mid-and high latitudes. This possibly counter-intuitive 'inversion' in cloud droplet numbers is a result of production of nucleation mode sulphate particles from clear-air oxidation of SO 2 under atmospheric conditions with little available surface area for condensation on pre-existing particles. The nucleated particles may further grow by condensation and coagulation to sizes large enough to produce cloud droplets (SIKS). A similar inversion for the nucleation of cloud droplets was found by Storelvmo et al. (2006b) .
CDNC diagnostics are taken out only for temperatures above 0
• C in the model. Hence, in Fig. 3 only the summer months contribute as high as up as 600 hPa at 60
• N, with June standing out with the largest cloud droplet numbers, ca. 400 cm over time steps with non-zero CDNC, we find that up to 45% of the aerosol particles are here activated as CCN. Higher zonally averaged ratios of cloud droplet number to aerosol number (f ccn ) are only found immediately over the surface of the southern oceans, where accumulation mode sea-salt particles dominate. Assuming that the relative number fractions of the various aerosol particle modes are as in SIKS, the main contributors to the particle number concentrations are Aitken mode (70%) and nucleation mode (10%) sulphate, as well as an internally mixed Aitken mode of POM, BC and sulphate (10%). With a modal radius of 0.04 μm when emitted (SIKS), a rough estimate indicates that more than half of these particles will be activated under convective conditions with the assumed supersaturations. Continents cover most longitudes at 60
• N, and monthly averaged convective precipitation over the continents indeed exceeds the threshold of 1 mm/day in June.
With a modal radius of 0.0118 μm for the nucleation mode sulphate, we estimate f ccn to about 0.02 for S ocean = 0.25% and 0.22 for S continent = 0.8%. With a monthly averaged mass mixing ratio of H 2 SO 4 condensate of about 0.11 μg/kg produced by clear air oxidation, about three times as large as for the initial Aitken mode, we estimate condensation growth to yield f ccn values of about 0.09 for S ocean = 0.25%, and 0.84 for S continent = 0.8%. Thus, for persistent convective conditions (with S = 0.8%), more than two thirds of all particles could become activated CCN.
To summarize the large modelled f ccn of about 0.45 aloft and the CDNC inversion at 60
• N can be explained by the internally mixed Aitken mode sulphate aerosol, which itself exhibits an inversion with height both with respect to aerosol number concentrations and mass concentration of H 2 SO 4 condensate. However, the assumed maximum supersaturation of 0.8% is probably an overestimate, given that the added sulphate is produced at higher levels than usually experience the maximum realization of supersaturation in convective clouds.
The effective liquid cloud droplet radius, R effl , depends both on CDNC and in-cloud water content (e.g. Kristjánsson, 2002; Kristjánsson et al., 2005) . Zonally averaged, R effl in the control simulation has a minimum of about 5 μm at 750-800 hPa at about 10-15
• N, see Fig. 3a , where LWCs are quite small. The largest droplet radii are found at high latitudes, with generally large LWC and small CDNC, especially over the southern oceans and into the Antarctica.
Comparing Fig. 3a with Fig. 3b , which shows the simulated increase in CDNC from pre-industrial time until today, we see that the majority of the cloud droplets at mid and high latitudes in the NH are from anthropogenic emissions, while in the SH a much larger contribution to CDNC comes from natural sources. Zonally averaged R effl is reduced in large parts of the troposphere in both hemispheres, by up to as much as 2-3 μm at the highest altitudes where warm clouds can still be found. There are Fig. 4 . Zonally and annually averaged cloud fraction (left) and relative humidity (%) (right), (a) With present-day emissions of aerosols and aerosol precursors (somB), (b) Change due to anthropogenic aerosols (somB minus somPre), (c) Change due to a 63% increase in CO 2 (somBco2 minus somB). also significant changes in CDNC and R effl between the somB and somBco2 simulations in Fig. 3c , which will be discussed in section 4.4.
Simulation of present-day climate
CAM-Oslo (coupled to a slab ocean) yields a quasi-equilibrium simulation of present-day climate, including observable parameters, such as cloud fields, precipitation, wind and surface air temperature. The 'Freezedry' parametrization of (cold) stratus clouds by Vavrus (Section 2.4) and the implemented aerosol module may influence the modelled climate compared to the original CAM3. As opposed to SIKS, who calculated meteorological fields online only with respect to the Vavrus scheme and the retuned autoconversion parameters, the present paper describes results of direct and indirect effects of aerosols calculated online with the meteorology and the slab ocean thermodynamics. We therefore have no explicit measure of the effect of the 'Freezedry' parametrization on cloud cover and cloud radiative forcing in the present CAM-Oslo version coupled to a slab ocean. The zonally averaged cloud cover as function of height is shown in Fig. 4a . In a test with the atmospheric CAM-Oslo presented in SIKS, the 'Freezedry' parametrization was shown to cause a reduction of 0.21 in the area averaged low cloud fraction north of 70
• N and 0.13 south of 70 • S. The respective reductions in total cloud cover were 0.17 and 0.09, and the short-wave cloud forcing (SWCF) decreased in absolute value by about 0.3 W m −2 and 0.5 W m −2 in the two regions, respectively. This implied only a slightly weakened short-wave cooling, but a reduced long-wave cloud forcing (LWCF) of about 1.8 W m Table 3 . Global annual mean climatological properties of CAM-Oslo (somB), compared with CAM3 (Collins et al., 2006a) and observations. FK06 refers to Fetterer and Knowles (2002, updated 2006) , and LW90 to Legates and Willmott (1990) . C06 refers to observation data compiled by Collins et al. (2006a CRU 1961 CRU -1990 climatology (see http://www.ccsm.ucar.edu/models/atmcam/sims/cam3.0), CAM-Oslo produces reasonable temperatures in the tropics (within about 1 K), but a warm bias for midand high-latitudes, with a regional maximum of about 10 K in the Arctic. Globally averaged surface air temperature is 15.5
• C (Table 2) in the control simulation, compared to 14.1
• C in CAM3, see Table 3 . A preliminary simulations without the retuning of the autoconversion parameters described in section 2.3 resulted in a even larger warm bias. This warm bias globally could have been reduced by using CAM-Oslo instead of the original CAM3 for evaluating the ocean heat transport fluxes (the Q-flux term, cf. section 3) which are presently being used. This alternative approach would have minimized the difference in mean climate between CAM-Oslo and CAM3, but was hampered by limited time and computational resources. This alternative will be investigated in future work. As a result of overestimated surface air temperatures, we underestimate sea-ice fractions and thus also the sea-ice area (see Tables 2 and 3) , especially in the summer season. Furthermore, precipitation rates are somewhat large. Globally averaged precipitation is estimated at 2.93 mm day −1 , while CAM3 produces 2.83 mm day −1 (Collins et al., 2006a) . Observation-based values vary, from 2.61 mm day −1 in the GPCP 1979-2002 data, to 3.12 mm day −1 in the Legates and Willmott 1920-1980 data, see Table 3 , but the simulated precipitation is most likely an overestimate for present-day climate.
Globally averaged total cloud cover is estimated at 0.603 in the control simulation, about midway between 0.561 in CAM3 (Collins et al., 2006a) and 0.667 in the International Satellite Cloud Climatology Project estimates (ISCCP, Rossow and Dueñas, 2004) , see Tables 2 and 3 . Comparing zonally averaged values with Hack et al. (2006) , we find that the cloud cover in CAM-Oslo is generally larger than in CAM3 at mid-latitudes (especially in the NH) and in the tropics, in somewhat better agreement with ISCCP. An observed local maximum a few degrees south of the equator is reproduced in our control simulation, while the local minima in the subtropics are dislocated by about 10
• polewards, as in CAM3. Despite the improvement at midlatitudes, the regional picture in Fig. 5 shows that CAM-Oslo underpredicts the cloud cover at about 50
• of latitude in both hemispheres. Another feature that stands out is the excessive cloud cover in the western Indian Ocean, as in CAM3. Arctic cloud fractions in both CAM-Oslo and CAM3 compare decently to ISCCP. However, the ISCCP data are not very reliable over snow and ice covered areas (Rossow and Schiffer, 1999) .
In CAM3 prescribed CDNC concentrations are applied for calculation of effective droplet radii used in the prognostic cloud water scheme, and independently prescribed effective droplet radii for calculations of short-wave scattering by the droplets and for deposition velocities (Boville et al., 2006) . When coupling these variables to the aerosol schemes in a more internally consistent manner as in CAM-Oslo, there is obviously less room for tuning. After adjusting the two parameters for autoconversion as described in section 2.3, the globally averaged LWP is estimated at 114 g m −2 (Table 2) , close to the 112 g m −2 retrieved from MODIS and the 122 g m −2 in CAM3 (Collins et al., 2006a ), see Table 3 . In the extratropical storm tracks, LWP in CAM3 and CCSM3 is approximately twice as large as observed . Comparing zonally averaged LWP over ocean with that work, we see that the overestimate at mid-latitudes in our control simulation is significantly smaller, and in the Arctic we obtain LWP values of about 150 g m −2 , quite close to the values from the MODIS retrieval. Figure 6a shows regional LWP produced in our control simulation. In the tropics the LWP is considerably lower than in CAM3 and CCSM3, which is an improvement compared both with MODIS and the NASA Water Vapour Project global water vapour dataset (NVAP), but not compared to the data from the Special Sensor Microwave/Imager (SSM/I) . Simulated IWP is quite close to CAM3 in the Arctic and in the Antarctica, but lower by about 5 and 5-10 g m −2 at low-and mid-latitudes, respectively. Globally averaged, the short-wave cloud forcing (SWCF) is estimated at −53.7 W m −2 , see Tables 3 and 4 , close to the −54.1 W m −2 from Earth Radiation Budget Experiment (ERBE) (Harrison et al., 1990; Kiehl and Trenberth, 1997) as well as to −54.7 W m −2 in CAM3 (Collins et al., 2006a) and −54.0 W m −2 in CCSM3 (Collins et al., 2006b ). Comparing zonally averaged SWCF with Collins et al. 2006b ), we find that CAM-Oslo has somewhat better agreement with ERBE than CCSM3 in the tropics and at mid-latitudes in the SH, while the agreement is somewhat poorer at high latitudes in the NH. In the Arctic the SWCF bias is up to about −18 W m −2 , about −2 W m −2 stronger than in CCSM3. Some of this bias may be due to the warm bias in the Arctic, however, giving spuriously small sea-ice fractions and surface albedo. Figure 7a confirms the agreement between simulated SWCF and ERBE data at mid-latitudes also regionally. In spite of a generally good agreement for the zonally averaged SWCF in the tropics and SH mid-latitudes, there are larger regional discrepancies, for example over the equatorial Pacific and Indian Oceans, and over tropical South America, where the simulated SWCF is too small. The excessive cloud cover, LWP and precipitation, and in turn also the cloud forcing over the western Indian Ocean are related to deficiencies in the Zhang McFarlane Tellus 60A (2008), 3 scheme closure assumptions in the host model .
The simulated global LWCF of 29.4 W m −2 (Table 4) is slightly low compared to the 30.4 W m −2 in ERBE, see Fig.  7b , and the 30.7 W m −2 in CAM3 (Collins et al., 2006a ), see Table 3 . Regions where we obtain higher LWCF than ERBE are also found, for example, over the western Indian Ocean and parts of the northern Pacific and Atlantic Oceans, similar to what is found in CAM3. 
Global and regional climate responses to anthropogenic aerosols and CO 2
In simulation somB minus somPre, the climate responds to anthropogenic aerosol forcing by producing a near global surface cooling of 1.94 K and a 5.5% decrease in precipitation, see Table 2 . In Kristjánsson et al. (2005) , using CCM-Oslo, anthropogenic aerosols were found to give a somewhat weaker cooling of about 1.44 K, and a 4.4% decrease in the precipitation. However, the main features of the regional surface air temperature response are qualitatively the same as in that work, that is, a strong cooling at high-latitudes, with the largest values found over land in the NH. A much weaker cooling is found over tropical oceans, see Fig. 8a . The main features of the precipitation responses are also quite similar to those in CCM-Oslo. Apart from the stronger signals in most regions, the largest differences from CCM-Oslo are found in the tropics and subtropics. Over parts of the Indian Ocean south of the equator and over the most of Australia the precipitation signal is reversed compared to CCM-Oslo, as is also the case over northern Africa north of about [15] [16] [17] [18] [19] [20] • N and over parts of the tropical Pacific Ocean. For the latter region the same reversal was found in equilibrium simulations (not published) with a more recent version of CCM-Oslo where POM was included in addition to sulphate and BC, but with the same aerosol emissions as in CAM-Oslo Kinne et al., 2006; Textor et al., 2006; Schulz et al., 2006) . This reversal is therefore probably caused by the relatively large changes in the aerosol distributions and physical properties from the earlier CCM-Oslo version, for example yielding a less clean-cut southward shift of the ITCZ in CAM-Oslo. The same applies to the subtropical Indian Ocean region stretching south-eastwards from Madagascar. For the mentioned areas in northern Africa, central to western parts of Australia and over the Indian Ocean off the Australian west coast, however, the precipitation signal is reversed also relative to the more recent CCM-Oslo version. Although the relative decrease in precipitation is more than 10% over some areas off the Australian west coast, the absolute reduction is nowhere larger than about 0.7 mm day −1 . The largest decrease over Northern Africa is about 1 mm day −1 (∼90%) over Sahara, and up to about 2 mm day −1 (∼50%) in eastern parts of Sudan. These are also the two continental regions with the largest drying due to aerosols in our simulations. Compared to the precipitation response in northern Africa from the indirect effect of sulphate in Rotstayn and Lohmann (2002) , the signal is much more similar in the CCM-Oslo version without POM than in CAM-Oslo, where the maximum drying is shifted northwards compared to the two other studies. The signal over Australia (in CAM-Oslo) is more in line with , where the response to aerosols (including POM) since pre-industrial time is 1-2 mm day −1 decrease in precipitation in limited areas.
The 63% increase in CO 2 from somB to somBco2 results in a 1.98 K warming and 3.8% increase in precipitation, globally averaged. The main features of the response in surface air temperature and precipitation in Fig. 8b are similar to what was found for a doubling of CO 2 in Kirkevåg et al. (2008) . However, there are large regional differences also here. The most important differences are found in the same areas as discussed for the effect of aerosols, that is northern Africa (about 20 • N) and central to western parts of Australia, stretching into the western subtropical Indian Ocean. In Kirkevåg et al. (2008) the response to doubled CO 2 , especially in the latter region, was very different in simulations with natural compared to present-day aerosol emissions. With natural aerosols, the precipitation actually increased in this region, very similar to the response in CAM-Oslo for present-day aerosols. This indicates that the regional aerosol-cloud-climate feedbacks affect not only the temperature responses, as discussed in Kirkevåg et al. (2008) , but also the precipitation. One additional region with different response in precipitation is found in central to southern Africa, where CAM-Oslo yields an increase (exceeding 10% in some areas), and CCM-Oslo produces a weak decrease (less than about 10%). Also in this region the response to a doubling of CO 2 was found to depend on the aerosol emissions in Kirkevåg et al. (2008) .
Estimated combined effects of anthropogenic aerosols and the 63% increase in CO 2 on climate (simulations somBco2 minus somPre) are shown in Fig. 8c . Despite a slight global surface air warming of 0.04 K, we find a more than 1 K cooling over continents at mid and high-latitudes in the NH. Since aerosol emissions are projected to decrease towards the end of the century, the somBco2 simulation may not be realistic as a future scenario. Nevertheless, this result falls outside the range of likely temperature change towards year 2100 in IPCC (2007) . In light of observed temperature increase over continents in the NH since pre-industrial time, for which the increase in CO 2 is only about half of that applied here, these simulations indicate that the aerosol cooling is exaggerated in CAM-Oslo, just as concluded for CCM-Oslo . This issue is discussed in more detail in Section 4.6. Looking at the precipitation response to the combined effects of Tellus 60A (2008) anthropogenic aerosols and increased CO 2 , the signals over southern Europe, larger parts of Africa, and in several tropical regions in general, seems to agree with observed trends during the 20' th century (IPCC, 2001 ). Due to the exaggerated effect of aerosols, however, the precipitation decreases where observations indicate an increase both in Australia and over large continental areas at high latitudes in the NH.
Interestingly, while the temperature response from simulation somPre to somBco2 of about 0.05 K is slightly positive, the global precipitation decreases with about 2%, corresponding to a very large so-called hydrological sensitivity (Feichter et al., 2004) of −40% K −1 . While this joint hydrological sensitivity to anthropogenic aerosols and a CO 2 doubling was only slightly positive in CCM-Oslo, 0.3% K −1 ), Feichter et al. (2004 also found a negative hydrological sensitivity to changes in aerosols and CO 2 (from pre-industrial to present-day levels), amounting to about −2% K −1 . This was mainly a result of an almost three times higher hydrological sensitivity to aerosols (3.9% K −1 ) than to CO 2 (1.5% K −1 ). In CAM-Oslo it is estimated at 2.8% K −1 for aerosols and 1.9% K −1 for CO 2 (see Table 2 ), quite close to the respective 3.0% K −1 and 1.8% K −1 found in CCM-Oslo. Hence, the very large hydrological sensitivity in CAM-Oslo does not seem to result as much from any inherent model-dependent sensitivity, as from a 'lucky' combination of anthropogenic aerosol and CO 2 levels, which in this case gives almost no change in the global surface air temperature.
Climate feedbacks on aerosol burdens, optical depths and cloud droplet numbers
Climate change in terms of temperature, humidity, cloud cover, precipitation and prevailing winds feed back on the spatial and temporal distribution of aerosols in the atmosphere. Regionally, the result of these feedbacks is most evident in the simulations with increased CO 2 mass mixing ratio while the emissions of aerosols have been kept unchanged, see Fig. 1c . The simulated burdens for all aerosol components drop considerably at high latitudes (up to 10-15% for dust and sea-salt), where the burdens are quite small, while there are more complex signals (up to about ± 5%) at mid-latitudes and in the tropics, where the largest contributions to the aerosol burdens listed in Table 1 are found. Globally averaged we find modest reductions in sulphate (−0.6%), BC (−1.4%), POM (−1.3%) and sea-salt (−2.6%), and a small increase in the dust burden (0.8%). These are small changes compared to Feichter et al. (2004) , where simulated aerosol burdens decreased by as much as 17% K −1 warming when the CO 2 levels were increased from pre-industrial to present-day levels. The reductions in aerosol burdens were attributed to a decrease in aerosol life-time due to increased precipitation and shortened cloud life-time. In CCM-Oslo , on the other hand, using prescribed sea-salt and dust aerosols, the sulphate and BC burdens were found to increase by about 2 and 3%, respectively. This was possible because of a relatively strong dependence on stratiform precipitation, which was slightly reduced in important source regions, combined with regional reductions in convective precipitation over oceans in the subtropics.
In CAM-Oslo the role of convective precipitation is relatively more important due to the revised treatment of wet scavenging in convective clouds, as well as the fact that the cloud volume in areas with convective precipitation is larger than in CCM-Oslo. For nucleation to accumulation mode sized sulphate, POM and BC, wet scavenging is the dominant deposition process, while for the coarser particles dry deposition dominates (SIKS), see Table 5 . Hence, in the warmer somBco2 climate the reduced burdens at high latitudes may to a large extent be ascribed to the relatively large increase in precipitation, causing enhanced wet scavenging and shorter life-times in these regions (as well as globally averaged, see Table 5 ).
We only find a few percent increase in the deposition of sulphate and dust close to and just north of the equator. For sulphate, this is also reflected in a decrease in burden. However, the dust burden increases and sea-salt is reduced, see Fig. 1c . Looking at the regional distribution of the changes in burden (not shown) at these low latitudes, the strongest decrease in sea-salt near the equator is found over the Pacific ocean, where there is also a marked increase in the precipitation (Fig. 8b) and deposition. The largest increase in dust is found over the African continent south-west of Sahara and further downstream across the Atlantic Ocean as far as into the Caribbean Sea (clearly seen in the AOD in Fig. 2c) , where both the precipitation (Fig. 8b) deposition are reduced considerably compared to the control simulation. There is a substantial relative increase in dust burdens in the SH subtropics as well (Fig. 1c) , but the largest contributions to the increase in global mean burden are found in the NH (see Table 1 ). A major contribution to the pronounced increase in sulphate at [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] • N is found over the eastern Pacific Ocean, off the west coast of Central America, while the main source for the spike at 10
• S is volcanic activity in the Salomon Islands and New Guinea (both clearly visible in Fig. 2c ). Volcanic emissions are important sources in the former case as well, but there we also find a large anthropogenic contribution from Central and North America. In both these regions the precipitation and the sulphate deposition are reduced in the simulation with increased CO 2 . A 5-20% increase in (mainly gas phase) sulphate production also contributes, and off the west coast of Central America we find an easterly to north-easterly shift in the wind of about 1 m s −1 in the lower troposphere, indicating also a strengthened transport of sulphate from Central and NorthAmerica.
AOD depends not only on aerosol burdens but also on aerosol size and composition, as well as on the ambient relative humidity. Some of the increase in AOD in the tropics in Fig. 2c comes from increased hygroscopic growth, since there is an increase in the relative humidity in the lowest 2-3 km by about 2-4% from the somB to the somBco2 simulation, see Fig. 4c . Similarly, some of the decrease in AOD in the extratropics may be explained by a small decrease (less than 2%) in relative humidity at most heights.
The largest increase in simulated CDNC are found at about 5 km height at about 30
• S and 40
• N (10-50 cm −3 ) and in the lowest 2-3 km of 40-70
• N (10-25 cm −3 ), see Fig. 3c . In the latter case the increase in the aerosol number concentration is somewhat smaller than the increase in CDNC, and in the former case we actually find a decrease in the aerosol number. An important contribution to the enhanced CDNC is therefore probably the increased convective activity in the warmer climate, giving higher supersaturations than in the present-day simulations. The largest changes in cloud droplet effective radii, however, are found at about 5 km height in the tropics and throughout the SH lower troposphere at mid-to high latitudes. This may to a large degree be explained by the changes in LWC, which increases considerably (exceeding 20% in the tropics at 5 km height) in the mentioned areas of increased R effl , and decreases in much of the tropical middle troposphere (by more than 20% at 3-5 km height) and in a branch of decreased R effl stretching down-and southward at mid-latitudes of the SH. The location of the local maximum for increase in R effl in the lower tropical troposphere is also where the LWC increases the most (exceeding 50%).
Corresponding climate feedbacks on aerosol burdens, AOD and CDNC due to aerosol-induced changes in climate from preindustrial time to the present are not so straightforward to see from Figs. 1b and 2b, due to the large increase in aerosol emissions from somPre to somB. However, since CDNC increase in Table 6 . Experiments with CAM-Oslo run as an atmospheric GCM, testing the sensitivity to background droplet number concentrations (CDNC) and to using prognostic rather than diagnostic CDNC (Storelvmo et al., 2006b) . Changes in liquid water path (LWP), effective cloud droplet radii as seen from satellite (R effl−S : as in Kristjánsson, 2002) the SH, although less than in the NH, the increase in R effl in the middle to lower troposphere in the SH is clearly due to increased LWC. The LWC is larger by about 10-50% in these regions. This is also reflected in a moderate increase in vertically integrated LWC (i.e. the LWP) in Fig. 6b .
Cloud feedbacks and climate sensitivity
Compared to a 2.6 K warming and 4.8% increase in the precipitation for a doubling of the CO 2 in CCM-Oslo , CAM-Oslo yields only a slightly weaker warming (about 2.4 K) and increase in precipitation (about 4.7%) if we assume that the amplitude of the signals increase linearly with an increase in CO 2 mass mixing ratio. The corresponding responses in surface air temperature in CAM2 and CAM3 are 2.27 and 2.47 K, respectively (Kiehl et al., 2006) . Although smaller than the best estimate of 3 K in IPCC (2007), all these lie within the given range of likely climate sensitivities of 2 to 4.5 K. Cloud feedbacks remain the largest source of uncertainty.
For the climate response to anthropogenic aerosols, largely through their effect on clouds, the simulated global cooling and drying in CAM-Oslo are larger than in CCM-Oslo by about 35 and 25%, respectively. How is this relatively strong increase in climate response to anthropogenic aerosols related to the radiative forcing? First of all, based only on the change in the direct forcing we should expect a weaker cooling in CAM-Oslo, since the TOA direct forcing here is slightly positive, 0.03 W m −2 (SIKS), compared to −0.11 W m −2 in CCM-Oslo (Kirkevåg and Iversen, 2002) . The first indirect forcing, however, is in CAM-Oslo estimated at −1.78 W m −2 , compared to −1.3 W m −2 in CCM-Oslo (Kristjánsson, 2002) . In a separate test simulation with CAM-Oslo set up as an atmospheric GCM and where also the second indirect effect is calculated as a forcing (cf. Kristjánsson, 2002) , the joint first and second indirect effect is estimated at −2.34 W m −2 , see Table 6 . This is about 28% larger than in CCM-Oslo (−1.83 W m −2 ). Adding up the direct and indirect contributions, we find that the short-wave radiative forcing by aerosols in CAM-Oslo is about 19% larger than in CCM-Oslo. Assuming that CCM-Oslo and CAM-Oslo has about the same climate sensitivity, as indicated by the very similar responses to (equal) changes in CO 2 , the changes in aerosol forcing thus explains about half of the difference in temperature response.
Comparing Fig. 6 and Table 2 with Kristjánsson et al. (2005) , we find considerably larger anthropogenic changes in LWP in the present study: Globally averaged it is here estimated at 7.4 g m −2
(7.0%), compared to only −0.15 g m −2 (−0.4%) in CCM-Oslo. Despite regionally large increases in LWP over and downstream of industrial emission areas also in CCM-Oslo, a general thinning of the clouds due to the cooling resulted in the negative response, globally averaged. We should also note that LWP in the control simulation with CAM-Oslo is about twice the amount in CCMOslo, reflecting the increase in LWP from CCM3 to CAM3. The total cloud water path response of 8.5 g m −2 (7.0%) in the present work is in fact much closer to the 8.7 g m −2 (10%) obtained by Feichter et al. (2004) . For the IWP response, CAM-Oslo yields about 1.1 g m −2 (7.4%) increase due to aerosols, compared to 0.06 g m −2 (0.3%) in CCM-Oslo. To establish whether some of the difference can be explained by feedback mechanisms, we may look at how the globally averaged change in cloud forcing (SWCF + LWCF) due to anthropogenic aerosols evolves with time. While in CCM-Oslo there is a considerable drop in strength from about −1.83 W m −2 initially (1 st + 2 nd indirect radiative forcing) to −1.27 W m −2 in the last 6 years of the simulations, we find a corresponding increase in strength from about −2.34 to −2.63 W m −2 (Table 4) in CAM-Oslo. This positive cloud feedback stands in contrast to the substantial negative feedback in CCM-Oslo , and is probably accountable for much of the difference in temperature responses in the two model versions.
Sensitivity to uncertain assumptions
As demonstrated by Lohmann et al. (2000) and SIKS, smaller background aerosol number concentrations (and CDNC) in pristine conditions lead to stronger indirect effects, given the same anthropogenic aerosol emissions. Both of the indirect effects we consider are sensitive to the pristine aerosol number concentrations. In the Rasch and Kristjánsson (1998) scheme for prognostic cloud water there are two processes which control the release of precipitation in warm clouds. The first describes the autoconversion (i.e. collisions and coalescence among cloud droplets) of cloud water to rain, while the other describes the collection of cloud water by rain or snow from above. The autoconversion term, P, has an explicit dependency on CDNC. Assuming that the LWC is constant and the effective cloud droplet radius remains larger than the autoconversion threshold of 15 μm, the sensitivity of P to changes in CDNC may be expressed mathematically as:
This means that a relative decrease in precipitation will tend to be comparatively large (for a given anthropogenic aerosol concentration) where the relative increase in CDNC is large, such as over naturally pristine ocean or continental regions. The sensitivity becomes even larger in areas where also the typical effective cloud droplet radii are close to the autoconversion threshold radius, since smaller droplets are unable to produce rain through the autoconversion process. Consequently, the second indirect effect (through a response in the LWC) is comparatively large in these areas. For the first indirect effect the sensitivity of the cloud albedo, A, to changes in cloud droplet effective radii, R effl , that is the so-called cloud susceptibility, may be expressed as (Twomey, 1991) :
Hence, the first indirect effect will be comparatively large where the relative increase in CDNC is large (and where the cloud albedo is close to 0.5). Here, we should also note that the first indirect effect is probably somewhat limited in strength by the use of the prescribed lower and upper limits of 4 and 20 μm for R effl in the Slingo (1989) scheme for short-wave radiative properties of cloud droplets in CAM3.
In CCM-Oslo the CDNC in pristine conditions has a relatively high lower cut-off, due to the much higher background (sea-salt, mineral and water soluble continental) aerosol number concentrations (Kirkevåg, 2002; Kristjánsson 2002) than in the present model study. In the absence of Aitken mode-sized sulphate, BC and POM aerosols (introduced in CAM-Oslo), background aerosol number concentrations were prescribed to rather high values in order to obtain reasonable total aerosol number concentrations compared with observations. The prescribed aerosol number concentrations in CCM-Oslo also had less temporal variability than the fully prognostic aerosols in CAM-Oslo, which are modelled from natural and anthropogenic emissions of aerosol and aerosol precursors, see SIKS.
To test whether the large indirect effect in CAM-Oslo in large parts may be due to the much lower background aerosol number concentrations than in CCM-Oslo and many other global models (e.g. Rotstayn and Lohmann, 2002 , where CDNC > 114.8 cm −3 everywhere), we have run two additional offline simulations with CAM-Oslo set up as an atmospheric GCM, one with pre-industrial and one with present-day aerosol emissions. In both these simulations we increase CDNC by 15 cm −3 everywhere, relative to the standard simulations. Thus, the anthropogenic CDNC are still as in the standard simulations. With pristine CDNC more similar to those in CCM-Oslo over ocean, but still much lower than CCM-Oslo over land, this gives a combined first and second indirect effect of −1.36 W m −2 , compared to −2.34 W m −2 in the control simulations, that is a 42% smaller indirect effect. The anthropogenic change in LWP and effective cloud droplet radius as seen from satellite (following Kristjánsson, 2002) are as much as 45% and 30% lower when the natural CDNC are increased by 15 cm −3 . Another important contributing factor to the large indirect effect may be associated with the use of prescribed supersaturations for CCN activation. Using a prognostic equation for CDNC (and supersaturations based on a subgrid distribution of vertical velocities) in a preliminary CAM-Oslo version based on NCAR CAM2 and aerosol modules from CCM-Oslo, Storelvmo et al. (2006b) obtained a considerably smaller aerosol indirect forcing. Quite recently an adapted version of this scheme for prognostic CDNC has been implemented also in the new (present) CAMOslo version. A separate sensitivity test run to quantify the effect of this improvement, yield an important reduction of the indirect forcing from −2.34 W m −2 to −1.44 W m −2 . Table 6 summarizes the results from the test simulations.
Based on these tests, our hypothesis is that the relatively large indirect effect in the present work, both in terms of radiative forcing and climate response, is related to the small CDNC for pristine conditions in CAM-Oslo as well as the assumption of presumed supersaturations. Missing aerosol components of natural as well as anthropogenic origins in CAM-Oslo (as well as other atmospheric GCMs) include particulate nitrate and biological particles (e.g. Jaenicke, 2005).
Summary and conclusions
Equilibrium climate responses to anthropogenic aerosols and increased CO 2 levels have been investigated based on three multidecadal simulations with CAM-Oslo (SIKS) coupled to a slab ocean model. CAM-Oslo is a modified version of the global climate model NCAR CAM3. Its aerosol module interacts fully with the meteorology through a life-cycle scheme for sea-salt, mineral, sulphate, BC and POM, which is coupled to calculations of aerosol optical parameters and CDNC by use of pre-calculated look-up tables. The basic assumptions underlying the look-up tables and the life-cycle module are to a large extent internally consistent. For example, cloud droplet effective radii with respect to scattering of light and release of precipitation through autoconversion are intimately interconnected, and the AOD cannot be tuned without modifying the aerosol life cycle scheme, thus also affecting the number and size of cloud droplets.
Using present-day aerosol emissions and CO 2 levels, CAMOslo is shown to simulate climate well with respect to cloud cover, cloud liquid water, cloud radiative forcing and energy fluxes at the ground surface. A warm bias in the surface air temperature of about 1 K globally could have been reduced (and will be, in future work) by using CAM-Oslo itself, instead of the original CAM3, in the calibration of the ocean heat transport fluxes in the slab ocean model. Due to this warm bias the precipitation rate is somewhat overestimated, and the polar sea-ice area is too small. A 63% increase in CO 2 gives a 2.0 K global mean surface air warming and a 3.8% increase in precipitation, when present-day aerosol emissions are used. This corresponds to a temperature response of approximately 2.4 K for a doubling of CO 2 , which is somewhat lower than the most probable value of 3 K given in IPCC (2007), but well within the range of likely equilibrium climate sensitivities of 2-4.5 K. It is also quite similar to what was found in CCM-Oslo, the predecessor of CAM-Oslo. The CO 2 -induced changes in climate in terms of circulation, clouds, and precipitation patterns feed back on the spatial and temporal distribution of aerosols, causing modest global reductions in burdens of sulphate (−0.6%), BC (−1.4%), POM (−1.3%) and sea-salt (−2.6%), but a small increase in the dust burden (0.8%). All burdens are substantially reduced at high latitudes due to increased precipitation and deposition, while at lower latitudes there are mixed results, including increased as well as decreased burdens. The main contribution to the net increase in the global dust burden is a substantial increase downwind of Sahara and western Africa, stretching across the Atlantic Ocean where both precipitation and deposition are reduced in this scenario.
The total net effects of anthropogenic aerosols compared to pre-industrial time produce a global 1.9 K surface air cooling and a 5.5% decrease in precipitation. As in earlier studies, the strongest cooling takes place in the NH, giving rise to a southward shift of the ITCZ. The equilibrium responses in surface air temperature and precipitation in CAM-Oslo are larger than in CCM-Oslo by as much as 35% and 25%, respectively, while the joint direct and indirect radiative forcing by aerosols (at TOA) is only 19% larger. Parts of this can be attributed to a positive cloud feedback, enhancing the climate response in CAM-Oslo. In CCM-Oslo a similar negative feedback damping the signal was found.
Since the background, that is natural and pristine, number concentrations of aerosols and cloud droplets are considerably smaller in CAM-Oslo than in CCM-Oslo, we have run experiments with CAM-Oslo as a pure atmospheric GCM in order to quantify how sensitive the indirect effect is to these background aerosol numbers. With standard CDNC we estimate a joint 1 st and 2 nd indirect effect of −2.34 W m −2 , while a prescribed modest increase in background CDNC of 15 cm −3 added everywhere, causes a 42% reduction to only −1.36 W m −2 . This result is in agreement with Lohmann et al. (2000) , as well as with tests of the sensitivity of the 1 st indirect effect to sea-salt aerosol number concentrations in Seland et al. (2008) . The result emphasizes the importance of a realistic modelling of natural aerosols, since the same anthropogenic aerosol emissions cause considerably different forcing and climate response just by a slight change in the background aerosol which determines the minimum number of cloud droplets (cf. Lohmann and Feichter, 2005) . Similar reductions in the forcing by the indirect effects (from −2.34 W m −2 to −1.44 W m −2 ) are obtained by improving the modelling of cloud droplet number as in Storelvmo et al. (2006b) .
Implementation and further development of the prognostic cloud droplet number scheme in the present CAM-Oslo is underway. There are also plans to include effects of aerosols on cold clouds, which potentially have a large impact on the hydrological cycle, and may partly counteract the cloud lifetime effect in warm clouds (Lohmann and Feichter, 2005) . Changes in albedo due to deposition of BC on sea-ice and snow is also an effect which is planned to be accounted for in future work.
Results for dynamical downscaling of the somB and somBco2 simulations are described in Haugen and Iversen (2008) .
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Appendix
A minor inaccuracy in the code that generates the optics and CCN lookup-tables in SIKS was discovered after submission of the revised version of this paper. Preliminary corrected re-calculations only show small impacts of the inaccuracy, and we have chosen to present the original simulations. The corrected look-up tables changed the calculated global TOA direct radiative forcing from 0.04 to 0.03 W m −2 and the global TOA first indirect radiative forcing from −1.76 to −1.78 W m −2 . We have not had time to re-calculate for the second indirect forcing (Table 6 ).
The multi-decadal simulations presented in the main text of this paper are based on the slightly inaccurate version of the lookup tables. By comparing with the sensitivity tests in SIKS, we are confident that the effect of the inaccuracy on the aerosol radiative forcing is considerably smaller than the effects of uncertainties in the aerosol treatment, which are present in state-of-the-art aerosol-climate models. A re-run of the multi-decadal simulations with corrected look-up tables was just recently finished. The corrected simulations of somB and somPre (see Section 3 for definitions) yielded only small changes in global near surface temperature and precipitation: a 2.09 K cooling and a 5.8% decrease in precipitation, compared to 1.94 K and 5.5% originally. The corrected simulations of varying CO 2 (simulation somBco2 and somB) give even smaller changes: a 1.99 K warming and a 3.8% increase in precipitation, compared to 1.98 K and 3.8% respectively.
The changes may be larger in some regions. The most important regional changes in the climate response to anthropogenic aerosols is a somewhat stronger and more widespread increase in precipitation in southern Europe (near the Mediterranean), as well as a shift from a slight increase to a slight decrease in precipitation over central parts of Australia. The corrected results for these two cases are more similar to the responses found with CCM-Oslo . Global changes in cloud water path due to anthropogenic aerosols and CO 2 are found to be almost unchanged compared to the original simulations, which implies negligible changes in the second indirect effect. The response in LWP from simulation somPre to somB is 7.1% instead of 7.0%, and from simulation somB to somBco2 it is estimated at 1.4% in both cases.
Another point worth mentioning is that the global surface air temperature in simulation somBco2 becomes slightly lower than somPre, rather than being slightly higher (i.e. −0.1 K instead of +0.05 K, see Table 2 ), while the difference in precipitation is almost unchanged. Hence, the combined hydrological sensitivity to anthropogenic aerosols and a 63% increase in CO 2 becomes +20% K −1 instead of −40% K −1 . This strengthens our conclusion in Section 4.3, that the large hydrological sensitivity in CAM-Oslo is due to a coincidental combination of anthropogenic aerosol and CO 2 levels in these specific simulations rather than being an inherent model-dependent property. This is because of the very small response in the global surface air temperature from somPre to somBco2.
The performance of the corrected model in terms of simulation of present day climate is found to be very similar to the original simulations, although the warm bias is reduced by about 0.1 K globally.
